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ABSTRACT
The ability to precisely and coherently control atomic systems has improved dramatically
in the last two decades, driving remarkable advancements in quantum computation and
simulation. In recent years, atomic and atom-like systems have also been served as a platform
to study topological phases of matter and non-equilibrium many-body physics. Integrated
with rapid theoretical progress, the employment of these systems is expanding the realm of
our understanding on a range of physical phenomena. In this dissertation, I draw on state-
of-the-art experimental technology to develop several new ideas for controlling and applying
atomic systems.
In the first part of this dissertation, we propose several novel schemes to realize, detect,
and probe topological phases in atomic and atom-like systems. We first theoretically study
the intriguing properties of Hopf insulators, a peculiar type of topological insulators beyond
the standard classification paradigm of topological phases. Using a solid-state quantum
simulator, we report the first experimental observation of Hopf insulators. We demonstrate
the Hopf fibration with fascinating topological links in the experiment, showing clear signals
of topological phase transitions for the underlying Hamiltonian.
Next, we propose a feasible experimental scheme to realize the chiral topological insulator in
three dimensions. They are a type of topological insulators protected by the chiral symmetry
xxi
and have thus far remained unobserved in experiment. We then introduce a method to
directly measure topological invariants in cold-atom experiments. This detection scheme is
general and applicable to probe of different topological insulators in any spatial dimension.
In another study, we theoretically discover a new type of topological gapless rings, dubbed
a Weyl exceptional ring, in three-dimensional dissipative cold atomic systems.
In the second part of this dissertation, we focus on the application of atomic systems in
quantum computation and simulation. Trapped atomic ions are one of the leading platforms
to build a scalable, universal quantum computer. The common one-dimensional setup, how-
ever, greatly limits the system’s scalability. By solving the critical problem of micromotion,
we propose a two-dimensional architecture for scalable trapped-ion quantum computation.
Hamiltonian tomography for many-body quantum systems is essential for benchmarking
quantum computation and simulation. By employing dynamical decoupling, we propose a
scalable scheme for full Hamiltonian tomography. The required number of measurements
increases only polynomially with the system size, in contrast to an exponential scaling in
common methods.
Finally, we work toward the goal of demonstrating quantum supremacy. A number of sam-
pling tasks, such as the boson sampling problem, have been proposed to be classically in-
tractable under mild assumptions. An intermediate quantum computer can efficiently solve
the sampling problem, but the correct operation of the device is not known to be classi-
cally verifiable. Toward practical verification, we present an experimental friendly scheme
to extract useful and robust information from the quantum boson samplers based on coarse-
grained measurements. In a separate study, we introduce a new model built from translation-
invariant Ising-interacting spins. This model possesses several advantageous properties, cat-





1.1.1 Probe Topological Phases of Matter
Symmetry is arguably the most pervasive concept in modern physics. It plays a central role
in the classification of phases of matter, as initially formulated by Landau and Ginzburg [1].
As matter experiences a continuous phase transition from one phase to another, Landau
proposed that symmetry breaking is at the heart of the process. This paradigm has been
successful in explaining a myriad of physical phenomena; but in recent decades, especially
after the discovery of the integer and fractional quantum Hall effect [2, 3], physicists have
realized that many other phenomena do not fit into Landau’s framework. Another central
theme begins to emerge in physics, i.e., the concept of topology. Phase transitions can occur
without breaking any symmetry; instead the distinct phases can be distinguished by their
‘topology’, often characterized by some topological invariants.
This concept of topological phases and topological transitions has become ever clearer after
the discovery of topological insulators [4, 5]. These materials typically insulate in the bulk,
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but have protected conductivity on the surface. These discoveries have not only injected
fresh insights into physics, but have also led to many potential applications. Since the
breakthrough, a race between theory and experiment has begun, with both significantly
pushing the field forward [4–14].
Initially, all experiments are performed on natural solid materials. In recent years, cold
atomic experiments are joining the search for exotic topological phases. This is owing to
atomic systems’ distinctive advantages: precise controllability, novel detection possibility,
and accessibility of extreme parameter regimes [15, 16]. In particular, it is possible to ma-
nipulate atomic behavior to realize textbook models and reach interesting physical regimes.
Among numerous other breakthroughs, ultracold atoms have been applied to engineer spin-
orbit coupling [17–19], realize the Hofstadter Hamiltonian [20,21] and the Haldane model [22],
and directly measure quantized topological invariants [23–25].
1.1.2 Quantum Computation and Quantum Simulation
A quantum computer is believed to be able to solve certain tasks significantly faster than the
current electronic computer [26,27]. Although a universal, scalable, and fault-tolerant quan-
tum computer still seems far on the horizon, advances—especially experimental advances—in
the past two decades have made great strides toward this long-term goal.
Various short-term goals have also been established, including quantum simulation [28,29], or
the demonstration of simpler and nonuniversal quantum speedups. The former traces back to
the vision of Richard Feynman in the 1980s [30]: the tasks of simulating one quantum system
using another, more controllable one. This topic has since developed into a thriving field,
one marked by a constant exchange of ideas between theorists and experimentalists [31–34].
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Quantum supremacy [35]—a term coined for quantum computers that can solve a problem
exceeding the capability of any classical computers (in a reasonable amount of time)—unfolds
to be another short-term goal. Apart from via a full-fledged quantum computer, quantum
supremacy may also be demonstrated with some intermediate, nonuniversal quantum ma-
chines. In the past few years, a growing amount of attention has been channeled toward this
direction [36–40]. With concerted efforts from theorists and experimentalists, from both the
academia and the industry, this important near-term milestone may be reached sooner than
we have originally thought.
1.2 Outline of the Dissertation
In this dissertation, we focus on the application of atomic or atom-like systems in quantum
simulation, quantum computation and topological phases of matter. The first half of the
dissertation (Chapter II and III) centers on studies of topological phases, with a combination
of theoretical works, experimental proposals and an experiment. In the second half, we
present our studies in the direction of quantum simulation and quantum computation.
Chapter II is dedicated to our works on Hopf insulators. Hopf insulators [41] are intriguing
three-dimensional (3D) topological insulators that elude the standard classification paradigm
of topological phases for free fermions [9,10]. They originate from the mathematical theory of
Hopf fibration and epitomize the deep connection between knot theory and topological phases
of matter [42]. In the first section, we theoretically construct the Hopf Hamiltonians for
arbitrary integer topological index [43,44]. These theoretical constructs help experimentalists
realize those phases by engineering the specific Hamiltonian, which is suitable for atomic
systems. In the second section, we present our experiment on the first observation of Hopf
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insulators and topological links in a solid-state quantum simulator. We directly measure
the integer-valued topological invariants and experimentally demonstrate the Hopf fibration
with a remarkable topological linking structure.
Chapter III includes a number of our studies related to the simulation of topological phases
with cold atoms. In considering all experimental capacities and limitations, we propose, in
the first section, a feasible and detailed scheme to realize a special topological phase in cold-
atom experiment [45] , the so-called chiral topological insulators in three dimensions. These
phases possess unique properties, but they have so far eluded all experimental searches. In
the second section, we theoretically study in more detail the intriguing properties of chiral
topological insulators and propose possible ways to detect them [46]. More generally, since we
know that all topological phases are characterized by some topological invariants, it is crucial
to be able to measure these invariants in experiment. In the third section, we introduce a
general method to directly measure topological invariants in cold-atom experiments based
on standard time-of-flight imaging techniques [47]. The strength of our scheme lies in its
generality and amenability to experiments. In the last section of this chapter, we consider
dissipative cold atomic systems and find a new type of topological gapless rings, dubbed a
Weyl exceptional ring, in three-dimensional dissipative systems [48]. They possess both a
quantized Chern number and a quantized Berry phase. An experimental scheme based on
dissipative cold atomic gases is proposed to realize and probe the Weyl exceptional ring.
In Chapter IV, we propose an architecture for scalable quantum computation with a 2D ion
crystal in a Paul trap. Cold atomic ions confined in a well-designed trap are one of the most
promising platforms to realize large-scale quantum computation [27]. The linear Paul trap
with a 1D ion crystal was among the first to demonstrate the fundamental quantum logic
gates [49]. However, this linear geometry has intrinsic limitations in terms of scalability:
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difficulty in trapping too many ions in 1D and low error threshold for fault tolerance. We
propose to use a 2D ion crystal for large-scale quantum computation [50]. The main obsta-
cle that prevented earlier use of this 2D structure is a problem called micromotion, which
unavoidably degrades the fidelity of a quantum gate. We show, in this chapter, that micro-
motion can be explicitly taken into account in the design of quantum gates. All effects of
micromotion are considered, and our numerical simulation indeed demonstrate the feasibility
of the 2D architecture.
As quantum computation and quantum simulation scale up, classical computers will be un-
able to solve the corresponding problem, and they may even have difficulties verifying the
solution. Therefore, a critical issue is to assess whether the quantum machine performs as
expected. The quantum processes are typically governed by some physical Hamiltonians.
Characterization of all parameters in the Hamiltonian is therefore essential for benchmark-
ing the quantum device. This task is called Hamiltonian tomography. In Chapter V [51],
we tackle this problem with a new perspective by incorporating dynamical decoupling, an-
other important idea in quantum control. This basic idea is to apply periodic laser pulses
to decouple a pair of particles from the rest of the system and characterize their interac-
tions internally. By repeating the decoupling procedure to all pairs, the required number
of measurements grows at most polynomially with the system size for a full tomography, in
contrast to the exponential cost with brute force.
Chapter VI continues on the topic and focuses on the goal of establishing quantum supremacy.
A full-fledged universal quantum computer is believed to be able to solve certain tasks ex-
ponentially faster than current computers, but it imposes extremely stringent requirements
on experiment. Recently, a number of sampling tasks, such as the boson sampling prob-
lem [36], have been proposed to be classically intractable. They are, at the same time,
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particularly amenable to quantum experiment. Verification of the sampling outputs remains
a major challenge. In the first section of Chapter VI, we present an experimental friendly
scheme to extract useful and robust information from quantum boson samplers based on
coarse-grained measurements [52]. The procedure can be applied to certify the equivalence
of boson sampling devices while ruling out alternative fraudulent devices. In the second
section, we introduce a new intermediate quantum computing model built from translation-
invariant Ising-interacting spins [53]. For our model, a single fixed unitary evolution is
sufficient to produce classically intractable results, compared to several other models that
rely on implementation of an ensemble of different unitaries (instances). We propose an ex-
perimental scheme to implement our model Hamiltonian in optical lattices and put forward
a certification protocol that only requires local measurements.
Most of the chapters in this dissertation have appeared in print elsewhere. Here is a list of
previously published works by chapters: Chapter II in Ref. [43], Chapter III in Ref. [45–48],
Chapter IV in Ref. [50], Chapter V in Ref. [51] and Chapter VI in Ref. [52, 53]. Below is a
number of studies that I am also involved but they are not covered in this dissertation for
space reasons: a theoretical study on the systematic construction of tight-binding Hamiltoni-
ans for topological insulators and superconductors [44], a proposal for observing non-abelian
statistics of Majorana-Shockley fermions in an optical lattice [54], an experiment to observe
first-order superfluid-to-Mott-insulator phase transitions in spinor condensates [55] and a
theoretical study on probing knots and Hopf insulators with ultracold atoms [42].
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CHAPTER II
Hopf Insulators: Theory and Experiment
The interplay of topology and symmetry plays a key role in the classification of quantum
phases of matter [4, 5, 9–11]. It gives rise to a notable periodic table of topological phases
for free fermions according to the system symmetry and dimensionality [9,10]. The recently
discovered Z2 topological insulators [12–14] protected by time-reversal symmetry fit into
this classification paradigm. According to the classification, the class breaking time-reversal,
particle-hole and chiral symmetry (Class A) should exhibit only trivial insulating phase in
three dimensions. However, when the system Hamiltonian only has two bands, nontrivial
Hopf insulators [41] exist. In this chapter, we first theoretically construct a class of tight-
binding model Hamiltonians which realize all kinds of Hopf insulators with arbitrary integer
Hopf index. We then proceed to present our experimental observation of Hopf insulators
in a solid-state quantum simulator. The intriguing Hopf fibration with fascinating linking
structures is demonstrated in the experiment.
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2.1 Hopf Insulators with Z Topological Index
2.1.1 Introduction
Topological phases of matter may be divided into two classes: the intrinsic ones and the sym-
metry protected ones [11]. Symmetry protected topological (SPT) phases are gapped quan-
tum phases that are protected by symmetries of the Hamiltonian and cannot be smoothly
connected to the trivial phases under perturbations that respect the same kind of symmetries.
Intrinsic topological (IT) phases, on the other hand, do not require symmetry protection and
are topologically stable under arbitrary perturbations. Unlike SPT phases, IT phases may
have exotic excitations bearing fractional or even non-abelian statistics in the bulk [56].
Fractional [3, 57] quantum Hall states and spin liquids [58–62] belong to these IT phases.
Remarkable examples of the SPT phases include the well known 2D and 3D topological in-
sulators and superconductors protected by time reversal symmetry [4,5,8,13,63,64], and the
Haldane phase of the spin-1 chain protected by the SO(3) spin rotational symmetry [65,66].
For interacting bosonic systems with on-site symmetry G, distinct SPT phases can be sys-
tematically classified by group cohomology of G [11], while for free fermions, the SPT phases
can be systematically described by K-theory or homotopy group theory [67], which leads to
the well known periodic table for topological insulators and superconductors [9, 10,68].
Most 3D topological insulators have to be protected by some other symmetries [9, 10], such
as time reversal, particle hole or chrial symmetry, and the U(1) charge conservation symme-
try [69]. A peculiar exception occurs when the Hamiltonian has just two effective bands. In
this case, interesting topological phases, the so-called Hopf insulators [41], may exist. These
Hopf insulator phases have no symmetry other than the prerequisite U(1) charge conser-
vation. To elucidate why this happens, let us consider a generic band Hamiltonian in 3D
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with m filled bands and n empty bands. Without symmetry constraint, the space of such
Hamiltonians is topologically equivalent to the Grassmannian manifold Gm,m+n and can be
classified by the homotopy group of this Grassmannian [10]. Since the homotopy group
π3(Gm,m+n) = {0} for all (m,n) 6= (1, 1), there exists no nontrivial topological phase in gen-
eral. However, when m = n = 1, G1,2 is topologically equivalent to S2 and the well-known
Hopf map in mathematics shows that π3(G1,2) = π3(S2) = Z [67]. This explains why the
Hopf insulators may exist only for Hamiltonians with two effective bands. The classification
theory shows that the peculiar Hopf insulators may exist in 3D, but it does not tell us which
Hamiltonian can realize such phases. It is even a valid question whether these phases can
appear at all in physically relevant Hamiltonians. Moore, Ran, and Wen made a significant
advance in this direction by constructing a Hamiltonian that realizes a special Hopf insulator
with the Hopf index χ = 1 [41].
In this section, we construct a class of tight-binding Hamiltonians that realize arbitrary
Hopf insulator phases with any integer Hopf index χ. The Hamiltonians depend on two
parameters and contain spin-dependent and spin-flip hopping terms. We map out the com-
plete phase diagram and show that all the Hopf insulators can be realized with this type of
Hamiltonians. We numerically calculate the surface states for these Hamiltonians and show
that they have zero energy modes that are topologically protected and robust to arbitrary
random perturbations with no other than the U(1) symmetry constraint.
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2.1.2 Model Hamiltonians for Hopf Insulators
To begin with, let us notice that any two-band Hamiltonian in 3D with one filled band can
be expanded in the momentum space with three Pauli matrices σ = (σx, σy, σz) as
H(k) = u(k) · σ, (2.1.1)
where we have ignored the trivial energy-shifting term u0(k)I2 with I2 being the 2× 2 iden-







z(k). The Hamiltonian is gapped if |u(k)| > 0 for all k. For the
convenience of discussion of topological properties, we denote u(k) = |u(k)|(x(k), y(k), z(k))
with x2(k)+y2(k)+z2(k) = 1. Topologically, the Hamiltonian (1) can be considered as a map
from the momentum space k = (kx, ky, kz) characterized by the Brillouin zone T3 (T denotes
a circle and T3 is the 3D torus) to the parameter space u(k) ∝ (x(k), y(k), z(k)) character-
ized by the Grassmannian G1,2 = S2. Topologically distinct band insulators correspond to
different classes of maps from T3 → S2.
The classification of all the maps from T3 → S2 is related to the torus homotopy group
τ3(S2) [70]. To construct non-trivial maps form T3 → S2, we take two steps, first from
S3 → S2 and then from T3 → S3. We make use of the following generalized Hopf map
f : S3 → S2 known in the mathematical literature [71]
x+ iy = 2ληp↑ η̄
q
↓, z = λ(|η↑|2p − |η↓|2q), (2.1.2)
where p, q are integers prime to each other and η↑, η↓ are complex coordinates for R4
satisfying |η↑|2 + |η↓|2 = 1 with the normalization λ = 1/(|η↑|2p + |η↓|2q). Equation (2)
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maps the coordinates (Re[η↑], Im[η↑],Re[η↓], Im[η↓]) of S3 to the coordinates (x, y, z) of S2
with x2 + y2 + z2 = 1. The Hopf index for the map f is known to be ±pq with the sign
determined by the orientation of S3 [71]. We then construct another map g : T3 → S3 (up
to a normalization), defined by the following equation
η↑(k) = sin kx + it sin ky,
η↓(k) = sin kz + i(cos kx + cos ky + cos kz + h), (2.1.3)
where t and h are constant parameters. The composite map f ◦ g from T3 → S2 then
defines the parameters u(k) ∝ (x(k), y(k), z(k)) in the Hamiltonian as a function of







↓], [|η↑|2p− |η↓|2q]), with |u(k)| = 1λ(k) . The Hamiltonian H(k) = u(k) ·σ
is (p+ q)th order polynomials of sin (k) and cos (k), which corresponds to a tight-binding
model when expressed in the real space. The Hamiltonian contains spin-orbital coupling
with spin-dependent hopping terms. When we choose p = q = 1 and (t, h) = (1,−3/2), the
Hamiltonian (1) reduces to the special case studied in Ref. [41].
When the Hamiltonian is gapped with |u(k)| > 0, one can define a direction on the unit
sphere û(k) = (ux(k), uy(k), uz(k)) /|u(k)| = (x(k), y(k), z(k)). From û(k), we define the
Berry curvature Fµ = 18π εµντ û · (∂νû× ∂τ û), where εµντ is the Levi-Civita symbol and a
summation over the same indices is implied. A 3D torus T3 has three orthogonal cross
sections perpendicular to the axis x, y, z, respectively. For each cross section of space T2,




−π dkρdkλFµ, where µ = x, y, z and ρ, λ
denote directions orthogonal to µ. To classify the maps from T3 → S2 represented by û(k),
a topological index, the so-called Hopf index, was introduced by Pontryagin, who showed
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Figure 2.1.1: Plot of the Hopf index and the Chern number in z-direction for different (p, q).
The Hopf index and the Chern number converge rapidly as the number of grids increases in
discretization. The parameters t and h are chosen as (t, h) = (1, 1.5).
that the Hopf index takes values in the finite group Z2·GCD(Cx,Cy ,Cz) when the Chern numbers
Cµ are nonzero, where GCD denotes the greatest common divisor. If the Chern numbers
Cµ = 0 in all three directions, the Hopf index takes all integer values Z and has a simple
integral expression [71,72]
χ (û) = −
∫
BZ
F ·A dk, (2.1.4)
where A is the Berry connection (or called the gauge field) which satisfies ∇ × A = F.
The Hopf index χ (û) is gauge invariant although its expression depends on A. As we will
analytically prove in the appendix, the Chern numbers Cµ = 0 for the map û(k) defined
above in the gapped phase, so we can use the integral expression of Eq. (4) to calculate the
Hopf index χ (û). The index χ (û) can be calculated numerically through discretization of
the torus T3 [41]. Using this method, we have numerically computed the Hopf index χ (û)
for the Hamiltonian H(k) with various p and q, and the results are shown in Fig. 2.1.1. As
12
𝜒 = 2 
ℎ 
𝑡 






𝜒 = −2 
𝜒 = −1 
𝜒 = 1 𝜒 = 1 
𝜒 = −1 𝜒 = 4 
ℎ 
𝑡 






𝜒 = −4 
𝜒 = −2 
𝜒 = 2 𝜒 = 2 
𝜒 = −2 
𝜒 = 6 
ℎ 
𝑡 






𝜒 = −6 
𝜒 = −3 
𝜒 = 3 𝜒 = 3 
𝜒 = −3 𝜒 = 12 
ℎ 
𝑡 






𝜒 = −12 
𝜒 = −6 
𝜒 = 6 𝜒 = 6 
𝜒 = −6 
(a) (b) 
(c) (d) 
Figure 2.1.2: Phase diagrams of the Hamiltonian for different (p, q). The values of (p, q) in
(a), (b), (c), and (d) are chosen to be (1, 1), (1, 2), (3, 1), and (2, 3), respectively.
the grid number increases in discretization, we see that the Chern numbers quickly drop
to zero and the Hopf index approaches the integer values ±pq or ±2pq depending on the
parameters t, h. Based on the numerical results of χ (û), we construct the phase diagrams
of the Hamiltonian (1) for various p, q in Fig. 2.1.2. The phase boundaries are determined
from the gapless condition. The phase diagrams exhibit regular patterns: they are mirror
symmetric with respect to the axis h = 0 and anti-symmetric with respect to the axis t = 0.
When |h| > 3, we only have a topologically trivial phase with χ (û) = 0. From the result,
we see that χ (û) has an analytic expression with χ (û) = ±pq when 1 < |h| < 3 and
χ (û) = ±2pq when |h| < 1.
To understand this result, we note that û(k) is a composition of two maps û(k) = f ◦ g(k).
The generalized Hopf maps f from S3 → S2 has a known Hopf index ±pq [71]. The maps g
from T3 → S3 can be classified by the torus homotopy group τ3(S3) and a topological invariant
13













0, |h| > 3
1, 1 < |h| < 3 and t > 0
−2, |h| < 1 and t > 0.
Consequently, we have χ(û) = Γ(g)χ(f) = ±pqΓ(g), which is exactly the result shown in
the phase diagrams in Fig. 2.1.2. A geometric interpretation is that Γ(g) counts how many
times T3 wraps around S3 under the map g, and χ(f) describes how many times S3 wraps
around S2 under the generalized Hopf map f . Their composition gives the Hopf index χ(û).
A sign flip of t changes the orientation of the sphere S3, which induces a sign flip in χ(û)
and produces the anti-symmetric phase diagram with respect to the axis t = 0. As (p, q)
are arbitrary coprime integers, χ(û) apparently can take any integer value depending on the
values of p, q and t, h. As a consequence, the Hamiltonian H(k) constructed here can realize
arbitrary Hopf insulator phases.
2.1.3 Surface States of Hopf Insulators
The nontrivial topological invariant guarantees existence of gapless surface states at a smooth
(i.e., adiabatic) boundary between a Hopf insulator and a trivial insulator (or vacuum). Nu-
merically, we find that gapless surface states are still present even for sharp boundaries,
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Figure 2.1.3: Surface states and zero-energy modes in the (001) direction for a 200-site-
thick slab. The parameters t and h are chosen as (t, h) = (1, 1.5) for all the figures. We
have (p, q) = (1, 2) for (a,b) and (p, q) = (1, 3) for (c,d). In Fig. (b,d), we add random
perturbations to the Hamiltonian, but otherwise keep the same parameters as (a,c). The
left diagrams in (a,b,c,d) plot the energy spectrum of all 400 states at a fixed (kx, ky) =
(0.72, 0.72) for easy visualization. The points inside the gap represent the energies of the
surface states. There are four (six) surface states in (a,b) ((c,d)), respectively. The right
diagrams in in (a,b,c,d) show the wave functions of a surface state (upper one) and a bulk
state (lower one).
although we do not have an intuitive explanation why this is necessarily so as the number
of bands is not well-defined at a sharp boundary and the two-band condition required for
existence of the Hopf insulator could be violated at the surface. Our results are summarized
in Fig. 2.1.3. From the figure, surface states and localized zero-energy modes are prominent.
These surface states are topologically protected and robust under arbitrary random pertur-
bations that only respect the prerequisite U(1) symmetry. This can be clearly seen from
Fig. 2.1.3: while the wave functions of the bulk states change dramatically under random
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perturbations, the wave functions of the surface states remain stable and are always sharply
peaked at the boundary. This verifies that the Hopf insulators are indeed 3D topological
phases. Besides the results shown in Fig. 2.1.3, we have calculated the surface states for
a number of different choices of parameters (p, q) and (t, h), and the results consistently
demonstrate that the surface states and zero energy modes are always present and robust
even to substantial perturbations unless the bulk gap closes. Moreover, we roughly have
more surfaces states when the absolute value of the Hopf index becomes larger. However,
this is not always true. A direct correspondence between the Hopf index and the total wind-
ing number of surface states may exist and deserves to be further investigated [73]. It is also
worthwhile to mention that these surface states are extended/metallic in a clean crystal, as
discussed in Ref. [41], but how disorder will affect these states is an important topic that
deserves further studies. The surface states might not be metallic with disorder since there
is no obvious way to protect these surface state from localization without adding symmetries
such as time-reversal.
2.1.4 Discussion
An important and intriguing question is how to realize these Hopf insulators in experiments.
Laser assisted hopping of ultracold atoms in an optical lattice offers a powerful tool to en-
gineer various kinds of spin-dependent tunneling terms [74–76], and thus provides a good
candidate for their realizations although the details still need to be worked out. Dipole inter-
action between polar molecules in optical lattices also offers possibilities to realize effective
spin-dependent hopping [77–79]. As argued in Ref. [41], frustrated magnetic compounds
such as X2Mo2O7 with X being a rare earth ion are other potential candidates. In addi-
tion, Hopf insulators may be realized in 3D quantum walks [80–83], where various hopping
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terms are implemented by varying the walking distance and direction in each spin-dependent
translation and the robust surface states can be observed with split-step schemes [82,83].
In conclusion, we have introduced a class of tight-binding Hamiltonians that realize arbitrary
Hopf insulators. The topologically protected surface states and zero-energy modes in these
exotic phases are robust to random perturbations that only respect the U(1) charge conser-
vation symmetry. They are 3D topological phases and sit outside of the periodic table [9,10]
for topological insulators and superconductors.
2.2 Experimental Observation of Hopf Insulators and
Topological Links
2.2.1 Introduction
In the previous section, we show that tight-binding models for arbitrary-index Hopf insu-
lators exist. Implementation of Hopf insulators, however, poses a formidable experimental
challenge [42, 43]. Recently, quantum simulation platforms have proven to be well suited
for the experimental study of 1D and 2D topological insulators [34, 84, 85]. Here, we report
the first observation of Hopf insulators in a solid-state quantum simulator and direct mea-
surement of their integer-valued topological invariants by a 3D integration over parametric
momentum space [47]. Through quantum state tomography, we experimentally demonstrate
the Hopf fibration with fascinating topological links, showing clear signals of topological
phase transitions for the underlying Hamiltonian. Our observation of Hopf insulators in a
quantum simulator opens the door to probe their rich topological properties in experiment.
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The quantum simulation and probing methods are also applicable to the study of other
intricate 3D model Hamiltonians.
2.2.2 Model Hamiltonian for Observing Hopf Insulators







~Ω Ψ†ku(k) · σΨk, (2.2.1)
where ~Ω denotes the energy unit, the dimensionless coefficients u(k) = (ux, uy, uz) represent
certain functions of 3D momenta k = (kx, ky, kz), Ψk = (ak↑, ak↓)ᵀ are fermionic annihilation
operators with pseudo-spin states |↑〉 and |↓〉 at momentum point k, and σ = (σx, σy, σz)
are Pauli matrices. The (composite) Hopf map is a projection from the momentum space
(the Brillouin zone) described by the 3D torus T3 to the Bloch sphere S2 for the spin-
1/2 state. For the Hopf map, the pre-image of each point on the sphere S2 corresponds
to a closed loop in the torus T3—all these loops are topologically linked to each other,
forming a fascinating topological structure called the Hopf fibration as shown in Fig. 2.2.1a.
Armed with the Hopf map, Hopf insulators are characterized by an integer Z rather than
a Z2 topological invariant [41, 43]. Several two-band model Hamiltonians supporting Hopf
insulators have been constructed in Refs. [41, 43], and all of them involve complicated spin-
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orbital interactions. We consider a primitive model with the coefficients u(k) given by
ux = 2 [sin kx sin kz + C(k) sin ky] ,
uy = 2 [C(k) sin kx − sin ky sin kz] , (2.2.2)
uz = sin
2 kx + sin
2 ky − sin2 kz − [C(k)]2 ,
where C(k) ≡ cos kx + cos ky + cos kz + h with h being a dimensionless parameter. This
Hamiltonian features two distinct topologically nontrivial phases with the parameter |h| < 1
and 1 < |h| < 3, respectively [43]. Implementation of the Hamiltonian with cold atoms
requires engineering of next-nearest-neighbor spin-orbital couplings [42], which is particularly
challenging for experiments.
2.2.3 Nitrogen-Vacancy Center Based Quantum Simulator
Here, we experimentally realize this Hamiltonian and probe its topological properties with
a solid-state quantum simulator represented by a single nitrogen-vacancy (NV) center in a
diamond sample at room temperature shown in Fig. 2.2.1b. The diamond NV center has
recently emerged as a promising experimental system for realization of quantum computing,
simulation, and precision measurements [86–90]. The key observation here is that the Hamil-
tonian (1) for free fermions is diagonal in the momentum space, so there is no entanglement
between different momentum components in its ground state. We can measure the quantum
states for each momentum component separately in experiments [34,47], and the properties
of the whole system can then be determined by collating individual measurements. For each
momentum component k, the ground state of the Hamiltonian (1) can be probed through an
adiabatic passage in a two-level system, which is realized through microwave manipulation
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Figure 2.2.1: Illustration of Hopf fibration and the experimental system. a, Hopf fibration,
where each point (distinguished by color) on the Bloch sphere in the right corner is mapped
to a closed loop in the 3D space by the Hopf map and all loops are pairwise linked to
each other (see Appendix for the explicit form of the Hopf map in our system). b, A
diamond nitrogen-vacancy center with its defect spin used for the quantum simulation of the
Hopf insulator. c, A solid-state immersion micro-lens is fabricated on top of the diamond
nitrogen-vacancy center to increase its detection efficiency by optical readout. d, A typical
path of adiabatic passage for the parameters in the Hamiltonian. The example shown here
is for adiabatic preparation of the ground state of Hk with the momentum components
(kx, ky, kz)/2π = (0.4, 0.3, 0.5) and the parameter h = 2.
of the spin levels |0〉 and |−1〉 of a single NV center. The viability of such an adiabatic
procedure is guaranteed by the most salient feature of a topological phase, the topological
gap—as long as the gap is maintained, topological properties are insensitive to perturbations
or stretching of the energy bands.
We use a NV center under a micro-fabricated solid immersion lens (SIL) to implement the
Hamiltonian (1) for each parametric momentum component k. The SIL is used to enhance
the data collection rate as we need to scan over many different momentum components to
measure the topological properties of the Hamiltonian. By applying a microwave with phase
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ϕ to the transition |0〉 → |−1〉, we realize the following Hamiltonian in the rotating frame
Hu = ~ |Ω| (σx cosϕ+ σy sinϕ) + ~∆σz, (2.2.3)
where |Ω| denotes the Rabi frequency of the microwave and ∆ is the frequency detuning of
the spin transition relative to the microwave frequency. Comparing with the Hamiltonian
(1), we have Ωu(k) = (|Ω| cosϕ, |Ω| sinϕ,∆). At the initial time, we take |Ω| = 0 and pre-
pare the spin in state |0〉, which is the ground state of Hu (t = 0). We then adiabatically tune
the microwave Rabi frequency |Ω| with phase tanϕ = uy (k) /ux (k) and the detuning ∆ so
that for the final state we have Hu (t) = Hk in the Hamiltonian (1) for a certain momen-
tum component k. A typical adiabatic passage for the parameters is shown in Fig. 2.2.1d.
By this adiabatic passage, we realize the ground state of Hk, and through quantum state
tomography (QST) measurements, we retrieve its full information. We scan all momentum
components k via the above preparation and detection method to probe the properties of
the full Hamiltonian (1).
2.2.4 Measuring Hopf Invariant
To measure the topological properties of the Hamiltonian (1), we use a topological invariant




F ·A d3k, (2.2.4)
where F is the Berry curvature with Fµ = (i/2π) εµντ (∂kν 〈Ψk|) (∂kτ |Ψk〉), εµντ is the Levi-




Hopf Index ! h = 0 h = 2
Experiment (N = 10) -2.066(3) 1.048(2)
Theory (N = 10) -2.058 1.041


























Real Part Imaginary Part
Figure 2.2.2: Measurement of the Hopf index using quantum state tomography. a, Real
and imaginary parts of the experimentally reconstructed density matrix elements. This
example shows the ground state density matrix ρk at one particular momentum k with
(kx, ky, kz)/2π = (0.4, 0.2, 0.5). The hollow caps correspond to the ideal density matrix
elements predicted by theory. b, State fidelities Fk measured through quantum state tomog-
raphy are shown for different k with the values represented by the color map. The upper
and the lower panels have the parameter h = 0 and h = 2, respectively. Each panel contains
10 sub-figures where the momentum kz/2π varies from 0 to 0.9 with an equal spacing of
δkz/2π = 0.1. The horizontal and vertical axes of each subfigure denote respectively kx/2π
and ky/2π, which vary from 0 to 0.9 with an equal spacing of 0.1. The average fidelity for the
10× 10× 10 measured momentum points is 99.1% (99.2%) for the case of h = 0 (h = 2). c,
The Hopf index from quantum state tomographic measurements with momentum k sampled
over the 10 × 10 × 10 mesh. The number in the bracket represents the standard deviation
in the last digit. The measured Hopf index is close to its ideal integer values for the corre-
sponding topological phases. The small differences are dominated by the discretization error
of the 3D momentum integration in computing topological invariants. The scaling of the
discretization error with the number of sampling points is shown in the Appendix.
A is the associated Berry connection satisfying ∇×A = F, and the integration of k is over
the Brillouin zone (BZ). Depending on the parameter h, the Hopf index χ takes the following
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values for the Hamiltonian (1):
χ =

1, 1 < |h| < 3
−2, |h| < 1
0, |h| > 3.
(2.2.5)
So the Hamiltonian H supports two topological Hopf insulator phases and one topologically
trivial phase with the phase boundaries at h = ±1,±3.
To measure the Hopf index χ, we use the discretization scheme in Ref. [47], which provides
a general method to probe the topological invariants in any spatial dimension based on QST
in the momentum space. As shown in the Appendix, the Hopf index χ quickly converges
to its ideal value through mesh sampling over the momentum space. We sample (kx, ky, kz)
into a mesh of 10× 10× 10 points with equal spacing and for each Hk, we perform QST to
measure its ground state density matrix. A typical reconstructed density matrix is shown
in Fig. 2.2.2a. At each momentum k, we compare the experimentally reconstructed density
matrix ρk with the ideal ground state |Ψk〉 and calculate the state fidelity Fk = 〈Ψk| ρk |Ψk〉.
The measured fidelities for different momenta k are shown in Fig. 2.2.2b. We have achieved
a high average fidelity of 99.2% in our experiment. From the measured data, we find the
Hopf index shown in Fig. 2.2.2c for two different phases with h = 0, 2. The measured non-
zero values of the Hopf index, close to the ideal integer numbers, provide an unambiguous













Figure 2.2.3: An intuitive indicator of intrinsic 3D topological insulator. a, The ground-state
spin configurations of the HamiltonianHk for h = 2 are mapped onto the Bloch sphere, where
k is scanned over a 2D cross section with kz = 0. The stars show the experimental data
and the yellow cover identifies the theoretical region from all the momentum points in this
cross section. The partial covering of the Bloch sphere indicates that the Chern number for
this layer is zero. We have verified with our experimental data that Chern numbers vanish
for all 2D cross sections along different directions, so layered 2D topological (quantum Hall)
insulators are not present in our system. b, The ground-state spin configurations with k
scanned over all 3D momentum points are mapped onto the Bloch sphere. The Bloch sphere
is fully covered, which is consistent with the characteristic of an intrinsic 3D topological
insulator.
2.2.5 Nontrivial Topological Links and Phase Transition
Different from stacking layers of 2D quantum Hall insulators, the Hopf insulator is an intrinsic
3D topological insulator, where the Chern numbers characterizing 2D topological insulators
are zero for all 2D momentum layers [41, 43]. To demonstrate this intuitively, in Fig. 2.2.3a
we take a layer in the momentum space (e.g., with kz = 0) and map all the measured
spin states at different kx and ky to the Bloch sphere. The Chern number will be zero if
these states cannot fully cover the Bloch sphere, which is the case in Fig. 2.2.3a. We have
also computed the Chern numbers explicitly using our measured data along different 2D
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Figure 2.2.4: The Hopfion spin texture and topological links characterizing the Hopf insu-
lator. a, A 2D cross section of the Hopfion is shown for the kz = 0 layer and h = 2. The
Hopfion represents the knotted 3D spin texture of the Hopf insulator. The arrows in the
plane depict the x-y direction of the Bloch vectors and the color labels the magnitude of
its z component. b, Topological links between the pre-images in the momentum space from
three spin states on the Bloch sphere, S = (1, 0, 0), (0, 1, 0), and (0, 0,−1). The parameter
h = 2.9, which determines the topological phase with the Hopf index χ = 1. The link-
ing number between any pair of pre-image loops is equal to the Hopf index for this phase.
The Solid arrows show experimentally measured spin orientations Sexp, which are in close
proximity to the transparent arrows corresponding to the ideal theoretical directions Sth.
Solid lines are preimage curves from theoretical calculations. We find the average deviation
|Sexp − Sth| ≈ 0.082, 0.076, 0.063 for the blue, red and green curves. c, When we cross the
topological phase transition point at h = 3 and move to h = 3.1, the pre-image loops be-
come unlinked, which implies that our system is in the trivial phase at h = 3.1. We have
|Sexp − Sth| ≈ 0.082, 0.071 for the blue and red curves. The preimage loop for the spin state
(0, 0,−1) shrinks and vanishes at h = 3.1 because none of the ground state of Hk could reach
the Bloch vector (0, 0,−1). This is another indication that the system is in the trivial phase
at h = 3.1, since the ground-state spin orientations do not fully cover the Bloch sphere.
map the spin states at all 3D momentum points to the Bloch sphere, they fully cover the
sphere as shown in Fig. 2.2.3b. This provides an intuitive indicator that the Hopf insulator
is an intrinsic 3D topological insulator.
In the Hopf insulator, the momentum-space spin texture forms a representation of the sought-
after knotted structure known as the Hopfion [91]. Distinct from 2D Skyrmion spin configura-
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tions where swirling orientations are a salient feature [92], a 3D Hopfion exhibits a nontrivial
twisting. In Fig. 2.2.4a, we show a cross-section of the measured spin texture along the kz = 0
layer, which provides a glimpse of the 3D twisting of the Hopfion (see Appendix for the full
3D spin texture). If we fix a spin orientation on the Bloch sphere and trace its pre-image
in the momentum space T3, a closed loop will be formed. For the Hopf insulator phase, the
loops corresponding to different points (spin states) on the Bloch sphere are always topo-
logically linked to each other (see Hopf fibration in Fig. 2.2.1a). In order to measure these
topological links, we experimentally fix three spin states on the Bloch sphere and scan the
momentum k so that the ground state of Hk is along these spin directions. In Fig. 2.2.4b, we
show the pre-images in the momentum space for the spin states S = (1, 0, 0), (0, 1, 0), and
(0, 0,−1) on the Bloch sphere with the parameter h = 2.9. Clearly, these pre-images each
form a closed loop and they are pairwise linked with a linking number exactly equal to the
Hopf index χ. When we cross the topological phase transition point (at h = 3) and enter
the topologically trivial phase (with h = 3.1), the corresponding pre-images are shown in
Fig. 2.2.4c—they are no longer linked. Hence the Hopf links observed here provide a direct
and intuitive characterization of topological properties of the Hopf insulator.
2.2.6 Discussion
Our experimental probe of Hopf insulators in a solid state quantum simulator represents the
first experimental observation of 3D topological insulators with integer-valued topological
invariants and it paves the way for study of complicated topological models using the power-
ful quantum simulation toolbox [29,31,32,34]. The framework directly carries over to other
types of topological models that are predicted to exist in the periodic table [9,10,44] but have
not yet been observed in any experiments. The observation of Hopf links in our experiment
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reveals the fascinating topological structure of the Hopf fibration, and similar techniques can
be employed to study higher index Hopf insulators [43] that can host a range of complex
knots and links [42]. This raises the possibility for experimental exploration of the intimate
connection between topological insulators and mathematical knot theory. Based on measure-
ment of momentum space correlations, our first detection of an integer-valued topological
invariant in 3D complements well with other methods for measuring topological invariants in
1D [85,93] and 2D [23,34,84,94,95] systems. The demonstrated detection scheme is general
and applicable to probe of different topological insulators in any spatial dimension predicted
by the periodic table.
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CHAPTER III
Simulating Topological Phases with Cold Atoms
In the last two decades, the exquisite control and novel detection methods of cold atoms have
enabled physicists to discover countless new phenomena [15, 16, 76], many of which are not
possible otherwise. From the exploration of the Bose-Hubbard and Hubbard physics in the
lab [96–98] to the engineering of spin-orbit coupling [18] and simulation of exotic topological
phases such as the Hofstadter model [20,21] and the Haldane model [22], the application of
cold atoms has been deepening and broadening at the same time. In this chapter, we focus
on a few of our studies on using cold atom systems to simulate topological phases of matter.
In the first two sections, we study the properties of chiral topological insulators and present a
feasible experimental scheme to realize and probe the phase in three dimensions. In the third
section, we introduce a general scheme to measure topological invariants in cold atoms. The
method is applicable to any spatial dimension. In the last section of this chapter, we consider
dissipative systems and find a new type of topological gapless rings, the Weyl exceptional
rings.
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3.1 Probe Chiral Topological Insulators in Optical Lat-
tices
3.1.1 Introduction
In this section, we propose a feasible experimental scheme to realize a three-dimensional chiral
topological insulator with cold fermionic atoms in an optical lattice, which is characterized
by an integer topological invariant distinct from the conventional Z2 topological insulators
and has a remarkable macroscopic zero-energy flat band. To probe its property, we show
that its characteristic surface states—the Dirac cones—can be probed through time-of-flight
imaging or Bragg spectroscopy and the flat band can be detected via measurement of the
atomic density profile in a weak global trap. The realization of this novel topological phase
with a flat band in an optical lattice will provide a unique experimental platform to study
the interplay between interaction and topology and open new avenues for application of
topological states.
The exploration of topological phases of matter has become a major theme at the frontiers of
condensed matter physics since the discovery of topological insulators (TIs) [4–6]. The TIs
are band insulators with peculiar topological properties that are protected by time reversal
symmetry. A recent remarkable theoretical advance is the finding that there are various
other kinds of topological phases of free fermions apart from the conventional TIs, which can
be classified by a periodic table according to system symmetry and dimensionality [9, 10].
An important question then is whether the new topological phases predicted by the periodic
table can be physically realized. Several model Hamiltonians have been proposed to have
the predicted topological phases as their ground states [41,43,68,73,99,100]. However, these
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model Hamiltonians typically require complicated spin-orbital couplings that are hard to be
realized in real materials. Implementations of these model Hamiltonians still remain very
challenging for experiments.
In this section, we propose an experimental scheme to realize a three-dimensional (3D) chiral
TI with cold fermionic atoms in an optical lattice. The chiral TI is protected by the chiral
symmetry, also known as the sublattice symmetry [68,101,102]. Unlike the conventional TIs
protected by the time reversal symmetry, which is characterized by a Z2 topological invariant,
the chiral TI is characterized by a topological invariant taking arbitrary integer values [9,
10]. By controlling the spin-orbital coupling of cold fermionic atoms in a tilted optical
lattice based on the Raman-assisted hopping [20, 21, 103], we realize a tight-binding model
Hamiltonian first proposed in Ref. [73], which supports a chiral TI with a zero-energy flat
band. In such a flat band, the kinetic energy is suppressed and the atomic interaction, which
can be tuned by the Feshbach resonance technique [104], will lead to a novel nonperturbative
effect. In a cold atom experiment, flat bands have been studied in a 2D frustrated Kagome
lattice [105]. Inspired by the discovery of the fractional quantum Hall effect in a topologically
nontrivial flat-band Landau level, one expects that the atomic interaction in a flat-band TI
may lead to exciting new physics [106–108]. To probe the properties of the chiral TI in our
proposed realization, we show that topological phase transition and the characteristic surface
states of the TIs, the Dirac cones, can both be detected by mapping out the Fermi surface
structure through time-of-flight imaging [109–111] or Bragg spectroscopy [112]. Furthermore,
we show that the flat band can be verified by measurement of the atomic density profile under
a weak global harmonic trap [98,113].
30
3.1.2 Model Hamiltonian and Experimental Scheme




0 0 q1 − iq2
0 0 q3 − iq0
q1 + iq2 q3 + iq0 0
 , (3.1.1)
with q0 = 2t (h+ cos kxa+ cos kya+ cos kza), q1 = 2t sin kxa, q2 = 2t sin kya, q3 = 2t sin kza,
where k = (kx, ky, kz) denotes the momentum, a is the lattice constant, t is the hopping
energy, and h is a dimensionless control parameter. This model Hamiltonian has a chiral
symmetry represented by SH(k)S−1 = −H(k) with the unitary matrix S ≡diag(1, 1,−1).
It has three bands, with a flat middle band exactly at zero energy protected by the chi-
ral symmetry. The other two bands have energies E±(k) = ±2t[sin2 (kxa) + sin2 (kya) +
sin2 (kza) + (cos kxa + cos kya + cos kza + h)
2]1/2. The topological index for this model can










where ε is the Levi-Civita symbol with (α, β, γ, ρ) and (µ, ν, τ) taking values respectively
from {0, 1, 2, 3} and {kx, ky, kz}.
To realize the model Hamiltonian (3.1.1), we consider interaction-free fermionic atoms in an
optical lattice and choose three internal atomic states in the ground state manifold to carry
three spin states |1〉, |2〉, |3〉. The other levels in the ground state manifold are irrelevant
as they are initially depopulated by the optical pumping and transitions to these levels are
forbidden during Raman-assisted atomic hopping because of a large energy detuning. The
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3,r−x(c1,r + c2,r)− ic†3,r+x(c1,r − c2,r) + H.c.,
Hry = −c†3,r−y(c1,r − ic2,r) + c†3,r+y(c1,r + ic2,r) + H.c.,
Hrz = 2ic
†
3,r−zc2,r + H.c., (3.1.3)
where (x,y, z) represents a unit vector along the (x, y, z)-direction of a cubic lattice, and
cj,r (j = 1, 2, 3) denotes the annihilation operator of the fermionic mode at the lattice site
r with the spin state |j〉. To implement this Hamiltonian, the major difficulty is to realize
the spin-transferring hopping terms Hrx, Hry, Hrz along each direction [114]. The hopping




×y + ×x |2x〉
−i
√




×y + ×x |2y〉
√
2y |3〉 + H.c.
z-direction: |3〉 2ix |2〉 ×y + H.c. (3.1.4)
where ×y indicates that hopping is forbidden along that direction, and |1x〉 =
(|1〉+ |2〉) /
√
2, |2x〉 = (|1〉 − |2〉)/
√
2, |1y〉 = (|1〉 − i|2〉)/
√
2, |2y〉 = (|1〉 + i|2〉)/
√
2 are
superpositions of the original spin-basis vectors |1〉, |2〉, |3〉.
We use Raman-assisted tunneling to achieve the spin-transferring hopping terms depicted
in Eq. (3.1.4). Note that the parity (left-right) symmetry is explicitly broken by these
hopping terms. To break the parity symmetry, we assume the optical lattice is tilted with a
homogeneous energy gradient along the x-,y-,z-directions. This can be achieved, for instance,
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through the natural gravitational field, the magnetic field gradient, or the gradient of a dc-
or ac-Stark shift [20, 21, 103]. Raman-assisted hopping in a tilted optical lattice has been
demonstrated in recent experiments [20, 21]. In our scheme, we require a different linear
energy shift per site ∆x,y,z along the x-,y-,z-directions. In particular, we take ∆z ≈ 1.5∆y ≈
3∆x with the energy difference lower bounded by ∆x, and assume the natural tunneling
rate t0  ∆x so that the hopping probability (t0/∆x)2 induced by the natural tunneling is
negligible in this tilted lattice.
To realize the hopping terms in Eq. (3.1.4), we apply two-photon Raman transitions with
the configuration (polarization and propagating direction) of the laser beams depicted in
Fig. 3.1.1 [114]. The internal states |1〉, |3〉, |2〉 differ in the magnetic quantum number m by
one successively so that the atomic addressing can be achieved using polarization selection.
The π-polarized lights consist of two laser beams Ωπ1 = Ω0eikx and Ωπ2 = Ω0eiky, propagating
along the x and y directions respectively, where k is the magnitude of the laser wave vector.
The other five beams Ωx,y,z1,2 are all propagating along the z direction and the polarizations
are shown in Fig. 3.1.1. The Rabi frequencies Ωx,y,z1,2 , expressed in terms of the unit Ω0, are
given in the caption of Fig. 3.1.1 to produce the required phase and amplitude relations
of the hopping terms in Eq. (3.1.4). Between the sites r and r + m, the Raman-assisted





d3r′w∗(r′ − r−m)eiδk·r′w(r′ − r),
where δ is a large single-photon detuning to the excited state, w(r′ − r) is the Wannier-
(Stark) function at the site r [115], and δk = kα − kβ is the momentum difference between
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(a) laser configuration (b) tilted optical lattice
(c) x-direction (d) y-direction (e) z-direction
Figure 3.1.1: Schematics of the laser configuration to realize the Hamiltonian in Eq. (3.1.3).
Panel (a) shows the propagation direction (big arrows) and the polarization (small arrows)
of each laser beam. (b) A linear tilt ∆x,y,z per site in the lattice along each direction. The
detuning in each direction matches the frequency offset of the corresponding Raman beams,
which are shown in panels (c), (d), and (e). Polarizations of each beam are shown in brackets.















Ωβm. Because of the fast decay of the Wannier function, we consider only the nearest-
neighbor Raman-assisted hopping with m = ± x,±y,±z. When δk = 0, we have tr,m = 0
for any m 6= 0 terms because of the orthogonality of Wannier functions. Let us take one of
the tunneling terms along the x direction |3〉 i
√
2x |1x〉 as an example to explain the Raman-
assisted hopping rate. The relevant Raman pair is Ωx1 = i
√
2Ω0e
ikz and Ωπ1 = Ω0eikx in Fig.
3.1.1, so Ωαm = i
√
2Ω0 and Ωβm = Ω0. The laser beam Ωx1 has two frequency components,
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generated, e.g., by an electric optical modulator (EOM), which are resonant with the levels
|1〉, |2〉 respectively so that in the rotating frame the levels |1〉 and |2〉 are degenerate in
energy. The beam Ωx1 is polarized along the x direction, so, together with Ωπ1 , it couples the
state |1x〉 to the state |3〉 through the two-photon transition. The two-photon detuning ∆x is
in resonance with the potential gradient along the x direction so that the beams only induce
the nearest-neighbor hopping from r to r− x. Using factorization of the Wannier function











this hopping term, δk = (−k, 0, k). Actually, for the beams shown in Fig. 3.1.1, any nonzero
δk has the form (±k, 0,∓k) or (0,±k,∓k), so the site dependent phase term can always be
reduced to eiδk·r = 1 if we take the lattice constant a to satisfy the condition ka = 2π by
adjusting the interfering angle of the lattice beams. Under this condition, all the hopping
terms in Eq. (3.1.4) are obtained through the laser beams shown in Fig. 3.1.1 with the
hopping rate t = βΩR [114]. The on-site spin transferring term hc†3,rc2,r can be achieved
through application of a simple radio-frequency (rf) field (or another copropagating Raman
beam). The Raman beams Ωx,y,z1,2 and Ωπ1,2 may also induce some on-site spin transferring
terms, which can be similarly compensated (canceled) with additional rf fields.
Although the laser configuration illustrated in Fig. 3.1.1 involves several beams, all of them
can be drawn from the same laser, with the small relative frequency shift induced by an
acoustic optical modulator (AOM) or EOM. The absolute frequencies of these beams and
their fluctuations are not important as long as we can lock the relative frequency differences,
which can be well controlled with the driving rf fields of the AOMs and EOMs. To show that
the proposed scheme is feasible with current technology, we give a parameter estimation for
typical experiments. For instance, with 40K atoms of mass m in an optical lattice with the
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lattice constant a = 2π/k = 764 nm [116,117], gravity induces a potential gradient (per site)
∆ = mga/~ ≈ 2π × 0.75 kHz. Gravity provides the gradients for free along three directions







z. We then have ∆x ≈ 2π × 200Hz. For a lattice with depth
V0 ≈ 2.3Er, where Er = ~2k2/2m is the recoil energy, the overlap ratio β ≈ 0.34 and the
natural tunneling rate t0/~ ≈ 2π×50Hz [114]. For Raman beams with Ω0/2π ≈ 15MHz and
the single-photon detuning δ/2π ≈ 1.7THz [116], we have ΩR = |Ω0|2 /δ ≈ 2π× 120Hz and
the Raman-assisted hopping rate t/~ ≈ 2π × 40Hz. Apparently, the undesired off-resonant
hopping probabilities, upper bounded by t2/∆2x or t20/∆2x, are less than 6% and the effective
spontaneous emission rate, estimated by |Ω0/δ|2Γs (Γs ≈ 2π × 6MHz is the decay rate of
the excited state), is negligible during the experimental time of the order of 10/t.
3.1.3 Detection Methods
We now proceed to discuss detection methods to probe the exotic phases of the realized
Hamiltonian. The topological index Γ defined in Eq. 3.1.2 is shown in Fig. 3.1.2(a) under
different values of h. The system is topologically nontrivial for |h| < 3, and Γ changes at |h| =
1, 3, indicating a topological quantum phase transition. We calculate the band structure
numerically for a homogeneous system by keeping x and y directions in momentum space
and z direction in real space with open boundaries. Figure 3.1.2(b) shows the result, revealing
the macroscopic flat band as well as the surface states with Dirac cones. Experimentally,
the band structure can be probed by mapping out the crystal quasimomentum distribution
ρcry(k). By abruptly turning off the lattice potential, one could measure the momentum
distribution ρ(k), and the quasimomentum can then be extracted as ρcry(k) = ρ(k)/|w(k)|2,
where w(k) is the Fourier transform of the Wannier function w(r) [109, 110]. Here, we
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Figure 3.1.2: Topological index and band structure of the chiral topological insulator. (a)
The topological index Γ as a function of the parameter h. (b) Energy dispersion for three
bulk bands (surface plot) and surface states (mesh plot) at the boundary along the z direction
for h = 2. (c) Quasimomentum distribution ρcry(k) for various h = 0, 0.5, 1, 1.5, 2 at a fixed
chemical potential µ/2t = −2 [114]. One hundreds layers are taken along the z direction
with open boundaries in (b) and (c).
numerically calculate the crystal quasimomentum distribution, which can be used to track
the topological phase transition [Fig. 3.1.2(c)]. At a fixed chemical potential, as one varies
h from 0 to 2, the quasimomentum distribution reshapes accordingly when the bulk gap
closes and reopens and the number of surface Dirac cones changes from 2 to 1, indicated by
a change of topology of the Fermi surface [114].
Bragg spectroscopy is a complementary detection method to reveal the Dirac cone structure
[112,113]. One could shine two laser beams at a certain angle to induce a Raman transition
from an occupied spin state to another hyperfine level and focus them near the surface of
the 3D atomic gas. The atomic transition rate can be measured, which is peaked when
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Figure 3.1.3: The atomic density profile n as a function of the radial distance r under the
LDA. (a) h = 0, µ0/2t = 3. (b) h = 1, µ0/2t = 4. 40K is used and t/~ is taken to be
2π × 40Hz.
the momentum and energy conservation conditions are satisfied. By scanning the Raman
frequency difference, one can map out the surface energy-momentum dispersion relation [113].
The surface Dirac cones, with their characteristic linear dispersion, can therefore be probed
through Bragg spectroscopy.
So far, we considered a homogeneous system under a box-type trap at zero temperature. In
a realistic experiment, finite temperature and a weak confining harmonic trap may introduce
noise. To include these effects, an important element to consider is the size of the bulk gap.
In our parameter regime, the minimum band gap from the top or bottom bulk band to
the middle flat band is 2t = (2π~) × 80Hz at h = 2 [Fig. 3.1.2(b)], which corresponds to a
temperature around 4 nK. Direct cooling to subnanokelvin temperature is challenging but has
been attained experimentally [118, 119]. Parametric cooling based on adiabatic preparation
can be used to further reduce the effective temperature of the system. With a band gap
considerably larger than the probing Raman Rabi frequency, bulk contribution to the Bragg
spectroscopy is negligible. In the following, we include the effect of a weak harmonic trap
via the local density approximation (LDA) and consider the finite temperature effects to be
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minimal.
The characteristic flat band can be detected through measurement of the atomic density
profile under the global harmonic trap [98,120]. Under the LDA, the local chemical potential
of the system is µ(r) = µ0 − mω2r2/2, where µ0 denotes the chemical potential at the
center of a spherically harmonic trap with the potential V (r) = mω2r2/2. The local atomic
density n(r) is uniquely determined by µ(r), and µ0 is specified by the total atom number
N through
∫
n(r)4πr2 dr = N . The atomic density profile n(r), which can be measured in
situ in experiments [98], is calculated and shown in Fig. 3.1.3. A steep fall or rise in n(r) is
a clear signature of a macroscopic flat band (horizontal arrows in Fig. 3.1.3). The plateaus
at 1/3 and 2/3 fillings [vertical arrows in Fig. 3.1.3(a)] reveal the corresponding band gap.
At h = 1, the plateaus vanish [Fig. 3.1.3(b)]. The disappearance of the plateaus at this
point indicates the phase transition where the band gap closes. In experiments, due to the
finite spatial resolution, the detected signal may correspond to a locally averaged n(r). The
dashed lines show the local average density n̄i =
∑1
j=−1 ni+j/3, averaged over a spherical
shell of 3 lattice sites. One can see that major features associated with the band gap and the
flat band remain clearly visible even when the signal is blurred by the local spatial averaging.
In summary, we have proposed an experimental scheme to realize and probe a 3D chiral
TI with a zero-energy flat band. The experimental realization of this model will mark an
important advance in the ultracold atom simulation of topological phases.
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3.2 Physical Response of Chiral Topological Insulators
3.2.1 Introduction
Protected by the chiral symmetry, three dimensional chiral topological insulators are char-
acterized by an integer-valued topological invariant. How this invariant could emerge in
physical observables is an important question. In this section, we show that the magneto-
electric polarization can identify the integer-valued invariant if we gap the system without
coating a quantum Hall layer on the surface. The quantized response is demonstrated to be
robust against weak perturbations. We also study the topological properties by adiabatically
coupling two nontrivial phases, and find that gapless states appear and are localized at the
boundary region. Finally, an experimental scheme is proposed to realize the Hamiltonian
and measure the quantized response with ultracold atoms in optical lattices.
The periodic table of topological insulators (TIs) and superconductors classifies topological
phases of free fermions according to the system symmetry and spatial dimensions [9, 10].
Notable examples include integer quantum Hall insulators breaking all those classification
symmetries and the time-reversal-invariant TIs protected by the time-reversal symmetry
[4–8, 121]. Mathematically, these exotic states can be characterized by various topological
invariants. An interesting question is how to relate these invariants to physical observables.
For integer quantum Hall insulators, the Chern number (Z invariant) corresponds to the
quantized Hall conductance [122], while for the time-reversal-invariant TIs, the Z2 invariant
is associated with a quantized magneto-electric effect in three dimensions (3D) [123,124].
The 3D chiral TIs protected by the chiral symmetry [68,101] are of particular interest as they
are 3D TIs characterized by a Z (instead of Z2) invariant and may be realized in ultracold
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atomic gases with engineered spin-orbital coupling [15,17,74]. An experimental scheme was
recently proposed to implement a three-band chiral TI in an optical lattice [45]. For such
3D chiral TIs, it is known that the topological magneto-electric effect should also arise, but
in theory it captures only the Z2 part of the Z invariant due to the gauge dependence of the
polarization in translationally invariant systems [101]. It is thus an important question to find
out how the Z character could manifest itself in experiments. It was proposed in Ref. [125]
that the Z effect may become visible in certain carefully engineered heterostructures, but
the implementation of such a heterostructure is experimentally challenging.
In this section, we study the nontrivial Z character of the chiral TI by exploring the adiabatic
transition between two nontrivial phases and by numerically simulating the magneto-electric
effect in a single phase. We show that not only the Z2 response but the Z character can be
observed by gapping the system without adding a quantum Hall layer on the surface, i.e., the
ambiguity resulting from different terminations appears to be avoidable in practice. Also,
the quantized polarization is demonstrated to be robust against small perturbations even in
the absence of a perfect chiral symmetry. This observation is important for experimental
realization, because in a real system the chiral symmetry is typically an approximate instead
of exact symmetry. Lastly, we propose an experimental scheme to realize the Hamiltonian
and probe the integrally quantized response with cold atomic systems.
3.2.2 Model and Topological Characterization
We first introduce a minimal lattice tight-binding model for chiral topological insulators




kH1(k)Ψk, where Ψk =
(ak↑, ak↓, bk↑, bk↓)
T denotes fermionic annihilation operators with spins ↑, ↓ on sublattices
41
or orbitals a, b. In cold atom systems, the pseudospins and orbitals can be represented by
different atomic internal states. The 4× 4 Hamiltonian is
H1(k)=

0 0 −iq0 + q3 q1 − iq2
0 0 q1 + iq2 −iq0 − q3
iq0 + q3 q1 − iq2 0 0
q1 + iq2 iq0 − q3 0 0

(3.2.1)
where q0 = h + cos kx + cos ky + cos kz, q1 = sin kx + δ, q2 = sin ky, q3 = sin kz, with h, δ
being control parameters. The lattice constant and tunneling energy are set to unity. In
real space, this Hamiltonian represents on-site and nearest neighbor hoppings and spin-flip
hoppings between two orbitals in a simple cubic lattice. These hoppings can be realized by
two-photon Raman transitions in cold atoms [20, 21, 45, 103]. The energy spectrum for this
Hamiltonian is E±(k) = ±[(sin kx + δ)2 + sin2 ky + sin2 kz + (cos kx + cos ky + cos kz +h)2]1/2,
with two-fold degeneracy at each k. For δ = 0, the system acquires time-reversal symmetry
T , particle-hole symmetry C, and chiral symmetry S = TC, which can be explicitly seen
as [68]:
T : (σx ⊗ σy)[H1(k)]∗(σx ⊗ σy) = H1(−k) (3.2.2)
C : (σy ⊗ σy)[H1(k)]∗(σy ⊗ σy) = −H1(−k) (3.2.3)
S : (σz ⊗ I2)[H1(k)](σz ⊗ I2) = −H1(k) (3.2.4)
with σi as Pauli matrices, and I2 as the 2 × 2 identity matrix. When δ 6= 0, time-reversal
and particle-hole symmetries are explicitly broken, but the chiral symmetry survives.
The topological property of the Hamiltonian H1(k) can be characterized by the winding
42









































Figure 3.2.1: The winding number Γ as a function of the parameter h. The Hamiltonians
are H1(k) in (a) and H2(k) in (b) respectively. δ = 0.5 for both panels.
number Γ [10, 68]. To define the winding number, let us introduce the Q matrix, Q(k) =
1 − 2P (k), where P (k) = ∑f |uf (k)〉〈uf (k)| is the projector onto the filled Bloch bands












where εµρλ is the antisymmetric Levi-Civita symbol and ∂µb ≡ ∂kµb(k). The Hamiltonian
H1(k) supports topological phases with Γ = 1,−2. To obtain chiral TIs with arbitrary
integer topological invariants, one can use the quaternion construction proposed in Ref. [44].
By considering q = q0+q1i+q2j+q3k as a quaternion and raising to a power, all Z topological
phases can be realized by the family of tight-binding Hamiltonians. By taking the quaternion
square, for example, one obtains q2 = q20 − q21 − q22 − q23 + 2q0q1i + 2q0q2j + 2q0q3k, and we









































Figure 3.2.2: Coupling two topologically nontrivial phases by varying the parameter h adi-
abatically from 0 to 2 along the z direction. x and y directions are periodic. Sixty slabs
are taken for the z direction. (a) The energy dispersion for the lowest conduction band and
highest valence band. (b) and (c) show the surface states near the respective Dirac points.
The Γ point is displaced from the center for a better display of the Dirac cones.
component of q2 replacing the respective components q0, q1, q2, q3 in H1(k). This second
Hamiltonian H2(k) contains next-nearest-neighbor hopping terms. The winding number Γ
can be calculated numerically by discretizing the Brillouin zone and replacing the integral
by a discrete sum [44]. The results are shown in Fig. 3.2.1 for both H1(k) and H2(k).
3.2.3 Surface States and Heterostructure of Nontrivial Topological
Phases
By imposing an open boundary condition along the z direction, and keeping the x and y
directions in momentum space, surface Dirac cones are formed for nontrivial topological
phases. We find that the winding number coincides with the total number of Dirac cones
counted for all inequivalent surface states (i.e. not counting the twofold degeneracy for each
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band), which confirms explicitly the bulk-edge correspondence (See Appendix B.2.1). A
distinctive difference from the time-reversal invariant TI is that any number of Dirac cones
on the surface is protected by the chiral symmetry [101].
With an integer number of nontrivial phases, it is intriguing to study the topological phase
transition between two different phases. A simple way to explore this is to adiabatically
vary h from one end to the other end of the sample. The parameter h concerns the onsite
tunneling strength between opposite orbitals (a†↑b↑ and a
†
↓b↓ terms). This hopping can be
realized by a two-photon Raman process, and the strength h can be controlled by the laser
intensity [45]. Numerically, we vary h in the form of h = 1+tanh(z−Lz/2), where z denotes
the zth layer and Lz the total number of slabs along the z direction. This form ensures that
h changes adiabatically from 0 on one end to 2 on the other end of the sample, so that it
effectively couples two nontrivial phases. For the Hamiltonian H1, it couples two topological
phases with winding numbers Γ = −2 and Γ = 1. Similar to the interface between a
topological insulator and the trivial vacuum, a surface state should appear at the interface.
As shown in Fig. 3.2.2, three Dirac cones are formed inside the band gap. In addition to
the surface states observed on both ends of the sample, a localized state is formed at the
interface between two topologically distinct regions. These interface states are always present
regardless of the detailed structure of the interface. Even for sharp boundaries, the interface
states remain. The Dirac cone structure may be probed through Bragg spectroscopy in cold
atom experiments [112,113].
The above heterostructure could be used to probe the topological properties of the chiral
TI, but it is experimentally difficult to engineer such a heterostructure, especially in cold
atom systems. In Ref. [125], it was shown that the Z character of the topological invariant
could be seen in some carefully engineered heterostructures. In the following, we show that
45






















































































































































Figure 3.2.3: Charge Q accumulated on the surface in the z direction due to a uniform
magnetic field with total flux Φ at kx = ky = 0. N = 199, Lz = 20 for all three panels.
(a) and (b) consider the perturbative effect of an intra-site nearest neighbor hopping. (c)
adds a random onsite potential characterized by ∆rp. The insets show the charge density at
Φ = 3Φ0 without perturbations, and a closeup for the slope. The parameters in each panel
are: (a) Hamiltonian H1(k) with h = 2, δ = 0.5,∆S = 1,Γ = 1; (b) Hamiltonian H2(k) with
h = 0, δ = 0,∆S = 1,Γ = −4; (c) Hamiltonian H1(k) with h = 2, δ = 0,∆S = 1,Γ = 1. In
all panels, the accumulated charge Q is relative to the case when Φ = 0 and is summed over
all particle species for the upper half of the sample at half fillings.
the Z topological invariant can be observed via the magneto-electric polarization in a single
nontrivial phase with a gapped surface. We further show that the detection will be robust to
realistic experimental perturbations and present a feasible experimental scheme to observe
the quantized response.
3.2.4 Magneto-electric Effect
The magneto-electric effect is a remarkable manifestation of the bulk non-trivial topology.
The linear response of a TI to an electromagnetic field can be described by the magneto-













where E and B are the electric and magnetic field, P and M are the polarization and
magnetization. Unique to topological insulators is a diagonal contribution to the tensor
with αij = θ e
2
2πh
δij. This is a peculiar phenomenon as an electric polarization is induced
when a magnetic field is applied along the same direction [123]. This effect can be described
by a low-energy effective field theory in the Lagrangian as (c = 1)
∆L = θ e
2
2πh
B · E (3.2.7)
known as the “axion electrodynamics” term [124]. For time-reversal-invariant TIs, an equiv-
alent understanding will be a surface Hall conductivity induced by the bulk magneto-electric
coupling. When the time-reversal symmetry is broken on the surface generating an insulator,





where θ is quantized to be 0 or π to preserve the time-reversal invariance [123]. θ = π
corresponds to the non-trivial time-reversal-invariant TI with a fractional quantum Hall
conductivity. The electric polarization can be understood with Laughlin’s flux insertion
argument [126]. A changing magnetic field through the insulator induces an electric field (by
Faraday’s law), which together with the quantized Hall conductivity will produce a transverse
current and accumulate charge around the magnetic flux tube at a rate proportional to σH
as Q = σHΦ [127].
47
Numerical Results
Theoretically, chiral TIs are also predicted to have this topological magneto-electric effect
[68, 101]. The field theory only captures the Z2 part of the integer winding number due to
the 2π periodicity of θ associated with a gauge freedom in transitionally invariant systems.
However, we numerically show that the Z character can actually be observed by gapping the
system without adding a strong surface orbital magnetic field. Apparently, this corresponds
to a particular gauge such that the Z character can be distilled from the polarization. More
concretely, we consider the chiral TI represented by both Hamiltonians H1(k) and H2(k).
A uniform magnetic field is inserted through the chiral TI sample via the Landau gauge
A = Bxŷ with a minimal coupling by replacing ky with ky − e~Bx. We keep x and y
directions in momentum space, and the z direction in real space with open boundaries and
Lz slabs. By taking a magnetic unit cell with N sites along the x direction, the Hamiltonian
can be partially Fourier transformed to be a 4Lz×N matrix for each kx and ky, with 4 taking
into account of spins ↑, ↓ and orbitals a, b. For a unit magnetic cell with N lattice cells, the
total magnetic flux through the unit cell is quantized to be integer multiples of a full flux
quantum Φ = nΦ0 = nhe due to the periodic boundary condition along the x direction, so
the flux through a single lattice plaquette is quantized to be Φ/N . In the weak magnetic
field limit, one needs to take a large N . Besides the bulk Hamiltonian H1(k) or H2(k), we








Ψ†j,kx,ky (I2 ⊗ σz) Ψj,kx,ky
)
, (3.2.9)
where Ŝ represents the unit vector perpendicular to the surface along z direction, so Ŝ · ẑ = 1
for the upper surface, and Ŝ · ẑ = −1 for the lower surface. This term represents a surface
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magnetization with a Zeeman coupling, creating a different chemical potential for spins ↑
and ↓. It can be directly verified that this surface term breaks the chiral symmetry S in Eq.
(3.2.4).
As the surface becomes gapped, at half filling, an increasing uniform magnetic field accumu-
lates charges on the surface via the magneto-electric coupling. In the weak magnetic field
limit, the charge accumulated on the surface is proportional to σH as




A priori, θ needs not be quantized. However, analogous to the role played by time-reversal
symmetry, chiral symmetry pins down θ to bemπ with an integer valuem [68]. The fractional
Hall conductivity, which cannot be removed by surface manipulations, emerges when m is
odd [101, 123, 128]. The integer part of σH , however, depends on the details of the surface
[123, 124, 129]. An intuitive picture is that the 2π ambiguity in θ results from the freedom
to coat an integer quantum Hall layer on the surface, or equivalently to change the chemical
potential and hence the Landau level occupancy of the surface in an orbital magnetic field.
However, once a fixed surface Hamiltonian is defined, the adiabatic change in polarization
associated with the increase in magnetic flux does have a physical meaning. This ambiguity
can be avoided in cold atom systems, where the precise Hamiltonian can be engineered,
allowing a direct link between the winding number Γ and the charge accumulation rate
θ/2π.
Numerical results in Fig. 3.2.3 show that Γ = θ/π, which reveals that the magneto-electric
polarization is a direct indication of the non-trivial bulk topological phase characterized by
the integer winding number. To gain some intuition for why in our Hamiltonian the value
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Γ = θ/π is observed, consider how a Zeeman term and an orbital magnetic term produce
different quantum Hall effects for a Dirac fermion: the latter leads to Landau levels with
many intervening gaps and a chemical-potential dependence of the Hall effect, while the
former leads to a single gap and only one value of the Hall effect. The surface term (3.2.9)
apparently acts more like a Zeeman field in leading to a single gap and a unique value of the
magneto-electric effect. We have confirmed this intuition by adding a strong orbital magnetic
field in a single-layer Hamiltonian H1(k) (see Appendix B.2.2). Landau-level like bands are
formed, and the charge accumulation rate is changed by an integer value by varying the
chemical potential.
Robustness to Perturbations
In real physical systems, the chiral symmetry may not be strictly observed. We therefore
consider the effect of weak perturbations to the charge quantization. A natural term to add
is an intra-site nearest neighbor hopping term:
Hp(k) = ∆p(cos kx + cos ky + cos kz)I4. (3.2.11)
This term breaks the chiral symmetry and permits nearest-neighbor hoppings within the
same sublattice. Figures 3.2.3(a) and 3.2.3(b) show the charge accumulation on the surface
with increasing magnetic field for various strengths of perturbations. The quantized slope is
indeed robust to small perturbations in the limit of weak magnetic field. Fig. 3.2.3(c) takes
into account of random onsite potential with various perturbing strengths, and it again shows
the robustness of the topological effect. This includes the effect of a weak harmonic trap typ-






























Figure 3.2.4: Schematics to realize the Hamiltonian H1 with cold atoms. (a) Atomic level
structure of 6Li and the four internal states used to represent the spin and orbital degrees
of freedom. (b) The optical lattice is tilted with a homogeneous energy gradient along each
direction. (c) Laser configurations to create the first term in Hrx. The superscript on each
Rabi frequency denotes the polarization of the beam.
phase. We also performed similar calculations by squeezing the entire uniform magnetic field
into a single flux tube with open boundaries. It shows the same linear relationship between
the surface charge accumulation and the magnetic flux. This indicates the uniformity of
magnetic field is not crucial to observe the topological magneto-electric polarization, which
may be an advantage to experimental realization.
3.2.5 Experimental Implementation and Detection
In this section, we present more details on the implementation scheme with ultracold atoms.
In Ref. [45], an experimental proposal for a three-band chiral TI was put forward. The
realization scheme for the four-band Hamiltonian studied here will be similar, with the
atomic internal states representing the spin and orbital degrees of freedom. In the previous
sections, we studied two Hamiltonians H1(k) and H2(k). The latter involves next-nearest-
neighbor hopping terms, which will be very challenging for experiment to engineer. In
the following, we demonstrate, however, that the implementation of H1(k) is possible with
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current technologies. H1(k) supports topological phases with index Γ = 0, 1,−2. It would
be very exciting if experiment could simulate H1(k) and probe its nontrivial topological
properties via magneto-electric polarization.
The Hamiltonian H1(k) was written in momentum space in Sec. 3.2.2. The real space




























(b↑,r + ib↓,r) + H.c.,
Hrz = −ia†↑,r+zb↑,r − ia†↓,r−zb↓,r + H.c.
where x,y, z represents a unit vector along the x, y, z-direction of the cubic lattice, and aσ,r
(bσ,r) denotes the annihilation operator of the fermionic mode at the a (b) orbital and site r
with the spin state σ. Basically, all terms in the Hamiltonian are some spin superpositions
from one orbital hopping to another orbital. In the following, we take the fermionic species
6Li, for instance, to illustrate the implementation scheme. Other fermionic atoms can also be
used with suitable atomic levels. We make use of four internal states of the hyperfine ground
state manifold to carry two pseudospins and two orbitals as depicted in Fig. 3.2.4(a). On
top of the cubic optical lattice, a linear tilt is assumed along each direction to break the left-
right symmetry as does the Hamiltonian [Fig. 3.2.4(b)]. This linear tilt can be accomplished
with the natural gravitational field, the magnetic field gradient, or the gradient of a dc- or
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ac-Stark shift [20,21,45,103]. The hopping between orbitals can be activated by two-photon
Raman transitions. Here, we show how to get the first term in the Hamiltonian Hrx, which is
−i/2(a†↑,r+x + a†↓,r+x) (b↑,r + b↓,r). Every other terms are of similar forms and can be likewise
laser-induced. We may decompose it to four separate hoppings from b states at site r to a
















π) → − i
2
a†↓,r+xb↓,r
The superscript on each Rabi frequency denotes the polarization of the respective beam.
The relative phase and amplitude of the hoppings can be controlled by the laser beams. We




,Ωπ↓ , each of which can be adjusted individually
to yield the required configuration. These degrees of freedom ensure all other terms in the
Hamiltonian can be produced in a similar way. One important aspect we need to be careful
is that no spurious terms will be generated with undesired laser coupling. This is guaranteed
by energy matching and polarization selection rules. In the undressed atomic basis, all four
internal states are at different energies (split by a magnetic field for example), so the four
beams coupling b states to the excited states will not interfere with each other. In addition,
the different detunings along each direction, ∆x,y,z, preempt the interference of beams that
induce hoppings along different directions. There will be, however, some onsite spin-flipping
terms induced by the laser beams, but those can be explicitly compensated by some r.f.
fields.
The above scheme is hence able to engineer the Hamiltonian H1 and is feasible with current
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technologies. The actual experiment will be challenging since many laser beams are involved
with careful detunings. Nonetheless, all these beams can be drawn from the same laser with
small frequency shifts produced by an acoustic or electric optical modulator. The uniform
orbital magnetic field required to observe the topological polarization can be imprinted from
the phase of the laser beams as an artificial gauge field [20, 21, 45, 103]. Lastly, the gap
opening term in Eq. (3.2.9) can be created by extra laser beams focused on the surfaces,
producing an effective Zeeman splitting. Other gap opening mechanisms on the surface
should also work since the magneto-electric polarization is a bulk effect. The accumulated
charge will be detectable from atomic density measurements [47, 130–132]. Note that the
density measurements do not need to be restricted to the surfaces, as a measurement for
half of the sample produces good results, as shown in Fig. 3.2.3. One half of the sample can
be removed to another state by shining a laser beam. The density on the other half of the
sample can in turn be measured by time-of-flight imaging [47]. As we have demonstrated in
the previous section, the charge quantization is very robust to perturbations, so any weak
perturbations introduced to the Hamiltonian, even those breaking the chiral symmetry in
the bulk, should not alter detection results.
3.2.6 Conclusions
In summary, we study the Z character of chiral topological insulators by simulating the
quantized magneto-electric effect of a nontrivial phase. We show that the Z character, not
only the Z2 part, can be observed through magneto-electric polarization by properly gapping
the system. An experimental scheme is also proposed for implementation and detection with
cold atoms. This demonstrates explicitly how the topological invariant appears in physical
observables for chiral TIs and will be important for experimental characterization.
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3.3 Direct Measurement of Topological Invariants in
Cold Atoms
3.3.1 Introduction
Cold-atom experiments in optical lattices offer a versatile platform to realize various topo-
logical quantum phases. A key challenge in those experiments is to unambiguously probe
the topological order. In this section, we propose a method to directly measure the char-
acteristic topological invariants (order) based on the time-of-flight imaging of cold atoms.
The method is generally applicable to detection of topological band insulators in one, two,
or three dimensions characterized by integer topological invariants. Using detection of the
Chern number for the 2D anomalous quantum Hall states and the Chern-Simons term for the
3D chiral topological insulators as examples, we show that the proposed detection method
is practical, robust to typical experimental imperfections such as limited imaging resolution,
inhomogeneous trapping potential, and disorder in the system.
The study of topological phases of matter, such as topological band insulators and super-
conductors, has attracted a lot of interest in recent years [4–6]. Various topological phases
have been found associated with the free-fermion band theory and classified into a periodic
table according to the system symmetry and dimensionality [9, 10, 68]. The topology of the
band structure is characterized by a topological invariant taking only integer values, which
gives the most direct and unambiguous signal of the corresponding topological order. To
experimentally probe the topological order, it is desirable to have a way to measure the un-
derlying topological invariant. For some phase, the topological invariant may manifest itself
through certain quantized transport property or characteristic edge state behavior [122]. For
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instance, the quantized Hall conductivity is proportional to the underlying topological Chern
number that characterizes the integer quantum Hall states [122, 133, 134]. For many other
topological phases in the periodic table, it is not clear yet how to experimentally extract
information of the underlying topological invariants.
Cold atoms in optical lattices provide a powerful experimental platform to simulate various
quantum states of matter. In particular, recent experimental advance in engineering of
spin-orbit coupling and artificial gauge field for cold atoms [74, 117, 135–138] has pushed
this system to the forefront for realization of various topological quantum phases [15, 20,
21, 76, 139–141]. The detection method for cold-atom experiments is usually quite different
from those for conventional solid-state materials. A number of intriguing proposals have been
made for detection of certain topological order in cold-atom experiments, such as those based
on the dynamic response [142–145], the Bragg spectroscopy [146, 147], imaging of the edge
states [148], counting peaks in the momentum distribution [149] or detection of the Berry
phase or curvature [93, 144, 150–155]. Most of these proposals are targeted to detection of
the quantum Hall phase. Similar to solid-state systems, it is not clear yet how to probe the
topological invariants for various other topological phases in the periodic table.
In this section, we propose a general method to directly measure the topological invariants in
cold-atom experiments based on the state-of-the-art time-of-flight (TOF) imaging. The TOF
imaging, combined with the quench dynamics from the Hamiltonian, has been exploited in
recent schemes for detection of the Chern numbers associated with two-band topological
models in one or two dimensional optical lattices [144]. Compared with the previous work,
our method has the following distinctive features: 1) it is applicable to detection of any
topological band insulators with spin degrees of freedom in one, two, or three dimensions
that are characterized by integer topological invariants in the periodic table. 2) The method
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is not limited by the requirement of a two-band structure for the Hamiltonian [144, 150] or
occupation of only the lowest band [152]. Instead, it detects the topological invariants asso-
ciated with each band for any multi-band Hamiltonians. 3) Our proposed detection method
is very robust to practical experimental imperfections. As examples, we numerically simulate
two experimental detections: one for the Chern number of the 2D anomalous quantum Hall
phase and the other for the Chern-Simons term of the 3D chiral topological insulator. Both
simulations show that accurate values of the topological invariants can be obtained experi-
mentally under imaging resolution of a few to a dozen pixels along each spatial dimension,
even with inhomogeneous traps and random potentials or interactions. The robustness is
also found in Ref. [144] for detection of the Chern number in a different 2D model using the
tomography method.
3.3.2 Measurement Scheme
The topological band insulators are described by effective free-fermion Hamiltonians, typ-
ically with complicated spin-orbit couplings. We consider a real-space Hamiltonian with
N spin (pseudo-spin) degrees of freedom, referred as |m〉 with m = 1, 2, ..., N . In the mo-
mentum k space, the Hamiltonian has N bands and is described by an N -by-N Hermitian
matrix H(k). The energy spectrum is obtained by solving the Schröinger equation in the
momentum space
H(k)|ub(k)〉 = Eb(k)|ub(k)〉, (3.3.1)
where b = 1, 2, · · · , N is the band index and |ub(k)〉 denotes the corresponding Bloch state
with eigen-energy Eb(k). For simplicity, we assume the bands are non-degenerate. Expressed
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where cbm(k) is the Bloch wavefunction with normalization
∑
m |cbm(k)|2 = 1.
An topological invariant can be defined for each band, which usually takes the form of the
Chern numbers for even spatial dimensions and the Chern-Simons terms (or the winding
numbers in certain cases) for odd spatial dimensions. The Chern numbers (or Chern-Simons
terms) can be expressed as momentum-space integrals of the Berry curvature and connection
associated with the Bloch state |ub(k)〉. For instance, in 2D (x, y-plane), the Chern number









where the Berry curvature F (b)xy (k) ≡ ∂kxA(b)y (k) − ∂kyA(b)x (k) and the Berry connection
A
(b)
µ (k) ≡ 〈ub(k)|i∂kµ |ub(k)〉 (µ = x, y), and the integration is over the whole Brillouin
zone (BZ) which forms a compact manifold.
To probe the topological invariant such as the Chern number in Eq. (3), what we need to
measure is the Bloch wave function cbm(k). The Berry connection and curvature can be
obtained as derivatives of cbm(k) and the Chern number is just a two-fold integration of
F
(b)
xy (k). For cold atoms in an optical lattice, we can map out the momentum distribution
with the conventional time-of-flight imaging and separate different spin components through
a magnetic field gradient [156]. Through the band mapping technique employed in experi-
ments [76], populations in different bands are mapped to atomic densities in different spatial
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regions, so by this measurement we can get information about nbm(k) = |cbm(k)|2 for all
occupied bands. To extract the wavefunction cbm(k), it is also crucial to measure the phase
information. For this purpose, we apply an impulsive pulse right before the flight of atoms
to induce a rotation between different spin components [157]. The rotation should keep the
atomic momentum unchanged but mix their spins. For instance, a π/2-rotation between
spin components m and m′ induces the transition cbm(k) → [cbm(k) + cbm′(k)] /
√
2 and
cbm′(k) → [−cbm(k) + cbm′(k)] /
√
2, which can be achieved by applying two co-propagating
Raman beams or a radio frequency pulse that couples the spin components m,m′ and pre-
serves the momentum k. The pulse is short so that expansion of the atomic cloud is neg-
ligible during the pulse. With this prior π/2-pulse, the time-of-flight (TOF) imaging then
measures the densities |cbm(k)± cbm′(k)|2 /2, whose difference gives the interference terms
Re [c∗bm(k)cbm′(k)]. By the same method but with a different phase of the π/2-pulse, one can
similarly measure the imaginary part Im [c∗bm(k)cbm′(k)] between any two spin components
m and m′. The measurement of the population and interference terms c∗bm(k)cbm′(k) for all
m,m′ fully determines the Bloch wave function cbm(k) up to arbitrariness of an overall phase
cbm(k) → cbm(k)eiϕ(k), where ϕ(k) in general is k-dependent but independent of the spin
index.
In experiments, one needs to discretize the TOF image and measure the density distri-
bution at each pixel of the BZ. The wavefunction cbm(k) is fixed up to an overall phase
ϕ(k) at each pixel with the above method. This arbitrary k-dependent phase poses an
obstacle to measurement of the topological invariants. To overcome this difficulty, we
use a different way to calculate the Berry curvature based on the so-called U(1)-link de-
fined for each pixel kJ of the discrete BZ [158]. The U(1)-link is defined as U
(b)
ν (kJ) ≡
〈ub(kJ)|ub(kJ+ν̂)〉/|〈ub(kJ)|ub(kJ+ν̂)〉|, where ν̂ = x̂, ŷ, ẑ, a unit vector in the corresponding
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direction. A gauge-independent field is obtained from the U(1)-link as [158]












where F (b)µν (kJ) ∈ (−π, π] corresponds to a discrete version of the Berry curvature and it
reduces to the latter in the large size limit. F (b)µν (kJ) can be obtained directly from the TOF
images associated with the pixel kJ of the BZ, independent of the overall phase factor ϕ(k).
The topological invariant can be calculated from F (b)µν (kJ) by a direct summation over all the
pixels of the BZ (instead of k integration in Eq. (3)). This gives a simple and robust way
to experimentally extract the topological invariant from the TOF images.
The detection method described above is general and applicable to various topological phases
in different spatial dimensions. To show that the method is robust to experimental imper-
fections, in the following we numerically simulate detection of two kinds of topological in-
variants: one is the Chern number associated with the 2D quantum anomalous Hall effect
and the other is the Chern-Simons term associated with the 3D chiral topological insulator.
3.3.3 Example: 2D Quantum Anomalous Hall (QAH) Effect
The conventional quantum Hall effect requires application of a strong magnetic field. For
the QAH effect, a combination of spontaneous magnetization and spin-orbit coupling gives
rise to quantized Hall conductivity in the absence of an external magnetic field [159]. In
solid-state systems, a recent experiment has observed this peculiar phenomenon in thin films
of a magnetically doped topological insulator [128]. A simple square-lattice Hamiltonian
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(a) (b)
Figure 3.3.1: Density distributions in momentum space for the first band of HQAH under two
different spin bases with lattice size 10×10 and open boundary condition. The total density
at each k is normalized to unity (e.g., n|↑〉(k) +n|↓〉(k) = 1) corresponding to the unit filling.
The parameters are chosen to be λ(x)SO = λ
(y)
SO = h = t, γT = 0.01t, and γP = 0.1t.




















where a†rσ(arσ) is the creation (annihilation) operator of the fermionic atom with pseudospin
σ = (↑, ↓) at site r, and x̂, ŷ are unit lattice vectors along the x, y directions. The first term in
the Hamiltonian describes the spin-orbit coupling. The second and the third terms denote
respectively the spin-conserved nearest-neighbor hopping and the Zeeman interaction. It
was proposed recently that HQAH may be realized with cold fermionic atoms trapped in a
blue-detuned optical lattice [160].
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In momentum space, this Hamiltonian has two Bloch bands. The topological structure of
this model is characterized by the Chern number defined in Eq. (3). Direct calculation shows
that C2 = −C1 = sign(h) when 0 < |h| < 4t and C2 = −C1 = 0 otherwise. Experimentally,





xy (kJ)/ (2π), where the band index b = 1, 2.
To simulate experiments, we consider a finite-size lattice with open boundary condition. In
addition, we add a global harmonic trap of the form VT = maω2r2/2 for atoms of mass ma
as in real experiments and use γT = maω2a2/2t to parameterize the relative strength of the
trap, where a denotes the lattice constant. To account for possible experimental noise, we





where γP is a dimensionless parameter characterizing the strength of random perturbation,
〈r, s〉 denotes the neighboring sites, and P is a random Hermitian matrix with its largest
eigenvalue normalized to unity. We numerically diagonalize the real-space Hamiltonian on a
finite lattice with different number of sites and calculate the corresponding momentum den-
sity distributions (see Appendix). An an example, in Fig. 3.3.1, we show the reconstructed
density distribution in two complementary bases ({|↑〉 , |↓〉}, {|↑〉 ± |↓〉}) under open bound-
ary condition with a harmonic trap and random perturbations (more detailed calculation
results are shown in the Appendix). The Chern numbers for each case are calculated and
listed in Table 3.1 under choices of different parameters and system sizes. The extracted
Chern numbers exactly equal the corresponding theoretical values, even under a small sys-
tem size and significant disorder potentials. This is so as Chern numbers characterize the
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h(m) Size Periodic Open Trap Pert.+Trap
QAH 1 42 -1 -1 -1 -1
1 102 -1 -1 -1 -1
5 102 0 0 0 0
CTI 2 103 1.041 1.056 1.055 1.080
2 123 1.031 1.009 0.981 1.014
4 103 0 −2 ∗ 10−4 1.1 ∗ 10−3 1.2 ∗ 10−3
Table 3.1: Simulated experimental results of the topological invariants for different lattice
sizes under various realistic conditions. For QAH, the invariant is the Chern number for
the first band (C1), whereas for CTI, it is the Chern-Simons term for the middle flat band
(CS2/π). Results for both the nontrivial phase (h = 1 for QAH and m = 2 for CTI) and
the trivial phase (h = 5 for QAH and m = 4 for CTI) are presented. All these invariants are
extracted directly from the momentum density distribution images. The parameters are the
same as in Fig. 3.3.1 and Fig. 3.3.2.
topological property, which does not change under perturbations. Furthermore, our detec-
tion method through measurement of F (b)µν (kJ) guarantees an integer value for the extracted
Chern number [158], so it automatically corrects small errors due to experimental imperfec-
tions. Ref. [144] also points out the robustness of Fukui et al.’s method [158] in computing
the Chern number.
3.3.4 Example: 3D Chiral Topological Insulator
Chiral topological insulators (CTIs) are protected by the chiral symmetry (also known as
the sub-lattice symmetry) and belong to the AIII class in the periodic table for topological
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r,3) with a†r,α(α = 1, 2, 3) creating a fermion at site r with
spin state α, e1, e2, e3 are unit vectors along the x, y, z directions, and Gν (ν = 4, 5, 6, 7)
denotes the νth Gell-Mann matrix (see Appendix). In the momentum space, this model
Hamiltonian has three gapped bands, with a zero-energy flat band in the middle protected
by the chiral symmetry. An experimental scheme has been proposed to realize this model
Hamiltonian with cold fermionic atoms in an optical lattice [45]. The topological property
of this Hamiltonian can be described by the Chern-Simons term. For the b-th (b = 1, 2, 3)









where A(b)µ (k) = 〈ub(k)|∂kµ|ub(k)〉 (µ = x, y, z). Explicit calculations show that CS3 = CS1 =
CS2/4 = πΓ(h)/4 with Γ(h) = −2 for |h| < t, Γ(h) = 1 for t < |h| < 3t, and Γ(h) = 0
otherwise.
As an example application of our general detection method, here we show how to measure
the topological invariant CSb through the TOF imaging. As shown in Fig. 3.3.2(a), we first
use the TOF imaging to reconstruct the 3D atomic momentum distribution. After expansion
of the atomic cloud, we apply a pair of co-propagating Raman beams focused in the z-axis
to transfer a layer of atoms with a fixed z-coordinate zi to another hyperfine or Zeeman
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Figure 3.3.2: 3D atomic momentum distribution. (a) An illustration to show reconstruction
of the 3D atomic momentum distribution by the TOF imaging. (b) Momentum distribution
in one particular spin basis (other results are shown in the Appendix) for the middle flat band
of HCTI with open boundary condition under lattice size 12× 12× 12. Layers corresponding
to kz = −π,−π/4, π/2 are displayed. The parameters are h = 2t, γT = 0.001t, γP = 0.1t.
level denoted as |r〉. We apply the imaging laser to couple the atoms only on the |r〉 level,
so the imaging reads out the 2D momentum distribution n(kx, ky, kzi) with a fixed kzi ∝ zi
. We repeat this measurement by scanning the coordinate zi so that each image gives a
2D distribution n(kx, ky, kzi) with a different kzi . By this method, we reconstruct the 3D
momentum distribution n(kx, ky, kz), where l images give l pixels of kz.
To extract the Chern-Simons term CSb, we measure the 3D momentum distribution
nbm(kx, ky, kz) in different spin bases to obtain the Bloch wave function cbm(k). We then
use the measured cbm(k) to calculate the gauge independent field F (b)µν (kJ) defined in Eq.
(4). By solving a discrete version of the equation ∇×A = F in the momentum space with
the Coulomb gauge ∇·A = 0, we obtain the Berry connection A(b)µ (kJ) from F (b)µν (kJ). With
A
(b)
µ , we extract the Chern-Simons term CSb using Eq. (8).
The Chern-Simons terms extracted from our numerically simulated experiments are shown
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in Table 3.1 under various conditions. Different from the Chern number case, extraction of
the Chern-Simons term using Eq. (8) does not guarantee the result to be an integer, so the
calculated values are subject to influence of numerical inaccuracies and experimental noise.
Nevertheless, from the results listed in Table 3.1, we see that the extracted values quickly
approach the corresponding theoretical limits when we take a dozen of pixels along each
spatial dimension in the time-of-flight imaging and the detection method remains robust to
experimental imperfections (traps and random perturbation Hamiltonians change the result
by less than 3%).
In summary, we have proposed a general method to experimentally measure the topological
invariants for ultracold atoms. The method is shown to be robust to various experimental
imperfections through numerically simulated experiments.
3.4 Weyl Exception Rings in Dissipative Cold Atomic
Systems
3.4.1 Introduction
Three-dimensional topological Weyl semimetals can generally support a zero-dimensional
Weyl point characterized by a quantized Chern number or a one-dimensional Weyl nodal
ring (or line) characterized by a quantized Berry phase in the momentum space. Here, in a
dissipative system with particle gain and loss, we discover a new type of Weyl ring, dubbed
Weyl exceptional ring consisting of exceptional points at which two eigenstates coalesce. Such
a Weyl exceptional ring is characterized by both a quantized Chern number and a quantized
Berry phase, which are defined via the Riemann surface. We propose an experimental scheme
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to realize and measure the Weyl exceptional ring in a dissipative cold atomic gas trapped in
an optical lattice.
Recently, condensed matter systems have proven to be a powerful platform to study low
energy gapless particles by using momentum space band structures to mimic the energy-
momentum relation of relativistic particles [161,162] and beyond [163–166]. One celebrated
example in three dimensions is the zero-dimensional Weyl point [167–177] described by the
Weyl Hamiltonian, which has been long sought-after in particle physics but only experimen-
tally observed in condensed matter materials [178–180]. Such a Weyl point can be viewed
as a magnetic monopole [181] in the momentum space and possesses a quantized Chern
number on a surface enclosing the point. Another example is the one-dimensional Weyl
nodal ring [163, 182–184], which has no counterpart in particle physics. It can be regarded
as the generalization of zero-dimensional Dirac cones in two-dimensional systems, such as in
graphene, to three-dimensional systems. Such a nodal ring has a quantized Berry phase over
a closed path encircling it but does not possess a nonzero quantized Chern number. This
leads to a natural question of whether there exists a ring exhibiting both a quantized Chern
number and a quantized Berry phase in the momentum space.
So far, studies on those gapless states focus on closed and lossless systems. However, particle
gain and loss are generally present in natural systems. Such systems can often be described
by non-Hermitian Hamiltonians [185–188], which are widely applied to many different sys-
tems [175,189–198]. Due to the non-Hermiticity, eigenvalues of the Hamiltonian are generi-
cally complex unless the PT symmetry [199] is conserved and the imaginary part of energy
is associated with either decay or growth. Another intriguing feature of a non-Hermitian
system is the existence of exceptional points (EPs) [185–188] at which two eigenstates co-
alesce and the Hamiltonian becomes defective, leading to many novel phenomena, such as
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loss-induced transparency [189], single-mode lasers [196,197], and reversed pump dependence
of lasers [195].
In this section, we investigate a system of Weyl points in the presence of a spin-dependent
non-Hermitian term and find a Weyl exceptional ring composed of EPs. In stark contrast to
a Weyl nodal ring [163,183,184], which does not have a nonzero Chern number, remarkably,
this ring exhibits a nonzero quantized Chern number as long as the integral of the Berry
curvature is evaluated over a surface (labeled by S) that encloses the whole ring. Since
energy is multi-valued in the complex parameter space due to its square root form, a state
on the surface S may be defined over the Riemann surface, on which a function is single
valued. On the other hand, the Chern number is zero when the surface S does not enclose
any part of the ring even when it is located inside it. Besides the Chern number, such a
Weyl exceptional ring has a quantized Berry phase over a trajectory encircling the ring twice,
instead of once in the case of the Weyl nodal ring. Furthermore, we propose a feasible scheme
to engineer and probe the Weyl exceptional ring in a dissipative ultracold atomic gas. In
such a system, we find that the Fermi arc can still exist but is suppressed, even though the
Weyl point transforms into a ring.
3.4.2 Toy Model of Weyl Exceptional Ring
Near a Weyl point in the momentum space, a system can be described by the Weyl Hamil-
tonian HW = ±
∑
ν vνkνσν , where σν represent Pauli matrices and ± the chirality. For
clarity, we consider the positive chirality and choose vν = 1 hereafter. In the presence of a
non-Hermitian term iγσz (γ > 0) associated with particle gain for spin up atoms and loss
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Figure 3.4.1: Energy spectra and the Riemann surface of the toy model in Eq. (3.4.1).
Spectra with respect to kx and ky for kz = 0 in (a) (real parts) and (b) (imaginary parts).
Real (c) and imaginary parts (d) of the Riemann surface as a function of ky and kz for kx = 0.
In (c) and (d), the color represents the strength of θ mod 4π, and the red tube arrow shows
a path from θ = 0 to θ = 4π.




kνσν + iγσz, (3.4.1)
taking the energy unit to be 1. The eigenvalues are Eθ(k) =
√
k2 − γ2 + 2ikzγ =√
A(k)eiθ/2, where A(k) =
√
(k2 − γ2)2 + 4k2zγ2 with k2 = k2x + k2y + k2z , and θ is defined
via cos θ = (k2 − γ2)/A(k) and sin θ = 2kzγ/A(k). Here, θ is used to label two branches,
given that eiθ/2 gains a minus sign upon θ → θ + 2π, corresponding to the other band. In
the absence of γ, energy of both bands is real and two bands touch at k = 0 with linear
dispersion along all three momentum directions. In this case, θ takes only two nonequiva-
lent discrete values: 0 and 2π (corresponding to two distinct and separate bands). When
γ > 0, the eigenvalues become complex, and the single touching point morphs into a Weyl
exceptional ring in the kz = 0 plane characterized by k2x + k2y = γ2. On this ring, both the
real and imaginary parts of the eigenvalues vanish [shown in Fig. 3.4.1(a) and (b)] and two
eigenstates coalesce into a single one (different from the case of degeneracy). Fig. 3.4.1(a)
and (b) also illustrate that in the kz = 0 plane energy is purely real outside the ring (with
69
conserved PT symmetry) and purely imaginary inside it for this simple model. Interestingly,
θ takes continuous values from 0 to 4π (θ and θ + 4π are equivalent) and gains 2π when a
state travels through the ring and returns, ending up at another state with opposite energy,
arising from the role of branch points that the Weyl exceptional ring plays.
In complex analysis, besides using branch cuts, an alternative visual representation to depict
a multi-valued function is the Riemann surface, a two-dimensional (2D) manifold that wraps
around the complex plane infinite (noncompact) or finite (compact) number of times. Before
we discuss the topology of the Weyl exceptional ring, let us first focus on the definition of a
closed 2D surface S via the Riemann surface. In Fig. 3.4.1(c) and (d), we plot the Riemann
surface of Eθ for kx = 0 (the color represents the strength of θ mod 4π), showing that energy
is single-valued on the surface, which connects the different bands. Given the single value
property, we define each state on S to be living on the Riemann surface. For example, if we
consider a state at k0 with θ0, any other states on the surface S can be obtained by starting
from this state and travelling on the momentum space surface S while keeping Eθ(k) on the
Riemann surface.
With the proper definition of a closed 2D surface, we can characterize the topology of a Weyl
exceptional ring by the Chern number on the surface based on two approaches: the integral















which characterizes the number of times that the spin field dθ =
∑
ν=x,y,z〈σν〉eν wraps around
a closed surface S parametrized by (u1,u2). Here, eν denotes the unit vector along the ν
direction and 〈σν〉 ≡ 〈uθ(k)|σν |uθ(k)〉 with |uθ(k)〉 being the normalized right eigenstate of
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H(k) [i.e., H(k)|uθ(k)〉 = Eθ(k)|uθ(k)〉 and 〈uθ(k)|uθ(k)〉 = 1]. Direct calculations show
that N3 = ±1 when the surface S encloses the whole ring as shown in Fig. 3.4.2(a), while
N3 = 0 when it does not enclose any part of the ring [shown in Fig. 3.4.2(b)].
Analogous to the scenario without decay [201], we may also define the first Chern number






Ωθ(k) · dS, (3.4.3)
where Ωθ(k) = i〈∇kuθ(k)| × |∇kuθ(k)〉 is the Berry curvature. Our calculations show that
C2 = ±1 when the surface S encloses the Weyl exceptional ring and C2 = 0 otherwise,
suggesting that the topological charge is entirely carried by the ring.
The physical meaning of the Berry curvature in this system can be understood from the
following semiclassical equation under an external gradient force F
ṙc = ∂kcĒ(kc)− k̇c ×Ωθ(kc), (3.4.4)
~k̇c = F, (3.4.5)
where Ē(kc) = Re[Eθ(kc)] + Āθ(kc) · k̇c, Āθ(kc) ≡ Re[Aθ(kc) − Ãθ(kc)] with the Berry
connection being Aθ(k) = i〈uθ(k)|∂kuθ(k)〉 and Ãθ(k) = i〈ũθ(k)|∂kuθ(k)〉, where 〈ũθ(k)| is
the normalized left eigenstate of H [i.e., 〈ũθ(k)|H(k) = 〈ũθ(k)|Eθ(k) and 〈ũθ(k)|uθ(k)〉 = 1];
rc and kc are the center coordinate of a wave packet in the real space and momentum
space, respectively. Clearly, the Berry curvature plays the same role as in the traditional
semiclassical equation in a closed system [202]. However, in this open system, the equation
includes a term that effectively modifies the energy spectra, resulting from the difference
between left and right eigenstates, a feature in a non-Hermitian Hamiltonian. Without F,
the group velocity is dictated by the real part of the spectra, which implies that inside the
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Weyl exceptional ring in the kz = 0 plane, the group velocity vanishes.
Other than the Chern number on the surface, there also exists a quantized Berry phase




i〈ũθ(k)|∂kuθ(k)〉 · dk, (3.4.6)
where the path 2L travels across the ring twice along the Riemann surface so that the state
returns to the original one after the entire trajectory as shown in Fig. 3.4.1(c) and (d). Direct
calculations yield C1 = ±π, consistent with the result for a single EP [185]. This Berry phase
is different from that of a Weyl nodal ring in which the quantized Berry phase is obtained
when the trajectory encircles the ring once [163,183,184].
3.4.3 Realization in Dissipative Cold Atomic Gases












+(−1)jx+jyJSOν ĉ†kz ,xσν ĉkz ,x+aeν +H.c.) + h0
]
, (3.4.7)
where x = jxaex + jyaey (with a being the lattice constant) labels the location of sites,





) with ĉ†kz ,x,σ (ĉkz ,x,σ) being the creation (annihilation) operator, J
and JSOν (JSOx = −JSOy = JSO) stand for the tunneling and spin-orbit coupling strength,
h0 = [−iγ + ~2k2z/(2m)]ĉ†kz ,xĉkz ,x, with γ denoting the decay strength, and h̄z = αkz + hz is
the effective Zeeman field with α = ~2kLz/(2m) where kLz depends on the wave vector of


















Figure 3.4.2: Schematics for the Weyl exceptional ring. (a) A surface enclosing a Weyl
exceptional ring and (b) a surface located inside the ring. (c) Lattice structure in the (x, y)
plane. (d) Schematic of trapped atoms being kicked out by a resonant optical beam (denoted
by the grey arrow).
proportional to the two-photon detuning. Here, we consider the atoms to be trapped in an
optical lattice in the x and y directions while there is no lattice along the z direction.
Without γ, this Hamiltonian, which has two Weyl points and a fourfold degenerate point,
can be experimentally engineered by coupling two hyperfine states with two pairs of Raman
laser beams in cold atom optical lattices [203]. To generate the decay term representing
an atom loss −2iγ for spin down atoms, one may consider using a resonant optical beam
to kick the atoms in the |↓〉 state out of a weak trap as shown in Fig. 3.4.2(d), which has
been experimentally realized in 6Li [194]. Alternatively, one may consider applying a radio
frequency pulse to excite atoms in the |↓〉 state to another irrelevant state |3〉, leading to
an effective decay for spin down atoms when atoms in |3〉 experience a loss by applying an
anti-trap.
To see the energy spectra, we write down the Hamiltonian in the momentum space,
H(k) = (h̄z + iγ)σz − htτx + τy(−bxσx + byσy), (3.4.8)
in the basis Ψ(k)T with Ψ(k) = ( eikxaÂk↑ eikxaÂk↓ B̂k↑ B̂k↓ ), where Âkσ (B̂kσ) annihi-
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lates a state with spin σ and momentum k located at A (B) site [A and B constitute a unit
cell as shown in Fig. 3.4.2(c)]. Here, ht = 2J [cos(kxa)+cos(kya)], bx = 2JSO sin(kxa) and by =
−2JSO sin(kya); τx,y are Pauli matrices acting on A,B sublattices. This Hamiltonian can be
transformed into a block diagonal matrix, i.e.,H → H ′ = (h̄z+iγ)σz−htσzτz+τz(bxσy+byσx),
which commutes with τz. Note that we have neglected the spin-independent term h0, which
has no essential effects on the physics.
Similar to the toy model in Eq. (3.4.1), eigenvalues of this Hamiltonian are Eθ±(k) =√
b2± − γ2 + 2ibz±γ =
√
A±(k)e
iθ±/2, where A±(k) =
√





z± and bz± = ±ht + h̄z (± label two particle or hole bands associated with
the subspace τz = ∓ for H ′), and θ± are defined by cos θ± = (b2± − γ2)/A±(k) and
sin θ± = 2bz±γ/A±(k). Without γ, energy is purely real, and Weyl points emerge at
kW0 = (kxa, kya, kzaz) = [π, 0,−2mπhz/(~2k2Lz)] or kW± = [0, 0,−2mπ(±4J + hz)/(~2k2Lz)],
where az = π/kLz. The touching point is fourfold (doubly) degenerate at kW0 (kW±).
When γ > 0, the spectrum becomes complex and it is purely real only in the plane
bz± = 0. A touching point transforms into a closed line (i.e., Weyl exceptional ring) at
which particle and hole bands coalesce when bz± = 0 and b2x + b2y = γ2, as shown in
Fig. 3.4.3(a). Around kW0, the fourfold degeneracy of the touching point is broken, and
there emerge two Weyl exceptional rings that are not degenerate except at four points with
| sin kxax| = γ/(2
√
2JSO), kx = ±ky−π, and kz = −hz/α [as shown in Fig. 3.4.3(a)]. Around
kW±, each Weyl point morphs into a single Weyl exceptional ring, which can be approximated
by k2x + k2y = γ2/(4J2SO) and kz = [−hz ± J(4− γ2/(4J2SO))]/α when γ  2JSO.
Analogous to the toy model, a Weyl exceptional ring in this realistic model can be char-
acterized by the Chern number defined in Eq. (3.4.3), i.e., evaluated by an integral of the
Berry curvature over a closed surface S via the Riemann surface. Around kW0, there are two
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Weyl exceptional rings associated with two branches θ±, and the Chern number is defined
for each band with Cθ± = 1 (Cθ±+2π = −1) when S encloses one ring. Around kW±, the
corresponding band contributes Cθ± = −1 (Cθ±+2π = 1). Furthermore, apart from the Chern
number, we can characterize the ring by a quantized Berry phase defined in Eq. (3.4.6), i.e.,
evaluated along a closed trajectory enclosing the Weyl exceptional ring twice for a considered
band with a ring.
Another intriguing feature of Weyl semimetals is the existence of a Fermi arc, surface states
that connect two Weyl points with opposite Chern numbers in a geometry with edges. When
γ > 0, Weyl points develop into Weyl exceptional rings, and one may wonder on the existence
of surface states with open boundaries. Here, we calculate the spectra of the open system
under open boundaries along the x direction and plot the real, imaginary and absolute
parts of the spectra in Fig. 3.4.3(b), (c), and (d), respectively. We neglected the spin-
independent energy ~2k2z/2m for clarity. Interestingly, zero energy states emerge for both
real and imaginary parts of the spectra. Yet, the surface states (Fermi arc) are only associated
with those of zero absolute energy, which connect the Weyl exceptional ring at the center
(kW0) to those on two sides (kW±). These states are doubly degenerate eigenvectors (not
generalized ones [204, 205]), one (the other) of which is localized on the left (right) surface.
Compared to the surface states without γ, their range along kz decreases with respect to
γ because the size of the rings along the z direction grows with γ. Fig. 3.4.3(d) shows the
shrinking surface states for γ = 0, 0.35J , 0.7J and 0.86J . As γ becomes sufficiently large,
the rings around (kxax, kyay) = (0, 0) overlap with those around (π, 0) in the kz direction
and surface states completely disappear.
To measure the Weyl exceptional ring, a possible approach is to probe the dynamics of
























































Figure 3.4.3: Surface states of Weyl exceptional rings. (a) Schematic of Weyl exceptional
rings denoted by closed red, green and cyan lines for the system described by the Hamiltonian
in Eq. (3.4.8). The dashed box depicts the first Brillouin zone. (b) Real (c) imaginary and
(d) absolute values of the eigenenergy with respect to kzaz for ky = 0 and γ = 0.7J when
the open boundary condition is imposed along the x direction. The red lines are the surface
states. In (d), additional surface states for γ = 0, 0.35J, 0.86J are plotted as blue, green and
yellow lines respectively. Note that only the parts with zero absolute energy are associated
with surface states.
spin-independent optical lattices but switch off the spin-dependent ones (contributing to
the spin-orbit coupling) and dissipation, we can load spin up atoms into the system and
the ground state is Ψ(k = 0, t = 0) = ( 1 0 1 0 )/
√
2 since the Hamiltonian reduces to
H = −htτx. This state can be driven to a state with k 6= 0 by accelerating the optical
lattices or by applying an external gradient force. After that, the spin-orbit coupling and
dissipation can be suddenly turned on. So this state is no longer the eigenstate of the system
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and the atom numbers will change with time. For example, if k lies in the bz− = 0 plane,













where n↓ = N↓eγt/~ with N↓ being the atom number. Outside of the ring, Im(Eθ) = 0
and n↓ = (b2x + b2y) sin
2(Eθt/~)/E2θ with an oscillation period of 2π~/Eθ and inside the ring
Re(Eθ) = 0 and n↓ = (b2x + b2y)[
∑
λ=± e
λ2Im(Eθ)t/~ − 2]/(4|Eθ|2) with no oscillation. The
existence of the Weyl exceptional ring will be manifested through the change in oscillation
periods. In experiments, one may choose 87Rb (bosons) atoms and apply blue-detuned laser
beams at wavelength λ = 767 nm [19] to generate the optical lattices with Weyl points.
With specific experimental settings, our model parameters are given by JSO = 0.5J and
J = 0.058ER, where the recoil energy is ER/~ = ~k2R/2m = 2π × 3.9 kHz with kR = 2π/λ
and λ being the wavelength of laser beams. The decay strength γ can be experimentally
tuned by controlling the intensity of the resonant optical beam.
In summary, we have discovered a Weyl exceptional ring in a dissipative system of Weyl
points with particle gain and loss. Such a ring is characterized by both a quantized Chern
number and a quantized Berry phase, which are defined via the Riemann surface. We further
propose an experimental scheme in cold atoms to realize the Weyl exceptional ring, which




Quantum Computation in a Planar Ion Crystal
4.1 Introduction
In this chapter, we propose a scheme to realize scalable quantum computation in a planar ion
crystal confined by a Paul trap. We show that the inevitable in-plane micromotion affects the
gate design via three separate effects: renormalization of the equilibrium positions, coupling
to the transverse motional modes, and amplitude modulation in the addressing beam. We
demonstrate that all of these effects can be taken into account and high-fidelity gates are
possible in the presence of micromotion. This proposal opens the prospect to realize large-
scale fault-tolerant quantum computation within a single Paul trap.
Scalable quantum computation constitutes one of the ultimate goals in modern physics [26,
27]. Towards that goal, trapped atomic ions are hailed as one of the most promising platforms
for the eventual realization [206, 207]. The linear Paul trap with an one-dimensional (1D)
ion crystal was among the first to perform quantum logic gates [49,208,209] and to generate
entangled states [210–212], but in terms of scalability, the 1D geometry limits the number of
ions that can be successfully trapped [213,214]. Another shortcoming of the 1D architecture
is that the error threshold for fault-tolerant quantum computation with short-range gates is
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exceptionally low and very hard to be met experimentally [215–217].
Generic ion traps, on the other hand, could confine up to millions of ions with a 2D or
3D structure [218–220]. More crucially, large scale fault-tolerant quantum computation
can be performed with a high error threshold, in the order of a percent level, with just
nearest neighbor (NN) quantum gates [221–224]. This makes 2D or 3D ion crystals especially
desirable for scalable quantum computation. Various 2D architectures have been proposed,
including microtrap arrays [225], Penning traps [218, 226–228], and multizone trap arrays
[229,230]. However, the ion separation distance in microtraps and penning traps is typically
too large for fast quantum gates since the effective ion-qubit interaction scales down rapidly
with the distance. In addition, fast rotation of the ion crystal in the Penning trap makes the
individual addressing of qubits very demanding. Distinct from these challenges, Paul traps
provide strong confinement; however, they are hampered by the micromotion problem: fast
micromotion caused by the driving radio-frequency (rf) field cannot be laser cooled. It may
thus create motion of large amplitudes well beyond the Lamb-Dicke regime [231,232], which
becomes a serious impediment to high-fidelity quantum gates.
In this chapter, we propose a scheme for scalable quantum computation with a 2D ion
crystal in a quadrupole Paul trap. We have shown recently that micromotion may not be
an obstacle for design of high-fidelity gates for the two-ion case [233]. Here, we extend
this idea and show that micromotion can be explicitly taken into account in the design of
quantum gates in a large ion crystal. This hence clears the critical hurdle and put Paul
traps as a viable architecture to realize scalable quantum computation. In such a trap,
DC and AC electrode voltages can be adjusted so that a planar ion crystal is formed with
a strong trapping potential in the axial direction. In-plane micromotion is significant, but
essentially no transverse micromotion is excited due to negligible displacement from the axial
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plane. We perform gates mediated by transverse motional modes and show that the in-plane
micromotion influences the gate design through three separate ways: (1) It renormalizes the
average positions of each ion compared to the static pseudopotential equilibrium positions.
(2) It couples to and modifies the transverse motional modes. (3) It causes amplitude
modulation in the addressing beam. In contrast to thermal motion, the fluctuation induced
by micromotion is coherent and can be taken into account explicitly. Several other works also
studied the effect of micromotion on equilibrium ion positions and motional modes [234–236],
or used transverse modes in an oblate Paul trap to minimize the micromotion effect [237].
Here, by using multiple-segment laser pulses [238–240], we demonstrate that high-fidelity
quantum gates can be achieved even in the presence of significant micromotion and even when
many motional modes are excited. Our work therefore shows the feasibility of quadrupole
Paul traps in performing large scale quantum computation, which may drive substantial
experimental progress.
4.2 Quantum Computation under Micromotion in a Pla-
nar Ion Crystal
A generic quadrupole Paul trap can be formed by electrodes with a hyperbolic cross-section.
The trap potential can be written as Φ(x, y, z) = ΦDC(x, y, z) + ΦAC(x, y, z), where




(1 + γ)x2 + (1− γ)y2 − 2z2
]
, (4.2.1)














































Figure 4.2.1: Crystal structure and distance distribution. (a) Average positions ~r (0) of 127
ions in a planar crystal. Breathing oscillations about these average positions occur due to
micromotion. Two pairs of ions (enclosed in squares), one pair in the center and one near the
edge, are used for the demonstration of a quantum gate later. (b) The distribution of nearest
neighbor (NN) distance. The minimum, maximum, and average NN distances are 6.9µm,
10µm and 8.0µm respectively. Parameters used are: the number of ions N = 127; DC and
AC potential U0 = −1.1V, V0 = 90V; AC rf frequency ΩT/2π = 50MHz; the characteristic
electrode size d0 = 200µm; ion mass m = 171u (u is the atomic mass unit) corresponds
to 171Yb+ ion; the anisotropy parameter γ = 0.01; corresponding Mathieu parameters are
ax ≈ −1.27× 10−3, ay ≈ −1.25× 10−3, az ≈ 2.52× 10−3, q ≈ −0.051, with respective secular
trap frequencies ωx/2π ≈ 0.18MHz, ωy/2π ≈ 0.22MHz, ωz/2π ≈ 2.21MHz; ωz/ωx,y > 10
ensures a planar crystal is formed.
It contains both a DC and an AC part, with U0 being the DC voltage, and V0 being the
AC voltage forming an electric field oscillating at the radiofrequency ΩT . The parameter d0
characterizes the size of the trap and γ controls the anisotropy of the potential in the x-y
plane. We choose γ to deviate slightly from zero, so that the crystal cannot rotate freely in
the plane, i.e. to remove the gapless rotational mode. The AC part, on the contrary, is chosen
to be isotropic in the x-y plane. We let U0 < 0 such that the trapping is enhanced along
the z direction in order to form a 2D crystal in the x-y plane. Disregarding the Coulomb
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potential first, the equations of motion of ions in such a trap can be written in the standard
form of Mathieu equations along each direction:
d2rν
dξ2
+ [aν − 2qν cos(2ξ)] rν = 0, (4.2.3)
where ν ∈ {x, y, z}, and the dimensionless parameters are ξ = ΩT t/2,




T , ay = 8(1 − γ)eU0/md20Ω2T , az = −16eU0/md20Ω2T ,
qx = qy = q = −4eV0/md20Ω2T , qz = −2q. Neglecting micromotion, one could ap-
proximate the potential as a time-independent harmonic pseudopotential with secular
trapping frequencies ων = βνΩT/2, with βν ≈
√
aν + q2ν/2 being the characteristic expo-
nents of the Mathieu equations [241,242].
4.2.1 Dynamic Ion Positions
Adding Coulomb interactions back, the static equilibrium positions can be found by mini-
mizing the total pseudopotential [227,243], or use molecular dynamics simulation with added
dissipation, which imitates the cooling process in experiment [244,245]. In our numerical sim-
ulation, we start with N = 127 ions forming equilateral triangles in a 2D hexagonal structure.
We then solve the equations of motion with a small frictional force to find the equilibrium
positions ~r (0) = ~r(t → ∞) = (x(0)1 , y(0)1 , · · · , x(0)N , y
(0)
N ), which is the starting point for the
expansion of the Coulomb potential. Micromotion is subsequently incorporated by solving
the decoupled driven Mathieu equations (see Appendix). The average ion positions ~r (0) are
found self-consistently, which differ slightly from the pseudopotential equilibrium positions
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(an average of 0.03µm shift). Dynamic ion positions ~r(t) can be expanded successively as
~r(t) = ~r (0) + ~r (1) cos(ΩT t) + ~r
(2) cos(2ΩT t) + · · · . (4.2.4)
Numerically, we found that ~r (1) ≈ − q
2
~r (0) and ~r (2) ≈ q2
32
~r (0), where the expression for ~r (1) is
consistent with previous results [233, 234, 244]. Micromotion thus only results in breathing
oscillations about the average positions.
Fig. 4.2.1(a) shows the average ion positions ~r (0) in the planar crystal. The distribution of
NN distance is plotted in figure 4.2.1(b). We choose the voltages U0 and V0 such that the
ion distance is kept between 6.5µm and 10µm. This ensures that crosstalk errors due to the
Gaussian profile of the addressing beam are negligible, at the same time maintaining strong
interaction between the ions. As micromotion yields breathing oscillations, the further
away the ion is from the trap center, the larger the amplitude of micromotion becomes.
With the furthest ion around 52µm from the trap center, the amplitude of micromotion
is −q/2 × 52 ≈ 1.4µm, which is well below the separation distance between the ions but
larger than the optical wavelength (see Appendix for the distribution of the amplitude of
micromotion).
4.2.2 Normal Modes in the Transverse Direction
With the knowledge of ion motion in the x-y plane, we proceed to find the normal modes
and quantize the motion along the transverse (z) direction. As ions are confined in the
plane, micromotion along the transverse direction is negligible. The harmonic pseudopo-
tential approximation is therefore legitimate. Expanding the Coulomb potential to second
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, where r̃ij =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 is
the 3D distance and rij =
√
(xi − xj)2 + (yi − yj)2 is the planar distance between ions i
and j. To the second order, transverse and in-plane normal modes are decoupled. Note
that coupling between the in-plane micromotion and the transverse normal modes has been
taken into account in this expansion as the Coulomb potential is expanded around the dy-
namic ion positions ~r(t). With significant in-plane micromotion, distances between ions are













can be used to compute the transverse normal modes.
The next order containing cos(ΩT t) terms can be considered as a time-dependent per-
turbation to the Hamiltonian. It contributes on the order of O (qω2k/Ω2T ) ∼ O(qq2z) in









(1 − 3q2/4) + O(q3), where r(0)ij is the ion distance computed with ~r (0)
without considering micromotion (see Appendix). Here, the micromotion effect is an overall
renormalization in the term 1/r3ij, so it does not modify the normal mode structure. Instead,
it slightly shifts down the transverse mode frequencies (in the order of O(q2)). Numerically,
we found an average reduction of around 0.4 kHz in each transverse mode frequency with our
chosen parameters. Although mode structure is not altered by this overall renormalization,
the discrepancy in equilibrium positions compared to the pseudopotential approximation will
modify both the normal mode structure and mode frequencies.
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Figure 4.2.2: Nearest neighbor quantum gate in a 2D planar crystal. Two laser beams
with a wave vector difference ∆k aligned in the z direction exert a spin-dependent force
on the neighboring ions. Parameters used are: The wave vector difference of addressing
beams ∆k = 8µm−1; Laser beams are assumed to take a Gaussian profile with a beam waist
w = 3µm centered at the average positions of the respective ion; The Lamb-Dicke parameter
ηz = ∆k
√
~/2mωz ≈ 0.029. Other parameters are the same as in Fig. 4.2.1.
4.2.3 High-fidelity Quantum Gates
After obtaining the correct transverse normal modes, we now show how to design high-fidelity
quantum gates with in-plane micromotion. Since NN gates are sufficient for fault-tolerant
quantum computation in a planar crystal, we show as a demonstration that high-fidelity
entangling gates can be achieved with a pair of NN ions in the trap center and near the trap
edge. One may perform the gate along the transverse direction by shining two laser beams on
the two NN ions with wave vector difference ∆kẑ and frequency difference µ (see Fig. 4.2.2)
[240,246]. The laser-ion interaction Hamiltonian is [239] H =
∑2
j=1 ~Ωj cos(∆k ·δzj +µt)σzj ,
where Ωj is the (real) Raman Rabi frequency for the jth ion, σzj is the Pauli-Z matrix acting
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on the pseudospin space of internal atomic states of the ion j, and δzj is the ion displacement




~/2mωkbkj (ak + a
†
k),
with bkj (ωk) being the mode vector (frequency) for mode k and a
†
k creates the k-th phonon
mode. Expanding the cosine term and ignoring the single-bit operation, the Hamiltonian















where χj(t) = ~Ωj sin(µt), gkj = ηkbkj , and the Lamb-Dicke parameter ηk = ∆k
√
~/2mωk 













































χn(t1) sin(ωk(t2 − t1))dt1dt2. To realize a conditional phase flip (CPF) gate between ions j
and n, we require αkj ≈ 0 so that the spin and phonons are almost disentangled at the end
of the gate, and also φjn(τ) = π/4. It is worthwhile to note that in deriving Eq. (4.2.7), we
dropped single-qubit operations as we are interested in the CPF gate. These fixed single-
qubit operations can be explicitly compensated in experiment by subsequent rotations of
single spins. (see Appendix for more detailed derivation and analysis).
As the number of ions increases, transverse phonon modes become very close to each other
in frequencies. During typical gate time, many motional modes will be excited. We use
multiple-segment pulses to achieve a high-fidelity gate [238, 239]. The total gate time is di-
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with Ω(i)j being the controllable and constant amplitude for the ith segment ((i − 1)τ/m ≤
t < iτ/m). Due to the in-plane micromotion, the laser profile ΩGj (t) seen by the ion is
time-dependent. In our calculation, we assume the Raman beam to take a Gaussian form,



















are the average positions for the jth ion. Any other beam profile can be similarly
incorporated.
To gauge the quality of the gate, we use a typical initial state for the ion spin
|Φ0〉 = (|0〉+ |1〉) ⊗ (|0〉+ |1〉) /2 and the thermal state ρm for the phonon modes at




tracing over the phonon modes, with the evolution operator U(τ) and the perfect CPF gate
UCPF ≡ eiπσz1σz2 . For simplicity, we take Ω(i)j = Ω(i)n = Ω(i) for the ions j and n. For any given
detuning µ and gate time τ , we optimize the control parameters Ω(i) to get the maximum
fidelity F . Fig. 4.2.3 shows the gate infidelity δF = 1−F and the maximum Rabi frequency
|Ω|max = maxi Ω(i) for the center pair [(a) and (b)] and the edge pair [(c) and (d)] with
13 segments and a relatively fast gate τ ≈ 23µs. Detuning µ can be used as an adjusting
parameter in experiment to find the optimal results. All transverse phonon modes are
distributed between 0.85ωz and ωz. We optimize the gate near either end of the spectrum
since optimal results typically occur there. Blue solid lines indicate the optimal results
with micromotion and red dashed lines show the results for a genuine static harmonic trap,
which are almost identical in (a), (b) and (c). It implies that micromotion can almost be
completely compensated, but with a stronger laser power for the edge pair. If we apply the
optimal result for the static trap to the realistic case with micromotion, the fidelity will be













































































































Figure 4.2.3: Gate infidelity and pulse shaping. (a), (b), and (e) are respectively the gate
infidelity, the maximum Rabi frequency, and the thirteen-segment pulse pattern correspond-
ing to the results marked by squares, for the center pair as labeled in Fig. 4.2.1. (c), (d),
and (f) are the corresponding plots for the edge pair. The blue solid lines and the pulse
sequences indicate the optimal results with micromotion considered. The red dashed lines
are results for a genuine static harmonic trap without micromotion. Black dash-dot lines in
(a) and (c) are obtained by applying the optimal solution for a static trap to the case with
micromotion. All transverse modes are distributed between 0.85ωz and ωz. We optimize
the gate near either end of the spectrum. The optimal results marked by the squares are
δF = 4 × 10−5 and |Ω|max/2π = 12MHz (δF = 4 × 10−6 and |Ω|max/2π = 22MHz) for the
center (edge) pair. Parameters used are: total gate time τ = 50 × 2π/ωz ≈ 23µs; m = 13
segments are used; Doppler temperature kBTD/~ ≈ 2π × 10MHz is assumed for all phonon
modes. Other parameters are the same as in Fig. 4.2.1 and Fig. 4.2.2.
the fidelity is lower than 85% at any detuning. It is therefore critical to properly include
the effect of micromotion. With corrected pulse sequences, a fidelity F > 99.99% can be
attained with |Ω|max/2π ≈ 12MHz (|Ω|max/2π ≈ 22MHz) for the center (edge) ions. The
Rabi frequencies can be further reduced by a slower gate and/or more pulse segments.
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4.2.4 Noise Estimation
Micromotion of any amplitude does not induce errors to the gates as it has been completely
compensated in our gate design. We now estimate various other sources of noise for gate
implementation. In considering the effect of in-plane micromotion to the transverse modes,
we are accurate to the order of q2, so an error of q3 ≈ 10−4 is incurred. The actual
error is smaller since the Coulomb potential is an order of magnitude smaller than the
trapping potential along the transverse direction. The cross-talk error probability due
to beam spillover is Pc = e−2(d/w)
2
< 2 × 10−5, with the ion distance d & 7µm and the
beam waist w = 3µm. At the Doppler temperature kBTD/~ ≈ 2π × 10MHz, thermal
spread in positions may degrade the gate fidelity. Similar to micromotion, thermal motion
causes the effective Rabi frequency to fluctuate. With ωx,y/2π ≈ 0.2MHz, there is a
mean phonon number n̄0 ≈ 50 in the x-y plane. It gives rise to thermal motion with
average fluctuation in positions, δr ≈ 0.23µm, which can be estimated as in Ref. [248].
The resultant gate infidelity is δF1 ≈ (π2/4)(δr/w)4 ≈ 10−4. Lastly, we estimate the
infidelity caused by higher-order expansion in the Lamb-Dicke parameter. The infidelity is
δF2 ≈ π2η4z(n̄2z + n̄z + 1/8) ≈ 2 × 10−4, where n̄z ≈ 5 is the mean phonon number in the
transverse direction [239]. Other than the effects considered above, micromotion may also
lead to rf heating when it is coupled to thermal motion. However, simulation has shown that
at low temperature T < 10mK and small q parameters, rf heating is negligible [244, 249].
Heating effect due to rf phase shift and voltage fluctuation should also be negligible when
they are well-controlled [244].
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4.3 Discussion
It is worthwhile to point out that although we have demonstrated the feasibility of our gate
design via a single case with N = 127 ions, the proposed scheme scales for larger crystals.
The intuition is that through optimization of the segmented pulses, all phonon modes are
nearly disentangled from the quantum qubits at the end of the gate. However, as the number
of ions further increases, one would presumably need more and more precise control for all
the experimental parameters (< 1% fluctuation in voltage for example). rf heating may
also destabilize a much larger crystal [250], and more careful studies are necessary for larger
crystals.
One may also notice that in Ref. [233], we considered gates mediated by the longitudinal
phonon modes, so the effect of micromotion is a phase modulation. Here, we utilize transverse
modes so the amplitude of the laser beam is modulated. There are a few advantages in using
the transverse modes: first, it is experimentally easier to access the transverse phonon modes
in a planar ion crystal; second, in a planar crystal, the transverse direction is tightly trapped,
so micromotion along that direction can be neglected; third, the transverse phonon modes do
not couple to the in-plane modes and the in-plane micromotion affects the transverse modes
via the time-dependence of the equilibrium positions, the effect of which is again suppressed
due to tight trapping in the transverse direction.
In summary, we have demonstrated that a planar ion crystal in a quadrupole Paul trap is a
promising platform to realize scalable quantum computation when micromotion is taken into
account explicitly. We show that the in-plane micromotion comes into play through three




Hamiltonian Tomography for Quantum Many-body
Systems
5.1 Introduction
Characterization of qubit couplings in many-body quantum systems is essential for bench-
marking quantum computation and simulation. In this chapter, we propose a tomographic
measurement scheme to determine all the coupling terms in a general many-body Hamilto-
nian with arbitrary long-range interactions, provided the energy density of the Hamiltonian
remains finite. Different from quantum process tomography, our scheme is fully scalable
with the number of qubits as the required rounds of measurements increase only linearly
with the number of coupling terms in the Hamiltonian. The scheme makes use of synchro-
nized dynamical decoupling pulses to simplify the many-body dynamics so that the unknown
parameters in the Hamiltonian can be retrieved one by one. We simulate the performance of
the scheme under the influence of various pulse errors and show that it is robust to typical
noise and experimental imperfections.
Physicists have been striving to understand and harness the power of quantumness since the
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establishment of the quantum theory. With the flourishing of quantum information science in
recent decades [26,27], numerous breakthroughs—both in theory and in experiment—helped
to frame a clearer goal: it is the entanglement and the exponentially growing Hilbert space
that distinguishes quantum many-body systems from classical systems [29,30,251]. To fully
leverage the quantum supremacy, a vital step is to verify and benchmark the quantum device.
The standard techniques of quantum state and process tomography [252–257], however, are
plagued by the same exponential growth of dimensions [258]. A related problem is to directly
identify Hamiltonians, the generators of quantum dynamics. They can often be specified by
fewer number of parameters that scales polynomially with the system size.
Hamiltonian tomography for generic many-body systems is nevertheless a daunting task.
The way to extract information of unknown parameters in a Hamiltonian is by measuring
certain features of its generated dynamics. To make this possible, one has to solve the dy-
namics generated by the Hamiltonian to make a definite connection between its dynamical
features and the Hamiltonian parameters. However, for general many-body Hamiltonians,
their dynamics are extremely complicated and intractable by numerical simulation as the
simulation time increases exponentially with the size of the system. Progress in this di-
rection has mostly be on small systems [259–263] or special many-body systems which are
either exactly solvable due to many conserved operators, of limited Hilbert space dimensions
amenable to numerical simulation, or short-range interacting systems [264–270].
In this chapter, we propose a scheme to achieve Hamiltonian tomography for general many-
body Hamiltonians with arbitrary long-range couplings between the qubits. The key idea is
to simplify the dynamics generated by a general many-body Hamiltonian through application
of a sequence of dynamical decoupling pulses on individual qubits. Dynamical decoupling
(DD) is a powerful technique that uses periodic fast pulses to suppress noise and average
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out unwanted couplings between the system and the environment [271–286]. We apply a
sequence of synchronized DD pulses on a pair of qubits, which forms a small target system
that has coupling with the rest of the qubits in the many-body Hamiltonian, the effective
environment. The DD pulses keep the desired couplings within this target system intact
while average out its couplings with all the environment qubits. The dynamics under the
DD pulses become exactly solvable, from which we can perform a tomographic measurement
to determine the coupling parameters within this small target system [259–262]. We then
scan the DD pulses to different pairs of qubits to measure all the other coupling terms in
the Hamiltonian. We assume the ability to address individual qubits, which is realistic for
many experimental platforms, such as trapped ions [209,287,288], cold atoms [131,132,289],
and solid-state qubit systems [290–293]. Several features make the scheme amenable to
experimental implementation. First of all, applying the DD pulse sequence is a standard
procedure in many experiments. Post-processing of data is straightforward as it only requires
one or two parameter curve fitting. In addition, we demonstrate with explicit numerical
simulation that the scheme is robust to various sources of errors in practical implementation,
such as the remnant DD coupling error, measurement uncertainties, and different types of
pulse errors.
5.2 Scheme for Hamiltonian Tomography
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Figure 5.1.1: Schematics for the tomography procedure. (a) To map out the coupling co-
efficients Jαβij , a synchronized DD sequence is applied to spins i and j. Both spins will be
decoupled from the rest of the system. (b) The XY -8 DD sequence on spins i and j to probe
the parameters of the Hamiltonian in Eq. (5.2.3). The initial state is for instance prepared to
the |00〉 state for the two spins. (c) To retrieve information about the local fields bαi , XY -8
pulse sequences are applied to the environment spins to decouple spin i from the rest.
where Jαβmn characterizes the coupling strength between spins m and n for the α, β compo-




are the Pauli matrices along the
α (β) direction with α, β ∈ (x, y, z). To adopt consistent notations throughout the text,
we use m,n to denote a general spin label and i, j to refer to the specific target spins that
we are probing with the DD pulses, calling the rest of the spins as environment spins. The
terms spin and qubit are used interchangeably. Let the energy unit of the Hamiltonian be
J , chosen to be the largest magnitude of all coefficients, so Jαβmn/J and bαm/J are bounded
between −1 and 1. In order to map out the coupling coefficient Jαβij for the target spins,
we propose to decouple these two spins from the environment spins by a synchronized DD
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pulse sequence. A synchronized XY -4 sequence applied to both spins will average out their
interactions with other spins while preserving the two-spin coherence (see Fig. 5.1.1(a-b) for
the schematic and the pulse sequence). Basically, only those interactions that commute with




































where U0 = e−iHτ , τ is the time interval between two consecutive pulses, and B, the bath,
includes all terms of the Hamiltonian that only acts on environment spins. See Appendix for





i.e., the interaction strength decays rapidly with spin separation distance so that the energy
density of the Hamiltonian is bounded by a constant. This condition is satisfied for any finite
systems as in the experiment with arbitrary interactions. In the thermodynamic limit, it is
also a reasonable assumption for any physical systems whose energy is extensive. It may also
be related to the generalized Lieb-Robinson bound for systems with long-range interactions
[294–297]. The XY -8 pulse sequence, which is the concatenation of XY -4 sequence with its
time-reversal, eliminates the error term to the third order O(J3τ 3). Fig. 5.1.1(b) shows the
















where we use c1 ≡ Jxxij , c2 ≡ Jyyij , c3 ≡ Jzzij to simplify the notation. The effective two-spin























where T = 8Ncτ is the total time. From the above expression, one may notice that the Hamil-
tonian parameters can be retrieved by preparing a particular initial state and measuring its
time-evolved output probability in a given basis. In particular, we have
P|+I〉→|00〉 = |〈00|U2-spin|+ I〉|2 = 14 [1 + sin(2(c1 − c2)T )]
P|+I〉→|10〉 = |〈10|U2-spin|+ I〉|2 = 14 [1 + sin(2(c1 + c2)T )]
P|0I〉→|++〉 = |〈+ + |U2-spin|0I〉|2 = 14 [1 + sin(2(c2 − c3)T )]
where |+〉 = 1√
2
(|0〉 + |1〉) and |I〉 = 1√
2
(|0〉 + i|1〉) are the rotated basis. The coupling
strengths c1, c2 and c3 can be extracted from the oscillation frequencies of these three sets of
measurements at various time points. These particular sets are not the only suite to extract
those parameters. They are chosen for the convenience in fitting and in state preparation.
Only product states of the two target spins, disentangled from the rest, are required. We also
remark that the error incurred is O(NcJ3τ 3), so one needs Jτ  1 for a robust decoupling
scheme. In a similar fashion, one can retrieve all other coupling coefficients. Let us denote
the synchronized XY -8 DD pulse sequence as XiXj-YiYj-8 to show explicitly the particular
pulses on specific spins. Replacing the sequence with XiYj-YiZj-8 (YiXj-ZiYj-8) pulses, we
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will be able to extract the coefficients Jxyij , J
yz







By scanning the DD pulses to different target pairs, the above procedure recovers all the
coupling coefficients Jαβmn. The retrieval of local field coefficients follows a similar approach.
We now need to decouple the particular spin i from the rest without contaminating its own
spin term bαi σαi . Shining a XY -8 DD sequence on spin i removes all information about bαi too.
Instead, one could address all the environment spins with XY -8 pulses, and decouple them
from spin i (alternative schemes are discussed in the Appendix). This scheme will be very ro-
bust to pulse errors, since no laser pulses are directly applied to the target spin [Fig. 5.1.1(c)].








i with a unitary evolu-
tion U1-spin = e−iH1-spinT executing a spin rotation on the Bloch sphere. Again, by preparing a











sin2(bT ), where b =
√
(bxi )
2 + (byi )
2 + (bzi )
2 is the magnitude
of the Bloch vector. These two sets of measurements will determine bxi , b
y
i and bzi up to a sign.
The correct signs from the remaining discrete set can be picked out by measuring P|+〉→|0〉
and P|I〉→|0〉 at a single time point (See Appendix).
The complete scheme applies to any generic Hamiltonian with interacting qubits. In the
most general case, one needs to determine 9N(N−1)/2+3N coefficients. However, in many
physical systems, the particular form of the interaction is known and/or the interaction
often decays fast enough that one can significantly reduce the number of measurements
required. In particular, if Jαβmn can be truncated at some spin separation distance in the
case of short-range interactions, the number of measurements will be linear with the system
size N . In the following, we numerically simulate the experimental procedure for the most
general Hamiltonian, taking into account various sources of errors, including the remnant
DD coupling error, measurement uncertainties, and different forms of pulse errors.
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5.3 Numerical Simulation
We consider the general Hamiltonian given in Eq. (5.2.1) with coefficients Jαβij /J and bαi /J
randomly drawn from −1 to 1. In our finite-system simulation, we ignore the decay of Jαβij
with distance, so the system may include unphysically long-range interactions and could
simulate Hamiltonians in any dimensions. To retrieve Jααij , for example, we start with a
product state of all spins, and perform time evolution using the entire Hamiltonian from
Eq. (5.2.1), interspersed with the XY -8 DD pulses on target spins i and j. We would like to
emphasize that specific state initialization for the environment spins is not required as long
as they are disentangled from the target pair of qubits at the beginning. After Nc cycles
of the DD sequence, the environment spins are traced out and measurements are made on
spins i and j. In the simulation, we do not assume the pure unitary evolution U2-spin as
the remnant coupling to the environment spins may entangle the two spins with the rest.
However, any undesired couplings are suppressed to the order of O(J3τ 3) and we do observe
that the two-spin density matrix remains mostly pure (∼ 99.9%) for our chosen parameters.
As the tomography procedure involves measuring the output probability of a certain state,
each time point will be measured Nm times, which gives an estimate of the probability pm
in this state. The measurement uncertainty (standard deviation) will be
√
pm(1− pm)/Nm
following the binomial distribution. As discussed above, to map out c1, c2 and c3, one needs
to measure P|+I〉→|00〉, P|+I〉→|10〉 and P|0I〉→|++〉 for the target spins at various time points
and extract the corresponding oscillation frequencies. Suppose Nt different time points are
measured for each set. The oscillation frequencies can be found either by Fourier transform or
by curve fitting. In general, if data show numerous oscillation periods, Fourier transform will
be more robust and reliable [260–262]. In our case, however, the long time observations will
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Figure 5.3.1: Numerical simulation and curving fitting results. (a)-(c) are used to retrieve
Jxx79 , J
yy
79 and Jzz79 between spins 7 and 9. (d) and (e) are used to extract bx6 , b
y
6 and bz6 for
spin 6. Each measurement data pm are drawn from the binomial distribution with the true
probability p as the mean and p(1 − p)/Nm as the variance. The measurement uncertainty
of each point is thus
√
pm(1− pm)/Nm. The blue solid lines are the best-fit lines with the
simulated experimental data pm, and red dashed lines are the theoretical ones generated
by the true Hamiltonian parameters. Pulse errors are not included in these plots, so any
discrepancies stem from the remnant DD coupling error and measurement uncertainties.
Other parameters used are N = 12, τJ = 0.01, Nm = 100, Nt = 50.
be undermined by the remnant coupling to the environment spins and possible pulse error
accumulation. Simple curving fitting with fewer oscillation periods, therefore, appears to be
a better solution. In Fig. 5.3.1(a-c), we fit the data with the method of least squares with
τJ = 0.01, Nm = 100, Nt = 50 for spins i = 7 and j = 9 in a N = 12 spin system. The blue
solid lines are the best-fit lines, and the red dashed lines are the theoretical lines using the
true coupling coefficients. The longest time period requires 800 pulses, which is well within
the current experimental technology without significant pulse error accumulation. Table 5.2
compares the true values and the estimated ones of Jαα79 . Uncertainties in the estimation
stem from the curve fitting due to measurement uncertainties. Corresponding results for bα6
of spin 6 are shown in Fig. 5.3.1(d-e) and Table 5.2. All estimated parameters are accurate
within a few percent.
To simulate real experiments, one also needs to include possible pulse errors. One possible
source of errors is the finite duration of each control pulse, which limits the minimum cycle
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time. This is typically not the dominant source of errors and can often be well-controlled
[277,281,298–300]. In most experiments, the major cause of errors is the deviation between
the control pulses and the ideal X or Y pulses. These can either arise from the amplitude
error where the rotation angle differs from the ideal π-pulse or the rotation error where the
rotation axis deviates from the x or y axis. In typical experiments, individual pulse errors
may be controlled within a percent level. In our simulation, we consider three different forms
of pulse errors: Systematic Amplitude pulse Error (SAE), Random Amplitude pulse Error
(RAE) and Random Rotation axis Error (RRE). See the caption of Table 5.2 for the specific
forms of the errors. Moderate systematic errors can be self-compensated by the XY -8 DD
sequence. Numerically, we found that 5% of SAE has negligible effect on the parameter
estimation. In addition, we also simulated the cases where each pulse experiences a 1%
RAE or RRE. Results are summarized in Table 5.2. The average deviation from the true
parameters are within 5%. Here, we would like to point out a few features of our scheme that
make it inherently robust to errors. First of all, the estimation of the coupling strength Jαβmn
only entails frequency estimation, which could endure large deviations of a few measurement
points. In addition, the single-parameter curve fitting scheme not only makes the estimation
robust but is also more convenient for experiment. Moreover, the retrieval of local fields bαm is
remarkably tolerant to pulse errors. Since no pulse is directly applied to the target spin, any
pulse errors on the environment spins will only be propagated via the remnant DD coupling
error, which is suppressed to the order of O(J3τ 3). We have numerically tested that a 10%
pulse error of any kind would have negligible effects on the estimation of bαm. Alternative
schemes to extract the local fields are detailed and discussed in the Appendix. They are less
tolerant to pulse errors, but may be easier to implement in some experimental setups.
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Table 5.2: Parameter estimation and noise for Hamiltonian tomography. NPE: No Pulse Er-
ror; SAE: Systematic Amplitude pulse Error; RAE: Random Amplitude pulse Error; RRE:
Random Rotation axis Error; AD: Average Deviation from true values. The last digit in
bracket for each number quantifies the estimation error bar due to measurement uncertain-
ties, which is generated by the bootstrapping method. The percentage values in the brackets




(1+ε)σν ; RAE, ei
π
2
(1+δ)σν ; RRE, ei
π
2
(σν+ασx+βσy+γσz); where ε = 5%, δ is randomly chosen
from (−1%, 1%), (α, β, γ) is a vector with a random direction but fixed magnitude at 1%,
and ν = x, y for the X and Y pulses respectively.
True Estimated Parameters
– NPE SAE(5%) RAE(1%) RRE(1%)
Jxx79 −0.378 −0.369(3) −0.377(3) −0.379(4) −0.412(2)
Jyy79 0.863 0.856(3) 0.846(3) 0.867(4) 0.836(2)
Jzz79 0.679 0.669(5) 0.649(5) 0.718(6) 0.611(4)
bx6 0.334 0.32(1) 0.32(1) 0.32(1) 0.32(1)
by6 0.569 0.567(8) 0.567(8) 0.567(8) 0.568(8)
bz6 −0.431 −0.441(8) −0.443(8) −0.441(8) −0.441(8)
AD – 2% 3% 3% 5%
5.4 Discussion and Outlook
We have thus numerically demonstrated that the proposed scheme is robust to various sources
of errors present in real experiments. The measurement uncertainties can be lowered by
increasing Nm and the pulse errors can be reduced by limiting the maximum number of pulses
needed. The optimal strategy involves a delicate balance between experimental sophistication
and error control. For example, by fixing τJ and the total number of measurements for each
set, Nm × Nt, one could devise an optimal estimation procedure. In addition, it is also
possible to eliminate the remnant DD coupling error to a higher order with more elaborate
pulse sequences such as the concatenated DD sequence [276,277] and reduce pulse errors by
designing composite pulses or self-correcting sequences [280, 281, 301, 302]. The scheme can
also be extended straightforwardly to qudit systems of higher spins or to bosonic or fermionic
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systems.
In conclusion, we have proposed a general scheme to achieve full Hamiltonian tomography for
generic interacting qubit systems with arbitrary long-range couplings. The required number
of measurements scales linearly with the number of terms in the Hamiltonian, and the scheme
is robust to typical experimental errors or imperfections.
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CHAPTER VI
Towards Demonstrating Quantum Supremacy
In the previous two chapters, we discussed quantum computation and quantum simulation
in general. The building of a universal, scalable quantum computer is one of the holy
grails of modern physics. However, the conditions and resources needed for a universal
quantum computer are extremely demanding. In this chapter, we focus on the possibility of
using some intermediate quantum computing models to demonstrate quantum supremacy.
These intermediate quantum computers, albeit non-universal, are beyond classical simulation
capability and, at the same time, they are more easily implementable in experiment. An
experimental demonstration of quantum supremacy will be an important milestone in the
development of a full-fledged quantum computer. In this chapter, we discuss two of our
studies toward this goal.
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6.1 Verification of Boson Sampling with Coarse-grained
Measurements
6.1.1 Introduction
A boson sampling device could efficiently sample from the output probability distribution
of noninteracting bosons undergoing many-body interference. This problem is not only
classically intractable, but its solution is also believed to be classically unverifiable. Hence,
a major difficulty in experiment is to ensure a boson sampling device performs correctly.
In this section, we present an experimental friendly scheme to extract useful and robust
information from the quantum boson samplers based on coarse-grained measurements. The
procedure can be applied to certify the equivalence of boson sampling devices while ruling
out alternative fraudulent devices. We perform numerical simulations to demonstrate the
feasibility of the method and consider the effects of realistic noise. Our approach is expected
to be generally applicable to other many-body certification tasks beyond the boson sampling
problem.
In the last three decades, quantum computation has stimulated considerable excitement
among physicists, computer scientists, and mathematicians, with the general belief that
quantum computers could solve certain tasks significantly faster than current electronic
computers [26, 303]. Especially after the discovery of Shor’s factoring algorithm [304], the-
orists and experimentalists have been teaming up to converge on the goal of demonstrating
quantum supremacy [27]. Recently, an important step made by Aaronson and Arkhipov [36]
is to formulate the boson sampling problem, which is intractable for classical computers
but remarkably amenable to quantum experiments. A number of elegant experiments have
104
since implemented the problem with linear optics on a small scale [37,38,305–310]. Pushing
the experiments beyond classical capabilities would constitute a strong demonstration of
the quantum speedup and in addition lead to important implications in the foundations of
computer science [36,303].
At the core of the hardness-of-simulation property lie the exponential cost of computing
a matrix permanent [311] and the exponential number of possible output events in boson
sampling. These pose major difficulties in certifying the correctness of a boson sampler on a
large scale [308,309,312–315]. The credibility of a certification process thus relies on gathering
convincing circumstantial evidence while ruling out alternative explanations. Several efficient
schemes have been proposed to validate a boson sampler against the uniform sampler [312]
making use of the information in the unitary process [308,309,313] and against the classical
sampler of distinguishable particles [37, 308, 316] exploiting the bosonic clouding behavior
[309]. It is also possible to depart from the computationally hard space and design an
efficient test based on predictable forbidden events with special inputs and scattering process
[314, 317, 318], assuming the device would be equally operational in general. A statistical
benchmark based on correlation functions is also proposed to differentiate between bosons,
fermions and distinguishable particles [319]. An unsettled problem especially pertinent to
experiments is whether one would be able to extract useful and robust information from a
large-scale boson sampler. In other words, would any filtered information be able to verify
the equivalence of two identical boson sampling devices while excluding possible fraudulent
ones? In light of rapid experimental advances, this issue will be increasingly relevant when the
system scales up: as the probabilities of generic output events become exponentially small,
sampling noise due to limited measurement trials may conceal any distinctive information.
In this section, we introduce an experimental friendly scheme to extract useful structures from
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a boson sampling device based on coarse-grained measurements. Using standard statistical
tools, we simulate the experimental certification process and show that the coarse-grained
information is able to provide a quantitative assessment to the degrees of matching between
two alleged boson samplers. This is important when one needs to verify the equivalence of
two quantum samples drawn from the same boson sampling device or from different devices
with identical processes. It will also be crucial in situations wherein we can completely trust
one device and need to validate another possibly fraudulent device against the reliable one.
Our numerical simulation in addition demonstrates our scheme could tolerate a moderate
amount of experimental noise [320,321] while strong noise invalidates the equivalence due to
mismatched interference processes. On a broader scale, our method is not specific to boson
sampling, but could be applicable to other generic many-body certification problems.
6.1.2 Coarse-graining Scheme
Before proceeding to our proposed scheme, we briefly introduce the boson sampling problem
and clarify why large sampling errors are involved without coarse graining. In a typical
setup, there are N indistinguishable bosons prepared in M input modes and allowed to
coherently interfere with one another in a (random) unitary process. We abstract away from
interactions between particles, so the resultant many-body interference is purely due to the
bosonic statistics. To compute the probability of an output event, one needs to calculate
the permanent of the associated N ×N matrix [37,322], which requires an exponential cost






which grows exponentially with N (for M ≥ N). As the system scales up, the number of
measurement runs will be unable to keep pace with the exponential growth. This gives rise
to large sampling errors with limited sample size. Fig. 6.1.1 shows an example in which the
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Figure 6.1.1: Original distributions from a boson sampler. (a) Theoretical distribution PQ
of a boson sampling device with N = 5 particles in M = 40 modes after a random unitary
transformation. (b) and (c) shows the zoom-in distributions of two simulated experimental
samples (PQS1 and P
Q
S2) with sample size Nm = 10000 drawn from P
Q. The theoretical
distribution is superimposed onto the simulated samples.
sample size is less than 1% of the Hilbert space dimension. Two samples drawn from the
same device could be rather dissimilar (with a low average fidelity F ≈ 0.039± 0.002, where
F =
∣∣√PQS1 ·√PQS2∣∣). From these distributions, it is not quite possible to assess whether the
samples are drawn from the same bona fide boson sampling device.
With a proper coarse-graining procedure, we show, however, that a reliable comparison be-
tween two given output samples is achievable. Coarse-graining is performed by merging a




























Figure 6.1.2: Schematic for the coarse-graining procedure. The filled symbols are bubble
centers. The bubble structure is formed as follows: (1) Pick one set of experimental samples
and sort the observed states in descending probability. (2) Consider only states that are not
included in previous bubbles. Select a bubble center as the state with the highest probability
(if multiple states attain the same highest probability, choose any of them as the bubble
center). Form a new bubble by enclosing states with L1 distance smaller than a cutoff
radius to this bubble center (the cutoff radius may be increased for subsequent bubbles
to ensure each one has comparable sample size). (3) The bubble structure is established
with corresponding centers after all observed states are included. (4) Other samples and
theoretical distributions are coarse grained with the same bubble structure.
the same bubble are considered as equivalent events, with their original probabilities added
together. There are a few factors that a reasonable coarse-graining procedure should con-
sider. First, it should be constructed from experimental samples. On a large scale, classical
simulation is no longer feasible. Experiments may nevertheless pick out the important out-
put states with higher probabilities. Second, the procedure should be scalable: not only
the measured events but all possible events should be grouped into some bubbles, where
the number of bubbles should not be subject to the exponential growth. Third, the filtered
information should still carry some knowledge of the full correlations in the outputs. This
is because the essence of the many-body interference lies in the many-mode correlations:
previous works [314,317,323] have shown that few-particle observables may not capture the
full bosonic features and may falsely accept some fraudulent devices. Our proposed scheme
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takes the above factors into consideration, and coarse grain the states based on the L1 dis-
tance measure. The L1 distance between two occupation-number-basis states is defined as
L1 =
∑M
i |ψi−φi|, where ψi (φi) is the occupation number in the ith mode for the state |ψ〉
(|φ〉). Details of the coarse-graining procedure are shown in Fig. 6.1.2. We note that this
scheme is not the only way to perform coarse graining. We expect that other procedures
meeting the above considerations may also work. Below, we show that useful and robust
structures can be extracted from the samples using our method.
6.1.3 Numerical Simulation
We simulate the experimental certification process with two different systems, one with
trapped ions and one with Haar-distributed random unitaries. For all simulations, we choose
a fixed sample size of Nm = 10000, which is a reasonable detection count in experiments,
but is nevertheless smaller than 1% of the Hilbert space dimension in study.
For trapped ions, the transverse local phonons are used as indistinguishable bosons with the














where wx,i = −
∑M
j 6=i t0/|zi0 − zj0|3, tij = t0/|zi0 − zj0|3, and t0 = e2/(8πε0mωx). zi0 denotes
the axial equilibrium position of the ith ion with mass m and charge e. wz (wx) is the
axial (transverse) trapping frequency. In the simulation, we use experimentally relevant
parameters ωz = 2π × 0.03MHz and ωx = 2π × 4MHz for 171Yb+ ions and consider N = 12
phonons on M = 12 ions. The total Hilbert space size is D = 1352078. The evolution
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bubbles
































































Figure 6.1.3: Coarse-grained probability distributions. All samples have a sample size






are drawn from the boson




samples are drawn respectively from
the classical (PC) and uniform (PU) samplers. Errors for the probabilities follow the stan-
dard deviations of the multinomial distribution. (a) and (b): probability distributions for
the trapped-ion system with intermediate-time dynamics. The simulated system has N = 12
phonons in a M = 12 ion chain with one phonon on each ion as the input state. (c) and
(d): probability distributions after a Haar-distributed random unitary transformation. The
simulated system has N = 5 particles in M = 40 modes with |1, 1, 1, 1, 1, 0, · · ·, 0〉 as the
input state.
time is chosen at some intermediate time (τ = 100µs) with interesting many-body dynamics
(see Appendix F.1.1 for further results in the long time limit). For the random unitary
process, we simulate N = 5 particles in M = 40 modes, a setting comparable to the current
experimental regime with linear optics [37, 38, 305–310] and in a limit where M > N2 to
suppress collision events. A Haar-distributed M ×M random unitary matrix is used, with
a Hilbert space dimension of D = 1086008.
Based on the coarse-graining procedure outlined in Fig. 6.1.2, we group the sample events
into different bubbles according to one set of experimental samples. The theoretical distri-
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butions are also subject to the same bubble structure. Fig. 6.1.3 shows an example of the
coarse-grained distributions. This extracted information is robust and reliable with small
sampling errors. By visual comparison, we can see that the boson sampling data PQS1 and
PQS2 match closely with each other, but differ significantly from samples drawn from alterna-
tive distributions, such as the distinguishable (PCS ) and uniform (PUS ) samples. Here, it is
also possible to compare the simulated data with the theoretical distribution PQ, which will
not be directly obtainable when experiments surpass classical simulation capabilities. By
repeating the procedure, we observe that the comparisons are not sensitive to details of the
coarse-graining method, such as the particular sample used to initiate the bubble structure.
To quantify the degrees of matching between coarse-grained distributions, we employ the two-
sample χ2 test. Under the null hypothesis wherein two samples are drawn from the same
distribution, the χ2 statistics follow the χ2-distribution with degrees of freedom (df) equal to
the number of bubbles (NB) minus one. If the χ2 statistic is large with a small associated p-
value, one nominally rejects the null hypothesis. Therefore, during the certification process,
one should ideally accept the null if the pair of samples come from the same boson sampling
device and reject it if one is sampled from an alternative distribution. Two types of errors can
be incurred, a type I error (false positive) related to falsely rejecting the true null hypothesis
and a type II error (false negative) associated with the failure to reject a false null hypothesis.
Prior to the test, one sets a significance level α, which will be the type I error rate if both
samples are from the same distribution.
In simulation, we could generate many sets of samples and repeat the certification process
to better gauge the error rates. Each time, we grouped the sample events into bubbles and




S , and PUS ).
A χ2 statistic and a p-value were computed for each χ2 test. This process was repeated for
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Figure 6.1.4: Distributions of the two-sample χ2 test-statistics for the random unitary process
withNB ≈ 40.8. Ns = 10000 sets of samples are generated in the simulation and distributions
of the χ2 statistics between the corresponding pairs are plotted. The solid curve is the χ2-
distribution with df = NB − 1. The dashed line marks the cutoff χ2 value at α = 1%. [326].
Ns = 10000 runs, with the distributions of the χ2 statistics and p-values recorded. Fig. 6.1.4
presents the distributions of χ2 statistics for the random unitary process with the average
number of bubbles NB ≈ 40.8. It can be seen clearly that the test statistics between PQS1
and PQS2 follow the χ
2 distribution with df = NB− 1, whereas those between PQS1 and PCS fall
on the far tail of the χ2 distribution, therefore offering a definitive answer regarding whether
the samples are from the same distribution. More quantitatively, we calculate the pass rate
R at a given significance level α = 1%. Specifically, if the p-value is greater than α, the
comparison passes the test. Out of Ns tests, the pass rates in percentage are reported in
Table 6.3. Between two sets of boson sampling data PQS1 and P
Q
S2, the pass rates R ≈ 99%
for all cases, with the type I error rates 1 − R being very close to α as expected. Between
PQS1 and alternative samples (P
C
S and PUS ), the pass rates reflect type II error. They can
reach a few percent for smaller NB but drop to < 1% as NB increases. This also presents
a tradeoff between the information obscured by the sampling noise without coarse-graining
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Table 6.3: The pass rates R between simulated experimental sample 1 and various other
samples. The two-sample χ2 test is performed to assess whether they come from the same
distribution. The significance level α is set at 1%. For each pair of generated samples, if the
p-value is greater than α, the comparison passes the test. This is repeated for Ns = 10000
runs and pass rates are recorded. Noisy samples for the trapped-ion system include a 1%
(3%) timing error, whereas a 1% (3%) random error is included in the random unitary
matrix.
pass rate (%) compared to experimental sample 1
Trapped Ions Random Unitary
NB 24.2 40.5 69.9 25.9 40.8 70.5
Exp 2 99.1 99.2 99.1 99.1 99.2 99.1
Exp 2 (1% Noise) 98.0 98.2 98.2 98.9 98.9 99.1
Exp 2 (3% Noise) 71.1 77.1 75.9 98.3 98.4 98.6
Distinguishable 0 0 0 6.7 0.3 0.03
Uniform 0 0 0 0 0 0
and the information one discards by heavy coarse-graining. In general, to reduce sampling
noise, each bubble should have a minimum number of observed events. For the χ2 test
to work reliably, this minimum number is conventionally chosen to be 10. For a detection
count of Nm = 10000, a range of 20 . NB . 100 works well, with the requirement that
the smallest bubble includes no less than 10 events (one could group together very small
bubbles). Noticeably, this only depends on the number of detection counts, and does not
scale up with the Hilbert space dimension. Our simulations demonstrate, in particular, that
one could conclusively certify the boson sampling device with number of measurements less
than 1% of the Hilbert space dimension.
Furthermore, we consider the effects of realistic noise in experiments. In the case of trapped
ions, we included a 1% (3%) systematic error in the timing (1µs (3µs) shift in τ). This
is also equivalent to a 1% (3%) error in the hopping amplitude tij ∼ ω2z/ωx [325], which
translates to a respective shift in the trapping frequencies in experiments. For the random
unitary process, we added 1% (3%) random noise to the unitary matrix (see Appendix F.1.2
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for details). As seen in Table 6.3, with small noise (∼ 1%) the type I error rates are kept
in check (. 2%). When the noise becomes substantial, pass rates may drop sharply if the
unitary process changes considerably. This also shows the sensitivity of our method to strong
noise and it could serve as a stringent certification test. The dissimilar sensitivity to noise
for the two systems is due to the different ways noise is included and natures of the noise
(systematic versus random).
6.1.4 Conclusion
In conclusion, we have shown that useful and robust information can be extracted from the
coarse-grained measurements for boson sampling. The coarse-grained distributions can be
further used to certify the boson sampling device. We expect this method to be handy when
experiments progress beyond classical capabilities. It should also be a useful tool for other
generic many-body certification problems.
6.2 Quantum Supremacy for Simulating a Translation-
Invariant Ising Spin Model
6.2.1 Introduction
In this section, we introduce an intermediate quantum computing model built from
translation-invariant Ising-interacting spins. Despite being non-universal, the model can-
not be classically efficiently simulated unless the polynomial hierarchy collapses. Equipped
with the intrinsic single-instance-hardness property, a single fixed unitary evolution in our
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model is sufficient to produce classically intractable results, compared to several other models
that rely on implementation of an ensemble of different unitaries (instances). We propose a
feasible experimental scheme to implement our Hamiltonian model using cold atoms trapped
in a square optical lattice. We formulate a procedure to certify the correct functioning of
this quantum machine. The certification requires only a polynomial number of local mea-
surements assuming measurement imperfections are sufficiently small.
A universal quantum computer is believed to be able to solve certain tasks exponentially
faster than the current computers [26, 27]. Over the past several decades, there has been
tremendous progress in both theoretical and experimental developments of a quantum com-
puter. In theory, pioneering quantum algorithms, including Shor’s factorization [327] and
an algorithm for linear systems of equations [328], achieve exponential speedup compared
with the best-known classical algorithms. However, formidable experimental challenges still
lie ahead in building a universal quantum computer large enough to demonstrate quan-
tum supremacy. This calls for simpler tasks to demonstrate exponential quantum speedup
without the need for a universal machine.
Several intermediate computing models have been developed recently for this purpose. Ex-
amples include boson sampling [36], quantum circuits with commuting gates (IQP) [329,330],
sparse and “fault-tolerant" IQP [331, 332], the one-clean-qubit model [333, 334], evolution
of two-qubit commuting Hamiltonians [335], quantum approximate optimization algorithm
[336] and random or universal quantum circuit [39,337]. These models fall into the category
of sampling problems: the task of simulating the distribution sampled from the respective
quantum system is believed to be classically intractable. In particular, if a classical computer
can efficiently simulate the distribution to multiplicative errors, the polynomial hierarchy, a
generalization of P and NP classes, will have to collapse to the third level [338, 339], which
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is believed to be unlikely in complexity theory. Several experiments (e.g. [37,38]) have been
reported for realization of boson sampling in small quantum systems using photons. How-
ever, the system size is still limited, which prohibits demonstration of quantum supremacy
beyond classical tractability.
In this section, we report three advancements towards demonstration of exponential quantum
speedup in intermediate computing models. First, we formulate a new sampling model built
from translation-invariant Ising-interacting spins, with strong connection to simulation of
natural quantum many-body systems [28–30,340]. Our model only requires nearest-neighbor
Ising-type interactions. The state preparation, the Hamiltonian and measurements are all
constructed to be translation-invariant. Similar to Refs. [36, 330], we prove the distribution
sampled from our model cannot be classically efficiently simulated based on complexity the-
ory results under reasonable conjectures [329, 341–343]. An additional desirable feature of
our model, which we call the ‘single-instance-hardness’ property, is that a single fixed cir-
cuit and measurement pattern are sufficient to produce a classically hard distribution once
the system size is fixed. This differs from typical sampling problems, where an ensemble
of instances (unitaries) with a large number of parameters is demanded for the hardness
result to hold [36, 39, 329–337]. This feature offers a significant simplification for experi-
ments since proof of quantum supremacy for this model requires implementation of only
a single Hamiltonian and measurement pattern instead of a range of different realizations
(typically an exponential number or even an infinite number). Ref. [36] also discussed the
single-instance-hardness possibility in an abstract quantum circuit language, but no explicit
circuit has been given thus far. Second, we propose a feasible experimental scheme to realize
our model with cold atoms in optical lattices. The state preparation, engineering of time
evolution and measurement techniques are achievable with the state-of-the-art technology.
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Unlike photonic systems, cold atomic systems are much easier to scale up and reach a system
size intractable to classical machines. Finally, we devise a scheme to certify our proposed
quantum machine based on extension of the techniques developed in Refs. [344,345]. Certi-
fication of functionality is critically important for a sampling quantum machine as a correct
sampling is hard to be verified. Our certification scheme only requires a polynomial number
of local measurements, assuming the measurement imperfections are sufficiently small.
Before introducing our model, let us make more precise the two different error requirements
used here. Suppose the distribution {qx} is sampled from the quantum system with qx being
the probability of measuring the result x. Simulating {qx} to multiplicative errors translates
to finding another distribution {px} such that
∀x, |px − qx| ≤ γqx (6.2.1)
with γ < 1/2. This requirement seems too stringent for a classical sampler [36, 329]: even
the quantum device may not achieve such a physically unrealistic precision. A more sensible
choice is the variation distance error [36,330,346]
∑
x
|px − qx| ≤ ε. (6.2.2)
Other than physical motivation, another reason to use this quantification of error lies in the
equivalence between search and sampling problems under the variation distance bound [347]:
the separation between classical and quantum samplers under this error requirement will
permit the quantum device to solve classically-intractable search problems [36]. This will
have broad practical applications due to the ubiquity of search problems. For our Ising spin
model, we will prove that the distribution produced by the quantum sampler can be certified
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by local measurements to variation distance errors, assuming the measurement imperfections
are sufficiently small.
Our model can be regarded as a special type of IQP with a constant circuit depth. A
general IQP [329, 330] consists of Ising interactions between any pairs of spins and with
varying strengths, while the sparse IQP [332] has O(
√
n log n) depth. Note that we are able
to achieve such a low depth while maintaining classical hardness with variation distance
errors (Eq. (6.2.2)) because we use a different complexity conjecture of average-case hard-
ness. Ref. [331] proposed another type of IQP in constant circuit depth on the Raussendorf-
Harrington-Goyal (RHG) lattice [348]. In their model, the classical hardness result is guaran-
teed with multiplicative errors under some local noise below a threshold. Their Hamiltonian
is also translation-invariant but the measurements are not. Thus, this model and the general
IQP do not have the single-instance-hardness property. The general interactions in IQP and
the three-dimensional structure of the RHG lattice may be difficult to realize in experiments.
6.2.2 Translation-invariant Ising Model
Our main construction is based on measurement-based quantum computing models [349–
351]. We first introduce a translation-invariant nonadaptive measurement-based quantum
computation model with only one measurement basis required. With postselection, we show
that it can simulate universal quantum computation. Next, we reinterpret the measurement-
based model as a sampling model based on quantum simulation of two-dimensional (2D) spins
with translation-invariant Ising interactions and local magnetic fields. It has been known
that if a sampling model with postselection can simulate universal quantum computation, it
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Figure 6.2.1: Schematic for the translation-invariant Ising model. (a) The brickwork state.
Each circle represents a |+〉 state and each line denotes a CZ operation. (b) Propagation of
the gate by measuring a qubit. (c) Each white circle with varying rotation angles is replaced
by seven physical qubits with fixed rotation angles. The variation in the overall angle is
encoded into different measurement outcomes.
hierarchy collapses to the third level [329,333,335]. We therefore conclude that our quantum
Ising model will be classically intractable if the polynomial hierarchy does not collapse [339].
Consider the brickwork state shown in Fig. 6.2.1(a), which has been used for universal
blind quantum computation [352]. Each circle represents a qubit prepared in the state
|+〉 = (|0〉 + |1〉)/
√
2. A line connecting two neighboring circles denotes a controlled-Z
operation on the qubits. As illustrated in Fig. 6.2.1(b), a measurement on one qubit in X
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basis with measurement result s implements a gate HZsRz(θ), where H is the Hadamard
gate and Rz(θ) = e−iθZ/2 denotes a rotation on a single qubit. Ref. [352] proved that
the model supports universal quantum computation given proper rotation angles θ and
measurement results s (see Appendix for details). An important attribute of this model
is that the graph structure and measurement patterns are independent of the computation.
We further improve the model by making the angles θ translation-invariant. In terms of
the sampling problem, this modification gives rise to the advantage of the single-instance-
hardness property. It differs from other existing sampling problems, such as boson sampling,
wherein an average over random quantum circuits is needed for the classical hardness result
to hold.
To fix the angle pattern, we use seven qubits to replace one white circle (Fig. 6.2.1(c)). The
primary goal is to encode rotation angle values into measurement outcomes, so that mea-













which can be realized by measuring four connecting qubits in X basis with rotation angles
θ/2, 0,−θ/2, 0 and postselecting the results to be 0, s, 0, s. This equality furnishes a mecha-
nism to conditionally perform the rotation Rz(θ) based on the measurement result s. Because
of the Solovey-Kitaev theorem [353], it is sufficient to implement HRz(kπ/4), k ∈ {0, · · · , 7}
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The extra term Zs3 can be absorbed into the following gate and Zs′3 is left from the previous
gate. Postselecting the measurement results as s1 ⊕ s′3, s2, 0, s2, 0, s3, 0 with rotation angles
π/8, 0,−π/4, 0, π/4, 0,−π/8, we can implement the gates HRz(kπ/4) with k = s1s2s3.
We now recast the nonadaptive measurement-based computation model as a sampling prob-
lem. A distribution can be sampled by measuring each spin in Fig. 6.2.1 in X basis. The
above procedure is only used to prove the universality of the nonadaptive measurement-
based model with a fixed circuit under postselection. We remark that neither postselection
nor adaptive measurements are required for sampling the distribution. The circuit can be








starting from the initial state |+〉⊗m×n, with m× n being the number of spins. The second
term imprints local rotation angles since e−iBiZi = Rz(θi), where Bi = θi/2 characterizes the
local Zeeman field strength on spin i. The evolution time and the reduced Planck constant
~ are set to unity. The first term performs the controlled-Z operations with J = π/4, where
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〈i, j〉 represents nearest-neighbor pairs connected by a line in Fig. 6.2.1. This can be seen as
CZij = e
iπ|1〉〈1|i⊗|1〉〈1|j = eiπ/4(Ii−Zi)⊗(Ij−Zj)
= eiπ/4e−iπ/4Ii⊗Zje−iπ/4Zi⊗Ijeiπ/4Zi⊗Zj . (6.2.5)
The two local magnetic field terms in the equation above can be absorbed into rotation
angles, without changing Fig. 6.2.1(c) (see Appendix). The distribution sampled from this
fixed 2D Ising model cannot be simulated by a classical computer in polynomial time to
multiplicative errors unless the polynomial hierarchy collapses.
6.2.3 Implementation Proposal with Cold Atoms
The Hamiltonian in Eq. (6.2.4) exhibits a few properties that make it amenable for experi-
mental implementation. First of all, it only consists of commuting terms, so in experiment
one can choose to break up the Hamiltonian and apply simpler terms in sequence. Second,
the state preparation, the Hamiltonian and measurements are all translation-invariant. This
may greatly simplify the implementation for setups that can engineer the required unit cell.
Another merit of our model originates from the single-instance-hardness feature. It ensures
the sampling distribution after a single fixed unitary operation is already hard to simulate
classically.
Here, we put forward a feasible experimental scheme based on cold atoms in optical lattices.
A major difficulty arises from the special geometry required in the brickwork state. We
propose to circumvent this problem by starting from the 2D cluster state (square lattice
geometry) and reducing it to the brickwork state. In theory, this can be achieved by the










Figure 6.2.2: Break and bridge operations. Qubit 0 is first rotated by Rz(π/2) before
measured in Z and X basis respectively to perform the break and bridge operations.
Appendix for more details). In experiment, postselection is again unnecessary with regard
to sampling, but one incurs an additional cost of measuring in both X and Z basis (the
measurement pattern is still translation-invariant though). As a by-product, this procedure
offers a concrete single-instance-hardness protocol to produce classically non-simulatable
distribution from the cluster state.
A complete experimental procedure is as follows. First, create a Mott-insulator state of cold
atoms in 2D optical lattices with a central core of unit filling. One atom with two relevant
atomic levels (e.g., |F = 1,mF = −1〉 and |F = 2,mF = −2〉 hyperfine levels of 87Rb
atoms) can be trapped in each site forming a square lattice of qubits. A 2D cluster state can
be created in a single operational step by controlled collisional interaction [354, 355]. The
basic idea involves entangling neighboring atoms by spin-dependent transport together with
controlled on-site collisions, which has been realized in experiment [355]. After generating the
cluster state, one needs to impose the rotation angle pattern onto each qubit. This requires
the ability to address individual atoms with diffraction-limited performance. Single-site
addressing is currently one of the state-of-the-art quantum control techniques in cold atom
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experiments [289, 356]. In particular, by using a digital micro-mirror device, it is possible
to engineer holographic beam shaping with arbitrary amplitude and phase control [356]. To
imprint the individual phases, one can make use of spin-dependent AC Stark shifts [289] with
beam amplitude patterns given by the rotation angles. The amplitude hologram controls
the strength Bi and realizes the second term in the Hamiltonian in Eq. (6.2.4). Finally, spin
measurements can be performed on each site, with single-site-resolved imaging techniques
[131, 132]. Because some spins have to be measured in Z basis, they should be rotated by
individual addressing techniques before all atoms can be measured in X basis.
6.2.4 Simulation and Certification with Variation Distance Errors
So far, we have shown that our Ising spin model is classically intractable with multiplicative
error bounds. Similar to what have been attained in boson sampling [36] and IQP [330], we
can also prove classical hardness to variation distance error bounds if we assume the “worst-
case” hardness result can be extended to “average-case”. More specifically, let us define the
partition function of





xiZi, where xi ∈ {0, 1} (6.2.6)




, setting the imaginary temperature unit as β ≡ 1/kBT = i. In the Ap-
pendix, we prove that approximating |Zx|2/2mn by |̃Zx|2/2mn to a mixture of multiplicative
and additive errors such that
∣∣∣∣∣ |̃Zx|22mn − |Zx|22mn
∣∣∣∣∣ ≤ 1poly(n) |Zx|22mn + εδ (1 + o(1)) (6.2.7)
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with ε/δ < 1/2 is #P-hard in the worst-case. Our classical intractability result requires
lifting the #P-hardness of the estimation from the worst-case to the average-case: picking
any 1−δ fraction of instances x, it is still #P-hard. This conjecture is similar to the one used
in Ref. [330] except that they reduced the mixture of errors to simply multiplicative errors.
All the known classically intractable quantum sampling models with variation distance errors
require a similar average-case complexity conjecture.
Thus, with reasonable assumptions, our Ising spin model is also classically intractable with
variation distance bounds. Using techniques similar to those in Refs. [344, 345], we can in
addition certify the correct functioning of a quantum device, with only a polynomial number
of local measurements. Suppose {q′x} is the distribution sampled from our quantum device
with the final state ρ′ (state before measurement); the ideal ones are denoted as {qx} and ρ.
The total variation distance between distributions {qx} and {q′x} can be bounded by [26]:
∑
x
|qx − q′x| ≤ D(ρ, ρ′), (6.2.8)
where D(ρ, ρ′) = tr(|ρ−ρ′|)/2 is the trace distance between states ρ and ρ′. Hence, if we can
bound the trace distance D(ρ, ρ′) < ε, we can also bound the total variation distance. Note,
however, this does not allow us to estimate qx in experiment: statistical errors always kick
in to thwart any polynomial-time efforts to estimate the distribution due to the exponential
suppression of some qx. We bypass statistical errors by assuming the correctness of quantum
mechanics. To sample from {q′x} in experiment though, measurement imperfections may
cause deviations in variation distance. However, if measurement imperfections on each spin
are local and bounded by O(ε/(mn)) [339], we can still correctly certify the quantum device.
Below, we show how to bound D(ρ, ρ′) by a polynomial number of local measurements.
125







j∈neighbor of i Zj
2
. (6.2.9)
Each qubit i is connected to at most three neighboring ones, and the energy gap from the
ground state is 1. The ideal state ρ is the brickwork state acted by some single qubit rotations
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.
This Hamiltonian is still 4-local, with ground state energy gap 1. Using the weak-membership
quantum state certification protocol in Ref. [344], one can measure each local term of
H ′brickwork by a polynomial number of times to obtain a good estimation of 〈H ′brickwork〉 aver-
aged over ρ′. The estimation will be efficient due to Hoeffding’s bound and the finite norm
of each local term. Since the ground state energy gap is constant, 〈H ′brickwork〉 > 0 implies
a finite component of excited states is present in ρ′. Conversely, a small 〈H ′brickwork〉 will be
able to bound D(ρ, ρ′). More quantitatively, we show in the Appendix that with confidence
level 1− 2−O(r), using O(m2n2r/ε4) measurements on each local term is sufficient to certify∑
x |qx − q′x| ≤ ε, provided the measurement imperfections on each spin are bounded by
O(ε/(mn)). Similar hardness and certification results hold if we start from the cluster state
as in our experimental proposal [339]. In that case, 5-local measurements are needed.
The IQP certification protocol developed in Ref. [344] requires a much stronger quantum
simulator than the IQP simulator itself since they need to generate all the history states [357].
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In contrast, our certification protocol only requires preparing the state ρ′ itself. This is
relevant in light of demonstrating quantum supremacy [35] using practical quantum many-
body systems, instead of resorting to a universal quantum simulation device.
6.2.5 Discussion
In summary, we have introduced a translation-invariant Ising spin model and shown that it
is classically intractable unless the polynomial hierarchy collapses. Because our average-case
conjecture bypasses the anticoncentration property used in Refs. [36, 330, 332], the classical
simulability result under constant-strength local noise [332] may not apply to our model.
Whether our model is robust to noise requires further analysis. There is also a natural
connection between our model and sampling models of random quantum circuits such as the
one in Ref. [39]: measurement on qubits in the first n− 1 columns in our model corresponds
to choosing one instance of a random circuit due to the relation between our model and
measurement-based quantum computing. With the advantageous single-instance-hardness
property, the amenability to experimental implementation and certification of the quantum
machine, we develop a full picture of using our model to demonstrate quantum supremacy.
This may shed light on the likely exponential gap in computational power between a classical




In this dissertation, we have touched on a wide range of topics related to the application
of atomic systems. In particular, we focused on their applications in topological phases
of matter, quantum computation and quantum simulation. In Chapter II, we introduced
Hopf insulators and presented an experiment on the simulation of Hopf insulators with a
nitrogen-vacancy center. In Chapter III, we included a number of theoretical studies on
the simulation of topological phases with cold atomic systems. In particular, we studied
chiral topological insulators in detail and presented a general method to measure topological
invariants. We also found a new type of topological rings, called Weyl exceptional rings. In
Chapter IV and V, we moved to the application of atomic systems in quantum computation
and quantum simulation. We tackled the problem of micromotion in a two-dimensional Paul
trap and show that the architecture is promising for scalable quantum computation. We
also proposed a general method to perform Hamiltonian tomography, which is essential for
benchmarking quantum computation and quantum simulation. In Chapter VI, we introduced
an experimental friendly scheme to certify a quantum boson sampling machine and put
forward a new Ising-spin model that may be used for demonstrating quantum supremacy.
There are a number of related future directions, some of them are currently under intensive
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study. We will discuss a few directions below.
Strongly Correlated Regime and Nonequilibrium Quantum Dynam-
ics
In this dissertation, we have mainly focused on weakly interacting systems for the application
in topological phases of matter. Chapter II and Chapter III centered on the study and
simulation of topological phases of free fermions. Strongly correlated systems exhibit much
richer physics, but they are at the same time considerably more difficult to understand—
that is when the use of atomic systems becomes highly relevant. Experimental realizations of
some strongly correlated topological systems, such as bosonic symmetry protected topological
phases [11] and those with topological order [358, 359], are highly desired. Along another
path, quantum simulation with atomic systems may also shed light on some long-standing
problems in condensed matter physics, such as the high-Tc superconductivity. The recent
push for low entropy and the observation of antiferromagnetic spin correlations in the Fermi-
Hubbard simulation have sparked great optimism in the community [360–362].
Nonequilibrium many-body quantum dynamics is another very difficult yet extremely in-
teresting area of physics [363]. The question of how and when thermalization persists in a
closed many-body system has generated strong interest recently [364], including the topic of
eigenstate thermalization [365–367] and many-body localization [368,369]. This enthusiasm
is also partly fueled by the rapid experimental progress in recent years [370–376], which is
bound to stimulate significant progress in both theory and experiment along these directions.
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Other Approach to Scalable Quantum Computation
Scalability is undoubtedly one of the greatest challenges in realizing practical quantum com-
putation. There are a number of other novel approaches for scalable quantum computation,
some of them unique to the specific platforms. One approach common to all platforms is the
modular approach [230, 377, 378]: a small number of qubits can be stored in each module,
where they can be well shielded from the environment; some qubits can then be used as hubs
to connect separate modules. In this way, many more qubits can be precisely and coherently
controlled with slight sacrifice in direct connectivity.
Quantum Supremacy
In the introductory chapter and in Chapter VI, we discussed quantum supremacy, the sce-
nario where quantum computation exceeds classical simulation capabilities. Last year, IBM
announced the public availability of a 5-qubit programmable quantum computer based on
the superconducting transmon device. A programmable 5-qubit trapped ion system has
also been demonstrated soon after [379,380]. We may very soon see a well-controlled quan-
tum computer with, say 50 qubits, outperforming all classical computers [39]. It is fair to
say that quantum computers are now ready to move out of the lab. With joint forces be-
tween the academia and the industry, we believe quantum supremacy can be experimentally





Experimental Observation of Hopf Insulators
A.1 Experimental Methods
A.1.1 Experimental Setup
We excite and collect fluorescence with a home-built confocal oil immersion microscopy with
a 1.49NA objective (Olympus 60X) and a single mode fiber (SM600). A 532 nm diode laser
(Coherent Sapphire), with an AOM (ISOMET 1250C) double pass configuration, is used to
initialize and detect the electron spin. Microwave is generated by an analog signal generator
(Keysight N5181B) and mixed with an AWG (Tek AWG70002A) by an IQ mixer (Marki
IQ 1545LMP) for phase and amplitude control. A waveguide with impedance matching is
deposited onto the cover glass for the conduction of microwave. The sample is mounted on
the cover glass, which is further mounted on a closed-loop piezo (Physik Instrument P-611.3)
with sub-micrometer resolution.
The sample is a type IIa single crystal diamond synthesized by chemical vapor deposition
(Element Six). It is irradiated by 10MeV electron beam with dosage 1014 cm−3 and annealed
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at 800◦C in vacuum for two hours. Solid immersion lens with 10µm radius is randomly
fabricated on the sample by a focused ion beam. We get 250,000 counts per second with
a signal-to-noise ratio 21: 1 with 1mW excitation power. A permanent magnetic field is
applied on the sample and aligned to the NV axis. A magnetic field of strength 510G is
sufficient for nuclear polarization by excited state level anti-crossing [381].
A.1.2 Adiabatic Passage and Data Collection
The final Hamiltonian Hk = ~Ω u(k) · σ at a particular parametric momentum point k is




y,Ωuz} = 2π × 20.83MHz. For each adiabatic passage,
we start from ux = uy = 0, Ωuz = −2π × 20.83MHz and prepare the initial state |0〉, which
is the ground state of the initial Hamiltonian. We then linearly ramp Ωux to the maximum
Rabi frequency 2π× 20.83MHz, linearly ramp uz to the final value, and finally ramp ux and
uy to the final Hamiltonian before taking measurements. Each linear ramp takes 500 ns, with
the total time of the microwave being 1.5µs. In order to get high fidelity data, the AWG
works at 8GHz sample rate.
At each momentum point k, the initialization, adiabatic passage, and measurements are
repeated 1.25×106 times, collecting about 9.3×104 photons. For each round, the fluorescence
of the final state from the adiabatic passage is compared with the fluorescence under the |0〉
state, where the latter is used for normalization. Experimental density matrices are obtained
by state tomography through the maximal likelihood estimation. The fidelity of each density
matrix is calculated by comparing it with the ideal state, and the overall average fidelity from
all the measured momentum points is 99.2% (99.7% - 98.1% with 96% confidence interval).
The error bars and the confidence intervals are calculated through numerical Monte Carlo
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simulation by assuming a Poisson distribution for the photon counts from the detector. A
large contribution to the infidelity is actually from the statistical error associated with a
finite number of photon counts. From the numerical simulation, we find that even with a
perfectly prepared quantum state, the statistic error alone with the same number of photon
counts as we collected in experiments will give an average fidelity of 99.4%. So the fidelity of
the prepared state by the process of adiabatic passage is high due to existence of a significant
energy gap for the topological phase.
A.2 Measuring the Hopf Invariant and Theoretical Scal-
ing
In this section, we present more details on our methods to extract the Hopf index from
experimental data. We also theoretically extrapolate the data to larger grid sizes. The
central idea is to use tomographic methods to measure the topological invariant. This follows
primarily from Ref. [42,47]. We outline the essential procedure here for completeness.
The Hopf invariant is defined in the main text. In the experiment, we simulate the ground
state of the Hopf Hamiltonian by adiabatically ramping from the |0〉 state (ground state
of the Hopf Hamiltonian at k = (0, 0, 0)) to other discrete momentum points kJ. We can
subsequently perform state tomography to map out the ground state manifold |ψ(kJ)〉. How-
ever, to calculate the Berry curvature from the states involves taking the derivatives ∂kν,τ
(finite difference in our discrete data). This will lead to problems due to the gauge (phase)
ambiguities of the wavefunction |ψ(kJ)〉 → eiϕ(kJ)|ψ(kJ)〉, where eiϕ(kJ) is an arbitrary phase
that can vary with kJ and is not experimentally observable. In cases where the Chern num-
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ber is nonzero, gauge obstruction, in particular, forbids a well-defined global smooth Berry





εµντ lnUν(kJ)Uτ (kJ+ν̂), (A.2.1)
where the U(1)-link is Uν(kJ) ≡ 〈ψ(kJ)|ψ(kJ+ν̂)〉/|〈ψ(kJ)|ψ(kJ+ν̂)〉| with ν̂ = x̂, ŷ, ẑ, a unit
vector in the corresponding direction. Here, the local gauge ambiguity cancels out.
This tomographic method offers a number of advantages [47]. First, it is generally appli-
cable to any spatial dimension and to all topological invariants that can be expressed as
some variant of an integral over Berry curvature (connection). Second, the topological in-
variants can be extracted from the states alone, without referencing to the Hamiltonian.
Third, this method is highly robust to experimental imperfections and, in particular, finite
discretizations.
In the experiment, we perform state tomography at various momentum points kJ. Discrete
Berry curvature is then computed using Eq. (A.2.1). Berry connection Aµ(kJ) can be ob-
tained by Fourier transforming the equation ∇×A = F with the Coulomb gauge ∇·A = 0.
Finally, we attain the value of the Hopf invariant χ by a discrete sum over all momentum
points. As we notice from the main text, a grid size of 10 × 10 × 10 is already capable
of producing highly accurate estimation of the quantized topological invariant (with error
≤ 5%).
In Fig. A.2.1, we present theoretical scalings to larger grid sizes. We can see that the
discretization error reduces when N increases. The deviation from the quantized value
drops to around 10−2 for N = 20 for h = 0 and h = 2. The theoretical calculations for
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Figure A.2.1: Theoretical scaling of the deviation of the Hopf index χN from the ideal value
χ∞. The grid size is N × N × N . Experiments are performed at N = 10. The apparently
smaller deviation in the case of h = 0.5, 1.5 for N ≤ 15 is likely to be coincidental.
h = 0.5 and h = 1.5 are also shown. They are closer to the topological phase transition
point h = 1, resulting in a more pronounced finite size effect. It is apparent, however, for all
cases the finite-grid estimation approaches the correct quantized value as N becomes larger.
The topological property is robust to perturbations and changes in parameters as long as
the topological gap is maintained.
A.3 Three Dimensional Hopf Spin Texture
A two-dimentional (2D) slice of the spin texture is presented in the main text. Here, we
include the full 3D spin texture from experimental data for both h = 2 (Fig. A.3.1) and













Figure A.3.1: Each layer of spin textures for kz = 0, 0.1, 0.2, · · ·, 0.9 × 2π and h = 2. For
each subfigure, kx/2π and ky/2π vary from 0 to 0.9 with an equal spacing of 0.1. At each
momentum point kJ, the state can be represented on the Bloch sphere. The arrows in the
plane depict the x-y direction of the Bloch vector and the color labels the magnitude of the
z component of the Bloch vector. This 3D spin texture represents a Hopfion with a Hopf
invariant χ = 1.
plete information can be captured only by the 3D spin texture. For h = 0, we have a higher
(magnitude) topological index χ = −2, so the spin texture is considerably more complex than
that for h = 2. Physically, a nonzero Hopf index guarantees the spin texture can never be
untwisted to be a trivial one (e.g. all point to the same direction), unless one crosses a topo-
logical phase transition. Remarkably, the Hopf spin texture is a representation of the long
sought-after Hopfions, which are 3D topological solitions with widespread applications [42].
A.4 Hopf Fibration & Stereographic Coordinates
For simplicity and clarity, we did not use stereographic coordinates to represent the experi-













Figure A.3.2: Each layer of spin textures for kz = 0, 0.1, 0.2, · · ·, 0.9×2π and h = 0. Spin rep-
resentations and color scheme are the same as in Fig. A.3.1. This 3D spin texture represents
a Hopfion with a Hopf invariant χ = 2.
the boundaries. It did not matter for the particular spin preimage contours we measured
because they form closed loops without crossing the boundaries (i.e., kx,y,z = 0 or 2π). How-
ever, it may not be the case for other spin preimages, especially for higher Hopf index. When
that happens, we have to visualize it properly on the torus T3; however, knots and links on
the torus are difficult to see. Instead, we can map them to R3 for visualization. Indeed, our
Hamiltonian mapping from the Brillouin zone T3 to the Bloch sphere S2 can be decomposed
to two maps [42]
T3 g−→ S3 f−→ S2. (A.4.1)
The map g is
η↑(k) = sin kx − i sin ky,
η↓(k) = sin kz − i(cos kx + cos ky + cos kz + h), (A.4.2)
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where (kx, ky, kz) lives on T3 and (η1, η2, η3, η4) = (Re[η↑], Im[η↑],Re[η↓], Im[η↓]) are points
on S3 (up to a trivial normalization). The map f is the Hopf map
ux + iuy = 2η↑η̄↓, uz = (|η↑|2 − |η↓|2), (A.4.3)
and the composition of the two maps produces the Hamiltonian written in the main text,
Hk/~Ω = f ◦ g(k) = u(k) · σ. Therefore, the knots and links can be visualized in R3 from
the stereographic coordinates of S3, for example, defined as
(x, y, z) =
1
1 + η4
(η1, η2, η3), (A.4.4)
where (x, y, z) are points of R3. In the main text figure, the Hopf fibration is drawn under
the Hopf map f . For a fixed point on the Bloch sphere S2, the preimage (fiber) of the point
forms a closed loop in S3, which is then visualized in R3 via the stereographic coordinates.
To relate the schematic to our physical system, the preimage of a fixed spin orientation
measurement (on the Bloch sphere) lives in the momentum space T3, which can then be
mapped to S3 via the map g and subsequently R3 via the stereographic coordinates.
The Hopf map from S3 → S2 can be modified to the generalized Hopf map [43] where a
variety of knot and link structures can be revealed from Hopf insulators [42]. We emphasize
that the change of coordinates is only for the purpose of easy visualization. The nontrivial
link induced by the nonzero Hopf invariant cannot be unlinked, in either R3, S3 or T3 since
the maps between them are all continuous.
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A.5 Finite Resolution & ε-neighborhood of Spin Orien-
tations
To reveal the nontrivial Hopf fibration and linking structures of the spin preimage loops, in
the main text, we took experimental data on the theoretically known contours. We observed
that the experimentally measured spin orientations agree well with the theory (with fidelity
F & 99% and |Sexp − Sth| . 0.08). The nontrivial links as well as the topological phase
transition were readily detected from experimental data. In situations where the theoretical
contours are unknown, one has to measure the spin orientations at discrete momentum data
grids and deduce the preimage loops with a prescribed tolerance threshold. In this case, we
can define an ε-neighborhood of the desired spin orientation, Sth, as [42]
Nε(Sth) = {Sexp(k) : |Sexp(k)− Sth| ≤ ε}. (A.5.1)
The choice of ε depends on the actual experimental data; it should be chosen large enough
to contain sufficient data points and small enough to display a clear loop structure. This
scheme is also applicable to the case when we are presented with a 3D spin texture data and
aim to ascertain whether it exhibits nontrivial knot or loop structures.
To show the method works well with limited experimental data resolution and is reasonably
robust to the choice of ε, here we use our experimental data on the 10× 10× 10 grid to map
out the nontrivial loops at h = 2. Fig. A.5.1 shows the results with ε = 0.3 and ε = 0.35
respectively. With larger tolerance, it is evident that more experimental data points are
included. Being a topological property, the nontrivial loop structure is reasonably robust to



































































Figure A.5.1: Preimage contours using the experimental data on the 10 × 10 × 10 grid for
h = 2. Stars are experimental data on the discrete grid satisfying the condition |Sexp−Sth| ≤
ε, where Sth = (−1,−1, 0)/
√
2 or (1, 1, 0)/
√
2 for the blue and red data respectively. Solid
arrows show experimentally measured spin orientations, Sexp. Transparent arrows show
theoretical directions, Sth, imposed on the experimental grids. Solid lines are theoretical
preimage curves. (a) ε = 0.3. (b) ε = 0.35.
discernible with experimental data. We remark that the discrepancies are predominantly due
to the coarse discretization. With more experimental data on a finer grid, e.g. a 20×20×20
grid, the preimage loops and the nontrivial links should be clearly visible even without the
theoretical curve; they are also expected to be highly robust to small perturbations such




Chiral Topological Insulators: Proposal and
Magneto-electric Effect
B.1 Experimental Proposal of Chiral Topological Insula-
tor
B.1.1 Realization of the Effective Hamiltonian
In this section of the Appendix, we provide more details on the realization scheme of the
chiral topological insulator Hamiltonian. Details on the parameter estimation with Wannier
functions and additional density of states plots are included.
In the main text, we use Raman-assisted tunneling to realize the effective Hamiltonian of
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3,r−x(c1,r + c2,r)− ic†3,r+x(c1,r − c2,r) + H.c., (B.1.1)




In the following, we provide some complementary details on the realization scheme. The
major difficulty is to realize the spin-transferring hopping terms Hrx, Hry, Hrz along each
direction. Let us focus on a single term first, H(1)rx = ic†3,r−x(c1,r + c2,r). This corresponds to
an atom in the spin state |1x〉 = (|1〉+ |2〉) /
√
2 at site r hopping to site r− x while changing
the spin state to |3〉 with hopping strength i
√
2. Diagrammatically, it can be visualized as







2x means hopping along that direction with strength i
√
2 and ×y indicates hopping





ikx as shown in Fig. B.1.1.
The large single-photon detuning δ ensures that the population of the excited state, estimated
by |Ω0/δ|2, is negligible. The two-photon detuning ∆x matches the linear energy shift of the
lattice per site, so that it only allows |1x〉 to hop to the left, and the other direction is
forbidden by an energy mismatch 2∆x. The addressing of spin states is done by polarization
selection rule. The original spin basis |1〉, |3〉, |2〉 differ in the magnetic quantum number m














Figure B.1.1: Part of the schematic to realize chiral topological insulator. (a) A linear tilt ∆x
per site in the lattice along x-direction. (b) Two Raman beams Ωx1 and Ωπ1 used to produce
the tunneling in H(1)rx . The unit vectors in brackets show the polarization direction of the
corresponding beam. For the complete optical lattice setup, refer to the figure in the main
text.
beam Ωx1 excites the superposition state |1x〉 = (|1〉+ |2〉) /
√
2 since x̂ ∼ (σ+ + σ−). So
together, these two beams induce a Raman-assisted hopping between |1x〉 and |3〉. The
hopping amplitude and phase are controlled by the corresponding Raman beam amplitude
and phase. In addition, the wave-vector difference of two beams δk ((−k, 0, k) in this case)
has to have a component along the hopping direction (x-direction) to ensure the hopping
strength is non-vanishing.
All the other hopping terms in the Hamiltonian are realized in a similar manner. For example,





ikz and Ωπ2 = Ω0eiky,
polarized along (x̂ + ŷ)-direction and ẑ-direction respectively. Since (x̂ + ŷ) ∼ (σ+ + iσ−),
it couples the state |2y〉 = (|1〉+ i|2〉)/
√
2 and |3〉. A wave-vector difference δk = (0,−k, k)
and a two-photon energy detuning ∆y guarantee the desired hopping along y-direction.
With a number of laser beams required to realize the full Hamiltonian, it is important to
check that undesired tunneling terms are forbidden. To that end, we require a different
linear energy shift per site ∆x,y,z along the (x, y, z)-direction. The ratio between ∆x,∆y,∆z
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can be adjusted by setting the direction of the gradient field to be in a specific angle with
respect to the three axes of the optical lattice. In particular, we set ∆x : ∆y : ∆z = 1 : 2 : 3.
The energy difference is lower bounded by ∆x. So if we select a parameter regime such that
the Raman-assisted hopping rate t satisfies t ∆x, then the hopping along the z direction
induced by Ωx1 and Ωπ1 , for instance, have negligible effects because of the large detuning.
Other undesired couplings between different beams are disallowed because the wave-vector
difference δk may not have the component along a certain direction to induce a hopping
along that direction. For example, Ωx1 = i
√
2Ω0e
ikz and Ωπ2 = Ω0eiky will not induce a
hopping along x-direction as δk does not include a component along x-direction. Moreover,
the Raman beams Ωx,y,z1,2 and Ωπ1,2 may induce some on-site spin transferring terms, which
can be compensated with some radio-frequency fields.
B.1.2 Wannier-(Stark) Function Estimation
In the second quantization representation with the Wannier function basis, the natural tun-










w̄(r′ − rj), (B.1.3)
where w̄(r′ − rj) is the Wannier function centered at site rj and V0(r′) is the lattice depth
at site rj (We use w̄(r) to denote the Wannier function and w(r) to denote the Wannier-
Stark function to be notationally consistent with the main text). With a linear tilt in the
optical lattice, translational symmetry is broken and Wannier functions are no longer the
proper descriptions of the localized states. Instead, a simple modification with Wannier-Stark
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Figure B.1.2: Wannier functions and Wannier-Stark functions centered at site 0 and site 1.
V0 ≈ 2.3Er, a = 2π/k = 764 nm, and linear tilt ∆x/2π ≈ 200Hz for 40K atoms. Note that
the apparent shallow potential is due to the larger separation between two sites. We take
a = λ instead of a = λ/2 in the typical case (see main text).
functions w(r) will be sufficient [382,383]:
wi(r








w̄(r′ − rm), (B.1.4)
where i = x, y, z, and wi(r) is the Wannier-Stark function, and ∆i is the linear tilt per site
along i direction. Jm−l(x) are the bessel functions of the first kind. Fig. B.1.2 shows the
Wannier functions and Wannier-Stark functions with V0 ≈ 2.3Er. They have close overlaps
on the center site, but may differ significantly on neighboring sites. Calculations with the
Wannier functions or the Wannier-Stark functions produce the same natural tunneling t0/~ ≈
2π × 50Hz. The tunneling rate with Raman-assisted hopping can be written as an integral
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d3r′w∗(r′ − r−m)eiδk·r′w(r′ − r). (B.1.5)
Factorizing the Wannier-Stark functions into each direction, w(r′) = w(x′)w(y′)w(z′) and








With the parameters given in Fig. B.1.2, we have β ≈ 0.34. For Raman beams with Ω0/2π ≈
15MHz and the single-photon detuning δ/2π ≈ 1.7THz, we have ΩR = |Ω0|2/δ ≈ 2π ×
120Hz, and the Raman-assisted hopping rate t/~ ≈ 2π × 40Hz. It is worthwhile to point
out that the expression given in equation (B.1.5) is only valid in the perturbative limit when
t . t0. When the Rabi frequency becomes stronger, the Raman-assisted tunneling rate
eventually saturates. A more accurate expression may be obtained in the nonperturbative
limit with a more accurate analysis [20,383]. Nevertheless, these numerical calculations only
yield rough estimations to experimental parameters, which may need to be fine-tuned in
experiments to produce the best result in a topologically nontrivial phase.
B.1.3 Density of States
In the main text, we plotted the momentum distribution of atoms ρcry(k) for various h at
a fixed chemical potential µ/2t = −2. It is useful to include the density of states ρ(E) for
various values of the parameter h. In Fig. B.1.3 here, we show the density of states plots. The
macroscopic zero-energy flat band is prominent in each plot. The band gap is also clearly
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Figure B.1.3: Density of states ρ(E) with respect to the energy E for various values of h
(h = 0, 0.5, 1, 1.5, 2 from left to right). The middle flat band is clearly visible at zero energy.
The bulk band gaps are 2t, t/2, 0, t/2, 2t respectively.
visible for h = 0, 2 (less visible for h = 0.5, 1.5). In the main text, the figures correspond
to a filling up to µ/2t = −2. A change of Fermi surface topology can be observed in those
figures.
B.2 Physical Properties of Chiral Topological Insulators
B.2.1 Bulk-edge Correspondence
The bulk edge correspondence tells us that the bulk topological index should have a surface
manifestation, typically through the number of gapless Dirac cones on the surface. This is
generally verified for lower topological index, such as 1 or 2. By imposing an open boundary
condition along the z direction for chiral topological insulators of different index, we find
that the winding number corresponds to the total number of Dirac cones counted for all
inequivalent surface states (i.e. not counting degeneracies).
Following Ref. [44] to take a quaternion power n, we can generalize the Hamiltonians in the
main text from H1(k) and H2(k) to Hn(k). For the Hamiltonian H1(k) (i.e. n = 1), when
h = 2, the winding number Γ = 1 guarantees the existence of 1 Dirac cone [Fig. B.2.1(a)].
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(a) (b)
Figure B.2.1: Spectrum for the surface states showing the number of Dirac cones. The upper
panels in (a) and (b) show the lowest conduction and highest valence band. The lower panels
show the next two bands closest to the Fermi energy. (a) For H1(k), h = 2, δ = 0.5 with
winding number Γ = 1 and 1 Dirac cone. (b) For H2(k), h = 0, δ = 0 with winding number
Γ = 4 and 4 Dirac cones in total. The Γ point is displaced from the center for better display
of the Dirac cones.
For the Hamiltonian H2(k) (i.e. n = 2), when h = 0, the winding number is Γ = 4. So
there are two inequivalent surface states on each surface with two Dirac cones each [Fig.
B.2.1(b)]. In general, we have m inequivalent surface states with 1 Dirac cone each for
n = m, 1 < |h| < 3,Γ = m, and m inequivalent surface states with 2 Dirac cones each for
n = m,−1 < h < 1,Γ = 2m. These have been explicitly verified up to n = 3. Hence, the
winding number Γ does correspond to the total number of Dirac cones for all inequivalent
surface states.
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Figure B.2.2: Effect of surface orbital field. (a) Energy spectrum for the one-layer Hamilto-
nianH1(k) with a strong uniform magnetic field and unit cell flux as 13Φ0. An additional weak
flux tube is inserted through the center lattice cell of the layer, with flux up to Φ/Φ0 = 0.1.
(b) and (c) [(d) and (e)] correspond to the charge polarization with respect to the increas-
ing flux tube at a chemical potential µ1 [µ2]. Charge is accumulated around the flux tube,
and by changing the chemical potential and hence the Landau level occupancy, the charge
accumulation rate can be modified by an integer.
B.2.2 Surface Orbital Field and Integer Quantum Hall Layers
The 2π periodicity of the θ term is mathematically related to the gauge freedom in the
low-energy effective field theory. Physically, it is associated with the freedom to coat an
integer quantum Hall layer on the surface, or equivalently to change the chemical potential
and hence the Landau level occupancy of the surface in an orbital magnetic field. Here,
we numerically verify this physical intuition. To do that, we consider a single layer of the
Hamiltonian H1(k), so the z component drops out. A strong uniform orbital field is added
to the layer via Peierls substitution with the Landau gauge A = Bxŷ. Ba2 = 1
3
Φ0, where
a is the lattice constant, and Φ0 is the flux quantum. For the Hofstadter Hamiltonian, this
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strong orbital field will produce three gapped Landau levels. Here, a similar structure is
developed as shown in Fig. B.2.2(a). There are six bands with the middle two bands gapless.
The extra number of bands are due to the spin and orbital degrees of freedom. On top
of the strong uniform magnetic field, an additional weak flux tube is inserted through the
center lattice. By Laughlin’s flux insertion argument, the charge accumulated around the
flux tube should be Q/e = CΦ/Φ0, where C is the Chern number being an integer. Figures
B.2.2(b) and B.2.2(c) [B.2.2(d) and B.2.2(e)] show the charge polarization at a chemical
potential µ1 [µ2]. From the slope, we infer that the first band has a Chern number C = 2
and the second band has a Chern number C = −4. So by changing the surface chemical
potential, we could modify the charge accumulation rate by an integer. Alternatively, in the
absence of this strong orbital magnetic field, with a surface gapping term HS in Eq. (3.2.9)
of the main text, there is only one gap and no such integer quantum Hall layers. Therefore




Direct Measurement of Topological Invariants
This Appendix gives more details on numerical simulation of the experimental detection
and extraction of the topological invariants. In section C.1, we show how to numerically
calculate the atomic momentum distribution by solving the real-space Hamiltonians under
open boundary condition. In section C.2, we provide details on how the random perturbation
and harmonic trapping potential are incorporated into the simulation. In section C.3, we
include more detailed results from the numerical simulations as well as an explicit definition
of the Gell-Mann matrices used in the main text.
C.1 Numerical Simulation of the Atomic Momentum
Distribution
In this section, we provide more details on how to numerically simulate the atomic momentum
distribution by solving real-space Hamiltonians. Consider a generic quadratic Hamiltonian
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where a†r,α(as,β) creates (annihilates) a particle at lattice site r(s) with pseudospin α(β). One
can solve the Schrödinger equation HΦi = εiΦi to obtain the single-particle energy spectrum.
In the matrix form, one can diagonalize H by a unitary transformation U : H = U †EU to
find the single-particle eigenmodes br,α =
∑
s,β Urα,sβas,β. Here E = diag(ε1, ε2, · · · ) is a
diagonal matrix. For a free-fermion system described by Eq. (C.1.1), the total particle
number N = ∑r,α a†r,αar,α is a conserved quantity [H,N ] = 0. These N particles will






where we suppress r and α into a single index i for the occupied eigenmodes, and |0〉 is the
vacuum state without any particles. The density distribution in momentum space can then
be obtained as
nα(k) = 〈G|a†α(k)aα(k)|G〉. (C.1.3)
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In the last step of Eq. (C.1.5), we have used the following equation
〈G|b†s,βbs′,β′|G〉 =

1 if s = s′, β = β′ and the eigen-mode bs,β is occupied
0 otherwise.
Combining Eq. (C.1.5) and Eq. (C.1.4), we can obtain the momentum density distribution
for each pseudospin component from a generic quadratic real-space Hamiltonian with a
specific filling fraction (the filling fraction is defined as the total particle number divided
by the lattice site number: f = N /L). Analogously, one can rotate the pseudospin and
use the same method to compute the momentum density distribution in other spin bases
na|α〉+b|β〉(k).
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Figure C.1.1: Density distributions in momentum space for the first band with lattice size
10 × 10. (a), (c) and (e) correspond to the periodic boundary condition without perturba-
tion and trapping potential; (b), (d), and (f) correspond to open boundary conditions with
random perturbations and harmonic trapping (subfigures (b) and (d) are repeated from the
main text for clarity and completeness). The parameters used in the calculations are chosen
to be λ(x)SO = λ
(y)
SO = t, h = t, γT = 0.1t, and γP = 0.01t. From these distributions, we find
the Chern number C1 = −1 using the formula in the main text.
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C.2 Random Perturbation and Harmonic Trapping Po-
tential












where dr is the distance from the center of the trap to the lattice site r, ma is the atomic
mass, and ω is the trap frequency. In our numerical simulation, we use γT = maω2a2/(2t)
to parametrize the influence of this trapping potential. Here a is the lattice constant and t
is the hopping rate. For a typical experiment, t/~ ∼ 1kHz, a ∼ 400 nm, and γT ranges from
10−3 (6Li with ω/2π = 60 Hz) to 2× 10−2 (40K with ω/2π = 100 Hz) [150]. To account for





where P is a random Hermitian matrix with its largest eigenvalue normalized to unity.
In the numerical simulation, we add both VT and HP into the original Hamiltonians and
calculate the momentum density distributions. Although only partial results are included in
the main text, we have done substantial calculations with a number of different choices of
parameters (γT, γP) for both the 2D quantum anomalous Hall effect (QAH) and 3D chiral
topological insulators (CTIs). Our results consistently show that topological invariants ex-
tracted from the time-of-flight (TOF) measurements are very robust to the trapping potential
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Figure C.2.1: Relative phase factors in momentum space for the first band of the Hamiltonian
HQAH with lattice size 10× 10. (a) Periodic boundary condition without perturbations and
the trapping potential. (b) Open boundary conditions with random perturbations and a
harmonic trap. The parameters are chosen to be the same as in the main text.
and random perturbations.
C.3 More Results from Numerical Simulation
In this section, we provide more detailed numerical results from numerical simulation of both
the 2D QAH and 3D CTI cases.
2D QAH effect—In the main text, we have plotted two momentum density distributions
of the first band. Here, we present more plots of the density distributions in Fig. C.1.1,
considering both periodic and open boundary conditions. As discussed in the main text,
Fig. C.1.1 (b), (d) and (f) simulate the data obtained from the TOF measurements. To
extract the Chern number, an intermediate step is to calculate the relative phase between
the spin up and down components of the Bloch wavefunction from those density distributions.
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A little algebra leads to the following equations:
2n|↑〉+|↓〉(k) = 1 + 2
√
n↑(k)× (1− n↑(k)) cos(φ(k)) (C.3.1)
2ni|↑〉+|↓〉(k) = 1 + 2
√
n↑(k)× (1− n↑(k)) sin(φ(k)), (C.3.2)
where φ(k) is defined as the relative phase in the lower band Bloch wavefunction between
the spin up and spin down components, i.e. |u1(k)〉 = |c↑(k)| |↑〉+ |c↓(k)|eiφ(k) |↓〉. Plugging
the density distributions observed from the TOF measurements into the above equations,
one obtains the relative phase. We performed the calculations for both periodic and open
boundary conditions and the corresponding relative phases are shown in Fig. C.2.1. With
the relative phases and the density distributions, the Bloch wavefunction for the first band
is determined up to a momentum-dependent overall phase. Using the method introduced in
the main text, we are able to extract the desired Chern number C1 = −1.
3D Chiral TI— Let us first write down explicitly the four Gell-Mann matrices used in the

































k,3) and HCTI(k) =
∑4


























































































































































Figure C.3.1: Momentum density distributions and relative phase factors for the middle flat
band with open boundary conditions for HCTI including a harmonic trap and some random
perturbations. The lattice size is 12× 12× 12. Layers corresponding to kz = −π,−π/4, π/2
are displayed. φ12(k) (φ13(k)) is the phase factor between spin 1 and 2 (spin 1 and 3) in the
Bloch wavefunction. The parameters are chosen to be the same as in the main text.
[sin kx, sin ky, sin kz,m − cos kx − cos ky − cos kz]. One can easily check that this Hamil-
tonian indeed has a chiral symmetry represented by SHCTI(k)S−1 = −HCTI(k), where
S ≡ diag(1, 1,−1) is a unitary matrix. This chiral symmetry leads to an exact zero-energy
flat band as discussed in Ref. [45, 73].
In the main text, we plotted some of the momentum density distributions of the middle
flat band. Here we include more results of the density distributions and the relative phases
in Fig. C.3.1. Analogous to the case of QAH effect, the momentum density distributions
can be directly observed from the layered TOF measurements and the relative phases can
be calculated from the observed density distributions. After all density distributions are
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Table C.1: The Chern-Simons terms of the first and third bands for the Hamiltonian HCTI.
The parameters are chosen to be the same as in the main text figure.
Size h/t Periodic Open Trap Pert.+Trap
CTI (CS1/π) 103 2 0.246 0.228 0.231 0.231
123 2 0.248 0.228 0.235 0.235
103 4 5.8× 10−5 8.6× 10−5 1.5× 10−4 1.4× 10−4
CTI (CS3/π) 103 2 0.246 0.226 0.227 0.227
123 2 0.248 0.229 0.230 0.231
103 4 5.8× 10−5 5.0× 10−5 1.7× 10−4 1.8× 10−4
observed in an actual experiment, the Chern-Simons term characterizing the topological
structure of the Bloch band can be readily extracted with the method described in the main
text.
Besides the Chern-Simons term for the middle flat band shown in the table of the main text,
we have also calculated it for both the first (lowest) and third (highest) bands. Our results
are recorded in Table I here. From this table, the extracted Chern-Simons terms converge
to the expected theoretical value CS1/π = CS3/π = 1/4 as we increase the lattice size.
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APPENDIX D
Quantum Computation under Micromotion in a Planar
Ion Crystal
D.1 Iterative Method to Find Dynamic Ion Positions
As discussed in the main text, the equations of motion in each direction can be written in
the standard form of Mathieu equations (neglecting Coulomb potential):
d2rν
dξ2
+ [aν − 2qν cos(2ξ)] rν = 0, (D.1.1)
where ν ∈ {x, y, z}, ξ = ΩT t/2, and dimensionless parameters aν and qν are defined in the
main text. The characteristic exponents βν can be computed from aν and qν iteratively [241].
A pseudopotential can then be obtained with secular frequencies ων = βνΩT/2 and














Assuming tight trapping along the z direction, i.e. ωz/ωx,y > 10, a planar crystal is formed in























(xi − xj)2 + (yi − yj)2
. (D.1.3)
i = 1, 2, · · · , N , where N is the number of ions. Numerically, we start with N = 127
ions forming equilateral triangles in a 2D hexagonal structure [Fig. D.1.1(a)], and find the
static equilibrium positions ~r (0) = (x(0)1 , y
(0)
1 , · · · , x(0)N , y
(0)
N ) under this pseudopotential ap-
proximation by solving the classical equations of motion with a frictional force (−η(ẋ+ ẏ)),
simulating the cooling process in experiment. This set of static equilibrium positions [marked
by squares in Fig. D.1.1(b)] is the starting point to derive the oscillatory behavior of each
ion under micromotion.
In a planar crystal, the ions oscillate slightly around their average positions, so it is appro-
priate to expand the Coulomb potential around the equilibrium positions ~r (0). To the second




~r TMC~r + ~g
T~r + constant term, (D.1.4)
where ~r = (x1, y1, · · · , xN , yN),MC is a 2N×2N matrix, and ~g is a 2N -vector. The trapping
potential can also be written in this coordinate basis:







T I2N ~r, (D.1.5)
where I2N is the 2N×2N identity matrix, andMDC is a diagonal matrix with 2(1+γ)eU0/d20
162
































Figure D.1.1: Initial and equilibrium positions for the ion crystal. (a) Initial configuration
for ion crystal. 127 ions forming equilateral triangles with ion distance 7µm are arranged in a
2D hexagonal structure. (b) Stable ion configuration under the trap and Coulomb potential.
Static equilibrium positions under the pseudopotential approximation are marked by (black)
squares. Average ion positions found self-consistently by solving the Mathieu equations are
marked by (blue) dots. The difference between two sets of equilibrium positions is around
0.03µm on average, which is hardly visible in the figure.
in the odd rows (x coordinates), and 2(1 − γ)eU0/d20 in the even rows (y coordinates).








T I2N ~r + ~g
T~r. (D.1.6)
Note that the time-dependent part of the potential is isotropic in the coordinates, so it does
not couple each Mathieu equations. We can find an orthogonal matrix Q that diagonalizes
the first term, i.e. Q(MDC + MC)QT = Λ. Using the normal coordinates ~s = Q~r, the
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equations of motion form decoupled Mathieu equations:
d2si
dξ2
+ (ai − 2qi cos(2ξ))si = fi, (D.1.7)
where ai = 4Λii/mΩ2T , qi = q = −4eV0/md20Ω2T , and fi = − 4mΩ2T (Q~g)i. The inhomogeneous





i cos(2nξ), and the series coefficients c
(n)
i can be computed numerically [233]. After
that, the ion coordinates can be transformed back to the Cartesian coordinates ~r = QT~s,
where ~r can be expressed successively as
~r = ~r (0) + ~r (1) cos(2ξ) + ~r (2) cos(4ξ) + · · · . (D.1.8)
~r (0) now becomes the new average (equilibrium) positions, and can be substituted back to
the expansion in equation (D.1.4). The ion positions ~r can be attained self-consistently in
this manner. A dynamical expansion of the Coulomb potential around ~r (0)+~r (1) cos(2ξ) may
yield a more accurate result for the normal modes in the plane [234]. For our purpose, the
static expansion is sufficient as we only need accurate ion positions ~r to compute the normal
modes along the z direction. Numerically, we found that ~r (1) ≈ − q
2
~r (0) and ~r (2) ≈ q2
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~r (0),
which are consistent with previous results [233, 234]. Hence, micromotion only results in
breathing oscillations about the average positions of each ion. The further the ion is from
the center of the trap, the larger the amplitude of micromotion becomes.
Fig. D.1.2 shows the amplitude of micromotion for each ion. The largest amplitude for the
edge ion is around 1.35µm, which is well below the ion separation (7 ∼ 10µm), necessary
for the formation of a well-defined crystal and for individual addressing.
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Figure D.1.2: Amplitude of micromotion for each ion (sorted in increasing order).
D.2 Normal Modes along the Transverse Direction
With the knowledge of the motion of ions in the x-y plane, we could find the normal modes
and quantize the motion along the transverse (z) direction. As zi ≈ 0, the micromotion
along the transverse direction is negligible (in the order of O (q3z/128) [234]). A harmonic
pseudopotential is thus valid for the z direction. Expanding the Coulomb potential to second






























(xi − xj)2 + (yi − yj)2. xi(t) and yi(t) are time-dependent though, due to
the in-plane micromotion. From here, we can see explicitly that the transverse modes are







+Mij cos(ΩT t) + · · · (D.2.2)
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. To have an intuitive understanding of the effect of micromotion on transverse





























(1 − 3q2/4) + O(q3), where we used the





we diagonalize Vz and find the normal modes as well as the eigenenergies in the transverse





kak, where ak is the annihilation operator for the quantized phonon mode,
and ωk is the corresponding eigenfrequency. In the interaction picture, ak → ake−iωkt. The
time-dependent term containing cos(ΩT t) can then be treated as a perturbation; under the
rotating wave approximation, since ΩT  ωk, the term affects the normal modes to the order
of O (qω2k/Ω2T ) ∼ O(qq2z), which can be safely neglected. Since the first term in Vz is diagonal
in zi and the second term is reduced by a factor (1 − 3q2/4) by micromotion, the normal
mode structure remains unchanged, and the mode frequencies are reduced slightly.
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D.3 Two-ion Entangling Gate
The spin-dependent force on an ion is due to the AC Stark shift on each spin state. A





where Ωeg is the Rabi frequency of the laser beam and δ is the detuning from the excited







where φ is the phase difference between two beams. So we have
H = ~Ω (1 + cos(∆k · z + µt+ φ))σz, (D.3.3)
where Ω = Ω20/2δ is the effective two-photon Rabi frequency, ∆kẑ = k1−k2 is aligned along
the z direction, and µ = ω1 − ω2. As we are mostly interested in the two-qubit entangling
gate, which is the building block for universal quantum gates, we consider laser beams shining
on two ions, and ignore the first term ~Ωσz in the Hamiltonian that only induces single bit




~Ωj cos(∆k · zj + µt+ φj)σzj , (D.3.4)
The ion position zj = zj0 + δzj, where zj0 is the equilibrium position and δzj is the small
displacement. We dump the term ∆k · zj0 to the phase φj, and expand the cosine term in
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In step (D.3.6), we drop the cosine-cosine term ~Ωj cos(∆k·δzj) cos(µt+φj)σzj ≈ ~Ωj cos(µt+
φj)σ
z
j since ∆k · δzj  1 and it thus does not couple the phonon modes to the spin (in the










k + H.c. (D.3.8)
where bkj are the mode vector for mode k, a
†
k creates the k-th phonon mode (harmonic
oscillator mode). The matrix bkn diagonalizes the approximate harmonic potential of the
system.
χj(t) = ~Ωj sin(µt+ φj) (D.3.9)
gkj = ηkb
k





ηk is the Lamb-Dicke parameter, ηk  1 to be valid (for the expansion). For ∆k = 8µm−1,
m = 171u for Ytterbium, and take the transverse mode ωk = 2π × 2MHz. We will have
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sin(ωk(t2 − t1))dt1dt2. (D.3.15)
To obtain a two-qubit entangling gate, we need αkj = 0 so that the spin and phonons are
disentangled at the end of the gate, and φjn(τ) = π/4. This is the starting point to calculate
the fidelity of the gate.
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D.4 Derivation of the Fidelity for Non-ideal Gate
When αki (τ) = 0 for all modes k and all ions and φij(τ) = π/4 for only two ions i and j, the
evolution operator becomes an ideal conditional phase flip (CPF) gate:






eiπ/4 0 0 0
0 e−iπ/4 0 0
0 0 e−iπ/4 0
0 0 0 eiπ/4

(D.4.1)
Here we derive the formula for the fidelity of the CPF gate in a general situation where
αki (τ) 6= 0 and φij(τ) 6= π/4. Assuming the initial state is |Ψ0〉, the ideal final state would be
U idealij |Ψ0〉, while the actual final density matrix is ρr = trm{U(τ)|Ψ0〉〈Ψ0|U(τ)†}, which is
the reduced density matrix of the qubits after tracing out the motional degrees of freedom.
So the fidelity is defined as
F = 〈Ψ0| (U idealij )†ρrU idealij |Ψ0〉 (D.4.2)
For a simplified case where only two ions are illuminated, i.e., χi, χj 6= 0 and αkm(τ) = 0, if
m 6= i, j and φpq(τ) = 0 unless p = i(j), q = j(i), we have a simple form of U(τ) written in
the basis of |00〉 , |01〉 , |10〉 , |11〉:
U(τ) =

eiΦ00 0 0 0
0 eiΦ01 0 0
0 0 eiΦ10 0





Φ00 = φi + φj + φij Φ01 = φi − φj − φij
Φ10 = −φi + φj − φij Φ11 = −φi − φj + φij. (D.4.4)






k − αk∗j (τ)ak
)
is the product of displacement operators
D(α) for each quantum harmonic oscillator mode. Note that φij is a real scalar and φi, φj






























































k|2αkj |2 coth(~ωk/2kBT ) (D.4.6)






Here, let’s provide more details for this formula. The trace is over the motional modes, and




, where Hm = ~ωa†a. (D.4.8)







We also have D(α) = e|α|2/2e−α∗aeαa† . Therefore,
































































In the second line, the trace is nonzero only when m = p, and the last line can be evaluated










i ± αkj ))], we finally obtain








−2iφij 1 Γ− Γie
−2iφij
Γie







The fidelity of the gate can thus be simplified as










−2iφij 1 Γ− Γie
−2iφij
Γie















{2 + 2(Γi + Γj) sin(2φij) + Γ+ + Γ−} . (D.4.12)
D.5 Gate Fidelity with Segmented Pulses












|αki (τ)± αkj (τ)|2β̄k) (D.5.3)
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|αki (τ)± αkj (τ)|2β̄k (D.5.5)






β̄k(|αki (τ)|2 + |αkj (τ)|2). (D.5.6)









χj =~Ω(i)j ΩGj (t) sin(µt+ φj),
for (i− 1)τ
n








j (t) is divided into n equal segments with constant (real) amplitude
Ω
(i)
j for the ith segment. The time-dependent part ΩGj (t) takes a Gaussian form, taking into
account of the micromotion in the x-y plane.
ΩGj (t) = exp
{
−(xj(t)− x̄j)




where (x̄j, ȳj) is the average position for the jth ion, and (xj(t), yj(t)) is the time-dependent




































ΩGj (t) sin(µt+ φj)e
iωktdt. (D.5.11)
Here, there is a subtlety in the minimization. We would like to minimize
∑
k β̄k|αkj (τ)|2 =∑
k β̄k|~βj,k · ~Ωj|2. However, we intend to keep ~Ωj real, but ~βj,k is complex. Minimizing the






























Mj is an n×n positive-definite matrix. Minimizing the term over the vector ~Ωj is equivalent


















where Mi(j) are the corresponding matrix defined above for the ion i(j).













χi(t2)χj(t1)× sin(ωk(t2 − t1))dt1dt2. (D.5.14)
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ΩGi (t2) sin(µt2 + φi)×














ΩGi (t2) sin(µt2 + φi)×
ΩGj (t1) sin(µt1 + φj) sin(ωk(t2 − t1))dt1dt2 for q = p. (D.5.17)
The double integral is only performed for q ≤ p. This can be seen more easily in figure
D.5.1, where t1 and t2 are divided into n segments each, and the double integral is done
when t1 ≤ t2. To get the entangling gate, we require φij = π/4. Let’s take a look at the



















Maximizing the fidelity Fg determines the direction (eigenvector) of ~Ωi and ~Ωj. Setting
φij(τ) = π/4 will fix the magnitude of |~Ωi| × |~Ωj|. Decompose the vectors into magnitude
and a unit vector, ~Ωi = |~Ωi|Ω̂i, ~Ωj = |~Ωj|Ω̂j. Let the minimum eigenvalue of Mi and Mj be
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ci and cj, and set cφ = π/(4Ω̂Ti γΩ̂j). The problem reduces to
minimize: ci|~Ωi|2 + cj|~Ωj|2 (D.5.20)
constraint: |~Ωi| × |~Ωj| = cφ, (D.5.21)
















Finally, the fidelity is given in this first order approximation as
Fg = 1− cφ
√
cicj. (D.5.23)
Actual numerical calculation of the fidelity does not use the first order approximation, but
use the full fidelity formula Eq. (D.4.12). When
∑
k |αki(j)(τ)|2β̄k  1, the first order approx-
imation suffices. The above calculation assumes ~Ωi and ~Ωj can be individually controlled. If
















So as above minimizing Fg determines the eigendirection and φij determines the magnitude
of |~Ωi|. There is a slight difference when we have one or two controllable Rabi frequencies.
In the above, when we have two independent Rabi frequency vectors, we can always ensure
φij(τ) = π/4. Even when Ω̂Ti γΩ̂j < 0, one can change the direction of ~Ωi to make it positive.
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However, that can’t be done when there is only one Rabi vector. So in Eq. (D.5.25), if




Hamiltonian Tomography for Quantum Many-body
Systems
E.1 Dynamical Decoupling














The energy unit of the Hamiltonian is taken to be J such that Jαβmn/J and bαm/J are bounded
between −1 and 1. The symmetric XY -4 dynamical decoupling (DD) sequence on both

































where U0 = e−iHτ and τ is the time interval between consecutive pulses. We can decompose
H into two parts.
















































































where Bαi includes the local field on the ith spin and interacting terms between the ith spin






n. The bath term B
includes all the environment operations, i.e., all operators that does not act on spins i and























j = H0 +H4, (E.1.6)
where
H2 = −Jxyij σxi σyj − Jxzij σxi σzj − Jyxij σyi σxj + Jyzij σyi σzj − Jzxij σzi σxj + Jzyij σzi σyj
+ σxi B
x
i − σyiByi − σziBzi + σxjBxj − σyjByj − σzjBzj +B, (E.1.7)
H3 = −Jxyij σxi σyj + Jxzij σxi σzj − Jyxij σyi σxj − Jyzij σyi σzj + Jzxij σzi σxj − Jzyij σzi σyj







j − Jxzij σxi σzj + Jyxij σyi σxj − Jyzij σyi σzj − Jzxij σzi σxj − Jzyij σzi σyj
− σxi Bxi − σyiByi + σziBzi − σxjBxj − σyjByj + σzjBzj +B. (E.1.9)
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Basically, each term will either commute or anticommute with the operator σαi σαj . Those
commuting with it will be left invariant, and those anticommuting will have a flipped sign.
H0 and B commute with each operator σαi σαj , so they are left unchanged. Now we can see
explicitly that H1 +H2 +H3 +H4 = 4B, which is why the DD sequence effectively decouples
the two spins i and j with the rest of the spins. To estimate the error, we combine the





Ignoring τ 3 and higher-order terms, we find
U1 = e
−iτ/2(H0+H1)e−iτ(H0+H2)e−iτ(H0+H4)e−iτ(H0+H3)e−iτ/2(H0+H1)
= e−i4τ(H0+B)+C , (E.1.11)
where the remnant coupling noise term is
C =− 1
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[H0, H3 −H2] + 12 [H2 −H3, H4] + 12 [H2, H3]
}
+O(τ 3). (E.1.12)
In the error term C, the biggest contribution comes from terms like [B, σαmBαm]. Our aim
is to show that the error does not scale with the system size N , i.e., C = O(J2τ 2). Let us
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consider one such term and write it out explicitly (suppressing the α, β summation):
[B, σxi B
x


























Since Jαβmn and J
xγ








2). Note that this differs from the scaling of the Hamiltonian,
H ∼∑m<n Jαβmn = O(NJ). All the other terms in C are either smaller or contribute to the
same order as the above term. Therefore, we have C = O(J2τ 2). To be able to neglect the
error terms, one needs to fulfill the condition Jτ  1.
The above discussion is pertinent to the XY -4 pulse sequence. We can cancel the second
order contribution by using the XY -8 pulse sequence as U2 = U1UR1 , where UR1 is just the
time-reversed sequence of U1. It can be readily seen that the error terms C and CR will
cancel each other to the second order O(τ 2), since CR contains the same terms as in C only
with the role of H2 and H3 interchanged. Therefore, the remnant coupling error of the XY -8
pulse sequence is O(J3τ 3) as discussed in the main text.
E.2 Local Field Retrieval
In the main text, we proposed a scheme to retrieve the local fields bαi by shining the XY -8
pulse sequences on all the environment spins. Here, we provide more details and outline
alternative schemes that may in some experimental setups be easier to implement. By
decoupling the environment spins with spin i as illustrated in the main text, we have the












Figure E.2.1: Alternative scheme to map out the local fields bαi . A global pulse imposes
the XY -8 pulse sequence on all spins and a focused pulse is in addition applied to spin i to

























2 + (byi )
2 + (bzi )
2 is the magnitude of the Bloch vector. By measuring












at various time points, we could determine |bxi |, |byi |, |bzi |. To pin down the correct signs, one
can supplement the above two sets of measurements with another two measurement points:































Only one time point is needed to determine the signs. For example, one could take measure-
ments at bT = π/4 and use P|+〉→|0〉 and P|I〉→|0〉 to pick out the correct signs.
The above procedure requires applying the DD sequences to all spins other than the target
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Time (J-1)
































































Figure E.3.1: Numerical simulation and curving fitting results with a Random Rotation axis
Error (RRE) for each pulse. The RRE is of the form ei
π
2
(σν+ασx+βσy+γσz) where (α, β, γ) is a
vector with a random direction but fixed magnitude at 1%. (a)-(c) are used to retrieve Jxx79 ,
Jyy79 and Jzz79 between spins 7 and 9. (d) and (e) are used to extract bx6 , b
y
6 and bz6 for spin
6. The blue solid lines are the best-fit lines with the simulated experimental data, and red
dashed lines are the theoretical ones generated by the true Hamiltonian parameters. Other
parameters are the same as in the corresponding figure of the main text.
spin. In some experimental setting, it may be easier to apply a global DD sequence to all
spins and add another individually addressed beam on spin i to cancel the DD sequence on
that single spin. See Fig. E.2.1 for illustration. For instance, one could apply synchronized
XAllYAll-8 global pulses and in addition XiYi-8 focused pulses on spin i. In this way, spin
i effectively experiences no pulses at all time. The effective Hamiltonian again reduces to
the same H1-spin as above. However, this scheme is not very robust to pulse errors. Any
deviation from the ideal pulse will be doubled on spin i and accumulate. The pulse error
will affect the single-spin coherence and obscure bαi too. We have tested it numerically that
the pulse errors have to be controlled within 0.5% for the scheme to be feasible. So it can
be used in some setups where pulse errors are not an issue or the total number of pulses can
be reduced. One may also use this scheme and modify the sequence by designing composite
pulses or self-correcting sequences to reduce pulse errors.
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E.3 Pulse Errors
In the main text, we discussed different types of pulse errors. In our numerical simulation,
we considered Systematic Amplitude pulse Error (SAE), Random Amplitude pulse Error
(RAE) and Random Rotation axis Error (RRE). The fitting curves in the main text do not
take into account of pulse errors. Here, we include the figures (Fig. E.3.1) for the case with a
1% RRE. We can see, for example in Fig. E.3.1(a), that the frequency estimation is still very
accurate while some measurement points may have a notable mismatch. We may also notice
that the estimation of bαi is exceptionally robust to pulse errors since no pulse is applied to
spin i in the scheme. Other pulse errors have similar effects on the estimation of parameters.
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APPENDIX F
Towards Demonstrating Quantum Supremacy
F.1 Certification of Boson Sampling with Coarse-
Grained Measurements
F.1.1 Results for the Long-time Trapped-ion System
In the main text, we included results for both the trapped-ion system with intermediate-
time dynamics (τ = 100µs) and for the random unitary process. In Fig. F.1.1 and Table
F.1 here, we add the coarse-grained distributions and the pass rate results for the long-time
trapped-ion system (at τ = 10ms). With these coarse-grained distributions, we would like
to discuss some differences between the trapped-ion system and the random unitary process.
In the prototypical boson sampling problem, the hardness-of-simulation argument is based
on randomly selected unitaries [36]. This is because for some structured unitary process,
fast approximation algorithms may exist. For the trapped-ion system, the phonon normal
modes are fixed (fixed time-independent Hamiltonian in the main text), so we may be able to
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extract some distinctive structures from the output probability distributions. Nevertheless,
we still expect the complex many-body dynamics in trapped ions to be classically intractable.
From the coarse-grained distributions, we can see that the boson sampling data PQS for
intermediate-time trapped ions are conspicuously different from alternative samples, such as
the distinguishable sample PCS and the uniform sample PUS . On the other hand, the boson
sampling data bear resemblance to the distinguishable samples PCS for random unitary pro-
cesses, and the long-time trapped-ion phonon distributions are instead in closer proximity
to the uniform samples PUS . The qualitative difference arises from the fact that the ran-
dom unitary process has a Haar-distributed random unitary matrix whereas the long-time
trapped-ion unitary only has random phases (eigenvalues) with a fixed crystal mode struc-
ture. We have further tested this idea by simulating the long-time trapped-ion dynamics with
a unitary matrix given by the fixed mode structure and random phases. Certification results
do support the notion that this system produces output probabilities in closer proximity to
bubbles































Figure F.1.1: Coarse-grained probability distributions for the trapped-ion system with long-












samples are drawn respectively from the classical (PC) and uniform (PU)
samplers. Errors for the probabilities follow the standard deviations of the multinomial
distribution. The simulated system has N = 12 phonons in a M = 12 ion chain with one
phonon on each ion as the input state.
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bubbles

































Figure F.1.2: Coarse-grained probability distributions for the noisy samples. (a) Trapped-ion
system of intermediate-time dynamics with a 1% timing error included in the noisy sample.
The simulated system has N = 12 phonons in a M = 12 ion chain with one phonon on
each ion as the input state. (b) Distributions after a random unitary transformation. A 1%
random noise is added to the unitary process in the noisy sample. The simulated system has
N = 5 particles in M = 40 modes with |1, 1, 1, 1, 1, 0, · · ·, 0〉 as the input state.
the uniform samples (for example, the pass rate R ≈ 3% between the simulated samples and
uniform samples and R ≈ 0% between the simulated samples and distinguishable samples
for NB ≈ 39.1). This in addition shows our method is sensitive to some structures hidden
in the many-body interference process.
Table F.1: The pass rates R between simulated experimental sample 1 and various other
samples for the trapped-ion system with long-time dynamics. The two-sample χ2 test is
performed to assess whether they come from the same distribution. The significance level
α is set at 1%. For each pair of generated samples, if the p-value is greater than α, the
comparison passes the test. This is repeated for Ns = 10000 runs and pass rates are recorded.
pass rate (%) compared to experimental sample 1
Trapped Ions (Long time)
Average No. of bubbles 24.3 39.0 66.5
Experimental Sample 2 98.9 99.0 99.2
Distinguishable Sample 0 0 0
Uniform Sample 5.7 1.3 0.2
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Figure F.1.3: Distributions of p-values and the two-sample χ2 test-statistics for the trapped-
ion system with intermediate-time dynamics and NB ≈ 40.5. A χ2 statistic and a p-value are
calculated for each pair of samples, with a total Ns = 10000 runs generated in the simulation.
(a) If two samples come from the same distribution, p-values should be uniformly distributed
in [0, 1]. (b) The solid curve is the χ2-distribution with NB − 1 degrees of freedom. The
dashed line marks the cutoff χ2 value at 1% significance level.
F.1.2 Noisy Samples
Fig. F.1.2 presents some coarse-grained distributions including the noisy samples. Visually,
the 1% noise in the unitaries does not lead to substantial changes to the distributions. The
noise we include for the intermediate-time trapped-ion system is a 1% systematic error in
the total time (shift from τ = 100µs to τ = 101µs). For the random unitary process, in
order to preserve the unitarity of the process, we first find the effective Hamiltonian for the
Haar-distributed random unitary process, and subsequently add a 1% random noise to each
entry of the hermitian Hamiltonian matrix.
F.1.3 Further Analysis on Two-sample χ2 Test
For the two-sample χ2 test, if the pair of samples comes from the same distribution, the
χ2 statistics should follow the χ2-distribution with degrees of freedom being the number
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Table F.2: Mean and standard deviation of p-values for the two-sample χ2 test between one
simulated experimental sample and various other samples. A p-value is calculated for each
pair of generated samples and this is repeated for a total of Ns = 10000 sets. Mean and
standard deviation (in brackets) of those p-values are tabled below. If two samples come
from the same distribution, p-values should be uniformly distributed in [0, 1] with mean
0.5 and standard deviation 0.289. If not, p-values should be small. Noisy samples for the
trapped-ion system include a 1% timing error, whereas a 1% random error is included in the
random unitary matrix. A value of 0 in the table indicates that the p-value is extremely
small (< 10−323 at the machine level).
p-values compared to simulated experimental sample 1
Trapped Ions (Int. time) Trapped Ions (Long time) Random Unitary
NB 24.2 40.5 69.9 24.3 39.0 66.5 25.9 40.8 70.5
Exp 2 0.50 0.51 0.51 0.50 0.50 0.51 0.50 0.50 0.50
(0.29) (0.29) (0.29) (0.29) (0.29) (0.29) (0.29) (0.29) (0.29)
Exp 2 (1% Noise) 0.44 0.45 0.44 - - - 0.50 0.49 0.50
(0.29) (0.29) (0.29) - - - (0.29) (0.29) (0.29)
Distinguishable 0 0 0 0 0 0 0.0053 2.1×10−4 7.9×10−5
- - - - - - (0.033) (0.0076) (0.0071)
Uniform 0 0 0 0.0043 8.4×10−4 1.1×10−4 0 0 0
- - - (0.029) (0.0098) (0.0027) - - -
of bubbles minus one. Also, if the null hypothesis is correct, p-values should be uniformly
distributed in [0, 1]. In the main text, we plotted the distributions of the χ2 statistics between
two boson sampling data and between one boson sampling data and a distinguishable sample.
One could clearly see the distinction in comparison. Here, we include in Fig. F.1.3 the
plots for the noisy samples too, in the case of intermediate-time trapped-ion system with
NB ≈ 40.5. Without noise in experiment, it is evident that the χ2 statistics follow the χ2-
distribution and the p-values are almost uniformly distributed. With experimental noise, χ2
statistics shift to larger values, with p-values tilted towards smaller values. Therefore, type
I error is going to increase with noise in experiments. Nevertheless, with small noise (1% in
this case), one can still definitively and correctly conclude that these samples are equivalent
with & 98% confidence level (as tabled in the main text).
Other than the pass rates R tabled in the main text, here we add a table for the p-values
too, which offers additional information regarding the error rates without comparing to a
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specific significance level α. The mean and standard deviation of p-values are reported in
Table F.2 for a set of Ns = 10000 runs. In the case of two boson sampling data, the mean
and standard deviation are very close to the theoretical values 0.5 and 0.289 respectively.
On the other hand, p-values are distinctively smaller against alternative samples. Some far-
fetched distributions even have p-values smaller than the machine level (< 10−323) with the
boson sampling data, which illustrates the effectiveness of our certification method. With
an appropriate significance level α and suitable number of bubbles NB, one could minimize
both type I and type II errors in the experimental certification process.
F.2 Quantum Supremacy for Simulating A Translation-
Invariant Ising Spin Model
In this section of the Appendix, we provide more details on the proof that our model is
classically intractable to multiplicative errors based on some complexity results. We also
show that the hardness result can be extended to variation distance error bounds if the
worse-case results can be strengthened to the average-case. In addition, we demonstrate
how to certify the quantum sampler if measurement imperfections can be made sufficiently
small.
F.2.1 Related Complexity Results
In this section, we review some definitions and results on complexity theory related to our
discussions in the main text. We adopt the same definitions as in Ref. [338], which includes
more detailed discussions on these complexity classes. The concept of language L (a subset
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of the string {0, 1}∗) is used to formalize decision problems (of which solution can only be
true or false). We call an instance of the problem as x; if the solution of x is true, x ∈ L,
otherwise x /∈ L.
Before introducing those complexity classes directly used in the main text, we give a formal
definition of the well known class NP. Intuitively, NP is the set of problems for which the
“yes” solutions can be efficiently verified by a classical computer.
Definition 1 (NP: nondeterministic polynomial). A language L is in NP if there exists a
polynomial p and a polynomial time classical Turing Machine M such that for every x ∈
{0, 1}∗
x ∈ L⇔ ∃u ∈ {0, 1}p(|x|) s.t. M(x, u) = 1.
Polynomial hierarchy is in some sense a generalization of NP.
Definition 2 (Σpi ,PH: polynomial hierarchy). For i ≥ 1, a language L is in Σpi if there
exists a polynomial q and a polynomial time classical Turing Machine M such that for every
x ∈ {0, 1}∗
x ∈ L ⇔ ∃u1 ∈ {0, 1}q(|x|)∀u2 ∈ {0, 1}q(|x|) · · ·Qiui
∈ {0, 1}q(|x|) s.t. M(x, u1, u2, · · · , ui) = 1,









i ⊆ Σpi+1 ⊆ PH.
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Most computer scientists believe P 6= NP. A generalization of this conjecture is that for every
i, Σpi is strictly contained in Σ
p
i+1, which means Σ
p
i 6= Σpi+1. It can also be stated as “the
polynomial hierarchy does not collapse". This conjecture is often used in complexity theory.
There is another way to generalize the class NP. According to the above definition, it only
requires knowing whether there exists at least one witness such that the Turing machine
accepts. Counting problems need to compute the number of witnesses. This class is defined
as
Definition 3 (#P). A function f is in #P if there exists a polynomial q and a polynomial
time classical Turing machine M such that for every x ∈ {0, 1}∗
f(x) = #{y ∈ {0, 1}q(|x|) : M(x, y) = 1}.
The following two complexity classes are directly related to sampling problems. One com-
plexity class is postBQP defined in Ref. [343]. This complexity class characterizes the com-
putational power of a universal quantum computer given the ability to do postselection. The
other is a classical analog, postBPP, defined in Ref. [342].
Definition 4 (postBQP,postBPP). A language L is in postBQP/postBPP if there exists a
uniform (which means can be generated by a classical polynomial Turing Machine) family
of polynomial size quantum/classical circuits Qn/Cn such that for every x ∈ {0, 1}∗, after
applying Qn/Cn to the state
• the probability measuring registers P/P̃ (called postselection registers) in the state
|0 · · · 0〉/0 · · · 0 is nonzero;
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• if x ∈ L, then conditioned on measuring P/P̃ on state |0 · · · 0〉/0 · · · 0, the probability
measuring the output register on state |1〉/1 is at least a (completeness error);
• if x /∈ L, then conditioned on measuring P/P̃ on state |0 · · · 0〉/0 · · · 0, the probability
measuring the output register on state |1〉/1 is at most b (soundness error).
where a− b > 1/poly(n).
Some relations between these classes are included in the following theorem.
Theorem 1. The first is Toda’s theorem [338], the second is proved in Ref. [343], and the




In order to simulate postBQP by postselection, we need to define an output register O/Õ
which gives the result of the decision problem, and a postselection register P/P̃ of which the
result is postselected to be some string of {0, 1}. The key point is that we can change the
definition slightly without changing the classes postBQP and postBPP: replacing the result
of the register P/P̃ by
|0 · · · 0〉/0 · · · 0 −→ |s1 · · · sm×n−1〉/s1 · · · sm×n−1. (F.2.1)
This is crucial to our result.
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qxs1···sm×n−1 ≤ pxs1···sm×n−1 ≤ cqx&s1···sm×n−1 (F.2.2)
where the probability {q} is sampled by our model, denoted as Ising and {p} is sampled by
a classical polynomial probabilistic Turing machine, shorted as BPP; the first digit x is in
the register O/Õ and other digits s1 · · · sm×n−1 are in the register P/P̃ ; This is equivalent to
the definition in the main text if we choose γ = min(1− 1/c, c− 1).








According to the definition of multiplicative error Eq. (F.2.2), we have
1
c2
R(x) ≤ R̃(x) ≤ c2R(x),
With this inequality and if c <
√
2 (so γ < 1/2),
|R̃(0)− R̃(1)| > 0 (not scaling with the problem size)⇒ |R(0)−R(1)| > 0.
This condition means that if there is a gap between completeness and soundness error in
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Ising, there will also be a gap for the BPP simulator:
postIsing ⊆ postBPP. (F.2.3)
If we can further prove
postBQP ⊆ postIsing. (F.2.4)
which means Ising with postselection can simulate universal quantum computer. Combined
with theorem 1, we have
PH ⊆ P#P = PpostBQP = PpostIsing ⊆ PpostBPP ⊆ Σp3, (F.2.5)
which means the polynomial hierarchy collapses to the third level. This contradicts with the
generalization of the P6=NP conjecture
Σp3  PH. (F.2.6)
Here, we adopt the same idea of proof as in Ref. [329].
F.2.2 Universal Quantum Computation with the Brickwork State
Ref. [352] has given the proof of universality. For completeness, we briefly review the result.
Fig. F.2.1(a) shows how to choose different angles to get any single qubit gates and the
CNOT gate. They are known to be universal. Fig. F.2.1(b) shows how to combine two qubit















































Figure F.2.1: Implementing universal quantum computation with the brickwork state. These
figures are similar to the ones in Ref. [352].
F.2.3 Magnetic Field in the Ising Spin Model
In this section, we show that the extra local magnetic fields can be absorbed into the magnetic
fields of the figure in the main text. We have three separate cases:
• For those spins that only couple with one other spin, there is an extra magnetic field
Rz(π/2). This spin must be on the left or the right boundary of the brickwork state.
We can regard it as an ordinary unitary operation acting on the input. It can be
eliminated by acting Rz(−π/2) on the remaining quantum circuits.
• For those spins that couple with two other spins, there is an extra magnetic field Rz(π).






measure Z being |0i





Figure F.2.2: Break and bridge operations and reducing the cluster state. (a) Break and
bridge operations. Qubit 0 is first rotated by Rz(π/2) before measured in Z and X basis
respectively to perform the break and bridge operations. (b) Reduce the cluster state to the
brickwork state by break and bridge operations.
measurement result.
• For those spins that couple with three other spins, there is an extra magnetic field
Rz(3π/2). These spins must have a vertical coupling; according to the figure in the
main text, we can make the rotation angle θ on those spins to be π/8+3π/2 = π/8−π/2
mod 2π. It can be eliminated by flipping the measurement result from s2 to s2⊕1 and
from s3 to s3 ⊕ s2.
F.2.4 Break and Bridge Operations
In the main text, we introduced the “break" and “bridge" operations. Here, we include more
details of how to reduce a cluster state to a brickwork state by those operations. For the
three qubit cluster state in Fig. F.2.2(a), the red circle is rotated by Rz(π/2). The operations
199
acting on qubits 1 and 2 controlled by qubit 0 can be written as
e−iπ/4√
2
|0〉0 ⊗ I1 ⊗ I2 + i|1〉0 ⊗ Z1 ⊗ Z2. (F.2.7)
with an extra global phase. Therefore, by postselecting qubit 0 being |0〉 by measuring Z,
we have the operation I1 ⊗ I2 on qubits 1 and 2, implementing the break operation. By
postselecting qubit 0 being |+〉 by measuring X, we have
e−iπ/4√
2
(I1 ⊗ I2 + iZ1 ⊗ Z2) = e−iπ/4eiπ/4Z1⊗Z2 . (F.2.8)
This is the same as the time evolution of the Ising interaction in the Hamiltonian, imple-
menting the bridge operation.
Fig. F.2.2(b) demonstrates how to convert the cluster state to other graph states such as the
brickwork state by the break and bridge operations.
F.2.5 Simulation with variation Distance Errors
This is the most technical part of the computational complex theory in this section, so we
divide it into three parts.
A #P-hard Problem in Worst-case
First of all, we introduce a problem that is #P-hard in worst-case. Later, we will find that
our classically-intractable result for simulating our Ising spin model depends on a conjecture
that lifts this problem from worst-case hardness to average-case hardness.
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Suppose the probability of measuring result x = x1 · · ·xi · · ·xm×n, xi ∈ {0, 1} from the












where Cx is a polynomial size quantum circuit which can be implemented by choosing
proper measurement results x and 1/2mn−m comes from equal probability for measurement
in measurement-based quantum computing. We will show that approximating qx by q̃x to
the following error







is #P-hard, where c can be any constant 0 ≤ c < 1/2.
Suppose f(z) is some boolean function which can be computed efficiently by a classical
computer. Define




and ˜gap(f)2 ≡ 2mnq̃x. Consider the polynomial size quantum circuit Cx doing the following
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operation on |0〉⊗m (m = 2r)

























Thus, Eq. (F.2.10) implies




This condition implies ˜gap(f)2 can estimate gap(f)2 to multiplicative errors since c < 1/2:
| ˜gap(f)2 − gap(f)2| ≤ (c+ o(1)) · gap(f)2. (F.2.15)
This is because gap(f)2 is an integer: if gap(f)2 = 0, then ˜gap(f)2 < 1/2 such that we can
infer gap(f)2 = 0, which means | ˜gap(f)2− gap(f)2| = 0; if gap(f)2 ≥ 1, then c ≤ c · gap(f)2.
Ref. [330] proved that approximating gap(f)2 to multiplicative errors is #P-hard (actually,
they proved that if f is some special boolean function, it is GapP-complete, but this implies
the result we need). This proves the worst-case hardness result.
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Define the partition function with imaginary temperature β ≡ 1/kBT = i as



























where |+x〉 = Zx|+〉 are the bases of X. Restating the above conclusion in terms of the
partition function, we get
Theorem 2. Approximating the partition function to the following error
∣∣∣∣∣ |̃Zx|22mn − |Zx|22mn
∣∣∣∣∣ ≤ 1poly(n) |Zx|22mn + c (F.2.20)
is #P-hard in the worst-case, if 0 ≤ c < 1/2. (Notice that the range of |Zx|2/2mn is from 0
to 2mn instead of from 0 to 1.)
Classically-intractable for Simulation With Variation Distance Error
The main ingredient is Stockmeyer’s theorem [384] (see Ref. [36] or Ref. [330] for the state-
ment here):
203
Theorem 3. There exists an FBPPNP algorithm which can approximate
P = Pr
x






by P̃ , for any boolean function f : {0, 1}r → {0, 1}, to multiplicative error |P̃ − P | ≤
P/poly(n) if f(z) can be computed efficiently given z.
The probability of any distribution that can be classically efficiently sampled is such kind
of P : the distribution is produced by tossing the coin and regarding z as the sequence
of coin-tossing results, the probability of a specific event is the union of some z such that
f(z) = 1. Hence the above theorem states that any probability in a distribution sampled by a
polynomial classical algorithm can be approximated to multiplicative errors in BPPNP, which
is contained in the third level of the polynomial hierarchy [36, 330, 384]. The probability
in the distribution sampled by a quantum algorithm is not P since it involves sums of
negative numbers. It can be proved that if f : {0, 1}r → {−1, 1}, it will still be #P-hard to
approximate the sum to multiplicative errors.
Assume there is a classical sampler that can sample from the distribution {px}. According
to Stockmeyer’s theorem, p̃x can be computed in the third level of the polynomial hierarchy
such that |p̃x− px| ≤ px/poly(n). If the distribution {px} can approximate {qx} to variation
distance, i.e.,
∑











|p̃x − qx| ≤ |p̃x − px|+ |px − qx|
Stockmeyer’s theorem: ≤ px
poly(n)
+ |px − qx|
≤ qx + |px − qx|
poly(n)











with ≥ 1− δ fraction of x






We have shown that approximating qx to a mixture of multiplicative and additive errors in
Eq. (F.2.23) is #P-hard in the worst-case if ε/δ < 1/2. Lifting this worst-case hardness result
to average-case result, we will get the desired result: If for any 1− δ fraction of instances x,
approximating qx to the mixture of the multiplicative and additive errors in Eq. (F.2.23) is
still #P-hard; then if we assume there is a classical sampler that can simulate the distribution
of our Ising spin model to variation distance errors, there will exist a BPPNP algorithm that
can solve #P-hard problems, implying the collapse of the polynomial hierarchy.
Restating the above conclusion in terms of the partition function, we get
Theorem 4. If approximating the partition function to the following error
∣∣∣∣∣ |̃Zx|22mn − |Zx|22mn
∣∣∣∣∣ ≤ 1poly(n) |Zx|22mn + εδ (F.2.24)
is also #P-hard for any 1−δ fraction of instances x, then simulating the distribution sampled











Figure F.2.3: Random 2-qubit gate in Cx. α, β, γ, δ, α′, β′, γ′, δ′ are chosen from
{0, π/4, π/2, 3π/4, π, 5π/4, 3π/2, 7π/4} randomly and independently.
polynomial hierarchy will collapse.
Intuition of Our Average-case Hardness Conjecture
Substitute qx in Eq. (F.2.23) by Eq. (F.2.9)
∣∣∣ ˜|〈0|Cx|0〉|2 − |〈0|Cx|0〉|2∣∣∣ ≤ |〈0|Cx|0〉|2poly(n) + ε(1 + o(1))2mδ (F.2.25)
where ˜|〈0|Cx|0〉|2 is an estimation of |〈0|Cx|0〉|2 and m is the width of the circuit Cx.
The circuit Cx is formed by random 2-qubit gates layer by layer (n layers) similar to
Fig. F.2.1(b). Except some single qubit gates on the boundary, each 2-qubit gate has
the form shown in Fig. F.2.3, where the angles α, β, γ, δ, α′, β′, γ′, δ′ are chosen from
{0, π/4, π/2, 3π/4, π, 5π/4, 3π/2, 7π/4} randomly and independently. This can be verified
directly by choosing random measurement results on blue circles in the main text figure. If
either δ or δ′ is different from 0 or π, this 2-qubit gate will produce entanglement on some
product states. In our opinion, with high probability, this kind of circuits will likely produce
highly entangled states. Therefore, we conjecture that calculating the amplitudes of the
circuit to the error in Eq. (F.2.25) is #P-hard in the average-case.
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There is a natural connection between our model and sampling models of random quantum
circuits like the one in Ref. [39]. In Ref. [39], the quantum circuit is basically
√
n layers of
single qubit gates (chosen from {X1/2, Y 1/2, Rz(π/4)} randomly) and control-Z gates applied
to
√
n×√n input qubits on square lattice. The intuition of classical hardness of this sampling
problem is from the relation between quantum chaos and random quantum circuits. The
distribution produced by their sampling model is expected to satisfy the Porter-Thomas
distribution [385] with a sufficient circuit depth. This is supported by numerical simulations
in Ref. [39]. Then there is a large fraction of |〈0|U |z〉|2 ≥ 1/2m where U is a random circuit,
which implies that approximating output probabilities to multiplicative errors is #P-hard
in average-case and the noncollapse of the polynomial hierarchy is sufficient to prove the
classical hardness result. Although the ensembles used in our model and the one in Ref. [39]
are different, we think there is no fundamental difference since they both try to produce
sufficiently random quantum circuits. Besides, it is expected that the distribution of our
model approaches the Porter-Thomas distribution if n ∼ m because the “input" in our
model is on a linear array (the depth is expected to grow as n1/D for a D dimensional qubit
lattice. See corresponding discussions in Ref. [39]). Therefore, we should be able to convert
Eq. (F.2.24) and Eq. (F.2.25) with multiplicative errors in our conjecture to be similar to
the one in Ref. [330].
F.2.6 Certification to Variation Distance Errors
With the reasonable assumption that the errors of X measurements are local and small
(scales as O(1/mn)), we can certify whether the distribution sampled by a quantum sampler
in the laboratory satisfies the variation distance bound. First, we give the condition that the
measurement errors should satisfy; then we reduce the certification to bounding the trace
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distance between the ideal final state and the actual one prepared in the laboratory (before
measurement).
Suppose {q′x} is the distribution sampled by the quantum sampler and the density matrix
just before measurements is ρ′; {qx} is the ideal one with the corresponding density matrix
ρ. Denote the trace distance by D(ρ, ρ′) = tr(|ρ− ρ′|)/2. It is known that [26]
∑
x
|qx − q′x| ≤ D(ρ, ρ′). (F.2.26)
So if the measurements are perfect, bounding the trace distance will imply that variation
distance is bounded.
Let us consider measurement imperfections. Denote the ideal measurement as a quantum
operator E and the imperfect one as E ′. If the measurement errors are small and local, E ′
can be approximated as








where I is the identity quantum operation, ωi is some local operation around spin i, and ε
is some small number. Bounding the variation distance can be reduced by
∑
x
|qx−q′x| = D(E(ρ), E ′(ρ′)) ≤ D(E(ρ), E(ρ′))+D(E(ρ′), E ′(ρ′)) ≤ D(ρ, ρ′)+D(E(ρ′), E ′(ρ′)).
(F.2.28)
The term D(ρ, ρ′) characterizes the error produced in the process of preparing the final state
(time evolution and initial state preparation errors). The term D(E(ρ′), E ′(ρ′)) characterizes
the error due to imperfect measurements.
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We divide the certification of the variation distance error into two parts:
D(ρ, ρ′) ≤ εd
D(E(ρ′), E ′(ρ′)) ≤ εm
εd + εm ≤ ε. (F.2.29)
The error due to imperfect measurements is







∥∥∥∥∥ ≤ mnε (F.2.30)
where σ is some arbitrary density matrix. So as long as the measurement error on every spin
can be made smaller than ε = εm/(mn), it can be guaranteed that the total measurement
error is bounded by εm.
The remaining is to certify whether D(ρ, ρ′) ≤ εd. We reduce the problem to certifying
whether the state produced in the laboratory is close to the ideal state, which is made to be
the ground state of a given local gapped Hamiltonian. The method in Ref. [344] can achieve
this task. Recall a lemma in Ref. [344]:
Lemma 1. Suppose ρ is the ground state of H =
∑
λ hλ where hλ is a local Hermitian
operator, the ground state is unique and the ground state energy is 0. To estimate tr(hλρ′)
where ρ′ is the state produced in the laboratory, M measurements on ρ′ in the basis of hλ are
needed. By summing over all the estimations of hλ, we can get an estimation of tr(Hρ′). By
this estimation, we can estimate F (ρ, ρ′) = tr(ρρ′) by F ∗ where
Pr[|F ∗ − F | ≤ ε′] ≥ 1− α. (F.2.31)
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for m,n large and α small
(F.2.32)
where ∆ is the energy gap and J = maxλ ‖hλ‖.
Because D(ρ, ρ′) ≤
√
1− F 2(ρ, ρ′), F (ρ, ρ′) ≥
√
1− ε2d implies D(ρ, ρ′) ≤ εd. So we require
F ∗ ≥
√
1− ε2d + ε′. (F.2.33)









j∈neighbor of i Zj
)
(F.2.34)
on the brickwork lattice as shown in the main text figure, and J = 1, ∆ = 1.
If we choose εd = O(ε), εm = O(ε) and ε′ = O(ε2), then we need to measure each local term
in the Hamiltonian M = O(m2n2r/ε4) times to get a confidence level of 1 − 2−O(r). The
certification protocol is therefore efficient.
F.2.7 Hardness of Classically Simulating the Square Lattice Model
to Variation Distance Errors
When doing break and bridge operations, we need to measure Z being |0〉 and X being |+〉
on the red circles in Fig. F.2.2, but the results |1〉 and |−〉 are also present as we sample.
According to Eq. (F.2.7), we can conclude
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• Measuring Z on qubit 0, the probabilities of getting |0〉 and |1〉 are both 1/2. When
the result is |1〉, the operation is iZ1⊗Z2, so the effect is just flipping the measurement
result on the blue circles in Fig. F.2.2.
• Measuring X on qubit 0, the probability of getting |+〉 and |−〉 are also 1/2 each.
When the result is |−〉, the operation is
e−iπ/4√
2
(I1 ⊗ I2 − iZ1 ⊗ Z2) = e−iπ/4e−iπ/4Z1⊗Z2 . (F.2.35)
Since
e−iπ/4Z1⊗Z2 = −ieiπ/4Z1⊗Z2Z1 ⊗ Z2, (F.2.36)
the effect is also flipping the measurement result on the blue circles.
Denote the measurement result on blue circles as x′ and result on red circles as y (for the
bridge operation, denote |+〉 as 0) and qx is the probability of measuring x on the brickwork
model. Because the effect of y may be just flipping some bit of x, given y, we can infer x
and x′ from each other. Besides, qy ≡
∑
x′ qx′,y = 1/2
r where r is the number of red circles











qx = qx. (F.2.37)
Suppose there exists a quantum sampler that can generate a distribution {px′,y} to approx-
imate the distribution of square lattice model to variation distance errors:
∑
x′,y
|px′,y − qx′,y| ≤ ε. (F.2.38)
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We can then define a new classical sampler to simulate the distribution of the brickwork
model: suppose the outcome is x′, y and define the result to be x (x′, y can determine a






















|px − qx|. (F.2.39)
The first equality is because given y, x and x′ can determine each other. The last equality is
due to the definition of px and Eq. (F.2.37). This implies that there exists a classical sampler
to simulate the brickwork model. So the hardness result of the square lattice model is based
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[173] B. M. Anderson, G. Juzeliūnas, V. M. Galitski, and I. B. Spielman, “Synthetic 3d
spin-orbit coupling,” Phys. Rev. Lett., vol. 108, p. 235301, Jun 2012.
227
[174] Y. Xu, R.-L. Chu, and C. Zhang, “Anisotropic weyl fermions from the quasiparticle ex-
citation spectrum of a 3d fulde-ferrell superfluid,” Phys. Rev. Lett., vol. 112, p. 136402,
Mar 2014.
[175] S. A. Yang, H. Pan, and F. Zhang, “Dirac and weyl superconductors in three dimen-
sions,” Phys. Rev. Lett., vol. 113, p. 046401, Jul 2014.
[176] T. Dubček, C. J. Kennedy, L. Lu, W. Ketterle, M. Soljačić, and H. Buljan, “Weyl points
in three-dimensional optical lattices: Synthetic magnetic monopoles in momentum
space,” Phys. Rev. Lett., vol. 114, p. 225301, Jun 2015.
[177] B. Liu, X. Li, L. Yin, and W. V. Liu, “Weyl superfluidity in a three-dimensional dipolar
fermi gas,” Phys. Rev. Lett., vol. 114, p. 045302, Jan 2015.
[178] L. Lu, Z. Wang, D. Ye, L. Ran, L. Fu, J. D. Joannopoulos, and M. Soljačić, “Experi-
mental observation of weyl points,” Science, vol. 349, no. 6248, pp. 622–624, 2015.
[179] S.-Y. Xu, I. Belopolski, N. Alidoust, M. Neupane, G. Bian, C. Zhang, R. Sankar,
G. Chang, Z. Yuan, C.-C. Lee, S.-M. Huang, H. Zheng, J. Ma, D. S. Sanchez, B. Wang,
A. Bansil, F. Chou, P. P. Shibayev, H. Lin, S. Jia, and M. Z. Hasan, “Discovery of
a weyl fermion semimetal and topological fermi arcs,” Science, vol. 349, no. 6248,
pp. 613–617, 2015.
[180] B. Q. Lv, H. M. Weng, B. B. Fu, X. P. Wang, H. Miao, J. Ma, P. Richard, X. C.
Huang, L. X. Zhao, G. F. Chen, Z. Fang, X. Dai, T. Qian, and H. Ding, “Experimental
discovery of weyl semimetal taas,” Phys. Rev. X, vol. 5, p. 031013, Jul 2015.
[181] G. E. Volovik, The universe in a helium droplet, vol. 117. Oxford University Press on
Demand, 2003.
[182] G. Bian, T.-R. Chang, R. Sankar, S.-Y. Xu, H. Zheng, T. Neupert, C.-K. Chiu, S.-
M. Huang, G. Chang, I. Belopolski, D. S. Sanchez, M. Neupane, N. Alidoust, C. Liu,
B. Wang, C.-C. Lee, H.-T. Jeng, C. Zhang, Z. Yuan, S. Jia, A. Bansil, F. Chou, H. Lin,
and M. Z. Hasan, “Topological nodal-line fermions in spin-orbit metal pbtase2,” Nature
Communications, vol. 7, pp. 10556 EP –, 02 2016.
[183] Y. Xu and C. Zhang, “Dirac and weyl rings in three-dimensional cold-atom optical
lattices,” Phys. Rev. A, vol. 93, p. 063606, Jun 2016.
[184] D.-W. Zhang, Y. X. Zhao, R.-B. Liu, Z.-Y. Xue, S.-L. Zhu, and Z. D. Wang, “Quantum
simulation of exotic PT -invariant topological nodal loop bands with ultracold atoms
in an optical lattice,” Phys. Rev. A, vol. 93, p. 043617, Apr 2016.
[185] N. Moiseyev, Non-Hermitian quantum mechanics. Cambridge University Press, 2011.
228
[186] M. Berry, “Physics of nonhermitian degeneracies,” Czechoslovak Journal of Physics,
vol. 54, no. 10, pp. 1039–1047, 2004.
[187] I. Rotter, “A non-hermitian hamilton operator and the physics of open quantum sys-
tems,” J. Phys. A, vol. 42, no. 15, p. 153001, 2009.
[188] W. D. Heiss, “The physics of exceptional points,” J. Phys. A, vol. 45, no. 44, p. 444016,
2012.
[189] A. Guo, G. J. Salamo, D. Duchesne, R. Morandotti, M. Volatier-Ravat, V. Aimez,
G. A. Siviloglou, and D. N. Christodoulides, “Observation of PT -symmetry breaking
in complex optical potentials,” Phys. Rev. Lett., vol. 103, p. 093902, Aug 2009.
[190] C. E. Ruter, K. G. Makris, R. El-Ganainy, D. N. Christodoulides, M. Segev, and
D. Kip, “Observation of parity-time symmetry in optics,” Nat Phys, vol. 6, pp. 192–
195, 03 2010.
[191] Y. D. Chong, L. Ge, and A. D. Stone, “PT -symmetry breaking and laser-absorber
modes in optical scattering systems,” Phys. Rev. Lett., vol. 106, p. 093902, Mar 2011.
[192] B. Zhen, C. W. Hsu, Y. Igarashi, L. Lu, I. Kaminer, A. Pick, S.-L. Chua, J. D.
Joannopoulos, and M. Soljacic, “Spawning rings of exceptional points out of dirac
cones,” Nature, vol. 525, pp. 354–358, 09 2015.
[193] M. Müller, S. Diehl, G. Pupillo, P. Zoller, et al., “Engineered open systems and quantum
simulations with atoms and ions,” Advances in Atomic Molecular and Optical Physics,
vol. 61, p. 1, 2012.
[194] J. Li, A. K. Harter, J. Liu, L. de Melo, Y. N. Joglekar, and L. Luo, “Observation of
parity-time symmetry breaking transitions in a dissipative Floquet system of ultracold
atoms,” ArXiv e-prints, Aug. 2016.
[195] M. Liertzer, L. Ge, A. Cerjan, A. D. Stone, H. E. Türeci, and S. Rotter, “Pump-induced
exceptional points in lasers,” Phys. Rev. Lett., vol. 108, p. 173901, Apr 2012.
[196] L. Feng, Z. J. Wong, R.-M. Ma, Y. Wang, and X. Zhang, “Single-mode laser by parity-
time symmetry breaking,” Science, vol. 346, no. 6212, pp. 972–975, 2014.
[197] H. Hodaei, M.-A. Miri, M. Heinrich, D. N. Christodoulides, and M. Khajavikhan,
“Parity-time–symmetric microring lasers,” Science, vol. 346, no. 6212, pp. 975–978,
2014.
229
[198] T. Gao, E. Estrecho, K. Y. Bliokh, T. C. H. Liew, M. D. Fraser, S. Brodbeck, M. Kamp,
C. Schneider, S. Hofling, Y. Yamamoto, F. Nori, Y. S. Kivshar, A. G. Truscott, R. G.
Dall, and E. A. Ostrovskaya, “Observation of non-hermitian degeneracies in a chaotic
exciton-polariton billiard,” Nature, vol. 526, pp. 554–558, 10 2015.
[199] C. M. Bender and S. Boettcher, “Real spectra in non-hermitian hamiltonians having
PT symmetry,” Phys. Rev. Lett., vol. 80, pp. 5243–5246, Jun 1998.
[200] M. Kleman and O. D. Laverntovich, Soft matter physics: an introduction. Springer
Science & Business Media, 2007.
[201] D. Xiao, M.-C. Chang, and Q. Niu, “Berry phase effects on electronic properties,” Rev.
Mod. Phys., vol. 82, pp. 1959–2007, Jul 2010.
[202] G. Sundaram and Q. Niu, “Wave-packet dynamics in slowly perturbed crystals: Gra-
dient corrections and berry-phase effects,” Phys. Rev. B, vol. 59, pp. 14915–14925, Jun
1999.
[203] Y. Xu and L.-M. Duan, “Type-ii weyl points in three-dimensional cold-atom optical
lattices,” Phys. Rev. A, vol. 94, p. 053619, Nov 2016.
[204] T. E. Lee, “Anomalous edge state in a non-hermitian lattice,” Phys. Rev. Lett., vol. 116,
p. 133903, Apr 2016.
[205] D. Leykam, K. Y. Bliokh, C. Huang, Y. D. Chong, and F. Nori, “Edge modes, degen-
eracies, and topological numbers in non-hermitian systems,” Phys. Rev. Lett., vol. 118,
p. 040401, Jan 2017.
[206] R. Blatt and D. Wineland, “Entangled states of trapped atomic ions,” Nature, vol. 453,
pp. 1008–1015, 06 2008.
[207] H. Haffner, C. F. Roos, and R. Blatt, “Quantum computing with trapped ions,” Phys.
Rep., vol. 469, pp. 155–203, 2008.
[208] J. I. Cirac and P. Zoller, “Quantum computations with cold trapped ions,” Phys. Rev.
Lett., vol. 74, pp. 4091–4094, 1995.
[209] F. Schmidt-Kaler, H. Haffner, M. Riebe, S. Gulde, G. P. T. Lancaster, T. Deuschle,
C. Becher, C. F. Roos, J. Eschner, and R. Blatt, “Realization of the cirac-zoller
controlled-not quantum gate,” Nature, vol. 422, pp. 408–411, 03 2003.
[210] Q. A. Turchette, C. S. Wood, B. E. King, C. J. Myatt, D. Leibfried, W. M. Itano,
C. Monroe, and D. J. Wineland, “Deterministic entanglement of two trapped ions,”
Phys. Rev. Lett., vol. 81, pp. 3631–3634, Oct 1998.
230
[211] C. A. Sackett, D. Kielpinski, B. E. King, C. Langer, V. Meyer, C. J. Myatt, M. Rowe,
Q. A. Turchette, W. M. Itano, D. J. Wineland, and C. Monroe, “Experimental entan-
glement of four particles,” Nature, vol. 404, pp. 256–259, 03 2000.
[212] C. F. Roos, M. Riebe, H. Häffner, W. Hänsel, J. Benhelm, G. P. T. Lancaster,
C. Becher, F. Schmidt-Kaler, and R. Blatt, “Control and measurement of three-qubit
entangled states,” Science, vol. 304, no. 5676, pp. 1478–1480, 2004.
[213] M. G. Raizen, J. M. Gilligan, J. C. Bergquist, W. M. Itano, and D. J. Wineland, “Ionic
crystals in a linear paul trap,” Phys. Rev. A, vol. 45, pp. 6493–6501, May 1992.
[214] J. P. Schiffer, “Phase transitions in anisotropically confined ionic crystals,” Phys. Rev.
Lett., vol. 70, pp. 818–821, Feb 1993.
[215] D. Gottesman, “Fault-tolerant quantum computation with local gates,” J. Mod. Opt.,
vol. 47, no. 2-3, pp. 333–345, 2000.
[216] K. M. Svore, B. M. Terhal, and D. P. DiVincenzo, “Local fault-tolerant quantum
computation,” Phys. Rev. A, vol. 72, p. 022317, Aug 2005.
[217] T. Szkopek, P. Boykin, H. Fan, V. Roychowdhury, E. Yablonovitch, G. Simms,
M. Gyure, and B. Fong, “Threshold error penalty for fault-tolerant quantum com-
putation with nearest neighbor communication,” IEEE Trans. Nanotechnol., vol. 5,
pp. 42–49, Jan 2006.
[218] W. M. Itano, J. J. Bollinger, J. N. Tan, B. Jelenković, X.-P. Huang, and D. J. Wineland,
“Bragg diffraction from crystallized ion plasmas,” Science, vol. 279, no. 5351, pp. 686–
689, 1998.
[219] M. Drewsen, C. Brodersen, L. Hornekær, J. Hangst, and J. Schifffer, “Large ion crystals
in a linear paul trap,” Phys. Rev. Lett., vol. 81, pp. 2878–2881, Oct 1998.
[220] A. Mortensen, E. Nielsen, T. Matthey, and M. Drewsen, “Observation of three-
dimensional long-range order in small ion coulomb crystals in an rf trap,” Phys. Rev.
Lett., vol. 96, p. 103001, Mar 2006.
[221] R. Raussendorf and J. Harrington, “Fault-tolerant quantum computation with high
threshold in two dimensions,” Phys. Rev. Lett., vol. 98, p. 190504, May 2007.
[222] R. Raussendorf, J. Harrington, and K. Goyal, “Topological fault-tolerance in cluster
state quantum computation,” New J. Phys., vol. 9, no. 6, p. 199, 2007.
[223] A. G. Fowler, A. M. Stephens, and P. Groszkowski, “High-threshold universal quantum
computation on the surface code,” Phys. Rev. A, vol. 80, p. 052312, Nov 2009.
231
[224] D. P. DiVincenzo, “Fault-tolerant architectures for superconducting qubits,” Physica
Scripta, vol. 2009, no. T137, p. 014020, 2009.
[225] J. I. Cirac and P. Zoller, “A scalable quantum computer with ions in an array of
microtraps,” Nature, vol. 404, pp. 579–581, 04 2000.
[226] D. Porras and J. I. Cirac, “Quantum manipulation of trapped ions in two dimensional
coulomb crystals,” Phys. Rev. Lett., vol. 96, p. 250501, 2006.
[227] P. Zou, J. Xu, W. Song, and S.-L. Zhu, “Implementation of local and high-fidelity
quantum conditional phase gates in a scalable two-dimensional ion trap.,” Phys. Lett.
A, vol. 374, no. 13-14, pp. 1425–1430, 2010.
[228] T. B. Mitchell, J. J. Bollinger, D. H. E. Dubin, X.-P. Huang, W. M. Itano, and R. H.
Baughman, “Direct observations of structural phase transitions in planar crystallized
ion plasmas,” Science, vol. 282, no. 5392, pp. 1290–1293, 1998.
[229] D. Kielpinski, C. Monroe, and D. J. Wineland, “Architecture for a large-scale ion-trap
quantum computer,” Nature, vol. 417, pp. 709–711, 2002.
[230] C. Monroe and J. Kim, “Scaling the ion trap quantum processor,” Science, vol. 339,
no. 6124, pp. 1164–1169, 2013.
[231] D. Berkeland, J. Miller, J. Bergquist, W. Itano, and D. Wineland, “Minimization of
ion micromotion in a paul trap,” J. Appl. Phys., vol. 83, no. 10, pp. 5025–5033, 1998.
[232] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, “Quantum dynamics of single
trapped ions,” Rev. Mod. Phys., vol. 75, pp. 281–324, Mar 2003.
[233] C. Shen and L.-M. Duan, “High-fidelity quantum gates for trapped ions under micro-
motion,” Phys. Rev. A, vol. 90, p. 022332, Aug 2014.
[234] H. Landa, M. Drewsen, B. Reznik, and A. Retzker, “Modes of oscillation in radiofre-
quency paul traps,” New J. Phys., vol. 14, no. 9, p. 093023, 2012.
[235] H. Kaufmann, S. Ulm, G. Jacob, U. Poschinger, H. Landa, A. Retzker, M. B. Plenio,
and F. Schmidt-Kaler, “Precise experimental investigation of eigenmodes in a planar
ion crystal,” Phys. Rev. Lett., vol. 109, p. 263003, Dec 2012.
[236] H. Landa, A. Retzker, T. Schaetz, and B. Reznik, “Entanglement generation using
discrete solitons in coulomb crystals,” Phys. Rev. Lett., vol. 113, p. 053001, Jul 2014.
[237] B. Yoshimura, M. Stork, D. Dadic, W. C. Campbell, and J. K. Freericks, “Creation of
two-dimensional coulomb crystals of ions in oblate Paul traps for quantum simulations,”
ArXiv e-prints, June 2014.
232
[238] S.-L. Zhu, C. Monroe, and L.-M. Duan, “Arbitrary-speed quantum gates within large
ion crystals through minimum control of laser beams,” Europhys. Lett., vol. 73, no. 4,
p. 485, 2006.
[239] S.-L. Zhu, C. Monroe, and L.-M. Duan, “Trapped ion quantum computation with
transverse phonon modes,” Phys. Rev. Lett., vol. 97, p. 050505, Aug 2006.
[240] T. Choi, S. Debnath, T. A. Manning, C. Figgatt, Z.-X. Gong, L.-M. Duan, and C. Mon-
roe, “Optimal quantum control of multimode couplings between trapped ion qubits for
scalable entanglement,” Phys. Rev. Lett., vol. 112, p. 190502, May 2014.
[241] N. W. McLachlan, Theory and application of Mathieu functions. Clarendon Press,
1951.
[242] B. E. King, Quantum state engineering and information processing with trapped ions.
PhD thesis, University of Colorado, 1999.
[243] D. James, “Quantum dynamics of cold trapped ions with application to quantum com-
putation,” Appl. Phys. B, vol. 66, no. 2, pp. 181–190, 1998.
[244] C. B. Zhang, D. Offenberg, B. Roth, M. A. Wilson, and S. Schiller, “Molecular-
dynamics simulations of cold single-species and multispecies ion ensembles in a linear
paul trap,” Phys. Rev. A, vol. 76, p. 012719, Jul 2007.
[245] J. P. Schiffer, M. Drewsen, J. S. Hangst, and L. Hornekær, “Temperature, ordering,
and equilibrium with time-dependent confining forces,” Proc. Natl. Acad. Sci., vol. 97,
no. 20, pp. 10697–10700, 2000.
[246] D. Leibfried, B. DeMarco, V. Meyer, D. Lucas, M. Barrett, J. Britton, W. M. Itano,
B. Jelenkovic, C. Langer, T. Rosenband, and D. J. Wineland, “Experimental demon-
stration of a robust, high-fidelity geometric two ion-qubit phase gate,” Nature, vol. 422,
pp. 412–415, 03 2003.
[247] K. Kim, M.-S. Chang, R. Islam, S. Korenblit, L.-M. Duan, and C. Monroe, “Entangle-
ment and tunable spin-spin couplings between trapped ions using multiple transverse
modes,” Phys. Rev. Lett., vol. 103, p. 120502, Sep 2009.
[248] G.-D. Lin, S.-L. Zhu, R. Islam, K. Kim, M.-S. Chang, S. Korenblit, C. Monroe, and
L.-M. Duan, “Large-scale quantum computation in an anharmonic linear ion trap,”
Europhys. Lett., vol. 86, no. 6, p. 60004, 2009.
[249] V. L. Ryjkov, X. Zhao, and H. A. Schuessler, “Simulations of the rf heating rates in a
linear quadrupole ion trap,” Phys. Rev. A, vol. 71, p. 033414, Mar 2005.
233
[250] I. Buluta, M. Kitaoka, S. Georgescu, and S. Hasegawa, “Investigation of planar coulomb
crystals for quantum simulation and computation,” Phys. Rev. A, vol. 77, p. 062320,
Jun 2008.
[251] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, “Quantum entangle-
ment,” Rev. Mod. Phys., vol. 81, pp. 865–942, Jun 2009.
[252] K. Vogel and H. Risken, “Determination of quasiprobability distributions in terms of
probability distributions for the rotated quadrature phase,” Phys. Rev. A, vol. 40,
pp. 2847–2849, Sep 1989.
[253] D. T. Smithey, M. Beck, M. G. Raymer, and A. Faridani, “Measurement of the wigner
distribution and the density matrix of a light mode using optical homodyne tomog-
raphy: Application to squeezed states and the vacuum,” Phys. Rev. Lett., vol. 70,
pp. 1244–1247, Mar 1993.
[254] I. L. Chuang and M. A. Nielsen, “Prescription for experimental determination of the
dynamics of a quantum black box,” J. Mod. Opt., vol. 44, no. 11-12, pp. 2455–2467,
1997.
[255] D. F. V. James, P. G. Kwiat, W. J. Munro, and A. G. White, “Measurement of qubits,”
Phys. Rev. A, vol. 64, p. 052312, Oct 2001.
[256] H. Haffner, W. Hansel, C. F. Roos, J. Benhelm, D. Chek-al kar, M. Chwalla, T. Korber,
U. D. Rapol, M. Riebe, P. O. Schmidt, C. Becher, O. Guhne, W. Dur, and R. Blatt,
“Scalable multiparticle entanglement of trapped ions,” Nature, vol. 438, pp. 643–646,
12 2005.
[257] A. I. Lvovsky and M. G. Raymer, “Continuous-variable optical quantum-state tomog-
raphy,” Rev. Mod. Phys., vol. 81, pp. 299–332, Mar 2009.
[258] M. Paris and J. Rehacek (eds), Quantum state estimation, vol. 649 in Lecture Notes
in Physics. Springer Science & Business Media, 2004.
[259] S. G. Schirmer, A. Kolli, and D. K. L. Oi, “Experimental hamiltonian identification for
controlled two-level systems,” Phys. Rev. A, vol. 69, p. 050306, May 2004.
[260] J. H. Cole, S. G. Schirmer, A. D. Greentree, C. J. Wellard, D. K. L. Oi, and L. C. L.
Hollenberg, “Identifying an experimental two-state hamiltonian to arbitrary accuracy,”
Phys. Rev. A, vol. 71, p. 062312, Jun 2005.
[261] J. H. Cole, S. J. Devitt, and L. C. L. Hollenberg, “Precision characterization of two-
qubit hamiltonians via entanglement mapping,” J. Phys. A: Math. Gen., vol. 39, no. 47,
p. 14649, 2006.
234
[262] S. J. Devitt, J. H. Cole, and L. C. L. Hollenberg, “Scheme for direct measurement of a
general two-qubit hamiltonian,” Phys. Rev. A, vol. 73, p. 052317, May 2006.
[263] C. Senko, J. Smith, P. Richerme, A. Lee, W. C. Campbell, and C. Monroe, “Coher-
ent imaging spectroscopy of a quantum many-body spin system,” Science, vol. 345,
no. 6195, pp. 430–433, 2014.
[264] D. Burgarth and K. Maruyama, “Indirect hamiltonian identification through a small
gateway,” New J. Phys., vol. 11, no. 10, p. 103019, 2009.
[265] D. Burgarth, K. Maruyama, and F. Nori, “Coupling strength estimation for spin chains
despite restricted access,” Phys. Rev. A, vol. 79, p. 020305, Feb 2009.
[266] D. Burgarth, K. Maruyama, and F. Nori, “Indirect quantum tomography of quadratic
hamiltonians,” New J. Phys., vol. 13, no. 1, p. 013019, 2011.
[267] C. Di Franco, M. Paternostro, and M. S. Kim, “Hamiltonian tomography in an access-
limited setting without state initialization,” Phys. Rev. Lett., vol. 102, p. 187203, May
2009.
[268] J. Zhang and M. Sarovar, “Quantum hamiltonian identification from measurement time
traces,” Phys. Rev. Lett., vol. 113, p. 080401, Aug 2014.
[269] M. P. da Silva, O. Landon-Cardinal, and D. Poulin, “Practical characterization of
quantum devices without tomography,” Phys. Rev. Lett., vol. 107, p. 210404, Nov
2011.
[270] N. Wiebe, C. Granade, C. Ferrie, and D. G. Cory, “Hamiltonian learning and certifi-
cation using quantum resources,” Phys. Rev. Lett., vol. 112, p. 190501, May 2014.
[271] T. Gullion, D. B. Baker, and M. S. Conradi, “New, compensated carr-purcell se-
quences,” Journal of Magnetic Resonance (1969), vol. 89, no. 3, pp. 479 – 484, 1990.
[272] L. Viola and S. Lloyd, “Dynamical suppression of decoherence in two-state quantum
systems,” Phys. Rev. A, vol. 58, pp. 2733–2744, Oct 1998.
[273] L. Viola, E. Knill, and S. Lloyd, “Dynamical decoupling of open quantum systems,”
Phys. Rev. Lett., vol. 82, pp. 2417–2421, Mar 1999.
[274] L.-M. Duan and G.-C. Guo, “Suppressing environmental noise in quantum computation
through pulse control,” Phys. Lett. A, vol. 261, no. 3–4, pp. 139 – 144, 1999.
[275] P. Zanardi, “Symmetrizing evolutions,” Phys. Lett. A, vol. 258, no. 2–3, pp. 77 – 82,
1999.
235
[276] K. Khodjasteh and D. A. Lidar, “Fault-tolerant quantum dynamical decoupling,” Phys.
Rev. Lett., vol. 95, p. 180501, Oct 2005.
[277] K. Khodjasteh and D. A. Lidar, “Performance of deterministic dynamical decoupling
schemes: Concatenated and periodic pulse sequences,” Phys. Rev. A, vol. 75, p. 062310,
Jun 2007.
[278] G. S. Uhrig, “Keeping a quantum bit alive by optimized π-pulse sequences,” Phys. Rev.
Lett., vol. 98, p. 100504, Mar 2007.
[279] W. Yang, Z.-Y. Wang, and R.-B. Liu, “Preserving qubit coherence by dynamical de-
coupling,” Front. Phys. China, vol. 6, no. 1, pp. 2–14, 2011.
[280] A. M. Souza, G. A. Álvarez, and D. Suter, “Robust dynamical decoupling for quantum
computing and quantum memory,” Phys. Rev. Lett., vol. 106, p. 240501, Jun 2011.
[281] A. M. Souza, G. A. Álvarez, and D. Suter, “Robust dynamical decoupling,” Phil. Trans.
R. Soc. A, vol. 370, no. 1976, pp. 4748–4769, 2012.
[282] G. A. Álvarez, M. Mishkovsky, E. P. Danieli, P. R. Levstein, H. M. Pastawski, and
L. Frydman, “Perfect state transfers by selective quantum interferences within complex
spin networks,” Phys. Rev. A, vol. 81, p. 060302, Jun 2010.
[283] J. J. L. Morton, A. M. Tyryshkin, A. Ardavan, S. C. Benjamin, K. Porfyrakis, S. A.
Lyon, and G. A. D. Briggs, “Bang-bang control of fullerene qubits using ultrafast phase
gates,” Nat. Phys., vol. 2, pp. 40–43, 01 2006.
[284] M. J. Biercuk, H. Uys, A. P. VanDevender, N. Shiga, W. M. Itano, and J. J. Bollinger,
“Optimized dynamical decoupling in a model quantum memory,” Nature, vol. 458,
pp. 996–1000, 04 2009.
[285] J. Du, X. Rong, N. Zhao, Y. Wang, J. Yang, and R. B. Liu, “Preserving electron spin
coherence in solids by optimal dynamical decoupling,” Nature, vol. 461, pp. 1265–1268,
10 2009.
[286] J. R. West, D. A. Lidar, B. H. Fong, and M. F. Gyure, “High fidelity quantum gates
via dynamical decoupling,” Phys. Rev. Lett., vol. 105, p. 230503, Dec 2010.
[287] M. Johanning, A. Braun, N. Timoney, V. Elman, W. Neuhauser, and C. Wunderlich,
“Individual addressing of trapped ions and coupling of motional and spin states using
rf radiation,” Phys. Rev. Lett., vol. 102, p. 073004, Feb 2009.
236
[288] S. Crain, E. Mount, S. Baek, and J. Kim, “Individual addressing of trapped 171Yb+
ion qubits using a microelectromechanical systems-based beam steering system,” Appl.
Phys. Lett., vol. 105, no. 18, pp. –, 2014.
[289] C. Weitenberg, M. Endres, J. F. Sherson, M. Cheneau, P. Schausz, T. Fukuhara,
I. Bloch, and S. Kuhr, “Single-spin addressing in an atomic mott insulator,” Nature,
vol. 471, pp. 319–324, 03 2011.
[290] M. H. Devoret and R. J. Schoelkopf, “Superconducting circuits for quantum informa-
tion: An outlook,” Science, vol. 339, no. 6124, pp. 1169–1174, 2013.
[291] R. Barends, J. Kelly, A. Megrant, A. Veitia, D. Sank, E. Jeffrey, T. C. White, J. Mutus,
A. G. Fowler, B. Campbell, Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth, C. Neill,
P. O’Malley, P. Roushan, A. Vainsencher, J. Wenner, A. N. Korotkov, A. N. Cleland,
and J. M. Martinis, “Superconducting quantum circuits at the surface code threshold
for fault tolerance,” Nature, vol. 508, pp. 500–503, 04 2014.
[292] R. Barends, L. Lamata, J. Kelly, L. Garcia-Alvarez, A. G. Fowler, A. Megrant, E. Jef-
frey, T. C. White, D. Sank, J. Y. Mutus, B. Campbell, Y. Chen, Z. Chen, B. Chiaro,
A. Dunsworth, I. C. Hoi, C. Neill, P. J. J. O/’Malley, C. Quintana, P. Roushan,
A. Vainsencher, J. Wenner, E. Solano, and J. M. Martinis, “Digital quantum simu-
lation of fermionic models with a superconducting circuit,” Nat Commun, vol. 6, 07
2015.
[293] Y. Salathé, M. Mondal, M. Oppliger, J. Heinsoo, P. Kurpiers, A. Potočnik, A. Mezza-
capo, U. Las Heras, L. Lamata, E. Solano, S. Filipp, and A. Wallraff, “Digital quantum
simulation of spin models with circuit quantum electrodynamics,” Phys. Rev. X, vol. 5,
p. 021027, Jun 2015.
[294] M. B. Hastings and T. Koma, “Spectral gap and exponential decay of correlations,”
Commun. Math. Phys., vol. 265, no. 3, pp. 781–804, 2006.
[295] B. Nachtergaele and R. Sims, “Lieb-robinson bounds and the exponential clustering
theorem,” Commun. Math. Phys., vol. 265, no. 1, pp. 119–130, 2006.
[296] Z.-X. Gong, M. Foss-Feig, S. Michalakis, and A. V. Gorshkov, “Persistence of locality
in systems with power-law interactions,” Phys. Rev. Lett., vol. 113, p. 030602, Jul 2014.
[297] M. Foss-Feig, Z.-X. Gong, C. W. Clark, and A. V. Gorshkov, “Nearly linear light cones
in long-range interacting quantum systems,” Phys. Rev. Lett., vol. 114, p. 157201, Apr
2015.
237
[298] L. Viola and E. Knill, “Robust dynamical decoupling of quantum systems with bounded
controls,” Phys. Rev. Lett., vol. 90, p. 037901, Jan 2003.
[299] T. E. Hodgson, L. Viola, and I. D’Amico, “Towards optimized suppression of dephasing
in systems subject to pulse timing constraints,” Phys. Rev. A, vol. 81, p. 062321, Jun
2010.
[300] G. S. Uhrig and S. Pasini, “Efficient coherent control by sequences of pulses of finite
duration,” New J. Phys., vol. 12, no. 4, p. 045001, 2010.
[301] M. H. Levitt, “Composite pulses,” Prog. Nucl. Magn. Reson. Spectrosc., vol. 18, no. 2,
pp. 61 – 122, 1986.
[302] C. A. Ryan, J. S. Hodges, and D. G. Cory, “Robust decoupling techniques to extend
quantum coherence in diamond,” Phys. Rev. Lett., vol. 105, p. 200402, Nov 2010.
[303] S. Aaronson, Quantum computing since Democritus. Cambridge University Press, 2013.
[304] P. W. Shor, “Polynomial-time algorithms for prime factorization and discrete loga-
rithms on a quantum computer,” SIAM J. Comput., vol. 26, pp. 1484–1509, Oct. 1997.
[305] M. Tillmann, B. Dakic, R. Heilmann, S. Nolte, A. Szameit, and P. Walther, “Experi-
mental boson sampling,” Nat Photon, vol. 7, pp. 540–544, 07 2013.
[306] A. Crespi, R. Osellame, R. Ramponi, D. J. Brod, E. F. Galvao, N. Spagnolo, C. Vitelli,
E. Maiorino, P. Mataloni, and F. Sciarrino, “Integrated multimode interferometers with
arbitrary designs for photonic boson sampling,” Nat Photon, vol. 7, pp. 545–549, 07
2013.
[307] N. Spagnolo, C. Vitelli, L. Sansoni, E. Maiorino, P. Mataloni, F. Sciarrino, D. J. Brod,
E. F. Galvão, A. Crespi, R. Ramponi, and R. Osellame, “General rules for bosonic
bunching in multimode interferometers,” Phys. Rev. Lett., vol. 111, p. 130503, Sep
2013.
[308] N. Spagnolo, C. Vitelli, M. Bentivegna, D. J. Brod, A. Crespi, F. Flamini, S. Giacomini,
G. Milani, R. Ramponi, P. Mataloni, R. Osellame, E. F. Galvao, and F. Sciarrino,
“Experimental validation of photonic boson sampling,” Nat Photon, vol. 8, pp. 615–
620, 08 2014.
[309] J. Carolan, M. D. A., P. J. Shadbolt, N. J. Russell, N. Ismail, K. Wörhoff, T. Rudolph,
M. G. Thompson, J. L. O’Brien, M. C. F., and A. Laing, “On the experimental veri-
fication of quantum complexity in linear optics,” Nat Photon, vol. 8, pp. 621–626, 08
2014.
238
[310] M. Bentivegna, N. Spagnolo, C. Vitelli, F. Flamini, N. Viggianiello, L. Latmiral,
P. Mataloni, D. J. Brod, E. F. Galvão, A. Crespi, R. Ramponi, R. Osellame, and
F. Sciarrino, “Experimental scattershot boson sampling,” Science Advances, vol. 1,
no. 3, p. e1400255, 2015.
[311] L. Valiant, “The complexity of computing the permanent,” Theoretical Computer Sci-
ence, vol. 8, no. 2, pp. 189 – 201, 1979.
[312] C. Gogolin, M. Kliesch, L. Aolita, and J. Eisert, “Boson-Sampling in the light of sample
complexity,” ArXiv e-prints, June 2013.
[313] S. Aaronson and A. Arkhipov, “Bosonsampling is far from uniform,” Quantum Info.
Comput., vol. 14, pp. 1383–1423, Nov. 2014.
[314] M. C. Tichy, K. Mayer, A. Buchleitner, and K. Mølmer, “Stringent and efficient as-
sessment of boson-sampling devices,” Phys. Rev. Lett., vol. 113, p. 020502, Jul 2014.
[315] L. Aolita, C. Gogolin, M. Kliesch, and J. Eisert, “Reliable quantum certification of
photonic state preparations,” Nat Commun, vol. 6, p. 8498, 11 2015.
[316] M. Tillmann, S.-H. Tan, S. E. Stoeckl, B. C. Sanders, H. de Guise, R. Heilmann,
S. Nolte, A. Szameit, and P. Walther, “Generalized multiphoton quantum interference,”
Phys. Rev. X, vol. 5, p. 041015, Oct 2015.
[317] M. C. Tichy, “Interference of identical particles from entanglement to boson-sampling,”
Journal of Physics B: Atomic, Molecular and Optical Physics, vol. 47, no. 10, p. 103001,
2014.
[318] V. S. Shchesnovich, “Partial indistinguishability theory for multiphoton experiments
in multiport devices,” Phys. Rev. A, vol. 91, p. 013844, Jan 2015.
[319] M. Walschaers, J. Kuipers, J.-D. Urbina, K. Mayer, M. C. Tichy, K. Richter, and
A. Buchleitner, “Statistical benchmark for bosonsampling,” New J. Phys., vol. 18,
no. 3, p. 032001, 2016.
[320] P. P. Rohde and T. C. Ralph, “Error tolerance of the boson-sampling model for linear
optics quantum computing,” Phys. Rev. A, vol. 85, p. 022332, Feb 2012.
[321] V. S. Shchesnovich, “Sufficient condition for the mode mismatch of single photons for
scalability of the boson-sampling computer,” Phys. Rev. A, vol. 89, p. 022333, Feb
2014.
[322] S. Scheel, “Permanents in linear optical networks,” eprint arXiv:quant-ph/0406127,
June 2004.
239
[323] K. Mayer, M. C. Tichy, F. Mintert, T. Konrad, and A. Buchleitner, “Counting statistics
of many-particle quantum walks,” Phys. Rev. A, vol. 83, p. 062307, Jun 2011.
[324] D. Porras and J. I. Cirac, “Bose-einstein condensation and strong-correlation behavior
of phonons in ion traps,” Phys. Rev. Lett., vol. 93, p. 263602, Dec 2004.
[325] C. Shen, Z. Zhang, and L.-M. Duan, “Scalable implementation of boson sampling with
trapped ions,” Phys. Rev. Lett., vol. 112, p. 050504, Feb 2014.
[326] Rigorously speaking, each set of generated samples may have different NB since we
do not strictly control it. Hence each χ2 statistic may have different df. However, NB
does not vary much in each run, and we can see that the χ2 statistics for a pair of
experimental samples roughly follow the χ2-distribution with df = NB − 1. The pass
rates in table 6.3 are calculated properly as p-values are computed for each pair of
samples with the actual df.
[327] P. W. Shor, “Algorithms for quantum computation: discrete logarithms and factoring,”
in Foundations of Computer Science, 1994 Proceedings., 35th Annual Symposium on,
pp. 124–134, Nov 1994.
[328] A. W. Harrow, A. Hassidim, and S. Lloyd, “Quantum algorithm for linear systems of
equations,” Phys. Rev. Lett., vol. 103, p. 150502, Oct 2009.
[329] M. J. Bremner, R. Jozsa, and D. J. Shepherd, “Classical simulation of commuting
quantum computations implies collapse of the polynomial hierarchy,” Proc. R. Soc. A,
vol. 467, no. 2126, pp. 459–472, 2010.
[330] M. J. Bremner, A. Montanaro, and D. J. Shepherd, “Average-case complexity ver-
sus approximate simulation of commuting quantum computations,” Phys. Rev. Lett.,
vol. 117, p. 080501, Aug 2016.
[331] K. Fujii and S. Tamate, “Computational quantum-classical boundary of noisy commut-
ing quantum circuits,” Sci. Rep., vol. 6, p. 25598, 2016.
[332] M. J. Bremner, A. Montanaro, and D. J. Shepherd, “Achieving quantum supremacy
with sparse and noisy commuting quantum computations,” ArXiv e-prints, Oct. 2016.
[333] T. Morimae, K. Fujii, and J. F. Fitzsimons, “Hardness of classically simulating the
one-clean-qubit model,” Phys. Rev. Lett., vol. 112, p. 130502, Apr 2014.
[334] K. Fujii, H. Kobayashi, T. Morimae, H. Nishimura, S. Tamate, and S. Tani, “Impossi-
bility of Classically Simulating One-Clean-Qubit Computation,” ArXiv e-prints, Sept.
2014.
240
[335] A. Bouland, L. Mančinska, and X. Zhang, “Complexity classification of two-qubit
commuting hamiltonians,” ArXiv e-prints, Feb. 2016.
[336] E. Farhi and A. W. Harrow, “Quantum Supremacy through the Quantum Approximate
Optimization Algorithm,” ArXiv e-prints, Feb. 2016.
[337] K. Fujii, “Noise Threshold of Quantum Supremacy,” ArXiv e-prints, Oct. 2016.
[338] S. Arora and B. Barak, Computational complexity: a modern approach. Cambridge
University Press, 2009.
[339] See Supplemental Material for more details on the proof of the hardness result and the
simulation and certification with variation distance errors.
[340] I. Buluta and F. Nori, “Quantum simulators,” Science, vol. 326, no. 5949, pp. 108–111,
2009.
[341] S. Toda, “Pp is as hard as the polynomial-time hierarchy,” SIAM J. Comput., vol. 20,
no. 5, pp. 865–877, 1991.
[342] Y. Han, L. A. Hemaspaandra, and T. Thierauf, “Threshold computation and crypto-
graphic security,” SIAM J. Comput., vol. 26, no. 1, pp. 59–78, 1997.
[343] S. Aaronson, “Quantum computing, postselection, and probabilistic polynomial-time,”
Proc. R. Soc. A, vol. 461, no. 2063, pp. 3473–3482, 2005.
[344] D. Hangleiter, M. Kliesch, M. Schwarz, and J. Eisert, “Direct certification of a class of
quantum simulations,” ArXiv e-prints, Apr. 2016.
[345] M. Cramer, M. B. Plenio, S. T. Flammia, R. Somma, D. Gross, S. D. Bartlett,
O. Landon-Cardinal, D. Poulin, and Y.-K. Liu, “Efficient quantum state tomography,”
Nat. Commun., vol. 1, p. 149, Dec. 2010.
[346] B. Fefferman and C. Umans, “The Power of Quantum Fourier Sampling,” ArXiv e-
prints, July 2015.
[347] S. Aaronson, “The equivalence of sampling and searching,” Theor. Comp. Sys., vol. 55,
no. 2, pp. 281–298, 2014.
[348] R. Raussendorf, J. Harrington, and K. Goyal, “A fault-tolerant one-way quantum com-
puter,” Ann. Phys., vol. 321, no. 9, pp. 2242 – 2270, 2006.
[349] H. J. Briegel, D. E. Browne, W. Dür, R. Raussendorf, and M. Van den Nest,
“Measurement-based quantum computation,” Nat. Phys., vol. 5, no. 1, pp. 19–26,
2009.
241
[350] R. Raussendorf and H. J. Briegel, “A one-way quantum computer,” Phys. Rev. Lett.,
vol. 86, pp. 5188–5191, May 2001.
[351] R. Raussendorf, D. E. Browne, and H. J. Briegel, “Measurement-based quantum com-
putation on cluster states,” Phys. Rev. A, vol. 68, p. 022312, Aug 2003.
[352] A. Broadbent, J. Fitzsimons, and E. Kashefi, “Universal blind quantum computation,”
in Foundations of Computer Science, 2009. FOCS ’09. 50th Annual IEEE Symposium
on, pp. 517–526, Oct 2009.
[353] A. Y. Kitaev, “Quantum computations: algorithms and error correction,” Russ. Math.
Surv., vol. 52, no. 6, p. 1191, 1997.
[354] D. Jaksch, H.-J. Briegel, J. I. Cirac, C. W. Gardiner, and P. Zoller, “Entanglement
of atoms via cold controlled collisions,” Phys. Rev. Lett., vol. 82, pp. 1975–1978, Mar
1999.
[355] O. Mandel, M. Greiner, A. Widera, T. Rom, T. W. Hansch, and I. Bloch, “Controlled
collisions for multi-particle entanglement of optically trapped atoms,” Nature, vol. 425,
pp. 937–940, 10 2003.
[356] P. Zupancic, P. M. Preiss, R. Ma, A. Lukin, M. E. Tai, M. Rispoli, R. Islam, and
M. Greiner, “Ultra-precise holographic beam shaping for microscopic quantum control,”
ArXiv e-prints, Apr. 2016.
[357] A. Y. Kitaev, A. Shen, and M. N. Vyalyi, Classical and quantum computation, vol. 47.
American Mathematical Society Providence, 2002.
[358] X. G. WEN, “Topological orders in rigid states,” International Journal of Modern
Physics B, vol. 04, no. 02, pp. 239–271, 1990.
[359] A. Kitaev and J. Preskill, “Topological entanglement entropy,” Phys. Rev. Lett., vol. 96,
p. 110404, Mar 2006.
[360] R. A. Hart, P. M. Duarte, T.-L. Yang, X. Liu, T. Paiva, E. Khatami, R. T. Scalettar,
N. Trivedi, D. A. Huse, and R. G. Hulet, “Observation of antiferromagnetic correlations
in the hubbard model with ultracold atoms,” Nature, vol. 519, pp. 211–214, 03 2015.
[361] M. Boll, T. A. Hilker, G. Salomon, A. Omran, J. Nespolo, L. Pollet, I. Bloch, and
C. Gross, “Spin- and density-resolved microscopy of antiferromagnetic correlations in
fermi-hubbard chains,” Science, vol. 353, no. 6305, pp. 1257–1260, 2016.
242
[362] A. Mazurenko, C. S. Chiu, G. Ji, M. F. Parsons, M. Kanász-Nagy, R. Schmidt,
F. Grusdt, E. Demler, D. Greif, and M. Greiner, “Experimental realization of a long-
range antiferromagnet in the Hubbard model with ultracold atoms,” ArXiv e-prints,
Dec. 2016.
[363] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore, “Colloquium: Nonequi-
librium dynamics of closed interacting quantum systems,” Rev. Mod. Phys., vol. 83,
pp. 863–883, Aug 2011.
[364] J. Eisert, M. Friesdorf, and C. Gogolin, “Quantum many-body systems out of equilib-
rium,” Nat Phys, vol. 11, pp. 124–130, 02 2015.
[365] J. M. Deutsch, “Quantum statistical mechanics in a closed system,” Phys. Rev. A,
vol. 43, pp. 2046–2049, Feb 1991.
[366] M. Srednicki, “Chaos and quantum thermalization,” Phys. Rev. E, vol. 50, pp. 888–901,
Aug 1994.
[367] M. Rigol, V. Dunjko, and M. Olshanii, “Thermalization and its mechanism for generic
isolated quantum systems,” Nature, vol. 452, pp. 854–858, 04 2008.
[368] A. Pal and D. A. Huse, “Many-body localization phase transition,” Phys. Rev. B,
vol. 82, p. 174411, Nov 2010.
[369] R. Nandkishore and D. A. Huse, “Many-body localization and thermalization in quan-
tum statistical mechanics,” Annual Review of Condensed Matter Physics, vol. 6, no. 1,
pp. 15–38, 2015.
[370] T. Kinoshita, T. Wenger, and D. S. Weiss, “A quantum newton’s cradle,” Nature,
vol. 440, pp. 900–903, 04 2006.
[371] P. Richerme, Z.-X. Gong, A. Lee, C. Senko, J. Smith, M. Foss-Feig, S. Michalakis,
A. V. Gorshkov, and C. Monroe, “Non-local propagation of correlations in quantum
systems with long-range interactions,” Nature, vol. 511, pp. 198–201, 07 2014.
[372] P. Jurcevic, B. P. Lanyon, P. Hauke, C. Hempel, P. Zoller, R. Blatt, and C. F. Roos,
“Quasiparticle engineering and entanglement propagation in a quantum many-body
system,” Nature, vol. 511, pp. 202–205, 07 2014.
[373] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli, R. Schittko, P. M. Preiss, and
M. Greiner, “Quantum thermalization through entanglement in an isolated many-body
system,” Science, vol. 353, no. 6301, pp. 794–800, 2016.
243
[374] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lüschen, M. H. Fischer, R. Vosk,
E. Altman, U. Schneider, and I. Bloch, “Observation of many-body localization of
interacting fermions in a quasirandom optical lattice,” Science, vol. 349, no. 6250,
pp. 842–845, 2015.
[375] J.-y. Choi, S. Hild, J. Zeiher, P. Schauß, A. Rubio-Abadal, T. Yefsah, V. Khemani,
D. A. Huse, I. Bloch, and C. Gross, “Exploring the many-body localization transition
in two dimensions,” Science, vol. 352, no. 6293, pp. 1547–1552, 2016.
[376] J. Smith, A. Lee, P. Richerme, B. Neyenhuis, P. W. Hess, P. Hauke, M. Heyl, D. A.
Huse, and C. Monroe, “Many-body localization in a quantum simulator with pro-
grammable random disorder,” Nat Phys, vol. 12, pp. 907–911, 10 2016.
[377] C. R. Monroe, R. J. Schoelkopf, and M. D. Lukin, “Quantum connections,” Scientific
American, vol. 314, no. 5, pp. 50–57, 2016.
[378] L.-M. Duan and C. Monroe, “Colloquium: Quantum networks with trapped ions,” Rev.
Mod. Phys., vol. 82, pp. 1209–1224, Apr 2010.
[379] S. Debnath, N. M. Linke, C. Figgatt, K. A. Landsman, K. Wright, and C. Monroe,
“Demonstration of a small programmable quantum computer with atomic qubits,”
Nature, vol. 536, pp. 63–66, 08 2016.
[380] N. M. Linke, D. Maslov, M. Roetteler, S. Debnath, C. Figgatt, K. A. Landsman,
K. Wright, and C. Monroe, “Experimental Comparison of Two Quantum Computing
Architectures,” ArXiv e-prints, Feb. 2017.
[381] V. Jacques, P. Neumann, J. Beck, M. Markham, D. Twitchen, J. Meijer, F. Kaiser,
G. Balasubramanian, F. Jelezko, and J. Wrachtrup, “Dynamic polarization of single
nuclear spins by optical pumping of nitrogen-vacancy color centers in diamond at room
temperature,” Phys. Rev. Lett., vol. 102, p. 057403, Feb 2009.
[382] M. Glück, A. R Kolovsky, and H. J. Korsch, “Wannier–stark resonances in optical and
semiconductor superlattices,” Physics Reports, vol. 366, no. 3, pp. 103–182, 2002.
[383] H. Miyake, Probing and Preparing Novel States of Quantum Degenerate Rubidium
Atoms in Optical Lattices. PhD thesis, Massachusetts Institute of Technology, 2013.
[384] L. Stockmeyer, “On approximation algorithms for #p,” SIAM J. Comput., vol. 14,
no. 4, pp. 849–861, 1985.
[385] C. E. Porter and R. G. Thomas, “Fluctuations of nuclear reaction widths,” Phys. Rev.,
vol. 104, pp. 483–491, Oct 1956.
244
