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Abstract
This paper considers the question of recovering the phase of an object from intensity-only
measurements, a problem which naturally appears in X-ray crystallography and related disci-
plines. We study a physically realistic setup where one can modulate the signal of interest and
then collect the intensity of its diffraction pattern, each modulation thereby producing a sort
of coded diffraction pattern. We show that PhaseLift, a recent convex programming technique,
recovers the phase information exactly from a number of random modulations, which is poly-
logarithmic in the number of unknowns. Numerical experiments with noiseless and noisy data
complement our theoretical analysis and illustrate our approach.
1 Introduction
1.1 The phase retrieval problem
In many areas of science and engineering, we only have access to magnitude measurements; for
instance, it is far easier for detectors to record the modulus of the scattered radiation than to
measure its phase. Imagine then that we have a discrete object x ∈ Cn, and that we would like to
measure ⟨ak,x⟩ for some sampling vectors ak ∈ Cn but only have access to phaseless measurements
of the form
yk = ∣⟨ak,x⟩∣2, k = 1, . . . ,m. (1.1)
The phase retrieval problem is that of recovering the missing phase of the data ⟨ak,x⟩. Once this
information is available, one can find the vector x by essentially solving a system of linear equations.
The quintessential phase retrieval problem, or phase problem for short, asks to recover a signal
from the modulus of its Fourier transform. This comes from the fact that in coherent X-ray
imaging, it follows from the Fraunhofer diffraction equation that the optical field at the detector
is well approximated by the Fourier transform of the object of interest. Since photographic plates,
CCDs and other light detectors can only measure light intensity, the problem is then to recover
x = {x[t]}n−1t=0 ∈ Cn from measurements of the type
yk = ∣n−1∑
t=0 x[t]e−i2piωkt∣
2
, ωk ∈ Ω, (1.2)
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where Ω is a sampled set of frequencies in [0,1] (we stated the problem in one dimension to
simplify matters). We thus recognize an instance of (1.1) in which the vectors ak are sampled
values of complex sinusoids. X-ray diffraction images are of this form, and as is well known,
permitted the discovery of the double helix [55]. In addition to X-ray crystallography [33, 39],
the phase problem has numerous other applications in the imaging sciences such as diffraction and
array imaging [18, 24], optics [54], speckle imaging in astronomy [26], and microscopy [38]. Other
areas where related problems appear include acoustics [12, 8], blind channel estimation in wireless
communications [4, 45], interferometry [28], quantum mechanics [25, 47] and quantum information
[34].
1.2 Convex relaxation
Previous work [20, 24] suggested to bring convex programming techniques to bear on the phase
retrieval problem. Returning to the general formulation (1.1), the phase problem asks to recover
x ∈ Cn subject to data constraints of the form
tr(aka∗kxx∗) = yk, k = 1, . . . ,m,
where tr(X) is the trace of the matrix X. The idea is then to lift the problem in higher dimensions:
introducing the Hermitian matrix variable X ∈ Sn×n, the phase problem is equivalent to finding X
obeying
X ⪰ 0, rank(X) = 1, tr(aka∗kX) = yk for k = 1, . . . ,m (1.3)
where, here and below, X ⪰ 0 means that X is positive semidefinite. This problem is not tractable
and, by dropping the rank constraint, is relaxed into
minimize tr(X)
subject to X ⪰ 0
tr(aka∗kX) = yk, k = 1, . . . ,m. (1.4)
PhaseLift (1.4) is a semidefinite program (SDP). If its solution happens to have rank one and is
equal to xx∗, then a simple factorization recovers x up to a global phase/sign.
We pause to emphasize that in different contexts, similar convex relaxations for optimizing
quadratic objectives subject to quadratic constraints are known as Schor’s semidefinite relaxations,
see [41, Section 4.3] and [30] on the MAXCUT problem from graph theory for spectacular applica-
tions of these ideas. For related convex relaxations of quadratic problems, we refer the interested
reader to the wonderful tutorial [52].
1.3 This paper
Numerical experiments [20] together with emerging theory suggest that the PhaseLift approach is
surprisingly effective. On the theoretical side, starting with [23], a line of work established that if
the sampling vectors ak are sufficiently randomized, then the convex relaxation is provably exact.
Assuming that the ak’s are independent random (complex-valued) Gaussian vectors, [23] shows
that on the order of n logn quadratic measurements are sufficient to guarantee perfect recovery
via (1.4) with high probability. A subset of the authors [21] reached the same conclusion from on
the order of n equations only, by solving the SDP feasibility problem; to be sure, [21] establishes
that the set of matrices obeying the constraints in (1.4) reduces to a unique point namely, xx∗,
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Figure 1: An illustrative setup for acquiring coded diffraction patterns.
see [27] for a similar result.1 Finally, inspired by PhaseLift and the famous MAXCUT relaxation
of Goemans and Williamson, [53] proposed another semidefinite relaxation called PhaseCut whose
performance from noiseless data—in terms of the number of samples needed to achieve perfect
recovery—turns out to be identical to that of PhaseLift.
While this is all reassuring, the problem is that the Gaussian model, in which each measurement
gives us the magnitude of the dot product ∑n−1t=0 x[t]ak[t] between the signal and (complex-valued)
Gaussian white noise, is very far from the kind of data one can collect in an X-ray imaging and
many related experiments. The purpose of this paper is to show that the PhaseLift relaxation is
still exact in a physically inspired setup where one can modulate the signal of interest and then let
diffraction occur.
1.4 Coded diffraction patterns
Imagine then that we modulate the signal before diffraction. Letting d[t] be the modulating
waveform, we would observe the diffraction pattern
yk = ∣n−1∑
t=0 x[t]d¯[t]e−i2piωkt∣
2
, ωk ∈ Ω. (1.5)
We call this a coded diffraction pattern (CDP) since it gives us information about the spectrum
of {x[t]} modulated by the code {d[t]}. There are several ways of achieving modulations of this
type: one can use a phase mask just after the sample, see Figure 1, or use an optical grating to
modulate the illumination beam as mentioned in [37], or even use techniques from ptychography
which scan an illumination patch on an extended specimen [48, 50]. We refer to [20] for a more
thorough discussion of such approaches.
In this paper, we analyze such a data collection scheme in which one uses multiple modulations.
Our model for data acquisition is thus as follows:
y`,k = ∣n−1∑
t=0 x[t]d¯`[t]e−i2pikt/n∣
2
,
0 ≤ k ≤ n − 1
1 ≤ ` ≤ L . (1.6)
1[21] also establishes near-optimal estimation bounds from noisy data.
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In words, we collect the magnitude of the discrete Fourier transform (DFT) of L modulations of
the signal x. In matrix notation, letting D` be the diagonal matrix with the modulation pattern
d`[t] on the diagonal and f∗k be the rows of the DFT, we observe
y`,k = ∣f∗kD∗`x∣2.
We prove that if we use random modulation patterns (random waveforms d[t]), then the solution
to (1.4) is exact with high probability provided that we have sufficiently many CDPs. In fact, we
will see that the feasible set in (1.4) equal to
{X ∶X ⪰ 0 and A(X) = y} (1.7)
reduces to a single point xx∗. Above A ∶ Sn×n → Rm=nL (Sn×n is the space of self-adjoint matrices)
is the linear mapping giving us the linear equalities in (1.4),
A(X) = {f∗kD∗`XD`fk}`,k = {tr(D`fkf∗kD∗`X)}`,k .
1.5 Main result
Our model assumes random modulations and we work with diagonal matrices D`, 1 ≤ ` ≤ L, which
are i.i.d. copies of a matrix D, whose entries are themselves i.i.d. copies of a random variable d.
Throughout, we assume that d is symmetric, obeys ∣d∣ ≤M as well as the moment conditions
Ed = 0, Ed2 = 0, E ∣d∣4 = 2E ∣d∣2 . (1.8)
A random variable obeying these assumptions is said to be admissible. The reason why we can
have Ed2 = 0 while d ≠ 0 is that d is complex valued. An example of an admissible random variable
is d = b1b2, where b1 and b2 are independent and distributed as
b1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 with prob. 14−1 with prob. 14−i with prob. 14
i with prob. 14
and b2 = ⎧⎪⎪⎨⎪⎪⎩1 with prob.
4
5√
6 with prob. 15
. (1.9)
We would like to emphasize that we impose E[d2] = 0 mostly to simplify our exposition. In fact,
the conclusion of Theorem 1.1 below remains valid if E[d2] ≠ 0, although we do not prove this in
this paper. In particular, we can also work with d distributed as
d = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 with prob. 14
0 with prob. 12−1 with prob. 14 . (1.10)
Theorem 1.1 Suppose that the modulation is admissible and that the number L of coded diffraction
patterns obeys
L ≥ c ⋅ log4 n,
for some fixed numerical constant c. Then with probability at least 1 − 1/n, the feasibility problem
(1.7) reduces to a unique point, namely, xx∗, and thus recovers x up to a global phase shift. For
γ ≥ 1, setting L ≥ cγ log4 n leads to a probability of success at least 1 − n−γ.
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Thus, in a stylized physical setting, it is possible to recover an arbitrary signal from a fairly limited
number of coded diffraction patterns by solving an SDP feasibility problem. As mentioned earlier,
the equivalence from [53] implies that our theoretical guarantees automatically carry over to the
PhaseCut formulation.
Mathematically, the phase recovery problem is different than that in which the sampling vectors
are Gaussian as in [20]. The reason is that the measurements in Theorem 1.1 are far more structured
and far ‘less random’. Loosely speaking, our random modulation model uses on the order of m ∶= nL
random bits whereas the Gaussian model with the same number of quadratic equations would use
on the order of mn random bits (this can be formalized by using the notion of entropy from
information theory). A consequence of this difference is that the proof of the theorem requires new
techniques and ideas. Having said this, an open and interesting research direction is to close the
gap—remove the log factors—and show whether or not perfect recovery can be achieved from a
number of coded diffraction patterns independent of dimension.
The first version of this paper was made publicly available at the same time as [32], which begins
to study the performance of PhaseLift from non-Gaussian sampling vectors. There, the authors
study sampling schemes from certain finite vector configurations, dubbed t-designs. These models
are different from ours and do not include our coded diffraction patterns as a special case. Hence,
our results are not comparable. Having said this, there are similarities in the proof techniques,
especially in the role played by the robust injectivity property, compare our Lemma 3.7 from
Section 3.3 with [32, Section 3.3].
1.6 Other approaches to phase retrieval and related works
There are of course other approaches to phase retrieval and we mention some literature for com-
pleteness and to inform the interested reader of recent progress in this area. Balan [8] studies a
problem where the sampling vectors model a short-time Fourier transform. Balan, Casazza and
Edidin [13] formulate the phase retrieval problem as nonconvex optimization problem. In [12], the
same authors [12] describe some applications of the phase problem in signal processing and speech
analysis and presents some necessary and sufficient conditions which guarantee that the solution
to (1.1) is unique. Other articles studying the minimal number of frame coefficient magnitudes
for noiseless recovery include [19, 5, 15, 40, 10]. We recommend the two blog posts [2] and [3] by
Mixon and the references therein for a comprehensive review and discussion of such results. Lower
bounds on the performance of any recovery method from noisy data are studied in [15, 14, 29].
On the algorithmic side, [7] proposes a nonlinear scheme for phase retrieval having exponential
time complexity in the dimension of the signal x while [11] presents a tractable algorithm requiring
a number of measurements at least quadratic in the dimension of the signal; that is to say, m ≥ c ⋅n2
for some constant c > 0.
We also wish to mention some recent works aiming at presenting efficient reconstruction al-
gorithms for generic frames (for certain types of sampling vectors such as those in [5, 16, 46] fast
implementations already exist) and give two references. The first [9] introduces an iterative regular-
ized least-square algorithm and establishes convergence of the algorithm. It is however not known
whether this algorithm enjoys accurate reconstruction guarantees. The second [42] is recent and
studies an alternative minimization approach for phase retrieval, which yields very accurate but
not exact reconstructions from a number of measurements that needs to be at least on the order
of n logn3 Gaussian measurements.
There also is a recent body of work studying the phase retrieval under sparsity assumptions
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about the signal we wish to recover, see [49, 43, 36, 35, 44] as well as the references therein. Finally,
a different line of work [5, 16] studies the phase retrieval by polarization, see also [46] for a related
approach. This technique comes with an algorithm that can achieve recovery using on the order
of logn specially constructed masks/codes in the noiseless case. However, to the extent of our
knowledge, PhaseLift offers more flexibility in terms of the number and types of masks that can be
used since it can be applied regardless of the data acquisition scheme. In addition, when dealing
with noisy data PhaseLift behaves very well, see Section 2 below and the experiments in [16].
2 Numerical Experiments
In this section we carry out some simple numerical experiments to show how the performance of
the algorithm depends on the number of measurements/masks and how the algorithm is affected
by noise. To solve the optimization problems below we use Auslender and Teboulle [6] sub-gradient
optimization method with a solver written in the framework provided by TFOCS [17] (The code
is available online at [1]). The stopping criterion is when the Frobenius norm of the relative error
of the objective between two subsequent iterations falls below 10−10 or the number of iterations
reaches 50,000, whichever occurs first. Before presenting the results we introduce the signal and
measurement models we use.
2.1 Signal models
We consider two signal models:
• Random low-pass signals. Here, x is given by
x[t] = M/2∑
k=−(M/2−1)(Xk + iYk)e2pii(k−1)(t−1)/n,
with M = n/8 and Xk and Yk are i.i.d. N (0,1).
• Random Gaussian signals. In this model, x ∈ Cn is a random complex Gaussian vector with
i.i.d. entries of the form x[t] = X + iY with X and Y distributed as N (0,1); this can be
expressed as
x[t] = n/2∑
k=−(n/2−1)(Xk + iYk)e2pii(k−1)(t−1)/n,
where Xk and Yk are are i.i.d. N (0,1/8) so that the low-pass model is a ‘bandlimited’ version
of this high-pass random model (variances are adjusted so that the expected power is the
same).
2.2 Measurement models
We perform simulations based on four different kinds of measurements:
• Gaussian measurements. We sample m = nL random complex Gaussian vectors ak and use
measurements of the form ∣a∗kx∣2.
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• Binary modulations/codes. We sample (L − 1) binary codes distributed as
d = ⎧⎪⎪⎨⎪⎪⎩1 with prob.
1
2
0 with prob. 12
together with a regular diffraction pattern (d[t] = 1 for all t).
• Ternary modulations/codes. We sample (L − 1) ternary codes distributed as (1.10) together
with a regular diffraction pattern.
• Octanary modulations/codes. Here, the codes are distributed as (1.9).
2.3 Phase transitions
We carry out some numerical experiments to show how the performance of the algorithm depends
on the number of measurements/coded patterns. For this purpose we consider 50 trials. In each
trial we generate a random complex vector x ∈ Cn (with n = 128) from both signal models and
gather data according to the four different measurement models above. For each trial we solve the
following optimization problem
min
1
2
∥b −A(X)∥2`2 + λtr(X) subject to X ⪰ 0 (2.1)
with λ = 10−3 (Note that the solution to (2.1) as λ tends to zero will equal to the optimal solution
of (1.4)).
In Figure 2 we report the empirical probability of success for different signal and measurement
models with different number of measurements. We declare a trial successful if the relative error
of the reconstruction (∥Xˆ −xx∗∥
F
/ ∥xx∗∥F ) falls below 10−5). These plots suggest that for the
type of models studied in this paper six coded patterns are sufficient for exact recovery via convex
programming.
2.4 Noisy measurements
We now study how the performance of the algorithm behaves in the presence of noise. We con-
sider Poisson noise which is the usual noise model in optics. More, specifically we assume that
the measurements {yk}mk=1 is a sequence of independent samples from the Poisson distributions
Poi(µk), where µk = ∣a∗kx∣2 correspond to the noiseless measurements. The Poisson log-likelihood
for independent samples has the form ∑k yk logµk −µk (up to an additive constant factor). Follow-
ing a classical fitting approach we balance a maximum likelihood term with the trace norm in the
relaxation (1.4):
min∑
k
[µk − yk logµk] + λtr(X) subject to µ = A(X) and X ⪰ 0.
The test signal is again a complex random signal sampled according to the two models described
in Section 2.1. We use eight CDP’s according to the three models described in Section 2.2. Poisson
noise is adjusted so that the SNR levels range from 10 to 50dB. Here, SNR = ∥A(xx∗)∥`2 / ∥b −A(xx∗)∥`2
is the signal-to-noise ratio. For the regularization parameter we use λ = 1/SNR. (In these exper-
iments, the value of SNR is known. The result, however, is rather insensitive to the choice of
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Figure 2: Empirical probability of success based on 50 random trials for different
signal/measurement models and a varied number of measurements. A value of L on
the x-axis means that we have a total of m = Ln samples.
the parameter λ and a good choice for the regularization parameter λ can be obtained by cross
validation.) For each SNR level we repeat the experiment ten times with different random noise
and different random CDP’s.
Figure 3 shows the average relative MSE (in dB) versus the SNR (also in dB). More precisely,
the values of 10 log10(rel. MSE) are plotted, where rel. MSE = ∥Xˆ −xx∗∥2F / ∥Xˆ∥2F . These figures
indicate that the performance of the algorithm degrades linearly as the SNR decreases (on a dB/dB
scale). Empirically, the slope is close to -1, which means that the MSE scales like the noise. Together
with the low offset, these features indicate that all is as in a well-conditioned-least squares problem.
3 Proofs
We prove our results in this section. Before we begin, we introduce some notation. We recall that
the random variable d is admissible, i.e. bounded i.e. ∣d∣ ≤ M , symmetric, and obeying moment
constraints
Ed = 0, Ed2 = 0, E ∣d∣4 = 2E ∣d∣2 . (3.1)
Without loss of generality we also assume that E ∣d∣2 = 1. Throughout D is a diagonal matrix with
i.i.d. entries distributed as d. For a vector y ∈ Cn we use yT and y∗ to denote the transpose and
complex conjugate of the vector y. We also use y¯ to denote elementwise conjugation of the entries
of y. Since this is less standard, we prefer to be concrete as to avoid ambiguity: for example,
[ 1 + i
1 + 2i]T = [1 + i 1 + 2i] , [ 1 + i1 + 2i]∗ = [1 − i 1 − 2i] , [ 1 + i1 + 2i] = [ 1 − i1 − 2i] .
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Figure 3: SNR versus relative MSE on a dB-scale for different kinds of sig-
nal/measurement models. The linear relationship between SNR and MSE (on the dB
scale) is apparent. The MSE behaves as in a well-conditioned least-squares problem.
Continuing, ∥X∥ is the spectral or operator norm of a matrix X. Finally, 1 is a vector with all
entries equal to one.
Throughout, we assume that the fixed vector x we seek to recover is unit normed, i.e. ∥x∥`2 = 1.
Throughout T is the linear subspace
T = {X = xy∗ + yx∗ ∶ y ∈ Cn}.
This subspace may be interpreted as the tangent space at xx∗ to the manifold of Hermitian matrices
of rank 1. Below T ⊥ is the orthogonal complement to T . For a linear subspace V of Hermitian
matrices, we use YV or PV (Y ) to denote the orthogonal projection of Y onto V . With this, the
reader will check that YT ⊥ = (I −xx∗)Y (I −xx∗).
3.1 Preliminaries
It is useful to record two identities that shall be used multiple times, and defer the proofs to the
Appendix.
Lemma 3.1 For any fixed vector x ∈ Cn
E( 1
nL
A∗A(xx∗)) = E( 1
n
n∑
k=1 ∣f∗kD∗x∣2Dfkf∗kD∗) = xx∗ + ∥x∥2`2 I.
Lemma 3.2 For any fixed x ∈ Cn,
E( 1
n
n∑
k=1 (f∗kD∗x)2DfkfTk D) = 2xxT .
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Next, we present two simple intermediate results we shall also use. The proofs are also in the
Appendix.
Lemma 3.3 Fix δ > 0 and suppose the number L of CDP’s obeys L ≥ c logn for some sufficiently
large numerical constant c. Then with probability at least 1 − 1/n2,
∥ 1
nL
A∗(1) − In∥ ≤ δ.
Lemma 3.4 For all positive semidefinite matrices X, it holds
1
nL
∥A(X)∥`1 ≤M2tr(X).
Finally, the last piece of mathematics is the matrix Hoeffding inequality
Lemma 3.5 [51, Theorem 1.3] Let {S`}L`=1 be a sequence of independent random n×n self-adjoint
matrices. Assume that each random matrix obeys
ES` = 0 and ∥S`∥ ⪯ ∆ almost surely. (3.2)
Then for all t ≥ 0,
P( 1
L
∥ L∑`=1S`∥ ≥ t) ≤ 2n exp(− Lt
2
8∆2
). (3.3)
3.2 Certificates
We now establish sufficient conditions guaranteeing that x∗x is the unique feasible point of (1.7).
Variants of the lemma below have appeared before in the literature, see [23, 27, 21].
Lemma 3.6 Suppose the mapping A obeys the following two properties:
1. For all matrices X ∈ T
1√
nL
∥A(X)∥`2 ≥ (1 − δ)√2 ∥X∥F . (3.4)
2. There exists a self-adjoint matrix of the form Z = A∗(λ), with λ real valued (this makes sure
that Z is self adjoint), obeying
ZT ⊥ ⪯ −IT ⊥ and ∥ZT ∥F ≤ 1 − δ
2M2
√
nL
. (3.5)
Then x∗x is the unique element in the feasible set (1.7).
Proof Suppose xx∗ +H is feasible. Feasibility implies that H is a self-adjoint matrix in the null
space of A and HT ⊥ ⪰ 0. This is because for all y ⊥ x,
y∗(xx∗ +H)y = y∗Hy ≥ 0,
which says that HT ⊥ is positive semidefinite. This gives⟨H,Y ⟩ = 0 = ⟨HT ,ZT ⟩ + ⟨HT ⊥ ,ZT ⊥⟩.
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On the one hand, ⟨HT ,ZT ⟩ = −⟨HT ⊥ ,ZT ⊥⟩ ≥ ⟨HT ⊥ ,IT ⊥⟩ = tr(HT ⊥). (3.6)
Therefore,
tr(HT ⊥) ≥ 1
M2nL
∥A(HT ⊥)∥`1 ≥ 1M2nL ∥A(HT ⊥)∥`2 .
where the first inequality above follows from Lemma 3.4. The injectivity property (3.4) gives
1√
nL
∥A(HT )∥`2 ≥ (1 − δ)√2 ∥HT ∥F
and since A(HT ) = −A(HT ⊥), we established
tr(HT ⊥) ≥ 1 − δ√
2nLM2
∥HT ∥F . (3.7)
On the other hand, ∣⟨HT ,ZT ⟩∣ ≤ ∥HT ∥F ∥ZT ∥F ≤ 1 − δ
2M2
√
nL
∥HT ∥F . (3.8)
In summary, (3.6), (3.7) and (3.8) assert that HT = 0. In turn, this gives tr(HT ⊥) = 0 by (3.6),
which implies that HT ⊥ = 0 since HT ⊥ ⪰ 0. This completes the proof.
Property (3.4) can be viewed as a form of robust injectivity of the mapping A restricted to
elements in T . It is of course reminiscent of the local restricted isometry property in compressive
sensing. Property (3.5) can be interpreted as the existence of an approximate dual certificate. It
is well known that injectivity together with an exact dual certificate leads to exact reconstruction.
The above lemma essentially asserts that a robust form of injectivity together with an approximate
dual certificate leads to exact recovery as in [23, Section 2.1], see also [31]. In the next two sections
we show that the two properties stated in Lemma 3.6 above each hold with probability at least
1 − 1/(2n).
3.3 Robust injectivity
Lemma 3.7 Fix δ > 0 and suppose L obeys L ≥ c log3 n for some sufficiently large numerical
constant c. Then with probability at least 1 − 1/2n, for all X ∈ T ,
1√
nL
∥A(X)∥`2 ≥ (1 − δ)√2 ∥X∥F .
Proof First, notice that without loss of generality we can assume that x∗y is real valued in the
definition of T . That is,
T = {X = xy∗ + yx∗ ∶ y ∈ Cn and x∗y ∈ R}.
The reason why this is true is that for any y ∈ Cn, we can find λ ∈ R, such that x∗y − iλx∗x =
x∗(y − iλx) ∈ R while
x(y − iλx)∗ + (y − iλx)x∗ = xy∗ + yx∗,
Now for any X = xy∗ + yx∗ ∈ T ,
∥X∥F = ∥xy∗ + yx∗∥F ≤ ∥xy∗∥F + ∥yx∗∥F ≤ 2 ∥x∥`2 ∥y∥`2 = 2 ∥y∥`2 , (3.9)
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where we recall that ∥x∥`2 = 1. Hence, it suffices to show that
1√
nL
∥A(xy∗ + yx∗)∥`2 ≥ (1 − δ)√2 ∥y∥`2 . (3.10)
We have ∥A(xy∗ + yx∗)∥2`2 = L∑`=1
n∑
k=1(f∗kD∗`(xy∗ + yx∗)D`fk)
2
.
(The reader might have expected a sum of squared moduli but since xy∗ + yx∗ is self adjoint,
f∗kD∗`(xy∗ + yx∗)D`fk is real valued and so we can just as well use squares. For exposition
purposes, set
Ak(D) = ∣f∗kD∗x∣2 fkf∗k , Bk(D) = (f∗kD∗x)2fkfTk .
A simple computation we omit yields
(f∗kD∗xy∗Dfk + f∗kD∗yx∗Dfk)2 = [yy¯]∗ [D 00 D∗] [Ak(D) Bk(D)Bk(D) Ak(D)] [D∗ 00 D] [yy¯]
= [y
y¯
]∗Wk(D) [yy¯] ,
where
Wk(D) ∶= [D 00 D∗] [Ak(D) Bk(D)Bk(D) Ak(D)] [D∗ 00 D] .
Fix a positive threshold Tn. We now claim that (3.10) follows from
1
nL
L∑`=1
n∑
k=1Wk(D`)1(∣f∗kD∗`x∣ ≤ Tn) ⪰ α [ x−x] [ x−x]
∗ + (1 − δ)2I2n (3.11)
in which α is any real valued number. To see why this is true, observe that
1
nL
∥A(xy∗ + yx∗)∥2`2 ≥ [yy¯]∗ 1nL ∑`∑k Wk(D`)1(∣f∗kD∗`x∣ ≤ Tn) [yy¯]
≥ (1 − δ)2 [y
y¯
]∗ I2n [yy¯] = 2(1 − δ)2 ∥y∥2`2 .
The last inequality comes from (3.11) together with
[ x−x]∗ [yy] = 0,
which holds since we assumed that x∗y is real valued.
The remainder of the proof justifies (3.11) by means of the matrix Hoeffding inequality. Let⟨W ⟩ be the left-hand side in (3.11) (we use notation from physics to denote empirical averages since
a bar denotes complex conjugation and we would like to avoid overloading symbols). By definition⟨W ⟩ is the empirical average of L i.i.d. copies of
W (D) = 1
n
n∑
k=1Wk(D)1{∣f∗kD∗x∣≤Tn}.
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First, Wk(D) ⪰ 0 since
[Ak(D) Bk(D)
Bk(D) Ak(D)] = [(f∗kD∗x)fk(f∗kD∗x)fk] [(f
∗
kD
∗x)fk(f∗kD∗x)fk]
∗
.
Further,
[Ak(D) Bk(D)
Bk(D) Ak(D)] = [2Ak(D) 00 2Ak(D)] − [ Ak(D) −Bk(D)−Bk(D) Ak(D) ]
⪯ [2Ak(D) 0
0 2Ak(D)] .
The inequality comes from
[ Ak(D) −Bk(D)−Bk(D) Ak(D) ] = [ (f∗kD∗x)fk−(f∗kD∗x)fk] [ (f
∗
kD
∗x)fk−(f∗kD∗x)fk]
∗ ⪰ 0.
Hence,
n∑
k=1 [Ak(D) Bk(D)Ak(D) Bk(D)]1{∣f∗kD∗x∣≤Tn} ⪯ 2
n∑
k=1
⎡⎢⎢⎢⎢⎣∣f
∗
kD
∗x∣2 fkf∗k 0
0 ∣f∗kD∗x∣2 fkfTk
⎤⎥⎥⎥⎥⎦1{∣f∗kD∗x∣≤Tn}⪯ 2T 2n n∑
k=1 [fkf
∗
k 0
0 fkf
T
k
]
= 2nT 2nI2n.
In summary, ∥W (D)∥ ≤ 2T 2n∥D∥2 ≤ 2M2T 2n .
We now roughly estimate the mean of W (D). Obviously,
W (D) = 1
n
∑
k
Wk(D) − 1
n
∑
k
Wk(D)1{∣f∗
k
D∗x∣≤Tn}
∶= W˜ (D) − 1
n
∑
k
Wk(D)1{∣f∗
k
D∗x∣≤Tn}.
By Lemmas 3.1 and 3.2, the mean of the first term (W˜ (D)) is equal to
EW˜ (D) = I2n + [ xx∗ 2xxT2x¯x∗ xxT ] . (3.12)
Furthermore, a simple calculation shows that since
∣f∗kD∗x∣ ≤ ∥fk∥`2 ∥D∗x∥`2 ≤ ∥fk∥`2 ∥D∥ ≤ √n∥D∥,
one can verify that ∥Wk(D)∥ ≤ 4n2∥D∥4 ≤ 4M4n2.
13
Therefore, Jensen’s inequality gives
∥EW (D) − EW˜ (D)∥ = ∥E 1
n
∑
k
Wk(D)1{∣f∗
k
D∗x∣≤Tn}∥
≤ E∥ 1
n
∑
k
Wk(D)1{∣f∗
k
D∗x∣≤Tn}∥
≤ 4M4n n∑
k=1P(∣f∗kD∗x∣ > Tn).
Setting Tn = √2β logn, then a simple application of Hoeffding’s inequality gives
P(∣f∗kD∗x∣ > √2β logn) ≤ 2n−β
(we omit the details). Therefore,
∥EW (D) − EW˜ (D)∥ ≤ 8M4
nβ−2 . (3.13)
Next,
∥W (D) − EW (D)∥ ≤ ∥W (D)∥ + ∥EW (D)∥ ≤ ∥W (D)∥ + ∥EW˜ (D)∥ + ∥EW (D) − EW˜ (D)∥
and with Tn as above, collecting our estimates gives
∥W (D) − EW (D)∥ ≤ 4M2β logn + 4 + 8M4
nβ−2 ∶= ∆.
We have done the groundwork to apply the matrix Hoeffding inequality (3.3), which reads
P (∥⟨W ⟩ − EW (D)∥ ≥ t) ≤ 2n exp(− Lt2
8∆2
).
This implies that when β is sufficiently large and L ≥ c log3 n for a sufficiently large constant,
∥ ⟨W ⟩ − EW (D)∥ ≤ /2
with probability at least 1 − 1/(2n). Now from (3.12), and (3.13) gives
EW (D) = I2n + 3
2
[x
x¯
] [x∗,xT ] − 1
2
[ x−x¯] [x∗,−xT ] +E,
where (3.13) gives that ∥E∥ ≤ /2 provided β ≥ 2+ log(16M4−1)/ logn. Hence, we have established
that
⟨W ⟩ ⪰ (1 − )I2n + 3
2
[x
x¯
] [x∗,xT ] − 1
2
[ x−x¯] [x∗,−xT ] ⪰ (1 − )I2n − 12 [ x−x¯] [x∗,−xT ]
since [x
x¯
] [x∗,xT ] ⪰ 0. With  = 2δ − δ2, this is the desired conclusion (3.11).
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3.4 Dual certificate construction via the golfing scheme
We now construct the approximate dual certificate Z obeying the conditions of Lemma 3.6. For
this purpose we use the golfing scheme first presented in the work of Gross [31]. Modifications of
this technique have subsequently been used in many other papers e.g. [22, 23, 36]. The special
form used here is most closely related to the construction in [36]. The mathematical validity of our
construction crucially relies on the lemma below, whose proof is the object of the separate Section
3.5.
Lemma 3.8 Assume that L ≥ c log3 n for a sufficiently large constant c. Then for any fixed X ∈ T ,
there exists Y of the form Y = A∗(λ) with λ real valued such that
∥Y −X∥ ≤ √2
20
∥X∥F
holds with probability at least 1 − 1/n2. This inequality has the immediate consequences
∥YT −X∥F ≤ 15 ∥X∥F , ∥YT ⊥∥ ≤
√
2
20
∥X∥F .
To build our approximate dual certificate Z, we partition the modulations or CDPs into B + 1
different groups so that, from now on, A0 corresponds to those measurements from the first L0
modulations, A1 to those from the next L1 ones, and so on. Clearly, L0 + L1 + . . . + LB = L. The
random mappings {Ab}Bb=0 correspond to independent modulations and are thus independent. Our
golfing scheme starts with X(0) = 2nL0PT (A∗0(1)) (1 is the all-one vector) and for b = 1, . . . ,B,
inductively defines
• Y (b) ∈ Range(A∗b ) obeying ∥Y (b) −X(b−1)∥ ≤ √220 ∥X(b−1)∥F ,
• and X(b) =X(b−1) −PT (Y (b)).
In the end, we set
Z = Y − 2
nL0
A∗0(1), Y = B∑
t=1Y (b).
Note that Lemma 3.8 asserts that Y (b) exists with high probability, and that for each b both
∥X(b)∥
F
≤ 1
5
∥X(b−1)∥
F
and ∥Y (b)T ⊥ ∥ ≤ √220 ∥X(b−1)∥F (3.14)
hold on an event of probability at least 1 − 1/n2.
We now show that our construction Z satisfies the required assumptions from Lemma 3.6. First,
Z is self-adjoint and of the form A∗(λ) with λ ∈ RnL. Second,
ZT = YT − 2
nL0
PT (A∗0(1)) = B∑
b=1PT (Y (b)) −X(0) =
B∑
b=1(X(b−1) −X(b)) −X(0) = −X(B).
Then (3.14) implies that with probability at least 1 −B/n2
∥ZT ∥F ≤ ∥X(B)∥F ≤ 15B ∥X(0)∥F . (3.15)
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Also, (3.14) gives
∥YT ⊥∥ ≤ B∑
b=1 ∥Y (b)T ⊥ ∥ ≤
√
2
20
B∑
b=1 ∥X(t−1)∥F ≤
√
2
20
B∑
b=1
1
5b
∥X(0)∥F < √2
16
∥X(0)∥F (3.16)
with probability at least 1 −B/n2. If L0 ≥ c logn for a sufficiently large constant c > 0, Lemma 3.3
states that
∥ 2
nL0
A∗0(1) − 2I∥ ≤ 14
with probability at least 1 − 1/n2. Using the fact that for any matrix W , we have ∥WT ∥ ≤ 2∥W ∥
and ∥WT ⊥∥ ≤ ∥W ∥ we conclude that∥X(0) − 2IT ∥ ≤ 1/2, ∥YT ⊥ −ZT ⊥ − 2IT ⊥∥ ≤ 1/4. (3.17)
Since X(0) has rank at most 2,
∥X(0)∥
F
≤ √2∥X(0)∥ ≤ √2∥X(0) − 2IT ∥ + 2√2∥IT ∥
Finally, with (3.17) and ∥IT ∥ ≤ 1, we conclude that
∥X(0)∥
F
< 4. (3.18)
Plugging this into (3.15) we arrive at
∥ZT ∥F ≤ 45B . (3.19)
Also, (3.16), (3.17) and (3.18) give
∥ZT ⊥ + 2IT ⊥∥ ≤ ∥YT ⊥∥ + ∥YT ⊥ −ZT ⊥ − 2IT ⊥∥ ≤ √2
4
+ 1
4
< 1 ⇒ ZT ⊥ ⪯ −IT ⊥ . (3.20)
Therefore, the assumptions in Lemma 3.6 hold with probability at least 1 − 1/2n by applying the
union bound and using with the proviso that B ≥ c1 logn and Lb ≥ c2 log3 n for sufficiently large
constants c1 and c2 (this is why we require L ≥ c log4 n for a sufficiently large constant).
3.5 Proof of Lemma 3.8
The immediate consequences hold for the following reasons. First, since any matrix in T has rank
at most 2, ∥YT −X∥F ≤ √2∥YT −X∥ ≤ 2√2∥Y −X∥ ≤ 1
5
∥X∥F ,
where the second inequality follows from ∥MT ∥ ≤ 2∥M∥ for any M . Second, since ∥MT ⊥∥ ≤ ∥M∥,
∥YT ⊥∥ = ∥YT ⊥ −XT ⊥∥ ≤ ∥Y −X∥ ≤ √2
20
∥X∥F .
It thus suffices to prove the first property. To this end consider the eigenvalue decomposition of
X = λ1u1u∗1 + λ2u2u∗2 . The proof follows from Lemma 3.9 below combined with Lemma 3.3.
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Lemma 3.9 Assume L ≥ c log3 n for a sufficiently large constant c. Given any fixed self-adjoint
matrix vv∗, with probability at least 1 − 1/(2n3) there exists Ỹ ∈ Range(A∗) obeying
∥Ỹ − (vv∗ + ∥v∥2`2 I)∥ ≤  ∥v∥2`2 .
Proof Without loss of generality, assume ∥v∥`2 = 1 and set Ỹ = ⟨Y ⟩,
⟨Y ⟩ = 1
L
L∑
l=1Y`, Y` = 1n
n∑
k=1 ∣f∗kD∗`v∣2 1{∣f∗kD∗`v∣≤Tn}D`fkf∗kD∗`,
which is of the form A∗(λ). The Y`’s are i.i.d. copies of Y ,
Y = 1
n
n∑
k=1 ∣f∗kD∗v∣2Dfkf∗kD∗ − 1n
n∑
k=1 ∣f∗kD∗v∣2 1{∣f∗kD∗v∣>Tn}Dfkf∗kD∗.
Notice that the random positive semi-definite matrix Y obeys
Y ⪯ 1
n
n∑
k=1T 2nDfkf∗kD∗ = T 2nDD∗.
By Lemma 3.1,
E( 1
n
n∑
k=1 ∣f∗kD∗v∣2Dfkf∗kD∗) = vv∗ + I.
Using Jensen’s inequality, we have as in the proof of Lemma 3.7
∥E( 1
n
n∑
k=1 ∣f∗kD∗v∣2 1{∣f∗kD∗v∣>Tn}Dfkf∗kD∗)∥ ≤ 1n
n∑
k=1E(1{∣f∗kD∗v∣>Tn})n2M4. (3.21)
Put Tn = √2β logn. Hoeffding’s inequality gives
E(1{∣f∗
k
D∗v∣>Tn}) ≤ 2n−β.
Plugging this into (3.21) we arrive at
∥E( 1
n
n∑
k=1 ∣f∗kD∗v∣2 1{∣f∗kD∗v∣>Tn}Dfkf∗kD∗)∥ ≤ 2M
4
nβ−2 .
For sufficiently large β, this implies
∥E(Y ) − (vv∗ + I)∥ ≤ 2∥D∥4
nβ−2 ≤ 2 . (3.22)
By using Hoeffding inequality in a similar fashion as in the proof of Lemma 3.7, we obtain (we omit
the details) ∥⟨Y ⟩ − E(Y )∥ ≤ 
2
.
Combining the latter with (3.22), we conclude
∥⟨Y ⟩ − (vv∗ + I)∥ ≤ .
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4 Discussion
In this paper, we proved that a signal could be recovered by convex programming techniques from
a few diffraction patterns corresponding to generic modulations obeying an admissibility condition.
We expect that our results, methods and proofs extend to more general random modulations
although we have not pursued such extensions in this paper. Further, we proved that on the order
of (logn)4 CDPs suffice for perfect recovery and we expect that further refinements would allow to
reduce this number, perhaps all the way down to a figure independent of the number n of unknowns.
Such refinements appear quite involved to us and since our intention is to provide a reasonably
short and conceptually simple argument, we leave such refinements to future research.
5 Appendix
Set ω = e 2piin to be the nth root of unity so that
f∗k = [ω−0(k−1), ω−1(k−1), . . . , ω−(n−1)(k−1)] , fk =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
ω0(k−1)
ω1(k−1)⋮
ω(n−1)(k−1)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
For two integers a and b we use a
n≡ b to denote congruence of a and b modulo n (n divides a − b).
5.1 Proof of Lemma 3.1
Put
Y ∶= 1
n
n∑
k=1 ∣f∗kD∗x∣2Dfkf∗kD∗.
By definition,
∣f∗kD∗x∣2 = ( n∑
a=1 d¯axaω−(a−1)(k−1))(
n∑
b=1dbx¯bω(b−1)(k−1))= n∑
a=1
n∑
b=1ω(b−a)(k−1)d¯adbxax¯b
Further,
Ypq = 1
n
n∑
k=1
n∑
a=1
n∑
b=1ω(b−a+p−q)(k−1)d¯adbdpd¯qxax¯b= n∑
a=1
n∑
b=1 d¯adbdpd¯qxax¯b( 1n
n∑
k=1ω(b−a+p−q)(k−1))= n∑
a=1
n∑
b=1 d¯adbdpd¯qxax¯b1{a+q n≡ b+p}.
Therefore,
E[Ypq] = n∑
a=1
n∑
b=1E[d¯adbdpd¯q]xax¯b1{a+q n≡ b+p}.
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• Diagonal terms (p = q): Here, E[d¯adb∣dp∣2] = 0 unless a = b. This gives
E[Ypp] = n∑
a=1E[∣da∣2 ∣dp∣2] ∣xa∣2= E[∣dp∣4] ∣xp∣2 + E[∣dp∣2 ( n∑
a≠p ∣da∣2 ∣xa∣2)]= ∣xp∣2 + ∥x∥2`2 .
• Off-diagonal terms (p ≠ q): Here E[d¯adbdpd¯q] = 0 unless (a = p, b = q) so that
E[Ypq] = (E[∣d∣2])2xpx¯q = xpx¯q.
This concludes the proof.
5.2 Proof of Lemma 3.2
Put
R = 1
n
n∑
k=1 (f∗kD∗x)2DfkfTk D.
By definition, (f∗kD∗x)2 = n∑
a=1
n∑
b=1ω−(a+b−2)(k−1)d¯ad¯bxaxb
and
Rpq = 1
n
n∑
k=1
n∑
a=1
n∑
b=1ω(p+q−a−b)(k−1)d¯ad¯bdpdqxaxb= n∑
a=1
n∑
b=1 d¯ad¯bdpdqxaxb( 1n
n∑
k=1ω(p+q−a−b)(k−1))= n∑
a=1
n∑
b=1 d¯ad¯bdpdqxaxb1{p+q n≡a+b}.
Therefore,
E[Rpq] = n∑
a=1
n∑
b=1E[d¯ad¯bdpdq]xaxb1{p+q n≡a+b}.
• Diagonal terms (p = q): Here, E[d¯adb∣dp∣2] = 0 unless a = b = p. This gives
E[Rpp] = E[∣d∣4]x2p = 2x2p.
• Off-diagonal terms (p ≠ q): Here, E[d¯ad¯bdpdq] = 0 unless (a = p, b = q) or (a = q, b = p). This
gives
E[Rpq] = 2E[∣dp∣2 ∣dq ∣2]xpxq = 2xpxq.
This concludes the proof.
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5.3 Proof of Lemma 3.3
Note that
Z ∶= 1
nL
A∗(1) = 1
nL
L∑`=1
n∑
k=1D`fkf∗kD∗` = 1L
L∑`=1D`D∗`.
Therefore, Z is a diagonal matrix with i.i.d. diagonal entries distributed as 1L ∑L`=1X` , where the
X` are i.i.d. random variables with E[X`] = E[∣d∣2] = 1 and ∣X`∣ = ∣d∣2 ≤M2. The statement in the
lemma then follows from Hoeffding’s inequality
P{ ∣ 1
L
L∑`=1X` − 1∣ ≥ t} ≤ 2e− 2LM2 t2
combined with the union bound.
5.4 Proof of Lemma 3.4
The proof is straightforward and parallels calculations in [23]. Fix a unit-normed vector v, then
∥A(vv∗)∥`1 = L∑`=1
n∑
k=1 ∣f∗kD∗`v∣2 = n
L∑`=1 ∥D∗`v∥2`2 ≤ nM2
L∑`=1 ∥v∥2`2 = nLM2.
Consider now the eigenvalue decomposition X = ∑nj=1 λjvjv∗j where λj is nonnegative since X ⪰ 0.
Then
∥A(X)∥`1 = n∑
j=1λj ∥A(vjv∗j )∥`1 ≤ nLM2∑j λj = nLM2tr(X).
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