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ABSTRACT 
With the rapid advancements in genotyping technologies, plant phenotyping has 
become a bottleneck in exploiting the massive genomic data for crop improvement. The 
common practice of plant phenotyping relies on human efforts, which is labor-intensive, 
time-consuming, and prone to human errors. This dissertation documents our innovative 
research in automated plant phenotyping using 3D machine vision and robotics. 
Sorghum and maize are important economic crops for food, feed, fuel, and fiber 
production. Manipulation of plant architecture plays a vital role in yield improvement via 
plant breeding. A high-throughput, field-based robotic phenotyping system was 
developed to characterize plant architecture for tall-growing sorghum plants having dense 
population and canopies. Side-viewing stereo cameras were used for 3D reconstruction of 
plants. A novel data processing pipeline was developed to measure plant height, width, 
convex hull volume, surface area, and stem diameter. These image-derived features were 
highly correlated with the in-field manual measurements, and with high repeatability. 
Additionally, Time-of-Flight 3D imaging was used to collect side-view point 
clouds of maize plants under field conditions. Algorithms for extracting plant height, leaf 
angle, plant orientation, and stem diameter at plant level were developed. A customized 
skeletonization algorithm was developed to effectively reduce a large point cloud to a 
skeleton graph; and a 3D Hough line detection algorithm was implemented to find 
individual stems. The image-derived traits showed satisfactory accuracies, except for 
stem diameter due to the limitations of the sensor’s depth sensing precision. 
Various instrumentation devices for plant physiology study require accurate 
placement of their sensor probes toward the leaf surface. A robotic leaf probing system 
xiii 
was developed for a controlled environment using a Time-of-Flight sensor, a laser 
profilometer, and a six-DOF robotic manipulator. The Time-of-Flight sensor and the laser 
profilometer were utilized for environment mapping and high-precision scanning of plant 
canopies, respectively. The environment point cloud was used for collision-free motion 
planning and individual plant segmentation, while the high-resolution canopy point cloud 
was analyzed for leaf segmentation and probing point extraction. The system achieved an 
average motion planning time of 0.4 s with an average probe positioning error of 1.5 mm 
and probe orientation error of 0.84°.
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CHAPTER 1.    GENERAL INTRODUCTION 
1.1. Background 
To feed the global population, crop production needs to be doubled by 2050 (Tilman, 
Balzer, Hill, & Befort, 2011); yield trend, however, has been found insufficient to meet this 
requirement (Ray, Mueller, West, & Foley, 2013), let alone the rising demand for feed, fuel, 
and fiber. This growing agricultural crisis must be tackled in many different aspects to boost 
crop yield in a sustainable way. One of the most effective ways to increase crop yield 
potential is through plant breeding programs (Duvick, 2005; Vermerris et al., 2007). The 
basic principle of plant breeding is to make crosses between different varieties under 
different environments, and select the best progeny based on the plant phenotypes. The rapid 
advancements in high-throughput genotyping technologies have greatly improved the 
efficiency and lowered the cost of molecular breeding in the last few decades (Appleby, 
Edwards, & Batley, 2009). In contrast, little efforts have been dedicated to improving the 
efficiency of plant phenotyping to match the genotyping advances. Nowadays, the common 
practice of acquiring plant phenotypic data still resorts to in-field manual measurements and 
scouting, which is labor-intensive, time-consuming, and prone to human errors. 
Consequently, phenotypic data collection has been lacking spatial and temporal resolutions 
as well as precision; and the massive genomic information acquired with high-throughput 
DNA sequencing technologies has not been fully utilized for crop improvement. Therefore, 
there is a strong need for high-throughput plant phenotyping (HTPP). 
1.2. State-Of-The-Art Review 
During the last decade, we have witnessed the development of many HTPP systems. 
For controlled environments (growth chambers and greenhouses), the state-of-the-art HTPP 
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systems realize the plant-to-sensor concept. A plant-to-sensor HTPP system can convey 
individual plants to a screening station where various imagery data are collected, for 
instance, the Greenhouse Scanalyzer (LemnaTec GmbH, Aachen, Germany). This type of 
system often has a throughput in the order of hundreds of plants per day. In addition, a key 
advantage is that a single plant can be imaged with controlled lighting conditions, 
background color, and viewing angle, which reduces the complexity of subsequent image 
processing.  
In the field, sensors must be moved to plants, namely the sensor-to-plant concept. 
Field-based HTPP systems can be classified into two categories: aerial-based, and ground-
based. Aerial-based HTPP systems use satellites, manned aerial vehicle, or unmanned aerial 
vehicle as sensor carriers (Liebisch et al., 2015; Shi et al., 2016; Tattaris, Reynolds, & 
Chapman, 2016; Watanabe et al., 2017). They excel at covering large fields in a relatively 
short time, but lack the ability of detailed plant phenotyping, particularly at individual plant 
level, and require good weather conditions to operate. Several commercial companies already 
offer remote sensing services for agricultural research studies, for example, AgPixel 
(Johnston, Iowa, USA) and Precision Hawk (Raleigh, North Carolina, USA).  
For ground-based HTPP systems, sensors can be carried on either a mobile platform 
or a fixed platform. Mobile platforms include high-clearance agricultural vehicles (Deery et 
al., 2014; Madec et al., 2017; Jiang et al., 2018), and autonomous robots (Ruckelshausen et 
al., 2009; Underwood et al., 2017; Shafiekhani, Kadam, Fritschi, & DeSouza, 2017), whereas 
successful fixed or infrastructural platforms include gantry systems (Virlet, Sabermanesh, 
Sadeghi-Tehran, & Hawkesford, 2017), and cable-suspended systems (Kirchgessner et al., 
2017). Mobile platforms and fixed platforms have opposite advantages and disadvantages. 
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Mobile platforms can cover large fields and are easy to transport, but are typically limited to 
short crops and cannot operate in rainy days or on overly wet soils, whereas fixed platforms 
can handle a wide range of plant heights and various weather conditions, but with the 
limitations of reduced field size, fixed location, and high cost.  
For indoor and field-based HTPP systems alike, remote sensing has become the major 
data acquisition tool. A thorough review of imaging techniques for plant phenotyping was 
given by Li, Zhang, & Huang (2014). Five key imaging techniques were identified: visible 
imaging, fluorescence imaging, thermal imaging, spectroscopic imaging, and LiDAR. Visible 
imaging has been used to characterize various plant morphological and architectural traits of 
leaf, stem, panicle, root, and seed (Bucksch et al., 2014; Brichet et al., 2017; Miller et al., 
2017; Zhang et al., 2017). Fluorescence imaging is typically used to measure photosynthesis 
and plant stress (Bresson et al., 2015). Thermal imaging can measure surface temperature, 
stomatal conductance, and water stress (Struthers et al., 2015; Buitrago, Groen, Hecker, & 
Skidmore, 2016). Spectroscopic imaging, for instance, hyperspectral imaging, can indicate 
water and health statuses of leaf and canopy (Ge, Bai, Stoerger, & Schnable, 2016; Pandey, 
Ge, Stoerger, & Schnable, 2017, Liang et al., 2017). LiDAR is mostly used to estimate 
canopy height, leaf surface area, volume, and biomass (Greaves et al., 2016; Madec et al., 
2017; Sun, Li, & Paterson, 2017). 
1.3. Research Objectives 
1.3.1. Field-based plant architecture phenotyping of maize and sorghum plants 
Maize and sorghum are among the most economically important crops worldwide. 
Besides being staple foods, they are also the major feedstocks for biofuel production (Carpita 
& McCann, 2008; Wannasek, Ortner, Amon, & Amon, 2017). Hence, breeding high-yielding 
maize and sorghum varieties for both grain yield and biomass yield is of great importance. 
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However, crop yield is a complex phenotypic trait, which is determined by the combined 
effect of genotype, season-long environmental conditions, and the interaction between the 
genotype and the environment.  
Plant architecture has been a major focus in maize and sorghum breeding programs. 
Some plant architectural traits shared by maize and sorghum include plant height, stem 
diameter, internode distance, leaf number, leaf angle, leaf length, and leaf area. These traits 
can have direct or indirect effect on yield. For instance, the maize grain yield increase in 
recent decades largely results from high plant densities (Duvick, Smith, & Cooper, 2003), 
which favors varieties that have erect leaves to increase light energy absorption. For biomass 
sorghum, the most important yield component is plant height (Salas Fernandez, Becraft, Yin, 
& Lübberstedt, 2009). For photoperiod-sensitive sorghum, stem could constitute more than 
80% of the shoot biomass (Olson et al., 2012). Additionally, leaf angle could be manipulated 
to increase sorghum biomass yield (Truong, McCormick, Rooney, & Mullet, 2015). Hence, 
field-based plant architecture phenotyping (FPAP) systems could offer a great value to plant 
breeders.  
Most field-based HTPP systems are designed to collect top-view sensory and imagery 
data. For field-based characterization of plant architecture of maize and sorghum plants, 
however, occlusion caused by top canopies could greatly affect the visibility of lower 
canopies from a top-view perspective. Moreover, stem diameter and leaf angle cannot be 
measured in the top-view images. The indoor plant-to-sensor HTPP systems benefited greatly 
from side-view imaging for phenotyping plant architecture. Can a similar methodology 
potentially provide more information regarding plant architecture in the field than what the 
widely used top-view approach can offer? Limited research has been conducted regarding 
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field-based plant architecture phenotyping using side-view imaging. A light curtain was used 
to generate side-view binary images of crop rows to estimate plant height and biomass 
(Montes et al., 2011; Busemeyer et al., 2013). Another useful application of side-view 
imaging was sensing of plant population and inter-plant spacing. A push-cart system was 
developed to detect stem lines for early-stage maize plants using side-view 3D imaging by 
Nakarmi and Tang (2012, 2014). Compared to earlier studies using top-view imaging 
(Shrestha & Steward, 2003, 2005; Shrestha, Steward, & Birrell, 2004; Tang & Tian, 2008a, 
2008b; Jin & Tang, 2009), the plant architecture of each stand was better exposed in the side-
view images. 
Though maize and sorghum share a similar plant architecture, sorghum is planted 
with smaller inter-plant spacing than that of maize. Moreover, photoperiod sensitive sorghum 
varieties can grow over four meters. Therefore, sorghum plants present far more challenges 
for field-based plant architecture phenotyping. Traits extraction of individual plants could be 
extremely difficult for biomass sorghum plants, but could be more possible for maize plants, 
though different data processing schemes might be required for maize and sorghum plants. 
The overall goal of this research was to develop methodologies to characterize 
architectural traits of maize and biomass sorghum plants using side-view 3D imaging. The 
specific objectives for phenotyping each crop species are listed below: 
Research Objectives of FPAP of Biomass Sorghum 
1) develop a field-based robotic ground vehicle system to perform stereo imaging of 
the side-views of the crop rows for biomass sorghum of various heights, 
2) develop a robust 3D feature extraction pipeline to quantify phenotypic variations in 
plant architecture, 
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3) analyze the accuracy and the repeatability of the extracted features and their 
correlations with the in-field manual measurements, and 
4) analyze the effects of different stereo matching algorithms on feature extraction 
results. 
Research Objectives of FPAP of Maize 
1) develop algorithms to extract plant height, leaf angle, plant orientation, and stem 
diameter from side-view depth images of maize plants under field conditions across multiple 
growth stages, and 
2) evaluate performance of the system by using the in-field manual measurements. 
1.3.2. Robotic leaf probing in a controlled environment 
The state-of-the-art indoor HTPP systems have demonstrated considerable 
capabilities to perform plant-level phenotyping using proximal remote sensing techniques. 
However, in many plant science research studies, it is necessary to place a tool in a close 
proximity to a specific part of a plant. For instance, a fluorometer is widely used to measure 
chlorophyll fluorescence at extremely low concentrations for photosynthesis research 
(Schreiber, 2004). A portable fluorometer is often equipped with a fiber-optic probe with a 
clip that helps position the probe at a specific distance and a specific angle with respect to the 
leaf surface, for example, the MINI-PAM-II Photosynthesis Yield Analyzer from Walz 
(Heinz Walz GmbH, Effeltrich, Germany). A portable gas-exchange measuring system 
typically has a leaf chamber to precisely control the light, temperature, humidity, and CO2 
concentration for the leaf area under examination, for instance, the portable GFS-3000 gas 
exchange system from Walz (Heinz Walz GmbH, Effeltrich, Germany). Another application 
requires precision tool positioning is the leaf tissue sampling where tissue samples need to be 
cut out of a plant leaf for DNA and RNA extraction using a leaf tissue punch. Therefore, 
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there is great potential to automate tool positioning for plant phenotyping, which could also 
add new capabilities of current state-of-the-art indoor HTPP systems. 
There is very limited work in the literature regarding automated tool positioning for 
indoor plant phenotyping. Specially, there are only several studies that addressed the problem 
of robotic leaf probing. The first reported roboticized leaf probing system consisted of a 
multi-axis robotic manipulator equipped with a Time-of-Flight (ToF) depth camera on the 
end-effector (Alenya, Dellen, Foix, & Torras, 2013). The focus was on leaf segmentation 
based on the intensity and depth images. A graph-based segmentation algorithm was 
developed to segment the individual leaves in the camera view. The grasping point was 
determined by deforming a predefined 2D leaf contour to the detected leaf. To improve this 
line of work, an active exploration process was developed to incrementally gain information 
about the leaf in the view until leaf probing could be performed (Foix, Alenya, & Torras, 
2015). The recent advances in image recognition with convolutional neural network (CNN) 
have allowed for accurate objection detection in color images. Ahlin et al. (2016) 
experimented CNN-based leaf detection in the context of robotic leaf probing. A color 
camera was attached to the end-effector of a robotic manipulator for visual guidance. Since 
the goal was to move the end-effector close to a leaf, only sparse feature points on the 
detected leaves were used to reconstruct the leaf location in 3D space, which provided the 
information where the end-effector should move. 
The reviewed studies mainly focused on leaf detection on a single plant in front of the 
system. However, the typical scenario for plant science research is that multiple plants grow 
together under a specific environmental condition. Hence, it is necessary for the robotic leaf 
probing system to recognize individual plants. In addition, the previous studies gave little 
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emphasis on collision-free motion planning, which is extremely important for a leaf probing 
system to safely operate in practice. The leaf probing system needs to avoid collision with the 
plants as well as the surrounding man-made structures. Under this collision-free context, only 
some specific leaves and on which only some specific positions are feasible for being probed 
by the robot without causing collisions, thus those feasible probing positions need to be 
identified automatically. 
Research Objectives 
The overall goal of this study was to develop a methodology for collision-free robotic 
leaf probing in a growth chamber environment with multiple plants using 3D sensors and a 
robotic manipulator. The specific objectives were to:  
1) develop a robotic leaf probing system capable of separating individual plants and 
subsequently performing collision-free leaf probing in a growth chamber environment, 
2) quantify the probing accuracy in terms of probing position and probing angle, and 
3) evaluate the motion planning performance in terms of planning time and travel 
distance of the robotic manipulator. 
1.4. Dissertation Outline 
This dissertation comprises a compilation of three journal articles that document our 
studies in two strands of research in automated plant phenotyping: (1) field-based plant 
architecture phenotyping, and (2) robotic leaf probing in a controlled environment. Chapter 1 
provides a general introduction followed by the research objectives. The first article (Chapter 
2) presents the study field-based robotic phenotyping of sorghum plant architecture using 
stereo vision. The second article (Chapter 3) extends the methodology in the first article, and 
describes the field-based architectural traits characterization of maize plants using Time-of-
Flight 3D imaging. The third article (Chapter 4) details 3D perception-based collision-free 
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robotic leaf probing in a controlled environment. General conclusions are drawn in Chapter 5 
along with a list of recommendations for future research.
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CHAPTER 2.    FIELD-BASED ROBOTIC PHENOTYPING OF SORGHUM PLANT 
ARCHITECTURE USING STEREO VISION 
A manuscript under review at Journal of Field Robotics 
Yin Bao1, Lie Tang1, Matthew W. Breitzman2, Maria G. Salas Fernandez2,  
Patrick S. Schnable2 
1Department of Agricultural and Biosystems Engineering 
2Department of Agronomy 
Abstract 
Sorghum (Sorghum bicolor) is known as a major feedstock for biofuel production. To 
improve its biomass yield through genetic research, manually measuring yield component 
traits (e.g. plant height, stem diameter, leaf angle, leaf area, leaf number, and panicle size) in 
the field is the current best practice. However, such laborious and time-consuming tasks have 
become a bottleneck limiting experiment scale and data acquisition frequency. This paper 
presents a high-throughput field-based robotic phenotyping system which performed side-
view stereo imaging for dense sorghum plants with a wide range of plant heights throughout 
the growing season. Our study demonstrated the suitability of stereo vision for field-based 
3D plant phenotyping when recent advances in stereo matching algorithms were 
incorporated. A robust data processing pipeline was developed to quantify the variations or 
morphological traits in plant architecture, which included plot-based plant height, plot-based 
plant width, convex hull volume, plant surface area, and stem diameter. These image-derived 
measurements were highly repeatable and showed high correlations with the in-field manual 
measurements, demonstrating that the proposed system could be a promising tool for large-
scale high-throughput field-based plant phenotyping of bioenergy crops. 
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2.1. Introduction 
Sorghum (Sorghum bicolor) is regarded as one of the most productive bioenergy 
crops in the US because of its drought tolerance and high biomass yield potential (Rooney et 
al., 2007). Increasing biomass yield is a major objective for biomass sorghum breeding 
programs. It has been shown that plant architectural traits such as plant height (Salas 
Fernandez et al., 2009), leaf area index (Olson et al., 2012), leaf angle (Truong et al., 2015) 
are highly correlated to sorghum biomass yield. Genome-wide association studies (GWAS) 
are routinely used nowadays for investigating the genetic control of yield component traits 
(Zhao et al., 2016). GWAS requires phenotypic data from a diverse population and the most 
commonly used practice to obtain the desired phenotypic data is in-field manual 
measurement. Such tasks are extremely laborious and time-consuming, considerably limiting 
experiment scale and data acquisition frequency. High-throughput field-based plant 
phenotyping aims at resolving this bottleneck. 
In the last decade, many automated high-throughput field-based phenotyping systems 
have emerged. Several ground-based systems were designed to travel over short row crops 
and carry sensors such as RGB, depth or hyperspectral cameras, light curtains, and infrared 
radiometers (Ruckelshausen et al., 2009; Andrade-Sanchez et al., 2014; Underwood et al., 
2017; Shafiekhani et al., 2017). Plant population, canopy density, inter-row spacing, plant 
height, leaf area, light exposure, stem thickness, canopy temperature, and canopy reflectance 
were measured. Designing a high-clearance vehicle to characterize sorghum plant 
architecture is a challenging task because some varieties can grow up to 4 m. The Field 
Scanalyzer (LemnaTec, Aachen, Germany) is a stationary gantry system which can move a 
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sensor platform from 3 m to 6 m above the ground (Virlet et al., 2017). The major limitations 
of this approach are the reduced field size, fixed location, and high cost. Unmanned aerial 
imaging systems have been developed for high-throughput field phenotyping (Chapman et 
al., 2014; Shi et al., 2016; Watanabe et al., 2017). Regarding plant architectural traits, plant 
height and leaf area index were extracted so far because top-view aerial imaging could only 
capture top-level visible canopy. 
Side-view 3D LiDAR range scanning of orchard trees was used for leaf area density 
estimation (Sanz et al., 2013), individual tree identification (Underwood et al., 2015), and 
tree trunk detection (Bargoti et al., 2015). Side-view 3D profile proved to reveal more 
information about plant geometry and canopy size at all levels than its top-view counterpart. 
A ground-based robotic platform was developed to autonomously navigate in 0.61 m row 
space for biomass sorghum (Mueller-Sim et al., 2017). It had a 1.83 m vertical linear track to 
move a robotic manipulator for stem strength measurement, which was guided by a side-
viewing stereo camera mounted next to the fingers. Another ground-based robotic system 
was developed to travel inside the 1.8 m alley way between sub plots for biomass sorghum 
phenotyping (Vijayarangan et al., 2017). Two foldable sensor booms could move vertically 
on a mast higher than 4 m while four sensorpods on the booms continuously captured the 
side-view images of plants with multiple cameras of different resolutions and wavelengths. A 
3D point cloud was reconstructed using structure from motion (Sodhi et al., 2017). However, 
wind could be a potential problem for their approach. Wind can cause large movements of 
plant canopies, and this situation is even worse for biomass sorghum because some 
genotypes have long and broad leaves in addition to extreme height. If plants were moving 
during the scanning process, the integrity of 3D reconstruction would be corrupted. Our 
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solution is to image the potentially fast moving plants with multiple stereo cameras 
simultaneously and instantaneously (using fast shutter speed). Compared to other types of 
depth sensors, conventional passive stereo cameras offer high spatial resolution, robustness 
under field lighting conditions, and low cost. The measurement accuracy mainly depends on 
the stereo matching algorithm. Active 3D sensors such as Time-of-Flight and structured light 
cameras do not perform well under direct sunlight. They are better suited for imaging in an 
enclosed environment or at night. 
This paper presents a high-throughput field-based phenotyping system for the 
characterization of plant architecture of dense canopy sorghum solely relying on stereo 
vision. The depth sensing capability of conventional passive stereo vision demonstrated 
robustness against field lighting conditions with the state-of-the-art stereo matching 
techniques. Furthermore, several valuable features were extracted from stereo 3D 
reconstruction to quantify some important architectural variations including plot-based plant 
height, plot-based plant width, convex hull volume, plant surface area, and stem diameter. 
These features clearly bespeak the advantages of our side-view imaging configuration for 
exposing plant architecture. The system was successfully used to collect and process image 
data for large-scale field experiments multiple times throughout the growing season. 
Insightful discussion is provided about the results and limitations regarding the image data 
acquisition system, the stereo reconstruction algorithms, and the extracted features, followed 
by potential solutions to each of the three aspects for future improvements. 
The objectives of this research project were to: (1) develop a field-based robotic 
ground vehicle system to perform stereo imaging of side-view profile for biomass sorghum 
of various heights, (2) develop a robust 3D feature extraction pipeline to quantify variations 
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in plant architecture, (3) analyze the repeatability of the extracted features and their 
correlations with manual measurements, and (4) analyze the effects of different stereo 
matching algorithms on feature extraction results. 
The paper is organized as follows: The image data acquisition system is described in 
Section 2. Section 3 presents the data post-processing pipeline, including stereo 
reconstruction and feature extraction pipeline. In Section 4, the extracted features are 
analyzed with respect to manually measured phenotypic traits. Section 5 provides discussions 
about the performance, the limitations, and the potential improvements for the data 
acquisition system, the stereo reconstruction algorithm, and the extraction of the traits. 
2.2. The Autonomous Data Acquisition System (Phenobot 1.0) 
A stereo image data acquisition system was designed for tall biomass crops, high-
throughput data collection, and long-hour continuous operation. It was called Phenobot 1.0. 
This section starts with the field design, followed by a detailed description of the components 
and capability of Phenobot 1.0. The data acquisition workflow and performance is presented 
at the end. 
2.2.1. Field design 
Field experiments were conducted during the summers of 2014 and 2016 at the 
Agricultural Engineering and Agronomy Research Farms of Iowa State University. In 2014, 
589 diverse sorghum genetic lines were planted at two locations with two replications per 
location. Each genotype was planted in a three-meter-long two-row plot with 1.5 m spacing 
between the two rows of a plot and 2.2 m spacing between plots. The wide row spacing was 
designed to prevent long leaves blocking the camera view. The effect of such wide row 
spacing is discussed in Section 5. In 2016, a subset of six sorghum lines representing the 
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genetic diversity of the entire set were planted at one location with two replications for 
ground-truth validation. The field design was the same used for the entire set of diverse lines. 
2.2.2. Phenobot development and construction 
The field-based stereo imaging robot consisted of four major components: a mobile 
platform, a navigation system, a stereo imaging system, and a data acquisition software 
program. The mobile platform was a sub-compact utility tractor (model 1026R, John Deere, 
Illinois, USA), which offers hours of continuous operation in the field. To realize 
autonomous navigation, the tractor was retrofitted with a Topcon 350 auto-guidance system 
(model 350, Topcon, Tokyo, Japan). Its receiver/steering controller (model AGI-4, Topcon) 
integrated both a real-time kinematic global positioning system (RTK-GPS) and a steering 
controller. The tractor steering wheel was replaced by an electric steering wheel (model 
AES-25, Topcon). The path was recorded during manual driving via its console (model X30, 
Topcon). Afterwards, the auto-guidance system performed autonomous steering to follow the 
path. This integration resulted in an approximately 2-cm lateral tracking error at speeds 
below 1 m/s when following straight paths in the field. The vehicle travel speed was 
controlled by a linear actuator which was connected to the chassis and the forward speed 
pedal with two rotational joints. The cylinder position was set via RS-232 serial 
communication. After plant emergence, the robot was manually driven through the crop rows 
while the paths were recorded for subsequent navigation during the remaining growing 
season. Since this robot was designed to image the center of each three-meter plot, the 
Universal Transverse Mercator (UTM) coordinates of the robot were recorded at every 
imaging location during the initial path recording. These UTM coordinates were converted 
from the GPS coordinates output by the steering controller at 10 Hz, and used as a map for 
season-long use. 
16 
 
The stereo imaging system consisted of 12 color cameras (Grasshopper GRAS-
20S4C-C, FLIR, Wilsonville, Oregon, USA) daisy-chained on an IEEE-1394b bus. These 
cameras were mounted on a rotatable rig in front of the vehicle, and arranged in six side-
viewing binocular stereo camera heads (Fig. 2.1 right). Three of the stereo camera heads 
aimed to image the left-side crop row, and the other three, the right-side, allowing for 
imaging two rows in one pass. The set of stereo camera heads on the same side of the 
rotatable rig was placed at three height levels, to reduce occlusion caused by long leaves 
growing towards the row space. All cameras imaging the same side were synchronously 
triggered using the software development kit (FlyCapture, FLIR). The 32-MB onboard image 
buffer provided temporary storage in case images were queued before they were saved in the 
central computer. A compatible lens with a 6-mm focal length and a maximum aperture of 
f/1.4 (Edmund Optics, Barrington, New Jersey, USA) was used along a linear polarizing 
filter to suppress glare from leaf and stem surfaces. Given the field design, the three-level 
stereo imaging configuration achieved a horizontal FOV of approximately 1.5 m and a 
vertical FOV of 2.7 m. 
 
Figure 2.1. Phenobot 1.0. Phenobot without a camera extension rig for early stage imaging 
(left). Phenobot with a camera extension rig for imaging tall plants (right). 
17 
 
2.2.3. Data acquisition 
The data acquisition software ran on a ruggized laptop (B300, Getac, Hsinchu, 
Taiwan) with a microprocessor (Core i7-3520M, Intel, Santa Clara, CA, USA) clocked at 2.9 
GHz. The program workflow is illustrated in Figure 2.2. During data acquisition, the main 
thread of the program monitored the signed distance between the robot and the next imaging 
location along the crop row direction. Upon the change of distance sign, the cameras on the 
corresponding side were triggered, and proper file names with embedded crop row IDs and 
plot IDs were constructed and saved in a list. Two other worker threads kept polling the 
camera image buffers on the left side and the right side, respectively, fetched images and 
saved them with proper file names in two separate solid state drives (SSD). Phenobot 1.0 
achieved a maximum data collection speed of 0.67 m/s without camera image buffer 
overflow. Given the maximum travel speed and plot length, the average data throughput was 
5 MB/s. 
 
Figure 2.2. The multi-threaded data acquisition workflow. The main thread monitors robot 
location relative to the next image location in the map, triggers the left or right side stereo 
cameras, and inserts a new file name in the file name list. The left-side images are captured 
by worker thread 1 while the right-side images are captured by worker thread 2. Robot speed 
is set by a user and handled by main thread. 
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2.3. Two-View Stereo Reconstruction 
Two-view stereo reconstruction is the process of transforming a stereo image pair into 
a 3D point cloud, which is a set of points in a three-dimensional coordinate system. It 
consists of three steps: (1) stereo camera calibration and rectification, (2) stereo matching, 
and (3) reprojection of disparity map to 3D point cloud. Step 1 and Step 3 are well-
established procedures nowadays, but the second step has the biggest impact on 3D 
reconstruction quality and remains an active research area in computer vision.  
2.3.1. Stereo camera calibration and rectification 
Each camera was first calibrated to obtain intrinsic parameters and distortion 
coefficients. Then, each stereo camera head was calibrated and rectified such that the two 
image planes were the same and all epipolar lines were parallel. Lastly, the relative pose 
(translation and rotation) between every two adjacent stereo camera heads on the same side 
was calibrated. The goal was to use the stereo camera pose at the bottom level as the world 
coordinate system into which the reconstructed point clouds from the middle and top stereo 
cameras were transformed. The stereo camera calibration and rectification were performed 
with a checkerboard pattern using OpenCV library (Bradski & Kaehler, 2000). 
2.3.2. Dense two-view stereo matching for field crops 
Dense two-view stereo matching is the process of correspondence search for every 
pixel between the two stereo images, and relies on image texture. For instance, finding a 
correspondence on a white wall is ill-posed. Field crops present several challenges for dense 
two-view stereo correspondence matching. First, field lighting conditions can change 
dramatically, which results in overexposed or underexposed images, diminishing image 
texture. Second, the nearly homogeneous color of leaf and stem surfaces can create large 
untextured regions in the images, adding more ambiguity to the stereo matching problem. 
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Third, dense canopy often causes heavy occlusion. Occluded pixels in the stereo images do 
not have correspondences. Fourth, leaf and stem surfaces become non-Lambertian when the 
surface normal direction is close to being perpendicular to the image plane under strong 
sunlight, resulting in specular reflection and loss of image texture. Lastly, thin structures, 
such as stems, are often difficult to preserve in the stereo matching process.  
Here we briefly review how different aspects of stereo matching algorithms were 
improved to solve these challenges, and we provide the rationale of the stereo matching 
algorithm for this application. Most stereo matching algorithms consist of the following 
steps: matching cost computation, cost aggregation, disparity computation (and 
optimization), and disparity refinement (Scharstein & Szeliski, 2002). We assume that the 
stereo image pair is stereo rectified such that the correspondence of a pixel in one image can 
only reside in the same row of the other image, if not occluded. The disparity of a pixel 
equals the distance between the image row coordinate of the pixel and that of its 
correspondence. In matching cost computation, a 3D cost volume is built where each layer 
has the same dimensions as the input image and each cell in the layer stores the matching 
costs for every pixel at some discretized disparity level. The performances of various 
traditional matching costs were evaluated on images with radiometric differences (exposure, 
vignetting, varying lighting, and noise) by Hirschmüller and Scharstein (2009), and Census 
(Zabih & Woodfill, 1994) was found to give the best overall performance. With the recent 
breakthrough in artificial intelligence, a convolutional neural network known as MC-CNN 
was trained to compare two small image patches (Zbontar & LeCun, 2016). Surprisingly, 
MC-CNN learned to compare features invariant to exposure and illumination differences. It 
was also insensitive to small stereo rectification errors, which are more present in high-
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resolution stereo images. MC-CNN outperformed Census, especially on large untextured 
regions. 
The matching cost of a single pixel can be ambiguous. Matching costs are often 
aggregated over a support window to improve matching accuracy. However, the side effect is 
blurred depth discontinuity. A bilateral filter was used as the weighting function within the 
support window due to its superior edge preserving property (Yoon et al., 2006). Later, 
geodesic distance support weight was adopted to further improve the edge preserving 
performance (Hosni et al., 2009). In case of overlapping leaves, the weights drop sharply 
once beyond the contour of the center leaf due to the image edge and geodesic connectivity 
constraint. The above support windows all assume a constant disparity value for the pixels 
inside them, which is only true for planes parallel to the image plane. For slanted planes, they 
lead to stair-casing artifact. PatchMatch Stereo (PMS) solved this problem with slanted 
support windows in which disparities at different positions were parameterized by three plane 
coefficients (Bleyer et al., 2011). A randomized scheme was used to search the optimal 
disparity in continuous space. One limitation of window-based methods is that the fixed 
window size does not handle large untextured regions well. Efficient non-local cost 
aggregation was achieved by traversing the minimum spanning tree (MST) built on the stereo 
image (Yang, 2012). The support weights around a pixel are approximations of geodesic 
support weights. Because the support region becomes the entire image, this method greatly 
improves matching robustness over large untextured regions. Cost aggregation can be viewed 
as filtering of the 3D cost volume (Hosni et al., 2013).  
To compute a disparity map, "winner-take-all" selects the disparity with the minimum 
matching cost for each pixel. However, advanced optimizations on cost volume have been 
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studied to enforce spatial smoothness constraint. The state-of-the-art smoothness priors 
regularize piece-wise affine planar surfaces (Olsson et al., 2013; Ranftl et al., 2014). The 
optimization problem can be solved by graph cuts and variational methods at the expense of 
a high computational cost. Semi-Global Matching (Hirschmuller, 2008) approximately 
optimizes the energy function 𝐸 𝐷 = 𝐶 𝒑,𝐷𝒑 + 𝑃*𝐼 𝐷𝒑 − 𝐷𝒒 = 1	𝒒∈1𝒑 + 𝑃2𝐼 𝐷𝒑 − 𝐷𝒒 > 1	𝒒∈1𝒑	𝒑 , (2.1) 
 
where 𝐷 denotes the disparity map, 𝐶 𝒑, 𝐷𝒑  is the matching cost at pixel 𝒑 and disparity 𝐷𝒑, 𝐼 is an indicator function, and 𝒒 is the neighbor of 𝒑. 𝑃* penalizes small disparity changes 
between neighboring disparities 𝐷𝒑 and 𝐷𝒒, allowing smooth slanted or curved surfaces, 
whereas 𝑃2 penalizes large disparity changes, preserving depth discontinuity. Semi-Global 
Matching performs 1D scanline optimization in 16 directions of 2D image space and sums up 
all costs to approximate the minimum of Equation 1. Each 1D scanline optimization is done 
by traversing along the direction of 𝒓 and computing the accumulated cost 𝐿67 𝒑, 𝑑  of pixel 𝒑 for each disparity level 𝑑 based on 𝐿67 𝒑, 𝑑 = 𝐶 𝒑, 𝑑 + min	(𝐿67 𝒑, 𝑑 , 𝐿67 𝒑 − 𝒓, 𝑑 − 1 + 𝑃*, 𝐿67 𝒑 − 𝒓, 𝑑 + 1  +	𝑃*,min= 𝐿67 𝒑 − 𝒓, 𝑖 + 𝑃2),     (2.2) 
where 𝒑 − 𝒓 denotes the previous pixel. Due to its efficiency and robustness, it has gained 
popularity in real-world applications. However, tuning the two penalty parameters is not an 
easy task. 
For 3D reconstruction of in-field crops, the optimal stereo matching algorithm should 
be the one that can handle radiometric differences caused by field lighting conditions, 
reconstruct large untextured free-form surfaces, and preserve accurate depth discontinuity 
and thin structures. One of the top performing algorithms on Middlebury Stereo Evaluation 
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3.0 is 3DMST (Li et al., 2017). This algorithm meets the above requirements by efficiently 
combining MC-CNN matching cost, PMS, and MST-based non-local support region 
filtering. Therefore, 3DMST was used as the main stereo matching algorithm in our study.  
The 3DMST algorithm uses a MST-based segmentation algorithm (Felzenszwalb & 
Huttenlocher, 2004) to break down the image into multiple regions, with each region being 
connected by an MST. The segmentation starts with a 4-neighbor pixel grid where the edge 
weight equals the L1 norm of the RGB values of the two connected pixels. Initially, each 
pixel is considered as a single tree. The edges are first sorted by weight in a non-decreasing 
order. Then, they are visited sequentially, and two trees are merged if the connecting edge 
weight 𝑤 𝒑, 𝒒  satisfies 𝑤(𝒑, 𝒒) ≤ min	(𝐼𝑛𝑡 𝑇𝒑 + 𝜏 𝑇𝒑 , 𝐼𝑛𝑡 𝑇𝒒 + 𝜏 𝑇𝒒 ),  (2.3) 
where 𝐼𝑛𝑡 𝑇  is the maximum edge weight in tree T, and 𝜏 𝑇  equals 𝜆/𝑁I with tree size 
denoted by 𝑁I and 𝜆 controlling the ultimate tree size. The support weight between two 
adjacent pixels 𝑝 and 𝑞 is defined as  𝑆 𝒑, 𝒒 = exp −P 𝒑,𝒒Q ,     (2.4) 
where 𝛾 is a user-defined parameter to control how fast the support weight decreases. Hence, 
the support weight between any two non-adjacent pixels is the product of all the support 
weights of two adjacent pixels along the path in an MST. Given a 3D label 𝑙 = (𝑎, 𝑏, 𝑐), the 
aggregated cost for each pixel on an MST is obtained by two scans of the MST. The first 
scan aggregates cost from leaf nodes to root node by 𝐶W↑ 𝒑, 𝑙 = 𝐶 𝒑, 𝑙 + 𝑆(𝒒, 𝒑)𝐶W↑ 𝒒, 𝑙	𝒒∈YZ(𝒑) ,   (2.5) 
where 𝐶W↑ 𝒑, 𝑙  denotes the temporal aggregated cost, 𝑞 the child of 𝑝, and 𝐶 𝒑, 𝑙  the 
matching cost linearly interpolated between (𝑥𝒑, 𝑦𝒑, 𝑎𝑥𝒑 + 𝑏𝑦𝒑 + 𝑐 ) and (𝑥𝒑, 𝑦𝒑, 𝑎𝑥𝒑 +
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𝑏𝑦𝒑 + 𝑐 ) in the raw MC-CNN 3D cost volume. The second scan starts from root node to 
leaf nodes and computes the final aggregated cost by 𝐶W 𝒑, 𝑙 = 𝐶W↑ 𝒑, 𝑙 + 𝑆 𝑃𝑎 𝒑 , 𝒑 [𝐶W 𝑃𝑎 𝒑 , 𝑙 − 𝑆 𝑃𝑎 𝒑 , 𝒑 𝐶W↑ 𝒑, 𝑙 ],    (2.6) 
where 𝑃𝑎 𝒑  denotes the parent node of 𝑝. 
The 3DMST adopts an iterative randomized optimization. Initially a random 3D label 
is generated for each pixel. In each iteration, every MST undergoes spatial propagation and 
random refinement. In spatial propagation stage, random 3D labels are selected from 
neighboring MSTs and they are evaluated with the 2-scan MST-based cost aggregation. If a 
3D label results in a lower aggregated cost for a pixel, then the optimal label is updated for 
the pixel. This stage aims to propagate good 3D labels to neighboring MSTs. In random 
refinement stage, multiple random 3D labels are generated and evaluated for each MST. This 
stage helps exploring the infinite 3D label space and prevents the solution from being trapped 
in local minima. The MST-based cost aggregation only visits each pixel twice per 3D label 
and the time complexity is no longer affected by the support window size as in the original 
PMS (Li et al., 2017). We noticed that the evaluation of each MST is entirely independent, 
thus the MSTs were processed in parallel with OpenMP (Dagum & Menon, 1998) in each 
iteration. Due to the non-uniform sizes of the MSTs, dynamic loop scheduling was used 
because it gave the best runtime performance. 
2.4. Robust Feature Extraction Pipeline 
2.4.1. Preprocessing 
The input 3D point cloud for feature extraction was the fusion of three point clouds 
from the three stereo camera heads on the same side of the rotatable rig. The processing 
pipeline was developed by utilizing Point Cloud Library (PCL) (Rusu et al., 2011). First, we 
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defined our world coordinate system as follows: the origin is the projection center of the 
stereo camera at the bottom level; the X-axis is perpendicular to the ground plane pointing 
upwards, the Y-axis is parallel to the crop row, and the Z-axis is perpendicularly pointing 
towards the crop row. Due to the side-viewing angle, crop rows beyond the foreground row 
were partially captured as well, and thus, background points were removed using the Z 
coordinate as a threshold. The resultant 3D point cloud was downsampled with the 
VoxelGrid (Rusu, 2010) filter that served as an effective way to regularize point cloud 
density and speed up subsequent processing. A voxel can be viewed as a small cube. The 
point cloud was partitioned by a 3D voxel grid and all points in each voxel were replaced by 
their centroid. After this process, the point cloud only contained the foreground crop row and 
ground surface which was robustly identified by plane fitting with random sample consensus 
(Fischler & Bolles, 1981). The inliers of ground surface were removed from the point cloud 
by examining point-to-plane distance. 𝑋`6abcd was computed as the average of X coordinates 
of ground inliers to serve as a reference for measuring plant height. Next, the 
StatisticalOutlierRemoval (Rusu et al., 2008) filter was applied to further remove sparse 
outliers. This filter computes the distance from each point to all its neighbors and removes 
points whose mean distance to its neighbors are outside the interval chosen by a user-defined 
mean distance and standard deviation. Last, Euclidean clusters were extracted and small 
clusters were removed to correct for the presence of weeds and soil clumps that failed the 
ground inlier test. The outcomes of the preprocessing stage are 𝑋`6abcd and the point cloud 
of foreground crop row as illustrated in Figure 2.3. 
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Figure 2.3. Workflow of 3D point cloud preprocessing. Foreground crop row and ground 
surface were first extracted from input point cloud. After VoxelGrid downsampling, the 
ground plane was identified by random sample consensus (RANSAC). Sparse outliers and 
small clusters were then removed by StatisticalOutlierRemoval filter and EuclideanCluster 
filter, respectively. The output of preprocessing is the point cloud of foreground crop row and 
ground height. 
2.4.2. Plot-based plant height and plot-based plant width 
An axis-aligned bounding box (AABB) was extracted from the preprocessed point 
cloud. Each edge of an AABB is parallel to one of the axes of the world coordinate system. 
Therefore, an AABB is defined by two of its vertices, 𝑃e=c(𝑋e=c, 𝑌e=c, 𝑍e=c) and 𝑃ehi(𝑋ehi, 𝑌ehi, 𝑍ehi). 𝑃e=c is obtained by finding the minimum coordinate in each 
dimension of a 3D point cloud. Similarly, 𝑃ehi is constructed by the maximum coordinates. 
We defined plot-based plant height 𝑃𝑃𝐻 = 𝑋ehi − 𝑋e=c and plot-based plant width 𝑃𝑃𝑊 =𝑍ehi − 𝑍e=c based on the world coordinate system described in previous sections.  
However, to obtain more accurate and robust measurements, it is necessary to refine (𝑋ehi, 𝑋e=c, 𝑍ehi, 𝑍e=c). Firstly, 𝑋e=c is assigned to the value of 𝑋`6abcd considering that 
plant height should be measured from ground plane. Second, 𝑋ehi is not robust against 
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abnormal individuals which are much taller than average plants of a plot. Such phenomenon 
could be caused by the instability of a gene known to control sorghum plant height (Multani 
et al., 2003), by environmental variation affecting the germination rate within a plot, or by 
management practices such as unequal planting depth within a plot. Our solution was to 
partition the point cloud along crop row direction (Y-axis) into 𝑁lm=no slices. In Slice i, let 𝑋ehi=  denote the maximum X value of all points and 𝑤= the associated weight equal to the 
ratio of number of points in Slice i to the total number of points. Weight 𝑤= effectively 
reduces the contribution of slices that contain empty space. The weighted median of 𝑋ehi=  
was used as a robust reference of the top of a plot in case of abnormal plants. Weighted 
median was obtained by first sorting 𝑋ehi=  and then finding the first 𝑋ehip  satisfying 𝑤=p=q* ≥ 0.5. Then 𝑋ehi of the AABB was refined by the weighted median value. The 
same weighted median approach was used to refine 𝑍ehi and 𝑍e=c. Note that the stereo 
cameras only captured one side of a crop row and thus, the extracted plant width represents 
half of the canopy depth along the Z-axis. Lastly, any point outside the refined AABB was 
removed. 
The only parameter used to estimate PPH and PPW is the number of volume slices, 𝑁lm=no. If 𝑁lm=no equals one, the resultant PPH measures the maximum plant height, which 
may not be representative. The linear increase of 𝑁lm=no reduces the thickness of each volume 
slice. In general, as the volume slice becomes thinner, the number of volume slices 
containing gaps between top canopies increases, resulting in a decrease in the estimated PPH 
(Fig. 2.4).  
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Figure 2.4. Plot-based plant height vs number of volume slices. Left: A sample point cloud in 
which different colors represent different point clouds of the ground surface and the three 
sets of stereo cameras. 
The choice of a reasonable 𝑁lm=no depends on plant growth stage and intra-row 
spacing. Before flowering, PPH is normally measured from ground to plant whorl. The top 
three or four leaves are frequently above the whorl. A large 𝑁lm=no would help reduce the 
difference between actual plant height and our estimated PPH. After flowering, this potential 
inaccuracy does not need to be overcome since the exserted panicle appears above the leaves 
and its clearly exposed tip is used to estimate plant height. If 𝑁lm=no is chosen so that only one 
plant is in each volume slice, our method would measure the exact PPH of each plant. 
However, choosing different 𝑁lm=no values during the growing season is difficult because 
sorghum genotypes vary in flowering time. Therefore, a fixed 𝑁lm=no was used to process the 
data at all growth stages. The ratio of plot length in the FOV to average intra-row spacing is a 
reasonable reference. However, considering both early stage and mature stage, the number of 
volume slices was calculated as 𝑁lm=no = vmaw	xoc`wZ	=c	yz{	W|o6h`o	}cwo6~mhcw	~hn=c` ,    (2.7) 
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where  denotes a ceiling function. The intention was to capture half a plant in each 
volume slice. Given that the imaged plot length was approximately 1.5 m and the average 
inter-plant spacing was 0.075 m, 𝑁lm=no = 20 was used for our dataset. Figure 2.5 and Figure 
2.6 demonstrate the PPH and PPW estimations visualized by the height and width of the 
bounding box for a short and a tall genotype, respectively. The algorithm visits each point 
once for volume slicing and once for searching height/width in each volume slice. Weighted 
median computation is linear to 𝑁lm=no which is far less than the total number of points. 
Therefore, the algorithm complexity is O(n) where n is the point cloud size. 
 
Figure 2.5. Plot-based plant height and width estimations for a short genotype. (a) The RGB 
image from the bottom stereo camera after histogram equalization for enhancement of the 
underexposed regions. (b) Front view of the 3D point cloud and bounding box. (c) Side view 
of the 3D point cloud and bounding box. Different colors of the point cloud represent ground 
surfaces and plant surfaces observed by the bottom and middle stereo camera heads. 
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Figure 2.6. Plot-based plant height and width estimations for a tall genotype. (a), (b), and (c) 
are the enhanced RGB images from the bottom, middle, and top stereo camera heads, 
respectively. (d) Front view of the 3D point cloud and bounding box. (e) Side view of the 3D 
point cloud and bounding box. 
2.4.3. Convex hull volume and plant surface area 
Convex hull has been used to quantify canopy volume (Azzari et al., 2013). Given a 
set of 3D points, the convex hull is the smallest convex set that contains all points. For any 
two points in a convex hull, the line segment connecting them must be in the convex hull. 
PCL relies on Qhull (Barber et al., 1996) to compute convex hull. Directly applying Qhull to 
the point cloud would not be accurate due to possible empty spaces in the plot. Therefore, the 
same slicing strategy was applied to identify slices that contained no plant. A convex hull 
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was constructed for the points in each slice of the previously described bounding box. The 
volume ratio of the convex hull to its containing slice indicates the vegetation occupancy of 
the slice. If the ratio is lower than a threshold 𝛼, the convex hull is marked as invalid. We 
defined convex hull volume (CHV) as the sum of volumes from valid convex hulls 𝐶𝐻𝑉 = 𝑉𝑜𝑙𝑢𝑚𝑒|hm=d	nZbmmq* ,    (2.8) 
where M denotes the number of valid convex hulls. CHV requires two parameters, 𝑁lm=no and 
minimum volume ratio 𝛼. The same 𝑁lm=no in PPH and PPW estimation was used for CHV. 
Based on our dataset, we chose a heuristic value 0.3 for the minimum volume ratio 𝛼, which 
means that a valid volume slice should contain a set of points whose convex hull volume is 
larger than 30 percent of the slice volume. Figure 2.7 shows the valid convex hulls extracted 
from the short genotype and the tall genotype used in the previous section. The empty space 
in the point cloud was successfully detected with no convex hulls visualized in the 
corresponding volume slices. The empty space is caused by insufficient data points to form a 
plant shape. 
 
Figure 2.7. Valid convex hulls. (a) the short genotype in Figure 2.5. (b) the tall genotype in 
Figure 2.6. 
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The plant surface area (PSA) was defined as the surface area of the reconstructed 
plants. To extract plant surface area, the point cloud was converted to a triangle mesh. PCL 
provides the GreedyProjectionTriangulation (Marton et al., 2009) algorithm for fast mesh 
reconstruction. MovingLeastSquares (Rusu et al., 2011) was applied beforehand to smooth 
noisy surfaces, especially the overlapping surfaces captured by two adjacent stereo camera 
heads. This step improves the result of GreedyProjectionTriangulation. Given the three 
vertices (𝒑*, 𝒑2, 𝒑) of a triangle, the triangle area (TA) is computed as 𝑇𝐴 = (𝒑𝒑)×(𝒑𝒑)2 .    (2.9) 
The plant surface area was approximated by the sum of areas of all triangles in the mesh 𝑃𝑆𝐴 = 𝑇𝐴mzmq* ,     (2.10) 
where O denotes the number of triangles in the mesh. The PSA includes the surface area of 
leaves, stems, and panicles. Figure 2.8 shows the reconstructed triangle mesh for the short 
genotype and the tall genotype. 
 
Figure 2.8. Plant surface triangle mesh. (a) the short genotype in Figure 2.5. (b) the tall 
genotype in Figure 2.6. 
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2.4.4. User-interactive stem diameter extraction 
Extraction of sorghum stem diameter from side-view images is a challenging task. 
First, sorghum has the ability to tiller. It is necessary to differentiate the stem of a plant from 
those of its tillers because tillers often have smaller stem diameters. Second, stem diameters 
should be measured at the same height above ground to provide comparable data. Third, the 
contour of the cross section of a sorghum stem (including the leaf sheaths) is best described 
as an ellipse. The difference between the maximum diameter and the minimum diameter 
could be large and the orientation of the plant should not be ignored. Considering the above 
factors, we resorted to human decision to select which stem segment should be measured. A 
user interface was developed to facilitate the process in which a user is first shown three 
RGB images, as in Figure 2.6. Subsequently, the user must zoom in on a stem segment by 
clicking on it, and select four reference points to obtain the estimated stem diameter (Fig. 
2.9).  
 
Figure 2.9. Four reference points on the stem edges chosen by the user. 
The four points can be picked in any order as long as they form a convex quadrangle. 
Then, they are sorted such that (𝒒*, 𝒒2, 𝒒, 𝒒) correspond to the top left corner, bottom left 
corner, top right corner, and bottom right corner in the image coordinate system (Fig. 2.10).  
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Figure 2.10. Sorted reference points and stem diameter estimation in the image coordinate 
system. 
Let 𝒒*2 denote the midpoint between 𝒒* and 𝒒2, and 𝒒 the midpoint between 𝒒 
and 𝒒. The distance from 𝒒*2 to the line passing through 𝒒 and 𝒒 is computed as  𝑑*2 = (𝒒𝒒)×(𝒒𝒒)𝒒𝒒 .    (2.11) 
Similarly, the distance from 𝒒 to the line passing through 𝒒* and 𝒒2 is 𝑑 = (𝒒𝒒)×(𝒒𝟐𝒒)𝒒𝒒 .    (2.12) 
The stem diameter in the image coordinate system is estimated by 𝑑 = dd2 .     (2.13) 
The stem diameter (SD) in metric unit (for instance, millimeter) is calculated as SD = dd,     (2.14) 
where b denotes the baseline between the two cameras forming a stereo camera head, and 𝑑lZh6od is the shared disparity of (𝒒*, 𝒒2, 𝒒, 𝒒) (assuming the disparities are equal at the 
four points). The triangulation principle is shown in Figure 2.11. 
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Figure 2.11. Triangulation principle for measuring stem diameter. 
The shared disparity 𝑑lZh6od is calculated by matching the image patch containing the 
stem segment in the reference (left) image of a stereo image pair to its correspondence in the 
target (right) image. Because the stem segment is relatively small compared to the full image 
size and there is not enough resolution to reconstruct the curved surface on the stem segment, 
it is reasonable to assume that 𝒒*, 𝒒2, 𝒒 and 𝒒 lie on a common plane fronto-parallel to the 
image plane. In other words, the depth values of all four reference points to the stereo camera 
are assumed to be equal. The stem segment patch matching score is evaluated using 
Normalized Cross-Correlation for its well-known robustness against radiometric differences 
in real-world images (Hirschmüller & Scharstein, 2007). The desired shared disparity is the 
one of maximum matching score among all possible values: 𝑑lZh6od = argmaxd∈ 𝑚(𝑃, 𝑑),     (2.15) 
where 𝜀 denotes the possible disparity range which is obtained via stereo calibration and P is 
the image patch formed by the quadrangle of stem segment. The matching score of image 
patch P given a disparity d is 𝑚 𝑃, 𝑑 = *c (6~ i𝒒,¡𝒒 6~)(w~ i𝒒d,¡𝒒 w~)¢¢£𝒒∈v ,   (2.16) 
where 
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n = number of pixels in image patch P, 𝑞 = a pixel in P, 𝑟𝑝 𝑥𝒒, 𝑦𝒒  = intensity of pixel 𝑞 𝑥𝒒, 𝑦𝒒  in the reference image patch P, 𝑟𝑝 = average intensity of P, 𝜎6 = standard deviation of the intensity of P, 𝑡𝑝 𝑥𝒒 − 𝑑, 𝑦𝒒  = intensity at image coordinates 𝑥𝒒 − 𝑑, 𝑦𝒒  in the target image patch P’, 𝑡𝑝 = average intensity of the target image patch P’, and 𝜎w = standard deviation of the intensity of the target image patch P’. 
2.4.5. Validation of image-derived features 
A correlation analysis was performed between the in-field manual measurements and 
the image-derived features to identify highly correlated variables. This correlation would also 
provide valuable information to select image-derived features as proxies for biologically 
important traits that are targeted in genomic-based research. Repeatability of each image-
derived feature was tested as well. Moreover, both 3DMST and SGBM were used to generate 
3D point cloud data for feature extraction. The effect of the two stereo matching algorithms 
on the image-derived features were assessed.  
The 24 plots (six genotypes, a two-row plot per genotype, and two replications) in 
2016 were both imaged and manually measured twice during the growing season, 37 days 
after planting (DAP) and 98-99 DAP. We refer to the first date as the early stage and the 
second as the mature stage. As for stereo images, three sets of data were collected at different 
positions in each plot, assuming minimum phenotypic variation within each row. These 
images were used for the extraction of: i) PPH; ii) PPW; iii) CHV; and iv) PSA. The 
averaged results over the three positions for each plot were used for the correlation analysis. 
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The manually measured traits were collected using a single representative plant in 
each plot, and included the following: i) plant height (to the highest leaf collar at the early 
stage and to the panicle apex at the mature stage); ii) stem diameter for every other internode 
of a plant; iii) leaf angle, area, and height to the collar for each individual leaf; iv) horizontal 
distance from the stem to each leaf apex and vertical distance from each leaf apex to ground 
(or the 2D coordinates of a leaf apex relative to the plant base assuming the plant grows in a 
plane); and v) panicle size (length and diameter).  
The height and width measurements were done in situ by using a measuring stick, and 
leaf angle using a protractor. Then the plants were taken to a lab at the farm. Each leaf was 
cut off from the plant at the collar, and the leaf length was measured from leaf base to leaf 
apex with a string closely following the midrib. Leaf area was scanned by a leaf area meter. 
After removal of the leaf sheaths from the stem, the length of each internode and stem 
diameter of every other internode were obtained using a tape measure and a caliper, 
respectively. Stem surface area was approximated by the sum of the cylinder surface area of 
each internode. Similarly, panicle surface area was calculated as the surface area of the 
cylinder parameterized by the panicle length and diameter at its widest point. Hence, the 
manually measured plant surface area equals the sum of surface area of leaves, stem, and 
panicle. Given the 2D coordinates of the leaf apexes and panicle apex height (assuming the 
stem is vertical) mentioned above, the 2D bounding shape of a representative plant was 
approximated as the 2D convex hull area of those coordinates using the Qhull algorithm. 
Since the length of a plot in the image was approximately constant, the image-derived CHV 
was expected to correlate well with the manual 2D convex hull area. 
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The user-interactive SD was assessed using an earlier dataset. The stem diameter of a 
subset of 20 genotypes was measured using a caliper in two field locations during the 
summer in 2014 at two different time points: 63-75 DAP and 83-87 DAP. A total of 80 in-
field measurements were acquired. The measured stalk segments were marked with red 
ribbons so they could be identified in the images. Because the cross section of a sorghum 
stem (with leaf sheaths) is not circular, the in-field caliper measurements were performed 
along the row direction as the camera would capture. The image-derived SD data were 
obtained four times from each stem, with the user-interactive approach described above. 
To account for sample size, all the reported correlation coefficients were tested for the 
null hypothesis that the population correlation coefficient is not significantly different from 
zero. The 𝑝-values were smaller than 0.003, meaning that the correlation coefficients were 
significant and the null hypothesis was rejected.  
To evaluate repeatability of image-derived features, standard deviation (SD) and 
coefficient of variation (CV) are reported based on the errors obtained by subtracting each 
individually extracted feature value by the average value of its plot. To provide a percentage 
error unbiased to the magnitude of measurement, the CV is calculated as the average of 
within-plot CVs (Underwood et al., 2017), which is defined as the ratio of SD to the average 
of the three extracted feature values 𝑣*=, 𝑣2=, 𝑣=  of the plot: 𝐶𝑉 = 𝑚𝑒𝑎𝑛= § |¨|¨|¨(|¨|¨|¨)  ×100%    (2.17) 
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2.5. Results  
This section includes first the qualitative comparison between a variant of SGM and 
3DMST for our sorghum dataset, and subsequently, a correlation and repeatability analysis of 
the image-derived features.  
2.5.1. Evaluation of 3DMST for field crops 
The quantitative evaluation of stereo matching algorithms for in-field crop 
reconstruction is challenging. There are two major stereo benchmarks, Middlebury Stereo 
Evaluation 3.0 (Scharstein et al., 2014) and KITTI Stereo Evaluation (Geiger et al., 2012; 
Menze & Geiger, 2015). The former focuses on various challenging static indoor scenes with 
some degree of calibration error and radiometric differences between the two stereo images, 
whereas the latter focuses on street/road views from a driver’s perspective under natural 
outdoor lighting conditions. To obtain ground truth data, the former uses a structured light 
camera whereas the latter uses a LiDAR sensor. For short-range sensing of in-field crops, a 
structured light camera provides superior depth accuracy and higher spatial resolution to a 
LiDAR sensor. However, the high accuracy of the structured-light camera is achieved in a 
dark room. For the in-field sorghum dataset, we performed a qualitative comparison of 
disparity and surface normal between 3DMST and OpenCV’s Semi-Global Block Matching 
(SGBM). SGBM is a more efficient variant of the original SGM, and serves as a good 
baseline for our evaluation of 3DMST. This comparison was intended to demonstrate their 
differences in reconstruction quality for in-field crops. Figure 2.12 shows the 3D 
reconstruction results of four typical stereo images in our dataset. The disparity map and 
color-coded surface normal map are presented for both algorithms. 3DMST clearly produces 
more edge-preserving disparity and smooth surface normal for densely populated sorghums. 
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Figure 2.12. Qualitative comparison of stereo 3D reconstruction quality between 3DMST and 
SGBM for in-field sorghum. The five images in each row correspond to an enhanced RGB 
image after histogram equalization, the disparity map of 3DMST, the colored-coded surface 
normal map of 3DMST, the disparity map of SGBM, and the colored-coded surface normal 
map of SGBM. 3DMST generates a more edge-preserving and piece-wise smooth surface 
reconstruction. 
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2.5.2. Plot-based plant height and plot-based plant width 
Before flowering, measuring plant height is an ambiguous task due to the lack of a 
reliable reference as the top of a plant. Thus, both maximum canopy height and leaf collar 
height of the last fully expanded leaf were tested for the early stage. However, the correlation 
between image-derived PPH and manually collected plant height was not significant at the 
early stage. In contrast, these variables had a strong linear relationship at the mature stage 
with either stereo matching algorithm (𝑟§I2 = 0.93, 𝑟¬­2 = 0.95) (Fig. 2.13 left). Data 
from both stages were combined to assess repeatability. The error SD and CV were 0.05 m 
and 6.0%, respectively when using 3DMST, while SGBM generated slightly better results 
with SD = 0.04 m and CV = 5.1%. 
 
Figure 2.13. Correlation and repeatability analyses of the plot-based plant height (PPH) with 
two stereo matching algorithms (3DMST and SGBM). Left: Correlation between manually 
measured panicle apex height and Phenobot extracted PPH of 18 plots at the mature stage. 
Right: Phenobot extracted PPH vs its error relative to the average value per plot, at both early 
and mature stages (24 plots, 3 measurements per plot, and 2 stages). 
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The image-derived PPW was highly correlated with the average leaf length when the 
early and mature stages were combined (Fig. 2.14). Both 3DMST and SGBM performed 
similarly on this feature 𝑟§I2 = 0.80, 𝑟¬­2 = 0.82 . The error SDs and CVs were 0.03 m 
and 8.9% for 3DMST, and 0.04 m and 9.2% for SGBM. 
 
Figure 2.14. Correlation and repeatability analyses of the plot-based plant width (PPW) with 
two stereo matching algorithms (3DMST and SGBM). Left: Correlation between manually 
measured leaf length and Phenobot extracted PPW of 42 plots combining the early and 
mature stages. Right: Phenobot extracted PPW vs its error relative to the average value per 
plot at the early and mature stages combined (24 plots, 3 measurements per plot, and 2 
stages). 
2.5.3. Convex hull volume and plant surface area 
As expected, the manually obtained 2D convex hull area was highly correlated with 
the image-derived CHV using the data of both growth stages (Fig. 2.15 left). 3DMST and 
SGBM achieved equally good results (𝑟§I2 = 𝑟¬­2 = 0.86), and had similar error SDs, 
although the repeatability for this feature was the lowest among all image-derived 
parameters. Using 3DMST produced lower plant volume estimates than SGBM, which 
caused the CV of 3DMST to be 6.6% higher than that of SGBM (Fig. 2.15 right). The higher 
plant volume obtained from SGBM was probably due to its noisier 3D reconstruction.  
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Figure 2.15. Correlation and repeatability analyses of the convex hull volume (CHV) with 
two stereo matching algorithms (3DMST and SGBM). Left: Correlation between manually 
measured 2D convex hull area based on plant shape and Phenobot extracted CHV of 42 plots 
combining the early and mature stages. Right: Phenobot extracted CHV vs its error relative 
to the average value per plot at the early and mature stages (24 plots, 3 measurements per 
plot, and 2 stages). 
At the early stage, the image-derived PSA was weakly correlated with the manually 
obtained counterpart. However, at the mature stage, a strong linear relationship (𝑟§I2 =0.67) was found when 3DMST was used for 3D reconstruction (Fig. 2.16 left), higher than 
the one obtained with SGBM (𝑟¬­2 = 0.43). Regarding repeatability, the error SD and CV 
were 0.08 𝑚2 and 10.2% for 3DMST while larger values were obtained for SGBM (SD = 
0.12 𝑚2 and CV = 13.4%) (Fig. 2.16 right). These results clearly demonstrated that 3DMST 
improved the accuracy of PSA estimation. As documented in Figure 2.12, large variations 
were observed in the surface normal maps generated by SGBM, which is the most likely 
reason behind the overall higher PSA and lower repeatability associated with SGBM.   
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Figure 2.16. Correlation and repeatability analyses of the plant surface area (PSA) with two 
stereo matching algorithms (3DMST and SGBM). Left: Correlation between manually 
obtained plant surface area (leaves, stem, and panicle) and Phenobot extracted PSA of 18 
plots at the mature stage. Right: Phenobot extracted PSA vs its error relative to the average 
value per plot at the early and mature stages combined (24 plots, 3 measurements per plot, 
and 2 stages). 
2.5.4. Stem diameter 
The image-derived SD values were highly correlated with the in-field caliper 
measurements (𝑟2 = 0.91) (Fig. 2.17 left), even though the image-derived approach produced 
larger values than the caliper measurements, as demonstrated by the intercept of the fitted 
line (2.8 mm). One possible explanation is that the caliper could be pressed against the soft 
leaf sheaths around the stem, resulting in smaller values. The user-interactive approach was 
also highly repeatable with an error SD of 0.70 mm and a CV of 3.8% (Fig. 2.17 right). 
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Figure 2.17. Accuracy and repeatability of user-interactive image-derived stem diameter 
(SD) for 80 measurements (20 genotypes × 2 locations × 2 time points) in 2014. Left: The 
image-derived SD values showed a strong positive correlation with the in-field caliper 
measurements (𝑟2 = 0.91). Right: Four image-derived measurements were performed on each 
stem. The error standard deviation and coefficient of variation were 0.70 mm and 3.8%, 
respectively, showing high repeatability. 
2.6. Discussion 
In this section, the data acquisition system, stereo matching algorithms, and image-
derived features are discussed based on our experimental results. Limitations and potential 
solutions are also suggested for future improvement. 
2.6.1. Phenobot 1.0 
To the best of our knowledge, Phenobot 1.0 is the first auto-steered mobile system 
capable of collecting side-view stereo images of tall biomass sorghum. This platform has 
been successfully deployed for two growing seasons and collected over 100,000 stereo 
images for various genetic lines. During this process, technical challenges had to be 
overcome and methods adapted to the biology of the target organism. Biomass sorghum is a 
tall crop with dense canopies, making it one of the most difficult plant species for ground-
based high-throughput phenotyping. At the mature stage, plant height ranges from 0.5 m to 
more than 3 m, with leaves that grow vertically and expand horizontally. Considering that 
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these long leaves would likely block the camera view if the commercial row spacing (0.76 m) 
was implemented, we compromised the standard row spacing and expanded it to 1.5 m 
during the system testing phase. However, as the leaves were expanding, it was evident that 
they were still blocking the view of the mid-level and top-level cameras, which led to the 
selection of a final 2.2 m row spacing with which only occasional view blocking of the top-
level cameras occurred. One alternative solution that could potentially reduce row spacing 
would be to image multiple locations per plot and to place additional sets of stereo camera 
heads vertically with varying vertical tilting angles.  
The data collection time was limited between 10 AM and 4 PM to avoid low solar 
elevation angles, which could cause strong backlighting conditions, especially if crop rows 
were planted north to south. During normal operation time, the varying field lighting 
conditions did not pose a challenge for stereo reconstruction because stereo matching relied 
on image texture or local intensity variation, which was preserved as long as the amount of 
light received by the imaging sensor was within its dynamic range. However, we recognized 
that it could be beneficial to add supplemental lighting for the stereo camera heads. 
Extremely tall genotypes could substantially block the sunlight, and the image noise level 
increases in such low-light conditions. Another potential solution would be to use polarized 
high-intensity flashlight with polarizing filters in front of the camera lens. High intensity 
flashlight with short camera exposure times can reduce or even eliminate the effect of 
varying ambient light while the polarizing filters suppress glare from leaf surfaces. A film 
with random patterns can also be placed in front of the flashlight to increase image texture on 
weakly-textured leaf surfaces. However, care should be taken to minimize the radiometric 
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differences between the two images of a stereo camera head. For instance, it is better to align 
the polarizing directions of the two cameras. 
2.6.2. Stereo matching 
There has been a concern about the performance of passive stereo vision under field 
lighting conditions (Kazmi et al., 2014; Li, Zhang, & Huang, 2014). However, our results 
demonstrate that the advances in stereo matching have allowed for the reconstruction of high 
quality disparity maps for dense canopy crops in the field. As for the performance gap 
between the state-of-the-art 3DMST and the widely used SGBM, although a quantitative 
comparison is not provided, our qualitative comparison of disparity maps and surface normal 
maps, and the correlation analysis for plant surface area validate the superior surface 
reconstruction quality of 3DMST over that of SGBM. First, 3DMST clearly produces more 
accurate contours of leaf, stalk, and panicle. On the contrary, SGBM slightly extends 
foreground disparity on the edges into the background, which is often referred to as border 
bleeding effects. This is caused by the lack of adaptive support weight in SGBM. On the 
other hand, the geodesic type of adaptive support weight utilized by 3DMST accurately 
captures the depth discontinuity. Such property could be more valuable for applications 
where accurate detection and measurement of stem diameter are needed. Second, a much 
smoother normal estimation is achieved on plant surface when 3DMST is used instead of 
SGBM. The non-local support region in 3DMST can adapt the effective area of support 
region to image content. As the effective support region becomes larger, the smoothness 
strength is implicitly increased as well. Hence, 3DMST easily handles large canopies and 
thin stems in nearly homogenous color. In addition, 3DMST jointly searches the disparity 
and surface normal (3D label), which are in turn used to calculate a more accurate support 
region mapping between the left and the right images. For instance, a square support region 
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in the left image is scaled or sheared in the right image, depending on the surface normal 
direction. The mathematical derivation is given by Heise et al. (2013). Without this more 
flexible model, disparity on slanted leaf surfaces would show stair-casing effects. Even 
though SGBM uses scanline optimization to enforce smoothness along multiple directions 
and applies quadratic interpolation around the optimal discrete disparity level to obtain sub-
pixel accuracy, it is difficult to achieve the same smoothness level of 3DMST, even by 
tuning the parameters. From all features investigated in this study, plant surface area was the 
parameter mostly affected by the selection of the 3D reconstruction algorithm. The edge-
preserving ability and surface smoothness caused a considerable impact on the surface area 
calculated from the triangle mesh. This was revealed by the correlation comparison 
demonstrating that the image-derived plant surface area using SGBM was approximately 
0.67 𝑚2 larger than that of 3DMST (Fig. 2.16).  
Regarding runtime performance, SGBM has a clear advantage over 3DMST due to its 
high computational efficiency. Readers are recommended to refer to Middlebury Stereo 
Evaluation 3.0 for various runtime comparisons 
(http://www.vision.middlebury.edu/stereo/eval3). The implementation of SGBM takes full 
advantage of instruction level parallelism on modern CPUs, also known as Single Instruction, 
Multiple Data. Therefore, if the goal is only to estimate features not related to surface such as 
plot height, plot width, and convex hull volume, SGBM should be the preferred option. There 
is still potential to cut down the runtime of 3DMST by reducing the number of iterations and 
using a simple matching cost such as Census. However, the effect of these two factors on the 
reconstruction quality is unknown and should be further investigated. 
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2.6.3. Image-derived plant architectural features 
The correlation analyses demonstrated that the image-derived features investigated in 
this study can capture several important plant architectural traits of densely populated 
sorghum varieties grown under field conditions.  
Plant height is probably the most important characteristic due to its significant effect 
on biomass yield. Although the image-derived PPH was obtained on a per-plot basis, it was 
highly correlated with the panicle apex height of a single plant. The PPW turned out to be 
useful for quantifying leaf length variation, which could affect the ability of sorghum to 
absorb light energy. Considering that PPW could also be determined by leaf angle, if leaf 
length is constant, a large angle would result in a large PPW.  
The convex hull volume combines the effects of plant height, leaf position, and leaf 
shape. For instance, some sorghum varieties have a long exsertion (distance from flag leaf to 
panicle) while others have no exsertion at all, and thus, the panicle is in close proximity to 
the canopy. Given the same plant height, the image-derived CHV could capture such a 
variation in plant architecture. 
The plant surface area can be affected by many factors such as number of leaves, 
internode length, leaf area, plant height, stem diameter, and panicle size. Even though the 
cameras observed the plot, the extracted PSA correlated well with the counterpart of the 
representative individual.  
Stem diameter is one of the most difficult traits to characterize using high-throughput 
phenotyping, but also among the most important plant architecture traits since it contributes 
greatly to biomass yield. The variation in stem diameter was evident in our dataset (from 7 
mm to 31 mm), and the user-interactive approach produced accurate measurements. It is 
important to emphasize that the image-derived SD included the thickness contributed by the 
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leaf sheath around it that could be used as proxy of the true stem diameter, which should be 
measured after the removal of the leaf sheath.  
The proposed features have been partially validated by our recently published GWAS 
performed using the image-derived PPH and SD after maturity (Salas Fernandez et al., 2017). 
Genomic regions controlling the two traits estimated using our approach co-localized with 
markers previously identified associated with variation in plant height and stem diameter 
using manually collected data (Zhao et al., 2016). Additionally, this also eases the concern 
that our increased row spacing would affect the GWAS results, since the data used to validate 
our GWAS was collected from materials planted at the commercially used row spacing of 
0.76 m. It is worth pointing out that the discriminant ability of these image-derived features 
depends on the plant growth stage. At early stages, the variation among crop varieties could 
be too low to be captured by our approach. As the growing season progresses and differences 
in architecture and development become evident, the image-derived features could reach the 
maximum potential to quantify these traits and characterize genetic variation. Our ongoing 
work includes the discovery of genetic regions that control the variations observed in image-
derived PPW, CHV, and PSA. Additionally, the PPW, CHV, and PSA values at different 
canopy levels can also be quantified, which could potentially provide novel information 
about plant architecture for gene discovery studies. 
Our feature extraction pipeline is fully automated except for stem diameter that 
requires human intervention to select stems and indicate stem boundaries. This time-
consuming constraint of our approach could be solved in the future by advances in artificial 
intelligence. The state-of-the-art objection detection algorithms using deep convolutional 
neural network have recently achieved impressive results. Mask R-CNN performs accurate 
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instance segmentation for clustered scenes where many instances, such as pedestrians and 
animals, exist with occlusion (He et al., 2017). The instance segmentation gives pixel-wise 
semantic segmentation inside the bounding box anchored on the detected object, which 
makes automatic individual stem and panicle segmentation a promising application. With the 
large number of side-view images collected in the field, a large amount of training data can 
be generated to explore the performance of Mask R-CNN for some of the challenging traits 
investigated in our study. 
2.7. Conclusions 
This paper presents a field-based robotic plant phenotyping system that utilized 3D 
machine vision to automate plant architectural trait characterization for densely populated 
biomass sorghum plants, with a wide range of plant height. The data acquisition system was 
developed based on a utility tractor retrofitted with an auto-steer system and multi-level side-
viewing stereo camera heads. An automated feature extraction pipeline was developed to 
quantify plot-based plant height, plot-based plant width, convex hull volume, and plant 
surface area. Stem diameter was extracted in a user-interactive approach. The image-derived 
features were highly correlated with the in-field manual measurements, and with high 
repeatability. Our study also demonstrated the suitability of conventional passive stereo 
vision for 3D plant phenotyping under field lighting conditions due to the recent advances in 
stereo correspondence search algorithms. The proposed system demonstrates a great potential 
for large-scale high-throughput field-based plant phenotyping for bioenergy crops. Our future 
work will focus on building an autonomous ground robot, an imaging system optimized for 
commercial row spacing, and the automatic detection and characterization of individual plant 
organs such as stem, leaf, and panicle. 
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Abstract 
Maize (Zea mays L.) is one of the most economically important cereal crops. Though 
time-consuming and labor-intensive, manually measuring phenotypic traits in the field has 
been the common practice for maize breeding programs. This study presents a system for 
automated characterization of several important plant architectural traits of maize plants 
under field conditions. An algorithm was developed to extract the 3D plant skeletons from 
point cloud data acquired by side-viewing Time-of-Flight cameras. Plants were detected as 
3D lines by Hough transform of the skeleton nodes. By analyzing the graph structure of the 
skeleton with respect to the 3D lines, the point cloud was partitioned into plant instances with 
the stems and the leaves separated. Furthermore, plant height, plant orientation, leaf angle, 
and stem diameter were extracted for each plant. The image-derived estimates of traits were 
compared to manual measurements at multiple growth stages. Satisfactory accuracies in 
terms of mean absolute error (MAE) and coefficient of determination (R2) were achieved for 
plant height (before flowering: MAE 0.15 m, R2 0.96; after flowering: MAE 0.054 m, R2 
0.83), leaf angle (MAE 2.8°, R2 0.83), and plant orientation (MAE 13°), except for stem 
diameter due to the limitation of the depth sensor. The results showed that the system was 
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robust and accurate when the plants were imaged from only one side despite occlusions 
caused by leaves, and the method was applicable to maize plants from an early growth stage 
to full maturity. 
Keywords. Plant phenotyping, Maize, Time-of-Flight, Point cloud processing, 
Skeletonization 
3.1. Introduction 
Maize (Zea mays L.) is one of the most economically important cereal crops 
worldwide for food, feedstock, fiber, and biofuel production. Rapid human population 
growth and climate change demand an acceleration in current breeding technologies for high-
yield maize varieties. Though genotyping technologies are well developed, high-throughput 
plant phenotyping has been identified as the bottleneck to exploiting the extensive genomic 
data for crop improvement. Among various phenotypic traits, plant architecture determines a 
crop variety’s capability to intercept light for photosynthesis, and thus yield. In fact, the 
increase in maize yield during the last decades largely resulted from the manipulation of 
plant architecture for adapting increased plant densities (Duvick et al., 2003), for instance, 
vertically oriented leaves above the ear and horizontally oriented leaves below the ear 
(Mantillla-Perz & Salas-Fernandez, 2017). The common practice of quantifying plant 
architectural traits is via manual measurements in the field, which are time-consuming, labor-
intensive, and human-error-prone. Automated solutions have promising potential to increase 
the efficiency and efficacy of phenotypic data collection. 
For automated indoor plant phenotyping systems, each individual maize plant can be 
transported to a screening station, and imaged using side-view RGB cameras with controlled 
background color, lighting conditions, and view angles. Plant architectural traits such as plant 
height, leaf number, leaf angle, leaf length, and internode length can be extracted based on 
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the plant image skeleton (Cabrera-Bosquet et al., 2016; Zhang et al., 2017). Additional traits 
including individual leaf surface area and leaf width can be extracted based on the full 3D 
plant reconstruction of maize and sorghum, which was acquired by using a depth camera to 
image a rotating plant (Chaivivatrakul et al., 2014; Mccormick et al., 2016). However, it 
remains a challenge to perform automated phenotyping for maize at plant level under field 
conditions due to occlusion caused by high plant densities. Previous studies mainly focused 
on automated individual plant sensing for counting population and measuring inter-plant 
spacing for early growth stages. Top-viewing RGB imaging was first exploited (Shrestha & 
Steward, 2003, 2005; Shrestha, Steward, & Birrell, 2004; Tang & Tian, 2008a, 2008b). 
However, as canopies started to overlap, individual plant detection became considerably 
challenging in RGB images. An improvement was achieved to cope with overlapped 
canopies using depth imaging for V2-V3 stages, and the key idea was to find convex patterns 
that fitted the plant whorls (Jin & Tang, 2009). Though top-view depth imaging overcomes 
the shortcomings of RGB imaging, the method is likely to suffer as canopies continue to 
expand and cover more and more whorls. By taking advantage of the distinct linear structure 
of stems, side-view depth imaging was investigated to handle later growth stages (V3-V6) 
(Nakarmi & Tang, 2012, 2014). Depth was used to remove background crop rows, and the 
resultant binary images were processed to detect stem lines using skeletonization or 2D 
Hough transform. The stem detection and localization accuracies were further improved.  
It is logical to extend the side-view depth imaging method for field-based plant 
architecture phenotyping for maize, but the potential of 3D imaging has not been fully 
fulfilled. Though stem detection can be solved in 2D depth image space, measuring plant 
architectural traits in the field needs to be done in the 3D point cloud data transformed from a 
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depth image. For indoor phenotyping systems, a maize plant can be rotated to image the front 
of the plant, and it is reasonable to assume that the stem and leaves are approximately in the 
same 3D plane parallel to the image plane. Under field conditions with no prior knowledge 
about plant orientation, 3D lengths and orientations need to be estimated for stems and leaves 
in order to compute accurate plant heights and leaf angles. However, this is still a challenging 
task considering the field conditions such as varying lighting, occlusion, narrow inter-plant 
spacing, and wind. This study investigated the characterization of maize plant architectural 
traits using side-view depth imaging under relaxed field conditions including increased inter-
plant spacing and row spacing. The overall goal was to gain more insight about the utility of 
using side-view depth imaging for field-based maize plant phenotyping. The specific 
objectives were to (1) extract plant height, visible leaf angle, plant orientation, and stem 
diameter from side-view depth images for maize plants grown in the field and (2) determine 
the system accuracy using field data from an early stage to full maturity. 
This paper is organized as follows. Section 2 describes the 3D point cloud processing 
pipeline for characterization of plant architectural traits. In Section 3, the results of 
quantitative analyses between the image-derived values and the in-field manual 
measurements are presented. Section 4 provides an in-depth discussion about the utility and 
limitations of the proposed system, followed by potential improvements. Section 5 concludes 
the study. 
3.2. Materials and Methods 
Side-view depth images were collected using a Time-of-Flight camera (Kinect V2, 
Microsoft, Redmond, WA, USA). The depth image has a relatively high resolution of 
512×424 pixels with a wide field of view (FOV) of 70×60 degrees. However, the sensor is 
not designed for outdoor lighting conditions. To alleviate this issue, data collection was 
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conducted no sooner than one hour before sunset. The ground near the plants was also 
captured for establishing a reference 3D plane. Twenty maize plants (B73) were planted at 
the research farm of Iowa State University with an inter-plant spacing of 0.25 m and a row 
spacing of 1.5 m. The increased inter-plant spacing aimed to reduce occlusions, and the 
increased row spacing was to achieve a sufficient spatial field of view with the depth camera. 
Two depth cameras placed at two height levels (0.7 m and 1.7 m) were used when the plants 
were taller than the FOV of one camera. The two cameras were vertically oriented and 
rigidly attached to a vertical camera boom, and their relative pose was calibrated using the 
stereo calibration method in OpenCV (Bradski, 2000) with the infrared intensity images. The 
actual camera-to-plant distance was set to 0.8 m; the average spatial resolution on the plant 
surfaces was approximately 3 mm.  
The 3D point cloud processing algorithm consisted of five step: preprocessing, 
skeletonization, stem line detection, skeleton segmentation, and plant architectural traits 
extraction. The general strategy was to apply 3D skeletonization to extract a skeleton graph 
from the unordered 3D point cloud data, and use 3D Hough line detection to locate individual 
stems. By analyzing the positions and orientations of skeleton segments with respect to the 
stem lines, stems and leaves were separated and their relations were determined. Point Cloud 
Library (Rusu & Cousins, 2011) was used to develop the algorithm, and the data were 
processed on a computer with a microprocessor running at 3.5 GHz with 16 GB RAM (Xeon, 
Intel, Santa Clara, CA, USA). 
3.2.1. Preprocessing 
A depth image was transformed into a 3D point cloud using the camera projection 
matrix 
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𝑋𝑌𝑍 = 𝑓i 0 𝑐i0 𝑓¡ 𝑐¡0 0 1
* 𝑥𝑦𝑑 ,     (3.1) 
where (𝑋, 𝑌, 𝑍) = 3D point coordinates, (𝑥, 𝑦) = image point coordinates,  𝑑 = depth value,  𝑓i = focal length along the 𝑋 axis,  𝑓¡ = focal length along the 𝑌 axis, 𝑐i = principle point along the 𝑋 axis, 𝑐¡ = principle point along the 𝑌 axis. 
The parameters in the projection matrix were obtained with the camera calibration 
method in OpenCV. The camera coordinate system of the bottom camera was set to the 
world coordinate system. If two cameras were used, the point cloud generated by the top 
camera was transformed into the world coordinate system. The world coordinate system was 
defined as follows: the origin was at the projection center of the bottom camera; the 𝑋 axis 
was in the vertical direction of the plant growth, the 𝑌 axis was in the direction of the crop 
row, and the 𝑍 axis pointed toward the plants. The background was removed by filtering out 
points whose Z values were beyond 1.5 m. The resultant point cloud only contained the 
foreground crop row and the ground. The ground points were detected by fitting a 3D plane 
with Random Sample Consensus (RANSAC) (Fischler et al., 1981). The detected ground 
plane served as a reference plane for measuring the plant architectural traits. With the normal 
direction of the ground plane, the point cloud was rotated around the origin such that the 
ground plane was parallel to the 𝑌𝑍 plane of the world coordinate system. Then any points 
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that were 0.05 m above the 𝑌𝑍 plane or completely below the plane were considered as 
ground and removed.  
3.2.2. Skeletonization 
3.2.2.1. Initial skeleton graph 
Skeletonization has been widely used to extract structural and topological information 
of plants from 2D binary images and 3D data. Here, we focus on skeletonization of 3D data. 
In addition to 3D point cloud data for 3D surface representation, other common data 
structures are volumetric data and polygon mesh. For volumetric data, one conventional 
skeletonization method is based on iterative thinning (Palágyi & Kuba, 1998; Pudney, 1998). 
Because the input data is structured, several templates can be defined for the thinning 
operation. If a voxel and its neighbors match one of the templates, it is removed. This process 
is continued until no more voxels can be removed. However, this method is sensitive to 
noise, and can produce undesired skeleton branches. For polygon mesh, the skeleton is 
obtained by iterative mesh contraction (Au et al., 2008; Shapira et al., 2008; Tagliasacchi et 
al., 2012). However, the methods were limited to closed polygon mesh without boundary. 
Skeleton extraction from point cloud has been proposed (Cao et al., 2010; Huang et al., 2013; 
Wu et al., 2015). These methods relied on iterative optimization scheme to contract the 3D 
points to form skeleton structures. However, the parameters needed to be tuned to obtain 
desirable results. In addition, the contraction process was often time-consuming for large-size 
point cloud data. 
A simple and effective skeletonization algorithm was developed based on the side-
view point cloud of maize plants. The informative and trustworthy parts of the side-view 
point cloud were the stems and their connected leaves. Specifically, the regions near leaf 
collars were important for measuring leaf angle, which was defined as the angle between the 
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stem and the midrib of the leaf blade. Occlusion and overlapped leaves made it an ill-posed 
problem to extract other leaf-related traits such as leaf length, leaf width, and leaf area. Based 
on the structure of a maize plant, stems were generally close to vertical, and normal leaf 
angles were less than 90 degrees. This domain knowledge was utilized to efficiently extract a 
simple skeleton from the point cloud. The algorithm worked as follows. The point cloud was 
evenly sliced into thin layers along the plant growth direction (𝑋 axis) using the PassThrough 
filter in PCL (Rusu, 2010), and Euclidean clusters (Rusu, 2010) were extracted in each layer 
(Figure 3.1, right). A Euclidean cluster was the counterpart of connected components in 2D 
image processing, except that two 3D points were considered connected if their Euclidean 
distance was less than a threshold. An efficient implementation is available in PCL based on 
the octree data structure. For each extracted Euclidean cluster, its 3D centroid was computed, 
and the point closest to the centroid was labeled as the skeleton node for representing the 
cluster. 
To create edges, two skeleton nodes were connected if they satisfy the following 
conditions: (1) they were in two adjacent layers, and (2) their clusters were spatially 
connected such that the two clusters belonged to the same Euclidean cluster. Using the above 
rules, a 3D skeleton graph was created for the point cloud. The skeleton graph might contain 
cycles which would complicate the structure analysis. Hence, cycles were removed by 
computing the minimum spanning tree of the initial skeleton graph. Minimum spanning tree 
is a subset of the skeleton graph edges that connect all the nodes, without cycles and with the 
minimum sum of edge weights. The edge weight equaled the Euclidean distance between the 
two connected nodes. The minimum spanning tree was further pruned to remove short 
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branches with less than three nodes. Boost Graph Library was used for graph-related 
operations (Lee et al., 2001). An initial skeleton graph is illustrated in Figure 3.1. 
 
Figure 3.1. Initial skeleton graph. Left: a point cloud after preprocessing. Right: the initial 
skeleton graph. The alternating colors indicate different slices along the X axis. 
3.2.2.2. Skeleton graph refinement 
The initial skeleton graph did not accurately represent the topology of maize shoot 
system near leaf collars. Because the stem and leaf near a leaf collar were spatially 
connected, the sliced Euclidean clusters near the leaf collar contained both stem and leaf. 
Thus, the skeleton nodes were located between the two organs instead of at the center of the 
stem. If such a skeleton was used to compute a leaf angle, it was likely to be overestimated 
(Chivivatrakul et al., 2014). Note that any skeletonization algorithms which seek to find the 
medial axis would produce a similar topology near a leaf collar. To recover a more accurate 
skeleton for maize plants, a skeleton refinement step was developed. A leaf collar node was 
defined as a node with two neighbor nodes above it and with one neighbor node below it 
(Figure 3.2). The sliced Euclidean cluster of the leaf collar node was segmented into two 
clusters using k-means clustering (k = 2). If the distance between the two cluster centroids 
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was larger than a threshold 𝑑l~m=w, the leaf collar node was split into two skeleton nodes. In 
each iteration, the leaf collar nodes were processed from the plant base to plant top since the 
direction of splitting was downward. The refinement step was terminated if there was no leaf 
collar node left to split. The k-means clustering implementation in OpenCV was used for its 
robustness (Arthur & Vassilvitskii, 2007). The difference between the initial skeleton graph 
and the refined one is illustrated in Figure 3.2. 
 
Figure 3.2. Skeleton topology near leaf collars. Left: an initial skeleton graph. Right: the 
refined skeleton graph. 
3.2.3. Stem line detection 
Plant detection was necessary because the number of plants in a point cloud was 
unknown. Stem extraction from the full 3D model of a single plant was realized by fitting the 
cylindrical shape of the stem (Chaivivatrakul et al., 2014; Mccormick et al., 2016). With the 
full 3D model, fitting a cylinder in the 3D point cloud proved to be a reliable method for a 
single plant. However, it was far more challenging to fit cylinders for maize plants in the 
fields because the side-view point cloud only showed one side of the stems, let alone the 
occlusions caused by canopies. To robustly find 3D stem lines in the point cloud, an iterative 
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3D Hough transform method was adopted (Dalitz et al., 2017). A 3D line was parameterized 
by a point in a 2D grid on the ground plane, and one of a finite number of line directions 
evenly distributed on a unit sphere. The length and width of the 2D grid were determined by 
the minimum and maximum Y and Z coordinates of input point cloud. The grid contained 
square cells, and the cell size was a user-defined parameter, 𝑟³ab`Z. Every accumulator bin in 
the Hough space essentially represented a cylinder parameterized by a 2D point in the grid, a 
line direction, and the cell size as its radius. The number of 3D points that were inside the 
cylinder was the number of votes received by the associated accumulator bin. Unlike the 
conventional 2D Hough line detection that only transform all points once, the 3D Hough line 
detection process transform the point cloud, extracted a most voted line, and remove the 
inlier points of the line from the point cloud. This process was iterative until one of the 
following conditions was met: (1) the maximum number of lines was found; (2) the 
minimum number of votes was not satisfied.  
Naively applying the 3D Hough line detection on the point cloud is erroneous and 
computationally expensive. First, long and straight leaves can lead to false-positive 
detections. Hough transform is a voting process for the points in the discretized parameter 
space. The longer and straighter a leaf is, the more votes the passing line obtains. Second, the 
typical size of a point cloud after preprocessing was in the order of hundreds of thousands. 
To largely reduce the complexity, the skeleton nodes were used for the Hough transform 
instead of the raw point cloud. Using skeleton nodes for the Hough transform also reduced 
the influence of the leaves, which were often wider than stems, and led to more accurate stem 
line fitting.  
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For our dataset, the maximum number of lines were set to six, which was more than 
the maximum number of plants in the point cloud at a time. The minimum vote was 
determined by 
ehi=ebe	nhca~¡	Zo=`Zwlm=no	wZ=cnpcoll ×30%,     (3.2) 
where the maximum canopy height was the maximum range of point cloud in the plant 
growth direction (X axis), and the 30% meant that the 3D line should at least contain inliers 
in more than 30% of the sliced layers. Often more than one line could be detected for a single 
plant (Figure 3.3). This was easily solved by grouping the lines using line-to-line distance, 
and keeping the one with the most votes in each group. 
 
Figure 3.3. Hough line detection for stem detection. Left: early stage. Right: mature stage. 
Red lines represent valid stem lines. Gray lines are invalid stem lines that have less votes 
than the closest valid stem lines (best viewed in color). 
3.2.4. Skeleton segmentation 
The skeleton graph contained both stems and leaves, thus their relations to the 
detected 3D stem lines needed to be solved. The skeleton graph was partitioned into skeleton 
segments which were one-dimensional subsets of skeleton graph with at least two skeleton 
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nodes as illustrated in Figure 3.4. This was achieved by traversing the skeleton graph, 
starting from skeleton nodes with either one neighbor or at least three neighbors and finishing 
at skeleton nodes with either one neighbor or at least three neighbors.  
 
Figure 3.4. Skeleton segments visualized in random colors. 
Subsequently, the skeleton segments were separated into different groups for the 3D 
stem lines. The distances between each 3D stem line and the two end nodes of each skeleton 
segment were computed. If the minimum distance was less than 𝑟~mhcw, which was a 
parameter determined based on the inter-plant spacing, the skeleton segment was assigned to 
the stem line associated with the minimum distance. Otherwise, the skeleton segment was 
labeled as an outlier that did not originate from any stem lines. This process completed plant 
segmentation for the skeleton graph. 
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3.2.5. Plant architectural traits extraction 
Plant architectural traits including plant height (PH), leaf angle (LA), plant 
orientation (PO), and stem diameter (SD) were extracted based on the detected 3D stem lines 
and their associated skeleton segments. 
3.2.5.1. Plant height 
PH can be measured by several different methods, which also depends on the specific 
growth stage. For instance, PH can be the maximum canopy height or the whorl height 
before flowering, and tassel apex height or tassel base height after flowering. Based on 
observation of our dataset, the whorl and the tassel were typically near the 3D stem line. For 
the skeleton nodes associated with a 3D stem line, the highest one within a short radius of 𝑟lwoe to the 3D stem line was projected onto the 3D stem line; the distance between the 
projection and the plant base point was defined as the image-derived PH, where the plant 
base point was the intersection of the stem line and ground plane. The PH results are 
visualized in Figure 3.6. 
3.2.5.2. Leaf angle 
The image-derived LA was defined as the acute angle between a leaf skeleton 
segment and its associated 3D stem line. Because a leaf was not straight, it was not accurate 
to use the entire leaf segment to compute LA. Hence, only the skeleton nodes that were 
within 𝑟moh´ away from the stem line were considered for any skeleton segment. Furthermore, 
several heuristic rules were implemented to find high-quality leaf skeleton segments. First, a 
leaf skeleton segment should originate from a stem line. A skeleton segment was not a leaf 
segment if all the nodes of the skeleton segment was more than 𝑟nammh6 distance away from 
the stem line (𝑟lwoe < 𝑟nammh6 < 𝑟moh´). Second, a leaf skeleton segment should be relatively 
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long. This was enforced by testing the maximum distance between any node of the skeleton 
segment and the stem line; if the distance was less than 𝑟moh´, the segment was not a leaf 
segment. Third, a normal leaf should grow higher than the leaf collar within a short radius of 
the stem line, and expand away from the stem. Due to occlusion, a skeleton segment could 
contain both a stem and a leaf (Figure 3.5), which often occurred when the leaves expanded 
toward the camera. Hence, the skeleton nodes were filtered to keep the ones whose point-to-
stem distances were between 𝑟lwoe and 𝑟moh´. Among the filtered nodes, if the node with the 
maximum point-to-stem distance was lower than the one with the minimum point-to-stem 
distance, the segment was not a leaf segment. The leaf orientation was computed using 
Principal Component Analysis (PCA), and approximated by the first eigenvector of the 
filtered nodes. Subsequently, the leaf angle was computed with respect to the stem line 
direction. Lastly, any computed leaf angles outside the range of 10 to 90 degrees were 
removed. The lower limit aimed to further prevent curved stem skeleton segments being 
classified as a leaf skeleton segment, while the upper limit was based on the observation that 
a normal leaf angle was less than 90 degrees unless it was broken.  
 
Figure 3.5. Skeleton segments that contains both partial stem and partial leaf. 
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3.2.5.3. Plant orientation 
Generally, the leaves of a maize plant grow approximately in a plane perpendicularly 
to the ground plane. Hence, PO was defined as the angle between the plant growth plane and 
the crop row plane (assumed to be perpendicular to the ground plane). Note that PO was in 
the range of (-90°, 90°] because -90° and 90° represented the same plant orientation, where 
the plant growth plane was perpendicular to the crop row plane. To compute the signed 
distance of two PO values, the following equation was used: 
𝑃𝑂	𝑆𝑖𝑔𝑛𝑒𝑑	𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒	(𝑎, 𝑏) = 𝑎 − 𝑏 − 180°, 𝑖𝑓	𝑎 − 𝑏 > +90°𝑎 − 𝑏 + 180°, 𝑖𝑓	𝑎 − 𝑏 < −90°	.  (3.3) 
For instance, the PO Signed Distance (-80°, 90°) equals 10°, while the PO Signed Distance (-
80°, 90°)  equals -10°.  
To extract PO value from a detected plant, the skeleton nodes within 𝑟moh´ to the 3D 
stem line were searched. The intention was to include skeleton nodes on the stem and parts of 
the leaves nearby. Next, PCA was applied on the 3D coordinates of the found skeleton nodes. 
Assuming that the first eigenvector corresponded to stem direction, the second eigenvector 
should correspond to the direction of leaf expansion (PO). The PO value was computed as 
the angle between and the Y axis (crop row direction) and the projection of the second 
eigenvector on YZ plane (ground plane) (Figure 3.6). 
3.2.5.4. Stem diameter 
SD was computed for each stem skeleton node. Stem skeleton nodes were found 
using the following conditions. First, the distance between the node and the stem line was 
less than 𝑟lwoe. Second, the node had two neighbors, and the first eigenvector computed with 
the node and its neighbors did not deviate from the stem line by more than 10 degrees. 
Lastly, the Euclidean cluster associated with the node should not be wider than the maximum 
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possible stem diameter, where the width of the cluster was the range of the cluster in the 
direction of its first eigenvector. 
The SD of a stem skeleton node was computed using the associated Euclidean cluster. 
Though the cross section of maize stem may be best approximated by an ellipse, the Kinect 
V2 depth sensor did not provide sufficient resolution and repeatability to do so. Hence, SD 
was approximated by the diameter of the minimum enclosing circle of the point cluster. To 
obtain a single SD for a plant, the median of the extracted SD values was used (Figure 3.6). 
 
Figure 3.6. Extraction of plant architectural traits. (a) and (c) are the raw point clouds of 
maize plants at an early stage and a mature stage, respectively. (b) and (d) are the results of 
plant height (above the stem line), leaf angle, stem diameter (SD), and plant orientation 
(below the stem line) for the early stage and mature stage, respectively. Leaf angle and stem 
diameter were only visualized for the center plant for clarity. Plant orientation is shifted from 
(-90°, 90°] to (0°, 180°] for better visualization. 
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3.2.6. Experiment 
The data collection started after 30 days after planting (DAP), and was conducted 
once per week for ten weeks. The imaging direction was alternated every week: for odd week 
numbers, the south side of the crop row was imaged; for even week numbers, the north side 
was imaged.  
3.2.6.1. In-field manual measurements 
Manual PH was measured from ground to the highest splitting point between the top 
two leaves before flowering, and to the tassel apex height after flowering. For LA, one leaf 
was measured per plant. Before the maize ear was visible, the leaf at the half plant height was 
measured; after the ear was visible, the leaf above the ear was measured. The corresponding 
image-derived leaf angle was selected in the extracted results based on the above criteria. PO 
was measured using a digital protractor, with one leg parallel to the crop row and the other 
parallel to the horizontal direction of leaf expansion. Stem diameter was measured above the 
first leaf counting from ground when PH was less than 1m, and at approximately 0.2 m above 
ground when PH were higher than 1 m. Since the stem cross section was an ellipse, both the 
major axis and the minor axis were measured using a digital caliper, and their average value 
was used for the evaluation of the image-derived SD. 
3.2.6.2. Parameter settings 
The same parameter settings were used for the entire dataset. Both the slice thickness 
and Euclidean clustering threshold were set to 1 cm. Branches with less than three nodes 
were removed during pruning. To keep the number of parameters minimum, 𝑑l~m=w, 𝑟³ab`Z, 
and 𝑟lwoe were all set to 2 cm, which was approximately the average stem diameter across all 
growth stages. 𝑟nammh6 was set to twice of 𝑟lwoe since a leaf collar skeleton node was farther 
away from the stem line than the stem skeleton node was. Both 𝑟~mhcw and 𝑟moh´ were set to 
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0.1 m considering that the inter-plant spacing was 0.25 m. For each plant, the median of the 
image-derived SD values within 0.2 m above ground was used for validation, which was 
found more robust than using the SD of a single stem skeleton node at certain height. 
3.3. Results 
This section presents the quantitative analyses between the image-derived plant 
architectural traits and the in-field manual measurements. Multiple plants were detected in a 
single point cloud, and the results extracted from the center plant were used for the analyses. 
The numbers and reasons of failure cases are reported as well. 
3.3.1. Plant height 
The algorithm extracted PH for 189 out of the 200 data points (94.5%) from 30 to 93 
DAP. The remaining 11 data points could not be used due to considerable short plants before 
58 DAP (8), and one dead plant after 72 DAP (3). The image-derived PH values achieved 
strong correlations with the in-field manual measurements both before flowering (R2 0.964, 
RMSE 0.088 m) and after flowering (R2 0.827, RMSE 0.058 m) (Figure 3.7 left). Before 
flowering, the image-derived PH values tended to overestimate the truth plant height with a 
mean absolute error (MAE) of 0.15 m, which was due to the erect top leaves growing in the 
same direction of the stems. Whereas, after flowering, the image-derived PH was more 
accurate (MAE 0.054 m) with the tassels visible on the top of the stems. Figure 3.7 (right) 
showed the absolute error distributions of the image-derived PH at ten time points, 
demonstrating relatively large errors from 30 to 58 DAP and small errors from 65 to 93 DAP. 
Occasionally, extreme errors occurred due to the top canopies of neighboring plants being 
wrongly classified as part of the plant of interest, for instance, the maximum absolute errors 
of 58 DAP and 86 DAP in Figure 3.7 (right). This often happened to plants that were much 
shorter than their neighbors. 
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Figure 3.7. Accuracy of the image-derived plant height. Left: Image-derived plant height vs 
in-field manual measurements. The square markers indicate plants before flowering, while 
the point markers indicate plants after flowering. The colors represent ten different time 
points after planting. Right: Absolute errors of the image-derived plant height at ten different 
time points after planting. The red central mark on each box represents the median, and the 
bottom and top edges of the box represent the 25th and 75th percentiles. The minimum and 
maximum values are indicated by the whiskers. 
3.3.2. Leaf angle  
The algorithm extracted LA for 130 out of the 180 data points (72.2%) from 37 to 93 
DAP. The data from the rest 50 data points could not be used due to three factors including 
considerably short plant (S), occlusion (O), and curved stem (C). The number of failed data 
points for each reason was illustrated in Figure 3.8. Among the three factors, the contribution 
of O increased most over the period. Because the leaf angles were always measured from the 
same side of the crop row, and the side of imaging was alternated every week, the number of 
fail data points caused by O increased in a strong fluctuating manner. S and C contributed 
approximately equally to the issue, however, with less effect than O did. As expected, S 
mostly occurred at early stages (before 58 DAP) due to late emergence, and caused the 
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failure of stem line detection. When C happened, the distance between the detected stem line 
and the base of the leaf that required measuring could be too large to be considered as a leaf 
by the algorithm. C occurred occasionally during the period. On the last data collection date 
(93 DAP), however, more stems seemed to show curved structures. 
 
Figure 3.8. Frequency of failed leaf angle measurements over ten time points. The failure 
reasons are considerably short plant, occlusion, and curve stem. 
For the measurable leaves, a high correlation was observed between the image-
derived LA values and the in-field manual measurements (R2 0.832, RMSE 3.455°) (Figure 
3.9 left). The slope and intercept of the fit line was 1.0 and 0.96°, respectively, indicating that 
the image-derived LA was nearly unbiased against the in-field manual measurements. The 
image-derived LA demonstrated lower errors near the flowering time, indicated by the 
shorter interquartile lengths and lower median absolute errors of 58 DAP and 65 DAP 
(Figure 3. 9 right). 
78 
 
 
Figure 3.9. Accuracy of the image-derived leaf angle. Left: Image-derived leaf angle vs 
infield manual measurements. Right: Absolute errors of the image-derived leaf angle at nine 
different time points after planting. The red central mark on each box represents the median, 
and the bottom and top edges of the box represent the 25th and 75th percentiles. The minimum 
and maximum values are indicated by the whiskers. 
3.3.3. Plant orientation 
The algorithm extracted PO for 171 out of the 180 data points (93.8%) from 37 to 93 
DAP. The remaining 9 data points were caused by undetected short plants (6), and one dead 
plant after 72 DAP (3). The error between an image-derived PO value and a manually 
obtained value was calculated using the PO Signed Distance function. Hence, the regression 
analysis was not performed. The median values of the absolute errors were close throughout 
the nine time points (Figure 3.10 left), with an overall MAE of 13°. For each plant, the 
distribution of manually measured plant orientation at nine time points was presented in 
Figure 3.10 (right), demonstrating how the 20 plants generally were oriented. The PCA-
based method assumed that the plant leaves expanded approximately in the same plane, 
which was accurate for most cases. However, the leaves of some plants showed a spiral 
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pattern, leading to large errors in plant orientation estimation such as the maximum absolute 
error of 72 DAP (Figure 3.10 left).  
 
Figure 3.10. Accuracy of the image-derived plant orientation. Left: Absolute errors of the 
image-derived plant orientation at nine different time points after planting. Right: 
Distribution of the manually measured leaf angle values at nine time points for each plant. 
Plant orientation is defined in the range of (-90, 90]. The red central mark on each box 
represents the median, and the bottom and top edges of the box represent the 25th and 75th 
percentiles. The minimum and maximum values are indicated by the whiskers. 
3.3.4. Stem diameter 
The algorithm extracted SD for 180 out of the 200 data points (90%) from 30 to 93 
DAP. Among the failed cases, 11 were caused by stem line detection failure. The rest nine 
were due to the lack of valid stem segments in the skeleton graph, which was largely related 
to the occlusions caused by the leaves near the plant bases. As expected, the image-derived 
stem diameters were moderately correlated with the in-field manual measurements, with R2 
0.27 (Figure 3.11 left). The RMSE and MAE were 5.288 mm and 4.433 mm, respectively, 
which were both relatively large compared to the maximum stem diameter 33 mm. At the 
early stages, the bottom sections of the leaves were more likely to be considered as stem 
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skeleton nodes due to the shorter internode lengths. This was indicated by the median 
absolute error of 30 DAP, which was obviously larger than those of later time points (Figure 
3.11 right).  
 
Figure 3.11. Accuracy of the image-derived stem diameter. Left: Image-derived stem 
diameter vs infield manual measurements. Right: Absolute errors of the image-derived stem 
diameter at ten different time points after planting. The red central mark on each box 
represents the median, and the bottom and top edges of the box represent the 25th and 75th 
percentiles. The minimum and maximum values are indicated by the whiskers. 
3.3.5. Runtime performance  
As for runtime, the processing pipeline comprised three major stages: (1) 
skeletonization, (2) stem line detection, and (3) feature extraction. The accumulated runtime 
of each stage for different point cloud sizes was shown in Figure 3.12. The point cloud size 
could also indicate plant growth stage. The runtime of skeletonization and feature extraction 
was approximately linear to the input point cloud size, while the runtime of stem line 
detection was nearly constant around 0.8 s. The runtime of feature extraction increased faster 
than that of skeletonization with respect to the point cloud size.  
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Figure 3.12. Point cloud size vs accumulated time for the three stages of the processing 
pipeline. 
3.4. Discussion 
To the best of our knowledge, this is the first study that investigated the utility of 
using side-view depth imaging to characterize plant architectural trait of maize in the field 
across a wide range of growth stages, and several important traits including plant height, leaf 
angle, and plant orientation were accurately quantified at plant level from the 3D point cloud 
data. The efficacy and efficiency of the processing algorithm relied on the skeletonization 
method that effectively reduced the unordered, large point cloud data to a simple graph that 
preserved the plant architecture. In the following subsections, we discuss the utility, 
limitations, and potential improvements of some specific aspects of the system.  
3.4.1. Hough transform for 3D stem line detection 
This is the first time that 3D Hough line detection has been used to detect maize 
stems in point cloud data. In general, the method worked well for the side-view point cloud 
from an early stage to full maturity. The detection accuracy largely depended on the amount 
of stem surfaces that were visible in the point cloud. Plant orientation with respect to the 
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camera could greatly affect the visibility of a stem, which was worst if the leaves expanded 
toward the cameras. Leaves from adjacent plants could cause occlusion as well. Occlusion 
could be alleviated by placing more depth cameras to image the same plant from different 
viewpoints. Multiple synchronized cameras should be preferred to a single moving camera 
because the canopies may move under wind conditions. It will be an important future study 
to investigate, under common row spacing and inter-plant spacing, the relation between the 
completeness of the 3D reconstruction of individual maize plants (at least within a short 
radius to the stems) and the arrangement of multiple side-viewing depth cameras. 
Considerably short plants such as late emergers were often missed due to the 
principle of Hough transform-based detection (Figure 3.13). The minimum vote parameter 
was set based on the height of the maximum height, thus the considerably short plants did not 
meet the minimum vote requirement. On the other hand, the threshold should not be lowered 
to accommodate the short because it could increase false-positive detections on long leaves 
whose orientations were close to vertical. 
 
Figure 3.13. Failure of Hough line detection for a considerable short plant. 
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Yet line-based stem representation has its limitations. A line cannot accurately 
represent a curved stem, which could occur to some tall plants. This limitation also affected 
subsequent traits characterization because the classification of a skeleton segment depended 
on its position and orientation with respect to the detected stem line. A potential 
improvement is to cut the point cloud into multiple layers in the plant growth direction, fit 
Hough lines in each layer, and obtain a piece-wise linear representation for stems. On the 
other hand, fitting Hough lines in multiple thinner layers could lead to more errors, especially 
when vertically orientated leaves were present with the stems partially or completely 
occluded. 
 
Figure 3.14. Hough lines for curved stems. 
3.4.2. Extracted traits  
With a 25 cm inter-plant spacing, the system achieved accurate estimations for PH, 
LA, and PO for individual maize plants, and adapted well for multiple growth stages. LA is 
probably the most important trait characterized by the system. Even though not all leaves 
could be measured due to occlusion, the extracted leaf angles at different canopy levels could 
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still potentially provide useful information for quantifying a variety’s capability to absorb 
light energy. Furthermore, LA and PO could be possibly utilized to study the interaction 
between adjacent plants.  
The proposed strategy of individual plant segmentation has limitations which could 
affect the accuracy of image-derived PH. Occasionally, a skeleton segment of a neighbor 
plant could get wrongly assigned to the plant of interest because the leaf tip happened to be 
closer to the stem line of the plant of interest than the leaf base was to the stem line of the 
neighbor.  
The long and dense canopies at late growth stages were the primary cause of severe 
occlusion. Consequently, false negative and false positive detections of leaf segments 
increased. Though the image-derived LA was found quite accurate, the leaf segment 
detection rate was not rigorously quantified in this study due to the heavy occlusion. Image 
recognition using convolutional neural network (CNN) (LeCun & Bengio, 1995) has 
advanced considerably over the last few years. For instance, the state-of-the-art Mask R-
CNN can reliably segment out object instances even with occlusions, and the number of 
object classes is in the order of thousands (He et al., 2017). It can be used to detect the 
distinct regions of leaf collars in the RGB-D images acquired by Kinect V2, which can be 
utilized to improve the proposed leaf detection strategy. 
SD was not accurately quantified by the system. In the following section, an in-depth 
discussion is provided regarding the reasons for the poor performance of current imaging 
system, and a potential solution is proposed. 
3.4.3. Automated instrumentation for maize stem diameter 
The cross section of a maize stem is an ellipse. When covered by leaf sheaths, the 
stem could appear to be more elliptical. Hence, the image-derived SD measurement is a 
85 
 
proxy of the true SD. The manual measurements demonstrated that the stem cross section 
ellipseness changed over time (Figure 3.15), where the ellipseness was defined as the ratio of 
the major axis to the minor axis, and was estimated by dividing the maximum SD by the 
minimum SD measured at the same height. Furthermore, from 30 to 50 DAP, the average 
stem diameter ellipseness decreased from 2.0 to 1.3, and after 50 DAP, the value tended to be 
constant around 1.3. Only one genotype was used in the experiment, and it is likely that the 
dynamics of stem diameter ellipseness are not the same for different genotypes.  
It is a challenging task to accurately measure maize stem diameter throughout the 
growing season in an automated and non-destructive way. Stereo vision has been 
successfully used to measure stem diameter for biomass sorghum in a user-interactive 
approach, and the results of the genome-wide association studies using the image-derived SD 
were found consistent with those of a previous study where stems were measured manually 
(Salas Fernandez et al., 2017). However, the same approach may not apply to maize. 
Sorghum tends to grow in higher density than maize. With the higher density, it is possible 
that the orientations of sorghum plants are more aligned than those of maize plants. Hence, 
the SD values of sorghum plants measured in side-view images are approximately along the 
minor axis of an ellipse. In contrast, lower density could result in higher variation of plant 
orientation for maize. Plant orientation and camera viewing angle both determine what part 
of the ellipse is imaged. Additionally, the changing stem diameter ellipseness introduces 
another unknown variable. Lastly, the measuring point along the stem also matters. The 
lower half of a stem segment between two adjacent internodes should be measured because 
the lower half is less affected by the leaf sheath. Typically, a leaf sheath expands outward 
more and more as it gets closer to the leaf collar. 
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Figure 3.15. Dynamics of the stem cross section ellipseness for 20 maize plants from 30 to 93 
days after planting. 
The solution to automated instrumentation for SD may lie in the fusion of 2D and 3D 
imaging. There are two aspects that needs solving: (1) accurately localization of stem 
segments above leaf collars and (2) high-precision 3D surface reconstruction for elliptic 
cylinder fitting. Again, it is reasonable to believe that maize stem segments can also be 
accurately located in side-view RGB-D images using state-of-the-art CNNs. As for 3D stem 
surface reconstruction, current commodity depth cameras lack the high precision required. 
For example, the precision of stereo cameras and Time-of-Flight cameras is around 1 cm, 
whereas, the SD of a mature maize plant is not likely to exceed 5 cm. Typically, short-range 
high-precision 2D laser profilometers have less than 1 mm repeatability. They have found 
applications in the manufacturing industry for surface profile inspection. The profilometer 
only provides depth measurements along a laser line. To create a 3D surface profile, the 
profilometer needs to be moved during scanning, for instance, using a robotic manipulator. 
Then, the 3D point cloud can be used to fit an elliptic cylinder which quantifies the cross 
section of a stem as well as the stem direction. 
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3.4.4. Potential for large-scale field experiments 
The proposed system provides an efficient and accurate tool to facilitate field-based 
high-throughput phenotyping for maize plants. The imaging system can be installed on a 
robotic ground vehicle which navigates through crop rows. In combination with RTK-GPS 
data, the side-view point cloud data generated from consecutive depth frames can be 
registered, and the entire field can be reconstructed (Figure 3.16). Accurate registration of the 
point clouds is challenging even with RTK-GPS and sufficient overlap between image 
frames because the canopies may be moved by wind or the robot. However, the developed 
processing algorithm can be used to extract the traits in a single frame, and the results of 
consecutive frames could be merged based on the positions and orientations of the detected 
stem lines. This will be further investigated in the future. 
 
Figure 3.16. Image data acquisition for large field experiments. (a) the robotic data 
acquisition system, (b) the system collecting side-view depth images at night, and (c) the top 
view of the stitched 3D point cloud of an entire maize field. 
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3.5. Conclusions 
This study presented a 3D imaging method for field-based maize plant architecture 
phenotyping. The depth-imaging system was designed to capture side-view 3D point cloud 
data of the crop row. A point cloud processing pipeline was developed to estimate plant 
height, leaf angle, plant orientation, and stem diameter across multiple growth stages (V5 to 
maturity). Plant height estimation was more accurate after flowering, with MAE 0.054 m and 
R2 0.83, than it was before flowering, with MAE 0.15 m and R2 0.96. The image-derived leaf 
angle achieved MAE 2.8° and R2 0.83. The occlusion caused by long canopies affects leaf 
angle extraction more and more as the growth stage proceeded. A definition of plant 
orientation was introduced along with a method to compute its signed distance. The MAE of 
plant orientation was 13°. These traits could potentially provide valuable information to 
facilitate genetic studies to improve grain yield for breeders and plant scientists. Though stem 
diameters were extracted, the accuracy was limited by two factors: (1) the insufficient spatial 
resolution and precision of the Kinect V2 depth sensor, and (2) the elliptical shape of stem 
cross section. For future research, we aim to develop a multi-view imaging system to reduce 
occlusion, and investigate the system performance for commercial inter-plant spacing and 
different maize genotypes. Another important direction is to characterize the morphological 
traits regarding maize tassel and ear. 
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Abstract 
Various instrumentation devices for plant physiology study such as spectrometer, 
chlorophyll fluorimeter, and Raman spectroscopy sensor require accurate placement of their 
sensor probes toward the leaf surface to meet specific requirements of probe-to-target 
distance and orientation. In this work, a Kinect V2 sensor, a high-precision 2D laser 
profilometer, and a six-axis robotic manipulator were used to automate the leaf probing task. 
The relatively wide field of view and high resolution of Kinect V2 allowed rapid capture of 
the full 3D environment in front of the robot. The location and size of each plant were 
estimated by k-means clustering where “k” was the user-defined number of plants. A real-
time collision-free motion planning framework based on Probabilistic Roadmaps was 
adapted to maneuver the robotic manipulator without colliding with the plants. Each plant 
was scanned from the top with the short-range profilometer to obtain high-precision 3D point 
cloud data. Potential leaf clusters were extracted by a 3D region growing segmentation 
scheme. Each leaf segment was further partitioned into small patches by a Voxel Cloud 
Connectivity Segmentation method. Only the patches with low root mean square errors of 
plane fitting were used to compute leaf probing poses of the robot. Experiments conducted 
inside a growth chamber mock-up showed that the developed robotic leaf probing system 
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achieved an average motion planning time of 0.4 seconds with an average end-effector travel 
distance of 1.0 meter. To examine the probing accuracy, a square surface was scanned at 
different angles, and its centroid was probed perpendicularly. The average absolute probing 
errors of distance and angle were 1.5 mm and 0.84 degrees, respectively. These results 
demonstrate the utility of the proposed robotic leaf probing system for automated non-contact 
deployment of spectroscopic sensor probes for indoor plant phenotyping under controlled 
environmental conditions. 
Keywords. Plant phenotyping, 3D perception, Agricultural robotics, Leaf probing, 
Motion planning 
4.1. Introduction 
Agricultural robotics is undergoing rapid growth propelled by the need for automated 
plant phenotyping. Many existing automated phenotyping systems focus on imaging either 
the whole plant or the canopy using various cameras such as RGB, hyperspectral, and 
thermal cameras. Moreover, plant 3D reconstruction has been conducted with different range 
sensors including stereo cameras, Time-of-Flight sensors, LiDAR sensors, and Computed 
Tomography sensors (Hartmann et al., 2011; Araus and Cairns, 2014; Li et al., 2017). 
However, few systems address automatic instrumentation of plant activities and plant 
composition at the molecular level for plant physiology research. A chlorophyll fluorometer 
is widely used to measure chlorophyll fluorescence which indicates the rate of photosynthesis 
and the level of plant stress. A Raman spectrometer can be used to identify and quantify 
valuable plant substances (Schulz and Baranska, 2007). The portable models of these devices 
require positioning a fiber optic probe above plant leaves at a close distance and with a 
precise angle. For example, MINI-PAM-II from WALZ (Effeltrich, Germany) measures 
fluorescence with a fiber-optic probe. The standard leaf clip has a 60-degree angle between 
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the sample plane and the probe. The distance between them is adjustable but typically is set 
at 8 mm. Agility Raman Spectrometer from BaySpec (California, USA) also uses a fiber-
optic probe. The probing angle is required to be 90 degrees, and the distance between the 
sample and the probe tip is set up based on the focal lengths of the interchangeable lenses in 
the probe (e.g., 6 mm and 15 mm). Automated leaf probing for the above instruments is 
highly challenging because of two main reasons: First, it needs to detect individual plant 
leaves in a complex scene with partially occluded leaves. Different species may have 
different leaf shapes, and even within the same species plant leaves grow and may curl at 
some point. Second, a robotic manipulator with at least five degrees of freedom (DOF) is 
necessary to place the probe with respect to the leaf surface with a required pose (position 
and orientation). Motion planning of each robot joint should be carried out to avoid any 
collision with the plants while bringing the probe in position.  
Up until now robotic leaf probing research has mostly focused on leaf segmentation. 
Alenya et al. (2013) developed an eye-in-hand robotized leaf probing system using a multi-
axis robot arm and a Time-of-Flight (ToF) sensor. The word “eye-in-hand” refers to 
equipping the end effector of a robotic manipulator with a machine vision system for 
guidance. A segmentation algorithm was developed to extract the single leaf segment in front 
of the ToF sensor using both the intensity and depth images. A grasping point was 
predetermined on a leaf contour model. By fitting the model to the segmented leaf, the 
grasping point was found. The algorithm was computationally expensive and the processing 
time was 25 s per image. Foix et al. (2015) developed an active exploration process to 
incrementally gain information about the leaf in the view until probing could be performed. 
A depth sensor was fixed above the plant to acquire the top-view image of the whole plant 
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for motion planning. Ahlin et al. (2016) used a deep convolutional neural network to detect 
plant leaves in the images acquired by an RGB camera mounted on the end effector of a 
robotic manipulator. Sparse feature points between frames were used to compute the 3D 
location of the leaves for guiding the end effector. However, this work only addressed how to 
bring the end effector close to the leaf.  
Previous related work focused on probing a single plant and had little emphasis on 
collision-free motion planning (Alenya et al., 2013; Foix et al., 2015). However, the typical 
scenario for plant science research is that multiple plants grow together under a specific 
environmental condition, thus, developing a collision-free motion planning algorithm is 
indispensable for a robotic arm to execute leaf probing tasks in a cluttered environment 
where plants and other obstacles exist. The technical challenges in automated leaf probing 
include plant detection and localization, individual leaf segmentation, and precise leaf 
probing without disturbing other parts of the plants. This study proposes a robotic leaf 
probing pipeline using an eye-in-hand system including a Kinect V2 sensor, a high-precision 
2D laser profilometer, and a six-DOF robotic manipulator (fig. 4.1). The primary objective of 
this study was to evaluate the performance of the proposed robotic leaf probing system which 
combines 3D plant perception and collision-free motion planning capabilities. Specifically, 
the system accuracy was evaluated in terms of the probing position and probing angle of the 
robot end effector to a square surface; motion planning performance was evaluated in 
connection with the planning time and the travel distance of the robot arm for leaf probing 
with multiple plants in a growth chamber mock-up. 
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Figure 4.1. Robotic leaf probing of artificial plants in a growth chamber mock-up. The 
system includes a six-axis UR10 robotic manipulator, a Kinect V2 sensor, a Keyence LJ-
V7300 2D in-line laser profilometer, and a probe. 
4.2. Materials and Methods 
4.2.1. The robot and the sensors 
The robot consisted of three modules: an unmanned ground vehicle (UGV), a six-axis 
robotic manipulator, and a sensing unit (Shah and Tang, 2016; Shah et al., 2016). The UGV 
was custom-built with omnidirectional Mecanum wheels and magnetic guide sensors. The 
robotic manipulator was a Universal Robots UR10 (Odense, Denmark) with a reach radius of 
1.3 m, a repeatability of ±0.1 mm, and a maximum tool speed of 1 m/s. The sensing unit 
includes a Kinect V2 sensor (Microsoft Inc., Washington, USA) and a Keyence LJ-V7300 
2D in-line laser profilometer (Osaka, Japan). The Kinect V2 sensor outputs depth images 
with a resolution of 512×424 and a field of view (FOV) of 70×60 degrees at 30 frames per 
second. The distance measurement of Kinect V2 could deviate from the true distance up to 
approximately 0.03 m within a range of 0.4 m to 6 m (Lachat et al., 2015). Despite its 
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relatively low accuracy in depth sensing, Kinect V2 sensor was successfully used for many 
applications, especially in real-time 3D modeling of natural scenes (Newcombe et al., 2011). 
Its long sensing range and wide FOV make it suitable for a rapid 3D mapping of a complete 
growth chamber environment where the plant locations and sizes are unknown. On the other 
hand, the laser profilometer has a relatively short measurement range of 0.155 m to 0.445 m 
but high repeatability of 0.005 mm for depth measurement. The scan line widths on the near 
side and the far side are 110 mm and 240 mm, respectively, with a spatial resolution of 800 
pixels. This type of sensor is often used for surface profile inspection in manufacturing 
industry. Hence, it is suitable for reconstructing accurate 3D plant models in this application.  
4.2.2. Robotic leaf probing pipeline overview 
By using the Kinect’s rough but rapid chamber-level environment mapping, the 
profilometer’s high-resolution distance sensing capability, and the precise motion control of 
the robotic manipulator, a pipeline of accurate leaf probing can be developed (fig. 4.2). The 
3D point cloud from the Kinect V2 can be used to locate each plant and estimate its size. In 
addition, the same point cloud defines the occupied workspace which the robot should avoid. 
Despite its low cost and its efficiency in environment mapping, the depth sensing of Kinect 
V2 tends to be inaccurate and noisy. However, robotic leaf probing relies on accurate depth 
sensing and surface normal estimation to compute the required position and angle between a 
leaf surface patch and the probe. Therefore, the short-range high-precision 2D laser 
profilometer is used to scan each plant from the top with a sweeping motion of the end 
effector. Piece-wise smooth point clusters are extracted with 3D region growing 
segmentation to obtain leaf segments which are large parts of plant leaves. Furthermore, each 
leaf segment is partitioned into spatially connected small point clusters, also known as 
supervoxels. The probing poses (position and orientation) of the end effector are only 
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computed for the supervoxels with low root mean square (RMS) errors of plane fitting. 
Collision-free motion planning in six-dimensional configuration space (C-space or joint 
space) is performed to search for a sequence of robot configurations which would bring the 
probe to the desired pose without colliding with the plants. Such motion planning in high 
dimensional space is computationally expensive. Minimum robot operation time means 
minimum disturbance to plant growth. Therefore, a real-time motion planning framework is 
used. It pre-builds a reusable data structure that links the cells in a 3D grid to random 
configurations in C-space and requires minimum computation during online planning. 
 
Figure 4.2. The robotic leaf probing pipeline. 
4.2.3. Real-time collision-free motion planning 
Motion planning plays a critical role in robotic leaf probing. In the cluttered growth 
chamber environment, not all plant leaves can be probed by the manipulator. Even for the 
reachable leaves, finding a collision-free path is a challenge. Fortunately, motion planning 
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for high-degree-of-freedom robots has been well studied. The current state-of-the-art systems 
are built upon sampling-based algorithms such as Probabilistic Roadmap (Kavraki et al., 
1996) and Rapidly-Exploring Random Tree (LaValle, 1998). The basic idea is to explore the 
configuration space by random sampling and connect neighboring configurations if the 
connections do not cause collisions in the robot’s 3D workspace. The resultant graph is 
searched to find the shortest path between a start configuration and a goal configuration. 
Leven and Hutchinson (2002) proposed a real-time motion planning framework for changing 
environments based on Probabilistic Roadmap (PRMCE). Offline, it builds the roadmap, an 
undirected weighted graph in which a node represents a random self-collision-free 
configuration in C-space and an edge represents a self-collision-free path weighted by the 
swept volume between its two connecting configurations (left side of fig. 4.3). Then a 3D 
occupancy grid is constructed (right side of fig. 4.3). The workspace surrounding the robotic 
manipulator is tessellated into cube cells. Each cell stores a binary variable to indicate 
whether the cell is occupied by obstacles. In addition to occupancy state, each cell stores a 
list of all the edges whose swept volume is in collision with the cell. Online (during 
operation), if a cell is detected to be occupied with a depth sensor, the associated edges are 
temporarily blocked until the cell becomes free space later. In this way, any path on the 
roadmap is always collision-free. Constructing the roadmap and occupancy grid may require 
heavy computation due to a large amount of collision checking involved, but it only has to be 
done once offline for a given robotic manipulator. Consequently,  the online motion planning 
mainly involves a graph search which takes relatively little time. Kunz et al. (2010) improved 
PRMCE for a seven-DOF robotic manipulator and used a fixed depth camera to update the 
3D occupancy grid in real time. In their application, less than 100 ms was required for 
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obstacle detection and path planning combined on a single core CPU clocked at 3 GHz . 
More recently, Murray et al. (2016) exploited the parallelism in the collision checking of 
PRMCE and implemented it on a field-programmable gate array (FPGA), achieving motion 
planning on a chip for less than 1 ms. All the advances proved the practicality of PRMCE. 
Therefore, the PRMCE algorithm was implemented for the robotic leaf probing system. 
 
Figure 4.3. Probabilistic Roadmap in Changing Environments (PRMCE). Left: Probabilistic 
Roadmap, where each node represents a random self-collision-free configuration while each 
edge indicates a self-collision-free path weighed by the swept volume between its two 
connecting configurations. Right: Occupancy Grid in the workspace of a two-axis robotic 
manipulator, where each cell stores the occupancy state and the list of edges whose swept 
volume collided with the cell. 
4.2.3.1. Robot modeling and self-collision checking 
Each robot component (probe, sensors, robot arms, and mobile base) was modeled as 
an oriented bounding box (OBB) to perform collision checking efficiently (fig. 4.4). During 
the roadmap construction, the randomly generated joint positions might result in self-
collision. Based on the separating axis theorem, collision checking of two OBBs came down 
to at most 15 non-intersection tests (Eberly, 2002). If each movable robot component did not 
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collide with any other component (e.g., the first arm and the second arm), the configuration 
was free of self-collision. Because the robot was always situated at a location with respect to 
the growth chamber, some parts of the growth chamber were incorporated into the robot 
model, and thus self-collision checking also examined collision with the growth chamber 
(fig. 4.4). 
 
Figure 4.4. Robot and growth chamber modeling with oriented bounding boxes. 
4.2.3.2. Roadmap generation 
The roadmap was an undirected weighted graph. First, N random self-collision-free 
configurations were generated as the nodes. Each of the six joint positions was randomly 
sampled from a uniform distribution. Because the robotic manipulator typically moved inside 
the growth chamber, each joint was limited to a specific range with the maximum range less 
than 180 degrees. A range of 45 degrees was allowed for the last joint (end effector) to 
prevent twisting the sensor cables. Second, edges were created to establish connectivity in 
the graph. Each node was connected to at most K neighbors if the edge did not result in self-
collision. The weight of an edge represented the distance between the two connected 
configurations. The distance was measured by the Euclidian norm of M reference points on 
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the robotic manipulator. The reference points were the origins of the reference frames of the 
robotic manipulator. The reference frames followed the commonly used Denavit-Hartenberg 
convention (Denavit, 1955; Hartnberg and Denavit, 1964) and the parameters were provided 
by Universal Robots (fig. 4.5). Therefore, the distance metric measures the overall 
displacement of all joints in the 3D workspace. 
 
Figure 4.5. Reference frames defined by the Denavit-Hartenberg convention for UR10.  
4.2.3.3. Mapping workspace to roadmap 
Swept volume was represented as a set of cells in the 3D occupancy grid. The volume 
of a single configuration was computed by voxelizing the OBBs of the robotic manipulator 
and sensors in the 3D occupancy grid. The OBB voxelization was based on 3D line 
voxelization (Cohen-Or and Kaufman, 1997). Two parallel edges of a rectangle face on an 
OBB were voxelized, and then the two edges were used to rasterize the rectangle face. 
Finally, the rectangle face was extruded to the size of the OBB, and the set of cells 
representing the volume of the OBB was obtained. The swept volume between two 
configurations was obtained by voxelizing a series of configurations in the path. The process 
started with voxelizing the two end configurations while keeping track of which cells had 
been voxelized. Then the halfway configuration was voxelized, and the number of newly 
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voxelized cells was counted. This recursive bisection voxelization was continued until no 
new cell was found (Leven and Hutchinson, 2002).  
An edge in the roadmap corresponded to the swept volume between two 
configurations. For mapping the workspace to the roadmap, every cell in the 3D occupancy 
grid needed to maintain a list of edges whose associated volume contained the cell. The lists 
were updated during the voxelization of the swept volume of all the edges in the roadmap. 
Hence, the lists were completed once all the edges were voxelized. 
4.2.3.4. Online planning 
During the online operation stage, the point cloud data from both the Kinect V2 and 
the 2D laser profilometer were used to update the 3D occupancy grid. If a cell was occupied, 
the weights of the edges stored in the cell were temporally changed to infinity until the cell 
became unoccupied by reset. The collision-free motion planner started with a collision test 
for a direct path between a start configuration and a goal configuration because the direct 
path had the absolute shortest distance. Collision checking required voxelization of the swept 
volume described in the previous section. During the process, collision was detected if any 
cell was found occupied. If the direct path failed, the two configurations were connected to 
the roadmap via nearest neighbor search and collision checking. The A* graph search 
algorithm (Hart et al., 1968) was used to search the path due to its optimal performance in 
pathfinding. If the length of the path was not infinite, a collision-free path was considered 
found. The path consisted of a sequence of configurations. Because the configurations were 
randomly generated, the robotic manipulator might not undergo a smooth motion. Hence the 
unnecessary nodes in the path were removed to reduce the travel distance and smooth the 
trajectory. Specifically, the path between node 𝑛= and node 𝑛=2 was examined for collision. 
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If the path was collision-free, node 𝑛=* was deleted and then the process is repeated until 1) 
node 𝑛=2 was or beyond the last node after a deletion or 2) collision was detected between 
node 𝑛= and node 𝑛 (𝑗 > 𝑖). If node 𝑛 was not the last node, the trimming process restarted 
at node 𝑛.  
4.2.4. 3D mapping in a growth chamber 
The 3D environment in a growth chamber could be quickly mapped with the Kinect 
V2 installed on the end effector of the robot arm. Several poses above the plants could be 
manually selected as long as all plants could be imaged in the bird’s eye view. The distance 
between the plants and the Kinect V2 needed to be at least 0.5 m (the minimum working 
distance of Kinect V2). In our experiment, a distance of 1.3 m was used, and all the plants 
could be imaged with three poses. A typical issue with ToF sensors is flying pixels, which 
are pixels that observe depth discontinuities at object boundaries (Kolb et al., 2009). As a 
result, the depth measurements of flying pixels were between the foreground depth and 
background depth, causing free space to be wrongly labeled as occupied space. They can be 
filtered by thresholding the maximum depth difference in a small local neighborhood (e.g. a 
3×3 window) of each pixel in the depth image. 
The filtered depth image was converted to a 3D point cloud in the camera coordinate 
system using the Kinect software development kit. Then the point cloud was transformed 
back to the base coordinate system of the robotic manipulator based on 𝒑hlo =𝑇hlo2Zhcd𝑇Zhcd2nhe𝒑nhe, where 𝒑nhe and 𝒑hlo denoted the 4×1 homogeneous 
coordinates of a point in the camera coordinate system and in the robot base coordinate 
system, respectively; and 𝑇Zhcd2nhe and 𝑇hlo2Zhcd were the 4×4 homogeneous 
transformation matrices from end-effector pose to camera pose and from robot base to end-
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effector pose, respectively. 𝑇hlo2Zhcd came from the forward kinematics of a given 
configuration and the Denavit-Hartenberg parameters of the robotic manipulator. 𝑇Zhcd2nhe 
was estimated via hand-eye calibration. Because hand-eye calibration is well developed for 
regular 2D cameras, a classic 2D approach was used with the intensity image of the ToF 
sensor instead of the depth image. 𝑇Zhcd2nhe was solved by the least-squares solution 
proposed by Park et al. (1994). After the multi-view registration, the point cloud did not have 
a uniform point density. There would be more points in the overlapping regions. To reduce 
unnecessary computation for the rest of the processing pipeline, the point cloud was 
downsampled and regularized with a VoxelGrid filter (Rusu, 2010).  
4.2.5. Individual plant extraction and scanning 
Given the known geometry and dimensions of the growth chamber, the plants 
including the pots were cropped out of the 3D point cloud of the growth chamber 
environment by thresholding the ranges of X, Y, and Z coordinates. The next step was to 
resolve the location and size of each plant and determine the scanning trajectory of the 2D 
laser profilometer. Because the plants/pots are placed at different locations in a growth 
chamber, and the quantity is typically fixed from the beginning of an experiment, k-means 
clustering was used to partition the 3D points into clusters representing individual plants 
based on their X, Y, and Z coordinates. Here, “k” was the user-defined number of plants. 
Finally, an axis-aligned bounding box was extracted for each cluster, and the top face defined 
the scanning region.  
A 2D laser profilometer works as follows. It emits a thin laser sheet and detects the 
laser line on an object’s surface with a 2D camera. The depth of any pixel on the laser line is 
calculated via triangulation. To generate the 3D model of a plant, the profilometer was 
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moved translationally by the robotic manipulator along a direction perpendicular to the laser 
sheet to cover the surfaces of a plant canopy. Assuming that the profilometer started scanning 
at the same time as the end effector began acceleration, the time when line profile number 𝑛 
was being scanned was calculated as 𝑡 = (𝑛 − 1) 𝑓, where f was a constant scan frequency. 
The translational motion of the end effector had a trapezoidal speed profile with three phases: 
acceleration, constant speed, and deceleration. Then the 3×1 translation vector 𝑉c of the 
profilometer at scan n was calculated as 
𝑉c = 															
*2 𝑎𝑡2	𝑉o,																						𝑡 < 𝑡h											𝑣 𝑡 − w2 	𝑉o,						𝑡h ≤ 𝑡 ≤ 𝑡d𝑣 𝑡 − 𝑡d − d(ww)2 	𝑉o, 𝑡d < 𝑡 ,    (4.1) 
where  𝑎 =  acceleration constant 𝑑 = deceleration constant 𝑡h =  time when acceleration ended 𝑡d = time when deceleration started 𝑣 = velocity constant 𝑉o = 3×1 normalized translation vector of the end effector  
A point 𝒒lnhcc  in scan 𝑛 was transformed to the point 𝒑hloc  in the robot base frame 
based on 
𝒑hloc = 𝑇hlo2Zhcd𝑇Zhcd2lnhc 𝒒lnh¼c + 𝑉c1 ,   (4.2) 
where 𝑇Zhcd2lnhc denotes the transformation matrix from end effector to 2D laser 
profilometer. 𝑇Zhcd2lnhc was determined via hand-eye calibration. Note that 𝒒lnhcc  is not in 
homogeneous coordinates. Carlson et al. (2015) proposed a simple and robust method for 
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hand-eye calibration between a 2D laser profilometer and a six-DOF robotic manipulator 
using planar constraints. The calibration data were easy to acquire and the procedure was 
described as follows: (1) Place a planar object such as a piece of flat sheet metal in front of 
the robot; (2) Collect multiple line scans on the planar surface along with the end-effector 
poses of the robotic manipulator. Note that the laser lines should not be collinear otherwise it 
would not be possible to estimate the plane coefficients; (3) Change position and orientation 
of the planar object and repeat previous two steps at least two times. The calibration data 
were used in an optimization method. It started with an initial guess of 𝑇Zhcd2lnhc which was 
measured with a ruler and a protractor. Then it iteratively optimized the rotation matrix and 
the translation vector in 𝑇Zhcd2lnhc to minimize the sum of the squared distances between the 
3D points and the associated planes. The optimization procedure mainly involved some well-
developed methods of linear algebra: Principle Component Analysis (Pearson, 1901; 
Hotelling 1933), Ordinary Least Squares (Lawson and Hanson, 1995), and Singular Value 
Decomposition (Golub and Reinsch, 1970).  
4.2.6. Leaf segmentation and extraction of probing points and directions 
The high-precision 3D scan using the profilometer enabled accurate surface normal 
estimation. The surface normal was estimated based on Principle Component Analysis (PCA) 
of the local neighborhood around a 3D point. Specifically, eigenvalue decomposition was 
performed on the 3×3 covariance matrix for the set of points. The surface normal was then 
approximated by the normalized eigenvector corresponding to the minor eigenvalue.  
As plant leaf surfaces tend to be smooth, neighboring points on the same leaf should 
have similar surface normal direction and low curvature. The 3D region growing 
segmentation with smoothness constraint (Rabbani et al., 2006) was used for leaf 
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segmentation. An implementation is available in Point Cloud Library (PCL, Rusu and 
Cousins, 2011). It starts with a seed defined by the point of minimum curvature and then 
merges a neighbor if 1) the angle between the seed’s normal and the neighbor’s normal is 
less than a smoothness threshold and 2) the plane fitting residual with K-nearest neighbors is 
less than a residual threshold. If a neighbor is merged, it is queued as a new seed. Once all 
the neighbors of a seed are evaluated, the seed is removed from the queue. The region 
growing stops when there is no seed left in the queue. The visited points are labeled. Then 
the same process is repeated on the remaining unlabeled points until all points are assigned to 
a cluster. In this application, the leaf segmentation aimed to find large smooth parts of leaves 
instead of complete individual leaves. The number of leaf segments depends on the geometry 
of the leaf surface. For instance, a soybean leaf is relatively small, flat, and round, hence a 
leaf segment is likely the whole leaf, whereas a maize leaf is elongated and often twisted, 
hence multiple leaf segments may be extracted from one leaf. Since the ultimate goal of this 
application was to find flat and small surface patches on leaves for probing, the parameters of 
the 3D region growing segmentation should be tuned for different plant species when 
controlling the smoothness of segmented surfaces so that larger leaf segments could be 
produced. The tuning process started with large values of the K, the residual threshold, and 
the smoothness threshold, which resulted in no segmentation. Among the three parameters, 
the smoothness threshold was the most effective one for separating leaves. So the smoothness 
threshold was first decreased gradually until most of the complete individual leaves were 
segmented. Then the K and the residual threshold were fine-tuned to further separate 
overlapping leaves with a smooth transition of surface normal. 
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The segmentation results were further filtered based on their size and position; and 
the scanned point cloud was downsampled with a VoxelGrid filter so that each voxel in 3D 
space contained at most one point. Then each segment’s surface area was estimated by the 
product of the number of points in the cluster and the voxel size. Segment position was 
represented by the cluster centroid. Many locations on a leaf segment could be probed 
without a collision, especially for elongated leaf shapes of plants such as maize and sorghum. 
Voxel Cloud Connectivity Segmentation (Papon et al., 2013) was used to partition a leaf 
segment into several small patches of similar sizes, namely, supervoxels. The potential 
probing points were based on the supervoxels with low RMS errors of plane fitting. Although 
leaf surface was smooth, it was more desirable to probe planar patches which offered more 
accurate surface normal estimates. Supervoxel size was a user-defined parameter to control 
the surface patch size and was reasonable to set to a value based on the diameter of the probe. 
Finally, the probing location was chosen to be the point closest to the centroid of the 
supervoxel and the probing direction is parallel to the normal of the plane fitted to that 
supervoxel.  
4.2.7. Probing pose determination 
A probing stick was mounted next to the laser profilometer parallel to the Z-axis of 
robot tool frame (the last reference frame in fig. 4.5). The probe tip position in robot tool 
frame was obtained by tool center point (TCP) calibration. A number of robot tool frames 
were recorded as the robot end effector was moved such that the probe tip stayed at a fixed 
point in 3D space while the probe body was rotated around that point. Every pair of frame i 
and frame j forms a linear equation, 
𝑅 − 𝑅= 𝑋v𝑌v𝑍v = 𝑇¾ − 𝑇¿,     (4.3) 
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where 𝑅 and 𝑇 denote the rotation matrix and the translation vector of robot tool frame, 
respectively. The probe tip position [𝑋v, 𝑌v, 𝑍v]I can be solved in a least-squares fashion. 
Figure 4.6 illustrates one of several robot tool frames recorded for TCP calibration. This was 
done by carefully guiding the end effector to align the probe tip with the fixed 3D calibration 
point. This process was facilitated by the teach pendant which is a handheld device to 
remotely control the robotic manipulator. Given a probing pose 𝑇hlo2~6ao, the robot tool 
frame was simply calculated as 
𝑇hlo2waam = 𝑇hlo2~6ao 1 0 0 −𝑋v0 1 0 −𝑌v0 0 1 −𝑍v0 0 0 1 .    (4.4) 
 
Figure 4.6. Probe tip calibration. The end effector was carefully guided to a pose where the 
probe tip touched the calibration point. Tool frame refers to the last reference frame of the 
robotic manipulator. Probe frame is obtained by translating tool frame to probe tip. Red 
arrow: X-axis; Green arrow: Y-axis; Blue arrow: Z-axis. 
Without loss of generality, perpendicularly probing a point on the plant leaf surface 
was investigated. Given a probing point and its normal direction, the probing pose is not 
uniquely defined. The robot tool frame may rotate around the surface normal axis while the 
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robot does not self-collide or collide with the environment. The solution set could be infinite, 
but only one solution is required. Therefore, a finite number of probing pose candidates were 
tested by rotating the end effector around the surface normal axis with a step size of ten 
degrees. The collision-free candidate with the least rotation of the last wrist joint was chosen 
to avoid twisting the sensor cables. Finally, the configuration of the robotic manipulator was 
computed using the analytic inverse kinematics solutions implemented in the ROS (Quigley 
et al., 2009) package ur_kinematics (Hawkins, 2013). 
4.2.8. Experiment setup 
Except for calibration, all the experiments were conducted with a growth chamber 
mock-up in front of the robot. Four pots of artificial plants were placed in a row at the center 
of the chamber floor (fig. 4.1). The pot size was 0.28 m in diameter, and the plant height was 
approximately 0.28 m. The average leaf length and maximum leaf width were 0.13 m and 
0.03 m, respectively. The sensors and the robotic manipulator were controlled by an 
industrial PC equipped with an Intel Core i5-4300U CPU clocked at 1.9 GHz with 8 GB 
RAM. OpenCV and PCL were utilized for 3D perception and visualization. PRMCE was 
implemented using the Boost Graph Library for the roadmap construction and A* graph 
search. The precomputed data structure was saved and loaded with Boost Serialization 
Library. K-nearest neighbor search was done using the FLANN library (Muja and Lowe, 
2009). 
4.3. Results 
4.3.1. Calibration 
For TCP calibration, eight random robot tool frames were recorded for probing a 
calibration probe tip fixed in robot base frame. For each data acquisition, the teach pendant 
was used to carefully orient and position the probe (fig. 4.6). The number of linear equations 
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equals the number of unique pairs of poses À2 . The least-squares solution resulted in a 
translation vector of the probe tip in robot tool frame (0.0866, 0.0268, 0.2485)I (m). 
Because the position of the calibration probe tip was unknown in robot base frame, the 
positions of the probe tip in robot base frame are computed using the TCP calibration result. 
The standard errors of the means of the positions of the probe tip in X, Y, and Z dimensions 
of robot base frame are presented in table 1. The errors also include human error when 
aligning the tool probe tip and calibration probe tip. 
Table 4.1. Standard errors of the means of eight probe tip positions in robot base frame in X, 
Y and Z dimensions. 
Dimension X Y Z 
Standard Error (mm) 0.16 0.16 0.17 
 
For hand-eye calibration of the laser profilometer, nine planes with different 
orientations were used and six lines on each plane were scanned to estimate the plane 
equation. In total, 32681 data points were acquired. Figure 4.7 shows scanning a line on one 
plane with the profilometer, and the flat sheet metal was not moved during the scanning of 
the six lines on the plane. 
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Figure 4.7. Scanning a line on a planar object for laser profilometer hand-eye calibration. 
Based on the 3D computer-aided design models of the UR10, the Keyence laser 
profilometer, and the custom adapter connecting the two components, the initial hand-to-eye 
transformation was 
𝑇Zhcd2lnhcco6 = 0 1 0 0.076−1 0 0 00 0 1 0.0940 0 0 1 . 
The optimization was run for ten iterations, returning the final estimate  
𝑇Zhcd2lnhcco6 = 0.0066 0.9999 −0.0087 0.0761−0.9999 0.0067 0.0042 0.00180.0043 0.0087 0.9999 0.09410 0 0 1 . 
The root mean squared (RMS) distance between the points to their associated planes is 
illustrated in figure 4.8. The final RMS distance was 0.39 mm.  
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Figure 4.8. Convergence results of profilometer hand-eye calibration. Data were gathered 
from nine planes. The RMS distance between measurement points and their associated planes 
are shown for individual planes and the mean over all planes. 
 
4.3.2. 3D mapping and plant perception 
The environment inside the growth chamber mock-up was mapped with three views 
(a, b, and c in fig. 4.9). The 3D point cloud of the environment was regularized by VoxelGrid 
filter to the resolution of 2 mm whenever a new view was merged. The plants were first 
cropped out the point cloud. Then individual plants were segmented (d in fig. 4.9) by using 
the implementation of k-means clustering in OpenCV which supports a robust seeding 
procedure (Arthur et al., 2007). The average runtime of the plant segmentation in the 
combined point cloud acquired by Kinect V2 was approximately 200 ms. 
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Figure 4.9. 3D mapping in a growth chamber mock-up and plant segmentation. (a) Imaging 
pose 1. (b) Imaging pose 2. (c) Imaging pose 3. (d) Plant segmentation via k-means 
clustering. 
Each plant was scanned with the laser profilometer at a sweeping speed of 0.1 m/s 
with the maximum scan rate of 2000 Hz. The resultant spatial resolution in the sweeping 
direction was 0.05 mm. Because the nominal spatial resolution in the scanline direction 
provided by the laser profilometer was 0.225 mm, the 0.1 m/s sweeping speed ensured that 
the combined resolution was mainly limited by the laser profilometer. Potentially the 
sweeping speed could be increased by approximately four times to achieve equal resolutions 
on both axes, but increasing the sweeping speed also increases the synchronization error 
between the laser profilometer and the robotic manipulator and thus reduces probing 
accuracy. The 0.1 m/s sweeping speed was found to be an acceptable balance. The scanned 
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point cloud was filtered through a voxel grid of size 1 mm. Large leaf segments were found 
by 3D region growing segmentation, and small planar patches were extracted by supervoxel 
segmentation. The key parameters of the two segmentation algorithms are listed in table 2 
and table 3. A supervoxel segment was considered as a probing candidate if the RMS value 
of plane fitting was less than 0.5 mm. Figure 4.10 demonstrates the extracted leaf segments 
and potential probing points. The average runtime of the two segmentation algorithms per 
plant was approximately 500 ms. The number of leaf segments depended on the smoothness 
and curvatures of the leaves. In the third and fourth plants in figure 4.10, many leaves either 
were not smooth or had high curvatures, thus were rejected by the 3D region growing 
segmentation algorithm. On the other hand, some leaf segments could include more than one 
leaf when multiple leaves overlapped each other with a smooth transition of their surface 
normals, which prevented them from being separated by the 3D region growing segmentation 
algorithm (e.g., the bottom left leaf of the second plant in fig. 4.10). The goal of leaf 
segmentation was not to find every individual leaf, but to ensure that the extracted probing 
points were from some large smooth leaf surfaces. 
Table 4.2. Key parameters for the 3D region growing segmentation. 
Number of 
neighbors 
Residual 
threshold 
Smoothness 
threshold 
Minimum 
cluster size 
Maximum 
cluster size 
6 0.01 7° 1000 10000 
 
Table 4.3. Key parameters for the supervoxel segmentation. 
Voxel resolution Seed resolution Spatial importance Normal importance 
1 mm 20 mm 0.5 1.0 
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Figure 4.10. Leaf segmentation results and probing location candidates. The images are top 
views of the 3D point clouds scanned by the laser profilometer. Red points are rejected by 
3D region growing segmentation. Any other color represents a different leaf segment. A 
feasible probing location is shown with a white sphere and the surface normal. 
4.3.3. Robotic probing accuracy 
This robotic probing system was tested to scan and probe the centroid of a 90 mm × 
90 mm square surface of a calibration block. The calibration block was first placed in front of 
the robot such that the square edges were either parallel or perpendicular to the X-axis and 
the Y-axis of robot base frame. As a result, the square surface was perpendicular to the Z-
axis of robot base frame. Then the square surface was scanned such that the laser sheet was 
perpendicular to the surface and parallel to the Y-axis moving in X direction (fig. 4.11). 
 
Figure 4.11. Top view of the scanning setup for the robotic probing accuracy test. 
The rest of the processing pipeline would automatically extract the square surface as 
well as the probing pose, and execute the probing. Once the probe reached its destination, the 
position of robot tool frame was recorded as 𝒕6aaw. Figure 4.12 shows probing the square 
centroid perpendicularly. Then probe was carefully guided in absolute translation by using 
118 
 
the teach pendant to probe the physical centroid, resulting a new position of robot tool frame, 𝒕ehcbhm. Probing position error is defined as the Euclidean distance between 𝒕6aaw and 𝒕ehcbhm. As for probing orientation, the angle between the probe and the square surface was 
measured, and the error was defined as the absolute deviation from 90 degrees due to the 
targeted perpendicular probing action. The angle was measured by using a digital protractor 
with an accuracy of ±0.1 degrees. The full process was repeated three times. In addition to 
the leveled surface, the same process was done when the calibration block was rotated 
around X-axis and Y-axis of the robot base frame, respectively, by 0, ±30, and ±60 degrees. 
The probing position errors and angle errors with different surface orientations are shown in 
figure 4.13. In summary, the system achieved a probing position error of 1.5±0.20 mm and a 
probing angle error of 0.84±0.18 degrees with a 95% confidence interval. More illustrations 
showing how plants might be probed from different angles are given in figure 4.14.  
 
Figure 4.12. Probing the centroid of a 0.09×0.09 m square surface perpendicularly. 
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Figure 4.13. Probing errors with different surface orientations. Each surface orientation was 
probed three times. Error bars indicate 95% CI. Top: absolute probing position errors when 
the square surface was rotated around X-axis (left) and Y-axis (right) of robot base frame. 
Bottom: absolute probing angle error when the square surface was rotated around X-axis 
(left) and Y-axis (right). 
 
Figure 4.14. Leaf probing pose examples performed by the robotic system. 
4.3.4. Motion planning 
The PRMCE motion planner was evaluated regarding planning time and path quality. 
The full robotic leaf probing routine was tested on the experimental setup illustrated in figure 
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4.1. The plants were processed in a decreasing order of their X coordinates in robot base 
frame. For each plant, the leaf segments were probed in the same order. For each leaf 
segment, the maximum number of probing points allowed was set to one.  
The key parameters for the planner are number of nodes N, number of neighbors per 
node K, and 3D occupancy grid size. They were set to 5000, 20, and 0.04 m, respectively. 
The parameters were chosen based on the results by Kunz et al. (2010) except that the 
number of nodes N was about one-third of the original value to reduce the preprocessing time 
without compromising the performance. As a result, generating the reusable roadmap took 37 
min and the precomputed data structure occupied ~1 GB RAM, but loading the file only took 
~2.5 s.  
In total, 35 leaf segments were found existed. The numbers of not probed leaf 
segments in each plant were 4, 8, 4, and 3 because no collision-free probing solutions were 
found. Among the remaining 16 leaf segments which were probed, the numbers of leaf 
segments in each plant were 4, 6, 2, and 4. Although multiple probing points were available 
for these leaves, probing multiple nearby points on the same leaf would not reveal the 
effectiveness of motion planning. Hence, only one probing point on a leaf segment was 
randomly selected and probed. The motion of the robotic manipulator was monitored in real 
time, and all the leaves were successfully probed without collision. Motion planning 
happened when the robotic manipulator needed to move from one probing pose to the next. 
The planning was broken down into three stages: Stage 1- connecting to roadmap; Stage 2 - 
A* graph search; Stage 3- path smoothing. Table 4 illustrates the average time and standard 
deviations of each stage and the complete motion planning. 
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Table 4.4. Average time and standard deviation of the three stages of motion planning. 
Stage Average time (ms) Standard deviation (ms) 
Connecting to roadmap 138.6 52.3 
A* graph search 1.2 0.4 
Path smoothing 276.5 320.2 
Complete motion planning 416.3 355.6 
 
The travel distances of two reference points on the robotic manipulator were used to 
quantify path quality, one at the tool frame (Frame 6 in fig. 4.5) and one at the elbow frame 
(Frame 2 in fig. 4.5). The elbow point was included because it connects the two longest arms 
of UR10. Table 5 shows the average travel distance and standard deviation for each reference 
point. 
Table 4.5. Travel distances of tool frame and elbow frame of UR10. 
Reference point Average travel distance (m) Standard deviation (m) 
Tool 1.06 0.20 
Elbow 0.92 0.18 
 
4.4. Discussion 
The probing accuracy of the developed robotic leaf probing system was promising for 
automated instrumentation of sensor probes. This was achieved through the fusion of global 
and local environmental models, and accurate TCP and hand-eye calibrations. The errors of 
both probing position and probing angle tended to increase as the object surface became 
more slanted toward the laser profilometer. One possible reason for such behavior was the 
decrease in spatial resolution of the point cloud data when a slanted surface was scanned. 
This problem could be solved by rescanning each leaf segment in a fronto-parallel view 
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although it would require more operation time. Another source of error was the uncertain 
delay between the time when the robotic manipulator started moving and the time when the 
laser profilometer started scanning. The UR10 was controlled via TCP/IP and the laser 
profilometer was triggered using its software development toolkit. It is possible to improve 
the probing accuracy if the robotic manipulator and the laser profilometer are synchronized 
via hardware. 
With data from the high-precision profilometer, the 3D region growing segmentation 
with smoothness constraint algorithm was able to extract large piece-wise smooth leaf 
surfaces. However, overlapping leaves with similar surface normal directions tended to be 
merged into one segment. The 3D region growing segmentation is a generic point cloud 
segmentation method, thus is not necessarily capable of distinguishing between different 
types of leaves. However, it provided some geometric information about where the probing 
points were extracted. Detecting individual leaves of different shapes and sizes is a 
challenging problem. Potential solutions may lie in the state-of-the-art object detection 
algorithms using deep convolutional neural networks (Ren et al., 2015; Dai et al., 2016; Liu 
et al., 2016; Girshick et al. 2016; Redmon et al., 2016). Using RMS error of plane fitting on 
the supervoxel as a criterion to filter potential probing points worked as expected, especially 
when a supervoxel belonged to the edges of two overlapping leaves.  
The motion planning experiment showed that the PRMCE planner was both fast and 
effective for robotic leaf probing in a growth chamber environment. As for planning time, 
Stage 1 took approximately one-third of the total time. In this stage, the planner searched for 
the nearest configurations on the roadmap that could connect to the start and the goal 
configurations without collision. In addition to K-nearest neighbor search, it required 
123 
 
collision checking up to K times for the start and the goal configurations, respectively. In 
Stage 2, the planner searched for a path on the roadmap. A* graph search proved to be highly 
efficient. The average time took ~1 ms, which was negligible compared to the other two 
stages. In Stage 3, unnecessary waypoints were removed from the path found in Stage 2. The 
running time depended on the number of waypoints in the original path and the specific 
scenario of the 3D workspace occupancy, resulting in a large standard deviation. Collision 
checking remained a major bottleneck since it required 3D voxelization of the OBBs 
representing the robotic manipulator and sensors. Its computational complexity largely 
depends on the size of 3D occupancy grid. The smaller the grid size is, the more 3D cells are 
visited, and the more accurate the collision checking is. Note that collision checking can be 
done independently for each OBB. Further speedup can be achieved by using parallel 3D 
voxelization of the OBBs with modern multi-core CPUs or GPUs. Finally, the paths found by 
PRMCE for moving from one probing pose to another were qualitatively reasonable. 
Usually, the path included two intermediate waypoints. The first waypoint moved the end 
effector safely away from the start configuration to a position higher than the plants. The 
second one served a similar purpose for the goal configuration. Because the used probe was 
fairly long (0.26 m), a path with only one intermediate waypoint was less likely to be 
collision-free. 
This robotic leaf probing system was developed as a general method for automated 
non-contact instrumentation for molecular spectroscopy on plant canopy in a controlled 
environment. However, several limitations need to be overcome to deploy the system for 
probing real plants in a growth chamber across multiple growth stages. First, in case of 
densely populated plants, the k-means clustering method could not accurately differentiate 
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overlapping canopies originating from different plants. It might be possible to track the plant 
organs starting from an early stage. Second, the maximum plant height which can be handled 
by the system is limited by the reach and dexterity of the robotic manipulator. For instance, 
the two long arms of UR10 might not allow the end effector to go over a tall plant without 
collision, but replacing long arms with multiple short arms would probably work in the same 
scenario. Third, the system assumes that the plants do not move. This assumption is valid in a 
growth chamber in which the fan can be shut down during the robot’s operation. Plant 
motion might not be controllable in a greenhouse, in which case, a robotic gripper is needed 
to stabilize a leaf first before probing it. An interesting future research direction will be to 
investigate the coordination of real-time 3D sensing and real-time motion control of the 
robotic manipulator to achieve the gripping of a moving leaf. Fourth, the leaf segmentation 
method is not customized for different types of plants. If the prior knowledge of the leaf 
shape is known, the template matching approach used by Alenya et al. (2013) can allow users 
to define probing points on the template. Last, the leaves which can be probed without 
collision are most likely the top canopies with multiple plants in a growth chamber because 
the leaves below the top canopies are partially or fully occluded in the field of view of the 
vision system. 
4.5. Conclusions 
An eye-in-hand robotic system was developed to perform automated high-throughput 
3D plant perception and leaf probing with real-time collision-free motion planning for a 
growth chamber environment. The automated probing pipeline consisted of four main steps: 
environment mapping, individual plant segmentation and scanning, probing pose extraction, 
and collision-free motion planning. Rapid environment mapping was realized by several 
snapshots with a Kinect V2 depth sensor guided by a six-axis robotic manipulator. The 
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registered 3D point cloud was used for determining the workspace occupancy and individual 
plant segmentation. PRMCE allowed for real-time motion planning which avoided collision 
between the robot and the environment. High-precision 3D scanning of plant canopy was 
obtained by sweeping a 2D laser profilometer with the robotic manipulator at a close 
distance. The resultant 3D model allowed the system to achieve average absolute errors of 
probing position and probing angle of 1.5 mm and 0.84 degrees, respectively. The PRMCE 
motion planner was used to probe four artificial plants for a total of 16 leaves without 
collision with an average planning time of 416 ms and an average TCP travel distance of 1 
m. These results are promising for the applicability of the approach presented for automated 
in situ plant phenotyping using instruments such as a fluorimeter and a Raman spectrometer. 
For future study, these spectroscopic sensors will be integrated into the system to study crop 
responses in different growing environments through close collaborations with plant 
scientists. 
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CHAPTER 5.    GENERAL CONCLUSIONS 
5.1. Conclusions 
In this study, 3D machine vision and robotics were utilized to advance the research 
area of automated plant phenotyping for both field environments and controlled 
environments. Firstly, two field-based plant architecture phenotyping systems using 3D 
imaging were developed for maize and sorghum plants. Secondly, 3D perception-based 
collision-free robotic leaf probing was realized for indoor plant phenotyping.  
A field-based robotic plant phenotyping system using stereo vision was developed to 
automate plant architectural traits characterization of dense biomass sorghum plants. A utility 
tractor was retrofitted with an auto guidance system to navigate the crop rows autonomously. 
A multi-level, side-view stereo imaging system was carried by the vehicle, and stereo images 
were taken for each plot based on RTK-GPS data. The robotic data acquisition system 
reliably collected stereo imagery data multiple time points during the growing season for 
large field trials. The stereo imaging system allowed for imaging two rows at a time, and the 
multi-level design can handle extreme plant height. Finally, the maximum travel speed 
achieved was 0.67 m/s, and the average data throughput was 5 MB/s. An automated data 
processing pipeline was developed to extract features for quantifying several important 
variations in plant architecture. For every plot, a side-view 3D point cloud was generated 
using the multi-level stereo image pairs. Robust point cloud processing methods were 
developed to extract plot-based plant height, plot-based plant width, convex hull volume, and 
plant surface area. Two different stereo matching algorithms were evaluated regarding their 
effects on the feature extraction results. One is the state-of-the-art 3DMST, and the other is 
the widely adopted SGBM in practice. The extracted features were found highly correlated to 
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the in-field manual measurements, except for the plant surface area when SGBM was used 
for 3D reconstruction. Additionally, the methods were also highly repeatable. Stereo vision 
proved to be a robust high-resolution 3D sensing technique under field conditions for plot-
level plant phenotyping, especially when the state-of-the-art stereo matching algorithm was 
used. Stem diameter was measured in a semi-automated approach that required user input for 
selecting four corners on a stem segment. The feature extraction results are being exploited 
by plant scientists to study the genetic association and growth rate of the diverse sorghum 
panel. 
The multi-level side-view 3D imaging approach was also applied for field-based 
maize plant architecture sensing. The Kinect V2 depth sensors, based on the Time-of-Flight 
principle, were used instead of stereo cameras. To ensure the data quality of the active depth 
sensor, data collection was performed around sunset. An automated point cloud processing 
pipeline was developed to extract plant height, leaf angle, plant orientation, and stem 
diameter for individual plants. Except stem diameter, the other image-derived traits were 
strongly correlated with the in-field manual measurements: 𝑟2 = 0.98 for plant height, 𝑟2 =0.83 for leaf angle, and 𝑟2 = 0.86 for plant orientation. Stem diameter could not be 
accurately estimated due to the limited precision of the Kinect V2 sensor. The developed 
method was able to handle maize plants from an early stage (V4) to full maturity. The 
extracted plant traits could potentially provide valuable information regarding individual 
plant architecture as well as plant interaction to facilitate genetic research for crop 
improvement. 
An eye-in-hand robotic system was developed to perform 3D plant perception and 
leaf probing with real-time collision-free motion planning in a growth chamber environment. 
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3D perception was accomplished by using two types of 3D sensors which complemented 
each other’s capabilities. The complete 3D environment was efficiently mapped by several 
top-view depth frames of the Kinect V2 sensor, while a high-resolution, high-precision plant 
point cloud scanned with the close-range laser profilometer enabled accurate leaf 
segmentation and leaf probing. All point cloud data were utilized by the PRMCE to perform 
real-time collision-free motion planning whenever the robot needed to move into a new 
configuration. The system achieved average absolute errors of probing position and probing 
angle of 1.5 mm and 0.84 degrees, respectively. Additionally, the PRMCE motion planner 
achieved an average planning time of 416 ms and an average TCP travel distance of 1 m in a 
growth chamber mock-up. These results showed promising practical potential to realize leaf 
probing in an indoor HTPP system. 
5.2. Recommendations 
5.2.1. Field-based plant architecture phenotyping 
Side-view 3D imaging provided various information about plant architecture. 
However, collecting good quality and informative images was a challenging task for tall and 
dense biomass sorghum in the field. To create sufficient FOV with three sets of stereo 
cameras, the standard row spacing 0.76 m was tripled to 2.28 m. The increased row spacing 
also alleviated the situation where the horizontally expanded canopies hung in front of the 
camera lens and block the view. From a biological perspective, the environment change in 
row spacing could potentially affect plant growth, resulting in an undesired impact on 
subsequent genetic research. Hence, future direction should focus on developing a robot 
capable of autonomously navigating the standard row spacing. Recently, two promising 
phenotyping robots were developed for bioenergy sorghum (Baharav, Bariya, & Zakhor, 
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2017; Mueller-Sim, Jenkins, Abel, & Kantor, 2017). This type of robots can also facilitate 
maize plant phenotyping.  
With the standard row spacing, more sets of depth sensors and more viewing angles 
would be needed to increase the chances of capturing useful information in the dense 
canopies. This could lead to a demand for a standalone stereo camera that has the following 
features: (1) low-cost, (2) close-range imaging, (3) small form factor, (4) onboard storage, (5) 
geotagging function, (6) flashlight, and (7) wireless communication. Based on our research 
experience, without direct sunlight, the Kinect V2 ToF camera produced more accurate point 
cloud compared to the stereo reconstruction. However, customizing ToF cameras for field 
lighting conditions is likely much more challenging. 
The recent advances in artificial intelligence, specifically convolutional neural 
network (CNN), have demonstrated unprecedented capabilities in object detection and 
segmentation tasks for both structured 2D imagery data (He, Gkioxari, Dollár, & Girshick, 
2017) and unstructured 3D point cloud data (Qi, Yi, Su, & Guibas, 2017). These techniques 
can be applied on the side-view stereo images or the point cloud data to detect and segment 
important parts such as stems, leaves, leaf collars, panicles, tassel, and ear. Once the 
recognition task is completed, stem diameter, leaf angle, ear height, ear morphology, tassel 
morphology, and panicle morphology can be characterized in 3D space easily. 
5.2.2. Robotic leaf probing in a controlled environment 
The robotic leaf probing system achieved accurate probing accuracy under the 
assumption that the plants were still. The reliability of the current system would be greatly 
improved if there was a mechanism to secure the leaf blade. One potential solution is to use 
an electroadhesion gripper, which relies on electrostatics to generate an adhesive force 
(Shintake et al., 2016). An electroadhesion gripper has several advantages over a regular 
134 
 
mechanical gripper. First, it cannot damage the soft plant leaves. Second, it has a small form 
factor suitable for dense canopy plants. Whereas, when a mechanical gripper is used, a leaf 
blade needs to be gripped from side with mechanical fingers, which requires sufficient empty 
space around a leaf. 
Another important future direction is to improve the point cloud segmentation 
methods at plant level and leaf level. The current plant segmentation was based on k-means 
clustering, which could not differentiate the leaf origin correctly if the leaf originated from a 
neighbor plant. For leaf segmentation, a generic region growing segmentation method was 
used, which aimed to segment large piece-wise smooth surfaces, which requires tuning 
parameters for different types of leaves (a round flat soybean leaf vs an elongated rolling 
maize leaf). With more data becoming available in the future, it is worth exploiting CNN-
based point cloud segmentation (Qi, Yi, Su, & Guibas, 2017), which could potentially excel 
at individual plant segmentation for dense canopy crops, and leaf segmentation for different 
plant species and growth stages. 
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