Abstract: Depth First Search (DFS) and position-based routing algorithms were proposed in literature. These are localised algorithms that guarantee the delivery for connected ad hoc and sensor wireless networks modelled by arbitrary graphs, including inaccurate location information for a destination node. This article first optimises an existing DFS-based routing scheme by eliminating from the candidate list neighbours whose messages to other nodes were overheard. We then introduce a new set of localised routing algorithms. The new DFS routing protocol is integrated with power metrics minimise total power for routing of a message. These DFS Power Progress-based algorithms are combinations of known greedy power ad DFS routing algorithms. All algorithms are further enhanced by applying the concept of connected dominating sets, which greatly reduced the search path without impacting significantly the length of effectively constructed path for real traffic. Experiments confirm the efficiency of the new enhanced DFS, power-aware and connected dominating set-based routing algorithms and ability to guarantee the delivery in arbitrary model due to the DFS routing framework.
Introduction
The architecture of ad hoc mobile wireless networks is characterised by the lack of fixed infrastructure. They rely on multi-hop communications among peers that would be typical in emergency situations, remote and environment monitoring, search and rescue operations, battlefields, radar networks, conferences and other similar cases. Wireless sensor networks are made up of a number of sensor nodes that are positioned within a limited and defined geographical area. Recently, a whole set of wireless sensor networks applications have been considered and various deployments have been tested. Sensors detect an event (movement, presence of chemicals, rise of temperature, etc.) and report it to a sink node. They are typically characterised as networks with nodes that do not move or have insignificant movement patterns. Sensor nodes are capable of processing gathered and exchanged data in real time.
Ad hoc and sensor networks are comprised of wireless hosts. Each network host is capable of communicating directly with other network hosts in its neighbourhood. A message sent by a node will reach all neighbouring nodes that are located at the distances less than the transmission radius. We assume symmetric communication links between nodes, but not necessarily equal transmission radii. Due to limited transmission radius, the routes between the nodes are usually formed through several hops. The routing problem is the problem of finding a route for sending a message from a source node to a destination node. Each network node can be a source or a destination of the communication link. In addition, nodes are asked to participate in routing other nodes packets, i.e. to act as routers. The problem of finding and maintaining routes has proven to be a significant challenge in wireless ad hoc networks.
One possible solution to the routing problem would be the well-known Shortest Path (SP) algorithm. This non-localised scheme requires that each network node possesses global knowledge about the network. It is an unrealistic and hypothetical requirement for the global knowledge to be fully distributed to all network nodes. The information about changes in network topology, in the SP scenario, due to node mobility or changes in node activity, would need to be distributed across the network. In addition to the activity status and the location updates for all the nodes in the network, the updates on the status of every possible link in the network to guarantee the availability of SP, which is unacceptable quadratic communication overhead.
Localised schemes are based on non-global behaviour. Each node makes routing decisions based only on the information about neighbouring nodes and the position of the destination. Localised routing addresses mobility and changes in the availability of network nodes. In existing greedy routing algorithm, each node forwards messages to the neighbour that is closest to the destination. This algorithm is not efficient for low-degree graphs (a low average number of neighbours). However, it offers a performance that is close to the SP-based routing, whenever the routing of the message is successful.
In most of the cases, the sensor use position information in their decisions. The availability of position information for proper sensor functioning was widely recognised as highly desirable; however, it is a non-trivial problem and the precision of the location information may impact the performance of a protocol. There exists a variety of position determination protocols, with a variety of message complexities. The position information for ad hoc networks is also feasible, since nodes are located on a device (such as handheld devices and cars) which can increasingly afford satellite communication.
DFS-based routing scheme is introduced in Stojmenovic, Russell and Vukojevic (2002) . It was the first localised algorithm that guarantees delivery for connected ad hoc wireless networks even in case of inaccurate location information for the destination node. This is enabled by an algorithm internal design that is built upon the fact that DFS is not a stateless routing scheme. Memorising information about past traffic, at the node level, helps the routing logic to keep switching between greedy and recovery modes, providing the message delivery even in a case of inaccurate location information.
Hop count performance of the original DFS algorithm (Stojmenovic, Russell and Vukojevic, 2002) was not too far from the SP benchmark for a well-connected network. However, sparse networks, with network density parameter values less than seven, left room for further improvements. This article investigated several possible ways to resolve the issue of DFS hop count performance. We introduce and analyse a set of various DFS-based routing strategies and evaluate their performance. Our improvements are in three directions: enhancing the basic DFS routing algorithm by observing that overheard traffic from neighbours can be used to eliminate some candidate neighbours from depth-based search, applying metric different from hop count (we apply power-aware metric, but other metrics can be used as well) and reducing the search traffic to nodes from a connected dominating sets.
The major difference between DFS and power-aware DFS protocols is that nodes use different priority metrics for sorting best neighbours. Instead of distance to destination, the appropriately defined power-or cost-aware metric is used.
Preliminary conference version of this article appeared in Vukojevic et al. (2007) .
2 Background and related work Finn (1987) proposed a greedy routing scheme that chooses the successor node that makes the best progress toward the destination. The distance to destination is used to measure the progress. The algorithm fails when no node is closer to the destination than the current node that holds the message. A similar protocol, a variant of greedy-based algorithm, called Geographical Distance Routing (GEDIR), is presented in Stojmenovic and Lin (2001b) . The algorithm stops if the best choice for the current node is to return the message to the previous node. Several other existing location-based routing algorithms are reviewed in Stojmenovic and Lin (2001b) . A survey of existing positionbased routing schemes is given in Stojmenovic (2002a) . A localised FACE routing algorithm, described in Bose et al. (1999) guarantees the message delivery in connected unit graphs. It can be combined with the greedy routing to yield an efficient greedy-face-greedy routing algorithm (Bose et al., 1999) . Hop count metric in greedy mode can be replaced by other metrics, such as power or reluctance to forward traffic, to give other schemes (Stojmenovic and Datta, 2004) . The advantage of these algorithms, compared to DFS-based approaches, is that they offer guaranteed delivery without memorising past traffic (stateless behaviour). However, disadvantage is that they are very sensitive to the accuracy of position information, small movements while routing is in progress, and work in restricted unit disk graph model (all nodes have the same transmission radius) and in two dimensions. Therefore, while they can be deemed better under severe restrictions, they are not competitive to DFS-based approaches under a wide range of realistic scenarios, including communication model imperfections due to realistic physical layer, imprecise position information, reasonable movements while search is in progress, work in both 2D and 3D, and with different transmission ranges at different nodes. For these reasons, we did not compare them with DFS approaches in this article. Stojmenovic, Russell and Vukojevic (2002) proposed to use DFS method for routing decisions. Each node A, upon receiving the message for the first time, sorts all its neighbours according to a criteria, such as their distance to destination, and uses that order in DFS algorithm. It is the first localised algorithm that guarantees delivery for (connected) wireless networks modelled by arbitrary graphs, including inaccurate location information. They then propose the first localised Quality of Service (QoS) routing algorithm for wireless networks. It performs DFS routing algorithm after edges with insufficient bandwidth or insufficient connection time are deleted from the graph, and attempts to minimise hop count. This is also the first article to apply position information in QoS routing decisions, and to consider the connection time (estimated lifetime of a link) as a QoS criterion. The average length of the measured QoS path in experiments, obtained by DFS method (Stojmenovic, Russell and Vukojevic, 2002) was between 1 and 1.34 times longer than the length of QoS path obtained by SP algorithm. The overhead is considerably reduced by applying the concept of connected dominating sets.
The details of DFS algorithm (Stojmenovic, Russell and Vukojevic, 2002) are as follows. DFS creates a path in the graph without making any jumps from a node to another node that is not its neighbour. In DFS-based algorithm, nodes are 'coloured' as white or grey (because of distributed behaviour of our algorithm, the third colour is not needed). Initially, all nodes are white (that is, if message id is not found in local memory, white colour is assumed). The process of visiting nodes coincides with sending messages among nodes. There is always only one copy of message in the graph, and thus a path is created. The sender node S begins routing and colours itself as a grey node. Grey nodes are nodes that are visited (that is, they received message at least once). Each message that is sent from a node B to a node A has one bit that indicates whether the message is forwarded or returned. Node A receiving the message then acts according to that bit. White node A, upon receiving forwarded message for the first time, changes its colour to grey, and orders its neighbours according to distance from destination (the neighbours which are closer to destination are preferred). The only exception is that node B, that sent message to A, is ignored. Thus, node A should memorise together with the message id, also neighbour B that forwarded that message. The message is then forwarded to the first choice C among neighbours. If there is no choice, message is returned to B. Grey node A, upon receiving forwarded message from any node B, will reject the message immediately. That is, the message will be immediately returned to B. If node A sends message to node B, and node B rejects the message, it is counted as two hops in the simulation (A -B and B back to A). Grey node A, upon receiving a returned message from node C, will forward the message to the next choice E in its sorted list of neighbours, if such a neighbour exists. If A has no more neighbours in its list, message will be returned to the neighbour B which sent the message to A (and which was memorised for that purpose).
Jain, Puri and Sengupta (2001) proposed, independently of Stojmenovic, Russell and Vukojevic (2002) a single-path strategy that guarantees delivery called Geographic Routing Algorithm (GRA). It requires nodes to partially store routes toward certain destinations in routing tables. GRA applies greedy strategy in forwarding messages. However, sometimes node S may discover that it is closer to the destination D than any of its neighbours. That is, the packet may be 'stuck' at S. Under this condition, it starts the route discovery protocol. The route discovery finds a path from S to D and updates the routing tables toward D at any node on the path, with this information. After that the route discovery protocol is successfully completed, the stuck packet can be routed from S to D. The authors propose two route discovery strategies: breadth first search (which is equivalent to flooding) and DFS. DFS yields a single acyclic path from S to D. Each node puts its name and address on the route discovery packet p. Then, it forwards p to a neighbour who has not seen p before. This neighbour is one of all the neighbours which minimise d (S, y) + d (y, D), where d (x, y) is Euclidean distance between nodes x and y. If a node has no possibilities to forward the packet, it removes its name and address from the packet and returns the packet to the node from which it originally received it. Route discovery packets are kept for some time. If a node receives twice the same packet, it refuses it. The authors investigate routing table sizes and present methods for taking into account positional errors, node failures and mobility.
Routing based on the dominating set approach, as presented and defined in Wu and Li (1999) and Stojmenovic, Seddigh and Zunic (2002) offers an innovative and promising improvement for potential solutions to the ad hoc network's routing problem. A set of nodes, a subset of all network nodes, is considered to be a dominating set if all nodes in the network are either in the set or are direct neighbours of nodes in the set. Nodes that belong to the dominating sets are called internal nodes. Different definitions for dominating sets generate different set of internal nodes.
The substance of this approach is to exclusively use internal nodes for routing of messages throughout the ad hoc network. The consequence is that the search space for a route is reduced to corresponding internal nodes. If a source is not an internal node, it forwards the message to one of its neighbouring internal nodes. This internal node represents a new source point of the routing problem that happens only along a reduced graph based on internal nodes of the network. As routing gets to the end of the route, the message reaches the internal node that is either the destination node or a direct neighbour of the destination node. In a later case, an additional forward toward the destination is required. Wu and Li (1999) proposed a simple and efficient distributed algorithm for calculating connected dominating set in ad hoc wireless networks. Stojmenovic, Seddigh and Zunic (2002) and Stojmenovic (2004) introduce a major improvement in a way these dominating sets are calculated and formed. Stojmenovic, Seddigh and Zunic (2002) proposed improving (Wu and Li, 1999) rules for building dominating sets by replacing node ids with a record: key = (degree, x, y) where degree is the number of neighbours of a node and x and y are its two coordinates. The novelty in Stojmenovic, Seddigh and Zunic (2002) and Stojmenovic (2004) is that process of determining dominating set status of the ad hoc network nodes requires zero communication overhead. This is a significant improvement over previous ways of building dominating sets. A node is marked as an intermediate node if it has two unconnected neighbours. A node A is covered by neighbouring node B if each neighbour of A is also neighbour of B, and key(A) < key(B). Nodes not covered by any neighbour are defined as inter-gateway nodes. A node A is covered by two connected neighbouring nodes B and C if each neighbour of A is also neighbour of either B or C (or both), key(A) < key(B), and key(A) < key(C). An intermediate node not covered by any neighbour becomes an inter-gateway node. An inter-gateway node not covered by any pair of connected neighbouring nodes becomes a gateway node. Dominating set generated by Stojmenovic, Seddigh and Zunic (2002) and Stojmenovic (2004) is identical to a dominating set generated by Wu and Li (1999) .
The optimal power-saving algorithm, that minimises the total energy per routing task for a message, can be calculated by applying Dijkstra's single-source shortest weighted path algorithm. Each edge has the weight u (d) = d + c, where d is the length of the edge (Rodoplu and Meng, 1999) . This represents the (proportional to message length) power needed for transmission between two nodes. We refer to this algorithm as SP power algorithm and it is mainly used to compare the performance of various new localised algorithms.
Localised power-aware routing algorithms were first studied in Stojmenovic and Lin (2001a) . Kuruvila, Nayak and Stojmenovic (2004) proposed progress-based localised power-aware routing algorithms, including projection power-based, iterative power progress-based and iterative projection power progress ones. Current node in these algorithms chooses one of its neighbours that are closer to destination than itself. In addition, a selected neighbour is required to minimise the ratio of power to reach that neighbour, and the progress made, measured as the reduction in distance to destination (or projection along the line to destination). The power-aware localised schemes are shown to be conceptually simpler than algorithms presented in Stojmenovic and Lin (2001a) and have similar or better performance. Let us assume that the destination node is D. Node S currently holds the message and one of its neighbours is node A. Let r = |SA|, d = |SD| and x = |AD|. Kuruvila, Nayak and Stojmenovic (2004) considers measure of the proportional progress and the actual power used to make that portion of the progress. The power spent on transmission of the message from node S to A is (r + c). The portion of the progress made with this power is (d -x). With similar advancing through the network, there would be d/(d -x) steps, and the total power cost would be (r + c) * d/(d -x). Therefore, this progress-based routing algorithm will select a neighbour that will minimise: (r + c) /(d -x) . This is the neighbour that minimises the power spent per unit of progress made, in terms of getting closer to the destination.
Proposed DFS improvements
The first contribution of this article is a special enhancement of the internal design of DFS. The idea is to avoid communication between neighbouring nodes that is not necessary, since this knowledge could be extracted from the past traffic. Each node will memorise some of the traffic related to ongoing routing task. More precisely, they will memorise traffic of their neighbours. It has been noticed that the basic DFS algorithm considers all neighbours at each node. All neighbours are initially candidates for forwarding, except one from which the message came from for the first time following DFS algorithm. However, this is not necessarily the very first time the message has been overheard. Some neighbours may forward the message to another nodes, and such forwarding is an indication that these neighbours have already been visited, and will reject the message in the future if the same message is forwarded to them. Thus, nodes can simply eliminate them from their forwarding lists. In order to support proposed improvement, each node is required to create and maintain a list of neighbouring nodes that should be ignored for the ongoing routing task. Figure 1 gives an example of a DFS routing path: SABCACSCBACASCSEFGHID, where bold and regular letters correspond to forwarded and returned/rejected messages, respectively (sender node is marked). Consider now the enhanced version. When S forwards to A, C eliminates both A and S from its forwarding list. When A forwards to B, C eliminates both A and B. When B forwards to C, A eliminates C from its forward list. Thus, after initial path SABC, node C has empty forward list, and returns the message to B (S then eliminates C from its list), which in turn returns it to A. A then returns it to S, which then explores the other component of the graph. The improved version of DFS applied in this section of the network would generate the following route: SABCBASEFGHID, which is significant improvement, in terms of hop count, over the initial DFS algorithm proposed path. This enhanced DFS routing scheme is further improved by applying the concept of connected dominating sets. Several definitions of dominating set and internal nodes were used. The basic principle of dominating set theory, the reduction of the network to the subset of nodes that belong to the dominating set, is the core of the improvement strategies that were used. DFS is extended to route messages only across internal nodes that form dominating sets. Dominating sets, as proposed and defined by Wu and Li (1999) and Stojmenovic, Seddigh and Zunic (2002) were based on one of the selected set of internal nodes: intermediate, inter-gateway and gateway. The goal is to reduce the number of nodes that are used for routing messages throughout the network.
Traditionally, in addition to the information about the delivery rate, hop count was the most important measure of the quality of the routing solution. This metric assumes fixed transmission radii and therefore fixed energy per hop. However, nodes may have capability to adjust their transmission radii. In such case, hop count is not an appropriate metrics. Instead, the minimal power needed to transmit between the two neighbouring nodes is considered. We also address this model and metric in this article by introducing a new set of power-aware algorithms, which are built upon a framework of DFS guaranteed delivery routing. These new algorithms are generated by integrating the improved version of the DFS algorithm with progress-based power-aware algorithms. The essence is to combine algorithms (Kuruvila, Nayak and Stojmenovic, 2004) with the improved version of the DFS algorithm. The improved version of DFS scheme includes both previous modifications to DFS, i.e. one that uses dominating set principles and a modification that requires nodes to memorise past traffic for messages. The DFS routing algorithm sorts all neighbours (edges) at each visited node according to their progress over power cost ratios. The next neighbour for forwarding is then selected based on these ratios (Figure 2) . 
Performance evaluation
The custom network simulator was designed and implemented in Java programming language and used to construct ad hoc wireless networks and required routing of messages through randomly formed networks. Experiments have been carried only on connected graphs. Each of n network nodes was chosen by selecting its x and y coordinates at random in the interval (0, 100). In order to control the average node degree k (the average number of neighbours per node), all potential n* (n -1)/2 edges in the network were sorted by their length, in increasing order. Selected node radius R that corresponds to chosen value of k was equal to the length of nk/2th edge in the sorted order (Stojmenovic and Lin, 2001b) . The following protocols were simulated: DFS (initial) (Stojmenovic, Russell and Vukojevic, 2002 ) DFS-Int (modified DFS), DFS-IGW (basic DFS (Stojmenovic, Russell and Vukojevic, 2002) with inter-gateway nodes), DFS-GW (basic DFS with gateway nodes), DFS-IGW-I: (modified DFS with Inter-Gateway nodes), DFS-GW-I (modified DFS with gateway nodes) and SP routing. A set of simulation experiments demonstrated associated improvements of the proposed amended routing schemes.
We measured average hop count (includes reject and return messages), average reject count (as per DFS algorithm) average return count (as per DFS algorithm) and average number of nodes in considered dominating set.
Improvements to the DFS routing algorithm hop count numbers are evident as different dominating set notions are applied. The lesser network density, the improvements are bigger. For example, the improvement is ~68% for n = 250 and d = 5. A larger density, for the same network size, gives ~9% (n = 250 and d = 11). Small improvements are delivered in those network scenarios where the basic DFS routing algorithm performance is quite similar to the best possible routing solutions. For example, the improvement of ~1% (n = 40 and d = 11) is delivered for basic DFS performance which is only ~1.3% worse from SP hop count. Improved versions of the DFS algorithm greatly help the hop count performance to converge to the ideal solution. This gap is dramatically narrowed for those network scenarios where basic DFS routing algorithm performance is far from established (SP hop count) baseline -networks with small network density values. At the same time, these improved algorithms deliver their benefits even in those network cases where basic DFS performance is quite close to the ideal one -networks with higher network density.
Performance evaluation of DFS QoS routing
This section evaluates the performance of the DFS QoS routing algorithm. The DFSbased routing framework is reused for analysis of DFS QoS routing. QoS routing requirements, when applied on the DFS algorithm, result in some edges being removed from the used DFS resulting paths. The DFS QoS analysis did not require a separate set of QoS routing experiments to be executed since the remaining subgraph is also represented by pair (n, d) (d is the average degree of the remaining subgraph).
Instead of a regular hop count, a so-called Effective Hop Count (EHC) was measured. In a nutshell, this is the DFS path without edges that were marked as those that rejected or returned messages. The path created by eliminating these unnecessary hops is required QoS path. The EHC of resulting QoS path can be calculated as:
EHC=hopCount -2* rejectCount -2* returnCount. As per Table 2 'EHC for DFS QoS routing' the it is evident that EHC results are significantly improved. This is evident for the various DFS-routing algorithms. DFS QoS-routing performance improvement is greatest for those DFS routing protocols that are characterised by the most return and reject messages. The best DFS routing protocols, DFS-GW and DFS-GW-I, as expected, offer better EHC performance. Table 2 results demonstrate other interesting characteristics of the DFS QoS routing scheme. QoS performance of all listed DFS algorithm variations fall in the same range (for a certain network configuration (n, d)), i.e. QoS performance of the worst DFS performer gets quite close to QoS performance of the best DFS performer (hop count performance). It should be noted that these data prove that DFS QoS routing offers almost the SP route for QoS routing in localised manner. Excellent results are present for low-degree networks. Dense connected networks (higher values of d) offered equally good results (quite close to SP performance).
Performance evaluation of DFS progress-based power-aware routing algorithm
For this set of routing experiments, DFS-GW-I was selected and merged with Power Progress scheme. This is the best DFS candidate for d < 7 (both analysed network sizes, n = 40 and 100). We applied HCB power model (Heinzelman, Chandrassekaran and Balakrishnan, 2000) where the energy needed for one transmit and receive event is: u (r) = r 2 + 1,000 (for nodes at distance r). This energy was split between the sender node (r 2 + 1,000) and the fixed power for reception is charged to the receiving node (1,000). All numbers in Table 3 are ten to the power of eight. It appears that the contribution to the saving of power spending appears to be greater for networks with higher density. The total power consumption is quite close to the ideal spending for smaller networks and higher values of network density. The deviation of DFS Power Progress for n = 100 and d = 10 is ~20 and ~23% for d = 8.
Conclusions and future work
This article focused on two goals. Foremost, various improvements to the initial DFS were described and simulated. Proposed improvements of initial DFS routing algorithm succeed in delivering significant benefits to the hop count performance. The performance is close to the performance of the SP metrics for dense connected networks.
The best DFS routing candidates were merged with power-aware schemes. A new set of power-aware DFS-based algorithms appears to have several important features. The DFS framework extends its ability to guarantee delivery on power-aware routing algorithms that, as expected in their original greedy form, do not deliver all of the time. At the same time, the power metric performance of the DFS routing is also improved.
It is fair to assume that the selected best candidate DFS algorithm(s) will easily integrate with location update protocols. A source node which is about to start DFS routing can use available location update scheme(s) (Stojmenovic, 2002b) to determine the correct location of the destination node. Once the destination information is available, DFS routing would initiate the routing task independently of the location update component, and based on the data provided by these location update mechanisms.
Researched DFS-routing algorithms prove to be ideal candidates with their guaranteed delivery capability, even for special cases, where location information is not fully correct.
There are several possible directions for associated research of potential improvements to introduced DFS-based power-aware routing algorithms. One direction is to study reluctance of nodes to forward traffic because of low remaining energy they have. This has been studied already in Stojmenovic and Lin (2001a) and Kuruvila, Nayak and Stojmenovic (2004) and these greedy routing schemes can be also combined with DFS approach to guarantee delivery. The goal is to extend network life, not to minimise the energy per path. Potentially interesting and related future directions could be also based on further improvements of used dominating set definitions. The inevitable problem of routing algorithms based on dominating sets is caused by the fact that dominating set nodes execute many more tasks than other nodes. Wu et al. (2002) as a solution to this problem, proposed to power-aware dominating set definition. In this definition, each dominating set node has a key (power level, degree, id) for deciding its dominating set status. Thus, nodes use their power levels as the primary criterion. Nodes with more power are preferred in the dominating set selection process. If power levels are same, degrees are used as secondary key, and finally node ID would be used to break ties. The further improvements are proposed in Shaikh et al. (2003) .
Further improvements can be obtained by reducing the number of links to be explored by DFS using a sparse connected subgraph of the original graph. Two notable candidates are Gabriel graph and relative neighbourhood graphs. Reduced density is associated with reduced reduced search space and faster recovery from 'bay' areas. Connected dominating sets can then also be applied on these structures for further (but expected major) improvements.
