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Abstract
In a previous paper, we have constructed, for an arbitrary Lie group
G and any of the fields F = R or C, a good equivariant cohomology the-
ory KF ∗G(−) on the category of proper G-CW-complex and have justified
why it deserved the label “equivariant K-theory”. It was shown in par-
ticular how this theory was a logical extension of the construction of Lu¨ck
and Oliver for discrete groups and coincided with Segal’s classical K-theory
when G is a compact group and only finite G-CW-complexes are consid-
ered. Here, we compare our new equivariant K-theory with that of N.C.
Phillips: it is shown how a natural transformation from ours to his may
be constructed which gives rises to an isomorphism when G is second-
countable and only finite proper G-CW-complexes are considered. This
solves the long-standing issue of the existence of a classifying space for
Phillips’ equivariant K-theory.
1 Introduction
1.1 The problem
In this paper, G will denote a second-countable Lie group, µ a right Haar mea-
sure on G, and F one of the fields R or C. We wish to compare our equivari-
ant K-theory [8], which is defined on the category of proper G-CW-complexes,
with Phillips’ equivariant K-theory KFPhG (−) which is defined on the category
of proper locally compact Hausdorff G-spaces (see [6]).
To do this, we will construct a natural transformation η : KFG(−) −→
KFPhG (−) on the category of finite proper G-CW-complexes, such that the dia-
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commutes (the natural transformation KFG(−) −→ KFPhG (−) is the one defined
by Phillips p.40 of [6]). Once we will have done so, it will be easy to check that
η is an isomorphism on coefficients (i.e. for spaces of the type G/H×Y where Y
is a finite CW-complex with trivial action of G), and it will easily follow that ηX
is an isomorphism for every finite proper G-CW-complex X . Before explaining
the construction, we will start with a quick recollection of the definition of our
version of equivariant K-theory.
1.2 A review of equivariant K-theory for proper G-CW-
complexes
1.2.1 Γ-spaces
The simplicial category is denoted by ∆ (cf. [2]). Recall that the category Γ
(see [7]) has the finite sets as objects, a morphism from S to T being a map
from P(S) to P(T ) which preserves disjoint unions (with obvious composition
of morphisms); this is equivalent to having a map f from S to P(T ) such that
f(s) ∩ f(s′) = ∅ whenever s 6= s′.
For every n ∈ N, we set n := {1, . . . , n} and [n] := {0, . . . , n}. Recall the
canonical functor ∆ → Γ obtained by mapping [n] to n and the morphism δ :
[n]→ [m] to {
n −→ P(m)
k 7−→ {j ∈ N :
{
δ(k − 1) < j ≤ δ(k)
}
.
By a Γ-space, we mean a contravariant functor A : Γ → CG to the category
of k-spaces such that A(0) is a well-pointed contractible space. The space A(1) is
then simply denoted by A. We say that A is a good Γ-space when, in addition,
for all n ∈ N∗, the continuous map A(n) →
n∏
i=1
A, induced by all morphisms
1 → n which map 1 to {i}, is a homotopy equivalence. From now on, when we
talk of Γ-spaces, we will actually mean good Γ-spaces.
When A is a Γ-space, composition with the previously defined functor ∆ →
Γ yields a simplicial space, which we still write A, and we can take its thick
geometric realization (as defined in appendix A of [7]), which we write BA.
Since A(0) is well-pointed and contractible, we have a map A → ΩBA that is
“canonical up to homotopy”. Recall that we have an H-space structure on A
by composing the map A(2) → A induced by
{
{1} → P(2)
1 7→ {1, 2}
and a homotopy
inverse of the map A(2)→ A× A mentioned earlier.
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Given a topological group G, a Γ − G-space is a contravariant functor A :
Γ→ CGG such that:
(i) A(0) is equivariantly well-pointed and equivariantly contractible;
(ii) For any n ∈ N∗, the canonical map A(n)→
n∏
i=1
A is an equivariant homotopy
equivalence.
When A is a Γ−G-space, we may define as before a G-map A→ ΩBA.
1.2.2 k-categories
If C is a small category, then:
• Ob(C) (resp. Hom(C)) will denote its set of objects (resp. of morphisms).
• The structural maps of C i.e. the initial, final, identity and composition
maps are respectively denoted by
InC : Hom(C)→ Ob(C) ; FinC : Hom(C)→ Ob(C);
IdC : Ob(C)→ Hom(C) and CompC : Hom(C)×
△
Hom(C)→ Hom(C).
• The nerve of C is denoted by N (C), whilst N (C)m will denote its m-th
component for any m ∈ N.
By a k-category, we mean a small category with k-space topologies on the sets
of objects and spaces, such that the structural maps induce continuous maps in
the category of k-spaces. To every topological category C, we assign a k-category
whose space of objects and space of morphisms are respectively Ob(C)(k) and
Hom(C)(k).
To a k-category, we may assign its nerve in the category of k-spaces, and then
take one of the two geometric realizations ‖ ‖ (the “thick realization”) or | |
(the “thin realization”) of it in the category of k-spaces (see [7]). When C and D
are two k-categories, we may define another k-category, denoted by Func(C,D),
whose objects are the topological functors from C to D, and whose morphisms are
the continuous natural transformations between continuous functors from C to
D. The structural maps are obvious, as are the topologies on the sets of objects
and morphisms (see [8] for more details).
Given a k-space X , we define a k-category EX with X as space of objects,
X ×
k
X as space of morphisms, and (x, y) as the only morphism from x to y in
EX .
The category of k-categories is denoted by kCat.
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1.2.3 Proper G-CW-complexes
A G-space X is called a G-CW-complex when it is obtained as the direct limit
of a sequence (X(n))n∈N of subspaces for which there exists, for every n ∈ N, a
set In, a family (Hi)i∈In of closed subgroups of G and a push-out square∐
i∈In
(G/Hi)× Sn−1 −−−−→
∐
i∈In
(G/Hi)×Dny y
X(n−1) −−−−→ X(n)
in the category of G-spaces (where we have a trivial action of G on both the
(n−1)-sphere Sn−1 and the closed n-diskDn), with the convention thatX−1 = ∅.
The spaces (G/Hi)×
◦
Dn are called the equivariant cells (or G-cells) of X . A G-
CW-complex is proper when all its isotropy subgroups are compact, i.e. all the
groups Hi in the preceding description are compact.
Relative G-CW-complexes are defined accordingly. A pointed proper G-
CW-complex is a relative G-CW-complex (X, ∗), with ∗ a point, such that
the G-space X r ∗ is proper. Notice that whenever (X,A) is a relative G-CW-
complex such that XrA is proper, the G-space X/A inherits a natural structure
of pointed proper G-CW-complex.
1.2.4 The category of compactly-generated G-spaces
Let G be a topological group. A G-pointed k-space consists of a G-space which
is a k-space together with a point in it which is fixed by the action of G.
The category CG•G is the one whose objects are the G-pointed k-spaces and
whose morphisms are the pointed G-maps. The category CGh•G is the category
with the same objects as CG•G, and whose morphisms are the equivariant pointed
homotopy classes of G-maps between objects (i.e. CGh•G it is the homotopy
category of CG•G). Given two G-spaces (resp. two pointed G-spaces) X and Y ,
we let [X,Y ]G (resp. [X,Y ]
•
G) denote the set of equivariant homotopy classes of
G-maps (resp. pointed G-maps) from X to Y .
A morphism f : X → Y is called a G-weak equivalence when the restric-
tion fH : XH → Y H is a weak equivalence for every compact subgroup H of
G (here, XH denotes the subspace
{
x ∈ X : ∀h ∈ H, h.x = x
}
of X). We
finally define WG as the class of morphisms in CG
h•
G which have G-weak equiv-
alences as representative maps. We may then consider the category of fractions
CGh•G [W
−1
G ], with its usual universal property. The crucial property in this paper
is the following one:
Proposition 1.1. Let Y
f
→ Y ′ be a G-weak equivalence between pointed G-
spaces.
Then, for every proper pointed G-CW-complex X, the map f induces a bijection
f∗ : [X,Y ]
•
G −→ [X,Y
′]•G.
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1.2.5 G-fibre bundles
Let G be a topological group. Given a G-space X , we call pseudo-G-vector
bundle (resp. G-vector bundle) over X the data consisting of a pseudo-vector
bundle (resp. a vector bundle) p : E → X over X and of a (left) G-action on
E, such that p is a G-map, and, for all g ∈ G and x ∈ X , the map Ex → Eg.x
induced by the G-action on E is a linear isomorphism.
Given an integer n ∈ N and a G-space X , VectF,nG (X) will denote the set
of isomorphism classes of n-dimensional G-vector bundles over X . Accord-
ingly, VectFG(X) will denote the abelian monoid of isomorphism classes of finite-
dimensional G-vector bundles over X .
Given another topological group H , a (G,H)-principal bundle is an H-
principal bundle π : E → X with structures of G-spaces on E and X for which
π is a G-map and ∀(g, h, x) ∈ G×H × E, g.(x.h) = (g.x).h.
1.2.6 Topological categories attached to simi-Hilbert bundles
We denote by Un(F ) (resp. GUn(F )) the group of orthogonal automorphisms
(resp. of similarities) of the vector space Fn.
Definition 1.2. A simi-Hilbert space is a finite-dimensional vector space V
(with ground field F ) with a linear family (λ〈−,−〉)λ∈R∗+ of inner products on V .
The relevant notion of isomorphisms between two simi-Hilbert spaces is that of
similarities. We do have a notion of orthogonality, but no notion of orthonormal
families. The relevant notion is that of simi-orthonormal families: a family
will be said to be simi-orthonormal when it is orthogonal and all its vectors share
the same positive norm (for any inner product in the linear family). Equivalently,
a family of vectors is simi-orthonormal if and only if it is orthonormal for some
inner product in the linear family.
Definition 1.3. Let G be a topological group.
For n ∈ N, an n-dimensional simi-G-Hilbert bundle is a G-vector bundle with
fiber Fn and structural group GUn(F ).
A disjoint union of k-dimensional G-simi-Hilbert bundles, for k ∈ N, is called a
G-simi-Hilbert bundle.
We fix an integer n ∈ N for the rest of the paragraph. Let ϕ : E → X be an n-
dimensional simi-Hilbert over a locally-countable CW-complex, and ϕ˜ : E˜ → X
the GUn(F )-principal bundle canonically associated to it (by considering E˜ as a
subspace of E⊕n).
We define:
• ϕ -sframe as the category EE˜, with a natural right-action of GUn(F );
• ϕ -smod as ϕ -sframe /GUn(F ): an object of ϕ -smod corresponds to a point
of X , and a morphism from x to y (with (x, y) ∈ X2) corresponds to a
similarity Ex
∼=
→ Ey ;
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• ϕ -sBdl as the category whose space of objects is E, and whose space of
morphisms is the (closed) subspace of E×
k
E×
k
Hom(ϕ -smod) consisting of
those triples (e, e′, f) such that ϕ(e) −→
f
ϕ(e′) and f(e) = e′.
1.2.7 The category Γ-FibF and the -smod functor
We define the category Γ-FibF as follows:
• An object of Γ-FibF consists of a finite set S, a locally-countable CW-
complex X , and, for every s ∈ S, of a Hilbert bundle ps : Es → X with
ground field F . Such an object is called an S-object over X . If S = n for
some n ∈ N, an S-object will be called an n-object.
• A morphism f : (S,X, (ps)s∈S) −→ (T, Y, (qt)t∈T ) consists of a morphism
γ : T → S in the category Γ, a continuous map f¯ : X → Y , and, for every
t ∈ T , a strong morphism of Hilbert bundles
⊕
s∈γ(t)
Es
ft
−−−−→ E′t
⊕
s∈γ(t)
ps
y yqt
X −−−−→
f¯
Y.
If f : (S,X, (ps)s∈S) → (T, Y, (qt)t∈T ) is the morphism in Γ-FibF corresponding
to (γ, f¯ , (ft)t∈T ), and g : (T, Y, (qt)t∈T ) → (U,Z, (ru)u∈U ) is the morphism in
Γ-FibF corresponding to (γ
′, g¯, (gu)u∈U ), then the composite morphism g ◦ f :
(S,X, (ps)s∈S)→ (U,Z, (ru)u∈U ) is the one which corresponds to the triple con-
sisting of γ ◦ γ′, g¯ ◦ f¯ , and the family
(
gu ◦
[
⊕
t∈γ′(u)
ft
])
u∈U.
Let (X, p : E → X) be a 1-object of Γ-FibF . The natural map dimp :{
X −→ N
x 7−→ dim(Ex)
is continuous because X is a CW-complex. Setting Xn :=
dim−1p {n}, En := p
−1(Xn), and pn = p|En : En → Xn, we then have p =
∐
n∈N
pn.
Set
p -smod :=
∐
n∈N
(pn -smod).
We obtain a functor p -smod→ EX×BR∗+ by assigning (x, y, ‖ϕ‖) to every mor-
phism ϕ : Ex → Ey (here, ‖ϕ‖ denotes the norm of the similarity ϕ with respect
to the respective inner product structures on Ex and Ey): this is compatible with
the composition of morphisms, since we are dealing with similarities here.
For any S-object ϕ = (S,X, (ps)s∈S), ϕ -smod is defined as the fiber product
of the categories ps -smod over EX × BR∗+ for all s ∈ S. For any S-object
ϕ = (S,X, (ps : Es → X)s∈S), an object of ϕ -smod simply corresponds to a
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point x ∈ X , while a morphism x→ y in ϕ -smod is a family (ϕs)s∈S of similar-
ities ϕs : (Es)x
∼=→ (Es)y which share the same norm. It is then easy to extend
this construction to obtain a functor
-smod : Γ-FibF −→ kCat.
1.2.8 Hilbert Γ-bundles
Definition 1.4. A Hilbert Γ-bundle is a contravariant functor ϕ : Γ −→
Γ-FibF which satisfies the following conditions:
(i) OFΓ ◦ ϕ = idΓ;
(ii) ϕ(0) = (0, ∗, ∅);
(iii) For every n ∈ N∗, there exists a morphism fn : n.ϕ(1) → ϕ(n) in Γ-FibF
such that OFΓ (fn) = idn.
Definition 1.5. Let ϕ be an object of Γ−FibF and G be a Lie group. We define
sVecϕG := |Func(EG,ϕ -smod)| .
In what follows, we let ϕ be a Hilbert Γ-bundle and G be a Lie group. We
define a functor from Γ to CGG:
sVecϕG : S 7−→ sVec
ϕ(S)
G .
This is actually a Γ−G-space.
Definition 1.6. For every finite set S, we let Γ(S) denote the set of maps
f : P(S)→ P(N) which respect disjoint unions (and in particular f(∅) = ∅), and
such that f(S) is finite. We will write S
f
→ N when f ∈ Γ(S).
For an inner product space H (with underlying field F ) of finite dimension
or isomorphic to F (∞), and for a finite subset A of N, we may consider the inner
product space HA as embedded in the Hilbert space H∞. We then define GA(H)
as the set of subspaces of dimension #A of HA, with the limit topology for the
inclusion of G#A(E), where E ranges over the finite dimensional subspaces of H.
When A is empty, we set G∅(H) = ∗.
We let pA(H) : EA(H) −→ GA(H) denote the canonical Hilbert bundle of
dimension #A over GA(H). The set EA(H) is constructed as a subspace of the
product of HA (with the limit topology described above) with GA(H).
For every finite set S, we define the following object of Γ-FibF :
FibH(S) :=
(
S,XH(S), (pH(s))s∈S
)
,
where
XH(S) :=
∐
f∈Γ(S)
[∏
s∈S
Gf(s)(H)
]
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and, for every s ∈ S,
pH(s) :=
∐
f∈Γ(S)
pf(s)(H)× ∏
s′∈Sr{s}
idGf(s′)(H)
 .
Let γ : S → T be a morphism in Γ. We define a morphism FibH(γ) : FibH(T )→
FibH(S) of Γ-FibF for which OFΓ (Fib
H(γ)) = γ, in the following way: for every
f ∈ Γ(S), we consider the map
∏
t∈γ(s)
Gf(t)(H) −→ Gf◦γ(s)(H)
(Et)t∈γ(s) 7−→
⊥
⊕
t∈γ(s)
Et,
and, for every s ∈ S and f ∈ Γ(S), we have a commutative square:[
⊕
t∈γ(s)
Ef(t)(H)
]
×
∏
t∈Trγ(s)
Gf(t)(H) −−−−→ Ef◦γ(s)(H)×
∏
s′∈Sr{s}
Gf(s′)(H)y y∏
t∈T
Gf(t)(H) −−−−→
∏
s1∈S
Gf◦γ(s1)(H),
where the upper morphism is given by the previous map and the following one:
⊕
t∈γ(s)
Ef(t)(H) −→ Ef◦γ(s)(H)
(xt)t∈γ(s) 7−→
∑
t∈γ(s)
xt.
Denoting by F (∞) the direct limit of the sequence (F k)k≥0 for the standard
inclusion of inner product spaces, we have the following result:
Proposition 1.7. Let H be an inner product space with ground field F . Assume
that H is finite-dimensional or isomorphic to F (∞). Then FibH is a Hilbert
Γ-bundle.
We may now set:
sVecF,∞G := sVec
FibF
(∞)
G ; sVec
F,∞
G := sVec
FibF
(∞)
(1)
G ; EsVec
F,∞
G := EsVec
FibF
(∞)
(1)
G .
The Γ-space structure of VecF,∞G induces a structure of equivariant H-space on
VecF,∞G = Vec
F,∞
G (1). The following result was established in [8]:
Proposition 1.8. Let G be a second-countable Lie group Then EsVecF,∞G →
sVecF,∞G is universal for finite-dimensional G-simi-Hilbert bundles over G-CW-
complexes, and, for every G-CW-complex X, the induced bijection
Φ : [X,VecF,∞G ]G
∼=
−→ VectFG(X)
is a homomorphism of abelian monoids.
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1.2.9 A definition of equivariant K-theory
For any Lie group G, we set:
sKF
[∞]
G := ΩBsVec
F,∞
G .
Definition 1.9. Let G be a Lie group, F = R or C, (X,A) a proper G-CW-pair
and n ∈ N. We set:
KF−nG (X,A) :=
[
Σn(X/A), sKF
[∞]
G
]•
G
,
and
KF−nG (X) := KF
−n
G (X ∪ {∗}, {∗}).
In particular, for every proper G-CW-complex X ,
KFG(X) := KF
0
G(X) =
[
X, sKF
[∞]
G
]
G.
It was shown in [8] that KFG(−) may be extended to positive degrees in
order to recover a good equivariant cohomology theory. Given a G-CW-complex
X , the canonical map i : sVecF,∞G = sVec
F,∞
G (1) → sKF
[∞]
G induces a natu-
ral homomorphism [X, sVecF,∞G ]G
i∗→ [X, sKF
[∞]
G ]G of abelian monoids, which,
pre-composed with the inverse of the natural isomorphism [X, sVecF,∞G ]G
∼=
→
VectFG(X), yields a natural homomorphism of abelian monoids
VectFG(X) −→ [X, sKF
[∞]
G ]G.
By the universal property of the Grothendieck construction, this yields a natural
homomorphism of abelian groups
γX : KFG(X) −→ KFG(X).
This clearly defines a natural transformation γ : KFG(−) −→ KFG(−) on the
category of proper G-CW-complexes. It was shown in [8] how this natural trans-
formation may be extended in arbitrary degrees so as to be compatible with long
exact sequences. Finally, the following property of γ was established in [8]:
Proposition 1.10. For every compact subgroup H of G, every integer n and
every finite CW-complex Y on which G acts trivially, the map
γ−n(G/H)×Y : KF
−n
G ((G/H)× Y )
∼=
−→ KF−nG ((G/H)× Y )
is an isomorphism.
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1.3 Main ideas and structure of the paper
The basic idea is to start from the “quasi”-classifying space that naturally arises
in the study of Phillips’ equivariant K-theory, i.e. the space Fred(L2(G)∞) of
Fredholm operators on the Hilbert G-module L2(G)∞, with the norm topology.
Indeed, any G-map f : X −→ Fred(L2(G)∞), where X is a proper locally-
compact Hausdorff G-space, yields a morphism{
X × L2(G)∞ −→ X × L2(G)∞
(x, y) 7−→ (x, f(x)[y])
of G-Hilbert bundle overX , which in turns yields an element ofKFPhG (X) (cf. ex-
ample 3.5 p.41 of [6]). This gives rise to a natural transformation [−,Fred(L2(G)∞)]G −→
KFPhG (−) on the category of proper locally compact Hausdorff G-spaces, and it
is quite easy to check that, if we consider the structure of topological monoid
on Fred(L2(G)∞) induced by the composition of Fredholm morphisms, this is
actually a natural transformation between monoid-valued functors.
However, Fred(L2(G)∞) is not always a classifying space for KFPhG (−): un-
less G is a discrete group, it may be shown indeed that Fred(L2(G)∞) is not
a G-space (since the usual G-action on this topological space is not continu-
ous). Classically, this is handled by replacing Fred(L2(G)∞) with its subspace
Fred(L2(G)∞) consisting of those elements x such that the action of G on the
orbit of x is continuous. Classically, Fred(L2(G)∞) is a G-space and every con-
tinuous equivariant map X −→ Fred(L2(G)∞) has its range in Fred(L2(G)∞)
when X is a G-space. Hence we really have a natural transformation
[−,Fred(L2(G)∞)]G −→ KF
Ph
G (−)
which is not known in general to be an isomorphism (the compact case however
has been solved, see [1]).
Our basic idea is to construct a reasonable morphism sKF
[∞]
G −→ Fred(L
2(G)∞)
in the categoryCGh•G [W
−1
G ], and then compose the natural transformationKFG(−) −→
[−,Fred(L2(G)∞)]G derived from it with the one discussed earlier. The construc-
tion of this morphism is now briefly explained:
• In Section 2, we will define L2 functors from EG to ϕ -smod (where ϕ
is a Hilbert bundle), we define the space sVecϕG,L2 from those functors
very much like sVecϕG, and will construct a canonical G-weak equivalence
sVecϕG,L2 → sVec
ϕ
G. This construction will be extended to a Γ − G-
space sVecF,∞G,L2 , and a canonical G-weak equivalence ΩBsVec
F,∞
G,L2 −→
ΩBsVecF,∞G will be produced.
• In Section 3, we will define the simplicial G-space sVecF,∞∗G,L2 by only con-
sidering functors that are L2 and “contiguous” label-wise, and natural
10
PSfrag replacements
sVecF,∞G
sVecF,∞G (n)
ΩBsVecF,∞G
sVecF,∞G,L2
sVecF,∞G (n)
ΩBsVecF,∞G,L2
sVecF,∞∗G,L2
sVecF,∞∗G,L2 [n]
ΩBsVecF,∞∗G,L2
⋃
k∈N
subk(L
2(G,H)) Fred(L2(G,H∞))
Fred(G,H∞)[n]
ΩB Fred(G,H∞))
Figure 1: Going from sKF
[∞]
G to Fred(L
2(G,H)∞)
transformations that are non-decreasing label-wise. There will then be
a canonical morphism sVecF,∞∗G,L2 −→ sVec
F,∞
G,L2 which will induce a G-weak
equivalence ΩBsVecF,∞∗G,L2 −→ ΩBsVec
F,∞
G,L2 .
• In Section 4, we will briefly introduce the G-space Fred(L2(G,H)) together
with the simplicialG-space Fred(G,H) associated to this monoid, and prove
that the canonical map Fred(L2(G,H)) −→ ΩBFred(L2(G,H)) is a G-
weak equivalence. We will also briefly recall the definition of the shift map
Sh :
⋃
n∈N
subn(L
2(G,H)) −→ Fred(L2(G,H)∞) and its basic properties.
• Section 5.1 is devoted to the construction of a morphism of simplicial G-
spaces sVecF,∞G,L2 −→ Fred(G,H
∞): this part is very technical so we will
start with a lengthy explanation of the main ideas before going into more
details. Note that this construction uses an unresolved - yet very reasonable
- conjecture on relative triangulations of smooth compact manifolds, see
Section 5.7.1.
• Finally, we wrap up the construction in Section 6, where we obtain a nat-
ural transformation KFG(−) −→ KFPhG (−) (that is independent of some
choices made during the construction), and we finish by proving that it is
an isomorphism on the category of finite proper G-CW-complexes.
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1.4 Additional notations and definitions
Given an integer n ∈ N, and G-spaceX , VectF,nG (X) will denote the set of isomor-
phism classes of n-dimensional G-vector bundles over X . Accordingly, VectFG(X)
will denote the abelian monoid of isomorphism classes of finite-dimensional G-
vector bundles over X .
We denote by ∆∗ the hemi-simplicial category, i.e. the subcategory of ∆
with the same objects, and with the monomorphisms of ∆ as morphisms. A
hemi-simplicial G-space is a contravariant functor from ∆∗ to the category of
G-spaces.
When H is an inner product space, and n ∈ N∗, Bn(H) ⊂ Hn will denote the
space of linearly independent n-tuples of elements of H (with the convention that
B0(H) = ∗), while Vn(H) ⊂ Hn will denote the space of orthonormal n-tuples of
elements of H (with the convention that V0(H) = ∗). We also let BH denote the
unit ball of H, sub(H) denote the set of closed linear subspaces of H, and, for
n ∈ N, subn(H) the set of n-dimensional linear subspaces of H. Finally, B(H)
will denote the space of bounded linear operators on H .
For every smooth manifold N , and every set x, we will let TxN denote the
tangent space of N at x when x ∈ N , and we set TxN = ∅ when x 6∈ N .
Given a category C and an object X of C, we denote by C ↓ X will denote
the category whose objects are the morphisms Y → X of C, and the morphisms
from Y
f
→ X to Y ′
g
→ X are the morphisms Y
ϕ
→ Y ′ of C such that g ◦ ϕ = f .
List of important notation
Ob(C),Hom(C), InC ,FinC , IdC ,CompC ,N (C) (C a small category) p. 3
Un(F ),GUn(F ) p. 5
Γ-FibF p. 6
-smod, -sBdl : Γ-FibF → kCat p. 6
Hilbert Γ-bundles φ : Γ→ Γ-FibF p. 7
sVecφG p. 7
FibH(S) p. 7
F (∞) p. 8
sVecF,∞G p. 8
sKF
[∞]
G p. 9
Bn(H), Vn(H), BH, sub(H), subn(H),B(H) (H an inner product space) p. 12
C ↓ X p. 12
sVecφG,L2 (φ a Hilbert Γ-bundle) p. 16
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sKFφG,L2 p. 18
EsVecφG,L2, sVec
φ
G,L2 , sV˜ec
φ
G,L2 p. 22
Γ∗ p. 24
Func↑L2(EG,φ -mod) p. 25
sVecF,m∗G,L2 p. 27
EsVecF,∞∗G,L2 p. 27
sV˜ec
n,F,∞∗
G,L2 , EsVec
n,F,∞∗
G,L2 p. 28
(Fred(G,H)[n])n∈N p. 29
Sh p. 29
Hom↑([n],N) p. 36
f +N p. 36
S(n), Su,v,Lat(u) p. 36
∆ni , C(∆
n) p. 37
∆u p. 37
σ♮δ, δ♮σ, σ♮i p. 41
Gσ(δ) p. 44
νσ p. 44
Hf ,Hn,H
(l)
f ,H
(
nl) p. 48
Hn,u,f ,H
(l)
n,u,f , φn,u,f p. 49
Vn(f), V
(l)
n (f) p. 49
αψG p. 73
2 The equivariant Γ-space sVecϕG,L2
In this section, L2∗(G) will denote L
2(G,R∗+)
∐
{0} (with the L2-topology on
L2(G,R∗+)), and C∗(G) will denote C(G,R
∗
+)
∐
{0} (with the compact-open topol-
ogy on C(G,R∗+)). Finally, C∗(G) ∩ L
2
∗(G) is equipped with the initial topology
for the diagonal map C∗(G) ∩ L2∗(G) −→ C∗(G) × L
2
∗(G), i.e. the topology with
the fewest open sets so that the diagonal map is continuous.
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2.1 The topological category FuncL2(EG,ϕ -smod)
2.1.1 The topological category induced by a functor
Let C be a small category, D a topological category, and F : C → D a func-
tor. We define Ob(CF ) as the topological space with underlying set Ob(C) and
the initial topology with respect to F|Ob : Ob(C) → Ob(D) (i.e. the topology
with the fewest open sets such that F|Ob is continuous). We define Hom(CF ) as
the topological space with underlying set Hom(C) and the initial topology with
respect to F|Hom : Hom(C)→ Hom(D). Since the squares
Ob(C)
F|Ob
−−−−→ Ob(D)
IdC
y IdDy
Hom(C)
F|Hom
−−−−→ Hom(D)
,
Hom(C)
F|Hom
−−−−→ Hom(D)
FinC
y FinDy
Ob(C)
F|Ob
−−−−→ Ob(D)
,
Hom(C)
F|Hom
−−−−→ Hom(D)
InC
y InDy
Ob(C)
F|Ob
−−−−→ Ob(D)
and
Hom(C)×
△
Hom(C)
F|Hom×F|Hom
−−−−−−−−−→ Hom(D)×
△
Hom(D)
CompC
y CompDy
Ob(C)
F|Ob
−−−−→ Ob(D)
are all commutative, CF is a topological category, and we call it the category C
with the topology induced by F .
Lemma 2.1. For every n ∈ N, N (CF )n has the initial topology for N (F )n :
N (CF )n → N (D)n.
Proof. This is true by definition for n ∈ {0, 1}. Let n ∈ N r {0, 1}. Then
N (CF )n → N (D)n is continuous as a restriction of the continuous map Hom(CF )n →
Hom(D)n. Let Z be a topological space, and α : Z → N (CF )n be a map such
that the composite map β : Z → N (CF )n → N (D)n is continuous. Then all the
corresponding maps β1, . . . , βn from Z to Hom(D) are continuous, and it follows
that the maps α1, . . . , αn from Z to Hom(CF ) which correspond to α are contin-
uous. Hence α is continuous. This proves that N (CF )n has the initial topology
for N (F )n.
2.1.2 The topological category FuncL2(EG,ϕ -smod)
Let S be a finite set, and ϕ be an S-object of Γ-FibF .
Definition 2.2. We define
αϕ :

Ob(Func(EG,ϕ -smod)) −→ C∗(G)× NS
F : EG→ ϕ -smod 7−→

(
[g 7→ ‖ ⊕
s∈S
F(1, g)s‖], (dim(F(1)s))s∈S
)
if ∃s ∈ S : dim(F(1)s) 6= 0
(0, (0, . . . , 0)) otherwise.
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The map αϕ is obviously continuous. We then define FuncL2(EG,ϕ -smod) as
the full subcategory of Func(EG,ϕ -smod) whose set of objects is α−1ϕ ((L
2
∗(G) ∩
C∗(G)) × NS).
We will now let αϕ : Ob(FuncL2(EG,ϕ -smod)) −→ (C∗(G) ∩ L
2
∗(G)) × N
S
denote the restriction of αϕ. Finally, we equip FuncL2(EG,ϕ -smod) with the
topology induced by the functor
FuncL2(EG,ϕ -smod) −→ Func(EG,ϕ -smod)× E
(
(C∗(G) ∩ L
2
∗(G)) × N
S
)
.
The topology on FuncL2(EG,ϕ -smod) is also induced by the functor
FuncL2(EG,ϕ -smod) −→ Func(EG,ϕ -smod)× E
(
C∗(G)× L
2
∗(G)
)
.
We finally set:
sVecϕG,L2 :=
∣∣∣FuncL2(EG,ϕ -smod)∣∣∣.
2.1.3 The action of G on FuncL2(EG,ϕ -smod)
Here, we prove that the action of G on Func(EG,ϕ -smod) induces a continuous
action of G on FuncL2(EG,ϕ -smod).
We first need to check that FuncL2(EG,ϕ -smod) is a stable subcategory for the
action ofG on Func(EG,ϕ -smod). The left-action ofG on Ob(Func(EG,ϕ -smod))
gives rise to a commutative square
G×Ob(Func(EG,ϕ -smod))
idG ×αϕ
−−−−−→ G× C∗(G)y y
Ob(Func(EG,ϕ -smod))
αϕ
−−−−→ C∗(G),
in which the right-hand vertical map is
G× C∗(G) −→ C∗(G)
(g, f) 7−→

0 if f = 0[
h 7−→
f(hg)
f(g)
]
otherwise.
Since we are working with a right-invariant Haar measure on G, the image
of G × (C∗(G) ∩ L2∗(G)) by this map is included in C∗(G) ∩ L
2
∗(G). It fol-
lows that FuncL2(EG,ϕ -smod) is a stable subcategory for the action of G on
Func(EG,ϕ -smod).
Moreover, the induced map G×(C∗(G)∩L2∗(G)) −→ C∗(G)∩L
2
∗(G) is continuous
since the action of G on L2(G) is continuous, and it follows that the induced
action of G on FuncL2(EG,ϕ -smod) is continuous.
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2.1.4 The functor FuncL2(EG,− -smod)
Given a morphism f : ϕ → ψ in Γ-FibF , we want to check that the functor
f∗ : Func(EG,ϕ -smod) −→ Func(EG,ψ -smod) induces a continuous functor
f∗L2 : FuncL2(EG,ϕ -smod) −→ FuncL2(EG,ψ -smod).
Let γ = OFΓ (f) : S → T . Then γ induces a map
γN∗ :

NT → NS
(nt)t∈T 7→
( ∑
i∈γ(s)
ni
)
s∈S,
and finally a map
γ∗ :

C∗(G)× NT −→ C∗(G)× NS
(f, (nt)t∈T ) 7−→
{
(0, 0) if γN∗ ((nt)t∈T ) = 0
(f, γN∗ ((nt)t∈T )) otherwise.
Clearly γ∗ maps (L
2
∗(G)∩C∗(G))×N
T into (L2∗(G)∩C∗(G))×N
S , and its restric-
tion (L2∗(G) ∩ C∗(G)) × N
T −→ (L2∗(G) ∩ C∗(G)) × N
S is obviously continuous.
Since the square
Ob(Func(EG,ϕ -smod))
αϕ
−−−−→ C∗(G)× NT
f∗
y yγ∗
Ob(Func(EG,ψ -smod))
αψ
−−−−→ C∗(G)× NS
is commutative, it follows that f∗ restricts to a continuous functor
f∗L2 : FuncL2(EG,ϕ -smod) −→ FuncL2(EG,ψ -smod).
We have just constructed a functor FuncL2(EG,− -smod) from Γ-FibF to the
category of topological categories. By composing it with the canonical functor
TopCat→ kCat, we recover a functor from Γ-FibF to the category of k-categories,
and we still write it FuncL2(EG,− -smod).
Remark : If G is compact, then all continuous functions on G are square in-
tegrable and C(G) →֒ L2(G) is continuous, therefore FuncL2(EG,− -smod) =
Func(EG,− -smod).
2.2 The Γ−G-space sVecϕ
G,L2
Definition 2.3. Let ϕ denote a Hilbert Γ-bundle. We define a contravariant
functor from Γ to CGG by:
sVecϕG,L2 : S 7−→ |FuncL2(EG,ϕ(S) -smod)| = sVec
ϕ(S)
G,L2 .
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We wish to prove that sVecϕG,L2 is a Γ−G-space. In order to do this, we need
the following lemma.
Lemma 2.4. Let S be a finite set, ϕ and ψ be two S-objects in Γ-FibF together
with two morphisms f : ϕ→ ψ and g : ψ → ϕ such that OFΓ (f) = O
F
Γ (g) = idS.
Then the natural transformations
η : idϕ -smod −→ (g -smod)◦(f -smod) and ε : idψ -smod −→ (f -smod)◦(g -smod)
from Corollary 3.3 of [8] induce, for every Lie group G, continuous natural trans-
formations
η∗ : idFuncL2(EG,ϕ -smod) −→ g
∗
L2 ◦ f
∗
L2
and
ε∗ : idFuncL2(EG,ψ -smod) −→ f
∗
L2 ◦ g
∗
L2 .
Proof. Since FuncL2(EG,ϕ -smod) is a full subcategory of Func(EG,ϕ -smod), it
suffices to check that the natural transformations η∗ and ε∗ are continuous. In
the case of η∗, we only need to prove that the composite map
Ob(FuncL2(EG,ϕ -smod))
η∗
−→ Hom(FuncL2(EG,ϕ -smod))
(Fin,In)
−→ Ob(FuncL2(EG,ϕ -smod))
2
is continuous. This is a simple consequence of the fact that g∗L2◦f
∗
L2 is continuous.
The case of ε∗ may be treated similarly.
Proposition 2.5. For any Hilbert Γ-bundle ϕ, sVecϕG,L2 is a Γ−G-space.
Proof. It is clear that sVecϕG,L2(0) = ∗. Let n be a positive integer, and ϕ
be a Hilbert Γ-bundle. We set p := ϕ(1). The same strategy as in the proof
of Proposition 3.1 of [8] yields three functors F p : n.p -smod −→ (p -smod)n,
Gp : (p -smod)n −→ n.p -smod and Hp : (p -smod)n × I −→ (p -smod)n, which,
in turn, induce three functors
F pL2 : FuncL2(EG,n.p -smod) −→ (Func(EG, p -smod))
n,
GpL2 : (FuncL2(EG, p -smod))
n −→ Func(EG,n.p -smod),
and
HpL2 : (FuncL2(EG, p -smod))
n × I −→ (Func(EG, p -smod))n.
We need to prove that F pL2 andH
p
L2 (resp.G
p
L2) take values in (FuncL2(EG, p -smod))
n
(resp. in FuncL2(EG,n.p -smod)) and that they induce continuous functors
F pL2 : FuncL2(EG,n.p -smod) −→ (FuncL2(EG, p -smod))
n,
GpL2 : (FuncL2(EG, p -smod))
n −→ FuncL2(EG,n.p -smod),
and
HpL2 : (FuncL2(EG, p -smod))
n × I −→ (FuncL2(EG, p -smod))
n.
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This is however quite easy: for example, in the case of F pL2 , it suffices to consider
the commutative square:
Ob(FuncL2(EG,n.p -smod))
αn.p
−−−−→ C∗(G)
Fp
L2
y y
Ob(FuncL2(EG, p -smod))
n (αp)
n
−−−−→ C∗(G)n,
where the right-hand vertical map is the diagonal map.
We then deduce that |F pL2 | and |G
p
L2 | are inverse one to the other up to
equivariant homotopy, and it follows that the canonical map
|FuncL2(EG,n.p -smod)| −→ |FuncL2(EG, p -smod)|
n
is an equivariant homotopy equivalence.
Using Lemma 2.4 and the definition of a Hilbert Γ-bundle, it is then easy to
check that the canonical map
|FuncL2(EG,ϕ(n) -smod)| −→ |FuncL2(EG,n.ϕ(1) -smod)|
is an equivariant homotopy equivalence.
We conclude that the canonical map
|FuncL2(EG,ϕ(n) -smod)| −→ |FuncL2(EG,ϕ(1) -smod)|
n
is an equivariant homotopy equivalence.
Definition 2.6. Given a Hilbert Γ-bundle ϕ and a second countable Lie group
G, we define
sKFϕG,L2 := ΩBsVec
ϕ
G,L2 .
2.3 The morphism sVecϕ
G,L2
→ sVecϕG and its properties
2.3.1 Main statements
For every object ψ in the category Γ-FibF , the inclusion of categories defines
a canonical continuous functor FuncL2(EG,ψ -smod) −→ Func(EG,ψ -smod).
Thus, for every Hilbert-Γ-bundle ϕ, we recover a morphism of equivariant Γ-
spaces
sVecϕG,L2 −→ sVec
ϕ
G.
When G is compact, this morphism is simply the identity.
Proposition 2.7. Let p be a 1-object of Γ-FibF . Then, for any compact subgroup
H of G,
(sVecpG,L2)
H −→ (sVecpG)
H
is a homotopy equivalence.
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Corollary 2.8. For every Hilbert Γ-bundle ϕ, the morphism sVecϕG,L2 −→ sVec
ϕ
G
induces a G-weak equivalence:
sKFϕG,L2 −→ sKF
ϕ
G .
Proof of Corollary 2.8, assuming Proposition 2.7 holds: LetH be a compact sub-
group of G and n be any non-negative integer. The canonical commutative dia-
gram
sVecϕG,L2(n) −−−−→ sVec
ϕ
G(n)y y(
sVecϕG,L2(1)
)n
−−−−→
(
sVecϕG(1)
)n
gives rise, by restriction to sets of points fixed by H , to a commutative diagram(
sVecϕG,L2(n)
)H
−−−−→
(
sVecϕG(n)
)Hy y((
sVecϕG,L2(1)
)H)n
−−−−→
((
sVecϕG(1)
)H)n
.
By Proposition 2.7 applied to p = ϕ(1), the canonical map
(
sVec
ϕ(1)
G,L2
)H
−→(
sVec
ϕ(1)
G
)H
is a homotopy equivalence. Hence
((
sVecϕG,L2(1)
)H)n
−→
((
sVecϕG(1)
)H)n
is a homotopy equivalence. Since sVecϕG,L2 and sVec
ϕ
G are both Γ − G-spaces,
we use the previous commutative diagram to deduce that the canonical map(
sVecϕG,L2(n)
)H
−→
(
sVecϕG(n)
)H
is a homotopy equivalence.
Since this is true for any non-negative integer n, it follows (by Proposition
A.1 of [7]), that the canonical map(
BsVecϕG,L2
)H
−→
(
BsVecϕG
)H
is a homotopy equivalence. Finally, taking loop spaces shows that the map(
sKFϕG,L2
)H
−→
(
sKFϕG
)H
is a homotopy equivalence.
2.3.2 The proof of Proposition 2.7
We may assume that G is non-compact. Let H denote a compact subgroup of G.
In order to prove that (sVecpG,L2)
H −→ (sVecpG)
H is a homotopy equivalence,
we will construct a particular continuous functor
Func(EG, p -smod) −→ FuncL2(EG, p -smod)
that maps H-invariant functors to H-invariant functors.
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Here is the basic idea: given a continuous functor F : EG → p -smod, we want
to build a continuous functor F ′ : EG → p -smod such that g 7→ ‖F ′(1G, g)‖ is
square integrable. Since only the norm of F ′(1G, g) matters, we only have to
multiply the map g 7→ F (1G, g) by some “pit map” ψ from G to R
∗
+ so that g 7→
ψ(g)‖F (1G, g)‖ is square integrable. Of course, ψ should depend continuously on
F , and should be H-invariant.
We start by defining the functor on the sets of objects. When F : EG→ p -smod
is a functor, we define the dimension of F as dimF := dim(F (1G)). We de-
fine Func0(EG, p -smod) (resp. Func>0(EG, p -smod)) as the full subcategory of
Func(EG, p -smod) whose space of objects consists of those functors of dimension
0 (resp. of positive dimension). Similarly, we define Func0L2(EG, p -smod) (resp.
Func>0L2 (EG, p -smod)) as the full subcategory of FuncL2(EG, p -smod) whose space
of objects consists of those functors of dimension 0 (resp. of positive dimension).
We easily see that
Func0L2(EG, p -smod) = Func
0(EG, p -smod),
Func(EG, p -smod) = Func0(EG, p -smod)
∐
Func>0(EG, p -smod)
and
FuncL2(EG, p -smod) = Func
0
L2(EG, p -smod)
∐
Func>0L2 (EG, p -smod).
We then set Φ(F) := F for every F ∈ Func0(EG, p -smod).
The Haar measure µ induces a measure on G/H which is finite on compact
subsets (i.e. σ-compact). Since G/H is locally compact, there exists a map
λ : G/H → R∗+ which is continuous and square integrable. We choose such a
map. The following lemma is then straightforward:
Lemma 2.9. The map
β :

Ob(Func>0L2 (EG, p -smod)) −→ C(G,R
∗
+)
F 7−→
g 7−→ λ(gH)
max
h∈H
‖F (1G, gh)‖

is well defined and continuous.
Finally, we define a continuous map:
γ :

C(G,R∗+)×Ob
(
Func>0(EG, p -smod)
)
−→ Ob
(
Func>0(EG, p -smod)
)
(ψ,F) 7−→
{
g 7−→ F(g)
(g, g′) 7−→ ψ(g
′)
ψ(g) · F(g, g
′)
and consider the composite map:
Φ : Ob
(
Func>0(EG, p -smod)
) (β,id)
−−−−−−→ C(G,R∗+)×Ob
(
Func>0(EG, p -smod)
)
γ
−→ Ob (Func(EG, p -smod)) ,
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which is clearly continuous.
Given a functor F : EG → p -smod of positive dimension, Φ(F) is an object
of FuncL2(EG, p -smod). Indeed, for every g ∈ G,
‖Φ(F)(1G, g)‖ =
1
β(F)(1G)
‖F(1G, g)‖
max
h∈H
‖F(1G, gh)‖
λ(gH) ≤
1
β(F)(1G)
λ(gH)
Since λ is square integrable, g 7→ ‖Φ(F)(1G, g)‖ is square integrable. Hence
Φ(F) ∈ Ob(FuncL2(EG, p -smod)).
We have thus constructed a map
Φ : Ob
(
Func(EG, p -smod)
)
−→ Ob
(
FuncL2(EG, p -smod)
)
.
Lemma 2.10. The map Φ is continuous.
Proof. It suffices to prove that the composite map
Ob
(
Func>0(EG, p -smod)
) Φ
−→ Ob
(
Func>0L2 (EG, p -smod)
) αp
−→ L2(G)
is continuous. It thus suffices to establish the continuity of
Φ1 :

C(G,R∗+) −→ L
2(G,R∗+)
f 7−→
g 7→ f(g)
max
h∈H
f(gh)
λ(gH)
 .
Let f ∈ C(G,R∗+) and ε > 0. Since G/H is σ-compact, we may choose a compact
subset K of G such that
∫
GrK λ(gH)dg ≤ ε. We already know that the mapC(G,R
∗
+) −→ C(G,R
∗
+)
f 7−→
[
g 7→ f(g)max
h∈H
f(gh)λ(gH)
]
Hence
Oε :=
{
f1 ∈ C(G,R
∗
+) : ‖Φ1(f1)− Φ1(f)‖
K
∞ <
√
ε
µ(K)
}
is an open subset of C(G,R∗+) which contains f .
For every f1 ∈ Oε,∫
G
∣∣Φ1(f1)−Φ1(f)∣∣2dµ ≤ 2(∫
GrK
(
∣∣Φ1(f1)∣∣2 + ∣∣Φ1(f)∣∣2)dµ)+∫
K
∣∣Φ1(f1)−Φ1(f)∣∣2dµ ≤ 5ε.
It follows that Φ1 is continuous, hence Φ also is.
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We may now define Φ on morphisms by:
Φ :

Hom(Func(EG, p -smod)) −→ Hom(FuncL2(EG, p -smod))
F
η
−→ F′ 7−→

[
g 7−→
β(F′)[g]
β(F)[g]
· ηg
]
if dimF > 0
[g 7→ ηg] otherwise,
which yields a continuous functor
Φ : Func(EG, p -smod) −→ FuncL2(EG, p -smod).
Since β˜(x) is H-invariant for every x ∈ ]0,+∞[N, Φ induces a functor
ΦH : Func(EG, p -smod)H −→ FuncL2(EG, p -smod)
H .
We define iH : FuncL2(EG, p -smod)
H −→ Func(EG, p -smod)H as the functor
induced by inclusion of categories.
Finally, we define a continuous natural transformation η : idFuncL2(EG,p -smod)H −→
ΦH ◦ iH by:
η : F 7−→
{[
g 7→ β(F)[g]. idF(g)
]
if dim(F) > 0[
g 7→ idF(g)
]
otherwise,
and a continuous natural transformation ε : idFunc(EG,p -smod)H −→ i
H ◦ ΦH by
ε : F 7−→
{[
g 7→ β(F)[g]. idF(g)
]
if dim(F) > 0[
g 7→ idF(g)
]
otherwise.
We conclude that |ΦH | is a homotopy-inverse of |iH |. This finishes the proof of
Proposition 2.7.
2.4 A universal bundle over |FuncL2(EG,ϕ -smod)|
Definition 2.11. Let ϕ be a 1-object of Γ-FibF . We define FuncL2(EG,ϕ -sBdl)
as the full-subcategory of Func(EG,ϕ -sBdl) whose set of objects is the inverse im-
age of Ob(FuncL2(EG,ϕ -smod)) by the canonical functor Func(EG,ϕ -sBdl) −→
Func(EG,ϕ -smod).
We then equip FuncL2(EG,ϕ -sBdl) with the topological category structure in-
duced by the canonical functor
FuncL2(EG,ϕ -sBdl) −→ FuncL2(EG,ϕ -smod)× Func(EG,ϕ -sBdl).
Similarly, if n is a non-negative integer and ϕ an n-dimensional 1-object of
Γ-FibF , we define FuncL2(EG,ϕ -sframe) as the full subcategory of Func(EG,ϕ -sframe)
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whose set of objects is the inverse image of Ob(FuncL2(EG,ϕ -smod)) by the
canonical functor Func(EG,ϕ -sframe) −→ Func(EG,ϕ -smod).
We then equip FuncL2(EG,ϕ -sframe) with the topology induced by the canon-
ical functor
FuncL2(EG,ϕ -sframe) −→ FuncL2(EG,ϕ -smod)× Func(EG,ϕ -sframe).
For any 1-object ϕ of Γ-FibF , set:
EsVecϕG,L2 := |FuncL2(EG,ϕ -sBdl)|.
If ϕ has dimension n ∈ N, set:
sV˜ec
ϕ
G,L2 := |FuncL2(EG,ϕ -sframe)|.
With those definitions, we find (compare with Theorem 2.6 of [8]):
Proposition 2.12. Let n ∈ N and ϕ be an n-dimensional 1-object of Γ-FibF .
Then:
• sV˜ec
ϕ
G,L2 → sVec
ϕ
G,L2 is a (G,GUn(F ))-principal bundle;
• EsVecϕG,L2 → sVec
ϕ
G,L2 is an n-dimensional G-simi-Hilbert bundle;
• The morphism sV˜ec
ϕ
G,L2 ×GUn(F ) F
n → EsVecϕG,L2 is an isomorphism of
G-simi-Hilbert bundles.
Proof. One needs to go back to the details of the proof of Theorem 2.6 of [8]
adapted to the case of simi-Hilbert bundles. The careful reader will then easily
check that the corresponding maps νm, εm, χm, et ψg,m are continuous in the
present situation (the proof of this claim relies upon Lemma 2.1). The rest of
the proof is identical to that of Theorem 2.6 of [8].
For ϕ = FibF
(∞)
, set now
sVecF,∞G,L2 := sVec
ϕ(1)
G,L2 and EsVec
F,∞
G,L2 := EsVec
ϕ(1)
G,L2.
The canonical injection FuncL2(EG,ϕ(1) -sBdl)→ Func(EG,ϕ(1) -sBdl) then in-
duces a strong morphism of G-simi-Hilbert bundles
EsVecF,∞G,L2 −−−−→ EsVec
F,∞
Gy y
sVecF,∞G,L2 −−−−→ sVec
F,∞
G .
It follows that, for every proper G-CW-complex X , the composite map
[X, sVecF,∞G,L2 ]G
∼=
−→ [X, sVecF,∞G ]G
∼=
−→ sVectFG(X)
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is the one obtained by pulling-back the G-simi-Hilbert bundle EsVecF,∞G,L2 →
sVecF,∞G,L2. This last morphism is thus systematically an isomorphism of monoids,
which yields:
Proposition 2.13. The G-simi-Hilbert bundle EsVecF,∞G,L2 → sVec
F,∞
G,L2 is uni-
versal amongst G-simi-Hilbert bundles over proper G-CW-complexes.
3 The simplicial G-space sVecF,∞∗G,L2
3.1 Categorical background
Definition 3.1. Let S be a totally ordered set. A subset I of S is said to be an
interval of S when
∀(x, y, z) ∈ I2 × S, x < z < y ⇒ z ∈ I.
For (S1, S2) ∈ P(S)2, we will write S1 < S2 when ∀(x, y) ∈ S1 × S2, x < y, and
S1 ≤ S2 when ∀y ∈ S2, ∃x ∈ S1 : x ≤ y.
Definition 3.2. Let S and T be two totally ordered sets, and f : P(S)→ P(T )
be a map.
We say that f is increasing when
∀(S1, S2) ∈ P(S)
2, S1 < S2 ⇒ f(S1) < f(S2).
We say that f is hole-free when f(I) is an interval of T for every interval I of
S.
Remarks :
(i) If S1, S2, S3 are totally ordered sets, and f : P(S1) → P(S2) and g :
P(S2) → P(S3) are two maps, we easily see that g ◦ f is increasing if f
and g are both increasing, and g ◦ f is hole-free if f and g are both hole-
free.
(ii) If S is a totally ordered finite set, T is a totally ordered set, and f : P(S)→
P(T ) is a map which respects disjoint unions and such that f(S) is finite,
then
• f is increasing if and only if ∀(k, k′) ∈ S2, k < k′ ⇒ f({k}) < f({k′});
• in the case f is increasing, it is hole-free if and only if f(S) = ∅ or
f(S) = {k ∈ T : inf f(S) ≤ k ≤ sup f(S)}.
Definition 3.3. We define Γ∗ as the category whose objects are the totally
ordered finite sets, and whose morphisms are the morphisms of Γ that are both
increasing and hole-free. Forgetting the order structures gives rise to a “forgetful”
functor Γ∗ → Γ.
The previous remarks make it then easy to check that the canonical functor:
∆→ Γ induces a functor ∆→ Γ∗.
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3.2 The simplicial G-space sVecF,m∗
G,L2
Definition 3.4. For every totally ordered finite set S, we define Γ∗(S) as the
subset of Γ(S) consisting of those maps P(S)→ P(N) which are increasing and
hole-free. We define a structure of poset on Γ∗(S) by
∀(f, g) ∈ Γ∗(S)2, f ≤ g ⇐⇒
def
(
∀X ∈ P(S), f(X) ≤ g(X)
)
.
Every morphism f : S → T in Γ∗ induces a non-decreasing map f∗ : Γ∗(T )→
Γ∗(S) by precomposition.
LetH be an inner product space that is either finite-dimensional or isomorphic
to F (∞). For every object S of Γ∗, we set
FibH∗(S) :=
S, ∐
f∈Γ∗(S)
∏
s∈S
Gf(s)(H),
 ∐
f∈Γ∗(S)
pf(s)(H)× ∏
s′∈Sr{s}
idGf(s′)(H)

s∈S
 .
Since Γ∗(S) ⊂ Γ(S), we may view FibH∗(S) as a sub-object of FibH(S) in the
category Γ-FibF . The morphism Fib
H(T ) −→ FibH(S) induced by a morphism
f : S → T in Γ∗ then yields a morphism FibH∗(T ) −→ FibH∗(S). This de-
fines a contravariant functor FibH∗ : Γ∗ −→ Γ-FibF . The canonical morphisms
FibH∗(S) −→ FibH(S) then induce a natural transformation from FibH∗ to the
composite of FibH : Γ→ Γ-FibF with the forgetful functor Γ∗ → Γ.
For every object S of Γ∗, we equip the set of objects of FibH∗(S) -smod with the
following preorder:
∀(f, g) ∈ Γ∗(S)2, ∀(x, y) ∈
(∏
s∈S
Gf(s)(H)
)
×
(∏
s∈S
Gg(s)(H)
)
, x ≤ y ⇐⇒
def
f ≤ g.
Definition 3.5. Amorphism x
ϕ
→ y in FibH∗(S) -smod is called non-decreasing
when x ≤ y.
It is then obvious that, for every morphism γ : S → T in Γ∗, FibH∗(γ) -smod
maps the set of non-decreasing morphisms of FibH∗(T ) -smod into the set of non-
decreasing morphisms of FibH∗(S) -smod. Finally, we let Func↑L2
(
EG,FibH∗(S) -smod
)
denote the subcategory of FuncL2
(
EG,FibH∗(S) -smod
)
which has the same
space of objects and whose morphisms are the natural transformations that map
G into the set of non-decreasing morphisms of FibH∗(S) -smod.
Composing FibH∗ with the canonical functor ∆ → Γ∗, we obtain a functor
∆→ Γ-FibF which we will still denote by Fib
H∗.
Finally, we recover a simplicial G-space:
sVecFib
H∗
G,L2 : [n] 7−→
∣∣∣Func↑L2 (EG,FibH∗([n]) -smod)∣∣∣ .
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With a slight abuse of notation, we will also denote by sVecFib
H
G,L2 the simpli-
cial G-space deduced from the equivariant Γ-space sVecFib
H
G,L2 . The previous nat-
ural transformation yields a morphism of simplicial G-spaces: sVecFib
H∗
G,L2 −→
sVecFib
H
G,L2 . Our main result follows:
Proposition 3.6. For every n ∈ N, sVecFib
H∗
G,L2 [n]→ sVec
H
G,L2[n] is an equivari-
ant homotopy equivalence.
Proof. Let n ∈ N and f ∈ Γ(n). If f(n) = ∅, we set rn(f) := f . Otherwise,
we define rn(f) as the unique element of Γ
∗(n) such that 0 ∈ rn(f)(n) and
#rn(f)(k) = #f(k) for every k ∈ n. For every k ∈ n, we then let i
f
k denote
the unique increasing map from f(k) to rn(f)(k). For every k ∈ N, i
f
k yields an
isometryHf(k) −→ Hrn(f)(k), and these isometries give rise to a strong morphism
of Hilbert bundles
Ef(i)(H)×
∏
k∈nr{i}
Gf(k)(H) −−−−→ Ern(f)(i)(H)×
∏
k∈nr{i}
Grn(f)(k)(H)y y∏
k∈n
Gf(k)(H) −−−−→
∏
k∈n
Grn(f)(k)(H)
for every i ∈ n. This defines a morphism rHn : Fib
H(n) → FibH∗(n) such
that OFΓ (r
H
n ) = idn and r
H
n -smod maps any morphism of Fib
H(n) -smod to
a non-decreasing morphism of FibH∗(n) -smod. Hence, rHn induces a G-map
sVecFib
H
G,L2 [n] → sVec
FibH∗
G,L2 [n], and we now prove that it is an equivariant homo-
topy inverse of the canonical map sVecFib
H∗
G,L2 [n]→ sVec
FibH
G,L2 [n].
Since the canonical map is induced by the inclusion of Γ∗(n) into Γ(n), it is
induced by a morphism FibH∗(n)→ FibH(n) over idn, and we then deduce from
Lemma 2.4 that the composite map sVecFib
H
G,L2 [n]→ sVec
FibH∗
G,L2 [n]→ sVec
FibH
G,L2 [n]
is G-homotopic to the identity.
By construction, one has rn(f) ≤ f for every f ∈ Γ∗([n]). We deduce that
the inverse of the natural transformation from idFuncL2(EG,FibH∗([n]) -smod)
to the
composite functor
FuncL2
(
EG,FibH∗([n]) -smod
)
−→ FuncL2
(
EG,FibH([n]) -smod
)
−→ FuncL2
(
EG,FibH([n]) -smod
)
obtained in Lemma 2.4 and the proof of Corollary 3.3 in [8] is really a natural
transformation from
Func↑L2
(
EG,FibH∗([n]) -smod
)
−→ FuncL2
(
EG,FibH([n]) -smod
)
−→ Func↑L2
(
EG,FibH([n]) -smod
)
to idFunc↑L2(EG,FibH∗([n]) -smod)
. Hence the composite map sVecFib
H∗
G,L2 [n]→ sVec
FibH
G,L2 [n]→
sVecFib
H∗
G,L2 [n] is G-homotopic to the identity map.
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Definition 3.7. For m ∈ N∗ ∪ {∞}, we now set sVecF,m∗G,L2 := sVec
FibF
m∗
G,L2 .
Corollary 3.8. The canonical map ΩBsVecF,m∗G,L2 −→ ΩBsVec
F,m
G,L2 is a G-weak
equivalence.
Proof. We deduce from Proposition 3.6 that, for every compact subgroup H of
G,(
sVecF,m∗G,L2 [n]
)H
−→
(
sVecF,mG,L2[n]
)H
is a homotopy equivalence for every non
negative integer n. It follows then from proposition A.1 of [7] that
(
ΩBsVecF,m∗G,L2
)H
−→(
ΩBsVecF,mG,L2
)H
is a homotopy equivalence for every compact subgroup H of
G.
Corollary 3.9. The G-space ΩBsVecF,∞∗G,L2 is a classifying space for KF
∗
G(−) on
the category of proper G-CW-complexes.
3.3 The universal bundle EsVecF,∞∗
G,L2
−→ sVecF,∞∗
G,L2
[1]
We denote by Func↑L2
(
EG,FibH∗([1]) -sBdl
)
the subcategory of FuncL2
(
EG,FibH∗([1]) -sBdl
)
which has the same space of objects, and whose morphisms are the natural trans-
formations which, after composition with the canonical functor FibH∗([1]) -sBdl −→
FibH∗([1]) -smod, mapG into the set of non-decreasing morphisms of FibH∗(1) -smod.
We define
EsVecF,∞∗G,L2 :=
∣∣∣Func↑L2 (EG,FibH∗([1]) -sBdl)∣∣∣ .
Then EsVecF,∞∗G,L2 is simply the inverse image of sVec
F,∞∗
G,L2 [1] by the canonical
map EsVecF,∞G,L2 −→ sVec
F,∞
G,L2 [1]. The canonical morphism Fib
F (∞)∗([1]) →
FibF
(∞)
([1]) then induces a strong morphism of G-simi-Hilbert bundles:
EsVecF,∞∗G,L2 −−−−→ EsVec
F,∞
G,L2y y
sVecF,∞∗G,L2 [1] −−−−→ sVec
F,∞
G,L2 .
The following result follows readily:
Proposition 3.10. For every proper G-CW-complex X, the map [X, sVecF,∞∗G,L2 [1]]G →
sVectFG(X) induced by pulling back the G-simi-Hilbert bundle EsVec
F,∞∗
G,L2 →
sVecF,∞∗G,L2 [1] is the composite map[
X, sVecF,∞∗G,L2 [1]
]
G
∼=−→
[
X, sVecF,∞G,L2
]
G
∼=−→ sVectFG(X).
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Finally, denote by ϕn the n-dimensional part of the Hilbert bundle Fib
F (∞)∗([1]),
and define Func↑L2 (EG,ϕn -sframe) as the subcategory of FuncL2 (EG,ϕn -sframe)
which has the same space of objects and whose morphisms are the natural trans-
formations which, after composition with the canonical functor ϕn -sframe −→
FibH∗([1]) -smod, mapG into the set of non-decreasing morphisms of FibH∗([1]) -smod.
Set sV˜ec
n,F,∞∗
G,L2 := |Func↑L2 (EG,ϕn -sframe) |, and notice that sV˜ec
n,F,∞∗
G,L2 is
simply the inverse image of
∣∣∣Func↑L2 (EG,FibH∗([1]) -smod)∣∣∣ ∩ sVecϕnG,L2 under
the identification map sV˜ec
ϕn
G,L2 −→ sVec
ϕn
G,L2 . We conclude that
∞∐
n=0
sV˜ec
n,F,∞∗
G,L2 −→
sVecF,∞∗G,L2 [1] is an identification map.
Denote finally byEsVecn,F,∞∗G,L2 the inverse image of
∣∣Func↑L2 (EG,FibH∗([1]) -smod) ∣∣∩
sVecϕnG,L2 under the G-vector bundle map E Vec
ϕn
G,L2 −→ sVec
ϕn
G,L2 . Proposi-
tion 2.12 then yields that the canonical morphism sV˜ec
n,F,∞∗
G,L2 ×GUn(F ) F
n →
EsVecn,F,∞∗G,L2 is an isomorphism of G-simi-Hilbert bundles.
4 The simplicial G-space (Fred(G,H)[n])n∈N
4.1 The G-space Fred(L2(G,H))
Let H be a separable Hilbert space. The map
(g, f) 7−→ [x 7→ f(xg)]
classically defines a structure of Hilbert G-module on L2(G,H). It follows that{
G× B(L2(G,H)) −→ B(L2(G,H))
(g, f) 7−→
[
x 7→ g.f(g−1.x)
]
defines an action of the group G on the space B(L2(G,H)) of bounded operators
on L2(G,H), but this action is not continuous a priori (if G is non-discrete and
H 6= {0}, it may actually be shown that this action is non-continuous).
For every g ∈ G and f ∈ B(L2(G,H)), notice that
Ker(g.f) = g.Ker(f) and Im(g.f) = g. Im(f).
The previous action thus induces an action of the groupG on the space Fred(L2(G,H))
of Fredholm operators on L2(G,H) (again, a non-continuous action a priori). De-
note by Fred(L2(G,H)) the subset of Fred(L2(G,H)) consisting of the operators
F such that g 7→ g.F is a continuous map. Since F 7→ g.F is an isometry of
Fred(L2(G,H)) for every g ∈ G, it may easily be shown that Fred(L2(G,H)) is
a G-space.
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4.2 The simplicial G-space (Fred(G,H)[n])n∈N
Let g ∈ G and (f, f ′) ∈ B(L2(G,H)). Then g.(f ◦ f ′) = (g.f) ◦ (g.f ′). It
follows that the composition of operators in B(L2(G,H)) induces a (continuous)
composition law in Fred(L2(G,H)). Therefore, Fred(L2(G,H)) has a structure
of (non-abelian) topological monoid for this composition law, and G acts by
morphisms on Fred(L2(G,H)) .
We then set
(Fred(G,H)[n])n∈N := N
(
BFred(L2(G,H))
)
,
where the nerve is constructed in the category of k-spaces.
Thus, for every n ∈ N, we have
Fred(G,H)[n] = Fred(L2(G,H))n,
with the usual face and degeneracy maps: this is obviously a k-space.
Proposition 4.1. The canonical map
Fred(L2(G,H)) −→ ΩB Fred(G,H)
is a G-weak equivalence.
Proof. Let H denote a compact subgroup of G. For every g ∈ G and f ∈
B(L2(G,H)), one has (g.f)∗ = g.f∗. It follows that the adjunction map induces
a continuous self isometry on Fred(L2(G,H)). The maps
h1 : (t, f) 7−→ t. idL2(G,H)+(1−t)f◦f
∗ and h2 : (t, f) 7−→ t. idL2(G,H)+(1−t)f
∗◦f.
then yield equivariant homotopies respectively from idFred(L2(G,H)) to f ◦ f
∗,
and from idFred(L2(G,H)) to f
∗ ◦ f . We deduce that the topological monoid
Fred(L2(G,H))H has an inverse up to homotopy.
Since Fred(G,H)H is a simplicial k-space such that
∀n ∈ N, Fred(G,H)[n]H
∼=
−→
(
Fred(G,H)[1]H
)n
,
and Fred(G,H)[1]H is an H-space with an inverse up to homotopy, we deduce from
proposition 1.5 of [7] that the canonical map Fred(G,H)[1]H −→ ΩB Fred(G,H)H
is a homotopy equivalence. Hence Fred(L2(G,H)) −→ ΩB Fred(G,H) is a G-
weak equivalence.
4.3 From finite dimensional subspaces of L2(G,H) to Fred-
holm operators on L2(G,H∞): the shift map
Recall that when H is a Hilbert space, H∞ is defined as the Hilbert space com-
pletion of the inner product space H(∞). Recall also the canonical isomorphism
L2(G,H∞) ∼= L2(G,H)∞.
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We will now let H denote a Hilbert G-module. The case of interest is
H = L2(G,H).
We write H∞ = ⊕
i∈N
(H × {i}). We define the shift operator on H∞ as
SH : (xi, i)i∈N 7−→ (xi+1, i)i∈N.
Clearly, SH is a bounded linear operator of norm 1, it is onto and its kernel is
H × {0}.
Let V be a closed linear subspace of H . Then H∞ = V∞
⊥
⊕ (V ⊥)∞, and we can
define Sh(V ) as the linear operator on H∞ such that{
∀x ∈ V∞, Sh(V )[x] = SV (x)
∀x ∈ (V ⊥)∞, Sh(V )[x] = x
i.e. Sh(V ) should be thought of as the shift alongside V∞ in H∞. Obviously,
Sh(V ) is a bounded operator of norm 1. Also, Sh(V ) is onto and Ker(Sh(V )) =
V × {0}. We have thus defined a map
Sh :
{
sub(H) −→ B(H∞)
V 7−→ Sh(V ).
The following properties are then classical and easily checked:
Proposition 4.2.
(i) The map Sh is a G-map.
(ii) For every pair (V, V ′) ∈ sub(H)2 such that V⊥V ′,
Sh(V ⊕ V ′) = Sh(V ) ◦ Sh(V ′) = Sh(V ′) ◦ Sh(V ).
Corollary 4.3. The map Sh induces a G-map
Sh :
⋃
n∈N
subn(H) −→ Fred(H
∞).
Proof. Let V ∈
⋃
n∈N
subn(H). Then Sh(V ) is surjective and its kernel is V ×{0},
which is a finite-dimensional space. It follows that Sh(V ) is a Fredholm opera-
tor on H∞. Hence Sh induces a continuous equivariant map
⋃
n∈N
subn(H) −→
Fred(H∞). However
⋃
n∈N
subn(H) is aG-space, hence, for every V ∈
⋃
n∈N
subn(H),
one recovers that g 7→ g. Sh(V ) is continuous on G, which shows that Sh maps⋃
n∈N
subn(H) into Fred(H
∞).
In particular, for every separable Hilbert space H, we have constructed a
G-map
Sh :
⋃
n∈N
subn(L
2(G,H)) −→ Fred(L2(G,H∞)).
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5 Construction of a morphism sK
F,∞
G,L2 → Fred(L
2(G,H)∞)
5.1 Main ideas
The purpose of this short section is to help motivate the very technical construc-
tions that the reader will have to face in our construction of a “good” morphism
sKF,∞G,L2 → Fred(L
2(G,H∞)) in the category CGh•G [W
−1
G ] (where H is a separable
Hilbert space which contains F (∞), to be defined later on).
First of all, we know that the canonical maps ΩBsVecF,∞∗G,L2 → sKF
[∞]
G and
Fred(G,H∞) −→ ΩB Fred(G,H∞) are G-weak equivalences, so all we need is
“good” G-map from ΩBsVecF,∞∗G,L2 to ΩB Fred(G,H
∞). Such a map will of
course be obtained by constructing a morphism of hemi-simplicial G-spaces from
sVecF,∞∗G,L2 to (Fred(G,H
∞)[n])n∈N, i.e. a collection of G-maps sVec
F,∞∗
G,L2 (n) −→
Fred(L2(G,H∞))n which are compatible with the face maps1. Assume that a
G-map
αG : sVec
F,∞∗
G,L2 (1) −→ Fred(L
2(G,H∞))
has been obtained at the level 1. For every n ∈ N, we have a canonical G-map
sVecF,∞G,L2(n) −→ (sVec
F,∞
G,L2(1))
n. Composing it with αnG : (sVec
F,∞
G,L2(1))
n −→
(Fred(L2(G,H∞)))n yields a G-map
sVecF,∞G,L2(n) −→ (Fred(L
2(G,H∞)))n.
Elementary considerations on simplicial sets show that those maps yield a mor-
phism of hemi-simplicial G-spaces if and only if the diagram
sVecF,∞G,L2(2)
d21

// (sVecF,∞G,L2)
2 (αG)
2
// (Fred(L2(G,H)∞))2
◦

sVecF,∞G,L2
αG // Fred(L2(G,H)∞)
(1)
is commutative.
Let us now see how αG should be constructed. Let ϕ := Fib
F (∞)∗(1). Re-
call that the objects of the category ϕ -smod are the pairs consisting of a fi-
nite interval A of N (the “label”), and a #A-dimensional subspace of (F (∞))A,
which may of course be seen as a subspace of H := (F (∞))(N). Let F : EG −→
FibF
(∞)
(1) -smod be a square integrable continuous functor, i.e. an object of
Func↑L2(EG,Fib
F (∞)(1) -smod). If we choose a basis (e1, . . . , en) of F(1G), then
the maps
{
G −→ (F (∞))(N)
g 7−→ F(1G, g)[ei]
, for i ∈ {1, . . . , n}, define an n-tuple of linearly
1Note that only the hemi-simplicial space structure is taken into account since the thick
realization only uses face maps.
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independent elements of L2(G,H). In turn, this n-tuple defines an n-dimensional
subspace of L2(G,H) which does not depend on the choice of (e1, . . . , en), and this
subspace yields a Fredholm operator on L2(G,H)∞ by the usual shift construc-
tion (cf. Section 4.3). This procedure defines a map from the set of 0-simplices
in sVecF,∞∗G,L2 =
∣∣Func(EG,FibF (∞)(1) -smod)∣∣ to the G-space Fred(L2(G,H)∞).
So far, we have associated to every 0-simplex in the geometric realization
sVecF,∞∗G,L2 a finite-dimensional subspace of L
2(G,H), which itself defines a Fred-
holm operator on L2(G,H)∞. We now want to build a map:
Hom
(
Func↑L2(EG,Fib
F (∞)(1) -smod)
)
× [0, 1] −→
∞⋃
n=0
subn(L
2(G,H))
which is compatible with the preceding one. Assume first that G is trivial.
Let x be a morphism of Func↑L2(E{1},Fib
F (∞)(1) -smod) = FibF
(∞)
(1) -smod.
Then x is a 5-tuple consisting of two finite intervals A and B of N, a #A-
dimensional subspace x0 of (F
(∞))A, a #B-dimensional subspace x1 of (F
(∞))B ,
and a similarity ϕ : x0
∼=
→ x1. We set n := #A = #B.
Let x˜ be a morphism of ϕn -sframe in the fiber of x. Then x˜ = (B0,B1),
where B0 is a simi-orthonormal basis of x0, and B1 is a simi-orthonormal basis
of x1. We may write B0 = λ0.B
′
0 and B1 = λ1.B
′
1, where (λ0, λ1) ∈ (R
∗
+)
2, B′0
is an orthonormal basis of x0, and B
′
1 is an orthonormal basis of x1. The basic
idea is to create a path from B′0 to B
′
1 in the space of orthonormal n-tuples of
elements of H.
Once we have a such a path, we may multiply it with the affine path from
λ0 to λ1 in R
∗
+ in order to recover a path from B0 to B1 in the space of simi-
orthonormal n-tuples of elements of H. This path would yield a continuous map
{x} × [0, 1] −→ subn(H). Of course, this map should not depend on the choice
of x˜ in the fiber of x. It should also be constant in the case A = B and B′0 = B
′
1
(since we need compatibility with the degeneracy maps), it should remain in
(F (∞))A when A = B, and it should be continuous with respect to x.
The construction is no more complicated in the case G is non trivial. In
this case, a morphism of Func↑L2(EG,ϕn -sframe) is a family of morphisms of
ϕn -sframe indexed over G: each of these morphisms will yield a path in the
space of simi-orthonormal n-tuples of elements of H: we recover a family indexed
over G of paths in the space of simi-orthonormal n-tuples of elements of H;
this can be seen as a path in the space of maps from G to the space of simi-
orthonormal n-tuples of elements of H. Finally, a map from G to the space of
simi-orthonormal n-tuples of elements of H defines, under certain conditions, an
n-dimensional subspace of L2(G,H).
With similar ideas, it is quite easy to see how one can expect to construct a
reasonable map
N
(
Func↑L2(EG,Fib
F (∞)(1) -smod)
)
m
×∆m −→
∞⋃
n=0
subn(L
2(G,H))
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1
for every m ∈ N.
Assume now that we have a G-map sVecF,∞∗G,L2 −→
⋃
n∈N
subn(L
2(G,H)) which
extends the previous construction already done on the 0-simplices, and sketched
on the 1-skeleton of sVecF,∞∗G,L2 . By composition with the shift map Sh :
⋃
n∈N
subn(L
2(G,H)) −→
Fred(L2(G,H)∞) (cf. Section 4), we recover the G-map αG : sVec
F,∞∗
G,L2 −→
Fred(L2(G,H)∞) we were looking for.
Let us now look at the condition on αG imposed by the commutativity of
diagram (1). Assume G is trivial for sake of simplicity. Let (n,m) ∈ N2 and
(x1, x2, y1, y2) ∈ (F (∞)){n} × (F (∞)){n+1} × (F (∞)){m} × (F (∞)){m+1} be a 4-
tuple of unit vectors. By the previous construction, we have a path from (n, x1)
to (m, y1) and from (n + 1, x2) to (m + 1, y2). For the previous square to be
commutative, it is necessary that the path from ({n, n+1}, (x1, x2)) to ({m,m+
1}, (y1, y2)) in the previous construction be precisely obtained by juxtaposing
the two previous paths. In particular, this means that the two paths should
be “orthogonal” at every step. Even taking those conditions as granted, the
preceding requirement will not be fulfilled by every choice of paths. The key idea
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now is that, when m > n, we create a new inner product space, labeled Hn,m,
which is isomorphic to (F (∞)){n} ⊕ (F (∞)){m}, and we choose an isomorphism
ϕ : (F (∞)){n}⊕ (F (∞)){m}
∼=
−→ Hn,m. Instead of creating a path from x1 to y1 in
(F (∞)){n,m}, we create a path in the orthogonal direct sum (F (∞)){n,m}
⊥
⊕Hn,m
as follows:
• First of all, we use a rotation to go from x1 to ϕ(x1) in the orthogonal
direct sum (F (∞)){n}
⊥
⊕Hn,m.
• Then we go from ϕ(x1) to ϕ(y1) in Hn,m.
• Finally, we go from ϕ(y1) to y1 by a rotation in the orthogonal direct sum
(F (∞)){m}
⊥
⊕Hn,m.
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Figure 3: The three-leg path construction
This will solve the problem of orthogonality. Of course, by doing so, we need
to define H as much larger than (F (∞))(N): this will be done in Section 5.5.
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Finally let n < m be non-negative integers and x ∈ (F (∞)){n}, y ∈ (F (∞)){m}
and z ∈ (F (∞)){m} be unit vectors. Assume we already have constructed a path
f from y to z in (F (∞)){m}, and, for every y ∈ (F (∞)){m}, a path from x to y′.
Then for every t ∈ [0, 1], we have a path from x to f(t) in the orthogonal direct
sum (F (∞)){n}
⊥
⊕ Hn,m, and those paths may be used directly to create a map
from ∆2 to the orthogonal direct sum (F (∞)){n}
⊥
⊕Hn,m, using the “associativity
of barycenters” in the 2-simplex (cf. next figure).
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Structure of the rest of the section:
In Section 5.3, we develop an elementary construction of subdivisions of the n-
simplex that generalizes the subdivision of the interval into three parts which
is the basis of the path construction that we have just discussed. Section 5.4
is devoted to the combinatorial material that we need in order to generalize
the “associativity of barycenters” argument which was mentioned earlier. In
Section 5.5, we turn to the definition of the inner-product space H we will work
with. The detailed construction of “paths” is the topic of Section 5.6, in which
we formulate the conjecture that a certain construction of paths exists. It is
then proved in Section 5.7 that this conjecture is a consequence of a simple
conjecture on the triangulation of smooth manifolds (see Section 5.7.1). Since
the construction involves choices of extensions, we also use the conjecture on
smooth manifolds to establish that two possible constructions will necessarily
be “homotopic”. In Section 5.8, we use the previous construction to obtain a
G-map sVecF,∞∗G,L2 [1] −→ Fred(L
2(G,H)∞), and we finally recover a morphism
sVecF,∞∗G,L2 −→ Fred(G,H
∞) in Section 5.9, as explained earlier.
5.2 Additional definitions
Recall that when (An)n∈N is a simplicial set, an element x ∈ An is called degen-
erate when x ∈ σ∗(Ak) for some σ : [n]։ [k] with k < n.
For every n ∈ N and every x ∈ An, there is a unique pair (σ, y) such that
σ : [n]։ [k] is an epimorphism of ∆, the element y is a non-degenerate element
of Ak, and x = σ∗(y). We will call y the root of x, and σ its reduction.
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For every n ∈ N, we denote by Hom↑([n],N) the set of non-decreasing maps
from [n] to N. The structure of cosimplicial set on ∆ thus induces a simplicial
set Hom↑(∆,N) so that, for every morphism τ : [k]→ [n] in ∆,
τ∗ :
{
Hom↑([n],N) −→ Hom↑([k],N)
f 7−→ f ◦ τ.
Of course, f ∈ Hom↑([n],N) is non-degenerate if and only if it is an increas-
ing map. Finally, for every N ∈ N and f ∈ Hom↑([n],N), we set f + N :{
[n] −→ N
i 7−→ f(i) +N.
5.3 Subdivisions of the n-simplex
5.3.1 The relation <
Set
E :=
∐
(k,n)∈N2
Hom∆∗([k], [n]).
We define a binary relation < on E as follows: for every δ : [k] →֒ [n] and
δ′ : [k′] →֒ [n′],
δ < δ′ ⇐⇒
def
{
k < n
n = k′
(i.e. δ < δ′ if and only if δ′ ◦ δ exists and δ is not bijective).
A finite sequence (δ1, δ2, . . . , δm) in E is called increasing when
• ∀i ∈ {1, . . . ,m− 1}, δi < δi+1;
• δm = id[n] for some n ∈ N.
If u is an increasing sequence, we simply write u = δ1 < δ2 < · · · < δm−1 < [n]
if δm = id[n], we will say that u ends at [n], and we will call m the length of u.
We say that u is trivial when its length is 1. Finally, we define
Lat(u) :=
{
δm ◦ δm−1 ◦ · · · ◦ δi | i ∈ {1, . . . ,m}
}
.
Let u = δ1 < · · · < δm−1 < [n] be a non trivial increasing sequence. We define
the differential of u as
u′ := δ1 < · · · < δm−2 < id[k],
where [k] is the domain of δm−1. More generally, we define, for every i ∈
{1, . . . ,m− 1}, the sequence
u(i) := δ1 < · · · < δm−i−1 < id[ki],
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where [ki] is the domain of δm−i. Obviously, Lat(u) = {id[n]} ∪
{
δm−1 ◦ δ | δ ∈
Lat(u′)
}
.
For every n ∈ N, we denote by S(n) the set of increasing sequences in E which
end at [n], and we define an order relation ⊂ on S(n) by
∀(u, v) ∈ S(n)2, u ⊂ v ⇐⇒
def
Lat(u) ⊂ Lat(v).
Finally, for every n ∈ N and every pair (u, v) ∈ S(n)2, we define
Su,v :=
{
w ∈ S(n) : w ⊂ u and w ⊂ v
}
.
5.3.2 Subdivisions of the n-simplex
For n ∈ N, we consider the n-simplex
∆n =
{
(t0, . . . , tn) ∈ (R+)
n+1 : t0 + t1 + · · ·+ tn = 1
}
⊂ Rn+1.
For any i ∈ {0, . . . , n}, we set
∆ni :=
{
(t0, . . . , tn) ∈ ∆
n : ti ≤
1
2(n+ 1)
and ∀j ∈ {0, . . . , n}, ti ≤ tj
}
and
C(∆n) :=
{
(t0, . . . , tn) ∈ ∆
n : ∀i ∈ {0, . . . , n}, ti ≥
1
2(n+ 1)
}
.
Notice the homeomorphism
αn :
C(∆n)
∼=−→ ∆n
(t0, . . . , tn) 7−→
(
2(t0 −
1
2(n+1) ), 2(t1 −
1
2(n+1) ), . . . , 2(tn −
1
2(n+1) )
)
.
Furthermore, for every i ∈ {0, . . . , n}, we define a homeomorphism
αni :
∆ni
∼=
−→ ∆n−1 × I
(t0, . . . , tn) 7−→
[
( t01−ti , . . . ,
ti−1
1−ti
, ti+11−ti , . . .
tn
1−ti
), 2(n+ 1)ti
]
.
Gluing the maps (αn0 )
−1, (αn1 )
−1, . . . , (αnn)
−1 together yields a homeomorphism
rn : ∂∆
n × [0, 1]
∼=
−→
⋃
0≤i≤n
∆ni .
The following recursive definition yields, for every n ∈ N and every increasing
sequence u = δ1 < · · · < δm−1 < n in S(n), a compact subset ∆u of ∆n:
• If u is trivial, then ∆u := C(∆n).
37
PSfrag replacements
0 1
2
∆21 ∆
2
0
∆22
C(∆2)
Figure 4: A subdivision of ∆2
• Otherwise, ∆u := rn(δ∗m−1(∆u′ )× [0, 1]).
For every n ∈ N, we obtain a subdivision of the n-simplex in this manner.
Example : There are thirteen increasing sequences that end at [2]. They
are:
[2], u1 := (0, 1) < [2], u2 := (0, 2) < [2],
u3 := (1, 2) < [2] u4 := 0 < (0, 1) < [2], u5 := 1 < (0, 1) < [2],
u6 := 0 < (0, 2) < [2], u7 := 1 < (0, 2) < [2], u8 := 0 < (1, 2) < [2],
u9 := 1 < (1, 2) < [2], u10 := 0 < [2], u11 := 1 < [2], u12 := 2 < [2].
The corresponding subdivision of ∆2 is detailed in the following figure:
5.3.3 Some properties of the subdivisions
In the rest of the construction, we will need the following two results:
Proposition 5.1. Let n ∈ N. Then:
(i)
⋃
u∈S(n)
∆u = ∆
n;
(ii)
⋃
u∈S(n)r{[n]}
∆u =
⋃
0≤i≤N
∆ni ;
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Figure 5: The full subdivision of ∆2
(iii) the space
⋃
0≤i≤N
∆ni has the final topology for the inclusions ∆u ⊂ ∪
0≤i≤N
∆ni ,
with non-trivial u ∈ S(n).
Proposition 5.2. Let n ∈ N, and (u, v) ∈ S(n)2 be a pair of non-trivial se-
quences. Then
∆u ∩∆v ⊂
⋃
w∈Su,vr{[n]}
∆w.
Proof of proposition 5.1 : We prove (i) and (ii) by induction on n. When n = 0,
∆0 = C(∆0) = ∆[0]. Let n ∈ N
∗, and assume the result is true for n − 1. It
suffices to prove that ∆n ⊂
⋃
u∈S(n)
∆u and
⋃
0≤i≤N
∆ni ⊂
⋃
u∈S(n)r{[n]}
∆u.
Let x ∈ ∆n. If x ∈ C(∆n), then x ∈ ∆[n]. Otherwise, we choose i ∈ [n] such that
x ∈ ∆ni , and we set (y, t) := r
−1
n (x), and z ∈ ∆
n−1 such that y = (δni )
∗(z). Then,
by the induction hypothesis, there is some u ∈ S(n − 1) such that z ∈ ∆n−1,
and we write u = δ1 < · · · < δm−1 < [n − 1]. We then set v := δ1 < · · · <
δm−1 < δ
n
i < [n]. Then v is non trivial, v ∈ S(n), v
′ = u, and we deduce that
∆v = rn((δ
n
i )
∗(∆u) × [0, 1]). Since x = rn((δmi )
∗(z), t)) and z ∈ ∆u, it follows
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that x ∈ ∆v.
We conclude that ∆n ⊂
⋃
u∈S(n)
∆u and
⋃
0≤i≤N
∆ni ⊂
⋃
u∈S(n)r{[n]}
∆u, and this
proves (i) and (ii) by induction on n.
Finally, let n ∈ N. Since S(n) is finite,
∐
u∈S(n)r{[n]}
∆u is a compact space.
Also,
⋃
0≤i≤n
∆ni is compact. Since the canonical map
∐
u∈S(n)r{[n]}
∆u −→ ∪
0≤i≤n
∆ni
is continuous and onto, it follows that it is an identification map.
In order to prove Proposition 5.2, we will need the following technical lemma:
Lemma 5.3. Let n ∈ N, u ∈ S(f), and δ : [k] →֒ [n].
If δ∗(∆k) ∩∆u 6⊂ δ∗(∂∆k), then δ ∈ Lat(u) and there exists an i ∈ N such that
δ∗(∆k) ∩∆u = δ
∗(∆u(i)).
Proof. We will use the following simple fact of simplicial geometry:
for every n ∈ N, δ : [k] →֒ [n] and δ′ : [k′] →֒ [n], one has
δ∗(∆k) ∩ (δ′)∗(∆k
′
) 6⊂ (δ′)∗(∂∆k
′
) if and only if there is some δ′′ : [k′] →֒ [k]
such that δ′ = δ ◦ δ′′.
Now, we prove the claimed result by induction on n. It is obvious when n = 0.
Let n ∈ N∗, and assume the result holds for every n′ < n, every u ∈ S(n′) and
δ : [k′] →֒ [n′].
Let u ∈ S(n) and δ : [k] →֒ [n]. We assume that δ∗(∆k) ∩ ∆u 6⊂ δ∗(∂∆k). If
δ = id[n], then δ ∈ Lat(u) and δ
∗(∆k) ∩∆u = ∆n ∩∆u = ∆u.
Assume now that k < n. If u is trivial, then ∂∆n ∩ ∆u = ∅, and this
contradicts δ∗(∆k) ∩ ∆u 6= ∅. Hence u is non-trivial. We now write u = δ1 <
· · · < δm−1 < n, with δm−1 : [n
′] →֒ [n]. By construction, ∆u∩∂∆
n = δ∗m−1(∆u′).
It follows that δ∗m−1(∆
n′ )∩δ∗(∆k) 6⊂ δ∗(∂∆k), and we deduce that δ = δm−1 ◦δ′′
for some δ′′ : [k′] →֒ [n′].
It follows that
δ∗(∆k) ∩∆u = δ
∗(∆k) ∩ (∂∆n ∩∆u)
= δ∗(∆k) ∩ δ∗m−1(∆u′)
δ∗(∆k) ∩∆u = δ
∗
m−1((δ
′′)∗(∆k) ∩∆u′).
Moreover δ∗(∆k) = (δm−1)
∗((δ′′)∗(∆k)), hence (δ′′)∗(∆k) ∩∆u′ 6⊂ (δ′′)∗(∂∆k).
It follows from the induction hypothesis that δ′′ ∈ Lat(u′) and (δ′′)∗(∆k) ∩
∆u′ = (δ
′′)∗(∆(u′)(i)) for some integer i. Hence δ = δm−1 ◦ δ
′′ ∈ Lat(u), and
δ∗(∆k) ∩∆u = δ
∗
m−1((δ
′′)∗(∆u(i+1))) = δ
∗(∆u(i+1)).
This proves lemma 5.3.
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Proof of Proposition 5.2 : We prove the result by induction on n. For n = 0, the
result is obvious. Let n ∈ N∗, and assume the result holds for every n′ < n and
every pair (u, v) ∈ S(n′)2 of non-trivial sequences.
Let (u, v) ∈ S(n)2 be a pair of non-trivial sequences. Let x ∈ ∆u ∩∆v. Then
x ∈
⋃
i∈[n]
∆ni and we may therefore set (y, t) := (rn)
−1(x). By construction of ∆u
and ∆v, we deduce that y ∈ ∆u∩∆v. Then y ∈ ∂∆n and there is a unique lattice
δ : [k] →֒ [n], with k < n, such that y ∈ δ∗(∆k r ∂∆k). Since y ∈ ∆u ∩∆v, we
deduce that δ∗(∆k)∩∆u 6⊂ δ∗(∂∆k) and δ∗(∆k)∩∆v 6⊂ δ∗(∂∆k). It then follows
from Lemma 5.3 that δ ∈ Lat(u) ∩ Lat(v) and that there exists a pair (i, j) of
integers such that δ∗(∆k) ∩∆u = δ∗(∆u(i)) and δ
∗(∆k) ∩∆v = δ∗(∆v(j) ). Then
y ∈ δ∗(∆u(i) ∩∆v(j)).
Let now z ∈ ∆k be such that y = δ∗(z). Hence z ∈ ∆u(i)∩∆v(j) . If u
(i) or v(j)
is trivial, then w ∈ ∆[k]. Otherwise, we deduce from the induction hypothesis
that there exists w ∈ Su(i),v(j) r {[k]} such that z ∈ ∆w. In any case, we have
w ∈ Su(i),v(j) such that z ∈ ∆w. We write w = δ1 < · · · < δm−1 < [k], and set
w1 := δ1 < · · · < δm−1 < δ < [n]. Then
Lat(w1) = {[n]} ∪ {δ ◦ δ
′, δ′ ∈ Lat(w)}
⊂ {[n]} ∪ {δ ◦ δ′, δ′ ∈ Lat(u(i))}
Lat(w1) ⊂ Lat(u),
and similarly Lat(w1) ⊂ Lat(v). We deduce that w1 ∈ Su,v r {[n]}.
Finally, w′1 = w, and it follows that x = rn(δ
∗(z), t)) ∈ ∆w.
We conclude that ∆u ∩∆v ⊂
⋃
w∈Su,vr{[n]}
∆w.
5.4 Associativity of barycenters in the n-simplex
5.4.1 Cartesian squares in the simplicial category
In the category ∆, every pair of morphisms (σ, δ), with σ : [n] ։ [k], and
δ : [k′] →֒ [k], gives rise to a cartesian square:
[m] _
σ♮δ

δ♮σ // // [k′] _
δ

[n]
σ // // [k]
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With δ : [k′] →֒ [k] fixed, every commutative triangle [n]
σ
    @
@@
@@
@@
τ // [n′]
σ′~~~~}}
}}
}}
}}
[k]
yields a commutative diagram
[m]
δ♮σ
    B
BB
BB
BB
B
τ ′ //
σ♮δ
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WW [m′]
δ♮σ′}}}}{{
{{
{{
{{ σ′♮δ
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
W
[k′]  y
δ
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WW [n]
τ //
σ
  @
@@
@@
@@
[n′]
σ′~~}}
}}
}}
}}
[k]
.
For a fixed epimorphism σ : [n] ։ [k], we obtain a functor σ♮ : ∆∗ ↓ [k] −→
∆∗ ↓ [n]. For every i ∈ [k], we also set σ♮i := σ♮δi, where δi : [0] →֒ [k] maps 0
to i.
5.4.2 The maps defined by the associativity of barycenters
Recall that (R[n])n∈R is equipped with both a canonical structure of cosimplicial
space and a canonical structure of simplicial set.
Let σ : [n] ։ [k] be an epimorphism in ∆, and set ni := #σ
−1{i} for every
i ∈ [k]. The canonical ring structure on R[n] yields a continuous map
λσ :
{
R[n] × R[k] −→ R[n]
(x, t) 7−→ σ∗(t)× x
where × is the standard (n + 1)-fold product on R[n] (the set of functions from
[n] to R). For every i ∈ [k], we also set
λ(i)σ :
{
R
σ−1{i} × R{i} −→ Rσ
−1{i}
(x, t) 7−→ t.x
and notice that λσ =
k∏
i=0
λ
(i)
σ .
For every non-empty finite subset I of N, we denote by ∆(RI) the subset
of RI consisting of those families (ti)i∈I such that
∑
i∈I
ti = 1. The previous
decomposition of λσ helps us see that λσ induces a continuous map(
k∏
i=0
∆
(
R
σ−1{i}
))
×∆k −→ ∆n,
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which, composed with(
k∑
i=0
(σ♮i)∗
)
× id :
(
k∏
i=0
∆ni−1
)
×∆k −→
(
k∏
i=0
∆(Rσ
−1{i})
)
×∆k,
yields a map (
k∏
i=0
∆ni−1
)
×∆k −→ ∆n
which we still write λσ.
Note that λσ is onto. Indeed, let t = (ti)0≤i≤n: set t
′ := σ∗(t) and define
(xi)0≤i≤k as: xi = (1, 0, 0, . . . , 0) if t
′
i = 0, and xi :=
(
t(σ♮i)(j)
ti
)
j∈[ni−1]
otherwise.
It is then easily checked that λσ(x, t
′) = t.
If k = 0 or k = n, then λσ is the identity map. In any other case, it may easily
be proven that λσ is not one-to-one. This lack of injectivity is a problem: in the
following paragraphs, we explain what needs to be done in order to construct a
homeomorphism from λσ.
5.4.3 The functors Fσ and Hσ
By composing σ♮− with the forgetful functor ∆∗ ↓ [n] −→ ∆ and the functor
defined by the canonical structure of simplicial space on (R[n])n∈N, we recover a
contravariant functor Fσ : ∆
∗ ↓ [k] −→ Top.
By composing the forgetful functor ∆∗ ↓ [k] −→ ∆ with the canonical struc-
ture of cosimplicial space on (∆n)n∈N, we recover a functor Hσ : ∆
∗ ↓ [k] −→ Top
which maps δ : [m] →֒ [n] to ∆m and [m]  p
δ
  A
AA
AA
AA
A
  δ′′ // [m′]
nN
δ′~~||
||
||
||
[k]
to (δ′′)∗ : ∆m −→
∆m
′
.
For every pair of morphisms (σ, δ), with σ : [n] ։ [k], δ : [k′] →֒ [k], and
σ♮δ : [m] →֒ [k′], the square
R[k
′] (δ♮σ)∗−−−−→ R[m]yδ∗ y(σ♮δ)∗
R[k]
σ∗−−−−→ R[n]
is easily shown to be commutative.
It follows that, for every morphism ϕ = [m]  p
δ
  A
AA
AA
AA
A
  δ′′ // [m′]
nN
δ′~~||
||
||
||
[k]
in ∆∗ ↓ [k], the
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square
Fσ(δ
′)×Hσ(δ) −−−−−−−→
id×Hσ(ϕ)
Fσ(δ
′)×Hσ(δ
′)yFσ(ϕ)×id y(σ♮δ′)∗◦λδ′♮σ
Fσ(δ)×Hσ(δ) −−−−−−−−→
(σ♮δ)∗◦λδ♮σ
∆n
is commutative.
5.4.4 The functor Gσ
Let σ : [n] ։ [k] be an epimorphism in ∆. For every monomorphism δ : [m] →֒
[k], set Gσ(δ) :=
m∏
i=0
∆nδ(i)−1 and
ασ(δ) :=
m∑
i=0
((δ♮σ)♮i)∗ : Gσ(δ) −→ Fσ(δ).
For every morphism ϕ = [m]  p
δ
  A
AA
AA
AA
A
  δ′′ // [m′]
N n
δ′~~||
||
||
||
[k]
in ∆∗ ↓ [k], set
Gσ(ϕ) :

m′∏
i=0
∆nδ′(i)−1 −→
m∏
j=0
∆nδ(j)−1
(xi)0≤i≤m′ 7−→ (xδ′′(j))0≤j≤m.
This yields a contravariant functor Gσ : ∆
∗ ↓ [k] −→ Top. It is then easy to
check that ασ : Gσ −→ Fσ is a natural transformation.
We deduce that for every morphism ϕ = [m]  p
δ
  A
AA
AA
AA
A
  δ′′ // [m′]
N n
δ′~~||
||
||
||
[k]
in ∆∗ ↓ [k],
the square
Gσ(δ
′)×Hσ(δ) −−−−−−−→
id×Hσ(ϕ)
Gσ(δ
′)×Hσ(δ′)yGσ(ϕ)×id y(σ♮δ′)∗◦λδ′♮σ
Gσ(δ)×Hσ(δ) −−−−−−−−→
(σ♮δ)∗◦λδ♮σ
∆n
is commutative.
It follows that for every object δ : [m] →֒ [k] of ∆∗ ↓ [k], the maps (σ♮δ)∗ ◦
λδ♮σ : Gσ(δ)×∆m −→ ∆n yield a continuous map
νσ :
 ∐
δ∈Ob(∆∗↓[k])
Gσ(δ)×Hσ(δ)
 /∼ −→ ∆n,
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where ∼ is the equivalence relation on
∐
δ∈Ob(∆∗↓[k])
Gσ(δ) × Hσ(δ) generated by
the collection of elementary relations
∀ϕ : δ → δ′, ∀(x, t) ∈ Gσ(δ
′)×Hσ(δ), (x, ϕ
∗(t)) ∼ (ϕ∗(x), t).
Of course, since Gσ(id[k])×Hσ(id[k]) =
(
k∏
i=0
∆ni−1
)
×∆k and σ♮ id[k] = id[n],
the map λσ is the composite of νσ and of the canonical map(
k∏
i=0
∆ni−1
)
×∆k −→
 ∐
δ∈Ob(∆∗↓[k])
Gσ(δ)×Hσ(δ)
 /∼.
Proposition 5.4. The map
νσ :
 ∐
δ∈Ob(∆∗↓[k])
Gσ(δ)×Hσ(δ)
 /∼ ∼=−→ ∆n
is a homeomorphism.
Proof. Since λσ is onto, νσ is also onto. Since Ob(∆
∗ ↓ [k]) is finite, Gσ(δ)×Hσ(δ)
is compact for every δ ∈ Ob(∆∗ ↓ [k], and ∆n is compact, we deduce that νσ is
an identification map.
In order to prove that νσ is one-to-one, it suffices to construct a retraction
of νσ. Let t ∈ ∆n, and denote by δ : [m] →֒ [k] the unique monomorphism
such that σ∗(t) ∈ δ∗(∂∆i). Let t′ ∈ ∂∆i such that δ∗(t′) = σ∗(t), and set
x :=
m∑
i=0
((δ♮σ)♮i)∗(
t′j
t′i
)j∈[nδ(i)−1]. Finally, we consider the class of (x, t
′). This
construction yields a map which is easily seen to be a retraction of νσ, and we
deduce that νσ is one-to-one, which finishes the proof.
5.4.5 Compatibility with the structure of cosimplicial space on (∆n)n∈N
Let τ : [n′]→ [n] be a morphism in ∆. We then have a unique decomposition of
σ ◦ τ into
[n′]
σ◦τ //
σ′
    B
BB
BB
BB
B
[k]
[k′]
.  δ
′
>>}}}}}}}
.
The morphism δ′ is the root of σ ◦ τ , whilst σ′ is its reduction.
Let δ′♮σ : [m] → [k′]. The universal property of cartesian squares yields a
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morphism τ ′ : [n′]→ [m] which renders commutative the following diagram:
[n′]
τ

σ′
$$
τ ′
!!
[m]
δ′♮σ // //
 _
σ♮δ′

[k′] _
δ′

[n]
σ // // [k].
For every i ∈ [k′], set n′i := #(σ
′)−1{i}: then the commutative triangle [n′]
σ′
    B
BB
BB
BB
B
τ ′ // [m]
δ′♮σ~~~~||
||
||
||
[k′]
yields a commutative diagram
[n′i − 1]
"" ""F
FF
FF
FF
FF
τi //
σ′♮i
,,XXXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XX [nδ′(i) − 1]
zzzzuu
uu
uu
uu
uu (δ′♮σ)♮i
++XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XX
[0] 
y
i
,,XXXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXX [n′]
τ //
σ′   B
BB
BB
BB
B
[m].
δ′♮σ}}{{
{{
{{
{{
[k′]
The family (τi)0≤i≤k′ will be called the decomposition of τ over σ.
Proposition 5.5. The square
Gσ′(id[n′])×∆
k′ νσ′−−−−→ ∆n
′
(
k′∏
i=0
τ∗i
)
×id
y τ∗y
Gσ(δ
′)×∆k
′ νσ−−−−→ ∆n
is commutative.
Proof. For every i ∈ [k′], one has τ ′((σ′)−1{i}) ⊂ (δ′♮σ)−1{i}. We deduce that
the square
R(σ
′)−1{i} × R[k
′]
λ
(i)
σ′−−−−→ R(σ
′)−1{i}
(τ ′)∗×id
y (τ ′)∗y
R(δ
′♮σ)−1{i} × R[k
′]
λ
(i)
δ′♮σ
−−−−→ R(δ
′♮σ)−1{i}
is well defined and commutative for every i ∈ [k′], and it follows that the square
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R[n
′] × R[k
′] λσ′−−−−→ R[n
′]
(τ ′)∗×id
y (τ ′)∗y
R[m] × R[k
′]
λδ′♮σ
−−−−→ R[m]
is commutative.
Also, the square
R[n
′
i−1] −−−−→ R(σ
′)−1{i}
(τi)
∗
y (τ ′)∗y
R
[nδ′(i)−1] −−−−→ R(δ
′♮σ)−1{i}
is commutative for every i ∈ [k′]. We deduce that the square
k′∏
i=0
∆n
′
i−1
ασ′ (id[n′])
−−−−−−−→ R[n
′]
k′∏
i=0
τ∗i
y (τ ′)∗y
k′∏
i=0
∆nδ′(i)−1
ασ(δ
′)
−−−−→ R[n]
is commutative, and it follows that the square
k′∏
i=0
∆n
′
i−1 ×∆n
′ λσ′−−−−→ ∆n
′
(
k′∏
i=0
τ∗i
)
×id
y (τ ′)∗y
k′∏
i=0
∆nδ′(i)−1 ×∆n
′ λδ′♮σ
−−−−→ ∆n
′
is commutative.
Since τ = (σ♮δ′) ◦ τ ′, we conclude that the square
Gσ′(id[n′])×∆
k′ νσ′−−−−→ ∆n
′
(
k′∏
i=0
τ∗i
)
×id
y τ∗y
Gσ(δ
′)×∆k
′ νσ−−−−→ ∆n
is commutative.
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5.5 The definition of H
We now set B :=
∐
n∈N
Hom↑([n],N) and C := {f ∈ B : f is non degenerate}.
For every non-negative integer n, and every non-degenerate f : [n]→ N, we set
∂(f) :=
{
δ∗(f), δ ∈
∐
k<n
Hom∆∗([k], [n])
}
and
Hf := (F
(∞)){f} ⊂ (F (∞))(B).
Let f : [n] → N be a non-degenerate map. Then Hf has a countable dimension
(as a real vector space), and ∀g ∈ C, f 6= g ⇒ Hf⊥Hg. If n > 0, we may
therefore choose a bijective isometry
ϕf :
⊥
⊕
g∈∂(f)
Hg
∼=
−→ Hf.
We finally set
H := (F (∞))(C) =
⊥
⊕
f∈C
Hf
which is a separable Hilbert space since C is countable.
By identifying every f : [0] → N with f(0), we may view (F (∞))(N) as a
subspace of H. For every n ∈ N, we also set Hn := (F (∞)){n}, seen as a subspace
of H.
The filtration of F (∞) by the sequence
F 1 →֒ F 2 →֒ · · · →֒ F l →֒ F l+1 · · ·
gives rise, for every k ∈ N, to a filtration of Hk by an increasing sequence of finite
dimensional subspaces
H
(1)
k ⊂ H
(2)
k ⊂ · · · ⊂ H
(l)
k ⊂ H
(l+1)
k · · ·
By induction on n, we recover, for every non degenerate f : [n]→ N, a filtration
of Hf by an increasing sequence of finite dimensional subspaces
H
(1)
f ⊂ H
(2)
f ⊂ · · · ⊂ H
(l)
f ⊂ H
(l+1)
f · · ·
which is identical to the preceding one when n = 0, and such that ϕf
( ⊕
g∈∂(f)
H
(l)
g
)
=
H
(l)
f for every positive integer l, when n > 0.
For every positive integer l, we finally set
H(l) :=
⊥
⊕
f∈C
H
(l)
f .
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This defines a filtration of H by an increasing sequence of subspaces
H(1) ⊂ H(2) ⊂ · · · ⊂ H(l) ⊂ H(l+1) · · ·
Let m ∈ N, f : [m]→ N be an increasing map, u ∈ S(m), and n ∈ N. Set
Hn,u,f :=
⊕
(i,δ)∈[n−1]×Lat(u)
Hδ∗(f)+i ⊂ H,
and, for every l ∈ N∗, H
(l)
n,u,f := Hn,u,f ∩H
(l).
Assume u is non-trivial, and write u = δ1 < · · · < δk−1 < [m]. Then
Hn,u′,f ⊂
n−1⊕
i=0
 ⊕
g∈∂(f+i)
Hg
 ,
and it follows that the condition
∀(i, g) ∈ [n− 1]× Lat(u′), ∀x ∈ Hδ∗((δk−1)∗(f))+i, ϕn,u,f (x) = ϕf+i(x)
defines an isometry
ϕn,u,f : Hn,u′,(δk−1)∗(f) →֒
n−1
⊕
i=0
Hf+i = Hn,[m],f
which is compatible with the respective filtrations of Hn,u′,(δk−1)∗(f) andHn,[m],f.
Obviously, if v is another non-trivial class in S(m) such that u ⊂ v, where,
v = δ′1 < · · · < δ
′
k′−1 < [m], then Hn,u′,(δk−1)∗(f) ⊂ Hn,v′,(δ′k′−1)∗(f), and
(ϕn,v,f )|Hn,u′,(δk−1)∗(f)
= ϕn,u,f .
Finally, if n′ is another non-negative integer, then
Hn,u,f
⊥
⊕Hn′,u,f+n = Hn+n′,u,f ,
Hn,u′,(δm−1)∗(f)
⊥
⊕Hn′,u′,(δm−1)∗(f)+n = Hn+n′,u′,(δm−1)∗(f),
and
∀(x, y) ∈ Hn,u′,(δm−1)∗(f)×Hn′,u′,(δm−1)∗(f)+n, ϕn+n′,u,f(x+y) = ϕn,u,f (x)+ϕn′,u,f+n(y).
5.6 Universal paths between orthonormal bases
5.6.1 The simplicial space (Vn(m))m∈N
For every l ∈ N∗, every linear subspace H′ ofH(l), and every non-negative integer
n, we denote by Vn(H′) the subspace of (H′)n consisting of orthonormal n-tuples,
which we consider as a Un(F )-space with the canonical right-action of Un(F ).
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For any linear subspace H′ of H and any integer n, we denote by Vn(H′)
the subset of (H′)n consisting of orthonormal n-tuples, equipped with the final
topology for the canonical map∐
l∈N∗
Vn(H
′ ∩H(l)) −→ Vn(H
′).
This definition is clearly compatible with the preceding one, and the canonical
right-action of Un(F ) on Vn(H′) is clearly continuous. Moreover, given two sub-
spaces H′ and H′′ of H such that H′ ⊂ H′′, then the inclusion Vn(H
′) ⊂ Vn(H
′′)
is an immersion.
For every n ∈ N, k ∈ N and l ∈ N, we define V
(l)
n,k as Vn
(
k+n−1⊕
j=k
H
(l)
j
)
.
For every n ∈ N and k ∈ N, we define Vn,k as Vn
(
k+n−1⊕
j=k
Hj
)
, so that Vn,k =
colim
−→
l∈N∗
V
(l)
n,k.
For every f : [m]→ N and n ∈ N set
Vn(f) :=
∏
0≤i≤n
Vn,f(i)
which is Un(F )-space for the diagonal action.
For every l ∈ N∗, set V
(l)
n (f) :=
∏
0≤i≤n
V
(l)
n,f(i), so that Vn(f) = colim−→
l∈N∗
V
(l)
n (f).
If n and n′ are non-negative integers, and f : [m]→ N is a map, then
f(i)+n−1⊕
j=f(i)
H
(l)
j
and
f(i)+n+n′−1⊕
j=f(i)+n
H
(l)
j are orthogonal for every i ∈ [m] in the case n > 0; it follows
that the juxtaposition of families yields a canonical injection:
Vn(f)× Vn′(f + n) →֒ Vn+n′(f).
For every m ∈ N, we define
Vn(m) :=
∐
f∈Hom↑([m],N)
Vn(f)
as a Un(F )-space, with the previous action on every component.
For every n ∈ N, and every f : [m] → N, every morphism τ : [m′] → [m] in the
category ∆ induces a Un(F )-map:
τ∗ :
{
Vn(f) −→ Vn(f ◦ τ)
(xi)0≤i≤m 7−→ (xτ(i))0≤i≤m′.
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This defines a structure of simplicial Un(F )-space on (Vn(m))m∈N, for every n ∈
N.
For every n ∈ N and every compact space K, the structure of cosimplicial
space of (∆m)m∈N induces a structure of simplicial Un(F )-space on (Hom(∆
m ×
K,Vn(H)))m∈N where, for every m ∈ N, Hom(∆m×K,Vn(H)) denotes the space
of continuous maps from ∆m ×K to Vn(H) with the compact-open topology.
5.6.2 The main goal
Our main goal in the rest of the section is to construct, for every n ∈ N, a
morphism of simplicial Un(F )-spaces
ψn : (Vn(m))m∈N −→ (Hom(∆
m, Vn(H)))m∈N
which fullfills a certain list of requirements.
Such a morphism is simply the data of a family (ψn,m)m∈N of continuous
maps, with ψn,m : Vn(m)×∆m −→ Vn(H) for every m ∈ N, which satisfies a set
of compatibility conditions.
Assuming that we have built two such families of morphisms ψ = (ψn)n∈N
and ψ′ = (ψ′n)n∈N, we also want to build a “homotopy” from ψ to ψ
′, i.e. a
family Ψ = (Ψn)n∈N of morphisms, such that
Ψn : (Vn(m))m∈N −→ (Hom(∆
m × I, Vn(H)))m∈N
is a morphism of simplicial Un(F )-spaces for every n ∈ N, which satisfies a set of
compatibility conditions, and such that, for every (n,m) ∈ N2, (Ψn,m)|Vn(m)×{0} =
ψn,m and (Ψn,m)|Vn(m)×{1} = ψ
′
n,m.
We will actually describe a construction that will fulfill both needs at once.
We fix p ∈ N, and we assume that we have a family (ψ∂n)n∈N, such that
ψ∂n : (Vn(m))m∈N −→ (Hom(∆
m × ∂∆p, Vn(H)))m∈N
is a morphism of simplicial Un(F )-spaces for every n ∈ N, which satisfies compat-
ibility conditions (i) to (vi) detailed in the next paragraph. We want to construct
a family (ψn)n∈N, such that
ψn : (Vn(m))m∈N −→ (Hom(∆
m ×∆p, Vn(H)))m∈N
is a morphism of simplicial Un(F )-spaces for every n ∈ N, which satisfies com-
patibility conditions (i) to (vi) detailed in the next paragraph, and, for every
(n,m) ∈ N2, (ψn,m)|Vn(m)×∆m×∂∆p = ψ
∂
n,m.
In the case p = 0, ψ∂n is trivial, and the construction will yield the family
(ψn)n∈N we are looking for. In the case p = 1, if we have two sequences of
morphisms ψ and ψ′, they define a family of morphisms (Ψ∂n)n∈N, with
Ψ∂n : (Vn(m))m∈N −→ (Hom(∆
m × {0, 1}, Vn(H)))m∈N,
and the construction of Ψ from Ψ∂ will yield a homotopy from ψ to ψ′.
51
5.6.3 The compatibility conditions
Let K be a compact space, and ψ = (ψn)n∈N be a family such that ψn :
(Vn(m))m∈N −→ Hom(∆
n×K,Vn(H)) is a morphism of simplicial Un(F )-spaces
for every n ∈ N. We define the following conditions on ψ, some of which depend
on three integers n, n′ and m, and a non-decreasing map f : [m]→ N.
(i) ψn,0 : Vn(0)×∆0×K → Vn(H) is the composite of the projection on the first
factor and the map Vn(0)→ Vn(H) induced by the inclusion ⊕
i∈N
Hi ⊂ H.
(ii)
∀(B,B′, t) ∈ Vn(f)× Vn′(f + n)× (∆
m ×K), ψn,m(B, t)⊥ψn′,m(B
′, t).
(iii) The diagram
Vn(f)× Vn′(f + n)

ψn,m×ψn′,m
++WWWW
WWWW
WWWW
WWWW
WWWW
Hom(∆m ×K,Hn ×Hn
′
)
Vn+n′(f)
ψn+n′,m
33ggggggggggggggggggggg
is commutative.
(iv) If g : [k] → N denotes the root of f and σ : [m] ։ [k] its reduction, then,
for every u ∈ S(k),
ψn,m
(
Vn(f)× (σ
∗)−1(∆u)×K
)
⊂ Vn(Hn,u,g).
(v) If g : [k] → N denotes the root of f and σ : [m] ։ [k] its reduction, and
∀i ∈ [k], ni := #σ−1{i}, then,
∀B ∈ Vn(f), ∀i ∈ [k], ∀t ∈ ∆
ni−1 ×K, ψn,ni−1((σ♮i)∗(B), t) ∈ Vn(Hg(i)),
and, for every δ : [k′] →֒ [k], the composite of ψn,m with
νσ : Vn(f)× (Gσ(δ)×∆
k′ )×K
δ∗×νσ×idK−→ Vk(f)×∆
m×K is the composite
map
Vn(f)×(Gσ(δ)×∆
k′)×K
(σ♮δ)∗×id
−→
 k′∏
i=0
(Vn(Hg(i)))
nδ(i) ×∆nδ(i)−1 ×K
×∆k′×K
k′∏
i=0
ψn,nδ(i)−1
−→ Vn(δ∗(g))×∆
k′ ×K
ψn,k′
−→ Vn(H).
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(vi) In the case f is non-degenerate: for every non-trivial increasing sequence
u = δ1 < · · · < δk−1 < [m] in S(m), with δk−1 : [m′] →֒ [m], and ev-
ery quadruple (B, y, t, z) ∈ Vn(f) × ∆u′ × [0, 1] × K: if we set B′ :=
ψn,m′((δk−1)∗(B), y, z) and x = rm(δ
∗
k−1(y), t), thenB
′ ∈ Vn(Hn,u′,(δk−1)∗(f))
and
ψn,m(B, x, z) = cos
(π
2
t
)
.B′ + sin
(π
2
t
)
.ϕn,u,f (B
′).
Remarks:
• Conditions (ii) and (iii) hold for all m and f : [m] → N when n = 0 or
n′ = 0.
• When f is constant, condition (iv) simply means that ψn,m(Vn(f)×∆m ×
K) ⊂ Vn,f(0).
• Conditions (iv), (v) and (vi) are only there so that we can carry out the
construction, and they will be useless when the construction is over.
5.6.4 Relationships between the conditions
• In condition (v), the first requirement holds if and only if condition (iv)
holds for every triple (n, ni − 1, f ◦ (σ♮i)) with i ∈ [k].
• In the case f is constant, condition (v) for (n,m, f) is logically equivalent
to condition (iv) for the same triple.
• In the case f is non-degenerate and (i) holds for n, condition (v) holds if
and only if the square
Vn(f)
ψn,k
−−−−→ Hom(∆m ×K,Vn(H))
δ∗
y δ∗y
Vn(δ∗(f))
ψn,k′
−−−−→ Hom(∆k ×K,Vn(H))
is commutative for every δ : [k] →֒ [m].
• In condition (vi), only the second requirement is interesting since the first
one is obviously true when condition (iv) holds for (n,m′, f ◦ δk−1).
• Assume that condition (iv) holds for the two triples (n,m, f) and (n′,m, f).
Let g be the root of f and σ : [m] ։ [k] its reduction. Let (B,B′) ∈
Vn(f)×Vn′ (f +n), t ∈ ∆m and z ∈ K. By Proposition 5.1, we may choose
u ∈ S(k) such that σ∗(t) ∈ ∆u.
Since condition (iv) is true for both triples (n,m, f) and (n′,m, f), we de-
duce that ψn,m(B, x, z) ∈ Vn(Hn,u,g) and ψn′,m(B′, x, z) ∈ V ′n(Hn′,u,g+n).
SinceHn,u,g⊥Hn′,u,g+n, we deduce that ψn,m(B, x, z)⊥ψn′,m(B
′, x, z). Hence
condition (ii) holds for (n, n′,m, f).
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5.6.5 Main result
We may now state our main result:
Proposition 5.6. Let p ∈ N, and ψ∂ = (ψ∂n)n∈N be a family such that:
• For every n ∈ N, ψ∂n : (Vn(m))m∈N −→ (Hom(∆
m × ∂∆p, Vn(H)))m∈N is a
morphism of simplicial Un(F )-spaces;
• Conditions (i) to (vi) are satisfied by ψ∂ for every compatible 4-tuple (n, n′,m, f).
Then there exists a family ψ = (ψn)n∈N such that
• For every n ∈ N, ψn : (Vn(m))m∈N −→ (Hom(∆m ×∆p, Vn(H)))m∈N is a
morphism of simplicial Un(F )-spaces.
• Conditions (i) to (vi) are satisfied by ψ for every compatible 4-tuple (n, n′,m, f).
• On has (ψn,m)|Vn(m)×∆m×∂∆p = ψ
∂
n,m for every (n,m) ∈ N
2.
5.7 The proof of Proposition 5.6
Our proof of Proposition 5.6 will be done by induction. An essential is played
by a general conjecture on relative triangulations that we were not able to prove:
we will begin by stating it and drawing the consequences that will be necessary
in our proof.
5.7.1 A conjecture on relative triangulations, and some consequences
Definition 5.7. Let M be an n-dimensional smooth manifold, and (Mi)i∈I be
a finite family of closed subspaces of M . For every x ∈M , set Ix := {i ∈ I : x ∈
Mi}. We say that the family (Mi)i∈I intersects cleanly if, for every x ∈ M ,
there is an open neighborhood Ux of x in M , an open neighborhood V of 0 in
Rn, a family (Fi)i∈Ix of linear subspaces of R
n, and a smooth diffeomorphism
ϕ : Ux
∼=
−→ V such that
∀i ∈ I r Ix, Ux ∩Mi = ∅
and
∀J ∈ P(Ix), ϕ
(
U ∩
(
∩
j∈J
Mj
))
= V ∩
(
∩
j∈J
Fj
)
.
In this case, (Mj)j∈J obviously intersects cleanly for every J ⊂ I, and the
Mj’s are all smooth submanifolds of M .
Remarks:
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• Let M be a smooth manifold, I be a finite set, and (Mi)i∈I be a family of
closed smooth submanifolds of M indexed over I. Assume that, for every
x ∈M , there is a smooth manifold Nx, a family (Nx,i)i∈I of closed smooth
submanifolds of Nx which intersects cleanly, an open neighborhood Ux of x
inM , an open subset Vx ofN , and a smooth diffeomorphism ϕx : Ux
∼=
−→ Vx
such that Ux∩ (
⋃
i∈IrIx
Mi) = ∅ and ∀i ∈ Ix, ϕx(Ux∩Mi) = Vx∩Ni,x. Then
(Mi)i∈I intersects cleanly.
• Let M and N be two smooth manifolds, I a finite set, and (Mi)i∈I (resp.
(Ni)i∈I) a family of closed smooth submanifolds of M (resp. of N) indexed
over I which intersects cleanly. Then (Mi × Ni)i∈I intersects cleanly in
M ×N .
Example 1: Let E be an affine variety, and (Ei)i∈I be a finite family of affine
subvarieties of E. Then (Ei)i∈I intersects cleanly.
Example 2: Let G be a Lie group and (Hi)i∈I be a finite family of closed
subgroups of G. Then (Hi)i∈I intersects cleanly.
Proof. Let x ∈ G, Ix := {i ∈ I : x ∈ Hi}, and let V be an open neighbor-
hood of x in G r
⋃
i∈IrIx
Hi. We set ϕx :
{
G −→ G
g 7−→ g.x−1
and choose an open
neigborhood V1 of 0 in LG and an open neighborhood V2 of 1G in G such that
exp|V1 : V1
∼=
−→ V2 is a diffeomorphism. We set V ′ := (ϕx)−1(V2) ∩ V and
ϕ :
{
V ′
∼=
−→ V1
z 7−→ (exp|V2)
−1(ϕx(z)).
Then, for every J ⊂ Ix, one has
ϕ
(
V ′ ∩
(
∩
j∈J
Hj
))
= V1 ∩
(
∩
j∈J
LHj
)
.
Then Example 1 and the previous remarks show that (Hi)i∈I intersects cleanly.
We may now state our conjecture:
Conjecture 5.8 (Triangulation conjecture for clean intersections). Let M be
a smooth compact manifold and (Mi)i∈I be a finite family of closed subspaces
of M which intersects cleanly. Then the pair
(
M,
⋃
i∈I
Mi
)
is a finite relative
CW-complex.
Let us now draw some important consequences of this conjecture.
Let m and n be two positive integers. Let (E0, . . . , Em) be an (m + 1)-tuple
of finite dimensional inner product spaces (with ground field F ). For every k ∈
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[m−1], we consider an isometry ϕk : Ek
∼=
−→ Ek+1 For every k ∈ [m], we consider
a linear subspace Fk of Ek, and a decomposition Ek =
⊥⊕
1≤i≤n
E
(i)
k such that:
• for all k ∈ [m− 1], ϕk(Fk) = Fk+1.
• for all k ∈ [m− 1], ∀i ∈ {1, . . . , n}, ϕk(E
(i)
k ) = E
(i)
k+1.
• for all k ∈ [m], Fk =
⊥⊕
1≤i≤n
F
(i)
k , where F
(i)
k := Fk ∩ E
(i)
k for all i ∈
{1, . . . , n}.
For every k ∈ [m], every subspace V of Ek, and every subset A of {1, . . . , n}, we
define
V [A] := V ∩
(
⊕
i∈A
E
(i)
k
)
.
Set then
M :=
((
Ek, Fk, (E
(i)
k )1≤i≤n
)
0≤k≤m
, (ϕk)0≤k≤m−1
)
.
We define VN (M) as the product space
m∏
k=0
Vn(Ek) with the diagonal right-
action of Un(F ). For every (p, q) ∈ (N∗)2 such that p+ q = n, we define
V (p,q)n (M) :=
 m∏
k=0
Vp
 ⊥⊕
1≤i≤p
E
(i)
k
× Vq
 ⊥⊕
p+1≤j≤n
E
(j)
k
 .Un(F ) ⊂ Vn(M),
and we set
V prodn (M) :=
⋃
p≥1,q≥1,p+q=n
V (p,q)n (M) ⊂ Vn(M).
For every k ∈ [M − 1], set
V kn (M) :=
{
(Bi)0≤i≤m ∈ Vn(M) : ϕk(Bk) = Bk+1
}
,
V degn (M) :=
⋃
0≤k≤m−1
V kn (M) and V
′
n(M) :=
m∏
k=0
Vn(Fk).
We now define Gn(M) as the quotient space Vn(M)/Un(F ). Since Vn(M) is a
smooth compact manifold with a smooth free action of Un(F ), we deduce that
there is a unique structure of smooth manifold on Gn(M) such that the canonical
projection Vn(M) −→ Gn(M) is a smooth principal Un(F )-bundle. For every
(p, q) ∈ (N∗)2 such that p + q = n (resp. for every k ∈ [m − 1]), we define
G
(p,q)
N (M) as the direct image of V
(p,q)
N (M) (resp. of V
k
N (M)) by the canonical
projection Vn(M) → Gn(M). Finally, we define G′n(M) as the direct image of
V ′n(M) by the canonical projection. Obviously, all those subspaces of Gn(M)
are compact, and therefore closed.
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Remark : An element x of Gn(M) may be identified with a diagram x0
f0
→
x1
f1
→ . . .
fm−1
→ xm, where, for every k ∈ [m], xk is an n-dimensional subspace of
Ek, and, for every k ∈ [m− 1], fk is a linear isometry from xk to xk+1.
Let (p, q) ∈ (N∗)2 such that p + q = n. Then x ∈ G
(p,q)
n (M) if and only if,
for every k ∈ [m], xk = x
[{1,...,p}]
k ⊕ x
[{p+1,...,n}]
k , and, for every k ∈ [m − 1],
fk
(
x
[{1,...,p}]
k
)
= x
[{1,...,p}]
k+1 and fk
(
x
[{p+1,...,n}]
k
)
= x
[{p+1,...,n}]
k+1 .
Let k ∈ [m− 1]. Then x ∈ Gkn(M) if and only if fk = ϕk
∣∣xk+1
xk.
Finally, x ∈ G′n(M) if and only if xk ⊂ Fk for every k ∈ [m].
We are now ready to state the two consequences of conjecture 5.8 that will be
used in the proof of Proposition 5.6.
Corollary 5.9. The family
(
(G
(p,q)
n (M))p+q=n, (Gkn(M))0≤k≤m, G
′
n(M)
)
in-
tersects cleanly in Gn(M).
Proof. Obviously, the subspaces considered here are all closed in Gn(M) since
they are compact.
Let x = x0
f0
→ x1
f1
→ . . .
fm−1
→ xm in Gn(M), and set:
Ix := {(p, q) ∈ (N
∗)2 : x ∈ G(p,q)n (M)} ∪ {k ∈ [m− 1] : x ∈ G
k
n(M)}
and
Jx := {(p, q) ∈ (N
∗)2 : x 6∈ G(p,q)n (M)} ∪ {k ∈ [m− 1] : x 6∈ G
k
n(M)}.
Denote by Ux the subset of Gn(M) consisting of those elements x′ = x′0
f ′0→ x′1
f ′1→
. . .
f ′m−1
→ x′m such that x
′
k ∩ x
⊥
k = {0} for all k ∈ [m]. If x
′ is such an element, we
set ψxk,x′k := πx′k ◦ (π
x′k
xk ◦π
xk
x′k
)−
1
2 for every k ∈ [m] (this is a well-defined isometry
from xk to x
′
k). Obviously, Ux is an open neighborhood of x in GN (M).
We finally set
M :=
m∏
k=0
L(xk, x
⊥
k ) , N :=
m−1∏
k=0
U(xk)
and
ϕx :
Ux −→M ×Nx′0 f ′0→ x′1 f ′1→ . . . f ′m−1→ x′m 7−→ ((πx⊥k ◦ (πx′kxk )−1)k∈[m] ,(f−1k ◦ (ψxk+1,x′k+1)−1 ◦ f ′k ◦ ψxk,x′k)k∈[m−1]
)
.
For every (p, q) ∈ Ix, we set
M(p,q) :=
m∏
k=0
(
L
(
x
[{1,...,p}]
k , (x
⊥
k )
[{1,...,p}]
)
⊕ L
(
x
[{p+1,...,n}]
k , (x
⊥
k )
[{p+1,...,n}]
))
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and
N(p,q) :=
m−1∏
k=0
(
U(x
[{1,...,p}]
k )× U(x
[{p+1,...,n}]
k )
)
.
For every k ∈ Ix, we set
Mk :=
{
(αi)0≤i≤m ∈M : αk = αk+1
}
,
and
Nk :=
{
(βi)0≤i≤m−1 ∈ N : βk = idxk
}
.
Finally, we setM ′ :=
m∏
k=0
L(xk, x
⊥
k ∩Fk). By Example 1, ((Mi)i∈Ix ,M
′) intersects
cleanly in M . By Example 2, ((Ni)i∈Ix , N) intersects cleanly in N . Therefore
((Mi×Ni)i∈Ix ,M
′×N) is a family of subsets ofM ×N which intersects cleanly.
It is then a straightforward task to check that ϕx(Ux ∩ Gin(M)) = Mi × Ni for
every i ∈ Ix, and ϕx(Ux ∩G′n(M)) =M
′ ×N if x ∈ G′n(M).
Set finally
Vx :=

GN (M)r
⋃
j∈Jx
GjN (M) if x ∈ G
′
N (M)
GN (M)r
(
G′N (M) ∪
⋃
j∈Jx
GjN (M)
)
otherwise.
By restricting ϕx to the open neighborhood Ux ∩ Vx of x in Gn(M), we deduce
from a previous remark that the family
(
(G
(p,q)
n (M))p+q=n, (Gkn(M))0≤k≤m, G
′
n(M)
)
of subsets of Gn(M) intersects cleanly.
Corollary 5.10. (Vn(M), V prodn (M)∪V
deg
n (M)∪V
′
n(M)) and (Vn(M), V
prod
n (M)∪
V ′n(M)) are finite relative Un(F )-CW-complexes.
Proof. By Corollary 5.9, each pair
(
Gn(M), G
prod
n (M)∪G
deg
n (M)∪G
′
n(M)
)
and(
Gn(M), Gprodn (M)∪G
′
n(M)
)
is a finite relative CW-complex. Since the respec-
tive inverse images of Gprodn (M)∪G
deg
n (M)∪G
′
n(M) and G
prod
n (M)∪G
′
n(M) by
the canonical projection Vn(M) → Gn(M) are V prodn (M) ∪ V
deg
n (M) ∪ V
′
n(M)
and V prodn (M)∪V
′
n(M), and since the projection is a Un(F )-principal bundle with
a compact total space, there exists some barycentric subdivision of each relative
CW-complex structure that lifts, and we can thus define a structure of finite rel-
ative Un(F )-CW-complex for each pair
(
Vn(M), V prodn (M)∪V
deg
n (M)∪V
′
n(M)
)
and
(
Vn(M), V prodn (M) ∪ V
′
n(M)
)
.
We finish with another technical result. Let (p, q, r) ∈ (N∗)3 such that p +
q + r = n. We define
V
(p,q,r)
N (M) :=
 M∏
k=0
Vp
 ⊥⊕
1≤i≤p
E
(i)
k
× Vq
 ⊥⊕
p+1≤i≤p+q
E
(i)
k
× Vr
 ⊥⊕
p+q+1≤i≤n
E
(i)
k
 .Un(F ).
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Proposition 5.11. Let (p, q) ∈ (N∗)2 and (p′, q′) ∈ (N∗)2 such that n = p+ q =
p′ + q′ and p < p′. Then: V
(p,q)
n (M) ∩ V
(p′,q′)
n (M) = V
(p,p′−p,q′)
n (M).
Proof. We let G
(p,p′−p,q′)
n (M) denote the image of V
(p,p′−p,q′)
n (M) by the canon-
ical projection π : Vn(M) → Gn(M). It suffices to check that G
(p,q)
n (M) ∩
G
(p′,q′)
n (M) = G
(p,p′−p,q′)
n (M).
Let x = x0
f0
→ x1
f1
→ . . .
fm−1
→ xm be an element of Gn(M). Then x ∈
G
(p,p′−p,q′)
n if and only if, xk = x
[{1,...,p}]
k ⊕ x
[{p+1,...,p′}]
k ⊕ x
[{p′+1,...,n}]
k for every
k ∈ [m], and, for every k ∈ [m− 1], one has
fk
(
x
[{1,...,p}]
k
)
= x
[{1,...,p}]
k+1 , fk
(
x
[{p+1,...,p′}]
k
)
= x
[{p+1,...,p′}]
k+1 and fk
(
x
[{p′+1,...,n}]
k
)
= x
[{p′+1,...,n}]
k+1 .
We are thus reduced to the following easy lemma.
Lemma 5.12. Let E be a vector space, and E = E1⊕E2⊕E3 be a decomposition
of E. Let F be a linear subspace of E such that F = (F ∩E1)⊕ (F ∩ (E2 ⊕E3))
and F = (F ∩ (E1⊕E2))⊕ (F ∩E3). Then F = (F ∩E1)⊕ (F ∩E2)⊕ (F ∩E3).
Proof. We denote by π1 (resp. π2, resp. π3) the projection on E1 alongsideE2⊕E3
(resp. on E2 alongside E1 ⊕ E3, resp. on E3 alongside E1 ⊕ E2).
Then π1 + π2 is the projection on E1 ⊕ E2 alongside E3, and π2 + π3 is the
projection on E2 ⊕ E3 alongside E1. The assumptions on F show that, for any
x ∈ F , all the vectors π1(x), (π2 + π3)(x), π3(x) and (π1 + π2)(x) belong to
F . It follows that ∀x ∈ F, (π1(x), π2(x), π3(x)) ∈ F 3, which yields the claimed
result.
5.7.2 Starting the induction
We let p ∈ N, and ψ∂ = (ψ∂n)n∈N be a family which satisfies the conditions of
conjecture 5.6.
We are going to construct a family (ψn)n∈N by a double induction process
on both m and n. Since V0(H) = ∗, we define ψ0,m for every m ∈ N as the
trivial map . This yields a morphism ψ0 of simplicial U0(F )-spaces which clearly
satisfies conditions (i) to (vi), and of course ψ∂0 is a restriction of ψ0.
For every non negative integer n ∈ N, we define ψn,0 by condition (i), then
conditions (iii), (iv), (v) and (vi) are easily seen to be true, and, since ψ∂n,0 also
satisfies condition (i), ψ∂n,0 is a restriction of ψn,0.
5.7.3 The induction hypothesis
We now fix a pair (N,M) ∈ (N∗)2, we define I(N,M) :=
(
[N − 1]×N
)
∪
(
{N}×
[M − 1]
)
, and we assume that we have a family (ψn,m)(n,m)∈I(N,M) such that:
• ψn,m : Vn(m) × ∆m × ∆p −→ Vn(H) is a Un(F )-map for every (n,m) ∈
I(N,M);
• ψn is a morphism of simplicial sets for every n < N ;
• For every (m,m′) ∈ [M − 1]2 and every morphism τ : [m′]→ [m] in ∆, the
square
Vn(m)
ψn,m
−−−−→ Hom(∆m ×∆p, Vn(H))yτ∗ yτ∗
Vn(m
′)
ψn,m′
−−−−→ Hom(∆m
′
×∆p, Vn(H))
is commutative;
• The restriction of ψn,m to Vn(m) ×∆m × ∂∆p is ψ∂n,m for every (n,m) ∈
I(N,M);
• Condition (i) is satisfied;
• Condition (ii) is satisfied for every 4-tuple (n, n′,m, f) such that (n,m) ∈
I(N,M) and (n′,m) ∈ I(N,M);
• Condition (iii) is satisfied for every 4-tuple (n, n′,m, f) such that (n,m) ∈
I(N,M), (n′,m) ∈ I(N,M) and n+ n′ ≤ N ;
• Conditions (iv), (v) and (vi) are satisfied for every triple (n,m, f) such that
(n,m) ∈ I(N,M).
5.7.4 The requirements
We need to build a UN(F )-map ψN,M : VN (M)×∆M ×∆p −→ VN (H) such that
• The restriction of ψN,M to VN (M)×∆M × ∂∆p is ψ∂N,M ;
• For every i ∈ [M − 1], the square
VN (M − 1)
ψN,M−1
−−−−−→ Hom(∆M−1 ×∆p, VN (H))ysMi ysMi
VN (M)
ψN,M
−−−−→ Hom(∆M ×∆p, VN (H))
is commutative;
• For every i ∈ [M ], the square
VN (M)
ψN,M
−−−−→ Hom(∆M ×∆p, VN (H))ydM−1i ydM−1i
VN (M − 1)
ψN,M−1
−−−−−→ Hom(∆M−1 ×∆p, VN (H))
is commutative.
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• Condition (iii) is satisfied for every 4-tuple (n, n′,m, f) such that m = M ,
n ≤ N , n′ ≤ N and n+ n′ = N .
• Conditions (iv), (v) and (vi) are satisfied by the family (ψn,m)(n,m)∈I(N,M+1)
for every triple (n,m, f) with (n,m) = (N,M).
5.7.5 The basic strategy to construct ψN,M
We fix a map f : [M ]→ N, and we build ψN,M on VN (f)×∆M ×∆p. We have
to distinguish between three cases, whether f is degenerate but non-constant, f
is constant, or f is non-degenerate.
In the first case, the definition is completely forced by condition (v), and
all that needs to be done is check that the requirements are satisfied by this
definition. In the other two cases, the requirements force the definition on subsets
of VN (f) × ∆M × ∆p. What we first do is check that those definitions are
compatible. We then find that they help define ψN,M on a subset of VN (f) ×
∆M × ∆p. In order to complete the definition, we use an extension argument
which relies on practical consequences of our conjecture on triangulations.
5.7.6 The case f is degenerate and non-constant
We assume here that f is degenerate and non-constant. We denote by g : [k]→ N
its root and by σ : [M ] ։ [k] its reduction, and for all i ∈ [k], we set ni :=
#σ−1{i}. Notice, since 0 < k < n, that the definition of ψN,M on VN (f)×∆M ×
∆p is forced by condition (v) for (N,M, f).
Since k > 0, we have ni − 1 < M for all i ∈ [k]. Since (σ♮i)∗(f) is constant
and its value is g(i) for every i ∈ [k], we deduce from condition (iv) applied to
(N,ni, (σ♮i)∗(f)) that the first requirement in condition (v) holds for (N,M, f).
It follows that we may define a map
VN (f)×(Gσ(δ)×∆
k′ )×∆p
(σ♮δ)∗×id
−−−−−−→
 k′∏
i=0
(VN (Hg(δ(i))))
nδ(i) ×∆nδ(i)−1 ×∆p
×∆k′×∆p
k′∏
i=0
ψN,nδ(i)−1
−−−−−−→ VN (δ∗(g))×∆
k′ ×∆p
ψN,k′
−→ VN (H)
for every δ : [k′] →֒ [k]. By the induction hypothesis applied to ψN,k′ and ψN,ni−1
for every i ∈ [k′], this map is a UN (F )-map.
Let ϕ = [k′]  p
δ
  A
AA
AA
AA
  δ′′ // [k′′]
N n
δ′~~||
||
||
||
[k]
be a morphism in ∆∗ ↓ [k]. Let then B ∈
VN (f), and for every i ∈ [k], set Bi := (σ♮i)∗(B). Let also (t0, . . . , tk′ ) ∈ ∆k
′
,
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t = (t0, . . . , tk′′ ) ∈ Gσ(δ′) and x ∈ ∆p. Then (δ′′)∗(t) = (tδ′′(i))0≤i≤k′ .
By the induction hypothesis, the square
VN (k
′′)
ψN,k′′
−−−−→ Hom(∆k
′′
×∆p, VN (H))yδ′′∗ yδ′′∗
VN (k
′)
ψN,k′
−−−−→ Hom(∆k
′
×∆p, VN (H))
is commutative, and we deduce that
ψN,k′
((
ψN,nδ(i)−1
(
Bδ(i), tδ′′(i), x
))
0≤i≤k′
, t, x
)
= ψN,k′
(
(δ′′)∗
(
(ψN,nδ′(i)−1
(
Bδ′(i), ti, x)
)
0≤i≤k′′
, t, x
))
= ψN,k′′
((
ψN,nδ′(i)−1(Bδ′(i), ti, x)
)
0≤i≤k′′
, (δ′′)∗(t), x
)
.
Hence the previous maps are compatible, and it follows from Proposition 5.4
that they yield an equivariant map ψN,M : VN (f)×∆
M ×∆p −→ VN (H). Since
VN (f) is filtered by an increasing sequence of compact spaces, we also deduce
from Proposition 5.4 that ψN,M is actually a continuous map.
Since condition (v) is now checked for (n,M, f) for any n ≤ N , it follows
from the induction hypothesis2 that condition (ii) holds for (n, n′,M, f), for
every (n, n′) such that n+ n′ = N .
Since condition (v) is satisfied by both ψN,M and ψ
∂
N,M , it follows from the
induction hypothesis3 that the restriction of ψN,M to VN (f)×∆M×∂∆p is ψ∂N,M .
Let u ∈ S(k), B ∈ VN (f), t ∈ (σ∗)−1(∆u) and x ∈ ∆p. Let t = (ti)0≤i≤n ∈
k∏
i=0
∆ni−1 such that t = λσ(t, σ
∗(t)). By the induction hypothesis, condition (iv)
holds for the triple (N, k, g); we deduce that
ψN,k
(
(ψN,ni−1 (Bi, ti, x))0≤i≤k , σ
∗(t), x
)
∈ VN (Hn,u,g)
and we conclude that ψN,M (B, t, x) ∈ VN (Hn,u,g). This proves that condition
(iv) holds for the triple (N,M, f).
We finish by checking the compatibility with face and degeneracy maps. Let
τ : [m] → [M ] be any morphism in ∆, with m < M . Let τ = δ′ ◦ σ′ be the de-
composition of σ◦τ into the composite of an epimorphism and a monomorphism.
[k′] 
 δ′ // [k] 
 g // N.
[m]
σ′
OOOO
τ // [M ]
σ
OOOO
f
>>}}}}}}}}
2 and, more specifically, from the part concerning condition (iii), applied to (n, n′, k, g), and
(n, n′, ni − 1, (σ♮i)∗(f)), for every i ∈ [k] and every (n, n′) such that n+ n′ = N .
3and, more specifically, the part concerning the compatibility of ψ with ψ∂ for (N, k), and
(N, ni − 1) for every i ∈ [k].
62
Then g ◦ δ′ is the root of f ◦ τ , and σ′ is its reduction. We set n′i := #(σ
′)−1{i}
for every i ∈ [k′]. Let (τi)0≤i≤k′ denote the decomposition of τ over σ. Let
B ∈ VN (f). For every i ∈ [k], set Bi := (σ♮i)∗(B), and for every i ∈ [k′],
set B′i := (σ
′♮i)∗(τ∗(B)) = (τi)∗((δ
′♮σ)∗(B)). Let also (t0, . . . , tm) ∈ ∆
m, t =
(t0, . . . , tk′) ∈ Gσ′ (id[k′]) and x ∈ ∆
p.
By the induction hypothesis, the square
VN (nδ′(i) − 1)
ψN,nδ(i)−1
−−−−−−−→ Hom(∆nδ′(i)−1 ×∆p, VN (H))y(τi)∗ y(τi)∗
VN (n
′
i − 1)
ψN,n′
i
−1
−−−−−→ Hom(∆n
′
i−1 ×∆p, VN (H))
is commutative for every i ∈ [k′].
It follows that
ψN,k′
((
ψN,n′i−1 (B
′
i, ti, x)
)
0≤i≤k′
, t, x
)
= ψN,k′
((
ψN,nδ′(i)−1 (((δ
′♮σ)♮i)∗(B), τ
∗
i (ti), x)
)
0≤i≤k′
, t, x
)
,
and we deduce from Proposition 5.5 and condition (v) that ψN,m(τ∗(B), t
′, x) =
ψN,M (B, τ
∗(t′), x), where t′ = λσ′(t, t) ∈ ∆m. This proves that the square
VN (f)
ψN,M
−−−−→ Hom(∆M ×∆p, VN (H))yτ∗ yτ∗
VN (τ∗(f))
ψN,m
−−−−→ Hom(∆m ×∆p, VN (H))
is commutative.
Finally, let τ : [M ] ։ [m] and f1 : [m] → N such that f = f1 ◦ τ . Then
σ = σ′ ◦ τ , where σ′ : [m]։ [k] is the reduction of f1 (and g is its root):
[M ]
τ // //
f !!D
DD
DD
DD
D
[m]
σ′ // //
f1

[k]
g
}}||
||
||
||
N.
For every i ∈ [k], set n′i := #(σ
′)−1{i}. Let (τi)0≤i≤k denote the decomposition
of τ over σ′. Let B ∈ VN (f1). For every i ∈ [k], set Bi := (σ′♮i)∗(B) and B′i :=
(σ♮i)∗(τ∗(B)) = (τi)∗(σ∗(B)). Let also (t0, . . . , tM ) ∈ ∆M , t = (t0, . . . , tk) ∈
Gσ(id[k]) and x ∈ ∆
p.
By the induction hypothesis, the square
VN (n
′
i − 1)
ψN,n′
i
−1
−−−−−→ Hom(∆n
′
i−1 ×∆p, VN (H))y(τi)∗ y(τi)∗
VN (ni − 1)
ψN,ni−1−−−−−→ Hom(∆ni−1 ×∆p, VN (H))
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is commutative for every i ∈ [k]. It follows that
ψN,k
(
(ψN,ni−1 (B
′
i, ti, x))0≤i≤k , t, x
)
= ψN,k
((
ψN,n′i−1 (Bi, τ
∗
i (ti), x)
)
0≤i≤k
, t, x
)
,
and we deduce from Proposition 5.5 and condition (v) that ψN,M (τ∗(B), t
′, x) =
ψN,m(B, τ
∗(t′), x), where t′ = λσ(t, t) ∈ ∆M . This proves that the square
VN (f1)
ψN,m
−−−−→ Hom(∆m ×∆p, VN (H))yτ∗ yτ∗
VN (f)
ψN,M
−−−−→ Hom(∆M ×∆p, VN (H))
is commutative.
5.7.7 The case f is constant
We now assume f is constant and we set n0 := f(0). The root of f is the map
[0]→ N whose image is {n0}, and its reduction is the canonical map [M ] ։ [0].
For conditions (iv) and (v) to be satisfied, it suffices to build ψN,M : VN (f) ×
∆M ×∆p −→ VN,n0 . Notice that condition (vi) is irrelevant here.
Let i ∈ [M ]. We define ψN,M on VN (f)× (δMi )
∗(∆M−1)×∆p by
∀(B, t, x) ∈ VN (f)×∆
M−1×∆p, ψN,M (B, (δ
M−1
i )
∗(t), x) := ψN,M−1(d
M−1
i (B), t, x).
By compatibility with the face maps at lower levels and condition (iv) at lower
levels, these definitions are compatible, and they yield a UN (F )-map
ψN,M : VN (f)× ∂∆
M ×∆p −→ VN,n0 .
Let i ∈ [M − 1]. We define ψN,M on sMi ((VN,n0)
[M−1])×∆M ×∆p by
∀(B, t, x) ∈ sMi ((VN,n0)
[M−1])×∆M×∆p, ψN,M(B, t, x) := ψN,M−1(d
M−1
i (B), (σ
M
i )
∗(t), x).
By the induction hypothesis, this is a UN (F )-map. Those maps are compatible.
Let (i, j) ∈ [M−1]2 be such that i < j, and let (B, t, x) ∈
(
sM−1i ((VN,n0)
[M−1]) ∩ sM−1j ((VN,n0)
[M−1])
)
×
∆M ×∆p.
Let B′ ∈ (VN,n0)
[M−2] be such that B = sM−1i (s
M−2
j−1 (B
′)) = sM−1j (s
M−2
i (B
′)).
Then, by the induction hypothesis,
ψN,M−1(d
M
i (B), (σ
M−1
i )
∗(t), x) = ψN,M−1(s
M−2
j−1 (B
′), (σM−1i )
∗(t), x)
= ψN,M−1(B
′, (σM−2j−1 ◦ σ
M−1
i )
∗(t), x)
= ψN,M−1(B
′, (σM−2i ◦ σ
M−1
j )
∗(t), x)
= ψN,M−1(s
M−2
i (B
′), (σM−1j )
∗(t), x)
= ψN,M−1(d
M
j (B), (σ
M−1
j )
∗(t), x).
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We deduce that the preceding maps yield an equivariant map
ψN,M : V
deg
N (f)×∆
M ×∆p −→ VN,n0 ,
where V degN (f) :=
∏
i∈[M−1]
sMi ((VN,n0)
[M−1]) (the continuity of this map will be
checked later on).
We now check that this map is compatible with the preceding one.
Let (i, j) ∈ [M − 1]× [M ], and (B, t, x) ∈ sMi ((VN,n0)
[M−1])× (δM−1j )
∗(∆M−1)×
∆p, t′ ∈ ∆M−1 such that t = (δM−1j )
∗(t′), and B′ ∈ (VN,n0)
[M−1] such that
B = sMi (B
′). Then dM−1i (B) = B
′, and we deduce from the induction hypothesis
that
ψN,M−1(d
M−1
i (B), (σ
M
i )
∗(t), x) = ψN,M−1(B
′, (σMi ◦ δ
M−1
j )
∗(t′), x)
= ψN,M−1((d
M−1
j ◦ s
M
i )(B
′), t′, x)
= ψN,M−1(d
M−1
j (B), t
′, x).
This proves that the two previous definitions are compatible.
Now, let p ∈ {1, . . . , N − 1} and set q := N − p. Should we identify
Vp(f)×Vq(f +p) with a subspace of VN (f), we may use the induction hypothesis
concerning condition (ii) to define ψN,M on Vp(f)× Vq(f + p)× (∆M ×∆p) by:
∀(B,B′, t) ∈ Vp(f)×Vq(f+p)×(∆
M×∆p), ψN,M (B,B
′, t) :=
(
ψp,M (B, t), ψq,M (B
′, t)
)
.
Since ψp (resp. ψq) is a morphism of simplicial Up(F )-spaces (resp. of simplicial
Uq(F )-spaces), we deduce that we have just defined a (Up(F )×Uq(F ))-map. By
the induction hypothesis, it is compatible with the preceding ones. Set
V
(p,q)
N (f) := (Vp(f)× Vq(f + p)).UN (F ) ⊂ VN (f).
The canonical UN (F )-map
(Vp(f)× Vq(f + p))× UN (F ) −→ V
(p,q)
N (f)
is an identification map (indeed, for every l ∈ N∗, (V
(l)
p (f) × V
(l)
q (f + p)) ×
UN (F ) −→ V
(p,q)
N (f)∩V
(l)
N (f) is a continuous surjection between compact spaces).
We deduce that the canonical map
(Vp(f)× Vq(f + p))×Up(F )×Uq(F ) UN (F ) −→ V
(p,q)
N (f)
is an equivariant homeomorphism. It follows that the following definition extends
ψN,M as a UN (F )-map on V
(p,q)
N (f)×∆
M ×∆p:
∀(B,B′, t,M) ∈ Vp(f)×Vq(f+p)×(∆
M×∆p)×UN(F ), ψN,M ((B,B
′).M, t) = ψN,M((B,B
′), t).M.
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Let p′ ∈ {1, . . . , N − 1} such that p < p′, and set q′ := N − q. We have
to check that the respective definitions of ψN,M on V
(p,q)
N (f) × ∆
M × ∆p and
V
(p′,q′)
N (f)×∆
M ×∆p are compatible.
Let (B, t, x) ∈ (V
(p,q)
N (f) ∩ V
(p′,q′)
N (f))×∆
M ×∆p. Proposition 5.11 then yields
a triple (B1,B2,B3) ∈ Vp(f)× Vp′−p(f + p)× Vq′(f + p′) and M ∈ UN (F ) such
that B = (B1,B2,B3).M.
We deduce from the induction hypothesis that
(ψp(B1, t, x), ψq((B2,B3), t, x)) = (ψp(B1, t, x), ψp′−p(B2, t, x), ψq′(B3, t, x))
(ψp(B1, t, x), ψq((B2,B3), t, x)) = (ψp′((B1,B2), t, x), ψq′ (B3, t, x))
This proves that the previous maps are all compatible, and that they therefore
yield a UN(F )-map:
ψN,M : V
prod
N (f)×∆
M ×∆p −→ VN,n0 ,
where V prodN (f) :=
⋃
p∈{1,...,N−1}
V
(p,N−p)
N (f). This map is compatible with the
preceding ones.
Finally, we may define ψN,M on VN (f) × ∆
M × ∂∆p as ψ∂N,M . Since ψ
∂
satisfies conditions (i) to (iv) and is a family of morphisms of simplicial spaces,
we deduce from the induction hypothesis that this definition is compatible with
the preceding ones.
We have just constructed an equivariant map
ψN,M :
(
VN (f)× ∂(∆
M ×∆p)
)
∪
(
(V prodN (f) ∪ V
deg
N (f))×∆
M ×∆p
)
−→ VN,n0 .
For every l ∈ N∗, its restriction to the intersection of V
(l)
N (f)×∆
M ×∆p and its
domain is obtained by gluing together a finite family of continuous maps, where
each map is defined on a compact subspace of V
(l)
N (f)×∆
M×∆p, and is therefore
continuous. Since VN (f) = colim
−→
l∈N∗
V
(l)
N , we deduce that ψN,M is continuous.
By construction, it suffices to extend ψN,M to a UN(F )-map from VN (f) ×
∆M ×∆p to VN,n0 , and such an extension will fulfill all the expected conditions:
indeed, the compatibility with face maps follows from the definition of ψN,M on
VN (f) × ∂∆M × ∆p; the compatibility with degeneracy maps follows from the
definition of ψN,M on V
deg
N (f)×∆
M ×∆p; it follows from the definition of ψN,M
on V prodN (f)×∆
M ×∆p that condition (iii) holds; finally, the compatibility with
ψ∂ comes from the definition of ψN,M on VN (f)×∆M × ∂∆p.
The extension is based upon the following result:
Proposition 5.13. The pair(
VN (f)×∆
M ×∆p,
(
VN (f)× ∂(∆
M ×∆p)
)
∪
(
(V prodN (f) ∪ V
deg
N (f))× (∆
M ×∆p)
))
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is filtered by a sequence of relative UN(F )-CW-complexes.
Proof. To start with, (∆M ×∆p, ∂(∆M ×∆p)) is a relative CW-complex. Also,
for every l ∈ N∗, we set V
prod(l)
N (f) := V
prod
N (f)∩V
(l)
N (f), V
deg(l)
N (f) := V
deg
N (f)∩
V
(l)
N (f) and
Ml :=
((
N−1
⊕
i=0
H
(l+1)
n0+i
,
N−1
⊕
i=0
H
(l)
n0+i
, (H
(l)
n0+i−1
)1≤i≤N
)
0≤k≤M
, (id)0≤k≤M−1
)
.
We then deduce from corollary 5.10 - applied to Ml - that the pair
(V
(l+1)
N (f), V
(l)
N (f)∪V
prod(l+1)
N (f)∪V
deg(l+1)
N (f)) is a relative UN (F )-CW-complex
for every positive integer l. Since V
(1)
N (f) = V
prod(1)
N (f), we deduce that the pair
(VN (f), V
prod
N (f) ∪ V
deg
N (f)) is filtered by a sequence of UN(F )-CW-complexes,
which proves the claimed result.
Finally, VN,n0 is contractible, and UN (F ) acts freely on VN (f) ×∆
M ×∆p;
we may thus extend ψN,M to obtain a UN(F )-map ψN,M : VN (f)×∆M ×∆p −→
VN,n0 . We choose such an extension, and this finishes the construction in the
case f is constant.
5.7.8 The case f is non-degenerate
We finally assume that f : [M ]→ N is non-degenerate.
Let i ∈ [M ]. We define ψN,M on VN (f)× (δ
M−1
i )
∗(∆M−1)×∆p by:
∀(B, t, x) ∈ VN (f)×∆
M−1×∆p, ψN,M (B, (δ
M−1
i )
∗(t), x) := ψN,M−1(d
M−1
i (B), t, x).
By compatibility with the face maps at lower levels and since condition (iv) is
satisfied at lower levels, those definitions are compatible and, since condition (iv)
is satisfied at the lower levels, yield a UN(F )-map:
ψN,M : VN (f)× ∂∆
M ×∆p −→ VN (H).
Let u = δ1 < · · · < δk−1 < [M ] be a non-trivial sequence in S(M), where
δk−1 : [m] →֒ [M ]. Let B ∈ VN (f), x ∈ ∆u, z ∈ ∆p, and (y, t) ∈ ∆m × [0, 1]
such that x = rM (δ
∗
k−1(y), t). Then y ∈ ∆u′ and we deduce from the induction
hypothesis that ψN,m((δk−1)∗(B), y, z) ∈ VN (HN,u′,(δk−1)∗(f)). We deduce from
the previous definition and the compatibility with face maps at lower levels that
B′ := ψN,M (B, (δk−1)
∗(y), z) = ψN,m((δk−1)∗(B), y, z) ∈ VN (HN,u′,(δk−1)∗(f)).
It follows that we may define
ψN,M(B, x, z) := cos
(
πt
2
)
B′ + sin
(
πt
2
)
.ϕN,u,f (B
′) ∈ VN (HN,u,f ),
and this yields a UN (F )-map VN (f) ×∆u ×∆p −→ VN (HN,u,f) which is com-
patible with the previous one.
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Let v = δ′1 < · · · < δk′−1 < [M ] ∈ S(M) be another non-trivial class. We
need to check that the respective definitions of ψN,M on VN (f) ×∆u ×∆p and
VN (f) ×∆v ×∆p agree. By Proposition 5.2, it suffices to do this when u ⊂ v.
Let B ∈ VN (f), x ∈ ∆u, and (y, t) ∈ ∂∆
M × ∆p such that x = rM (y, t), and
B′ := ψN,M (B, y, z). Then y ∈ ∆u, and we deduce from the preceding remarks
that B′ ∈ VN (HN,u′,(δk′−1)∗(f)). From the remarks at the end of Section 5.5, we
derive that ϕN,u,f (B
′) = ϕN,v,f (B
′), and it follows that
cos
(
πt
2
)
B′ + sin
(
πt
2
)
.ϕN,u,f(B
′) = cos
(
πt
2
)
B′ + sin
(
πt
2
)
.ϕN,v,f(B
′).
We deduce that all the definitions are compatible so far, and it follows from
Proposition 5.1 that they yield a UN (F )-map:
ψN,M : VN (f)×
(
∪
0≤i≤M
∆Mi
)
×∆p −→ VN (H).
By construction, this map is compatible with face maps (and therefore condition
(v) holds), and condition (vi) also holds. Moreover, condition (iv) holds for every
non-trivial sequence u ∈ S(M). The compatibility with degeneracy maps is not
relevant here.
Let now p ∈ {1, . . . , N−1} and q := N−p. Identifying Vp(f)×Vq(f+p) with
a subspace of VN (f), we may use the induction hypothesis concerning condition
(ii) to define ψN,M on (Vp(f)× Vq(f + p))× (∆M ×∆p) by:
∀(B,B′, t) ∈ Vp(f)×Vq(f+p)×(∆
M×∆p), ψN,M (B,B
′, t) = (ψp,M (B, t), ψq,M (B
′, t)).
Since ψp (resp. ψq) is a morphism of simplicial Up(F )-spaces (resp. of simplicial
Uq(F )-spaces), we deduce that we have just defined a (Up(F )× Uq(F ))-map.
Set
V
(p,q)
N (f) := (Vp(f)× Vq(f + p)).UN (F ) ⊂ VN (f).
The canonical UN (F )-map
(Vp(f)× Vq(f + p))× UN (F ) −→ V
(p,q)
N (f)
is an identification map (since for every positive integer l, (V
(l)
p (f) × V
(l)
q (f +
p))×UN (F ) −→ V
(p,q)
N (f) ∩ V
(l)
N (f) is a continuous surjection between compact
spaces). We deduce that the canonical map
(Vp(f)× Vq(f + p))×Up(F )×Uq(F ) UN (F ) −→ V
(p,q)
N (f)
is an equivariant homeomorphism. It follows that we can extend ψN,M as a
UN (F )-map on V
(p,q)
N (f)×∆
M ×∆p by:
∀(B,B′, t,M) ∈ Vp(f)×Vq(f+p)×(∆
M×∆p)×UN(F ), ψN,M ((B,B
′).M, t) = ψN,M((B,B
′), t).M.
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With the same line of reasoning as in the case f is constant, those definitions are
compatible and yield a UN (F )-map:
ψN,M : V
prod
N (f)×∆
M ×∆p −→ VN (H),
where
V prodN (f) :=
⋃
1≤p≤N−1
V
(p,N−p)
N (f).
We now check that this map is compatible with the previous one. The compatibil-
ity with the definition on Vn(F )×∂∆M ×∆p is a straightforward consequence of
the induction hypothesis. Let u ∈ S(M) be a non trivial class, p ∈ {1, . . . , N−1}
and q := N − p. Let B ∈ VN (f), x ∈ ∆u, z ∈ ∆p, and (y, t) ∈ ∂∆M × [0, 1] such
that x = rM (y, t).
Let (B′,B′′) ∈ Vp(f)×Vq(f+p) andM ∈ UN (F ) such that B = (B
′,B′′).M.
By the induction hypothesis,
ψp,M (B
′, x, z) = cos
(
πt
2
)
ψp,M (B
′, y, z) + sin
(
πt
2
)
ϕp,u,f (ψp,M (B
′, y, z)),
ψq,M (B
′′, x, z) = cos
(
πt
2
)
ψq,M (B
′′, y, z) + sin
(
πt
2
)
ϕq,u,f+p(ψq,M (B
′′, y, z)),
and we deduce from the last remark in Section 5.5 that
ϕN,u,f(ψp,M (B
′, y, z), ψq,M (B
′′, y, z)) = (ϕp,u,f (ψp,M (B
′, y, z)), ϕq,u,f+p(ψq,M (B
′′, y, z))) .
We then deduce from the compatibility of the definitions on VN (f)× ∂∆M ×∆p
that(
ψp,M (B
′, x, z), ψq,M (B
′′, x, z)
)
.M = cos
(π
2
t
)
ψN,M (B, y, z)+sin
(π
2
t
)
ϕN,u,f (ψN,M (B, y, z)),
where ψN,M (B, y, z) is given by the earlier definition.
Finally, we may define ψN,M on VN (f) × ∆M × ∂∆p as ψ∂N,M . Since ψ
∂
satisfies condition (i) to (vi) and is a family of morphisms of simplicial spaces,
we deduce from the induction hypothesis that this definition is compatible with
the above ones.
Proposition 5.1 then shows that we have just constructed an equivariant map
ψN,M :
VN (f)×
(∆M × ∂∆p) ∪
( ⋃
0≤i≤M
∆Mi )×∆
p
⋃(V prodN (f)×∆M ×∆p) −→ VN (H).
For every positive integer l and every non-trivial u ∈ S(M), the restriction of
ψN,M to the intersection of V
(l)
N (f) × ∆u × ∆
p and its domain is obtained by
gluing together a finite family of continuous maps, where each map is defined on
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a compact subspace of V
(l)
N (f) ×∆u ×∆
p: therefore, this restriction is continu-
ous. Since VN (f) = colim
−→
l∈N∗
V
(l)
N (f), we deduce from Proposition 5.1 that ψN,M is
continuous.
Notice that ψN,M maps
(
VN (f)×∂(C(∆M )×∆p)
)⋃(
V prodN (f)× C(∆
M )×∆p
)
into VN (HN,[M ],f ). If we can extend this map to a UN (F )-map VN (f)×C(∆
M )×
∆p −→ VN (HN,[M ],f ), condition (iv) will be checked, and we will recover a
UN (F )-map: VN (f) ×∆M ×∆p −→ VN (H) which fulfills all the requirements.
That ψN,M may be extended in this manner is a consequence of the following
result:
Proposition 5.14. The pair(
VN (f)× C(∆
M )×∆p,
(
VN (f)× ∂(C(∆
M )×∆p)
)
∪
(
V prodN (f)× C(∆
M )×∆p
))
is filtered by a sequence of relative UN(F )-CW-complexes.
Proof. First of all, (C(∆M ) × ∆p, ∂(C(∆M ) × ∆p)) is a relative CW-complex.
For every positive integer l, set V
prod(l)
N (f) := V
prod
N (f) ∩ V
(l)
N (f), and
Nl :=
((
N−1
⊕
i=0
H
(l+1)
f(k)+i,
N−1
⊕
i=0
H
(l)
f(k)+i, (H
(l)
f(k)+i−1)1≤i≤N )
)
0≤k≤M
, (fk)0≤k≤M−1
)
,
where, for every k ∈ [M−1], we have chosen a linear isometry fk from
N−1
⊕
i=0
H
(l+1)
f(k)+i
to
N−1
⊕
i=0
H
(l+1)
f(k+1)+i which maps
N−1
⊕
i=0
H
(l)
f(k)+i to
N−1
⊕
i=0
H
(l)
f(k+1)+i. We then deduce from
conjecture 5.10, applied to Nl, that the pair (V
(l+1)
N (f), V
(l)
N (f) ∪ V
prod(l+1)
N (f))
is a relative UN(F )-CW-complex for every positive integer l. Since V
(1)
N (f) =
V
prod(1)
N (f), we deduce that the pair (VN (f), V
prod
N (f)) is filtered by a sequence
of UN (F )-CW-complexes: this proves the claimed result.
Finally, VN (HN,[M ],f) is contractible, and UN(F ) acts freely on VN (f) ×
C(∆M )×∆p. It follows that we may extend ψN,M to recover a UN (F )-map
ψN,M : VN (f)× C(∆
M )×∆p −→ VN (HN,[M ],f ).
This finishes the construction in the case f is non-degenerate (up to a choice of
extension, of course), and we have thus completed our proof of Proposition 5.6.
5.8 The map sVecF,∞∗
G,L2
[1] −→ sub(L2(G,H))
For every n ∈ N, set
ϕn :
∐
k∈N
En
(
(F (∞)){k,...,k+n−1}
)
−→
∐
k∈N
Gn
(
(F (∞)){k,...,k+n−1}
)
,
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so that FibF
(∞)∗(1) =
∐
n∈N
ϕn.
For every object x in ϕn -sframe, we let kx denote the only integer such that
x ∈ Vn((F (∞)){kx,...,kx+n−1}).
Let n ∈ N∗. For every object F of Func↑L2(EG,ϕn -sframe), we define
α(F) :
{
G −→ R+∗
g 7−→ ‖F(g)‖
; β(F) :
{
G −→ Vn(H)
g 7−→ 1‖F(g)‖F(g)
and k(F) :
{
G −→ N
g 7−→ kβ(F)[g].
Clearly, those maps are continuous and yield continuous maps
α : Ob(Func↑L2(EG,ϕn -sframe))→ C∗(G) ∩ L
2
∗(G),
β : Ob(Func↑L2(EG,ϕn -sframe))→ H
n and k : Ob(Func↑L2(EG,ϕn -sframe))→ N
G.
Letm ∈ N, andF : F0 → · · · → Fm be an element ofN (Func↑L2(EG,ϕn -sframe))m.
The definition of Func↑L2(EG,ϕn -sframe) shows that the list k(F)[g] := (k(Fi)[g])0≤i≤m
is a non-decreasing map from [m] to N for every g ∈ G. We then define
β(F) :
{
G −→ Vn(m)
g 7−→ (β(Fi)[g])0≤i≤m,
where, for every g ∈ G, (β(Fi)[g])0≤i≤m is considered as an element of Vn(k(F)[g]).
Notice that β(F) is continuous. This yields a continuous map
β : N (Func↑L2(EG,ϕn -sframe))m −→ Vn(m).
Let now K be a compact space, and assume that we have a family ψ = (ψn)n∈N
such that ψn : (Vn(m))m∈N −→ (Hom(∆n × K,Vn(H)))m∈N is a morphism of
simplicial Un(F )-spaces for every n ∈ N, which satisfies conditions (i), (ii) and
(iii).
Let n be a positive integer. Let F : F0 → · · · → Fm be an element of
N (Func↑L2(EG,ϕn -sframe))m, t = (t0, . . . , tm) ∈ ∆
m and z ∈ K. Set
χn,m(F, t, z) :

G −→ Hn
g 7−→
( ∑
0≤i≤m
ti.α(Fi)[g]
)
.ψn,m(β(F)[g], t, z).
For every g ∈ G, χn,m(F, t, z)[g] is the product of a positive real number with
an orthonormal n-tuple. Also
∑
0≤i≤m
ti.α(Fi) ∈ L2(G) since L2(G) is convex. It
follows that the factors πi ◦ χn,m(F, t, z) : G → H of χn,m(F, t, z) (where πi :
Hn → H denotes the projection on the i-th factor) form a (linearly independent)
orthogonal n-tuple of elements of L2(G,H), and we conclude that χn,m(F, t, z)
defines an element of Bn(L
2(G,H)).
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Using the fact that ψn,m is continuous and the respective definitions of the
various left G-actions considered here, we find that we have just defined a G-map:
χn,m : N (Func↑L2(EG,ϕn -sframe))m ×∆
m ×K −→ Bn(L
2(G,H)).
Note that χn,m is also a GUn(F )-map. Indeed, let F : F0 → · · · → Fm be an
element of N (Func↑L2(EG,ϕn -sframe))m, t = (t0, . . . , tm) ∈ ∆
m and z ∈ K. Let
also (λ,M) ∈ R∗+ × Un(F ). It then follows from the Un(F )-equivariance of ψn,m
that
χn,m(F.(λM), t, z)[g] =
 ∑
0≤i≤m
ti.α(Fi.(λM))[g]
 .ψn,m(β(F.(λM)), t, z)
=
 ∑
0≤i≤m
tiλα(Fi)[g]
 .ψn,m(β(F).M, t, z)
= χn,m(F, t, z)[g].(λM).
We conclude that χn,m is a (G×GUn(F ))-map.
We now check that the maps χn,0, . . . , χn,m, . . . are compatible with the simplicial
structures. Let τ : [m′] → [m] be a morphism in ∆. Let F : F0 → · · · → Fm
be an element of N (Func↑L2(EG,ϕn -sframe))m. Let t = (t0, . . . , tm) ∈ ∆
m and
z ∈ K. Clearly β(τ∗(F)) = τ∗(β(F)), so we deduce from the compatibility of ψn
with the simplicial structure that, for any g ∈ G,
χn,m(F, τ
∗(t), z)[g] =
 ∑
0≤i≤m
 ∑
j∈τ−1({i})
tj
 .α(Fi)[g]
 .ψn,m(β(F)[g], τ∗(t), z)
=
 ∑
0≤j≤m′
tj .α(Fτ(j))[g]
 .ψn,m′(τ∗(β(F)[g]), t, z)
= χn,m(τ∗(F), t, z)[g].
We deduce that the family (χn,m)m∈N yields a (G×GUn(F ))-map:
χn : sV˜ec
n,F,∞∗
G,L2 ×K −→ Bn(L
2(G,H)).
We define χ0 as the trivial map.
Since the canonical map
∐
n∈N
sV˜ec
n,F,∞∗
G,L2 −→ sVec
F,∞∗
G,L2 [1] is an identification
map and K is compact, we may finally define χ as the unique G-map which
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renders commutative the diagram( ∐
n∈N
sV˜ec
n,F,∞∗
G,L2
)
×K
∐
n∈N
χn
−−−−→
∐
n∈N
Bn(L
2(G,H))y y
sVecF,∞∗G,L2 [1]×K
χ
−−−−→
⋃
n∈N
subn(L
2(G,H)).
5.9 The morphism sVecF,∞∗
G,L2
−→ Fred(G,H∞)
We define
αψG(0) : sVec
F,∞∗
G,L2 [0]×K −→ Fred(G,H
∞)[0]
as the trivial map.
For every positive integer n, we define αψG(n) as the composite G-map
sVecF,∞∗G,L2 [n]×K −→
(
sVecF,∞∗G,L2 [1]×K
)n χn
−→
(⋃
k∈N
subk(L
2(G,H))
)n
Shn
−→ Fred(G,H∞)[n],
where the first map is the product of the simplicial maps (αni )∗ : sVec
F,∞∗
G,L2 [n]→
sVecF,∞∗G,L2 [1] for i ∈ {1, . . . , n} (where α
n
i : [1]→ [n] maps 0 to i − 1 and 1 to i).
The compact space K is considered here as the simplicial space with K as the
space at every level and all morphisms equal to idK .
Proposition 5.15. αψG : sVec
F,∞∗
G,L2 ×K −→ Fred(G,H
∞) is a morphism of hemi-
simplicial G-spaces.
Remark : In fact, αψG is even a morphism of simplicial G-spaces, but this is not
relevant here since we are only interested in thick geometric realizations.
Proof. Obviously, αψG(n) is a G-map for every n ∈ N. In order to prove that α
ψ
G
is compatible with degeneracy maps, it suffices to check that the square
sVecF,∞∗G,L2 [2]×K
αψG(2)−−−−→ Fred(L2(G,H)∞)2yd21×idK y
sVecF,∞∗G,L2 [1]×K
αψG(1)−−−−→ Fred(L2(G,H)∞)
is commutative.
Let x ∈ sVecF,∞∗G,L2 [2] and a ∈ K. Let (y, t) ∈ N (Func↑L2(EG,Fib
F (∞)∗(2) -smod))m×
∆m such that x = [y, t]. We write t = (t0, . . . , tm) ∈ ∆m. We set yi := (α2i )∗(y)
for every i ∈ {1, 2}. Set (n, n′) ∈ N2 such that y1 ∈ N (Func↑L2(EG,ϕn -smod))m
and y2 ∈ N (Func↑L2(EG,ϕn′ -smod))m.
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We choose z1 ∈ N (Func↑L2(EG,ϕn -sframe))m and z2 ∈ N (Func↑L2(EG,ϕn′ -sframe))m
in the respective fibers of y1 and y2, and we write z1 = F0 → · · · → Fm and
z2 = F
′
0 → · · · → F
′
m. Set z := (F0, F
′
0) → · · · → (Fm, F
′
m), and define
y′ ∈ N (Func↑L2(EG,ϕn+n′ -smod))m as the image of z by the canonical map.
Then [y′, t] = d21(x).
The definition of Func↑L2(EG,Fib
F (∞)∗(2) -smod), shows that ‖Fi(g)‖ = ‖F ′i (g)‖
and k(F ′i )[g] = k(Fi)[g] + n for any i ∈ [m] and any g ∈ G. Also, β(z) =
(β(z1), β(z2)). Hence α(Fi) = α(F
′
i ) = α(Fi, F
′
i ) for every i ∈ [m], and k(z2) =
k(z1) + n = k(z) + n. It follows that (β(z1)[g], β(z2)[g]) ∈ Vn(k(z1)[g]) ×
Vn′(k(z1)[g] + n) for every g ∈ G.
Since condition (iii) holds for ψ, we deduce that, for any g ∈ G,
χn+n′,m(z, t, a)[g] =
 ∑
0≤i≤n
ti.α((Fi, F
′
i ))[g]
 .ψn+n′,m(β(z)[g], t, a)
=
 ∑
0≤i≤n
ti.α((Fi, F
′
i ))[g]
 . (ψn,m(β(z1)[g], t, a), ψn′,m(β(z2)[g], t, a))
=
 ∑
0≤i≤n
ti.α(Fi)[g]
 .ψn,m(β(z1)[g], t, a),
 ∑
0≤i≤n
ti.α(F
′
i )[g]
 .ψn′,m(β(z2)[g], t, a)

=
(
χn,m(z1, t, a)[g], χn′,m(z2, t, a)[g]
)
.
It follows that the subspaces of L2(G,H) respectively generated by χn,m(z1, t, a)
and χn′,m(z2, t, a) are orthogonal and that their direct sum is the subspace gen-
erated by χn+n′,m(z, t, a).
We deduce that χ([y2, t], a)
⊥
⊕ χ([y1, t], a) = χ([y′, t], a), i.e. χ((α2,2)∗(x), a)
⊥
⊕
χ((α1,2)∗(x), a) = χ(d
2
1(x), a). We finally derive from Proposition 4.2 that Sh(χ(d
2
1(x), a)) =
Sh(χ((α2,2)∗(x), a)) ◦ Sh(χ((α1,2)∗(x), a)).
Since αψG : sVec
F,∞∗
G,L2 ×K −→ Fred(G,H
∞) is a morphism of hemi-simplicial
G-spaces, it yields a G-map: BsVecF,∞∗G,L2 ×K −→ B Fred(G,H
∞), and, further-
more, a G-map
ΩBαψG :
(
ΩBsVecF,∞∗G,L2
)
×K −→ ΩB Fred(G,H∞).
Apply now the result of Proposition 5.6. For p = 0, we recover a family (ψn)n∈N
such that ψn : (Vn(m))m∈N −→ (Hom(∆m, Vn(H)))m∈N is a morphism of simpli-
cial Un(F )-spaces for every n ∈ N, and which satisfies conditions (i) to (vi). This
family yields a G-map
ΩBαψG : ΩBsVec
F,∞∗
G,L2 −→ ΩB Fred(G,H
∞).
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If ψ′ is another such family, it yields another G-map
ΩBαψ
′
G : ΩBsVec
F,∞∗
G,L2 −→ ΩB Fred(G,H
∞).
Those two maps are G-homotopic. Indeed, by Proposition 5.6 applied in the case
p = 1 to ψ
∐
ψ′, we recover a family (Ψn)n∈N such that Ψn : (Vn(m))m∈N −→
(Hom(∆m×[0, 1], Vn(H)))m∈N is a morphism of simplicial Un(F )-spaces for every
n ∈ N, which satisfies conditions (i) to (vi), and such that Ψ|{0} = ψ and Ψ|{1} =
ψ′. This family then yields an equivariant homotopy
ΩBαΨG :
(
ΩBsVecF,∞∗G,L2
)
× I −→ ΩB Fred(G,H∞)
from ΩBαψG to ΩBα
ψ′
G .
6 The natural transformation KFG(−)→ KFPhG (−)
6.1 The definition of η
We denote by KFPhG (−) the equivariant K-theory of Phillips (as defined and
studied in [6]) on the category of finite proper G-CW-complexes.
SinceH∞ is a separable Hilbert space, we may consider, for every finite proper
G-CW-complex X , the map:{
[X,Fred(L2(G,H∞))]G −→ KFPhG (X)[
f : X → Fred(L2(G,H∞))
]
7−→
[
(X × L2(G,H∞), X × L2(G,H∞), f)
]
.
This yields a natural transformation of group-valued functors:
[−,Fred(L2(G,H∞))]G −→ KF
Ph
G (−).
Since we know from Proposition 4.1 that the canonical map Fred(L2(G,H∞)) −→
ΩB Fred(G,H∞) is a G-weak equivalence, it yields a natural equivalence
[−,Fred(L2(G,H∞))]G
∼=
−→ [−,ΩB Fred(G,H∞)]G
on the category of proper G-CW-complexes.
The G-map αψG : ΩBsVec
F,∞∗
G,L2 −→ ΩB Fred(G,H
∞) constructed earlier then
induces a uniquely defined natural transformation
[−,ΩBsVecF,∞∗G,L2 ]G
αψG◦−−→ [−,ΩB Fred(G,H∞)]G
on the category of G-spaces.
Moreover, the composite ΩBsVecF,∞∗G,L2 −→ ΩBsVec
F,∞
G,L2 −→ KF
[∞]
G of the
previously discussed G-weak equivalences is a G-weak equivalence and yields a
natural equivalence
[−,ΩBsVecF,∞∗G,L2 ]G
∼=
−→ [−,KF
[∞]
G ]G = KFG(−)
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on the category of proper G-CW-complexes.
We may now define a natural transformation η : KFG(−) −→ KF
Ph
G (−) on
the category of finite proper G-CW-complexes by composing from left to right:
KFG(−)
∼=
←− [−,ΩBsVecF,∞∗G,L2 ]G
αψG◦−−→ [−,ΩB Fred(G,H∞)]G
∼=
←− [−,Fred(L2(G,H∞))]G −→ KF
Ph
G (−).
Obviously, ηX is a homomorphism of abelian groups for every finite proper G-
CW-complex X .
The definition of Phillips’ K-theory in negative degrees [6] pp 80-81 makes
it clear that η may be extended to negative degrees as a natural transformation
KF ∗G(−) −→ KF
∗Ph
G (−) which preserves the long exact sequence of a finite
proper G-CW-pair.
6.2 Properties of η
Recall from [6] example 3.4 page 40 that there is a natural transformation
KFG(−) −→ KF
Ph
G (−) on the category of locally compact G-spaces, defined
by mapping every finite dimensional G-Hilbert bundle E → X to the class of the
cocycle (E, 0, 0) in KFPhG (X).
Proposition 6.1. The diagram
KFG(−)
η // KFPhG (−)
KFG(−)
γ
eeLLLLLLLLLL
88rrrrrrrrrr
is commutative on the category of finite proper G-CW-complexes.
Proof. It suffices to prove that the triangle
KFG(−)
η // KFPhG (−)
VectFG(−)
γ
ffLLLLLLLLLL
88qqqqqqqqqq
is commutative on the category of finite proper G-CW-complexes.
However γ is the composite of the natural transformations:
VectFG(−)
∼=
−→ [−, sVecF,∞∗G,L2 ]G −→ [−,ΩBsVec
F,∞∗
G,L2 ]G −→ [−,KF
[∞]
G ]G
where the first morphism is the one induced by pulling back the universal bundle
EsVecF,∞∗G,L2 −→ sVec
F,∞∗
G,L2 [1].
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Since the square
ΩBsVecF,∞∗G,L2
αψG−−−−→ ΩB Fred(G,H∞)x x
sVecF,∞∗G,L2 [1]
χ
−−−−→ Fred(L2(G,H∞))
is commutative, the composite natural transformationVectFG(−) −→ KFG(−)
η
−→
KFPhG (−) is simply the composite natural transformation
VectFG(−)
∼=
−→ [−, sVecF,∞∗G,L2 ]G
χ◦−
−→ [−,Fred(L2(G,H∞))]G −→ KF
Ph
G (−).
Moreover, χ defines a morphism of Hilbert G-bundles
χ :
{
sVecF,∞∗G,L2 [1]× L
2(G,H∞) −→ sVecF,∞∗G,L2 [1]× L
2(G,H∞)
(x, y) 7−→
(
x, χ(x)[y]
)
.
and the maps {
sV˜ec
n,F,∞∗
G,L2 ×GUn(F ) −→ L
2(G,H)
(x,M) 7−→ χ˜n(x).M,
for n ∈ N, yield a morphism of G-simi-Hilbert bundles
EsVecF,∞∗G,L2
&&NN
NN
NN
NN
NN
χ
// sVecF,∞∗G,L2 [1]× L
2(G,H∞)
uullll
lll
lll
lll
l
sVecF,∞∗G,L2 [1]
which maps EsVecF,∞∗G,L2 onto the kernel of χ.
Let now X be a finite proper G-CW-complex, and X
f
−→ sVecF,∞∗G,L2 be a
G-map.
Pulling back the diagram of bundle morphisms
EsVecF,∞∗G,L2
))RR
RRR
RRR
RRR
RRR
χ
// sVecF,∞∗G,L2 [1]× L
2(G,H∞)
χ //

sVecF,∞∗G,L2 [1]× L
2(G,H∞)
ttiiii
iii
iii
iii
iii
i
sVecF,∞∗G,L2 [1]
by f yields a diagram of bundle morphisms
E
&&MM
MM
MM
MM
MM
MM
M
f∗(χ) // X × L2(G,H∞)
f∗(χ) //

X × L2(G,H∞),
uukkkk
kkk
kkk
kkk
kkk
X
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where f∗(χ) maps E onto the kernel of f∗(χ).
Thus η(γ([f ])) is the class of f∗(χ) in KF
Ph
G (X), and we need to prove that
it is also the class [E → 0].
Since the dimension of the kernel of f∗(χ) is locally constant, it follows that
Ker f∗(χ) is a finite-dimensional G-vector bundle over X (see [3]). The above
diagram thus induces a strong morphism of G-vector bundles:
E
∼= //
?
??
??
??
?
Ker f∗(χ).
zzuuu
uu
uu
uu
u
X
Hence Ker f∗(χ) and E are isomorphic.
Moreover (Ker f∗(χ))
⊥ is a sub-G-Hilbert bundle of X × L2(G,H∞), and
f∗(χ) induces an isomorphism of G-Hilbert bundles
Ker f∗(χ)
⊥ ∼=−→ X × L2(G,H∞).
We deduce that the class of Ker f∗(χ)
⊥ −→ X × L2(G,H∞) in KFPhG (X) is 0.
Finally
[f∗(χ)] = [Ker f∗(χ)→ 0] +
[
Ker f∗(χ)
⊥ → X × L2(G,H∞)
]
= [E → 0]
in KFPhG (X).
Corollary 6.2. For every finite proper G-CW-complex X
ηX : KFG(X)
∼=−→ KFPhG (X)
is an isomorphism of abelian groups.
Proof. Since η is a natural transformation between good equivariant cohomology
theories in negative degrees, it suffices to establish the result in the case X =
(G/H)×Y , where H is a compact subgroup of G, and Y is a finite CW-complex
on which G acts trivially (by an argument that is similar to that of the proof
of Proposition 1.5 in [4]). In this case, we deduce from Proposition 6.1 that the
diagram
KFG((G/H)× Y ) ∼=
η(G/H)×Y // KFPhG ((G/H)× Y )
KFG((G/H)× Y )
γ(G/H)×Y
∼=
iiSSSSSSSSSSSSSSS ∼=
55kkkkkkkkkkkkkkk
is commutative. By [6], the map KFG((G/H) × Y ) −→ KFPhG ((G/H) × Y ) is
an isomorphism. By Proposition 4.4 of [8], γ(G/H)×Y is an isomorphism. Hence
η(G/H)×Y is an isomorphism.
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An open problem : there remains essentially one problem to be solved here:
is η compatible with the product maps (or with Bott-periodicity maps)? This
has proved out of our reach, for two main reasons:
1. it is not clear at all how the multiplicative structure on KFPhG (−) may be
understood in terms of the space Fred(L2(G,H∞));
2. in constructing η, we have dumped the very categorical structures that
helped constructed the product maps, i.e. the Γ−G-space structure.
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