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Abstract
In this paper, we consider the following sum query problem: Given a point set P in Rd, and a
distance-based function f(p, q) (i.e., a function of the distance between p and q) satisfying some
general properties, the goal is to develop a data structure and a query algorithm for efficiently
computing a (1+ε)-approximate solution to the sum
∑
p∈P f(p, q) for any query point q ∈ R
d and
any small constant ε > 0. Existing techniques for this problem are mainly based on some core-set
techniques which often have difficulties to deal with functions with local domination property.
Based on several new insights to this problem, we develop in this paper a novel technique to
overcome these encountered difficulties. Our algorithm is capable of answering queries with high
success probability in time no more than Õε,d(n0.5+c), and the underlying data structure can be
constructed in Õε,d(n1+c) time for any c > 0, where the hidden constant has only polynomial
dependence on 1/ε and d. Our technique is simple and can be easily implemented for practical
purpose.
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1 Introduction
In this paper, we consider the following sum query problem: Given a set P of points in
Rd (where the dimensionality d could be very high) and a function f(, ), the sum query
problem is to build a data structure for P so that the sum of
∑
p∈P f(p, q) can be efficiently
computed or approximated for any query point q in Rd, where f(p, q) is a non-negative
distance-based function. We say that f(p, q) is distance-based if the value of f(p, q) depends
only on the distance between p and q. In other words, f(p, q) can be written as F (‖p, q‖) for
some non-negative real function F (·).
The distance-based sum query problem are frequently encountered in many applications.
A good example is the well known 1-median problem: given a point set P in Rd, find a point
q such that the objective value C(q) =
∑
p∈P ‖q−p‖ is minimized. C(q) is clearly an example
of the distance-based sum query problem (with respect to the to-be-determined median
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47:2 A Sum Query Algorithm for Distance-based Functions
point q), where each term of the summation is trivially the Euclidean distance ‖q − p‖ of p
and q. The sum query problem also appears in many real world applications. For example,
the problem of computing the illumination intensity of a given point can be viewed as a
sum query problem. In such an application, the intensity of the query point may jointly
be determined by the total amount of light received from multiple light sources. The light
contributed by each source is inversely proportional to its squared distance to the given
point (i.e. obeying the inverse squared distance law in physics). Note that in this case
the distance-based functions may be different for each light source, depending on its base
intensity. However, if we view a light source with base intensity w as a collection of w light
sources with “unit” intensity located at the same place, we may still treat the intensity as a
purely distance-based function.
Several previous results are closely related to some versions of the problem considered in
this paper. They are mainly based on some core-set techniques [2, 7, 10]. In the 1-median
problem, for example, a core-set of a point set P in Rd is a small-size (weighted) subset of P
such that for any q ∈ Rd, the sum
∑
p∈P ‖p− q‖ can be approximated by just inspecting the
distances between q and points in the core-set. In general, a core set of P with respect to a
function f(p, q) is a small subset of P such that for any q,
∑
p∈P f(p, q) can be estimated
by using only the information of the points in the core-set. For functions f(p, q) satisfying
certain properties, it is possible to construct a core-set for any point set P efficiently [8].
In this paper, we aim to develop an efficient algorithm for supporting distance-based
functions that have local domination property[6], which means that f(p, q) can be very large
when ‖p− q‖ is small. For example, a distance-based function obeying the inverse squared
distance law (i.e. f(p, q) = w/‖p − q‖2 for some constant w), is a function having such a
property. While the aforementioned core-set method is useful for a large family of functions
f(p, q), it does not directly apply to functions which have local domination property. This is
because the
∑
p∈P f(p, q) could become infinitely large when q approaches any one of the
points in P , which means that any “traditional" core-set of P will fail if the core-set is a
proper subset of P .
The local domination property imposes additional challenges to the sum query problem.
Particularly, it requires the query algorithm to be able to detect points that are close to
the query points. This means that the algorithm should have certain ability for proximity
search. However, in high dimensional space, highly accurate nearest neighbor search cannot
be done very efficiently. Well-known techniques for high dimensional nearest neighbor search,
such as the Locality Sensitive Hashing (LSH) [9], require almost linear time to achieve a
c-approximate nearest neighbor when c is close to 1 [3]. Thus, for the sum query problem,
we are required to develop an estimation algorithm with high accuracy, but not allowed to
use the high accuracy proximity search techniques.
To deal with the additional challenge caused by the local domination property, we
first assume that the distance function F satisfies the following local domination implied
properties.
1. F (·) is positive and F (0) could be infinite.
2. F (·) is monotonously decreasing. 1
3. For any constant λ ≥ 1, there exists a constant ∆(λ) ≥ 1, such that F (x) ≤ ∆(λ)F (xλ)
for any x ≥ 0.
1 Indeed this restriction can be greatly soften. Our scheme applies as long as F (·) is “not increasing
rapidly”, i.e., F (x1) ≤ CF (x2) for some constant C when x1 > x2. The listed restriction is mainly for
ease of presentation.
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It is worth noting that although our technique is designed for functions with local domination
property, it actually works for any distance-based non-negative functions. Particularly,
our approach is capable of solving the “inverse" version of the problem, where F (·) is a
monotonically increasing function satisfying some accordingly changed conditions. Since other
types of distance-based functions have already been studied in [8], we focus our investigation
on locally dominating functions in this paper.
Our Result: Our main result for the sum query problem is a novel scheme based on some
sampling and searching techniques, and is capable of reporting a (1 + ε)-approximation for
each sum query (
∑
p∈P f(p, q) = F (‖p− q‖)) in Õε,d(n0.5+c) time with success probability
at least 1 − 1/n for any c > 0. The query algorithm makes use of a soft boundary range
reporting data structure to determine a number of points that are among the closest to the
query point q. The soft boundary range reporting data structure can be computed within
Õε,d(n1+c) time for any c > 0. The hidden constants in the time complexities depend only
polynomially on d and 1/ε. The error factor ε can be very small and is assumed to be within
the range of [8/
√
n, 1). One major advantage of our scheme is that the query algorithm runs
much faster than the best existing (1 + ε)-approximate nearest neighbor search technique
(which takes almost linear time) in high dimensional space for small enough ε .
Our Technique: Our query algorithm consists of 2 main steps. In the first step, we identify
a number of points PΩ that are among the closest to the query point q, and compute directly
their contributions to the sum
∑
p∈PΩ f(p, q). In the second step, we sample, from the
rest of the points in P , a small subset of points to estimate their contributions to the sum.
Intuitively speaking, since we have already identified a number of points that have the largest
contribution to the sum before sampling, the error incurred by sampling the rest of points is
relatively small and thus controllable. We combine the results from the 2 steps to obtain an
approximate final solution. We use a soft boundary range reporting data structure to identify
points that are among the closest to q. With properly chosen parameters, we are able to
show that it suffices to use a relatively low quality approximate range search procedure to
obtain an accurate solution.
Related Work: As mentioned earlier, the sum query problems can be solved by using
core-sets for distance functions satisfying some “nice" properties. Our work can be viewed as
a complement to those core-set results as it addresses a rather general case that is hard to
use core-sets.
Our scheme makes use of some ideas from range search and top-k indexing. There are a
number of previous results on both problems [13, 12, 4, 1]. Many of them are not the best
fit, especially in high dimensional space, as they cannot be directly applied to our problem.
The special property of our problem enable us to develop a range search scheme with better
performance.
2 Query Algorithm by Searching and Sampling
In this section, we present our algorithm for the sum query problem. We start our discussion
with a high level description of our ideas.
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2.1 Starting Point: Estimation by Sampling
Answering a distance-based sum query for a given query point q is essentially estimating the
sum (or equivalently, the mean) of a set of numbers: {f(p, q) | p ∈ P}. A common practice
for efficiently estimating the mean of a set of numbers is using sampling. It is well-known
that even for a large set of numbers, it suffices to take only a small sample from the set and
calculate the mean of the sampled set. The calculated sum is very likely to be a high quality
estimation of the mean value of the whole set. The following lemma is one of the known
results on concentration of sample mean.
I Lemma 1 (Hoeffding’s Inequality [11]). Let X = {x1, . . . , xn} be a multi-set of n real
numbers, and x′1, . . . , x′m be a random sample drawn without replacement from X. Let
















where µ = 1n
∑n
i=1 xi is the mean of X.
Note that the error bound in the above estimation depends on the spread (i.e. the
difference between the largest and smallest elements) of the original number set. This implies
that a straightforward application of the sampling technique may not be sufficient to achieve
highly accurate solution (i.e. (1 + ε)-approximation) of the sum query problem. The error
bound ensured by Lemma 1 could be small in terms of the spread (with high probability, by
setting ε to be Θ((b− a)) and m = Θ(logn), for example), but still might be large compared
to the mean. In the distance-based sum query problem where we are essentially estimating
the mean of all the addictive terms, the error is evaluated with respect to the mean value∑
p∈P f(p, q)/n. If the spread is very large compared to the mean (which could happen if,
for example, the query point q is very close to one of the data point), the error (in terms of
the mean value) will also be large.
Intuitively, since all additive terms (f(p, q) for all p ∈ P ) are nonnegative in the distance-
based sum query problem, the largest terms in the sum tends to contribute more to the error
incurred by sampling. This leads us to the idea of identifying a few of the largest terms in
the sum and considering them separately. To implement this idea for distance-based sum
query, we partition the input point set P into 2 subsets, PO and PΩ, based on f(p, q) and q,
where PΩ contains the k points in P corresponding to the k largest terms of {f(p, q) | p ∈ P}
and k  n is a factor to be determined later. We then estimate the contributions SΩ and SO
of PΩ and PO, respectively. SΩ can be computed directly from PΩ, and SO is determined
from PO by using standard sampling technique. Thus we can obtain the solution from
S = SO + SΩ. The estimation process is efficient if k  n is sufficiently small. By intuition,
this method could achieve better accuracy, since excluding PΩ from the sampling process
avoids the situation that a few very large additive terms exist in the sum, making the
sampling technique not applicable.
2.2 Identifying Close Points: Soft Boundary Range Search
Clearly, the aforementioned approach requires that given any query point q, the set PΩ has
to be determined efficiently. Recall the assumption that f(p, q) is a monotonously decreasing
function with respect to ‖p − q‖. This means that the set PΩ is indeed the subset of P
which consists of the k closest points in P to q. To perform this task efficiently, we need to
build an k-nearest neighbor data structure for P , which is capable of reporting the k nearest
neighbors of q in P for any query point q.
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The k-nearest neighbor (kNN) problem in Rd is known to be hard when d is large due to
the curse of dimensionality. If approximation is allowed, there are several techniques, for
example the well known Locality Sensitive Hashing (LSH), that are applicable to kNN in
arbitrary dimensions. Nonetheless these techniques do not directly provide a solution to our
searching problem with the desired performance. When the approximation ratio is small,
the nearest neighbor query using LSH takes near linear time in high dimensional space. It
seems that it would also be the case for the distance-based sum query problem that the
query would be inefficient for small ε.
To overcome this obstacle, we make use of a bi-criteria approximation scheme to report
PΩ. For a predefined parameter k and a controlling constant factor λ > 1, instead of reporting
the k approximate nearest neighbors of the query point q, we try to report all points that
lie in B(q, rO), where B(q, x) denotes the closed ball centered at q and with radius x, and
rO > 0 satisfies the condition that |B(q, λrO)∩P | = O(k). In other words, we report the near
neighbors of q in P that lie in a soft boundary that is based on the O(k) nearest neighbor of
q. When λ is not very close to 1, the reporting can be performed efficiently using known
proximity search techniques (the technical details of the kNN soft boundary range search
algorithm will be presented in later sections).
Note that in the above soft boundary range reporting scheme, the controlling factor λ
does not depend on ε. This avoids the potential issue that it may take near linear time to
answer a query when ε is small. Later we will show that λ does not need to be close to 1
(i.e. the accuracy of the soft boundary search does not need to be high) when ε is small.
The reason is the follows. If k is small (e.g., k = O(
√
n)), the k-nearest neighbors of q in
P is only a very small fraction of points in P . Therefore, we are able to afford large error
from estimating these points, while still keeping the error of the final solution within the
(1 + ε)-approximation range.
The remaining problem of this scheme is how to determine the value of rO efficiently when
answering a query. This can be achieved by sampling. Suppose that we sample m points
from P where m is a sufficiently large integer. Let P ′s be the sampled point set, and let pα
be the dmk/ne-th closest point to q in P ′s. Intuitively, by performing a “scaling" argument,
pα should be approximately the k-th (by (mk/n) ∗ (n/m) = k) closest point to q in P . Later
we will show that this intuition is correct. We then set rO = ‖pα − q‖/λ.
2.3 Algorithm for Sum Query
We summarize the above discussion with the following explanation of the query procedure.
Suppose that the controlling factor λ is given, and k is set to be d
√
ne. Note that k is just
for analysis purpose and the algorithm does not really depend on it. Let m be the size of the
sample and assume that its value has already been provided. To answer a distance-based
sum query for a query point q, we first sample a subset P ′s from P with size m. Let pα be
the dm/
√
ne-th closest point to q in P ′s. Then pα is approximately the
√
n-th closest point
to q in P . We choose rO to be ‖pα − q‖/λ, and use range search technique to determine
the point set P ′Ω = B(q, rO) ∩ P . P ′Ω contains points that are the closest to q. We use
sampling to estimate the mean value of f(p, q) for all point p ∈ P \ P ′Ω without incurring







f(p, q) can be directly computed. The sum of SΩ and SO is then an
accurate estimation of the distance-based sum
∑
p∈P f(p, q).
Below are the main steps of query algorithm, where the approximation factor ε satisfies
the condition of 4/
√
n ≤ ε < 1/2 and n ≥ 100. We assume the existence of a soft boundary
range reporting data structure (details of the data structure will be discussed in later section)
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Algorithm 1 ComputeSum(q, λ, ε)
Input: Query point q, controlling factor λ > 1, approximation ratio ε
Output: A value S̄ which is an approximate value of S =
∑
p∈P f(p, q).
1: Set γ = 262∆2ε−2. Randomly sample m = dγ
√
n ln 4ne points from P without replace-
ment. Let P ′s denote the sampled point set.
2: Let pα be the dm/
√
ne-th closest point to q in P ′s. Let rα denotes ‖pα − q‖. Let
rO = rα/λ.
3: Report points lying inside B(q, rO) by using the λ-approximate soft boundary range
search data structure. Let P ′Ω denote the set of reported points.









6: Output S̄ = SΩ + nS′O/|P ′O| as the result
which can answer the range reporting query made by the algorithm. λ > 1 is a factor for
controlling the accuracy of the soft boundary range reporting data structure. We let ∆ denote
the constant such that F (x) ≤ ∆F (xλ) for any x ≥ 0, where F (·) is the distance-based
function for f(p, q) (i.e, f(p, q) = F (‖p − q‖)). Since the query point q is given, we write
f(p, q) as f(p) for convenience.
2.4 Algorithm Analysis
In this section we prove the correctness of the algorithm and analyze its performance.
For ease of our presentation, we assume that there is no more than one point with exactly
the same distance to q. This assumption is actually not needed for our algorithm. Our
argument still holds using any tie-break mechanism if multiple points have the same distance
to q. For example, we may assign a unique integer label to every point in P and use it as a
tie break.
We first present some lemmas that will be used for later analysis. The following is a
useful bound for random sample without replacement.
I Lemma 2 (Bernstein’s Inequality [5]). Let X = {x1, . . . , xn} be a multi-set of n real
numbers, and x′1, . . . , x′m be a random sample drawn without replacement from X. Let
a = min1≤i≤n xi and b = max1≤i≤n xi. Let σ = 1n
∑
x∈X(x − µ)2 be the variance of X.













2σ2 + (2/3)(b− a)ε
)
.
I Lemma 3. Let X be a set of n ≥ 1 real numbers, K ≥ 1, such that for each x ∈ X,
0 ≤ x ≤ K
√
n. Let µ =
∑
x∈X x/n be the mean of X, and σ2 =
∑
x∈X(x − µ)2/n be the
variance. Suppose µ ≥ 1. Then σ2/µ2 ≤ K
√
n.
Proof. Fixing the value of µ ≥ 1, we consider how to construct X so that σ2 is maximized,
subject to the constraint that for each x ∈ X, 0 ≤ x ≤ K
√
n. It is clear that σ2 is maximized
when X is in its most “uneven" state, i.e., with the exception of at most 1 element in X,
all other elements are either 0 or K
√




we can find 2 elements x1 and x2 in X, such that 0 < x1 ≤ x2 < K
√
n, increasing x2 and
decreasing x1 by a same small number will increase the value of
∑
x∈X x
2 (since f(x) = x2 is
convex), while the mean µ of X is unchanged, which means that σ2 is increased. This proves
that when σ2 is maximized, all elements in X are either 0 or K
√
n with only 1 exception.
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Figure 1 Illustrations of rα, rO, P ′Ω, PO, P ′O, Pα.
We can easily list elements in such a set X. There exist integer a ≥ 0 and real number
K
√
n > b ≥ 0, such that nµ = aK
√
n+ b. Therefore, X contains a elements of value K
√
n,








x2/n− µ2 = (aK2n+ b2)/n− µ2. (1)








nKnµ. Combine this with
the above inequality, we have
σ2 = (aK2n+ b2)/n− µ2 ≤
√
nKµ− µ2. (2)
Therefore σ2/µ2 ≤ (
√
nK/µ) − 1. Since µ ≥ 1, σ2/µ2 ≤ (
√






In the following, we let PO = P \B(q, rO). Define Pα = P ∩B(q, rα). (Figure 1 gives a
simple illustration of rα, rO, P ′Ω, PO, P ′O, Pα for easy understanding of later analysis.)
I Definition 4. We say that the Good Sample Condition is satisfied in a query procedure of
Algorithm 1, if all of the following conditions hold.
1.
√
n/2 ≤ |Pα| ≤ 2
√
n.
2. ||P ′O|n/m− |PO|| ≤ ε|PO|
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I Lemma 5. With probability at least 1− 1/2n, the good sample condition satisfies.
Proof. We first show that |Pα| ≤ 2
√
n happens with probability at least 1− 1/2n.
Let Pβ denote the set of d2
√
ne points in P that are the closest to q. For every p ∈ P ,
we define x(p) as follows. x(p) = 1 if p ∈ Pβ , and x(p) = 0 otherwise. The mean value of
x(p) for all p ∈ P can be easily computed as µ = d2
√
ne/n. Let µ′ be the mean value of x(p)
in the sampled set P ′s. Clearly µ′ = |P ′s ∩ Pβ |/m.
Recall that, from the definition of Pα, we know that Pα contains the dm/
√
ne closest
points in P ′s to q but does not include any point in P ′s farther than the dm/
√
ne closest
points. Consider the event that |Pα| > 2
√
n. If it happens that |Pα| > 2
√
n, it implies that
the closest d2
√
ne points in P to q have no more than dm/
√
ne points in P ′s, which means




n+ 1 ≤ 1.01m/
√







n ≥ γ ln 4n − 1 ≥ 262 − 1 = 261). Therefore
we have µ′ = |P ′s ∩ Pβ |/m ≤ 1.01/
√







|µ− µ′| ≥ 0.99/
√
n.
Now we bound the probability of the event |µ− µ′| ≥ 0.99/
√
n using Lemma 2. Applying
Lemma 2 to sample P ′s of P about value x(p), we have
P
(

























n/n (estimation from the assumption that






















The right hand side becomes exp(−(m/
√







n ln 4n. By simple calculation, we have (m/
√
n)(0.99)2/10.66 ≥
ln 4n. As a result, we know that
P
(




≤ e− ln 4n = 1/4n.
Since we have already shown that |Pα| > 2
√
n implies |µ − µ′| ≥ 0.99/
√
n, we know that
|Pα| > 2
√
n may also happen with probability at most 1/4n.
Using the same argument we can also prove that the event |Pα| <
√
n/2 happens with
probability at most 1/4n. We omit the proof for this case due to similarity with the above
case. To summarize, we have proved that Condition 1 of the lemma,
√
n/2 ≤ |Pα| ≤ 2
√
n,
holds with probability at least 1− 1/2n.
For the second condition, i.e. ||P ′O|n/m− |PO|| ≤ ε|PO|, we will show that it follows from
Condition 1.
From definition, we know that P ′O ⊇ P ′s \ B(q, rα). Thus, |P ′O| ≥ |P ′s \ B(q, rα)| =
m − dm/
√
ne. Clearly we also have |P ′O| ≤ m. Therefore, we get n − ndm/
√
ne/m ≤




n + 1 ≤ 1.01m/
√
n. Thus
we obtain n− 1.01
√
n ≤ |P ′O|n/m ≤ n
By Condition 1 and PO ⊇ P \Pα, we have |PO| ≥ n− |Pα| ≥ n− 2
√
n. Note that we also





Now we need to prove that 3.01
√
n ≤ ε|PO|. From Condition 1, we know that |PO| ≥
n− 2
√
n. It suffices to show that 3.01
√
n ≤ ε(n− 2
√
n). Indeed, this trivially follows from
the assumption that ε ≥ 4/
√
n and n ≥ 100. J
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Below is an important lemma which shows that our sampling scheme gives a good
approximation of the mean value of f(p) for all p ∈ PO.
I Lemma 6. Let µ′O be the mean of f(p) for all p ∈ P ′O. Let µO be the mean of f(p) for all
p ∈ PO. Assume that the good sample condition holds. With probability at least 1 − 1/4n,
|µ′O − µO| ≤ εS/n
Proof. Denote f∗(p) = (
√
nf(p) +F (rO))/F (rO) for all p ∈ PO. Let µ′∗ be the mean of f∗(p)
for all p ∈ P ′O, and µ∗ be the mean of f∗(p) for all p ∈ PO. Below we first show that
P
(
|µ′∗ − µ∗| ≥ εµ∗/4∆
)
≤ 1/4n. (3)
We apply Lemma 2 to bound the probability of the event |µ′∗ - µ∗| ≥ εµ∗/4∆ as follows.
The set P ′O can be viewed as a random sample without replacement of size |P ′O| from set PO,
since for a fixed rO, every |P ′O|-subset of PO has equal probability to be the first |P ′O| points in
P ′s, sorted by decreasing order of distances to q. (Note that this fact is true regardless whether
the sample satisfies the good sample condition.) Note that for any p ∈ PO, it is easy to see
that f∗(p) ≥ 1 and f∗(p) ≤
√
n+ 1 (since, by ‖q − p‖ ≤ rO, we have F (rO) ≥ F (‖q − p‖)).
Let σ2 = (
∑
p∈PO (f∗(p)− µ∗)
2)/|PO|. From Lemma 2, we have
P
(




















The right hand side of the above inequality (4) becomes e−|P ′O|ε2∆−2ξ.
To estimate ξ, we first bound σ2/µ2∗. From the good sample condition, we know that
||P ′O|n/m − |PO|| ≤ ε|PO|. Thus, we have |PO| ≥ |P ′O|n/(1 + ε)m. Also, by the definition
of P ′O, we know that P ′s \ Pα ⊆ P ′O. Thus, we get |P ′O| ≥ |P ′s \ Pα| ≥ m − m/
√
n − 1.







(1+ε) . Since ε < 1/2, m ≥ 100, and
n ≥ 100, we have a rough estimation of |PO| ≥ n/4. Also, we know that for any p ∈ PO,
f∗(p) ≤
√
n+ 1 ≤ 2
√
n. Consequently, we have f∗(p) ≤ 4
√
|PO| for every p ∈ PO. Applying
Lemma 3, we know that σ2/µ2∗ ≤ 4
√
|PO|. Thus, we get σ2/µ2∗ ≤ 4
√
n.
Next we show a lower bound for |P ′O|. In fact, we know that |P ′O| = γ
√
n ln 4n− |P ′s ∩
B(q, rO)| ≥ γ
√
n ln 4n− |P ′s ∩B(q, rα)| ≥ γ
√
n ln 4n− γ ln 4n− 1 ≥ (γ
√
n ln 4n)/2 (the last
inequality can be easily obtained from the assumption of n ≥ 100).
Now we estimate ξ = (32σ2/µ2∗ + (8/3)
√
nε/(µ∗∆))−1. By σ2/µ2∗ ≤ 4
√
n, ∆ ≥ 1
















n)−1/2 ≤ e− ln 4n = 1/4n. Inequality
(3) then follows from this and inequality (4).
Below we show that, |µ′O−µO| > εS/n implies that |µ′∗−µ∗| ≥ εµ∗/4∆. If this is the case,
by inequality (3), we will know that the latter event happens with probability no more than
1/4n, which also implies that the former event happens with probability no more than 1/4n,
and thus the lemma follows. We will prove the claim by showing that |µ′∗ − µ∗| < εµ∗/4∆
implies that |µ′O − µO| ≤ εS/n.
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Rearranging the terms gives us
|µ′O − µO| ≤ ε(µO + F (rO)/
√
n)/4∆. (6)
In the following, we will obtain an upper bound on (µO + F (rO)/
√
n)/4∆ in terms of S.
We first consider µO/4∆. For each p ∈ P \ PO, since ‖p− q‖ ≤ rO, we have f(p) ≥ f(p′)
for any p′ ∈ PO. Therefore we have
∑




µO. Note that S/n is the mean value of f(p) for all p ∈ P . Thus we have S/n ≥
min(µO,
∑
p∈P\PO f(p)/|P \ PO|). Hence we get S/2n ≥ µO/2 ≥ µO/4∆.
Now we bound F (rO)/4
√
n∆ in terms of S. By the fact that rO = rα/λ, we have
F (rO) ≤ F (rα)∆. Thus we know that F (rO)/4
√
n∆ ≤ F (rα)/4
√
n. From the good sample
condition, we have |Pα| ≥
√
n/2. For each p ∈ Pα = P ∩ B(q, rα), since ‖p − q‖ ≤ rα, it




p∈Pα f(p) ≥ F (rα)
√
n/2.
It then follows that F (rO)/4
√
n∆ ≤ F (rα)/4
√
n ≤ S/2n.
Combining the above results and recall (6), we obtain |µ′O − µO| ≤ εS/n.
To summarize, we have showed that |µ′∗−µ∗| < εµ∗/4∆ implies |µ′O−µO| ≤ εS/n, which
means that |µ′O − µO| > εS/n implies |µ′∗ − µ∗| ≥ εµ∗/4∆. This completes the proof. J
Below is a result for soft boundary range search. The details of the method will be
discussed in next section.
I Lemma 7. For any λ > 1 and τ > 0, there exists a λ-approximate soft boundary range
search data structure that can be built in time O(dn1+1/2λ+τ ). Each query, provided that the
good sample condition is satisfied,
1. reports all the points in PΩ = P ∩ B(q, rα/λ) in Algorithm 1 ( i.e. P ′Ω = PΩ) with
probability at least 1− 1/4n;
2. takes time O(dn1/2λ+1/2+τ ).
Finally, we have the main theorem for our algorithm.
I Theorem 8. With probability at least 1 − 1/n, S̄ produced by Algorithm 1 satisfies the
inequality |S̄ − S| ≤ 2εS.
Proof. In the following argument, we assume that the good sample condition is satisfied.
P can be partitioned into 2 subsets according to their distances to q: P = PO ∪PΩ, where
PO = P \B(q, rO) (as defined before), and PΩ = P ∩B(q, rα/λ) = P \ PO.
First, we show that the value S′O = µ′O|P ′O|n/m is a good approximation of
∑
p∈PO f(p).
By Lemma 6, we know that with probability at least 1− 1/4n, |µ′O − µO| ≤ εS/n. Thus, we
get |µ′O|P ′O|n/m− µO|P ′O|n/m| ≤ εS|P ′O|/m ≤ εS. By the good sample condition, we have
||P ′O|n/m− |PO|| ≤ ε|PO|. Since PO ⊆ P , clearly we know that |PO|µO =
∑
p∈PO f(p) ≤ S.
Thus, we have |µO|P ′O|n/m− µO|PO|| ≤ εµO|PO| ≤ εS.




f(p)| = |µ′O|P ′O|n/m− µO|PO|| (7)
= |µ′O|P ′O|n/m− µO|P ′O|n/m+ µO|P ′O|n/m− µO|PO|| (8)
≤ |µ′O|P ′O|n/m− µO|P ′O|n/m|+ |µO|P ′O|n/m− µO|PO|| (9)
≤ εS + εS = 2εS. (10)
For PΩ, by Lemma 7, we know that this set is identical to PΩ with probability at least
1− 1/4n. Thus we have S′Ω =
∑
p∈PΩ f(p) with probability at least 1− 1/4n.
From the above results, we immediately know that when the good sample condition is
satified, S − S̄ ≤ 2εS with probability at least 1− 1/2n. Since the good sample condition
holds with probability at least 1− 1/2n, the theorem then follows. J
3 Soft Boundary Range Reporting using Approximate Nearest
Neighbor Search
In this section we present a method to report points in PΩ = P ∩ B(q, rα/λ). We assume
that
√
n/2 ≤ |Pα| ≤ 2
√
n, which is a part of the good sample condition.
We reduce the range search query to a number of nearest neighbor queries. Observe that,
since
√
n/2 ≤ |Pα| ≤ 2
√
n, if we take a sample Q of d
√
n/2e points from P uniformly and
independently, with at least constant probability, Q and Pα share exactly 1 common point.
I Lemma 9. For n ≥ 100, the probability of the event that |Pα ∩ Q| = 1 happens with
probability at least ρ = 1/60
Proof. The probability that the event happens can be computed as follows.
















n/3) |Pα|n ≥ 1/6.
Also, from |Pα| ≤ 2
√
n, we get (1 − Pαn )
d√n/2e−1 ≥ (1 − Pαn )
√










n ≥ (1− 1/5)10 > 1/10. Combining this with the above inequality, the lemma
follows. J
If Q and Pα share exactly 1 common point, clearly every point in Pα have the same
probability to be the common point. There are at most 2
√
n points in Pα; therefore every
point has a probability at least ρ/2
√
n to be the only common point of Q and Pα. Similar
observations are used in some other range search techniques[4].
Now, if we are allowed to perform a λ-approximate nearest neighbor search on Q, and if a
point p ∈ PΩ ⊆ Pα happens to be the only common point of Pα and Q, then the approximate
nearest neighbor search will output p. This is because any other point in Q must be in
P \ Pα, and thus their distance to q must be larger than rα = λrO ≥ ‖p− q‖, which means
that p is the only λ-approximate nearest neighbor of q in Q.
Therefore, if we sample a point set Q as stated above, and build a nearest neighbor data
structure that is able to output a λ-approximate nearest neighbor Q for any q, with at least
constant success probability δ > 0(e.g. using technique in [9]), then for any p ∈ PΩ, this data
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This suggest us to build a range search data structure in the following way. For some
number t, independently create t samples Q1, . . . , Qt, each one has size d
√
n/2e, by sampling
uniformly and independently from P . Then we build an λ-approximate nearest neighbor
data structure with success query probability δ for each of Q1, . . . , Qt. For the reporting
query, given q and rα, we perform an λ-approximate nearest neighbor.
We set t so that (1− δρ/2
√
n)t (i.e. the probability that a certain point p ∈ PΩ is not
reported) is less than 1/8
√
nn. By simple calculation, we know that it is possible to find such
a t that satisfies the condition t = O(
√
n logn). Since PΩ contains no more than 2
√
n points,
it means that if we perform a nearest neighbor search for all Q1, . . . , Qt, with probability at
least 1− 1/4n, we are able to output all points in PΩ.
Note that using this scheme, for each range reporting query, we are required to per-
form t = O(
√
n logn) times nearest neighbor search queries. For any τ > 0, it is pos-
sible to build a nearest neighbor data structure that answer each nearest neighbor search
query in O(d(
√
n)1/λ+τ ) time[9]. Therefore the time required for a reporting process is
O(td(
√
n)1/λ+τ ). By t = O(
√
n logn), we know that for any τ ′ > 0, it is possible to perform
the range reporting operation in time O(d(
√
n)1+1/λ+τ ′). For the construction time, each
nearest neighbor data structure is built on a O(
√
n) point set, which can be built within time
O(d(
√
n)1+1/λ+τ ) for any τ > 0, Therefore, the total construction complexity is (dn1+1/2λ+τ ′)
for any τ ′ > 0. The bounds for Lemma 7 are proved.
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