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Abstract
A vertical exterior derivative is constructed that is needed for a graded Poisson structure on multisymplectic mani-
folds over nontrivial vector bundles. In addition, the properties of the Poisson bracket are proved and first examples
are discussed.
1 Introduction
In [7] a geometrical framework to handle field theories over manifolds in a finite dimensional geometry is proposed.
This mathematical setting appears under the name multisymplectic geometry, De Donder-Weyl theory, Hamilton-Cartan
formalism, and covariant field theory in the literature ([6, 3, 5], further [8, 9]). The basic idea is to treat the space
coordinates of a given field theory as additional evolution parameters. Thus, there is a finite number of variables (the
field and its first derivatives) that evolve in space-time rather than a curve in an infinite-dimensional vector space of
field configurations. As shown in [18, 16] one can incorporate the field equations and the Noether theorem [15] in that
formulation, but in order to find a corresponding quantum field theory – at least in the sense of a formal deformation
[1, 4] – one has to formulate the dynamics of the classical theory in terms of Poisson brackets first.
Kanatchikov ([11, 12]) has constructed such a bracket for trivial vector bundles over orientable manifolds. In the
nontrivial case the used “vertical exterior derivative” which plays a central roˆle in the construction is not globally
defined (the resulting bracket, however, does not depend on the coordinate system used). What is needed is a derivative
in vertical directions that in particular has square zero. A first guess would be to use a connection and take an expression
like dvA∧∇A with ∇ being a covariant derivative and dvA being vertical. The condition that its square gives zero is then
equivalent to the flatness of ∇ along fibres. As the fibres under consideration are vector spaces one would indeed expect
that it is possible to construct such a covariant derivative. This construction constitutes the main part of this paper.
The remaining part of this article is organised as follows. In the first section a short overview over the multisym-
plectic approach is given. Then, with the help of a covariant derivative that is flat along the fibres of phase space, the
already mentioned vertical exterior derivative is constructed and discussed. Then the Poisson structure is given and the
defining properties are proved. Finally, mechanics as the case of a trivial (vector) bundle over a one-dimensional base
manifold (i.e., the time axisR) is recovered and the scalar field case is considered.
The appendix contains some well known facts about connections viewed as sections of jet bundles and the construc-
tion of the already mentioned covariant derivative on the multisymplectic phase space.
∗e-mail: paufler@physik.uni-freiburg.de
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2 From variational principles to multisymplectic geometry
In field theory, solutions of the field equations are stationary points of the action functional
L[ϕ] =
∫
M
L (ϕ(x),∇ϕ(x)) dn+1x,
where M is some (n+ 1)-dimensional parameter space (e.g. space-time), ∇ϕ is the gradient of the field ϕ and L is the
Lagrange density.
In general, ϕ is a section of a vector bundle pi : V →M . T ϕ : T M → T V fulfils T pi◦Tϕ = T idM and thus1)defines
an element of J1V , the first jet bundle of V ([17, 14]). Using a linear connection
Γ : V → J1V
we obtain an isomorphism
iΓ :
(
J
1V
)
v
→ (V ⊗T ∗M )pi(v)
for all v in V , where in addition we have used (VV )v ∼= Vpi(v) for vector bundles V and their vertical tangent bundles
VV . In particular, we find
iΓ ◦Txϕ◦ ξ(x) = ∇ξϕ(x), (1)
for ∇ denoting the covariant derivative corresponding to Γ and ξ being a tangent vector on M . This will be needed in
section 4.
Now the Lagrange density can be interpreted as a mapping
L : J1V → Λn+1T ∗M , L[ϕ] =
∫
M
L ◦ j1ϕ,
where j1ϕ(x) = Txφ∈
(
J1V
)
ϕ(x) is the first jet prolongation of ϕ∈Γ(V ). Stationary points of L correspond to solutions
of the Euler-Lagrange equations, which in local coordinates2)(xi,vA,vAi ) of J1V read (cf. [16])
∂L
∂vA ◦ j
1ϕ− ∂∂xi
( ∂L
∂vAi
◦ j1ϕ
)
= 0. (2)
Now we want to formulate the theory on what we shall call phase space. Since J1V is not a vector bundle but an affine
bundle, one chooses the dual
(
J1V
)∗ to be the bundle of affine mappings from J1V to Λn+1T ∗M . Thus, coordinates
(xi,vA,vAi ) on J
1V induce coordinates (xi,vA, p, piA) on
(
J1V
)∗
. One can show (see [7], ch. 2B) that (J1V )∗, being a
vector bundle over V (it inherits a vector space structure from the target space Λn+1T ∗M ), is canonically isomorphic
to Z ⊂ Λn+1T ∗V , where
Zv = {z ∈ Λn+1T ∗Vv|iV iW z = 0 ∀V,W ∈ (VV )v},Z =
⋃
v∈V
Zv.
Furthermore, on Λn+1T ∗V there is a canonical (n+ 1)-form ΘΛ, defined by
ΘΛ(z)(u1, . . . ,un+1) = z(T piV Λu1, . . . ,T piV Λun+1),
where z ∈ Λn+1T ∗V , u1, . . . ,un+1 ∈ TzΛn+1T ∗V , piV Λ : Λn+1T ∗V → V . Using the embedding iΛZ : Z → Λn+1T ∗V ,
we obtain an (n+ 1)-form on Z,
Θ = i∗ΛZΘΛ, (3)
1)Usually, the first jet bundle of a vector bundle (M ,pi,V ) is defined to be the set of all equivalence classes at a point of M of local sections,
where equivalence means equal function value and first derivatives. But this can be viewed as a tangent map from TM to TV having the stated
property. Further, such a tangent map defines how to (horizontally) lift TM at every point of V , which is equivalent to having a connection. Hence,
a connection defines a map V → J 1V , which turns the affine bundle J 1V into a vector bundle over V .
2)When working in local coordinates of J1V we will use the following convention. Small Latin indices sum over the base manifold directions,
that is i, j,k run from 1 to n+1 if not specified otherwise. Capital Latin characters as A,B,C,D run from 1 to N which is the dimension of a fibre of
V .
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which will be called canonical (n+ 1)-form thereafter. There is a canonical (n+ 2)-form Ω on Z, too,
Ω =−dΘ.
Using coordinates (xi,vA, p, piA), one finds
Θ = piA dvA∧
(
∂xi dn+1x
)
+ pdn+1x, Ω = dvA∧d piA∧
(
∂xi dn+1x
)− d p∧dn+1x,
where dn+1x = dx1∧ ·· · ∧ dxn+1. Now we are in the position to reformulate (2). As a first step we define a covariant
Legendre transform for L:
FL : J1V ∋ γ 7→ FL(γ) ∈ (J1V )∗ ∼= Z,
FL(γ) : J1V ∋ γ′ 7→ L(γ)+ ddε ε=0L
(
γ+ ε(γ′− γ)) ∈ Λn+1T ∗M . (4)
In coordinates as above it takes the form
L = L(xi,vA,vAi )dn+1x, piA =
∂L
∂vAi
, p = L− ∂L∂vAi
vAi . (5)
Using FL we can pull back the canonical (n+ 1)-form Ω to obtain the so-called Cartan form ΘL ,
ΘL = (FL)∗Θ.
One can show ([7], theorem 3.1) that the Euler-Lagrange equations (2) are equivalent to( j1ϕ)∗ (iW ΩL) = 0 ∀W ∈ TJ1V ,
where
ΩL =−dΘL = (FL)∗Ω.
3 A vertical exterior derivative
Let us denote the multisymplectic phase space
(
J1V
)∗ by P to simplify notation. In what follows we will need a
mapping that is in some sense the vertical part of the exterior derivative on P . In particular, it must have square zero.
Whereas the derivation along fibres of P → M can be defined without additional data, the space of vertical forms as
a subspace of arbitrary forms cannot3).This is due to the fact that one needs to specify what is not vertical if one is
looking for the dual of vertical vectors. For this, one needs a connection in the bundle P over M . This is dealt with in
appendix A. With the help of this connection we can split TpP into horizontal and vertical components for each point p
of P . In local coordinates4)(xi,vA, piA, p) we have a basis (e∗α(p),e), α = i,A, iA of T
∗
p P that is dual to a basis (eα(p),e) of
TpP . The detailed definition of the latter is explained in the appendix. In coordinates as above,
e∗i(p) = dx
i, e∗A(p) = dv
A +ΓAiB(pi(p))vB dxi, e
∗iA
(p) = d p
i
A +(Λik jδBA−ΓBkAδij) p
k
B dx j, e∗(p) = d p. (6)
Using the duality between T P and T ∗P , we obtain a covariant derivative D∗ on T P , in particular(
D∗eM e∗N
)
(eρ)(p) =−e∗N
(
DeMeρ
)
(p)= 0,
(
D∗eMe∗i
)
(eρ)(p) =−e∗i
(
DeM eρ
)
(p)= 0
for all fibre indices M,N = A, iA and all indices ρ. Thus for every α(p) = 1l! αρ1···ρl (p)e
∗ρ1
(p) ∧·· ·∧e
∗ρl
(p) ∈ΩlP = Γ(ΛlT ∗P )
the mapping5)
dV =
(
e∗M(p)∧D∗eM
)
: ΩlP → Ωl+1P
3)One can, however, define the space of vertical forms canonically, but in what follows we need the wedge product of a vertical form and an
arbitrary one. For this, one needs an embedding of vertical forms in the space of forms, which in turn requires the use of a connection.
4)When working in coordinates of P , we will use the following convention which is similar to the one for coordinates on J1V . Small Latin
indices sum over the base manifold directions, that is i, j,k run from 1 to n+ 1 if not specified otherwise. Capital Latin characters as A,B,C,D run
from 1 to N which is the dimension of a fibre of V . Small Greek indices can be both base manifold and V -fibre and dual jet bundle indices, i.e.
ρ,σ,τ = i,A, iA . Finally, capital letters from M onwards stand for both A,B . . . and iA , jB , . . . .
5)This mapping is a globally defined version of the vertical differential used by Kanatchikov in [11, 12].
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fulfils (M,N = A, iA for i = 1, . . . ,n, A = 1, . . . ,N, ρl = i,A, iA )(
dV
)2
α(p) =
(
dV
)2 1
l!αρ1···ρl (p)e
∗ρ1
(p) ∧·· ·∧ e
∗ρl
(p)
=
(
e
∗M
(p)∧D∗eM
)(
e
∗N
(p)∧D∗eN
) 1
l!αρ1···ρl (p)e
∗ρ1
(p) ∧·· ·∧ e
∗ρl
(p)
=
1
l!
(
e∗M(p)∧D∗eM
)(
eN αρ1···ρl
)
(p) e
∗N
(p)∧ e∗ρ1(p) ∧·· ·∧ e
∗ρl
(p)
+
1
l!
(
e∗M(p)∧D∗eM
) l
∑
k=1
αρ1···ρl (p)e
∗N
(p)∧ e∗ρ1(p) ∧·· ·∧D∗eN e∗ρk︸ ︷︷ ︸
=0
∧·· ·∧ e∗ρl(p)
=
1
l!
(
eM eN αρ1···ρl
)
(p) e
∗M
(p)∧ e∗N(p)∧ e∗ρ1(p) ∧·· ·∧ e
∗ρl
(p)
+
1
l!
(
eN αρ1···ρl
)
(p) e
∗M
(p)∧D∗eMe∗N︸ ︷︷ ︸
=0
∧e∗ρ1
(p) ∧·· ·∧ e
∗ρl
(p)
+
1
l!
l
∑
k=1
(
eN αρ1···ρl
)
(p) e
∗M
(p)∧ e∗N(p)∧ e∗ρ1(p) ∧·· ·∧D∗eN e∗ρk︸ ︷︷ ︸
=0
∧·· ·∧ e∗ρl(p)
=
1
2l!
(
[eM,eN ]αρ1···ρl
)
(p) e
∗M
(p)∧ e∗N(p)∧ e∗ρ1(p) ∧·· ·∧ e
∗ρl
(p)
= 0,
that is,
(
dV
)2
= 0. This justifies the name vertical exterior derivative.
3.1 Poincare´ lemma for dV
Lemma 3.1 (Poincare´ lemma for dV ) Let α ∈ΩrP with dV α = 0. Then for every p ∈ P there exists a neighbourhood
Up and a (r− 1)-Form β such that α↾
Up
= dV β.
PROOF: As fibres of P → M are contractible and dV , restricted to such a fibre, acts like the exterior derivative, this is
a consequence of the Poincare´ lemma. In detail, let m = pi(p) and U be a neighbourhood of m such that P ↾
U
is trivial.
Now let Up = pi−1(U). On Up, we can choose a basis (e∗α(p),e
∗i
(p)) of T
∗P ↾
Up
as above (in what follows we will omit the
point p when writing a covector). Then we have
α(p) =
r
∑
l=0
αl(p),
where αl is of the form
αl(p) =
1
r!
αM1···Ml il+1···ir(p)e
∗M1 ∧·· ·∧ e∗Ml ∧ e∗il+1 ∧·· ·∧ e∗ir .
As e∗M1 ∧·· ·∧e∗Ml ∧e∗il+1 ∧·· ·∧e∗ir and e∗M1 ∧·· ·∧e∗M j ∧e∗i j+1 ∧·· ·∧e∗ir are linearly independent for j 6= l, dV α = 0
implies
dV αl = 0 ∀l = 1, . . . ,r.
Furthermore, we see that
dV αl(p) = 0 ⇔ dV αl,il+1···ir(p) = 0 ∀il+1, · · · , ir = 1, . . . ,n,
where
αl(p) =
1
(r− l)! αl,il+1···ir(p)∧ e
∗il+1 ∧·· ·∧ e∗ir .
Now, if we restrict the αl,il+1···ir to a fixed fibre Pm of P → M , applying dV corresponds to the exterior derivative on
that space. As the fibre under consideration is a vector space, it follows that
αl,il+1···ir↾
Zm
= dV βm(l−1),il+1···ir ,
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and hence
α(p) =
r
∑
l=0
αl(p) =
r
∑
l=0
1
(r− l)!αl,il+1···ir(p)∧ e
∗il+1 ∧·· ·∧ e∗ir
=
r
∑
l=0
1
(r− l)!
(
dV βpi(p)(l−1),il+1···ir
)
∧ e∗il+1 ∧·· ·∧ e∗ir
=
r
∑
l=0
1
(r− l)!d
V
(
βpi(p)(l−1),il+1···ir ∧ e∗il+1 ∧·· ·∧ e∗ir
)
= dV β(p),
where
β(p) =
r
∑
l=0
1
(r− l)!β
pi(p)
(l−1),il+1···ir ∧ e
∗il+1 ∧·· ·∧ e∗ir .
✷
4 Field equations
As already mentioned the multisymplectic phase space P of a given field theory is chosen to be the affine dual of the
first jet bundle J 1V , but the field equations (2) are formulated on J 1V itself. Hence, similar to ordinary mechanics,
one uses the covariant Legendre transformation (4) to reformulate the theory. For this, let us assume that the middle
equation of (5) can be rearranged so that the variables vAi can be expressed in terms of (xi,vA, p
i
A ). In other words, we
require
det
(
∂2L
∂vAi ∂vBj
)
6= 0, vAi = ϕAi (xi,vA, p
i
A ).
Then the Lagrange density L, (5), becomes a function over phase space,
˜L(xi,vA, p
i
A ) = L(xi,vA,ϕAi (xi,vA, p
i
A ))
and we obtain the covariant Hamiltonian
H(xi,vA, p
i
A ) = ˜L(xi,vA, p
i
A )− p iA ϕAi (xi,vA, p
i
A ). (7)
Using this, the generalised Hamiltonian equations
∂H
∂vA =
∂p iA
∂xi ,
∂H
∂p iA
=−∂v
A
∂xi , (8)
are equivalent to the Euler-Lagrange equations (2), ([16], ch. 4.2). Note, however, that H is not a function but (7) rather
describes a subset of P which is the image of J 1V under FL . The coordinates we have used up to now have arisen in
a natural way from coordinates on M and V ; they simply are the components of the tangent map of a given section. If
one uses the connection Γ as a zero section of J1V → V one turns J1V into a vector space VV ⊗T ∗M , and P splits
into the direct sum of a line bundle and the bundle of linear mappings of the former vector bundle to Λn+1T ∗M (cf.
[17]). In coordinates this corresponds to the change
Ψ : (xi,vA,vAi ) 7→ (xi,vA, v˜Ai = vAi +ΓAiB vB). (9)
Using
∂L
∂vAi
◦Ψ−1 = ∂L ◦Ψ
−1
∂v˜Ai
,
∂L
∂vA ◦Ψ
−1 =
∂L ◦Ψ−1
∂v˜A −Γ
B
iA
∂L ◦Ψ−1
∂v˜Bi
(10)
5
equation (2) becomes (for LΓ = L ◦Ψ−1)
∂LΓ
∂vA ◦ j
1ϕ−∇i
(∂LΓ
∂v˜Ai
◦ j1ϕ
)
= 0 (11)
For the affine bundle P the change of coordinates induces a mapping Ψ∗ : (xi,vA, p, p iA ) 7→ (xi,vA, p+ΓAiB p
i
A vB, p
i
A ).
Let HΓ = H ◦ (Ψ∗)−1. As we have a global splitting of P induced by the connection Γ, this is a function on (VV ⊗
T ∗M )∗. Differentiating HΓ as in (8) with respect to vA and piA one obtains on solutions j1ϕ of (2)
∂HΓ
∂vA = ∇i p˜
i
A ,
∂HΓ
∂p˜ iA
=−∇ivA. (12)
For the last equation we have used that in the coordinates introduced the first jet prolongation has the form (1). A
similar result can be found in [5].
Now we are going to formulate the equations of motion in a coordinate free manner. Let solutions of (2) be described
by (n+ 1)-vector fields
n+1
X ∈ Γ(Λn+1T (J1V )∗) with T p¯in+1X 6= 0. Further, let n+1X V = n+1X − (T p¯in+1X )h be the vertical
component of
n+1
X , where (T p¯i
n+1
X )h is the horizontal lift according to the splitting induced by the mapping (43) in the
appendix B. If Ω(2,n) = dV Θ(1,n), where Θ(1,n) denotes the vertical component of Θ (so that in the splitting above Ω(2,n)
has two vertical and n horizontal components),
Θ(1,n) = Θ−ΘH, (X)h Θ(1,n) = 0 ∀X ∈ Λn+1T M , X ΘH = 0 ∀ X ∈VP .
the generalised Hamilton equations (8) are equivalent to(
XV Ω(2,n)
)(1,0)
= (−)n+1dV H.
5 Hamiltonian forms and a graded Poisson structure
With the help of the vertical exterior derivative we can define the graded vertical Lie derivative by an r-vector field by
L r
X
Φ =
r
X dV Φ+(−)r+1dV
(
r
X Φ
)
(13)
for every form Φ on T P .
An r-vector field
r
X is called a Hamiltonian multi-vector field iff there is a horizontal (n+ 1− r)-form
(n+1−r)
F that
satisfies
r
X Ω(2,n) = dV
(n+1−r)
F . (14)
The set of all such forms will be called the set of Hamiltonian forms and denoted by H F . Not every horizontal
form is automatically Hamiltonian. Indeed, if we write in local coordinates
(n+1−r)
F =
1
r!
F i1···ir(ei1···ir ω), (15)
where ω is the horizontally lifted volume form of M and ei1···ir = ei1 ∧·· ·∧ eir , we find for n+ 1 > r ([12])
r XA[ j1··· jr−1δi]j = ∂iAF
j1··· jr−1i
−r X iA j1··· jr−1 = ∂AF j1··· jr−1i
(16)
which puts a restriction on the admissible horizontal forms F with r < n+ 1, namely
∂k
B
F j1··· jr = 0 (17)
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for all k 6∈ { j1, · · · , jr}. For r = n+ 1 the first equation in (16) does not lead to any restriction, since j has to be in
{ j1, . . . , jn, i} in any case. Moreover, from dV
r
X Ω(2,n) = (dV )2
(n+1−r)
F = 0 we deduce in particular
n+1
∑
i=1
N
∑
A,B=1
∂i
A
XBi1···ire
i
A ∧ ejB∧ ei1···ir j ω = 0,
which implies (
∂ j1
A
)2
F j1··· jr =−r∂ j1
A
XB j1··· jr−1 = 0 (No summation over j1.) (18)
Hence, as already remarked in [10], the coordinate expression of F can depend on the coordinates of the fibre of P in a
specific polynomial way only, where each coordinate p
i
A appears at most to the first power.
If n = 0 then Ω(2,0) does not contain any horizontal degree and the Hamiltonian forms are just functions on P . For
those, the conditions (16) become
XA = ∂1
A
F1, X
1
A = ∂AF1. (19)
Hence, arbitrary functions F are allowed.
Lemma 5.1 Let
(n+1−r)
F = 1
r! F
j1··· jre j1··· jr ω be a Hamiltonian form. If r < n+ 1, then the coefficient functions are of
the following form.
F j1··· jr(x,v, p) =
1
r!
r
∑
k=0
p
j1
A1 · · · p
jk
Ak f A1···Ak jk+1··· jr , (20)
where the functions f are antisymmetric in the upper indices.
If n+ 1 = r, then the set of Hamiltonian forms consists of all functions on the phase space P .
With that, we have the following observation.
Lemma 5.2 If rX, sX are Hamiltonian multi-vector fields, then
r
X
s
X Ω(2,n) (21)
is a Hamiltonian form.
Proof: This can be checked by a calculation using coordinates. Let us suppose n > 0. (The case n = 0 is easy because
there is no additional restriction on Hamiltonian forms apart from having horizontal degree zero.) Firstly, the above
expression (21) is horizontal. Since
r
X and
s
X are assumed to be Hamiltonian, there are horizontal forms F and G
satisfying (14) respectively. We will show that
r
X
s
X Ω(2,n) is of the form (20).
r
X
s
X Ω(2,n) = 1
(r− 1)!
1
(s− 1)!(−)
(r−1) rXMi1···ir−1
s
XN j1··· js−1〈eM ∧ eN ,eA∧ e
i
A〉(ei1···ir−1 j1··· js−1i ω)
=
1
(r+ s− 1)!H
i1···ir−1 j1··· js−1i (ei1···ir−1 j1··· js−1i ω) .
Because of the special form of
r
X and
s
X according to lemma 5.1 we find
∂i1
A
H i1···ir+s−1 =−∂i2
A
H i1···ir+s−1 (22)
and
∂i
A
H i1···ir+s−1 = 0 for i 6∈ {i1, · · · , ir+s−1}. (23)
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This shows that
r
X
s
X Ω(2,n) fulfils the conditions derived from (16) and thus is Hamiltonian. ✷
Looking at equation (21) we can ask what the corresponding Hamiltonian multi-vector field might be. One calculates
dV
(
r
X
s
X Ω(2,n)
)
= dV
(
r
X
s
X Ω(2,n)
)
+(−)r+1
r
X dV
(
s
X Ω(2,n)
)
= L r
X
s
X Ω(2,n)
As L r
X
Ω(2,n) = 0 this looks like the Lie bracket of
r
X and
s
X being inserted in Ω(2,n). Now in symplectic mechanics
the Lie bracket of two (locally) Hamiltonian vector fields is the vector field associated to the Poisson bracket of the
Hamiltonian functions of the former. Hence, by analogy, we define a bracket as follows:
{
r
F ,
s
F}= (−)n+1−r
n+1−r
X
n+1−s
X Ω(2,n), (24)
where
r
F ,
s
F are Hamiltonian forms and
n−r
X ,
n−s
X denote the corresponding vector fields. Note that whereas there is some
ambiguity in the choice of a Hamiltonian (multi-)vector field in eq. (14), this does not lead to an ambiguity of the above
bracket. Indeed, a vector field X that vanishes on Ω(2,n) must have vanishing coefficients XMi1···ik but can have non
vanishing components XM1···M j i1···il . The latter, however, do not contribute to the bracket since Ω(2,n) is of type (2,n)6).
Proposition 5.1 The bracket
{·, ·} : H F ×H F → H F (25)
defined by (24) has the following properties:
1. It is graded antisymmetric,
{
r
F,
s
F}=−(−)(n−r)(n−s){
s
F,
r
F}.
2. It fulfils a graded Jacobi identity,
(−)(n−r)(n−t){
r
F ,{
s
F,
t
F}}+(−)(n−s)(n−r){
s
F,{
t
F ,
r
F}}+(−)(n−t)(n−s){
t
F,{
r
F ,
s
F}}= 0.
3. There is a product
r
F •
s
F = ∗−1
(
∗
r
F ∧∗
s
F
)
= (−)(n+1−r)(n+1−s)
s
F •
r
F , (26)
where ∗ is the operation induced by the Hodge operator on M that maps Hamiltonian functions to Hamiltonian
functions. With respect to •, the above defined bracket shows a graded Leibniz rule,
{
r
F,
s
F •
t
F}= {
r
F ,
s
F} •
t
F +(−)(n−r)(n+1−s)
s
F • {
r
F,
t
F}. (27)
Proof. 1) is an immediate consequence of the definition.
2) is a straightforward calculation if one uses
∂k
B
X
i
A j1··· j−1 =−∂AXb[ j1··· j−1δi]k , ∂BX
i
A j1··· j−1 = ∂AX
i
B j1··· j−1 (28)
which can be deduced from changing the order of differentiation in (16).
As for 3), using
∗(ei1···ir e1∧·· ·∧ en)= ei1 ∧·· ·∧ eir
6)The author wishes to thank the referees for pointing out the remaining ambiguity to him.
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we find
n+1−q
G •
n+1−r
H =
1
(q+ r)!
Gi1···iqH iq+1···iq+r
(
ei1···iq+r ω
) (29)
and hence
{
n+1−p
F ,
n+1−q
G •
n+1−r
H }= (−)p 1
(p− 1)!X
Mi1···ip−1
F d
V (G•H)
= XMi1···ip−1F (∂MG j1··· jq H jq+1··· jq+rei1···i(p−1) j1··· jq+r ω
+(−)(p−1)qG j1··· jqXMi1···ip−1F (∂MH jq+1··· jq+r)e j1··· jqi1···i(p−1) j1··· jq+r ω
= {
p
F,
q
G} •
r
H +(−)(p−1)q
q
G• {
p
F,
r
H}
(30)
✷
One might ask about the dependence of the bracket on the connections Γ and Λ. As can be seen from (6), different
choices of connections amount to differences in the horizontal terms of the vertical forms that have been used in the
definition of dV . But from (14) we learn that this change can have an effect on those terms of X that have two or more
vertical components only. Again, those terms do not contribute to the bracket. Hence the Poisson bracket does not
depend on Γ nor Λ.
6 Recovering mechanics
To recover Hamiltonian mechanics we proceed as follows. Let Q be the coordinate space of the theory. Then, M =R
and V is trivial V =R×Q . Hence, T V decomposes into T V =R⊕TQ . The condition for a mapping ϕ⊕ψ : TM =
R→ T V =R⊕TQ to be in J1V is thus
Tpi◦ (ϕ⊕ψ) = ψ = T id
R
= 1. (31)
As the mapping ϕ is defined by its value at 1 we conclude J1V = T Q ×R and, going to the dual we obtain the phase
space,
P
(
J
1V
)∗
= (T ∗Q ⊕R)×R. (32)
The canonical 1-form Θ reads
Θ(t,vA, p, pA) = pA dvA + pdt
whereas Ω(2,0) is
Ω(2,0)(t,vA, p, pA) = d pA∧dvA
which is just the canonical 2-Form. As the base manifold is one-dimensional, horizontal forms are either functions or
1-forms on T ∗Q . Now in this case equation (14) admits the former case since Ω(2,0) does not contain any horizontal
component. Therefore the Hamiltonian multi-vector fields can be ordinary vector fields on T ∗Q only, and we have
XF(t,v, p) = ∂pAF(t,v, p)∂pA − ∂vAF(t,v, p)∂vA (33)
There is no additional restriction to admissible Hamiltonian functions (cf. (19)) and we have arrived at the stage of
Hamiltonian mechanics (cf. [9]). As the bundle V is trivial we do not need a connection really, so there is no need for
Q to be a vector bundle. As the base manifold is one-dimensional only, the product of two Hamiltonian forms always
gives zero. This can be remedied if one includes horizontal 1-forms in the set of observables in addition to functions7).
This leads to the extension of the notion of Hamiltonian vector fields to form valued vector fields.
In [6], sec. 4, where a Poisson structure is defined on (de Rham) equivalence classes of forms on P , the Poisson algebra
consists of those functions only for which the dependence on the parameter is the physical time, i.e. which solve the
equations of motion when differentiated with respect to this parameter. Here, in contrast, nothing can be said about the
”time” dependence of Hamiltonian forms.
7)I. Kanatchikov, private communication.
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7 The case of a scalar field
In the case of a scalar field, the fibre of V is isomorphic to R. Using a connection Γ : V → J1V , we obtain an
isomorphism
J
1V
Γ∼=VV ⊗V T ∗M , VV ∼=R×R. (34)
Hence
J1V
Γ∼= pr∗(T ∗M ), (35)
where pr denotes the canonical projection of the bundle V → M . Using (14) one immediately verifies in local coordi-
nates (xi,v, pi, p) of P in this case (let ei denote the horizontal lifts of tangent vectors of M and ei be the vertical forms
with respect to the splitting discussed in the appendix; the determinant comes from the volume element on M )
−∂v Ω(2,n) = ei∧ (ei ω) = dV pi∧ (ei ω),
∑n+1i=1 ∂pi ∧ ((−)i(
√
detg)e1∧·· ·∧ ei−1∧ ei+1∧·· ·∧ en+1) Ω(2,n) = dV v,
hence Π(x,v, p) = pi∧ (ei ω) satisfies
{Π,Φ}= 1
for Φ(x,v) = v, but Π• 1 = 0 = Φ• 1. The unit with respect to • is ω, so one should look for solutions of
X Y Ω(2,n) = ω.
This cannot be solved, as Ω(2,n) contains n horizontal components, whereas ω is a horizontal (n+ 1)-form. As before,
one might have to include vector fields that are form valued, i.e. endomorphisms of Λ∗T ∗P .
Note, however, that the connection Γ remains arbitrary: Although it is hidden in the expression for Π,
Π(x,v, p) = pi∧ (ei ω) = pi∧ (∂i ω),
Π is in fact independent of it.
8 Conclusions
In multisymplectic geometry we take the phase space P to be the affine dual of the first jet bundle to a given vector
bundle V . It is then possible to define (graded) Poisson brackets (24) on P even for nontrivial vector bundles. For this
one needs a covariant derivative on the (n+ 1)-dimensional base manifold M (space-time) and a connection on the
vector bundle of the fields under consideration.
Kanatchikov has proposed a similar construction by making use of equivalence classes of forms modulo forms of
higher horizontal degree ([11]). This is equivalent to the use of the construction elaborated in this article, as a vertical
form, say eA, differs from the coordinate expression dvA by horizontal components only, cf. (6),
e∗A(p) = dv
A +ΓAiB(pi(p))vB dxi. (36)
Hence, e∗A(p) and dv
A define the same equivalence class, independent of the connections Γ and Λ used. The same applies
to the bracket: Whereas the correspondence of Hamiltonian forms and multi-vector fields is ambiguous and does depend
on the connections chosen, the (graded) Poisson bracket does not. Admissible observables are so-called Hamiltonian
forms, horizontal forms that satisfy certain consistency relations, (16). It turns out that those Hamiltonian forms are
polynomial in the momenta, i.e. coordinates of the fibres of P → V , cf. (20).
In addition M has to be orientable in order to define the multiplication (26) between Hamiltonian forms. For
Hamiltonian forms of the same degree, this product is commutative but gives zero if the form degree is less than
(n+ 1)/2.
If space-time is taken to be one-dimensional the whole formalism reduces to ordinary mechanics on a configuration
space Q . Hamiltonian forms then are arbitrary functions on the extended phase space T ∗Q ×R, and the Poisson bracket
takes the standard form. However, the product • of functions always gives zero in this case.
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In the case of a scalar field, given a (local) field Φ one can define a Hamiltonian form Π that satisfies {Π,Φ} = 1,
but the constant function 1 is not the unit with respect to •. Rather, this roˆle is played by ω, the pulled back volume form
from M . To obtain {Π,Φ}=ω one has to extend the notion of Hamiltonian vector fields in a way similar to that needed
in the mechanical case (as mentioned above), namely one has to include form valued vector fields, i.e. endomorphisms
of Λ∗T ∗P .
The Poisson structure is graded in the following way. Let the degree of a (homogeneous) Hamiltonian form be
its degree as an element of the exterior algebra. Then the degree of the Poisson bracket of two Hamiltonian forms
is the sum of the respective degree minus n, the number of space directions, while the degree of the product of two
Hamiltonian forms is the sum of the degrees minus n+ 1,
deg{
r
F,
s
F}= deg
r
F + deg
s
F − n, deg
r
F •
s
F = deg
r
F + deg
s
F − (n+ 1). (37)
Looking at proposition 5.1 we find that the graded antisymmetry of the {,}, the graded Jacobi identity, the graded
derivation property with respect to • and the graded commutativity of • all match with each other.
As already remarked in the examples, How to relate observables of physical fields and Hamiltonian forms. This
point requires further investigation, especially the relation with the multiplicative structure. In particular, the notion of
canonical conjugate momenta needs to be clarified.
Note added. As pointed out by one of the referees the above construction depends heavily on the vector space structure
of fibres of V . This might be sufficient for the study of such field theories where the fields take their values in a
vector space. For classical mechanics on arbitrary configurations spaces, nevertheless, or in the case of string theory
– whenever the target space is not Minkowski space – there’s is indeed a need for a generalisation of the construction.
In this article, all that is used really is a splitting of the tangent space TJ1V in horizontal and vertical subspaces with
respect to the canonical projection onto M . Such a splitting does not exist canonically. There is, however, a natural
way to split (pi1)10
∗ (TJ1V ), the pull back of TJ1V onto J1J1V , the first jet bundle of J1V . Now every connection ¯Γ
on J1V (viewed as a bundle over M ) defines a map ¯Γ : J1V → J1J1V and hence induces a splitting of TJ1V . For V
being a general fibre bundle, the connection Γ does not depend linearly on the fibre coordinates (cf. (39)). Rather, it
takes the most general form
Γ : V ∋ (xi,uA) 7→ (xi,uA,ΓAi ).
In this case, in the local expression (42), one has to replace −ΓAiBuBj by ∂uBΓAi uBj and ΓAkBuB by −ΓAk .
Acknowledgements. The author’s interest in this subject was initiated by very elucidating discussions with H. Ro¨mer
and M. Bordemann about quantisation schemes for field theories. In particular, the author thanks M. Bordemann
for explaining [2] to him and for critical remarks. Finally clarifying discussions with and valuable comments by I.
Kanatchikov are gratefully acknowledged.
A Connections and jet bundles
Given a bundle pi : V → M over an n-dimensional base manifold M every connection is defined by a section Γ of the
first jet bundle J1V of V , since it describes how to lift tangent vectors of the base manifold horizontally. If in addition
V is a vector bundle (with fibre V ) then as J1V is an affine bundle over V the connection Γ delivers an isomorphism
J1V
Γ∼=VV ⊗M T ∗M , (38)
where both sides (VV being the vertical bundle to V ) are viewed as bundles over the base manifold M . Note in
particular that the vertical bundle VV is a vector bundle over M (with typical fibre V ×V , [14], ch. II, 6.11.).
Now for V being a vector bundle we can form the covariant derivative ∇ that corresponds to the given connection Γ.
Then horizontal lifts of tangent vectors are represented by covariantly constant lifts of curves in the base manifold M .
Therefore, in local coordinates (xi)i=1,... ,n of M and (xi,vA)i=1,... ,n,A=1,...,N of V the map Γ(v) ∈
(
J1V
)
v
, v ∈ V , takes
the form
Γ(v) : (x, c˙i(x)) 7→ (x,v,−ΓAiB(x)vB) , (39)
where ΓAiB(x) is the Christoffel symbol of ∇.
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Now we are locking for a connection in J1V , that is for a map
¯Γ : J1V → J1 (J1V ) .
For this, one needs a connection both in V and M ([13], Prop. 4). If we use the isomorphisms
J
1V
Γ∼=VV ⊗T ∗M and J1 (VV ⊗T ∗M )∼= J1 (VV )⊗J1 (T ∗M ) ,
the latter being natural, we see that all we need is a map VV → J1VV , since a connection on M defines a map
Λ∗ : T ∗M → J1 (T ∗M ). Now the desired map can be constructed by vertical prolongation if we make use of the
isomorphism VJ1V ∼= J1VV ([6], eq. (1.4))8):
VΓ : VV →VJ1V ∼= J1VV .
Indeed,
VΓ⊗Λ∗ : VV ⊗T ∗M → J1VV ⊗J1T ∗M ∼= J1(VV ⊗T∗M )
gives a connection9)
¯Γ : J1V → J1 (J1V ) . (40)
In coordinates (xi,vA,vAi ) of J1V one calculates
¯Γ(xi,vA,vAi ) :
(
xi, x˙i
) 7→ (xi,vA,vAi , x˙i,−ΓAjB(x)vB x˙ j, ¯ΓAi j x˙ j) , (41)
where
¯ΓAi j(xi,uA,uAi ) =−ΓAjB(uBi +ΓBiCuC)−Λkji(uAk +ΓAkBuB)− (∂ jΓAiB)uB +ΓAiBΓBjCuC. (42)
Note that Λki j denote the Christoffel symbols of Λ, not Λ∗.
B A covariant derivative on T P
Using a connection Γ of pi : V → M , which is a map
Γ : V → J1V ,
the affine bundle pi′ : J1V → V becomes a vector bundle,
J
1V
Γ∼=VV ⊗V pi∗ (T ∗M ) ,
where Γ(V ) is identified with the zero section.
If in addition pi is a vector bundle, then VV is a vector bundle over M as well ([14], ch. II, 6.11), and we have
J1V
Γ∼=VV ⊗M T ∗M .
Let ¯V =VV ⊗M T ∗M . In multisymplectic geometry the phase space
(
J1V
)∗
consists of all with respect to pi′ fibre-
wise affine mappings from J1V to ΛnT ∗M . In order to simplify the notation, let us denote this bundle by P :=
(
J1V
)∗
.
Again, the connection Γ provides an isomorphism
P
Γ∼= ( ¯V ∗⊗ΛnT ∗M )⊕V R,
8)Let st denote a one-parameter family of local sections of pi : V → M . Then
d
dt t=0 j
1(st)(x) 7→ j1( ddt t=0st)(x)
gives the isomorphism.
9) In [13], p. 136, this construction is denoted by p(Γ,Λ).
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where p˜ ∈ P is decomposed into a linear map p¯ : ¯V → ΛnT ∗M and a function p on V in the following way:
p˜(v˜) = p˜(v˜)− p˜(Γ(pi′(v˜)))+ p˜(Γ(pi′(v˜)))
= p¯(v¯)+ p(v).
Making use of the duality of ¯V ∗ and ¯V , we obtain a connection ¯Γ∗ on ¯V ∗ by
〈 ¯Γ∗(v), v¯〉= 〈p¯, ¯Γ(v)〉, ∀v ∈ V , v¯ ∈ ¯Vv, p¯ ∈ ¯V ∗v .
Here, ¯Γ is the connection on ¯V as explained in detail in (A). Further, this gives a connection on P . In coordinates
(xi,vA, piA, p) we calculate
¯Γ∗(p¯) : TxM ∋ (xi,ξi) 7→ (xi,−ΓAiB vB ξi,(Λkji piA−ΓBjA pkB)ξ j ,0) ∈ TP .
Now ¯Γ∗ defines a covariant derivative ¯∇ on P . With the help of this we define the connection mapping K for [α]p]∈ TpP ,
represented by a curve α(t), by
K : TpP ∋ [α]p 7→


d
dt
t=0
α(t) if T p¯i[α] = 0(
¯∇T p¯i[α]α
)
(0) otherwise.
(43)
One easily verifies that K is well defined. Let p be a point in P and x its image under the projection p¯i. For the tangent
mapping of the canonical projection p¯i : P → M , the map K⊕T p¯i : TpP → Px⊕TxM is bijective and hence provides a
splitting of T Pp. Xhp ∈ TpP is called the horizontal lift of H ∈ TxM iff K⊕T p¯i(Xhp) = X . Similarly, qvp ∈ TpP is called
the vertical lift of q ∈ Px iff K⊕T p¯i(qvp) = q. Using this we define a covariant derivative D on T P by10):
DXhY
h
p
=
(
∇MX Y
)h
p
+
1
2
( ¯R(X ,Y )p)v
p
DXh βv
p
=
(
¯∇X β)v
p
DβvXh
p
= 0 = DβvΓv
p
,
(44)
where p ∈ P , βv,Γv,Xh,Y h ∈ T P are lifts as above, and ∇M is the (torsion free) covariant derivative on T M . The
curvature term ¯R of ¯∇ is needed for D to be torsion free.
Since at every point p of P the tangent space TpP decomposes into the direct sum of horizontal and vertical vectors,
we can choose an appropriate basis as follows. If (xi) are coordinates of a neighbourhood U of M that trivialises P ↾
U
and (ξi,vA, p iA , p) are coordinates on P , we define for every p ∈ P
ei(p) = (∂xi)h
p
= ∂ξi −ΓBiA vA ∂vB + ¯ΓAi j ∂
p
j
A
eA(p) = ∂vA , eiA(p) = ∂p iA , e(p) = ∂p, i = 1, . . . ,n, A = 1, . . . ,N.
we obtain a basis of TpP . From the definition of D it follows in particular that
DeAeα = 0, Dei
A
eα = 0, ∀α = i,A, jB , A,B = 1, . . . ,N, i, j = 1, . . . ,n.
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