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Resume 
Les ingenieurs en structure interagissent quotidiennement avec des logiciels de type 
«boite noire». Dans ces logiciels, qui sont de plus en plus conviviaux, l'ingenieur dessine 
une structure, definit le chargement et entre les proprietes geometriques et materielles. 
Le logiciel effectue l'analyse et la conception completes de la structure en quelques se-
condes. Tout le processus de calcul est cache aux ingenieurs. Pour ces raisons, des logiciels 
permettant d'enseigner le fonctionnement interne de ces boites noires sont necessaires. 
Ce memoire presente LAS pour langage d'analyse des structures. II s'agit d'un langage 
de programmation de haut niveau et d'un environnement de developpement destines a 
l'apprentissage assiste par ordinateur de l'analyse matricielle des structures, de la dyna-
mique des structures et de la methode des elements finis. II s'agit d'un environnement 
d'apprentissage flexible puisque pour resoudre un probleme structural ou tout autre pro-
bleme numerique, l'utilisateur doit entierement programmer sa solution en utilisant des 
fonctions preprogrammees ou en developpant ses propres algorithmes. 
Le langage propose inclut des variables matricielles, des operateurs puissants, des 
branchements conditionnels, des boucles et une panoplie de fonctions et procedures per-
mettant le developpement d'algorithmes complexes. Les fonctions et procedures incluses 
permettent la manipulation matricielle, la resolution de systeme d'equations lineaires, la 
resolution de problemes aux valeurs propres, la decomposition en valeurs singulieres, l'ana-
lyse frequentielle, la generation des matrices structurales selon la methode des elements 
finis, l'assemblage de ces matrices selon la methode directe des rigidites ainsi que l'ana-
lyse statique et dynamique d'une structure. Celle-ci peut etre accomplie dans le domaine 
temporel, dans le domaine modal et dans le domaine frequentiel. 
L'environnement de developpement est un logiciel qui permet la creation, l'edition et 
l'execution de documents de programmation LAS de raeme que la visualisation et le trai-
tement des resultats d'une analyse. II inclut un calculateur et une interface graphique. 
Celle-ci inclut un editeur de code, un visualiseur de sorties, un gestionnaire de matrices et 
un postprocesseur d'elements finis et un outil d'analyse de Fourier. Les utilisateurs peuvent 
employer le postprocesseur d'elements finis pour visualiser une structure, les efforts appli-
ques, les efforts internes ainsi que les deformees statiques, modales et dynamiques. 
Au moment de la redaction de ce memoire, LAS a ete utilise dans le cours «dynamique 
des structures» (2e cycle) et il est prevu qu'il soit utilise dans le cours «Structure II» (ler 
cycle). Le langage et l'environnement de developpement seront mis a jour en fonction des 
besoins de leurs utilisateurs. 
Mots-cles : Apprentissage assiste par ordinateur, Langage de programmation, Envi-
ronnement de developpement, Analyse numerique, Algebre matricielle, Analyse structu-
r a l , Dynamique des structures, Methode directe des rigidites. 

Abstract 
Structural engineers interact daily with «black box» type software. These programs, 
which are more user-friendly than ever, are used to draw a structure and to define loads, 
material properties and dynamic properties. The program analyses and designs the struc-
ture in matter of seconds. All the calculation process is hidden from the engineer. Educa-
tional softwares are therefore required to teach the internal processes of theses blackboxes. 
This thesis presents LAS, which stands for Language for Analysis of Structures. LAS is 
a high-level programming language and a development environment (software) for learning 
matrix structural analysis, dynamics of structures and the finite elements method. LAS 
is a flexible learning environment for structural or numerical analyses because users must 
fully program their own solution to solve a problem. 
The programming language includes matrix variables, powerful operators, conditio-
nal branches, conditional loops, and several functions. These functions carry-out matrix 
manipulation, resolution of linear equations, eigenvalue problems, singular value decom-
position, frequency analysis (fast Fourier transforms & spectrums), generation of finite 
element matrices, direct stiffness assembly of these matrices and static and dynamic ana-
lysis. The latter can be accomplished in the time domain, modal domain or frequency 
domain. 
The development environment is a program used to create, edit and execute LAS code 
as well as finite element postprocessing and data visualization. It contains a calculator 
module and a graphical user interface. The latter includes a code editor, an output viewer, 
a matrix manager, a finite element post-processor and a Fourier-analysis tool. 
At the time of writing, LAS was used in the «Dynamics of structures» course (graduate) 
and was scheduled to be used in «Strucures II» course (undergraduate). The language and 
development environment will be updated according to the needs of their users. 
Keyword : Computer-aided education, Computer analysis language, Development 
' environment, Numerical analysis, Matrix algebra, Structural analysis, Dynamics of struc-
tures, Direct stiffness method. 
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Chapitre 1 
Introduction 
1.1 Mise en contexte 
L'analyse structurale assistee par ordinateur est pratiquee depuis plus d'un demi-siecle. 
Autrefois tres onereuse, elle etait limitee a de tres grandes entreprises et elle etait effectuee 
par des experts. Aujourd'hui, il serait impensable pour tout ingenieur d'analyser et de 
concevoir des structures sans utiliser un logiciel dedie a cette tache. 
L'augmentation exponentielle de la puissance de calcul et l'amelioration de l'inter-
action homme-machine qui a eu lieu dans les trois dernieres decennies ont democratise 
l'utilisation des ordinateurs tant dans les firmes d'ingenierie que chez les particuliers. Ef-
fectivement, pour seulement quelques milliers de dollars, il est maintenant possible d'ac-
querir un logiciel permettant d'effectuer l'analyse statique et dynamique, lineaire ou non, 
de diverses structures telles que les ponts, les batiments, les pylones, etc. D'ailleurs, il est 
frequent que ces logiciels puissent egalement effectuer la conception des elements structu-
raux pour differents materiaux et conformement aux codes et aux normes en vigueur pour 
une region donnee. Meme que tout recemment, des logiciels permettant d'accomplir le 
dimensionnement a la capacite sont apparus sur le marche allegeant grandement le travail 
des ingenieurs qui congoivent des structures parasismiques. 
Les logiciels commerciaux decris plus haut sont generalement de type «boite noire». 
Dans ces logiciels, l'ingenieur n'a qu'a «dessiner» la structure, definir le chargement et 
entrer les proprietes geometriques et materielles des elements structuraux. L'analyse et la 
conception completes de la structure s'effectuent en un seul clic et en quelques secondes. 
Le processus de calcul et les procedures numeriques sont caches a l'ingenieur. Ainsi, le role 
de celui-ci est de definir l'entree et d'interpreter les resultats. 
Evidemment, il est illusoire de croire que l'expertise est a la portee d'un simple clic. 
Les etudes de cas menees par Searer et al. (2007) illustrent de fagon eloquente que la 
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trop grande confiance accordee par certains ingenieurs aux logiciels commerciaux pourrait 
favoriser la degradation des bonnes pratiques de l'ingenierie et du gros bon sens. Tous les 
ingenieurs utilisant des logiciels de type «boite noire» devront posseder une connaissance 
approfondie de la theorie et des hypotheses relatives aux analyses effectuees. lis devront 
egalement comprendre les impacts de chaque interaction avec le logiciel sur les resultats 
de leurs analyses. Finalement, ils devront etre en mesure de valider, a l'aide de calculs 
manuels ou de leur experience, les resultats obtenus. 
Ainsi, afin de former des ingenieurs en structure competents, des logiciels permettant 
d'enseigner le fonctionnement interne de ces boites noires sont necessaires. Depuis plus de 
vingt ans, l'Universite de Sherbrooke developpe, utilise et deploie des progiciels servant a 
l'apprentissage et l'enseignement assistes par ordinateur de l'analyse matricielle des struc-
tures et de la dynamique des structures. Nommee CAL/SE et CALWin, les deux suites de 
logiciels qui ont ete developpees aux fils des annees sont toutes constitutes d'un calcula-
t e s 1 , d'un environnement graphique et d'une documentation exhaustive et d'exemples 
d'analyses statiques et dynamiques. Le calculateur et l'environnement graphique sont deux 
logiciels differents. La resolution d'un probleme structural s'effectuait toujours avec ces 
progiciels selon les etapes suivantes : (1) la programmation entiere de la solution du pro-
bleme ; (2) l'execution de cette programmation avec un calculateur; et (3) la visualisation 
des matrices et du modele mathematique (structure) a partir de l'environnement gra-
phique. 
1.2 Problematique 
Les deux progiciels presentes utilisent tous comme calculateur une version modifiee 
par Paultre et al. (1991b) de l'interpreteur de commande CAL et sont constitues d'en-
vironnement graphique different. CAL/SE utilise le programme CAL/CGI, developpe par 
Jean Proulx a la fin des annees 80 tandis que CALWin utilise le programme du meme nom 
developpe par Labbe (2000). CAL a ete initialement developpe par le professeur Wilson 
(University of California, Berkeley) vers la fin des annees 70 et mis a jour jusqu'au debut 
des annees 90. La syntaxe du langage de programmation CAL est aujourd'hui desuete et 
n'est pas aussi flexible que les langages de programmation modernes. De plus, les environ-
nements graphiques developpes pour visualiser les resultats des analyses effectuees avec 
CAL, dependent d'un vieux format de base de donnees et de diverses composantes qui 
aujourd'hui ne sont plus supportees. Tous les logiciels presentes sont developpes dans des 
1. Le terme calculateur est utilise pour designer tout logiciel ou module de logiciel qui permet d'ac-
complir des calculs arithmetiques, algebriques ou logiques, peu importe la fagon dont la programmation 
est interpretee. 
1.3. Definition du projet 3 
langages de programmation differents ce qui rend leur maintenance difficile. D'ailleurs le 
langage FORTRAN, utilise pour programmer CAL n'est pratiquement plus enseigne dans 
les universites. Cela complique l'ajout de nouvelles procedures a ce calculateur. 
Dans les debuts des annees 90, un nouveau calculateur nomme LAS, pour langage 
d'analyse des structures, a ete developpe dans le cadre d'un projet de maitrise entrepris par 
Carbonneau (1994). Ce nouveau calculateur etait compatible avec CAL/CGI et CALWin et 
est limite a l'analyse statique de structures modelisees avec des elements poutres-colonnes. 
1.3 Definition du projet 
Le present projet de recherche vise a resoudre les problematiques enumerees precedem-
ment en ameliorant le langage de programmation LAS et en developpant un tout nouveau 
logiciel d'enseignement integrant le calculateur LAS et un environnement graphique ins-
pire des fonctionnalites et de l'interface de CAL/CGI et de CALWin. Le logiciel presente se 
nomme tout simplement LAS et est le resultat de trente ans de developpement logiciel et 
d'enseignement de la methode matricielle des structures. 
Ce projet etait tres bien defini des le depart puisque Carbonneau (1994) avait prevu 
et planifie le developpement a long terme du logiciel et parce que les chercheurs impliques 
sont egalement les professeurs qui enseignent les cours directement visees par LAS. Par 
consequent, leurs besoins ainsi que ceux des etudiants ont ete mis en evidence tot dans le 
projet. Ceux-ci seront presentes dans le prochain chapitre. 
1.4 Objectifs 
Les objectifs de ce projet de recherche sont : 
- Developper un langage de programmation simple, riche et flexible qui permet l'ana-
lyse statique et dynamique de structures ; 
- Developper un environnement de developpement complet qui permet la creation, 
l'edition et l'execution de codes, la visualisation de matrices, la visualisation des 
modeles des elements finis ainsi que l'analyse de Fourier; 
- Concevoir une documentation complete du langage d'analyse des structures accom-
pagnee de nombreux exemples. 
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1.5 Plan du memoire 
Chapitre 1. Introduction 
Ce memoire inclut les chapitres suivants : 
Chapitre 2 : Revue des logiciels utilises dans l'enseignement de l'analyse matri-
cielle des structures et definition des besoins et des exigences du 
projet. 
Chapitre 3 : Presentation du langage d'analyse des structures. 
Chapitre 4 : Presentation de l'environnement de developpement. 
Chapitre 5 : Description du developpement de LAS. 
Chapitre 6 : Conclusions, recommandations et travaux futurs. 
Le lecteur constatera que les resultats du projet de recherche, soit le langage d'ana-
lyse des structures (chapitre 3) et l'environnement de developpement (chapitre 4), sont 
presentes avant la description de leur developpement (chapitre 5). Cette disposition du 
contenu facilite la lecture du memoire et favorise la mise en evidence des differences entre 
le projet actuel (langage et logiciel) et les progiciels anterieurs. Ainsi, en ayant une vue 
d'ensemble du langage et du logiciel proposes, le lecteur comprendra mieux de quoi il est 
question lors de la description de leur developpement. 
Chapitre 2 
Logiciels pedagogiques d'analyse 
matricielle des structures 
La revue des logiciels utilises dans l'enseignement de l'analyse matricielle des structures 
est presentee dans ce chapitre. Les fonctionnalites et les interfaces de chacun sont decrites. 
Ensuite, l'etat actuel du projet LAS (1994) ainsi que la liste des besoins des utilisateurs 
et des exigences techniques du projet sont presentes. 
2.1 Enseignement de l'analyse matricielle des 
structures 
La figure 2.1 presente les methodes utilisees pour enseigner l'analyse matricielle des 
structures. L'enseignement de l'analyse matricielle des structures debute generalement par 
la description des differents concepts tels que l'hyperstaticite d'une structure, les degres de 
liberte, le principe du travail virtuel, le principe des displacements virtuels, etc. Ensuite, 
la formulation matricielle des problemes structuraux est expliquee et les differentes etapes 
necessaires a leurs resolutions sont decrites de fagon detaillee. Notamment, le processus 
d'assemblage des matrices de rigidite globale selon la methode directe des rigidites. A ce 
moment, les problemes structuraux sont resolus de fagon manuelle. Cette methode est 
done appropriee pour l'analyse de structures simples qui sont isostatiques ou qui ont un 
faible degre d'hyperstaticite. 
Pour s'assurer de la comprehension des etudiants dans la resolution de problemes struc-
turaux ayant un degre d'hyperstaticite plus eleve, ceux-ci seraient appeles a programmer 
entierement la demarche de resolution manuelle. Toutefois, il a ete demontre que cette 
approche n'est pas souhaitable puisque les etudiants passeraient plus de temps a deboguer 
leurs programmes qu'a se concentrer sur les concepts structuraux, (Wilson, 1979). Par 
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Figure 2.1: Methodes d'enseignement de l'analyse des structures, Paultre et al. (1991b) 
consequent, afin de soulager les etudiants des taches de programmation avancee et des 
operations matricielles repetitives (qui pourraient d'ailleurs etre une source importante 
d'erreurs), des calculateurs et/ou des langages de programmation de haut niveau ont ete 
developpes afin d'offrir un certain niveau d'abstraction de la formulation mathematique 
(matricielle) des problemes structuraux. Ceci est accompli, par exemple, en offrant des 
routines preprogrammees qui permettent la generation de matrices de rigidite elemen-
taires et leur assemblage selon la methode directe des rigidites. Une panoplie de logiciels 
ont ete developpes pour offrir un tel niveau d'abstraction. Une revue tres sommaire de 
ceux-ci est presentee a la prochaine section. Le logiciel presente dans ce document fait 
egalement partie de ce type de logiciels. 
Des logiciels commerciaux, dont le niveau d'abstraction est eleve, pourront etre utilises 
conjointement aux logiciels ayant un bas niveau d'abstraction. Les etudiants pourront alors 
comparer les differentes methodes de modelisation et les resultats obtenus avec les deux 
types de logiciels. Les cours avances de conception offrent un environnement d'apprentis-
sage ideal pour l'utilisation de tels logiciels. Les etudiants pourront ainsi experimenter les 
logiciels qu'ils auront a utiliser dans la pratique et bien comprendre leur fonctionnement. 
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2.2 Revue des logiciels a bas niveau d'abstraction 
Dans la presente section sont presentes les principaux logiciels a bas niveau d'abstrac-
tion qui ont ete developpes depuis les trente dernieres annees dans les universites pour 
l'enseignement de l'analyse matricielle des structures et de la methode des elements fi-
nis. Les interfaces des logiciels CAL/CGI et CALWin qui ont servi d'inspiration au logiciel 
propose sont illustres. 
2.2.1 CAL 
Le programme CAL {Computer-Assisted Learning, Wilson, 1979; Hoit et Wilson, 1984) 
est un interpreteur de commandes programme en FORTRAN 77 et developpe a partir du 
programme de manipulation matricielle SMIS (Symbolic Matrix Interpretive System, Wil-
son, 1973). Dans ce logiciel, la creation de matrice, les operations matricielles (addition, 
multiplication, etc) et les manipulations matricielles (Inversion, transposition, resolution 
de systemes d'equations lineaires, etc) sont toujours effectuees en utilisant des procedures. 
CAL ajoute a ce programme des procedures relatives a l'analyse matricielle des structures. 
L'utilisateur developpe, en utilisant un editeur de texte ASCII, un algorithme constitue 
d'une liste de commandes et d'arguments. Ces commandes seront ensuite executees se-
quentiellement avec le calculateur CAL. 
Les routines que CAL emploient sont des algorithmes optimises pour le calcul de matrice 
symetrique. Dans ces algorithmes, la partie triangulaire inferieure de la matrice est utilisee 
comme unite de stockage des valeurs des calculs intermediaries. Ainsi, puisque certaines 
procedures modifient les matrices d'entrees, celles-ci doivent etre constamment dupliquees. 
L'utilisateur doit Stre par consequent tres vigilant lors du developpement de sa solution. 
Les commandes SOLVE et EIGEN, qui permettent respectivement de resoudre un systeme 
d'equations lineaires et de resoudre un probleme aux valeurs propres, sont des exemples 
de commandes frequemment utilisees qui alterent les matrices. 
Paultre et al. (1991b) ont modifie CAL (1) en ameliorant l'analyseur syntaxique (par-
ser) afin que les variables constitutes de plusieurs lettres, utilisees comme arguments de 
commandes, puissent etre interpretees; (2) en implementant la methode directe des rigidi-
tes avec la matrice de localisation; (3) en ajoutant une commande permettant de generer 
les matrices de rigidite geometriques, les matrices de transformation geometriques, les 
matrices de masse (coherentes, concentrees et HRZ), etc; (4) en ajoutant des commandes 
pour les boucles et les branchements conditionnels. 
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2.2.2 CAL/CGI 
Le programme CAL/CGI (Computer-Assisted Learning with Computer Graphics In-
terface, Paultre et ai, 1991b) est un environnement graphique interactif qui permet de 
visualiser une structure, les forces appliquees, la deformee statique, les modes de vibrations 
et les deplacements dynamiques provenant d'une analyse de CAL. La figure 2.2 illustre l'or-
ganigramme de fonctionnement de CAL/CGI. Tout d'abord, l'utilisateur doit developper 
la solution de son probleme dans le langage de programmation CAL en utilisant un editeur 
de texte ASCII. Ensuite, le calculateur CAL est employe pour interpreter le code. Celui-ci 
stocke les matrices creees dans une base de donnees (fichier .cor) et enregistre les diffe-
rentes sorties (commentaires et impression de matrices) dans un fichier texte (fichier .out). 
Finalement, l'utilisateur emploie le logiciel CAL/CGI pour visualiser le modele d'elements 
poutres-colonnes et les resultats. Pour y parvenir, CAL/CGI interprete le contenu des ma-
trices stockees dans la base de donnees. La navigation a travers les differents modules 
du logiciel s'effectue a partir d'un menu principal. Le logiciel supporte aine interface en 
anglais et en frangais. 
Figure 2.2: CAL/CGI - Organigramme de fonctionnement 
L'utilisation de CAL/CGI en dynamique des structures est presentee dans Paultre et al. 
(1991a). La figure 2.3 illustre l'affichage d'un mode de vibrations et des historiques de 
deplacements de la reponse modale. On constate que le logiciel est capable de superposer 
a l'ecran des fonctions de force et plusieurs historiques de deplacement en meme temps 
que la representation de la structure. Cela ameliore l'experience educative de l'utilisateur. 
La figure 2.4 montre que l'utilisateur peut etudier la contribution de la rigidite de 
chaque element a la matrice de rigidite globale (assemblee). Les differentes couleurs et 
zones hachurees permettent de differencier les coefficients de rigidite -et de visualiser com-
ment la matrice de rigidite est assemblee. 
La figure 2.5 presente l'analyse de Fourier d'une fonction de force. Les spectres d'am-
plitude et de phase a simple bande sont illustres ainsi que les trois premieres harmoniques. 
Cet outil permet d'etudier le contenu frequentiel d'une fonction discrete. 
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Deplacement des 
Figure 2.3: CAL/CGI - Affichage de l'historique des deplacements de la reponse modale 
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Figure 2.4: CAL/CGI - Analyse de la contribution d'un element a la rigidite 
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Figure 2.5: CAL/CGI - Analyse de Fourier 
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2.2.3 
Chapitre 2. 
CALWin 
Logiciels pedagogiques d'analyse matricielle des structures 
Le programme CALWin (CAL for Windows®, Labbe, 2000) est un environnement de 
developpement congu pour remplacer CAL/CGI. Comme son nom l'indique, il a ete de-
veloppe pour le systeme d'exploitation Windows®. L'interface du logiciel ainsi que la 
documentation qui l'accompagne sont disponibles en anglais et en frangais. L'utilisateur 
peut changer la langue d'utilisation dans les options du logiciel. L'environnement de deve-
loppement est constitue d'un editeur de texte, d'un visualiseur de sorties, d'un gestionnaire 
de matrice, d'un visualiseur de structure, d'un outil d'analyse de Fourier ainsi que de fe-
netres permettant de tracer des graphiques. Ce logiciel a ete utilise pour l'enseignement 
de la methode matricielle de structure et de la dynamique des structures a l'universite de 
Sherbrooke durant les dix dernieres annees. 
L'interface de CALWin a et t developpee avec Visual C++ et depend de plusieurs tech-
nologies differentes : 
1. L'editeur de texte utilise le controle Objective Edit de l'entreprise Stingray Softwares ; 
2. La structure et les resultats (deplacements, forces, diagrammes d'efforts internes) 
sont dessines dans la zone de visualisation avec la technologie OpenGL (Open Gra-
phics Library); 
3. La visualisation des matrices est effectuee avec le logiciel Digital Array Visualizer 
qui est distribue avec CALWin ; 
4. Tous les graphiques sont traces avec le controle ProEssentials de l'entreprise Gigasoft. 
CAL est appele par un simple clic de souris et procede ensuite a Interpretat ion de la 
programmation situee dans l'editeur de texte. Ainsi, puisque tout est controle a partir de 
CALWin, il n'est plus necessaire d'utiliser les deux logiciels separement. 
La figure 2.6 presente l'editeur de texte de CALWin et presente l'allure d'un langage 
CAL. Celui-ci n'est pas presente dans le present document. Les commentaires sont colores 
en vert tandis que les commandes internes au langage CAL sont colorees en bleu. L'utili-
sateur peut acceder directement a la documentation d'une commande en positionnant le 
curseur de texte dans la commande et en appuyant sur la touche F1 du clavier. La syntaxe, 
la description et un exemple d'utilisation de chaque commande y sont documentes. 
La figure 2.7 presente le gestionnaire de matrices ainsi que tous les elements qui com-
posent l'interface graphique de CALWin. L'utilisateur navigue entre les differents modules 
a partir de la barre d'outils. L'utilisateur emploie le gestionnaire de matrices pour asso-
cier un sens physique a chaque matrice. Pour visualiser une matrice dans Digital Array 
Visualizer, l'utilisateur double-clique sur la rangee correspondant a la matrice dans le 
gestionnaire de matrices. 
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La figure 2.8 presente la fenetre de visualisation de la structure. Les degres de liberte 
statiques et dynamiques, les supports, les forces nodales, les chargements sur les elements, 
les deplacements statiques et dynamiques, les modes de vibrations ainsi que les diagrammes 
d'efforts internes (effort normal, effort tranchant, moment flechissant) peuvent tous etre 
superposes a la structure. Un panneau d'information permet d'acceder aux caracteristiques 
des elements du modele. 
La figure 2.9 presente l'outil d'analyse de Fourier qui est sensiblement identique a celui 
de CAL/CGI. 
CUCalWin- [Stal.cal] 
f j p Fichier Edition Affichage Fenetre 
JflJxl 
J f f J x J 
D ig m O . i i Oin- LOG COR PES R m Dk. 
E = 2 0 0 E 6 0=G 
E=200E6 0=G 
E=200E6 0=G 
freedom) 
1 2 
2 3 
3 4 
5 4 
; build location matrix LM 
CONMEC EQ=EQ E1=EL LM=LM NDOF=3 
; definition of element stiffness matrices 
FR&ME2 K=K1 T=R1 FD=FD1 EI>=1 M=1 A=0.0187 I=166QE-G E=200E6 0=G 
FRAME2 K=K2 T=R2 FD=FD2 EL=2 M=2 A=0.0159 I=996E-G 
FRAME2 K=K3 T=R3 FD=FD3 El=3 M=3 &=Q.0159 I=996E-6 
FRSME2 K=K4 T=R4 FD=FD4 EL=4 M=4 A=Q.Q187 I=ie60E-6 
; assemble global structural matrix (11 degrees.of 
ZERO KG P=ll C=ll 
:ABDK KG K1 LM N=1 
ADDK KG K2 LM N=2 
ADDK KG K3 LM N=3 
ADDK KG K4 LM N=4 
; store global stiffness matrix for graphic processing 
DOP KG K 
; define nodal load sector F 
ZERO F R=ll C=1 ; {0 values=no nodal loads) 
; define vector of fixed end forces for all members 
; distributed, lead of w in local coordinates 
; fixed end vertical forces — v*-l/2 
LUJJ . 
Affichage des resyltats. Pour ('aide, appuyezFl | " ( NUM A 
Figure 2.6: CALWin - Editeur de code 
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Editeur 
de code• 
(inactif) 
Fenetre Menu Barre 
Visualiseur de sorties 
(inactif) 
Gestionnaire 
de matrices 
(actif) 
Figure 2.7: CALWin - Gestionnaire de matrices 
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Figure 2.8: CALWin - Postprocesseur d'elements finis 
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Figure 2.9: CALWin - Analyse de Fourier 
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2.2.4 SALT 
17 
Le programme SALT (Structural Analysis Learning Tool. Thewalt, 1987) propose une 
solution similaire a CAL en y ajoutant un environnement de developpement. Celui-ci per-
met l'edition de code et contient un utilitaire d'aide. Celui-ci informe l'utilisateur sur les 
noms et les syntaxes des commandes. De plus, le calculateur propose supporte l'utilisa-
tion d'operateurs ( + - * / ) pour effectuer des operations directement sur les matrices et 
les scalaires. Une gestion des exceptions amelioree est egalement incluse : les expressions 
sont verifiees et en cas d'erreur un message explicite et relativement precis explique a 
l'utilisateur la nature de 1'exception. 
2.2.5 CALFEM 
Le programme CALFEM (Computer Aided Learning of the Finite Element Method, 
Dahlblom et al, 1986), developpe initialement en FORTRAN 77, est un outil interactif d'ap-
prentissage de la methode des elements finis. Contrairement aux autres logiciels, celui-ci 
ne requiert aucune competence en programmation. Pour construire un modele d'elements 
finis, l'utilisateur ne fait que repondre aux questions qui lui sont posees. Aujourd'hui ce 
logiciel a ete porte sur MATLAB en tant que boite d'outils (Toolbox for MATLAB). Celle-
ci est une librairie de fonctions relatives a la methode des' elements finis qui s'ajoute aux 
nombreuses fonctions deja integrees a MATLAB. Toutes les operations matricielles et les 
operations numeriques sont effectuees avec le calculateur MATLAB. 
2.2.6 FEMTR 
Le programme FEMTR (Finite Element Method - TRaining, Nikishkov et Nikishkov, 
1992) est un logiciel permettant de resoudre des problemes mecaniques elastiques en deux 
dimensions a l'aide d'elements triangulaires et quadrilateraux. Le logiciel contient un en-
vironnement graphique qui permet de visualiser la modelisation et les resultats. Les utili-
sateurs programment leur solution en utilisant le langage de programmation PASCAL. 
2.2.7 PRISM 
Le programme PRISM (Branicki et Wekezer, 1990) offre les memes fonctions que CAL 
sauf qu'il est limite aux matrices symetriques en bande. Ce logiciel est interactif et contient 
une aide en temps reel (sur demande). Contrairement aux logiciels precedents, celui-ci a 
ete developpe en Turbo Basic specifiquement pour les ordinateurs IBM PC. 
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COAST 
Le programme COAST (Branicki et Wekezer, 1994) offre les memes fonctionnalites que 
PRISM auquel s'ajoute un environnement graphique qui permet d'entrer directement les 
donnees dans des matrices et de visualiser les matrices de sorties. Neanmoins, le logiciel 
est limite a 20 noeuds et 20 elements ce qui est tres peu meme pour l'epoque. 
2.2.9 Mathcad 
Charney (2008) et Cedeno-Rosete (2007) ont developpe des feuilles de calculs d'ana-
lyse matricielle des structures pour le logiciel d'analyses mathematiques Mathcad. Ces 
feuilles contiennent les algorithmes necessaires pour developper des matrices de rigidite 
globale selon la methode directe des rigidites et resoudre les problemes statiques. Aucune 
visualisation du probleme structural n'est offerte. 
2.2.10 LAS 
Le programme LAS (Langage d'analyse des structures, Carbonneau, 1994) a ete de-
veloppe pour remplacer CAL et pour pouvoir etre utilise avec CAL/CGI ou CALWin. Ce 
logiciel est presente en detail a la prochaine section. 
2.3 LAS (1994) 
Le projet LAS de 1994 avait comme objectif de developper a partir de zero un nouveau 
langage de programmation et un nouvel interpreteur de commande en vue de remplacer 
CAL et ainsi repondre aux exigences grandissantes de ses usagers. La premiere version 
de LAS, qui resulte des travaux de Carbonneau, 1994, est limitee a l'analyse statique de 
structures modelisees avec des elements poutres-colonnes. 
La recherche de 1994 a apporte deux contributions majeures a la presente recherche : 
une definition de projet exhaustive et un calculateur fonctionnel constitue d'un module de 
compilation recursif et un module d'execution. Ces deux contributions constituent l'assise 
de la presente recherche et sont presentees aux prochaines sous-sections. 
Le calculateur LAS a ete initialement developpe avec Borland C++ et a plus tard ete 
porte sur Microsoft Visual C++ par l'auteur original de la recherche. La derniere modifi-
cation apportee au code source date du 25 fevrier 2005. Pour cette raison, les descriptions 
du langage et du calculateur des prochaines sections feront reference a cette version de 
LAS plutot que celle presentee dans le memoire de 1994. 
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2.3.1 Definition du projet 
Le projet LAS a ete tres bien defini par l'auteur original. Celui-ci avait dresse une 
liste detaillee des differents besoins de la clientele cible : les etudiants, les ingenieurs et 
les chercheurs. Les besoins du developpeur avaient egalement ete etudies. Les tableaux 
2.1, 2.2, 2.3 et 2.4 presentent respectivement les besoins des etudiants, des ingenieurs, des 
chercheurs et du developpeur. Etonnamment, tous ces besoins sont toujours d'actualite et 
pourront tout aussi bien orienter le developpement de LAS (2009). Evidemment, vu revo-
lution de l'ingenierie et de l'informatique depuis les quinze dernieres annees, de nouveaux 
besoins s'ajouteront aux projets. Ceux-ci seront discutes dans le chapitre 5 qui traite du 
developpement du langage et logiciel propose dans le present document. 
L'auteur original du projet avait prevu et planifie le developpement a long terme 
du logiciel en trois versions. Chacune des versions permettait de fagon incremental de 
combler les besoins des clients. Pour illustrer dans quelle version du logiciel chaque besoin 
devait etre comble, un numero de version est associe a chacun des besoins presentes aux 
tableaux 2.1 a 2.4. LAS tel que developpe de 1994 a 2005 comble les besoins de la premiere 
version. Cette version constitue un calculateur fonctionnel, evolutif et bien documente. 
La deuxieme version devait fournir un environnement graphique interactif. La troisieme 
version devait ameliorer les performances generales du calculateur et offrir la possibility 
de programmer des macrofonctions. 
Finalement, comme tout logiciel d'ingenierie, LAS devra respecter les exigences et les 
qualites que sont : l'exactitude, la robustesse, l'extensibilite, la reutilisabilite, la compati-
bilite, l'efficacite, la portabilite et la verifiabilite. 
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Tableau 2.1: Besoins de l'etudiant 
N o Besoins Version 
1.1 Langage utilisateur facile et intuitif qui ressemble aux 
equations mathematiques representees sur papier pour 
les methodes matricielles d'analyse des structures. 
1 
1.2 Acces facile a une reference complete du langage qui 
inclut plusieurs exemples de calcul des structures. 
1 
1.3 Fournir un tuteur electronique pour l'apprentissage de 
LAS et de la methode des rigidites. 
2 
1.4 Messages d'erreur complets et raffines qui aident vrai-
ment a isoler les erreurs du fichier d'entree. 
1 
1.5 Pouvoir lancer le calcul a l'aide d'une simple touche. 2 
1.6 Commandes de base pour b&tir les matrices propres aux 
elements finis. 
1 
1.7 Commandes de haut niveau pour resoudre les equations 
plus rapidement et comparer les resultats a la solution 
detaillee. 
3 
1.8 Une interface graphique pour visualiser et comparer les 
resultats et les effets des modifications apportees a la 
structure, aux charges, etc. 
2 -
1.9 Pouvoir batir des macrofonctions pour s'adapter a plu-
sieurs problematiques ou pour simplifier des operations 
repetitives. 
3 
1.10 Permettre l'interruption du traitement et permettre des 
points d'arret. 
2 
1.11 Possibility d'execution d'une sous-section du fichier en-
tree, execution pas-a-pas, visualisation de resultats in-
termediaries en tout temps. 
2 
1.12 L'environnement de l'usager doit faire en sorte que 
l'ecran puisse se diviser en plusieurs fenetres afin d'ou-
vrir plusieurs fichiers d'edition a la fois, de voir plusieurs 
matrices a la fois et plusieurs graphiques a la fois. 
2 
LAS (1994) 
Tableau 2.2: Besoins de l'ingenieur 
N o Besoins de l'ingenieur1 Version 
2.1 Taille des vecteurs limitee seulement par la memoire dis-
ponible 
3 
2.2 Aucune limite sur le nombre de variables que l'on peut 
declarer. 
1 
2.3 Aucune limite sur le nombre de macrofonctions que l'on 
peut definir. 
3 
2.4 Aucune limite sur l'emboitement des fonctions mathe-
matiques et des macros. 
1 
2.5 Rapidite d'execution accrue. 3 
2.6 Documentation tres detaillee et description des me-
thodes numeriques utilisees. 
1 
2.7 Possibilite de resoudre d'autres problemes numeriques 
ou a caractere scientifique. 
1 
2.8 Environnement propice au design des structures. 2 
2.9 Fournir des exemples de traduction entre logiciels d'ana-
lyse connus et LAS. 
3 
1
 Inclut les besoins des etudiants 
Tableau 2.3: Besoins du chercheur 
N o Besoins du chercheur1 Version 
3.1 Posseder la codification du programme. 1 
3.2 Facilite d'implementation de nouveaux sous-
programmes ou de nouveaux elements finis. 
1 
3.3 Pouvoir facilement modifier le programme et l'adapter 
(ajout et retrait de fonctions). 
1 
3.4 Disposer d'un tuteur pour l'ajout de ces fonctions. 2 
3.5 Pouvoir compter le nombre d'operations necessaires a la 
solution selon differentes methodes (flops) 
3 
3.6 Avoir des fonctions qui indiquent le temps d'execution. 1 
3.7 Avoir des structures conditionnelles et de boucle pour 
les calculs iteratifs. 
1 
1
 Inclut les besoins des ingenieurs 
22 Chapitre 2. Logiciels pedagogiques d'analyse matricielle des structures 
Tableau 2.4: Besoins du developpeur 
N o Besoins du developpeur Version 
4.1 Les structures de donnees doivent etre claires, les mo- 1 
dules bien identifies, les librairies bien definies. 
4.2 La codification doit etre transparente et bien commen- 1 
tee. 
4.3 Le code doit etre le plus possible compatible avec les 1 
normes etablies et reconnues pour un langage donne. 
4.4 Le langage utilise pour la codification doit etre assez 1 
repandu, voire populaire. 
4.5 L'environnement de programmation doit lui aussi etre 1 
populaire. 
4.6 Le projet doit etre prevu pour une evolution permanente 1 
et meme pour une traduction future a un langage encore 
plus moderne. 
2.3.2 Langage de programmation LAS 
Dans cette section, les elements qui caracterisent le langage developpe en 1994 sont 
expliques. Une description tres detaillee sera effectuee pour le langage ameliore au prochain 
chapitre. Un exemple d'analyse statique programme avec le langage LAS de 1994 est 
presente a l'annexe D. 
Fichiers de programmation 
Une programmation LAS peut etre partitionnee en plusieurs fichiers avec la procedure 
Input. La fin d'une programmation est indiquee avec la fonction End, Stop, Quit, Bye ou 
Exit. 
Nombres, matrice et variables 
Les nombres et matrices, reels ou entiers, peuvent etre entres directement dans une 
expression. Les variables doivent etre declarees avant d'etre utilisees avec le mot-cle dbl 
pour definir les matrices reelles et avec le mot-cle int pour definir les matrices entieres. 
Operateurs 
Les operations mathematiques et primaires, tout comme dans le logiciel SALT, sont 
effectuees a partir des operateurs presentes au tableau 2.5. La precedence des operations 
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est indiquee par la numerotation de la priorite. Le niveau 6 est le plus prioritaire. 
Aucun operateur de sous-matrice n'etait reellement implements dans la version datee 
2005 contrairement a ce qu'indiquait le memoire de 1994. L'auteur presume que cette 
fonctionnalite n'a pas ete pleinement portee lors du changement d'environnement de de-
veloppement dans les annees 2000. 
Tableau 2.5: Precedence des operations 
Priorite Syntaxe Categorie Operateurs 
6 Primaire Appel de fonction f ( ) 
5 Unaire Arithmetique et logique + - ! 
4 Binaire Arithmetique (Multiplicatif) 
* / 
3 Binaire Arithmetique (Additif) + - . 
2 Binaire Relationnel (Comparaison) < > < = > = 
Relationnel (egalite) = = ! = 
1 Binaire Assignation = 
Branchement conditionnel et boucles 
Le langage supporte le branchement conditionnel avec une structure du type If... Else... End If 
et les boucles avec les structures While...EndWhile et Loop...Until. Plus d'information a ce 
sujet est presentee a la section 3.3. 
Fonctions mathematiques 
Les procedures dont les noms sont presentes a la figure 2.10 appliquent les fonctions 
mathematiques du raerae nom aux elements d'une matrice. 
abs atn cos In 
sin sqrt tan 
\ Figure 2.10: Fonctions mathematiques (LAS 1994) 
Fonctions matricielles 
Les procedures et fonctions dont les noms sont presentes a la figure 2.11 sont associees 
a la generation, a la manipulation et aux proprietes de matrices. 
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init rows cols 
tran delete print 
Figure 2.11: Fonctions matricielles (LAS 1994) 
La fonction init permet d'initialiser une matrice tandis que la fonction delete efface une 
variable de la memoire de l'ordinateur et de la base de donnees de matrices. Les fonctions 
rows et cols permettent de determiner le nombre de rangees et de colonnes d'une matrice. 
La fonction tran retourne la transposee d'une matrice et la procedure print imprime le 
contenu matriciel d'une variable dans le fichier de sorties. 
Fonctions d'algebre lineaire 
Les procedures et fonctions dont les noms sont presentes a la figure 2.12 sont utilisees 
afin de resoudre des systemes d'equations lineaires selon la methode d'elimination de 
Gauss. D'ailleurs, la procedure Gauss est le port direct de la procedure du meme nom de 
CAL1 et modifie par consequent les matrices d'entrees. Les autres fonctions sont nouvelles 
et ont ete developpees afin de ne pas modifier les matrices d'entrees. 
gauss Solve Triangularize 
Forward Reduce BackSubstitute 
Figure 2.12: Fonctions d'algebre lineaire (LAS 1994) 
Fonctions de generation des matrices structurales elementaires 
Les fonctions dont les noms sont presentes a la figure 2.13 permettent de generer les 
matrices structurales elementaires d'un element poutre-colonne. Outre la fonction GetDim 
qui est utilisee pour obtenir la geometrie d'un element, les autres fonctions sont directe-
ment portees de la commande Frame2 de CAL1. 
1. Version modifiee par professeur Paultre 
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GetDim MakeK MakeFD MakeT 
MakeKG MakeM 
Figure 2.13: Fonctions de generation des matrices structurales elementaires (LAS 1994) 
Fonctions relatives a la methode directe des rigidites 
Les fonctions dont les noms sont presentes a la figure 2.14 permettent de generer la ma-
trice de location, d'assembler les vecteurs de forces, les matrices de rigidite et les matrices 
de masse elementaires ainsi que de calculer les efforts internes aux noeuds des poutres-
colonnes. Toutes ces fonctions sont directement portees des commandes de CAL Mu merae 
nom. 
MakeLM AddK AddV MemFrc 
Figure 2.14: Fonctions relatives a la methode directe des rigidites (LAS 1994) 
2.3.3 Calculateur LAS 
Le calculateur de LAS (1994) est capable d'analyser un seul fichier de programmation 
a la fois. Par consequent, pour analyser plusieurs fichiers, l'executable du calculateur doit 
etre appele plusieurs fois. L'organigramme de fonctionnement du calculateur est presente 
a la figure 2.15. 
Compilation 
La definition syntaxique et lexicale du langage de programmation LAS est entierement 
definie dans le compilateur. Le compilateur du calculateur traduit le code LAS en un 
code objet. Pour accomplir Interpretat ion des expressions ecrites sous forme de texte 
en expressions mathematiques structurees, le compilateur analyse le code, caractere par 
caractere selon la syntaxe et le lexique definis precedemment. Le code objet qui en resulte 
consiste en une -serie de commandes sequentiellement ordonnees. Toutes les commandes 
generales du code objet sont enregistrees dans un fichier de code objet .o tandis que les 
commandes de definition de matrices sont enregistrees dans un fichier de code objet .mat. 
Les differentes positions dans le code objet des structures de controles sont enregistrees 
dans le fichier d'etiquettes .lab. Les commandes du code objet peuvent etre un appel a 
une variable, un appel a une fonction ou a un appel a une operation. 
1. Version modifiee par professeur Paultre 
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Execution 
Les trois fichiers crees par le compilateur constituent les fichiers d'entrees de l'execu-
teur. Celui-ci execute sequentiellement les commandes du code objet. L'ordre d'execution 
des commandes du code objet est controle par des tests conditionnels et des sauts dans le 
code objet. La position de ces sauts dans le fichier de code objet correspond aux etiquettes 
definies dans le fichier .lab. Durant l'execution, les matrices sont stockees dans la memoire 
vive de l'ordinateur. Lorsque l'execution est terminee, les matrices sont enregistrees dans 
le format de base de donnees de CAL (fichier .cor). Ceci permet une retrocompatibilite 
avec CAL/CGI et CALWin. Les matrices imprimees avec la commande Print sont enregis-
trees dans le fichier de sorties .out et dans le fichier de journalisation .log. Ce dernier 
fichier contiendra egalement les messages de debogage et les messages d'erreurs provenant 
de la defaillance du compilateur et de l'executeur. Celle-ci est generalement causee par 
une mauvaise programmation. 
2.4 Conclusion 
Les fonctionnalites et les interfaces des postprocesseurs CAL/CGI et CALWin ainsi que 
le calculateur LAS (1994) qui ont ete presentees et decrit dans ce chapitre, serviront d'ins-
piration et d'une base solide pour le nouvel environnement de developpement LAS presente 
au chapitre 4. 
Le langage d'analyse des structures developpe en 1994 etait limite a l'analyse statique 
de structures modelisees avec des elements poutres-colonnes. Les besoins des utilisateurs et 
les exigences techniques du projet definis pour les trois versions proposees de LAS ont ete 
consideres dans le developpement du nouveau langage d'analyse des structures. Celui-ci 
est presente au prochain chapitre. 
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Entree 
LOG OUT COR 
Figure 2.15: Organigramme du fonctionnement du calculateur LAS (1994) 

Chapitre 3 
Langage d'analyse des structures 
Le langage d'analyse des structures, qui a ete developpe dans ce projet de recherche, est 
decrit de fagon detaillee dans ce chapitre. La definition syntaxique et lexicale du langage 
est presentee. 
Le langage d'analyse des structures est un langage de programmation de haut niveau 
destine a l'analyse statique et dynamique des structures. Ce langage de programmation 
est congu comme un langage general d'analyse numerique et offre par consequent des 
strategies de resolution de problemes flexibles et varies. 
Le langage d'analyse des structures est un langage de programmation imperatif : une 
programmation LAS est constitute d'une sequence d'instructions organisees de fagon struc-
t u r e sous forme d'expressions. Celles-ci decrivent les taches a accomplir. Lorsqu'elles sont 
executees, ces instructions modifient l'etat du programme en modifiant les donnees sto-
ckees dans la memoire de l'ordinateur. Puisque les expressions font generalement appel 
a des procedures et des fonctions, ce langage peut egalement etre qualifie de langage de 
programmation procedurale. 
Le langage presente inclut des variables matricielles, des operateurs puissants, des 
branchements conditionnels, des boucles et une panoplie de fonctions et procedures per-
mettant le developpement d'algorithmes complexes. Les fonctions et procedures incluses 
permettent la manipulation matricielle, la resolution de systeme d'equations lineaires, la 
resolution de problemes aux valeurs propres, la decomposition en valeurs singulieres, l'ana-
lyse frequentielle, la generation des matrices structurales selon la methode des elements 
finis, l'assemblage de ces matrices selon la methode directe des rigidites ainsi que l'ana-
lyse statique et dynamique d'une structure. Celle-ci peut etre accomplie dans le domaine 
temporel, dans le domaine modal et dans le domaine frequentiel. 
L'antiseche (aide-memoire) du langage est presente a l'annexe A. 
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3.1 Compilation et execution du code 
Une programmation ecrite avec le langage d'analyse des structures doit etre compi-
lee et ensuite executee avec le calculateur integre a l'environnement de developpement 
LAS, presente au chapitre 4. Le processus de compilation et celui d'execution s'effectuent 
automatiquement lorsque l'utilisateur lance «l'analyse» de sa programmation LAS. 
Le compilateur du calculateur traduit le code LAS en un code objet. Pour accomplir 
l'interpretation des expressions ecrites sous forme de texte en expressions mathematiques 
structurees, le compilateur analyse le code caractere par caractere selon la syntaxe definie 
dans le present chapitre. Le code objet qui en resulte consiste en une serie de commandes 
sequentiellement ordonnees. Les commandes du code objet peuvent etre un appel a une 
variable, un appel a une fonction ou a un appel a une operation. Celles-ci seront finalement 
executees par le calculateur. 
Des erreurs engendrees par une mauvaise programmation peuvent causer la defaillance 
de l'un ou l'autre de ces processus. Lors d'une erreur, le processus en cours (compilation 
ou execution) est arrete et un message d'erreur est affiche dans le fichier de sortie ou la 
fenetre de sortie. Lorsqu'un code ne contient pas d'erreurs, sa compilation en code ob-
jet s'effectue jusqu'a ce que la fin du fichier soit atteinte ou jusqu'a ce que la procedure 
End soit rencontree. Ainsi, toutes les instructions suivant cette procedure ne sont ni com-
pilees, ni executees. La procedure Stop permet d'interrompre l'execution du code objet. 
Les expressions qui suivent cette procedure sont compilees mais pas forcement executees. 
L'utilisation de ces fonctions d'interruption de code est presentee a la section 3.4.1. 
3.2 Expressions 
Une expression est composee d'espaces blancs (espace et tabulation), de symboles 
de ponctuation (crochets, accolades, virgules, points-virgules), de nombres entiers, de 
nombres reels, de matrices, de fonctions, de procedures, de variables et d'operateurs agen-
ces de fagon structuree. Une expression peut etre formee de plusieurs expressions. Les 
espaces blancs permettent de formater les expressions et d'en separer les differents mots 
et symboles. Les symboles de ponctuation agissent soit comme des separateurs, soit comme 
operateur selon le contexte. lis sont presents et decrits dans les sections relatives a leur 
utilisation. 
Chaque ligne de code constitue une expression. La fin de la ligne designe generalement 
la fin d'une expression. Le point virgule (;) peut egalement etre employe pour signifier 
artificiellement la fin d'une ligne et ainsi separer plusieurs expressions distinctes ecrites 
sur une meme ligne. 
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La figure 3.1 presente un exemple de programmation LAS dans laquelle une matrice 
carree symetrique est factorisee selon la methode de decomposition LDLT. Tous les ele-
ments qui forment les expressions sont identifies. La definition et l'usage de ceux-ci sont 
presentes dans les prochaines sous-sections. 
Variable — 
Operateur • 
7 / / LDLT D \ c o m r f o s i t i o n 
Dbl { L , D } © L D L T ( A ) / / A = L * D * t (A ) 
Declaration • 
10 
il 
/ / ' P r i n t m a t r i c e s t o o u t p u t | -
P r i n t ( A , L ,D ) 
Nombre 
Matrice 
Fonction 
Commentaire 
Procedure — —Arguments 
Figure 3.1: Deconstruction d'une programmation LAS 
3.2.1 Commentaires 
Afin de faciliter la comprehension d'un code de programmation, il est generalement 
recommande d'en decrire le contenu par l'entremise d'annotations textuelles nommees 
commentaires. 
Dans le langage d'analyse des structures, tous les caracteres situes entre deux barres 
obliques ( / / ) et la fin d'une ligne seront consideres comme formant un commentaire de 
fin de ligne et seront par consequent ignores par le calculateur lors de la compilation du 
document. Les caracteres situes a la gauche de ce symbole, s'il y a lieu, seront consideres 
comme formant une expression et seront evalues. Les lignes 1, 7 et 10 de l'extrait de code 
de la figure 3.1 sont des lignes de commentaire completes tandis que la ligne 8 comporte 
un commentaire de fin de ligne. Le symbole de commentaire est un outil fort utile pour 
rendre inactive une ligne de code sans etre oblige de l'effacer. 
Pour qu'un commentaire soit imprime dans le fichier de sortie, il suffit de remplacer 
les deux barres obliques ( / / ) par deux barres obliques inversees ( \ \ ) . 
II est egalement possible de commenter plusieurs lignes en inserant respectivement les 
symboles /* et */ avant et apres le bloc de caracteres a commenter. 
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3.2.2 Constantes 
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Les constantes sont des nombres ou des matrices qui sont evalues dans une expression 
sans etre stockes en memoire (a moins qu'elles soient assignees a des variables). 
Les nombres reels peuvent etre inscrits directement dans une expression en utilisant 
une notation entiere, une notation decimale ou une notation scientifique. Le tableau 3.1 
presente ces trois notations avec des exemples. Lorsqu'ils sont evalues par le calculateur, les 
nombres : (1) sont consideres comme etant des matrices d'une colonne et d'une rangee; 
(2) ont une precision limitee a 15 ou 16 decimates; et (3) doivent etre compris entre 
±5.0 x 10-324 et ±1.7 x 10308. 
Tableau 3.1: Notation des nombres 
Notation Exemple 
Entiere 5 
-17 
Decimale' 0.125 
.125 
24. 
Scientifique 2.05E9 
7.3e9 
-70.4E-6 
385.965e-12 
Les matrices sont des tableaux de nombres' reels disposes en rangees et en colonnes. 
Une matrice est definie lorsque des nombres ou des expressions sont enumeres entre des 
crochets [ ]. Lorsque cette enumeration est effectuee sur plusieurs lignes, chacune des 
lignes represente une rangee. Lorsque cette enumeration est effectuee sur une seule ligne, 
le symbole de terminaison de ligne « ;» doit etre utilise afin de separer les rangees. Dans les 
deux cas, les elements matriciels d'une meme rangee doivent etre separes par une virgule 
ou par un ou plusieurs espaces blancs. Le code 3.1 illustre les differentes notations utilisees 
pour definir les matrices constantes. 
3.2.3 Variables 
Dans LAS, une variable est une representation symbolique d'une matrice reelle sto-
ckee dans un espace memoire de l'ordinateur. Contrairement aux constantes, les variables 
peuvent etre modifiees et doivent etre declarees avant d'etre utilisees. Une variable est ca-
racterisee par un type, un identifiant (nom) unique compose de caracteres alphanumeriques 
et une allocation de memoire distincte. L'identifiant doit etre constitue de caracteres al-
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Code 3.1: Exemples de notations matricielles 
1 // Definition d 'une matrice sur plusieurs lignes 
2 Dbl M a t r i x l = [ 0.0 1.0 
3 1.4 2.0 
4 4.5 3.0 ] 
5 
6 // Definition d 'une matrice sur une seule ligne 
7 
Q 
I n t M a t r i x 2 = [ 0 .0 1.0 ; 1 .4 2. 0 ; 4.5 3.0 ] 
O 
9 // Utilisation d'expressions et de notatio.ns variees 
10 I n t M a t r i x 3 = [ 1E-3 (.3 * 5) * 2 
11 ( 5 * 3 ) " 2 10e3 ] 
phanumeriques (a-z, A-Z, 0-9 et _). Le nombre de caractere constituant l'identifiant n'est 
pas limite. Dans la version actuelle du langage, le type sert a definir le format d'impression 
(sorties) d'une matrice. 
Declaration 
La declaration est Taction qui permet de definir la variable dans le calculateur et de 
lui allouer un espace memoire adequat. La figure 3.2(a) presente la syntaxe permettant 
de declarer une seule variable tandis que la figure 3.2(b) presente la syntaxe permettant 
de declarer sur une meme ligne plusieurs variables d'un meme type. Pour declarer des 
variables, il suffit d'utiliser un mot-cle designant le type suivi d'un espace blanc et des 
noms des variables separes par une virgule. Les variables declarees avec le type Dbl seront 
des matrices reelles imprimees avec un format scientifique (0.00000E-00) tandis que les 
variables declarees avec le type Int seront des matrices reelles imprimees avec un format 
entier. Une fois declaree, la matrice est automatiquement initialisee a une matrice nulle 
d'une rangee et d'une colonne. Le code 3.2 presente un exemple de chaque procedure de 
declaration. 
Code 3.2: Exemples de declarations 
1 // Declaration d'une va ria be 
(a) T y p e Nom 2 I n t i 
(b) T y p e Noml, Nom2, ... 3 
4 // Declaration de pi usieurs 
Figure 3.2: Declaration de variables 5 // variables sur une seule ligne 
6 I n t j , k, 1, m 
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Assignation 
L'assignation est Taction d'attribuer une valeur a une variable. II est possible d'attri-
buer a une variable : un nombre constant, une matrice constante, une autre variable, une 
matrice provenant de revaluation d'une expression ou une matrice retournee par une fonc-
tion. L'assignation d'une variable peut etre effectuee sur une seule ligne directement apres 
la declaration. La syntaxe de cette procedure est presentee a la figure 3.3(a). Pour ac-
complir une assignation, il suffit d'ajouter l'operateur d'assignation = apres le nom d'une 
variable declaree suivie de la valeur a assigner. La valeur situee a droite de l'operateur sera 
assignee par copie a la variable situee a gauche de l'operateur. Cela signifie que lorsqu'une 
variable est assignee a une autre variable, les deux variables contiennent chacune une en-
tite distincte d'une meme valeur. Ainsi, la modification d'une de ces variables n'aura pas 
d'effet sur l'autre. 
II est egalement possible de declarer et d'assigner plusieurs variables sur une meme 
ligne. La syntaxe d'une telle procedure est presentee a la figure 3.3(b). Lorsqu'une fonction 
retourne plusieurs valeurs, un symbole supp lementa l est requis pour indiquer quelles 
variables sont concernees par l'assignation. Ces dernieres devront etre enumerees entre 
accolades { } et separees par une virgule. Cette syntaxe particuliere d'assignation est 
presentee a la figure 3.3(c). 
Tel qu'illustre a la ligne 18 du code 3.3, l'assignation de variables peut egalement etre 
effectuee dans une expression distincte de la declaration. Une variable deja assignee peut 
l'etre a nouveau. Dans ces situations, puisque les variables concernees sont deja declarees, 
les procedures d'assignation presentees a la figure 3.3 doivent etre utilisees sans specifier 
le type. 
(a) Type Nom = Valeur 
(b) Type Noml = Valeurl, Nom2 = Valeur2, ... 
(c) Type {Noml, Nom2, ...} = Fonction( Argp Arg2, • ••) 
Figure 3.3: Assignation de variables 
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Code 3.3: Exemples designat ions de variables 
1 // Declaration et assignation de plusieurs variables sur une seule 1 ign e 
2 I n t 1 , n' = 2 , m = 3 
3 
4 // Assignation d'un nombre constant 
5 
« 
Dbl Number! = 10 
D 
7 // Assignation d'une matrice constante 
8 I n t M a t r i x l = [ 4 10 22 
9 23 76 101] 
10 
11 // Assignation d'une variable 
12 I n t M a t r i x 2 = M a t r i x l 
13 
14 // Assignation d ' une matrice qui resu Ite de 1 'evaluation d'une expression 
15 Dbl M a t r i x 3 = 3 * [1 2] + (4 - Number ! ) " 3 * [3 4] 
16 
17 // Assignation d'une matrice retournee par une fonction. 
18 I n t M a t r i x 4 = I d e n t i t y (4 ) 
Portee 
La portee d'une variable est la portion du code dans laquelle une variable existe et 
peut etre utilisee. Elle debute toujours a l'endroit ou la variable est declaree et se termine 
selon le contexte. 
De fagon generale, une portee est plutot definie comme etant la portion du code delimi-
tee par la premiere ligne ou peut etre declaree une variable et la derniere ligne d'existence 
de cette meme variable. Une programmation LAS est constitute d'une portee globale et de 
portees locales - qui sont imbriquees dans la portee globale - situees a l'interieur des struc-
tures de controle. Les variables declarees dans une certaine portee peuvent etre utilisees 
dans les portees locales qu'elle imbrique. Toutefois, ces variables ne peuvent pas partager 
le meme nom. Ceci permet d'eviter toute ambigu'ite quant a l'utilisation des variables. 
Toute variable declaree a l'interieur d'une portee locale sera detruite lors de la sortie de 
cette portee. Les portees locales des structures de controle sont definies a la section 3.3. 
3.2.4 Booleens 
Les booleens sont des objets qui ne permettent que deux valeurs. lis sont frequemment 
employes, sous une representation textuelle faux/vrai afin d'accomplir des tests logiques. 
36 Chapitre 3. Langage d'analyse des structures 
Dans le langage LAS, il n'existe pas de tels symboles pour designer des valeurs boo-
leennes. Lors de tests logiques ou d'expressions conditionnelles, une valeur numerique nulle 
(0) sera consideree comme une valeur booleenne fausse tandis qu'une valeur numerique 
egale a 1'unite (1) sera consideree une valeur booleenne vraie. Toute autre valeur numerique 
sera consideree vraie par defaut. 
3.2.5 Operateurs 
Les operateurs sont des symboles permettant d'effectuer une operation mathematique 
ou une operation logique sur les matrices. Les operateurs sont soumis a des regies de 
commutativite, d'associativite et de precedence. Pour ce faire, un niveau de priorite est 
associe a chaque operation. Lors de revaluation d'une expression, les operations sont 
evaluees de la plus prioritaire a la moins prioritaire. Le tableau 3.2 presente les differents 
operateurs du langage ainsi que leur niveau de priorite. Le niveau 14 est le plus prioritaire. 
Tableau 3.2: Precedence des operations 
Priorite Syntaxe Categorie Operateurs 
14 Primaire Sous-matrice M(i, j) 
13 Primaire Appel de fonction f ( ) 
12 Unaire postfixe Incrementation M+ + M 
11 Unaire prefixe Varie1 + - ! + + M M 
10 Binaire Arithmetique (Puissance) A @A 
9 Binaire Arithmetique (Multiplicatif) * / @ / 
8 Binaire . Arithmetique (Additif) . + - @+ 
7 Binaire Relationnel (Comparaison) < > < = > = 
6 Binaire Relationnel (Egalite) = = ! = 
5 Binaire ET bit par bit & 
4 Binaire OU bit par bit | 
3 Binaire ET Logique && 
2 Binaire OU Logique II 
1 Binaire Assignation = ' + = - = *= / - A= 
1
 Inclut un operateur logique de negation (!), des operateurs arithmetiques (-1—) et des 
operateurs decrementat ion ( + + ) 
La figure 3.4 presente les trois syntaxes d'operation qui existent dans le langage pro-
pose. Les termes situes a droite et a gauche de l'operateur se nomment operandes. Une 
operation est dite binaire lorsqu'elle requiert deux operandes et unaire lorsqu'elle s'ap-
plique a un seul operande. Toutes les operations retournent une valeur (une seule). La 
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valeur retournee par une operation binaire et par une operation unaire prefixee corres-
pond a la valeur resultant de revaluation de l'operation tandis que la valeur retournee par 
une operation postfixee correspond a la valeur de l'operande. Dans ce dernier cas, reva-
luation de l'operation est ainsi effectuee apres avoir retourne la valeur. L'utilisation des 
valeurs retournees par les operations qui ont des effets directs sur les operandes, tels que 
les operations decrementat ion et d'assignation, est facultative. Les valeurs retournees par 
de telles operations ne sont generalement qu'utilisees que pour optimiser un algorithme. 
ExPrgauche ® ExPrdroit • Expr Expr 9 
Valeurs——^ V a l e u r - * — — V a l e u r - * — 
(a) Operation binaire (b) Operation unaire prefixee (c) Operation unaire postfixee 
Figure 3.4: Syntaxes d'operation 
Tel que presente au tableau 3.2, la nature d'une operation depend de l'operateur uti-
lise et de la syntaxe d'operation. Celle-ci est definie par le nombre et les positions de 
ses operandes. Les operandes peuvent etre un nombre constant, une matrice constante, 
une variable, une valeur resultant de revaluation d'une autre operation ou une valeur 
retournee par une fonction. La syntaxe utilisee permet dans certains cas de definir la 
precedence d'une operation. C'est effectivernent le cas des operations unaires decremen-
tation prefixees et postfixees ou la position de l'operateur relativement a l'operande definit 
la precedence de l'operation. 
L'assignation effectuee avec l'operateur = est la seule operation dont l'operande de 
gauche peut etre une liste de variable. Tel que vu precedemment, une telle syntaxe est 
applicable seulement si l'operande de droite est une fonction qui retourne plusieurs valeurs. 
Toutes les autres operations requierent que l'operande de droite ainsi que l'operande de 
gauche soient constitues d'une seule valeur. Ainsi, une erreur sera rencontree lors de la 
compilation du code si l'un des operandes de ces operations est soit manquant (aucune 
valeur), soit une procedure (aucune valeur retournee) ou soit une fonction qui retourne 
plusieurs valeurs. 
Operateurs arithmetiques 
Les operateurs arithmetiques + — * / A sont utilises afin d'accomplir des operations 
mathematiques matricielles. Les operandes doivent avoir des dimensions compatibles. Les 
operateurs additifs -I— peuvent etre utilises dans une syntaxe unaire prefixee. Un arobas 
peut etre ajoute devant un operateur afin que l'operation soit effectuee sur les elements 
plutot que matriciellement. Dans ce cas, si l'operande de droite est un scalaire, l'operation 
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sera effectuee avec ce scalaire pour tous les elements de l'operande de gauche. Si l'operande 
de droite est une matrice et que ses dimensions sont compatibles avec l'operande de gauche, 
l'operation sera effectuee avec l'element correspondant pour tous les elements de l'operande 
de gauche. Le tableau 3.3 presente la syntaxe des differentes operations arithmetiques. 
La notation n indique qu'un operande est un scalaire (matrice d'une rangee et d'une 
colonne) tandis que la notation m indique qu'un operande est une matrice. Evidemment, 
les operations qui s'appliquent a deux operandes matriciels s'appliquent egalement aux 
operandes scalaires. La meme notation est utilisee pour les autres categories d'operateurs. 
Un exemple de l'utilisation des operateurs arithmetiques est presente a la ligne 15 du 
code 3.3. La valeur retournee par une operation arithmetique correspond au resultat de 
l'operation mathematique. 
Tableau 3.3: Syntaxe des operations arithmetiques 
Operation Syntaxe 
+ Addition matricielle M + M 
Addition elementaire M@+n 
M@+ M 1 
— Soustraction matricielle M-.M 
Soustraction elementaire M @ - n 
MM- M 1 
* Multiplication matricielle M * M 
* Multiplication scalaire M *n 
n*m 
Multiplication elementaire M@* n 
M@* M 
/ Division scalaire n/n 
@/ Division elementaire M@/n 
M@/M 
A Puissance matricielle M An 
@A Puissance elementaire M@ A n 
M@AM 
+ Positif unaire +M 
— Negatif unaire -M 
1
 Se comporte de la meme fagon 
que l'operation matricielle. 
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Operateurs d'incrementation 
Les operateurs d'incrementation sont utilises afin d'incrementer ou de decrementer des 
valeurs. Le tableau 3.4 presente la syntaxe des differentes operations d'incrementation. 
Ces operateurs peuvent etre utilises dans une syntaxe unaire prefixee ou unaire postfixee. 
L'operation est effectuee a tous les elements de l'operande. Leur utilisation est frequente 
dans les boucles afin d'incrementer des iterateurs. Un exemple de l'utilisation de l'opera-
teur d'incrementation dans une boucle For est presente a la ligne 4 du code 3.7. La valeur 
retournee par une operation d'incrementation prefixee correspond a l'operande increments 
ou decrements tandis que la valeur retournee par une operation d'incrementation postfixee 
correspond a l'operande. 
Tableau 3.4: Syntaxe des operations d'incrementation 
Operation Syntaxe 
+-1- Incrementation postfixee M + + 
Decrementation postfixee M 
+ + Incrementation prefixee + + M . 
Decrementation prefixee M 
Operateurs d'assignation 
Les operateurs d'assignation sont utilises afin d'associer une valeur a une variable. Le 
tableau 3.5 presente la syntaxe des differentes operations d'assignation. Lorsqu'un opera-
teur arithmetique est ajoute devant le symbole =, une operation arithmetique est d'abord 
effectuee sur les elements des operandes (de la meme fagon qu'avec les operateurs arithme-
tiques debutant avec l'arobas) avant de proceder a l'assignation. Par exemple, l'operation A 
*= B equivaut a A = A @* B. Un exemple de l'utilisation de l'operateur d'assignation avec 
operation arithmetique est presente a la ligne 5 du code 3.7. Les particularites associees a 
l'operateur = avec les fonctions retournant plusieurs valeurs ont ete vues precedemment. 
Une operation d'assignation retourne la valeur assignee. 
Operateurs relationnels 
Les operateurs relationnels sont utilises afin de comparer deux valeurs. Le tableau 3.6 
presente la syntaxe des differentes operations relationnelles. Ces operateurs sont generale-
ment utilises dans les expressions conditionnelles des structures de controle. Un exemple 
de l'utilisation d'un operateur relationnel est presente a la ligne 4 du code 3.5. La valeur 
retournee par une operation relationnelle est une matrice ayant les memes dimensions que 
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ses operandes et contenant des valeurs booleennes. Les tests relationnels sont effectues 
individuellement sur tous les elements des operandes. 
Tableau 3.5: Syntaxe des operations d'assignation 
Operation Syntaxe 
= Assignation M = M 
— = Assignation par addition elementaire M + = M 
M + = n 
— Assignation par soustraction elementaire M — = M 
M- = n 
• = Assignation par multiplication elementaire M * = M 
M * = n 
/ = Assignation par division elementaire M/ = M 
M/ = n 
A = Assignation par puissance elementaire M A = M 
M A = n 
Tableau 3.6: Syntaxe des operations relationnelles 
Operation Syntaxe 
— — Equal a M == M 
! Different de M\ = M 
- Inferieur a M < M 
< = Inferieur ou egal a M <= M 
> Superieur a M > M 
> = Superieur ou egal a M >= M 
Operateurs logiques 
Les operateurs logiques sont utilises afin de relier deux expressions booleennes. Le 
tableau 3.7 presente la syntaxe des differentes operations logiques. Ces operateurs sont 
frequemment utilises dans les expressions conditionnelles des structures de controle afin 
de construire des expressions booleennes complexes constitutes d'operations relationnelles. 
La valeur retournee par une operation logique est une matrice ayant les memes dimensions 
que ses operandes et contenant des valeurs booleennes. Les tests logiques sont effectues 
individuellement sur tous les elements des operandes. Le tableau 3.8 presente la logique 
booleenne qui est appliquee aux elements des operandes des trois operations logiques. 
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Tableau 3.7: Syntaxe des operations logiques 
Operation Syntaxe 
! Non logique \M 
&& Et logique M&&M 
| | Ou logique M\\M 
Tableau 3.8: Les tests logiques 
a b a && b a \a 
Vrai Vrai Vrai Vrai Faux 
Vrai Faux Faux Vrai Faux 
Faux Vrai Faux Vrai Vrai 
Faux Faux Faux Faux Vrai 
Operateurs de manipulation de bits 
Les operateurs de manipulation de bits sont utilises afin d'effectuer des comparaisons 
bit par bit. Le tableau 3.9 presente la syntaxe des differentes operations de manipulation de 
bits. Ces operateurs sont frequemment utilises dans les operations binaires et equivalent 
aux operateurs logiques lorsque les operandes sont des matrices contenant des booleens. 
La valeur retournee par une operation de manipulation de bits sera une matrice ayant les 
memes dimensions que ses operandes. Les tests bit par bit sont effectues individuellement 
sur tous les elements des operandes. 
Tableau 3.9: Syntaxe des operations de manipulation de bits 
Operation Syntaxe 
& Et bit par bit MhM 
| Ou bit par bit M | M 
Operateur de sous-matrice 
L'operateur de sous-matrice permet d'extraire et d'assigner des elements ou une sous-
matrice. II est constitue de parentheses, situees a droite du nom d'une variable, qui in-
diquent l'acces a une sous-matrice ou element. La figure 3.5(a) presente la syntaxe qui 
permet d'extraire un element d'une matrice. Les arguments i et j correspondent respec-
tivement au numero de la rangee et au numero de la colonne decrivant la position dans 
la matrice de l'element a extraire. La figure 3.5(b) presente la syntaxe qui permet d'ex-
traire une sous-matrice. Les arguments ix, jY, 12 et ji correspondent a l'element superieur 
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gauche et a l'element inferieur droit definissant la sous-matrice rectangulaire a extraire. 
La figure 3.5(c) presente la syntaxe d'assignation d'un element ou d'une sous-matrice. 
Les arguments i et j correspondent a la position dans la matrice du point d'insertion de 
l'element ou de la sous-matrice a stocker. La matrice sera redimensionnee si necessaire 
lors de l'assignation d'une sous-matrice. Le code 3.4 presente des exemples d'extraction et 
d'assignation de sous-matrices. 
Var (i, j) Variij, i2, j2) Varji, j) = Valeur 
Valeur V a l e u r * * - — — 
(a) Extraction d'un element (b) Extraction d'une sous-matrice (c) Assignation 
Figure 3.5: Syntaxe d'acces aux sous-matrices 
Code 3.4: Exemples d'assignations et d'extractions de sous-matrices 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
I n t M l = [1 2 3 
5 5 5 
7. 3 2] 
/ / Assignation d'un element 
M(2 ,1) = 4 
/ / Assignation d'une sous-matrice 
M ( 2 , 2 ) = [ 5 6 ; 8 9 ] 
/ / Extraction d'un element 
I n t M2 = M l ( 2 ,2) / / 5 
/ / Extraction d'une sous-matrice 
I n t M3 = M l ( l , 2 ,2 ,3) / / [2 3 ; 5 6] 
3.3 Structures de controle 
Les structures de controle sont des enonces qui gerent l'ordre d'execution de blocs 
d'expressions. Sans structure de controle, les expressions sont executees sequentiellement 
au fur et a mesure de leur apparition dans la programmation. Comme explique precedem-
ment, les variables declarees dans la portee d'une structure de controle sont detruites a la 
sortie de ladite portee. 
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3.3.1 Branchement conditionnel 
La structure If... End If presentee a la figure 3.6 permet de controler l'execution d'un 
bloc d'expressions. Si une expression booleenne (la condition) est evaluee vraie (toute 
valeur autre que 0), le bloc d'expression situe dans la portee de la structure, illustree en 
bleu sous le mot-cle If, est execute. Si la condition est evaluee fausse (0), l'execution saute 
a l'expression suivant le mot-cle End If. Le code 3.5 presente le calcul d'une fraction qui 
utilise une structure If afin d'eviter une division par zero. 
Code 3.5: Exemple d'une structure If 
If ( condition ) 
expressions 
Endlf 
Figure 3.6: Structure If 
/ / Calcul d'une fraction 
I n t a = 10, b = 0 
Dbl F r a c t i o n 
I f ( b ! = 0 ) 
F r a c t i o n = a / b 
Endl f 
La structure If...Else...Endlf presentee a la figure 3.7 permet de controler l'execution 
de deux blocs d'expressions. Si une expression booleenne (la condition) est evaluee vraie 
(toute valeur autre que 0), le bloc d'expression situe dans la portee affirmative de la 
structure, illustree en bleu sous le mot-cle If, est execute. Si la condition est evaluee 
fausse (0), le bloc d'expression situe dans la portee alternative de la structure, illustree 
en magenta sous le mot-cle Else, est execute. Le code 3.6 presente le calcul d'un index et 
utilise une structure If...Else afin de differencier les nombres pairs et impairs. 
Code 3.6: Exemple d'une structure If...Else 
If ( condition ) 
expressions 
Else 
expressions 
Endlf 
Figure 3.7: Structure If...Else 
/ / Calcul d'un index 
I n t i , n = 10 
I f ( Even(n) ) 
/ / Nombre pair 
i = n / 2 
Else 
/ / Nombre impair. 
i = (n + 1) / 2 
Endl f 
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3.3.2 Boucles 
Les boucles permettent de repeter plusieurs fois l'execution d'un bloc d'expressions. La 
version actuelle du calculateur n'inclut pas de protection contre les boucles sans fin. Par 
consequent, l'utilisateur devra etre vigilant puisque dans de telles structures, les cycles 
d'iteration se produisent continuellement jusqu'a la terminaison de 1'environnement de 
developpement (fort probablement forcee par l'utilisateur). Heureusement, la programma-
tion de l'utilisateur n'est pas perdue puisqu'elle est enregistree avant chaque compilation. 
Boucle For 
La boucle For presentee a la figure 3.8 permet d'executer un bloc d'expressions de 
fagon repetitive en fonction de l'initialisation, du test conditionnel et de l'incrementation 
d'un iterateur. L'execution d'une boucle For debute par l'assignation d'une valeur initiale 
a l'iterateur. Ensuite, une expression booleenne (la condition) est evaluee. Si la condition 
booleenne est evaluee vraie (toute valeur autre que 0), le bloc d'expression situe dans la 
portee interne de la boucle, illustree en bleu sous le mot-cle For, est execute. Ensuite, l'ex-
pression d'incrementation est executee et le processus recommence a partir de revaluation 
de la condition. Lorsque l'expression booleenne est evaluee fausse (0), l'execution saute a 
l'expression suivant le mot-cle Next. 
La boucle For contient egalement une portee externe, illustree en magenta a la figure 
3.8, qui permet de declarer l'iterateur dans l'expression d'initialisation et de s'assurer 
que celui-ci est detruit lors de la sortie de la boucle. Le code 3.7 presente le calcul de la 
factorielle d'un nombre entier a l'aide d'une boucle For. 
Code 3.7: Exemple d'une boucle For 
1 // Cacu.l d'une factorielle 
For (Initialisation; condition; incrementation) 2 I n t n = 345 
3 I n t F a c t o r i e l l e = 1 
expressions 
4 For ( I n t i = l ; i <=n ; i + + ) 
Next 5 F a c t o r i e l l e * = i 
6 Next 
Figure 3.8: Boucle For 7 P r i n t ( Fa c t o r i e l e ) 
Boucle While 
La boucle While presentee a la figure 3.9 permet d'executer un bloc d'expressions 
de fagon repetitive tant qu'une condition demeure vraie. L'execution d'une boucle While 
debute par revaluation d'une expression booleenne (la condition). Si celle-ci est evaluee 
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vraie (toute valeur autre que 0), le bloc d'expression situe dans la portee de la boucle, 
illustree en bleu sous le mot-cle While, est execute. Le processus recommence a partir de 
revaluation de la condition tant que celle-ci demeure vraie. Lorsque l'expression booleenne 
est evaluee fausse (0), l'execution saute a l'expression suivant le mot-cle EndWhile. Le code 
3.8 presente un algorithme de convergence programme avec une boucle While. 
Code 3.8: Exemple d'une boucle While 
While ( condition )
 1 
expressions 2 
EndWhile ] 4 
Figure 3.9: Boucle While 5 
Boucle Loop 
La boucle Loop presentee a la figure 3.10 permet d'executer un bloc d'expressions 
de fagon repetitive jusqu'a ce qu'une condition devienne vraie. L'execution d'une boucle 
Loop debute par une premiere evaluation du bloc d'expressions situe dans la portee de 
la boucle, illustree en bleu sous le mot-cle Loop. Ensuite, si l'expression booleenne (la 
condition) est evaluee fausse (0), le bloc d'expressions est execute a nouveau. Lorsque 
l'expression booleenne est evaluee vraie (toute valeur autre que 0), l'execution sort de 
la boucle en sautant a la prochaine expression situee apres le mot-cle Until. Le code 3.9 
presente le meme algorithme de convergence du code 3.8 mais cette fois programme avec 
une boucle Loop. 
II est important de noter que la boucle Loop constitue l 'oppose de la boucle While. 
Effectivement, dans la boucle While, la condition est situee au debut de la structure et le 
processus iteratif a lieu tant que la condition est vraie. Dans la boucle Loop, la condition 
est situee a la fin de la structure et le processus iteratif a lieu tant que la condition est 
fausse. 
Code 3.9: Exemple d'une boucle Loop 
1 Dbl n = 100 
2 Loop 
3 n / = 2 
4 P r i n t ( n ) 
5 U n t i l ( n < 10 ) 
Dbl n = 100 
While ( n > = 10 ) 
n / = 2 
P r i n t ( n ) 
EndWhile 
Loop 
expressions 
Until ( Condition ) 
Figure 3.10: Boucle Loop 
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Chapitre 3. Langage d'analyse des structures 
Procedures et fonctions 
Les procedures et fonctions sont des sous-programmes composes de sequences d e s -
tructions predefinies dans l'executeur du calculateur qui accomplissent des taches speci-
fiques. Les procedures ne retournent pas de valeurs tandis que les fonctions retournent 
une ou plusieurs matrices. Les figures 3.11(a) et 3.11(b) presentent les syntaxes d'appel 
des procedures et des fonctions. Celles-ci sont appelees directement par leur nom suivi 
d'une parenthese ouverte, de la liste des arguments separes par des virgules (,) et d'une 
parenthese fermee. Si elles ne requierent pas d'arguments, elles peuvent etre directement 
appelees par le nom sans parenthese. Les fonctions qui retournent une seule valeur peuvent 
etre utilisees dans des expressions complexes. Ce n'est pas le cas des procedures et des 
fonctions qui retournent plusieurs valeurs. L'operation d'assignation presentee a la figure 
3.11(c) constitue la seule expression faisant intervenir de telles fonctions. 
Procedure ( Arglt Argg, .... ) 
(a) Procedure avec arguments 
{ Varp Varg,, •••} = Fonction( Arg}, Argg, •••) 
(c) Procedure d'assignation pour fonction retournant plusieurs valeurs 
Figure 3.11: Syntaxes d'operation 
Chacune des procedures et des fonctions est definie par un nom, un nombre d'argu-
ments et un nombre de valeurs retournees. Le langage LAS supporte la surcharge des pro-
cedures et des fonctions en fonction de ces deux derniers parametres. Ainsi, des fonctions 
ou procedures ayant le meme nom pourront accomplir des taches differentes ou retourner 
des matrices differentes selon le nombre de matrices retournees, le nombre d'arguments 
ou les deux combines. Generalement, des fonctions ayant le meme nom effectueront essen-
tiellement la meme tache, mais en retournant des valeurs differentes. 
Les arguments d'une fonction ou d'une procedure peuvent etre une chaine de caracteres, 
un nombre constant, une matrice constante, une variable, une valeur retournee par une 
fonction et une valeur provenant de revaluation d'une expression. Les chaines de caracteres 
sont definies entre des guillemets anglais ("). Elles ne doivent pas etre declarees et peuvent 
seulement etre utilisees comme arguments aux fonctions et procedures. 
Les fonctions et procedures du langage LAS sont beaucoup trop nombreuses pour etre 
presentees de fagon detaillee dans ce chapitre. Par consequent, les sections qui suivent 
Fonction ( Arglt Argg, ••• ) 
Valeur<— 
(b) Fonction 
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introduiront seulement les noms des fonctions et presenteront ce qu'elles permettent d'ac-
complir. L'annexe B contient les fiches descriptives de toutes les fonctions et procedures du 
langage. Chacune d'elles contient la syntaxe d'appel de la fonction ou procedure, la liste 
des arguments, la liste des valeurs retournees ainsi qu'une description de la tache accom-
plie. La description et les dimensions de chaque argument et de chaque valeur retournee 
sont egalement fournies. 
3.4.1 Procedures d'interruption de code 
La figure 3.12 presente les noms des procedures permettant d'interrompre la compila-
tion ou l'execution de la totalite ou d'une partie du code. Les fiches descriptives de ces 
procedures sont presentees a l'annexe B.l. 
Stop End Break 
Figure 3.12: Procedures d'interruption de code 
La procedure Break permet de sortir de la boucle en cours d'execution. Afin d'etre 
r 
fonctionnelle, cette procedure doit etre positionnee dans la portee d'une boucle. Les ex-
pressions situees dans la meme portee et suivant cette procedure seront ignorees. L'extrait 
de code 3.10 illustre comment cette procedure peut etre utilisee dans un branchement 
conditionnel situe a l'interieur d'une boucle. 
Code 3.10: Exemple d'interruption d'une boucle 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Tel qu'explique precedemment, la procedure Stop permet d'interrompre l'execution 
du code a tout moment tandis que la procedure End permet d'indiquer la fin du code a 
compiler. Dans les deux cas, les expressions situees apres ces procedures ne seront pas 
executees. L'extrait de code 3.11 illustre comment la procedure Stop peut etre utilisee 
/ / Boucle sans fin 
For( I n t i = 1 ; i > 0 ; i-H- ) 
/ / Terminaison de la boucle apres 100 iterations! 
I f ( i > 100) 
Break 
Endl f 
EndWhile 
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dans un branchement conditionnel et comment la procedure End permet de definir la fin 
du code. II est important de noter que l'utilisation de la procedure End dans une boucle 
la rendrait ineffective puisqu'elle ne serait pas compilee entierement. 
Code 3.11: Exemple d'interruption de la compilation et de l'execution 
du code 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
3.4.2 Fonctions matricielles 
Generation de matrices 
La figure 3.13 presente les noms des fonctions permettant de generer automatiquement 
des matrices. Les fiches descriptives de ces fonctions sont presentees a l'annexe B.2. 
Zero Identity Diagonal Rotation Givens 
Init Random Pi e Refection Householder 
Figure 3.13: Fonctions de generation de matrices 
Les fonctions Zero, Identity, Diagonal et Init permettent respectivement de generer des 
matrices nulles, identites, diagonales et pleines. La fonction Random permet de gentrer 
des matrices constitutes de nombres reels aleatoires. L'utilisateur peut definir le domaine 
des nombres aleatoires en specifiant une limite inferieure et une limite superieure. 
[...] / / Algorithme omis 
/ / Test de convergence 
I f ( Va lue < Eps ) 
/ / Interruption de I 'execution 
Stop 
Endl f 
[...] / / Algorithme omis 
\ \ I n t e r r u p t i o n de la c o m p i l a t i o n 
End 
[...] / / Algorithme ignore 
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Les fonctions Pi et e permettent de generer des matrices pleines avec le nombre 7r = 
3.141592653589793 ou la base naturelle, e = 2.718281828459045. Toutes ces fonctions 
peuvent generer des matrices soit rectangulaires, soit carrees. 
Les fonctions Rotation et Reflection permettent de generer les matrices de transforma-
tion de rotation et de reflexion qui sont respectivement presentees aux equations (3.1) et 
(3.2). Les fonctions Givens et Householder permettent de generer les matrices de transfor-
mation de Givens et de Householder presentees dans Golub et Loan (1996). Ces fonctions 
peuvent etre utilisees lors de la programmation des algorithmes QR et HQRI permettant 
de resoudre un probleme aux valeurs propres standard (section 3.4.5). 
T Rot — 
T f i e / i -
cos(0) sin(0) 
- sin(0) cos(0) 
cos(26>) sin(20) 
sin(20) - cos(20) 
(3.1) 
(3.2) 
Proprietes des matrices 
La figure 3.14 presente les noms des fonctions permettant d'obtenir les proprietes des 
matrices. Les fiches descriptives de ces fonctions sont presentees a l'annexe B.3. 
Col_Max Row_Max Max Norm_One 
Col_Min Row_Min Min Norm_Two 
Cols Rows Sum Norm Infinity 
Col_Sum Row_Sum Product Determinant 
Det Rank Trace Spectral_Radius 
Figure 3.14: Fonctions de proprietes matricielles 
Les fonctions Col Max, ColMin, ColSum permettent d'obtenir les valeurs maximales et 
minimales ainsi que la somme des elements des colonnes d'une matrice tandis que les 
fonctions RowMax, RowMin et RowSum sont analogues pour les rangees. 
Les fonctions Rows et Cols retournent respectivement le nombre de rangees et le nombre 
de colonnes d'une matrice. Ces fonctions pourraient etre employees dans l'expression condi-
tionnelle d'une boucle permettant ainsi d'iterer sur les rangees ou colonnes d'une matrice 
dont les dimensions sont inconnues. 
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Les fonctions Max, Min, Sum et Product permettent respectivement d'obtenir la valeur ' 
maximale, la valeur minimale, la somme et le produit de tous les elements d'une matrice. 
Les fonctions Norm_lnfinity, Norm_One et Norm_Two permettent de caracteriser une 
matrice en calculant les normes presentees aux equations (3.3) a (3.5). La norme 2, plus 
connue sous le nom de norme euclidienne, permet de calculer la longueur d'un vecteur. 
(3-3) 
(3.4) 
(3.5) 
Le determinant d'une matrice est calcule avec la fonction Determinant ou Det tandis 
que son rang en rangee est obtenu avec la fonction Rank. Cette derniere fonction sera ge-
neralement utilisee afin de determiner le nombre d'equations lineairement independantes 
d'un systeme d'equations. La fonction Trace retourne la somme des elements de la diago-
n a l tandis que la fonction Spectral_Radius retourne le rayon spectral d'une matrice, soit 
la plus grande valeur propre (equation 3.6). 
p (A) = max|Aj| (3.6) i 
Manipulation matricielle 
La figure 3.15 presente les noms des fonctions permettant de manipuler les matrices. 
Les fiches descriptives de ces fonctions sont presentees a l'annexe B.4. 
Col Diagonal Invert Export Rotate_Col 
Row Store_Diagonal Transpose Print Rotate_Row 
Switch_Col Cumul Combine Delete 
Switch Row Interpolation Resample Resize 
-
Figure 3.15: Fonctions de manipulations matricielles 
L'extraction d'une rangee ou d'une colonne d'une matrice s'effectue avec les fonctions 
Row et Col tandis que la permutation de deux rangees ou de deux colonnes s'effectue 
l<i<n ' J 
~ ~ 3 = 1 
A 1 — max >laj , -i 111
 1 < j < m ^ ^ 
i=l 
I Alio = \ £ £ i i=i j=i 
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avec les procedures Switch_Row et Switch_Col. La fonction Diagonal extrait les elements 
diagonaux d'une matrice tandis que la procedure Store_Diagonal permet de stocker les 
elements d'un vecteur sur la diagonale d'une matrice. Si le nombre de rangees de ce 
vecteur est superieur a la taille de la matrice, celle-ci sera redimensionnee. Cette fonction 
est utile en dynamique des structures pour creer une matrice de masse concentree a partir 
d'un vecteur contenant les masses de chaque etage. 
L'inverse d'une matrice carree est calculee avec la fonction Invert ou Inv tandis que 
la transposee d'une matrice est obtenue avec la fonction Transpose ou fonction t. Deux 
matrices peuvent ere combinees ([M1IM2]) avec la fonction Combine. Si les matrices a 
combiner ont des tailles differentes, la matrice retournee aura autant de rangees que la 
matrice d'entree qui en a le plus. Une matrice peut etre redimensionnee avec la procedure 
Resize. 
Les procedures Delete, Print et Export permettent respectivement d'effacer une variable 
de la memoire de l'ordinateur, d'imprimer une matrice dans le fichier ou la fenetre de sortie 
et d'exporter une matrice dans un fichier texte (.txt). Les valeurs de la matrice exportee 
seront separees par des tabulations ce qui permet a l'utilisateur de copier/coller le contenu 
d'une matrice directement dans Excel. Chaque element de la matrice sera associe a une 
cellule distincte du tab leur. 
La fonction Resample reechantillonne a intervalle regulier les ordonnees de coordonnees 
definies a intervalle irregulier. Cette fonction est utilisee frequemment en dynamique des 
structures afin de reechantillonner une fonction de chargement dynamique definie selon 
des pas de temps irreguliers. 
La fonction Cumul calcule la somme cumulee des elements d'une matrice, pour chaque 
colonne et en partant de la premiere rangee. Cette fonction permet aisement, pour une 
structure de type «batiment en cisaillement», de calculer la distribution du cisaillement a 
partir du vecteur des forces laterales. 
La fonction Interpolation interpole lineairement, sur une courbe definie par des coor-
donnees, les ordonnees correspondantes a des abscisses definies par l'utilisateur. Cette 
fonction permet la superposition des reponses spectrales d'une structure en calculant di-
rectement les accelerations spectrales pour des periodes donnees a partir d'un spectre de 
dimensionnement. 
Les procedures Rotate_Col et Rotate_Row effectuent respectivement les operations de 
transformation matricielle presentees aux equations (3.7) et (3.8) dans lesquelles la ma-
trice de transformation, G, n'influence que deux colonnes ou deux rangees de la matrice 
quelconque, M. Au lieu d'effectuer une multiplication matricielle couteuse en terme d'ope-
rations, ces deux fonctions agissent directement sur les rangees ou les colonnes concernees 
en utilisant plutot la matrice de transformation quelconque, T [2 x 2] definie dans l'equa-
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tion (3.9). Ces procedures sont employees afin d'optimiser les algorithmes ou les rotations 
de matrices sont nombreuses tels que les methodes de Jacobi, QR et HQRI qui permettent 
de resoudre un probleme aux valeurs propres standard (section 3.4,5). 
M M G 
M <— G t M 
(3.7) 
(3.8) 
G = 
1 
1 
T( l , l ) T(l,2) 
1 
. 1 
T(2,l) T(2,2) 
1 
1 
(3.9) 
3.4.3 Fonctions mathematiques 
La figure 3.16 presente les noms des fonctions mathematiques incluses dans le lan-
gage d'analyse des structures. Les fiches descriptives de ces fonctions sont presentees aux 
annexes B.5.1 a B.5.6. 
ACos Cos Cosh Deg Ceil Even Ln 
ASin Sin Sinh Rad Floor Odd Log 
ATan Tan Tanh Abs Sqrt Sign Exp 
Figure 3.16: Fonctions mathematiques 
Les fonctions trigonometriques usuelles (Cos, Sin et Tan), leurs reciproques (Acos, Asin 
et Atan) ainsi que les fonctions trigonometriques hyperboliques (Cosh, Sinh et Tanh) per-
mettront a l'utilisateur d'etudier les fonctions d'angle et les phenomenes periodiques. 
La fonction Deg convertit en degre les angles exprimes en radian tandis que la fonction 
Rad convertit en radian les angles exprimes en degre. 
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La fonction Abs permet d'obtenir la valeur absolue d'une matrice tandis que la fonction 
Sqrt permet d'appliquer la ratine carree a chaque element d'une matrice. 
L'arrondissement des nombres vers le haut ou vers le bas peut etre respectivement 
accompli avec les fonctions Ceil et Floor. Les fonctions Even et Odd permettent de deter-
miner si des nombres ou des elements d'une matrice sont pairs ou impairs. La fonction 
Sign permet d'obtenir les signes des elements d'une matrice. 
Les logarithmes naturels ou de base dix sont calcules avec les fonctions Ln et Log. Ces 
fonctions pourront etre employees afin d'estimer le taux d'amortissement critique de la 
reponse d'une structure sous vibrations libres. La fonction exponentielle, ex, est calculee 
avec la fonction Exp. 
3.4.4 Resolution de systemes d'equations lineaires 
La figure 3.17 presente les noms des fonctions d'algebre lineaire permettant de resoudre 
le systeme d'equations (3.10) constitue de la matrice des coefficients A, de la matrice des 
variables (inconnus) X et de la matrice des constantes B. Les fiches descriptives de ces 
fonctions sont presentees aux annexes B.6.1 a B.6.4. 
Forward _ Elimination Backward _ Elimination LDLT Solve_LDLT Solve 
Backward_ Substitution Forward _Substitution . LU Solve_LU 
Figure 3.17: Fonctions de resolution de systemes d'equations lineaires 
A X = B (3.10) 
Un systeme d'equations lineaires est soluble seulement s'il est constitue d'autant d'equa-
tions independantes que d'inconnus. Un systeme d'equations sera insoluble s'il est compose 
de plus d'equations lineairement independantes que d'inconnus et generera une infinite de 
solutions s'il est compose de moins d'equations lineairement independantes que d'inconnus. 
Ce dernier cas ne peut etre obtenu dans LAS. Tel qu'explique precedemment, l'utilisateur 
peut determiner le nombre d'equations lineairement independantes contenues dans son 
systeme d'equations en calculant le rang de la matrice des coefficients. 
LAS offre trois methodes differentes permettant de resoudre des systemes d'equations 
lineaires. Lorsque la matrice des coefficients est rectangulaire, la resolution du systeme 
d'equations peut etre effectuee par elimination de Gauss ou par decomposition LU. 
Lorsque la matrice des coefficients est carree et symetrique, il est plutot recommande 
de resoudre le systeme d'equations par decomposition LDLT. Dans tous les cas, des tech-
niques de substitution sont necessaires pour determiner la matrice des variables X. 
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Elimination de Gauss 
La resolution d'un systeme d'equations par elimination de Gauss a partir du haut 
s'effectue dans LAS avec deux fonctions. La fonction Forward_Elimination permet tout 
d'abord d'effectuer une triangularisation superieure de la matrice des coefficients A et de 
reduire consequemment la matrice des constantes B. La fonction Backward_Substitution 
effectue ensuite une substitution retrograde (equation 3.11) permettant ainsi de determiner 
la matrice de variables X. 
Xi = ^ - l b i - a'vx3 ) P°u r * = n>(n ~ 1). • • • ( 3 . 1 1 ) 
V j=i+1 / 
L'utilisateur peut egalement resoudre le meme systeme d'equations par elimination de 
Gauss a partir du bas. Dans ce cas, la fonction Backward_Elimination devra etre utilisee afin 
d'effectuer la triangularisation inferieure de la matrice des coefficients A et la reduction 
consequente de la matrice des constantes B. La fonction Forward_Substitution effectue 
ensuite une substitution directe (equation 3.12) permettant de determiner la matrice de 
variables X. 
Xi = ( b't - a ' i j x j J P°u r i = 1 , 2 , . . . , n (3.12) 
a
" \ j=i / 
Decomposit ion LU et LDLT 
La resolution d'un systeme d'equations lineaires par decomposition LU ou par decom-
position LDLT s'effectue en deux etapes : (1) la factorisation de la matrice des coefficients 
e t (2) la determination de la matrice des variables X par substitution. 
La fonction LU factorise la matrice des coefficients A en le produit d'une matrice 
triangulaire inferieure L et d'une matrice triangulaire superieure U (equation 3.13) tandis 
que la fonction LDLT factorise la matrice des coefficients en le produit d'une matrice 
triangulaire inferieure L, d'une matrice diagonale D et de la transposee de la matrice 
inferieure (equation 3.14). 
A X = LUX = B (3.13) 
A X = L D L r X = B (3.14) 
Cette factorisation de la matrice des coefficients en le produit d'une matrice inferieure 
L et superieure U (ou DLT) permet de determiner la matrice des variables X en resolvant 
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directement deux sous-systemes d'equations par substitution. Effectivement, le systeme 
d'equations intermediate (equation 3.15) est d'abord resolu par substitution directe ce 
qui permet ensuite de determiner la matrice des variables X par substitution retrograde 
(equation 3.16). Ces operations sont effectuees avec les fonctions Solve_LU et Solve_LDLT. 
L Y = B (3.15) 
U X = Y ou ( D L T ) X = Y (3.16) 
La resolution d'un systeme d'equations par decomposition L U et L D L T offre deux 
avantages surTelimination de Gauss. Tout d'abord, le nombre d'operations informatiques 
requises pour accomplir la resolution du systeme d'equations est moindre ce qui accelere la 
resolution des systemes composes d'un nombre eleve d'equations lineaires. Ensuite, contrai-
rement a Telimination de Gauss dans laquelle les operations sur les rangees modifient la 
matrice des constantes B, la resolution d'un systeme d'equations par decomposition LU 
ou L D L t est accomplie sans que cette matrice ne soit modifiee. II s'agit d'un enorme avan-
tage pour le developpement d'algorithmes iteratifs dans lesquels un systeme d'equations 
doit etre resolu a chaque cycle. Effectivement, dans ce cas, la matrice des coefficients n'est 
factorisee qu'une seule fois au debut de l'algorithme et la resolution s'effectue a chaque 
cycle par substitution. Cela permet d'accelerer considerablement de tels algorithmes. C'est 
d'ailleurs pour cette raison qu'en dynamique des structures, les algorithmes d'integration 
numerique des systemes lineaires emploient generalement la decomposition L D L T . 
3.4.5 Problemes aux valeurs propres 
La figure 3.18 presente les noms des fonctions permettant de resoudre les problemes aux 
valeurs propres. Ceux-ci sont frequemment rencontres dans les domaines de la dynamique 
des structures, de la stabilite des structures et de la mecanique quantique. Les fiches 
descriptives de ces fonctions sont presentees a l'annexe B.7. 
Jacobi Direct_ Iteration QR 
Subspace_lteration lnverse_ Iteration HQRI 
Figure 3.18: Fonctions de problemes aux valeurs propres 
La fonction Jacobi peut etre utilisee pour resoudre les problemes aux valeurs propres 
generalises (equation 3.17). L'utilisateur emploiera fort probablement cette fonction afin 
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de calculer les frequences naturelles et les modes de vibrations de structures ayant un 
faible nombre de degres de liberte. La propriete d'orthogonalite des vecteurs propres rend 
possible le decouplage de tels systemes et la superposition modale. 
. = M $ A (3.17) 
La fonction Subspace_Iteration permet de calculer un nombre limite de valeurs et 
vecteurs propres selon la methode d'iteration par sous-espace. Cette fonction est ideale 
pour un systeme ayant un tres grand nombre de degres de liberte et lors de l'analyse 
du comportement dynamique lineaire de structures sollicitees par tremblements de terre. 
Effectivement, on suppose generalement qu'une telle structure repond principalement dans 
ses premiers modes de vibrations. 
De plus, les fonctions Direct_lteration et lnverse_lteration permettent d'extraire respec-
tivement la plus basse (equation 3.18) et la plus haute (equation 3.19) valeur propre ainsi 
que le vecteur propre correspondant en utilisant la methode d'iteration directe et la me-
thode d'iteration inverse. Cette derniere methode pourrait etre employee par l'utilisateur 
afin de determiner la plus petite periode de vibration d'une structure et ainsi choisir ade-
quatement le pas de temps a utiliser dans une integration temporelle conditionnellement 
stable. 
Kfa = M^iAi (3.18) 
K<j>n = M(j)nXn (3.19) 
Les fonctions Jacobi, QR et HQRI peuvent etre utilisees afin de resoudre les problemes 
aux valeurs propres standards (equation 3.20). Ceci est utile pour obtenir les modes de 
vibrations de corps rigides ou afin de valider un element fini. 
K $ = $ A (3.20) 
3.4.6 Decomposition en valeurs singulieres 
La figure 3.19 presente le nom de la seule fonction permettant d'effectuer une decom-
position en valeurs singulieres d'une matrice. La fiche descriptive de cette fonction est 
presentee a l'annexe B.8. 
SVD 
Figure 3.19: Fonction de decomposition en valeurs singulieres 
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La fonction SVD factorise une matrice quelconque en le produit d'une matrice unitaire 
d'entree U, d'une matrice diagonale D et d'une matrice unitaire de sortie V (equation 
3.21). Les matrices U et V sont dites unitaires, car une matrice identite resulte de leur 
produit avec leur transpose. La matrice unitaire d'entree contient les vecteurs propres de 
M T M tandis que la matrice unitaire de sortie contient les vecteurs propres de M M T . Les 
valeurs non nulles situees sur la diagonale de la matrice D se nomment valeurs singulieres 
et leur nombre equivaut au rang de la matrice M. 
A = U D V T (3.21) 
3.4.7 Analyse frequentielle 
La figure 3.20 presente les noms des fonctions permettant de calculer les transformees 
de Fourier rapides (FFT) et les spectres d'un signal reel ou complexe. Les fiches descriptives 
de ces fonctions sont presentees a l'annexe B.9. 
FFT_Complex FFT_Spectrum_Single_Sided 
FFT_Real FFT_Spectrum_Double_Sided 
iFFT_Compiex FFT_Spectrum_Power_ Density 
iFFT_Real FFT_Spectrum_Complex_Components 
Figure 3.20: Fonctions de transformees de Fourier rapides 
Les fonctions FFT_Complex et FFT_Real calculent les transformees de Fourier rapides 
(equation 3.22) de signaux complexes et reels. Ces fonctions peuvent etre utilisees en 
dynamique des structures pour transformer une fonction de force dans le domaine de 
frequence. Les fonctions iFFT_Complex et iFFT_Real calculent les transformees de Fourier 
rapides inverses (equation 3.23) de fonctions prealablement transformees dans le domaine 
des frequences par FFT. Ces fonctions peuvent etre utilisees en dynamique des structures 
pour transformer dans le domaine temporel et modal la solution du systeme dynamique 
exprimee dans le domaine frequentiel. 
N-1 
X(n) = At^x{m)e-i{2nnm/N\ n = 0,1, . . . ,N - 1 (3.22) 
m=0 
(3.23) 
N-1 
= ( n ) ei(2™m/JV), m = 0 ,1 , . . . ,7V - 1 
NAt
 n n=0 
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La transformee de Fourier rapide d'un signal est une serie de nombres complexes (equa-
tion 3.24). Ceux-ci sont associes a des frequences precises. Plus d'information a cet effet 
est presentee dans les fiches descriptives de l'annexe B.9.1. 
Les fonctions FFT_Spectrum_Single_Sided, FFT_Spectrum_Double_Sided et 
FFT_Spectrum_Power_Density calculent respectivement le spectre d'amplitudes a simple 
bande (sb) (equation 3.25), le spectre d'amplitudes a double bande (db) (equation 3.26) 
et le spectre de densite de puissance a simple bande (dp) (equation 3.27) de la FFT d'un 
signal reel. Dans tous les cas, la phase est calculee selon l'equation (3.28). La fonction 
FFT_Spectrum_Complex_Components permet d'exprimer les composantes reelles et ima-
ginaires de la FFT en fonction des frequences. 
X (n) : cn = xn + iyn (3.24) 
\\cn\\sb=V< + fn (3-25) 
(3.26) 
\\cn\\dp = xl + yl (3.27) 
(3.28) 
3.4.8 Methode des elements finis 
La methode des elements finis (MEF) est une methode d'analyse numerique permettant 
de resoudre approximativement des equations differentielles qui decrivent des phenomenes 
physiques. La methode se base sur le principe qu'un volume continu puisse etre discretise 
en un nombre fini d'elements a l'interieur desquels les equations differentielles peuvent 
etre resolues de fagon exacte ou approximative. Le comportement du volume entier peut 
etre determine en assemblant les equations de tous les elements. L'auteur suppose que 
le lecteur possede des connaissances suffisantes dans les domaines du calcul integral, du 
calcul matriciel, de la methode matricielle des structures et de la methode des elements 
finis. L'utilisateur non initie pourra se referer a Bathe (1996) et a Paultre (2004). 
Le langage propose permet de resoudre des problemes structuraux, statiques ou dyna-
miques, en resolvant l'equation d'equilibre statique des forces (equation 3.29) ou l'equation 
du mouvement (equation 3.30). Pour ce faire, les fonctions relatives a la methode des ele-
ments finis sont utilisees pour generer les matrices structurales elementaires et les fonctions 
C n l U = 2 ^ 4 + y n 
Z = tan- 1 ( 
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et procedures relatives a la methode directe des rigidites sont utilisees pour assembler ces 
matrices elementaires en matrice globale. 
K U = F (3.29) 
Mii(t) + Cu(i) + Ku (t) = F (t) (3.30) 
Trois types d'elements finis sont inclus dans LAS : (1) l'element barre; (2) l'element 
poutre-colonne; et (3) l'element quadrilateral. Les structures constitutes d'elements dis-
crets tels que des treillis et les cadres ou les structures idealisees comme telles pourront 
etre modelisees de fagon exacte (Le raffinement du maillage n'a pas d'effet sur les resul-
tats aux noeuds) avec les elements barres et les elements poutres-colonnes. Les volumes 
continus pourront etre modelises de fagon approximative avec les elements quadrilateraux. 
Dans ce dernier cas, la justesse des resultats d'une analyse sera fonction de la qualite du 
maillage. 
La demarche de programmation que doit employer l'utilisateur afin de developper un 
modele par elements finis dans LAS est presentee de fagon detaillee a la section 3.7. Un 
bref rappel de la formulation de la methode des elements finis basee sur les deplacements 
est effectue avant de presenter les fonctions relatives aux developpements des matrices 
structurales des trois elements. 
Formulation de la methode des elements finis 
Habituellement, la methode des elements finis est introduite selon une formulation 
globale qui considere tous les degres de liberte d'un modele. Toutefois, puisque la me-
thode est presentee dans le cadre d'un assemblage avec la methode directe des rigidites, 
la formulation locale est preferee. 
La methode des elements finis permet de discretiser un volume continu en un nombre 
fini d'elements. Chacun de ces elements est delimite par des noeuds et est caracterise par sa 
geometrie, des proprietes materielles et une relation contraire-deformation. Des fonctions 
d'interpolation H ^ sont utilisees afin d'approximer les deplacements en tout point d'un 
l'element u ^ a partir des deplacements de ses noeuds (equation 3.31). Les fonctions 
d'interpolation sont generalement des polynomes dont l'ordre depend du nombre de degres 
de liberte necessaire pour exprimer le champ des deplacements de l'element. 
u ( e ) = H ( e ) u ( e ) (3.31) 
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Les deformations d'un element e ^ sont caracterisees par les derivees partielles de ses 
deplacements internes (equation 3.32). La matrice D ^ est un operateur de differentiation. 
e(e) = D ^ u J 0 . (3.32) 
L'utilisation de fonctions d'interpolation permet ainsi d'exprimer les deformations d'un 
element en fonction de ses deplacements aux noeuds (equation 3.33). 
£ ( e ) = B ( e ) u ( e ) ( 3 3 3 ) 
La matrice des relations deformations-deplacements d'un element est ainsi deter-
minee par differentiation de la matrice d'interpolation des deplacements H ^ (equation 
3.34). 
B ( e ) = D ( e ) H ( e ) ( 3 3 4 ) 
Les contraintes dans l'element cr^ sont exprimees en fonction des deformations en 
utilisant une matrice d'elasticite (equation 3.35). Cette matrice provient d'une relation 
contrainte-deformation connue et varie selon la nature du probleme etudie. 
trM = E (e )e (e ) (3.35) 
En appliquant de fagon matricielle le principe des deplacements et des travaux virtuels, 
on demontre, en utilisant la formulation globale des equations precedemment definies, 
que les efforts internes de tous les elements sont en equilibre dynamique avec les forces 
externes selon l'equation 3.30. II s'agit de l'equation dynamique du mouvement formulee 
pour tous les degres de liberte d'un maillage d'elements finis. Le vecteur u(i), u(i) et ii(i) 
contiennent respectivement les deplacements, les vitesses et les accelerations de tous les 
DDL du modele. 
En theorie, la matrice de masse M et la matrice de rigidite K proviennent respec-
tivement de la sommation des matrices de masses elementaires (equation 3.36) et 
des matrices de rigidite elementaires k(e) (equation 3.37) une fois transformees dans le 
systeme de reference global et augmentees relativement aux DDL globaux. En pratique, 
cette procedure, representee par le symbole de sommation ]Pe, est accomplie en utilisant 
la methode directe des rigidites. Dans cette methode, les DDL de chaque element sont 
prealablement associes aux DDL globaux du probleme. Cela permet ensuite, pour chaque 
element, d'additionner directement les elements d'une matrice elementaire aux endroits 
appropries dans une matrice globale. 
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M = V m ( e ) ou m ( e ) = [ H ( e ) TpH ( e ) dV. 
K = k ( e ) k ( e ) = J B ( e)TE ( e)B ( e) dV. 
(3.36) 
(3.37) 
L'assemblage et le developpement de la matrice d'amortissement C ne sont pas pre-
sentes puisqu'ils ne sont jamais effectues en pratique. Une matrice d'amortissement pro-
portionnelle a la matrice de masse et a la matrice de rigidite est generalement supposee. 
Le developpement des matrices elementaires est presente aux sous-sections suivantes. 
E lemen t b a r r e 
L'element barre est utilise pour modeliser les membrures se deformant axialement et 
dont la dimension longitudinale beaucoup est plus importante que les dimensions trans-
versales. Ce type d'elements est generalement utilise pour modeliser des treillis. 
La figure 3.21 presente l'element barre de LAS dans son systeme de reference local et 
global. L'element possede deux DDL de translation horizontale (^i et 113) et deux DDL 
de translation verticale (u2 et U4). L'equation 3.38 presente le vecteur des deplacements 
de l'element dans son systeme de reference local. Dans ce dernier, les DDL longitudinaux 
(un et U13) permettent de decrire l'allongement et le raccourcissement de l'element. Les 
DDL transversaux (u/2 et U[4) ne servent qu'a exprimer l'element barre dans un systeme 
global en plan. 
u ( e ) _ Un U12 U13 U14 (3.38) 
On suppose que les champs des deplacements longitudinaux u ^ (equation 3.39) et 
transversaux v ^ (equation 3.40) peuvent respectivement etre approximes avec des fonc-
tions d'interpolation lineaires (equations 3.41 et 3.42). 
u (e) _ H ( e V e ) h — nu u (3.39) v<<> = H l W (3.40) 
H<e> = 
x' 
L 
0 
x 
L 
0 
(3.41) H ( e ) 
1 -
L 
x 
L 
(3.42) 
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Vv V1 
u, 
A, E, p 
xv u 
(a) Systeme de reference local 
(®2. 2/2) 
(b) Systeme de reference global 
Figure 3.21: Element barre 
La deformation longitudinale ex d'une barre, presentee a l'equation 3.43, est constitute 
d'une composante axiale et d'une composante geometrique. Cette derniere composante 
est causee par l'effet d'une force axiale sur les deplacements transversaux et augmente ou 
diminue la rigidite transversale de l'element selon qu'il soit tendu ou comprime. 
du (e) 
e.r = dx + 2 
1 / dv 
dx 
(3.43) 
L'equation precedente permet d'obtenir la matrice de differentiation (equation 
3.44) servant a determiner les matrices des relations deformations-deplacements pour la 
partie axiale ( B ^ ) et la partie geometrique ( B ^ ) de la deformation longitudinale de la 
barre (equations 3.45 et 3.46). 
D ( e ) 
dx 
(3.44) 
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La relation contrainte-deformation est presentee a l'equation 3.47. 
E ( e ) = E (3.47) 
La figure 3.22 presente les noms des fonctions permettant de generer les matrices 
structurales d'un element barre. Les fiches descriptives de ces fonctions sont presentees a 
l'annexe B.10.1. 
i « f - (3.45) B<»' = 0 - I 0 I (3.46) 
Truss_ Make_ _K Truss_ Make_ KG Truss_Make_T 
Truss_ Make_ _M Truss_ Make_ FD 
Figure 3.22: Fonctions de l'element poutre-colonne 
La fonction Truss_Make_K genere la matrice de rigidite (elastique) elementaire [4x4] 
dont le developpement est presente a l'equation (3.48). 
k (e) = j B ( e ) TE ( e )B ( e ) dV 
Jv 
= EAfLB^TB^dx 
Jo 
(3.48) 
1 0 - 1 0 
0 0 0 0 
- 1 0 1 0 
0 0 0 0 
La fonction Truss_Make_M genere la matrice de masse coherente elementaire [4x4] 
dont le developpement est presente a l'equation (3.49). La masse a ete consideree dans la 
direction longitudinale et transversale. 
64 Chapitre 3. Langage d'analyse des structures 
m ( e ) _ 
fL T 
p / H ( e ) H { e ) d V 
Jo 
pa ^ L n ^ T u f d x + £nle)Tn.p dx 
pAL 
2 0 1 0 
0 2 0 1 
1 0 2 0 
0 1 0 2 
(3.49) 
La fonction Truss_Make_M permet egalement de generer la matrice de masse concen-
tree elementaire [4x4] presentee a l'equation (3.50). 
(e) pAL 
m, ' = ——-
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
(3.50) 
La fonction Truss_Make_KG genere la matrice de rigidite geometrique elementaire 
[4x4] dont le developpement est presente a l'equation (3.51). 
KG( e ) = N f B j e ) T B ^ dx 
Jo 
N 
:T 
o 
o 
o 
o 
0 o 
1 0 
0 0 
-1 0 
0 
-1 
0 
1 
(3.51) 
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La fonction Truss_Make_T genere la matrice de transformation des coordonnees [4x4] 
associee a l'element barre (equation 3.52). 
r p ( e ) 
cos(q;) sin(oi:) 0 0 
- sin(ct) cos(a) 0 0 
0 0 cos(o;) sin(a) 
0 0 — sin(a) cos(o;) 
(3.52) 
La fonction Truss_Make_FD genere la matrice force-deplacement [4x4] calculee selon 
l'equation (3.53). 
FD ( e ) = k ^ T ^ (3.53) 
Element poutre-colonne 
L'element poutre-colonne est utilise pour modeliser les membrures qui se deferment 
axialement et en flexion et dont la dimension longitudinale est beaucoup plus importante 
que les dimensions transversales. Ce type d'elements est generalement utilise pour mode-
liser des cadres. 
La figure 3.23 presente l'element poutre-colonne de LAS dans son systeme de reference 
local et global. L'element possede deux DDL de translation horizontale (ui et u4), deux 
DDL de tranlation verticale (u2 et u5) et deux DDL de rotation (u3 et u6). L'equation 
3.54 presente le vecteur des deplacements de l'element dans son systeme de reference local. 
Dans celui-ci, les DDL longitudinaux (mh et u^) permettent de decrire l'allongement et le 
raccourcissement de l'element tandis que les DDL transversaux (ui2 et i/,;5) ainsi que les 
DDL en rotation (u« et u^) permettent d'en decrire la deflexion transversale ou la fleche. 
UW = V-ll Ui2 Ui 3 lt/4 Ui5 Ut 6 (3.54) 
On suppose que les champs des deplacements longitudinaux u ^ (equation 3.55) et 
transversaux v ^ (equation 3.56) peuvent respectivement etre approximes avec une fonc-
tion d'interpolation lineaire (equation 3.57) et une fonction d'interpolation cubique (equa-
tion 3.58). 
46) = (3.55) , ( e ) (3.56) 
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y,,v 
• 
U12 
u 
- 4 r 
A, As, E, I, V, p 
lb 
4 r •
u u ~ -
Xv u 
(a) Systeme de reference local 
•u. 
. (X2> Vt) 
(b) Systeme de reference global 
Figure 3.23: Element poutre-colonne 
H<?> = 
0 
0 
x/L 
0 
0 
(3.57) Hie> = 
1
 0 
3s2 2^3 
L2 + L3 
x — 
2z2 
L 
x 
+
 T 2 
3X2 
L2 
2X3 
L3 
x
2
 x
s 
~~L+~L? 
(3.58) 
La deformation longitudinale ex d'une poutre-colonne, presentee a l'equation (3.59), 
est respectivement constitute d'une composante axiale, d'une composante flexionnelle et 
d'une composante geometrique. Cette derniere composante est causee par l'effet d'une force 
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axiale sur les deplacements transversaux et augmente ou diminue la rigidite transversale 
de l'element qu'il soit tendu ou comprime. 
e(e) = = 
ox 
dv d2v[e) 1 
V
 dx2 + 2 i dx 
to' 
(3.59) 
L'equation precedente permet d'obtenir les matrices de differentiation Da Dje ) et 
Dg6' (equations 3.60 et 3.61) servant a determiner les matrices des relations deformations-
deplacements pour la composante axiale b!6 ' (equations 3.63), la composante flexionnelle 
B j ^ (equation 3.66) et la composante geometrique B ^ (equations 3.67), de la deformation 
longitudinale de la poutre-colonne. 
D ( e ) = D ( « ) = d_ 
dx 
(3.60) D ( e ) Uf dx2 (3.61) 
(3.62) B(e) = 0 0 y 0 0 
±J ±J 
(3.63) 
B ^ = (3.64) f»(e) _ r)(
e
'H(e) 
g g v (3.65) 
B (e)T _ 15/ -
6 
+ 
12x 
U 
4 
+ 
6a; 
~L I 
6 12 
L2 ~ 1} 
2 6 
~L 
(3.66) BW = 
0 
6x 6x2 
~T2 + U 
, 4x 3x2 
[
- T + l J 
o 
6x 6x2 
L2' Ls 
2x 3x2 
(3.67) 
La relation contrainte-deformation pour le comportement axial et flexionnel sont res-
pectivement presentes aux equations 3.68 et 3.69. 
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Eie) - E (3.68) E^ = EI (3.69) 
La figure 3.24 presente les noms des fonctions permettant de generer les matrices 
structurales d'un element poutre-colonne. Les fiches descriptives de ces fonctions sont 
presentees a l'annexe B.10.2. 
Beam _Make_ K Beam _Make_ FD Beam_Make_T_Rigid Beam_Make_T 
Beam _Make_ M Beam _Make_ KG Beam_Rigid_Joint 
Figure 3.24: Fonctions de l'element poutre-colonne 
Le developpement de la matrice de rigidite (elastique) elementaire est presente a l'equa-
tion (3.70). Tel que presente dans Przemieniecki (1985), en considerant la deformation en 
cisaillement, il est possible d'obtenir la matrice de rigidite elementaire presentee a l'equa-
tion (3.71). Le parametre de deformation en cisaillement $ est calcule a l'equation (3.72) 
et tandis que le module de cisaillement G est calcule a partir du module de Young (E) 
et du coefficient de Poisson (u) selon l'equation (3.73). Cette matrice [6 x 6] peut etre 
generee avec la fonction Beam_Make_K. Toutefois, si l'aire en cisaillement est nulle, la 
contribution du cisaillement sera negligee ($ = 0). 
k{e) = f B ( e ) TE ( e )B ( e ) dV 
Jv 
= EA [ B<e)rB<e) dx + EI f 
Jo Jo 
B(fe)B(fe) dx 
EA 0 0 
EA 
L 
0 0 
0 
12 EI 
L3 
6 EI 
L2 
0 
12 EI 
L3 
6 EI 
L2 
0 
6 EI 
L2 
AEI 
L 
0 
6 EI 
L2 
2 EI 
L 
EA 
~L 
0 0 
EA 
L 
0 0 
0 
12 EI 6 EI 0 
12 EI 6 EI 
L3 L2 L3 L2 
0 
6 EI 
L2 
2 EI 
L 
0 
6 EI 
L2 
AEI 
L 
(3.70) 
3.4. Procedures et fonctions 69 
k<e> = 
EA 
0 
0 
EA 
' L 
0 
0 
0 
12 EI 
Lz{ 1 + $) 
6 EI 
L2(l + $) 
0 
12 EI 
"L3(l + $) 
6EI 
0 
6£7 
L2(l + $) 
(4 + $ ) E / 
L(l + $) 
0 
~L2(l + $) 
(2 - $ ) £ / 
EA 
L 
0 -
L2(l + $) L(l + $) 
0 
EA 
L 
0 
0 
$ = 12J57 
GASL2 
G = 
0 
12EZ 
L3(l + $) 
6EI 
L2(l + $) 
0 
12EZ 
L3(l + $) 
6EI 
E 
2(1 + z^ ) 
0 
6EJ 
L2(l + $) 
(2 - $ ) £ / 
L(l + $) 
0 
6 EI 
' L2{ 1 + $) 
(4 + $ ) £ / 
L2(l + $) L(l + $) 
(3.71) 
(3.72) 
(3.73) 
La fonction Beam_Make_M genere la matrice de masse coherente elementaire [6 x 6] 
dont le developpement est presente a l'equation (3.74). La masse a ete consideree dans la 
direction longitudinale et transversale. 
m(*> = 
pL 
p / H (e) H (e ) dV 
Jo 
= pA QfLHMTHW dx + dx^j 
pAL 
~ 6 ~ 
140 0 0 70 0 0 
0 156 22 L 0 54 - 1 3 L 
0 22 L 4 L2 0 13 L - 3 L2 
70 0 0 140 0 0 
0 54 13L 0 ' 156 - 2 2 L 
0 - 1 3 L - 3 L2 0 - 2 2 L 4 L2 
(3.74) 
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La fonction Beam_Make_M permet egalement de generer la matrice de masse concen-
tree en translation [6 x 6] (equation 3.75), la matrice de masse concentree en considerant 
la rotation [6 x 6] (equation 3.76) et la matrice de masse HRZ [6 x 6] (equation 3.77) d'un 
element poutre-colonne. 
m 
(e) _ pAL 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 0 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 0 
(3.75) 
m 
(e) _ pAL 
It 24 
12 0 0 
0 12 0 
0 0 L2 
0 0 
0 0 0 
0 0 0 
0 
0 
0 
0 
0 0 
0 12 0 
0 12 0 
0 0 L2 
(3.76) 
m («0 HRZ 
39 0 0 0 0 0 
0 39 0 0 0 0 
pAL 0 0 L2 0 0 0 
78 0 0 0 39 0 0 
0 0 0 0 39 0 
0 0 0 0 0 L2 
(3.77) 
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La fonction Beam_Make_KG genere la matrice de rigidite geometrique coherente ele-
mentaire [6 x 6] dont le developpement est presente a l'equation (3.78). Cette fonction 
permet egalement de generer la matrice de rigidite geometrique lineaire elementaire [6 x 6] 
presente a l'equation (3.79). 
K G (e) _ N 
N 
' L 
(e) LGl 
f B<e>TB (e) g dx Jo 
0 0 0 0 0 0 
0 36 3 L 0 - 3 6 3 L 
0 3 L 4 L2 0 - 3 L —L2 
0 0 0 0 0 0 
0 - 3 6 -3 L 0 36 - 3 L 
0 3 L -L2 0 —31/ 4 L2 
0 0 0 0 0 0 
0 1 0 0 - 1 0 
N 0 0 0 0 0 0 
L 0 0 0 0 0 0 
0 -•1 0 0 1 0 
0 0 0 0 0 0 
(3.78) 
(3.79) 
La fonction Beam_Make_T genere la matrice de transformation des coordonnees 
[6 x 6] associee a l'element poutre-colonne (equation 3.80). 
cos(a) sin(a) 0 0 0 0 
— sin(of) cos(a) 0 0 0 0 
f ( e )
 = 
0 0 1 0 0 , 0 
0 0 0 0 cos(a) sin(a) 
0 0 0 0 — sin(a) cos(cn) 
0 0 0. 0 0 1 
(3.80) 
La fonction Beam_Make_FD genere la matrice force-deplacement [6 x 6] calculee selon 
l'equation (3.81). 
FD ( e ) = k ^ T ^ (3.81) 
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Les extensions rigides 
Lors de la modelisation de certaines structures, telles que les batiments en beton arme, 
il peut etre necessaire de modeliser les dimensions finies des joints. Ces joints, formes par la 
rencontre de membrures dont les dimensions transversales sont importantes, constituent 
des zones plus rigides qui se deferment peu. Ainsi, afin de modeliser adequatement la 
rigidite axiale et la rigidite transversale des membrures connectees a de tels joints, il est 
primordial que les longueurs «flexibles» des elements poutres-colonnes, calculees a partir 
des coordonnees des noeuds qui les delimitent, correspondent a la realite. 
Les dimensions finies des joints sont considerees dans LAS par l'application d'une 
transformation supp lemen ta l des coordonnees. Celle-ci permet d'exprimer aux noeuds 
d'un element donne les forces et deplacements situes aux extremites de la partie flexible 
de ce meme element. La figure 3.25 illustre un element poutre-colonne ayant une extension 
rigide a chaque noeud. 
n i i 
Figure 3.25: Elements poutre-colonne avec extensions rigides 
- La matrice de transformation des extensions rigides [6 x 6] presentee a l'equation (3.82) 
est generee avec la fonction Beam_Makd_T_Rigid. Les procedures de transformation du 
vecteur des deplacements i r e ) , du vecteur des forces et de la matrice de rigidite 
elementaire tous definis localement, sont respectivement presentes aux equations 
(3.83), (3.84) et (3.85). La fonction Beam_Rigid_Joint permet de definir les longueurs des 
extensions rigides de chaque element. 
1 0 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 — Xj 
0 0 0 0 0 1 
f («>' = TR^Tf( e> = TR(e>Tk(eWe> (3.83) 
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u (e) = T R W u ( e ) ' (3.84) 
(3.85) 
Element quadrilateral 
L'element quadrilateral est utilise pour modeliser les volumes continus qui peuvent 
etre idealises par une surface. Ce type d'elements est generalement utilise en genie civil 
pour modeliser des volumes dont la geometrie ne permet pas l'utilisation de la theorie 
des poutres. Les problemes avec etat de contraintes planes, etat de deformations planes 
ou condition axisymetrique, telle que la poutre profonde, le barrage-poids et la structure 
cylindrique presentes a la figure 3.26, peuvent etre resolus en utilisant l'element quadri-
lateral. Sur cette figure, les zones hachurees correspondent aux surfaces modelisees et les 
etats de contraintes des differents types de problemes sont illustres. 
(a) Etat de contraintes planes (b) Etat de deformations planes 
(c) Condition axisymetrique 
Figure 3.26: Etats de contraintes et de deformations de l'element quadrilateral 
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La figure 3.27 presente l'element quadrilateral de LAS dans le systeme de reference 
cartesien (global) et dans son systeme de reference naturel. Une formulation isoparame-
trique est utilisee pour developper les matrices structurales de l'element. Les coordonnees 
cartesiennes et les deplacements de l'element sont exprimes en fonction de ses coordon-
nees naturelles. L'element quadrilateral possede quatre noeuds. Un DDL de translation 
horizontale Uj et un DDL de translation verticale v% sont associes a chacun des noeuds. 
On suppose que les coordonnees (equation 3.86) et les champs de deplacements (equa-
tion 3.87) peuvent etre approximes avec des fonctions d'interpolation en deux dimensions 
lineaires (equation 3.88). Celles-ci sont developpees selon une interpolation lineaire dans 
chaque dimension. 
v. 
x 
Figure 3.27: Element quadrilateral 
4 4 
(3.86) 
i=1 i = 1 
4 4 
(3.106) 
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/H = i ( l + r ) ( l + s) h3 = \ ( l - r ) ( l - s ) 
h2 = \ ( l - r ) ( l + s) h4 = \(l + r)(l-s) 
(3.88) 
L'equation (3.89) presente le vecteur des deplacements de l'element. Tel qu'illustre a 
la figure 3.27, les deplacements sont numerotes dans le sens antihoraire. L'equation (3.90) 
correspond a l'equation (3.87) ecrite sous forme matricielle. 
u (e)T _ Ui Vi U2 v2 U3 V3 U4 V4 (3.89) 
avec : 
u(r,s) 
v(r,s) 
= H<e>u<e> (3.90) 
H<e> = 
h\ 0 h2 0 h3 0 M 0 
0 h 0 h2 0 h3 0 M 
(3.91) 
Un element quadrilateral soumis a un etat de contraintes planes (cp) ou a un etat 
de deformations planes (dp) est caracterise par une deformation axiale horizontale, une 
deformation axiale verticale et une deformation en cisaillement (equation 3.92 et 3.93). 
du 
dx 
dv 
dy 'xy 
du dv 
dy dx 
(3.92) 
e(e) = e ^ = 
^cp txx £yy Txy (3.93) 
L'ajout d'une deformation radiale (equation 3.94) permet de caracteriser un element 
quadrilateral soumis a une condition axisymetrique (equation 3.95). 
u 
(•6 = -
r 
(3.94) 
M _ 
~XX €yy ^ixy €8 (3.95) 
Les equations (3.36) et (3.37) permettant de calculer la matrice de masse elementaire 
et la matrice de rigidite elementaire sont exprimees dans le systeme de reference cartesien. 
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L'operateur jacobien J , presente a l'equation (3.96), permet de convertir les operations de 
differentiation et d'integration au systeme de reference naturel. 
avec : 
r a n 'dx dyl r d I 
dr dr dr dx 
d — dx dy d 
_ds_ _ds ds dy 
(3.96) 
dx dhi 
dr ^ dr 1 
i=1 
dx dhi 
1 = 1 
ds 
dy _ ^ dhi 
d r ~ Zw d r 
i=1 
dy _ ^ din 
ds ~ 4-i dsVi 
(3.97) 
i = i 
L'inversion de l'operateur jacobien et l'utilisation des operations de differentiation 
provenant de l'equation (3.93) permettent de determiner, dans le systeme de reference 
naturel, la matrice des relations deformations-deplacements pour les problemes avec etat 
de contraintes ou deformations planes (equation 3.98). 
Tj(e) _ T>(e) 
15cp ~ Ddp 
1 - 1 
dhi 
dr 
0 dh2 
dr 
0 
dh3 
dr 
0 
dh4 
dr 
0 
0 dh 
ds 
0 
dh2 
ds 
0 
dhz 
ds, 
0 
dhi 
ds 
dhx dh\ dh2 dh2 dh3 dh3 dh4 dh4 
ds dr ds dr ds dr ds dr 
(3.98) 
La matrice des relations deformations-deplacements pour les problemes avec condition 
axisymetrique (equation 3.99) peut etre obtenue directement en ajoutant a la matrice 
precedente une rangee supp lementa l contenant les coefficients de la deformation radiale 
evalues a partir de l'equation (3.94) . 
T?(e) . — T" A
-
J
 n.xr — « 
B (e) cp 
W ' M h3 M 
r r r r 
(3.106) 
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La relation contrainte-deformation de l'element quadrilateral depend de la nature du 
probleme. Les matrices d'elasticite pour un etat de contraintes planes, un etat de deforma-
tions planes et une condition axisymetrique sont respectivement presentees aux equations 
(3.100), (3.101) et (3.102). 
E ( e )
 =
 E 
CP
 (1 - V2) 
1 V 0 
v 1 0 
1 - v 
0 0 
(3.100) 
_(e) = E(l-u) 
dp
 (1 + v) (1 - 2u) 
1 
u 
1 - V 
0 
V 
1 - V 
1 
0 
0 
0 
1 - 2v 
" ( 1 - " ) 
(3.101) 
E (e)
 E( l - u ) 
(l + v){l-2v) 
1 
v 
V 
1 - V 
0 
V 
1 - V 
1 
0 
V 
1 - V 
V 
1 - V 
\ - v l - u 
1 - 2u 
0 
(3.102) 
La figure 3.28 presente les noms des fonctions permettant de generer les matrices struc-
turales d'un element quadrilateral. Les fiches descriptives de ces fonctions sont presentees 
a l'annexe B.10.3. 
Quad_Make_K 
Quad Make M 
Figure 3.28: Fonctions de l'element quadrilateral 
Les fonctions Quad_Make_K et Quad_Make_M generent la matrice de rigidite ele-
mentaire [8 x 8] (equation 3.103) et la matrice de masse coherente elementaire [8 x 8] 
(equation 3.104) par integration numerique Gauss-Legendre de second ordre. Pour ce 
faire, la matrice d'interpolation, la matrice des relations deformations-deplacements ainsi 
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que l'operateur jacobien sont evalues avec les poids (a*, Qj) et les points d'integration (r, 
s) presentes au tableau 3.10. 
k ( e ) = f B ( e ) T E ( e ) B ( e ) d y 
Jv 
2 2 (3103) 
i=1 j=1 
> 
m(e) = f H(e)TpU(e) d y 
JV 
2 2 ( 3 - 1 0 4 ) 
= i p E E ^ H S > T H S ) d e t ( J u ) 
i=1 3=1 
Tableau 3.10: Poids et points d'integration (Gauss-Legendre) 
i j OLi a3 r s 
1 1 1 1 1/V3 1/V3 
1 2 1 1 l /v /3 - 1 / V 3 
2 1 1 1 
- 1 / V 3 l /x /3 
2 2 1 1 
- 1 / V 3 
Generation automatique du maillage 
La figure 3.29 presente les noms des fonctions permettant de generer automatiquement 
le maillage du modele. Les fiches descriptives de ces fonctions sont presentees a l'annexe 
B.10.4. 
Gen_Nodes 
Gen_Elements 
Gen_Equations 
Figure 3.29: Fonctions de generation automatique du maillage 
Les fonctions Gen_Nodes, Gen_Equations et Gen_Elements permettent respectivement 
de generer une. matrice de coordonnees XY, une matrice d'equation EQ et une matrice de 
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connectivity (EL.gar re, E L p o u t r e ou E L Q u a d ) de fagon automatique selon des specifications 
d'enumerations definies par l'utilisateur. Ces matrices sont decrites en detail a la section 
3.7. Ces fonctions peuvent simplifier grandement l'etape du maillage a la condition que la 
structure etudiee possede une geometrie reguliere. 
Methode directe des rigidites 
La figure 3.30 presente les noms des fonctions permettant d'assembler les matrices 
structurales elementaires selon la methode directe des rigidites. Les fiches descriptives de 
ces fonctions sont presentees a l'annexe B.10.5. 
Truss_Make_LM Beam_Make_LM Quad_Make_LM 
Assemble lnternal_Forces 
Figure 3.30: Fonctions d'assemblage des elements selon la methode directe des rigidites 
Les fonctions Truss_Make_LM, Beam_Make_LM et Quad_Make_LM generent la ma-
trice de location pour les trois types d'elements finis. Cette matrice associe les numeros des 
degres de liberte aux elements. La procedure Assemble effectue l'assemblage des matrices 
structurales elementaires dans une matrice globale selon la methode directe des rigidites. 
La fonction Interna I _ Forces est utilisee afin de calculer les efforts internes a un element a 
partir de la matrice force-deplacement de l'element et le vecteur des deplacements globaux. 
3.4.9 Dynamique des structures 
Les fonctions presentees dans la presente section permettent de resoudre un probleme 
dynamique (equation 3.30) dans : (1) le domaine temporel par integration numerique pas-
a-pas; (2) le domaine modal par superposition modale; ou (3) le domaine frequentiel en 
utilisant la transformation de Fourier. 
L'une ou l'autre des fonctions presentees a la section 3.4.5 sera sans doute utilisee 
afin de resoudre le probleme aux valeurs propres generalise et ainsi obtenir les modes de 
vibrations et les frequences naturelles correspondantes de la structure etudiee. Evidem-
ment, l'information modale extraite est utilisee pour decoupler un systeme a plusieurs 
DDL et pour effectuer une superposition modale. Elle est egalement requise lors de la 
creation d'une matrice d'amortissement proportionnelle (necessaire a l'integration nume-
rique pas-a-pas des systemes couples) et lors de la resolution du systeme dans le domaine 
des frequences. 
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Reduction de coordonnees 
La figure 3.31 presente les noms des fonctions permettant de reduire un probleme 
dynamique. Les fiches descriptives de ces fonctions sont presentees a l'annexe B . l l . l . 
La fonction Condense permet de reduire la matrice de rigidite par condensation sta-
tique. Cette fonction permet d'exprimer un probleme statiquepu dynamique en un nombre 
reduit de degres de liberte tout en considerant la rigidite de la structure complete. Cette 
fonction est frequemment utilisee pour reduire les DDL en rotation dont l'inertie de masse 
est negligee. La fonction Ritz genere des vecteurs de Ritz dependant du chargement. Celui-
ci est defini par l'utilisateur. 
Combinaison des reponses modales 
La figure 3.32 presente les noms des fonctions permettant de combiner les reponses 
modales lors d'une superposition des reponses spectrales. Les fiches descriptives de ces 
fonctions sont presentees a l'annexe B.11.2. 
Les fonctions SRSS et CQC utilisent respectivement la methode de combinaison qua-
dratique (equation 3.105) et la methode de combinaison quadratique complete (equation 
3.106). La derniere methode depend de l'amortissement et est plus appropriee pour des 
systemes dont les frequences naturelles sont rapprochees. Le taux d'amortissement uti-
Condense Ritz 
Figure 3.31: Fonctions de reduction des coordonnees 
CQC SRSS 
Figure 3.32: Fonctions de combinaison des reponses modales 
lise pour developper le spectre de conception doit etre utilise pour tous les modes dans 
l'equation (3.107). 
(3.105) 
n-ddld nddld 
(3.106) 
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Pij = (3.107) 
Amortissement proportionnel 
La figure 3.33 presente les noms des fonctions utilisees lors du developpement d'une 
matrice d'amortissement proportionnelle. Les fiches descriptives de ces fonctions sont pre-
sentees a l'annexe B.11.3. 
La fonction Caughey peut etre utilisee afin de : (1) calculer les coefficients de propor-
tionnalite de Caughey; (2) obtenir la courbe des taux d'amortissement critique (equation 
3.108) en fonction des frequences; et (3) de generer une matrice d'amortissement de Cau-
ghey (equation 3.109) proportionnelle a la matrice de masse et a la matrice de rigidite. La 
fonction Rayleigh est utilisee pour le cas particulier = 2 et accomplit les memes taches. 
Integration temporelle des systemes lineaires couples 
La figure 3.34 presente les noms des fonctions utilisees pour calculer a intervalle re-
gulier, par integration numerique pas-a-pas, les deplacements, les vitesses et les accelera-
tions de systemes lineaires couples. Differentes methodes sont disponibles. La methode des 
differences centrees et la methode de Newmark avec acceleration lineaire sont condition-
nellement stables et devraient etre utilisees avec vigilance. La methode de Newmark avec 
acceleration moyenne est inconditionnellement stable et n'introduit pas d'amortissement 
numerique. Les differents schemes d'integration a telles que la methode HHT-a, WBZ-a 
et a-generalisee sont inconditionnellement stables et introduisent de l'amortissement nu-
merique. Celui-ci permet de controler les reponses des hautes frequences provenant de la 
modelisation par elements finis. D'autres methodes moins utilisees (Houbolt, collocation 
et Wilson-0) sont egalement incluses. Cette grande quantite de fonctions est adequate 
Caughey Rayleigh 
Figure 3.33: Fonctions de matrices d'amortissement proportionnelles 
(3.108) 
(3.109) 
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dans l'enseignement universitaire de cycles superieurs afin d'etudier la precision, la stabi-
lity et l'amortissement numerique de telles methodes d'integration numerique. Les fiches 
descriptives de ces fonctions sont presentees a l'annexe B.11.4. 
Newmark_Average_ Acceleration Generalized_Alpha Houbolt 
Newmark_Linear_ Acceleration HHT_Alpha Collocation 
Central_ Difference WBZ_Alpha Wilson _Theta 
Figure 3.34: Fonctions d'integration temporelle des systemes lineaires couples 
Integration temporelle des systemes lineaires non couples 
La figure 3.35 presente les noms des fonctions utilisees pour resoudre l'equation du 
mouvement de systemes lineaires non couples presentee a l'equation (3.110). Les fiches 
descriptives de ces fonctions sont presentees a l'annexe B.11.5. 
Duhamel_ Rectangle Piecewise_Linear 
Duhamel Simpson Exact_ Displacement 
Duhamel _Trapeze 
Figure 3.35: Fonctions d'integration temporelle des systemes lineaires non couples 
Ui(t) + 2 ^ { t ) + ufui(t) = figi(t) (3.110) 
La fonction Piecewise_Linear calcule les vecteurs des deplacements u(t) et les vecteurs 
des vitesses u(i) de systemes lineaires non couples par integration numerique par mor-
ceaux. Cette methode est exacte pour des sollicitations definies par morceaux. La fonction 
Exact_Displacement calcule les vecteurs des deplacements exacts (equation 3.112) de sys-
temes lineaires non couples soumis a des sollicitations harmoniques (equation 3.111). 
fi9i(t) = — smfat) (3.111) 
?7lj 
, x r, . / Poi-(l — 0 f ) sin(ud) — 2£i3i cos(uiit) 
Ui(t) = e ^ (Acos(uDit) + B s m M ) + ^ + ( 3 - 1 1 2 ) 
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avec : 
k ( i ~ f 3 ? ?
 + ( 2 m r + U m ( 3 1 1 3 ) 
_ p0i uij 2&A -Pi(V-0?) u0i + w&uoi 
kiuDi(l-f3fr + (2^i)2 uDi J 
Les fonct ions Duhamel_Rectangle, Duhamel_Simpson et Duhamel_Trapeze calculent 
les deplacements par integration numerique de Duhamel selon la methode des rectangles, 
la regie de Simplon et la methode des trapezes. 
Pseudospectres de reponses 
La figure 3.36 presente le nom de la seule fonction permettant de calculer les pseudos-
pectres de reponse lineaires. La fiche descriptive de cette fonction est presentee a l'annexe 
B.11.6. 
Pseudo_Spectrums 
Figure 3.36: Fonctions des pseudospectres de reponse 
La fonction Pseudo_Spectrums retourne le spectre des deplacements (equation 3.115) 
et les pseudospectres des vitesses' (equation 3.116) et des accelerations (equation 3.117) 
d'un accelerogramme. La methode d'integration numerique pas a pas par morceaux est 
utilisee pour determiner les deplacements. 1 
Sdi = max |u„j| . (3.115) 
S v i = w S d i (3.116) 
(3.117) 
Resolution frequentielle des systemes lineaires non couples 
La figure 3.37 presente le nom de la seule fonction permettant de resoudre des systemes 
lineaires decouples dans le domaine des frequences. La fiche descriptive de cette fonction 
est presentee a l'annexe B.l 1.7. 
S a i — w2Sdj 
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FSolve 
Figure 3.37: Fonctions de resolution frequentielle des systemes lineaires couples 
La fonction FSolve permet d'evaluer les solutions des equations differentielles du deu-
xieme ordre et decouplees (equation 3.110) provenant d'une analyse de superposition mo-
dale d'un systeme structural dans lequel le chargement est transforme dans le domaine 
frequentiel. Cela correspond au produit de la fonction de force transformee dans le domaine 
des frequences avec la fonction de reponse en frequence (equation 3.118). La solution dans 
le domaine frequentiel V u peut etre transformee dans le domaine temporel et modal par 
une transformee de Fourier rapide inverse (iFFT). 
V^ = F(u) x H{u) ou (3.118) 
3.5 Procedures et fonctions definies par l'utilisateur 
L'utilisateur de LAS peut egalement developper ses propres fonctions et procedures. 
Celles-ci seront employees et appelees de la meme fagon que les fonctions et procedures 
standards. Les algorithmes des fonctions et des procedures definies par l'utilisateur (FDU) 
doivent etre developpes dans des fichiers distincts du fichier de programmation d'ou elles 
seront appelees. Les noms de ces fichiers doivent correspondre aux noms des fonctions ou 
des procedures suivis de l'extension «.LAS». 
La figure 3.38 presente les noms des fonctions et procedures employees lors du develop-
pement et de l'utilisation de FDU. Les fiches descriptives de ces fonctions et procedures 
sont presentees a l'annexe B.12. 
User_Defined_Function Get_Argument_By_Copy 
Return Get_Argument_By_Reference 
Figure 3.38: Fonctions definies par l'utilisateur 
La fonction User_Defined_Function ajoute au calculateur une fonction ou une proce-
dure definie par l'utilisateur. Pour ce faire, le nom du fichier, le nombre d'arguments et le 
nombre de valeurs retournees de la FDU doivent etre specifies. Cette fonction est placee 
dans le code de programmation qui fera appel a la FDU. 
Les fonctions Get_Argument_By_Copy et Get_Argument_By_Reference permettent 
d'obtenir les arguments passes a la FDU. La premiere fonction retourne la copie de l'ar-
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gument tandis que la seconde fonction retourne l'argument par reference. La modification 
de la valeur d'un argument passe par reference est permanente a la sortie de la FDU. La 
fonction Return est utilisee pour retourner des valeurs. Evidemment, cette fonction n'est 
pas requise pour les procedures. 
Le code 3.12 presente un exemple de fonction definie par l'utilisateur tandis que le 
code 3.13 presente son utilisation. La fonction presentee permet de calculer les periodes 
de vibration d'une structure. 
Code 3.12: Exemple d'une fonction definie par l'utilisateur 
taxe : Period2 (M.K) 
s les arguments sont passes par copie 
= Get_Argument_By_Copy 
= Get_Argument_By_Copy 
cul des modes de vibrations et des frequences naturelles 
hi ,W2} = Jacobi (M, K) 
= Sqrt (W2) 
r= W T - 1 2*3 .141592654 
ourner une valeur : les periodes 
( P e r ) 
Code 3.13: Exemple de l'utilisation d'une fonction definie par l'utilisateur 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
10 
11 
12 
13 
/ / Syn 
/ / Tou 
Dbl M : 
Dbl K : 
/ / Cat 
Dbl { P 
Dbl W : 
Dbl Pe 
/ / Ret 
Return 
/ / Fonction 'Period ' de 2 arguments et qui retourne 1 valeur 
User_Def ined_Funct ion(" Per iod .LAS" ,2 ,1) 
/ / Matrice de rigidite 
Dbl K = [2 - 1 0 0 ; - 1 2 - 1 0 ; 0 - 1 2 - 1 ; 0 0 - 1 1] ' 
/ / Matrice de masse 
Dbl M = [ 4 1 0 0 ; 1 4 1 0 ; 0 1 4 1 ; 0 0 1 2] 
/ / Calcul des periodes 
Dbl Per2 = P e r i o d 2 ( M , K ) 
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3.6 Separation du code 
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Une programmation LAS peut etre separee en plusieurs fichiers avec la procedure Input. 
La separation du code permet d'ameliorer simplement l'organisation d'un long code com-
pose de sections distinctes. Le code 3.14, extrait d'une analyse temporelle d'une structure, 
illustre comment la separation du code peut aussi en ameliorer la lisibilite. En effet, dans 
cet exemple, l'acceleration du sol est un vecteur compose de milliers de lignes defini dans 
un fichier distinct de la programmation principale. La separation du code en plusieurs 
fichiers permet egalement de partager des bouts de code repetitifs ou redondants entre 
plusieurs projets. 
Code 3.14: Exemple de separation du code en plusieurs fichiers 
1 / / AcceIerogramme d'EI Centre 1940 (en g) 
2 Input ( " E l C e n t r o . LAS") / / Contient le vecteur EICentro_g 
3 
4 / / Acceleration du sol 
5 Dbl Ug - 9 . 81 * E I C e n t r o _ g 
3.7 Developpement d'un algorithme d'analyse 
structurale 
Le developpement d'un modele d'elements finis s'effectue relativement de la meme 
fagon pour les trois types d'elements. La demarche pour resoudre un probleme statique et 
dynamique est presentee. 
3.7.1 Analyse statique 
Les etapes suivantes permettent de calculer les deplacements et les efforts internes 
d'une structure soumise a un chargement statique. L'annexe E presente l'analyse statique 
d'un cadre soumis a une charge de vent statique en utilisant la demarche proposee. 
1. Definition du maillage : 
a) Definition des noeuds : Les noeuds du modele sont definis en creant une 
matrice de coordonnees X Y de deux colonnes qui contiennent respectivement 
les abscisses (x) et les ordonnees (y) des noeuds. Cette matrice possede au-
tant de rangees que de noeuds. La numerotation des noeuds correspond a la 
numerotation des rangees. 
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b) Definition des degres de liberte : Les degres de liberte sont definis dans le 
systeme de reference global d'un modele en creant une matrice d'equation EQ. 
Cette matrice possede autant de rangees que de noeuds et autant de colonnes 
que de degres de liberte par noeud. Pour les modeles composes d'elements barres 
ou d'elements quadrilateraux, a chaque noeud est associe un degre de liberte en 
translation horizontale (tx) et un degre de liberte en translation verticale (ty). 
Pour les modeles ayant des elements poutres-colonnes, un degre de liberte en 
rotation (rz) s'ajoute a chaque noeud. Ainsi, cette matrice aura deux ou trois 
colonnes selon la nature du modele. Sur chaque rangee sont respectivement de-
finis les numeros des degres de liberte en translation horizontale, en translation 
verticale et en rotation. Un numero nul indique un degre de liberte bloque (un 
support). II est possible d'assigner le meme degre de liberte a plusieurs noeuds 
a la condition qu'il s'agisse du meme type de degre de liberte. 
c) Definition de la connectivity des elements : Une matrice de connectivity 
doit etre creee pour chaque type d'elements (ELjgarre, E L p o u t r e ou E L Q u a d ) -
Ces matrices auront autant de rangees que d'elements et autant de colonnes 
que de noeuds par element. Chaque element est associe a une rangee et les 
numeros des noeuds qui delimitent chaque element doivent etre enumeres sur 
une rangee. L'enumeration des noeuds des elements quadrilateraux doit etre 
effectuee de fagon antihoraire. La numerotation des elements correspond a la 
numerotation des rangees de la matrice de connectivite. 
Pour les elements poutres-colonnes, il est possible d'ajouter deux colonnes sup-
plementaires pour y definir les longueurs des extensions rigides correspondant 
au premier et au deuxieme joint de l'element. 
d) Generation de la matrice de location : L'utilisateur doit generer une 
matrice de location pour chaque type d'elements avec la fonction appropriee au 
type d'elements (presentee a la section 3.4.8). Cette matrice associe les degres 
de liberte aux elements et possede autant de colonnes que d'elements et autant 
de rangees de degres de liberte par elements. La numerotation des colonnes 
correspond a la numerotation des elements. Les numeros des degres de liberte 
de l'element sont enumeres dans la colonne correspondante selon l'ordre des 
noeuds de l'element, defini dans la matrice de connectivite. 
2. Definition des proprietes geometriques et materielles des elements : A 
chaque element doit etre associe un vecteur rangee qui contient sur ses colonnes les 
differentes proprietes geometriques et materielles de l'element. 
Les proprietes geometriques et materielles d'un element barre doivent etre stockees 
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dans un vecteur rangee P Barre (equation 3.119). Ce vecteur doit avoir trois colonnes 
contenant respectivement : l'aire nette de sa section transversale A, son module de 
Young E et sa masse lineique p. 
Barre A E (3.119) 
Les proprietes geometriques et materielles d'un element poutre-colonne doivent etre 
stockees dans un vecteur rangee P p o u t r e (equation 3.120). Ce vecteur doit avoir six 
colonnes contenant respectivement : l'aire nette de sa section transversale A, l'aire 
effective en cisaillement de sa section transversale As, son moment d'inertie ou second 
moment d'aire I, son module de Young E, son coefficient de Poisson u et sa masse 
lineique p. 
Poutre A A, I E v (3.120) 
Les proprietes geometriques et materielles d'un element quadrilateral doivent etre 
stockees dans un vecteur rangee P Q u a d (equation 3.121). Ce vecteur doit avoir quatre 
colonnes contenant respectivement: l'epaisseur t, le module de Young E, le coefficient 
de Poisson u et la masse surfacique p de l'element. 
Quad t E v (3.121) 
3. Determination de la matrice de rigidite globale 
a) Generation des matrices de rigidite elementaires : Les matrices de 
rigidite elastique elementaires et les matrices de rigidite geometrique ele-
mentaires Kq '6 ' doivent etre generees avec les fonctions appropriees au type 
d'elements (presentees a la section 3.4.8) ou creees manuellement. Si les fonc-
tions de generation sont utilisees, l'utilisateur doit choisir le systeme de refe-
rence (local ou global) dans lequel les matrices de rigidite elementaires seront 
generees 
b) Transformation des matrices de rigidite dans le systeme de reference 
global : Si les matrices de rigidite elementaires ont ete creees dans le systeme 
de reference local, elles doivent etre transformees dans le systeme de reference 
global en effectuant l'operation presentee a l'equation (3.122). Pour ce faire, 
les matrices de transformation geometrique elementaires T ^ doivent etre ge-
nerees prealablement avec la fonction appropriee au type d'elements (presentee 
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a la section 3.4.8). Evidemment, cette procedure n'est pas requise pour les ele-
ments quadrilateraux puisque ceux-ci sont definis directement dans le systeme 
de reference global. 
c) Assemblage des matrices de rigidite elementaires : Les matrices de 
rigidite elementaires precedemment generees ou transformeees dans le systeme 
de reference global devront etre assemblies selon la methode directe des rigidites 
avec la procedure Assemble. La matrice de rigidite globale qui resulte de cet 
assemblage aura autant de rangees et autant de colonnes que le nombre total 
de degres de liberte. 
4. Determination du vecteur des forces global : 
a) Creation de la matrice des forces nodales : La matrice des forces nodales 
F contient sur ses colonnes les vecteurs des charges nodales associees aux diffe-
rents cas de chargement etudies. Cette matrice possede autant de rangees que 
le nombre total de degres de liberte et autant de colonnes que le nombre total 
de cas de chargement. Toutes les forces appliquees aux noeuds de la structure 
doivent etre entrees dans la matrice a la rangee associee au degre de liberte 
correspondant et a la colonne associee au cas de chargement correspondant. 
b) Creation des vecteurs de chargement elementaires : Les charges ponc-
tuelles et distributes sur les elements poutres-colonnes devront etre transfor-
mees en forces equivalentes aux noeuds dans le systeme de reference local de 
l'element et contenu dans des vecteurs de chargement elementaires F1^ (equa-
tion 3.123). 
c) Transformation des vecteurs de chargement elementaires dans le sys-
teme de reference global : Les vecteurs de chargement elementaires 
qui ont ete crees dans le systeme de reference local de l'element doivent etre 
transformes dans le systeme de reference global selon l'operation presentee a 
l'equation (3.124). 
= T(e)Tk(e)T(e) (3.122) 
&) = Ni Vi Mi Nj Vj " Mj (3.123) 
p(e) _ rp(e)Tf(e) (3.124) 
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d) Assemblage des vecteurs de chargement elementaires : Les vecteurs 
de chargement elementaires precedemment transformes dans le systeme de refe-
rence global devront eux aussi etre assembles dans la matrice des forces nodales 
selon la methode directe des rigidites avec la procedure Assemble. L'utilisateur 
doit specifier le cas de chargement. 
5. Calcul des deplacements statiques : L'equation d'equilibre statique des forces 
(equation 3.29) peut etre resolue avec l'une ou l'autre des methodes de resolution 
d'equations lineaires presentees a la section 3.4.4. L'auteur recommande neanmoins 
l'utilisation de la fonction Solve avec la matrice de rigidite globale comme matrice 
des coefficients et la matrice des forces nodales comme matrice des constantes. Cette 
fonction resoudra le systeme d'equations lineaires par decomposition LDLT puisque 
la matrice de rigidite est carree et symetrique. 
6. Calcul des efforts internes : Les efforts internes d'un element peuvent etre 
calcules avec la fonction lnternal_Forces. Celle-ci effectuera l'operation presentee a 
l'equation (3.125) 
IF(e) = F D (e) u ( e ) = k(e)T(e)u(e) (3.125) 
3.7.2 Analyse dynamique 
Un probleme dynamique (equation 3.30) peut etre resolu dans LAS : (1) dans le do-
maine temporel par integration numerique pas-a-pas; (2) dans le domaine modal par su-
perposition modale; ou (3) dans le domaine frequentiel en utilisant la transformation de 
Fourier. Seulement la demarche de la premiere methode est presentee dans ce document. 
Les etapes suivantes permettent de calculer les deplacements dynamiques par integration 
numerique pas-a-pas d'un systeme lineaire couple. 
L'annexe F presente l'analyse dynamique (analyse modale, integration numerique et 
analyse frequentielle) d'un batiment de trois etages soumis a un tremblement de terre en 
utilisant la demarche proposee. 
1. Definition du maillage : Idem 
2. Definition des proprietes geometriques et materielles des elements : Idem 
3. Determination de la matrice de rigidite : Idem 
4. Determination de la matrice de masse : 
a) Generation des matrices de masses elementaires : Les matrices de 
masse elementaires m ^ doivent etre generees avec la fonction appropriee au 
le type d'elements (presentee a la section 3.4.8) ou creees manuellement. Si 
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les fonctions de generation sont utilisees, l'utilisateur doit choisir le systeme de 
reference (local ou global) dans lequel les matrices de masse elementaires seront 
generees 
b) Transformation des matrices de masse dans le systeme de reference 
global : Si les matrices de masse elementaires ont ete creees dans le systeme 
de reference local, elles doivent etre transformees dans le systeme de reference 
global en effectuant l'operation presentee a l'equation (3.126). Pour ce faire, 
les matrices de transformation geometrique elementaires T ^ doivent etre ge-
nerees prealablement avec la fonction appropriee au type d'elements (presentee 
a la section 3.4.8). Evidemment, cette procedure n'est pas requise pour les ele-
ments quadrilateraux puisque ceux-ci sont definis directement dans le systeme 
de reference global. 
m(e) = T ( e ) r m (e) T ( e ) (3.126) 
c) Assemblage des matrices des masses elementaires : Les matrices de 
masse elementaires precedemment generees ou transformeees dans le systeme de 
reference global devront etre assemblies selon la methode directe des rigidites 
avec la procedure Assemble. La matrice de masse globale qui resulte de cet 
assemblage possedera autant de rangees et autant de colonnes que le nombre 
total de degres de liberte (DDL statique). 
d) Ajout des masses ponctuelles : II est rare que la masse participant au 
phenomene dynamique provienne uniquement des elements structuraux. Pour 
cette raison, l'utilisateur voudra sans doute ajouter des masses ponctuelles a 
son modele. Ceci est accompli en ajoutant directement chacune des masses 
ponctuelles sur la diagonale de la matrice de masse globale a la rangee (ou a la 
colonne) correspondant au numero du degre de liberte considere. 
Ou 
a) Creation d'une matrice de masse concentree reduite : En genie civil, les 
moments d'inertie de masse en rotation sont frequemment negliges. La matrice 
de masse, si definie pour l'ensemble des degres de liberte du modele, possederait 
ainsi des valeurs nulles sur sa diagonale et ne serait plus, par consequent, definie 
strictement positive. L'application de certains algorithmes comme la methode 
d'iteration directe (section 3.4.5) est alors limitee. 
Afin de palier a ce probleme, l'utilisateur preferera sans doute reduire son pro-
bleme dynamique en supposant que les forces d'inertie ne sont qu'associees aux 
degres de liberte en translation. Pour ce faire, l'utilisateur pourra creer une 
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matrice de masse concentree reduite contenant sur sa diagonale les masses as-
sociees aux degres de liberte dynamiques (en translation). Une telle matrice 
possedera autant de rangees et de colonnes que le nombre de degres de liberte 
dynamiques. 
5. Condensation statique : Si Ton suppose que les forces d'inertie ne sont qu'as-
sociees aux degres de liberte en translation, les degres de liberte en rotation de la 
matrice de rigidite globale devront etre reduits par condensation statique avec la 
fonction Condense. 
6. Analyse modale : Le comportement dynamique d'une structure est generalement 
caracterise par ses frequences naturelles et les modes de vibrations qui y sont associes. 
L'information modale peut etre extraite avec les fonctions presentees a la section 
3.4.5. 
7. Generation d'une matrice d'amortissement : Une matrice d'amortissement 
proportionnelle a la matrice de masse et a la matrice de rigidite est generalement 
supposee. Celle-ci peut etre developpee avec les fonctions presentees a la section 3.4.9 
en assignant des taux d'amortissement critiques specifiques a certaines frequences 
naturelles de vibrations de la structure 
8. Determination de la so l ic i tat ion dynamique : L'utilisateur doit definir le 
vecteur de chargement dynamique F(t). Ce vecteur possede autant de rangees que 
le nombre total de degres de liberte dynamiques et autant de colonnes que de pas 
de temps. 
9. Determination des conditions initiales : L'utilisateur doit definir le vecteur 
des deplacements initiaux uo et le vecteur des vitesses initiales iio- Ces vecteurs 
possedent autant de rangees que le nombre total de degres de liberte dynamiques et 
une seule colonne. 
10. Calcul des deplacements dynamiques : L'equation d'equilibre dynamique des 
forces (equation 3.30) peut etre directement resolue avec l'une ou l'autre des me-
thodes d'integration numerique pas-a-pas presentees a la section 3.4.9. 
3.8 conclusion 
Le langage d'analyse des structures presente dans ce chapitre est un langage de pro-
grammation de haut niveau riche et flexible qui permet l'analyse statique et dynamique de 
structures tout comme l'analyse numerique generale. II constitue une evolution majeure 
du langage initialement developpe par Carbonneau (1994). Un code ecrit dans le langage 
d'analyse des structures doit etre execute avec le logiciel presente au prochain chapitre. 
Chapitre 4 
Environnement de developpement 
L'environnement de developpement, qui a ete developpe dans ce projet de recherche, 
est decrit de fagon detaillee dans ce chapitre. 
Un document de programmation LAS consiste en un fichier texte, encode selon le 
standard ASCII, contenant un code ecrit dans le langage d'analyse des structures presente 
au chapitre precedent. Ce type de document peut etre cree et edite avec n'importe quel 
editeur de texte, mais doit etre execute avec l'environnement de developpement presente 
dans le present chapitre. 
L'environnement de developpement LAS est un logiciel qui permet la creation, l'edition 
et l'execution de documents de programmation LAS de meme que la visualisation et le 
traitement des resultats d'une analyse. II inclut un calculateur, le coeur du logiciel, et 
une interface graphique. Celle-ci inclut un editeur de code, un visualiseur de sorties, un 
gestionnaire de matrices et un postprocesseur d'elements finis et un outil d'analyse de 
Fourier. L'editeur de code facilite la programmation de code dans le langage d'analyse des 
structures. Le calculateur execute le document (compile et execute le code). Le visualiseur 
de sorties affiche les sorties generees par le calculateur. Le gestionnaire de matrices est 
utilise pour visualiser les matrices et leur attribuer un sens physique. Le postprocesseur 
d'elements finis permet de visualiser le modele de la structure, les forces appliquees, les 
forces internes, les modes de vibrations et les deformees statiques et dynamiques. L'outil 
d'analyse de Fourier permet la visualisation des transformees de Fourier et de series de 
Fourier. 
4.1 Demarrage 
L'environnement de developpement LAS est une application hybride. Elle peut etre 
lancee dans un environnement graphique Windows® ou a partir d'un interpreteur de 
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commandes. Elle est egalement congue pour pouvoir executer directement des documents 
de programmation LAS a partir du calculateur sans avoir recours a l'interface graphique. 
Le mode de demarrage utilise dictera le comportement de l'application. 
Si le demarrage est effectue a partir de l'icone de l'executable LAS.exe avec la sou-
ris ou le clavier, ou que la commande LAS.exe est executee par un raccourci pointant 
vers ce meme executable ou par un interpreteur de commandes, la fenetre principale de 
l'environnement de developpement sera creee et menera a la fenetre d'accueil decrite a la 
section 4.2. II s'agit du mode de demarrage par defaut. 
Si la commande LAS.exe Fichier.LAS est executee par le double clic de souris sur 
l'icone de Fichier.LAS, par un raccourci ou par un interpreteur de commandes, la fenetre 
principale de l'environnement de developpement sera creee et le fichier sera ouvert. 
Si la commande LAS.exe Fichier 1.LAS Fichier2.LAS ... est executee par un rac-
courci ou par un interpreteur de commandes, la fenetre principale de l'environnement de 
developpement sera creee et l'utilisateur devra choisir s'il desire ajouter les fichiers a la 
liste de traitement par lot ou les ouvrir. Ce mode de demarrage serait egalement execute 
si un utilisateur glissait, a l'aide de la souris, plusieurs fichiers sur l'icone de l'executable 
dans l'environnement graphique Windows®. 
Si la commande LAS.exe -NoGUI Fichierl .LAS Fichier2.LAS ... est executee, un 
traitement par lot des fichiers est effectue dans une fenetre d'interpreteur de commandes 
(mode console). Si cette commande est executee a partir d'un raccourci, une fenetre d'in-
terpreteur de commandes sera creee prealablement au traitement par lot des fichiers. Des 
fichiers de sorties sont automatiquement crees dans ce mode d'execution. 
4.1.1 Installation 
Contrairement au calculateur qui, outre le framework .Net, est entierement indepen-
dant, l'environnement de developpement depend de librairies DLL necessaires pour tracer 
des graphiques et interagir avec le logiciel Intel Array Visualizer. Ces librairies doivent 
etre situees dans le meme dossier que l'executable. 
L'environnement de developpement est autonome. A chaque demarrage, l'etat de son 
installation est analyse et s'il est detecte qu'un fichier necessaire a l'execution de son inter-
face graphique est manquant, une requete d'installation est automatiquement effectuee. 
Ainsi, l'environnement de developpement se repare de lui-meme. 
L'installation de l'environnement de developpement est effectuee a partir de la fenetre 
presentee a la figure 4.1. L'extraction des librairies DLL et de la documentation ne peut 
etre omise contrairement a l'association ou la dissociation des fichiers «.LAS» avec l'exe-
cutable LAS.exe qui est facultative. 
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Si l'utilisateur n'a pas les droits d'ecriture dans le dossier ou l'executable est situe 
pour l'extraction des librairies ou si la requete d'association ou de dissociation de fichier 
est effectuee a partir d'un compte utilisateur n'ayant pas les privileges d'administrateur 
de l'ordinateur, une requete d'elevation de privilege sera effectuee pour permettre l'instal-
lation adequate (ou la reparation de l'installation) de l'environnement de developpement. 
R file association ^Associate with"^LASfiie 
W I have read and I accept the terms of the licence (click to read} 
Quit | Install | 
Figure 4.1: Fenetre d'installation 
4.1.2 Lissage des caracteres 
La police Consolas, utilisee pour l'edition de code, necessite l'utilisation de la tech-
nologie de lissage des caracteres ClearType. Lors du demarrage de l'environnement de 
developpement, si la police utilisee est Consolas et que le lissage des caracteres n'est pas 
active ou que la technologie de lissage utilisee n'est pas ClearType, la boite de dialogue pre-
sentee la figure 4.2, proposera a l'utilisateur d'activer la technologie de lissage ClearType 
ou utiliser la police Courier New, qui ne necessite pas de lissage des caracteres. 
- Font smooting 
LAS default font is Consols*. 
Consolas is a modern monospaced typeface that take 
advantage of Microsoft's ClearType font hinting technology. 
ClearType font smoothing is not enabled on this computer. 
<*• Turn on ClearType Font Smooting (Recommended) 
C Use the font 'Courrier New' instead 
Apply 
Figure 4.2: Fenetre de verification du lissage des caracteres 
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4.2 Fenetre d'accueil 
Un demarrage de l'environnement de developpement qui n'est pas cause par l'ouverture 
d'un fichier menera a la fenetre d'accueil presentee a la figure 4.3. Cette fenetre regroupe 
et donne acces a l'ensemble des taches generalement accomplies par un utilisateur suite au 
demarrage de l'environnement de developpement, soit la creation d'un document vierge, la 
creation d'un document a partir d'un modele, l'ouverture d'un fichier recemment ouvert ou 
l'ouverture d'un exemple. Le lien Manage permet d'ouvrir la fenetre de gestion des fichiers 
recemment ouverts tandis que le lien Open affiche une boite de dialogue d'ouverture de 
fichier permettant d'ouvrir un document. Le bouton Close permet de fermer cette fenetre. 
L'apparition de cette fenetre sera desactivee lors des demarrages subsequents si la case 
Don't show again est cochee. 
— Nouveau document — Documents recents Exemples 
W ' 
- ^ 
Hmm<s}a)§jm (sfsifrnf/ym) * ims&sams sftwrm 
Fy I rD I 
Create new 
^ Empty file 
Beams sts'ic analysis template 
5'';', Trtfsses static analysis template 
• , Quads static analysis template 
Mods! analysis template • 
Time History analysis template 
^ Fourier analysis template 
r" Dont show a 
Open a recent file 
Fichier3.LAS 
'
rV 
yX, FichierZLAS 
4>~ 
Fichiert.LAS
 < 
Manage... 
Opea.. 
Open a sample 
^ Static analysis of a portal frame 
^ Dynamic analysis of a frame 
"jf-f Dynamic analysis of a shear wall 
,'j -
Medal analysis of a coupled shear wall 
Beam influence line „ 
Modeles — Gestion des documents recents 
- Ouvrir un document 
Figure 4.3: Fenetre d'accueil 
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4.3 Gestion des documents recents 
La gestion des documents recemment ouverts s'effectue a partir de la fenetre presentee 
a la figure 4.4. Celle-ci permet soit de reinitialiser la liste des documents recemment ouverts 
ou soit d'enlever de la liste seulement les items selectionnes. Cette fenetre peut egalement 
etre utilisee pour ouvrir plusieurs documents simultanement. 
- Recent Open Files 
Choose filefs) to open : 
-=1QJ xj 
§ D:\Fichier3 LAS 
1 D:\Fichier2.LAS 
3 D:\Fichier1.LAS 
fiemsv* I Remove all Opsr. Qose 
Figure 4.4: Fenetre de gestion des fichiers recemment ouverts 
4.4 Gestion des fenetres 
L'environnement de developpement LAS peut manipuler et traiter differents documents 
de programmation simultanement. Son interface graphique, presentee a la figure 4.5, est 
composee d'une fenetre principale, d'une ou plusieurs fenetres de document ainsi que de 
diverses boites de dialogue. 
Chacun des documents ouverts ou crees est associe a une fenetre de document. Toutes 
les fenetres de document sont contenues a l'interieur de la fenetre principale. Celle-ci 
n'est constitute que d'un menu principal permettant de poser des actions au niveau de 
l'application ou d'effectuer des taches dans la fenetre de document active. 
Les boites de dialogue sont utilisees afin d'informer l'utilisateur ou afin d'obtenir une 
information de l'utilisateur. Ces fenetres occupent le premier plan de l'application. Une 
validation de l'utilisateur est requise pour retourner a la fenetre parent, habituellement 
une fenetre de document. 
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Menu 
principal 
<$* LAS: Language for aiMlyM1* -»f Mnw hires 
Onglets Fenetre 
Fenetre de 
document 
(inactive) 
Fenetre de 
document 
(active) 
Figure 4.5: Fenetre principale et fenetre de document 
4.5. Fenetre de document 
4.5 Fenetre de document 
99 
La fenetre de document est la representation graphique d'un document de programma-
tion. Toutes les differentes activites d'edition, d'analyse, de visualisation et de traitement 
des resultats relatives a un document sont effectuees a l'interieur de cette fenetre. 
La partie superieure d'une fenetre de document est constitute de cinq onglets et d'une 
barre d'outils. Les onglets permettent de naviguer entre les differentes activites tandis que 
la barre d'outils permet d'acceder aux diverses taches pouvant etre posees par l'utilisateur 
dans chacune des activites. Le tableau 4.1 presente les activites associees a chacun des 
onglets. Puisque les taches sont specifiques a chacune des activites, le contenu de la barre 
d'outils varie en fonction de l'onglet selectionne. 
Tableau 4.1: Description des onglets et activites de la fenetre de document 
Onglet Ic6ne Activite 
Programmation de code LAS. 
Visualisation des sorties du calculateur. 
Visualisation des matrices et assignation des 
usages. 
Visualisation de la modelisation par elements 
finis et traitement des resultats. 
Visualisation des spectres et des harmoniques 
resultant d'une analyse de Fourier. 
Apres l'ouverture ou la creation d'un document, seulement l'onglet d'edition est actif. 
L'execution du document est requise afin de pouvoir activer les autres onglets et par 
consequent pouvoir acceder aux autres activites. 
4.5.1 Editeur de code 
Le premier onglet de la fenetre de document est l'editeur de code. L'interface graphique 
de cet onglet, presentee a la figure 4.6 est constitute d'une boite de texte syntaxique, d'une 
numerotation des lignes, d'une boite d'autocompletion et d'une liste de bouts de code. 
Edition de code 
La boite de texte est la zone a l'interieur de laquelle l'utilisateur ecrit le code. Le texte 
ecrit se colore au fur et a mesure des entrees de l'utilisateur en fonction du lexique et de 
la syntaxe du langage d'analyse des structures. 
En cours de frappe, lorsque l'utilisateur appuie sur la touche Ctrl puis la touche Es-
pace, le mecanisme d'autocompletion s'enclenche a droite de la position du curseur de 
Editor 0 
Output B8 
Matrices I S 
FE Postprocessor [Rl 
Fourier Analysis k l 
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Numerotation 
des lignes Bouts de code 
-... lp |x | 
BP Edita/|"g O u t p u t M a t r i c e s [| H FE PostprccessorflfafcFourier Analysis] 
^ I ^ <4s EE ' I Code snippets i I LAS » Direct Stiffness » Statics T Dynamics 
:>2 // Build Quad location matrix 
53 Int Quad_LM = QuadJIake LM(Quad_El_,EQ) 
4 
1
 // Properties matrix ft E Nu Dn] 
Dbl Property = [1 , 25000 , 0.3, 1] 
// Quad stiffness matrix 
-i Dbl Ke = Quad J4akeJC(l,XY,Quad_EL,Property,* 
f / 
' 1 // Assembiy of global stiffness matrix 
Dbl K = Zero(18) 
Assewble(K,Ke,Quad_LM, ['1,6]) 
// Modal force vector definition ' 
Dbl f = 2ero(13,1) = 
.. F(2,l) = -10 
// Solve for displacement 
Dbl U = Solve(K,F) 
Print(U) 
^ LU 
=* 
l',in 
-t M....-no 
j-I-',,;„ 
f Next 
rr [ 
=t> Mo'-n; _ 
Nu - ir 
hi 
Editeur de texte 
syntaxique Boite d'autocompletion-
Figure 4.6: Editeur de code 
texte. Une boite d'autocompletion s'affiche et suggere une liste de mots-cles permettant 
de completer l'entree a gauche du curseur de texte. La navigation dans la liste de la boite 
d'autocompletion s'effectue avec les fleches du clavier ou avec les barres de defilement avec 
la souris tandis que la validation d'un item de la liste s'effectue avec la touche Entree, Es-
pace ou d'une parenthese ouverte (. Une fois affichee, la boite d'autocompletion s'ajustera 
en fonction des entrees subsequentes de l'utilisateur. Si le.mecanisme d'autocompletion 
s'enclenche et qu'un seul mot-cle permet de completer l'entree a gauche du curseur de 
texte, le mot est complete directement sans afficher la boite d'autocompletion. 
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Les items de barre d'outils de l'editeur sont presentes au tableau 4.2. 
Tableau 4.2: Items de la barre d'outils de l'editeur 
Icone Description Icone Description 
fl Enregistrer ^ Copier 
e l Impression Gi Coller 
i-A Apergu avant impression ® Rechercher 
it) Annuler % Rechercher & Remplacer 
t* Retablir Hi Lancer le calcul 
£ Couper # Aide 
Le bouton Enregistrer permet d'enregistrer le contenu de la boite de texte de l'editeur 
dans le document LAS actif. Les boutons Impression et Aper^u avant impression affichent res-
pectivement la fenetre d'impression et la fenetre de previsionnement d'impression typiques 
a l'environnement Windows®. Celles-ci permettent d'imprimer ou visualiser la totalite ou 
seulement la selection du code present dans la boite de texte. 
Les boutons Annuler et Retablir permettent d'annuler et retablir les modifications ef-
fectuees au code dans la boite de texte syntaxique. Le fonctionnement detaille des actions 
d'annulation et de retablissement est presente a la section 5.5.2. Les boutons Couper , 
Copier et Coller permettent d'acceder aux fonctions usuelles du presse-papiers de l'envi-
ronnement Windows®. Le texte coupe et copie conservera son format (police, taille et 
couleurs) tandis que le texte colle perdra son format initial pour etre formate par la boite 
de texte syntaxique. Les boutons Rechercher et Rechercher et remplacer affichent les boites 
de dialogue permettant de rechercher et de remplacer une expression dans la boite de 
texte. 
Le bouton Aide ouvre la documentation de LAS. Lorsque le curseur de texte est place a 
l'interieur d'un mot-cle du langage d'analyse des structures ou si un mot-cle est selectionne, 
la documentation sera ouverte a la page correspondant a ce mot-cle. Si ce n'est pas le cas, 
la documentation sera ouverte a la table des matieres. 
Les elements de menu presentes dans la barre d'outils sous la categorie Snippets per-
mettent d'inserer des bouts de code dans la boite de texte a la position du curseur de texte. 
L'insertion de bouts de code permet accelerer les taches repetitives de programmation et 
fournit a l'utilisateur une portion de code reutilisable et structuree. La sous-categorie LAS 
contient des bouts de code relatifs aux structures de controle (branchements conditionnels 
et boucles) du langage d'analyse des structures. La sous-categorie Direct Stiffness contient 
les bouts de code relatifs a la definition matricielle d'une structure pour les elements barres, 
les elements poutres-colonnes et elements isoparametriques quadrilateraux. Cela inclut : 
le developpement du maillage, la definition des proprietes geometriques et materielles, la 
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creation des matrices de rigidite elementaires, l'assemblage de la matrice de rigidite glo-
bale, etc). La sous-categorie Static contient les bouts de code relatifs a l'application d'un 
chargement statique et a la resolution d'un probleme statique. La sous-categorie Dyna-
mics contient les bouts de code relatifs a l'assemblage de la matrice de masse, la creation 
d'une matrice d'amortissement proportionnelle, la resolution d'un probleme statique dans 
le domaine temporel et frequentiel ainsi que l'analyse modale d'une structure. 
Execution du document 
Le processus d'execution du document, presente schematiquement a la figure 4.7, est 
constitue des sept etapes suivantes : 
1. Le document LAS est automatiquement enregistre; 
2. Le code LAS contenu dans le document est compile et execute par le calculateur 
LAS; 
3. L'onglet Output est active et les sorties generees par le calculateur y sont chargees 
afin de permettre leur visualisation. Si une erreur se produit lors de la compilation 
ou l'execution du document, un message d'erreur approprie sera ajoute a la fin des 
sorties et le processus d'execution prend fin; 
4. Si des matrices existent a la fin du calcul (elles n'ont pas ete effacees par program-
mation),, l'onglet Matrices sera active, les matrices y seront chargees et leurs usages 
assignes automatiquement en fonction du nom des matrices; 
5. Une validation des usages a lieu afin de s'assurer qu'il n'y a qu'une matrice assignee 
a chaque usage; 
6. Si les usages requis pour la visualisation de la structure ou pour le traitement des 
resultats sont assignes, l'onglet FE Postprocessor est active et le postprocesseur d'ele-
ments finis est initialise ; 
7. Si les usages requis pour pouvoir effectuer une analyse de Fourier sont assignes, 
l'onglet Fourier Analysis est active, les spectres sont calcules a partir du calculateur 
LAS et les graphiques sont crees. 
Le processus d'execution du document LAS est demarre en appuyant sur le bouton 
Lancer l'analyse. 
Activation de l'onglet 
Output 
Chargement des sorties 
et messages d'erreurs 
Activation de l'onglet 
Matrices 
Si les usages requis 
par le postproces- • 
seur sont assignes 
Si les usages requis 
pour l'analyse de 
Fourier sont assignes 
Chargement 
des matrices 
Assignation des usages 
(Noms par defaut) 
Validation de l'usages 
des matrices 
Si un usage est 
assigne manuellement 
Enregistrement 
du document 
Compilation et 
execution du code 
S'il existe 
des matrices 
Initialisation du 
postprocesseur 
Activation de l'onglet 
FE Postprocessor 
Creation des spectres 
et des grahiques 
Activation de l'onglet 
Fourier Analysis 
Figure 4.7: Processus d'execution de document 
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4.5.2 Visualiseur de sorties 
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Le deuxieme onglet de la fenetre de document est le visualiseur de sorties. L'interface 
graphique de cet onglet, presentee a la figure 4.8 est constitute d'une boite de texte en 
lecture seule et d'une numerotation des lignes. 
Numerotation 
des lignes 
Boite de 
texte 
Quads.'_AS 
J / U [13x1] / 
Cols : 1
 / 
Row 1 1 73814E-003 / 
Row 2 -4 5S479E-003 J 
Kow 3 1 4367SE-003 
Row 4 -2 23693E -003 . 
• Row 5 8 64748E-004 
Row 6 -8 43291E-004 
How 7 -4 56844E-005 
Row 8 -4 00922E-003 
Row 9 -4 98151E-005 
Row 10 -2 25433E-803 
Row 11 -8 03079E-007 
Row 12 -7 08433E-004 • 
Row 13 - 1 48715E-903 
ROM 14 -3 87807E-003 
Row 15 -1 36359E-003 
Row 16 -2 29339E-003 
Row 17 -8 67902E-004 
Roil! 18 -8 59160E-004 
Figure 4.8: Visualiseur de sorties 
La boite de texte contient les sorties generees par les fonctions Print et \ \ lors de l'exe-
cution du code LAS par le calculateur. Elle contient egalement les messages de debogages 
et d'erreurs. 
Les items de barre d'outils de l'editeur sont presentes au tableau 4.3. 
Tableau 4.3: Items de la barre d'outils du visualiseur de sorties 
Icfine Description Icone Description 
^ Impression ^ Rechercher 
- \ Apergu avant impression # Aide 
ua Copier 
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Les boutons Impression et Aper^u avant impression affichent respectivement la fenetre 
d'impression et la fenetre de previsionnement d'impression typiques a l'environnement 
Windows®. Celles-ci permettent d'imprimer ou visualiser la totalite ou seulement la se-
lection des sorties presentes dans la boite de texte. Le bouton Copier permet de copier les 
sorties selectionnees dans le presse-papiers de l'environnement Windows®. Le texte copie 
conservera son format (police, taille et couleurs). Le bouton Rechercher affiche la boite de 
dialogue permettant de rechercher une expression dans la boite de texte. Le bouton Aide 
ouvre la documentation de LAS a la table des matieres. 
4.5.3 Gestionnaire de matrices 
Le troisieme onglet de la fenetre de document est le gestionnaire de matrices. L'interface 
graphique de cet onglet, presentee a la figure 4.9 est constitute d'une liste de matrices, 
d'un visualiseur de matrices et d'une zone de graphique. 
La liste de matrices contient toutes les matrices qui resultent de l'execution du code 
LAS. Chaque ligne represente une matrice ou y est decrit son nom, ses dimensions, son 
type de donnees et son usage. 
Les items de barre d'outils de l'editeur sont presentes au tableau 4.4. 
Tableau 4.4: Items de la barre d'outils du gestionnaire de matrices 
Icone Description Icone Description 
a- Impression X Interchanger X-Y 
Lfet Apergu avant impression i s Selection de l'abscisse 
1& Copier Ouvrir dans Intel Array Visualizer 
0.0 Format m Aide 
N Affichage du graphique 
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Visualisation d'une matrice 
Pour visualiser le contenu d'une matrice, il suffit de selectionner la ligne correspondante 
a cette matrice dans la liste des matrices. Le contenu de la matrice sera charge dans le 
visualiseur de matrice. II n'est possible que de visualiser une seule matrice a la fois. 
Les boutons Impression et Aper^u avant impression affichent respectivement la fenetre 
d'impression et la fenetre de previsionnement d'impression typiques a l'environnement 
Windows®. Si aucune matrice n'est selectionnee dans la liste des matrices, la liste des 
matrices sera imprimee. Si une matrice est selectionnee dans la liste des matrices, les 
elements de la matrice qui sont selectionnes dans le visualiseur de matrice seront imprimes. 
Le bouton Copier permet de copier dans le presse-papiers de l'environnement Windows® 
les cellules selectionnees dans le visualiseur de matrice. Si aucune selection n'existe dans 
le visualiseur de matrice, les cellules copiees seront celles selectionnees dans la liste de 
matrices. 
Le bouton Format affiche la boite de dialogue presentee a la figure 4.10 qui permet de 
parametrer le format des valeurs numeriques dans le visualiseur de matrice. La represen-
tation des valeurs numeriques peut etre decimale ou exponentielle tandis que la precision 
des valeurs est fixee en specifiant le nombre de chiffres apres le point. 
-Select the value format: :— 
C Decimal 
(• Scientific {Exponential} 
Number of floating points : | 3 
Ok 1 
Figure 4.10: Selection du format des nombres 
Le bouton Afficher le graphique fait apparaitre le panneau inferieur droit ou y est 
trace le contenu de la matriqe. Par defaut, chaque colonne d'une matrice represente les 
ordonnees d'une serie de donnees dont les abscisses sont les indices de rangees. Si le 
bouton Interchanger X-Y est active, chaque rangee d'une matrice represente les ordonnees 
d'une serie de donnees dont les abscisses sont les indices de colonne. Le bouton Selection 
de I'abscisse affiche la boite de dialogue presentee a la figure 4.11 qui permet de definir 
autrement les abscisses du graphique. Les valeurs contenues dans une colonne ou une 
rangee peuvent etre utilisees comme abscisse. Par defaut, les abscisses correspondent aux 
indices de rangee ou de colonne. 
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- Abscisse of the plot 
(* Row indices 
-Abscisse of the plot 
Column indices 
C Values of Row # | i j j j j j C Values of Column # j ~ 
(a) Rangees en abscisse (b) Colonnes en abscisse 
Figure 4.11: Selection de l'abscisse du graphique 
Le bouton Ouvrir dans Intel Array Visualizer permet d'ouvrir la matrice selectionnee 
dans le logiciel Intel Array Visualizer ou de telecharger ce logiciel s'il est detecte qu'il 
n'est pas installe sur l'ordinateur de l'utilisateur. Ce logiciel, distribue gratuitement par 
Intel, permet de visualiser les matrices et de tracer des graphiques en deux dimensions et 
en trois dimensions. L'installation de Intel Array Visualizer est facultative a l'utilisation 
de l'environnement de developpement. 
Le bouton Aide ouvre la documentation de LAS a la table des matieres. 
Assignation des usages 
L'assignation des usages permet de donner un sens physique aux matrices creees par 
l'utilisateur et permet au postprocesseur d'elements finis et a, l'outil d'analyse de Fourier 
d'utiliser les matrices adequates dans leurs taches. Le tableau 4.5 presente les usages requis 
pour chacune de ces taches. L'onglet FE Postprocessor est active des que les noeuds peuvent 
etre afRches tandis que l'onglet Fourier Analysys est active seulement lorsque les trois usages 
requis sont assignes. L'activation des boutons dans la barre d'outils du postprocesseur est 
fonction des usages assignes. 
Lors du processus d'execution du document presente a la figure 4.7, une assignation 
automatique des usages est effectuee par association entre les noms des matrices definies 
par l'utilisateur et les noms par defaut reconnus par l'environnement de developpement. 
Le tableau 4.6 presente ces noms par defaut et les dimensions des matrices attendues 
pour les differents usages. Si l'utilisateur decide de nommer les matrices differemment 
des noms par defaut, une assignation manuelle des usages est requise a partir de la liste 
deroulante prevue a cet effet dans la liste des matrices. Des qu'une matrice change d'usage, 
la validation des usages et le reste du processus d'execution sont effectues de nouveau tels 
que presentes a la figure 4.7. 
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Tableau 4.6: Nom par defaut et dimensions des matrices selon l'usage 
Usage Nom par defaut Rangees Colonnes 
Coordinates XY ^Noeuds 2 
Beams connectivity Beam_ EL TlPoutres 2 ou 41 
Beams internal forces Beam_ JF 6 WPoutres 
Beams location matrix Beam_ LM 6 TlPoutres 
Equations EQ f^Noeuds 2 ou 3 
Dynamic displacements Ut N nddid2 
Forcing function G N + 1 1 
Forcing function (FFT) G_FFT 2N 1 
Fourier transform FT 2N 1 
Mass M n<idi riddi 
Mode shapes Phi nddid2 nddid2 
Nodal Forces F nddi riCas 
Quads connectivity Quad_ EL WQuads 4 
Quads internal forces Quad_ IF 8 TlQuads 
Quads location matrix Quad_ LM 8 TlQuads 
Sampling period dt 1 • 1 
Static displacements U riddi3 1 
Stiffness K riddi3 riddi3 
Trusses connectivity Truss_ EL TlBarres 2 
Trusses internal forces Truss_ IF 4 Barres 
Trusses location matrix Truss_ LM 4 nBarres 
1
 S'il y a des joints rigides. 
2
 ou riddi si la matrice complete est obtenue par condensation 
statique inverse. 
3
 ou Uddid, si la matrice est reduite par condensation statique. 
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4.5.4 Postprocesseur d'elements finis 
Le quatrieme onglet de la fenetre de document est le postprocesseur d'elements finis. 
L'interface graphique de cet onglet, presentee a la figure 4.12 est constitute d'un panneau 
d'information et d'une zone de visualisation. La modelisation par elements finis et les 
resultats de l'analyse sont representes graphiquement dans la zone de visualisation. Le 
panneau d'information regroupe sous forme d'une arborescence toutes les informations 
concernant les items qui sont affiches dans la zone de visualisation. 
Les items de barre d'outils du postprocesseur sont presentes au tableau 4.7. 
Information de 
l'item selectionne 
Panneau 
d'information 
Zone de 
visualisation 
Item 
selectionne 
Figure 4.12: Postprocesseur d'elements finis 
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Tableau 4.7: Items de la barre d'outils du'postprocesseur d'elements finis 
Icone Description Icone Description 
eJ Impression M Matrice de rigiditt 
Li Apergu avant impression W Forces d'encastrement 
Selection Affichage des diagrammes-
de forces internes. 
Translation > Diagramme d'efforts normaux 
ca Rapetissement Diagramme d'efforts tranchants 
Q Agrandissement :D Diagramme de moments flechissants 
m Agrandisement par stlection Gf Affichage d'une dtformee 
m Ajustement automatique N Affichage des graphiques 
<s> Visibilitt des items Fonction de sollicitation 123 Visibilite des ttiquettes \ Dtplacements des DOFs 
o Noeuds Interpolation cubique 
Elements Demarrer l'animation 
Degrts de libertt 13 Pauser l'animation 
A Supports a Capture d'tcran 
+ Forces nodales # Aide 
o±o Forces d'encastrement 
Ajustement de l'affichage 
Par defaut, le modele par elements finis est centre horizontalement et verticalement 
a l'interieur de la zone de visualisation. Les boutons Translation, Agrandissement et Rape-
tissement permettent respectivement de deplacer, d'augmenter la taille et de diminuer la 
taille du contenu de la zone de visualisation en deplagant la souris dans cette visualisation 
tout en maintenant le bouton gauche de la souris enfonce. L'agrandissement et le rapetis-
sement peuvent egalement etre accomplis en utilisant la roulette de la souris. Le bouton 
Ajustement automatiquement modifie automatiquement la position et la taille du contenu 
de la zone de visualisation afin de voir l'ensemble du modele d'elements finis. Le bouton 
Agrandissement par selection permet a l'aide de la souris de definir une zone rectangulaire 
delimitant l'operation d'agrandissement. 
Le bouton Visibility des items permet de gtrer l'affichage des noeuds, des elements finis, 
des degres de liberte, des supports, des forces nodales ainsi que des charges ponctuelles et 
distributes sur les elements poutres-colonnes. Le bouton Visibility des etiquettes permet de 
gerer l'affichage de la numerotation des noeuds, des elements finis, des degres de liberte 
ainsi que l'affichage des valeurs des forces nodales et des charges ponctuelles et distributes 
sur les tltments poutres-colonnes. Dans un probleme dynamique, les degrts de liberte 
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dynamiques (associes a une masse) sont dessines en vert tandis que les degres de liberte 
statiques (sans masse) sont dessines en bleu. Dans un probleme statique, tous les degres 
de liberte sont dessines en vert. Les degres de liberte bloques sont dessines en rouge. 
Contribution des elements a la matrice de rigidite 
Le bouton Matrice de rigidite affiche la matrice de rigidite globale dans un panneau 
sous la zone de visualisation et permet l'analyse de la contribution de rigidite de chaque 
element a la matrice de rigidite globale. Pour ce faire, il suffit, tel qu'illustre a la figure 4.13, 
de selectionner l'element dans la zone de visualisation pour que les elements matriciels de 
rigidite influences par cet element soient mis en surbrillance. Ceci facilite la comprehension 
et illustre l'assemblage des matrices globales selon la methode de rigidite directe. 
Element 
selectionne 
Static.LAS 
[ j ] Editor ' f m Output f j j j 
ffj- Static 
IS- Nodes 
0-- Beam Elements 
a - Beam 1 
B Beam 2 
j Angle: 18.435 
Length 15.811 
SO- Starting Node 
m Ending Node 
[+]•• Beam 3 
El- Beam 4 
Degrees of freedom 
EE- Supports 
EL- Nodal Forces 
Zone ou l'element selectionne 
contribue a la rigidite 
Matrice de 
rigidite 
Figure 4.13: Postprocesseur d'elements finis - Analyse de la contribution a la rigidite 
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Affichage des diagrammes d'efforts internes 
Le bouton Forces d'encastrement affiche le gestionnaire des chargements de poutre 
presente a la figure 4.14. II s'agit d'une boite de dialogue permettant de definir les charges 
ponctuelles transversales aux poutres et les chargements uniformement repartis sur les 
poutres. 
m B e a m l o a d Mainaiger 
"Action 
(• Add new load 
C Modify selected load 
C Remove selected loads 
"Parameter -
Beam No ; 11 _ • ] 
(*" Concentrated transversal 
Uniform distributed 
Lead: ij Si 
Length: j 7.CD0E+&0S 
Add 
Member loads 
Element 
Distributed 
Distributed 
Distributed 
Distributed 
Value Position 
-2.2 
3.7 
2 
-1.fi 
Ok 
Figure 4.14: Gestionnaire des chargements de poutre 
II est important de rappeler au lecteur que les chargements sont toujours representee 
par des vecteurs des forces nodales dans la methode des elements finis. II est ainsi necessaire 
de representer les chargements appliques sur les poutres par des forces aux noeuds et 
d'ajouter ces forces au vecteur des forces globales. Une fois cette operation effectuee, 
l'information concernant les charges appliquees sur l'element est en quelque sorte perdue. 
Ainsi, les chargements sur les poutres doivent etre de nouveau definis apres l'execution du 
document afin que le postprocesseur les considere lors du calcul des diagrammes d'efforts 
internes. 
Les procedures GUI_Load_Concentrated et GUI_Load_Distributed permettent respec-
tivement de definir, par programmation, les charges concentrees et les chargements uni-
formement distribues sur les poutres. Lors de l'initialisation du postprocesseur, ces char-
gements seront automatiquement ajoutes et definis dans le gestionnaire des chargements 
de poutre. Ainsi, l'utilisation de ces fonctions evite a l'utilisateur de devoir definir les 
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chargements appliques sur les poutres apres chaque execution du document. Les fiches 
descriptives de ces procedures sont presentees a l'annexe B.13. 
Le bouton Affichage des diagrammes d'efforts internes affiche un menu permettant de 
controler l'affichage des diagrammes d'efforts internes. Les boutons Diagrammes d'efforts 
normaux, Diagrammes d'efforts tranchants et Diagrammes de moments flechissants aff ichent 
les diagrammes du meme nom. Un seul diagramme peut etre visualise a la fois. Les dia-
grammes d'efforts internes sont calcules lors de l'initialisation du postprocesseur ou lors de 
la fermeture du gestionnaire des chargements de poutre. Pour chaque element, les valeurs 
maximales et minimales des efforts internes sont affichees et accompagnees des symboles 
definissant le sens des deformations. La definition de ces symboles ainsi que la convention 
de signes utilisee dans les diagrammes d'efforts internes sont presentees au tableau 4.8. 
La figure 4.15 presente la distribution des moments flechissants dans le postprocesseur 
d'elements finis. 
Tableau 4.8: Convention de signes des efforts internes pour un element horizontal 
Diagramme Symbole Valeur Signification 
Efforts normaux Positif 
Negatif 
Traction (Allongement) 
Compression (Retrecissement) 
Efforts tranchants 1DI j a r 
Positif 
Negatif 
Gauchissement horaire 
Gauchissement anti-horaire 
Moments flechissants m i t m 
Positif 
Negatif 
Flechissement - Fibre inferieure tendue 
Flechissement - Fibre inferieure comprimee 
Affichage d'une deformee 
Le bouton Affichage d'une deformee affiche la boite de dialogue presentee a la figure 
4.16 permettant d'afficher les deplacements statiques, les modes de vibrations ou les de-
placements dynamiques. L'utilisateur devra specifier le cas de chargement pour l'affichage 
des deplacements statiques, le numero du mode pour l'affichage d'un mode de vibration 
ou le pas de temps pour l'affichage des deplacements dynamiques. 
Le bouton Interpolation cubique est actif seulement lorsque des elements poutres-colonnes 
sont presents dans le modele affiche. Ce bouton permet de choisir entre une interpolation 
des deplacements cubique (Fonction d'Hermite) ou une interpolation lineaire (translation 
seulement). Cette action permet d'illustrer l'influence de la rotation sur la deformation 
d'une poutre. 
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{. Static.LAS m ; I.Plxl 
^Editor 
X 
Output I fe^Matrices |RfEPostprocessor |f_; • Fc^lsr Ar^ '-.-ss 
<5- 63 V® - 1 2 3 - j w + 
r 
El- Static 
0 - Nodes 
Node 1 
Node 2 
Node 3 
X : 15 
Y:12 
B•Node 4 
El- Node 5 
Beam Elements 
S Degrees of freedom 
El- Supports 
Ei- Nodal Forces 
Figure 4.15: Postprocesseur d'elements finis - Diagramme des moments flechissants 
- Deformed Type •———————— 
C- None 
C Static Displacements 
(* Mode Shape : 
Mode: | 1 - f j 
r Dynamic Displacements 
I irfic tie® : I 1 r r f 
" Displacement Scale 
Automatic 
f " Custom: 1 
Ok 
Figure 4.16: Selection de la deformee 
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Les boutons Demarrer I'animation et Pauser I'animation permettent de controler l'ani-
mation des modes de vibrations et des deplacements dynamiques. L'animation des depla-
cements dynamiques debute au pas de temps choisi et s'effectue en boucle. 
Le bouton Affichage des graphiques affiche un panneau a droite de la zone de visualisa-
tion ou sont traces les historiques des deplacements des degres de liberte dynamiques et la 
fonction de force. Les boutons Historique des deplacements et Fonction de force controlent 
la visibility de ces graphiques. La position dans le temps de la deformee affichee dans 
la zone de visualisation est illustree par la coloration en rouge de ces courbes. La figure 
4.17 presente l'affichage de la deformee dynamique et des historiques des deplacements 
dynamiques et de la fonction de force. 
Information 
sur la deformee 
Deplacement des degres 
Deformee 
dynamique 
Fonction 
de force 
Figure 4.17: Postprocesseur d'elements finis - Analyse dynamique 
4.5.5 Analyse de Fourier 
Le cinquieme onglet de la fenetre de document est l'outil d'analyse de Fourier. Cet 
outil permet de visualiser les spectres et les harmoniques d'une transformee ou des series 
de Fourier d'un signal aleatoire discret. L'interface graphique de cet onglet, presentee a la 
figure 4.18, est constitute de quatre graphiques. La fonction echantillonnee ou la fonction 
de force est tracee dans le graphique superieur gauche tandis que l'harmonique selectionnee 
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Fonction Type Type de Choix de 
l'harmonique 
Spectre 
d'amplitude Harmonique 
Figure 4.18: Analyse de Fourier 
Spectre 
de phase 
par l'utilisateur est tracee dans le graphique superieur droit. Les spectres sont traces dans 
les graphiques inferieurs. 
La barre d'outils de l'outil d'analyse de Fourier est constitute de trois menus deroulants 
et de boutons. Le premier menu deroulant permet de specifier si l'analyse doit etre effectuee 
sur la transformee de Fourier ou sur les series de Fourier. Le deuxieme menu deroulant 
permet de choisir les spectres a tracer tandis que le troisieme menu deroulant permet 
de selectionner l'harmonique a tracer. Les boutons de la barre d'outils sont presentes au 
tableau 4.9. 
Analyse d'une transformee de Fourier 
Quatre types de graphique peuvent etre traces pour une analyse de la transformee de 
Fourier : 
1. Les spectres d'amplitude et de phase a une seule bande; 
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Tableau 4.9: Items de la barre d'outils de l'analyse de Fourier 
Icone Description 
Superposition des harmoniques 
Demarrage de I'animation 
Pause de I'animation 
Aide 
2. Les spectres d'amplitude et de phase a double bande; 
3. Le spectre de densite de puissance a une seule bande; 
4. Les composantes reelles et complexes du signal. 
Analyse des series de Fourier 
L'outil d'analyse de Fourier permet egalement de visualiser la reconstitution du signal 
echantillonne a partir de la serie de Fourier de ce signal. Cette derniere est calculee directe-
ment a partir de la transformee de Fourier du signal. L'annexe C presente la demonstration 
de la conversion d'une FFT en serie de, Fourier. 
Lors d'une analyse de la serie de Fourier, seulement les spectres d'amplitude et de 
phase a une seule bande peuvent etre traces dans les graphiques inferieurs. Le bouton 
Superposition des harmoniques affiche le resultat de la superposition des harmoniques dans 
le graphique superieur droit permettant de reconstituer le signal. Cette superposition 
est effectuee de l'amplitude moyenne (harmonique 0) jusqu'a l'harmonique selectionnee 
par l 'u t i l i sa teur . Les b o u t o n s Demarrer I'animation et Pauser I'animation p e r m e t t e n t de 
controler I'animation de la superposition des fonctions harmoniques. Une barre a droite 
de ces boutons affiche la progression de la superposition. 
4.6 Description des menus 
Les menus de la fenetre principale de l'environnement de developpement sont presentes 
a la figure 4.19. Ces menus contiennent des commandes qui sont generalement associees a 
la gestion des fenetres et des documents. Toutes les commandes de ces menus sont decrites 
aux sous-sections suivantes. 
4.6.1 Menu File 
Le menu File permet d'acceder aux commandes liees a la creation, l'ouverture, l'enre-
gistrement et l'impression de document ainsi qu'au parametrage du logiciel. 
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1. New Empty File : Cree un nouveau document de programmation LAS vierge. 
2. New From Template : Cree un nouveau document de programmation LAS a partir 
d'un modele de document. 
3. New From Sample : Cree un nouveau document de programmation LAS a partir d'un 
exemple. 
4. Open : Ouvre un document de programmation LAS. 
5. Open Recent files : 
a) Fichierl.LAS, Fichier2.LAS, ... : Ouvre un document de programmation LAS 
recemment utilise. Les dix fichiers les plus recemment utilises sont suggeres. 
b) Manage : Affiche le gestionnaire des documents recents presente a la section 
4.3. 
6. Save : Enregistre le document de programmation LAS actif. 
7. Save As : Affiche la boite d'enregistrement permettant d'enregistrer le document de 
programmation LAS actif sous un nouveau nom et/ou dans un nouveau repertoire. 
Apres l'enregistrement, la fenetre active represente le nouveau fichier cree. 
8. Close : Ferme la fenetre active. Si le document a ete modifie depuis le dernier enre-
gistrement, une requete d'enregistrement est proposee a l'utilisateur. 
9. Close All : Ferme toutes les fenetres. 
10. Print : Affiche la fenetre d'impression. Cette commande se comporte differemment 
selon le contexte de travail. Dans l'editeur de code ou dans le visualiseur de sorties, 
il est possible d'imprimer tout le texte ou seulement le texte selectionne. Dans le 
visualiseur de matrices, la matrice selectionnee. 
11. Print Preview : Affiche la fenetre d'apergu de l'impression. 
12. Page setup : Affiche la fenetre de mise en page permettant de selectionner l'orienta-
tion du papier et les dimensions des marges. 
13. Batch Tool : Affiche la fenetre de traitement par lot. 
14. File —> Analysis Settings : Les commandes qui suivent modifi^nt le comportement 
d'analyse du calculateur. 
a) Case Sensitive : Active la sensibilite a la case des noms de variables, fonctions 
et procedures du langage d'analyse des structures. 
b) Debug Mode : Active l'impression d'informations supplementaires de debogage 
dans la fenetre et dans le fichier de sortie. 
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c) Save Output To File : Active l'enregistrement du fichier de sortie a chaque exe-
cution de document. 
15. File —> Application Settings : Les commandes qui suivent modifient le comportement 
de l'interface graphique de l'environnement de developpement. 
a) Classic Mode : Active le theme de couleur classique (section 5.5.2). 
b) Set Font ... : Affiche la boite de dialogue de selection de police pour l'editeur 
de code. 
c) Reset To Default Settings : Reinitialise les parametres par defaut du logiciel. 
d) Add Insertition Delimiter To Snippets : Active l'ajout de delimiteur lors de 1'in-
sertion de bout de codes. 
e) Restore Last Session At Startup : Active la restauration de la derniere session 
a l'ouverture de l'environnement de developpement. Une session represente les 
documents qui n'etaient pas fermes lors de la derniere terminaison de l'envi-
ronnement de developpement. 
f) Reset File Association : Reinitialise l'association des fichiers .LAS avec l'environ-
nement de developpement. 
16. Quit : Quitte l'application. 
4.6.2 Menu Edit 
Ce menu contient les commandes usuelles d'edition de document. L'activation des 
elements de ce menu est fonction de l'onglet selectionne dans la fenetre de document 
active et est fonction du contenu selectionne. Toutes ces commandes ont deja ete decrites 
en tant que bouton de la barre d'outils pour chaque activite de la fenetre de document. 
4.6.3 Menu Windows 
Ce menu contient les commandes usuelles de gestion des fenetres. 
1. Welcome Screen : Affiche la fenetre d'accueil decrite a la section 4.2. 
2. Cascade : Reorganise les fenetres en cascade. 
3. Tile Vertical : Reorganise les fenetres en mosai'que verticale. 
4. Tile Horizontal : Reorganise les fenetres en mosai'que horizontale. 
5. Arrange Icons : Reorganise les fenetres minimisees. 
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4.6.4 Menu Help 
Ce menu contient les commandes permettant d'acceder a la documentation de LAS. 
1. Content : Affiche la documentation (ouverte a la table des matieres) 
2. Index & Search : Affiche la fenetre de recherche par mot-cle de la documentation du 
langage. 
3. Matrix usage : Affiche un tableau contenant l'information presentee aux tableaux 4.5 
et au tableau 4.6. 
4. Bug report : Soumettre un bogue (par courriel) 
5. Feature request : Suggerer une nouvelle fonctionnalite (par courriel) 
6. About LAS : Affiche la version du logiciel, la liste des auteurs et des contributeurs 
ainsi que la licence d'utilisation. 
4.7 Traitement par lot («Batch processing») 
Le traitement par lot d'une serie de fichiers s'effectue a partir de la fenetre presentee a 
la figure 4.20. Le bouton Add permet d'ajouter des fichiers a la liste de fichiers tandis que 
les boutons Remove, Run et Open permettent respectivement d'enlever de la liste, d'exe-
cuter ou d'ouvrir les fichiers selectionnes. Les boutons Remove All et Run All permettent 
respectivement d'initialiser la liste et d'executer tous les fichiers de la liste. 
L'etat du traitement d'un fichier est presente dans la colonne Status, situee a gauche 
de la liste de fichiers. Un tiret indique que le fichier n'a pas ete execute tandis que la 
mention Done indique que le fichier a ete execute avec succes. La mention Fail indique 
qu'une erreur s'est produite dans l'execution du fichier. Cela est generalement cause par 
une erreur de programmation dans le document. 
La fermeture de la fenetre de traitement par lot ne reinitialise pas la liste des fichiers a 
traiter. Par consequent, il est possible pour un utilisateur d'editer un fichier en l'ouvrant 
directement avec le bouton Open, d'enregistrer les modifications et de rouvrir la fenetre de 
traitement par lot afin de relancer l'execution. Afin que les resultats soient imprimes dans 
un fichier de sortie, l'element de menu Analysis —> Save Output To File doit etre active. 
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File 
L3 New Ctrl+N 
New From Template > 
New From Sample • 
Open... Ctrl+O 
Open Recent Files • 
Save Ctrl+S 
Save As,.. 
Close Ctrl+W 
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Batch Tool.,. 
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Figure 4.19: Menus de la fenetre principale de l'environnement de developpement 
Batch Tool 
Choose filers) to open : 
iSE - I D I x j 
Status | Path 
Done D:\Rchier1.LA-S 
Done D:\Fichier3.LAS 
Remove Remove all ftun Run all Open 
Figure 4.20: Fenetre de traitement par lot 

Chapitre 5 
Developpement de LAS 
Le code source de LAS contient plus de 30000 lignes de code et est divise en deux 
modules : LAS_ Calculator et LAS_ GUI. Le premier module est le calculateur tandis que 
le deuxieme module est l'environnement de developpement. En incluant tous les controles, 
toutes les librairies, toutes les structures, et toutes les classes, le code source regroupe 
plus de 500 fichiers de code et davantage de classes et d'objets. Par consequent, le lecteur 
comprendra que l'objectif du present chapitre n'est pas d'expliquer ni la structure du code 
source ni sa composition, mais plutot les grandes lignes de son developpement. 
Dans ce chapitre est decrit le cycle de developpement du projet LAS. Le fonctionnement 
interne du logiciel, les ameliorations apportees au calculateur ainsi que les particularites 
de l'environnement de developpement LAS sont egalement presentes. 
5.1 Calendrier de developpement 
Durant la periode d'aout 2008 a mars 2009, le developpement de LAS etait effectuee de 
fagon occasionnelle puisqu'il ne s'agissait que d'un projet parascolaire. Le travail consistait 
principalement a ajouter des fonctions au calculateur LAS (1994) programme en C++ . En 
avril 2009, ce projet est devenu officiellement mon projet de maitrise. Aussitot le cycle de 
developpement presente a la prochaine section a debute officiellement. Durant la phase 
de conception technique, le calculateur a porte au langage Visual C # .NET afin d'en 
faciliter le developpement et afin de concevoir rapidement un nouvel environnement de 
developpement. 
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5.2 Cycle de developpement 
Le cycle de developpement iteratif presente a la figure 5.1 illustre toutes les etapes de 
conception du langage et du logiciel LAS. II est base sur le modele de cycle iteratif presente 
par Jayaswal et Patton (2006). 
Conception 
des fonctions 
Conception 
technique 
Implementation 
et programmation 
Verifications 
et essais 
Distribution 
au client 
* 
Figure 5.1: Cycle de developpement iteratif, modifie de Jayaswal et Patton (2006) 
5.2.1 Conception des fonctions 
Les fonctions du logiciel ont ete determinees a partir des besoins de la clientele visee 
par le logiciel presente precedemment aux tableaux 2.1 a 2.4 ainsi qu'au tableau 5.1. 
Celui-ci contient de nouveaux besoins cibles par l'auteur. II est important de rappeler que 
les besoins identifies en 1994 sont toujours d'actualite et ont tous ete consideres lors du 
developpement de la nouvelle version de LAS, a l'exception de ceux presentes au tableau 
5.2. 
Tableau 5.1: Besoins additionnels des utilisateurs 
No Besoins additionnels 
2.13 Pouvoir effectuer des captures d'ecran du modele a partir de l'environ-
nement graphique 
2.14 Avoir un outil qui permet la visualisation de la reconstruction d'un signal 
par serie de Fourier 
2.15 Pouvoir creer des nouveaux documents a partir de modeles 
2.16 Pouvoir effectuer un traitement par lot de plusieurs fichiers 
2.17 Ameliorer l'interoperabilite avec Excel 
2.18 Definir un referentiel clair pour les diagrammes d'efforts internes 
2.19 Automatiser la definition des charges en travee (ou charges elementaires) 
des elements poutres dans l'environnement graphique 
Le besoin No 1.7 n'a pas ete comble puisque selon l'opinion de l'auteur, LAS ne devrait 
pas etre employe pour effectuer du calcul de haut niveau. De plus, par la nature meme du 
calculateur et de l'environnement, le besoin No 1.11 ne peut etre comble. Effectivement, 
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No Besoins non combles 
1.7 Commandes de haut niveau pour resoudre les equations plus rapidement 
et comparer les resultats a la solution detaillee. 
1.11 Possibility d'execution d'une sous-section du fichier entree, execution pas-
a-pas, visualisation de resultats intermediates en tout temps. 
le calculateur n'a pas ete initialement developpe pour etre interactif. Combler ce besoin 
necessiterait done beaucoup de temps de developpement supplemental . 
Les fonctionnalites du langage ont ete presentees au chapitre 3 tandis que les fonc-
tionnalites de l'environnement de developpement ont ete presentees au chapitre 4. Ces 
dernieres sont sensiblement identiques a celles du logiciel CALWin qui a deja fait ses 
preuves. La fonctionnalite provenant de CAL/CGI qui permettait d'etudier la contribu-
tion de chaque element a la matrice de rigidite global et qui est illustre a la figure 2.4 a 
ete ajoute a l'environnement de developpement (section 4.5.4). 
5.2.2 Conception technique 
L'informatique a grandement evolue durant les quinze annees qui separent la premiere 
version de LAS de la version actuelle. De nouveaux concepts en genie logiciel sont apparus 
ou ont evolue. Les elements suivants ont particulierement oriente le volet technique du 
developpement de LAS : 
Application a instance unique : LAS a ete developpe comme une application a ins-
tance unique. Cela signifie qu'une fois l'application lancee, elle «attrapera» tous les 
appels d'ouverture de fichiers. Ainsi, lorsque l'utilisateur double clique sur plusieurs 
documents LAS, ils s'ouvrent tous dans la meme application. 
Portable : LAS est congu pour etre une application portable et de petite taille. Cela 
signifie qu'elle pourra etre executee a tout moment a partir d'une cle USB ou d'un 
CD-ROM. La seule exception est au premier demarrage de LAS dans lequel l'uti-
lisateur devra obtenir les droits d'ecriture dans le dossier ou est situe l'executable 
LAS. 
Autonome : LAS est developpe en tentant d'utiliser le moins de technologies differentes 
possible. De plus, toutes les ressources necessaires a l'execution du logiciel sont 
integrees directement dans l'executable et exportees en dehors de l'executable si 
necessaire. Par consequent, l'executable seul est autonome. 
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Ergonome : LAS est developpe dans l'optique d'etre plus ergonome que ces predeces-
seurs. Lors du developpement des interfaces graphiques, plusieurs prototypes d'in-
terface ont ete developpes jusqu'a obtenir un environnement fonctionnel et intuitif. 
Ces interfaces ont ete developpees afin d'etre claires et de necessiter le moins d'in-
teractions possible (Menus, clics de souris, touches, etc.) 
II est important de souligner que dans l'environnement de developpement LAS, toutes 
les activites relatives a un seul fichier sont toutes regroupees dans une seule fenetre 
sous differents onglets. Ce paradigme (une fenetre par un fichier), qui se distingue 
de celui de CALWin (une fenetre par activite), a ete congu afin d'eviter la confusion 
qui pourrait se produire lorsque plusieurs fichiers sont ouverts et plusieurs activites 
sont en cours. 
Demarrage hybride : Tel que presente a la section 4.1, LAS supporte le demarrage dans 
un environnement graphique Windows® ou dans un interpreteur de commandes. 
Dans ce dernier cas, l'utilisateur aura acces au calculateur sans avoir a utiliser l'en-
vironnement de developpement. 
Compatible Windows Vista / 7 : LAS a ete developpe pour etre compatible avec les 
niveaux de securite plus eleves de Window^ Vista et Windows 7. 
Le fonctionnement general du calculateur demeure essentiellement identique a celui de 
LAS (1994). II n'y a que la «mecanique» qui a change. Ainsi, le calculateur actuel utilise 
toujours la structure du compilateur recursif et la structure de l'executeur de commandes 
objets qui ont ete developpees par Carbonneau (1994). Toutefois, beaucoup d'ameliora-
tions techniques ont ete apportees afin de faire evoluer le langage d'analyse des structures 
et afin de moderniser le calculateur (entre autres pour repondre aux fonctions et exigences 
precedentes). Ces ameliorations sont presentees en detail a la section 5.4. 
La conception technique du nouveau calculateur a debute en avril 2009 par analyse et 
revision complete du code source en C + + en vue d'etre porte en C# . II a alors ete decide 
quels modules du calculateur seraient completement remplaces et lesquels subiraient des 
modifications majeures. D'autres ameliorations techniques mineures sont venues ponctuer 
regulierement le developpement du calculateur tout au long du cycle de developpement. 
La conception technique de l'interface de l'environnement de developpement est forte-
ment inspiree du logiciel CALWin. Toutefois, comme explique precedemment, une attention 
particuliere a ete apportee a l'ergonomie generale de l'environnement de developpement 
et a la conception du postprocesseur d'elements finis. Celui-ci a ete developpe de fagon la 
plus generale possible afin que l'ajout de nouveaux elements finis soit aise. 
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5.2.3 Programmation 
La programmation de l'editeur de code et celle du postprocesseur ont accapare la 
majeure partie du temps de programmation de l'environnement de developpement tandis 
que la programmation des nombreuses fonctions et procedures du langage LAS fut l'etape 
de developpement la plus longue pour le calculateur. Etonnamment le portage de LAS a 
C # s'est deroule relativement rapidement et sans probleme. 
Outils de developpement 
Plusieurs outils informatiques differents ont ete utilises lors du developpement de LAS. 
Le developpement de l'interface graphique de l'environnement de developpement ainsi que 
la programmation du code source du logiciel ont ete effectues entierement dans Microsoft 
Visual Studio 2008 (Microsoft Corporation, 2009) en utilisant le langage de programma-
tion Visual C# .NET. L'executable qui resulte de la compilation du code source depend 
du framework .NET 3.5 SP1. 
Le logiciel DotFuscator Community Edition (fourni avec Microsoft Visual Studio 2008) 
a ete utilise pour obstruer le code source de LAS. L'obstruction du code source est neces-
saire pour tout logiciel developpe selon la technologie .NET. Autrement, quiconque peut 
tres facilement decompiler l'executable et acceder directement au code source. Puisque 
l'environnement de developpement de LAS est parametrable par l'utilisateur et parce qu'il 
utilise des ressources integrees directement a l'executable, l'obstruction du code source 
doit etre accomplie sans renommer les ressources (icones et images) et sans renommer les 
parametres. La procedure particuliere permettant d'accomplir une telle obstruction est 
jointe au code source. 
La documentation du langage d'analyse des structures est constitute de pages web 
normales qui ont ete assemblies en un fichier d'aide Microsoft Compiled HTML Help avec 
l'utilitaire Microsoft HTML Help Workshop 
Le controle .NET Gigasoft ProEssentials (Gigasoft 2009) a ete utilise pour tracer les 
graphiques de l'environnement de developpement. 
5.2.4 Essais et verifications 
Afin de valider l'exactitude, la robustesse et la verifiabilite du calculateur, les exemples 
et la majorite des exercices du livre «Dynamique des structures» (Paultre, 2004) ainsi que 
les exemples et les devoirs du cours «Structure II» (Paultre et Proulx, 2000) ont tous ete 
reprogrammes dans le langage LAS. 
Afin de valider le postprocesseur d'elements finis, plusieurs exemples d'analyses sta-
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tiques et dynamiques ont ete refaits avec des logiciels commerciaux afin de valider l'affi-
chage des deformees et le calcul des diagrammes d'efforts internes. 
5.2.5 Distribution au client 
Le tableau 5.3 presente le cycle de parution du logiciel LAS. Durant le developpement 
interne, seulement les gens concernes avaient acces aux versions dites de developpement du 
logiciel. L'evaluation privee (Closed Beta Testing) du LAS s'est deroulee durant le cours 
de dynamique des structures a Pete 2009. Durant cette periode, de nombreux bogues 
ont ete resolus et l'apparence et l'ergonomie du logiciel ont grandement evolue. Les can-
didats de parutions (produit quasi complete) ont aussi ete distribues durant ce cours. 
L'annonce officielle de parution publique de LAS a ete effectuee le 28 aout 2009 lors d'un 
seminaire organise par le Centre d 'etude interuniversitaire des structures sous charges ex-
tremes (CEISCE). La deuxieme version publique de LAS a ete publiee le 4 decembre 2009 
lors de la presentation des travaux de maitrise de l'auteur devant ses pairs. 
Tableau 5.3: Cycle de parution de LAS 
Phase de developpement Version Parutions 
Developpement interne (Nightly build) - aout 2007 - avril 2009 
Evaluation privee (Closed Beta) B1.0 15 mai 2009 
B2.0 19 mai 2009 
B2.1 20 mai 2009 
Candidat de parution (Release Candidate) RC1 26 juin 2009 
RC2 13 juillet 2009 
Distribution publique (Public release) 1.0 28 aout 2009 
2.0 4 decembre 2009 
Le logiciel LAS peut etre telecharge a l'adresse suivante : 
h t tp : / /www.c iv i l .ushe rb rooke .ca /ppau l t r e /Sof tware 
5.3 Fonctionnement du logiciel 
La figure 5.2 presente l'organigramme de fonctionnement du logiciel LAS. II s'agit 
plus particulierement du fonctionnement d'une fenetre de document de l'environnement 
de developpement. En comparant cette figure a la figure 2.15, on remarque les elements 
suivants : 
1. Evidemment, un environnement de developpement est maintenant integre au logiciel. 
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2. Le calculateur est maintenant un objet qui peut etre associe a une fenetre de docu-
ment de l'environnement de developpement. Les elements qui constituent le calcu-
lateur interagissent avec les differents controles de la fenetre de document. 
3. Les matrices ne sont plus stockees dans une base de donnees ecrite sur le disque dur. 
Elles sont plutot stockees dans la memoire vive de l'ordinateur durant la duree de 
l'execution de l'application. L'auteur a juge que la limitation a quatre caracteres des 
noms de variable, causee par le format de la base de donnees de matrices de CAL, 
prevaut sur la capacite de retrocompatibilite du calculateur avec d'autres environne-
ments graphiques. Toutefois, pour des developpements futurs, il serait envisageable 
de porter la procedure C + + permettant de generer une telle base de donnees et ainsi 
assurer la retrocompatibilite de LAS. 
4. Le code objet est maintenant un objet plutot qu'un fichier texte . Cet objet contient 
la liste des commandes sequentiellement ordonnees et contient aussi la liste des 
etiquettes permettant de controler l'ordre d'execution du code objet (pour les boucles 
et les branchements conditionnels) 
5. Les fonctions et procedures de LAS font maintenant definies dans un objet partage 
au compilateur et a l'executeur. II n'est plus necessaire de definir chaque fonction 
en double (autant dans l'executeur que dans le compilateur). 
6. Seulement un fichier, le fichier de sorties, est genere par l'execution d'une program-
mation LAS. D'ailleurs, la generation de ce fichier est facultative, car tous les resultats 
peuvent maintenant etre directement manipules dans l'environnement de develop-
pement. 
7. L'objet GUI Addons, stocke les informations des chargements en travees generees 
par les procedures presentees a la section B.13. Ces informations seront utilisees 
par le postprocesseur d'elements finis afin d'automatiser la definition des charges en 
travee des elements poutres-colonnes. 
8. Deux nouveaux objets : arguments et retours permettent l'echange d'information 
entre plusieurs calculateurs. Cette procedure d'echange est entre autres employee 
lors de l'execution de fonctions definies par l'utilisateur. Celle-ci est accomplie en 
creant un calculateur additionnel - pour accomplir la compilation et l'execution de 
la fonction definie par l'utilisateur - a l'interieur de l'executeur du calculateur du 
fichier d'ou est appelee la fonction definie par l'utilisateur. 
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Figure 5.2: Organigramme du fonctionnement de LAS 
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Voici la liste des principales ameliorations qui ont ete apportees au calculateur. 
1. Nouvelles fonctions de generation et de manipulation matricielle; 
2. Nouvelles fonctions d'algebre lineaire qui ne modifie pas les matrices d'entrees. La 
decomposition en valeurs singulieres et la decomposition L U utilisent la librarie 
MAPACK (Roeder, 2005). 
3. Nouvelles fonctions d'analyse frequentielle (FFT et spectres) selon (Press et al., 
2002); 
4. Une panoplie de nouveaux operateurs, une nouvelle precedence d'operations et la 
correction de bogues avec certains operateurs (ex : division de matrice etait permise 
dans LAS (1994)); 
5. Ajout de la boucle For; 
6. Ajout de l'element barre a quatre DDL; 
7. Ajout de l'element quadrilateral a quatre noeuds (formulation isoparametrique) avec 
integration numerique Gauss-Legendre; 
8. Implementation des extensions rigides pour l'element poutre-colonne; 
9. Programmation de tous les algorithmes du live «Dynamique des structures» de 
(Paultre, 2004); 
10. Support de la surcharge des fonctions (section 3.4); 
11. Support des fonctions qui retournent plus d'une valeur (implique l'analyse des ope-
randes de droite et de gauche pour chaque operation); 
12. Nouvelle gestion des exceptions (simplifiee et messages d'erreurs plus explicites). 
Maintenant, le numero de la ligne ou se situe l'erreur est specifie; 
13. Support des portees imbriquees dans les structures de controle (branchements condi-
tionnels et boucles); 
14. Support de l'interruption des boucles; 
15. Support de l'interruption de l'execution; 
16. Implementation des fonctions definies par l'utilisateur (anciennement appelees ma-
crofonctions) qui s'utilise comme des fonctions normales (nombre de valeurs retour-
nees, nombre d'arguments, appel par le nom, argument passe par copie ou par refe-
rence, etc.); 
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5.5 Particular it es de l'environnement de 
developpement 
5.5.1 Icones 
Le developpement de l'icone d'un logiciel est souvent une tache sous-estimee. Pourtant, 
il s'agit de la premiere interaction que l'utilisateur a avec le logiciel. L'icone de l'application 
LAS est presentee a la figure 5.3(a) tandis que l'icone d'un document de programmation 
LAS est presentee a la figure 5.3(b). Ces deux icones ont une taille maximale de 512x512 
pixels et utilisent un fond transparent. Elles sont compatibles avec Windows XP, Windows 
Vista et Windows 7. 
L'icone de l'application represente des degres de liberte sur un fichier de programmation 
situes a l'interieur d'une boite de verre. Cette representation a ete choisie afin d'illustrer 
ce qui le distingue des boites noires, soit le fait que l'utilisateur doit programmer et definir 
les degres de liberte. 
5.5.2 Editeur de code 
L'editeur de code de LAS est base sur l'editeur MDXinfo Script Editor (Wersch, 2007) 
et le systeme d'autocompletion de kabwla (2007) qui ont ete tous les deux grandement 
modifies afin de repondre aux besoins de LAS. Les numeros de lignes sont «dessines» 
directement sur le controle. 
La majorite des nouveautes de l'editeur de code (la numerotation des lignes, la co-
loration syntaxique, l'insertion de bouts de code et l'autocompletion des mots) ont deja 
(a) Icone de l'executable (b) Ic6ne de document 
Figure 5.3: Icones 
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ete presentees dans le chapitre precedent. II demeure neanmoins quelques petits details de 
conception qui meritent d'etre soulignes. 
Choix de la police 
L'editeur de code de LAS utilise la police Consolas plutot que d'autres polices a espa-
cement constant comme Courier New. La figure 5.4 permet au lecteur de voir les subtilites 
entre ces deux polices. D'abord, il y a une distinction evidente entre la lettre «0» et le 
chiffre «0» (zero) ainsi qu'avec le chiffre «1» (un) et la lettre «1» (L minuscule). De plus, le 
style italique de Consolas est ideal pour les commentaires puisqu'il se distingue aisement 
du texte normal. Pour ces raisons, Consolas a ete selectionnee comme police par defaut 
pour l'edition de code. 
a b c d e f g h i j k l m regular 
N O P Q R S T U V W X Y Z 
abcdefghi j klm J- t a l i c 
nopqrstuvwxyz 
0123456789 bold 
(a) Courier New 
ABCDEFGHIDKLM 
NOPQRSTUVWXYZ 
abcdefghijklm 
nopqrstuvwxyz 
0123456789 
regular 
itaLic 
bold 
(b) Consolas 
Figure 5.4: Police de l'editeur de code 
Choix du theme de couleurs 
Le theme de couleur presente a la figure 5.5(a) a ete propose afin d'ameliorer la lisibilite 
du texte en utilisant des couleurs contrastantes et afin de reduire la fatigue des yeux en 
utilisant un fond fonce. Le theme de couleur classique presente a la figure 5.5(b) est 
egalement propose. 
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\\ "This is o output comment 
I n t V a r i a b l e 2 = Z e r o ( 2 , 2 ) 
I n t V a r i a b l e l = [ 1 . 0 2 . 0 
3 . 0 4 . 0 ] 
End 
(a) Defaut (fonce) (b) Classique 
Figure 5.5: Theme de couleur 
Gestion des actions d'annulation et de retablissement 
Les actions d'annulation et de retablissement telles qu'implementees dans le controle 
RichTextBox (boite de texte) ne repondaient pas aux besoins d'un editeur de code. Par 
consequent, une nouvelle solution a ete developpee dont le patron de fonctionnement est 
presente a la figure 5.6(a). L'analogie d'une ligne de temps est utilisee pour expliquer 
simplement le fonctionnement de la gestion des actions d'annulation et de retablissement. 
Chaque petit trait represente une modification effectuee au code par l'utilisateur a partir 
du clavier, de la souris ou d'une autre operation d'edition (couper, copier, coller). Chacune 
des modifications est enregistree dans une memoire tampon (ex : chemin A-B). Celle-ci 
permet a l'utilisateur de pouvoir revenir en arriere ou revenir en avant (ex : chemin B-
A-C). Des qu'une modification est effectuee dans le «passe» de la memoire tampon,'une 
nouvelle memoire tampon alternative est creee (ex : chemin C-C'). L'utilisateur peut ainsi 
faire des modifications a sa guise puisque les memoires tampons alternatives seront creees 
automatiquement. La figure 5.6(b) illustre le chemin parcouru par un utilisateur, situe 
initialement dans la memoire tampon E'-F, qui deciderait de revenir completement en 
arriere (chemin A-B) en utilisant la commande «retablir » {undo) a de multiples reprises. 
5.5.3 Visualiseur de sorties 
Le visualiseur de sorties est une boite de texte bien ordinaire en lecture seule. 
5.5.4 Gestionnaire de matrices 
Le gestionnaire de matrices ainsi que le visualiseur de matrice utilisent une classe 
heritee du controle SourceGrid de Icardi (2009). 
5.5. Particularity de l'environnement de developpement 137 
C Enregistrement des modifications 
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(b) Exemple de chemin d'annulation 
Figure 5.6: Implementation des operations d'annulation et de retablissement 
5.5.5 Postprocesseur d'elements finis 
Le postprocesseur d'elements finis a ete developpe entierement a partir d'un controle 
utilisateur. Celui-ci constitue la surface sur laquelle sont dessines tous les elements qui 
forment le modele d'elements finis. 
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Conclusion 
Ce memoire presente LAS pour langage d'analyse des structures. II s'agit d'un langage 
de programmation de haut niveau et un environnement de developpement qui permettent 
d'accomplir l'an,alyse statique et dynamique d'une structure ainsi que des diverses ana-
lyses numeriques. II a ete montre que LAS est un environnement d'apprentissage flexible 
puisque pour resoudre un probleme, l'utilisateur doit entierement programmer sa solution 
en utilisant des fonctions preprogrammees ou en developpant ses propres algorithmes. 
Une revue des logiciels utilises dans l'enseignement de l'analyse matricielle des struc-
tures a d'abord ete presentee. Ensuite, 1 e langage d'analyse des structures et le calculateur 
qui ont ete developpes en 1994 ont ete decrits sommairement. La definition syntaxique 
et lexicale du nouveau langage d'analyse des structures et le fonctionnement de l'envi-
ronnement de developpement presente ont ete expliques de fagon exhaustive. Le cycle de 
developpement ainsi que le fonctionnement du logiciel ont egalement ete decrits. 
Les trois objectifs etablis au debut de ce memoire ont ete atteints. L'environnement de 
developpement LAS, accompagne d'une documentation complete du langage et de nom-
breux exemples, est actuellement distribue gratuitement sur internet. II peut etre utilise 
librement pour : (1) l'enseignement de l'analyse matricielle des structures, de la dynamique 
des structures et de la methode des elements finis; (2) l'analyse structurale effectuee dans 
le milieu professionnel; et (3) la recherche et le developpement. 
Bien que le langage et le logiciel soient pleinement acheves et fonctionnels, ils seront 
sans doute mis a jour dans le futur. Effectivement, des correctifs devront sans doute 
etre apportes et de nouvelles fonctionnalites pourront etre ajoutees selon les requetes de 
ses utilisateurs. D'ailleurs, la documentation du logiciel sera prochainement traduite en 
frangais et en espagnol. L'analyse structurale non lineaire et de nouveaux elements finis 
pourraient etre ajoutes a LAS dans l'avenir. Finalement, des algorithmes ou fonctions 
developpes par les utilisateurs pourraient etre ajoutes sans difficulty au calculateur de 
LAS. 
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Annexe A 
Antiseche du langage 
L'antiseche du langage d'analyse des structures est presente a la page suivante. II s'agit 
d'un aide-memoire contenant les elements suivants : 
1. Structures de controles 
a) Branchements conditionnels : If...Endlf, If...Else...Endlf 
b) Boucles : For... Next, While... End While, Loop...Until 
2. Procedures et fonctions 
a) Interruption de code et commentaires 
b) Matrice : declaration, generation, proprietes et manipulation 
c) Mathematiques : trigonometrie, hyperbolique, nombre, base et arrondissement 
d) Algebre lineaire : resolution de systemes d'equations lineaires, problemes aux 
valeurs propres et decomposition en valeurs singulieres 
e) Methode des elements finis : maillage, methode directe des rigidites, element 
barre, element poutre-colonne et element quadrilateral 
f) Analyse frequentielle : transformee de Fourier, analyse spectrale et reponse en 
frequence 
g) Integration numerique pas a pas : systemes non couples et systemes couples; 
h) Dynamique des structures : amortissement, reduction de coordonnees, methodes 
de combinaison et pseudospectres. 
i) Fonction definie par l'utilisateur 
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General Math6matique 
Execution : 
Input 
Break 
End 
Stop 
Comment aires : 
// ou \\ 
Time . 
Trigonometric : 
M6thode des e lements finis 
Maillage : 
Matr ice 
Declaration (Type) : 
Dbl ou Int 
Generation : 
Diagonal 
e 
Givens 
Householder 
Init 
Identity 
Pi 
Random 
Zero 
Propiietes : 
Col _ Max 
Col _ Min 
Cols 
Col _S urn 
Max 
Miu 
Nonii_Infmity 
Norm__Onc 
Norm _ Two 
Product 
Rank 
Row_Max 
Row _ Min 
R.ows 
Row_Sum 
Spectral _ Radius 
Sum 
Trace 
Manipulation : 
Col 
Combine 
Delete 
Determinant. | Det. 
Diagonal 
Export 
Interpolation 
Invert, | Inv 
Print 
Resample 
Resize 
Rotate_Col 
R o t a t e R o w 
Row 
Store _Diag 
Switch _ Col 
Switch Row 
Transpose | t, 
AC'os Gen _ Elements 
ASin 
Hyperbolique : 
Gen_Equations 
ATan Gen _ Nodes 
Cos Sinh 
Sin Cosh 
Tan Tanh Methode directe. des rigidites 
Assemble 
Nombre : Base : Internal Forces 
Abs Exp Beam Make LM 
Sqrt. ' Ln Quad _ Make _ LM 
Even Log Truss_Make_LM 
Odd 
Sign 
Element barre : 
Angle : Airondi : Truss _Make_FD 
Deg Ceil Truss Make K 
Rad Floor Truss _Make_ KG 
Algebre lineaire 
Elimination de Gauss 
Backward _ Substitution 
Backward_Elimination 
Forward_Substitution 
Forward_Elimination 
Solve 
Decomposition LU : 
LU 
Solvc^LU 
Decomposition LDLT : 
LDLT 
Solvc_LDLT 
Decornp. en valeurs singulieres : 
SVD 
Problemes a-ux valeurs propres : 
QR 
HQRI 
Jacobi 
Direct.__Iteration 
Inverse _ Iteration 
S ubspace _Iterat i on 
Truss_Make_M 
Truss Make T 
Element poutre-colonne :• 
Beam_Make_FD 
Beam_Make_K 
Beam_Make__KG 
Beain__Make_M 
Bearn_Make_T 
Beam _ M a k e _ T _ Rigid 
Beam _ Rigid _ Joint 
Element quadilateral : 
Quad_Make_K 
Quad_Make_M 
Branchements conditionels 
If ( condition ) 
^ expressions 
Else 
^ expressions 
Endlf 
If ( condition ) 
j expressions 
Endlf 
Analyse dans le domaine frequentiel 
Transformee Fourier Rapide: 
iFFT_Real 
iFFT_Complex 
FFT _ Real 
FFT_Complcx 
Analyse spectrale : 
FFT _ Spectrum _ Single _ Sided 
FFT _Spectrum _ Double _ Sided 
FFT Spectrum_Power_Densitv 
FFT _Spect rum _Complex_ Components 
Dynamique des structures 
A mortissement: 
Caughey 
Rayleigh 
Reduction de coordonnees : 
Condense 
Ritas 
Combinaison des reponses spectrales : 
CQC 
SRSS 
Integration numerique pas-a-pas 
des systemes lineaires couples 
Ceil tral_ Difference 
Collocation 
Generali zed _ Alpha 
HHT_ Alpha 
Houbolt 
Newmark_Average__ Acceleration 
Newmark_Linear_ Acceleration 
WBZ_Alpha 
Wilson_Theta 
Integration numerique pas-a-pas 
des systemes lineaires rum couples 
D uhamel _ Rectangle 
D uhamel _ S im pson 
D uhamel _ Triangle 
Piecewise_Linear 
Exact _displacement 
Resolution frequentielle des systemes 
lineaires non couples 
FSolve 
Pseudospectres : 
. Pscudo_Spcctrums 
Fonction definie par l'utilisateur 
User ^ Defined _ Function 
Get _ Argu ment By Copy 
Get __ Argument _ By Reference 
Return 
Boucles 
For ( declaration ; condition ; incrementation ) 
expressions 
Next 
While ( condition ) 
^ expressions 
EndWhile 
Loop 
| expressions 
Until ( Condition ) 
Annexe B 
Fiches descriptives des fonctions et des 
procedures 
B. l Interruption du code 
Syntaxe : 
Break 
Descr ip t ion : 
Cette procedure interrompt l'execution d'une boucle. Elle doit etre positionnee 
dans la portee de la boucle et les expressions situees dans cette portee qui suivent 
cette procedure ne seront pas executees. 
Syn taxe : 
End 
Descr ip t ion : 
Cette procedure definit la fin du code qui sera compile. 
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Stop 
Syntaxe : 
Stop 
Descr ip t ion : 
Cette procedure interrompt l'execution du code. 
B.2 Generation de matrices 
Diagonal 
Syntaxes : 
D c = 
D f l = 
Sorties : 
D c 
D * 
A r g u m e n t s 
Diagonals, vdiag) 
Diagonal (m, n, vdiag) 
Matrice diagonale carree [s x s] 
Matrice diagonale rectangulaire [m x n] 
s : Nombre de rangees et colonnes d'une matrice carree (Entier) [ l x 1] 
m : Nombre de rangees d'une matrice rectangulaire (Entier) [ l x 1] 
n : Nombre de colonnes d'une matrice rectangulaire (Entier) [ l x 1] 
Vdiag : Valeur sur la diagonale [ l x 1] 
Descr ip t ion : 
Cette fonction genere une matrice carree ou rectangulaire dans laquelle tous les 
elements de la diagonale valent vdiag et tous les elements hors-diagonal sont nuls. 
Syntaxes : 
e = e() 
e c = e(s) 
eR = e(m, n) 
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Sort ies : 
e 
ec 
A r g u m e n t s 
s 
m 
n 
Matrice pleine (e) [1 x 1] 
Matrice pleine (e) carree [s x s] 
Matrice pleine (e) rectangulaire [m x n] 
Nombre de rangees et colonnes d'une matrice carree (Entier) [1 x 1] 
Nombre de rangees d'une matrice rectangulaire (Entier) [1 x 1] 
Nombre de colonnes d'une matrice rectangulaire (Entier) [1 x 1] 
Descr ip t ion : 
Cette fonction genere une matrice pleine carree ou rectangulaire dans laquelle tous 
les elements valent e = 2.718281828459045. 
Syn taxe : 
G = Givens(rii, r ^ ) 
Sort ie : 
G : Matrice de transformation de Givens [2 x 2] 
A r g u m e n t s : 
ru : Element sur la diagonale [ l x l ] 
Tij : Element hors diagonale 
Descr ip t ion : 
[ l x l ] 
Cette fonction genere une matrice de transformation de Givens calculee selon 
l'equation (B.l) et l'algorithme de calcul presente au tableau B.l. 
Tableau B.l: Calcul des coefficients de rotation de Givens 
si (rij = 0) 
cos(0) = l, sin(0) = O 
sinon si (r^ > ru) 
t = —ru/rij, sin(6>) = l / \ / l + t 2 , cos (6) = rsin(0) 
sinon 
t = —Tij/ru, cos(0) = l / \ / l + T2, sin(0) = rsin(0) 
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G = 
cos(0) sin(0) 
• sin(0) cos(0) 
(B.l) 
Householder 
Syn taxe : 
H = Householder(u, i) 
Sort ie : 
H : Matrice de transformation de Householder [m x m] 
A r g u m e n t s : 
u : Vecteur quelconque [m x 1] 
i : Indice de rangee d'une matrice (Entier) [1 x 1] 
Descr ip t ion : 
Cette fonction genere une matrice de transformation de Householder (equation B.4) 
a partir d'un vecteur quelconque. 
ei = Zero(m,l) et e i ( i , l ) = 1 (B.2) 
v = u + | | u | | 2 e 1 (B.3) 
T 
H = (B.4) 
17 J V 
Syntaxes : 
P c 
Pr 
Sort ies : 
P c 
Pr 
lnit(s, v) 
lnit(m, n, v) 
Matrice pleine carree [s x s] 
Matrice pleine rectangulaire [m x n] 
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A r g u m e n t s : 
s :. Nombre de rangees et colonnes d'une matrice carree (Entier) [ l x l ] 
m : Nombre de rangees d'une matrice rectangulaire (Entier) [ l x l ] 
n : Nombre de colonnes d'une matrice rectangulaire (Entier) [ l x l ] 
V : Valeur de la matrice pleine [ l x l ] 
Descr ip t ion : 
Cette fonction genere une matrice pleine carree ou rectangulaire dans laquelle tous 
les elements valent v. 
Syntaxe : 
I = Identity(s) 
Sort ie : 
I : Matrice identite [5 x s] 
A r g u m e n t : 
s : Nombre de rangees et colonnes d'une matrice carree (Entier) [ l x l ] 
Descr ip t ion : 
Cette fonction genere une matrice identite. 
Syntaxes : 
P i 
= Pi() 
P i c = Pi(') 
P i * = Pi(m, n) 
Sorties : 
P i : Matrice pleine (n) [1 x 1] 
P i c : Matrice pleine (ir) carree [s x s] 
P i * : Matrice pleine (tt) rectangulaire [m x n 
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A r g u m e n t s : 
s : Nombre de rangees et colonnes d'une matrice carree (Entier) [1 x 1] 
m 
n 
Nombre de rangees d'une matrice rectangulaire (Entier) [1 x 1] 
Nombre de colonnes d'une matrice rectangulaire (Entier) [1 x 1] 
Descr ip t ion : 
Cette fonction genere une matrice pleine carree ou rectangulaire dans laquelle tous 
les elements valent tt = 3.141592653589793. 
Syn taxes : 
R c = 
R c = 
R « = 
Rr = 
Sort ies : 
R c 
R a 
A r g u m e n t s 
Random(s) 
Random(s, vmin, vmax) 
Random(m, n) 
Random(m, n, vmin, vmax) 
Matrice aleatoire carree [s x s] 
Matrice aleatoire rectangulaire [m x n) 
s Nombre de rangees et colonnes d'une matrice carree (Entier) [ l x l ] 
m Nombre de rangees d'une matrice rectangulaire (Entier) [ l x l ] 
n Nombre de colonnes d'une matrice rectangulaire (Entier) [ l x l ] 
V-min Valeur minimale [ l x l ] 
Vmax Valeur maximale [ l x l ] 
Descr ip t ion : 
Cette fonction genere une matrice pleine carree ou rectangulaire dont les elements 
ont des valeurs aleatoirement entre vrnrn et vrnax. Si ces limites ne sont pas specifiees, 
des nombres entre 0 et 1 seront generes aleatoirement. 
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PidffDdeftooDT] 
T He// = Reflection (9) 
•Refl Matrice de transformation par rotation [2 x 2] 
9 : Angle [1 x 1] 
ion 
Cette fonction genere une matrice de transformation de reflexion (equation B.5) 
~cos(2#) sin(20) 
sin(20) - cos(29) 
T Refl = (B.5) 
TROT = Rotation (9) 
TRot = Rotation(cos(0), sin(0)) 
sortie : 
T Rot Matrice de transformation par rotation [2 x 2] 
9 
cos(9) 
sin(0) 
Angle 
Cosinus 
Sinus 
[ l x l ] 
[ l x l ] 
[ l x l ] 
ion : 
Cette fonction genere une matrice de transformation de rotation (equation B.6) 
cos(0) sin(0) 
- sin(0) cos(0) 
T R„t — (B.6) 
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Zero 
Syntaxes : 
O c = Zero(s) 
Or = Zero(m, n) 
Sorties : 
Oc '• Matrice nulle carree S X S 
OR : Matrice nulle rectangulaire [m x n] 
A r g u m e n t s : 
m 
n 
Nombre de rangees et colonnes d'une matrice carree (Entier) [1 x 1] 
Nombre de rangees d'une matrice rectangulaire (Entier) [1 x 1] 
Nombre de colonnes d'une matrice rectangulaire (Entier) [1 x 1] 
Descr ip t ion : 
Cette fonction genere une matrice nulle carree ou rectangulaire. 
B.3 Proprietes matricielles 
Syntaxe : 
R = Co l_Max(M a ) 
Sort ie : 
R : Vecteur rangee [ l x n ] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne dans un vecteur rangee les valeurs maximales de chaque 
colonne d'une matrice. 
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R = C o l _ M i n ( M i ) 
sortie : 
R : Vecteur rangee [1 x n] 
Mi : Matrice quelconque [m x n] 
cion : 
Cette fonction retourne dans un vecteur rangee les valeurs minimales de chaque 
colonne d'une matrice. 
Syntaxe : 
n = Cols(Mi) 
Sortie : 
n : Nombre de colonnes d'une matrice rectangulaire (entier) [1 x 1] 
Argumen t : 
Mi : Matrice quelconque [m x n] 
Cette fonction retourne le nombre de colonnes d'une matrice. 
Syntaxe : 
R = Col_Sum(Mi) 
R : Vecteur rangee [1 x n] 
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A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne dans un vecteur rangee la somme de chaque colonne d'une 
matrice. 
Syn taxes : 
r = Determinant(Mi) 
r = Det ( M j ) 
Sort ie : 
r : Nombre reel [ l x l ] 
A r g u m e n t : 
Mi : Matrice,quelconque carree [m x m] 
Descr ip t ion : 
Cette fonction retourne le determinant d'une matrice. Si la matrice est symetrique, 
le determinant est calcule en effectuant le produit des elements sur la diagonale 
de la matrice D provenant d'une decomposition LDLT . Si la matrice est non-
symetrique, le determinant est calcule en effectuant le produit des elements sur la 
diagonale de la matrice U provenant d'une decomposition LU. 
Syn taxe : 
r = Max(Mj) 
Sor t ie : 
r : Nombre reel [ l x l ] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
B.3. Proprietes matricielles 
Descript ion : 
Cette fonction retourne la valeur maximale d'une matrice. 
153 
VMm 
Syntaxe : 
r = M in(Mi ) 
Sortie : 
r : Nombre reel [1 x 1] 
Argumen t : 
M j : Matrice quelconque [m x n] 
Descript ion : 
Cette fonction retourne la valeur minimale d'une matrice. 
Syntaxe : 
r = Norm_lnf in i ty(Mi) 
Sortie : 
r : Nombre reel [1 x 1] 
Argument : 
Mi : Matrice quelconque [m x n] 
Descr ipt ion : 
Cette fonction retourne la norme infinie d'une matrice telle que definie h l'equation 
(B.7). II s'agit de la somme maximale des valeurs absolues de chaque colonne. 
n 
(B.7) 
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r •--•= Norm_One(M 1 ) 
Sortie : 
r : Nombre reel [ l x l ] 
Argumen t : 
Mi : Matrice quelconque [m x n] 
Descr ipt ion : 
Cette fonction retourne la norme 1 d'une matrice telle que definie a l'equation 
(B.8). II s'agit de la somme maximale des valeurs absolues de chaque rangee. 
Syntaxe : 
r = N o r m _ T w o ( M i ) 
Sortie : 
r : Nombre reel [ l x l ] 
Argumen t : 
Mi : Matrice quelconque [m x n] 
Cette fonction retourne la norme 2 ou norme euclidienne d'une matrice telle que 
definie a l'equation (B.9). 
m 
(B.8) 
m n 
(B.9) 
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r = Product(Mi) 
Sortie : 
r : Nombre reel [1 x 1] 
Argumen t : 
Mi : Matrice quelconque [m x n] 
Descr ipt ion : 
Cette fonction retourne le produit de tous les elements d'une matrice. 
e = Rank(Mj) 
Sortie : 
e : Nombre entier [1 x 1] 
Argumen t : -
Mi : Matrice quelconque [m x n] 
Descript ion : 
Cette fonction retourne le rang (de ranges) d'une matrice. II s'agit du nombre de 
rangees lineairement independantes. 
R o w _ M a x ( M i ) 
Vecteur colonne [m x 1] 
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A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne dans un vecteur colonne les valeurs maximales de chaque 
rangee d'une matrice. 
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Syn taxe : 
C = R o w _ M i n ( M i ) 
Sort ie : 
C : Vecteur colonne [m x 1] 
A r g u m e n t : 
Mi : Matrice quelconque [ m x n ] 
Descr ip t ion : 
Cette fonction retourne dans un vecteur colonne les valeurs minimales de chaque 
rangee d'une matrice. 
Syn taxe : 
m = Rows(Mi) 
Sort ie : 
m : Nombre de rangees d'une matrice rectangulaire (entier) [1 x 1] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne le nombre de rangees d'une matrice. 
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Row Sum 
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Syntaxe : 
C = Row_Sum(M i ) 
Sort ie : 
C : Vecteur colonne [m x 1] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne dans un vecteur colonne la somme de chaque rangee d'une 
matrice. 
Syn taxe : 
r = Spectral_Radius(Mi) 
Sort ie : 
r : Nombre reel [ l x l ] 
A r g u m e n t : 
Mi : Matrice quelconque carree [m x m] 
Descr ip t ion : 
Cette fonction retourne le rayon spectral (equation B.10) d'une matrice carree. II 
s'agit de la valeur absolue de la valeur propre maximale de la matrice. 
p (A) = max|Aj (B.10) 
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Syntaxe : 
r = S u m ( M i ) 
Soi'tie : 
r : Nombre reel [ l x l ] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne la somme de tous les elements d'une matrice. 
Trace 
Syntaxe : 
r = T race(Mi ) 
Sort ie : 
r : Nombre reel [ l x l ] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne la trace d'une matrice. II s'agit de la somme des elements 
de la diagonale de la matrice. 
B.4. Manipulation matricielle 
B.4 Manipulation matricielle 
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Col 
Syntaxe : 
C = Col (Mi, j) 
Sort ie : 
C : Vecteur colonne [m x 1] 
A r g u m e n t s : 
Mi : Matrice quelconque [m x n] 
j : Indice de colonne d'une matrice [1 x 1] 
Descr ip t ion : 
Cette fonction retourne une colonne d'une matrice. 
Combine 
Syntaxe : 
M = Comb ine(Mi ,M 2 ) 
Sort ie : 
M : Matrice quelconque [max(ra,o) x (n + p)} 
A r g u m e n t s : 
Mi : Matrice quelconque [m x n] 
M 2 : Matrice quelconque [oxp] 
Descr ip t ion : 
Cette fonction retourne la combinaison de deux matrices. La matrice retournee 
aura autant de rangees que la matrice d'entree qui en a le plus. 
Cumul 
Syntaxe : 
M = Cumu l (M j ) 
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Sor t ie : . 
M : Matrice quelconque cumulative [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
Desc r ip t ion : 
Cette fonction calcule dans chaque colonne la somme cumulee de chaque rangee 
d'une matrice a partir de la premiere rangee. 
Syn t axe : 
Delete(Mi, M 2 , ...) 
A r g u m e n t s : 
M i , M 2 ) . . . : Variables de matrice [m x n] 
Desc r ip t ion : 
Cette procedure efface des variables stockees en memoire. Cette procedure a un 
nombre d'arguments variable. 
Syn t axe : 
C = Diagonal(Mi) 
Sor t ie : 
C : Vecteur colonne [m x 1] 
A r g u m e n t : 
Mi : Matrice quelconque [ m x n ] 
Descr ip t ion : 
Cette fonction retourne un vecteur colonne contenant les valeurs de la diagonale 
d'une matrice. 
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Export 
S y n t a x e : 
Export(M1, M 2 , ...) 
A r g u m e n t s : 
M i , M 2 ) . . . : Variables de matrice [m x n] 
Desc r ip t i on : 
Cette procedure exporte des matrices dans des fichiers textes. Les valeurs sont 
separees par des tabulations afin de pouvoir etre copiees/collees directement dans 
Excel. 
Les fichiers de texte sont enregistres dans le dossier ou est situe le fichier LAS. Cette 
procedure a un nombre d'arguments variable. 
Interpolation 
S y n t a x e : 
Y = lnterpolation(XY, X ) 
Sor t i e : 
Y : Vecteur colonne d'ordonnees \o x 1] 
A r g u m e n t s : 
X Y : Matrice de coordonnees [m x 2] 
X : Vecteur colonne d'abscisses [o x 1] 
D e s c r i p t i o n : 
Cette fonction interpole lineairement, sur une courbe definie par les coordonnees 
X Y , les ordonnees correspondantes aux abscisses definies dans le vecteur X. 
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B DIM® (It 
Syntaxes : 
M = Invert(Mi) 
M = Inv (Mj) 
Sortie : 
M : Matrice quelconque carree inverse [m x m] 
Mi : Matrice quelconque carree [m x m] 
Descr ipt ion : 
Cette fonction retourne l'inverse d'une matrice. 
Si la matrice est symetrique, l'inverse est calcule par decomposition LDLT . 
Si la matrice est non-symetrique, l'inverse est calcule par decomposition LU. 
Syntaxe : 
Print (Mi , M 2 , ...) 
Argument s : 
Mi,M 2 , ... : Variables de matrice [m x n] 
Descr ipt ion : 
Cette procedure imprime des matrices dans la fenetre ou fichier de sorties. Cette 
procedure a un nombre d'arguments variable. 
Y r = Resample(XYjr, A) 
Sortie : 
Y r : Vecteur colonne d'ordonnees (intervalle regulier) [N x 1] 
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A r g u m e n t s : • 
X Y i r : Matrice de coordonnees (intervalle irregulier) [m x 2] 
riA : Nombre d'intervalles [1 x 1] 
A : Pas ou intervalle [1 x 1] 
Descr ip t ion : 
Cette fonction echantillonne a intervalle regulier (t=0, A, 2A, • • •, (n^ — 1)A ) les 
ordonnees de coordonnees definies a intervalle irregulier. 
Syntaxes : 
Resize(Mi, s) 
Resize(M2, o, p) 
A r g u m e n t s modif ies : 
Mi : Matrice quelconque [m x n] —> [s x s] 
M 2 : Matrice quelconque [m x n] —> [o xp ] 
A r g u m e n t s : 
s : Nombre de rangees et colonnes d'une matrice carree (entier) [1 x 1] 
o : Nombre de rangees d'une matrice rectangulaire (entier) [1 x 1] 
p : Nombre de colonnes d'une matrice rectangulaire (entier) [l x 1] 
Descr ip t ion : 
Cette procedure redimensionne une matrice. 
Syn taxe : 
Rotate_Col(Mi, i, j, T ) 
A r g u m e n t modif le : 
Mi : Matrice quelconque [m x n] 
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A r g u m e n t s : 
3 
T 
Indice de colonne d'une matrice (le r) 
Indice de colonne d'une matrice (2e) 
Matrice de transformation quelconque 
(entier) [1 x 1] 
(entier) [1 x 1] 
[2 x 2] 
Descr ip t ion : 
Cette procedure effectue l'operation de transformation matricielle presentee a 
l'equation (B.ll) dans laquelle la matrice de transformation, G, n'influence que 
la colonne i et la colonne j de la matrice quelconque, Mi . 
Au lieu d'effectuer une multiplication matricielle couteuse en terme d'operations, 
cette procedure agit directement sur les colonnes concernees en utilisant plutot la 
matrice de transformation quelconque, T, employee dans l'equation (B.12). 
Mi <— M i G (B.ll) 
G = 
.1 
1 
T ( l , l ) T(l ,2) 
1 
1 
T(2,l) T(2,2) 
1 
1 
(B.12) 
Syn taxe : 
Rotate_Row(Mi, i, j, T) 
A r g u m e n t moclifie : 
M i : Matrice quelconque [m x n] 
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A r g u m e n t s : 
J 
T 
Indice de rangee d'une matrice (le r) 
Indice de rangee d'une matrice (2e) 
Matrice de transformation quelconque 
(entier) [1 x 1] 
(entier) [1 x 1] 
[2 x 2] 
Descr ip t ion : 
Cette procedure effectue l'operation de transformation matricielle presentee a 
l'equation (B.13) dans laquelle la matrice de transformation, G, n'influence que 
la rangee i et la rangee j de la matrice quelconque, M ^ 
Au lieu d'effectuer une multiplication matricielle couteuse en terme d'operations, 
cette procedure agit directement sur les rangees concernees en utilisant plutot la 
matrice de transformation quelconque, T, employee dans l'equation (B.14). 
M i «— G r M i (B.13) 
G = 
1 
1 
T ( l , l ) T(l ,2) 
1 
1 
T(2,l) T(2,2) 
1 
1 
(B.14) 
Syntaxe : 
R = Row(Mi, i). 
Sort ie : 
R : Vecteur rangee [1 x n] 
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A r g u m e n t s : 
Mi : Matrice quelconque [m x n] 
i : Indice de rangee d'une matrice [1 x 1] 
Descr ip t ion : 
Cette fonction retourne une rangee d'une matrice. 
Jst fey.*'? 
Syn taxe : 
Store_Diagonal(C, M i ) 
A r g u m e n t modi fie : 
Mi : Matrice quelconque [m x n] 
A r g u m e n t : 
C : Vecteur colonne [m x 1] 
Descr ip t ion : 
Cette procedure remplace les elements de la diagonale d'une matrice par les ele-
ments d'un vecteur. Si les dimensions de la matrice et du vecteur sont incompa-
tibles, la matrice sera redimensionnee. 
Syn taxe : 
Switch _ Col ( M i , ji, j2) 
A r g u m e n t niodifie : 
M i : Matrice quelconque [m x n] 
A r g u m e n t s : 
j i , j2 : Indice de colonne d'une matrice (entier) [ l x l ] 
Descr ip t ion : 
Cette procedure permute deux colonnes d'une matrice. 
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Switch Row 
Syntaxe : 
Switch_Row(Mi, ii, i2) 
A r g u m e n t modif ie : 
Mi : Matrice quelconque [m x n] 
A r g u m e n t s : 
ii, i2 : Indice de rangee d'une matrice (entier) [1 x 1] 
Descr ip t ion : 
Cette procedure permute deux rangees d'une matrice. 
Transpose 
Syntaxes : 
M = Transpose(Mi) 
M = t ( M i ) 
Sort ie : 
M : Matrice quelconque transposee \n x m] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne la transposee d'une matrice. 
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B.5 Fonctions mathematiques 
B.5.1 Proprietes des nombres 
Syn taxe : 
M = Abs(Mi) 
Sor t ie : 
M : Matrice quelconque [m x n\ 
A r g u m e n t : 
Mi : Matrice quelconque . [m x n] 
Descr ip t ion : 
Cette fonction retourne la valeur absolue de matrice. L 'operation est appliquee a 
chaque element de la matrice. 
S y n t a x e : 
M = Even ( M i ) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque (entier) [m x n] 
Desc r ip t ion : 
Cette fonction retourne une matrice booleenne dans laquelle les nombres pairs de 
la matrice d'entree sont indiques par la valeur Vrai (1) tandis que les nombres 
impairs sont indiques par la valeur Faux (0). 
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Odd 
Syntaxe : 
M = Odd(Mi ) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque (entier) [m x n] 
Descr ip t ion : 
Cette fonction retourne une matrice booleenne dans laquelle les nombres impairs 
de la matrice d'entree sont indiques par la valeur Vrai (1) tandis que les nombres 
pairs sont indiques par la valeur Faux (0). 
Syn taxe : 
M = Sign(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne une matrice dans laquelle les nombres positifs de la matrice 
d'entree sont indiques par la valeur 1.0 tandis que les nombres negatifs sont indiques 
par la valeur — 1. 
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B.5.2 Arrondissement des nombres 
Ceil 
Syntaxe : 
M = Cei l (Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction arrondit les elements de la matrice par le haut. 
Floor 
Syn taxe : 
M = Floor(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction arrondit les elements de la matrice par le bas. 
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Syntaxe : 
M = Exp(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n\ 
Descr ip t ion : 
Cette fonction retourne la base du logarithme naturel d'une matrice elevee a une 
puissance definie par les elements de la matrice originale. L'operation est appliquee 
a chaque element de la matrice. 
Syn taxe : 
M = Ln (M i ) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne le logarithme naturel d'une matrice. L'operation est appli-
quee a chaque element de la matrice. 
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Syntaxe : 
M = Log(Mi ) 
Sort ie : 
M : Matrice quelconque [m x n] 
Argument, : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne le logarithme (base 10) d'une matrice. L'operation est 
appliquee a chaque element de la matrice. 
M = Sqr t (Mj ) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne la racine carree d'une matrice. L'operation est appliquee a 
chaque element de la matrice. 
Syn taxe : 
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B.5.4 Fonctions trigonometriques 
ACos 
Syntaxe : 
M = ACos(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne l'arccosinus de la matrice. L'operation est appliquee a 
chaque element de la matrice. 
Syntaxe : 
M = ASin(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n\ 
Descr ip t ion : 
Cette fonction retourne l'arcsinus de la matrice. L'operation est appliquee a chaque 
element de la matrice. 
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M = ATan(Mi) 
Sortie : 
M : Matrice quelconque [m x n] 
Argumen t : 
Mi : Matrice quelconque [m x n] 
Descr ipt ion : 
Cette fonction retourne l'arctangente de la matrice. L'operation est appliquee a 
chaque element de la matrice. 
M = Cos(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
Argumen t : 
Mi : Matrice quelconque [m x n] 
Descr ipt ion : 
Cette fonction retourne le cosinus de la matrice. L'operation est appliquee a chaque 
element de la matrice. 
M = Sin(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
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A r g u m e n t : 
M i : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne le sinus de la matrice. L'operation est appliquee a chaque 
element de la matrice. 
Syn taxe : 
M = Tan ( M i ) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne la tangente de la matrice. L 'operation est appliquee a 
chaque element de la matrice. 
B.5.5 Fonctions hyperboliques 
Syn taxe : 
M = Cosh ( M i ) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
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Descr ip t ion : 
Cette fonction retourne le cosinus hyperbolique de la matrice. L'operation est ap-
pliquee a chaque element de la matrice. 
Sinh 
Syntaxe : 
M = Sinh(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne le sinus hyperbolique de la matrice. L'operation est appli-
quee a chaque element de la matrice. 
Tanh 
Syntaxe : 
M = Tanh(Mi) 
Sort ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n) 
Descr ip t ion : 
Cette fonction retourne la tangente hyperbolique de la matrice. L'operation est 
appliquee a chaque element de la matrice. 
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M = Deg(Mi) 
Sor t ie : 
M : Matrice quelconque [m x n] 
M i : Matrice quelconque [m x n] 
Cette fonction convertit. en degre une matrice d'angle en radian. L 'operation est 
appliquee a tous les elements de la matrice. 
Syn taxe : 
M = Rad(Mi) 
Sor t ie : 
M : Matrice quelconque [m x n] 
A r g u m e n t : 
M i : Matrice quelconque [m x n] 
Cette fonction convertit en radian une matrice d'angle en degre. L 'operation est 
appliquee a tous les elements de la matrice. 
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B.6 Resolution des systemes d'equations lineaires 
Solve 
Syntaxes 
X = Solve(A, B ) 
X = Solve(A, B , M e t h o d e ) 
Sortie : 
X Matrice des variables (solution) [m x p] 
Argument s : 
A 
B 
Methode 
Matrice des coefficients [m x n] 
Matrice des constantes [m x p] 
Methode de resolution [texte] 
—> "LDLT" pour decomposition LDL T 
—> 11LU" pour decomposition L U 
—> " Top" pour elimination de Gauss a partir du haut 
—> " Bottom" pour elimination de Gauss a partir du bas 
Descript ion : 
Cette fonction calcule la solution du systeme d'equations lineaires A X = B. Lors-
qu'aucune methode n'est specifiee, la matrice A est analysee afin de choisir la 
meilleure methode. 
B.6.1 Elimination de Gauss a partir du haut 
Forward Elimination 
Syntaxes : 
ABfc 
ABh 
Forward _ Elimination ( A B ) 
Forward _ Elimination ( A B , nReduction) 
Forward _ Elimination (A , B , nReduction) 
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Sort ie : 
ABjj : Matrice des coefficients et constantes triangularisee a [m x (n + p)] 
partir du haut 
A r g u m e n t s modif ies : 
A : Matrice des coefficients triangularisee a partir du haut [m x n] 
B : Matrice des constantes reduite a partir du haut [m x p] 
A r g u m e n t s : 
A B : Matrice des coefficients et constantes [m x (n + p)] 
nReduction Nombre d'equations a reduire (Entier) [1 x 1] 
Descr ip t ion : 
Cette fonction retourne la matrice A B triangularisee a partir du haut ou effectue 
une triangularisation a partir du haut (superieure) de la matrice A et une reduction 
consequente de la matrice B. Cette fonction peut etre utilisee conjointement avec 
la fonction Backward_Substitution afin d'accomplir une elimination de Gauss. 
Syntaxes : 
X = Backward _Substitution(AB7 l) 
X = Backward_Substitution(A / l, B h ) 
Sort ie : 
X : Matrice des variables (solution) [rn x p] 
A r g u m e n t s : 
Ah Matrice des coefficients triangularisee par le haut [m x n] 
B^ : Matrice des constantes reduite par le haut [m x p\ 
ABfc : Matrice des coefficients et constantes triangularisee par [m x (n + p)] 
le haut 
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Descr ip t ion : 
Cette fonction calcule la solution du systeme d'equations lineaires A X = B en 
effectuant une substitution retrograde (Backward substitution). II est recommande 
d'dtiliser la commande Forward_Elimination pour triangulariser la matrice A par 
le haut et la reduire consequemment la matrice B. 
B.6.2 Elimination de Gauss a partir du bas 
Syntaxes 
BA{, = Backward_Elimination(BA) 
B A B = Backward_Elimination(BA, nReduction) 
Backward_Eliminatipn(A, B , nReduction) 
Sor t ie : 
BAt : Matrice des constantes et coefficients triangularisee par [m x (n + p)] 
le bas 
A r g u m e n t s modif ies : 
A : Matrice des coefficients triangularisee par le bas [m x n] 
B : Matrice des constantes reduite par le bas [m x p] 
A r g u m e n t s : 
A B : Matrice des coefficients et constantes [mx{n + p)] 
nReduction '• Nombre d'equations a reduire (Entier) [ l x l ] 
Descr ip t ion : 
Cette fonction retourne la matrice A B triangularisee a, partir du bas ou effectue 
une triangularisation a partir du bas (inferieure) de la matrice A et une reduction 
consequente de la matrice B. Cette fonction peut etre utilisee conjointement avec 
la fonction Forward_Substitution afin d'accomplir une elimination de Gauss. 
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Syntaxes : 
X = Forward _Substitution(BA;,) 
X = Forward_Substitution(Ah, Bj,) 
Sortie : 
X : Matrice des variables (solution) [m x p] 
Arguments : 
At : Matrice des coefficients triangularisee par le bas 
BB : Matrice des constantes reduite par le bas 
BA(, : Matrice des constantes et coefficients triangularisee par 
le bas 
Descript ion : 
Cette fonction calcule la solution du systeme d'equations lineaires A X = B en effec-
tuant une substitution directe (Forward substitution). II est recommande d'utiliser 
la commande Backward_Elimination pour triangulariser la matrice A par le bas et 
la reduire consequemment la matrice B. 
[m x n] 
[m x p] 
[m x (n + p)) 
B.6.3 Decomposition LDLT 
UBtLT 
Syntaxe : 
{L, D } = LDLT (A) 
Sorties : 
L : Matrice triangulaire inferieure [m x m] 
D : Matrice diagonale [m x m] 
Argument : 
A : Matrice des coefficients [m x m] 
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Descr ip t ion : 
Cette fonction effectue la decomposition L D L T (Equation B.15) d'une matrice 
carree. 
A = L D L t (B.15) 
^gmggM^mfStmstik 
iiH«ili SMroNHSi&K 
Syntaxes : 
X = Solve_LDLT(A, B) 
X = Solve_LDLT(B, L, D) 
Sort ie : 
X : Matrice des variables (solution) [m x p] 
A r g u m e n t s : 
A : Matrice des coefficients [m x n] 
B 
L 
D 
Descr ip t ion : 
Matrice des constantes [m x p] 
Matrice triangulaire inferieure [m x m] 
Matrice diagonale [m x m] 
Cette fonction calcule la solution du systeme d'equations lineaires AX = B a 
partir d'une decomposition L D L T (Equation B.16). Pour ce faire, une matrice 
intermediate Y est d'abord determinee par substitution directe (Equation B.l7) et 
la solution du systeme d'equations est ensuite obtenue par substitution retrograde 
(Equation B.18) 
A X = L D L R X = B (B.16) 
L Y = B 
( D L R ) X = Y 
(B.17) 
(B.18) 
B.6. Resolution des systemes d'equations lineaires 
B . 6 . 4 D e c o m p o s i t i o n L U 
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L y 
Syn taxe : 
{ L ' , U } 
= LU(A) 
= LU(A) 
Sort ies : 
L 
L' 
U 
P 
Matrice triangulaire inferieure [m x m] 
Matrice triangulaire inferieure permutee [m x m] 
Matrice triangulaire superieure [m x n] 
Matrice de permutation [m x ml 
A : Matrice des coefficients [ m x m ] 
t ion : 
Cette fonction effectue la decomposition L U (Equation B.19 ou B.20) d'une matrice 
rectangulaire. 
A = L ' U (B.19) 
P A = L U (B.20) 
X = Solve_LU(A, B ) 
X = Solve_LU(B, L, U ) 
Sort ie : 
X : Matrice des variables (solution) [m x p] 
A r g u m e n t s : 
A : Matrice des coefficients [m x n] 
B : Matrice des constantes [m x p] 
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L : Matrice triangulaire inferieure [m x n] 
U : Matrice triangulaire superieure [n x n] 
Descr ip t ion : 
Cette fonction calcule la solution du systeme d'equations lineaires A X = B a partir 
d'une decomposition LU (Equation B.21). Pour ce faire, une matrice intermediate 
Y est d'abord determinee par substitution directe (Equation B.22) et la solution du 
systeme d'equations est ensuite determinee par substitution retrograde (Equation 
B.23) 
A X = L U X = B 
L Y = B 
U X = Y 
(B.21) 
(B.22) 
(B.23) 
B.7 Problemes aux valeurs propres 
Syntaxes : 
{ $ , A } = Q R ( K ) 
Sorties : 
$ 
A 
A r g u m e n t s 
M 
K 
Vecteurs propres ou modes de vibration [nddid x nddid] 
Valeurs propres ou matrice spectrale [nddid x 1] 
Matrice de masse [nddid x nddld] 
Matrice de rigidite [nddld x nddid] 
Descr ip t ion : 
Cette fonction retourne les valeurs propres (frequences au carre) et les vecteurs 
propres (modes de vibration) du probleme aux valeurs propres standard (equation 
B.25). 
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Les valeurs propres sont retournees dans un vecteur colonne plutot que sous force 
de matrice diagonale. 
= (B.24) 
HQRI 
Syntaxes : 
{ $ , A } - HQRI(K) 
Sorties : 
$ : Vecteurs propres-ou modes de vibration [nddid. x nddid] 
A : Valeurs propres ou matrice spectrale [nddid x 1] 
A r g u m e n t s : 
M : Matrice de masse [nddid x nddid] 
K : Matrice de rigidite [nddid x nddid] 
Descr ip t ion : 
Cette fonction retourne les valeurs propres (frequences au carre) et les vecteurs 
propres (modes de vibration) du probleme aux valeurs propres standard (equation 
B.25). Les valeurs propres sont retournees dans un vecteur colonne plutot que sous 
force de matrice diagonale. 
= $ A (B.25) 
Jacobi 
Syntaxes : 
{ $ , A } = Jacobi(M, K ) 
{ $ , A } = Jacobi(K) 
Sorties : 
$ : Vecteurs propres ou modes de vibration [nddid x nddid] 
A : Valeurs propres ou matrice spectrale [nddld x 1] 
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A r g u m e n t s : 
M : Matrice de masse [nddid x nddld] 
K : Matrice de rigidite [nddld x nddid] 
\ 
Descr ip t ion : 
Cette fonction retourne les valeurs propres (frequences au carre) et les vecteurs 
propres (modes de vibration) du probleme aux valeurs propres generalise (equation 
B.26) et standard (equation B.27). Les valeurs propres sont retournees dans un 
vecteur colonne plutot que sous force de matrice diagonale. 
K $ = M $ A (B.26) 
K $ = $ A (B.27) 
Syn taxe : 
{<Pn,K} = Direct_lteration(M, K ) 
Sort ies : 
<j)n : Vecteur propre associe a la plus haute valeur propre [nddid x 1] 
. A„ : Plus haute valeur propre [ l x l ] 
A r g u m e n t s : 
M : Matrice de masse [nddld x nddId] 
K : Matrice de rigidite [nddld x nddld] 
Descr ip t ion : 
Cette fonction retourne la plus haute valeur propre (frequence au carre) et le vecteur 
propre (mode de vibration) associe du probleme aux valeurs propres generalise 
(equation B.28). 
Kcj)n = M(j>nXn (B.28) 
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Inverse Iteration 
Syntaxe : 
^1} = lnverse_lteration(M, K ) 
Sorties : 
4>i : Vecteur propre associe a la plus basse valeur propre [nddid x 1] 
Ai : Plus basse valeur propre [1 x 1] 
A r g u m e n t s : 
M : Matrice de masse [nddid x nddid] 
K : Matrice de rigidite [nddid x nddid] 
Descr ip t ion : 
Cette fonction retourne la plus petite valeur propre (frequence au carre) et le vec-
teur propre (mode de vibration) associe du probleme aux valeurs propres generalise 
(equation B.29). 
K0i = M&Ai (B.29) 
•HIH Iteration 
Syntaxe : 
{<&,A} = Subspace_lteration(M, K , X x , p) 
Sort ies : 
A 
A r g u m e n t s : 
Vecteurs propres ou modes de vibration [nddid x p] 
Valeurs propres ou matrice spectrale [p x 1] 
M : Matrice de masse [nddid x nddid] 
K : Matrice de rigidite [nddid x nddid] 
X ! : Vecteurs d'iteration de depart [nddid x 1] 
P : Nombre de valeurs et vecteurs propres a generer [ l x l ] 
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Descr ip t ion : • 
Cette fonction retourne les «p» premieres valeurs propres (frequences au carre) et 
les vecteurs propres (modes de vibration) associes du probleme aux valeurs propres 
generalise (equation B.30). Les valeurs propres sont retournees dans un vecteur 
colonne plutot que sous force de matrice diagonale. 
= M<£>A (B.30) 
B.8 Decomposition en valeurs singulieres 
Syntaxe : 
{U, D, V } = SVD(Mi) 
Sort ies : 
U : Matrice unitaire d'entree [m x m] 
D : Matrice diagonale (valeurs singulieres) [m x n] 
V : Matrice unitaire de sortie [n x n] 
A r g u m e n t : 
Mi : Matrice quelconque [m x n\ 
Descr ip t ion : 
Cette fonction effectue la decomposition en valeurs singulieres (Equation B.31) 
d'une matrice rectangulaire. 
M i = U D V r (B.31) 
B.9. Analyse frequentielle 
B.9 Analyse frequentielle 
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B.9.1 Transformee de Fourier rapide 
F F T Complex 
Syntaxe : 
FFTc01npiex = FFT_Complex(GcompZex, At) 
Sortie : 
FFTcomplex • FFT d'un signal discret complexe [N x nsysVernes\ 
Ar guments : 
Gcomplex : Signal discret complexe [N x nsystkmes} 
At : Pas de temps [ l x l ] 
Descr ipt ion : 
Cette fonction retourne la transformee de Fourier rapide (FFT) d'un signal com-
plexe. II est possible de traiter plusieurs signaux de memes longueurs en meme 
temps en les stockant dans les colonnes de la matrice d'entree. Seulement la pre-
miere moitie de la FFT est stockee dans la matrice de sortie. L'autre moitie est le 
conjugue de la premiere. Le tableau B.2 presente les formats du signal complexe et 
de sa transformee de Fourier rapide. 
Tableau B.2: Format du signal complexe et de sa FFT 
Signal complexe 
Position Temps Partie 
Transformee de Fourier rapide 
Position Frequence Partie 
1 0 reelle 1 0 reelle 
2 0 complexe 2 0 complexe 
3 At reelle 3 5u reelle 
4 At complexe 4 Su) complexe 
5 2A t reelle 5 2 SLU reelle 
6 2A t complexe 6 2du complexe 
N — 1 (N — 1)A t reelle N — 1 (N - l)5u reelle 
N (N — 1)A t complexe N (N - l)Su complexe 
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F F T Real 
Syntaxe : 
FFTjfce, = FFT_Real(G#e"e/, At) 
Sortie : 
FFT/je-e; : FFT d'un signal discret reel [N x nsyst^rnes] 
Argumen t s : 
^ Reel : Signal discret reel [N x nsysVernes] 
A t : Pas de temps [ l x l ] 
Descr ipt ion : 
Cette fonction retourne la transformee de Fourier rapide (FFT) d'un signal reel. II 
est possible de traiter plusieurs signaux de memes longueurs en meme temps en les 
stockant dans les colonnes de la matrice d'entree. Seulement la premiere moitie de 
la FFT est stockee dans la matrice de sortie. L'autre moitie est le conjugue de la 
premiere. Le tableau B.3 presente les formats du signal reel et de sa transformee 
de Fourier rapide. 
Tableau B.3: Format du signal reel et de sa FFT 
Signal reel Transformee de Fourier rapide 
Position Temps Position Frequence Partie 
1 0 1 0 reelle 
2 At 2 N6ui 2 reelle 
3 2A t 3 Suj reelle 
4 3A t 4 6u> complexe 
5 4A t 5 2 Suj reelle 
6 5A t 6 25LO complexe 
N- 1 (N - 2) At N — 1 ( f - l)Su reelle 
N (N - 1)At N ( f - l)Su complexe 
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iFFT Complex 
Syntaxe : 
Complex iFFT_Complex(FFTC o mp/ex, A t ) 
Sortie : 
Gcomplex • Signal discret complexe [N x nsystkmes} 
Argument s : 
F F T Complex • FFT d'un signal discret complexe [N x nsysthmes} 
At : Pas de temps [1 x 1] 
Descr ipt ion : 
Cette fonction retourne la transformee de Fourier rapide inverse (iFFT) d'un signal 
complexe. II est possible de traiter plusieurs signaux de memes longueurs en meme 
temps en les stockant dans les colonnes de la matrice d'entree. Le tableau B.4 
presente les formats de la transformee de Fourier rapide d'un signal complexe et 
de son inverse. 
Tableau B.4: Format de la FFT et de la iFFT d'un signal complexe 
Transformee de Fourier rapide Signal complexe 
Position Temps Partie Position Frequence Partie 
1 0 reelle 1 0 reelle 
2 0 complexe 2 0 complexe 
3 5UJ reelle 3 At reelle 
4 5u complexe 4 At complexe 
5 2 Soj reelle 5 2A t reelle 
6 2du complexe 6 2A t complexe 
N- 1 (N - 1 )5u reelle N — 1 (N — 1)A£ reelle 
N (N - 1 )6u complexe N (N — l)At complexe 
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iFFT Real 
Syntaxe : 
Gjuei = iFFT_Real(FFTasei, At) 
Sortie : 
GR6el : Signal discret reel [N x nsysVemes) 
Argumen t s : 
F F T ^ e / : FFT d'un signal discret reel [N x nsystkmes] 
At : Pas de temps [1 x 1] 
Descr ipt ion : 
Cette fonction retourne la transformee de Fourier rapide inverse (iFFT) d'un signal 
reel. II est possible de traiter plusieurs signaux de memes longueurs en meme temps 
en les stockant dans les colonnes de la matrice d'entree. Le tableau B.5 presente 
les formats de la transformee de Fourier rapide du signal reel et de sa transformee 
inverse. 
Tableau B.5: Format de la FFT et de la iFFT d'un signal reel 
Transformee de Fourier rapide 
Position Frequence Partie 
Signal reel 
Position Temps 
1 0 reelle 1 0 
2 N5u> 2 reelle 2 At 
3 Suj reelle 3 2At 
4 Suj' complexe 4 3A t 
5 2 Suj reelle 5 4A t 
6 2 Suj complexe 6 5A t 
N - 1 ( f - reelle N — 1 (N - 2) At 
N ( f - l)Su complexe N (N - l)At 
B.9. Analyse frequentielle 
B.9.2 Analyse spectrale 
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F F T Spectrum Double Sided 
Syntaxe : 
SDs = FFT_Spectrum_Double_Sided(FFT/J& i> At) 
Sort ie : 
SDS : Spectre d'amplitude et de phase a double bande [(N + 1) x 3] 
A r g u m e n t s : 
FFT^eel 
At 
: FFT d'un signal discret reel [N x 1] 
: Pas de temps [1 x 1] 
Descr ip t ion : 
Cette fonction retourne le spectre d'amplitude et de phase a doubles bandes de 
la transformee de Fourier rapide (FFT) d'un signal reel. La matrice de sortie SDS 
contient respectivement sur ses colonnes les frequences, les amplitudes (equation 
B.33) et les phases (equation B.33) calculees a partir des nombres complexes (equa-
tion B.32) de la FFT. 
c — x + yi 
Z = tan' 
"(i) 
(B.32) 
(B.33) 
(B.34) 
F1|T S p e c t r u m S i n g l e Sided 
Syntaxe : 
Sss = FFT_Spectrum_Single_Sided(FFTRe'e;, At) 
Sort ie : 
Sss : Spectre d'amplitude et de phase a simple bande [(N/2 + 1) x 3] 
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r g u m e n t s 
FFTR4el 
At 
F F T d'un signal discret reel [N x 1] 
Pas de temps [1 x 1] 
ascript ion : 
Cette fonction retourne le spectre d'amplitude et de phase a simple bande de la 
transformee de Fourier rapide (FFT) d'un signal reel. La matrice de sortie Sss 
contient respectivement sur ses colonnes les frequences, les amplitudes (equation 
B.36) et les phases (equation B.36) calculees a partir des nombres complexes (equa-
tion B.35) de la FFT. 
c = x + yi (B.35) 
||c|| = \ A 2 + y2 
—
1
 ( ! ) 
(B.36) 
(B.37) 
MM 3STO71 IMyyyy® 'C^iVi rati 
S y n t a x e : 
S P S D = F F T _ S p e c t r u m _ P o w e r _ D e n s i t y ( F F T j f c i e j , At) 
Sor t ie 
S P S D : Spectre de densite de puissance a simple bande [(N/2 + 1) x 3] 
A r g u m e n t s : 
FFTR4el 
At 
F F T d'un signal discret reel [N x 1] 
Pas de temps [1 x. 1] 
Desc r ip t i on : 
Cette fonction retourne le spectre de densite de puissance a simple bande de la 
transformee de Fourier rapide (FFT) d'un signal reel. La matrice de sortie Spsd 
contient respectivement sur ses colonnes les frequences, les amplitudes (equation 
B.39) et les phases (equation B.40) calculees a partir des nombres complexes (equa-
tion B.38) de la FFT. 
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c = x + yi (B.38) 
||c|| =x2 + y ,2 (B.39) 
—
1
 © (B.40) 
j S j j n aWEI 
Syn taxe : 
Sc = FFT_Spectriim_Complex_Components(FFT/{e-e/, At) 
Sort ie : 
Sc : Composantes reelles et complexes de la FFT [(N/2 + 1) x 3] 
A r g u m e n t s : 
FFTfl&i : FFT d'un signal discret reel [N x 1] 
At : Pas de temps [ l x l ] 
Descr ipt ion : 
Cette fonction retourne les composantes reelles et complexes pour chacune des 
frequences de la transformee de Fourier rapide (FFT) d'un signal reel. La matrice 
de sortie Sc contient respectivement sur ses colonnes les frequences, les parties 
reelles (x) et les parties complexes (y) des nombres complexes (equation B.41) de 
la FFT. 
c — x + yi (B.41) 
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B.10 Methode des elements finis 
B.10.1 Element barre 
Truss Make FD 
S y n t a x e : 
FD ( e ) = Truss_Make_FD(e, X Y , EL B a r r e , P B a r r e ) 
Sor t i e : 
F D ^ : Matrice de force-deplacement elementaire [ 4 x 4 ] 
A r g u m e n t s : 
e : Index de l'element (Entier) [ l x l ] 
X Y : Matrice de coordonnees [nNoeuds x 2] 
EL Barre Matrice de connectivite des elements barres [n Barres x 2] 
PBarre • Vecteur rangee des proprietes d'une barre [A E p\ 
Desc r ip t i on : 
Cette fonction calcule' la matrice force-deplacement (equation B.42) d'un element 
barre. 
(B.42) 
Truss Make 
S y n t a x e s 
k ( e ) Truss_Make_K(e, X Y , ELBar re, PBarre, Referentiel) 
Sor t i e 
k(e) : Matrice de rigidite elementaire [4 x 4] 
A r g u m e n t s : 
e 
X Y 
FiijBarre 
P Barre 
Index de l'element (Entier) [1 x 1] 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivite des elements barres [nBarres x 2] 
Vecteur rangee des proprietes d'une barre [A E p] 
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Referentiel : Referentiel de calcul [Texte] 
—• "Global" ou "G" pour referentiel global 
—> "Local" ou "L" pour referentiel local 
Desc r ip t ion : 
Cette fonction calcule la matrice de rigidite (equation B.43) d'un element barre. 
1 0 - 1 0 
0 0 0 0 
- 1 0 1 0 
0 0 0 0 
(B.43) 
Syn taxe : 
X Y , E L S A R R E , PBarre> Referentiel) 
Sor t ie : 
KG ( e ) : Matrice de rigidite geometrique coherente elementaire [4 x 4] 
A r g u m e n t s : 
N-
e 
X Y 
FiliBarre 
P Barre 
Referentiel 
Effort axial [1 x 1] 
Index de l'element (Entier) [1 x 1] 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivity des elements barres [nsarres x 2] 
Vecteur rangee des proprietes d'une barre [A E p\ 
Referentiel de calcul [Texte] 
—> "Global" ou " G" pour referentiel global 
—> "Local11 ou " L" pour referentiel local 
Descr ip t ion 
Cette fonction calcule la matrice de rigidite geometrique (equation B.44) d'un ele-
ment barre. 
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k g w = ^ L 
0 0 
0 1 
0 0 
0 - 1 
0 0 
0 - 1 
0 0 
0 1 
(B.44) 
s MBl I — f i 
S B 
sKagBMi 
S y n t a x e s 
(e) m 
( e ) m ; ' = 
Truss_Make_M(e, X Y , ~ELBarre, P B a T T e , Referentiel, "Coherent" ou 11C") 
Truss_Make_M(e, X Y , E L S a r r e , PBarre, Referentiel, "Lumped" ou "L") 
Sor t ies : 
( e ) 
n i c ' 
( e ) m; ' 
Matrice de masse elementaire coherente [4 x 4] 
Matrice de masse elementaire concentree [4 x 4] 
A r g u m e n t s : 
e 
X Y 
E L Barre 
P Barre 
Referentiel 
Coherent, Lumped 
Index de l'element (Entier) 
Matrice de coordonnees 
Matrice de connectivite des elements barres 
Vecteur rangee des proprietes d'une barre 
Referentiel de calcul 
—> "Global" ou "G" pour referentiel global 
—• "Local" ou "L" pour referentiel local 
Indicateur du type de matrice de masse 
[ l x l ] 
X 2] 
[nBarres X 2] 
[AEp] 
[Texte] 
[Texte] 
Desc r ip t i on : 
Cette fonction calcule la matrice de masse coherente (equation B.45) ou la matrice 
de masse concentree (equation B.46) d'un element barre. 
ml£) = pAL 
2 0 1 0 
0 2 0 1 
1 0 2 0 
0 1 0 2 
(B.45) 
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( e ) m, ' = 
pAL 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
(B.46) 
• 
S y n t a x e 
T(e) = Truss_Make_T(e, X Y , EL B o r r e ) 
Sor t i e 
: Matrice de transformation des coordonnees elementaire [4 x 4] 
A r g u m e n t s : 
e 
X Y 
ELsarre 
Desc r ip t i on : 
Index de l'element (Entier) [1 x 1] 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivity des elements barres [nsarres x 2] 
Cette fonction calcule la matrice de transformation geometrique (equation B.47) 
d'un element barre. L'angle d'inclinaison de l'element, 0, est mesure par rapport a 
l'axe positif des abscisses. 
'p(e) 
cos(0) sin (9) 0 0 
- s i n (0 ) cos(0) 0 0 
0 0 cos(0) sin(0) 
0 0 — sin(0) cos(0) 
(B.47) 
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B.10.2 Element poutre-colonne 
Beam Make FD 
S y n t a x e : 
FD<e> = Beam_Make_FD(e, X Y , ELPoutre, PPoutre) 
Sor t i e : 
F D ^ : Matrice de force-deplacement elementaire [6 x 6] 
A r g u m e n t s : 
e 
X Y 
EL poutre 
P Poutre 
Desc r ip t ion : 
Index de l'element (Entier) [1 x 1] 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivity des elements poutres-colonnes [npoutres x 2] 
Vecteur rangee des proprietes d'une poutre-colonne [A As I E v p] 
Cette fonction calcule la matrice force-deplacement (equation B.48) d'un element 
poutre-colonne. 
P £ ) ( e ) _ ^ W i j i C e ) (B.48) 
Beam Make K 
S y n t a x e : 
k (e) = Beam_Make_K(e, X Y , ELP o u t r e , PPo i l ( r e , Referentiel) 
s 
Sor t i e : 
k ^ : Matrice de rigidite elementaire [6 x 6] 
A r g u m e n t s : 
e 
X Y 
E L poutre 
P Poutre 
Referentiel 
Index de l'element (Entier) [1 x 1] 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivity des elements poutres-colonnes [np0lt tres x 2] 
Vecteur rangee des proprietes d'une poutre-colonne [A As I E v p] 
Referentiel de calcul [Texte] 
—> "Global" ou "G" pour referentiel global 
—*• "Local" ou "L" pour referentiel local 
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Desc r ip t ion : 
Cette fonction calcule la matrice de rigidite (equation B.49) d'un element poutre-
colonne. Si l'aire en cisaillement est nulle, la contribution du cisaillement sera ne-
gligee ($ = 0). 
k<e> = 
EA 
L 
0 
0 
EA 
L 
0 
0 
12 EI 
L3(l + $) 
6EI 
L2(l + $) 
0 
12EI 
'L3( 1 + $) 
6EI 
6EI 
L2(l + $) 
(4 + <b)EI 
L(l + $) 
0 
6EI 
' L2{ 1 + $) 
(2 - -$)EI 
EA 
' L 
0 
L2{ 1 + $) L(l + $) 
0 -
EA 
L 
0 
0 
\2EI 
L3( 1 + $) 
6 EI 
L2(l + $) 
0 
12£7 
L3(l + $) 
6EI 
6EI 
L2(l + 3>) 
(2 - $ ) £ / 
+ 
0 
6EJ 
~L2(l + $) 
(4 + $ ) £ / 
L2(l + $) L(1 + $) 
(B.49) 
$ = 
G = 
12 EI 
GASL2 
E 
2(l + i') 
(B.50) 
(B.51) 
Syn t axe : 
Kc i e ) = 
( e ) _ K G i 
Sor t ie : 
K g W 
KoJe ) 
A r g u m e n t s 
•N 
e 
Beam_Make_KG(./V,e, X Y , ELp0Ut re , Pp o u t r e , Referentiel, " Coherent" ou 
Beam_Make_KG(./V,e, X Y , ELp0Ut re , Ppoutre, Referentiel, 11Linear" ou "L 
Matrice de rigidite geometrique coherente elementaire [6 x 6] 
Matrice de rigidite geometrique lineaire elementaire [ 6 x 6 ] 
Effort axial 
Index de l'element (Entier) 
[ l x l ] 
[ l x l ] 
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X Y 
ELp0Uire p 
1
 Poutre 
Referentiel 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivity des elements poutres-colonnes [nPoutres x 2] 
Vecteur rangee des proprietes d'une poutre-colonne [A As I E v p\ 
Referentiel de calcul [Texte] 
—• " Global" ou " G" pour referentiel global ^ 
—> "Local" ou "L" pour referentiel local 
Desc r ip t i on : 
Cette fonction calcule la matrice de rigidite geometrique coherente (equation B.52) 
et la matricede rigidite geometrique lineire (equation B.53) d'un element poutre-
colonne. 
K r « = ^ 
N 
T 
k G i 
0 0 0 0 0 0 
0 36 3 L 0 - 3 6 3 L 
0 3 L 4 L2 0 - 3 L -L2 
0 0 0 0 0 0 
0 - 3 6 - 3 L 0 36 - 3 L 
0 3L -L2 0 - 3 L 4 L2 
0 0 0 0 0 0 
0 1 0 0 - 1 0 
N 0 0 0 0 0 0 
T 0 0 0 0 0 0 
0 --1 0 0 1 0 
0 0 0 0 0 0 
(B.52) 
(B.53) 
S y n t a x e s : 
M) m ; 
m 
(e) 
m i r 
(e) 
mHRZ 
Sor t ies 
m, 
m 
(e) 
c 
(e) 
— T U f 13111111 m '-'isla ggfm •BBfiK mum 
(e) 
Beam_Make_M(e, X Y , ELPoutre, P S a r r e , Referentiel, "Coherent" ou "C") 
Beam_Make_M(e, X Y , ELp o u t r e , PBarre, Referentiel, "Lumped" ou "L") 
Beam_Make_M(e, X Y , ELp o u t r e , PBarre, Referentiel, "LR") 
Beam_Make_M(e, X Y , ELPoutre, P B a r r e , Referentiel, "HRZ") 
Matrice de masse elementaire coherente 
Matrice de masse elementaire concentree 
[6 x 6] 
[6 x 6] 
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m 
m 
( e ) 
It 
( e ) HRZ 
Matrice de masse elementaire concentree avec rotation [6 x 6] 
Matrice de masse elementaire diagonale HRZ [6 x 6] 
Arguments : 
e 
X Y 
ELpoutre 
P Poutre 
Referentiel 
Coherent,.. 
Index de l'element (Entier) 
Matrice de coordonnees 
Matrice de connectivite des elements poutres-colonnes 
Vecteur rangee des proprietes d'une poutre-colonne 
Referentiel de calcul 
—> "Global" ou " G" pour referentiel global 
—> "Local" ou "L" pour referentiel local 
Type de matrice de masse 
[ l x l ] 
[nNoeuds X 2] 
['nPoutres x 2] 
[A As I E u p] 
[Texte] 
[Texte] 
Descript ion : 
Cette fonction calcule la matrice de masse coherente (equation B.55), la matrice de 
masse concentree (equation B.55), la matrice de masse concentree en considerant 
la rotation (equation B.56) ou la matrice de masse diagonale HRZ (equation B.57) 
d'un element poutre-colonne. 
mie) = pAL 
~420 
140 0 0 70 0 0 
0 156 22 L 0 54 - 1 3 L 
0 22L 4 L2 0 13 L -3L2 
70 0 0 140 0 0 
0 54 13L 0 156 - 2 2 L 
0 -13L - 3 L2 0 - 2 2 L 4 L2 
(B.54) 
(e) pAL 
m; ' = —— 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 0 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 0 
(B.55) 
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( e ) m Z r = 
12 0 0 0 0 0 
0 12 0 0 0 0 
pAL 0 0 L2 0 0 0 
24 0 0 0 12 0 0 
0 0 0 0 12 0 
0 0 0 0 0 L2 
m 
(e) • _ pAL 
HRZ 78 
39 0 0 0 0 
0 39 0 0 0 
0 0 L2 0 0 
0 0 0 '39 0 
0 0 0 0 39 0 
0 0 0 0 0 L2 
(B.56) 
(B.57) 
S y n t a x e : 
T<e> = Beam_Make_T(e, X Y , ELPoutre) 
Sor t i e : 
T ( e ) : Matrice de transformation des coordonnees elementaire [6 x 6] 
A r g u m e n t s 
e 
X Y 
EL Poutre 
Desc r ip t i on : 
Index de l'element (Entier) [ l x l ] 
Matrice de coordonnees [nNoeuds x 2] 
Matrice de connectivity des elements poutres-colonnes [nPoutres x 2] 
Cette fonction calcule la matrice de transformation geometrique (equation B.58) 
d'un element poutre-colonne. L'angle d'inclinaison de l'element, 9, est mesure par 
rapport a l'axe positif des abscisses. 
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ip(e) _ 
cos (6) sin(0) 0 0 0 0 
-sin(0) cos(0) 0 0 0 0 
0 0 1 0 0 0 
0 0 0 0 cos(0) sin(0) 
0 0 0 0 - s i n ( 0 ) cos (6) 
0 0 0 0 0 1 
(B.58) 
S y n t a x e : 
Beam_-Rigid_Joint(ELpoutre, Enum, Xj) 
A r g u m e n t modi f i e : 
EL poutre • Matrice de connectivite des elements poutres-colonnes [npoutres x 2 
A r g u m e n t s 
E n u m 
Xi 
Matrice d'enumeration (Section B.14) [? x 1], [? x 2] ou [? x 3] 
Longueur de l'extension rigide au noeud i [1 x 1] 
Longueur de l'extension rigide au noeud j [ l x l ] 
Desc r ip t i on : 
Cette procedure ajoute a la matrice de connectivite les longueurs des extensions 
rigides. 
S y n t a x e : 
T R ( e ) = Beam_Make_T_Rigid(e, ELP o u t r e) 
Sor t ie : 
T R ( e ) : Matrice de transformation des extensions rigides elementaire [6 x 6] 
A r g u m e n t s : 
e : Index de l'element (Entier) [1 x 1] 
EL poutre Matrice de connectivite des elements poutres-colonnes [npoutres x 2] 
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Desc r ip t ion : 
Cette fonction calcule la matrice de transformation des extensions rigides (equation 
B.59) d'un element poutre-colonne. 
T r ^ = 
1 0 0 
0 1 
0 0 
0 0 
0 0 
0 0 0 
0 0 
0 0 
0 0 
1 0 
0 
0 
0 
0 
0 0 . 1 - X j 
0 0 1 
(B.59) 
B.10.3 Element quadrilateral 
S y n t a x e : 
k ( e ) 
Sor t ie : 
k(e> 
A r g u m e n t s : 
= Quad_Make_K(e, X Y , E L Q u a d , P Q u a d , Loi_ materielle) 
Matrice de rigidite elementaire [8 x 8] 
e 
X Y 
EliQuad 
P Quad 
Loi materielle 
Index de l'element (Entier) [1 x 1] 
Matrice de coordonnees [nNoeuds x 
Matrice de connectivity >des elements quadrilateraux [riQuads x 
Vecteur rangee des proprietes d'un quad [t E u p] 
_ Loi materielle [Texte] 
—> 11PSS" pour des contraintes planes 
—> 11PSN11 pour des deformations planes 
—> "AXI" pour des conditions axisymetriques 
Desc r ip t ion : 
Cette fonction calcule la matrice de rigidite d'un element quadrilateral par integra-
tion numerique Gauss-Legendre (equation B.60) du second ordre. 
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Pour plus d'information sur la matrice des relations deformations-deplacements 
B ^ , la matrice d'elasticite l'operateur jacobien Jy ou l'integration Gauss-
Legendre, consultez la section 3.4.8. 
k W = * X ; a i a i B g ) r E W B g ) d e t ( J u ) (B.60) 
hj 
S y n t a x e : 
m'(e) = Quad_Make_M(e, X Y , E L Q u a d , P Q u a d , Loi_ materielle) 
Sor t i e : 
m(e) : Matrice de masse elementaire [8 x 8] 
A r g u m e n t s : 
e 
X Y 
ELQuad 
P Quad 
Loi materielle 
Index de l'element (Entier) [ l x l ] 
Matrice de coordonnees [nNoeuds -
Matrice de connectivite des elements quadrilateraux [nQuads x 
Vecteur rangee des proprietes d'un quad [t E v p] 
_ Loi materielle [Texte] 
—> "PSS" pour des contraintes planes 
—>• "PSN11 pour des deformations planes 
—> ])AXI" pour des conditions axisymetriques 
Desc r ip t ion : 
Cette fonction calcule la matrice de masse coherente d'un element quadrilateral 
par integration numerique Gauss-Legendre (equation B.61) du second ordre. Pour 
plus d'information sur la matrice d'interpolation des deplacements H ^ , l'operateur 
jacobien Jy ou l'integration Gauss-Legendre, consultez la section 3.4.8. 
m W = - t p X ; a i a j H g ) T H g ) d e t ( J u ) (B.61) 
208 Annexe B. Fiches descriptives des fonctions et des procedures 
B.10.4 Generation automatique du maillage 
Gen Nodes 
S y n t a x e : 
X Y = Gen_Nodes(Enum2) 
Sor t ie 
X Y : Matrice de coordonnees [n^oeuds x 2] 
A r g u m e n t s : 
E n u m 2 Matrice d'enumeration des noeuds [? x 7] 
Chaque rangee represente une instruction d'enumeration. 
V Vi Vi\ 
I j, t j 
s 
Hi 
X j , Uj 
Valeur initial et final de l'iterateur 
Pas d'iteration 
Coordonnees du noeud initial 
Coordonnees du noeud final 
[ l x l ] 
[ l x l ] 
[ l x l ] 
[ l x l ] 
Desc r ip t ion : 
Cette fonction genere automatiquement la matrice de coordonnees des noeuds se-
lon des specifications d'enumeration. Le nombre de noeuds intermediates entre 
le noeud initial et le noeud final est determine avec le nombre d'iterations et les 
coordonnees sont determinees par interpolation lineaire. 
Gen Elements 
Syn taxes 
EiLparre 
EL Poutre 
EL Quad 
Sor t ies 
E L Barre 
EL Poutre 
ELiQuad 
Gen_Elements(Enum2) 
Gen_Elements(Enum2) 
Gen_Elements(Enum4) 
Matrice de connectivity des elements barres [nBarres x 2] 
Matrice de connectivity des elements poutres-colonnes [npoutres x 2] 
Matrice de connectivity des elements quadrilateraux [nQuads x 4] 
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A r g u m e n t s : 
Enuni2 
E n u r m 
H i 
s 
Tlij 
Matrice d'enumeration des elements barres et poutres-colonnes 
Chaque rangee represente une instruction d'enumeration. 
[ii if s nn si ni2 s2] 
Matrice d'enumeration des elements quadrilateraux 
Chaque rangee represente une instruction d'enumeration. 
[ii if s nn si ni2 s2 ni3 s3 n i 4 s4] 
Valeur initial et finale de l'iterateur 
Pas d'iteration 
Valeur initial du numero du noeud j 
Pas d'incrementation du numero du noeud j 
[?x 
[?x 
[ l x 
[ l x 
[ l x 
[ l x 
Desc r ip t ion : 
Cette fonction genere automatiquement la matrice de connectivite des elements 
selon des specifications d'enumeration. 
Syn taxes : 
EQ 2 = 
E Q 3 = 
Sor t ies : 
EQ 2 : 
E Q 3 : 
Ar g u m e n t s : 
E n u m 2 
E n u m s 
H, if 
s 
Gen_Equations(Enum2, riNoeuds) 
Gen_Equations(Enum3, nNoeuds) 
Matrice d'equations [nNoeuds x 2] 
Matrice d'equations (avec DDL en rotation) [nNoeuds x 3] 
: Matrice d'enumeration des DDL en translation 
Chaque rangee represente une instruction d'enumeration. 
[ii if S tX ty] 
: Matrice d'enumeration des DDL en translation et rotation 
Chaque rangee represente une instruction d'enumeration. 
[ii if S tx ty T z\ 
: Numero du noeud initial et final 
: Pas d'iteration 
[ ? x 5 ] 
[ ? x 6 ] 
[ l x l ] 
[ l x l ] 
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tx 
ty 
rz 
nNoeuds 
Valeur booleenne indiquant le blocage du la translation en x. [1 x 1] 
Valeur booleenne indiquant le blocage du la translation en y. [1 x 1] 
Valeur booleenne indiquant le blocage du la rotation en z. [1 x 1] 
Nombre de noeuds [ l x l ] 
D e s c r i p t i o n : 
Cette fonction genere automatiquement la matrice d'equations definissant la nu-
merotation les degres de liberte pour chaque noeud. Une valeur booleenne vraie 
(1) indique le blocage du mouvement tandis qu'une valeur booleenne fausse (0) 
indique une liberte de mouvement. La numerotation des degres de liberte s'effectue 
automatique pour les translations et rotation libres. 
B.10.5 Methode directe des rigidites 
S y n t a x e s : 
Assemble(K, k ^ L M , Enum) 
Assemble(M, m (e), LM, Enum) 
Assemble(F, F(e), LM, Enum, c) 
A r g u m e n t s modi f ies : 
K : Matrice de rigidite globale [riddi x riddi] 
M : Matrice de masse globale [riddi x riddi] 
F : Matrice globale de chargement statique [riddi x- nc a s] 
A r g u m e n t s : 
: Matrice de rigidite elementaire [riddle x nddie] 
: Matrice de masse elementaire [nddie x nddie] 
: Vecteur elementaire de chargement statique [riddle x 1] 
LM : Matrice de location [nddie x n^ldmenU] 
Enum : Matrice d'enumeration (Section B. 14) [? x 1], [? x 2] ou [? x 3] 
c : Index de cas de chargement (Entier) [1 x 1] 
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Desc r ip t i on : 
Cette procedure assemble une matrice globale d'un systeme structural a partir des 
matrices et vecteurs elementaires selon la methode directe des rigidites. 
Internal Forces 
S y n t a x e : 
IF ( e ) = lnternal_Forces(FD(e), U, LM, e) 
Sor t ie : 
jp(e) . Vecteur elementaire des efforts internes [nddie x 1] 
A r g u m e n t s : 
FD ( e ) 
U 
LM 
e 
Matrice de force-deplacement elementaire [nddic x nddie] 
Vecteur des deplacements statiques (global) [nddi x 1] 
Matrice de location [nddle x ntlimenU\ 
Index de l'element (Entier) [1 x 1] 
Desc r ip t i on : 
Cette fonction calcule les forces internes aux noeuds des elements. 
Truss Make L M 
S y n t a x e : 
L M B a r r e 
Sor t ie : 
LM#a r r e 
A r g u m e n t s : 
EL^ay-ye 
EQ 
= Truss_Make_LM(ELBarre, EQ) 
Matrice de location des elements barres [4 x n B a r r e s ] 
Matrice de connectivite des elements barres [nsarres x 2] 
Matrice d'equations [nNoeuds x 2 ou 3] 
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D e s c r i p t i o n : 
Cette fonction retourne la matrice de location des elements barres servant a l'assem-
blage des matrices globales. Cette fonction n'utilise que les deux premieres colonnes 
de la matrice EQ afin de ne considerer que les degres de liberte en translation. 
Beam Make L M 
S y n t a x e : 
LMP(mtre = Beam_Make_LM(ELpo u 4 r e , E Q ) 
Sor t i e : 
LM Poutre '• Matrice de location des elements poutres-colonnes [6 x n p ^ , ] 
A r g u m e n t s : 
EL poutre '• Matrice de connectivity des elements poutres-colonnes [nP o u t r e s x 2] 
EQ3 : Matrice d'equationsavec rotation [n^oeuds x 3] 
Desc r ip t i on : 
Cette fonction retourne la matrice de location des elements poutres-colonnes ser-
vant a l'assemblage des matrices globales. 
Quad Make L M 
S y n t a x e : 
LMGUA(F 
Sor t i e : 
L M Quad 
A r g u m e n t s : 
ELQuarf 
EQ 
= Quad_Make_LM(ELQuad, EQ) 
Matrice de location des elements quadrilateraux [8 x nQuads\ 
Matrice de connectivity des elements quadrilateraux [riQuads x 4] 
Matrice d'equations [n Noeuds x 2 ou 3] 
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Desc r ip t i on : 
Cette fonction retourne la matrice de location des elements quadrilateraux servant 
a l'assemblage des matrices globales. Cette fonction n'utilise que les deux premieres 
colonnes de la matrice EQ afin de ne considerer que les degres de liberte en trans-
lation. 
B . l l Dynamique des structures 
B . l 1.1 Reduction de coordonnees 
S y n t a x e : 
K c = Condense(K, Enum) 
Sor t i e : 
K c : Matrice de rigidite condensee [nddid x nddid] 
A r g u m e n t s : 
K : Matrice de rigidite globale [nddi x nddi] 
Enum : Matrice d'enumeration (Section B.14) [? x 1], [? x 2] ou [? x 3] 
Desc r ip t i on : 
Cette fonction retourne une matrice de rigidite reduite par condensation sta-
tique. Cette fonction permet d'exprimer un probleme statique ou dynamique en 
un nombre reduit de degres de liberte tout en considerant la rigidite de la structure 
complete. La matrice d'enumeration Enum permet de definir les degres de liberte 
devant etre reduits. 
S y n t a x e : 
Qmtz 
Qflitz 
Ritz(M, K, r) 
Ritz(M, K, F, r) 
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Sortie 
Argumen t s 
M 
K 
F 
r 
Annexe B. Fiches descriptives des fonctions et des procedures 
& Ritz • Vecteurs de Ritz [nddid x p] 
Matrice de masse 
Matrice de rigidite 
Vecteur des charges dynamiques 
[nddid x nddid] 
[nddid x nddid] 
[nddid x 1] 
Nombre de valeurs et vecteurs propres a generer [1 x 1] 
Descript ion : 
Cette fonction retourne les «r» vecteurs de Ritz dependant du chargement. Si aucun 
vecteur de chargement n'est specifie, un vecteur unitaire est suppose. 
B . l l . 2 Combinaison des reponses spectrales 
Syntaxe : 
rcqc = CQC(r, w, 0 
Sortie : 
tcqc . Reponses modales combinees (CQC) [nddid x 1] 
Argumen t s : 
Reponses modales [nddld x nModes] 
Frequences naturelles (angulaires) [nModes x 1] 
Taux d'amortissement critique [1 x 1] 
r 
U) 
s 
Descript ion : 
Cette fonction retourne la combinaison des reponses spectrales selon la methode de 
combinaison quadratique complete (equation B.62). Le meme taux d'amortissement 
critique est utilise pour tous les modes. 
CQC 
\ 
nddld nddld 
E E 
i=1 j=1 
Pij^ki^kj (B.62) 
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Pv = 
• e^+Pij)2 Ui ou N = -
U>i 
(B.63) 
Syntaxe : 
^rss
 = SRSS(r) 
Sort ie 
„SRSS : Reponses modales combinees (SRSS) [nddid x 1] 
A r g u m e n t s : 
r : Reponses modales [nddld x nModes] 
Descr ip t ion : 
Cette fonction retourne la combinaison des reponses spectrales selon la methode 
de combinaison quadratique (equation B.64). 
„SRSS 
\ 
"•ddld 
E 
3 =1 
r2 v (B.64) 
B . l l . 3 Matrice d'amortissement proportionnelle 
Syntaxes 
A 
I 
i 
c 
Sorties : 
A 
I 
Caughey(w, £) 
Caughey(w, u>s) 
Caughey(u>, usi, u s f , ns) 
Caughey(M, K , w, £) 
Coefficients de proportionality [nu x 1] 
Taux d'amortissement critique [ns x 1] 
Matrice d'amortissement globale [nddid x n 
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A r g u m e n t s : 
M Matrice de masse globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x nddid] 
u> Frequences naturelles (angulaires) K x i] 
a Taux d'amortissement critique K x !] 
Frequence d'echantionnage K x i] 
k'si Frequences de sortie initiale [ l x l ] 
Usf Frequences de sortie finale [ l x l ] 
ns Nombre de points d'echantionnage [ l x l ] 
Descr ip t ion : 
Lorsqu'appelee avec 2 arguments, cette fonction retourne le vecteur des coefficients 
de proportionnalite de Caughey. 
Lorsqu'appelee avec 3 ou 5 arguments, cette fonction retourne les taux d'amortis-
sement critique (equation B.65) en fonction des frequences echantillonnees. 
Lorsqu'appelee avec 4 arguments, cette fonction retourne une matrice d'amortisse-
ment de Caughey (equation B.66) qui est proportionnelle a la matrice de masse et 
de rigidite. 
(B.65) 
(B.66) 
ricj-1 
6 = ^  E 
1
 k=0 
Tlu, — 1 
C = M ^ a f c ( M - l K ) 
k=0 
Syntaxes 
A 
£ 
C 
Sort ies : 
A 
£ 
Rayleigh^, u j t £,) 
Rayleigh(wi, u j , w8) 
Rayleigh(cjj, u>j, usi, u s f , na) 
Rayleigh(M, K , Uj, Q 
Coefficients de proportionality [2 x 1] 
Taux d'amortissement critique [ns x 1] 
Matrice d'amortissement globale [nddid x nddid] 
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A r g u m e n t s 
M Matrice de masse globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x riddid] 
Frequence angulaire du mode i [1 x 1] 
UJj Frequence angulaire du mode j [ l x l ] 
Si Taux d'amortissement critique du mode i [ l x l ] 
ti Taux d'amortissement critique du mode j [ l x l ] 
Frequence d'echantionnage [na x 1] 
^>si Frequences de sortie initiale [ l x l ] 
UJsf Frequences de sortie finale [ l x l ] 
ns Nombre de points d'echantionnage [1 x 1] 
Descr ip t ion * 
Lorsqu'appelee avec 4 arguments, cette fonction retourne le vecteur des coefficients 
de proportionnalite de Rayleigh. 
Lorsqu'appelee avec 5 ou 7 arguments, cette fonction retourne les taux d'amortis-
sement critique (equation B.67) en fonction des frequences echantillonnees. 
Lorsqu'appelee avec 6 arguments, cette fonction retourne une matrice d'amortisse-
ment de Rayeigh (equation B.68) qui est proportionnelle a la matrice de masse et 
de rigidite. 
C = a 0 M + a jK (B.68) 
B . l 1.4 Integration temporelle des systemes lineaires couples 
Syntaxes : 
u ( i ) = Central_DifFerence(F(t), M , C , K , . u o , uo, A t ) 
{u(t),u(t),ii(t)} = Central_Difference(F(t), M , C, K , u0, u0 , At) 
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Sor t ies : 
u(t) : Vecteur des deplacements dynamiques [N x n^did] 
u(t) : Vecteur des vitesses [N x riddid] 
ii(i) : Vecteur des accelerations [N x riddid] 
A r g u m e n t s : 
F (t) Vecteur des charges dynamiques [N x na did] 
M Matrice de masse globale [nddid x nddid] 
C Matrice d'amortissement globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x nddid] 
uo Vecteur des deplacements initiaux [nddid x 1] 
Uo Vecteur des vitesses initiales [nddid x 1] 
At Pas de temps [ l x l ] 
D e s c r i p t i o n : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,- • • ,NAt) par integration numerique pas-a-pas selon 
la methode des differences centrees. 
Cette methode d'integration numerique est conditionnellement stable et requiert 
l'utilisation d'un pas de temps petit afin de converger (Equation B.69). 
At < — (B.69) 
7T 
S y n t a x e s : 
u ( t ) = Collocation(F(t), M, C, K, u0 , u0 , At, (3, 9) 
{u(t),u(t),u(t)} = Collocation(F(i), M, C, K, u0 , u0 , At, (3, d) 
Sor t i es : 
u(t) : Vecteur des deplacements dynamiques [N x nddid] 
u(t) : Vecteur des vitesses [N x nddid] 
ii(t) : Vecteur des accelerations [iV x nddid] 
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A r g u m e n t s : 
F (t) : Vecteur des charges dynamiques [N x nddid] 
M : Matrice de masse globale [nddid, x nddid] 
C : Matrice d'amortissement globale [nddld x nddid] 
K : Matrice de rigidite globale [nddid x nddid\ 
u 0 : Vecteur des deplacements initiaux [nddid x 1] 
uo : Vecteur des vitesses initiales [nddid x 1] 
At : Pas de temps [1 x 1] 
/3 : Parametre d'integration numerique [ l x l ] 
9 : Parametre d'integration numerique [1 x 1] 
Desc r ip t i on : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,- • • ,NAt) par integration numerique pas-a-pas selon 
la methode de collocation. 
Cette methode d'integration numerique est inconditionnellement stable lorsque les 
valeurs des parametres /3 et 9 respectent les limites presentees au tableau B.6. 
Tableau B.6: Limites des parametres d'integration numerique de la methode de collocation 
Methode d'integration 9 (3 
Newmark - Acceleration moyenne 1 | 
Newmark - Acceleration lineaire 1 ^ b 
Wilson-0 > 1.37 | 
Collocation > 1 < f3 < j ^ t 
Syn taxes : 
u ( t ) = Generalized_Alpha(F(t), M, C, K, u 0 , u 0 , At, p) 
{u(t), u(t), u ( t ) } = Generalized_Alpha(F(t), M, C, K, u 0 , u 0 , At, p) 
Sor t ies : 
u(t) : Vecteur des deplacements dynamiques [N x nddid] 
ii(t) : Vecteur des vitesses [N x nddid] 
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i i(t) : Vecteur des accelerations [N x riddid] 
A r g u m e n t s : 
F (t) Vecteur des charges dynamiques \N x nddid] 
M Matrice de masse globale [nddid x riddid] 
C Matrice d'amortissement globale [nddid x ridm] 
K Matrice de rigidity globale [nddld x riddid] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
U0 Vecteur des vitesses initiales [nddid x 1] 
At Pas de temps [ l x l ] 
P Parametre d'integration numerique [1 x 1] 
Desc r ip t ion 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,• • • ,NAt) par integration numerique pas-a-pas selon 
la methode generalisee—a. 
Cette methode d'integration numerique est inconditionnellement stable lorsque la 
valeur du parametre p est incluse entre 0 et 1. 
Syn taxes : 
u(*) = HHT_Alpha(F(t), M , C, K , u 0 , u 0 , At, a) 
{u{t),u(t),ii(t)} = HHT_Alpha(F(£), M, C, K, u0 , u 0 , At, a) 
Sort ies : 
u (t) Vecteur des deplacements dynamiques [N x riddid] 
u (t) Vecteur des vitesses [N x nddid] 
,ii(t) Vecteur des accelerations [N x nddid] 
A r g u m e n t s : 
F (t) Vecteur des charges dynamiques [N x nddid] 
M Matrice de masse globale [nddid x riddid] 
C Matrice d'amortissement globale [nddid x nddid] 
K Matrice de rigidity globale [nddid x nddid] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
U0 Vecteur des vitesses initiales [nddid x 1] 
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At : Pas de temps [1 x 1] 
a : Parametre d'integration numerique [1 x 1] 
D e s c r i p t i o n : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,- • • ,NAt) par integration numerique pas-a-pas selon 
la methode HHT-cu. 
Cette methode d'integration numerique est inconditionnellement stable lorsque la 
valeur du parametre a est incluse entre — | et 0. La methode HHT-a est equivalente 
a. la methode de Newmark avec acceleration moyenne lorsque a = 0. 
S y n t a x e s : 
u ( t ) = Houbolt(F(t), M, C, K, u0 , u0 , A t ) 
(u(t ) ,u(t ) ,u(t )} = Houbolt(F(t), M, C, K, u0 , u0 , At) 
Sor t ies : 
u(t) : Vecteur des deplacements dynamiques [N x nddid] 
u(t) : Vecteur des vitesses [iV x nddid] 
ii(t) : Vecteur des accelerations [N x nddid] 
A r g u m e n t s : 
F(t) Vecteur des charges dynamiques [N x nddid] 
M Matrice de masse globale [nddid x nddid] 
C Matrice d'amortissement globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x nddid] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
Uo Vecteur des vitesses initiales [nddid x 1] 
At Pas de temps [ l x l ] 
Desc r ip t i on : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,- • • ,NAt) par integration numerique pas-a-pas selon 
la methode de Houbolt. • 
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Cette methode d'integration numerique est inconditionnellement stable. Nean-
moins, la methode des differences centrees (conditionnellement stable) est utilisee 
afin de calculer U\ et U2. 
Newmark Average Acceleration 
Syntaxes : 
u ( t ) = Newmark_Average_Acceleration(F(t), M , C, K , u 0 , uo, At) 
{u.(t),u(t),\i(t)} = Newmark_Average_Acceleration(F(t), M , C, K , u0, uo, At) 
Sort ies : 
u(t) : Vecteur des deplacements dynamiques [N x nddid] 
u(£) : Vecteur des vitesses [N x nddid] 
ii(t) : Vecteur des accelerations [N x nddid] 
A r g u m e n t s : 
F (t) Vecteur des charges dynamiques [N x nddu] 
M Matrice de masse globale [riddid x riddid] 
C Matrice d'amortissement globale [riddid x nddid] 
K Matrice de rigidite globale [riddid x riddid] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
u 0 Vecteur des vitesses initiales [nddid x 1] 
At Pas de temps [ l x l ] 
Descr ip t ion : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,- • • ,NAt) par integration numerique pas-a-pas selon 
la methode de Newmark avec acceleration moyenne. 
Cette methode d'integration numerique est inconditionnellement stable et n'intro-
duit pas d'amortissement numerique. 
Newmark Linear Acceleration 
Syntaxes : 
u ( t ) — Newmark_Linear_Acceleration(F(£), M , C, K , u 0 , uo, At) 
( u ( t ) , u ( t ) , u ( t ) } = Newmark_Linear_Acceleration(F(t), M , C, K , u 0 , u 0 , At) 
B.ll. Dynamique des structures 223 
Sor t ies : 
u (t) Vecteur des deplacements dynamiques [N x nddid] 
u (t) Vecteur des vitesses [N x nddid] 
ii (t) Vecteur des accelerations [N x nddid] 
A r g u m e n t s : 
F (t) Vecteur des charges dynamiques [N x nddid] 
M Matrice de masse globale [nddid x nddid] 
C Matrice d'amortissement globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x nddld] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
Uo Vecteur des vitesses initiales [nddld x 1] 
At Pas de temps [ l x l ] 
Desc r ip t i on 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At , • • • ,NAt) par integration numerique pas-a-pas selon 
la methode de Newmark avec acceleration lineaire. 
Cette methode d'integration numerique est conditionnellement stable et requiert 
l'utilisation d'un pas de temps petit afin de converger (equation B.70). 
At < ^ T m m (B.70) 
Syn t axes : 
u ( t ) = WBZ_Alpha(F(t), M, C, K, u0 , u0 , At, a) 
{u(t),u(t),u(t)} = WBZ_Alpha(F(t), M, C, K, u0 , u0 , At, a) 
Sor t ies : 
u(t) : Vecteur des deplacements dynamiques [N x nddid] 
u(t) : Vecteur des vitesses [iV x nddid] 
ii(t) : Vecteur des accelerations [A'' x nddid] 
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A r g u m e n t s : 
F (t) Vecteur des charges dynamiques [N x nd did] 
M Matrice de masse globale [nddid x nddid] 
C Matrice d'amortissement globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x nddid] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
Uo Vecteur des vitesses initiales [nddid x 1] 
At Pas de temps [ l x l ] 
a Parametre d'integration numerique [ l x l ] 
D e s c r i p t i o n : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At,- • • ,NAt) par integration numerique pas-a-pas selon 
la methode WBZ—a. 
Cette methode d'integration numerique est inconditionnellement stable lorsque la 
valeur du parametre a est incluse entre 0 et 1. 
S y n t a x e s : 
u(f) = Wilson _Theta(F(i), M, C, K, u0 , u 0 , At, 9) 
{u(t),u{t), u(£)} = Wilson_Theta(F(i), M, C, K, u0 , u 0 , At, 9) 
Sor t i es : 
u(t) : Vecteur des deplacements dynamiques [N x riddid} 
li(t) : Vecteur des vitesses [N, x riddid] 
ii(i) : Vecteur des accelerations [N x nddid] 
A r g u m e n t s : 
F (t) Vecteur des charges dynamiques [N x nddid] 
M Matrice de masse globale [nddid x nddid] 
C Matrice d'amortissement globale [nddid x nddid] 
K Matrice de rigidite globale [nddid x nddid] 
u 0 Vecteur des deplacements initiaux [nddid x 1] 
Uo Vecteur des vitesses initiales [nddid x 1] 
At Pas de temps [1 x 1] 
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9 : Parametre d'integration numerique [1 x 1] 
Descr ip t ion : 
Cette fonction calcule les deplacements, les vitesses et les accelerations a inter-
valle regulier (0,At,2At,3At, - • • ,NAt) par integration numerique pas-a-pas selon 
la methode Wilson—9. 
Cette methode d'integration numerique est inconditionnellement stable lorsque la 
valeur du parametre 9 est superieure a 1.37. 
B . l l . 5 Integration temporelle des systemes lineaires non couples 
Syntaxes : 
u ( t ) = Piecewise_Linear(F(i), u>, F, u0 , uo, At) 
{u(t),u(t)} = Piecewise_Linear(F(t), u>, F, u0 , Uo, At) 
Sorties : 
u ( t ) : Vecteur des deplacements dynamiques [(N + 1) x nsyst-emes\ 
u(i) : Vecteur des vitesses [(./V + 1) x 
A r g u m e n t s : 
F(f) Vecteur des charges dynamiques [(N + 1 ) X 1 ] ou [(N + 1 ) x 
UJ Frequences naturelles (angulaires) [flsystemes X 1] 
C Taux d'amortissement critique \P'systemes X 1] 
F Distribution spaciale des charges [ri/systemes X 1] 
U o Vecteur des deplacements initiaux \rtsystemes X 1] 
U o Vecteur des vitesses initiales ['H-systemes X 1] 
At Pas de temps [ 1 X 1 ] 
Descr ip t ion : 
Cette fonction calcule, pour des systemes structuraux non couples (equation B.71), 
les vecteurs des deplacements et des vitesses par integration numerique par mor-
ceaux. Cette methode est exacte pour des sollicitations definies par morceaux. La 
matrice des charges dynamiques F(t) peut etre une matrice ou un vecteur. 
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Un vecteur permet de definir une sollicitation identique a tous les systemes tandis 
qu'une matrice permet de definir sur les colonnes des sollicitations differentes pour 
chaque systeme. Les deplacements sont cacules pour t=0, At, 2At, • • •, NAt. 
ui{t) + 2^ui(t)+^ui{t)^= fl9l(t) (B.71) 
S y n t a x e : 
u ( t ) = Duhamel_Rectangle(F(t), M g , w, At) 
Sor t i e : 
u ( t ) : Vecteur des deplacements dynamiques [(A'' + 2) x nsyst^mes] 
A r g u m e n t s : 
F(t) : Vecteur des charges dynamiques [(N + l) X 1] OU [(N + 1 ) X Usysttmes] 
M g : Masses generalises [nsystemes X l ] 
U) : Frequences naturelles (angulaires) \p-systemes x 1] 
€ 
: Taux d'amortissement critique [^ •systemes x l ] • 
At : Pas de temps [ l x l ] 
Desc r ip t i on : 
Cette fonction calcule, pour des systemes structuraux non couples, les vecteurs 
des deplacements par integration numerique de Duhamel selon la methode des 
rectangles. La matrice des charges dynamiques F(i) peut etre une matrice ou un 
vecteur. 
Un vecteur permet de definir une sollicitation identique a tous les systemes tandis 
qu'une matrice permet de definir sur les colonnes des sollicitations differentes pour 
chaque systeme. Les deplacements sont calcules pour t=0,Ai,2Ai,3Ai,- • • ,(N + 
1)A t. 
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Duhamel Simpson 
Syntaxe : 
u ( t ) = Duhamel_Simpson(F(i), M g , u>, At) 
Sort ie : 
u(£) : Vecteur des deplacements dynamiques [(N/2 + 1) x nsystkmes] 
A r g u m e n t s : 
F ( t ) Vecteur des charges dynamiques [(N + 1) x 1] ou [(N + 1) X nsystlmes\ 
M g Masses generalises |^systemes x l ] 
UJ Frequences naturelles (angulaires) [flsystemes x l ] 
Z Taux d'amortissement critique [nsystemes x l ] 
At Pas de temps [ l x l ] 
Descr ip t ion : 
Cette fonction calcule, pour des systemes structuraux non couples, les vecteurs des 
deplacements par integration numerique de Duhamel selon la regie de Simpson. 
La matrice des charges dynamiques F ( t ) peut etre une matrice ou un vecteur. Un 
vecteur permet de definir une sollicitation identique a tous les systemes tandis 
qu'une matrice permet de definir sur les colonnes des sollicitations differentes pour 
chaque systeme. Les deplacements sont calcules pour t=0,2A£,4Ai,6A£,- • • ,NAt. 
Duhamel Trapeze 
Syntaxe : 
u(t) = 
Sort ie : 
u ( f ) : 
A r g u m e n t s : 
F (t) 
M g 
u) 
£ 
At 
Duhamel_Trapeze(F(£), M g , u>, At) 
Vecteur des deplacements dynamiques [(N + 1) x nsyst^mes] 
Vecteur des charges dynamiques [(N + 1) x 1] ou [(N + 1) x nsyst£mes] 
Masses generalises [nsystemes x 1] 
Frequences naturelles (angulaires) [nsyst^mes x 1] 
Taux d'amortissement critique [nsysiemes x 1] 
Pas de temps [1 x 1] 
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Descr ip t ion : • 
Cette fonction calcule, pour des systemes structuraux non couples, les vecteurs des 
deplacements par integration numerique de Duhamel selon la methode des trapezes. 
La matrice des charges dynamiques F(i) peut etre une matrice ou un vecteur. Un 
vecteur permet de definir une sollicitation identique a tous les systemes tandis 
qu'une matrice permet de definir sur les colonnes des sollicitations differentes pour 
chaque systeme. Les deplacements sont calcules pour t=0,At,2At,3At,- • • ,NAt. 
Syn taxe : 
u ( t ) = Exact_Displacement(P0, u>, K g , a;, u 0 , Uo, A t , N) 
Sort ie : 
u ( t ) : Vecteur des deplacements dynamiques [N x nsystf,mes} 
A r g u m e n t s : 
Po Vecteur des. amplitudes des sollicitations harmoniques \PJ8ystemes x 1 
u> Frequences des solicitations (angulaires) \p>ayst&mes X 1 
K g Rigidites generalises systemes x 1 
U) Frequences naturelles (angulaires) \jlsystemes x 1 
c Taux d'amortissement critique \jlsystemes x 1 
Uo Vecteur des deplacements initiaux \p>systemes x 1 
Uo Vecteur des vitesses initiales \jlsystemes x 1 
At Pas de temps [ l x l ] 
N Nombre de pas de temps [ l x l ] 
Descr ipt ion : 
Cette fonction calcule, pour des systemes structuraux non couples (equation B.72) 
et soumis a des sollicitations harmoniques, les vecteurs des deplacements. Les de-
placements sont calcules pour t=0, At, 2At , • • •, NAt et sont exacts (equation 
B.73). 
iii(t) + 2 iiUi(t) + commit) = ^ sin (ujit) (B.72) 
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Ui(t) = eiiU)it (Acos(cjDit) + Bsm((jjDit)) 
Poi (1 - (3?) sin (Jit) - 2 c o s ( c J ^ ) 
+ 
A = 
h ( I_ /32)2 + ( 2 ^ . ) 2 
P0i . 2&A 
h ( i - ffy + (2&A)2 + WOi 
p0j Ui 2£i/3i ~ A(1 - A2) , ^oi + D = — T^ZT. ^ ^ x o H 
hi uJDi (1 - /32)2 + (2&/3;) • V2 
(B.73) 
(B.74) 
(B.75) 
B . l l . 6 Pseudospectres de reponses 
Syntaxe : 
{Sd ,S v ,S a } = Pseudo_Spectrums(ug(i), At, usi, u j s f , ns, £) 
Sorties : 
Sd 
Sv 
sa 
A r g u m e n t s 
Spectre des deplacements [ns x 1] 
Pseudo-spectre des vitesses [na x 1] 
Pseudo-spectre des accelerations [ns x 1] 
% (t) Vecteur d'acceleration du sol [m x 1] 
At Pas de temps [1 x 1] 
Wsi Frequences de sortie initiale [1 x 1] 
Uaf Frequences de sortie finale [1 x 1] 
ns Nombre de points d'echantionnage [1 x 1] 
z Taux d'amortissement critique [1 x 1] 
Descr ip t ion : 
Cette fonction retourne le spectre des deplacements (equation B.76)et les pseudo-
spectres des vitesses (equation B.77) et des accelerations (equation B.78) d'un 
accelerogramme. 
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Sdi = max |un i | (B.76) 
S v i = wSd i (B.77) 
Sai = uj2Sdi (B.78) 
B . l 1.7 Resolution frequentielle des systemes lineaires non 
couples 
i j u r 
S y n t a x e : 
Sor t i e : 
FSolve (FFTW w, F, At) 
Solution dans le domaine frequentiel . [N x nsysl^mes] 
A r g u m e n t s : 
F F T ^ 
U> 
I 
F 
At 
F F T d'un signal discret reel 
Frequences naturelles (angulaires) 
Taux d'amortissement critique 
Distribution spaciale des charges 
Pas de temps 
[Nx 
Tlsystemes \ 
[ 1 X r i s y s t & m e s ] 
[ 1 X 1 -sys temes] 
[ 1 X f l s y s t £ m e s \ [ l x l ] 
D e s c r i p t i o n : 
Cette fonction retourne la solution de l'equation du mouvement dans le domaine 
frequentiel (equation B.79). Cela correspond au produit de la fonction de force dans 
le domaine frequentiel avec la fonction de reponse en frequence (equation B.80). 
VW = F{LU) x H{U) (B.79) 
: 1 ( l - f 3 2 ) - i ( 2 j ( 3 ) 
fc (1 - /32)2 + (2<e/3)2 (B.80) 
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Cette fonction permet d'evaluer les solutions des equations differentielles du deu-
xieme ordre et non couplees (equation B.81) provenant d'une analyse de superposi-
tion modale d'un systeme structural dans lequel le chargement est transforme dans 
le domaine frequentiel. 
La solution dans le domaine frequentiel V u peut etre transformee dans le domaine 
temporel et modal par une transformee de Fourier rapide inverse (iFFT). 
B.12 Fonctions definies par l'utilisateur 
S y n t a x e : 
User_Defined_Function("Path", nArguments, nRetours) 
A r g u m e n t s : 
Path : Chemin d'acces au fichier de fonction (incluant .LAS) [texte] 
nArguments •• Nombre d'arguments [1.x 1} 
nRetours : Nombre de matrices retournees [ l x l ] 
D e s c r i p t i o n : 
Cette procedure permet d'ajouter au calculateur une fonction ou une procedure 
definie par l'utilisateur. Le nom du fichier sans extension definit le nom de la 
fonction. 
Vi{t) + 2 ^ ( i ) + w?Vi(t) = figi{t) (B.81) 
S y n t a x e : 
M = Get_Argument_By_Copy 
Sor t i e : 
M : Matrice quelconque [m x n] 
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Descr ip t ion : 
Cette fonction retourne une copie de l'a matrice passee comme argument dans 
la fonction appelee. Etant passee comme copie dans le fichier de fonction, des 
modifications apportees a cette matrice ne modifieront pas la matrice originale 
situee dans le fichier principal. 
Syn taxe : 
M = Get_Argument_By_Reference 
Sort ie 
M Matrice quelconque [m x n] 
Descr ip t ion : 
Cette fonction retourne la matrice passee comme argument dans la fonction ap-
pelee, Etant passee comme reference dans le fichier de fonction, des modifications 
apportees a cette matrice modifieront egalement la matrice originale situee dans le 
fichier principal. 
Syn taxe : 
Return(M1 , M 2 , ...) 
A r g u m e n t s : 
Mi,M2,... : Variables de matrice [m x n] 
Descr ip t ion : 
Cette procedure permet a la fonction definit par l'utilisateur de retourner des ma-
trices. Cette procedure a urt nombre d'arguments variables et n'est necessaire seule-
ment si des matrices doivent etre retournees. 
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B.13 Environnement de developpement 
GUI Load Concentrated 
Syntaxe : 
GUI_Load_Concentrated(/d, ac, e) 
A r g u m e n t s : 
fc : Force concentree [ l x l ] 
ac : Position de la force concentree par rapport au noeud i [ l x l ] 
e : Index de l'element (Entier) [1 x 1] 
Descr ip t ion : 
Cette procedure permet d'ajouter une charge concentree au gestionnaire des char-
gements de poutre de l'envifonnement de developpement. 
GUI Load Distributed 
Syntaxe : 
GUI_Load_Distributed(/d, e) 
A r g u m e n t s : 
,fd : Force distribute [ l x l ] 
Index de l'element (Entier) [1 x 1] 
Descr ip t ion : 
Cette procedure permet d'ajouter une charge distribute au gestionnaire des char-
gements de poutre de l'environnement de developpement. 
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B.14 Matrice d'enumeration 
Descr ipt ion : 
La matrice d'enumeration est une matrice utilisee pour definir une enumeration 
de nombres entiers. Cette matrice doit avoir un nombre de colonnes specifique et 
possede un nombre de rangees variable. Chaque rangee est une instruction d'enu-
meration. 
Syntaxe 1 : 
Matrice d'enumeration d'une colonne dans laquelle chaque rangee represente un ele-
ment de remuneration. 
Syntaxe 2 : 
Matrice d'enumeration de deux colonnes dans laquelle chaque rangee represente une 
instruction d'enumeration. Le pas d'iteration est suppose unitaire. 
Syntaxe 3 : 
Matrice d'enumeration de trois colonnes dans laquelle chaque rangee represente une 
instruction d'enumeration. 
H 
h 
Enumi = i3 (B.82) 
Hi V l 
TT, if 2 Enum2 = (B.83) 
li\ I f 1 
„ i%2 if2 Enum3 — (B.84) 
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A r g u m e n t s : 
ii : Valeur initial de l'iterateur [1 x 1] 
if : Valeur finale de l'iterateur [1 x 1] 
s : Pas d'iteration [1 x 1] 

Annexe C 
Developpement d'une serie de Fourier a 
partir d'une FFT 
Une fonction quelconque peut etre developpee en une serie de Fourier (equation C.l). 
Cela equivaut a superposer des fonctions harmoniques a une valeur moyenne. 
Serie de Fourier 
oo 
P(t) = ao + (an cos (nut) + bn cos (nut)) (C.l) 
n=l 
avec : 
o = (C.2) 
NAt v ; 
L'equation C.5 peut etre obtenue en substituant l'identite trigonometrique C.3 dans 
l'equation C.l et en changeant la borne inferieure de sommation. 
an cos (9) + bn cos (0) = pn cos (9 — <j>n) (C.3) 
avec : 
Pn=VRT^) et <f>n = t a n - ^ M (C.4) \QJn / 
P(t) = (Pn COS (nut-(j)n)) (C .5) 
n—0 
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De plus, tel que demontre dans Paultre (2004), en utilisant la formule d'Euler, l'equa-
tion precedente peut etre representee sous la forme exponentielle suivante : 
oo , 
P(t) = £ avec : P ? = | + i^f (C.6) 
n=—oo 
Transformee de Fourier rapide inverse Comme explique au chapitre 3, la trans-
formee de-Fourier rapide d'un signal est une serie de nombres complexes (equation 3.24) 
qui sont associes a des frequences precises. 
X (n) : cn = xn + iyn (3.24) 
En substituant les equations C.7 et C.2 dans l'equation de la transformee de Fourier 
rapide inverse (equation 3.23), l'equation C.8 est obtenue. 
N-1 
X { m ) = N A i ^ < X { n ) e*(2™m/iV)' m = 0,1-• • • ,N - 1 (3.23) 
n=0 
m = 4 ~ ' (C.7) At v ' 
P( t) = A - t E P n F T ^ t " (C.8) 
n=0 
Relation entre la serie de fourier et la FFT En comparant l'equation de la serie 
de Fourier sous forme exponentielle (equation C.6) avec l'equation de la transformee de 
Fourier rapide inverse (equation C.8), la relation suivante est obtenue : 
P°F = j k i P « F T ( C '9 ) 
Ainsi, en substituant l'equation C.9 dans l'equation C.4, il est possible d'exprimer 
1'amplitude et la phase de chaque harmonique de la serie de Fourier en fonction des 
coefficients de la FFT (equation 3.24) ,, 
Pn = JKiV(x2n + y2n) et = tan"1 (C.10) 
Annexe D 
Exemple de programmation LAS (1994) 
Code D.l: Analyse statique avec LAS 1994 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
/ / Definition des noeuds 
dbl XY = [ 0 .0 0 .0 
0.0 5.0 
6.0 5.0 
6 . 0 0 . 0 ] 
/ / Definition des poutres colonnes 
i n t EL = [ 1. 2. 
2. 3. 
4. 3. ] 
/ / Definition des degres de liberte 
/ / equation matrix i n t EQ = [ 0 0 0 
1 2 3 
4 5 6 
0 0 0 
/ / Generation de la matrice de location 
i n t LM 
MakeLM( EL, EQ, LM ) 
p r i n t ( XY, EL, EQ, LM ) 
/ / Determination des dimensions des elements 
dbl D i m l , Dim2 
i n t BEAM2D = 1 
GetDim( D i m l , XY, EL, 
GetDim( Dim2, XY, EL, 
p r i n t ( D i m l , Dim2 ) 
BEAM2D ) 
BEAM2D ) 
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30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
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/ / Matrices de proprietes [A As I E Nu Dn] 
dbl PROP1, PROP2 
PROP1 = [ 0 .010 0 0 .0002 30000000 0 0 ] / / columns 
PROP2 = [ 0 .012 0 0 .0006 30000000 0 0 ] / / beam 
p r i n t ( PROP1, PROP2) 
/ / Matrices de transformation elementaires 
dbl T l , T2 
MakeT( T l , D iml , BEAM2D ) 
MakeT( T2, Dim2, BEAM2D ) 
p r i n t ( T l , T2 ) 
/ / Matrices de rigidite elementaires 
dbl K1L, K2G 
MakeK( K1L, PROP1, D iml , BEAM2D ) 
MakeK( K2G, PROP2, Dim2, BEAM2D ) 
p r i n t ( K1L, K2G ) 
/ / Transformation du systeme de reference 
dbl K1G = t r a n ( T l ) * K1L * T l 
p r i n t ( K1G ) 
/ / Definition du vecteur des forces nodales 
dbl F = [ 20 .00000 
- 2 4 0 . 0 0 0 0 0 
- 2 4 0 . 0 0 0 0 0 
0.00000 
- 2 4 0 . 0 0 0 0 0 
240.00000 ] 
p r i n t ( F ) 
/ / Assemblage de la matrice de rigidite globale 
/ / 6 degres de liberte 
dbl K 
r e s i z e ( K, 6 , 6 ) 
AddK( K, K1G, LM, 1 ) 
AddK( K, K2G, LM, 2 ) 
AddK( K, K1G, LM, 3 ) 
p r i n t ( K ) 
/ / Calcul des deplacements statiques 
dbl U = Solve( K, F ) 
p r i n t ( U ) 
Annexe E 
Exemple d'analyse statique 
I=1990x l0 6 mm 1 
30 in 
Figure E.l: Dimensions, proprietes et chargement du portique 
6 
Figure E.2: Modelisation du portique avec des elements poutres-colonnes 
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Code E.l: Analyse statique d'un portique 
/ / Description : Analyse statique d'un portique 
/ / Unites SI : longueur en m, force en kN, Module de Young en kN/m2, 
/ / Aire en m2, Moment d'intertie en m4 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / A) Definition du modele / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Definition des noeuds 
I n t XY = [0 0 
0 7 
15 12 
30 7 
30 0] 
/ / Definition des degres de liberte 
I n t EQ = [0 0 1 
2 3 4 
5 6 7 
8 9 10 
0 0 11] 
/ / De fi n i t i o n des poutres colonnes 
I n t Beam_EL = [ 1 2 
2 3 
3 4 
5 4] 
/ / Generation de la matrice de location 
I n t Beam_LM = Beam_Make_LM(Beam_EL,EQ) 
/ / Matrices de proprietes [A As I E Nu Dn] 
Dbl P14 = [ 0 . 0 1 8 7 0.0 1660E-6 200.0E6 0.0 0 . 0 ] 
Dbl P23 = [ 0 . 0 1 5 9 0 .0 996E-6 200.0E6 0.0 0 . 0 ] 
/ / Matrices de rigidite elementaires 
Dbl K1 = B e a m _ M a k e _ K ( l , X Y , B e a m _ E L , P 1 4 , " G l o b a l " ) 
Dbl K2 = Beam_Make_K ( 2 ,XY ,Beam_EL ,P23 , "G loba l " ) 
Dbl K3 = Beam_Make_K(3 ,XY, Beam_EL, P23 , " G l o b a l " ) 
Dbl K4 = Beam_Make_K ( 4 ,XY ,Beam_EL ,P14 , "G loba l " ) 
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/ / Matrices force deplacement elementaires . 
Dbl FD1 = Beam_Make_FD( l ,XY, Beam_EL, P14) 
Dbl FD2 = Beam_Make_FD(2 ,XY, Beam_EL, P23) 
Dbl FD3 = Beam_Make_FD(3 ,XY, Beam_EL, P23) 
Dbl FD4 = Beam_Make_FD(4 ,XY, Beam EL, P14) 
/ / Matrices de transformation elementaires 
Dbl T l = Beam_Make_T( l ,XY, Beam_EL) 
Dbl T2 = Beam_Make_T(2 ,XY,Beam_EL) 
Dbl T3 = Beam_Make_T(3 ,XY, Beam_EL) 
Dbl T4 = Beam_Make_T(4 ,XY, Beam_EL) 
/ / Assemblage de la matrice de rigidite globale 
/ / 11 degres de liberte 
Dbl K = Z e r o ( l l ) 
Assemble (K , K1, Beam_LM, 1) 
Assemble (K , K2, Beam_LM, 2) 
Assemble (K, K3, B e a m L M , 3 ) 
Assemble (K , K4, Beam LM, 4) 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / B) Definition du chargement / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Definition du vecteur des forces nodales 
Dbl F = Zero (11 ,1) 
/ / Definition des vecteurs de force elementaire 
/ / Forces d'encastrement definies localement 
/ / Force verticale : wl/12 
/ / Moment : wl'2/12 
/ / Charge distribute element 1 
G U I _ L o a d _ D i s t r i b u t e d ( —2.2 ,1) 
Dbl BL1 = [0 
2 . 2 * 7 . 0 / 2 . 0 
2 . 2 * 7 . 0 * 7 . 0 / 1 2 . 0 
0 
2 . 2 * 7 . 0 / 2 . 0 
- 2 . 2 * 7 . 0 * 7 . 0 / 1 2 . 0 ] 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
244 Annexe F. Exemple d'analyse dynamique 
/ / Charge distribute element 2 
G U I _ L o a d _ D i s t r i b u t e d ( 3 . 7 ,2 ) 
Dbl BL2 = [0 
- 3 . 7 * 1 5 . 8 / 2 . 0 
- 3 . 7 * 1 5 . 8 * 1 5 . 8 / 1 2 . 0 
0 
- 3 . 7 * 1 5 . 8 / 2 . 0 
3 . 7 * 1 5 . 8 * 1 5 . 8 / 1 2 . 0 ] 
/ / Charge d i s t r i b u ee element 3 
G U I _ L o a d _ D i s t r i b u t e d ( 2 . 0 ,3) 
Dbl BL3 = [0 
- 2 . 0 * 1 5 . 8 / 2 . 0 
- 2 . 0 * 1 5 . 8 * 1 5 . 8 / 1 2 . 0 
0 
- 2 . 0 * 1 5 . 8 / 2 . 0 
2 . 0 * 1 5 . 8 * 1 5 . 8 / 1 2 . 0 ] 
/ / Charge distribute - element 4 
G U I _ L o a d _ D i s t r i b u t e d ( - 1 . 6 ,4) 
Dbl BL4 = [0 
1 . 6 * 7 . 0 / 2 . 0 
1 . 6 * 7 . 0 * 7 . 0 / 1 2 . 0 
0 
1 . 6 * 7 . 0 / 2 . 0 
- 1 . 6 * 7 . 0 * 7 . 0 / 1 2 . 0 ] 
/ / Transformation des vecteurs des forces elementaires 
/ / dans le systeme de reference global 
Dbl B U G = t ( T l ) * - B L 1 
Dbl BL2G = t ( T 2 ) * - B L 2 
Dbl BL3G = t ( T 3 ) * - B L 3 
Dbl BL4G = t ( T 4 ) * - B L 4 
/ / Assemblage du vecteur des forces nodales 
Assemble (F , B U G , Beam LM , 1 , 1 ) 
Assemble (F , BL2G , Beam_LM,2 ,1) 
Assemble ( F , BL3G , Beam_LM, 3 , 1 ) 
Assemble (F , BL4G, Beam_LM,4 ,1) 
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/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / C) Calcul des deplacements statiques / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / . 
Dbl U = S o l v e ( K , F ) 
P r i n t (U) 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / D) Calcul des efforts internes. / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Calcul des efforts internes de chaque element 
/ / dans le systeme de reference local 
Dbl F1 = l n t e r n a l _ Forces (FD1, U, Beam_LM, 1) + BL1 
Dbl F2 = l n t e r n a l _ F o r c e s ( F D 2 , U , B e a m _ L M , 2 ) + BL2 
Dbl F3 = l n t e r n a l _ F o r c e s ( F D 3 , U , B e a m _ L M , 3 ) + BL3 
Dbl F4 = l n t e r n a l _ F o r c e s ( F D 4 , U , B e a m _ L M , 4 ) + BL4 
P r i n t ( F1 , F2 , F3 , F4) 
/ / Matrice d' efforts internes (Environnement de developpement) 
Dbl Beam_IF= Z e r o ( 6 , 4 ) 
Beam _IF.(1 ,1) = F1 
Beam_IF ( 1 ,2) = F2 
B e a m l F ( 1 ,3) = F3 
Beam_IF ( 1 ,4) = F4 
P r i n t (Beam_IF) 
/ / Calcul des reactions . 
Dbl FIG = t ( T l ) * F1 
Dbl F4G = t ( T 4 ) * F4 
Dbl R e a c t i o n s = Z e r o ( 4 , l ) 
Reac t i ons ( 1 ,1) = F1G(1 , 1 , 2 , 1 ) 
R e a c t i o n s ( 3 , 1 ) = F4G(1 ,1 ,2 ,1) 
P r i n t ( R e a c t i o n s ) 
End 

Annexe F 
Exemple d'analyse dynamique 
A=5000 mm2 
1=50xlO6 mm4 
A=5000 mm 
I = 5 0 x l 0 6 mm4 
A=10000 mm 
I=100x l0 6 mm4 
m= 12000kg 
A=12000 mm2 I = 5 0 0 x l 0 6 m m 4 
m= 18000kg 
A=16000 mm2 1=900xlO6 mm4 
m=25000kg 
A=16000 mm2 I=900x l0 6 mm4 
E=200000 MPa 
CO 
CO 
s 
lO 
10 m 
Figure F.l: Dimensions et proprietes du batiment de 3 etages 
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Figure F.2: Modelisation du batiment de 3 etages avec des elements poutres-colonnes 
Temps, s 
Figure F.3: Acceleration du sol 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
249 
Code F.l : Analyse dynamique d'un batiment de 3 etages 
.// Description Analyse dynamique d'un batiment de 3 etages 
/ / Unites SI longueur en m, force en N, Module de Young en N/m2, 
/ / Aire en m2, Moment d'intertie en m4, masse en kg 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / A) Definition du modele / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Definition des noeuds 
0 0 
10 0 
0 5 
10 5 
0 8 
10 8 
0 11 
10 11] 
/ / Definition des degres de liberte 
/ / Deformations axiales negIigees 
I n t EQ = [0 0 0 
0 0 0 
1 0 4 
1 0 5 
2 0 6 
2 0 7 
3 0 8 
3 0 9] 
des poutres-colonnes 
[3 4 / / Poutre etage 1 
5 6 / / Poutre eta >ge 2 
7 8 / / Poutre etage 3 
1 3 / / Etage 1 — Colonne de gauche 
2 4 / / Etage 1 Colonne de droite 
3 5 / / Etage 2 — Colonne de gauche 
4 6 ' / / Etage 2 Colonne de droite 
5 7 / / Etage 3 — Colonne de gauche 
6 8] / / Etage 3 Colonne de droite 
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/ / Generation de la matrice de location 
I n t Beam_LM = Beam_Make_LM(Beam_EL,EQ) 
/ / Matrices de proprietes [A As I E Nu Dn] 
Dbl PCI = [ 0 . 0 1 0 0 0.0 100.0E—6 2 .0E11 0 .0 0 . 0 ] 
Dbl PC2 = [ 0 . 0 0 5 0 0.0 5 0 . 0 E - 6 2 .0E11 0 .0 0..0] 
Dbl PB1 = [ 0 . 0 1 6 0 0.0 900.0E—6 2 .0E11 0 .0 0 . 0 ] 
Dbl PB2 = [ 0 . 0 1 2 0 0.0 5 0 0 . 0 E - 6 2 .0E11 0.0 0 . 0 ] 
/ / Matrices de rigidite elementaires 
Dbl KC1 = Beam_Make_K(4,XY,Beam_ EL, PCI , " G l o b a l " ) 
Dbl KC2 = Beam_Make_K(6 ,XY, Beam_EL, PC2, " G l o b a l " ) 
Dbl KB1 = Beam_Make_K( l ,XY, Beam_EL, PB1 , " G l o b a l " ) 
Dbl KB2 = Beam_Make_K(2 ,XY, Beam_EL, PB2 , " G l o b a l " ) 
/ / Assemblage de la matrice de rigidite globale 
/ / 9 degres de liberte 
Dbl K = Zero (9 ,9) 
Assemble( K, KB1, Beam_LM, [ 1 , 2 ] ) 
Assemble( K, KB2, Beam_LM, [3 ] ) 
Assemble( K, KC1, Beam_LM, [ 4 , 5 ] ) 
Assemble( K, KC2., Beam_LM, [ 6 , 9 ] ) 
/ / Matrices de masse concentrees 
Dbl MD3 = [25000 ; 18000 ; 12000] 
Dbl M3 = Z e r o ( 3 ) 
S t o r e _ D i a g o n a l (MD3, M3) / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / B) Reduction de coordonnees / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Condensation statique des 
/ / degres de liberte en rotation 
Dbl K t t = Condense(K, [ 4 , 9 ] ) 
/ / / / / / / / / / / / / / / / / / / / / / / 
/ / C) Analyse modale / / 
/ / / / / / / / / / / / / / / / / / / / / / / 
Dbl { P h i ,W2} = Jacobi (M3 , K t t ) 
Dbl W = Sqr t (W2) 
P r i n t (Ph i ,W2,W) 
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/ / Definition des degres de liberte dynamiques 
Dbl M = Zero (9 ) 
M ( 1 ,1) = M3 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / D) Matrice d'amortissement proportionnelle / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Amortissement de Rayleigh : mode 1=2 et mode 3=2 
Dbl A = Rayle igh ( W ( l ,1) ,W(3 ,1) , 0 . 0 2 , 0 . 0 2 ) 
Dbl C = A ( 1 ,1) * M3 + A ( 2 ,1) * K t t 
/ / ou Dbl C = Rayleigh (M,K,W(1 ,1) ,W(1 ,3) ,0.02) 
/ / Taux d ' amortissement critique 
Dbl X i = R a y l e i g h ( W ( l ,1) ,W(3 ,1) , 0 .02 , 0 . 0 2 ,W) 
P r i n t ( X i ) 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / E) Integration numerique pas a pas / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Acceleration du sol (en g) 
0 000 0 .000 0 . 1 1 1 - 0 . 0 9 5 0 250 0 035 0 306 0 .050 
0 389 0 .167 0 .639 - 0 . 1 1 7 0 778 0 021 0 806 0 .029 
0 917 - 0 . 0 2 5 1.000 0 .000 1 083 0 015 1 167 - 0 . 0 3 3 
1 222 0 .000 1.306 0 . 0 2 1 1 389 0 000 1 444 - 0 . 0 2 0 
1 500 0 .008 1.556 0 .000 5 000 0 000 
/ / Reec h a n t i 11 o n n a ge de la fonction de force 
/ / 4 secondes , Pas de temps=0.02 seconde 
Dbl d t = 0 .02 
Dbl G = Resample (Gt , 201 , d t ) 
/ / Fonction de force 
Dbl r = I n i t (3 , 1 , 9 . 8 ) 
Dbl Ft = M3 * r * t ( G ) 
/ / Deplacements et vitesses initiales 
Dbl UO = Zero (3 ,1) 
Dbl V0 = Zero (3 ,1) 
/ / Newmark Acceleration moyenne (mm) 
Dbl Ut_Newmark = 1000 * A v e r a g e _ Accelerat ion ( t ( F t ) , M3, C, K t t , U0 ,V0, d t ) 
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32 / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
33 / / F) Superposition modale / / 
34 / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
35 
36 / / Facteur d'excitation modale 
37 Dbl F s c a l i n g = I n i t (3 ,1 , 9 . 8 ) 
38 Dbl L = t ( P h i ) * M3 * F s c a l i n g 
39 P r i n t ( L ) 
40 
41 / / Reponse des systemes decouples 
42 / / Coordonnees modales 
43 Dbl Z = P iecewise_ Linear (G ,W, L, UO , V0, Xi , d t ) 
44 
45 / / Displacement dans le systeme de coordonnees ca rtesien nes 
46 Dbl TU = Phi *. t ( Z ) @* 1000 / / in mm 
47 Dbl Ut = t (TU) 
48 Dbl UMX = Row_Max(TU) 
49 Dbl UMN = Row_Min(TU) 
50 P r i n t (UMX,UMN) 
51 
52 / / Displacement de chaque mode 
53 Dbl U1 = C o l ( P h i , 1 ) * t ( C o l ( Z , 1 ) ) 
54 Dbl U2 = C o l ( P h i , 2 ) * t ( C o l ( Z , 2 ) ) 
55 Dbl 03 = Col ( Phi ,3) * t ( C o l ( Z , 3 ) ) 
56 
57 / / Masse totale 
58 Dbl MT = Sum(M3) 
59 P r i n t (MT) 
60 
61 / / Facteur de participation modale 
62 Dbl R = I n i t (3 ,1 , 1 . 0 ) 
63 Dbl Li = t ( P h i ) * M3 * R 
64 P r i n t ( L i ) 
65 
66 / / Masse modale effective 
67 Dbl L i2 = Li 2.0 
68 Dbl MTot = Sum( L i 2 ) 
69 Dbl Me = L i2 0 / (MTot / 100) 
70 Dbl Mec = Cumul(Me) / / Cumul 
71 P r i n t ( Li2 , MTot , Me, Mec) 
72 
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/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / G) Analyse de Fourier de la fonction de force / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / Reec h a n ti 11 on n a ge de la fonction de force 
/ / 256 points (0 to 2.56 secondes) 
dt = 0 .01 
Dbl G F F T = Resample (Gt ,256 , d t ) 
Dbl FT = FFT_Real (G FFT . d t ) 
End 

Liste des references 
BATHE, K.-J. (1996) Finite Element Procedures, 2nd edition ed., Prentice Hall, 1032 pp. 
BRANICKI, C., WEKEZER, J. (1990) PRISM-symbolic matrix interactive system for tea-
ching structural analysis, International Journal of Applied Engineering Education, vol. 6, 
no. 4, pp. .451 - 60. 
BRANICKI, C. J., WEKEZER, J. W. (1994) COAST educational program for teaching struc-
tural analysis, dans Proceedings of the Structures Congress '94-
CARBONNEAU, C. (April 1994) LAS : Langage d'analyse des structure, Memoire de mai-
trise, Universite de Sherbrooke. 
CEDENO-ROSETE, R. (2007) Stiffness matrix structural analysis educational package by 
Mathcad, Computer Applications in Engineering Education, vol. 15, no. 2, pp. 107 - 12. 
CHARNEY, F. A. (2008) A transformational approach to teaching matrix structural ana-
lysis and visual implementation using Mathcad, dans Proceedings of 18th Analysis and 
Computation Speciality Conference - Structures Congress 2008 : Crossing the Borders, 
vol. 315. 
DAHLBLOM, O., PETERSON, A., PETERSSON, H. (1986) CALFEM - A program for 
computer-aided learning of the finite element method., Engineering computations, vol. 3, 
no. 2, pp. 155 - 160. 
GIGASOFT (2009) Gigasoft ProEssentials user's guide (V6), Keller, TX 76248, Etats-Unis. 
GOLUB, G. H., LOAN, C. F. V. (1996) Matrix Computation - 3rd edition, The Johns 
Hopkins University Press, 728 pages pp. 
HOIT, M. I., WILSON, E. L. (1984) CAL-80 : An educational and development environment 
for engineering., dans ASEE Annual Conference Proceedings, vol. 3. 
ICARDI, D. (Juin 2009) SourceGrid - a .NET Grid Control written in c # managed code, 
"h t t p : //www. codeplex. com/sourcegrid/11 . 
255 
JAYASWAL, B. K. , PATTON, P. C. (2006) Design for Trustworthy Software : Tools, Tech-
niques, and Methodology of Developing Robust Software, Prentice Hall, 840 pp. 
KABWLA (Novembre 2007) Making the Syntax highlighting textbox written in C# com-
ponent work, "ht tp: / /www.codeproject .com/KB/miscctr l /FixingTheCode.aspx". 
LABBE, A. (December 2000) Developpement de logiciel d'analyse structurale a interface 
graphique : WMNPhi et CalWin, Memoire de maitrise, Universite de Sherbrooke. 
MICROSOFT CORPORATION (2009) MSDN Library - Microsoft Visual Studio 2008/.NET 
Framework 3.5. 
NIKISHKOV, G. P., NIKISHKOV, Y. G. (1992) FEMTR : finite element educational code, 
Computers k Education, vol. 19, no. 3, pp. 237 - 245. 
PAULTRE, P. (2004) Dynamique des structures - Application aux ouvrages de genie civil, 
Hermes - Lavoisier, 702 pp. 
PAULTRE, P., LEGER, P., PROULX, J . (1991a) Computer-aided education in structural 
dynamics, Journal of Computing in Civil Engineering, vol. 5, no. 4, pp. 374 - 390. 
PAULTRE, P., PROULX, J. (2000) GCI-205 Structure II (notes de cours), Universite de 
Sherbrooke. 
PAULTRE, P., PROULX, J . , LEGER, P. (1991b) CAL/CGI - An application of graphics for 
matrix structural analysis education, Computers k, Graphics, vol. 15, no. 1, pp. 131 - 5. 
PRESS, W . H., TEUKOLSKY, S. A., VETTERLING, W . T. , FLANNERY, B. P. (Fevr ier 
2002) Numerical Recipes in C++ : The Art of Scientific Computing, 2nd edition ed., 
Cambridge University Press;, 1002 pp. 
PRZEMIENIECKI, J. S. (1985) Theory of matrix structural analysis, Courier Dover Publi-
ca t ion , 468 pp . 
ROEDER, L. (Decembre 2005) MAPACK : C# class library for basic linear algebra, h t t p : 
/ /www.lutzroeder .com/dotnet / . 
SEARER, G., PARET, T . , FREEMAN, S. ( Ju in 2007) Over-reliance on Computers and the 
Decline of Good Engineering Practice and Common Sense, dans Proceedings of the 9th 
Canadian Conference on Earthquake Engineering, Carleton University. 
THEWALT, C. R. (1987) Development of a Computer Tool to Aid in the Teaching of Struc-
tural Analysis, Rapport technique, University of California, Berkeley. 
256 
WERSCH, R. V. (Juillet 2007) MDXinfo Script Demo, "http://www.mdxinfo.com/ 
r e s o u r c e s / s c r i p t i n g . p h p " . 
WILSON, E. L. (Mars 1973) SMIS - Symbolic Matrix Interpretive System, Rapport tech-
nique UCB/SESM-1973/03. 
WILSON, E. L. (April 1979) CAL - A computer analysis language for teaching structural 
analysis, Computers and Structures, vol. 10, no. 1-2, pp. 127 - 132. 
257 
