• Dynamic model of location choice using panel data.
2 Literature review 2.1 From diary surveys to location-aware technologies One recent trend in travel demand modeling is resorting to location-aware technologies (Chen and Yang; Miller; Carrel et al.; . Traditionally, disaggregate data of revealed preferences about activity and travel patterns are collected from diary surveys, where people describe 1 or 2 past days (Ettema; Carrel et al.; . The largest panel surveys include a six-week period for 317 participants , a six-week period for 261 participants and a twelve-week period for 71 participants . Most long-term surveys cover a maximum of 7 days and are not panel data (Ortúzar et al.; 2011; Carrel et al.; . Location-aware technologies improve the quality of surveying. For instance, combination of GPS devices carried by respondents with standard recall questionnaires makes for easier implementation of longitudinal surveys (Frignani et al.; 2010; Yang and Timmermans; . Recall methods can also be directly implemented on mobile devices (Rindfüser et al.; Cottrill et al.; .
Location-aware technologies can also be used alone. It can be from the communication infrastructure side, such as cell tower traces or WiFi access points traces (Bekhor et al.; Calabrese et al.; . It can also be from the individuals' devices (Etter et al.; Buisson; Chen and Yang; Carrel et al.; . Etter et al. (2012) show that it is possible to predict up to 60% of next visited places from passive smartphone data.
Location choice
Location choice models are common in studies of urban transportation policies and planning. Ben-Akiva and Lerman (1985) mention three of them, for the Paris region and Maceio, Brazil. Such models have been applied to the choice of location for grocery shopping (Timmermans; Dellaert et al.; 1998; Scott and He; . They also relate to other applications: choice of a departure airport (Furuichi and Koppelman; 1994) , the choice of a hospital for patients by general practitioner (primary care physicians) (Whynes et al.; , the choice of tourist destinations (Woodside and Lysonski; 1989; Um and Crompton; 1990; Eymann and Ronning; Oppermann; 2000; Seddighi and Theocharous; Bigano et al.; 2006; Chi and Qu; Gössling et al.; and in particular recreational outdoor facilities (Fesenmaier; 1988; Scarpa and Thiene; 2005; Thiene and Scarpa; 2009) , the choice of migrants (Fotheringham; 1986) and the optimal allocation of charging stations for electric vehicles .
Regarding pedestrians, Zhu and Timmermans (2011) propose heuristic rules pertaining to bounded rationality. They compare them with random utility maximization discrete choice models. The models are validated on the same sample used for estimation. Cross validation is not carried out. Ton (2014) studies route and location choice in train stations based on tracking and counting data. Counting data come from infrared scanners and tracking data come from WiFi and Bluetooth scanners. Count data are used to model pedestrians without smartphones. The choice is between locations for a given activity type, e.g., which coffee shop knowing that the individual is visiting one. Kalakou et al. (2014) apply a similar approach for location choice for a given activity type in an airport.
Attributes of the choice of a location
The main attributes in location choices in urban context are travel time, travel cost and distance ({Cambridge Systematics Europe}; 1984; Ben-Akiva and Lerman; 1985; Whynes et al.; . Other variables are used: park-finding time, parking cost, type of neighborhood, and the number of different services (banks, post offices, medical facilities, offices, shops, etc.) in the zone ({Cambridge Systematics Europe}; 1984; Ben-Akiva and Lerman; 1985) . Another typical attribute is the size in the context of aggregation of alternatives (see Section 2.2.2). It represents the number of elemental alternatives in the considered aggregate alternatives (subsets of the choice set). The interpretation of this attribute is complicated, since it absorbs both the preference for a large set of destinations compared to a small one and the correlation between destinations in the set. The expected sign is opposite in the two situations (Frejinger and Bierlaire; . In shop patronage, the main attributes are the retail floor space, the accessibility and the price Scott and He; . Other attributes include parking facilities, number of speciality stores, number of retail employees, access to different services (foodcourts, cinemas) (Zhu et al.; 2006; Shobeiri Nejad et al.; or symbolic acts (support of community charities, front-door greeters, patriotic displays) .
In the pedestrian context, the main attributes of location choice are the attraction of the location and travel time. More specifically, models include floor space 1986) , pedestrian environment in the neighborhood, employment (Eash; 1999) as measures of attractiveness and distance as an approximation of travel time 1986; Ton; . Kalakou et al. (2014) include space syntax in the specification of the utility through "integration", i.e., a synthetic measure of accessibility.
Location choice models
In an urban context, models are often based on tours, characterized by a travel mode and a destination. Models of joint choice of travel mode and destination often aggregate destinations into zones ({Cambridge Systematics Europe}; 1984; Ben-Akiva and Lerman; 1985) . Stratified importance sampling is used, dividing the destination choice set into nonoverlapping strata based on the origin zone. In the Paris Region example, this procedure decreases the choice set from 595 destinations × 4 travel modes to 7 sampled alternatives for each trip ({Cambridge Systematics Europe}; 1984; Ben-Akiva and Lerman; 1985) . In a pedestrian context, the choice set is often smaller, due to the smaller study area (e.g., Ton; Kalakou et al.; , with 2 to 4 alternatives). Most destination choice models are logit models Zhu et al.; 2006; Scott and He; Kalakou et al.; Ton; . Probit models have also been used (e.g., Whynes et al.; .
Panel data have been used for a long time in transportation research (Golob et al.; . Habits are often observed in travel behavior (Gärling and Axhausen; , in particular in route choice (Aarts and Dijksterhuis; 2000; Bamberg et al.; Th\o{}gersen; 2006; Eriksson et al.; Verplanken et al.; Gardner; 2009; Schwanen et al.; and in car ownership (de Jong et al.; . Stopher and Greaves (2007) however mention that panel surveys "have not been embraced by the transport profession. (...) Perhaps the most important reason behind this is that no one is quite sure how to use panel data in modelling". It is especially the case when dealing with modeling of discrete data. For example, in Markov models of destination choices, transition matrix represents the probability of choosing a destination given the choice of destination at the previous stop. Markov models are criticized for being descriptive, replicating the data, and not being sensitive to behavioral changes (Kitamura; 1990; Timmermans et al.; 1992) . Yang et al. (2013) model the choice of a second tourist destination after visiting a first one. They use a nested logit. The panel nature of the data is not explicitly taken into account in their model (as in Wu; 2012, ch. 5.2) . The characteristics of the previous destination are not included in their model. McFadden (2001) and Carrel et al. (2015) highlight the importance of panel data in discrete choice models.
Dynamic models using panel data increase statistical efficiency, improve predictions and allow the study of behavioral dynamics (Kitamura; 1990) . Kitamura (1990) considers the inclusion of lag terms in discrete choice models not well advanced. Unresolved issues in the estimation of dynamic models using panel data include the representation of the initial conditions and the correlated error term in dynamic models. Few authors explicitly include lagged variables in location models. For non-work activity location choice, Sivakumar and Bhat (2007) include the previous location choices of the individual and the frequency of past visits in the same location in the utility. They do not deal with endogeneity issues due to the presence of lagged utility functions and assume the first location choice to be exogenous. In tourism literature, Grigolon et al. (2014) include the previous vacation length choice in the choice of the current vacation length. They compare a logit, a mixed logit and a dynamic mixed logit and show that the dynamic mixed logit is the best in estimation and forecasting. In their dynamic mixed logit, by assuming that the error term is independent of the variables (i.e., exogenous), and in particular independent of the lagged variable, they assume that unobserved attributes do not persist over time for a given individual. This can lead to bias in the estimation of the model, in particular when the choice of the vacation length of a stay is influenced by variables not included in their model. In the choice of a shop in a pedestrian street, Zhu et al. (2006) also face serial correlation and mention independence issues as a technical challenge for future research.
Regarding pedestrian destination choice models, Timmermans et al. (1992) mention in their review the "issue of whether a pedestrian tends to always buy certain items in the same store", i.e., the question of loyalty, as future research.
In light of the above literature review, we emphasize that location-aware technologies allow the collection of useful panel data over long periods. These data must be used in location choice models. Attention must be paid when modeling state dependence (lagged dependent variable). Serial correlation must also be accounted for. State dependence and serial correlation yield bias in estimation if they are not properly taken into account.
Our contribution is to develop a state-of-the-art location choice model using panel data from localization-aware technologies. We consider state dependence and serial correlation. We use Wooldridge (2005) correction method (see Section 3 for details) to correct bias in estimation that is due to endogeneity of the lagged dependent variable. As pointed out by (Arulampalam and Stewart; 2009 ), Wooldridge (2005 correction method is mostly applied to binary probit. We use it here with a logit model and a choice set that contains 21 alternatives. To our knowledge, this is the first time it is applied in such a context.
Methodology
We assume that panel data are available and provide observations of location choices over time. An individual n repeatedly visits locations. For each individual n, we assume a sequence of events {1, ..., t n , ..., T n }. This sequence is exogenous and individual specific. At each event, a location choice is made. The indicator y intn is 1 if individual n selects location i for event t n . The time interval between two events vary, as well as the number T n of events per individual. To make the notation light, we use t instead of t n in the following developments.
A sequence of events with varying time intervals between the decisions is typical for the choice of buying or selling for investors in the stock market (e.g., Robin and Bierlaire; . It is also common when considering the activity location choice conditional on an activity type (e.g., Kalakou et al.; Ton; . The modeling and forecasting of choices of activity type and time intervals between events is covered in .
We use a logit model for the choice of a location i. We present three models: a static model, a dynamic model without agent effect and a dynamic model with agent effect.
We associate a utility U int with a location i:
where i ∈ C nt and C nt is the choice set of all available locations at time t for individual n. This model is simple to estimate when we assume that ε int iid ∼ EV (0, 1) across i, n and t, i.e., a static logit model. It ignores two aspects: dynamics and serial correlation.
First, the choice at a certain event t may depend on previous choices. Individuals have state dependence to already visited locations. For the purpose of simplification, we make three additional assumptions. First, we assume a dynamic process of order one: the current level of utility of location i partly depends on the previously chosen location for the same type of activity. Second, the state dependence is location specific: utility for a location only depends on previous choice of this location. Third, we assume that the weight ρ of this state dependence is the same for every individual n and every location i (the assumption could be relaxed by considering variations across locations and individuals):
where y in(t−1) is a dummy variable with value one if location i was chosen by individual n as the previous location choice, and 0 otherwise. The coefficient ρ measures the effect of previous experience of the location on its current utility. ρ can be specific to the time of day, e.g., the choice of a catering location for a coffee break in the afternoon depends on the previous catering location choice in the afternoon, ignoring the other catering activity locations in-between. We assume that the time interval between two events does not change the impact of the previous experience, i.e., the duration between two events does not affect the choice probability. The choice probability of an activity location is only influenced by a previous visit at the same activity location. There is no memory fading.
We initially assume that the previous choice y in(t−1) is independent of the error term ε int (strict exogeneity assumption) and that ε int are independent and identically distributed across i, n and t. We term such a model a dynamic model without agent effect.
The error terms ε int model the unobserved factors. In the static and the dynamic model without agent effect, we assume that they are independently distributed over time, individuals and locations. In practice, it is very likely that they share time-invariant components associated with the decision-maker, thereby generating serial correlation. This raises the second issue of the static model. For example, in the successive choice of a restaurant, a preference for healthy food is usually unobserved (Burton et al.; Chen and Yang; . In our context, it can be considered as an unobserved time-invariant factor 1 .
As a consequence, the lagged variable y in(t−1) and the unobserved factors ε int are correlated since they both depend on the time-invariant factor, also known as agent effects. This is called endogeneity. It has to be taken into account to avoid bias in the estimation of the parameters of the model.
We relax the independence assumption of error terms ε in(t−1) and ε int by replacing the original single error term ε int by the sum of two error terms: α in + ε int . α in is the agent effect. It is time-invariant and represents the long-term preferences of individual n over time for location i. The agent effect α in does not vary over time but varies across individuals (inter-individual variability). ε int is the unobserved heterogeneity and represents the short-term variation of preferences of individual n (intra-individual variability). ε int are independent across time and individuals. The utility function becomes:
As stated by Wooldridge (2005) , accounting for endogeneity in estimation of panel data models with agent effects and lagged dependent variables requires the computation of the marginal/steady state choice probability for the first observed outcome of the dependent variable. This is often referred as the initial conditions problem in econometrics 1981; Hsaio; Train; Wooldridge; 2005) . Computation of such marginal probability is intractable except for some simple binary models (see Bhargava and Sargan; 1983, Hsaio; 2003 (Section 4 .3) and Wooldridge; 2005) . Several authors have proposed circumventing strategies to solve this problem (see Hsaio; 2003 and Wooldridge; 2005 for reviews) . We build here on the Wooldridge (2005) correction method.
Correcting endogeneity for dynamic discrete choice models
In general, endogeneity must be corrected to get consistent estimates (Train; 2003, Ch. 13) . Control functions capture the relationship between the unobserved factors and the observed variables and "absorb" endogeneity 1978) . Wooldridge (2005) proposes to model the distribution of the agent effect α in conditional on the initial value and any exogenous explanatory variables:
where ξ in is normally distributed, ξ in ∼ N (0, Σ α ), with Σ α is a matrix of parameters to be estimated 2 , andx n is a vector of time-invariant explanatory variables (i.e., long-term preferences, socioeconomic characteristics). The utility of the dynamic model with agent effect is:
The endogeneity issue is addressed with this utility function, given the assumption in Eq. 4 is valid (see Wooldridge (2005) for a detailed discussion). The contribution of a series of observations y int at times t = 1, ..., T for individual n to the likelihood function, conditional on the initial value y in0 and the agent effects α n = {α in , ∀i}, is:
Note that we do not model the first choice y in0 . Given our assumptions, it turns out that our estimator is a conditional maximum likelihood estimator. It is asymptotically equivalent to the full information maximum likelihood estimator. Only efficiency is affected.
When integrating out the agent effects α n ∈ R dim(i) , as for any mixture model, Eq. 6 becomes:
Here, P (y int |y in0 , y in(t−1) , α n ) is a logit model. f (α n |y in0 ,x n ) is normally distributed, following Eq. 4. Endogeneity is corrected. 
Pedestrian case study for EPFL catering locations
We present results for the three models described in Section 3, summarized in Table 1 , in the context of location choice on the EPFL campus. We focus on the choice of catering facilities during their opening hours. The choice set C contains 21 alternatives corresponding to the services available in 2012 ( Figure 1 ). Section 4.1 presents the WiFi data collection process. Section 4.2 describes the model specification and the estimation results. Based on this model, validation, elasticity to price and forecasts in the case of the opening of a new catering location can be found in Section 4.3, 4.4 and 4.5 respectively.
The processed data, the model specification files for Pythonbiogeme (Bierlaire; Bierlaire and Fetiarison; 2009) and the results are available as additional material.
Data collection and processing

Raw WiFi traces
We use WiFi traces to detect sequences of activity episodes. Campus employees and students have to authenticate themselves on the WiFi network through WPA using a RA-DIUS server. The RADIUS server provides authentification, authorization and accounting for users who connect and use the WiFi network. Accounting allows to associate a MAC address (identification of the device) with a username (identification of the user). Each measurement is associated with a unique identifier and a professional category, such as employee or civil engineering student, bachelor. Data are then anonymized by deleting the MAC address and the username. Here, a measurement corresponds to a localization and a timestamp, associated with an individual, represented by an anonymous unique identifier and a professional category. More than 2 million measurements were collected in Spring 2012, corresponding to 5902 unique identifiers (4140 employees, 1033 EPFL students and 729 other students). Details about the data collection campaign and data cleaning can be found in Appendix A.2 in Danalet (2015b) and raw data are available in Danalet (2015a) . 
A Bayesian procedure to detect activity-episode sequences
The Bayesian approach detailed in Danalet et al. (2014) is then applied to the cleaned WiFi traces in order to detect activity-episode sequences. Activity episodes are defined as an episode location (a point of interest), an episode start time and an episode end time. WiFi traces are merged with map information (localization of points of interest and length of the shortest path between two points) and a potential attractivity measure. The potential attractivity measure is an aggregate measure of occupancy. It provides the expected number of people in each point of interest from other data sources than WiFi traces, e.g., from point-of-sale data, cumulative work percentage of the employees per office, registered students per class, number of seats of the library. Time constraints (e.g., shop opening or class schedules) are also included in the potential attractivity measure. The potential attractivity measure is used as a prior in the Bayesian procedure. This Bayesian approach detects stops and gives semantics to the WiFi traces. It generates a list of candidate activity-episode sequences for each series of measurements and each individual, with their probability of being the true one. Here, we keep only the most likely activityepisode sequence for each day of measurements, per person (it corresponds to L = 1 in . A precise definition of the data used for defining the potential attractivity measure can be found in Appendix A.2 in Danalet (2015b) . Map data and data sources for the potential attractivity measure are available in Danalet (2015a) .
The catering location choice data
For each activity-episode sequence, we keep the activity episodes corresponding to a catering location during the opening hours. The activity episode preceding a visit to a catering destination is used to compute the distance walked by the individual to reach the catering location. We end up with 1868 observations performed by 211 members of campus (649 observations by 66 EPFL students and 1219 observations by 145 employees). Descriptive statistics on the catering activity episodes show that individuals' choices are influenced by distance from the previous activity episode localization and habits (Tinguely; . The catering location choice data are available as additional material.
Model specification and estimation
The explanatory variables used for the location choice are: (1) alternative specific attributes: distance from the previous activity location in the sequence, duration, cost, time of the day, opening hours, quality evaluation of the catering location, its capacity, its type of offer; (2) characteristics describing the choice context, constant across alternatives: weather conditions, day of the year, socio-economic attributes. Descriptive statistics on the collected data are available in Appendix A.1.
In the dynamic models, habits are assumed only for the morning and lunch break. Two lagged variables y in(t−1) are defined in the dynamic models, one for the morning and one for the lunch break. Thus, the dynamic Markov process is over individuals and periods of the day. Equations 2 and 3 become:
The specification of the agent effect distribution must be correct to get consistent estimates (Wooldridge; 2005) . We propose two different specifications for the agent effect α in . The first specification corresponds to c = 0 in Eq. 4. We assume the agent effect to depend only on the first choice:
The second specification for the agent effect includes the count y count int of previous choices of alternative i by individual n up to the event t of the current choice: y count int = t−1 t =1 I(y int ). Note that in the definition of the count of previous choices, the first observation y in0 is not included and the summation start at t = 1. It allows to avoid biases (Rabe-Hesketh and Skrondal; 2013).
Eq. 4 becomes:
Since the lagged variable y in(t−1) is interacted with the period of the day, the count of previous choices is also specified for each period of the day.
Consequently, we estimate 4 models: the static model (utility defined in Eq. 1), a dynamic model without agent effect (utility defined in Eq. 2) and two dynamic models with agent effect: one with a first choice agent effect specification (Eq. 10) and one with a first choice and frequency specification (Eq. 11).
We use a linear specification for the different models, whose variables are described in Table 3 . The complete estimation results for the 4 models of Table 2 can be found in Table 7 in Appendix A.2. The main observations from the estimation are described below. Lagged variables ρ lunch and ρ morning have positive signs, showing habits and repeated choices. Their value decreases when the dynamic model includes the agent effect (as compared to the model when it is considered exogenous). It has been reported in Monte Carlo simulations that ρ is overestimated in dynamic models without agent effect as compared to dynamic models with agent effect (Akay; . This is due to the double nature of the lagged variable ρ: the previous choice impacts the current choice because the past experience modifies the current preferences and because the past and current choices both depend on the same time-persistent unobserved parameters. These two factors are called true state dependence and spurious state dependence, respectively, by Heckman (1978 Heckman ( , 1981 ) (see also Hsaio; 2003, Section 7.5.4) . The agent effect, and in particular the first choice and frequency version of it, absorbs the time-persistent unobserved preferences.
The parameters have expected signs. Indoor capacity (number of seats) has a positive impact on the choice of visiting a catering location. Distance from the previous activity episode has a negative impact on the propensity to visit a catering location. This effect is strong in the morning and during lunchtime for cafeterias. It is not significant in the afternoon and during lunchtime for restaurants. Indeed, there are not many restaurants on campus, and consequently longer distances to walk. The cost parameters have a negative sign and their magnitude is larger for students than for employees. This is explained by the fact that employees have salaries and thus a higher purchasing power and a lower sensitivity to price. Annual evaluations by students (as a proxy for average quality), offering meals for dinner and beers after 14:00 all have a positive impact on the choice of catering locations.
The dynamic model without agent effect, the dynamic model with agent effect (first choice correction) and the dynamic model with agent effect (first choice and frequency correction) are unrestricted versions of the previous, simpler model in Table 2 (i.e., static model, dynamic model without agent effect, dynamic mode with agent effect (first choice correction), resp.). Three likelihood ratio tests have been performed. In all cases, we can reject the null hypothesis at a 95 % confidence level and the unrestricted model is preferred to the restricted one. Numerical results can be found in 
Validation
Cross-validation has been performed, partitioning the data in an estimation dataset containing past observations i 1 , i 2 , ..., i Tn−1 of individuals n and a validation dataset with their most recent choice i Tn . Models presented in Section 4.2 are applied to observations in the morning and during lunch break, in order to test the dynamics. The estimation dataset contains 1512 observations. The model is then applied to the validation dataset (contain- Table 4 : Aggregate average number of visits of the observations and of the different models, from the 144 most recent observations for each individual in the morning and during lunch break. For the observations and for each model, the number of visitors ("Nb") and the proportion of visitors ("%") are presented for each catering location. "Rest." stands for restaurant, "Self" for self-service, "Cafet." for cafeteria.
ing 144 observations), using the parameter estimates from the previous step. Aggregate average number of visits across individuals' most recent choices from observations and from the model output are compared in Table 4 . In order to compare the performance of the different models over all catering locations in Table 4 , we compute the sum of the squares of the errors:
where O i is the observed average number of visits for location i and E i,m is the expected average number of visits based on the choice probabilities for location i assuming model m.
Observed and predicted average number of visits show similar tendencies, even for the static model, meaning that the specification of the model is generally good. The model minimizing the sum of the squares of the errors is the dynamic model with agent effect using the first choice and the frequency. It is also the model that fits the data the best (Table 7) . It is an evidence that Wooldridge's approach is valid, and it performs better when the specification of the agent effect distribution includes the frequency of visits.
Elasticity to price
Aggregate direct elasticity of cost denotes the percent change in the number of visits for each catering location with respect to a change of 1 % in the cost of a meal. Aggregate direct elasticities of cost are presented for each restaurant, for students and employees, in Table 8 in Appendix A.3. Figure 2 summarizes the distribution of aggregate direct elasticities of cost as box-plots for each model, across students and employees. Figure 2 : Distribution of aggregate direct elasticities of cost for different models, for students and employees.
Demand for catering locations for students is more elastic to a change in the cost of a meal as compared to employees. This is explained by the higher purchasing power of employees. With the static model and the dynamic model without agent effect, employees mostly show a inelastic demand (< 1 in absolute value) and students show an elastic demand (> 1 in absolute value). With the dynamic models with agent effect, using the first choice and the frequency of choices, the absolute values of elasticities increase and employees have an elastic demand with respect to the cost of a meal. Generally, models ignoring the dynamics are less sensitive to cost. A possible analogy is the presence of unobserved variables, such as quality of the service or of the meal (Train; 2003, ch. 13) . Decision makers prefer cheap meals, but also like quality meals. When endogeneity is not corrected for, β cost absorbs both effects and its absolute value is attenuated. When endogeneity is accounted for, β cost is more negative, including only the taste for cheap meals. Here, in the static model and the model without agent effect, β cost absorbs a taste for cheap meals and other unobserved factors positively correlated with cost, such as a warm atmosphere or any attribute of quality for a meal. In the models with agent effect, unobserved factors are absorbed by the agent effect.
Forecasting visits when opening a new catering location
Data used for estimation were collected in 2012. We forecast the average number of visits for 2013 after the opening of a new self-service.
In this scenario, habits regarding the new catering location are not considered. The new alternative is not part of people's habits in the model: the previous catering location and the frequency of visits are null (y in(t−1) = 0 and y count int = 0 when i is the new catering location).
A new self-service, L'Epicure, opened in October 2013. The four models of Table 2 are applied to this new choice set. The parameters for the new self-service are the same as Le Giacometti, since it is the most similar existing catering location on campus and no stated preference is available.
The error term of the new alternative and the error term of the most similar existing alternative might be correlated. Indeed, if the new catering location does not share any unobserved attribute with the most similar catering location, a logit specification is valid. On the contrary, if unobserved attributes are shared, the two locations should be included in a nest and a nested logit specification is used for forecasting. Since we do not know the value of the nest parameter θ, an interval of values is used from 1 (i.e., logit model and independent error terms) to +∞ (i.e., perfectly correlated error terms) when applying the model to forecast average number of visits. Results are presented in Fig. 3 .
When using a static model, the predicted average frequency of visits varies between 0.7 % and 2.0 % for the full day. When correcting for endogeneity and using frequency of visits in the specification of the agent effect, the predicted average frequency of visits varies between 0.4 % and 1.1 %. This shows that correcting for endogeneity when using panel data has a significant impact when predicting the destination choices of people. The effect of the unknown level of correlation between the new catering location and its most similar alternative also seems lower when using the dynamic models with agent effect.
According to point-of-sale data collected from October 21 to 23, 2013, the frequency of financial transactions in the new self-service is 1.5 %, which has a level of magnitude consistent with the values predicted by the model.
Results presented here are only valid in the short term, since the model has been applied only once. For forecasting in the long term, accounting for the habits and routines, the model should be applied several times so that habits for the new location are established as an output of the model.
Conclusion
In this article, we model location choice conditional on the choice of activity type in activity episodes from WiFi traces. WiFi traces provide panel data. We estimate dynamic models, including lagged variables. They express the habits that could appear in repeated choices.
Including lagged variables in a discrete choice model generates endogeneity. The error term and the explanatory variable representing the previous choice are serially correlated. The so-called initial conditions problem is solved using a control function proposed by Wooldridge (2005) . The error term is decomposed in an agent effect and an independent error term. The conditional distribution of the agent effect, knowing the first choice, is approximated. Figure 3 : Average frequency of visits for the new self-service for the different models, as a function of θ.
The approach of Section 3 has been applied to a case study on a campus (Section 4), based on actual WiFi traces, preprocessed as in Danalet et al. (2014) . Campus members tend to visit catering locations that are closer, have large capacities, and that offer beer and serve meals at dinner. Students are more sensitive to cost than employees. The previous choice significantly impacts the choice of the current catering location in the morning and in the lunch break in a dynamic model without agent effect, without the correction for endogeneity. When controlling for true state dependence and spurious state dependence, time-persistent unobserved effects are detected and the previous choice becomes no longer significant. A likelihood ratio test has been performed between the different models:
• the static model is rejected when compared to the dynamic model without agent effect • the dynamic model without agent effect is rejected when compared to the a dynamic model with agent effect
• the model without the frequency of the first choice is rejected when compared to the model with the frequency.
Models are validated in Section 4.3 and the models seem correctly specified, reproducing the observations of the validation dataset. In terms of predictive power, dynamic models outperform static models, and the agent effect including the first choice and the frequency of visits performs the best.
Elasticity to cost of a menu and forecasting in the case of the opening of new catering locations are presented in Section 4.4 and 4.5, respectively. Elasticity to the cost of a menu increases with dynamic models with agent effect. In the scenario of the opening of a new catering location, predicted average number of visits correspond to point-of-sale data.
This model can be applied in pedestrian facilities to estimate demand for specific locations. Wooldridge's approach is easy to implement for discrete choice models with many alternatives and improves the estimation and predictive power of the model. Our model specification could be extended towards more complex discrete choice models (e.g., a nested logit where categories of catering locations would be the nests in our case study). Collection of more socioeconomic data would also improve the specification and prove useful for marketing purposes. On campuses, in transportation hubs or music festivals, information on congestion at location (i.e., queues for a service) is likely to be significant in explaining people's behavior. Endogeneity in the model due to congestion could also be corrected, using the occupation rates for each location as measures of queues and congestion at these locations. Some endogeneity could also be related to group effects, when a group chooses a location together instead of each individual independently (Louviere et al.; 2005, Section 2 ). This could be corrected using proximity as a measure of social networks. Finally, space syntax has been used in recent research and could help in formalizing intuitions such as "visibility" in public spaces.
Zhu, W. and Timmermans, H. J. P. (2011) 
A Appendix
A.1 Descriptive statistics of the WiFi traces
As described in Danalet et al. (2014) , WiFi traces have been anonymized but the category of people has been collected. The number of times each catering location is chosen is described in Table 6 . The most visited catering location is L'Esplanade, very central on the campus. Le Parmentier and Le Vinci are very close and share the same kitchen; their counts of being chosen from WiFi traces are biased towards Le Parmentier, with a larger capacity and therefore a larger attractivity (see . Number of visits in catering locations in the Rolex Learning Center (RLC), Le Hodler and Le Klee, are most probably underestimated due to the large attractivity of the library (see again .
The distance walked to reach a catering location (Fig. 4) is computed used a weighted shortest path . It takes into account the pedestrian network and the different floors on the campus. In 478 cases, distance could not be computed (previous location to the catering destination is not properly connected to the network).
More descriptive statistics about the data used in this case study are available in Tinguely (2015) . 
Count of chosen alternatives
