New bad lines in R[x,y] and optimization of the Epimorphism Theorem  by Vénéreau, Stéphane
Journal of Algebra 302 (2006) 729–749
www.elsevier.com/locate/jalgebra
New bad lines in R[x, y] and optimization
of the Epimorphism Theorem ✩
Stéphane Vénéreau
Mathematisches Institut Universität Basel, Rheinsprung 21, CH-4051 Basel, Schweiz
Received 14 October 2004
Available online 5 June 2006
Communicated by Wolfgang Soergel
Abstract
We give necessary and sufficient conditions on a commutative ring with unity R so that the following
holds: any polynomial f in R[x, y] such that R[x, y]/(f )  R[1] (a line for short) is a variable (= α(x) for
some automorphism α :R[x, y] → R[x, y]). The main ingredient here is the construction of new bad lines
(lines which are not variables).
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1. Introduction and main results
Let R be a ring (commutative with unity as all the other rings in this paper) and R[x, y] a
polynomial ring in two variables over R.
A polynomial f = f (x, y) ∈ R[x, y] is called a line if R[x, y]/(f )  R[1] (a polynomial
ring in one variable) and it is called a variable if there exists an automorphism of R-algebra
α :R[x, y] → R[x, y] such that f = α(x) (it is easily seen that variables are lines).
In [1] it is proved that if R is a characteristic 0 field then lines are variables. This result is
often referred to as the Epimorphism Theorem or again the Abhyankar–Moh–Suzuki Theorem
(because of [12]). The characteristic 0 here is important because, in [9], Nagata had already found
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polynomial x − xqp − yp2 is a line but not a variable (a bad line). Moreover, these bad lines
have simple generalizations to any ring R such that Rred := R/
√
0 has characteristic p or such
that pr = 0 for some r = Rred \ {0}. The Epimorphism Theorem has been improved successively
in [10] and then in [5], the sufficient conditions on the ring R (so that lines are variables) have
become:
R is not as above and either R contains Q or Rred is such that for b, c ∈ Rred with b3 = c2,
there is an s ∈ Rred with s2 = b, s3 = c. In general, a reduced ring with this property is called
semi-normal.
Therefore one asks the following question: what is the exact frontier between good and bad
rings in this context?
We answer this question (see Theorem 2 below) by improving again a little bit the Epimor-
phism Theorem on one hand and by constructing new bad lines for the remaining rings on the
other hand. Therefore this theorem is optimized as announced in the title.
The generalization part consists in remarking that somewhere in [5], one can just replace a
result from [8] by a stronger result from [13] where n-seminormality (see Definition 1 below) is
introduced. We also fill a gap in Bhatwadekar’s proof (see Section 3) where some stability result
is required. We show this result (Lemma 15), thereby extending a theorem in [3].
The main thing in the present article is then the discovery of bad lines in R[x, y] for rings
R such as Z[s2, s3,3s] (⊂ Z[s]) which is a domain of characteristic 0 but which is not 3-
seminormal (see Definition 1).
The starting point of this article was the paper by Bhatwadekar and Dutta, [4], where not only
important results about residual variables (see below) are given but also an example of a “bad
residual variable” is exhibited from which we inspired a lot. This example was followed by a
question: if f ∈ R[x, y] is a residual variable and a line, is it then a variable? As will be seen in
the following we answer this question negatively.
Before we state the two main theorems we need the following definition from [13]:
Definition 1. Let n be an integer. A reduced ring R is called n-seminormal if the following holds:
∀b, c, d ∈ R such that
⎧⎨
⎩
b3 = c2,
d2 = n2b,
d3 = n3c,
∃s ∈ R such that
⎧⎨
⎩
b = s2,
c = s3,
d = ns.
When n = 0 one just says seminormal.
Remark that when R is a domain then n-seminormality means:
∀s ∈ Frac(R), s2, s3 and ns ∈ R 
⇒ s ∈ R.
The announced result is:
Theorem 2. Let R be a commutative ring with unity and Rred = R/
√
0 its reduced ring. Then
one has the following equivalence:
{
Rred has characteristic 0 and no integer dividing 0,
Rred is p-seminormal for every prime number p ⇐⇒
lines of R[x, y]
are variables.
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intermediary properties:
Definition 3. A polynomial f = f (x, y) ∈ R[x, y] is called a
• residual variable if its image in (R℘/℘R℘)[x, y], denoted ℘f , is a variable for every prime
ideal ℘ of R;
• stable variable if f is a variable of R[x, y, z1, . . . , zn], for some n, where z1, . . . , zn are
indeterminates over R[x, y]. In other words, there exists g, h1, . . . , hn ∈ R[x, y, z1, . . . , zn]
so that R[x, y, z1, . . . , zn] = R[f,g,h1, . . . , hn];
• general line if every one of its fiber f − c, ∀c ∈ R, is a line.
Of course new questions about those arise which are of interest on their own right. Using the
work of Bhatwadekar and Dutta [4] and finding again “bad” objects we are able to describe quite
well relations between them depending on the coefficient ring R:
Theorem 4. Let R be a commutative ring with unity and Rred = R/
√
0 its reduced ring. Then
one has the following implications and equivalences:
[
Rred has characteristic 0 and
no integer dividing 0
]
I⇐⇒
[
lines of R[x, y]
are residual variables
]
,
[ R is noetherian ] II
⇒
[
residual variables of R[x, y]
are stable variables
]
,
[
Rred is p-seminormal for
every prime number p
]
III⇐⇒
[
stable variables of R[x, y]
are variables
]
,
⎡
⎣R is noetherian andRred is p-seminormal for
every prime number p
⎤
⎦ IV
⇒ [ residual variables of R[x, y]
are variables
]
,
[
Rred is p-seminormal for
every prime number p
]
V⇐

[
residual variables of R[x, y]
are variables
]
,
[
Rred is p-seminormal for
every prime number p
]
VI⇐

[
residual variables of R[x, y]
are lines
]
,
[
Rred is p-seminormal for
every prime number p
]
VII⇐

[
lines of R[x, y]
are general lines
]
.
It is worth mentioning that we also found examples of general lines that are not variables (see
Corollary 25) as well as an optimization of a result in [2] (see Propositions 27 and 28).
The proofs of the right implications in Theorems 2 and 4 are given in Section 3 whereas the
left implications are proven in Sections 4 and 6.
2. Preliminaries
If R is a ring, ℘ a prime ideal of R and r an element of R, we denote ℘r the image of r in the
residue field k(℘) = R℘/℘R℘ by the canonical homomorphism R → k(℘); to sum up we have:
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r −→ ℘r.
As soon as R is reduced it is a well-known fact that the ring homomorphism
R −→ ΠR :=
∏
℘∈SpecR
k(℘),
r −→ (℘r)
℘∈SpecR,
is injective. Therefore, in this case, we will identify R with its image in ΠR and consider the
extension R ⊂ ΠR which is moreover a reduced extension since, being a product of fields, ΠR is
reduced.
Remark 5. When R is reduced it is clear that if f (x, y) ∈ R[x, y] is a variable of ΠR[x, y] (that
is, there exists an automorphism of ΠR[x, y], α so that α(x) = f ) then it is a residual variable.
Remark 6. It is well known (see e.g. [14]) that a polynomial f is a variable of R[x, y] if and
only if R[x, y] = R[f,g] for some g ∈ R[x, y]. An equivalent formulation is to say that R[x, y]
is isomorphic to R[f ][1] as an R[f ]-algebra. Similarly f is a stable variable of R[x, y] if and
only if R[x, y][n] is isomorphic to R[f ][n+1] as an R[f ]-algebra for some n; in other words
R[x, y] is stably isomorphic to R[f ][1] which means:
R[x, y][z1, . . . , zn] R[f ] R[f ][1][h1, . . . , hn].
Remark 7. Variables are residual variables. Variables are general lines and general lines are lines
so variables are lines. Variables are stable variables.
The following two lemmas are easy and well-known results (see e.g. [14]):
Lemma 8. Recall that Rred = R/
√
0 is the reduced ring of R. A polynomial f = f (x, y) ∈
R[x, y] is:
• a line;
• a residual variable;
• a variable;
• a stable variable;
• a general line
if and only if its image in Rred[x, y] is.
Lemma 9. The automorphisms of a polynomial ring in one variable, R[z], are of the form:
α(z) = uz + b + z2n(z),
where u ∈ R∗ := {invertible elements of R}, b is any element of R and n(z) a nilpotent polyno-
mial of R[z] (or equivalently, all the coefficients of n(z) are nilpotent in R).
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α and β , defined by{
α(x) = x + g(y),
α(y) = y, and
{
β(x) = x,
β(y) = y + h(x), with g(X),h(X) ∈ R[X]
are automorphisms (replacing “+” by “−” gives the inverses) commonly called elementary au-
tomorphisms. From such automorphisms and their compositions one easily constructs variables:
x + g(y), y + h(x), x + g(y + h(x)), y + h(x + g(y)), . . . .
3. Good lines, good residual variables, etc.
In view of Lemma 8 one may assume that R is reduced.
Proof of “
I⇒” in Theorem 4. This is exactly [5, Lemma 3.5]. 
Proof of “
II⇒” in Theorem 4. This follows from [4, Theorem A]. 
Proof of “
III⇒” in Theorem 4. Assume that R is p-seminormal for every prime number p and
let f ∈ R[x, y] be a stable variable, i.e. (see Remark 6) R[x, y] is stably isomorphic to R[f ][1].
The problem is to show that R[f ]  R[1] is “steadfast” (see [8,13]) which implies that R[x, y] is
R[f ]-isomorphic to R[f ][1] or, equivalently, f is a variable. In [5], Theorems 2.6 and 2.8 of [8]
imply that R is steadfast (in a less general setting) but it is forgotten to prove that R[1] is. This is
where we need Lemma 15 below: R[f ]  R[1] is also p-seminormal for every prime number p
and, by [13, Theorem 9.1] (which generalizes [8]), R[f ]  R[1] is steadfast. 
Proof of “
IV⇒” in Theorem 4. Direct consequence of “ II⇒” and “ III⇒.” 
Proof of “⇒” in Theorem 2. Assume that R has characteristic 0 and no integer dividing 0 and
R is p-seminormal for every prime number p. Let f be a line of R[x, y]. First we reduce to the
noetherian case: f is also a line of N [x, y] where N ⊆ R is the subring of R generated by 1,
the coefficients of f and all the coefficients involved in the isomorphism: R[x, y]/(f )  R[1].
It is clear that N is now noetherian and still has characteristic 0 and no integer dividing 0. By
Theorem 4 “ I⇒” and “ II⇒” f is then a residual and stable variable of N [x, y]. This means that f
is a variable of N [x, y, z1, . . . , zn] for some n and, since N ⊆ R, f is also a stable variable of
R[x, y]. The implication “ III⇒” of Theorem 4 ends the proof. 
4. Nagata’s bad lines
In view of Lemma 8 we may restrict to the case when R is reduced to build bad lines.
Lemma 10. Let R be a reduced ring such that pr = 0 in R for some prime number p and some
r ∈ R \ {0}. Then
f := x − yp2 − rp2xqp
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residual variable (and hence not a variable).
Proof. Choosing a prime ideal ℘ which does not contain r we get a field k(℘) of characteristic
p and, as in [9], ℘f is a bad line of k(℘)[x, y]. This implies that f itself is not a variable (see
Remark 7).
We shall prove that f is indeed a line constructing the following isomorphism:
R[x, y]/(x − yp2 − rp2xqp) ∼−→ R[z],
x −→ zp2 ,
y −→ z − rzpq,
y + r · (yp + rpxq)q ←−  z. 
Proof of “⇐” in Theorem 2, first part. From Lemma 10 above it is clear that if one wants
lines of R[x, y] to be variables, then Rred has to be a characteristic 0 ring without integer divid-
ing 0. 
Proof of “
I⇐” in Theorem 4. Again, a direct consequence of Lemma 10 above. 
5. n-Seminormality
The definition of n-seminormality given in the introduction means essentially: “there is no
element s outside of R such that s2, s3 and ns ∈ R.” This can be rigorously expressed using the
following natural definition of “n-seminormal in”:
Definition 11. Let R ⊂ S be an extension of a (non-necessarily reduced) ring R and n an integer.
We say that R is n-seminormal in S or that the extension is n-seminormal if the following holds
∀s ∈ S, ns, s2 and s3 ∈ R 
⇒ s ∈ R.
Remark 12. From the definition it is clear that “being n-seminormal in” is a transitive relation
i.e. if R ⊂ S ⊂ T are three rings such that R is n-seminormal in S and S n-seminormal in T then
R is n-seminormal in T .
As remarked in [13], it is customary to call a ring (n-)seminormal if it is so in its total quotient
ring. However, when R is not noetherian, this object can misbehave rather badly and some results
do not extend. This is why we take instead, the product of all the residual fields, ΠR :
Lemma 13. A reduced ring R is n-seminormal if and only if the following equivalent conditions
are fulfilled:
(i) R is n-seminormal in all reduced extensions R ⊂ S,
(ii) R is n-seminormal in ΠR .
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Let R ⊂ S be a reduced extension of the n-seminormal ring R and s be an element of S
such that ns, s2 and s3 are in R. Then b = s2, c = s3 and d = ns are as in Definition 1 of n-
seminormality and hence there exists s′ ∈ R such that s2 = s′2, s3 = s′3 and ns = ns′. Let us
compute
(s − s′)3 = s3 − 3s2s′ + 3ss′2 − s′3
= −3s′3 + 3s3
= 0
and S being reduced, s = s′ ∈ R.
The implication (i) ⇒ (ii) being obvious the only thing left to prove is:
(ii) ⇒ R is n-seminormal.
Let b, c and d ∈ R be as in Definition 1 and let s = (s℘) ∈ ΠR be defined by
{
s℘ = 0 if ℘b = ℘c = 0,
s℘ = ℘c℘b otherwise.
It is easy to check that, ∀℘ ∈ SpecR,
s2℘ = ℘b,
s3℘ = ℘c.
Moreover,
either ℘d = (℘d)2 = 0 = n2 ℘b = (ns℘)2 = ns℘,
or ℘d = (
℘d)3
( ℘d)2
= n
3 ℘c
n2 ℘b
= (ns℘)
3
(ns℘)
2 = ns℘,
and hence
ns℘ = ℘d.
We have proved that, in ΠR ,
s2 = b,
s3 = c,
ns = d,
hence s2, s3 and ns are in R and, by the n-seminormality of R in ΠR , s ∈ R. Now s is the
element wanted in the definition of n-seminormality. 
Example 14. Let n be any non-zero integer.
736 S. Vénéreau / Journal of Algebra 302 (2006) 729–749• Any ring containing the field of rational numbers Q is n-seminormal. Every normal do-
main and every seminormal ring is n-seminormal. The ring Z[s2, s3] (⊂ Z[s]  Z[1]) is
n-seminormal but it is not normal nor even seminormal.
• The rings Z[ns, s2, s3], (Z/nZ)[s2, s3] and Z[n√n] are NOT n-seminormal.
The following lemma is essential in the proof of Theorems 2 and 4. Note that it is proved in
[3, Theorem 2 (iii) and (iv)], but only in the noetherian case (moreover in the non-noetherian
case our definitions of n-seminormality differ).
Lemma 15. Let n be an integer. If R is a reduced n-seminormal ring then so is R[1].
Proof. In view of Lemma 13(ii) we will prove that R[1] = R[X] is n-seminormal in ΠR[X].
Recall that
ΠR[X] =
∏
℘∈SpecR[X]
k(℘),
where k(℘) is the residue field R[X]℘/℘R[X]℘ . Let ℘0 be a prime ideal of R, then there is
a canonical homomorphism R → k(℘0) which extends naturally to a homomorphism R[X] →
k(℘0)[X]. This homomorphism gives an injection: Speck(℘0)[X] ↪→ SpecR[X] thus me may
identify Speck(℘0)[X] with its image. Now take ℘ ∈ Speck(℘0)[X] ⊂ SpecR[X] (℘∩R = ℘0);
the notation k(℘) is a priori ambiguous then but the two residue fields that can be considered can
also be identified so that the following diagram commutes:
R[X] k(℘0)[X]
k(℘).
We get a family of such diagrams parameterized by (℘ ∈)Speck(℘0)[X], this family can be put
together in the following commutative diagram:
R[X] k(℘0)[X]
∏
℘∈Speck(℘0)
k(℘).
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put together in the following commutative diagram:
R[X]
( ∏
℘0∈SpecR
k(℘0)
)
[X]
∏
℘0∈SpecR
(
k(℘0)[X]
)
∏
℘0∈SpecR
( ∏
℘∈Spec k(℘0)[X]
k(℘)
)
.
The set at the bottom is exactly ΠR[X]; indeed we have
SpecR[X] =
⋃
℘0∈SpecR
Speck(℘0)[X]
and so
∏
℘∈SpecR[X]
k(℘) =
∏
℘0∈SpecR
( ∏
℘∈Spec k(℘0)[X]
k(℘)
)
. (1)
Via identifications we now get a tower of ring extensions:
R[X] ⊂ ΠR[X] =
( ∏
℘0∈SpecR
k(℘0)
)
[X] ⊂
∏
℘0∈SpecR
(
k(℘0)[X]
)⊂ ΠR[X]
and, in view of Remark 12, we have to prove that they are all n-seminormal.
We know that R is n-seminormal hence, by Lemma 13, R is n-seminormal in ΠR and by
[3, Proposition 1], R[X] is n-seminormal in ΠR[X].
The second extension,
ΠR[X] =
( ∏
℘0∈SpecR
k(℘0)
)
[X] ⊂
∏
℘0∈SpecR
(
k(℘0)[X]
)
is clearly n-seminormal since ΠR[X] can be characterized as the subset of elements
(p(X)℘0)℘0∈SpecR of
∏
℘0∈SpecR(k(℘0)[X]) such that:
{
degp(X)℘0
∣∣ ℘ ∈ SpecR} has an upper bound.
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℘∈Spec k(℘0)[X] k(℘). Actually, it is an easy exercise to prove that k(℘0)[X], as any factorial
domain, is even n-seminormal itself which implies the desired conclusion. 
Remark 16. In this article the following property for a reduced ring R is often considered: R is
p-seminormal for every prime number p. Note that this is equivalent to: R is n-seminormal for
every n ∈ Z \ {0}.
6. Bad lines, bad residual variables, etc. in non-p-seminormal rings
Again, in view of Lemma 8, we can restrict to the case when R is reduced to deal with
variables, lines, etc. The following assumptions and notations are fixed throughout this section.
Let R be a reduced ring which is not p-seminormal for some prime p, from Lemma 13 and
Definition 11 it is clear that there exists an s ∈ ΠR \R such that ps, s2 and s3 are in R. We now
have a non-trivial extension:
R ⊂ S := R[s] = R + sR (⊆ ΠR).
In consequence, we will adopt the following notation: for every t ∈ S there exists (a priori non-
uniquely determined) t ′, t ′′ ∈ R such that
t = t ′ + t ′′s.
Observe that the following ideal:
I := psR + s2R + s3R = psS + s2S
is common to both rings R and S. To fix notations let us just write the canonical epimorphisms:
R −→ R¯ := R/I,
r −→ r¯
and
S −→ S¯ := S/I,
t −→ t¯ .
We extend this notation to R¯[x, y], S¯[x, y] and even Aut R¯[x, y], Aut S¯[x, y] in a natural way:
f¯ (x, y) :=
∑
f¯ij x
iyj and
{
γ¯ (x) := γ (x),
γ¯ (y) := γ (y).
Remark that we still have a non-trivial extension: R¯ ⊂ S¯ := R¯[s¯] = R¯ + s¯R¯. In order to prove
that some t ∈ S is actually in R it can be useful to use the following equivalence:
∀t ∈ S, t ∈ R ⇐⇒ t¯ ∈ R¯
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example
∀f = f (x, y) ∈ S[x, y], f ∈ R[x, y] ⇐⇒ f¯ ∈ R¯[x, y],
∀γ ∈ AutS[x, y], γ ∈ AutR[x, y] ⇐⇒ γ¯ ∈ Aut R¯[x, y]
(where, by abuse of notation, γ|R[x,y] is again denoted γ ).
Lemma 17. The polynomial f := x + (y + sx)p ∈ R[x, y] is a residual variable but not a vari-
able.
Proof. First we check that
f = x + (y + sx)p = x + yp + psyp−1x +
(
p
2
)
s2yp−2x2 +
(
p
3
)
s3yp−3x3 + · · ·
is indeed in R[x, y]. Now define α by
{
α(x) = x + (y + sx)p,
α(y) = y + sx,
α is clearly an automorphism of (S[x, y] ⊆) ΠR[x, y] hence α(x) = f is a variable of
(S[x, y] ⊆) ΠR[x, y] and, by Remark 5, a residual variable (of R[x, y]).
We prove by contradiction that f is not a variable of R[x, y]. Assume that f = α(x) is a
variable of R[x, y], then there exists an automorphism β of R[x, y] such that β(x) = α(x) = f .
We then have α−1β(x) = x which means that α−1β is an automorphism of the polynomial ring
in one variable (y) with coefficients in S[x]: S[x][y]. This implies (see Lemma 9) that
α−1β(y) = uy + b(x) with u ∈ S[x]∗ = S∗ and b(x) ∈ S[x]
(there is no nilpotent element since S, being a subring of a product of fields, is reduced and so is
S[x]). We get
β(y) = α(uy + b(x))= u · (y + sx) + b(x + (y + sx)p) ∈ R[x, y]
and hence
u¯ · (y + s¯x) + b¯(x + yp) ∈ R¯[x, y].
Looking at this polynomial mod (x) we get that u¯ ∈ R¯ and b¯(X) ∈ R¯[X]; then looking mod (y)
we have u¯s¯x + b¯(x) ∈ R¯[x] and hence
u¯s¯ ∈ R¯. (2)
We know that u¯ is invertible in S¯ hence there exists v¯ = v¯′ + v¯′′s¯ ∈ S¯ such that
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1 = u¯ · (v¯′ + v¯′′s¯),
1 = u¯v¯′ + u¯v¯′′s¯ (×s¯),
s¯ = u¯s¯v¯′ + u¯v¯′′s¯2,
s¯ = u¯s¯v¯′ (s2 ∈ I)
and, in view of (2),
s¯ ∈ R¯,
s ∈ R,
a contradiction. 
Remark 18. Such an example of a “bad residual variable” existed already in [4, Example 4.1]
however the one we exhibit in Lemma 17 is simpler and more general.
Proof of “
V⇐” in Theorem 4. Direct consequence of Lemma 17. 
The following lemma is essential in the construction of the announced “bad” objects.
Lemma 19. For all q(X) ∈ S[X] there exists an automorphism γq of S[x, y] such that{
γ¯q(x) = x,
γ¯q(y) = y + s¯ · q¯(xp)yp.
Proof. First remark that the application:
AutS[x, y] −→ Aut S¯[x, y],
α −→ α¯
is a group morphism. We will use this fact several times without explicit mention. Now we show:
Claim 20. There exists α ∈ AutS[x, y] such that
{
α¯(x) = x − s¯ · q¯(xp)pxp,
α¯(y) = y + s¯ · q¯(xp)yp.
Proof. Let μ and ν be the following elementary automorphisms of S[x, y]:
{
μ(x) = x + syp,
μ(y) = y,
{
ν(x) = x,
ν(y) = y + x · q(xp).
Let us compute μνμ−1 = μ¯ν¯μ¯−1:
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μ¯ν¯μ¯−1(x) = μ¯(x − s¯ · (y + xq(xp))p),
μ¯ν¯μ¯−1(x) = μ¯(x − s¯yp − s¯ · (xq(xp))p) (ps¯ = 0!),
μ¯ν¯μ¯−1(x) = x + s¯yp − s¯yp − s¯ · ((x + s¯yp)q((x + s¯yp)p))p,
μ¯ν¯μ¯−1(x) = x − s¯ · (xq(xp))p (s¯2 = 0!),
μ¯ν¯μ¯−1(x) = x − s¯ · q¯(xp)pxp
and
μ¯ν¯μ¯−1(y) = μ¯ν¯(y),
μ¯ν¯μ¯−1(y) = μ¯(y + x · q¯(xp)),
μ¯ν¯μ¯−1(y) = y + (x + s¯yp) · q¯((x + syp)p),
μ¯ν¯μ¯−1(y) = y + (x + s¯yp) · q¯(xp) (ps¯ = s¯2 = 0!),
μ¯ν¯μ¯−1(y) = y + s¯ · yp · q¯(xp)+ x · q¯(xp).
In order to get rid of the summand xq¯(xp) we use the fact that
S¯[x] = S¯[x − s¯ · q¯(xp)pxp]= S¯[μ¯ν¯μ¯−1(x)] (see Lemma 9)
so
x · q¯(xp)= a¯(μ¯ν¯μ¯−1(x)) for some a ∈ S[x].
Now define η ∈ AutS[x, y]: {
η(x) = x,
η(y) = y − a(x),
we then have
μ¯ν¯μ¯−1η¯(x) = μ¯ν¯μ¯−1(x),
μ¯ν¯μ¯−1η¯(x) = x − s¯ · q¯(xp)pxp
and
μ¯ν¯μ¯−1η¯(y) = μ¯ν¯μ¯−1(y − a¯(x)),
μ¯ν¯μ¯−1η¯(y) = μ¯ν¯μ¯−1(y) − a¯(μ¯ν¯μ¯−1(x)),
μ¯ν¯μ¯−1η¯(y) = y + s¯ · yp · q¯(xp)+ x · q¯(xp)− x · q¯(xp),
μ¯ν¯μ¯−1η¯(y) = y + s¯ · ypq¯(xp).
Take α := μνμ−1η and the claim is proved. 
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x− s¯ · q¯(xp)pxp in x without touching the second component. This we do thanks to the following
claim.
Claim 21. For all g ∈ S[X] there exists β ∈ AutS[x, y] such that
{
β¯(x) = x + s¯ · g¯(xp),
β¯(y) = y.
Proof. First we construct the following Nagata type automorphism, θ ∈ AutS[x, y]:
{
θ(x) = x + s · (sy + g(xp)),
θ(y) = y + g(xp)−g((x+s·(sy+g(xp)))p)
s
.
One checks easily that y + g(xp)−g((x+s·(sy+g(xp)))p)
s
is meaningful, that is, without denominator.
A “direct” way to show that θ is indeed an automorphism is to give its inverse:
{
θ−1(x) = x − s · (sy + g(xp)),
θ−1(y) = y + g(xp)−g((x−s·(sy+g(xp)))p)
s
.
However, it looks less mysterious if one gives a decomposition for θ , even if this decomposition
uses some automorphism “from outside” (see σ below).
First we define two elementary automorphisms, μ and ν ∈ AutS[x, y]:
{
μ(x) = x,
μ(y) = y + g(xp),
{
ν(x) = x + sy,
ν(y) = y.
The following application σ and its inverse σ−1 have a more formal meaning:
{
σ(x) = x,
σ (y) = sy,
{
σ−1(x) = x,
σ−1(y) = y
s
.
The automorphism θ was constructed using the decomposition:
θ = σμνμ−1σ−1.
We are now half way since θ¯ (x) = x + s¯ · g(xp) as in the claim. To see what θ¯ (y) looks like,
first observe that:
(
x + s · (sy + g(xp)))p ∈ S[x] mod (ps2, s3)
hence
g(xp) − g((x + s · (sy + g(xp)))p) ∈ S[x] mod (ps, s2)
s
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θ¯ (y) − y ∈ S¯[x].
As in the proof of Claim 20 before we take a(x) ∈ S[x] such that
θ¯ (y) − y = a¯(θ¯ (x))
and define η ∈ AutS[x, y]:
{
η(x) = x,
η(y) = y − a(x).
Take β := θη and the claim is proved. 
Now we take g(X) := −q(X)pX in Claim 21 and the only thing left to check is that γq :=
β−1α is as desired; since α¯(x) = β¯(x) we have
γ¯q (x) = β¯−1α¯(x) = β¯−1β¯(x) = x.
Let us compute the second component:
γ¯q(y) = β¯−1α¯(y) = β¯−1
(
y + s¯ · q¯(xp)yp)= y + s¯ · β¯−1(q¯(xp)yp)
but observe that β ≡ Id mod (s) and hence β−1 ≡ Id mod (s) and s · β−1(q(xp)yp) ≡
q(xp)yp mod (s2). Consequently s¯ · β¯−1(q¯(xp)yp) = q¯(xp)yp and we get
γ¯q(y) = y + q¯
(
xp
)
yp
as desired. 
Remark that, since γ¯q (x) = x ∈ R¯[x, y], γq(x) ∈ R[x, y]. And the same holds for every fiber
γq(x) − c, where c runs through R.
Proposition 22. Let γq be as in Lemma 19 and c ∈ R. Then
• γq(x) is a residual variable;
• γq(x) is a stable variable;
• γq(x) − c is a line of R[x, y] if and only if s · q(cp) ∈ R;
• γq(x) is a variable if and only if s · q(Xp) ∈ R[X].
Proof. • As already noticed, the fact that γq(x) is a variable of S[x, y] ⊆ ΠR[x, y] implies that
it is a residual variable.
• To prove that γq(x) is a stable variable, one could argue simply using “ II⇒” in Theorem 4
(it is easy to reduce to the noetherian case). However we find it better to give a more direct
explanation. Let z be a new undeterminate over R[x, y]: R[x, y] ⊂ R[x, y, z]. Replace R by
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there exists ζq ∈ AutS[x] S[x][z, y] such that
{
ζ¯q (z) = z,
ζ¯q(y) = y + s¯ · q¯(xp)yp.
In other words we have ζq ∈ AutS S[x, z, y] such that⎧⎨
⎩
ζq(x) = x,
ζ¯q(y) = y + s¯ · q¯(xp)yp,
ζ¯q(z) = z.
Now we have:
γqζ
−1
q (x) = γq(x),
γ¯q ζ¯
−1
q (y) = y
and
γ¯q ζ¯
−1
q (z) = z
hence γqζ−1q ∈ AutR R[x, y, z] and γqζ−1q (x) = γq(x) is a variable of R[x, y, z]; it follows that
γq(x) is a stable variable of R[x, y].
• The automorphism γq of S[x, y] induces an isomorphism, say φγq , between S[x, y]/(x − c)
and S[x, y]/(γq(x) − c):
φγq : S[y] = S[x, y]/(x − c) ∼−→ S[x, y]/
(
γq(x) − c
)
,
c = x −→ c,
γ−1q (x)(c, y) = γ−1q (x) ←−  x,
y = y −→ γq(y),
γ−1q (y)(c, y) = γ−1q (y) ←−  y.
We want to see what this isomorphism looks like mod I (the “·¯” version). It is easy to check that
γ¯−1q (y) = y − s¯ · q¯
(
xp
)
yp
and we get:
φ¯γq : S¯[y] = S¯[x, y]/(x − c¯) ∼−→ S¯[x, y]/(x − c¯) = S¯[y],
c¯ = x −→ x = c¯,
y = y −→ γ¯q(y) = y + s¯ · q¯
(
xp
)
yp = y + s¯ · q¯(c¯p)yp,
y − s¯ · q¯(c¯p)yp = y − s¯ · q¯(xp)yp = γ−1q (y) ←−  y = y.
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φ¯γq : S¯[y] ∼−→ S¯[y],
y −→ y + s¯ · q¯(c¯p)yp,
y − s¯ · q¯(c¯p)yp ←−  y.
By the usual argument it is clear that φγq (or rather φγq |R[y]) defines an isomorphism between
R[1] = R[y] and R[x, y]/(γq(x) − c) if and only if φ¯γq defines an isomorphism between R¯[1] =
R¯[y] and R¯[x, y]/(γ¯q(x) − c¯) = R¯[y], that is to say, an automorphism of R¯[y]. This happens if
and only if s¯ · q¯(c¯p) ∈ R¯, i.e. s · q(cp) ∈ R.
We have proved that if s · q(cp) ∈ R then γq(x) − c is a line.
Assume now that γq(x) − c is a line, i.e.
R[y]  R[x, y]/(γq(x) − c).
Extending this isomorphism we get the following one that we will call φR :
φR :S[y] ∼−→ S[x, y]/
(
γq(x) − c
)
with the property that φR is defined with polynomials whose coefficients are in R. The idea now
is that φR cannot be too different from φγq . Indeed φ−1γq φR ∈ AutS[y] this means that φ−1γq φR = δ
where δ ∈ AutS[y] is defined by (see Lemma 9)
δ(y) = uy + b with u ∈ S∗ and b ∈ S
(recall that S has no nilpotent element). We get φR = φγqδ and hence
φR(y) = φγq δ(y) = φγq (uy + b) ∈ R[x, y]
which implies
φ¯γq (u¯y + b¯) = u¯ ·
(
y + s¯ · q¯(c¯p)yp)+ b¯ ∈ R¯[y]
so
u¯ · s¯ · q¯(c¯p) ∈ R¯. (3)
As in the end of the proof of Lemma 17, u¯ being invertible, one can find v¯′ ∈ R¯ such that
s¯ = u¯s¯v¯′
which gives
s¯ · q¯(c¯p)= u¯ · s¯ · q¯(c¯p)v¯′
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s¯ · q¯(c¯p) ∈ R¯
or, equivalently,
s · q(cp) ∈ R
as wanted.
• It is clear that if s · q(Xp) ∈ R[X] then γ¯q (y) = y + s¯ · q¯(xp)yp ∈ R¯[x, y] and so are
γ¯−1q (x) = x and γ¯−1q (y) = y − s¯ · q¯(xp)yp therefore γ¯q ∈ Aut R¯[x, y], γq ∈ AutR[x, y] and
γq(x) is a variable of R[x, y].
Now assume that γq(x) is a variable of R[x, y]. With the same arguments as in the proof of
Lemma 17 we get that
γq
(
uy + b(x)) ∈ R[x, y] for some u ∈ S[x]∗ = S∗ and b(x) ∈ S[x]
and so
γ¯q
(
u¯y + b¯(x)) ∈ R¯[x, y]
which leads to
u¯ · (y + s¯ · q¯(xp)yp)+ b¯(x) ∈ R¯[x, y]
hence
u¯ · s¯ · q¯(xp) ∈ R¯[x]
and, as shown before, this implies that
s¯ · q¯(xp) ∈ R¯[x]
and consequently
s · q(Xp) ∈ R[X]
as wanted. 
Corollary 23. Let q(X) := X ∈ R[X]. Then γq(x) (see Lemma 19) is a bad line of R[x, y], that
is, γq(x) is a line but not a variable. Actually it is not even a general line (see Remark 7) because
γq(x) − 1 is not a line.
Proof. By, Proposition 22 γq(x) is a line because s · q(0p) = 0 ∈ R but it is not a variable
because s · q(Xp) = sXp /∈ R[X]. The polynomial γq(x) − 1 is not a line because s · q(1p) =
s /∈ R[X]. 
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which may make Lemma 17 look superfluous however we chose to keep this lemma anyway
because of the simplicity of the example there.
In some special case, it is possible to find general lines that are not variables. Indeed, if q(X)
is so that s ·q(Xp) /∈ R[X] but s ·q(cp) ∈ R ∀c ∈ R then γq(x) is so. This can happen if S/(p, s)
is finite (this is the case with R = Z[ps, s2, s3] ⊂ S = Z[s]) indeed we have:
Corollary 25. Assume S/(p, s) is finite e.g. take R = Z[ps, s2, s3]. Then S/(p, s) = {t1 +
(p, s), . . . , tm + (p, s)} for some t1, . . . , tm ∈ S and let q(X) ∈ S[X] be defined by q(X) =
(X − t1) · · · (X − tm). Then γq(x) is a general line but not a variable of R[x, y].
Proof. Since s · q(Xp) = sXpm+ lower degree terms it is clear that s · q(Xp) /∈ R[X] and
Proposition 22 implies that γq(x) is not a variable. However, ∀c ∈ R,
q
(
cp
)= (cp − t1) · · · (cp − tm)≡ 0 mod (p, s) (cp ≡ ti mod (p, s) for some ti)
hence
s · q(cp) ∈ (sp, s2)= I ⊂ R
and by Proposition 22 γq(x) − c is a line. 
Proof of “⇐” in Theorem 2, last part. Clear from Corollary 23. 
Proof of “
III⇐”, “ VI⇐” and “VII⇐” in Theorem 4. From Corollary 23 and Proposition 22 we have
that γq(x) is a stable variable which is not a variable, γq(x) − 1 is a residual variable which is
not a line and γq(x) is a line which is not a general line. 
7. About some results with Q ⊆R
Remark that if R contains the field of rational numbers Q then Rred has characteristic 0 and
no integer dividing 0 and Rred is p-seminormal for every prime number p. So if R is moreover
noetherian then it is clear from Theorem 4 that lines, residual variables and variables coin-
cide in R[x, y]. What we obtain here has been proved by van den Essen and van Rossum in
[15, Theorems 3.4 and 3.5] by means of Locally Nilpotent Derivations without the assumption
that R is noetherian. It seems then natural to expect that the noetherian assumption can always
be skipped:
Conjecture 26. For any ring R and not only for noetherian ones (see Theorem 4 “ II⇒”), resid-
ual variables of R[x, y] are stable variables and, consequently, implications “ V⇐” and “ VI⇐” of
Theorem 4 above are equivalences.
As stressed in [2], the fact that, when R contains Q, residual variables are variables has the
following consequence:
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R[x, y] is a variable when considered in Rr [x, y] and also when considered in (R/r)[x, y], then
f is a variable of R[x, y].
This generalizes nicely a series of results of the type: let f (x, y) be a variable of R[x, y] and
r ∈ R then, under certain assumptions, f (rx, y) is also a variable (see [6,7,11,16]).
What we know about residual variables (and a small trick to get rid of the noetherian assump-
tion) allow us to give the best possible generalization of this result, namely:
Proposition 28. Proposition 27 above holds for any ring R such that Rred is p-seminormal for
every prime number p. For all the other rings there are counter-examples.
Proof. The reduction to the noetherian case follows from the following easy equivalences: let S
be any ring, r ∈ S and f ∈ S[x, y] then
• f is a variable when considered in Sr [x, y] if and only if there exists g,F and G ∈ S[x, y]
and m ∈ N such that
{
r · (F (f,g) − rmx) = 0,
r · (G(f,g) − rmy) = 0;
• f is a variable when considered in (S/r)[x, y] if and only if there exists g,F,G,p and
q ∈ S[x, y] such that
{
F(f,g) = x + r · p(x, y),
G(f,g) = y + r · q(x, y).
Let R be a ring such that Rred is p-seminormal for every prime number p. As always we may
assume that R is reduced. Assume f ∈ R[x, y] is a variable when considered in Rr [x, y] and
also when considered in (R/r)[x, y]. In view of the two equivalences above applied to S = R
let N be the subring of R generated by 1, r , the coefficients of f and of all the polynomials
involved in these equivalences. Then, using again these equivalences with S = N it is clear
that f ∈ N [x, y] is still a variable when considered in Nr [x, y] and also when considered in
(N/r)[x, y]. Moreover N is generated over Z by a finite number of elements so it is noetherian.
Now (as in [2]) we prove that f is a residual variable of N [x, y]: let ℘ be a prime ideal of N . If
r ∈ ℘ respectively r /∈ ℘ then the canonical homomorphism N/(r) → N/℘ respectively Nr →
N℘ implies that f is a variable in (N/℘)[x, y] respectively in N℘[x, y] and hence in k(℘).
By Theorem 4 “ II⇒” f is then a stable variable of N [x, y]. This means that f is a variable of
N [x, y, z1, . . . , zn] for some n and, since N ⊆ R, f is also a stable variable of R[x, y]. The
implication “ III⇒” of Theorem 4 shows that f is a variable of R[x, y].
Now assume that Rred is not p-seminormal for some prime p and, again, R may be assumed
to reduced. With the assumptions of section 6, that is s ∈ ΠR \ R, ps, s2 and s3 ∈ R and taking
r := s2 it is easily seen that the polynomial f := x+(y + sx)p as in Lemma 17 is a variable when
considered in Rr [x, y] and also when considered in (R/r)[x, y] but not a variable of R[x, y]. 
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