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Sommaire 
Ce travail se divise en deux parties. Dans la premiere partie, nous demontrons une nouvelle 
methode de calcul Ab-initio pour deux electrons correles en 3D pour les systemes diatomiques, 
en part Nous avons utilise la methode spectrale numerique du type interaction de configuration 
(CI, Configuration Interaction) pour resoudre I'equation de Schrodinger stationnaire (SSE, Sta-
tionary Schrodinger Equation) via une expansion de la fonction d'onde bielectronique sur une 
base associee aux polynomes de Laguerre et aux fonctions de Legendre. Nous avons utilise la 
methode de 'scaling' dans le plan complexe pour effectuer l'expansion des fonctions de base de 
sorte a decrire la decomposition des etats de resonance correctement. Une fois I'equation de 
Schrodinger resolue, nous avons ete en mesure de calculer l'energie de l'etat fondamental, des 
etats excites et doublement excites ainsi que les moments dipolaire de transition. L'exactitude 
des resultats obtenus demontrent l'efflcacite de notre methode numerique et de l'expansion de 
la fonction d'onde. Ensuite, nous avons resolu I'equation de Schrodinger dependante du temps 
(TDSE, Time-Dependent Schrodinger Equation) en utilisant la methode Runge-Kutta d'ordre 
eleve sur une grille adaptative. Dans le cas de I'equation de Schrodinger dependante du temps, 
le 'scaling' dans le plan complexe des fonctions de bases previent aussi la reflexion de la fonction 
d'onde durant la propagation temporelle, ce qui implique qu'une expansion sur une plus petite 
base s'avere suffisante pour etudier les phenomenes physiques. Les resultats preliminaires pour 
l'ionisation totale demontrent une tres bonne exactitude. Nous avons utilise notre algorithme 
du type CI pour la solution de I'equation de Schrodinger stationnaire et dependante du temps 
sur deux molecules diatomiques, un cas symetrique (H2) et un cas asymetrique (HeH+), dans 
un code FORTRAN77. Notre algorithme a ete largement optimise et la methode OpenMP a ete 
utilise pour le rendre parallele, ce qui le rend tres efficace. 
Une fois la fonction d'onde finale obtenue a la fin de la propagation temporelle pour une molecule 
diatomique sous 1'influence d'une impulsion laser, et en utilisant les niveaux d'energie du systeme 
monoelectronique correspondants, nous avons fait appel a la methode de projection pour etablir 
in 
les probabilites d'ionisation simple (SI, Single Ionisation) et d'ionisation double (DI, Double Ion-
isation). Nos resultats pour les probabilites d'ionisation et d'excitation (a 800nm et 400nm) 
en fonction de la distance interucleaire R montrent une forte evidence d'ionisation exaltee (EI, 
Enhanced Ionization), pour l'ionisation simple et double, ainsi que d'excitation exaltee (EE, En-
hanced Excitation), pour I'excitation simple et double, pour les systemes diatomiques (H2 et 
HeH+) lorsque la distance intranucleaire R augmente par rapport a la distance d'equilibre Re. 
L'exaltation de ces processus moleculaires demontrent un maximum pour une distance critique 
Rc, qui peut etre predite par de simples modeles electrostatique et de recollision. Nous avons 
ensuite calcule les spectres d'harmoniques d'ordre eleve moleculaire (MHOHG, Molecular High 
Order Harmonic Generation) pour H2 soumis a des impulsions laser de differentes intensites pour 
ainsi confirmer la loi de coupure. 
Dans la deuxieme partie, nous derivons un nouveau schema d'integration base sur la decomposition 
exponentielle de I'operateur d'evolution temporelle. Nous avons montre que pour eviter des pas 
de temps negatifs, l'utilisation de pas de temps dans le plan complexe a ± ib, avec partie reelle 
positive a > 0, peut fournir des fonctions d'ondes avec une tres bonne exactitude et un ordre 
d'efHcacite eleve pour les petites erreurs. II faut noter que ces nouveaux operateurs S3' , S'3, 
S'4 sont obtenus par combinaison d'operateur d'ordre inferieur S2 ' avec pas de temps complexes 
7 = a±i6 et a > 0. Ceci suggere que ces operateurs d'ordre inferieur avec pas de temps complexes 
sont des generateurs de base pour des integratcurs cxponentiels avec degre d'exactitude elevee. 
IV 
Abstract 
This work consists of two parts: In the first part we report new full 3D correlated two-electron 
ab-initio calculations for diatomic systems including the symmetric molecular hydrogen H2 and 
its extension to nonsymmetric molecule HeH+. We use a numerical spectral method of config-
uration interaction (CI) type to solve stationary Schrodinger equations (SSE) via expansion of 
two-electron wave function on basis of associated Laguerre polynomials and Legendre functions. 
We use the complex scaling method for our basis function expansion in order to describe the 
decaying behavior of resonance states correctly. From solving SSE, we have been able to compute 
the energy levels for the ground state, many high lying excited states, double excited states, and 
transition dipole moments. The accuracy of our results shows the efficiency of our numerical 
method and the wave function expansion. Then, we solve time-dependent Schrodinger equations 
(TDSE) by using high-order Runge-Kutta method with adaptative step size. In the case of TDSE 
the complex scaling of the basis functions also prevents the reflection of the wave function during 
time propagation, so a smaller basis expansion is sufficient to study the physical phenomena. 
The preliminary results for total ionization show very good accuracy. We have implemented our 
CI based algorithm for the solution of SSE's and TDSE's for diatomic molecules, the symmetric 
case (H2) and the nonsymmetric case (HeH+), based on FORTRAN77. Our algorithm is highly 
optimized and also we parallelized it with OPENMP method, so it is very efficient. 
Then, by having final two-electron wave functions of diatomic molecules at the end of laser pulse 
and the corresponding eigenvalues and eigenfunctions of one-electron systems in hand we used 
projection methods to compute single (SI) and double (DI) ionization probabilities at the end 
of laser pulse. Our results for ionization and excitation probabilities (at 800 nm and 400 nm) 
show a strong evidence of enhanced ionization (EI), in both single and double ionization, as well 
as enhanced excitation (EE), in single and double excitation, as the internuclear distance R of 
diatomic systems (H2 and HeH+) increases from the equilibrium value Re. The enhancement of 
all these molecular processes exhibits a maximum at a critical distance Rc which can be predicted 
v 
from simple electrostatic and recollision models. We also computed the molecular high-order 
harmonic spectra, MHOHG, for H2 at different laser intensities confirming the spectra satisfy a 
cut-off law. 
In the second part we have derived new integration schemes based on exponential decomposition 
of evolution operators. We have shown that in order to avoid negative time steps, complex time 
steps a ± ib with positive real part a > 0 can give very accurate wave functions with high order 
efficiency for small errors. Of note is that the new operators S3 ' , S3, S'4 have all been obtained 
from combinations of lower order S2 ' with complex time step 7 = a ± ib and a > 0. This 
suggests that these low order operators with complex time steps are basic generators of higher 
order accuracy exponential integrators. 
vi 
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Introduction 
Since the invention of the laser in 1960 (1), scientists were able to use it to easily produce very 
intense light and probe the various states of matter. Due to fast technological advances of ultra-
short laser pulses the femtosecond laser pulses are now widely available and the major effort is now 
to develop attosecond pulses (2). The observation (3) and theoretical interpretation (4, 5) of multi 
photon ionization (MPI) of atoms (6) was one of the first results of this new field of research. 
This experimental work was supported and encouraged by theoretical work and lowest-order 
perturbation theory (LOPT) (6). In 1979, measuring the electron kinetic energy (KE) spectra 
showed that some of the electrons had absorbed more than the minimum number of photons 
required to ionize (7). The phenomenon of above threshold ionization (ATI) was appeared, and 
with help of the theoreticians, a good understanding of this phenomenon was achieved (8). 
After the invention of MPI, some questions were raised concerning another characteristic quan-
tum effect namely tunneling behavior. Keldysh in his pioneering theoretical paper had already 
addressed this matter. His work also supplied a good idea about what combination of laser param-
eters was desirable in order to experimentally observe tunnel ionization (9), i.e., long wavelengths, 
high intensity, and a small ionization potential. Latter the phenomenon of barrier-suppression 
ionization (BSI) as an extension to tunnel ionization was observed by Augst et al. (10). 
For molecular case, most of the phenomena for atomic systems in intense laser were observed. 
Some instances are the first observation of MPI for diatomic H2 (11) at the beginning of the 
1970's, the first ATI spectra of H2 by Cornaggia et al. (12), and the first tunnel ionization 
of a diatomic molecule by Dietrich and Corkum (13) and Chin et al. (14). Nevertheless, the 
response of molecules to intense laser fields can be significantly different from that of atoms. The 
most evident example of this difference is the occurrence of enhanced ionization (EI). In EI, the 
ionization rate increases significantly as the internuclear distance -of molecular systems driven 
by intense laser fields increases beyond the equilibrium internuclear distance Re and reaches a 
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peak at some critical internuclear separation Re, then decreases to atomic ionization rates for 
R-values beyond Rc. EI has been predicted for symmetric one-electron molecules and confirmed 
theoretically and experimentally (15, 16, 17, 18). 
Understanding the dynamics of small molecules in intense laser fields has advanced dramatically. 
Small diatomic symmetric molecules like H2 and nonsymmetric molecules like HeH+ can be used 
as model systems for interpreting the mechanism of molecular processes. H2 is easily obtainable 
experimentally and is the simplest of many electrons molecule for which the Schrodinger equation 
cannot be solved analytically. Thus, it can be used to study various molecular phenomena in 
intense laser fields. Despite its simplicity there is a few exact full dimension numerical treatments 
of behavior of H2 in intense laser fields (19, 20). 
Due to the presence of the nuclear motion, molecular processes are more complex than atomic 
ones. It reveals itself through vibrations, rotations, and the possibility of dissociation. Besides, 
the theoretical treatment demands the ability to describe the (correlated) electronic continuum of 
the molecular systems. It is still a non-trivial problem (20). Correlation energy makes a small but 
very important contribution to the total energy of an electronic system. Among the traditional 
methods used to study electronic correlation are coupled clusters (CC), configuration interaction 
(CI) and manybody perturbation theory (MBPT) in quantum chemistry, and density functional 
theory (DFT) in solid state physics and quantum chemistry. Due to the shortness of current 
pulses, molecules can be examined by theoretical approaches dealing with solving time-dependent 
Schrodeinger equation (TDSE). Many theoretical approaches dealing with solving TDSE exist to 
study the nonlinear nonperturbative interaction of laser with molecules (21). The popular ones 
are the low frequency methods, the lowest order perturbation theory (LOPT), the Floquet theory, 
the R-matrix Floquet theory, and direct numerical integration of the TDSE. The low frequency 
methods and the Floquet and R-matrix Floquet methods are based on the assumption that the 
Hamiltonian of the system in the laser field is periodic in time. Although this is not true for 
a few cycle laser pulses, it is possible to incorporate pulse shape effects in to the Floquet and 
R-matrix Floquet methods, which are in fact nonperturbative methods. The LOPT is suitable 
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when a low intensity laser pulse is used (lower than 1013 W/cm2). It has been shown (22) that 
the direct numerical integration of TDSE is the most practical method for obtaining accurate and 
realistic information about multiphoton processes. The advantage of direct numerical integration 
of the TDSE is that there are no restrictions about the shape, the intensity and the frequency 
of laser pulses. Its disadvantage is that for beyond one-electron systems it is computationally 
expensive and even by using supercomputers until recently it was impossible to solve TDSE 
without approximation. 
One approximation which is commonly used for the solution of TDSE for the two-electron systems 
(and more) is to reduce the dimensionality of the system from 3D to ID or 2D, as a result, one 
can reduce the computational time and memory. The single active electron (SAE) approximation 
model also reduces the computational effort and the complexity of the problem by allowing just 
one electron to be active and absorb energy, the other electrons are frozen at the core (23). 
SAE methods model screening of the outer electron by the inner ones successfully, but they 
cannot model two-electron phenomena like double ionization that arise from electron-electron 
interaction. Other methods dealing with solution of the TDSE for many electron systems in an 
intense laser field which reduce the dimensionality of the problem are the time-dependent Hartree-
Fock approximation (TDHF), multi-configuration Hartree-Fock (MCHF), the density functional 
theory (DFT) and others (24). The above mentioned approximations for integrating TDSE's have 
attracted many considerations in interaction of two-electron systems with lasers, but the most 
reliable approach is the direct numerical integration in full 3D and without any approximation. 
Little work has been devoted for this aim for diatomic molecular systems H2 and HeH+. 
There are basically two types of method to solve numerically the TDSE: grid (25) and spectral 
methods (26, 27, 28). Schematically, grid methods consist in time propagating the total wave 
function defined in terms of its finite difference representation on a spatial grid. Spectral type 
methods consist in expanding the total wave function in terms of basis functions which usually 
are l?-integrable for the radial coordinates and spherical harmonics for the angular coordinates. 
The total wave function is then propagated in time by means of either an explicit or implicit 
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scheme (29). Several choices of basis set for the wave function expansion have appeared in the 
literature. Each of them has its own advantage and inconvenience, which may be either technical 
or related to the suitability for describing specific states of the system under interest: explicitly 
correlated (geminal) methods and CI approaches. 
In the first part of this work we present a spectral method of configuration-interaction (CI) type for 
a three-dimensional H2 molecule which combines the complex basis function method with an ap-
propriate expansion of the molecular wave function as a linear combination of (anti-symmetrized) 
products of one-electron diatomic wave function. We build up our one-electron diatomic wave 
function in a basis of products of Laguerre functions of the electron radial coordinates and Legen-
dre polynomials of the angular coordinates. We solve stationary Schrodinger equation (SSE) via 
our parallelized algorithm. Thus, we obtain eigenvalues and eigenfunctions for the H2 molecule 
and more importantly the initial wave function for TDSE. Then, we solve the TDSE's via another 
parallel algorithm of time-integration method. By having the final wave function we compute the 
total ionization (TI) and single (SE) and total excitation (TE) probabilities at the end of laser 
pulse 
Furthermore, we extend our work to compute single (SI) and double ionization (DI) probabilities 
of H2. For this purpose we use the projection method which has been proven to be accurate enough 
to compute single (SI) and double ionization (DI) (30). It is well-known that if we can compute 
the dipole acceleration then we can compute another nonlinear nonperturbative phenomenon, 
molecular high order harmonic generation (MHOHG). So another extension of our work is to 
compute dipole acceleration and then MHOHG spectra. 
HeH+ in analogy to H2 is the simplest nonsymmetric molecule for which exists even less theo-
retical and experimental results due to the complexity of being non-symmetric. In this work we 
also extend and develop our numerical method in order to solve SSE's and TDSE's for HeH+. 
Accordingly We modified our algorithm for the computation of the SI and DI of H2 for HeH+. • 
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In the second part of our work we generalize previous high order exponential split operator 
methods for solving time-dependent Schroedinger equations (Chem. Phys. Lett. 176, 428 (1991)) 
by introducing complex integration steps 7 = (a + ib) with real positive part a. We show that 
this new procedure avoids real negative steps which occur generally in high order split operator 
methods. New highly accurate splitting schemes are thus derived and the efficiency of these is 
demonstrated in the calculation of the eigenstates of the one-electron molecular ion H2. 
This work consists of 6 chapters. In chapter 1, we briefly discuss the general theory and concepts 
of interaction of molecular systems with laser fields in the dipole approximation. Chapter 2 is 
devoted to details of solution of SSE's by means of a new expansion of the wave function in 
Laguerre polynomials and Legendre functions via a CI method for symmetric H2 molecule and its 
extension to deal with the nonsymmetric HeH+ molecule too. As an illustration of the accuracy 
and power of this method, the results about the molecular energy levels and the transition dipole 
moments are given. Chapter 3 deals with the direct numerical solution of TDSE's describing 
two-electron diatomic systems (H2 and HeH+) in an intense laser field via spectral methods. 
Some preliminary results about ionization are given. In Chapter 4 we present the results of our 
paper on EI and EE of H2 molecule in short intense laser pulses (E. Dehghanian and A. D. 
Bandrauk, and G. Lagmago Kamta, Phys. Rev. A. 81, 061403(R) (2010)). Appendix A presents 
this paper. In this chapter the results for EI of HeH+ will also be presented. Then in Chapter 
5 MHOHG of H2 molecule will be described and calculated. Chapter 6 contains our paper on 
"Complex integration steps in decomposition of quantum exponential evolution operators" (A. 
D. Bandrauk, E. Dehghanian, H. Lu, Chem. Phys; Lett. 419, 346 (2006)). 
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Chapter 1 
Concepts in laser-matter interaction 
1.1 Introduction 
This chapter deals essentially with the nonrelativistic general theory of a N-electron system in-
teracting with a laser pulse. We briefly clarify fundamental assumptions as well as the basic 
theoretical approximations. 
1.2 Classical description of the electromagnetic field 
The electromagnetic field is described by the electric field E(r, t) and magnetic field B(r, t). These 
fields satisfy the Maxwell equations, which in empty space are 
V x E ( r , ( ) + - B ( r , t ) = 0, V.B(r,*) = 0, [1.1] 
V x B(r, t) - - E ( r , t) = 0, V.E(r, t) = 0, [1.2] 
where V and Vx are gradient and curl respectively. It follows from the Maxwell Equations [1.1] 
that one can always find a scalar potential $(r, t) and a vector potential A(r, t) such that 
E(r, t) = - V $ ( r , t) - ^ A ( r , t), B(r, t) = V x A(r, t). [1.3] 
For given fields E(r, t) and B(r, t). the potentials ^(r, t) and A(r. t) are not uniquely determined. 
The new potentials 
&(r,t) = $(v,t)-^-tx(r,t), A'(r,t) = A(v,t) + VX(r,t), [1.4] 
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where x(r, t) is an arbitrary function leads to the same fields. The transformations [1.4] are 
known as gauge transformations. Conversely, one can show that all potentials yielding the same 
electromagnetic fields are related by a gauge transformation. It is always possible to choose a 
gauge transformation in such a way that the potentials $ and A satisfy the Coulomb gauge 
condition 
VA(r, t ) = 0, $(r,*) = 0. [1.5] 
The classical description of electromagnetic field presented above in which E and B are treated 
as classical variables have been successfully used for understanding many physical phenomena. 
1.3 Classical description of charged particle in the laser 
field 
The force on a point charge due to electromagnetic fields is called the Lorentz force. It is defined 
in terms of the electric E and magnetic B fields: 
F = Q[E + ( V X B ) ] , [1.6] 
where q is the electric charge of particle, F is the force, v is the instantaneous velocity of the 
particle, and x is the vector cross product. Equivalently, one can obtain the following equation 
in terms of a vector potential A and a scalar potential $ [1.3] for the force 
dA 
F =
 g [ - V $ - — + v x ( V x A)], [1.7] 
Similarly, according to Equation. [1.6] when a particle of charge q and mass m is placed in time-
dependent electric field E(t) = E0sin(uj0t), it experiences a force 
F = mr(t)=qE(t). [1.8] 
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Then the velocity is 
v(t) = r(t) = -—cos(u0t) + v0, [1.9] 
muj0 
and its position is 
r(t) = -2-2-sin(uot) + v0t + r0. [1.10] 
TTIUJQ 
The constants of integration v0 and r0 are determined by the initial conditions. When the radiation 
wavelength A is large compare to the particle size, one can neglect the spatial variation of the 
radiation over the size of particle. This is dipole approximation which consists of neglecting the 
photon momentum. It follows that the magnetic field component in Equation. [1.2] will be much 
smaller than the electric one in electromagnetic radiation (e.g., laser light). Thus, except for the 
extremely high intensities (e.g., > 1018 W/cm2 in the visible region), its effect on a free charged 
particle's motion can generally be neglected in comparison with the influence of the electric field 
component. 
1.4 Semi-classical description of laser-matter interaction 
In this work we are interested in laser fields, which are a special kind of electromagnetic radiation 
characterized by its high intensity and its spatial temporal coherence (31). Spatial coherence 
means that the electric fields, E\(t) and E2(t), of two given points r\ and r2 on electromagnetic 
wave during time evolution are constant. If the phase difference between the electric field of EM 
wave at times t and t + At at a given point r remains constant then we say there is a temporal 
coherence over a time At. There is a large number of photons in a laser mode where the number 
of photons in the field is 
"'-•£? [U11 
c stands for the velocity of light. For example, a laser field with photon energy fvjjQ — 1.17 eV 
and intensity / = 1012 W/cm2 in a coherent volume V = 1 cm3 has about 2 x 1020 photons in the 
field. This very high number makes it evident that the laser field can be accurately described as 
a classical electromagnetic field. This classical treatment of the field combined with the quantum 
treatment of atoms or molecules constitute the semi-classical theory of laser-matter interaction. 
1.5 The Hamiltonian operator 
The operator that returns the energy of system, E, as an eigenvalue is known as the Hamiltonian 
operator, H. Thus, we write the time-independent Schrodinger equation 
# * = E$ [1.12] 
The Hamiltonian operator of a molecular system constitutes of the kinetic energies of the electrons 
and nuclei, the attraction of the electrons to the nuclei, and the interelectronic and internuclear 
repulsions. Thus we can write 
Z. 2 m e ^2mk L.L, rtk ^r%] £ , ru 
where * and j run over electrons, k and I run over nuclei, h ~ —^ (h is Planck's constant), me 
is the mass of the electron, mk is the mass of nucleus k, V2 is the Laplacian operator, e is the 
charge on the electron, Z is an atomic number, and rkt is the distance between two nuclei. The 
Laplacian has the following form in Cartesian coordinates: 
„ d2 d2 d2
 r n 
In Equation. [1.13], the potential energy terms has the classical mechanics form. But the kinetic 
energy is not expressed as \p\2/2m, rather it is expressed as the eigenvalue of the kinetic energy 
operator ^ V 2 . 
For a given molecular system, Equation. [1.12] can have a complete set of acceptable eigenvalues 
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Ei and the corresponding eigenfunctions V&j. These wave functions are orthonormal, i.e., 
[*i*jdr = 6t3, [1.15] 
where dr is the volume element and 5^ is the Kronecker delta (equal to one if i = j and equal to 
zero otherwise). Orthonormality implies 'orthogonal' and 'normal' qualities. The former means 
that the integral in Equation. [1.15] is equal to zero Hi ^ j and the later means that when i = j 
the value of the integral is one. 
1.6 Born-Oppenheimer approximation 
The protons are about 1800 times more massive than electrons and note the appearance of mass in 
the denominator of the kinetic energy terms of the Hamiltonian in Equation. [1.13]. So the nuclei 
of molecular systems move very slow with respect to the electrons. Therefore we can decouple 
these two motions, and compute electronic energies for fixed nuclear positions. So the nuclear 
kinetic energy term is taken to be independent of the electrons. The repulsive nuclear-nuclear 
potential energy turns into a simply evaluated constant for a given geometry. Therefore, we can 
write the electronic Schrodinger equation as 
(Hel + VN)V(qt;qk) = EelV(qt;qk), [1.16] 
where the subscript el is an indication of the Born-Oppenheimer approximation. Hei includes 
only the first, third, and fourth terms on the r.h.s. of Equation. [1.13], Vjv is the nuclear-nuclear 
repulsion energy, and the electronic coordinates q% are independent variables, but the nuclear 
coordinates qk are parameters. The eigenvalue of the electronic Schrodinger equation is known 
as the 'electronic energy'. Note that the term VN is a constant for a given set of fixed nuclear 
coordinates. Wave functions are invariant to the presence of constant terms in the Hamiltonian, 
so we can solve Equation. [1.16] without the inclusion of VN, in which case the eigenvalue is called 
the 'pure electronic energy', and then we add Vjv to this eigenvalue to obtain Eei. 
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1.7 The Hamiltonian operator in field 
In the time-independent study presented in Section 1.6, we have stated that the nuclear motion 
can be separated from the relative motion of the electrons with respect to the nucleus. In time 
dependent processes, typically when the N + 1 particle system interacts with an electromagnetic 
field, the latter couples the nuclear and the relatives motions, so that the above mentioned 
separation is no more possible (32). The resulting Schrodinger equation is hardly tractable without 
further approximations. To avoid this difficulty, we again call for the infinitely heavy nucleus 
approximation. We assume that the nucleus is so heavy compared to the electron that the 
previous can be considered as fixed and therefore taken as the origin of the coordinate system. 
Then, in the absence of external fields TDSE, for an N electron system writes in the Schrodinger 
picture as 
ih-y = HelV, [1.17] 
where Hei is from Equation. [1.13] and can be written as 
N p 2 
Hel = Y.Yt + V{rUr2'---'rN)- [L18] 
3=1 j 
In the presence of an electromagnetic field, the molecular (or atomic) system should be consid-
ered, according to the quantum field theory, as situated in the bath of photon particles. There-
fore, the energy operator Hrad of this assembly of photons should be added to the field-free 
Hamiltonian Hei Equation. [1.18] to obtain the Hamiltonian (Htot) of the system in the field. 
Also, the electromagnetic field interacts with charged particles of the molecular (or atomic) sys-
tem. It is well known (33) that this interaction can be introduced in the Hamiltonian via the 
minimal coupling prescription. This prescription consists of performing, for each particle of charge 
qt in the system, the following substitutions into the Hamiltonian 
thdi ~* thdt ~ 9 j * ' [ L 1 9 ] 
l i 
and 
- ihV -> -ihV - q3A [1.20] 
replacing P 7 = — i h Vj in the above Equation [1.20] leads to the following substitution 
- Pj -> - P j - ^ A, [1.21] 
where A and $ are the vector and scalar potential (Section 1.2) operators of the field. It follows 
that the Schrodinger equation [1.17] for the molecular system in the presence of the electromag-
netic field reads 
d ihQ-t^tot = Hto&tat, [1.22] 
where 
N -. N 
Htot = Hrad + H ^—P. - ^A(r,)]2 + Y t ^ j ) + V(n,r2, •••, rN). [1.23] 
3=1 
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Chapter 2 
Solution of the t ime independent 
Schrodinger equations for diatomic 
molecules: homonuclear (H2) and 
hetronuclear (HeH + ) cases 
There are increasing interests toward diatomic molecules such as H2 as model systems for various 
molecular processes. It is easily accessible experimentally and theoretically and thus can be used 
for understanding the mechanisms of molecular processes. For example, it can be used in inter-
pretation of the behavior of molecules in strong fields. There is a large number of experimental 
data for H2 that need to be interpreted by means of fully quantum mechanical calculations. In 
intense lasers, ionization (which is accompanied partly by dissociation) is the dominant process. 
So the theoretical treatment calls for describing the correlated electronic continuum of molec-
ular systems (electron-electron correlation is included in the calculation of electronic states by 
involving different configurations of the electronic systems) as a non-trivial problem. Theoretical 
works study various aspects of the nonlinear physics of atoms in strong fields. Perturbative and 
semi-perturbative methods fail to capture the extremely high degree of nonlinearity, hence non-
perturbative theories are applied. Many approaches, particularly Floquet and R-matrix Floquet 
theories, assume that the Hamiltonian of the atom in laser field system is periodic in time. Al-
though this is not true for few cycle laser pulses and one needs to utilize direct integration of the 
TDSE. Two types of numerical methods are mainly used to solve TDSE: 
1. Grid methods (25): these methods include time propagating the total wave function based 
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on its finite difference representation on a spatial grid. Generally, the time propagator can 
be stated in terms of tridiagonal matrices since the time propagation is done by a second 
order implicit scheme (34). This helps to simplify the calculation since computation is linear 
in the total number of grid points. The wave function at the end of laser pulse gives the 
final distributions of the bound and the continuum states. This type of method has proven 
its efficiency (35) and yielded many results where a linearly polarized field interacts with an 
one-electron system initially in its ground state or a low excited state. If the initial state is 
a high lying state or the laser field is circularly or elliptically polarized, the size of grid and 
the number of points increase drastically and make this method inefficient. 
2. Spectral methods (26, 27, 28): these methods expand the total wave function in a basis 
of functions that are L2-integrable (the function that is square integrable) for the radial co-
ordinates and spherical harmonics for the angular coordinates. The time propagation of the 
wave function is accomplished using either an explicit or implicit integration method (29). 
The computational cost decreases by an appropriate selection of L2-integrable functions and 
integration methods. Furthermore, by using the complex scaling method the computation 
time decreases too (36). 
Different varieties of basis sets for the wave function expansion have appeared in the literature. 
They all have their own advantages and inconveniences which are either technical or related to 
the suitability for describing specific states of the system under interest: 
1. The explicitly correlated (geminal) methods: in the explicitly correlated case the 
basis functions contain some functional form of the inter-electronic coordinate ru = |ri — r2| 
explicitly. One type of explicitly correlated (geminal) methods uses the Hylleraas-like (HL) 
basis functions of the form r\r™ r"2e~QTle~/3r2, with k,m,n being positive integers or zero 
and a and f5 positive nonlinear parameters (37). Another type involves the perimetric 
coordinates (PC) u = —ri + r2 + r12, K = r\ — r2 + ri2 and c; = r± + r2 — ri2 (38). The 
James-Coolidge type basis functions of Kolos et al. have already a long time ago succeeded 
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in providing tremendously accurate potential curves for diatomic molecule by using prolate 
spheroidal coordinate systems (39). All of these basis expansions mentioned above lead to 
a good description of the wave function at small inter-electronic distance. Very accurate 
results can be obtained with an impressively small number of basis functions for the ground 
state or symmetrically excited states. But for high asymmetrically excited states which 
corresponds to a large r12, the convergence of energy eigenvalues occurs. Also, at high 
angular momenta, numerical stability problems arise and can be overcomed (41) with the 
use of the data type Real* 16. This data type is used for representing real numbers. It 
has a size of 16 bytes: a sign bit, 15-bits to store the power, and 112-bits to store the 
significant digits. So it will have 33 significant digits. For high asymmetric states, the 
convergence is poor since very large expansions are required leading to a significant increase 
of computation time. An extension of variational calculations with these expansions to 
three or more electron systems is very hard. Another disadvantage of HL expansions and 
PC expansion is that the computation of matrix elements or of any observable requires the 
evaluation of three-dimensional integrals. For the case of HL expansions it is even worse 
because these integrals should satisfy the triangle condition |ri — r2\ < r12 < r\ + r2. 
2. Configuration interaction (CI): in this method the wave function \i) is simply linear 
combination of (antisymmetrized) products of one-electron functions. The method is easily 
extended to problems involving three or more electrons. In addition, the CI method is 
interesting because its implementation involves the evaluation'of simple two-dimentional 
integrals over the coordinates r\ and r2. On the other side, the convergence of the CI 
expansion is poor particularly for the ground states for which it is extremely hard to obtain 
an accuracy better than 10~5. 
In CI approach, the following expansion is used to account the electron-electron Coulomb 
repulsion: 
q=0 p=-q > 
where r<=min(r1 , r2), r>=max(r1 , r2) and V9iP(r<) denote the spherical harmonics. Usually 
the angular part of a CI expansion is given by bipolar spherical harmonics. The main 
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difference between various CI approaches is the choice of one-electron radial functions. 
Calculations have been performed using, for example, Slater-type functions, B-Splines, and 
hydrogen-like wave functions. 
Three cusp-like behaviors appear in the two-electron wave function due to the three singu-
larities of the Hamiltonian at n = 0, r2 = 0 and ru = 0 respectively (42). The cusps at 
f\ = 0, r2 = 0 are masked in the CI approach by the explicit use of radial coordinates r\ 
and r2. The poor convergence in the CI method is due to the cusp from repulsion potential 
l / r i2, because it has discontinuous derivatives at r^ = r2. There has been a substantial 
improvement in the speed of convergence and accuracy of the CI method through the so-
called Modified Configuration Interaction (MCI). In the MCI approach, the one-electron 
radial functions are extracted in terms of r< and r>. This provides a better representation 
of the cusp. Also, the angular convergence is improved by increasing the mixing of angular 
configurations via introduction of a priori superposition of angular functions that depends 
on a set of nonlinear parameters u = (u\, u2,...). Finally, the quality of the results in the 
CI approach depend on the number of radial functions and the number of different angular 
configurations included in the basis set. 
The trial function in the CI expansion is constructed as an antisymmetrized product of one-
electron functions. This makes it to be adequate for describing asymmetrically excited states 
where two electrons are spatially separated and the cusp problem is no longer an important issue. 
It follows that the CI method should be as accurate as the asymmetry of states increases. Such 
unsymmetrically excited states are interesting to us since they dominate the wavefunction of the 
two-active electron systems excited by a laser pulse. 
The structure of this chapter is as follows. In Section 2.1, the interest for studying diatomic 
molecules in prolate spheroidal coordinate systems is discussed. The one-electron and two-electron 
wave function expansion is presented in Section 2.2. Section 2.3 is devoted to the solution of 
SSE for diatomic molecules (H2 and HeH+). In Section 2.4, Gauss-Laguerre quadrature for 
integration of radial functions is given. Similarly in Section 2.5, Gauss-Legendre quadrature will 
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be presented for integrating over angular functions. Then in Section 2.6, the complex scaling of 
our basis function is explained in order to represent the resonance states of molecules correctly 
and also to prevent the reflection of wave function during time propagation of the TDSE. In 
Section 2.7 we briefly describe numerical solution of SSE for H2 molecule. Some preliminary 
results from our numerical solution of SSE for H2 concerning the potential curves and the energy 
levels of non-resonance autoionizing doubly excited states will be presented in Sections 2.8 and 
2.9 respectively. Section 2.10 contains the transition dipole moments results for H2. Finally 
in Sections 2.11 and 2.12, we briefly describe the numerical solution of the SSE for HeH+ and 
reproduce the potential curves of HeH+ in order to check the accuracy and the efficiency of 
our numerical method for non-symmetric molecule HeH+. In these sections, we also check the 
transition dipole moments obtained from length and velocity gauges. 
2.1 Prolate-spheroidal coordinates 
The prolate spheroidal coordinate system is well established as the most adequate coordinate 
system for investigating the molecular structure of two-center molecules. The wave function of 
two center system is separable in spheroidal coordinates. The use of prolate-spheroidal coordinates 
allows to fully exploit the diatomic symmetry. The representation of this coordinate (Figure 1) 
are as follows (£, n, cf>): 
(ra + rb) 
R 
(ra - n) 
R 
where <f> € [0, 2TT] is the angle around internuclear axis. 
t = F l - * G [ l , o o ] [2-2] 
r? = ^ r ^ , r, € [ - ! , + ! ] [2.3] 
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Figure 1: Spheroidal coordinates £, r\ 
2.2 The basis expansion for the wave function 
Diatomic molecules like H2 and HeH+ consisting of two-active electrons and two nuclei of charges 
Z\ and Z2 are the simplest many-electron symmetric and nonsymmetric molecules for which an 
exact analytical solution of the Schrodinger equation is not possible. In a CI approach, we build 
up the wave function of the system by using one-electron wave functions. 
2.2.1 The one electron wave function 
Due to the separability of the Schrodinger equation in the spheroidal coordinate it is suitable to 
expand the one-electron wave functions in a discrete basis as follows: 
</>(£, » ? , * ) = £ V W WtO0V7(r?)-==. [2-4] 
This kind of basis expansion has been used successfully for H2 earlier and its efficiency has been 
reported in many references (see e.g., (43, 44)). W M > " ( 0 are time-dependent coefficients. The 
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basis functions U™(£) and V™(n) which are used in our expansion are given as follows: 
t/™(0 = N^e-a^\e - l)W2L2^ml(2a(S - 1)), [2.5] 
TO = M ™ T O » t2-6] 
where ^JI^L are Laguerre polynomials and P^(TJ) are Legendre functions, a = /3R, /? is a real or 
complex number, m is the projection of angular momentum along the z axis (internuclear axis), 
m = 0, ±1 , ±2, • • -. According to the properties of the Laguerre polynomials and Legendre 
functions (45) the indices v and /i and take the values v = \m\, \m\ + 1, \m\ + 2, \m\ + vmax and 
fj, = |m|, |m| + 1, \m\ + 2, |m| + Umax respectively. fj,max, vmax are maximum parameters used to 
control the basis size. Analytical expression of N™ and M™ are obtained as a consequence of 
normalization of basis functions: 
/ 
+<
°
 t/
™
K)
 ( f r r I u:>(m = '• [2-71 
^ - V ^ ^ ' ^ T M I ' [2-81 
/
 i V™(ri)V™(n)dr, = 1, [2.9] 
The normalization conditions [2.7] and [2.9] are interesting because they lead to analytical ex-
pressions for N™ and M™. The resulting normalization constants N™ and M™ are crucial in 
preventing the basis functions U™(£) and V^l(rj) from taking very large values with increasing m. 
Such large values lead to numerical instabilities (46) as a result of round-off or truncation errors. 
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2.2.2 The two-electron molecular wave function 
Since the spin wave functions are well known, only the space wave function remains to be deter-
mined for the complete description of our two-electron system. In the CI, the wave function of 
the two-electron diatomic system may be written as a linear combination of ( symmetrized) prod-
ucts of one-electron diatomic orbitals. As mentioned in Section 2.1, polar spheroidal coordinate 
systems are the best coordinate systems for diatomic molecules, so we start from the one-electron 
orbital in spheroidal coordinates Equation. [2.4]. The spatial two-electron wave function can then 
be written as a product of one-electron wave functions as follows: 
pimi<pi eim2(t>2 
*(r i , r 2 , i ) = [ / ^ ( ^ T O i ) ^ ^ ( 6 ) V ; ? ( r , 2 ) ^ = = - . [2.11] 
We need to build a wave function that includes some symmetry properties of a system. Pauli's 
exclusion principle requires that the total wave function (spatial and spin part) must be antisym-
metric under the exchange of the electrons. This leads to a requirement that spatial two-electron 
wave function must be symmetric for the singlet states and antisymmetric for the triplet states. 
Therefore, to account for Pauli's exclusion principle we rewrite the wave function [2.11] as 
gimi0i 
*(ri,r2li) = t C ^ T O i ) ^ ^ ? ^ ^ ) - ^ 
V2lT VZ7T 
pim-L<t>2 pim2<t>i 
±U^(£2)V™i(rl2)-^U^(Z1)V™(m)-7=. [2.12] 
V2TT v 2TT 
The operator for the z-component of the total angular momentum in spheroidal coordinates is 
Lz = —i(gr- + §§~)i using ^ given by Equation. [2.12], one can show that Lzty = (mi + m2)ip 
thus the projection of the total two-electron angular momentum M satisfies M = mi + m2. Since 
we are considering the case that electric field E is parallel to the internuclear axis, Lz commutes 
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with H (electronic Hamiltonian of the system) which means that Lz is conserved. In other words, 
the projection M of Lz is constant throughout time propagation. Since the molecule is initially 
in its ground state of symmetry E (i.e., M=0) throughout, thus M = 0 = m t + m2 and replacing 
mi = —m2 = m in Equation. (2.12) gives: 
*(ri,r2) = *(&, T/i, 0i. &,%,&) = UW&VrM-^U-^V-niri) 
2TT "a v""' '" x '" ' v/2^ 
±t^(6)V r / i7(%)-^=^-m«i)V-'"( J 7 l)-^=-. [2.13] 
V27T V27T 
Nevertheless, a diatomic molecule has a symmetry when we reflect in a plane passing through 
the axis of the molecule, a reflection in which 0 ~^ —0- When we have a reflection of this kind, 
the wave function either will be unchanged or will change the sign under this reflection. But 
the function of Equation. [2.13] does not have the proper type of symmetry when one changes 
the sign of 0i and 02. To build up a function with the right symmetry, we must set up another 
function similar to that of the Equation. [2.13], but with —m in place of m and we must either 
add or subtract the two functions so obtained. Then the resulting two electronic wave function 
is: 
^(r\,r2) = ^(Ci,??i) 01^2.'72,02) 
uzi&vziri-^u-^v-^rh 2TT "* x " " 2 x " V2TT 
pim<j>2 p-im<j>i "| 
± U^(Z1)V^(n1)-—U™(t,2)V™(r]2) 
2TT " ' " ' " v ' V2TT 
__e-im<$>2 etm<t>i 
± ^m(^)V-m(r}2)—^=-U^i)V^(vi)-^= } [2-14] 
In summary: 
*E± = (U^i)VZ(ViW;2m(t2)V-2m(V2) + e^C^(&)V^(%)t/-mKi)V^™(^)) 
„im{4>i-<t>2) i C
 Ap-im(<pi-<t>2) 
*
!
 ~t I2 '1 5 ' 
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Therefore one can write the final time-dependent form of Equation. [2.15] as: 
*(n,r2lt) = ./v Y, «;;U(*)[1 + W i 2 ] 
x ^7(d) TO) [/£(&) TO) 
x(- l)m- ±f^ , [2.16] 
2TT 
where VC,'^,^,^) are time-dependent coefficients and N = 1/2 is the normalization constant 
which is obtained by the normalization condition J ^(r\,r2,)^(ri,r2)dridr2 = 0. [1 +s(f>epPi2} 
is an antisymmetrization operator that projects onto singlet states in accordance with the Pauli 
exclusion principle: ep = +1 for singlet states, e^ = +1 for E + states. Pi2 is an operator that 
exchanges the parameters (fix, vi) and (/i2, v2) in order to ensure the indistinguishability of the 
two electrons. We recall that eq. [2.16] accounts for the fact that we are only dealing with E 
states for which the projection of the total angular momentum M of the electron along the z-axis 
is zero. 
We now discuss the limits of variables in the sums of expansion [2.16]. Similar to what was 
mentioned for one-electron diatomic system (Equation. [2.4]), m = 0, ± 1 , ±2, • • •, Hi = \m\, \m\ + 
l , |m| + 2, \m\ + nimax, [i-2 = |m|,|m| + l , | m | + 2 , |m|+/i2 m a x , vy = \m\, \m\ + 1, \m\ + 2, \m\ + vlmax, 
and t/2 = |m|, |m| + l, |m|-|-2, |m|-|- v2max. We note that depending on the application //i and v\ 
can be either equal or non-equal to \x2 and v2. 
2.3 Solving stat ionary Schrodinger equations (SSE) 
In order to solve TDSE's one has to first solve the SSE's to get the initial state for propagation: 
Hxl) = Eif>, [2.17] 
H = H0 + UC, HQ = KE + VN [2.18] 
KE = £ + & v^ = - z 0 ( i - + J - ) - z 6 ( J - + J-) + ^ l E/C = J - [2.19] 
2 2 rla r2a rlb r2b R rl2 
22 
e\ hi £2 
R 
Figure 2: Schematic representation of diatomic molecules in coordinate system 
KE is the kinetic energy of two electrons where Pj = — iVj. VJV is the Coulomb attraction between 
the nuclei a and 6 and the two electrons and Coulomb repulsion potential between two nuclei. 
rja — lrj + R-/2| (resp. rjb = \rj — R/2|) denotes the distance between the nucleus a (resp. nucleus 
b) and electron j (j = 1,2), Figure 2. R is the internuclear vector, Za and Zb are the nuclear 
charges, r^  is the electron coordinate relative to the geometric center of the molecule. Uc = — 
is the electron-electron repulsion potential where ri2 = |ri — r2| denotes the electron-electron 
distance. For two-electron in spheroidal coordinate one can write: 
& = ^ ± ^ 1 , £e[l,oo] 
V, = ^ ~ T'3b), i7 6 [ - l , + l ] . [2.20] 
It follows: 
Rr, 
rja = -^{Zj + ri]), 
*> = %(Z3-TU), [2-21] 
so in spheroidal coordinate system one can write 
Za 
zb 
r3b 
2Za 
Rfa + riiY 
2Zb 
R^-Vi)' [2.22] 
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The laplacian is the sum of three second derivatives as follows 
d2 d2 d2 
dx2 dy2 dz2 
•?> { I (ie ~ 4 ) + 1 ( ( 1 " *2)§d + (e^T+rh?) w H R2(i2 
Then the Hamiltonian operator for one-electron in prolate spheroidal coordinate reads 
u _ 2 f d (
 2 d \ d f 2 d \ ( i i \ d2 
+ (Za + Zb)R^ + (Za - Zb)Rn3 }; j = 1, 2 [2.24] 
It follows that one can write H0 [2.18] for two-electron diatomic system in this coordinate as 
H0 = H0l + HQ2 + ^ [2.25] 
d / V , „ 3 \ d (,,
 9 i a \ / 1 1 \ d2 
i r m - i ) ~ ) + i - [ ^ - 4 ) i r ) + 72^-7 + # 2 ( £ 2 ?72) I <9£i V V 1 ^ 6 / dViV '"driJ ^ - l ' l - ^ ^ 
+ (Za + Z 6 ) ^ i + (Z0 - Z6)/?r/i } 
^ %2) l ^2 v v 2 ^ 2 y 6-/72vv 2 ^ w u 2 2 - i i - % 2 / ^ 
+ (Za + Z6)i?e2 + (Za - Zb)Rr]2 } 
fl [2.26] 
To obtain matrix representation of the Schrodinger equation we project it in the basis expansion 
[2.16] and integrate over the whole space. This means we should insert wave function expan-
sion [2.16] in Equation. [2.17] and multiply the left hand side by 
([1 + e,epPl2] x l ^ ' f o ) V%'(m) C # ( 6 ) V#(%) x (-1)™' ^ ^ y ^ - * ) ^ 
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Then integrating over all space yields: 
/ • 
dv ([i +
 £0£pp12] x uz'fo) v^'im) u%(6) vgfoj)* 
(H0 + UC-E)[ £ C ; ; U W [1 + e«ePPi2] x C/£(&) TO) £/£(&) ^ ( T ? 2 ) 
'pim,(<l>i-<t>2) I
 £ g-im(^>i-02)' 3im'(0i-^2) 
2?r 
-im' {4>\-<t>2) 
2TT 
= 0, [2.27] 
where dK = c/Vi x G?V2 which in polar spheroidal coordinate system is given by 
dK = dKi x dV2 = (i?/2)3(62 - rj^d^d^dfa x ( / ? / 2 ) W - V22)d£2dmd<t>2 [2.28] 
Then Equation. [2.27] becomes 
E »l,vi.>v2 (E7mI/iA'i1/2M2 I rrmi/i(ii»j/i2 _ p c m i / i / i i ^ W \ r\ To OQl 
m,m,ij,2 
or equivalently 
1/1,1/2 
E ,l,"i,^2 (fjmi>iiixviy.2 , j-rmv1p,xV2V2 \ _ Z? \ ^ i / i " ! ^ qmi'ifiii'2H2 [9 orY| 
m,ni,H2 m,Hi,V2 
Given k = {mV^i^ / i^} and j = {mvi/ii^^}, therefore the above equation [ 2.30] becomes 
Y(H0kj+UCkj)^ = Ej2skj^. [2.31] 
This is equivalent to the matrix representation of the corresponding SSE as follows: 
k = 1 -> ( Hn # i 2 
k = 2 
HlN \ ( </>! \ 
# 2 i H22 H-2N i>2 E 
S\\ S\2 
S2\ s22 
SIN 
S2N ^ 2 
k = N -> y //JVI JC/JV2 • • • //AW / \IPN J \ Sm SN2 • • • SNN J \ipN J 
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where the integrals are 
ST^S = (f)6 / ^ ldr?1#1 / d^2dr>2d^i ~ vlM - %2) 
([1 + e,epP12] x U%fo) V% (m) U% (6) ^ (r?2)x) ' + * 2TT 
^ T J ' [2-32] 
c?:1:2:2, =&6 / ^ ^ i f d^d^d^i - vim - vi) 
m "X»x"2»2 2 J J 
/ , , , \ * /plm'(^l-^2) I
 £ e-im'{fa-fa) 
([1 +
 £ ,£ pPi2] x U% (&) V% fa) C/£ (6) V™2 (ife)x) ' + * 
( pim(fa-fa) \ F p-im{fa-fa)\ V J ' [2-33] 
^"??1,T2, = ( | ) 6 f dtidrndfa f^dr^d^^-riD^-ri) 
/ \ * / p*m'(fa-fa) _i_
 £ .p-^rn'{fa-fa) 
([1 + e^pPia] x £/£ (&) V£ (m) U% (&) V£ (%)x) ' + * 
( pim{fa-fa) i c- ,p-irn{fa-fa)\ V J ' [2-34] 
respectively denote the matrix elements of matrices S of the overlap, H 0 of independent electron 
Hamiltonian and U c of the electron-electron coulomb interaction. l / r i 2 is the electron-electron 
correlation operator which will be explained subsequently. Then solving Equation. [2.17] is equiv-
alent to solving the generalized eigenvalue problem 
H * = E S * , H = H0 + Uc, [2.35] 
where * now denotes the vector representation of the eigenfunctions and H the molecular Hamil-
tonian matrix. If our basis functions are real, then the above matrices are real symmetric, and if 
the basis functions are complex, then theses matrices are complex symmetric. 
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The evaluation of integrals [2.32] and [2.33] yields 
Q-mV\ll\V2ll2 
rrvVj/x'jf^/i^ 
o 
4^m ',m(l + i<t>&m' ftbmfl)( — ) 
r r ' " ' l £ ' 2 | r r m \ / \/m' I T / 
<l£2roraiv£ 
+^£ p [ ( ^ i ,Mi ) ^ (^2,1^2)} 
Tfm'\Tjm\ / T / m ' | 2 | i / m 
Ml Ml 
^TOteVM M2 
[2.36] 
TTmi/iiiiV2V2 
U
m'l''1ll'1l'!2fi2 25m/>m(l + f<^m',0^m,o)(-^") 
+ U%\h\U% 
UJ I/i|C/" 
/7m i£2i/7m \ / i / m 11/ 
VZ TO + TCK) \VZ IW 
H2 \' fl2 
v<? UC ) + {uy \u™) ( v r i/iiy» 
"o I v2 \ Ho I ' I M2 
j^/i is r i / i / \ v ; r /n , /7m l/7m \ / I / m l«Jl/7n <^l 1^ 1/1 M Vi I75 lu/ ' 
+e^ep[(^i,Mi) ?= (2*2,^2)] [2.37] 
5™, is the Kronecker symbol that gives rise to the selection rule m' = m in H and S. The quantity 
("liMi) ^ (^ 2-M2) indicates that to get the exchange term ^i is replaced by v2 and /Xi is replaced 
by /i2 and vice versa. 
Neumann expansion (47) is used to account the electron-electron correlation operator in Equa-
tion. [2.34] by means of: 
00 +( 
^ =
 i 4 E E srptl(^)Qlrl(^)P!nl(m)Ptl(v2)e 
f 1 2 "- , n , 
vn{fa-fa) [2.38] 
1=0 n=-
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where 
Sn_(_1)n2j±ll(l-\n\)\ 
bl
 ~
[ i j
 2 [(Z + |n | ) ! J ' ' [ J 
f<, £> are the lesser and the greater values of £1, £2 respectively. P{ and Q\ are associated 
Legendre functions of the first and second kind respectively. 
Replacing [2.38] in [2.34] gives 
uzz%k=2 ( |(f)6^:i-^^^ 
+ e+ep[(v1,fi1) =i (u2,fi2)} I, [2.40] 
where 
A(m ,m.n) — dm^m+n + 6mim-n + e,p(6rni-m+n + 0m/_TO_n). [2-41] 
In Equation. [2.40] RZ^,(n,l) is given as 
C"£S^>0 = A&ZSfl = 0)>##> = 0 ) 4 5 ^ (p = 1,9 = 1) 
+<ii>=o)^, is(g=i)/ i i r (p=^=°) 
+<K> = ! ) < # > = <>)/#££> = 0,9 = 1) 
+<&(<? = l)^6iS(9 = 1)&"<P = 0,9 = 0), [2.42] 
where 
< ii(g) = y i v^'^pi-'^^^a-^2). , [2.43] 
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and 
rrn ,n,Lm / \ I, '," (p,q) 
V1,V2,Vl,V2 
- Y «,,[(£• + l)2 - 1]*F?'(£- + l)P ; | n |(^ + 1)FZ(£- + 1) 
=a ^ LMa ; J w2 Ma ; ' Ma ; "2Ma ; 
>a Z ^ J ^ 4 a 2a y J wi Ma 2a y ' Ma 2a ' 
x 
2a 
O T T + S + I) 
+C 5>K£+1)2 - n"?'(^+W"'(£ + DC(£+1) 
4a 2a 
4 a ^ ^ M a ' '' '' ' «i Ma ' ~7~' Ma ' " ' "" l V4a 
x i v « , , [ ( ^ + ^ +1)2 - II«FV f-^ - + ^ + i)gjn|(— + m +1) 
2a < ^ jLMa 2a ' J "2 Ma 2a J^1 Ma 2a y 
F"(|i
 + | + 1) [2.44] 
The angular integrals in Equations. [2.36] and [2.37] can be evaluated analytically and we can 
write 
fy* = ( ^ X ™ ' ) = j " VF'(ri)V?(r,)dr, = V,M [2-45] 
where 5^^ is Kronecker delta which is non-zero only if JJL' = /i, otherwise it is zero. 
3?,M = (TO2|^') = / ^ V W T O * ? 
Z' 1 /(/x - m + 1)(A* - m + 2)(/z + m + l)(/x + m + 2) \ 
"V.M+2 ^2/^ + 3 y (2/x+l)(2/i + 5) 
((n-m + l)(n + m + l) (n - m)(n + m)\ 
\ (2/i + l)(2/x + 3) + ( 2 ^ - l ) ( 2 ^ 1 ) j " ' " 
, / 1 l(»-m- 1)0* - m)(/x + m - 1)(/J + m) \ 
+
 l 27^1 V (2/*-3)(2/i + l) ^ ' - 2 ' [2'46] 
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K>« = W\hK 
= iy^4^{{i-K)-^+{Zb-z^. v™(n)dn 
H(H + 1)V,M + R(Zb - Za) WlrilVF') , [2.47] 
where 
d^ = (v?'\v\V?') = J*V?'(r,)(r,)V?(r,)dr, 
l(li-m + l)(n + m + l) / ( / x -m) ( / i + m)
 K , 
(2A* + 1)(2M + 3 ) 5^+1 + V (2/*-l)(2/i + l ) ^ - 1 - [2-48] 
1/2 M2 
( / 2 / i 2 
To evaluate the radial integrals in equations [2.36] and [2.37] in the calculations of S™?^,1 
and ///™i/1^1I'2't2
 w e u g e Gauss-Laguerre quadrature which will be explained in the Section 2.4. 
We also call for Gauss-Legendre quadrature to evaluate some integrals used in the calculation of 
Tjmvxii1v2ti2 w nich cannot be evaluated analytically. 
2.4 Gauss-Laguerre quadrature method 
For the evaluation of the radial integrals obtained so far (which cannot be simplified analytically) 
or will appear later in the evaluations of matrix elements we call for the Gauss-Laguerre quadra-
ture which shows to be less time consuming, satisfactorily accurate and stable numerically. We 
then use the Gauss-Laguerre quadrature (numerical integration) based on the formula [2.49] 
/ e~xf(x)dx = V w,/(x,) + Rn, [2.49] 
where the abscissa xt is the i-th zero of the Laguerre Polynomial Ln(x) = L„(x). The weights w, 
and the remainder P„ are given by 
(n\)2x 
OJ,-
WT. (r,U2 
(n + l)2(Ln +i(x2))2 ' " (2n) 
Rn = 1^L/(2«)(.T); o < x < oo. [2.50] 
30 
The accuracy directly depends on the derivative of order of 2n, where n is the number of points. 
Consequently when f(x) is a polynomial, which is the case in this work, the remainder Rn equals 
zero provided that the number of integration points n is greater than the half of the degree of 
/(*)• 
Using the Gauss-Laguerre formula [2.49] one obtains, 
< r = (U?'\?\U?) = J U?'(OU?{0?>dZ = f°° e-(a+a'K-»F?'(tfF?{Q?'dZ 
f°° X X X 
= / e-xF?\—_
 + i ) ' / ^ ( _ : _ + i ) [ — _ _ + i]Pde Jo ot. + a* a + ot a -\- a* 
i n V v * r v^  
l _ y . _ A 1 _ _ J ^ - ^ + 1) a + a* *—' a + a* a + a 
i = i 
a + a* ^<^? + 1>' I 2 ' 5 1 ! 
where 
(a' + a)(£-l) = X, [2.52] 
and according to Equation. [2.5], 
U?{Q = F^(Qe-a^l\ F™(0 = N?(t? ~ l)^'2 L^m{(2a(^ " ^ ^5$ 
Note that in Equation. [2.51] when U™(£) is real, a* = a and F^(-^ + 1)* = F ™ ( ^ r + 1). 
Using this method, we can also evaluate the following integral Equation. [2.54] 
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K,v = (WW?) 
u?(0<% = f^[ | ( (e 2 - i ) | ) -^7 + ^  + ^ 
1 ™ 
= — " T W,(m + m2 - a2 - (1 + 2a)(i/ + m + 1) + [Za + Zb- 2av\ix% 
2a 
t=i 
+ a 2 ^ 2 ~ 2m(^ + m + 1) ^ ' + (i/ + m + i ) 2 ^ - + 1 
fr.-i v ' U-i 
• X% ,
 l X r i m / ^ F
™
(27] + ! ) ^ m ( ^ + 1) + v f y / - m + l)(i/ + m + l)) 
1 + 2a(Cx, + 1) + 2 m - ^ - - (2v + 2m + 3 ) " * + 1 
^(w1 + ! ) F ^ i ( ^ + !) + V > - m + l)(i/ - m + 2)(i/ + m + l)(i/ + m + 2) 2a 2a 
^ ± i W | + 1 ) ^( | + 1 ) . [2.54] 
In this case, the above Gauss-Laguerre quadrature formula can be considered as exact. The above 
Gauss-Laguerre integrations appear to be very less time consuming for two reasons. Firstly, all the 
abscissas and weights are adequately computed and stored for all future operations in the code. 
Secondly, this method allows for a simultaneous computation of all matrix elements corresponding 
to a given pair of nonlinear parameters. 
2.5 Gauss-Legendre quadrature 
This quadrature is defined by 
r+i k 
I f(x)dx = ^2uJf(xJ) + Rk. [2.55] 
where x% is the abscissa and uit is the weight and Rn is the remainder. Provided that the number 
of integration points k is greater than the half of the degree of f(x), Rk is negligible and Gauss-
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Legendre approach gives the exact results. 
Using Gauss-Legendre numerical integration one obtains the following integral used in the eval-
uation of matrix elements of electron-electron correlation matrix [2.42] 
<ilm = j ^ '^(^ '"'MTOt1 - « 
k 
= E^'^^'^TOM1 " e [2-56] 
3 
2.6 Complex scaling 
In the following sub-sections we explain the application of complex scaling methods in the solutions 
of the SSE to compute resonance states and in the TDSE to avoid the reflection of the wave 
function during time propagation. 
2.6.1 Application of complex scaling for the resonance states 
The complex rotation or complex scaling method, which is one of the most widely used approaches 
for computing resonances in atomic, chemical and nuclear physics has attracted considerable 
interest (48, 49). A resonance state is defined as a long-lived state of system which has sufficient 
energy to break-up into some subsystems. Resonance states or intermediate states are defined as 
states which are formed and last for a certain lifetime r and then decay with a rate T (r = h/T). 
The simplest mathematical description of such states is that they resemble bound stationary 
states which are localized in space initially (at t=0), and their time evolution is given by 
M*) = e~tERt/hM0), [2.57] 
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which is the usual stationary state time dependence, except that now the energy ER of the 
resonant state is complex: 
ER = Eres - iY/2. [2.58] 
Eres is the energy of the resonance and is real and positive. Since the Hamiltonian of the system is 
Hermitian, complex eigenvalue such as "ER" are artificial but they represent decaying states with 
probability e~n. (\tp(t)\2 = \ip(0)\2e~n), i.e., decaying rate Y and lifetime r = h/Y. Hermitian 
operators have real eigenvalues. For producing exactly those non-hermitian operators which have 
the complex energies of Equation. [2.58] among their eigenvalues the complex scaling method is 
used (48). In practice, the complex coordinate method consists of performing the transformation 
r —> re%e on the Hamiltonian H, leading to 
2*0 / ^ l V 2 \ -t$Z -z$Z tg 1 He = H(6) = -e2W - ^ + - ^ - e"" e~*— + -e~* — . [2.591 
V 2 2 / n r2 r12 
The resulting Hamiltonian H(9) is no longer hermitian but complex symmetric with complex 
eigenvalues. It follows that the spectrum of H(9) contains essentially the following elements: 
1. Bound state eigenvalues of H(9) are independent of 9 and identical to those of H for 9 < TT/2. 
2. Scattering energy thresholds which are identical to those of H for 9 < TT/2. 
3. The segments of continua beginning at each scattering threshold, which are rotated down-
wards making an angle of 29 with the real axis. 
4. Discrete complex eigenvalues E = Eres, which may appear in the lower half complex energy 
plane once the rotation angle 9 is greater than ^arg(Eres). The complex eigenvalues are 
associated to resonances. 
Extension of complex scaling coordinate to molecular problems in the Born-Oppenheimer approx-
imation faces some difficulties since the nuclear attraction terms do not easily scale under the 
transformation r —> rel6. 
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To avoid this problem, complex basis function method was proposed instead of complex coordinate 
(in which the Hamiltonian of the system is complex). It is equivalent by making this transforma-
tion r —» re~l° in the basis function (50, 51). By using complex basis function, the Hamiltonian 
H is diagonalized in the complex basis, and a discrete set of eigenvalues is obtained. Similar 
to complex coordinate methods, some of these eigenvalues are real and negative; the associated 
eigenfunctions correspond to bound states. The rest of eigenvalues are complex with positive real 
parts and negative imaginary parts; the associated eigenfunctions correspond to the states of a 
discretized decaying continuum. 9 is chosen in a way that it lies almost close to the imaginary 
axis (around an angle of 0.2 rad) so that the imaginary parts of the continuum eigenvalues are 
small relative to the real parts. 
When the number of basis functions in the system increases the divergence of the results occurs. 
To obtain convergence, Pade summation is used as the size of the finite basis increases (52). 
Due to using Pade summation, the application is restricted to orthogonal basis sets. As a result, 
the increasing number of basis functions yields reasonable and practical results. Despite this 
limitation, calculations performed by (52) demonstrated the possibility of using complex scaling 
to obtain information about nonresonant scattering. 
Later Rescigno and McCurdy (50, 51, 53) addressed this problem. In their solution, mixed sets 
of complex and real basis functions were used instead of complex scaling. Their method obtained 
useful results in the calculation of resonances without using Pade summation. 
The formal work of Simon found that complex scaling in the Born-Oppenheimer picture can be 
put on firm mathematical ground. He introduced the method of exterior complex scaling (ECS) 
in that the magnitudes of all electronic coordinates are only scaled outside a sphere which is large 
enough to enclose all the nuclei (54). In this method only the continuous spectrum is rotated 
in the complex energy plane and the discrete resonance eigenvalues are revealed and the bound 
states are unchanged. 
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2.6.2 Application of complex scaling in avoiding reflection of the wave 
function during time propagation 
So far we have been focusing on the application of complex scaling methods in general on time-
independent cases (SSE's), now we discuss the remarkable success of the method in time propaga-
tion of the TDSE's. During the time evolution of the exact solution \I/(r, t), when the basis is real 
the quantity (ty(t)\ty(t)) (which indicates the probability for finding the electron somewhere in 
the whole space) is constant and equal to unity. In practice, this basis represents the system over 
a restricted region of space (a sphere of some characteristic radius) because of the I? integrability 
of the basis functions. Therefore, a probability density flux would reflect from the surface and 
returns to the interior of the sphere if it reached the surface of the sphere over the time interval of 
interest. Enlarging the basis or the grid size can avoid this spurious reflection that is a common 
problem for all spectral and grid methods. 
To address the reflection problem in spectral method, instead of enlarging the basis size, one 
can use complex scaling methods such as complex basis functions which make the surface of the 
sphere an absorbing wall. In a complex basis, the norm of the wave function is not preserved but 
rather represents, at long asymptotic times, the probability for the system to remain bound (55). 
In fact, the size of our basis must only describe well the system inside the sphere so it does not 
required to be very large. The application of complex basis functions for minimizing reflections 
in the time propagation has been studied by many works (48, 56, 57, 58). 
Similarly, in the grid method the precise solutions of time-dependent problems on the grid depends 
on both a relatively dense grid points and a huge spatial extension of the grid to avoid wave-packet 
reflection from the boundary of the grid in the field. Indeed, such a numerical solution at high 
field intensities requires a large memory and excessive use of CPU. 
The important dynamics of several intense field processes like ionization rates (34) and the high 
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harmonic spectra (59) or the identification of dominant pathways to single (19) or nonsequential 
double ionization (60) of a molecule occur on a spatial volume close to the atom or molecule. 
Since the exact form of the outgoing ionizing parts of the wave function can be neglected so 
the time propagation can be performed on a small grid. However, it is important to note that 
here reflections from the edges of the numerical grid must be suppressed, otherwise, it can cause 
artificial effects, for example in the form of artificial harmonics in high harmonic spectra (59). 
Many techniques have been proposed to address the problem of reflections in grid methods such 
as masking functions (or equivalently absorbing imaginary potentials) (59, 61, 62) and complex 
coordinate rotation or exterior complex scaling (63, 66). Among these, masking functions or 
absorbing potentials are the most commonly used techniques (67) in the numerical solution of 
the TDSE. 
Here, we discuss here how in practice one can avoid the reflection from the boundary by us-
ing complex scaling method via its application to typical intense field phenomenon, namely the 
evaluation of molecular high harmonic spectra (MHOHG). 
One extension of the complex scaling method that is called the exterior complex scaling (ECS) 
technique (54), has been used to introduce absorbing boundaries at the edges of a numerical grid 
in time-dependent simulations, which means the spatial coordinates are only scaled outside some 
distance from the origin (Figure 3). The ECS technique has been also used (58) in time-dependent 
studies of electron impact ionization as well as of the motion of a charged particle in dc and ac 
electromagnetic fields. 
MHOHG is an important process for laser frequency conversion and the generation of attosecond 
pulses as it will be discussed in Chapter (5). According to the semiclassical three-step rescattering 
model (68), MHOHG is a process in which the electron tunnels through the barrier, ionizes, and 
then accelerates in the field. For linear polarization of the field it may cause a return of the 
electron to its parent ion under the emission of a harmonic photon. Because beyond a certain 
distance from the nucleus outgoing wave packets have no effect on the high harmonic spectra, so 
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Figure 3: Demonstration of the ECS coordinate transformation. 
it is rational to limit the grid size or number of basis functions of an ab-initio calculation of high 
harmonic spectra via the TDSE. 
Figure 4 shows the results of the typical high harmonic spectrum with a plateau and a cutoff 
at TV = (Ip + 3.17Up)/u) = 51, where Up = IQ/4LJ2 = 0.77 is the ponderomotive potential in 
an intense linearly polarized laser pulse with ui = 0.057 a.u. (A = 800 nm) and Ip—0.5 is the 
ionization potential of the hydrogen atom. Figure 4 depicts the results of three simulations that 
are the full calculation (black solid line) done on a sufficiently large box to avoid reflections at 
the boundaries, calculations via ECS (red dashed line) and masking function (blue dotted line) 
as absorbers (67). Comparing these harmonic spectra in Figure 4 helps to describe the effect of 
reflections from the boundary of the grid along the polarization direction. 
The comparison shows no significant difference for the harmonics in the plateau region. The 
minima in the harmonic spectra achieved from the simulation with the masking function presents 
small deviations but the maxima is unchanged. The effects of the reflections can be seen at cutoff 
and beyond. 
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Figure 4: High harmonic spectra from the interaction of the hydrogen atom with an intense 
linearly polarized 3 cycle laser pulse at E0 = 0.1 a.u. and u = 0.057 a.u. shown is a comparison 
between the results obtained from the unrestricted reference calculation (solid black line) and 
calculations using the ECS (red dashed line) and the masking function (blue dotted line) as 
absorbers. The results are from (67). 
While the results from the ECS calculation almost agree with those from the full calculation, the 
results calculated by using the masking function differ in the cutoff region and the deviations 
even increase in the spectra beyond the cutoff. This spurious increase of the HHG spectra in 
the cutoff region results from the reflection of the wave function at the boundary, which return 
to the nucleus and give rise to harmonics without physical meaning. The accurate calculation of 
the harmonics in the cutoff regime is important, for example, to analyze the generation of single 
attosecond pulses (69). For longer pulses, the effect of the reflections even increases because 
several wave packets reach the boundaries. 
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2.6.3 Applying the complex basis function method to our wave func-
tion expansion 
Complex scaling for a diatomic molecule in prolate spheroidal coordinates can be performed 
through the transformation (£,r),<f>) —> ((,e~%e ,n,4>) in the Hamiltonian (70), or equivalently, via 
the transformation (£,n,<f)) —>• (£e~t0,r],4>) in the wave function, where 9 is the complex scaling 
angle. 
Given that in our wave function expansion [2.16] /3 is real, we can make it the complex basis by 
using complex /3 = \P\e~l6 in Equation. [2.5] via a = R/3. In our case, the application of the 
complex rotation brings only slight modifications. With a complex rotation of our basis set [2.16] 
the basis function £/™(£) is complex (because of this transformation f3 = \f3\e~l6), while the the 
V™(rj) is real. However, the formalism of complex rotation requires that complex conjugation 
must be taken only for parameters that are complex independently of complex rotation, and 
complex conjugation must be disregarded for quantities that are complex due to complex ro-
tation. Therefore, with a complex rotated basis, the complex conjugation in the calculation of 
matrix elements of overlap [2.32], field-free hamiltonian [2.33], and electron-correlation [2.34] are 
disregarded, whereas the complex conjugation is effectively taken for e*™*. 
2.7 Numerical solution of generalized eigenvalue problem 
for H2 
Before presenting the method used to solve the generalized eigenvalue Equation. [2.35], we describe 
the structure of the matrices involved. A symmetric diatomic molecule H2 has a center of inversion. 
It follows that molecular orbitals of H2 can be categorized as gerade (g) and ungerade (u) states. 
The g states means molecular orbitals are symmetric with respect to center of inversion and 
u states means they are antisymmetric with respect to a center of inversion. If we apply the 
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parity operator on our wave function expansion [2.16], in prolate spheroidal coordinate the parity 
operator is P(£, n, <p) —>• ((£, —77,4> + n)), then we obtain 
p*(n,r2,i) = N jjr ( - I ) ( W + ^ C ; ; ^ 2 W [ I + ^ P A 2 ] 
m,ni,)J.2 
xu^v^u^&v™^) 
pim{fa-fa) 1
 £ e~im{fa-fa) 
Therefore when /xi + /i2 is an even number we are dealing with g states and when yUi + \i2 is an odd 
number then u states are considered. So we can solve the SSE [2.35] twice: once for g states, i.e., 
for even p,x + fi2, and next for u states, i.e., for odd \i\ + \x2. This has a computational advantage 
in the time cost and memory storage for solving generalized eigenvalue problem. 
For each of the above parities of the wave function according to equations in Section 2.3, the 
matrices S and H 0 are symmetric. Due to the selection rule 5m',m (Equations. [2.32,2.33]), these 
matrices have an identical bloc diagonal structure (in terms of m and m!) shown in Figure 5. 
In order to save computer memory and time, only the non-zero matrix elements are computed, 
stored and used along the computation process. On the other hand, U c and therefore H are 
symmetric matrices but are completely full (Figure 6). 
In Figures 5 and 6 the size of original (m, m')-blocs are the same for all blocs but the size of 
(Hi, £t2)-sub-blocs are not the same due to redundancy in our basis [2.16] in terms of V\,v2. 
Redundancy means identical basis expansion when (p,\, V\) and (p,2, u2) are exchanged. So when 
Mi = P-2, the basis expansion is identical (repetitive) for (v\, v2) and corresponding (v2, v\), hence 
we have to exclude (u2, v\) because they make our basis overcomplete and this situation is a 
source of numerical problem (overflows). Consider this example for fixed m, p,imax = 1 ,[i2max 
= 1 and v\max = 3 ,v2max = 3. The possible combinations for these basis parameters for basis 
expansion [2.16] are shown in Table 1. 
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Table 1: Redundancy in the basis expansion [2.16] 
TV (M1.M2) (^1,^2) iMi, /^,^!,^) 
1(a) (0,0) (0,0) |0,0 
2(a) (0,0) (0,1) |0,0 
3(a) (0,0) (0,2) |0,0 
4(a) (0,0) (0,3) |0,0 
5(a) (0,0) (1,0) |0,0 
6(a) (0,0) (1,1) |0,0 
7(a) (0,0) (1,2) |0,0 
8(a) (0,0) (1,3) |0,0 
9(a) (0,0) (2,0) |0,0 
10(a) (0,0) (2,1) |0,0 
11(a) (0,0) (2,2) |0,0 
12(a) (0,0) (2,3) |0,0 
13(a) (0,0) (3,0) |0,0 
14(a) (0,0) (3,1) |0,0 
15(a) (0,0) (3,2) |0,0 
16(a) (0,0) (3,3) |0,0 
1(b) (0,1) (0,0) |0,1 
2(b) (0,1) (0,1) |0,1 
3(b) (0,1) (0,2) |0,1 
4(b) (0,1) (0,3) |0,1 
5(b) (0,1) (1,0) |0,1 
6(b) (0,1) (1,1) |0,1 
7(b) (0,1) (1,2) |0,1 
0,0) 
0,1) 
0,2) 
0,3) 
1,0) Redundant with N = 2(a) 
1-1) 
1,2) 
1,3) 
2.0) Redundant with N = 3(a) 
2.1) Redundant with N = 7(a) 
2,2) 
2,3) 
3.0) Redundant with N = 4(a) 
3.1) Redundant with N = 8(a) 
3.2) Redundant with N = 12(a) 
3,3) 
0,0) 
0,1) 
0,2) 
0,3) 
1,0) Not redundant with N = 2(b) 
U> 
1,2) 
Continued on next page 
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N 
8(b) 
9(b) 
10(b) 
11(b) 
12(b) 
13(b) 
14(b) 
15(b) 
16(b) 
1(c) 
2(c) 
3(c) 
4(c) 
5(c) 
6(c) 
7(c) 
8(c) 
9(c) 
10(c) 
11(c) 
12(c) 
13(c) 
14(c) 
15(c) 
16(c) 
1(d) 
(Ml,/^) ( 
(0,1) 
(0,1) 
(0,1) 
(0,1) 
(0,1) 
(0,1) 
(0,1) 
(0,1) 
(0,1) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,0) 
(1,1) 
^1,^2) 
(1,3) 
(2,0) 
(2,1) 
(2,2) 
(2,3) 
(3,0) 
(3,1) 
(3,2) 
(3,3) 
(0,0) 
(0,1) 
(0,2) 
(0,3) 
(1,0) 
(1,1) 
(1,2) 
(1,3) 
(2,0) 
(2,1) 
(2,2) 
(2,3) 
(3,0) 
(3,1) 
(3,2) 
(3,3) 
(0,0) 
1/^ 1, ^2 
|0,1 
|0,1 
|0,1 
|0,1 
|0,1 
|0,1 
|0,1 
|0,1 
|0,1 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
|i,o 
11,1 
, ^ 1 , ^ 2 ) 
1,3) 
2 
2 
2 
2 
3 
3 
3 
3 
0 
0 
0 
0 
1 
1 
1 
1 
2 
2 
2 
2 
3 
3 
3 
3 
0 
0) 
1) 
2) 
3) 
0) 
1) 
2) 
3) 
0) 
1) 
2) 
3) 
0) 
1) 
2) 
3) 
0) 
1) 
2) 
3) 
0) 
1) 
2) 
3) 
0) 
Not redundant with N = 3(b) 
Not redundant with N = 7(b) 
Not redundant with N = 4(b) 
Not redundant with N = 8(b) 
Not redundant with N = 12(b) 
Redundant with N = 1(a) 
Redundant with N = 5(a) 
Redundant with N = 9(a) 
Redundant with N = 13(a) 
Redundant with N = 2(a) 
Redundant with N = 6(a) 
Redundant with N = 10(a) 
Redundant with N = 14(a) 
Redundant with N = 3(a) 
Redundant with N = 7(a) 
Redundant with N = 11(a) 
Redundant with N = 15(a) 
Redundant with N = 4(a) 
Redundant with N = 8(a) 
Redundant with N = 12(a) 
Redundant with N = 16(a) 
Continued on next page 
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TV (/"i,^2) (^1,^2) ^1,^2,^1,^2) 
2(d) 
3(d) 
4(d) 
5(d) 
6(d) 
7(d) 
8(d) 
9(d) 
10(d) 
11(d) 
12(d) 
13(d) 
14(d) 
15(d) 
16(d) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1,1) 
(1.1) 
(0,1) 
(0,2) 
(0,3) 
(1,0) 
(1,1) 
(1,2) 
(1,3) 
(2,0) 
(2,1) 
(2,2) 
(2,3) 
(3,0) 
(3,1) 
(3,2) 
(3,3) 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
|1,1 
0,1) 
0,2) 
0,3) 
1,0) 
1,1) 
1,2) 
1,3) 
2,0) 
2,1) 
2,2) 
2,3) 
3,0) 
3,1) 
3,2) 
3,3) 
Redundant with N = 2(d) 
Redundant with N = 3(d) 
Redundant with N = 7(d) 
Redundant with N = 4(d) 
Redundant with N = 8(d) 
Redundant with N = 12(d) 
Table 1 shows when (/ij, /J2) = (0, 0) the rows N= 5, 9, 10, 13, 14, 15 are redundant with the 
rows N= 2, 3, 7, 4, 8, 12 respectively, so they should be excluded from our basis expansion. When 
Hi and /x2 are different ((HI, fi2) = (0, 1)) there is no redundancy. When (HI, /i2) = (1, 0), then 
all combinations are redundant with the case (b), therefore this sub-bloc (HI, /J2) = (1,0) should 
be excluded totally when (HI, H2) = (0, 1) is included or vice-versa. In the last case (HI, /J2) = 
(1, 1), where Hi = fi2, redundancy occurs just similar to the case (b). 
We now explain the solution of generalized eigenvalue problem, Equation. [2.35]. Consider the 
orthogonal matrix T (T* T = T T ' =1) that diagonalizes S, and s the diagonal matrix of 
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eigenvalues of S. We have 
T*ST = s, [2.61] 
where T is a matrix with columns containing the eigenvectors associated to the overlap eigenvalues 
stored in s. Defining 
V = Ts-1 /2 , [2.62] 
one can easily verify that V is a non-symmetric matrix satisfying the relationships 
V ' V = s - \ V*SV = 1. [2.63] 
Here 1 denotes the unit matrix. The eigenvalue problem [2.35] in terms of Legendre functions and 
Laguerre polynomials can then be written into so-called orthogonal basis (because the associated 
overlap matrix equals the unit matrix) 
H * = £ * , [2.64] 
where 
H = V'HV, * = V 1 * . [2.65] 
Finally, the diagonalization of complex H (when the basis function is complex) gives the eigenval-
ues and associated eigenvectors \P. To recover the eigenvectors in the original Legendre functions 
and Laguerre polynomials basis, one simply performs the operation * = V'l ' . 
H is either real symmetric (9 = 0) or complex symmetric (9 ^ 0), and its eigenvalues are nonde-
generate. In both cases, one can always perform a Gram-Schmidt orthogonalization and find a 
set of eigenvectors that are complete and orthogonal. We use the LAPACK routines "zgeev" to 
perform diagonalization of S and H. 
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2.8 Potential curves of H2 
Calculation of the potential energy curves of H2 is a fundamental problem that has received 
much attention for a long time. This information is necessary in interpretation of multiphoton 
absorption experiments in H2 as well as dynamical processes involving interactions with electrons, 
atoms, and other molecules. Figure. 7 demonstrates the six lowest 1S+ states of H2 by using the 
following basis set parameters: mmax = 3, Himax = 6, H2ma* = 6, i/lm„ = 10, v2max = 10, f3 = 
0.2, and 9 = 0. The results agree with the exact results in the literatures (71). At very small 
internuclear distances R, due to the cusp problem the accuracy of results is poor (R < 0.8 a.u.). 
By increasing R (0.8 - 12 a.u.) our results match with the reference (71) up to 2 or 3 decimal 
digits. As we go to higher excited states the accuracy even increases up to 3-4 decimal digits. 
2.9 Non-autoionizing doubly excited states of H2: the 
^2~ symmetry 
Doubly excited states lie above the ionization threshold, the 22~2^(^sag) state of H2. In most 
cases, doubly excited states are autoionizing which means that they couple with the neighbouring 
continuum states and release an electron. There are many papers on studying autoionizing doubly 
excited states of H2 (72, 73, 74). The potential energy curves and autoionization widths have 
been presented for Qi and Q2 resonance states converging to the 2 ^u(2p c r u) , and 2nu(2p7r„) 
ionization thresholds respectively. 
In addition to resonance doubly excited states, bound doubly excited states are present in H2 
molecule. These states do not lead to autoionization, namely, those belonging to the 1z~2~, 
3
 2~2n~, 1 2~2u , a n d 3 2~2u symmetries. Actually, all £ continuum states lying below the 2Hu(2piTu) 
threshold are S~ and therefore they are not coupled to the £~ doubly excited states. Bound 
doubly excited states cannot be populated in photon absorption experiments, but they might 
play an important role in electron H2 collisions (75). Our numerical method is compatible to 
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calculate the energy levels of these bound doubly excited states of H2. We have shown the energy 
levels of the first five non-autoionizing doubly excited states of H2 (1,3Eju) in Figures 8 and 9 
and tabulated them in Tables 2 and 3. The results match well (4 or 5 decimal digits) with the 
results in the most exact results in the literature (76). Notice that the energies do not include 
the repulsive internuclear interaction term l/R, so they tend to a finite value in the United Atom 
limit. 
2.10 Transition dipole moments 
Dipole moment for transitions involving the initial electronic state ipz(ri,r2) and the final elec-
tronic state ip/(ri, r2) of two-electron diatomic is defined as follows: 
M * = ( ^ ( n , r 2 ) | D f | ^ ( r i , r 2 ) ) , [2.66] 
where M* is transition dipole moments using length (X = L) or velocity gauge (X = V). To com-
pute the above integral, one has to evaluate the dipole matrix elements D* in the corresponding 
form 
(Df)ZZ^S'2 = 2 (W + & Wm,o)(f )6 / dtidm J di2dm(ex - nim - ril) 
([l + ^pPi 2 ] x C # & ) Vgith) £#(&) Vgfa))' 
x[d*(l) + d*(2)] 
x ([1 + s,spPl2] x [ /£&) V™(m) £/£(&), V™(V2)) . [2.67] 
where dlz(l) + dlz(2) = z\ + z2 is in the length gauge and dvz(l) + dvz(2) = ^ - + ^ - is in the velocity 
form. We recall that in prolate spheroidal coordinate z = Rer] and ^ = -|£2^ 2 rj(^2 — 1) J | + £(1 — rf) 
So the length-form dipole matrix elements in the basis expansion [2.16] are then given by replacing 
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Table 2: Electronic energies (in a.u.) for the 1 , 3 E 0 °^ H2 
R(a.u.) 
0.25 
0.50 
0.75 
1.00 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 
3.00 
3.25 
3.50 
3.75 
4.00 
4.25 
4.50 
4.75 
5.00 
R(a.u.) 
0.25 
0.50 
0.75 
1.00 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 
3.00 
3.25 
3.50 
3.75 
4.00 
4.25 
4.50 
4.75 
5.00 
I : E ; 
-0.5779 
-0.5719 
-0.5630 
-0.5523 
-0.5404 
-0.5280 
-0.5155 
-0.5031 
-0.4909 
-0.4791 
-0.4677 
-0.4568 
-0.4464 
-0.4363 
-0.4267 
-0.4176 
-0.4089 
-0.4006 
-0.3926 
-0.3850 
I 3 E ; 
-0.7079 
-0.7006 
-0.6897 
-0.6765 
-0.6618 
-0.6464 
-0.6308 
-0.6152 
-0.5999 
-0.5851 
-0.5708 
-0.5571 
-0.5439 
-0.5314 
-0.5197 
-0.5079 
-0.4970 
-0.4866 
-0.4767 
-0.4673 
2 : E ; 
-0.5378 
-0.5321 
-0.5236 
-0.5133 
-0.5021 
-0.4903 
-0.4784 
-0.4666 
-0.4551 
-0.4439 
-0.4332 
-0.4228 
-0.4129 
-0.4035 
-0.3945 
-0.3858 
-0.3777 
-0.3701 
-0.3632 
-0.3567 
2 3 E ; 
-0.5656 
-0.5597 
-0.5510 
-0.5405 
-0.5289 
-0.5167 
-0.5045 
-0.4923 
-0.4804 
-0.4688 
-0.4577 
-0.4470 
-0.4367 
-0.4269 
-0.4175 
-0.4086 
-0.4001 
-0.3920 
-0.3842 
-0.3768 
^E; 
-0.5299 
-0.5243 
-0.5161 
-0.5062 
-0.4954 
-0.4840 
-0.4726 
-0.4613 
-0.4503 
-0.4396 
-0.4294 
-0.4196 
-0.4103 
-0.4014 
-0.3929 
-0.3849 
-0.3772 
-0.3697 
-0.3623 
-0.3553 
3 3 E ; 
-0.5337 
-0.5280 
-0.5196 
-0.5094 
-0.4982 
-0.4865 
-0.4747 
-0.4629 
-0.4515 
-0.4404 
-0.4297 
-0.4196 
-0.4102 
-0.4013 
-0.3929 
-0.3849 
-0.3774 
-0.3702 
-0.3635 
-0.3572 
^E: 
-0.5219 
-0.5162 
-0.5079 
-0.4978 
-0.4866 
-0.4751 
-0.4633 
-0.4517 
-0.4404 
-0.4294 
-0.4188 
-0.4086 
-0.3989 
-0.3896 
-0.3807 
-0.3723 
-0.3644 
-0.3570 
-0.3500 
-0.3434 
4 3 E ; 
-0.5298 
-0.5243 
-0.5161 
-0.5062 
-0.4953 
-0.4840 
-0.4725 
-0.4613 
-0.4502 
-0.4396 
-0.4293 
-0.4194 
-0.4096 
-0.4003 
-0.3913 
-0.3828 
-0.3746 
-0.3668 
-0.3594 
-0.3524 
^E; 
-0.5181 
-0.5125 
-0.5048 
-0.4943 
-0.4834 
-0.4721 
-0.4606 
-0.4493 
-0.4382 
-0.4275 
-0.4172 
-0.4073 
-0.3978 
-0.3888 
-0.3803 
-0.3721 
-0.3642 
-0.3565 
-0.3492 
-0.3421 
S 3 E ; 
-0.5198 
-0.5141 
-0.5058 
-0.4957 
-0.4846 
-0.4731 
-0.4614 
-0.4498 
-0.4385 
-0.4275 
-0.4171 
-0.4073 
-0.3978 
-0.3888 
-0.3803 
-0.3722 
-0.3645 
-0.3573 
-0.3504 
-0.3440 
Table 3: Electronic energies (in a.u.) for the 1,s ]T}U of H2 
R(a.u.) 
0.25 
0.50 
0.75 
1.00 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 
3.00 
3.25 
3.50 
3.75 
4.00 
4.25 
4.50 
4.75 
5.00 
R(a.u.) 
0.25 
0.50 
0.75 
1.00 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 
3.00 
3.25 
3.50 
3.75 
4.00 
4.25 
4.50 
4.75 
5.00 
I X E; 
-0.5617 
-0.5565 
-0.5489 
-0.5397 
-0.5298 
-0.5196 
-0.5094 
-0.4995 
-0.4900 
-0.4811 
-0.4725 
-0.4646 
-0.4571 
-0.4500 
-0.4433 
-0.4371 
-0.4312 
-0.4256 
-0.4202 
-0.4152 
13E" 
Z—iu 
-0.5574 
-0.5519 
-0.5439 
-0.5342 
-0.5236 
-0.5125 
-0.5014 
-0.4904 
-0.4797 
-0.4694 
-0.4596 
-0.4501 
-0.4411 
-0.4326 
-0.4244 
-0.4167 
-0.4093 
-0.4023 
-0.3956 
-0.3893 
2XE; 
-0.5324 
-0.5270 
-0.5189 
-0.5093 
-0.4987 
-0.4876 
-0.4765 
-0.4655 
-0.4548 
-0.4444 
-0.4345 
-0.4249 
-0.4157 
-0.4070 
-0.3987 
-0.3907 
-0.3831 
-0.3758 
-0.3689 
-0.3623 
23T~ 
i—JU 
-0.5306 
-0.5251 
-0.5169 
-0.5071 
-0.4963 
-0.4850 
-0.4736 
-0.4624 
-0.4514 
-0.4408 
-0.4306 
-0.4208 
-0.4116 
-0.4027 
-0.3943 
-0.3862 
-0.3786 
-0.3714 
-0.3645 
-0.3579 
3XE; 
-0.5193 
-0.5137 
-0.5056 
-0.4958 
-0.4850 
-0.4738 
-0.4625 
-0.4512 
-0.4403 
-0.4297 
-0.4195 
-0.4097 
-0.4003 
-0.3914 
-0.3828 
-0.3746 
-0.3669 
-0.3594 
-0.3524 
-0.3456 
3 3 E; 
-0.5182 
-0.5127 
-0.5045 
-0.4946 
-0.4837 
-0.4724 
-0.4609 
-0.4496 
-0.4386 
-0.4279 
-0.4176 
-0.4078 
-0.3984 
-0.3894 
-0.3809 
-0.3728 
-0.3650 
-0.3577 
-0.3507 
-0.3440 
4XE" 
-0.5179 
-0.5123 
-0.5041 
-0.4942 
-0.4833 
-0.4718 
-0.4603 
-0.4489 
-0.4378 
-0.4271 
-0.4167 
-0.4067 
-0.3972 
-0.3882 
-0.3795 
-0.3713 
-0.3634 
-0.3560 
-0.3488 
-0.3421 
4 3 E ; 
-0.5179 
-0.5124 
-0.5041 
-0.4942 
-0.4832 
-0.4718 
-0.4603 
-0.4489 
-0.4378 
-0.4271 
-0.4167 
-0.4067 
-0.3972 
-0.3882 
-0.3795 
-0.3713 
-0.3634 
-0.3560 
-0.3488 
-0.3421 
S'E: 
-0.5094 
-0.5038 
-0.4956 
-0.4857 
-0.4748 
-0.4634 
-0.4519 
-0.4405 
-0.4294 
-0.4189 
-0.4087 
-0.3990 
-0.3896 
-0.3807 
-0.3722 
-0.3641 
-0.3563 
-0.3489 
-0.3419 
-0.3351 
S 3E: 
-0.5094 
-0.5038 
-0.4956 
-0.4857 
-0.4748 
-0.4634 
-0.4519 
-0.4405 
-0.4294 
-0.4187 
-0.4083 
-0.3984 
-0.3889 
-0.3799 
-0.3713 
-0.3631 
-0.3553 
-0.3478 
-0.3407 
-0.3340 
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4(1) + 4(2) = zi + z2 in Equation. [2.67] as 
&)%%£& = 4*m',m(l +^Sm',0Smfi)(^)7 
u% u^ - i)K) w M O + ^  |6K) (^ T l7^1 - ^ )Kl 
^ 1 ^ 2 " - W (vi\v™) + (u%|f/™ (V2|i-%1K U1 \ > 2 
+ ^ l£i -1|W (^TIW + W TO (VZ Ii - ^ 1^  2 | i / - m Ml 
u% |6(62 - i)|t/™; {v% \V2\V™) + (y% \&\uz) ^ ? |%(i - ^ | v ^ 
+S>£p[(^ l ,Ml) — (^2,/^>)] , [2.68] 
and in the velocity gauge by replacing 4(1) + 4(2) = Q^ + ^~ m the Equation 2.67 
(DY)T$S, = 4*m',m(l +^5m<fiSmfi)(§)" 
([(<l(ei2 - i ) ^ l ^ ) (ttftol^) + (^T'^l^T) (V^'KI - VI2)~-K 
x (t/^ 'ie22 - I K ) ( ^ I X T ) + (^f 1^) (v^'li - %2K 
(t^'lfe2 - I ) | ^ K ) (^ I 'NC) + (^fl6|t/™) (v^'Ki - V22)^ 
x ^c/7'iei2 - i|c/™) (v%'\vz) + (y$\u%) (v%'|i - T I^V; 
+ £<^£p[(^l,/Xi) =± (^2,^2)] • 
+ 
m 
Mi 
2\\;m 
M2 
m 
M2 
2\\/-m 
Ml 
[2.69] 
Some of the integrals used in Equations [2.68] and [2.69] have been evaluated in Section 2.3, those 
that remain can be evaluated as follows 
55 
fc = (^'l(i - *?2 W ) = f+' vp'(i -
 v
2Km(v)dv, [2.70] 
v , f1-"2'*; W
1?) = / V7?' 
< > - < 
V7(r/)d»? 
/(/i-m + l)(/x + m + l);. {n-m)([i + m) x 
-V\l
 /r... , -.x/n.. , o\ <W+i + (M + 1)W 77; TTTo——TTV,M-I-(2/x + l)(2// + 3) (2/x-l)(2/x + l) [2.71] 
Using Gauss-Laguerre quadrature discussed in Section 2.4 one can obtain the following integrals: 
/~<m ,rr 
/
'OO 
1 n 
i = l 
<!; + 1 > 2 ^-'<i+J)^(i+!>• [2.72] 
y?,„ = (^ ™i [£2 -1] J ^ r ) = 1°° up® [e -1] | ^ r m 
= Ya ^ ^ { a ( 6 f 2 - 1) + m ^ - (^ + m + 1)(CA: + 1)F™(^ + ^ ( ^ + !) 
+ ^(u-m + l)(u + m + l)(U + 1 ) ^ ( ^ + l ) ^ + i ( ^ + 1)} • [2-73] 
In order to get insight into the accuracy of our wave functions obtained with our basis expansion 
and numerical method we compute the transition dipole moments from ground state £+ to lowest 
excited states. We present the results of transition moments between ground state and six lowest 
excited 1S+ states of H2 in Table 4 and Figures 10 and 11. Our results for transition moments of 
H2 agree well with the exact results of Wolniewicz (77) (Figures 10 and 11). 
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(a) * W 1.8 
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(c) * 
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Figure 10: X1 Y^t ~n E « (n = 1 — 3) transition moments of H2, W in parenthesis refers to the 
results from ref (77). The basis set parameters are m.max = 3, Himax ~ 6, H2max = 6, V\max = 10, 
v2max = 10, P = 0.2, and 9 = 0. 
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Figure 11: X1 2~2t —n E u (^ = 3 — 6) transition moments of H2, W in parenthesis refers to the 
results from ref (77). The basis set parameters are mmax = 3, /j,imax = 6, (i2max = 6, vXmax = 10, 
"2max = 10, fi = 0.2, and 9 = 0. 
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Table 4: X1 Y^t ~n E « transition moments of H2 
R(a.U.) x'E+^Ej X 1 E + - 2 1 E J x'Ej-s'Ej x1 £+ -41 £+ x1 EJ -51 E+ x1-£+-61T.+ 
0.1 -0.44017371 0.21634810 -0.00003139 0.13921755 -0.00000669 0.03535072 
0.2 -0.45795754 0.22389532 -0.00001763 0.14338115 0.00007315 0.04536136 
0.3 -0.48307832 0.23436555 -0.00005585 0.14920367 0.00016551 0.05728717 
0.4 -0.51358937 0.24681615 -0.00013235 0.15615804 0.00025104 0.06956248 
0.5 -0.54835974 0.26065760 -0.00037324 0.16389260 0.00031479 0.08152937 
0.6 -0.58670507 0.27549174 0.17214543 0.00185258 0.00033968 0.09292613 
0.7 -0.62818477 0.29102045 0.18074544 0.00024186 0.00029838 0.10365442 
0.8 -0.67248730 0.30699354 0.18948959 0.00005734 0.00007369 0.11367627 
0.9 -0.71936176 0.32317719 0.19822199 -0.00006245 -0.00789850 0.12271173 
1.0 -0.76857406 0.33933481 -0.20677522 -0.00017836 0.13148524 0.00107019 
1.1 -0.81987730 0.35521523 -0.21497342 -0.00030643 0.13919669 0.00070969 
1.2 -0.87299060 -0.37054629 -0.22262946 -0.00045445 0.14602396 0.00051428 
1.3 -0.92758475 -0.38503331 -0.22954513 -0.00062776 0.15188516 0.00033299 
1.4 -0.98327348 -0.39836208 -0.23551445 -0.00083090 0.15668629 0.00013561 
1.5 -1.03961068 -0.41020624 -0.24032968 -0.00106819 0.16032888 -0.00008942 
1.6 -1.09609349 -0.42023868 -0.24378987 -0.00134403 0.16271782 -0.00034868 
1.7 1.15217114 -0.42814598 -0.24571084 -0.00166292 0.16376957 -0.00064715 
1.8 1.20725886 -0.43364417 -0.24593535 -0.00202961 0.16341961 -0.00098934 
1.9 1.26075551 -0.43649375 -0.24434189 -0.00244912 0.16162817 -0.00137973 
2.0 1.31206285 -0.43651181 0.24085055 -0.00292681 0.15838332 -0.00182297 
2.1 1.36060463 -0.43357923 0.23542484 -0.00346841 0.15370076 -0.00232400 
2.2 1.40584334 -0.42764198 0.22806911 -0.00408008 0.14762049 -0.00288817 
2.3 1.44729368 -0.41870644 0.21882190 -0.00476847 0.14020077 -0.00352125 
2.4 1.48453189 -0.40682990 0.20774653 0.00554079 0.13151064 -0.00422956 
Continued on next page 
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R(a.U.) ^E^-i'Ei ^1E^-21Et x1 £,+-31 •£+ J^Ej-^Ej ^ E J - S ' E J xl T.+-e1-•££ 
2.5 -1.51720159 0.39210777 -0.19492037 -0.00640488 -0.12162188 0.00502007 
2.6 1.54501662 -0.37465983 0.18042452 0.00736936 0.11060199 -0.00590046 
2.7 1.56776224 -0.35461739 0.16433547 0.00844372 0.09850895 -0.00687932 
2.8 1.58529542 -0.33211305 0.14671987 0.00963856 0.08538873 -0.00796634 
2.9 1.59754511 -0.30727425 0.12763339 0.01096577 0.07127612 -0.00917252 
3.0 -1.60451247 -0.28022115 0.10712444 0.01243885 0.05619960 -0.01051058 
3.1 1.60627109 0.25106920 -0.08524310 -0.01407336 -0.04019070 0.01199534 
3.2 1.60296646 0.21993609 -0.06205550 -0.01588737 -0.02329822 0.01364439 
3.3 1.59481406 0.18695242 -0.03766320 -0.01790228 -0.00560704 0.01547891 
3.4 1.58209544 0.15227484 -0.01222552 -0.02014371 0.01274016 0.01752485 
3.5 1.56515174 0.11609969 0.01401867 -0.02264289 0.03152210 0.01981455 
3.6 -1.54437461 -0.07867447 -0.04073585 ' 0.02543855 -0.05042575 -0.02238912 
3.7 1.52019487 -0.04030407 0.06749647 0.02857961 -0.06904876 -0.02530198 
3.8 1.49306942 -0.00134893 0.09379347 0.03212915 -0.08692409 -0.02862409 
3.9 -1.46346745 -0.03778631 -0.11908206 -0.03617020 0.10356680 0.03245217 
4.0 -1.43185687 -0.07667316 -0.14283457 -0.04081436 0.11853316 0.03692147 
4.1 1.39869183 0.11488560 0.16459800 0.04621467 -0.13147467 -0.04222649 
4.2 -1.36440221 -0.15202768 -0.18403924 -0.05258462 0.14216964 0.04865432 
4.3 1.32938533 0.18775749 0.20096735 0.06022584 -0.15052301 -0.05663866 
4.4 -1.29400030 0.22180356 0.21533000 0.06956686 -0.15653686 -0.06684263 
4.5 -1.25856473 0.25397232 0.22718883 0.08121273 -0.16026203 -0.08026399 
4.6 -1.22335361 0.28414685 0.23668214 0.09599440 -0.16174367 -0.09827283 
4.7 -1.18860004 0.31227927 0.24398266 0.11497702 -0.16097448 -0.12222623 
4.8 -1.15449731 0.33837921 0.24925483 0.13932395 -0.15787682 -0.15200725 
4.9 -1.12120188 0.36250087 0.25261027 0.16985764 0.15235985 -0.18406819 
5.0 -1.08883704 -0.38473051 0.25405324 -0.20631602 0.14453329 -0.21249008 
Continued on next page 
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R(a.U.) x'Ej-i'Ei x1 E+-2 1 E+ ^ E + ^ E J x 1E+-4 1E+ ^ E + ^ E i ^ E + ^ E J 
5.1 
5.2 
5.3 
5.4 
5.5 
5.6 
5.7 
5.8 
5.9 
6.0 
6.1 
6.2 
6.3 
6.4 
6.5 
6.6 
6.7 
6.8 
6.9 
7.0 
7.1 
7.2 
7.3 
7.4 
7.5 
7.6 
-1.05749673 
-1.02724944 
-0.99814197 
0.97020293 
0.94344585 
0.91787205 
0.89347303 
0.87023261 
-0.84812871 
-0.82713482 
-0.80722128 
-0.78835626 
0.77050662 
0.75363856 
-0.73771816 
-0.72271178 
-0.70858644 
-0.69530997 
-0.68285130 
-0.67118051 
-0.66026895 
-0.65008932 
-0.64061566 
-0.63182339 
-0.62368925 
-0.61619137 
-0.40517535 0.25339441 -0.24690338 0.13511259 -0.23324804 
-0.42395453 0.25007908 -0.28904112 0.12571556 -0.24591312 
-0.44119212 0.24277607 -0.33099536 -0.11834094 0.25182190 
0.45701196 -0.22820615 0.37304383 0.11398497 -0.25203073 
0.47153410 0.19701914 0.41812828 0.11181349 -0.24678921 
0.48487252 -0.11576507 0.47124048 -0.10999903 -0.23676839 
0.49713371 -0.10346008 -0.49594078 -0.10729995 -0.22443052 
0.50841606 -0.30104853 -0.43200286 -0.10363339 -0.21299426 
-0.51880962 0.38089341 0.39014961 0.09952505 0.20445529 
-0.52839627 0.42397632 -0.37020033 0.09550996 0.19925370 
-0.53725009 0.45418787 -0.35985078 0.09192449 -0.19696815 
-0.54543780 0.47827321 -0.35419348 0.08892325 -0.19688513 
0.55301936 -0.49872906 0.35112580 -0.08654417 0.19825027 
0.56004851 -0.51668149 0.34961425 -0.08476038 0.20035283 
-0.56657332 0.53271366 -0.34908688 0.08351220 -0.20255907 
-0.57263679 0.54716027 -0.34919435 0.08272515 -0.20433909 
-0.57827732 0.56023008 -0.34970525 0.08231986 -0.20529216 
-0.58352918 0.57206326 -0.35045629 0.08221749 -0.20516151 
-0.58842301 0.58276068 -0.35132702 0.08234291 -0.20383043 
-0.59298611 0.59239981 -0.35222640 0.08262648 -0.20130035 
-0.59724291 0.60104387 -0.35308529 0.08300529 -0.19765831 
-0.60121518 0.60874711 -0.35385199 0.08342387 -0.19304318 
-0.60492241 0.61555801 -0.35448926 0.08383467 -0.18761715 
-0.60838198 0.62152115 0.35497209 0.08419826 -0.18154510 
-0.61160944 0.62667829 0.35528579 0.08448342 0.17498167 
-0.61461868 0.63106903 0.35542411 0.08466695 0.16806424 
Continued on next page 
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R(a.U.) x1zt-i1T.i x1 £j-21 £j x1 Ej-31 Ej x1zt-*1'£i x1 Zf -51 £+ x 1 £+ -e1 £+ 
7.7 -0.60930912 -0.61742209 0.63473108 0.35538754 0.08473351 0.16091015 
7.8 0.60302318 0.62003076 -0.63770042 -0.35518166 -0.08467519 -0.15361633 
7.9 0.59731541 0.62245454 -0.64001138 -0.35481555 -0.08449121 -0.14626059 
8.0 0.59216885 0.62470221 -0.64169657 -0.35430048 -0.08418752 -0.13890347 
8.1 0.58756763 0.62678156 -0.64278689 -0.35364868 -0.08377641 -0.13159053 
8.2 0.58349693 0.62869945 -0.64331146 -0.35287239 -0.08327628 -0.12435458 
8.3 0.57994294 0.63046194 -0.64329763 -0.35198307 -0.08271137 -0.11721781 
8.4 0.57689273 0.63207426 -0.64277094 -0.35099081 -0.08211161 -0.11019374 
8.5 0.57433428 0.63354093 -0.64175512 -0.34990392 -0.08151257 -0.10328892 
8.6 0.57225633 0.63486576 -0.64027211 -0.34872857 -0.08095542 -0.09650439 
8.7 0.57064842 0.63605184 -0.63834207 -0.34746856 -0.08048688 0.08983699 
8.8 0.56950071 0.63710162 -0.63598347 -0.34612515 -0.08015913 0.08328030 
8.9 0.56880405 -0.63801685 -0.63321311 -0.34469689 -0.08002962 0.07682559 
9.0 0.56854986 -0.63879855 -0.63004624 -0.34317943 -0.08016047 0.07046248 
9.1 0.56873010 -0.63944703 -0.62649659 -0.34156526 -0.08061776 0.06417947 
9.2 0.56933727 -0.63996177 -0.62257651 -0.33984360 -0.08146975 0.05796443 
9.3 0.57036437 -0.64034138 -0.61829708 -0 33800014 -0.08278478 0.05180495 
9.4 0.57180490 -0.64058348 -0.61366820 -0.33601704 -0.08462779 0.04568857 
9.5 0.57365295 -0.64068458 -0.60869877 -0.33387317 -0.08705572 0.03960304 
9.6 0.57590318 -0.64063984 -0.60339680 -0.33154493 -0.09011163 0.03353646 
9.7 0.57855103 -0.64044290 -0.59776956 -0 32900789 -0.09381765 0.02747740 
9.8 0.58159282 -0.64008554 -0.59182376 -0.32623949 -0.09816751 0.02141501 
9.9 0.58502605 -0.63955728 -0.58556570 -0.32322298 -0.10311993 0.01533906 
10.0 0.58884977 -0.63884486 -0.57900147 -0.31995225 -0.10859420 0.00924000 
10.1 -0.59306506 0.63793154 0.57213709 0.31643673 0.11447049 -0.00310902 
10.2 -0.59767575 0.63679621 0.56497876 0.31270521 0.12059573 0.00306194 
Continued on next page 
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R(a.U.) x^j-^Zt x1Ej-21E+ x1zf-31Zi x1Zt~*112i x1 zj s1 zZt ^Ej-e'Ej 
• 10.3 -0.60268938 0.63541210 0.55753296 0.30880698 0.12679563 0.00928017 
10.4 -0.60811856 0.63374515 0.54980668 0.30480934 0.13289089 0.01555216 
10.5 -0.61398272 0.63175159 0.54180758 0.30079155 0.13871449 0.02188358 
10.6 0.62031077 -0.62937467 -0.53354414 -0.29683643 -0.14412628 -0.02827929 
10.7 0.62714463 -0.62653982 -0.52502581 -0.29302171 -0.14902213 -0.03474327 
10.8 0.63454445 -0.62314754 -0.51626309 -0.28941299 -0.15333673 -0.04127867 
10.9 -0.64259624 0.61906267 0.50726765 0.28605951 0.15704088 0.04788772 
11.0 -0.65142319 0.61409756 0.49805239 0.28299297 0.16013522 0.05457177 
11.1 0.66120332 -0.60798487 -0.48863142 -0.28022868 -0.16264255 -0.06133123 
11.2 0.67219733 -0.60033191 -0.47902006 -0.27776824 -0.16460033 -0.06816559 
11.3 0.68479424 -0.59054023 -0.46923478 -0.27560279 -0.16605423 -0.07507335 
11.4 0.69958863 -0.57765652 -0.45929311 -0.27371622 -0.16705328 -0.08205207 
11.5 0.71751448 -0.56007855 -0.44921347 -0.27208797 -0.16764639 0.08909832 
11.6 0.74007717 -0.53493405 -0.43901504 -0.27069522 0.16788016 0.09620770 
11.7 0.76971707 -0.49667415 -0.42871750 -0.26951453 0.16779757 0.10337484 
11.8 0.81005145 -0.43376585 -0.41834089 -0.26852299 0.16743737 0.11059343 
11.9 0.86352745 0.32206903 -0.40790530 -0.26769893 0.16683395 0.11785623 
12.0 0.91547857 0.12745848 -0.39743067 -0.26702230 0.16601738 0.12515514 
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2.11 Numerical solution of the SSE for HeH+ 
Although the wave function expansion for non-symmetric HeH+ is identical to that of H2 [2.16], 
there are structural differences in the numerical solution of SSE's and TDSE's for symmetric 
and nonsymmetric diatomic molecules (H2 and HeH+). Contrary to the symmetric diatomic 
molecule H2, the non-symmetric molecule HeH+ does not have a center of inversion. It follows 
that the molecular orbitals cannot be categorized as gerade (g) and ungerade (u) states. So we 
should solve the generalized eigenvalue problem [2.35] by a procedure mentioned in Section 2.7. 
Consequently, the time cost and memory storage of solving the generalized eigenvalue problem 
for HeH+ is more than H2. As we mentioned in Section 2.7, we call LAPACK subroutines to 
diagonalize the matrices S and H. The relation between time for diagonalization and the number 
of basis functions, i.e., the size of the above matrices is not linear. The diagonalization time 
increases dramatically by increasing the size of matrices, so if we could describe a large matrix as 
a collection of smaller matrices, we can reduce the digonalization time. It means that with the 
same number of basis functions the diagonalization for H2 is faster than HeH+, because to solve 
an eigenvalue problem we call zgeev subroutines from "LAPACK" library four times (twice for g 
and twice for u states), while in HeH+, we call it just twice to calculate all the states completely. 
The redundancy matter exists in the case of HeH+ and has to be removed as it was mentioned 
in Section 2.7 for the H2 molecule. 
In the matrix evaluation of H2 we used the advantage of equality of nuclear charges , Zi = Z2 = 
1, in the evaluation of integrals involved in the computation of overlap S, field free hamiltonian 
H 0 , electron-electron correlation Uc , and dipole D matrices in Sections 2.3 and 2.10. For HeH+ 
these integrals were re-evaluated without equality of nucleat charges Zx and Z2. 
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2.12 Potential curves and transit ion dipole moments of 
HeH+ 
Here, the calculations of electronic energies and dipole moments of HeH+ for different values of 
the R are presented. For checking the accuracy of these calculations, results were compared to 
the Literature (78, 79) and good agreement was found. Figure 12 shows the energy levels of 
lowest six lT, states of HeH+. The results are obtained by using the same basis set parameters 
used to obtain the potential curves of H2 (Figure 7) as follows: mmax = 3, Himax — 6, H2max = 6, 
»imax = 10, and v2max = 10. 
The gauge dependence of the results is presented by comparing the electronic transition dipole 
moments from the length or the velocity gauge. Dipole moments in the velocity gauge are obtained 
from Equation. [2.66] if the dipole operator in D* (Equation. 2.67) is ^ - + ^ - , and then are 
multiplied by ^ ( u is the photon energy) for comparing to the length gauge results. Figures 13(a) 
and 13(b) show comparison of the transition dipole moments between the ground state and low 
lying excited : S states of HeH+ obtained in the two gauges for the equilibrium internuclear 
separation R = 1.45 a.u. and R=5 a.u. respectively. The overall agreement between two gauges 
is evidently very good. Small deviations are only found at larger R = 5 a.u. for some high-lying 
electronic states that possess, however, a smaller transition moment. These deviations have an 
extremely small influence on the ionization and excitation probabilities which are obtained from 
many electronic states. Probably by using larger basis size these discrepancies will be diminished. 
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Figure 13: The absolute value of electronic transition dipole moments of HeH+ for: a) the equi-
librium internuclear distance R = 1.45 a.u.; and b) R = 5 a.u. 
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Chapter 3 
Solution of the t ime dependent 
Schrodinger equations for diatomic 
molecules: homonuclear (H2) and 
heteronuclear (HeH + ) cases 
Calculation of ionization is a very demanding task in quantum mechanics. So far, tunnel ioniza-
tion assumption has been used for analyzing all experiments. Therefore, simple atomic tunnelling 
models such as the Ammosov-Delone-Krainov (ADK) theory were used to obtain ionization rates. 
Also, the quasi-static approximation has been used as another approach that uses ab initio static 
ionization rates and time-averaged field-distorted Born-Oppenheimer potentials. These later ap-
proaches that use simple tunnel-ionization models or ab initio dc rates can only be applied for 
high intensities and low photon frequencies where 7 < 1 (7 is Keldysh parameter and is de-
fined in Chapter 4). Although ADK rate is easily obtained it does not take into account any 
photon-frequency dependence. 
On the contrary, the ionization process for low intensity and high photon frequency can be de-
scribed by the lowest order perturbation theory (LOPT). Although that this approach provides 
well defined approximations that are possible to be improved but it is difficult to calculate LOPT 
rates. In fact, it requires integration over all intermediate field-free states. 
Another approach is strong-field approximation (SFA) which is based on the Keldysh-Faisal-Reiss 
(KFR) theory. In this approach, calculation needs the evaluation of the field-free ground-state 
wave function and its overlap with Volkov state. It involves some frequency dependence (partic-
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ularly channel-closing aspects), but does not include any information on the possible influence of 
intermediate resonances. Therefore, in this approach, a desirable direct comparison with exper-
imental data is difficult. Moreover, all these three approaches are adiabatic models that do not 
take into account the shortness of ultrashort laser pulses. 
Limitations of these three approaches show a need for a direct full solution of TDSE. Solution of 
TDSE even within the Born-Oppenheimer approximation is very demanding. The 3D numerical 
solutions of TDSE for molecules were limited to the one-electron system U2. Even for this one-
electron molecular system, ID or 2D models have been applied. Such a reduced symmetry is 
very well known and has been used for H2. A full 3D approach based on grid method has been 
performed for the solution of TDSE for molecular hydrogen (19). This approach suffers from the 
non-unique definition of the ionization yield. 
In this chapter, we describe our 3D numerical method for solving the TDSE's for two-electron 
diatomic molecules (H2 and HeH+) in ultrashort intense laser pulses. It is based on a spectral 
method in which the time-dependent electronic wave function is expanded in terms of a superposi-
tion of field-free eigenstates. The latter is the result of a configuration interaction (CI) calculation 
and thus includes correlation (Chapter 2). The spectral approach has proven its capabilities in 
the context of atomic calculations as well as one-electron diatomic molecule, Hj (44, 46). 
This chapter structures as follows. In Section 3.1 the solution of TDSE is presented. The different 
gauges for TDSE will be then discussed in Section 3.2. The high-order Runge-Kutta integration 
method will be discussed in Sections 3.3 and 3.4 in order to solve TDSE. By using our numerical 
method, we show in Section 3.5 how to separate and calculate the single and double ionizations 
in both symmetric and nonsymmetric diatomic molecules. The mechanism of single and double 
ionizations of H2 is described in Section 3.6. Section 3.7 contains some preliminary results from 
solution of TDSE to show the accuracy and the efficiency of our numerical method and the basis 
set expansion. 
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3.1 Solving the time-dependent Schrodinger equations TDSE 
We use a semiclassical description in which all particles, electrons and nuclei, are described 
quantum mechanically and the radiation field is described classically. Thus the TDSE for two-
electron diatomic molecules with fixed nucleus can be written as (atomic units are used, e = h — 
m = 1): 
ijt^(vi,r2,t) = (H + D(t))^(n,r2,t) ^ [3.1] 
where ip(ri, r2, t) is the electronic wave function and the field-free Hamiltonian H has been defined 
in Section 2.3. D(t) is the potential for the interaction of the molecule with the laser which is 
given in the length gauge by 
D(t)=E(t,K).(n + r2), [3.2] 
and in the velocity gauge by 
£>(*) = A(*,/«).(pi + p2). [3.3] 
The vector potential of the laser field is 
A(t, K) = A0f(t)sin(u0t + n)ez, [3.4] 
where A0 is maximum amplitude, K, is laser envelop phase, f(t) is the cosine square pulse envelope, 
UJ0 is the laser frequency, and ez is the unit vector along the laser polarization axis z which is 
assumed to be parallel to the internuclear axis. The electric field of the laser pulse is determined 
from A(t) as 
E(t,«) = - ( ^ ) A ( * ) , [3.5] 
70 
so the total field area is zero. In order to solve the TDSE [3.1], we project it on the 
expansion [2.16] similar to the SSE in Section 2.3. 
d 
at 
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where dV = dVi x dV2, which in polar spheroidal coordinate system is given by [2.28]. 
Equation. [3.6] becomes 
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This is equivalent to the matrix representation of the corresponding TDSE as follows: 
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so we can summarize the matrix form representation of the TDSE as 
i~S^(t) = (U + g(t)D)V(t), [3.9] 
where \I> is the vector representation of the wave function, g(t) = —iA(t, n) in the velocity 
gauge and g(t) = E(t, K) in the length gauge. S and H = H 0 + U, are the overlap and exact 
Hamiltonian matrices respectively (Section 2.3) and D is the dipole matrix (Section 2.10). The 
field free solution of the eigenvalue equation, H * = E S * , yields eigenvalues and eigenfunctions 
of system for each R, in particular, the initial state wave function for time-propagation of the 
TDSE. 
The numerical time integration of TDSE [3.9] can be performed directly. It requires, at each 
step, many matrix vector multiplications yielding the right-hand side of this differential equation. 
Therefore, this direct approach is somewhat time consuming due to the relatively large size of 
the three matrices H, S and D. This requires a large number of operations to be accomplished 
at each time integration step. On the other hand, the TDSE is a stiff problem which means it 
is not stable. It follows that the small errors at each step are accumulated by time evolution, so 
in order to increase the accuracy, one has to use very small time integration steps. Therefore, 
we transform Equation. [3.9] from Legendre functions and Laguerre polynomials to a so-called 
eigenstate basis (the basis in which the Hamiltonian is diagonal). 
As it was discussed in Section 2.7, there is an orthogonal matrix T (T* T = T T* =1) that 
diagonalizes S with s being the diagonal matrix of eigenvalues of S (Equation. 2.61). Defining V, 
Equation. [2.62], V = Ts" 1 / 2 and projecting the TDSE [3.9] on V leads to transferring TDSE from 
Legendre functions and Laguerre polynomials into a so-called orthogonal (because the associated 
overlap matrix equals the unit matrix) basis. This is accomplished by multiplying Equation. [3.9] 
from the left by V1 and from the right by VV-1 on both sides as follows: 
i -^ -VSV^Vtf (*) = (V*HV + V tDV)V"1$({). [3.10] 
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One can transform Equation. [3.9] into the orthogonal basis of associated Legendre and Laguerre 
polynomials 
i^(t) = (H + g(t)I))y(t) [3.11] 
H = V'HV, D = V*DV, ^ = V " 1 * [3.12] 
Since H is symmetric then H is symmetric as well, and there exists an orthogonal matrix P which 
diagonalizes H with corresponding eigenvalues h 
P ' H P = h [3.13] 
By multiplying Equation. [3.11] from the left by P* and the right by P P _ 1 on both sides as follows 
one obtains: 
i-*(t) = (h + g(t)W)$(t) [3.14] 
h = P ' H P , W = P ' D P , $ = P** = p ' v - 1 * [3.15] 
In this equation h is a diagonal matrix containing eigenvalues of the field free molecular Hamil-
tonian H and W is the dipole matrix in the eigenstate basis. In this representation, the wave 
function <3?(T) at the end of the laser pulse (at time t = T) is a superposition of probability ampli-
tudes for finding the system in eigenstates of the field-free Hamiltonian, i.e., $(T) = 2~2t Cl(T)^l 
where $, is the electronic eigenstate of energy Er and C% (T) is its probability amplitude. 
The resulting Hamiltonian h + #(£)W is sparser than its counterpart Hamiltonian H in the 
original Legendre function and Laguerre polynomial basis. So the time integration in eigenstate 
basis requires less operation, computation time, and memory. The TDSE [3.14] can be next 
transformed into the interaction picture, where the rapid oscillations due to molecular energies 
are removed in the wave function, by setting 
$/(t) = elht$(t), [3.16] 
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&i(t) denotes the time dependent wave function in the interaction picture. This picture is very 
useful because following the removal of the above mentioned oscillations, the time propagation 
is very fast compared to the Schrodinger picture. The above transformation is suited without 
complex rotation of basis function U™(£) in our wave function expansion [2.16]. Indeed, when 
in Equation. [2.16] 9^0, the imaginary parts of h brings overfllows in the computation because 
the exponential in [3.16] becomes very large. To avoid such problems, we consider the new 
transformation 
$j(i) = e^l$(t), [3.17] 
where h r denotes the real part of the diagonal matrix of molecular energies (h = h r + ihj). 
Substituting Equation. [3.17] into [3.14] leads to 
JU,(*) = (h, - i«7(*)e+<MWe-<h't)$/(t)) [3.18] 
which we consider as the interaction picture for the complex rotated TDSE. Finally, we use an 
embedded Runge-Kutta method of order 6 (At6) with an adaptative step size (80) to solve the 
TDSE as it is presented in the Section 3.3. 
3.2 Gauge invariance of Schrodinger equation 
Quantum mechanics is gauge invariant, so calculations pertaining to the interaction of electro-
magnetic (EM) radiation with matter should be independent of the gauge of the electromagnetic 
field. In the non-relativistic theory of the interaction of EM radiation with atoms and molecules, 
within the dipole approximation, three gauges for EM field referred to as length, velocity and 
acceleration are commonly used. Transition amplitudes are expected to be the same in all three 
gauges, provided that exact wavefunctions are used. Of course, with the exception of hydrogen, 
exact wavefunctions are never available and in fact the degree of agreement of the calculation in 
different gauges is used as a criterion for the quality or appropriateness of the wavefunctions for 
the calculation. 
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In the non-perturbative theory of the interaction of strong fields with atoms and molecules, the 
issue is more complicated. Of course, the results should be gauge independent, but now the 
demands upon the convergence of the calculation are much more severe. First of all, convergence 
depends on many parameters in addition to the quality of the wavefunctions themselves. The 
number of angular momenta, the spatial extent of the total wavefunction, the time step in the 
integration of the TDSE, e.g., depend on the intensity and there is no way of knowing a priori 
their optimum combination. It has to be decided in the course of the calculation and may differ 
from method to method. By contrast, we recall that in perturbation theory, the angular momenta 
involved in a transition amplitude are determined by the initial state and the order of the process 
through the selection rules. 
In fact, even with exact wavefunctions, as in the case of hydrogen, a TDSE calculation may con-
verge in one gauge but not in another, within the same set of parameters. Moreover, the demands 
for convergence for one quantity, say the photoelectron spectrum of above-threshold ionization 
(ATI), may be different from those for another quantity such as ion yield or harmonic genera-
tion.The crucial point is that the differences between gauges may be so large that a calculation 
which converges in one gauge is for all practical purposes virtually impossible in another. Some 
of the requirements for convergence within a given gauge are dependent on the formal as well 
as the numerical aspects of the particular method. Others are of a more general nature related 
to the underlying physics. As such, they ought to be essentially independent of the method of 
integration of the TDSE. It was shown that the velocity gauge is in many cases more efficient and 
converges more faster (81). 
As we show in Chapter 4, the excitation and ionization probabilities of H2 from both length and 
velocity gauges agree well. It confirms the accuracy and stability of our numerical calculation. 
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3.3 High-order Runge-Kutta integration methods 
The system of nonlinear partial differential equations [3.9] is stiff due to different scales in the ma-
trix elements of matrices involved. Working in the eigenstate representation [3.18] decreases this 
stiffness. However, with increasing laser intensity and basis size, the stiffness becomes increasingly 
serious even in the eigenstate representation. When an explicit method such as Runge-Kutta is 
used to propagate the TDSE, smaller and smaller time steps are used to maintain stability of 
the integration and decrease stiffness, even though accuracy requirements allow for a much larger 
step size. The simplest cure for this problem is to use an implicit Runge-Kutta method or Crank-
Nicholson method that are stable in principle for all stepsizes. The disadvantage of these implicit 
methods is that they require matrix inversions at each step which are very slow and inefficient 
when the basis size increases. On the other hand, explicit methods require only matrix-vector 
products necessary to compute the time derivative, i.e., the right-hand side of Equation. [3.18]. 
With the large basis size involved in this work, the computation time and memory costs of in-
verting large complex matrices far outweigh the smaller stepsizes required by explicit methods. 
This is particularly true in this work because the matrices h and W, are very sparse, so the 
computation of the right-hand side of [3.18] is very fast, provided that one exploits this sparsity. 
In this work, we use an embedded Runge-Kutta method of order 5 with an adaptative stepsize (80) 
to solve the TDSE. We have developed an algorithm that is very fast, as it exploits the sparsity 
of the matrices h and W to perform matrix-vector operations. Furthermore, we use parallel com-
puting resources to speed up the matrix-vector product that will be discussed in the next section. 
To check our numerical implementation of time propagation of TDSE's we also implemented the 
Crank-Nicholson method to perform time integration. We used small basis sets where matrix 
inversion of W is possible in reasonable time, so Crank-Nicholson integration is computationally 
tractable. We compared the results of propagation from both integration methods, embedded 
Runge-Kutta and Crank-Nicholson. We found one to two decimal digit accuracy between the 
results from both methods for such small basis set. 
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Table 5: Butcher tableau 
0 
c2 
C3 
Cs 
«1 
a.31 
asi 
h 
«32 
aS2 • 
b2 • 
a>s,s-i 
• & s - i bs 
3.4 Embedded Runge-Kutta integration method 
In this work, we use an embedded Runge-Kutta method of order 5 with an adaptative step size 
to solve the TDSE. Runge-Kutta is an iterative numerical method for computing solutions of 
ordinary differential equations: 
rln 
[3.19] 
! - " ' • » > 
which take the form 
yn+i = yn + hJ^2 hh 
i = i 
i-l 
h = f(tn + Cih, yn + h ^ aijk3) 
3=1 
[3.20] 
[3.21] 
The integer s (the number of stages), and the coefficients a^ (for 1 < j < i < s), 6j (for 
2 = 1,2, ...,s) and c$ (for i = 2,3, ...,5) are defined by Butcher tableau presented by table 5. In 
this thesis an embedded method has been applied that estimates the local truncation error of a 
single Runge-Kutta step. This way, it allows to control the error with adaptive stepsize. To this 
end, two methods are considered in the tableau, one with order p and one with order p — 1. In 
that the lower-order step is: 
s 
where the ki are the same as for the higher order method. Then the error is 
s 
en+i = y„+i - y*n+i = h^2(k - b*)kt 
i=\ 
[3.23] 
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Table 6: Extended Butcher tableau for adaptive method 
0 
C2 
c3 
Cs 
Al 
» 3 1 
0>sl 
«»1 
ft* 
a32 
aS2 • 
b2 • 
b*2 • 
as,s-l 
• & s - l 
ft* 
fcs 
K 
which is 0(hP). Therefore, Butcher tableau for the adaptive method must be extended to include 
the values of ft* as shown in table 6. Our method is of order 5. The error is obtained without 
increasing the number of integration steps, by taking the difference between the 5-th order and 
the 4-th order estimates of the solution. The coefficients (Butcher arrays) of the method are given 
in reference (82). 
3.5 Calculation of single and double ionization of H2 and 
HeH+ 
Single (Psi) and double (PDI) ionization probabilities are obtained by projecting the final two-
electron wave function $(ri ,r2 ,£) as follows (83, 84, 85) 
mi,Ei m,2,£2 
P
ni=Y. E \(fZsT(^^(rur2,T))\2. [3.25] 
mi,El 7712 ,£2 
According to Equations. [3.24] and [3.25], we can compute single (Psi) and double (PDI) ionization 
provided that ^(rx, r2, T), i.e., fa^\'^\ ^ (t) in Equation. [2.16], at the end of the laser pulse at time 
T is known. It is also assumed that the SSE's for H j and HeH^ have been solved previously with 
the same basis set parameters as two-electron diatomic molecules in order to calculate Psi and 
PDI of H2 and HeH+ respectively, and the corresponding one-electron wave function <pm(r) with 
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energy £ and angular momentum projection mt for bound states and ifmt(r) with the energy E 
and angular momentum projection m, for continuum states are known. We note also m,'s are 
correlated to m, the total angular momentum projection for diatomic molecules H2 or HeH+, 
in Equation. [2.16] as X^=i2m« = m - Consequently, m, could be a positive or negative integer 
number from -mmax to +mmax [2.16]. 
Single ionization for two-electron diatomic molecules means one electron is in the continuum 
state and the other electron is still bound (near the nuclei) with the energy. Due to the shielding 
effect of the electron close to the nuclei, the one-electron wave functions must be calculated 
using Z = Za + Zb — 1 = 1 for H2 and Z = Za + Zb — 1 = 2 for HeH+. In the calculation of 
double ionization both continuum states should be solved with Z = Za + Zb = 2 for H2 and 
Z = Za + Zb = 3 for HeH+, since both electrons are far from the nuclei. 
In the first approximation, we write the wave function for singly ionized two-electron diatomic 
molecules, y^1 g™2 (i"i, r2), as an antisymmetrized products of a bound wave function and a con-
tinuum wave function of one-electron diatomic molecules where mi and m2 are their angular 
momentum projections and Ei and £2 are their corresponding energies. 
«(r i , r i ) = M{^(ri)^(r2) + ep^(r2)^(n)} [3.26] 
where the normalization constant M is obtained by requiring that 
^7S22(ri,r2)\^l^(vuv2)) = 1. [3.27] 
Similarly, 
Cr(ri<r2) = M[^(n)^(r2) + ep^(r2)^(n)} [3.28] 
is an antisymmetrized product of two orbitals of H^ in the case of H2 and HeH2+ in the case of 
HeH+ in which both electrons are in the continuum (64, 65). The wave function (3.26) describes a 
two-electron state where one electron is still bound and the other is in a continuum state, whereas 
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Equation. [3.28] represents a state in which both electrons are in a continuum. Therefore, the 
single ionization probability in Equation. [3.24] is obtained as a sum probability amplitudes for 
all combinations in which one electron is in a bound state and the other is in a continuum, and 
similarly for double ionization in Equation. [3.25] as a sum over all configurations where both 
electrons are in a continuum. Given that Equations. [3.26] and [3.28] are uncorrelated, obtaining 
single and double ionization this way amounts to neglecting correlation in the final state. The 
above projection method for the extraction of single and double ionization yields satisfactory and 
practical results (30, 83, 84). By replacing * ( n , r 2 , T ) (Equation [2.16]) and <^^2(vi,r2) in 
Equation. [3.24] one obtains for single ionization 
W>?(ri,r2)|*( r i ,r2 ,T)) 
— M X N V ^ nmi'£ S~^ nm2'E Qmvimv2»2 V ^ nh"^2 (T\ 
- IVI X iV ^ av[,ii'i Z^i <4,A<2 °mi,m2u'llil1u'2^2 Z^i ^ m ^ i , ^ 1 )' 
£ , $ 0 0 , ^ >/4>o E,m2,i/'2,n2 rn,vi,V2,t^i,\i2 
and similarly for double ionization [3.25] 
W ^ ( r i . r 2 ) l * ( r i . r 2 , T ) > 
= MxJV £
 a%£ £ a%£ S^™*^ £ C^CH-
fi.mi/!,^ E,m2y2,fj.'2 m,vi,v2,{i.i,ii2 
N = 1/2 is the normalization constant of wave function expansion [2.16] and M = l / \ /2 is 
,mVHlxV2\l2 
mi ,m2 v'i ii'i v'2 ji'2 determined from Equation. [3.27]. The elements of the matrix S™
1
^,*
1
,,, are evaluated as 
« ^ f t , = ( ^ m i ( r i ) ^ m 2 ( r 2 ) + ^ m H r 2 ) ^ m 2 ( r 1 ) ] 
| Yl t1 + £*£PPi2] x ^ ( d ) ^ ) t/™(6)^(r?2) 
m,]xi,\i2 
pim(fa-fa) I ,
 p-im{fa-fa) 
x(-ir- ^ ). [3.31] 
Using the property of Legendre functions and Laguerre polynomials (45) one can show V~m(rj) = 
(—l)mV^m(77) and U~m(Q = U™(£) respectively. By employing this property of our basis functions 
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we can get the final form for Smv^"Tij,, 
O 7711,7712^/^*/. 2 ^ 2 
QmVimV2\l2 
mi,:m.2i/1iHi'"2*'ll2' 
=
 ^~o"/ \^mi,—m<Jm.2,m ~r s 0 " 7 n i , m O ; 777.2, — 771J 
UZMK) WiK) - (UZ\UZ) WMK rm \rJ2\\/m 
uzmu™)(vzK ll2' I M2 rymic/m T/m \n2\Vm 
" r c ^ c p ^KiTC) TO^> " raW TOW 
7^71 |^,2|T/77l t ^ l S l W TO TO - (t/™, |t/™) ( V™ \r,22\V^ 
+ e<t>ep[(vi,p,i)=i (u2,H2)] • [3.32] 
The evaluation of integrals involved in [3.32] was represented in Chapter 2. In order to assess 
further information on the breakup of the molecule, we also compute the following quantities 
from the total two-electron wave function ^(T\,r2,t) (Equation. [2.16]) at the end of the laser 
pulse: the total ionization probability PTI is defined as the probability of finding the molecule 
in eigenstates of two-electron diatomic molecules with energies larger than the single ionization 
threshold Its, the sum of probabilities for single and double ionization and double excitation, i.e., 
PTI = 1 - E l^(T)l2' 
El<Ita 
PTE = ^ICU'Of-ICMT)!2, [3.33] 
Et<0 
and the total excitation probability PTE which is the sum of probability amplitudes for finding the 
electron in excited states below the double ionization state. \C%(T)\2 is the probability of finding 
the system at the end of the laser pulse in the electronic eigenstate of energy E%. The single 
excitation probability PSE which is the sum of probability amplitudes for finding the electron in 
excited states below the single ionization state becomes then 
PSE 
PDE 
£ \Q(T)\2-\Ci(T)\2, 
E,<Its 
PTI ~ PSI ~ PDI, [3.34] 
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Figure 14: The schematic representation of energy levels of single and double excited states and 
single and double ionization states of H2 (on the right side) and HeH+ (on the left side) 
and the double excitation probability is defined as PDE- The schematic representation of energy 
levels of single and double excited states and single and double ionization states of H2 and HeH+ 
are shown in Figure. 14. 
3.6 Mechanism of single and double ionization of H2 
Double ionization can generally be broken down into two types: sequential ionization and non-
sequential ionization (68). In classical physics, it is absolutely necessary that the energy of the 
ionizing electron exceeds the energy of the potential barrier it is trying to pass, so only sequential 
Ionization can take place. Non-sequential ionization violates several laws of classical physics and 
82 
thus will be referred as quantum ionization. In quantum mechanics ionization can still happen 
classically where the electron has enough energy to make it over the potential barrier, but there is 
an additional possibility of tunnel ionization (68). When an alternating electric field is combined 
with tunnel ionization, the phenomenon of non-sequential ionization emerges. An electron that 
tunnels out from an atom or molecule may be sent right back in by the alternating field, at which 
point it can either recombine with the atom or molecule and release any excess energy (HHG), 
or it also has the chance to further ionize the atom or molecule through high energy collisions, 
i.e., multiple ionization (MI) occurs. This additional ionization is referred to as non-sequential 
ionization as it is induced by the recolliding ionized electron (68). 
Non-sequential double ionization (NSDI) was also introduced with the observation of unexpectedly 
high double ionization probabilities of atoms which were inconsistent with sequential ionization 
(86). Nowadays, it is widely accepted that the rescattering model is the dominant mechanism 
for both atomic (68, 87) and molecular (88, 89, 90) NSDI processes. Compared with the case 
of atoms, molecules possess an additional vibrational coordinate (internuclear distance R). This 
additional coordinate can also exert influence on NSDI of molecules and make molecular NSDI 
processes more complex to be investigated. As the simplest of molecules, double ionization (DI) 
of H2 has been intensively investigated. It has been found that the mechanism for molecular 
ionization is not only dependent on laser intensity but also related to the internuclear R (91). 
For H2 driven in an intense laser pulse, NSDI is dominant at low laser intensities below 2x 1014 
W/cm2. At these intensity regimes correlated electron pairs are emitted almost simultaneously 
since the intensity is not high enough to ionize two electrons independently. Based on classical 
rescattering model, in NSDI the first ionized electron accelerated by the oscillating laser field 
returns and hits its parent ion, leading to the ionization of the second one. Since the electronic 
correlation plays a fundamental role in understanding the interaction of intense laser fields with 
matter, NSDI has attracted a large number of experimental and theoretical investigations (90). 
Sequential double ionization (SDI) is dominant at higher intensities. In fact at high intensity, two 
electrons are independently emitted one by one via tunneling ionization and produce uncorrelated 
electron pairs. 
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The internuclear distance R dependence of nonsequential double ionization (NSDI) of H2 molecules 
was investigated in (91) and the resulting correlated electron momentum distributions exhibited 
a strong dependence on the internuclear distance R. For small R, the two electrons are predomi-
nantly emitted in the same directions. This dominance is gradually weakened with increasing R, 
and at some critical internuclear distance Rc, NSDI dominates. 
3.7 Ionization results and Rabi oscillations 
In order to test the new code some results are presented in this section: 
1. Ionization vs intensity: if the conditions for the validity of LOPT are fulfilled, the 
intensity dependence of the ionization yield is given by IN for an N-photon process. So if 
the ionization yield is plotted as a function of the laser peak intensity on a double logarithmic 
scale, the slope should be equal to N (the number of photons needed for ionization). In 
Figure 15, such a plot is shown for two different photon energies. For 10 eV and 6.2 eV 
respectively 2 and 3 photons are needed to reach beyond the ionization threshold (within 
the fixed-nuclei approximation). In order to achieve a comparable pulse length, the number 
of cycles varies for the shown photon frequencies between 20 and 36. Clearly, the intensity 
dependence follows in principle what is expected from LOPT. On the logarithmic plot, 
the intensity dependence is strictly linear for a very large range of laser (peak) intensities 
(covering four orders of magnitude) and a change of the ionization yield by up to eight 
orders of magnitude. The slopes of the curves are 2 and 2.98 compared to the values 2, and 
3 predicted by LOPT. 
2. Rabi oscillations: a resonant coupling of two states of a system by a laser field leads 
to an excitation of the system from the initial state to the final state. This means that 
initially, the probability for finding the system in the final state increases over time. When 
the population of this final state reaches some critical point, the laser field de-excites the 
system back to the initial state by stimulated emission. This cycle of absorption-emission is 
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Figure 15: Ionization yield as a function of the laser (peak) intensity for two different photon 
frequencies (10 eV (circles, 14.88 fs) and 6.2 eV (squares, 16.68 fs)). According to LOPT, the 
slope of the yield curve should be proportional to the number of photons needed for ionization, 
if plotted on a log-log scale. A slope of 2.0 for 10.0 eV and 2.98 for 6.2 eV is found. 
known as Rabi oscillation. Figure 16 shows the Rabi oscillations of two states X1 Y^t and 
B1 Y^u by using a laser field of 1=2 x 10 W/cm2 and pulse duration of 40. As it is shown 
in Figure 16 in the first half of the first Rabi oscillation, B1 Yu *s populated (absorption). 
Then in the second half of oscillation, the population goes back to the initial state X1 ^ t 
(emission), and in the first half of the second oscillation the Bl ^ ^ is populated and in the 
second half of the second oscillation they are de-excited and X1 Y,t will be populated and 
so on. The fast oscillations riding on the slow Rabi oscillations are due to the oscillations 
of molecular energy since these calculations have been performed in Schrodinger picture. 
Performing the calculations in the interaction picture will eliminate these oscillations as it 
has been explained in Section 3.1 (Equations 3.16 and 3.17). For a two level system, the 
Rabi oscillation frequency is obtained theoretically by 
nR = ^/(Au)2 + (E0(e.r))2 [3.35] 
ALO is the difference between the laser frequency and the energy gap between the two levels 
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Figure 16: Rabi oscillation of two states; dash - blue: X1 z~2t, solid - red: B1 Y2U 
50 100 150 
and known as detuning. E0 is the maximum amplitude of the laser's electric field, e is the 
unit vector along the laser's polarization axis, and < r > is the dipole moment coupling 
the two levels. In our example, the Rabi oscillation frequency Q.R in Figure 16 is 0.078 a.u. 
which matches well with theoretical value (0.073 a.u.) obtained from Equation. [3.35]. This 
again represent not only the accuracy but also the efficiency of our numerical method, for 
both basis expansion and numerical time integration. 
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Chapter 4 
+ Enhanced ionization of H2 and HeH 
Fast development of laser technologies allows us to shape and focus laser pulses to higher inten-
sities and even shorter times. Therefore, we can induce radiative coherences that are shorter 
than nonradiative (radiationless) relaxation times that occur in molecules on sub-picosecond 
(femtosecond-fs) time scales. 
Table 7 depicts the evolution of laser parameters and the new terminology which accompany this 
evolution. Also, one can find a summary of many earlier experimental and theoretical works in 
the nonperturbative regime of radiation-atom interaction in (35). Above threshold ionization 
(ATI) (35, 92, 93), tunnel ionization (94, 95), and High-Order Harmonic Generation (HHG) (68, 
96, 97) are some examples of many new nonperturbative optical phenomena and processes that 
have been found (in atomic case). 
High intensities generate highly nonperturbative phenomena and hence need simple models to 
explain these nonlinear phenomena, in the atomic case. This led to the discovery of the appli-
cability of the field-induced barrier-suppression model to predict ionization probabilities semi-
quantitatively (35, 95). This model has been used successfully to explain HHG in atoms (68) 
and molecules (97) and has also been used for the ionization of simple molecules. The Keldysh 
parameter (94) helps to separate multiphoton processes, either atomic or molecular, into two 
regimes: 
4^~2 UP = ^ 7 2 - [4-2] 
where 2UP = ^ s is maximum kinetic energy KE of electron in field Ecos(ui0t), I = ^ - . Ip is 
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Table 7: Evolution of laser parameters 
Time (s) 
Nano (10"9) 
Pico (10"12) 
Femto (10"15) 
Atto (10-18) 
Zepto (10-21) 
Intensity (W/cm2) 
Giga (10+9) 
Tera (10+12) 
Peta (10+15) 
Exa (10+18) 
Zetta (10+21) 
year 
1980 
1990 
1995 
2001 
2003 
the ionization potential and Up is the ponderomotive energy. One has the regime of multiphoton 
ionization if 7 > 1 (typical of high frequencies UV and x-ray) where the ionization rate is usually 
proportional to the field intensities and therefore suggests a perturbative treatment such as LOPT. 
When 7 < 1, which is known as the tunneling ionization regime (68), it is modeled as tunneling 
of the ionizing electron or escape via field-induced static barriers at the peaks of the field. In this 
region'ionization rates become less and less dependent on wavelength. 
The response of molecules to intense laser fields has shown significant difference from that of 
atoms. The most evident example of this difference is the occurrence of enhanced ionization 
(EI). In EI, the ionization rate increases significantly as the internuclear distance of molecular 
systems driven by intense lasei fields increases beyond the equilibrium internuclear distance Re 
and reaches a peak at some critical internuclear separation Rc, then decreases to atomic ionization 
rates for R-values beyond Rc. 
Quasistatic models of molecular ionization have successfully predicted values for Rc. The funda-
mental principle of this model that distinguish them from quasistatic atom models, is that laser 
induced charge resonance effects localize temporarily the electron by charge transfer in one (15, 17) 
6 2 •* " 5 ' i " 3) ' 12 " i* 
R (Atomic Units) 
Figure 17: Experimental results for ionization signal of K2 as a function in internuclear distance 
R, taken from (104). 
and two-electron (98, 99) molecular systems. 
The phenomenon of EI in the case of symmetric molecules was called Charge Resonance-Enhanced 
Ionization (CREI) in honor of Mulliken. He predicted strong radiative effects in spectra of sym-
metric molecules due to the presence of large electronic transition moments as a result of electronic 
charge transfer in symmetric molecules (101). Recent exact numerical simulations of ionization 
in one-electron systems such as YL2 and other linear (98) and even nonlinear molecules (102) 
have been explained by using CREI. Now clear experimental approval of CREI in the diatomics 
I2 (103) and H2 (Figure 17) (104, 105) from detailed promp-probe experiments exists. Moreover, 
CREI has been applied also in recent experiments for many-electron molecules such as C0 2 (106) 
and even electrons. 
This chapter is organized as follows. In Sections 4.1, we approximate the ionization intensity 
of atoms by quasistatic model. In Sections 4.2 and 4.3, we outline the previous studies on EI 
of one-electron diatomic and polyatomic molecules respectively. In Section 4.4, we present our 
numerical results of single and double ionizations and single and double excitations as function 
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of R. We observe EI and EE for H2 molecule at some critical distance Rc. The value of Rc is 
approximated in Section 4.5 by simple electrostatic model. Our numerical results for EI and EE 
of HeH+ will be demonstrated in Section 4.6. An analytical formula for approximation of Rc for 
nonsymmetric diatomic molecules is presented in Section 4.7. 
4.1 Quasistatic models and Keldysh method for approxi-
mation of intensity for ionization of a toms 
Keldysh (94) was the first one who derived a simple analytic formula for atomic multiphoton 
transitions beyond usual perturbation (Fermi's golden rule) theory. As we explained previously, 
he showed that a parameter 7, Equation [4.1], separates the perturbative multiphoton regime 
from the nonperturbative tunneling region. The ratio of the laser frequency LU0 to the tunneling 
frequency ut, through a barrier of width / = Ip/E0 (where E0 is the electric field amplitude 
corresponding to the peak intensity I = CEQ/8IT) can interpret this Keldysh parameter. Given 
that the ionization proceeds faster than the laser induced tunnel barrier lifetime (or the tunneling 
frequency cot is larger than the laser frequency wo) then the tunneling ionization model should 
apply for field strengths E0 calculated at the peak of the field. In this tunneling regime where 
7 < 1, using a simple electrostatic potential, we can calculate an estimate of the intensity at 
which ionization will occur completely by over-barrier passage for any given ionization potential 
Ip and charge q, 
V(z) = ~U~ EoZ- t4-3^ 
When the barrier height of the total electrostatic potential V(z) takes the maximum value, 
dV/dz = 0, at the position zmax = y/q/Eo, equating —Ip to V(zmax) gives the electric field 
Ec or intensity Ic at which complete over-barrier ionization should occur: 
Ec = Ip2/Aq, Ic = ///16<?2. [4.4] 
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Although numerical comparisons of TDSE solutions for the H atom with tunneling rates obtained 
from quasistatic ADK theory indicates the tunneling model fails above Ec (since tunneling no 
longer applies) but it provides satisfactory ionization rates for E0 field values below Ec. 
4.2 One electron diatomic molecules 
In the following sub-sections we explain the EI of the one-electron diatomic molecules H2 and 
HeH++. 
4.2.1 Symmetr ic Hjj~ 
For symmetric diatomic systems with an odd-electron, the simplest molecule H^ may be consid-
ered as a prototype of those molecules and general features of their molecular ionization can be 
elucidated by investigating the dynamics of H^ in intense laser fields. 
The first numerical evidence of this EI was found in exact three dimensional (3D) TDSE simu-
lations of the Born Oppenheimer (static nuclei) ionization of the simplest one-electron molecular 
ion H2 (98, 107). As we will explain in this part, the CREI of H j was interpreted in terms of 
laser-induced localization of the electron in the molecule as a result of large CR, field-electron 
interaction (107). Other subsequent interpretations of molecular ionization extended the ioniza-
tion barrier-suppression model of intense-field atomic physics (17, 108, 109). The results in (107) 
showed that the ionization rate strongly depends on the internuclear separation R. The ionization 
rate enhances at intermediate R from R=5 a.u. to R= 12 a.u. for H.2 in a 1014 W/cm2 and A= 
1064-nm laser field. These rates exceed the rate of the separated-atom limit, namely that of the 
hydrogen atom by one order of magnitude under the same laser conditions. The reason for this 
anomalously high ionization rate can be deduced from an analysis of R2 ionization in a dc field 
with strength EQ. The ionization enhancement is a consequence of two factors: 
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Figure 18: Summation of Coulomb potential and static field E0, potentials of H^, taken from 
(107). 
1. A pair of charge-resonant (CR) states exists in R2 that are strongly coupled to the electro-
magnetic field at large R. As a result, the sufficient population in the upper instantaneous 
field-modified CR states are achieved by nonadiabatic laser excitations. 
2. At intermediate internuclear distance (R = 6, 10 a.u.), the Coulomb fields from the two 
nuclear centers is altered by the static instantaneous laser field (Figure 18). Thus freeing 
the upper field-induced autoionizing states compared to the corresponding atomic case. So 
more efficient ionization occurs from the population in these upper levels. 
An analytical formula was derived for critical internuclear distance at which EI of the one-electron 
models of the A j systems occurs by using quasistatic model in a one-electron approximation (15). 
The Coulomb potential for the electron in H^ in the field has two wells around the nuclei (Fig-
ure 18). At the right nucleus, the dipole interaction energy for an electron is E(t)R/2 and at the 
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left nucleus is -E(t)R/2 (E(t) is the laser electric field at the time t). The potential well formed 
around the right nucleus ascends and the well formed around the left nucleus descends as E(t) 
increases from zero. So the ascending and descending wells result the field-following adiabatic 
states |+) and |—) respectively. In addition to the inner barrier between the two wells, an outer 
barrier with finite width is formed through which the electron can tunnel when \E(t)\ ^ 0. In 
the critical range, Rc(6-9)a.u., the energy level E~ is lower than barrier heights, while E+ can be 
higher than the barrier heights. So in this range the upper adiabatic state |+) is easier to ionize 
than |—). Therefore, in general the necessary condition for CREI to happen for the A^ systems 
is that the upper electronic eigenstate E+(R) exceeds the two potential barriers, i.e., 
Vout(R) < Vm(R) < E+(R), [4.5] 
where Vout and Vm are the barrier heights of the following electronic potential V(z. R) at the 
maximum field strength E0 
V(z. R) = -q/\R/2 + z\- q/\R/2 - z\ + E0z, [4.6] 
and E+ is 
E+(R) = -qlp - q/R + E0R/2, [4.7] 
where Ip is the ionization potential of the atom A. If the charge is q — 1 then the empirical 
ionization potential is Ilon = qlp. So for the R2 having q=l the empirical ionization potential is 
—Ip. The potential [4.6] has maxima at z_ (left) and z+(right) for EQ > 0, i.e., Vm = V(z+,R) 
and Vout = V(z—,R) and 
dV/dz = 0 = = = > z- = -R/2 - E~1/2, z+ = EqR3/32, [4.8] 
and Eq = E0/q. The following condition for CREI of A2, in general, for RC,R\ < Rc < R2, is 
obtained from the solution of [4.5]: 
Rl = 1.464^"1/2, R2 = [1 - (1 - 6Eq/I2y/2]Ip/E0. [4.9] 
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In derivation of the Equation [4.9] the condition EqR2 « 16 was used. For Eq « I2/6 one 
obtains Rc = R2 = 3/Ip. This result neglects the Stark-shift of the LUMO (17), which is an 
essential feature of CREI as discussed before. The optimal condition for CREI is achieved by the 
equating i?i = R2, i.e., Vm(R) = V0Ut(R)=, E+(R). This gives: 
E0 = EC = 0.l29I2q, Rc = 4.07/Ip. [4.10] 
The CREI effect disappears for E0 « Ec and for E0 > I2q/^. Since then the electron in the 
separated ion of charge q — 1 is above the barrier. This is confirmed in Figure 1 of (15) which 
shows a plateau instead of the CREI peak for / > 2 x 1015W/cm2. Formula [4.10] shows the 
independence of Rc from field strengths and charge q. 
4.2.2 Non-symmetr ic molecule HeH 2 + 
The theoretical investigation of EI for symmetric molecular systems driven by intense laser pulses 
has been extended to nonsymmetric molecules with only one active electron (110). Exact numeri-
cal solution of the TDSE for HeH2+ within fixed nuclei and dipole approximations was performed 
in (110). Ionization by intense few-cycle laser pulses linearly polarized along the internuclear 
axis was investigated. EI and enhanced excitation (EE) was observed at some critical internuclear 
distance Rc well beyond Re. The critical internuclear distance Rc at which EI and EE occur was 
dependent on laser intensity and by increasing the laser pulse intensity Rc decreases. There was 
also a strong dependence of EI and EE on the carrier envelop phase (CEP) of few cycle pulses, 
the phase difference between the carrier wave and the envelope function. The measurement and 
control of the CEP is well established for few-cycle laser systems (111). This CEP sensitivity 
is essentially due to the nonsymmetric distribution of the electron cloud between the nuclei. It 
was shown that a key mechanism leading to the CEP sensitivity is the energy level crossing, 
which occurs in nonsymmetric molecules as the driving field moves the ground and the excited 
states closer to each other, until an avoided energy crossing occurs (CEP=0). Generally, two 
mechanisms were introduced for asymmetry in EI and EE of nonsymmetric one-electron diatomic 
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molecules: 
1. The field ionization mechanism: Figure 19 shows Coulomb potential V(z)+E0 of HeH2+ 
in the static field with strength EQ (The dc field is taken to be the electric field at the peak 
of few cycle laser pulse), for each internuclear distance selected for both phases K = 0 on 
the left and K=TT on the right. For small R (Figure. 19(a), 19(b)) the ground-state and 
excited states energy levels are above the maximum of the inner barrier between the two 
wells. Hence, both the ground state and excited states experience a single well potential. 
Consequently, the ionization is atomic-like for small internuclear distance, and is identical 
for both phases K=0 (parallel orientation of transition dipole moment with respect to the 
laser polarization P) and K=TT (anti-parallel orientation of transition dipole moment with 
respect to the laser polarization A). 
The ionization rate of the molecule is enhanced at some critical internuclear distance Rc 
for the A orientation, Figure. 19(c), because the electron can tunnel across or escape above 
the narrow inner barrier into the continuum. Even if the ground state is below the inner 
potential barrier between the two wells, a strong coupling of the ground state with excited 
states in higher levels populates the excited states and therefore gives an indirect and simple 
path into the continuum through tunneling via the narrow inner barrier from the populated 
excited states (like Hj). 
For the P orientation (Figure. 19(d)) the energy of the ground state electron is lowered 
while the right potential barrier is lifted. Since the electron has to tunnel through a much 
wider left potential barrier to reach the continuum, here the ionization is reduced. 
At larger internuclear distances, electrons are localized on one or the other ion as the inner 
barrier between the two wells raises and widens (Figure. 19(e) and Figure. 19(f)). As a result, 
tunneling between the two wells suppresses and the ionization rate of the molecule reduces 
at R > Rc and the ionization rate will be atomic-like and same for A and P orientations. 
2. The energy crossings (avoided) mechanism: the field ionization mechanism does not 
explain the fact that EI is accompanied by a strong EE. This mechanism can be interpreted 
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by quantum-mechanical calculations. The dressed energies for the two lowest lsa* and 
2pa* states of HeH2+ in the presence of the static field were plotted for various R values. 
In the presence of the static field, the ground state moves up and excited state moves 
down to experience an avoided crossing which strengthens the coupling between the ground 
state and the excited state. As a result, an enhancement of the excitation probability occurs 
because more population is easily pumped into the excited states. Enhanced excitation (EE) 
is also due to the fact that fewer photon transitions are necessary to transfer population 
from the ground state to the excited states near the avoided crossing. The ionization is 
much simpler through tunneling or multiphoton processes because these strongly populated 
excited states are closer to the ionization threshold than the ground state. The avoided 
crossing mechanism enhances the ionization for the A orientation by a two step mechanism: 
• population of the excited states, 
• tunnel and/or multiphoton ionization from these excited states (112). 
The absence of this two step mechanism leads to an absence of EI and EI for the half-cycle 
pulses for the P orientation where the ground state moves away from the excited states with 
increasing R. 
The ionization for K = 0 and K=TT coalesces when more and more half-cycles corresponding 
to the A orientation occur in the pulse as a result of increase in pulse duration. 
To derive an approximate analytical formula for the critical internuclear distance Rc of 
HeH2+ at which the crossings between the two lowest levels occurs, an approach similar to 
the one for homonuclear molecules H^ (over-barrier ionization) was used. Two assumptions 
in derivation of Rc are: 
(a) In large R (the dissociating limit), the energies of the two crossing levels are nonde-
generate. These energies inclined to the ionization potentials Ip of the residual atoms 
or ions in that the electron is left. 
(b) Rc is large enough that the electron in each of the two crossing levels is localized 
predominantly on one of the two wells. 
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So when the static field is negative E0 < 0 the energy level of ground state Ei is approxi-
mated by: 
Ei = -Ip(He+) - Z2/\R\ + \EQ\R/2. [4.11] 
Similarly, E2, the energy level of first excited state is: 
E2 = -IP(H) - ZX/\R\ - \E0\R/2, [4.12] 
where Zj and Z2 are the charge of nuclei He2+ and H+ respectively, i.e., Zi=2 and Z2=l. 
When a level crossing occurs then Ex=E2. By equating Ex and E2 one gets an analytical 
approximation for the critical internuclear distance Rc at which the crossing occurs as 
follows: 
\E0\R2 - (h - I2)R + (Zi - Z2) = 0, [4.13] 
this equation has real solution if 
(h - h)2 
(Zi - Z2) 
where Rc is 
> 4|£0 | , [4.14] 
„ (h - hW(h ~ h)2 - AIEQKZ^ZV) 
(2\E0\) • L 4 J 5 J 
Equation [4.15] indicates that Rc decreases with increasing field strength \E0\. 
4.3 Polyatomic molecules 
CREI in linear polyatomics was investigated and confirmed by solving the exact TDSE for the 
three-dimensional (3D) one-electron systems, H2+ , and one-dimensional (ID) one- and two-
electron systems H44" and H2+ (98). These El's are accompanied by enhanced harmonic genera-
tion, having a maximum photon number cut-off at N = E0R/u0, in another words, the maximum 
energy obtained by an electron in being localized by the field on one of the protons. 
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4.3.1 Enhanced ionization for 3D H%+ 
EI occurs also in triatomic systems at critical internuclear separations (16, 18, 102, 113). Three 
dimensional solution of the TDSE for symmetric H2+ was performed and the ionization rates as a 
function of R for the peak field intensity I=1014 Wcm2 and A=1064 was illustrated (18). A major 
peak in the ionization rate occurred at R=10 a.u. with two smaller peaks at R=19 and 20 a.u. 
The first major peak is in the intermediate regime 7 ~ 1, whereas the two outer peaks are in the 
quasistatic regime (7 < 1). 
For R = 12 and 19, the level E2 that in the field-free case is lau, is released and ionized by field 
suppression of the external barrier Vi as shown in Figures 20(a) and 20(b). For larger R = 19, 
the internal barrier V2 rises rapidly and traps the level E2 (Figure 20(b)). The ionization peak 
observed between Rc = 10 and 12 a.u. is explained by the freeing of E2 by Vi for R > 10 a.u. 
and trapping by V2 for R > 12 a.u.. For this sharp maximum at R = 10 a.u., both dynamical 
electron localization and barrier-suppression effects act (since we are in the regime 7 ~ 1) and 
produce this sharp EI peak at Rc = 10 a.u.. 
At the larger distance (Figure. 20(b)) Rc = 19 a.u. , the energy level E2 is lowered and hence is 
trapped by V2, ionization now occurs from the much less populated level E3. The energy level 
E3 becomes trapped by V3 at Rc > 20. The further decrease of the ionization rate correlates well 
with trapping of all the three upper levels E1; E2 and E3 by the inner barriers V2 and V3. In the 
large R ionization occurs through the lowest level Ei. 
Figure 20(c) shows the barrier maxima (Vj) and level energies (E3) at different R. For R > 6 a.u., 
only the upper level E3 is above all barriers, and thus explains the rapid increase of ionization 
thereafter. The sharp ionization peak at Rc = 10 a.u. is due to electron localization. The 
maximum at Rc = 10.5 a.u. corresponds to suppression of the external barrier Vi in the field and 
thus freeing E2 level. Around R = 12 a.u. where Vi = V2, retrapping of level E3 occurs creating 
a symmetric double well for both E2 and E3. This causes the decrease of ionization around R ~ 
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Figure 20: Combined Coulomb and static electric field for H3+-1- (18). 
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14 a.u.. Later E2 is traped by V2 for R > 14 a.u.. Due to top of the V2 barrier localization of 
E3 another smaller maxima appear at 19 and 20 a.u.. Beyond R = 24 a.u., all energy levels are 
trapped by all barriers, this causes a decrease of ionization rates. 
4.4 Symmetric molecule H2 
We now consider EI and EE in two electron systems. Following the numerical method obtained 
in Chapters 2 and 3, we solved the full-dimensional TDSE for the H2 molecule with two active 
electrons driven by an intense laser pulse. Results for the H2 molecule show that processes 
leading to the breakup of the molecule, that is, single and double ionization and single and 
double excitation, are all strongly enhanced as the internuclear distance increases. We find that 
at each laser intensity, all these processes are maximum at nearly the same critical internuclear 
distance Rc and then they decrease for internuclear distances larger than Rc. We use laser 
pulses of intensities 1013 < I < 1014 W/cm2 and frequencies w0=0.057 a.u. and 0.114 a.u.. The 
convergence of numerical results is assessed by increasing the basis size until the results become 
relatively stable with further increase of the basis size. A simple theoretical expression is derived 
for Rc in a similar formalism as for ID models (98, 100) and the 3D formalism (19). 
4.4.1 UJQ=0.057 a.u. and I=10 1 4 W / c m 2 , nC2/c/e=4 (4 cycles laser pulse) 
Figure 21 shows single, double and total ionization probabilities as function of internuclear dis-
tance R for laser intensity I=1014 W/cm2 and w0=0.057 a.u. and a 4 cycle laser pulse in both 
length and the velocity gauge. We used the following basis set parameters (see Chapter 3) 
mmax=3, /Jimaa=6, /U2max=6, ^imaz=15, ^2 m a x=15. In both gauges, the total, single- (PSi) , and 
double-ionization (PDI) probabilities increase as we go to larger internuclear distances, and at 
some critical internuclear Rc~ 4.5-5 a.u. a maximum is reached (Rc = 6 a.u. for double ioniza-
tion), the probabilities then decrease at larger internuclear distances. Furthermore, one sees the 
single, double, and total ionization in Figure. 21 for both length and velocity gauges agree, thus 
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confirming the accuracy of our numerical procedure. 
The results for the single-Pss, double-PoE, and total excitation-PTE using these laser pulses 
and for two basis set parameters used in Figures 21 are plotted in Figure 22. The excitation 
probabilities in Figure 22 show features similar to those of the ionization probabilities in Figure 21, 
i.e., total and single excitation are enhanced at the same critical distance (Rc = 4.5 a.u.) as 
the total and single ionization but the double-excitation probabilities are enhanced at R = 5 
a.u.. Similar to ionization probabilities, excitation probabilities in both length and velocity agree 
well (Figure 22). As another check to the convergence of the results for the ionization and 
excitation probabilities, we also used another basis set parameters as follows: mmax=3, /^iTOQX=6, 
tl2max=6, Uimax—^, v2max=^ and we found that the results are stable by increasing the basis 
set parameters, so our basis is large enough to describe ionizations and excitations. This along 
•with convergence between length and velocity gauges show the accuracy of our numerical method 
and the efficiency of wave function expansion that was used. We have used the velocity gauge for 
the rest of Figures due to the faster convergence of that gauge. 
4.4.2 C J O = 0 . 0 5 7 a.u. and 1= 5 x 1013 W / c m 2 , n c y d e =4 
In order to investigate El's at different laser intensities, we plotted in Figure 23(a) the single, 
double, and total ionization probabilities of H2 at the same laser parameters as Figure. 21 but 
with intensity 1=5 xlO13. One clearly sees that the EI and the critical internuclear distance Rc 
at which the maximum ionization probabilities occurs definitely depends on the intensity of laser 
pulse. By keeping other laser parameters constant and just decreasing laser intensity from I=1014 
W/cm2 (Figure. 21) to I=5xl0 1 3 W/cm2 in Figure. 23(a), not only the strength of ionization 
probabilities for each R decreases but also the critical internuclear distance Rc at which the 
maximum of ionization probabilities occurs shifts to a larger amplitude, i.e., Rc = 5-5.5 a.u.. It 
suggests that in the one-electron symmetric diatomic molecules the critical internuclear distance 
Rc at which EI happens is independent of laser pulse intensity, but in corresponding two-electron 
systems Rc depends on laser pulse intensities and by increasing laser intensity Rc shifts to smaller 
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1 2 3 4 5 6 7 8 9 10 11 12 
Internuclear distance R (a.u.) 
Figure 21: Total (PTI), single (Psi) and double (PDI) ionization probabilities in, Velocity Gauge 
(V) and Length Gauge (L) for H2 by a 4 cycle laser pulse and intensity I=1014 W/cm2 at CJ 0 =0.057 
a.u. for the following basis set parameters: mmax=3, / i im a x=6, /z2ma i=6, ^im o x=15, f2max=15. 
Refer to the Equations 3.33, 3.24, 3.25 for definitions of these probabilities. 
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1 2 3 4 5 6 7 8 9 10 11 12 
Internuclear distance R (a.u.) 
Figure 22: Total (PTE), single (PSE) and double (PDE) excitation probabilities in, Velocity Gauge 
(V) and Length Gauge (L) for H2 by a 4 cycle laser pulse and intensity I=1014 W/cm2 at CJ 0 =0.057 
a.u. for the following basis set parameters: mmax=3, Mimax=6, M2max=6, ^imax=15, v2max=Yb. 
Refer to Equations 3.33, 3.34 for definitions of these probabilities. 
104 
values. 
Single, double, and total excitation probabilities (Figure 23(c)) show similar behavior as ionization 
probabilities in Figure. 23(a), i.e., by decreasing laser intensity from I=1014 to 5xl01 3 W/cm2 Rc 
increases, i.e., Rc=5-5.5 a.u. with a shoulder at R=7 a.u. in single excitation. 
4.4.3 C J 0 = 0 . 0 5 7 a.u. and I=10 1 4 W / c m 2 , ncyde=G 
We have also checked pulse duration effect on EI and EE by extending our calculations up to 
6 cycles. Figure 24 shows EI for 4 cycles and 6 cycles (other laser parameters are similar) and 
correspondingly Figure 25 shows EE for 4 cycles and 6 cycles. We found that both ionizations 
and excitations are stronger at 6 cycles but the maxima corresponding to the critical internuclear 
distance is independent of the pulse duration. 
4.4.4 C J 0 = 0 . 1 1 4 a.u. and 1=2 x 1013 W / c m 2 , 1014, nc y c / e=4 
The results have been so far for 800 nm (w0=0.057 a.u.) by varying other laser parameters for 
the H2 molecule. We changed the frequency LU0 to see how it affects the EI and EE. We observed 
at the limit of EI, at high intensity and low frequency, the critical internuclear distance Rc is 
independent of laser frequency and is similar for 400 nm (Figure. 26(a)) and 800 nm (Figure. 21). 
The same results was found for EE at 400 nm (Figure. 26(b)) and 800 nm (Figure. 21). 
At 800 nm, increasing laser intensity leads to decreasing Rc at which EI and EE are observed. 
Further investigation at 400 nm showed similar effect, i.e., Rc shifts to a larger R by decreasing 
laser intensity from 1014 W/cm2 (Figure. 21 and Figure. 22) to 2 x 1013 W/cm2 (Figure 27(a) 
and Figure 27(d)) for enhanced ionizations and excitations respectively. 
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Figure 23: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of H2 by a 4 cycle laser pulse and 
intensity 1=5 x IO13 W/cm2 at w0=0.057 a.u. Refer to Equations 3.33, 3.24, 3.25 for definitions 
of ionization probabilities and Equations 3.33, 3.34 for definitions of excitation probabilities. 
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Figure 26: a) Total PTI), single (Psi) and double (PDI) ionization probabilities, and b) total 
PTE), single (PSE) and double (PDE) excitation probabilities of H2 by a 4 cycle laser pulse and 
intensity I=1014 W/cm2 at w0=0.114 a.u. Refer to Equations 3.33, 3.24, 3.25 for definitions of 
ionization probabilities and Equations 3.33, 3.34 for definitions of excitation probabilities. 
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4.5 Estimation of Rc for H2 
The value of Rc for EI for the first or single ionization probability Psi (3.29) can be estimated 
from an electrostatic model combined with a molecular orbital MO approximation based on the 
creation of the precursor ionic state H+H~ (19, 98, 100), (114) at the laser peak intensities. 
We consider the three representative electronic states: the zero-field ground state X and the two 
ionic excited states BlYi+ and EF. The main electronic configurations involved in these states are 
three electronic configurations in the MO approximation (115): 
0! = (ls)o-g(ls)ag = [a(l)a(2) + a(l)b(2) + a(2)b(l) + b(l)b(2)]/2 [4.16] 
02 = (ls)ag(ls)au = [a(l)a(2) + 6(1)6(2)] /^ [4.17] 
03 = (ls)au(ls)au = [a(l)a(2) - o(l)6(2) - o(2)6(l) + 6(1)6(2)]/^, [4.18] 
where according to LCAO (ls)<rs = a+b and (ls)au = a-b. a is a H ls-orbital on nucleus A 
and b is its analogues B. Both ground and second excited configurations, 0! and 03 are linear 
combinations of ionic (aa,bb) and covalent (ab+ba) configurations, whereas 02 is purely ionic. The 
three configurations in Equations. [4.16-4.18] are coupled by the large transition dipole moments 
(4>i\zi + 22|02) = (021^ + 23103) = R/\ /2. Under the condition in which the radiative interaction 
RE(t)/\/2 is much larger than the zero-field energy separation between electronic states, the di-
agonalization of the 3x3 instantaneous MO electronic Hamiltonian yields the three field-following 
adiabatic states, i.e., the covalent state (ab+ba)/\/2 and two localized ionic states (aa and 66). 
The lowering ionic state (aa or 66), where the two electrons are localized in the descending well, 
decreases in energy by the electrostatic energy shift -R\E(t)\ of a charge displaced from nucleus 
to nucleus by the field, while the energy of the covalent state is relatively insensitive to the field 
strength. Therefore, when the energy shift R\E(t)\ of H+H~ or H~H+ is larger than the gap be-
tween the first excited ionic state and the ground state, the lowering ionic state and the covalent 
character-dominated initial state can cross each other in energy. The energy of the initial covalent 
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state is roughly given by: 
E(HH) = -2IP(H) [4.19] 
The energy of the ionic state (H+H~ or H~H+) is given by: 
£(H+H") = -IP(H) - IP(H~) - l/R - EQR, [4.20] 
where IP(H) = 0.5 a.u is the ionization potential of hydrogen atom and IP(H~) = 0.027 a.u is 
the ionization potential of H~. —l/R is the Coulomb attraction between H+H . E0R is the 
electrostatic potential energy of H" in the field E0 at distance R. The energy difference AE 
between this ionic state H+H~ and the covalent (neutral) ground state in a field strength E0 is: 
AE = £(HH) - £(H + H") = AIp - l/R - E0R, [4.21] 
where AIp = /P(H) — 7P(H") ~ 0.47 a.u. is the ionization potential energy difference. Charge 
transfer from the covalent (neutral) HH state to the ionic state H+H~ and its subsequent ionization 
will occur at AE = 0: 
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At this critical internuclear distance Rc the ionic component H+H~ is created. Since the ioniza-
tion potential of H~ (IP(H~) = 0.027 a.u.) is much smaller than the ionization potential of H in 
HH (IP(H) = 0.5 a.u.) so the single ionization probability enhances at this Rc. Thus, at intensity 
I = 1014 W/cm2, Eo=0.053 a.u., one obtains readily from (4.22) Rc—b a.u. in good agreement 
with Figures. 21 and 22. The mechanism of double ionization depends on laser intensity (116) 
and internuclear distance (117). The most intriguing aspect of our results for H2 in Figures. 21 -
27 is the parallel behavior as a function of R of all ionization and excitation process probabilities: 
a common maximum at a critical distance Rc and parallel probability distributions around Rc. 
The second ionization probability PDI should reach its maximum at Rc ^ 4//p(H) ~ 7-8 a.u. as 
in H2 (15). Figures. 21- 22 show that PDI has the same Rc as the single ionization Psi from 
H+H~. This can be explained by the recollision model, where second ionization occurs following 
recollision of the first ionized electron with the parent ion in atoms (68) and molecules (85). 
112 
Thus, since the first ionization Psi occurs at Rc ~ 5 a.u., the second ionization PDI and exci-
tations PSE, PDE and possibly shakeup processes (118) are induced by this first process so all 
occur at the same Rc, a signature of recollision dynamics. Only £+ and E+ doubly excited states 
can be populated with linear parallel polarization. Such states are generally coupled by radiative 
transition moments which diverge as R/y/2 (107). Increasing intensities and internuclear distance 
will therefore increase the population of such states as shown in Figure. 22. Such doubly excited 
states have been studied in (72) and could be a mechanism for the unusual crossing of populations 
calculated in Figure. 22. 
4.6 Non-symmetric molecule H e H + 
To investigate EI for nonsymmetric two-electron diatomic molecule HeH+, we solved the corre-
sponding TDSE in the presence of intense ultrashort laser pulse using the procedure explained in 
Chapters 2 and 3. We then plotted single, double, and total ionization probabilities as function of 
internuclear distance R. Ionization probabilities increase as we go to higher internuclear distances 
well beyond the equilibrium internuclear distance Re, for HeH+ Re=1.45 a.u. until some critical 
internuclear distance Rc, where the maximum in ionization probabilities is seen. Further increase 
of R decreases single, double, and total ionization probabilities. The behavior of single, double, 
and total excitation probabilities of nonsymetric HeH+ at different internuclear distances gives 
similar Rc. In the following sections, we inquire about the dependency of EI and EE on laser 
intensities, laser pulse duration, laser frequency, and the phase of laser pulse. Then, we derive an 
approximate analytical formula for Rc of HeH+ by using a simple one electron quasistatic model. 
4.6.1 Laser intensity (o;o=0.114 a.u., 1 1 ^ ^ = 3 ) 
In this part we plot single- Psi, double- PDI, and total PTI ionization probabilities as well as 
single- PSE, double- PDE, and total PTE excitation probabilities of HeH+ at different internuclear 
distances R. We use 400 nm laser (w0=0.114 a.u.) of total pulse duration of 3 cycles and different 
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intensities IO14 < I < IO15 W/cm 2 . 
Figure 28 shows Psi, PDI, PTI and PSE, PDE, PTE of HeH+ at I=101 4 W / c m 2 respectively. 
Rc ~ 6 — 7a.u. was found for EI of single and total ionization. Double ionization is very low 
and negligible at this intensity for all internuclear distances (28). The results of Figure. 28 
have been obtained by using the following basis set parameters (Chapter 2): m m a x = 3 , Himax—^, 
ll2max=6i vimax—^, v2max=^ leading to 10500 numbers of total basis functions. In order to 
check the convergence of the results, we compare the results of Figures. 28(a) and 28(b) with the 
results obtained by using mmax=3, vmax=§, vmax=§, vmax=l, vmax=l represented in Figures 29(a) 
and 29(b) respectively. The results obtained from both sets of basis parameters agree, thus 
confirming the accuracy of our calculation and the numerical procedure. 
Ionization and excitation probabilities of HeH+ at 1=3 x 1014 W/cm 2 are shown in Figures. 30(a) 
and 30(b). One sees by increasing intensity from 1014 W / c m 2 to 3 x IO14 W / c m 2 the critical 
internuclear distance decreases from R c = 6-7 a.u. to R c = ~ 5 a.u. but double ionization is still 
negligible. The critical internuclear for EI and EE of HeH+ at 1=5 x 1014 W/cm 2 is about Rc ~ 
4 a.u. (Figures 31(a) and 31(b)). At this intensity the double ionization probability is evident 
and has a maximum at Rc. Further increase of laser intensity shifts down the maximum in single, 
double and total ionization and excitation probabilities to Rc ~ 3.5 a.u. for I = 8 x 1014 W / c m 2 
and Rc ~ 3-3.5 a.u. for I = IO15 W/cm 2 (Figures 32 and 33). The results from this part and 
corresponding ones for H2 show the position of Rc for EI and EE of symmetric and nonsymmetric 
two-electron systems (H2 and HeH+) depends on the intensity of laser pulse, i.e., as we go from 
lower intensity to higher intensity Rc decreases (Figure 34). 
4.6.2 Laser frequency 
In the previous subsection, we found EI and EE in ionization and excitation probabilities of HeH+ 
driven by intense ultrashort laser pulse at 400 nm and I = IO15 W/cm 2 (Figures 33(a) and 33(b)). 
In Figures 35(a) and 35(b) we illustrate the ionization and excitation probabilities of HeH + for 
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Figure 28: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of HeH+ by a 3 cycle laser pulse 
and intensity I=1014 W/cm2 at w0=0.114 a.u. for the following basis set parameters: mmax=3, 
fximax=^, /x2max=6) vimax=^, l/2max=10- Refer to Equations 3.33, 3.24 and 3.25 for definitions 
of ionization probabilities and Equations 3.33 and 3.34 for definitions of excitation probabilities. 
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Figure 29: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of HeH + by a 3 cycle laser pulse 
and intensity I=101 4 W/cm 2 at w0=0.114 a.u. for the following basis set parameters: mmax=3, 
tlimax~§, ll2max=®i vimax=7, v2max=l. Refer to Equations 3.33 and 3.24, 3.25 for the definitions of 
ionization probabilities and Equations 3.33 and 3.34 for the definitions of excitation probabilities. 
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Figure 30: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of HeH+ by a 3 cycle laser pulse 
and intensity 1=3 x IO14 W/cm2 at w0=0.114 a.u. Refer to Equations 3.33, 3.24 and 3.25 for 
definitions of ionization probabilities and Equations 3.33 and 3.34 for definitions of excitation 
probabilities. 
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Figure 31: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) a n ( i double (PDE) excitation probabilities of HeH+ by a 3 cycle laser pulse 
and intensity 1=5 x IO14 W/cm2 at w0=0.114 a.u. Refer to Equations 3.33, 3.24 and 3.25 for 
definitions of ionization probabilities and Equations 3.33 and 3.34 for definitions of excitation 
probabilities. 
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Figure 32: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of HeH+ by a 3 cycle laser pulse 
and intensity 1=8 x IO14 W/cm2 at w0=0.114 a.u. Refer to Equations 3.33 and 3.24, 3.25 for 
definitions of ionization probabilities and Equations 3.33 and 3.34 for definitions of excitation 
probabilities. 
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Figure 33: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of HeH+ by a 3 cycle laser pulse and 
intensity 1= IO15 W/cm2 at w0=0.114 a.u. Refer to Equations 3.33, 3.24 and 3.25 for definitions 
of ionization probabilities and Equations 3.33 and 3.34 for definitions of excitation probabilities. 
120 
8E+14 -
7E+14 -
< 6E+14 -
J 5E+14 -
$ 4E+14 -
& 3E+14 -
c 
2E+14 -
1E+14 -
0 -
\ 
1 1 1 L 
\ 
\ 
1 • ' ' 
*xv 
"x 
"X 
x. 
1
 1 ' • • ' 1 ' ' ' ' 1 
3 4 5 6 7 
R(a.u.) 
Figure 34: Intensity dependence of critical internuclear distance R.c 
different R by the same laser pulse parameters but at laser frequency w0 = 0.057a.u. (7 = 800nm). 
The peak in ionization and excitation probabilities in intense laser field is independent of laser 
frequency. 
4.6.3 Different Carrier Envelope Phase (CEP) 
We use a few cycle laser pulse as shown in Figure. 36. A characteristic feature of such few cycle 
pulses is that the electric field at the peak of the pulse dominates that of all other subpeaks. 
Thus, as far as ionization is concerned, a strong component of the system's response to the 
field maximum is similar to a response to a static field F oriented in the same direction as 
the electric field at the peak of the pulse. Atoms and homonuclear asymmmetric molecules are 
invariant under space inversion, and the electron cloud is evenly distributed among the nuclei 
centers. As a consequence, when driven by a laser field, the total ionization probability of such 
molecular systems is unchanged when they undergo a space inversion. The situation is completely 
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Figure 35: a) Total (PTI), single (Psi) and double (PDI) ionization probabilities, and b) Total 
(PTE), single (PSE) and double (PDE) excitation probabilities of HeH+ by a 3 cycle laser pulse and 
intensity 1= IO15 W/cm2 at w0=0.057 a.u. Refer to Equations 3.33, 3.24 and 3.25 for definitions 
of ionization probabilities and Equations 3.33 and 3.34 for definitions of excitation probabilities. 
122 
d 
co 
_c 
Ltr 
0.2 
0.15 
0.1 
0.05 
0 
-0.05 
-0.1 
-0.15 
-0.2 
-0.5 0 0.5 1 1.5 
Time (laser period) 
Figure 36: (a) E(t,/c) for CEPs K = 0 and K = TT, and peak intensity 8 x IO14. 
different for nonsymmetric molecules, which are characterized by an electron cloud asymmetrically 
distributed among the nuclei. As a result, the molecule possesses a permanent electric dipole. It 
follows that orienting a nonsymmetric molecule such that the electric field is parallel or antiparallel 
with the permanent dipole of the molecule (PDM) leads to different outcomes for ionization and 
EI. The static electric field at the peak of laser pulse corresponding to K = 0 is antiparallel to the 
PDM and that corresponding to K = IT is parallel to the PDM, Figure. 37. 
In this section, we study the influence of these two orientations on the ionization and excitation 
probabilities of HeH+. Figures. 38 and 39 show results obtained using a three cycle pulse of 
frequency w0=0.114 a.u. (400 nm). The electric field of this laser pulse for the peak intensity 8 x 
IO14 is illustrated in Figure. 36 for the two orientations. Note that changing the phase from K = 0 
to K = IT is equivalent to changing the sign of the electric field of the laser pulse. From Figures. 38 
and 39 one sees the single, double, and total ionization probabilities for K = 0 are stronger than 
the corresponding ones in K = n. While the double excitation probability is stronger for K = 0, 
the single and total excitation probabilities are nearly the same for both phases. The reason is 
double excitation potential is more than single excitation potential so the different between double 
excitation from two different laser phases are more prominent than single and consequently total 
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Figure 37: The two possible configurations in which HeH+ can be aligned relative to a static 
electric F. The direction of the permanent dipole D of the molecule is also shown: (a) The A 
orientation, (b) the P orientation. 
excitation probabilities. Of note is that Rc is the same in both phases for the maximum peak in 
ionization and excitation probabilities as function of R. 
4.7 Analytical derivation of Rc for HeH + 
We now use the simple quasistatic one-electron approximation model to derive an analytical 
formula for Rc. The electronic potential along the molecular axis at nonzero field for HeH+ is: 
Zx and Zi are the nuclear charges of He+ and H+ respectively, z is the distance of electron from 
the center of mass and E0 is the magnitude of electric field. With increasing R the ground state 
energy level of HeH+ tends to 
Ex = -Ip(He) - Ip(He+), [4.24] 
124 
(a) 
(b) 
10" 
CO 
. O 
O 
CO 
M 
10" 
10" 
- 4 10 
- Q 
CO 
- Q 
O 
5-10-5 
CO 
M 
10 - 6 
o-m. P T I M > = 0 ) 
PT,((t)=7T:) 
PS|((J)=7I) 
• o -
2 3 4 5 6 7 8 9 10 11 12 
Internuclear distance R (a.u.) 
i •»'••' • • i 
• •a . P D K ^
0 ) «3-
P D , ( (>=TC) ae-
1 2 3 4 5 6 7 8 9 10 11 
Internuclear distance R (a.u.) 
Figure 38: a) Total (PTI), single (Psi) and b) double (PDI) ionization probabilities, of HeH+ by 
a 3 cycles laser pulse and intensity 1=8 x IO14 W/cm2 at co>o=0.114 a.u. for two different phases: 
K = 0 and K, = TT. Refer to Equations 3.33, 3.24 and 3.25 for definitions of these probabilities. 
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Figure 39: a) Total (PTE), single (PSE) and b) double (PDE) excitation probabilities of HeH+ by 
a 3 cycle laser pulse and intensity 1=8 x IO14 W/cm2 at wo=0.114 a.u. for two different phases: 
K = 0 and K = TT. Refer to Equations 3.33 and 3.34 for definitions of these probabilities. 
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whereas the first excited singlet state energy level tends to 
E2 = -Ip(H) - Ip(He+). [4.25] 
7p(He), 7p(He+), and /P(H) are the ionization potentials of He, He+, and H respectively. In the 
presence of the electric field Ex and E2 become: 
Ei = -Ip(He)-Ip(He+)-Z2/R + (R/5)E0, 
E2 = -Ip(H)-Ip(He+)-Zi/R-(AR/b)E0. [4.26] 
When the crossing of these two states occurs, these two energy levels become equivalent, Ei=E2 , 
one can obtain Rc of crossing: 
Rc = Ip(He) - IP(H)/\E0\ = 0.4/IEol [4.27] 
Rc from this electrostatic model and Rc where EI and EE happens are close and specially they 
keep the same trend when we increase the laser pulse intensity. A slight difference, between the 
electrostatic model and quantum mechanical results (from our numerical calculation) of Rc is due 
to the fact that the electrostatic model is a single electron approximation and is not exact. This 
confirms that the crossing of ground and first excited state could be a mechanism of EI and EE 
in HeH+. Rc decreases by increasing electric field magnitude as for H2 molecule. 
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Chapter 5 
Molecular high order harmonics 
generation 
The tunneling regime is defined by the Keldysh parameter 7 < 1 (Chapter 4), i.e., high intensity 
low frequency regime. In this limit when an atom or molecule interacts with an intense laser pulse, 
which has an electric field strength comparable to the Coulomb field of the atom or molecule, (I0 = 
3.5 x IO16 W/cm2, EQ = 5.14 X IO9 V/cm, the a.u. of intensity and field), the outermost electron 
may be ionized from the system. Once freed, the electron can be accelerated by the electric field 
of the light, first moving away from the ion, then back toward it as the field changes direction. 
The electron may then recombine with the ion. As a result, pronounced signals at multiples of 
the driving frequency appear in the photoemission spectrum (high-harmonic generation or HHG). 
HHG is described by the semiclassical three-step rescattering picture (68, 119) and quantum-
mechanical calculations (120). In atoms, HHG, and in symmetric molecules, MHOHG, only odd 
multiples of the driving frequency are emitted due to inversion symmetry. HHG and MHOHG are 
important processes for laser frequency conversion and the generation of attosecond pulses (121, 
122). 
We present in this chapter, the numerical results of molecular high order harmonic generation 
spectra (MHOHG), in the Born-Oppenheimer approximation, of the diatomic molecule H2 under 
strong laser fields at equilibrium internuclear distance Re. We first introduce the standard electron 
re-collision classical model. The atomic limit of 3.17 Up for maximum re-collision energy can be 
considerably exceeded in molecules at larger R. A comparison between the acceleration and dipole 
formulations of the harmonic emission is presented. Constructive and destructive interferences in 
the MHOHG spectrum of coherent superpositions of electronic states in the system are interpreted 
in terms of multiple electron trajectories. 
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Figure 40: Schematic representation of high-harmonic generation (HHG) 
This chapter is organized as follows. In Section 5.1, the classical three-step model for HHG is 
described. The harmonic spectra can be obtained in dipole length, dipole velocity and dipole 
acceleration gauges. This will be discussed in Section 5.2. Section 5.3 is devoted to the numerical 
calculation of HHG for diatomic molecules. Finally, in Section 5.4 some harmonic spectra from 
H2 will be represented and discussed. 
5.1 Classical three-step rescattering model for HHG 
Let us consider an ac laser field E(t) = E0COS(UQ1), the interaction of free ionized electrons driven 
by it (in a.u. e = h = m =1) is described classically by the equation: 
Z(i) = —E0cos(u>ot + K), [5.1] 
p 
Z(t) = —(—)[sin(uot + K) — sin(n)], [5.2] 
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Z(t) = aQ[cos(uQt + K) + u>0tsin(K.) — COS(K)], [5.3] 
where K is the initial laser phase in that the electron is ionized and with assumption of an initial 
zero velocity Z(0) = 0. a0 is the ponderomotive radius in a.u. and Up is the corresponding 
ponderomotive energy 
[5.4] a0 •• 
<Vw02 
4 
_Eo 
ET? 
H P /I A , .2 4 w o L 
The optimal conditions for MHOHG can be predicted by the classical equations [5.1, 5.2, and 5.3]. 
The first hypothesis to look at is the maximum acceleration, which in the classical limit should 
generate maximum radiation (123). One can obtain Z(max) at phase (ui^t + K) = TT from Equa-
tion. [5.1]. This results the velocity Z = E0sin(K)u0 with a maximum Z(max) = E0/u0 for 
K = TT/2. The obtained energy is 
Z2 E 2 
Emax = ~z- = -^-p. = 2Up [5.6] 
One can obtain the corresponding minimum distance required by the electron to collide with a 
neighboring ion as follows: 
Z(t) = a 0 [ - l + w0«] = " o k / 2 - 1] = 0.57a0- [5.7] 
Hence the maximum acceleration criterion gives a maximum harmonic order Nmax = 2Up/uQ at 
an internuclear distance R = 0.57ao during a quarter cycle TT/2UQ. 
The next step is to recombine the electron with the parent ion. The phase requirement for 
maximum velocity is u0t + K = 3TT/2, consequently yields the transcendental equation (37r/2 — 
K)sin(K) = COS(K). The solution of this transcendental equation is K = 0.08-n", Z(max) = 
1.26-Eo/wo- The obtained maximum energy is 
Emax = 3.17UP [5.8] 
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Such an easy form of classical model explains the theoretical order cutoff law for HHG in atoms 
by recollision 
Nraax = (3.17Up + Ip)/u0 [5.9] 
where Ip is the ionization potential. It is important to note that in the molecular case, collisions 
will occur both with parent ion and with neighboring ions as in Equation [5.6] that leads to 
extended cut-off in MHOHG at large R. 
5.2 Gauges for representation of high-order harmonic gen-
eration 
The harmonic power spectrum S^(u) can be described in three alternative forms (124): S$(u>) 
equal to the squared magnitude of the Fourier transform (FT) of the expectation value of either 
the dipole moment (Dz(t)), the dipole velocity (Dz(t)) or the dipole acceleration (Dz(t)). 
S((u) = \D((UJ)\2, [5.10] 
£>c(w) = / ' dt e<-*^ (Dc(t)) , [5.11] 
Jt, 
D&) = <C(*)> = Drf) = W)ICI*(0> . C = ~z = -z = -z. [5.12] 
Equations. [5.11] and [5.12] define the harmonic spectra such that they do not depend on the sign 
of C, so one can suppress the minus sign, but referring to the coordinate z loosely as the dipole 
moment must be continued to remind the absent minus sign. 
The dipole velocity is 
Dz(t) = z = (i)-1 [z, H] = 8H/dpz = pz, [5.13] 
where Pz is the z component of the relative momentum. Then one can write the expectation 
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value of the dipole velocity as 
Dz(t) = (z(t)) = (^(t)\Pz\<H(t)) = -i J drV(r,t)^(r,t). [5.14] 
The dipole acceleration can be written as 
z = (i)-l[z, H] = (i)~l[pz, H] = dH/dz. [5.15] 
f dV 
Dz(t) = (z(t)) = ~ W ) l V # - E(t)\*(t)) = -i J dr**(r, t)-^*(r, t). [5.16] 
The following relationship between the dipole and dipole-velocity forms of harmonic spectrum 
was deduced (124): 
Sz(u) = (z(tf))2 - 2u(z(tf)).Im{ei^z(u)] + u2Sz(u) [5.17] 
Similarly, the following relationship holds between the dipole-velocity and dipole-acceleration 
forms of the harmonic spectrum: 
Sz(u) = ~(z(tf))2 + 2u3.(z(tf)).Re[eiutfz(u)} + u2Sz(u) [5.18] 
Equations. [5.17] and [5.18] clearly show that the three forms of harmonic spectra with proper 
scalings by powers of u) can be identical, or can be different radically, depending on the final 
values of (z(tf)) and (z(tf)}, whether these values are zero, or nearly so, or are quite different 
from zero. If (z(tf)) « (z(tf)) « 0, then the three forms are equivalently related by the expression 
SZ(OJ) « uo2Sz(u) « OJ4SZ(U). [5.19] 
So the various harmonic spectra will be defined as 
G » = SZ(U)/T2, [5.20] 
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Gz(u) = S » / r V , [5.21] 
Gz(u) = SZ(UJ)/T2UJ4. [5.22] 
where r is the total pulse duration. 
5.3 Numerical calculation of M H O H G spectra of H2 from 
3-D TDSE 
As mentioned in the previous section the harmonic spectrum D^(co) radiated by a system is 
proportional to the absolute square of the Fourier transform, FT, of the dipole acceleration, 
Equation. [5.16] 
Dz(t) = (z(t)) = <tt(0| - z\W)) = W ) | W ( r ) + E(t,)\*(t)) > [5-23] 
this represents the dipole acceleration achieved by Ehrenfest's theorem (125). V(r) is potential 
energy of the system given by Equation. [2.19] for diatomic two-electron systems. The FT of 
the electric field is the second term of the above equation, whose contribution to the harmonic 
spectrum is restricted to the fundamental harmonic. 
Dz(t) = {*(t)\(d/dzi + d/dz2)V(r)\^>(t)) + E(t) W ) | * ( i ) > • [5.24] 
For diatomic two-electron systems V(r) is given in Equation. [2.19], 
\n \ Za Za Zb Zb 
V(r) = z; =; =: =;—, 5.25 
fl + R/2 f2 + R/2 fi-R/2 fi-R/2 
y, s _ 2Za 2Za 2Zfc 2Zb 
[r)
~ Rfo + m) Rfo + m) R(Zi-vi) i ? ( 6 - % ) * [ J 
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For homonuclear molecules, Za = Zb = Z, thus 
4Z 6 AZ £2 V(r) = - ^ 7 7 2 ^ 2 - -» , ,2 ,2 = ^ 1 ( ^ 1 ) + V2(£2.r?2). [5.27] 
" (cji - »7i) w ( 6 - %) 
From this one can obtain 
€1 +l™ = "i[w^f [~^2-m*+ %2) + 2e{1 ~^H] 
+
 ( 6 2_ 1 7 f e 2 ) 3 [~%(62 - 1)(62 + %2) + 262(1 - r?22)%] j , [5.28] 
D(£,
 V) = u 2 1 2,2 [-r?i(62 - 1)(62 + %2) + 2£i2(l - 'm2)rii] • [5.29] 
By replacing Equation. [5.29] in Equation. [5.28] we obtain 
(£+£>K(r>--f{<^D<*-*>+<^B<fc*>}- |5-301 
Now we can evaluate the first part of Equation. [5.24] 
Dz(t) = ^>(t)\(d/dzi + d/dz2)V(r)\<H(t)) 
= f dVidV2V*(ri,r2,t) (d/dzi + d/dz2)V(r) * ( r l 5 r 2 , i ) 
TOJ>l/tilJ>2f»2 
= Y ^ $ * , , , , , Cil £> m' , ! / ; ,^ ,^ ,^ ^ /,x rj- 01] 
/ ,, ^ m'yi,ll'1,l/2,lll2\b) ^ Zm,Vl,jl,i,V2,ll2 ^™;Vl,lll,V2,ll2\1)- [U.OIJ 
134 
where 
z
m,1^1,1X1,1/2,^2 -^JdVidv2([i + s,spp12} x u^'(^i) vg{m) u%&) vg(V2) 
1 
-D(ti,Vi) + -D(^2,m) 
V ^ i 2 - ^ 2 ) (6 2 - r /2 2 ) 
x h i + e^Pn] x [ /£&) V^fa ) t/™(6) V£(% 
2?r 
im!(fa-fa)\ /pim{fa-fa) I , ,p-im(fa-fa)* 
x f ± i ^ ] = o, 2TT 
[5.32] 
then it becomes 
p mviixiV2H2 
z
m'u'lij,fiu2ii2 - ( ^ ) ^m',m(l + 'fiSm,0)(^)6N2l(D(^,Vi)) 
U%'\e2\UZ) (vg\VZ) - (U%'\U%) (vg\r£\V£ 
+ (D(b,V2)) 
Trm'\t2\Trm\ / T / m ' l l / m \ _ jjm'\Tjm\ / \/m'\ 2\xrm U
»[ 14.1 \Vvi ) \ Vx I V / \ ^ \U»i / X Vi 1^1 I Vi 
+ £^£p[(^i,/ii) ^ (^ 2,M2)] , [5.33] 
where 
(D(Z3,V3)) 
/
+oo /.+1 
dtjU%'\QUZ&) J V%'(T,3)D(Z3,r,3)VZ(r,3), j = 1,2. [5.34] 
This integral [5.34] is evaluated numerically by applying the Gauss-Legendre quadrature as ex-
plained in Chapter 2. In order to calculate the harmonic spectrum via dipole moment (Dz) and 
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dipole velocity (Dz), one has to replace ( by — z or z in Equation. [5.12] respectively as 
Dz(t) = (V(t)\(z1+z2)\y(t)) 
= [dVidV2y*(n,r2,t)(zi + z2)y(n,r2,t) 
mviv,iv2n2 
— V ^ V&* , , , , , (f) D r n ' y ^ y ^ gy (f\ rr , H 
~ /__, *m,yi,ll[y2,ll2\''J ^m, !^ , /* ! ,1 / 2 ,M2 m'l/l'lll'u2,fi2\'y)t [O.DO\ 
and 
Dz(t) = ^(t)\(d/dzi + d/dz2)\^(t)) 
= JdVidV2 V*(ri,r2,t) (d/dZl + d/dz2) V(ri,r2,t) 
muijj.ii>2li2 
— V ^ Vj>* , , , , (t) V) .m'K^'l,V2^2 * (f\ f5 Qfil 
~ / > * m ' y x y x y 2 y 2 V - ) ^ m , ^ , / ! ! , ^ , ^ ^m,vi,m.U2,H2\L)- [O.OV)\ 
m'i/'i^[i'2n'2 
The evaluation of matrix elements of D^'^^f2 and DimX\'^,'^f} a r e s i m i l a r to Equation 2.67, 
except here the complex conjugation has to be taken into account for the wave function completely. 
5.4 M H O H G spectra of H2 for different intensities at Re 
The harmonic spectra of H2 at equilibrium distance Re = 1.4 a.u. from both dipole acceleration 
[5.23] and dipole velocity [5.36] have been plotted in this section. The results correspond to 800 
nm (u>0 = 0.057 a.u.) and 6 cycles laser pulses at different intensities (1014 - 5 x 1014 W/cm2). 
The general characteristic feature of all these figures is a sharp decrease of the first few harmonics, 
followed by a plateau which terminates with a cutoff that specifies the highest harmonic order 
that can be obtained. This highest harmonic order Nmax can be estimated analytically from 
semiclassical model [5.9] as follows: 
1. I = IO14 W/cm2, u0 = 0.057a.u., 6 cycles (Figures 41 (a) and 41 (b)): 
TT — ML — (5.33xv / iQi4)2 _
 0 Q 0 2 8 _ 
UV 4u,0 ~~ 0.013 ~~ 0.013 — V - ^ 
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AT _ 0.69+0.6 _ 1.28 _ 9 9 r 
^max
 0 0 5 7 — 0.057 ~ z z ' ° 
2. I = 2 x IO14 W/cm2, w0 = 0.057a.u., 6 cycles (Figures 42 (a) and 42 (b)): 
rr
 = ML = (5.33xV2xl014)2 _ 0,0057 _ n 44 UP 4ui0 0.013 0.013 U 
N = 1.37+0.6 = 1 9 7 . = 3 4 R 
^max
 0 0 5 7 0.057 ° ^ u 
3. I = 3 x IO14 W/cm2, w0 = 0.057a.u., 6 cycles (Figures 43 (a) and 43 (b)): 
rr — M. — (5.33XV3X1Q1")2 _ 0,0085 _ n fifi 
UP 4ui0 0.013 0.013 U U U 
M
 = 2.1+0.6 = ^66_ = 4 « 6 
ly
max 0.057 0.057 w u 
4. x / = 4x IO14 W/cm2, w0 = 0.057a.u., 6 cycles (Figures 44 (a) and 44 (b)): 
rj ML — (5.33xV4xl01 4)2 _ Q.Qll _ n 0 7 
UP 4ui0 0.013 0.013 U ' ° ' 
nj _ 2.74+0 6 _ 2.66 _ CQ 
^max — 0 057 — 0.057 ~ OV 
5. I = 5 x IO14 W/cm2, w0 = 0.057a.u., 6 cycles (Figures 45 (a) and 45 (b)): 
rr — ML — (5-33X\/5xl014)2 _ Q.014 -•
 n q 
UP 4w0 0.013 0.013 X ' U y 
\T _ 3.43+0.6 _ 4.03 __ nr\n 
I*max — Q.057 — 0.057 ~ / U ' 
The analytical estimation of the location of cut-off agrees with our numerical results (Figures 41 
- 45). Another feature of these harmonic spectra of symmetric diatomic molecule H2 is that 
only odd harmonics appear in the total spectra of the molecule due to existence of inversion 
center. A minimum is found around harmonic order 40 for laser intensities I = 4 x IO14 W/cm2 
(Figures 44 (a) and 41 (b)) and I = 5 x IO14 W/cm2 (Figures 45 (a) and 45 (b)) due to destructive 
intramolecular interference. The location of this destructive interference agrees with analytical 
estimation (126): 
RcosX = (2m + l)-, m = 0 , l , - - - , [5.37] 
A is the wavelength and x is the angle between laser polarization direction and intramolecular 
axis. The harmonic order corresponding to this minimum can be obtained from Equation [5.37] 
as follows (x = 0, m=0, R = Re = 1.4 a.u.): 
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(a) 
(b) 
1=1014 W/cm2 
5 10 15 20 25 30 35 40 45 
Harmonic Order 
10 15 20 25 30 35 40 45 
Harmonic Order 
Figure 41: Harmonic spectrum obtained from: (a) dipole acceleration log [SJ;(W)]; (b) dipole 
velocity log [<Si(w)] for H2 at Re = 1.4 a.u. with laser peak intensity 1= 1014 W/cm2 and w0=0.057 
a.u. for 6 cycle laser pulse. 
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(a) 
(b) 
5 10 15 20 25 30 35 40 45 50 
Harmonic Order 
20 30 40 
Harmonic Order 
Figure 42: Harmonic spectrum obtained from: (a) dipole acceleration log [S^w)]; (b) dipole 
velocity log [-S'i(w)] for H2 at Re = 1.4 a.u. with laser peak intensity 1= 2 x 1014 W/cm2 and 
w0=0.057 a.u. for 6 cycle laser pulse. 
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R = A/2 =>• A = 2.8 a.u., h = £ (a.u. ) => h = 2 TT 
P = f = | f = 2.24, Ek = % (a.u.) = 2.5 
/io; = Ek =>- w = 2.5 => n (harmonic order) = g 2 ^ = 43 
Our results for harmonic spectra for all these intensities show a sharp decrease of the first few 
harmonics, followed by plateau region followed by a sharp decrease in the harmonic spectra and 
confirming a cut-off law (68). Further analysis of the results needs time-profile analysis, using 
a Gabor transform of the harmonic spectrum. Furthermore these harmonic spectra have been 
obtained by using a real basis set, so the region beyond cut-off needs to be more clarified. This 
calls the necessity of using complex basis functions, so one can have a smoothed cut-off region. The 
minimum at the harmonic order around 43 due to destructive interference between two nuclei can 
be investigated by calculation of harmonic spectra originated from each nucleus separately (43). 
Furthermore, in the molecular systems the ionized electron has two possibilities: it can recombine 
with the parent ion from which it is initially ionized or it can recombine with the neighboring ion. 
In order to examine the effect of electron-electron interactions on high-order harmonic generation 
in delocalized systems, the harmonic spectrum at larger R (than the equilibrium internuclear 
distance) should be performed. The two-electron effects produce longer plateaus at the large 
internuclear distances, thus enhancing harmonic generation well beyond the atomic maximum 
order cutoff law (Ip + 3.17UP). What we have mentioned in this paragraph are the work still in 
progress. 
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(a) 
(b) 
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Harmonic Order 
10 20 30 40 50 60 70 80 
Harmonic Order 
Figure 43: Harmonic spectrum obtained from: (a) dipole acceleration log [5^(w)]; (b) dipole 
velocity log [<Si(w)] for H2 at Re = 1.4 a.u. with laser peak intensity 1= 3 x IO14 W/cm2 and 
w0=0.057 a.u. for 6 cycle laser pulse. 
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(a) 
(b) 
1 1 0 
10 20 30 40 50 60 70 80 90 
Harmonic Order 
=4x1014 W/cm2 
10 20 30 40 50 60 70 80 90 
Harmonic Order 
Figure 44: Harmonic spectrum obtained from: (a) dipole acceleration log [S^w)]; (b) dipole 
velocity log [^(w)] for H2 at Re = 1.4 a.u. with laser peak intensity 1= 4 x IO14 W/cm2 and 
w0=0.057 a.u. for 6 cycle laser pulse. 
142 
(a) 
(b) 
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Harmonic Order 
40 60 80 
Harmonic Order 
Figure 45: Harmonic spectrum obtained from: (a) dipole acceleration log [52(w)]; (b) dipole 
velocity log [^(w)] for H2 at Re = 1.4 a.u. with laser peak intensity 1 = 5 x IO14 W/cm2 and 
wo=0.057 a.u. for 6 cycle laser pulse. 
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Chapter 6 
Complex integration steps in 
decomposition of quantum exponential 
evolution operators 
A. D. Bandrauk, E. Dehghanian, H. Lu 
Laboratoire de Chimie Theorique, Faculte des Sciences, Universite de Sherbrooke, 
Quebec, J1K 2R1, Canada 
Chemical Physics Letters 419 346-350, (2006) 
Split operator methods are widely used methods to solve partial differential equations like TDSE 
with exponential solutions. I proofed the accuracy orders of new split operators with complex time 
steps which have high order accuracy. I checked numerically the convergence and the accuracy 
order of these new propagators based on its application for the numerical solution of TDSE (ID). 
For this purpose I modified the code which had been originally written by Dr. H. Lu. and used 
the new high order accuracy propagators with complex time steps. 
Abstract 
We generalize previous high order exponential split operator methods for solving time-
dependent Schroedinger equations (Chem. Phys. Lett. 176, 428 (1991)) by introducing 
complex integration steps (a + ib) with real positive part a. We show that this new 
procedure avoids real negative steps which occur generally in high order split operator 
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methods. New highly accurate splitting schemes are thus derived and the efficiency of 
these is demonstrated in the calculation of the eigenstates of the one-electron molecular 
ion H2 . 
6.1 Introduction 
The time-dependent Schroedinger equation, TDSE, is a linear partial differential equation which 
can be solved for multidimensional systems by Feynman path integration methods as a means 
of describing time-dependent dynamics via the time evolution operator exp(—iHt/h) (3). Cal-
culation of the exponential operator or matrix is achieved by factorization for time independent 
Hamiltonians H (2) and also time dependent ones, linear (1) and nonlinear (4). Alternatively 
by analytic continuation, into imaginary time, T = it one can treat in similar fashion statistical 
mechanics of quantum systems via the Boltzman operator exp(—/3H), where (3 = (kT)~l (5). 
A considerable number of other problems such as Liouville equations both in classical mechan-
ics (6) and in quantum mechanics (7) involve exponential evolution operators. In many cases 
the exponential operator is the sum of two non commuting operators A and B for which each 
exponential exp(tA) and exp(tB) can be calculated exactly. Thus factorization or decomposition 
methods of the exact propagator exp[t(A + B)] with high order accuracy have become of consid-
erable interest in the study of the time dependent evolution or statistical mechanics of quantum 
systems. In particular high order symmetric decomposition schemes were developed early on for 
quantum systems (2, 4), (8, 9). 
Such symmetric decomposition schemes are closely related to explicit symplectic integrator schemes 
of classical mechanics (10). As an example the simplest factorization of second order accuracy 
e-XH = e-XV/2e-XT e-XV/2 + 0 ( A 3 } = ^ [ ( u ] 
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where H = T +-V has become a standard evolution operator in statistical mechanics (A = /3/n) 
and quantum mechanics (A = it/nh) where n is the number of iteration steps. 
Development of higher order accurate integration schemes involves decomposing the exact expo-
nential operator exp[t(A+B)] into larger numbers of individual exponential operators exp(tA) and 
exp(tB). However such higher order decomposition schemes involve negative coefficients A (1, 2), 
(8, 9). In the case of imaginary time it, an equivalent statistical mechanical problem, Suzuki has 
pointed out that exponential operators exp(-xA) for x < 0 and A positive unbounded opera-
tor create instabilities (blow up) in quantum integration schemes (8). He has shown that such 
negative steps can be circumvented by introducing into the simple exponents in Equation [6.1] 
higher order commutators [A, B]. This involves introducing gradients of potentials V or equiva-
lently force terms in the decompositions. A further analysis of high order decomposition schemes 
involving high order gradients has now been performed (13). 
In the present work we derive and examine the accuracy of new integrators with the general 
complex time steps a+ib where a is always positive. We apply this to calculating the energy of the 
ground electronic state of H2 where complex time integration is an efficient method of obtaining 
such eigenvalues commensurate with particular discretization schemes in time-dependent problems 
(12). 
6.2 Complex t ime decomposition of TDSE's 
The 1-D electron TDSE in atomic units, a.u. (e = h = m = 1) is written as 
. e ^ t )
 = [ _ I | 1 + V(xM(x. t) = (A + BW(x, t), [6.2] 
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where A = —\-§^ ', B = V(x). For time independent potentials, the solution is 
ip(x,t + At) = e+x(A+B)ip(x,t), X = -iAt, [6.3] 
= S(X)iP(x,t), 
whereas for time-dependent V(x, t) one must introduce time-ordering operators (1). A symmetric 
fourth-order accurate decomposition of S = exp[X(A + B)], S4 is obtained as a product of three 
second-order S2 (Equation [ 6.1]) operators with time steps 7A and (1 — 27)A, [2] 
gB
 = e7AB/2e7A^e(l-7)AB/2e(l-27)AAe(l-7)AB/2e7AAe7AB/2_ rg^i 
Permuting A with B gives another fourth-order operator S4. Both involve seven exponential 
operators with three kinetic energy terms, A=T in S^ but four such terms in S±. The accuracy 
of this decomposition is obtained from 
S-Sf = ^[A + 2B,[A + B}](2j3 + (l-2rf) 
+ | | ( 3 7 3 - 672 + 3 7 - l/2)[-2A2[A, B] - A[A, B)B • • • ] 
+ 0(A5). [6.5] 
Cancellation of corrections of 0(A3) and 0(A4) occur simultaneously for real values of 7 = 
(2 —21/3)"1, thus ensuring fourth order accuracy. Recently following Suzuki's work (8), Chin has 
also obtained fourth order accuracy decomposition with seven exponentials but involving gradi-
ents of V (11). The middle exponential in [6.4] contains the factor 1 — 27 = — 21/37 which is 
negative whereas introducing gradients of V results only in positive coefficient exponents (11). 
However for electron-nuclear dynamics in molecules, gradients of Coulomb potentials are highly 
singular and produce numerical instabilities (12). We will therefore look for decomposition 
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schemes without gradients and where no negative coefficients 7 or time steps 7A occur. As we 
show in this work this is possible with complex y = a + ib and a > 0. 
We note that SB, a seven exponential operator, Equation [6.5] can be written as 
gB
 = e7AB/2e7A.4e7*AB/2e(l-27)AV*AB/2e7AVAB/2 + Q ^ 
7* = 1 - 7 , 7 = ( 2 - 2 1 / 3 ) " 1 . [6.6] 
Based on this observation we construct a new five exponential third order operator SB, (exchang-
ing A with B gives SA) 
SB = e-yXB/2eyXAe\B/2eTXAe-y'XB,2t ^ 
S-S* = j ( - 3 7 2 + 3 7 - 1)(\[[A, B],B}- \[A, [A, B}}) + 0(A4). [6.8] 
The 0(A3) error is cancelled by choosing 7 = | (1 ± i/y/3). 
It is to be noted that the new SB, Equation [6.7] with 7 = a + ib, a = ^, b = —7=, can be written 
equivalently as the product of two S2s with complex 7's, 
SB = ^XB^^XA^XB^^XB^^XA^XB^^ [gg] 
= SB'(1)*SB'(1*) + 0(\% [6.10] 
since 7 + 7* = 1. 
Equations [6.6] and [6.10] bring out the central role of the second order operators S2 = elXBeXAe'1'XB, S2 
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eiXAeXBei*XA which are second order accurate (0(A3)) as in Equation [6.1] with 1 = \- We show 
next that as suggested by Equations [6.7], [6.10], combinations of these 52's with complex 7 = a+ 
ib, and a > 0, gives new high order evolution operators. 
Thus combining S2 and Sf gives 
S'3 = \(SB + SA) = I ( e ^ V V * A B + e^XAeXBe^XA). [6.11] 
S-S'3 = f ((37 2 - 3 7 + l)(A[A, B] + B[B, A] + [A,B]B + [B, A] A)) + (9(A4). 
S'3 is of third order accuracy (0(A4)) for 7 = | (1 + 4=). Equation [6.11] suggests a new five 
exponential operator similar to Equation [6.10], 
S l = (e7AB/2eAyt/2e7-AB/2)(e7-AB/2eAA/2e7Afl/2) [ g ^ ] 
= S2 3(A/2)*Sf(A/2) + 0(A3). [6.13] 
S2 = (e7A^/2eAB/2e7*A^/2 ) (e7*A^/2eAB/2e7A^/2 ) j g ^ 
= S24(A/2)*S24*(A/2) + 0(A3). [6.15] 
Combining S3 and S2 gives a new fourth order accurate evolution operator 
S ' ^ ^ + S2), [6.16] 
S - S'4 = (^)[(37 2 - 37 + l)(BA2 + B2A + AB2 + ---)] 
+ (^ ) [ (37 2 - 3 7 + l)(B3A + BA3+ •••)} + 0(A5). [6.17] 
149 
Thus for 7 = a + ib, a = 1/2, b = -77=, errors of order A3 and A4 cancel identically. 
We summarize this section by emphasizing that the introduction of complex integration steps 
7 = a + ib with a > 0 allows for the construction of new high order evolution operators or equiv-
alently integrators. Equations [6.7] and [6.11] are new third order accurate integrators whereas 
Equation [6.16] is a new fourth order accurate integrator. Of note is that Equations [6.7], [6.11] 
and [6.16] all have the same complex integration steps 7 = a + ib, a = 1/2, b = -7=. 
6.3 Comparison of numerical integrators 
We enumerate the pairs of integrators with second, third and fourth order accuracies for later 
numerical comparison: 
SA = e ^ W * A A + (0(A3)), 7 = \, [6.18] 
Sf = e<x BeXAei'XB + (0(A3)), 7 = 1, [6.19] 
SB =
 e^B/2elXAeXBI2erXAeYXB/2 + {0(\A)), 7 = I ( 1 ± - * ) , [6-20] 
2 v 3 
S'3 = I(e7ABeA/le7*AB + ^XA^B^XA} + (0(A4)), l=\(l± ^ = ) , [6.21] 
2 2 y/3 
gB
 = e7AB/2e7A4e(l-7)AB/2e(l-27)AAe(l-7)AB/2e7AVAB/2 + (Q(\5)), [6.22] 
7 = ( 2 - 2 1 / 3 ) - i , 
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S ' 4 = i (e7AB/2eA^/2e7-ABeA^/2e7AB/2 + ^2^/2^'XApXB^XA^ + (0(A5)), 
•"Vm • i6-231 
For classical and quantum systems, A = T, the kinetic energy whereas B = V is a potential energy. 
Kinetic energy exponentials, exp(tA) can be propagated efficiently by Fast Fourier Transform-FFT 
methods (1). The potential energy exponentials exp(tB) involve simple numerical evaluation of 
the exponentials except for the case of basis set expansions where then exponentials of matrices 
must be calculated (4). In the present letter we shall compare accuracies and efficiencies of the 
integration schemes (18 — 23) for finding the ground state energy of H j molecular ion [4]. This 
is achieved by propagating the TDSE evolution operator exp(itH/h) in imaginary time t = +ir 
to give the operator exp(—TH/h) which converges for large r to exp(—TE0/h) thus giving the 
ground state energy E0. Comparing the third order accurate operators SB and S'3, we note that 
SB involves two kinetic energy exponentials and therefore two FFT's whereas S'3 which is the 
average of two ,S2's involves three kinetic energy exponentials and therefore three FFT's and so 
on. 
Numerical comparisons of tests of convergence and efficiency are presented in Figures. 1 for the 
ground state of a 1-D Born-Oppenheimer (static nuclei) H2 (the number of FFT's appear as 
(m) = NFFT)- First we define the error at each spatial point xt, for two different time steps At 
and At/2, 
error(xt, At) =| ^(xt. At) - ip(xu At/2) \ . [6.24] 
The total error for a spatial discretization in N points we define from the L2 — norm of Equa-
tion [6.24] as: 
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error \= 
N . „i 1/2 
[6.25] 
• i \
 r 
\] (error(xi, At) J 
L i = l 
Assuming that ^(Ai) = ^(exact) + CA^™"1) in [6.24] gives from [6.25], 
log | error |= ?o 5 c ( l - ^ y ) + (n - l)log(At). [6.26] 
Figure 1 shows the linear dependence of the log \ error | vs log(At) which allows for the deter-
mination of the constants C and n tabulated'in Table 1, for numerical discretization with N= 
4096 spatial points xt. 
Table 1: Error parameters defined in Equation [6. 
s 
s? 
si 
S'* 
si 
si 
S'3 
si 
si 
J\FFT 
3 
4 
5 
2 
3 
3 
1 
2 
order of error 
5 
5 
5 
4 
4 
4 
3 
3 
(n) C 
0.5 
0.05 
0.07 
0.05 
0.03 
0.05 
0.07 
0.04 
Table 1 shows that the order of the error (n) for each integrator determined from the numerical 
algorithms agrees with the theoretical orders predicted by Equations [6.18, 6.19, 6.20, 6.21, 6.22, 
6.23]. 
We define next a cost function f(t), f(t) = NFFT/At which is ratio of the number of FFT's 
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J - l 
o 
e 
-8 
-10-
log(At) a.u. 
Figure 1: test of convergence for ground state of H2 (Equations [6.25, 6.26]). (m) corresponds 
to number of FFT's, A W -
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OX) 
o 
-0.5 1 — ' — i — ' — i — ' i ' — r 
-6 -5 -4 -3 -2 
log(Error) 
Figure 2: comparison of costs, (Equation [6.25]). (m) corresponds to number of FFT's, NFFT-
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Table 2: H2 ground state energy 
At (a.u.) 
si 
si 
s'4 
si 
oA 
°3 
S's 
si 
Si 
0.0075 
-1.4782382660701 
-1.47823826597189 
-1.4782382659102 
-1.4782382659081 
-1.4782382659060 
-1.47823826928 
-1.478238571187 
-1.47823857118 
0.015 
-1.47823826856 
-1.47823826698 
-1.47823826599 
-1.47823826596 
-1.47823826592 
-1.47823829240 
-1.47823948696 
-1.47823948696 
0.03 
-1.47823830900 
-1.47823828314 
-1.47823826726 
-1.47823826679 
-1.47823826626 
-1.47823847019 
-1.47824314909 
-1 47824314909 
0.06 
-1.4782389994606 
-1.4782385429141 
-1.4782382860885 
-1.4782382799255 
-1.4782382716209 
-1.4782397886122 
-1.4782577817690 
-1.4782577817690 
0.12 
-1.4782657949300 
-1.4782427704882 
-1.4782385446463 
-1.4782384819541 
-1.4782383544867 
-1.4782489621413 
-1.4783160677001 
-1.4783160677001 
for each integrator S to the time steps At. The comparison of relative efficiency is illustrated 
in Figure. 2 (we have indicated in parentheses (m) = NFFT for each integrator) where we plot 
logf(t) vs log \ error |. For low error (> IO-3) the simplest second order accurate integrator 
S2 is preferred as it has the lowest number of FFT's, i.e., one only. For error less than IO -3, 
the integrator Si with two FFT's seems to be optimal over a wide range. Si with three FFT's 
becomes optimal for errors less than 10~4. The new propagators S'3 and S'4 with complex s time 
steps perform well for error less than 10 -5 . In particular, S'4 with five FFT's remains parallel to 
Si with three FFT's over the whole range of the present simulations. 
Finally in Table 2 we report the ground state eigenvalues of the 1-D H2 at equilibrium obtained 
from the various integrators S, Equations [6.18, 6.19, 6.20, 6.21, 6.22, 6.23]. It is clear that for 
time steps At > 0.03 a.u., 5 th order decimal accuracy is maintained by all integrators. 
6.4 Conclusion 
In conclusion we have derived new integration schemes based on exponential decomposition of 
evolution operators. We have shown that in order to avoid negative time steps, complex time 
steps a + ib with positive real part a > 0 can give very accurate wave functions as illustrated in 
Figure. 1 with high order efficiency for small errors as illustrated in Figure. 2 Of note is that the 
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new operators S,34,B (Equation [6.20]), S^ (Equation [6.21]), S'4 (Equation [6.23]) have all been 
obtained from combinations of lower order S2' (Equation [6.18, 6.19]) with complex 7 = a + ib 
and a > 0. This suggests that these low order operators with complex time steps are basic 
generators of higher order accuracy exponential integrators. 
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Conclusion 
In the first part of this work a new full 3D correlated two-electron ab-initio calculations for di-
atomic systems including the symmetric molecular hydrogen H2 and its extension to nonsymmetric 
molecule HeH+ have been developed and implemented. The Born-Oppenheimer approximation, 
dipole approximation and the classical description of laser field are the only approximations in-
volved in our method. We used numerical spectral methods of configuration interaction (CI) type 
to solve stationary Schrodinger equations (SSE) via expansion of two-electron wave function on 
basis of associated Laguerre polynomials and Legendre functions. Since the resonance states are 
the intermediate states with long enough life times, so the true description of these states should 
account for the decaying characteristic of these states. In order to describe these resonance states 
correctly we applied the complex scaling method on our basis function expansion in the solution 
of the SSE's. 
From solving SSE's we have been able to compute the energy level of the ground states, many 
high lying excited states, double excited states, and transition dipole moments. The accuracy 
of our results shows the efficiency of our numerical method and the wave function expansion. 
However the convergence of the CI expansion method is usually poor due to cusp in two-electron 
wave functions, particularly for ground state, independently of the type of radial functions used, 
as both the number of radial functions and angular partial wave are increased. The accuracy of 
the method increases with the asymmetry of the state. Since the initial state of a time-dependent 
Schrodinger equations (TDSE) is a given molecular state or the superposition of such states, 
solving TDSE requires prior solution of SSE's which allows for the description of these molecular 
states. 
For two-electron molecular systems, the time integration of TDSE is very hard to perform and 
time consuming and requires high order numerical integration methods. Thus we solve TDSE's 
by using high-order Runge-Kutta method with adaptative step size. In the case of TDSE's the 
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complex scaling of the basis function also prevents the reflection of the wave function during time 
propagation, so smaller basis expansion is sufficient to study laser induced physical phenomena. 
The preliminary results for total ionization show very good accuracy. We have implemented our 
CI based algorithm for the solution of SSE's and TDSE's -for diatomic molecules, the symmetric 
case (H2) and the nonsymmetric case (HeH+), based on FORTRAN77. Our algorithm is highly 
optimized and also we parallelized it with OPENMP method, so it is very efficient. Then by having 
the final wave function at the end of laser pulse for diatomic molecule and the corresponding 
energy levels of one-electron system in hand we used projection method to compute single (SI) 
and double (DI) ionization probabilities at the end of a laser pulse. 
Our results for ionization and excitation probabilities (at A = 800 nm and 400 nm) as a function 
of internuclear distance R show a strong evidence of enhanced ionization EI and enhanced exci-
tation EE in both single and double ionizations, as well as single and double excitation, as the 
internuclear distance R of diatomic systems (H2 and HeH+) increases from the equilibrium value 
Re. The enhancement of all these molecular processes exhibits a maximum at a critical distance 
Rc which can be predicted from simple electrostatic and recollision models. We also computed the 
molecular high-order harmonic spectra, MHOHG, for H2 at different laser intensities and show 
it satisfies a cut-off law. The future applications and the extensions of this work are very wide, 
ranging from molecular structure calculations to multiphoton phenomena, let us mention some 
ideas: 
1. By further approximations our numerical methods are applicable on larger molecular sys-
tems with more than two electrons. 
2. Time-profile analysis, using a Gabor transform of the harmonic spectrum of H2 will be 
useful for further investigations. This will help the better understanding of recombination 
time of the electron which is crucial for interpreting the features of harmonic spectra. 
3. MHOHG have been calculated at Re for H2 molecule. The effect of internuclear distance 
can be investigated by calculating MHOHG at larger Rs. Calculation of MHOHG at Rc 
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will be useful to probe electron-electron correlation. 
4. MHOHG can be performed for nonsymmetric molecule HeH+ where due to the absence of 
center of inversion both even and odd harmonics will be presented in the harmonic spectrum 
of the molecule. 
5. Sine EI is observed for linearly polarized laser pulse, in this work we used laser pulse which 
is linearly polarized along internuclear axis. We can include different angle for polarization 
of laser pulse and investigate other molecular phenomena. 
6. This work was performed by using Born-Oppenheimer approximation. We can add nuclei 
motion to investigate the signature of nuclei. So far only ID calculations including nuclear 
motion have been done in the literatures (128). 
In the second part we have derived new integration schemes based on exponential decomposition 
of evolution operators. We have shown that in order to avoid negative time steps, complex time 
steps 7 = a + ib with positive real part a > 0 can give very accurate wave functions with high 
order efficiency for small errors. Of note is that the new operators S3 ' , 53 , S4 have all been 
obtained from combinations of lower order 5*2 ' with complex 7 = a + ib and a > 0. This 
suggests that these low order operators with complex time steps are basic generators of higher 
order accuracy exponential integrators and could be used to solve TDSE's with the advantage of 
conserving unitary. 
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Enhanced ionization of the H2 molecule 
driven by intense ultrashort laser pulses 
E. Dehghanian, A. D. Bandrauk 
Laboratoire de Chimie Theorique, Faculte des Sciences, Universite de Sherbrooke, 
Quebec, J1K 2R1, Canada 
G. Lagmago Kamta 
Department of Medical Physics, The Ottawa Hospital Cancer Centre, 
Ottawa, Ontario, Canada, K1H 8L6 
Physical Review A 81 061403(R), (2010) 
In this work new 3D fully correlated numerical algorithms for the solution of the TDSE for 
the symmetric and non-symmetric diatomic molecules H2 and HeH+ in interaction with intense 
ultrashort laser pulses were developed. I implemented these algorithms by Fortran programming 
language. Furthermore, I optimized and parallelized the algorithms in order to save computational 
time and memory. I performed the calculations concerning EI and EE of H2. I wrote the first 
draft of the paper that was revised by Prof. Bandrauk and Dr. G. L. Kamta. 
Abstract 
We report correlated two-electron ab-initio calculations for the hydrogen molecule 
H2 in interaction with intense ultrashort laser pulses, via a solution of the full 3-D 
time-dependent Schrodinger equation TDSE. Our results for ionization and excitation 
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probabilities (at 800 nm and 400 nm) as a function of internuclear distance R show a 
strong evidence of enhanced ionization EI, in both single and double ionization, as well 
as enhanced excitation EE, in single and double excitation, as the internuclear distance 
R increases from the equilibrium value Re. The enhancement of all these molecular 
processes exhibit a maximum at a critical distance Rc which can be predicted from 
simple electrostatic and recollision models. 
pacs: 33.80.Rv, 33.80.Wz, 33.80.Eh, 42.50.Hz 
As the internuclear distance of molecular systems driven by intense laser fields increases beyond 
the equilibrium internuclear distance Re, the ionization rate increases significantly, reaching a 
peak at some critical internuclear separation Rc, then decreases to atomic ionization rates for 
R-values beyond Rc in symmetric molecules. This phenomenon, known as charge resonance 
enhanced ionization, CREI, for symmetric molecules has been predicted by theoretical studies (1, 
2) and confirmed by various experiments (3). The theoretical investigation of CREI for symmetric 
molecular systems driven by intense laser pulses (1, 2) has been extended to nonsymmetric (4) 
molecules with only one active electron and is generally known as enhanced ionization EI. The first 
papers (1,2) arrived at a theoretical expression for the CREI critical distance Rc for one electron 
and has been generalized to 1-D models of symmetric 2-electron systems such as H2 (5, 6), Hg" (7) 
and H^2 (5). 3-D Born-Oppenheimer simulations for H2 (8, 9) have addressed the question of 
electron correlation in ionization and experiment has confirmed recollision dynamics in D2 and 
H2 (10). Recently a 2-D 2-electron model has confirmed the importance of electron correlation 
in HHG, high order harmonic generation (11). A previous 1-D comparison of single and double 
ionization in H2 as a function of R supported recollision (12) as an important mechanism (13). The 
role of intermediate ionic states H+H~ (14) as precursors to EI was emphasized in (5, 7, 8), (15). 
In this work, we solve the full dimensional TDSE for H2 molecule with two-active electrons driven 
by an intense laser pulse. Spheroidal coordinates are used with electron-electron correlations 
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included, and the TDSE is expanded in a basis of Laguerre and Legendre polynomials as for 
H2 (4). Results for the H2 molecule show that processes leading to the breakup of the molecule, 
i.e., single and double ionization, single and double excitation, are all strongly enhanced as the 
internuclear distance increases. We find that all these processes are maximum at nearly the same 
critical internuclear distance Rc and then they decrease for internuclear distances larger than Rc. 
A simple theoretical expression is derived for Rc in a similar formalism as for 1-D models (5, 7) 
and 3-D formalism (8). The TDSE for a two-electron diatomic molecular system with fixed nuclei 
is 
* J^(ri, r2, t) = (H + D(t))^(n.r2, t) [A.l] 
where tp(ri,r2,t) is the electronic wave function, H = Ke + V^ + Uc is the field free electronic 
P 2 P 2 ~* 
Hamiltonian, Ke = ^ + *f is the kinetic energy of two electrons, p3 = —iV, is the momentum of 
electron j . VN = — Za( — +—) — Zb(——h—) is the Coulomb attraction between the nuclei a and b, 
and the two electrons, where r3a = | r j+R/2 | (resp. rjb = |r\ — R/2|) denotes the distance between 
the nucleus a (resp. nucleus b) and electron j (j = 1,2). R is the internuclear vector, Za and Zb are 
the nuclear charges, r^  is the electron coordinate relative to the geometric center of the molecule. 
Uc = — is the electron-electron repulsion potential, where r\2 = |ri — r2| denotes the electron-
electron distance. D(t) is the Hamiltonian for the interaction of the molecule with the laser which 
is given by D(t) = E(t).(ri +r2) in the length gauge and by D(t) = A(t).(pi +p 2 ) in the velocity 
gauge. However except Fig. 1(a) and Fig. 2(a), only the velocity gauge is used in this work due to 
its rapid convergence (4). The vector potential of the laser field is A( t ) = A0f (t)sin(u>0t)ez where 
A0 is maximum amplitude, f(t) is the cosine square pulse envelope, LU0 is the laser frequency, and 
ez is the unit vector along the laser polarization axis z, which is assumed to be parallel to the 
internuclear axis. The electric field of the laser pulse is determined from A(t) as E(i) = — (J^)A(£) 
so the total field area is zero. Atomic units (a.u.) are used throughout this work. 
In order to solve the TDSE (A.l) we use prolate spheroidal coordinates (4) (£, n, </>), where 
£ = (?"i + r2)/R, f] = (fi — T2)/R and <f> is the azimuthal angle. The time-dependent wave function 
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is expanded in a basis as 
^(n,r2,t)= J2 «,£,/*(<) [1+ ^^12] 
m,/ui,/j2 
x uzfo) vzivi) */£(&) v™(m) 
pim{fa-fa) _j_
 £ e-im{fa-fa) 
* ( - l ) m TTT >A21 
where ^m,'^i,/t2,(0 a r e time-dependent coefficients. [1 + e^SpPw] is an antisymmetrization operator 
that projects onto singlet states in accordance with the Pauli exclusion principle (sp = +1 for 
singlet states), (e^ = +1 for S + states). P12 is an operator that exchanges the parameters (ni, 
Ui) and (JJL2, v2) in order to ensure the indistinguishability of the two electrons. Eq. (A.2) 
accounts for the fact that we are only dealing with £ states for which the projection of the 
total angular momentum M of the electron along the z-axis is zero. U™(£) and V™(n) are basis 
functions expressed in terms of Laguerre L^™), and Legendre polynomials PJ?(r}) (4) as U™(£) = 
Af™e-Q«-1)(f-l) |ml/2L2|™|nl(2a(^-l))andV;m(r?) = M™P™(rf). The basis indices take the values 
m = 0, ±1 , +2, • • •; [i = |m|, |m| + l, |m|+2, \m\+nmax and v = |m|, |m| + l, |m|+2, \m\+umax. The 
electron-electron correlation is included in our calculation by means of the Neumann expansion: 
1 A °° +l 
7- = !EE5^H(s<)Qinl(£>) 
1 2
 1=0 n=-l 
Plr\rii)Pln\m) em{^-^], [A.3] 
where SJ1 = ( — l ) " 2 ^ ^ + ")•]» £< an<^ £> a r e t n e l e s s e r a n d the greater values of £1, £2 respec-
tively. P™ and Q™ are associated Legendre function of first and second kind respectively (4). 
Projecting the stationary Schrodinger equation H$ = Ety and the TDSE onto the basis (A.2) 
lead respectively to the field free eigenvalue equation H\& = ESty and to the system of first-order 
differential equations 
t^S*(t) = (H+ g(t)T>)*(t), [A.4] 
where ^ is the vector representation of the wave function, g(t) = —iA(t) in the velocity gauge 
and g(t) = E(t) in the length gauge. S, H, D are the overlap, exact Hamiltonian and dipole 
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matrix respectively. The field free solution of the eigenvalue equation, H\P = ES*&, yields 
eigenvalues and eigenfunctions of H2 for each R, in particular, the initial state wave function for 
time-propagation of the TDSE. As discussed before (4), we further project the TDSE (A.4) onto 
the eigenstate representation where it becomes i-^^(t) = ( h + g(t)W)$(t). In this equation h is 
a diagonal matrix containing eigenvalues of the field free molecular Hamiltonian H and W is the 
dipole matrix in the eigenstate basis. In this representation, the wave function $(T) at the end of 
the laser pulse (at time t = T) is a superposition of probability amplitudes for finding the system 
in eigenstates of the field-free Hamiltonian, i.e., $(T) = ^  Ct(T)^z where <frt is the electronic 
eigenstate of energy E% and C%(T) is its probability amplitude. Single (Psi) and double (PDI) 
ionization probabilities are obtained by projecting the final two-electron wave function Vl/(ri, r2, t) 
as follows (13, 16, 17) 
mi,Ei m,2,S2 
P
°i=Y, EKCr(ri^2)|*(ri,r2,T))|2, - [A.6] 
m'i,£i m2,S2 
where 
^^(ri.ra) = N{^(n)^(r2) + ep^(v2)^(ri)} [A.7] 
is an antisymmetrized product of a bound (<P^(ri)) and a continuum orbital (<p™2(r2)) of H2 
where m\ and m2 are their angular momentum projections and Ei and £2 are their energies 
correspondingly. Similarly, 
C(r>.^) = WfaWfo) + ^ Sl('2)^(ri)] [A.8] 
is an antisymmetrized products of two orbitals of ¥i2 in which both electrons are in the continuum. 
The wave function (A.7) describes a two-electron state where one electron is still bound and the 
other is in a continuum state, whereas Eq. (A.8) represents a state in which both electrons 
are in a continuum. Therefore the single ionization probability in Eq. (A.5) is obtained as a 
sum probability amplitudes for all combinations in which one electron is in a bound state and 
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the other is in a continuum, and similarly for double ionization in Eq. (A.6) as a sum over all 
configurations where both electrons are in a continuum. Given that Eqs. (A.7) and (A.8) are 
uncorrelated, obtaining single and double ionization this way amounts to neglecting correlation 
in the final state. The above projection method for the extraction of single and double ionization 
yields satisfactory and practical results (16, 17, 18). 
In order to assess further information on the breakup of the molecule, we also compute the 
following quantities from the total two-electron wave function ^( r i , r 2 , ^ ) , equation (A.2) at the 
end of the laser pulse: The total ionization probability PTI is defined as the probability of finding 
the molecule in eigenstates of H2 with energies larger than the single ionization threshold Ip, the 
sum of probabilities for single and double ionization and double excitation, i.e., 
PTI = 1 - £ |a(T)|2, 
Et<Ip 
PTE = ^ | C ; ( T ) | 2 - | C i ( T ) | 2 , [A.9] 
E,<0 
and the total excitation probability PTE which is the sum of probability amplitudes for finding the 
electron in excited states below the double ionization state. |C2(T)|2 is the probability of finding 
system at the end of laser pulse in the electronic eigenstate of energy Et. The single excitation 
probability PSE which is the sum of probability amplitudes for finding the electron in excited 
states below the single ionization state becomes then 
PSE = £ \Ct(T)\2-\Ci(T)\2, 
El<Ip 
PDE = PTI-PSI-PDI, [A.10] 
and the double excitation probability is defined as PDE- Our results are summarized in Figs. 1 
and 2 for u = 0.114 a.u. and LO = 0.057 a.u. for various laser peak intensities. The convergence 
of results is assessed by increasing the basis size until results become relatively unchanged with 
further increase of the basis size. The results obtained from both length and velocity gauges agree 
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Figure 2: Total (PTE), single (PSE) and double (PDE) excitation probabilities of H2 by a 4 cycle 
laser pulse for two different frequencies and intensities (V; Velocity Gauge and L; Length Gauge): 
a) / = IO14 W/cm2, w=0.057 a.u. b) / = IO14 W/cm2, w=0.114 a.u. c ) / = 5 x IO13 W/cm2, 
w=0.057 a.u. 
(Fig. 1(a) and Fig. 2(a)) and this confirms the accuracy of our numerical procedure. We use laser 
pulses of intensities IO13 W/cm2< / <1014 W/cm2 with a total pulse duration of 4 cycles. We 
have also performed the calculation for 6 cycles and found that both ionizations and excitations 
maxima are independent of the pulse duration. The total PTI, single Psi and double ionization 
PDi probabilities of H2 vs the internuclear distance R are plotted in Figs. 1(a), 1(b), respectively, 
for the frequencies UJ — 0.057 a.u. and u = 0.114 a.u. by using the laser peak intensity 7=1014 
W/cm2. In both cases total, single and double ionization probabilities increase as we go to 
larger internuclear distances and at some critical point Rc -^  4.5-5 a.u. a maximum is reached 
(at u> = 0.057 a.u., Rc=6 a.u. for double ionization) which then decrease at larger internuclear 
distances. The EI behavior and critical internuclear distance Rc for lower laser intensity 1=5 x IO13 
W/cm2 and u = 0.057 a.u., Fig. 1(c), is almost the same as for I=1014 W/cm2 in Fig. 1(a). 
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The excitation probabilities in Fig. 2 show features similar to those of the ionization probabilities 
in Figs. l(a)-l(c): at higher intensity i=1014 W/cm2 total and single excitation are enhanced 
at the same critical distance (Pc=4.5 a.u.) as total and single ionization for both frequencies 
u = 0.057 a.u. and u = 0.114 a.u. but double excitation probabilities are enhanced at R=5 a.u.. 
At lower intensity 1=5 x IO13 W/cm2, ui = 0.057 a.u. total, single and double excitations are 
enhanced at Rc ~ 5 a.u. with a shoulder at R=7 a.u. for the single excitation. 
The most intriguing aspect of the results in Figs. 1-2 is the parallel behavior as a function of R of 
all ionization and excitation process probabilities: a common maximum at a critical distance Rc 
and parallel probability distributions around Rc for two different intensities and frequencies. The 
value of Rc ~ 5 a.u. for EI for single ionization probability Psi (A.5) can be estimated from an 
electrostatic model based on the creation of the precursor ionic state H+H" (5, 7, 8), (15) at the 
laser peak intensities. The energy difference AE between this ionic state H+H~ and the covalent 
(neutral) ground state in a field strength e is AE = £(HH) - E(H+H") = AIP - l/R - eR 
where A/p = 7p(H) — /p(H_) ~ 0.47 a.u., the ionization potential energy difference. —l/R is the 
coulomb attraction between H+H~ and eR is the electrostatic potential energy of H~ in the field 
e at distance R. Charge transfer from the covalent (neutral) HH state to the ionic state H+H~ 
and its subsequent ionization will occur at AE = 0. Thus at intensity / = 1014 W/cm2, £=0.053 
a.u., one obtains readily from above equation P c=5 a.u. in good agreement with Figs. 1-2. 
The second ionization probability PDI should reach its maximum at Rc ~ 4//p(H) ~ 7-8 a.u. as 
in H2 (1). Figs. 1-2 show that PDI have the same Rc as the single ionization Psi from H+H~. 
This is explainable by the recollision model, where second ionization occurs following recollision 
of the first ionized electron with the parent ion in atoms (12) and molecules (13). Thus since the 
first ionization PSI occurs at Rc — 5 a.u., the second ionization PDi and excitations PSE, PDE 
and possibly shakeup processes (19) are induced by this first process so all occur at the same Rc, 
a signature of recollision dynamics. Only E+ and E+ doubly excited states can be populated with 
linear parallel polarization. Such states are generally coupled by radiative transition moments 
which diverge as R/y/2 (1). Increasing intensities and internuclear distance will therefore increase 
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the population of such states as shown in Fig. 2. Such doubly excited states have been studied 
in (20) and could be mechanism for the unusual crossing of populations calculated in Fig. 2. 
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