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A theoretical optimization method of high-harmonic-generation (HHG) is devel-
oped in the framework of optimal-control-theory (OCT). The target of optimization
is the emission radiation of a particular frequency. The OCT formulation includes
restrictions on the frequency band of the driving pulse, the permanent ionization
probability and the total energy of the driving pulse. The optimization task requires
a highly accurate simulation of the dynamics. Absorbing boundary conditions are
employed, where a complex-absorbing-potential is constructed by an optimization
scheme for maximization of the absorption. A new highly accurate propagation
scheme is employed able to address explicit time dependence of the driving as well
as a non-Hermitian Hamiltonian. The optimization process is performed by a second-
order gradient scheme. The method is applied to a simple one-dimensional model
system. The results demonstrate a significant enhancement of selected harmonics,
with minimized total energy of the driving pulse and controlled permanent ioniza-
tion probability. A successful enhancement of an even harmonic emission is also
demonstrated.
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I. INTRODUCTION
When high intensity light is focused on a dilute gas novel phenomena emerge. One of the most
intriguing is High-Harmonic-Generation (HHG), where a nonlinear response of the atomic system leads
to emission in very high multiples of carrier frequency of the driving laser [1–3]. HHG is a crucial step
in generating attosecond pulses [4–7]. In addition, HHG has become a light source in extreme UV or
soft X-ray for novel spectroscopic applications [8–11].
HHG constitutes a major breakthrough in experimental physics. However, the main drawback is
the low efficiency of the process (typically ∼ 10−5). Another major drawback is the energetic require-
ments, where very high power lasers are required to initiate the process (typically in the range of
∼ 1014 − 1015W/cm2). In addition, the HHG process involves ionization. The permanent liberation
of the electronic density into the macroscopic medium results in the production of plasma, which is
responsible to severe experimental problems, such as dispersion and absorption of the emitted radiation.
The low yield of the HHG process has motivated novel approaches to enhance the process. One
major direction is the application of quantum coherent control for the optimization of the HHG process.
In the present study, we establish and explore a quantum Optimal Control Theory (OCT) scheme to
enhance the emission of a specific harmonic output. The minimization of the energetic requirements
and restriction of permanent ionization are also addressed.
In general, the optimization of a physical process can be achieved by two approaches:
1. Rational optimization, based on the intuitive application of physical insights;
2. Search procedure optimization, based on a computational optimization procedure.
Unravelling the mechanism of the process is a step toward a rational optimization. The three-step-
mechanism was the first successful HHG model [12]. This is a single electron semiclassical model: At the
peak of the radiation pulse, the bound electron tunnels out to free space. In turn, the field switches sign
and the electron is launched back to the nucleus where it recombines and emits a high energy photon
[13, 14].
This simple semiclassical theory has been successful in predicting control approaches able to enhance
the yield. For example, control of the absolute phase of a few cycle pulse enhances the HHG yield. The
model has inspired the use of polarization and polarization shaping to control the HHG process [15–17].
An important aspect ignored by the semiclassical three-step model is the importance of interference
of the electronic wavefunction in HHG. Quantum effects play an important role. Moreover, interference
of pathways is responsible for coherent control [18].
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Other models for HHG have been proposed which were applicable to earlier experiments which used
higher driving frequency [1, 19–21].
Contrary to rational optimization, the search procedure optimization approach does not require
previous physical insights. Machine learning enables optimization of a process without a physical model
[22]. HHG has also been optimized using learning algorithms based on simulations [23]. Experimental
approaches to the optimization of HHG were based on open loop learning algorithms [24–27]. This is a
successful pragmatic approach, however with the disadvantage that physical insight can only be gained
after extensive analysis.
Quantum optimal control theory (OCT) was developed as a computational scheme able to obtain a
control field for a given task [28, 29]. The control task is formulated as a maximization problem of a
functional object, based on variational calculus. The first control tasks were the control of a chemical
yield [29]. Other tasks emerged [30], such as cooling molecular internal degrees of freedom [31] or
generating quantum gates [32]. A major effort has been devoted to create efficient algorithms to solve
OCT problems [33–38]. These methods are based on iterative algorithms. The largest computational
effort in the computational optimization process is devoted to solving the time-dependent Schro¨dinger
equation with a time-dependent control field. The methods differ by their update scheme of the control
field from iteration to iteration. The search process of OCT is significantly more efficient than learning
algorithm approaches, since it is based explicitly or implicitly on gradient information, which is lacking
in learning algorithms.
Control of harmonic generation (HG) poses a severe challenge on OCT. One difficulty lies in the fact
that OCT is naturally formulated in the time domain, while the control requirements are defined in the
frequency domain. An additional difficulty originates in the fact that frequency requirements extend
over a duration of time. This results in a uniqueness of the OCT formulation: While the common OCT
formulation addresses targets at a given time-point, the target of HG is extended in time. In OCT such
targets require an inhomogeneous source term in the Schro¨dinger equation [39–41]. The treatment of
inhomogeneity poses a numerical challenge.
The earliest study of an emission spectrum target dates back to 2008 [42]. However, this study is
confined to the context of control of coherent anti-Stokes Raman scattering (CARS) spectrum.
Our previous work [43, 44] first addressed the general problem of theoretical optimization of HG.
It mainly focused on the optimization of low-order HG. The optimization method was demonstrated
to efficiently enhance the emission in selected frequencies. In [44] the method was demonstrated also
to a HHG problem. However, the chosen optimization problem was not a typical HHG process. The
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selected target frequency was within the Bohr frequencies of the system, and thus the optimized physical
process was based on the excitation of one of the characteristic frequencies of the system. In contrast,
in the typical HHG process the spectrum consists of multiples of the fundamental frequency of the laser
source, where the system plays the role of an up-conversion medium for the incoming frequency. Thus,
the physical process is fundamentally different.
Another problem in [43, 44] was the chosen restriction imposed on the source field spectrum. Only
an upper bound on the control frequency was imposed. As a result, the control field included low
frequencies which currently cannot be produced in high intensities. A more realistic restriction is a
frequency band centered around the carrier frequency of the laser source (see Sec. IV).
The present study addresses the particular problem of HHG control, based on the principles developed
in our previous work for the general HG problem. However, the HHG problem presents several unique
challenges which require a special treatment.
The accurate numerical simulation of the HHG dynamics presents a computational challenge. The
HHG process is characterized by extreme physical conditions: The central atomic or molecular potential
has a Coulomb character, which is steep by nature; the process involves ionization, where the dynamics of
liberated electron in the continuum extends to large spatial distances from the parent ion; the dynamics
of the liberated electron under the influence of the driving field is characterized by a strongly accelerated
motion. These extremes require large computational resources for a reliable and accurate description.
Another aspect of the numerical difficulty lies in the fact that HHG is a small amplitude effect.
Hence, even tiny numerical artefacts lead to large distortions of the high-harmonic spectrum, where the
magnitude of the spurious effect may be comparable to the physical effects. This necessitates the use of
highly accurate tools for the description of the HHG process. In particular, a highly accurate solution of
the time-dependent Schro¨dinger equation is required, which necessitates an appropriate solver. Another
major challenge lies in the realization of absorbing boundary conditions. Imperfection in their absorption
capabilities will lead to large spurious effects [45, 46].
The optimization procedure involves additional challenges. The complexity of the physical situation
is reflected in the optimization hypersurface, which becomes considerably more complex than that
of the simpler low-order harmonic generation problems. This requires the use of more sophisticated
optimization tools. Another problem is that the severity of the numerical artefacts can be enhanced by
the optimization process, which tends to maximize them on the expense of real physical effects.
An issue which requires special treatment in the optimization of HHG is the requirement of prevention
of permanent ionization. While ionization is an integral part of the typical HHG mechanism, the
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magnitude of the electronic probability liberated into the macroscopic medium should be minimized.
This requirement has to be reflected in the OCT formulation.
Several studies dealing with theoretical optimization of HHG have been recently published [47–51].
Ref. [47] employs a maximization term similar to the one employed in our previous work, as well as
in [42]. The study aims at the extension of the cutoff frequency. However, as noted by the authors,
the available band of the source includes low frequencies (as in [44]), which increase the ponderomotive
energy and thus extend the cutoff. The low frequencies dominate the spectra of the optimized pulses.
Thus, the control achievement presented in this study is actually the maximization of the emission in a
region which is below the cutoff frequency of the dominating frequency in the pulse. A demonstration
of the extension of the cutoff without the extension of the available band to lower frequencies has not
been achieved to date.
Ref. [48] utilizes the principles presented in [43, 44] to the development of an OCT formulation in the
framework of time-dependent Density-Functional-Theory (TDDFT). This theory enables an optimiza-
tion of HHG in multi-electron systems. Unlike in [43, 44, 47], the system is controlled by the variation
of the profile of a slowly varying envelope of a fixed carrier frequency.
Refs. [49–51] employ genetic algorithm optimization schemes, an approach which has already been
employed in both theoretical and experimental works, as was mentioned above.
The contribution of the present study lies in the thorough treatment of the numerical aspects of the
problem, as well as in the theoretical treatment of the restriction of permanent ionization, a topic which
has not been addressed in other studies.
The aim of this paper is to establish a comprehensive approach based on OCT to address the target
of optimizing a single emission line in HHG. The ultimate goal is to identify novel mechanisms based
on interference phenomena which can achieve this goal. Before this task can be achieved, the technical
issues in adopting OCT to HHG have to be addressed and solved. This is the main topic of this paper.
The discussion of the mechanisms of optimized fields remains to be addressed in a future publication.
The paper is organized as follows: In Sec. II, we develop the theoretical OCT formulation; in Sec. III,
the numerical tools are described; Sec. IV demonstrates the method in the maximization of selected
harmonics in a simple model system; the paper is concluded in Sec. V.
II. THEORY
Our basic OCT formulation of the general HG problem is reviewed in Sec. IIA. A more detailed
description can be found in [43, 44]. This formulation establishes the foundations of the method. In
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Secs. II C, IID, the basic formulation is augmented by the required elements for the HHG problem.
A. The basic OCT formulation of harmonic generation
We consider the optimization of a laser pulse defined in the time-interval t ∈ [0, T ]. We assume a
linear polarization in the x direction. The temporal profile of the pulse is defined by the time-dependent
electric field ǫ(t), where the effect of the magnetic field is ignored.
The basic requirements of the HG optimization consist of two elements:
1. The spectrum of the driving field has to be restricted to the spectral band available by the laser
source.
2. The emission of the system has to be maximized at the target frequency band.
The two requirements can be treated separately.
Our control requirements are spectral, which are naturally expressed in the frequency domain. How-
ever, the quantum dynamics is naturally expressed in the time domain. These two descriptions are
related by a spectral transform. For this study we employed the cosine transform. It was preferred over
other spectral transforms (the Fourier transform and the sine transform) due to the properties of its
discrete version, the discrete cosine transform (DCT) (see Appendix C1), as will be clarified in Sec. IID
and Appendix A.
The operation of the cosine transform on an arbitrary function g(t) will be denoted by the symbol
C, and the transformed function by g¯(ω):
g¯(ω) ≡ C[g(t)] ≡
√
2
π
∫ ∞
0
g(t) cos(ωt) dt (1)
The inverse cosine transform will be denoted by C−1:
C−1[g¯(ω)] ≡
√
2
π
∫ ∞
0
g¯(ω) cos(ωt) dω = g(t) (2)
The cosine-transform is its own inverse. It has the important property of being an orthogonal transfor-
mation.
In practice, the upper integration limit of the transform does not extend to infinity. The theory
is defined within the time-interval t ∈ [0, T ]. Thus, the direct transform is replaced by a finite-time
transform, with an upper limit T . The upper integration limit of the inverse transform is always limited
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by the sampling frequency of the temporal signal. The maximal available frequency will be denoted by
Ω.
We begin from the treatment of the maximization of the emission in the target band, which is
the second control requirement mentioned above. The emission spectrum is generated by the dipole
dynamics. This, in turn, is determined by the observables related to the dipole dynamics, e. g. , the
dipole operator, the momentum operator, or the dipole acceleration operator (see Appendix. A). The
emission spectrum consists of the same frequencies contained in the spectra of the time-dependent
expectation values of these observables. Thus, the emission spectrum can be controlled by controlling
the spectrum of one of these observables. In what follows, we shall address the general problem of the
control of the spectrum of an arbitrary Hermitian observable. The HG problem becomes a particular
case of the general problem.
Let us denote the controlled observable by Oˆ. The
〈
Oˆ
〉
(t) spectrum becomes
〈
Oˆ
〉
(ω) ≡ C
[〈
Oˆ
〉
(t)
]
=
√
2
π
∫ T
0
〈
Oˆ
〉
(t) cos(ωt) dt (3)
The problem of maximization of the magnitude of
〈
Oˆ
〉
(ω) in the target frequency band can be translated
into the maximization of the following functional term:
Jmax ≡ 1
2
∫ Ω
0
fO(ω)
〈
Oˆ
〉2
(ω) dω, (4)
fO(ω) ≥ 0, max [fO(ω)] = 1 (5)
where fO(ω) is a filter function which represents the target frequency band, i. e. it has pronounced values
only in the target spectral region (note that the normalization chosen here is different from [43, 44]). A
target maximization term of this type has been employed previously in [42].
We proceed to the treatment of the restriction of the driving field spectrum, the first requirement
mentioned above. The driving field spectrum is defined by
ǫ¯(ω) ≡ C [ǫ(t)]] =
√
2
π
∫ T
0
ǫ(t) cos(ωt) dt (6)
The spectral restriction of the driving field is achieved by a frequency-dependent penalty term inserted
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into the maximization functional:
Jenergy ≡ −α
∫ Ω
0
1
fǫ(ω)
ǫ¯2(ω) dω, (7)
fǫ(ω) > 0, max [fǫ(ω)] = 1 (8)
α > 0 (9)
where fǫ(ω) is another filter function, which represents the available laser source band, i. e. it has
pronounced values in the frequency band available to the control field (note that the normalization
chosen here is different from [43, 44]). α is an adjustable penalty factor. Jenergy penalizes the undesirable
frequency regions, and thus restricts the band of the optimized ǫ¯(ω).
Jenergy has also the role of imposing a restriction on the total energy of the pulse. By (8) we have:
∫ Ω
0
1
fǫ(ω)
ǫ¯2(ω) dω ≥
∫ Ω
0
ǫ¯2(ω) dω (10)
The RHS represents the norm of ǫ¯(ω) (up to the inaccuracy introduced by the cutoff frequency Ω). The
cosine-transform preserves the norm of ǫ(t) by the orthogonality property. Thus, the magnitude of the
RHS becomes equivalent to the fluence of the driving field,
Φ [ǫ(t)] ≡
∫ T
0
ǫ2(t) dt (11)
Consequently, the fluence becomes the lower limit of the magnitude of the LHS of (10). This means
that the magnitude of the fluence is also penalized by Jenergy. Since the fluence is proportional to the
total energy of the pulse, Jenergy also restricts the total energy.
The energetic restriction is particularly important in the context of HHG, which is typically a highly
inefficient process energetically. The simultaneous maximization of the emission amplitude by Jmax and
minimization of the driving field amplitude by Jenergy enhances the efficiency of the process.
It is convenient to define (Cf. Eq. (7)):
f˜ǫ(ω) ≡ fǫ(ω)
α
(12)
Penalization of the undesirable frequency components of the field has been suggested previously
in [36]. However, Ref. [36] employs a time-domain formulation, while the present formulation is in the
frequency domain, which has considerable advantages (see [43, Chapter 3], where the relation to other
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methods of restricting the driving field spectrum [36, 40, 52] was discussed).
The dynamical requirements are imposed by a constraint to the optimization problem. The constraint
is introduced into the optimization formulation by the Lagrange-multiplier method.
The dynamics is governed by the time-dependent Schro¨dinger equation, subject to a given initial
condition:
d |ψ(t)〉
dt
= −iHˆ(t) |ψ(t)〉 , |ψ(0)〉 = |ψ0〉 (13)
(Atomic units are used throughout, thus we set: ~ = 1.) The time-dependent Hamiltonian is given by
Hˆ(t) = Hˆ0 − µˆxǫ(t) (14)
where Hˆ0 is the unperturbed Hamiltonian, and −µˆxǫ(t) represents the interaction of the x component
of the dipole with the x polarized driving field. The dipole approximation is employed. The Schro¨dinger
equation becomes a time-dependent constraint to the optimization problem. The maximization func-
tional is modified by the introduction of a corresponding Lagrange-multiplier term (see Appendix B for
more details):
JSchr = −2Re
∫ T
0
〈
χ(t)
∣∣∣∣ ddt + iHˆ(t)
∣∣∣∣ψ(t)
〉
dt (15)
The full maximization functional of the basic harmonic generation problem becomes
J [ǫ¯(ω)] = Jmax + Jenergy + JSchr (16)
After imposing the extremum conditions, we obtain the following set of Euler-Lagrange equations
(see Appendix B for the full derivation):
d |ψ(t)〉
dt
= −iHˆ(t) |ψ(t)〉 , |ψ(0)〉 = |ψ0〉 (17)
d |χ(t)〉
dt
= −iHˆ(t) |χ(t)〉 − C−1
[
fO(ω)
〈
Oˆ
〉
(ω)
]
Oˆ |ψ(t)〉 , |χ(T )〉 = 0 (18)
ǫ¯(ω) = fǫ(ω)C[η(t)], η(t) ≡ −Im 〈χ(t) |µˆ|ψ(t)〉
α
(19)
ǫ(t) = C−1[ǫ¯(ω)] = C−1 {fǫ(ω)C[η(t)]} (20)
The expression for η(t) is identical to that obtained for the driving field ǫ(t) without the spectral
restriction (see [40, 43, 44]). Thus, Eq. (20) can be interpreted as the unrestricted field, filtered by
the filter function fǫ(ω). A complete filtration of undesirable spectral regions is achieved in the limit
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fǫ(ω) −→ 0. Although Jenergy is rigorously undefined for fǫ(ω) = 0, in practice fǫ(ω) can be set to 0
achieving a complete filtration of undesirable regions.
The advantage of the current formulation for the spectral restriction of the driving field lies in the
flexibility of Eq. (19), where the freedom in the choice of fǫ(ω) can have a prominent effect on the
profile of the optimized pulse. Smooth filtration can be achieved by choosing a smooth filter function.
In addition, fǫ(ω) can be chosen so as to provide an envelope shape to the spectral profile of the field
(limitations of this practice are discussed in Sec. IV). Finally, in certain experiments the system is
irradiated by several sources, which differ both in the spectral band and the available intensity; an
appropriate choice of fǫ(ω) can address these scenarios.
General comments on the presented OCT formulation are in order.
The form of Jmax enables a selective enhancement of spectral emission regions. However, it should
the noted that there is an ambiguity in the term “selectivity”, which can be interpreted in two different
ways:
1. Maximization of the yield of the selected target, regardless of the appearance of “by-products” (in
our case, the emission in other spectral regions);
2. Simultaneous maximization of the yield of the selected target, and minimization of the yield of
any “by-product” (in our case, suppression of other harmonics).
The formulation presented here is aimed at selectivity of the first type. However, several other studies
target the selectivity of the second type, and the control requirements include suppression of undesirable
harmonics (see, for example, [26]). In principle, the suppression of harmonics can be achieved by
modifying the definition of fO(ω) (Eq. (5)) to allow negative values. Then the Jmax term can be used
to penalize undesirable spectral emission regions. Note that this changes the interpretation of fO(ω) as
a filter function. However, this option has not been investigated yet.
Selectivity was the aim of the earliest quantum coherent control studies, which addressed the se-
lective enhancement of the yield in chemical reactions. However, it should be noted that there is a
fundamental difference between the optimization of chemical reactions and optimization of HHG. In
chemical reactions, the sum of the yields of all products is always 100%. Consequently, the by products
are always produced at the expense of the yield of the desired chemical product. Thus, there is no
ambiguity in the term of selectivity in the chemical context. In contrary, in the present context, the
high-harmonic products never sum to 100% of the energetic yield. The efficiency of the HHG process
is very low—typically, the total energy of the emission is orders of magnitude lower than the invested
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energy of the incoming pulse. Therefore, the appearance of high-harmonic “by products” (typically,
neighbouring harmonics; see Sec. IV) is unnecessarily at the expense of the desired harmonics. On the
contrary, the suppression of other harmonics inserts an additional requirement into the control problem,
which may be at the expense of the maximization target.
Both Jenergy and JSchr set constraints on the optimization problem. However, the two terms are
fundamentally different in nature. The Schro¨dinger equation constraint is a “hard” constraint, which is
well defined, and should strictly not be violated. In contrast, Jenergy represents softer requirements of
desirable trends—the energy should be kept as small as possible, and the spectrum of the pulse should
gradually decay in undesirable regions. The requirements represented by a penalty term are sometimes
referred to as “soft constraints”. In what follows, the additional requirements of HHG will be realized
by both hard and soft constraint terms.
B. The target operator
The target operator Oˆ in the present study is chosen as the stationary acceleration operator of the
dipole, which will be defined in what follows. The dipole acceleration operator is defined as
ˆ¨µx =
ˆ¨
X = −
dV
(
Xˆ
)
dXˆ
(21)
where V (x) is the potential. Note that atomic units are used, and the electron has a unit charge and
mass. The expression in the RHS of Eq. (21) represents the operator expression of the classical force.
The potential can be divided into a stationary part and a time-dependent part:
V
(
Xˆ
)
= V0
(
Xˆ
)
− Xˆǫ(t) (22)
Accordingly, the acceleration operator can also be divided into a stationary part and a time-dependent
part:
ˆ¨
X = −
dV0
(
Xˆ
)
dXˆ
+ ǫ(t) (23)
The stationary acceleration operator is defined by the stationary part of the acceleration operator:
Cˆ ≡ −
dV0
(
Xˆ
)
dXˆ
(24)
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The time-dependent part, ǫ(t), contributes only large linear response components to the emission spec-
trum (as will be explained in Appendix A), and thus is not of interest in the present context [48].
Moreover, it is advantageous to eliminate these components from the spectrum due to numerical con-
siderations (see Appendix A). Accordingly, we set:
Oˆ ≡ Cˆ (25)
A thorough discussion of the considerations in the choice of the target operator is given in Appendix A.
With the choice (25) of the target operator, the maximization term Jmax becomes (Cf. Eq. (4)):
Jmax ≡ 1
2
∫ Ω
0
fC(ω)
〈
Cˆ
〉2
(ω) dω, fC(ω) ≥ 0 (26)
where fC(ω) is the target filter function for the
〈
Cˆ
〉
(t) spectrum.
C. Restriction of permanent ionization
The HHG process involves partial ionization of the system. Part of the amplitude of the liberated
electron reverts to the parent ion, and participates in the generation of high harmonics via the overlap
with the ionic core. However, part of the electronic amplitude does not return, and the system becomes
permanently ionized. This results in the production of plasma in the medium, which is a source of
experimental problems (see, for example, [53]). Therefore, it is highly desirable to reduce the permanent
ionization in the process. This task can be achieved by incorporating an additional control requirement
in the OCT formalism.
In our previous work [44] the restriction of permanent ionization was realized by imposing a penalty
on spatial regions which are beyond a chosen spatial threshold. The problem with this formulation is
that it is suitable for a complete elimination of permanent ionization. However, we found that this
requirement is incompatible for typical HHG problems; some permanent ionization has to be allowed
to enable the appearance of significant HHG effects. In principle, the magnitude of the penalty can be
reduced to allow some permanent ionization. The difficulty is that it becomes very intricate to quantify
the allowed permanent ionization probability in this method.
In the present work we used a different formulation. The penalty is imposed on the permanent
ionization itself. We assume that absorbing boundaries are employed to eliminate the outgoing amplitude
at the edges of the grid. The penalty on permanent ionization can be formulated by the following penalty
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term:
Jion ≡ σ (〈ψ(T )|ψ(T )〉) , (27)
σ(y) ≤ 0, (28)
σ(1) = 0 (29)
where σ(y) is a monotonically increasing function, which has the role of a penalty function. When
absorbing boundaries are employed, the effective Hamiltonian becomes non-Hermitian. As a result, the
norm of |ψ(t)〉 is not conserved. The magnitude of 〈ψ(t)|ψ(t)〉 is gradually decreasing during the process,
as the electron’s probability is being absorbed by the boundaries. 〈ψ(T )|ψ(T )〉 represents the survival
probability in the process, which can be identified as the probability which is not permanently ionized
(see Appendix E). Condition (28) implies that the lost electronic density is penalized. The requirement
that σ(y) is a monotonically increasing function implies that the magnitude of the penalty increases
with the permanent ionization probability. Condition (29) ensures that J remains unaltered in the limit
of zero permanent ionization probability.
The main advantage of this formulation lies in the flexibility of the form of σ(y), which can be adjusted
to represent the complexity of the control requirement. As has already been mentioned, some permanent
ionization should be allowed; this can be reflected by the definition of the maximal allowed permanent
ionization probability, or, equivalently, the minimal allowed survival probability. The magnitude of the
penalty in the “allowed” 〈ψ(T )|ψ(T )〉 region should be close to 0. As 〈ψ(T )|ψ(T )〉 approaches the
minimal allowed survival probability from the upper limit, the magnitude of the penalty should increase
rapidly. This can be realized by a sigmoid profile of σ(y) (for an example see Fig. 3 in Sec. IV).
A further discussion on the interpretation of Jion is given in Appendix E.
D. Imposing boundary conditions on the driving field
A realistic pulse shape must be a continuous function. Rapid jumps in ǫ(t) cannot be produced in
laboratory conditions. Very rapid variations in ǫ(t) will be referred to as “discontinuities”.
In the basic formulation of Sec. IIA, the continuity of ǫ(t) within the time-interval of the problem,
t ∈ (0, T ), is ensured by the limitation of the pulse to a low frequency regime. However, at the boundaries
of the time-domain, t = 0, t = T , we encounter a problem: The physical value of ǫ(t) outside the time-
domain t ∈ [0, T ] is zero by definition. However, in practice, ǫ(t) is constructed by a discrete spectral
transform (see Appendix C1), in which the ω sampling is discretized; discrete spectral transforms
13
represent infinite periodic patterns, which are non-zero outside t ∈ [0, T ]. Thus, the physical ǫ(t) is
defined by
ǫ(t) ≡


C−1[ǫ¯(ω)] 0 ≤ t ≤ T
0 t < 0, t > T
(30)
The restriction of the frequency band by Jenergy prevents the appearance of discontinuities in the infinite
periodic function; it does not prevent the possibility of discontinuities in Eq. (30) at the boundaries of
the time-interval of the problem, t = 0, t = T .
The problem can be solved by formulation of additional control requirements; the driving pulse has
to satisfy the following boundary conditions :
ǫ(0) = 0 (31)
ǫ(T ) = 0 (32)
The boundary conditions can be treated as additional constraints to the optimization problem. These
can be realized by the Lagrange-multiplier method. Eqs. (31), (32), are treated as constraint equations.
Accordingly, the following Lagrange-multiplier terms are added to J :
Jǫ(0) ≡ −
√
2πλ0ǫ(0) = −2λ0
∫ Ω
0
ǫ¯(ω) cos(0) dω = −2λ0
∫ Ω
0
ǫ¯(ω) dω (33)
Jǫ(T ) ≡ −
√
2πλT ǫ(T ) = −2λT
∫ Ω
0
ǫ¯(ω) cos(ωT ) dω (34)
where
√
2πλ0,
√
2πλT , are the Lagrange-multipliers of the constraint equations (31), (32), respectively.
Prevention of discontinuities in ǫ(t) has a fundamental theoretical importance. If discontinuities are
present at the boundaries, the spectrum of the physical ǫ(t) contains very high frequencies. This has
considerable physical significance in the context of HHG, since very energetic photons are contained in
the driving pulse. The HHG process is an up-conversion process, in which low energy photons in the
driving pulse are converted by the system into high energy photons. The presence of highly energetic
photons in the driving pulse completely changes the physical picture, and leads to spurious HHG effects.
A dynamical analysis of these spurious effects enables a more thorough understanding of their physical
origin. A sudden change in the Hamiltonian leads to the violation of the adiabatic approximation. We
found that non-adiabatic processes are a prerequisite to the generation of high harmonics. Typically, this
is achieved by extremely high intensities. A discontinuity in the field generates spurious non-adiabatic
transitions in much lower intensities. This topic requires a dedicated paper.
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While this effect is typically small in magnitude, it is of considerable importance in the context of
HHG, which is governed by small amplitude effects. In our previous work [44] the topic of the boundary
conditions of the field was ignored (as in many OCT works). Thus, the physical significance of the
results presented in the HHG problem of Ref. [44] is quite limited.
Actually, conditions (31), (32), are insufficient to prevent the appearance of highly energetic compo-
nents in the physical ǫ(t) spectrum; discontinuities in the time derivatives,
dnǫ(t)
dtn
, n ≥ 1
are also a source of high frequency components in the spectrum, which can be questionable both exper-
imentally and theoretically (this was ignored, e. g., in [48]). We found that a discontinuity in the first
derivative is responsible for significant spurious HHG effects. However, the effect of discontinuity in the
second derivative was found to be negligible. Thus, the following boundary conditions to ǫ(t) are added:
dǫ(t)
dt
∣∣∣∣
t=0
= 0 (35)
dǫ(t)
dt
∣∣∣∣
t=T
= 0 (36)
These boundary conditions are satisfied automatically by the DCT, in which ǫ(t) is spanned by a cosine
series. This is an important advantage of the DCT over the discrete Fourier transform, in which the
derivative boundary conditions define additional constraints in the optimization problem.
E. The full OCT formulation of HHG control
The total maximization functional is the sum of all the individual terms:
J ≡ Jmax + Jion + Jenergy + Jǫ(0) + Jǫ(T ) + JSchr (37)
where the different components are given by Eqs. (26), (27), (7), (33), (34), (15).
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The extremum conditions yield the following set of Euler-Lagrange equations:
d |ψ(t)〉
dt
= −iHˆ(t) |ψ(t)〉 ,
|ψ(0)〉 = |ψ0〉 (38)
d |χ(t)〉
dt
= −iHˆ†(t) |χ(t)〉 − C−1
[
fC(ω)
〈
Cˆ
〉
(ω)
]
Cˆ |ψ(t)〉 ,
|χ(T )〉 = σ′ (〈ψ(T )|ψ(T )〉) |ψ(T )〉 (39)
Hˆ(t) = Hˆ0 − Xˆǫ(t) (40)
ǫ(t) = C−1[ǫ¯(ω)] (41)
ǫ¯(ω) = ǫ¯unc(ω)− f˜ǫ(ω)[λ0 + λT cos(ωT )] (42)
ǫ¯unc(ω) ≡ fǫ(ω)C[η(t)], η(t) ≡ −
Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉
α
(43)
ǫunc(t) = C−1[ǫ¯unc(ω)] (44)
λ0 =
ǫunc(0)d− ǫunc(T )b
ad− b2 (45)
λT =
ǫunc(T )a− ǫunc(0)b
ad− b2 (46)
a ≡ C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=0
(47)
b ≡ C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=T
(48)
d ≡ C−1
[
f˜ǫ(ω) cos(ωT )
]∣∣∣∣
t=T
(49)
The derivation of the equations is given in Appendix B. These equations form the base for the optimiza-
tion procedure.
III. NUMERICAL METHODS
Optimal control equations are solved by iterative forward backward propagation of the Schro¨dinger
equation with an update scheme to change the control field from iteration to iteration. The control of
HG is a particularly difficult problem and therefore the standard procedures that have been developed
for OCT do not apply. The solution of the Schro¨diner equation is complicated due to explicit time
dependence of the control Hamiltonian. An additional difficulty is that due to absorbing boundaries the
Hamiltonian is non-Hermitian. High accuracy is required since the HHG phenomenon is generated from
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a very small fraction of the wavefunction.
A. Optimization procedure
The optimization procedure is based on a second-order gradient method (quasi-Newton)—the BFGS
method (see [54, Chapter 3] and references therein).
The BFGS method replaces the relaxation process employed in our previous work (see in detail [43,
Chapter 3.2.3]). The relaxation process was found to be successful in the optimization of low-order HG
processes. However, we found it to be rather slow in the optimization of the HHG process. This can
be attributed to the complexity of the physical situation, which results in an optimization hypersurface
which is more complex than that of the simpler HG problems. This necessitates the use of second-order
information in the optimization (the Hessian), which can be approximated by a quasi-Newton method.
We found that the BFGS method yields a drastic improvement compared to the relaxation process.
However, this required adjustments of several details of the implementation to the present problem. The
implementation details are described in Appendix C2.
B. Dynamics
The propagation with an explicit time dependent Hamiltonian is solved by a new highly accurate
and efficient algorithm [55, 56]. The algorithm is based on a semi-global propagation approach, which
is governed by a combination of considerations which are local in time, and global time considerations.
The propagation is performed in relatively large time-steps, where each time-interval is approximated
globally as a unified unit by an interpolation based approach. The application of the algorithm to the
physical situation of HHG has already been described in detail in [56, Sec. 4].
The Fourier grid method [57, 58] is employed for the Hamiltonian operation.
Absorbing boundary conditions are employed in order to prevent a wraparound of the wave-function at
the boundaries of the grid. The absorbing boundaries are implemented by a complex absorbing potential
(see [59] for a comprehensive review). This implies that the Hamiltonian becomes non-Hermitian. The
propagation method was extended to the treatment of non-Hermitian dynamics in Ref. [56].
The choice of the complex absorbing potential is of utmost importance in the present setting. It has
already been recognized in the early HHG simulations (see [45]) that reflection of the wave-function from
the absorbing boundaries leads to large distortions of the high-harmonic spectrum. Different absorbing
potentials vary in their absorption capabilities. Reliable HHG simulations require absorbing potentials
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which reduce the reflection and transmission of the wave-function to extremely low rates. Attempts to
locate absorbing potentials with this property by inspection have failed [45].
This issue is crucial in the context of optimization. The optimization process cannot distinguish
between a physical effect and a numerical artefact. As a result, it might tend to amplify the magnitude
of a numerical artefact instead of maximizing a real physical effect.
In the present work, we employed an optimization procedure for the construction of the absorbing
potential. The optimization is performed to locate an absorbing potential with minimal reflection
and transmission. The method relies on the principles presented in [60], but with several necessary
modifications. The real part of the absorbing potential is constructed from a finite cosine series. The
imaginary part is constructed from another finite cosine series, where the imaginary potential is given
by squaring the cosine series and adding a minus sign. This prevents the presence of positive imaginary
components in the potential, which is a source of numerical instability in the propagation process.
The optimization parameters are the cosine coefficients. The reflection and transmission amplitudes
are obtained by static scattering calculations (see [61]). Further details are available in [56, Sec. 4.2].
However, a full description of the method has not been published to date.
IV. RESULTS
The optimization of selected harmonics in the range of the thirteenth to the seventeenth harmonic
of the fundamental of a Ti-sapphire laser is demonstrated in a simple single electron model system.
The selected target frequencies are above the ionization threshold. (Remark : Atomic units are used
throughout.)
A. The system
Our system is a simplified one-dimensional model of an atomic system. A “one-dimensional electron”
is placed in a central potential of a Coulombic nature, which represents the parent atom potential. The
central potential has the form of a truncated Coulomb potential (see Fig. 1):
V (x) = 1− 1√
x2 + 1
(50)
This form eliminates the singularity of the Coulomb potential at x = 0.
The one-dimensional model has been extensively studied in the context of intense laser atomic physics
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FIG. 1. The truncated Coulomb potential (Eq. (50), black), and the distorted potential under the influence of
a strong field (dashed red).
in general, and HHG in particular. It is by no means a realistic atomic model; nevertheless, it preserves
the fundamental features of the high-harmonic spectrum [45]. The model constitutes the simplest
system for which the HHG phenomenon can be observed. The simplicity of the model is a considerable
advantage for the study of HHG. The realistic HHG process is extremely complicated and rich with
physical effects of secondary importance, such as multielectron effects [14, 48], spreading of the electron
in transversal directions to the polarization of the driving field, and macroscopic propagation effects
[53]. The current simplified model refines the most fundamental elements of the HHG process, which
can contribute to their study and understanding.
The time-dependent physical Hamiltonian becomes
Hˆ(t) =
Pˆ2
2
+ 1− 1√
Xˆ2 + 1
− Xˆǫ(t) (51)
This Hamiltonian is supplemented by a complex potential to account for the absorbing boundaries. In
addition, the potential is modified such that the classical force induced by the physical potential is
smoothly “turned off” near the absorbing boundaries, as described in detail in [56, Sec. 4].
The fundamental Bohr frequency of the model system, ω1,0 = 0.395 a.u., is similar to that of the
hydrogen atom (0.375 a.u.) or the Argon atom (0.424 a.u.).
The spatial domain is x ∈ [−240, 240). We use an equidistant grid, with 768 points. The distance
between adjacent grid points becomes 0.625 a.u.. The absorbing potential extends over 40 a.u. at each
boundary of the x grid (see [56, Sec. 4.2]). Thus, the actual physical domain is x ∈ [−200, 200].
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FIG. 2. The driving field filter function
B. General details of the control problems
The initial state |ψ0〉 in all problems is the ground state of the stationary Hamiltonian. The time
interval allocated to the process is t ∈ [0, 1000 a.u.], which corresponds to a pulse duration of 24.2fs.
The driving field filter function has a Gaussian profile (see Fig. 2):
fǫ(ω) = exp
[
−(ω − 0.06)
2
2 · 0.012
]
(52)
The Gaussian is centred at ω = 0.06 a.u., which corresponds to a wavelength λ = 760nm—similar to the
central wavelength of the Titanium-Sapphire laser. Let us denote:
ω0 = 0.06 a.u. (53)
ω0 will be referred to as the fundamental frequency of the laser source.
The filter function of the target frequency has also a Gaussian profile:
fC(ω) = exp
[
−(ω − nω0)
2
2 · 0.012
]
(54)
where n denotes the harmonic order of the target frequency. n varies with the specific optimization
problem.
The total energy penalty factor is α = 2× 10−6.
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FIG. 3. The ionization penalty function; the minimal allowed survival probability (0.9) is marked by a vertical
dashed red line.
The ionization penalty function is (see Fig. 3)
σ(y) = 5× 10−3 {tanh [50 (y − 0.9)]− tanh(5)} (55)
σ(y) is chosen so as to restrict the maximal allowed permanent ionization to 10% of the probability.
The initial guess for the driving field is constructed from an unconstrained function ǫ¯
(0)
unc(ω), substi-
tuted into Eqs. (42), (44)-(46) (as explained in Appendix C2 d). The following unconstrained field has
been used for all problems:
ǫ¯(0)unc(ω) = 5 exp
[
−(ω − 0.06)
2
2 · 0.012
]
sin
[
(ω − 0.06)π
0.015
]
(56)
The termination condition is given by Eq. (C26).
C. Maximization of selected harmonics
The maximization of the 13’th harmonic is the first target to be studied. The target filter function
is given by the substitution of n = 13 into Eq. (54). The target frequency, ω = 0.78 a.u., is the first
odd-harmonic frequency which is above the ionization threshold frequency, 0.67 a.u..
The inverse-Hessian approximation was reset after 7 iterations (see Appendix C2 f), when the ter-
mination condition (C26) was first matched. The convergence curve is shown in Fig. 4, where the
optimization process is divided in two stages—before and after the reset of the Hessian.
The spectra of the optimized driving field and the stationary acceleration expectation are plotted in
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FIG. 4. The convergence curve for the optimization of the 13’th harmonic; the process is divided into two stages
by a doted vertical red line—before and after the reset of the Hessian.
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FIG. 5. The spectra of the driving field (red) and the stationary acceleration expectation (blue) Vs. the harmonic
order, for the 13’th harmonic problem; the response at the target frequency is marked.
Fig. 5 Vs. the harmonic order. The driving field is successfully restricted to the region of the fundamental
frequency of the source. The response at the 13’th harmonic is marked. The enhanced emission at the
target frequency is apparent.
Several other important peaks are present in the emission spectrum: There is a large linear response
around ω0; a large peak is present at the fundamental Bohr frequency of the system, which equals 6.6ω0;
a significant response is observed at the 11’th harmonic, which is the neighbouring odd-harmonic of the
target harmonic. The significant response at neighbouring harmonics is typical since no suppression of
other harmonics was included in the control requirements (see Sec. IIA).
Let us examine more carefully the spectral restriction of the driving field frequency by the filter
function fǫ(ω). In Fig. 6, we compare the magnitude of ǫ¯(ω) with the form of fǫ(ω). It can be observed
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FIG. 6. A comparison of the forms of the filter function and the driving field spectrum of the 13’th harmonic
problem; the absolute value of the driving field spectrum, |ǫ¯(ω)| (red), and the filter function fǫ(ω) normalized
to the peak of the driving field spectrum (black), are plotted Vs. the harmonic order. It is shown that there
is a significant deviation from the filter function envelope, in particular at the blue side of the spectrum. An
additional general blue shift can be also observed.
that the general form of ǫ¯(ω) is influenced by the Gaussian envelope shape imposed by fǫ(ω). However,
it can be also observed that there is a significant deviation from the filter function envelope. The decay
rate of ǫ¯(ω) is slower than that of fǫ(ω), in particular at the blue side of the spectrum. A blue shift can
be observed also at the central region of the emission spectrum. It can be found that the vast majority
of the contribution to the magnitude of Jenergy originates from the wings of the driving field spectral
profile, in particular at the blue side. This implies that the extension of the available spectrum from
the laser source has a fundamental role in the enhancement of the HHG process, in particular the blue
extension. This statement can be verified by the variation of the standard-deviation of fǫ(ω). A more
thorough physical analysis is left for a future publication.
Let us compare the harmonic yield produced by the optimized pulse at the target frequency with that
of a reference pulse. Our reference pulse is constructed from a periodic wave with frequency ω0, which
is constrained to the required boundary conditions of the present problem. We start from a periodic
waveform, confined to a finite time-duration:
ǫharmonic(t; β) ≡ β sin[ω0(t− 500)], t ∈ [0, 1000] (57)
This form is used to construct a field which satisfies the cosine series boundary conditions, (35), (36):
ǫref,unc(t; β) = C−1 {fǫ(ω)C [ǫharmonic(t; β)]} (58)
Finally, ǫref,unc(t; β) is substituted in Eqs. (42), (44)-(46), in order to obtain a new pulse ǫref (t; β) which
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FIG. 7. The temporal profiles of the optimized pulse (blue) and the reference pulse normalized to the same
total energy (brown).
satisfies also the zero boundary conditions of ǫ(t), (31), (32) (as explained in Appendix B).
The optimized pulse is compared to ǫref(t; β) with two different values of β. The two values correspond
to normalization of ǫref (t; β) to two different physical properties of the optimized pulse:
1. The fluence Φ [ǫ(t)] (Eq. (11)), or equivalently, the total energy;
2. The peak intensity, or equivalently, max |ǫ(t)|.
The two choices of β will be marked as β1, β2, respectively.
The temporal profiles of the optimized pulse and ǫref(t; β1) are plotted in Fig. 7.
The response of the different pulses at the 13’th harmonic is compared in Fig. 8. It can be observed
that ǫref (t; β1) does not induce a significant response. The response is significantly enhanced under
the influence of ǫref (t; β2). However, the response of ǫref(t; β2) is still not comparable to that of the
optimized pulse.
In Table I we compare for the three pulses the survival probability at the end of the process, the
fluence, and the Jmax value (as defined in Eq. (26)). The ionization probability of the optimized pulse
is successfully restricted to the allowed rate, defined by σ(〈ψ(T )|ψ(T )〉) (less than 10%). The ionization
probability of ǫref(t; β1) is very small, which implies that the response of the system to the exerted
field is not significant. The ionization probability of ǫref (t; β2) is close to 22%, which is significantly
higher than the optimized pulse, and beyond our control requirements. The fluence of ǫref (t; β2) is also
considerably larger. It is shown that the optimized pulse induces a much larger response in the target
frequency, with considerably lower ionization probability and total energy.
Other target harmonics were optimized: The 15’th, 17’th and 14’th harmonics.
The targeting of an even harmonic (the 14’th) is used to test the limits of the control opportunities.
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FIG. 8. The stationary acceleration expectation spectra of the optimized pulse (blue), the reference pulse
normalized to the same peak intensity (green) and the reference pulse normalized to the same total energy
(brown); the region of the target harmonic of the optimized pulse (the 13’th harmonic) is shown.
Pulse 〈ψ(T )|ψ(T )〉 Φ [ǫ(t)] (a.u.) Jmax (a.u.)
optimized 0.926 0.992 6.97× 10−3
ǫref(t; β1) 0.999 0.992 3.87× 10−5
ǫref(t; β2) 0.783 2.65 8.73× 10−4
TABLE I. The survival probability at t = T , the fluence, and the Jmax value of the optimized pulse and the
two reference pulses.
It is well known that the typical HHG spectrum consists of odd harmonics. This property of the HHG
spectrum can be referred to as the selection rules of the process. It is shown in [62, 63] that the HHG
selection rules originate in the symmetry properties of the problem. The derivation of the selection rules
is based on the Floquet formalism, which is defined for a CW field. Nevertheless, a quasi-periodic pulse
of finite duration can be approximated by the Floquet formalism. However, the assumptions underlying
the derivation of the selection rules in [62, 63] may not hold in an optimized pulse. We shall mention
several important issues:
1. The symmetry properties of the harmonic waveform assumed in [62, 63] can be broken in an
optimized field.
2. It is assumed in [62, 63] that the system is found in a single Floquet state. This assumption
needn’t be valid if the system is appropriately controlled to be in a superposition of such states.
3. The assumption that the system can be approximately described by the Floquet formalism may
totally collapse in an optimized pulse, which may considerably deviate from a quasi-periodic
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template.
All these issues are related to the breaking of symmetry of the problem. The question is to which extent
this broken symmetry can lead to the enhancement of the “forbidden” even harmonics.
During the optimization processes of the 14’th and 15’th harmonics, it was necessary to reset the
Hessian approximation, after the termination condition (C26) was first matched.
In Fig. 9, we present the response of the system in the region of interest for the four problems
(including the 13’th harmonic problem). It is shown that the response is selectively enhanced in all the
required frequencies.
Remarkably, the enhancement of the response at the even 14’th harmonic target is as successful
compared to the other odd harmonic targets. In Fig. 10, the temporal profile of the optimized pulse is
shown. The field seems to be considerably more complex than the field of the optimized pulse of the
13’th harmonic problem, presented in Fig. 7. The reason could be the necessity of breaking symmetry
in the even harmonic problem. It can be readily observed that the optimized field does not satisfy
the symmetry properties of a harmonic waveform. In addition, the Floquet formalism clearly becomes
inappropriate for the description of this very complex profile.
As in the spectrum of the 13’th harmonic problem, significant response in neighbouring harmonics
appears also in the other spectra presented in Fig. 9. Interestingly, for the odd harmonic targets, only
odd neighbouring harmonics are observed. This implies that the symmetry properties of HHG inferred
from a CW field, remain relevant for the description of the process induced by the optimized pulses. In
contrary, in the 14’th harmonic problem we can observe the appearance of both an odd harmonic (the
13’th) and an even one (the 16’th). This could be expected by the break of symmetry which allows the
appearance of the target frequency.
In Table II we present the survival probability at the end of the process for all our target frequencies.
The ionization probability in all problems is successfully restricted to less than 10%, and lies in the
range of 6−8 %.
The validity of the approximations introduced by the employment of absorbing boundary conditions
has been tested for all problems, as described in Appendix D.
V. CONCLUSION
In the present study, an optimization method of HHG has been developed in the framework of
quantum OCT. The target was a specific emission frequency. Several restrictions have been imposed
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FIG. 9. The stationary acceleration expectation spectra of the various target harmonic problems in the region
of interest; the profile of the target filter function is marked in lite magenta for each problem.
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FIG. 10. The temporal profile of the optimized pulse in the 14’th harmonic problem.
n 〈ψ(T )|ψ(T )〉
13 0.926
14 0.923
15 0.932
17 0.937
TABLE II. The survival probability at t = T of the optimized pulses for the different target frequencies.
in the OCT formulation as “hard” and “soft” constraints. In particular, the restriction of permanent
ionization has been addressed by its formulation as a soft constraint. This requirement has not been
addressed in previous theoretical studies.
Special emphasis was given to the numerical implementation. The simulation of the dynamics was
performed by highly accurate methods, which is crucial to achieve a reliable description of the HHG
process. The solver of the explicitly time dependent Schro¨dinger equation was performed by a new
highly accurate approach [55, 56]. A new optimization method was employed for the construction of the
complex-absorbing-potential, used for the realization of the absorbing boundary conditions. The com-
plexity of the HHG optimization problem required the employment of a second-order gradient method
for the optimization process. Several details of the implementation to the present problem required
special care.
The results demonstrated significant selective enhancement of the harmonic yield, with simultaneous
minimization of the total energy of the driving pulse and control of the permanent ionization probability.
The violation of the high harmonic selection rules has also been demonstrated.
The present paper is devoted to the control aspects of the optimization method. The physical inter-
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pretation of optimized fields requires a separate thorough discussion, and thus is beyond the framework
of the present paper. Nevertheless, we shall briefly mention a particular insight into the mechanisms
underlying the optimized fields in the odd harmonic problems of Sec. IV. We found that the optimized
HHG processes consist of two stages (Cf. Fig. 7):
1. Liberation of the electron from the adiabatic regime; it was found that adiabaticity imposes a
barrier on the initiation of the HHG process (as has already been mentioned in Sec. IID).
2. Generation of harmonics by quasi-periodic patterns of the driving fields.
A fuller discussion is left for future publication.
We hope that the present optimization method will contribute to a fuller understanding of physics
of the HHG process in general, and of optimal pulses for controlling an emission line in particular.
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Appendix A: The choice of the target operator
The target operator Oˆ has been chosen as the stationary acceleration operator Cˆ (see Sec. II B). The
present appendix discusses the considerations which lead to this choice.
As an introduction, we shall present several obvious candidates for Oˆ which are related to the dipole
motion. For simplicity, we consider the dipole of a single electron. Only the x component is considered,
in accordance with the polarization of the driving field. The following observables are directly related
to the dipole motion:
1. The dipole operator:
µˆx = Xˆ (A1)
2. The dipole velocity operator:
ˆ˙µx =
ˆ˙
X = Pˆx (A2)
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3. The dipole acceleration operator (see Sec. II B):
ˆ¨µx =
ˆ¨
X = −
dV
(
Xˆ
)
dXˆ
(A3)
The spectra of the three observables can be related mathematically. The simplest relations are
between the Fourier spectral functions. Let us use the following notation for the Fourier transform of
an arbitrary function g(t):
gf(ω) ≡ F [g(t)] ≡ 1√
2π
∫ ∞
−∞
g(t) exp(−iωt) dt (A4)
g(t) is restored from gf(ω) by the inverse Fourier transform:
g(t) = F−1 [gf(ω)] ≡ 1√
2π
∫ ∞
−∞
gf(ω) exp(iωt) dω (A5)
The three Fourier spectral functions are related by
〈
ˆ¨µx
〉f
(ω) = iω
〈
ˆ˙µx
〉f
(ω) = −ω2〈µˆx〉f (ω) (A6)
It can be seen that the three spectra contain the same spectral regions. However, the higher frequency
regions are emphasized in higher derivatives of µˆx. The three spectral functions also differ by a phase
shift.
The cosine transform spectra of the dipole and the acceleration are related by
〈
ˆ¨µx
〉
(ω) = −ω2〈µˆx〉(ω) (A7)
The relation to
〈
ˆ˙µx
〉
(ω) is more complex. However, the general picture remains similar, where the
higher frequencies are emphasized in higher derivatives.
The choice of the target operator Oˆ requires discussions on two different grounds:
1. In the physical ground, we first have to identify the observable associated as the source of emission.
2. In the numerical ground, we should identify the observable which is the preferable one from
a numerical viewpoint. The spectrum of this observable can be related mathematically to the
emission spectrum, which may be associated with another observable.
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We begin from the physical discussion. In classical electrodynamics an accelerated charge emits
radiation proportional to the acceleration of the charge. Therefore, it has been assumed that the high-
harmonic spectrum is proportional to the dipole acceleration spectrum. However, in 2008 it was claimed
in [64] that the emission high-harmonic spectrum is proportional to the velocity spectrum. Currently,
there was a debate on this topic in the literature (see [65–67]). In recent publications there is still no
consensus on this point.
The present study focuses on the optimization of selected harmonics (see Sec. IV). Therefore, the
target band extends over a small interval in the spectrum. Hence, the ω factor difference between
the acceleration and velocity spectra does not change significantly over the target region, and thus
does not make an important difference between the spectra. Therefore, the physical question is not of
fundamental importance for our results.
However, the numerical question has considerable importance. First, we have to introduce the nu-
merical problem of concern. Spectra produced by discrete spectral transforms almost always contain
background of numerical origin. This numerical background might hinder small magnitude physical
effects. There are three important sources of background:
1. Discretization: The discrete spectral transforms are based on discrete basis functions, with a
discrete frequency sampling. If the signal contains a frequency which is not present in the discrete
set, the transformed signal contains peaks at the nearest frequencies, but with a long “tail”, which
induces background noise throughout the spectrum. The magnitude of the background depends
on the magnitude of the peak, and the distance of the represented frequency from the nearest
frequency in the discrete set. In the discrete cosine and sine transforms, the frequency sampling
is twice as dense as the Fourier sampling; however, the phase flexibility of the discrete Fourier
transform is lost, with a fixed phase for each frequency component. The effect of mismatch of
phase of the signal with the basis functions has the same effect as that of frequency mismatch.
2. Truncation error : The discrete time-sampling results in a truncation of the spectral series at a
cutoff frequency Ω. The truncation error induces the effect of aliasing.
3. Boundary effects : Each spectral transform is adjusted to certain boundary conditions of the signal.〈
Oˆ
〉
(t) is not expected to satisfy any of these boundary conditions at the final time T . This results
in discontinuities at the boundary (a discrete spectral series represents an infinite periodic signal,
which is defined also for t > T ). A discontinuity contains frequencies from the entire spectrum,
and induces noise throughout the spectrum (see [43, Chapter 3]). The DCT has the advantage
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that the discontinuity is in the derivative of the signal, and not in the function value; this reduces
drastically the boundary effects compared to the discrete Fourier and sine transforms. However,
the effect is not completely eliminated.
In our previous study [43, 44] we targeted the dipole spectrum, 〈µˆx〉(ω). The problem with this
choice is that the spectrum is scaled by 1/ω compared to the velocity spectrum, or 1/ω2 compared to
the acceleration spectrum. This led to difficulties in the optimization of higher frequencies, which were
hindered by the background of the spectrum. The problem disappeared when we adopted the choice
of the acceleration operator spectrum as the optimization target, as in [47, 48]. In the acceleration
spectrum, the magnitude of the physical information in higher frequencies is amplified compared to the
other spectra discussed here. Hence, it becomes the preferable choice for harmonic generation problems.
Conversely, in down conversion optimization problems the dipole spectrum is expected to be preferable.
In principle, if necessary, it is possible to obtain further amplification of higher frequencies; the target
operator can be chosen as a time-derivative of the dipole of a higher order than the second. This was
not required in the present study.
The acceleration spectrum still contains a large linear response component, which induces background
throughout the spectrum. A further improvement can be achieved with some insight into the acceleration
spectrum. As was mentioned in Sec. II B, the acceleration operator can be divided into a stationary
part and a time-dependent part:
ˆ¨
X = Cˆ+ ǫ(t) (A8)
By linearity of the spectral transform, the acceleration spectrum can also be divided into two parts:
〈
ˆ¨
X
〉
(ω) =
〈
Cˆ
〉
(ω) + ǫ¯(ω) (A9)
The second term of the RHS is the driving field spectrum, which contains only linear response in the
low frequency regime. It is irrelevant to the region of interest in the spectrum—the high harmonic
regime. Thus, the part of interest in the acceleration spectrum is the stationary acceleration only [48].
Accordingly, we can set:
Oˆ ≡ Cˆ (A10)
The omission of the time-dependent part of the acceleration drastically reduces the magnitude of the
linear response peaks in the spectrum. Consequently, the background is considerably reduced. This
reveals another advantage of the acceleration spectrum over the dipole or velocity spectra—the majority
of the linear response can be isolated and eliminated from the spectrum.
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Appendix B: The derivation of the Euler-Lagrange equations
For the sake of clarity, let us first summarize the different components of the maximization functional.
The full maximization functional is
J ≡ Jmax + Jion + Jenergy + Jǫ(0) + Jǫ(T ) + JSchr (B1)
The different terms in the functional can be classified as follows:
1. A maximization term,
Jmax ≡ 1
2
∫ Ω
0
fC(ω)
〈
Cˆ
〉2
(ω) dω, fC(ω) ≥ 0, max [fC(ω)] = 1 (B2)
where 〈
Cˆ
〉
(ω) ≡
√
2
π
∫ T
0
〈
Cˆ
〉
(t) cos(ωt) dt (B3)
2. Two penalty terms, which represent “soft constraints”:
(a) The constraint on the ionization probability is represented by
Jion ≡ σ (〈ψ(T )|ψ(T )〉) , σ(y) ≤ 0, σ(1) = 0 (B4)
(b) The following term represents the constraint on the energy of the incident field, as well as
the restriction of its spectrum:
Jenergy ≡ −
∫ Ω
0
1
f˜ǫ(ω)
ǫ¯2(ω) dω, f˜ǫ(ω) > 0 (B5)
where
ǫ¯(ω) ≡
√
2
π
∫ T
0
ǫ(t) cos(ωt) dt (B6)
3. Three Lagrange-multiplier terms, which represent three “hard” constraints:
(a) The constraint of the zero boundary condition on ǫ(t) at t = 0,
ǫ(0) = 0, (B7)
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is represented by the following Lagrange-multiplier term:
Jǫ(0) ≡ −
√
2πλ0ǫ(0) = −2λ0
∫ Ω
0
ǫ¯(ω) cos(0) dω = −2λ0
∫ Ω
0
ǫ¯(ω) dω (B8)
(b) The constraint of the zero boundary condition on ǫ(t) at T = 0,
ǫ(T ) = 0, (B9)
is represented by the following Lagrange-multiplier term:
Jǫ(T ) ≡ −
√
2πλT ǫ(T ) = −2λT
∫ Ω
0
ǫ¯(ω) cos(ωT ) dω (B10)
(c) The JSchr term represents the Scro¨dinger equation constraint on |ψ(t)〉,
d |ψ(t)〉
dt
= −iHˆ(t) |ψ(t)〉 (B11)
The Schro¨dinger equation relates |ψ(t)〉 to ǫ¯(ω) via the time-dependent Hamiltonian,
Hˆ(t) = Hˆ0 − Xˆǫ(t) = Hˆ0 − Xˆ
(√
2
π
∫ Ω
0
ǫ¯(ω) cos(ωt) dω
)
(B12)
The Schro¨dinger equation constraint has to be imposed at each time-point of the time-interval
t ∈ [0, T ].
In order to formulate the constraint correctly, we should note that the vector |ψ(t)〉 is a
complex entity. Hence, each of its components consists of two degrees of freedom in each time-
point—the real and imaginary parts. The Schro¨dinger equation, being a complex equation,
constrains both degrees of freedom. Each of these constraints requires a distinct Lagrange-
multiplier term. It is convenient to treat |ψ(t)〉 and 〈ψ(t)| as independent variables, in order
to represent the two degrees of freedom of the complex state vector. The constraint equation
on |ψ(t)〉 is (B11). The constraint equation on 〈ψ(t)| is its adjoint equation,
d 〈ψ(t)|
dt
= i 〈ψ(t)| Hˆ†(t) (B13)
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These constraint equations are subject to the following initial conditions, respectively:
|ψ(0)〉 = |ψ0〉 (B14)
〈ψ(0)| = 〈ψ0| (B15)
The constraint equations, (B11), (B13), together with the initial conditions, (B14), (B15),
ensure that
〈ψ(t)| = |ψ(t)〉† (B16)
in all t. Assuming this, only Eqs. (B11), (B14) are required for the performance of the
computations in practice.
The resulting Lagrange-multiplier term is a continuous summation of the constraint terms
over t:
JSchr ≡
−
[∫ T
0
〈
χ(t)
∣∣∣∣dψ(t)dt + iHˆ(t)ψ(t)
〉
dt+
∫ T
0
〈
dψ(t)
dt
+ iHˆ(t)ψ(t)
∣∣∣∣χ(t)
〉
dt
]
(B17)
In this stage, |χ(t)〉 and 〈χ(t)| are treated as independent Lagrange-multiplier functions.
Nevertheless, the symmetry of the problem under the adjoint operation suggests that
〈χ(t)| = |χ(t)〉† (B18)
This justifies the use of the same letter χ for both Lagrange-multipliers. The full justification
to (B18) will be given in what follows. For the sake of brevity, we shall rely on Eq. (B18)
before it was fully justified, and write JSchr as
JSchr = −2Re
∫ T
0
〈
χ(t)
∣∣∣∣ ddt + iHˆ(t)
∣∣∣∣ψ(t)
〉
dt (B19)
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The extremum conditions are:
δJ
δǫ¯(ω)
= 0 (B20)
δJ
δ |ψ(t)〉 = 0 (B21)
δJ
δ 〈ψ(t)| = 0 (B22)
δJ
δ |ψ(T )〉 = 0 (B23)
δJ
δ 〈ψ(T )| = 0 (B24)
JSchr is more easily handled after integrating by part the following expression:
∫ T
0
〈
χ(t)
∣∣∣∣dψ(t)dt
〉
dt
We obtain:
JSchr = −2Re
[
〈χ(T ) |ψ(T )〉 − 〈χ(0) |ψ(0)〉 −
∫ T
0
〈(
d
dt
+ iHˆ†(t)
)
χ(t)
∣∣∣∣ψ(t)
〉
dt
]
(B25)
We start from condition (B20). First, we shall derive the equation for a simpler problem, in which
the boundary condition constraints on the field (Eqs. (B7), (B9)) are excluded. Then, we shall derive
the equation for the full problem, which is conveniently expressed in the terms of the simpler problem
expression for the field.
In the unconstrained problem, the Jǫ(0) and Jǫ(T ) terms (Eqs. (B8), (B10), respectively) are excluded
from J . The LHS of Eq. (B20) becomes:
δJ
δǫ¯(ω)
=
δJenergy
δǫ¯(ω)
+
δJSchr
δǫ¯(ω)
(B26)
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where
δJenergy
δǫ¯(ω)
= −2ǫ¯(ω)
f˜ǫ(ω)
(B27)
δJSchr
δǫ¯(ω)
= 2 Re
[
−i
∫ T
0
〈
χ(t)
∣∣∣∣∣δHˆ(t)δǫ¯(ω)
∣∣∣∣∣ψ(t)
〉
dt
]
= −2 Im
[√
2
π
∫ T
0
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉 cos(ωt) dt
]
= −2 Im
{
C
[〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉]}
= 2 C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉] (B28)
The resulting gradient expression is
δJ
δǫ¯(ω)
= 2
(
− ǫ¯(ω)
f˜ǫ(ω)
+ C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉]) (B29)
The extremum condition (B20) yields the following expression for ǫ¯(ω):
ǫ¯(ω) = f˜ǫ(ω)C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉] (B30)
The field in the time-domain is
ǫ(t) = C−1
{
f˜ǫ(ω)C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉]} (B31)
Now we turn to the solution of the full constrained problem. The LHS of Eq. (B20) is modified to
δJ
δǫ¯(ω)
=
δJenergy
δǫ¯(ω)
+
δJǫ(0)
δǫ¯(ω)
+
δJǫ(T )
δǫ¯(ω)
+
δJSchr
δǫ¯(ω)
(B32)
where
δJǫ(0)
δǫ¯(ω)
= −2λ0 (B33)
δJǫ(T )
δǫ¯(ω)
= −2λT cos(ωT ) (B34)
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The gradient expression is modified to
δJ
δǫ¯(ω)
= 2
(
− ǫ¯(ω)
f˜ǫ(ω)
+ C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉]− λ0 − λT cos(ωT )
)
(B35)
Eq. (B20) yields the following modified expression for ǫ¯(ω):
ǫ¯(ω) = f˜ǫ(ω)C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉]− f˜ǫ(ω)[λ0 + λT cos(ωT )] (B36)
The first term in the RHS of Eq. (B36) is recognized as the same expression as ǫ¯(ω) in the unconstrained
problem, Eq. (B30). Let us denote:
ǫ¯unc(ω) ≡ f˜ǫ(ω)C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉] (B37)
We can rewrite the expression to ǫ¯(ω) in the constrained problem as
ǫ¯(ω) = ǫ¯unc(ω)− f˜ǫ(ω)[λ0 + λT cos(ωT )] (B38)
Now, in order to find explicit expressions to λ0 and λT , we should enforce the boundary constraints,
(B7), (B9), on the solution (B38). We start from the constraint (B7). It can be rewritten in the terms
of ǫ¯(ω) as follows:
ǫ(0) =
√
2
π
∫ Ω
0
ǫ¯(ω) cos(0) dω =
√
2
π
∫ Ω
0
ǫ¯(ω) dω = 0 (B39)
Let us substitute the solution (B38) in the constraint equation:
ǫunc(0)−
(
λ0 C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=0
+λT C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=T
)
= 0 (B40)
The constraint (B9) can be written in the terms of ǫ¯(ω) as follows:
ǫ(T ) =
√
2
π
∫ Ω
0
ǫ¯(ω) cos(ωT ) dω = 0 (B41)
Substituting Eq. (B38) in Eq. (B41) we obtain:
ǫunc(T )−
(
λ0 C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=T
+λT C−1
[
f˜ǫ(ω) cos(ωT )
]∣∣∣∣
t=T
)
= 0 (B42)
Eqs. (B40), (B42), constitute a two equation system of the two variables λ0, λT . Let us denote, for
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convenience:
a ≡ C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=0
(B43)
b ≡ C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=T
(B44)
d ≡ C−1
[
f˜ǫ(ω) cos(ωT )
]∣∣∣∣
t=T
(B45)
The system of equations can be written in a matrix-vector form in the following way:

a b
b d



λ0
λT

 =

ǫunc(0)
ǫunc(T )

 (B46)
Let us define:
M ≡

a b
b d

 (B47)
The solution of this system is
λ0 =
ǫunc(0)d− ǫunc(T )b
detM
(B48)
λT =
ǫunc(T )a− ǫunc(0)b
detM
(B49)
where detM = ad− b2 is the determinant of M .
Note that the derivation of Eqs. (B38), (B48), (B49), does not require any knowledge of the forms
of the other terms in the functional (Jmax and Jion), which do not have an explicit dependence on ǫ¯(ω).
Thus, the same technique of imposing frequency restrictions and boundary constraints can be used
directly for various control problems, without altering the expression of the field.
Eq. (B38) can be utilized to produce a field which satisfies the boundary condition constraints,
(B7), (B9), from an arbitrary unconstrained field. The given unconstrained field can be substituted in
Eq. (B38) as ǫ¯unc(ω), even though it was not produced by Eq. (B37). The derivation of the expressions
of the λ’s does not rely on any previous knowledge on ǫ¯unc(ω). Thus, it holds in general for any
unconstrained field. If, furthermore, the given ǫ¯unc(ω) is restricted to the required frequency region
which is represented by f˜ǫ(ω), then ǫ¯(ω) becomes also restricted to the required frequency region. This
technique can be used to produce a guess field which satisfies both the boundary conditions and the
frequency requirements.
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We proceed to the condition (B21). Let us derive the LHS of this equation:
δJ
δ |ψ(t)〉 =
δJmax
δ |ψ(t)〉 +
δJSchr
δ |ψ(t)〉 (B50)
δJmax
δ |ψ(t)〉 =
1
2
∫ Ω
0
fC(ω)
d
〈
Cˆ
〉2
(ω)
d
〈
Cˆ
〉
(ω)
δ
〈
Cˆ
〉
(ω)
δ
〈
Cˆ
〉
(t)
δ
〈
Cˆ
〉
(t)
δ |ψ(t)〉 dω
=
√
2
π
∫ Ω
0
fC(ω)
〈
Cˆ
〉
(ω) cos(ωt) dω 〈ψ(t)| Cˆ
= C−1
[
fC(ω)
〈
Cˆ
〉
(ω)
]
〈ψ(t)| Cˆ (B51)
δJSchr
δ |ψ(t)〉 =
d 〈χ(t)|
dt
+
〈
iHˆ†(t)χ(t)
∣∣∣ (B52)
Eq. (B21) becomes
d 〈χ(t)|
dt
= −
〈
iHˆ†(t)χ(t)
∣∣∣− 〈ψ(t)| C−1 [fC(ω)〈Cˆ〉(ω)
]
Cˆ (B53)
Following analogous steps, the condition (B22) yields:
d |χ(t)〉
dt
= −iHˆ†(t) |χ(t)〉 − C−1
[
fC(ω)
〈
Cˆ
〉
(ω)
]
Cˆ |ψ(t)〉 (B54)
It can be seen that 〈χ(t)| is subject to the adjoint evolution equation of |χ(t)〉.
Let us derive the LHS of the condition (B23):
δJ
δ |ψ(T )〉 =
δJion
δ |ψ(T )〉 +
δJSchr
δ |ψ(T )〉 (B55)
δJion
δ |ψ(T )〉 =
d [σ (〈ψ(T )|ψ(T )〉)]
d 〈ψ(T )|ψ(T )〉
δ 〈ψ(T )|ψ(T )〉
δ |ψ(T )〉
= σ′ (〈ψ(T )|ψ(T )〉) 〈ψ(T )| (B56)
δJSchr
δ |ψ(T )〉 = −〈χ(T )| (B57)
Eq. (B23) becomes
〈χ(T )| = σ′ (〈ψ(T )|ψ(T )〉) 〈ψ(T )| (B58)
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Following analogous steps, the condition (B24) yields:
|χ(T )〉 = σ′ (〈ψ(T )|ψ(T )〉) |ψ(T )〉 (B59)
From Eqs. (B58), (B59), we have:
〈χ(T )| = |χ(T )〉† (B60)
The evolution equations (B53), (B54), together with Eq. (B60), lead conclusively to Eq. (B18), as
expected. Assuming this, only Eqs. (B54), (B59) are required to perform the computations in practice.
We collect the equations which define ǫ¯(ω), |ψ(t)〉 and |χ(t)〉, i. e. Eqs. (B11), (B14), (B54), (B59),
(B12), (B38), (B37), (B48), (B49), (B43), (B44), (B45):
d |ψ(t)〉
dt
= −iHˆ(t) |ψ(t)〉 ,
|ψ(0)〉 = |ψ0〉 (B61)
d |χ(t)〉
dt
= −iHˆ†(t) |χ(t)〉 − C−1
[
fC(ω)
〈
Cˆ
〉
(ω)
]
Cˆ |ψ(t)〉 ,
|χ(T )〉 = σ′ (〈ψ(T )|ψ(T )〉) |ψ(T )〉 (B62)
Hˆ(t) = Hˆ0 − Xˆǫ(t) (B63)
ǫ(t) = C−1[ǫ¯(ω)] (B64)
ǫ¯(ω) = ǫ¯unc(ω)− f˜ǫ(ω)[λ0 + λT cos(ωT )] (B65)
ǫ¯unc(ω) ≡ f˜ǫ(ω)C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉] (B66)
ǫunc(t) = C−1[ǫ¯unc(ω)] (B67)
λ0 =
ǫunc(0)d− ǫunc(T )b
ad− b2 (B68)
λT =
ǫunc(T )a− ǫunc(0)b
ad− b2 (B69)
a ≡ C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=0
(B70)
b ≡ C−1
[
f˜ǫ(ω)
]∣∣∣∣
t=T
(B71)
d ≡ C−1
[
f˜ǫ(ω) cos(ωT )
]∣∣∣∣
t=T
(B72)
These constitute the Euler-Lagrange equations of the problem.
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Appendix C: Numerical details
1. Discretization of the cosine transform
In practice, the cosine transform (1) is replaced by a discrete-cosine-transform (DCT). There are
several types of DCT’s. We used a boundary including DCT, which is sometimes referred to as the DCT
of the first type (DCT-1). The DCT-1 of a time-dependent function, g(t), sampled at Nt + 1 equidistant
time points,
tk, k = 0, 1, . . . , Nt
is defined as:
g¯(ωj) =
√
2
Nt
Nt∑
k=0
1
hk
g(tk) cos
(
jkπ
Nt
)
, j = 0, 1, . . . , Nt (C1)
hk =


2 k = 0 or k = Nt
1 1 ≤ k ≤ Nt − 1
(C2)
The inverse transform is defined by
g(tk) =
√
2
Nt
Nt∑
j=0
1
hj
g¯(ωj) cos
(
jkπ
Nt
)
, k = 0, 1, . . . , Nt (C3)
It can be observed from Eqs. (C1), (C3) that DCT-1 is its own inverse.
The argument of the cosine function in Eqs. (C1), (C3) is equivalent to a discretized variant of the
continuous argument ωt in the continuous transform (1), where the variables are discretized as follows:
tk = k
T
Nt
k = 0, 1, . . . , Nt (C4)
ωj = j
π
T
j = 0, 1, . . . , Nt (C5)
In order to be consistent with the continuous formulation, the direct transform was multiplied by the
factor T/
√
Ntπ:
g¯(ωj) =
√
2
π
T
Nt
Nt∑
k=0
1
hk
g(tk) cos
(
jkπ
Nt
)
(C6)
where T/Nt replaces dt in the continuous integral form (Cf. Eq. (C4)). The inverse transform was
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divided by the same factor:
g(tk) =
√
2π
T
Nt∑
j=0
1
hj
g¯(ωj) cos
(
jkπ
Nt
)
=
√
2
π
π
T
Nt∑
j=0
1
hj
g¯(ωj) cos
(
jkπ
Nt
)
(C7)
where π/T replaces dω in the continuous integral form (Cf. Eq. (C5)). The consistency with the
continuous formulation has an important advantage: When using Eq. (C1) as is, the definition of
the spectral function g¯(ω), represented by the transform, varies with the sampling frequency. The
consistency with the continuous form makes g¯(ω) independent of the sampling.
The choice of this type of DCT is important for the following reason: The boundary constraints, (B7),
(B9), are imposed at the boundaries of the time-domain, i. e. at t = 0 and t = T . Consequently, ǫunc(t)
and the the inverse cosine transform in Eqs. (B40), (B42), are evaluated at the time-domain boundaries.
Therefore, it is important that the discrete transform will include both boundaries. Moreover, the
Euler-Lagrange equations define a two-point boundary value problem: |ψ(t)〉 is propagated from the
initial condition at t = 0, and |χ(t)〉 is backward propagated from the final condition at t = T . Thus,
the boundary including DCT is compatible with the control equations.
In this context, we shall give a practical remark on the computation of d in Eqs. (B48), (B49). d is
computed in the DCT-1 form as
d =
√
2π
T
Nt∑
j=0
1
hj
f˜ǫ(ωj) cos
2(ωjT ) ωj = j
π
T
=
√
2π
T
Nt∑
j=0
1
hj
f˜ǫ
(
jπ
T
)
cos2(jπ)
=
√
2π
T
Nt∑
j=0
1
hj
f˜ǫ
(
jπ
T
)
(−1)2
=
√
2π
T
Nt∑
j=0
1
hj
f˜ǫ
(
jπ
T
)
(C8)
which is equivalent to the discretized expression to a. Thus, Eq. (B48) can be computed as
λ0 =
ǫunc(0)a− ǫunc(T )b
detM
(C9)
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where detM can be computed as
detM = a2 − b2 (C10)
The detM in Eq. (B49) is also computed by Eq. (C10).
2. Details of the optimization procedure
As was mentioned in Sec. III, the optimization procedure is based on the BFGS method (see, for
example, [54, Chapter 3]). The BFGS method is a universal method of optimization which is well
established and widespread. However, several details are crucial for a successful implementation of the
method in the present context. Commercial programs might completely fail when they are used without
certain modifications.
a. Discretization of the optimization space
The optimization is performed in a discrete variable space. Thus, we first have to reformulate the
problem by discrete means in order to obtain the necessary expressions for the optimization process.
The optimized function, ǫ¯(ω), is discretized as follows:
ǫ¯(ω) −→ ~¯ǫ ≡


ǫ¯(ω0)
ǫ¯(ω1)
...
ǫ¯(ωNt)


ωj = j
π
T
(C11)
The ω sampling is the same as the DCT sampling (Cf. Eq. (C5)). The functional has to be expressed
by the terms of the discrete optimization space:
J [ǫ¯(ω)] −→ Jd [~¯ǫ] (C12)
where Jd is a discretized variant of J . The ǫ¯(ω) dependence in J is reformulated by discrete means;
Jenergy is replaced by
Jdenergy = −
Nt∑
j=0
1
f˜ǫ(ωj)
ǫ¯2(ωj)wj, wj =
1
hj
π
T
(C13)
where the hj’s are defined by Eq. (C2). The wj’s are the integration weights. The ǫ¯(ω) dependence of
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ǫ(t) in Jǫ(0), Jǫ(T ) and JSchr is expressed by the inverse DCT expression (Cf. Eq. (C7)):
ǫ(t) =
√
2
π
π
T
Nt∑
j=0
1
hj
ǫ¯(ωj) cos (ωjt)
=
√
2
π
Nt∑
j=0
ǫ¯(ωj) cos (ωjt)wj (C14)
The resulting gradient expression is
dJd
dǫ¯(ωj)
= wj
δJ
δǫ¯(ω)
∣∣∣∣
ω=ωj
(C15)
where δJ
δǫ¯(ω)
is given by Eq. (B35).
b. Definition of the numerical optimization problem
Typically, the space of ~¯ǫ is much larger than what is required in practice. The reason lies in the form
of Eq. (B36)—it can be easily seen that ǫ¯(ω) attains negligible values in the regions in which the filter
function fǫ(ω) is negligible. Hence, we can neglect the terms of ~¯ǫ in these regions and fix them to zero
in advance. Only the terms in the non-negligible regions participate in the optimization process. This
results in a dramatic decrease of the dimension of the optimization space. This practice is important also
for another reason—it solves the problem of division by zero in the first term in the RHS of Eq. (B35).
Let us denote the vector of the ωj values which participate in the optimization by ~ωr. In our
calculations, we have chosen ~ωr as to satisfy the following condition:
fǫ(~ωr) ≥ 2.22× 10−16 (C16)
The value in the RHS represents the machine precision of double type variables.
For convenience, let us define the solution vector in the reduced space:
~¯ǫr ≡ ǫ¯(~ωr) (C17)
We naturally formulated our optimization problem as a maximization problem. This is also the
common convention in quantum OCT texts for the vast majority of the optimization problems. However,
the BFGS method is traditionally formulated as aminimization process, which is the common convention
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in the optimization literature in general. In order to apply the BFGS method to our problem, we have
to use a uniform formulation. There exist two options:
1. The BFGS method can be reformulated as a maximization process.
2. We can perform a minimization of −Jd instead of the maximization of Jd.
We adopt the second option, in order to prevent confusion, and to enable a direct use of existing BFGS
codes.
In summary, our optimization problem is defined as the minimization of the objective −Jd with
respect to the solution vector ~¯ǫr.
We denote the gradient vector of the minimization problem as ~g. Its general term is given by
− dJ
d
dǫ¯(ωj)
= −wj δJ
δǫ¯(ω)
∣∣∣∣
ω=ωj
= 2wj
(
ǫ¯(ωj)
f˜ǫ(ωj)
− C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉] ∣∣∣∣
ω=ωj
+λ0 + λT cos(ωjT )
)
(C18)
~g can be expressed by a vector notation in the following way:
~g = 2~w ◦
(
~¯ǫr ⊘ f˜ǫ(~ωr)− C
[
− Im
〈
χ(t)
∣∣∣Xˆ∣∣∣ψ(t)〉]
∣∣∣∣
~ω=~ωr
+λ0 + λT cos(~ωrT )
)
(C19)
where ~w is the weight vector. ◦ denotes the Hadamard product (elementwise product) and ⊘ the
Hadamard division.
The approximated Hessian matrix will be denoted by S.
c. Iterative formulation
The optimization process is mathematically described by an iterative update rule for the solution
vector ~¯ǫr. This requires the formulation the optimization equations by iterative means.
First, we have to index the iteration number of the mathematical objects involved in the iterative
process. The iteration index will be denoted by a superscript in parentheses. For example, the solution
vector in the k’th iteration is denoted by ~¯ǫ
(k)
r . ~¯ǫ
(0)
r denotes the initial guess solution.
ǫ(k)(t) is given by the substitution of ~¯ǫ
(k)
r into Eq. (C14).
∣∣ψ(k)(t)〉 and ∣∣χ(k)(t)〉 are given by
Eqs. (B61)–(B63) with the substitution of ǫ(k)(t) into the Hamiltonian (Eq. (B63)). λ
(k)
0 and λ
(k)
T are
given by Eqs. (B66)–(B72), where Eq. (B66) is computed by the substitution of
∣∣ψ(k)(t)〉 and ∣∣χ(k)(t)〉.
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The objective of the minimization process in the k’th iteration is given by −Jd (k), where Jd (k) is
computed by ~¯ǫ
(k)
r and
∣∣ψ(k)(t)〉. Note that the Lagrange-multiplier terms, Jǫ(0), Jǫ(T ) and JSchr, are
identically zero; thus, the Lagrange-multipliers do not participate in the computation of Jd (k).
The gradient in the k’th iteration is given by the following expression (Cf. Eq. (C19)):
~g(k) = 2~w ◦
(
~¯ǫ(k)r ⊘ f˜ǫ(~ωr)− C
[
− Im
〈
χ(k)(t)
∣∣∣Xˆ∣∣∣ψ(k)(t)〉] ∣∣∣∣
~ω=~ωr
+λ
(k)
0 + λ
(k)
T cos(~ωrT )
)
(C20)
Let us define:
~δ
(k) ≡ ~¯ǫ(k+1)r − ~¯ǫ(k)r (C21)
~γ(k) ≡ ~g(k+1) − ~g(k) (C22)
The BFGS update rule for the approximated inverse-Hessian is
S(k+1)
−1
= S(k)
−1
+
(
1 +
~γ(k)TS(k)
−1
~γ(k)
~δ
(k) T
~γ(k)
)
~δ
(k)~δ
(k)T
~δ
(k)T
~γ(k)
−
~δ
(k)
~γ(k)TS(k)
−1
+ S(k)
−1
~γ(k)~δ
(k) T
~δ
(k)T
~γ(k)
(C23)
The initial inverse-Hessian guess, S(0)
−1
, is supplied by the user.
The direction of search in the k’th iteration will be denoted by ~p(k). It is given by the general
quasi-Newton expression:
~p(k) = −S(k)−1~g(k) (C24)
The update rule for the solution vector is
~¯ǫ(k+1)r = ~¯ǫ
(k)
r + κ
(k)~p(k), κ(k) > 0 (C25)
where κ(k) is determined by the line-search procedure. The line-search requires the knowledge of ~¯ǫ
(k)
r ,
~p(k), −Jd (k) and ~g(k). It also requires a procedure which returns −Jd and ~g for any solution vector ~¯ǫr
which is a candidate for ~¯ǫ
(k+1)
r .
Note that the only Euler-Lagrange equation which does not participate in the iterative calculation
is the equation for the solution ǫ¯(ω) (B65). Nevertheless, the solution equation has been utilized in the
considerations which led to the reduction of the optimization space (Sec. C 2 b). In what follows, it turns
out that the solution equation form is actually contained implicitly in the optimization procedure.
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The termination condition of the iterative process is chosen as
∥∥∥~¯ǫ(k)r − ~¯ǫ(k−1)r ∥∥∥∥∥∥~¯ǫ(k)r ∥∥∥ ≤ 10
−4 (C26)
d. Initial guess for the solution vector and the Hessian
The update equation (C25) presents a problem: The RHS consists of two terms. The first is the
previous solution ~¯ǫ
(k)
r , which is assumed to satisfy the boundary constraints, (B7) and (B9). However,
the second term −κ(k)S(k)−1~g(k) does not satisfy the boundary constraints in general. As a result, the
update rule does not conserve the boundary constraints.
Another property which is not conserved by the update rule is the restriction of the driving field
spectrum. The direction of search ~p(k) is not confined, in general, to the allowed frequency region. As
an illustration of this statement, let us take S(k) = I, where I is the identity matrix. The identity matrix
is usually chosen as the initial guess for the Hessian in the BFGS process. With this choice, the direction
of search becomes ~p(k) = −~g(k), as in the first order gradient method. It can be readily observed from
Eq. (C18) that the gradient direction does not satisfy the spectral restriction. The terms λ0, λT cos(ωjT )
obviously have significant values throughout the spectrum of ωj values. Actually, the different terms
in parenthesis in Eq. (C18) can be recognized as the same terms as in both sides of Eq. (B36), divided
by f˜ǫ(ω). The division by the filter function simply cancels the filtration which is present in Eq. (B36).
Thus, the gradient expression is not restricted to the required spectral region, represented by fǫ(ω).
When ~p(k) is not spectrally restricted, the optimization process cannot proceed; very large penalties
are put on the “forbidden” frequency regions, and thus the result cannot improve unless κ(k) is extremely
small. Consequently, the optimization process becomes highly ineffective and impractical. Moreover,
the update of ~¯ǫr is often so small that it does not change beyond the roundoff error regime.
Note that the conservation problems of the update rule originate from the form (C25), which de-
termines ~¯ǫr independently of the Euler-Lagrange equation for the solution, (B65). These problems do
not exist in optimization methods in which the update rule is based directly on the solution equation.
An example of a method of this class is the relaxation process proposed in our previous work (Ref. [43,
Chapter 3.2.3], [44]). An update rule of this type satisfies automatically the boundary and spectral
restrictions which are present in Eq. (B65).
The conservation problems in the BFGS process can be solved by an appropriate choice of the initial
guess solution ~¯ǫ
(0)
r and the initial Hessian S(0). First, ~¯ǫ
(0)
r should satisfy the boundary conditions and
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the spectral restrictions. A guess solution which satisfies both requirements can be constructed by the
following steps:
1. Choose a spectral function ǫ¯
(0)
unc(ω) which satisfies the spectral restrictions, but unnecessarily the
boundary constraints.
2. Obtain a constrained spectral function ǫ¯(0)(ω) by substituting ǫ¯
(0)
unc(ω) into Eqs. (B65), (B67)–(B72)
(the justification to this practice is explained in Appendix B).
3. ~¯ǫ
(0)
r is simply given by the terms of ǫ¯(0)(ω) which participate in the optimization procedure.
Note that if ǫ¯
(0)
unc(ω) ∝ f˜ǫ(ω), then Eq. (B65) yields ǫ¯(0)(ω) ≡ 0. This initial field is not very useful—there
seems to be a local minimum or a saddle point in the zero field solution. Consequently, the optimization
procedure cannot proceed from this point in the optimization space.
S(0) should be chosen as the Hessian of −Jdenergy (see Eq. (C13)). The general term of the Hessian is
given by
− ∂
2Jdenergy
∂ǫ¯(ωj)∂ǫ¯(ωl)
= δjl
2wj
fǫ(ωj)
(C27)
Thus, S(0) is a diagonal matrix. It can be written in a matrix notation in the following way:
S(0) = −∇~ωr(∇~ωrJdenergy)T = 2 diag
[
~w⊘ f˜ǫ(~ωr)
]
(C28)
The initial inverse-Hessian matrix is given by
S(0)
−1
=
1
2
diag
[
f˜ǫ(~ωr)⊘ ~w
]
(C29)
This choice of S(0) yields the following initial direction of search:
~p(0) = −S(0)−1~g(0)
= −~¯ǫ(0)r + f˜ǫ(~ωr) ◦
{
C
[
− Im
〈
χ(0)(t)
∣∣∣Xˆ∣∣∣ψ(0)(t)〉] ∣∣∣∣
~ω=~ωr
−
[
λ
(0)
0 + λ
(0)
T cos(~ωrT )
]}
(C30)
Let us write the function version of the second term in the RHS:
f˜ǫ(ω)
{
C
[
− Im
〈
χ(0)(t)
∣∣∣Xˆ∣∣∣ψ(0)(t)〉]− [λ(0)0 + λ(0)T cos(ωT )]}
This expression can be recognized as the expression for ǫ¯(ω) from the solution Euler-Lagrange equation
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(see Eqs. (B65), (B66)), with the substitution of
∣∣ψ(0)(t)〉, ∣∣χ(0)(t)〉, λ(0)0 and λ(0)T . Let us denote:
ǫ¯
(k)
EL(ω) ≡ f˜ǫ(ω)
{
C
[
− Im
〈
χ(k)(t)
∣∣∣Xˆ∣∣∣ψ(k)(t)〉]− [λ(k)0 + λ(k)T cos(ωT )]} (C31)
~¯ǫ
(k)
r,EL ≡ ǫ¯(k)EL(~ωr) (C32)
Using this notation, Eq. (C30) can be rewritten as
~p(0) = −~¯ǫ(0)r + ~¯ǫ(0)r,EL (C33)
~¯ǫ
(k)
r,EL satisfies the boundary constraints and spectral restrictions for all k. ~¯ǫ
(0)
r is also assumed to
satisfy both requirements by an appropriate choice, as above. According to Eq. (C33), ~p(0) is a linear
combination of ~¯ǫ
(0)
r and ~¯ǫ
(0)
r,EL. Thus, ~p
(0) also satisfies both requirements. Consequently, the update
rule for ~¯ǫ
(1)
r preserves the boundary and spectral restrictions.
Note that the relaxation method proposed in our previous work yields the same update direction as
that of Eq. (C33), generalized to all k. It has been shown in [43, Chapter 3.2.3] that the relaxation
method is equivalent to a quasi-Newton method with the same approximated Hessian (C28) for all
iterations.
The situation is more complicated in the BFGS method, where the Hessian is updated in each
iteration. Nevertheless, the BFGS update rule preserves the required properties for all k, with the
proper choice of ~¯ǫ
(0)
r and S(0), as above. It can be shown that the resulting direction of search ~p(k) is
spanned by the following set of vectors:
~¯ǫ(0)r , ~¯ǫ
(0)
r,EL, ~¯ǫ
(1)
r,EL, . . . ,~¯ǫ
(k)
r,EL
The full justification is left for a future publication. All the vectors in this set satisfy the required
properties. Consequently, the required properties are preserved by the resulting update rule.
Thus, it has been shown that by a proper choice of S(0), the BFGS method yields an update rule
which is based implicitly on the solution equation (B65).
It is noteworthy that there is an important particular case in which the common choice for the initial
Hessian, S(0) = I, conserves the required properties. This situation is characterized by the following
conditions:
1. fǫ(ω) ∈ {0, 1}, i. e. fǫ(ω) can attain the values 0 and 1 only. For instance, fǫ(ω) is a rectangular
function.
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2. The boundary frequencies, ω0 = 0 and ωNt = Ntπ/T , are not contained in the allowed frequency
region represented by fǫ(ω).
The issue of the conservation of the spectral restriction becomes irrelevant whenever the first condition
is satisfied, since the “forbidden” spectral regions are completely eliminated from the optimization
process in advance. If, in addition, the second condition is satisfied, S(0)
−1
from Eq. (C29) differs from
the identity matrix I just by a constant factor. This factor does not have a significant effect on the
optimization process. In particular, the common choice S(0) = I yields an update rule which conserves
the boundary conditions as well.
e. The line-search
The line-search procedure is based on the scheme outlined in Ref. [54, Chapter 2.6]. We shall comment
on several details in which we deviated from this scheme.
In [54, Chapter 2.6] it is assumed that the computation of the gradient is much more expensive
numerically than the computation of the optimized function value. This assumption is reflected in
the details of the line-search scheme—the gradient is computed only when it is essential for the search
process. This excludes a certain situation in which the gradient information is not essential, although
its knowledge improves the search process—the choice of the next point in the search is based on
interpolation considerations; in the scheme outlined in [54, Chapter 2.6] it is preferred to employ a
quadratic interpolation, rather than a cubic one with the cost of an extra gradient evaluation. In our
situation, the economical considerations regarding the gradient computation are irrelevant—the vast
majority of the numerical effort consists of the propagation process, and the extra computational effort
in the gradient calculation is negligible. Thus, the gradient should be computed whenever it can be
utilized for the improvement of the process. Hence, we always employed a cubic interpolation for the
choice of the next point in the search.
The conditions for an acceptable point in [54, Chapter 2.5] include the requirement that the point is
located below a decreasing “ρ-line” (the first Goldstein condition). This condition is unnecessary in our
case, since it is employed to exclude a situation which is irrelevant in our problem (see [54, Page 30]).
In an existing line-search program we can set ρ = 0.
It is also unnecessary to include a lower bound for the functional value (f¯ in [54, Chapter 2.6]) from
similar considerations. In an existing program we can set f¯ = −∞.
There is a unique issue in quantum optimal control theory problems which requires a specialized
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treatment in the context of the line-search scheme. The computation of the functional involves propa-
gation under the solution vector field. Typically, the precise description of the dynamics becomes more
demanding numerically as the magnitude of the field increases. Of course, the high numerical require-
ments cannot be avoided if the optimal field is actually large in magnitude. However, it may occur that
the optimization search path passes through fields which are much larger in magnitude than the optimal
field. Thus, it is desirable to control the optimization path such that large field regions are avoided.
In the context of the line-search process, it often happens that the bracket located in the bracketing
phase is much larger than required. In other words, the search unnecessarily extends “too far” in the
search direction ~p. The corresponding fields might be considerably larger than the optimal field. As a
result, the propagation process might become much time-consuming, inaccurate, or unstable.
We issued this problem in a primitive way—we restricted the peak magnitude of the field which is
allowed in the line-search process. Let us denote the maximal allowed magnitude of ǫ(t) by ǫmax; the
updated field in each iteration should satisfy the following condition:
∣∣ǫ(k+1)(t)∣∣ ≤ ǫmax, t ∈ [0, T ] (C34)
which is equivalent to the following set of conditions:
ǫ(k+1)(t) ≤ ǫmax (C35)
ǫ(k+1)(t) ≥ −ǫmax (C36)
t ∈ [0, T ]
These conditions yield a condition on the maximal allowed κ(k) in the search, as will be readily shown.
First, conditions (C35), (C36) have to be discretized as follows:
~ǫ(k+1) ≤ ǫmax (C37)
~ǫ(k+1) ≥ −ǫmax (C38)
where we defined:
~ǫ ≡


ǫ(t0)
ǫ(t1)
...
ǫ(tNt)


(C39)
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~ǫ(k+1) can be expressed in the terms of the discretized solution ~¯ǫ:
~ǫ(k+1) = C−1~¯ǫ(k+1) (C40)
where C denotes a matrix which represents the DCT linear transformation defined by Eq. (C6). Accord-
ingly, C−1 represents the inverse DCT transformation defined by Eq. (C7). In order to express ~¯ǫ(k+1)
by the terms of κ(k), the update rule (C25) has to reformulated in the full Nt + 1 dimensional space in
which ~¯ǫ(k+1) is defined. Let us define for ~p(k) a corresponding vector ~p
(k)
f in the full space. The update
rule in the full space becomes
~¯ǫ(k+1) = ~¯ǫ(k) + κ(k)~p
(k)
f (C41)
Eqs. (C40), (C41) yield:
~ǫ(k+1) = C−1~¯ǫ(k) + κ(k)C−1~p
(k)
f = ~ǫ
(k) + κ(k)~q(k) (C42)
where
~q(k) ≡ C−1~p(k)f (C43)
It can be easily found that the substitution of Eq. (C42) into conditions (C37), (C38) yields the following
set of Nt + 1 conditions on κ
(k):
κ(k) ≤
ǫmax − sgn
(
q
(k)
j+1
)
ǫ(k)(tj)∣∣∣q(k)j+1∣∣∣ , 0 ≤ j ≤ Nt (C44)
where q
(k)
j+1 is the (j + 1)’th entry of ~q
(k), which corresponds to the time-point tj .
This practice should be distinguished from optimization with inequality constraints. Conditions
(C35), (C36) do not represent an additional constraint on the optimization problem; they just impose a
restriction on the search process.
When condition (C44) is imposed, it may occur that the bracketing phase fails. Usually, this indicates
that the chosen ǫmax is too small for the given problem, and it should be increased. Alternatively, the
problem can be altered by the increment of the penalties on energy or ionization. These modifications
will result in an optimal field of smaller magnitude.
The parameter values of the line-search procedure are summarized in Table III. We use the notations
of [54, Chapter 2.6], with the exception of the parameter κ(0), which is defined in the present text.
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σ 0.9
ρ 0
τ1 9
τ2 0.1
τ3 0.5
f¯ −∞
κ(0) 1
ǫmax 0.15
TABLE III. Line-search parameters
f. Practical remarks
The choice of the initial guess field is important for the success of the computational method. It is
recommended to choose ~¯ǫ
(0)
r such that Jd (0) > 0, for the following reason. As has already been mentioned,
there seems to be a local maximum or a saddle point in the zero field solution, ~¯ǫr ≡ ~0. This solution
yields Jd = 0. If Jd (0) < 0, the optimization process has a strong tendency to converge to the zero field
solution.
The task of locating a guess solution which yields Jd (0) > 0 often becomes non-trivial. The guess field
should produce some response in the required region, such that the magnitude of J
(0)
max is sufficiently
large. One option is to use some physical insight in the choice of ~¯ǫ
(0)
r such that the magnitude of J
(0)
max
is significant. Another option is to employ a preparation optimization—we perform several iterations
of another optimization problem, in order to find a field for which J
(0)
max becomes significant. In the
preparation problem, the penalties on energy and ionization are reduced, such that the initial functional
value of the preparation problem becomes positive.
Occasionally, a quasi-Newton scheme applied to the present problem fails in the approximation of the
Hessian. The optimization “gets stuck” after several iterations, when the resulting direction of search
~p(k) ceases to be useful. Theoretically, the BFGS update rule of the inverse-Hessian (C23) conserves the
positive definiteness of S−1. According to Eq. (C24), this yields a direction of search ~p(k) which is always
a descent direction. However, in practice, the magnitude of the negative slope in the ~p(k) direction may
be too small to exceed the roundoff error regime. As a result, no improvement can be achieved in a
search in the ~p(k) direction.
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The origin of the problem lies in the failure of the assumptions underlying the inverse-Hessian update
rule (C23). The update rule relies on the following quadratic approximation:
~γ(k) ≈ S(k+1)~δ(k) (C45)
The quadratic approximation is relevant only when the new point ~¯ǫ
(k+1)
r is located in the nearest valley
in the ~p(k) direction. The situation might be different when there exist additional further valleys in
the ~p(k) direction. In this case, the accepted ~¯ǫ
(k+1)
r in the line-search scheme may be located in these
further valleys, where approximation (C45) does not hold. Consequently, the update rule (C23) becomes
irrelevant for the approximation of the inverse Hessian. After the accumulation of several events of this
type, the resulting S(k)
−1
ceases to be useful.
The existence of several valleys in the search direction is typical to a guess field of small magnitude
combined with small penalties on energy and ionization. This results in small magnitudes of the penalty
terms in the region of ~¯ǫ
(k)
r in the optimization space. In general, the penalty terms introduce a “wall”
or a barrier in the optimization space. This can prevent the appearance of additional valleys. If the
penalty terms in the vicinity of ~¯ǫ
(k)
r are small in magnitude, they do not have a significant effect on the
optimization space in the region of ~¯ǫ
(k)
r , and additional further valleys may appear.
The problem can be solved by the “reset” of the inverse-Hessian approximation when the process “gets
stuck”. The inverse-Hessian is set again to the form of (C29), and the iterative update of the inverse-
Hessian by Eq. (C23) is restarted from this point. This is equivalent to starting a new optimization
from the final solution of the first optimization.
A failure of the inverse-Hessian approximation can usually be detected before the total failure of the
optimization, since it is characterized by an unusual behaviour of the process. We may observe too many
iterations in the different phases of the line-search, and certain iterations of the ~¯ǫr update with very
small improvement. If an unusual behaviour is detected, it is recommended to reset the inverse-Hessian
in this stage, instead of waiting until the optimization is completely “stuck”.
An alternative way to address this problem is to use the form of (C29) as the inverse-Hessian ap-
proximation also for k > 0, until ~¯ǫ
(k)
r and the penalty terms become sufficiently large to prevent the
appearance of the problem.
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Appendix D: The effect of the absorbing boundaries
As was mentioned in Sec. III B, the employment of absorbing boundary conditions might be a primary
source of inaccuracy in HHG simulations. In principle, two sources of inaccuracy are introduced when
an infinitely long spatial grid is replaced by absorbing boundary conditions:
1. Physical effect : The absorption of a portion of the wave-function amplitude at the boundaries can
have an effect on the dynamics in the central region of the wave-function. The possible physical
effects can be classified as direct or indirect effects:
(a) Direct effect : The unjustified elimination of an electronic amplitude which is due to revert
to the central region in a later stage in the dynamical process;
(b) Indirect effect : The wave-function dynamics in all spatial regions is coupled by the time-
dependent Schro¨dinger equation. Thus, the elimination of the amplitude at the boundaries
has some effect on the dynamics in the central region of the wave-function.
2. Numerical effect : Imperfection in the absorption capabilities of the absorbing boundaries results
in the effects of reflection from the absorbing boundary, or transmission and wraparound of the
electronic amplitude.
Both the physical and the numerical effects can be reduced by placing the absorbing boundaries further
from the central region of the grid. However, neither of them can be completely eliminated. As was
discussed in Sec. III B, the magnitude of the numerical effect strongly depends on the choice of the
complex-absorbing-potential. This motivated the employment of the optimization scheme described in
Sec. III B for its construction.
The validity of the approximations introduced by the employment of absorbing boundaries was tested
in all problems of Sec. IV. As a test of validity, the optimized fields obtained in all problems were used to
propagate the same initial condition in a doubled grid, i. e. x ∈ [−480, 480) where the spacing between
adjacent points remains unaltered (this test has failed in [45], due to the presence of the numerical
effect mentioned above). The resulting
〈
Cˆ
〉
(ω) spectra were calculated. We found that there is no
significant difference between the spectra of the original grid and the doubled grid. In order to quantify
the magnitude of the deviation of the response in the original grid from the doubled grid, we define the
relative difference of Jmax:
∆relJmax ≡ Jmax − Jmax,doubled
Jmax,doubled
(D1)
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n ∆relJmax
13 2.42× 10−3
14 9.02× 10−4
15 1.44× 10−3
17 2.41× 10−5
TABLE IV. The relative difference of Jmax from the resulting Jmax in the doubled grid (Eq. (D1)) for the
various optimized harmonics.
where Jmax,doubled is the Jmax calculated for the doubled grid. In Table IV, we present ∆relJmax for the
various optimized harmonics. It can be observed that the magnitude of the relative difference does not
exceed the order of ∼ 10−3. Thus, the effects introduced by the absorbing boundaries are not expected
to have a significant effect on the optimization problem.
Appendix E: Prevention of plasma production represented as a control requirement
The minimization of plasma production in HHG is one of the aims of the current study. In this
appendix we shall further discuss its realization by the control formulation outlined in Sec. II.
There is a fundamental problem in formulating a control requirement representing the physical re-
quirement of prevention of plasma production. Plasma production is a macroscopic effect, which takes
place in the macroscopic medium. However, the treatment of the dynamics in the present study is in
the isolated system level. Thus, there is no direct access to the physical effect of plasma production
by the current dynamical treatment. Consequently, it is impossible to give a direct formulation of the
physical requirement as a control requirement.
As an alternative, it is possible to define the physical requirement of localization of the liberated
electron around the parent ion. The localization of the electron ensures that it is not liberated into
the macroscopic medium, and thus the plasma production is prevented. In more precise means, we can
define a radius around the parent ion, where the electronic probability inside the radius is considered
as localized. We shall refer to this radius as the localization radius. Such a physical requirement is
accessible by the dynamical treatment of the isolated system, and thus can be formulated as a control
requirement.
The immediate question which arises is how the localization radius should be chosen. It is important
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to avoid an over-localization of the electron around the parent ion. The ionization and liberation of the
electron into large distances in the continuum is an integral part of the HHG mechanism, where the
electron gains large energies in its accelerated motion reverted into the parent ion over a large distance.
If the chosen localization radius is too small, the feasibility of production of the target harmonic can be
completely prevented, or at least reduced.
It should be emphasized that the insertion of an additional control requirement always reduces the
optimal yield, since the space of the allowed control opportunities becomes restricted. However, we
should distinguish between two types of reduction of the optimal harmonic yield by the localization
requirement:
1. Direct reduction: The spatial restriction imposed on the electron damages directly the oppor-
tunities provided by the physical mechanism responsible for HHG, as above. In this case, the
localization requirement imposes a direct restriction on the electronic probability which partici-
pates in the HHG process.
2. Indirect reduction: The HHG process has the side effect of liberated electronic probability which
does not revert to the parent ion, and consequently, is responsible for plasma production. This
part of the electronic probability does not participate in the physical mechanism responsible for
the production of high harmonics. The localization requirement restricts this side effect. An
indirect consequence of this restriction is the reduction of the control opportunities, where the
optimal mechanism should satisfy the additional restriction of the side effect. Thus, the localization
requirement restricts directly an electronic probability which does not participate in the HHG
process, and the probability which participates in the process also becomes restricted as an indirect
consequence of this requirement.
When we state that over-localization of the electron should be avoided, we intend to the prevention of
the direct reduction of the optimal yield. However, the indirect reduction is an unavoidable consequence
of the physical requirement of prevention of plasma production.
In what follows, we claim that the considerations in the choice of the localization radius are similar
to the considerations of the choice position of the absorbing boundaries.
We shall start from the considerations of the choice of the position of the absorbing boundaries. In
Appendix D we distinguished between two sources of inaccuracy induced by the absorbing boundaries,
which were classified as a physical effect and a numerical effect. Let us assume, for the moment, that the
absorption capabilities of the absorbing boundaries are nearly perfect, and the numerical effect is negli-
gible. In this case, the position of the absorbing boundaries is chosen by purely physical considerations;
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the choice should reduce the physical effect to a negligible magnitude. The term “negligible” depends
on the required accuracy. This ensures that the absorption of the outgoing electronic amplitude has no
significant effect on the physics in the central region of the grid.
The appropriate position of the absorbing boundaries depends on the specific profile of the laser
pulse.
The determination of the appropriate position in an optimization problem becomes problematic.
The laser pulse profile varies during the optimization process, and thus the position of the absorbing
boundaries has to be far enough from the central region to consider all fields which take place in the
optimization path. The problem is that these fields are unknown in advance. However, the position of
the absorbing boundaries must be determined in advance, since it defines the system, and consequently,
the optimization problem.
Nevertheless, an upper limit for the position of the absorbing boundaries can be roughly estimated,
since we actually have some idea about important physical properties of the fields in the optimization
path—the control requirements restrict the intensity of the field and the available frequency band. The
position of the absorbing boundaries can be estimated by comparison to HHG problems with similar
physical conditions.
Now we return to the discussion of the choice of the localization radius. In order to avoid the direct
reduction of the optimal yield by the localization requirement, the localization requirement should
exclude only electronic probability which is far enough from the parent ion to become irrelevant to the
physics responsible for the high harmonic production. In other words, the localization radius is chosen
such that the electronic probability which is beyond the localization radius has a negligible effect on the
dynamics in the central region. This coincides with the appropriate position of the absorbing boundaries.
This justifies the formulation of the localization control requirement by Jion (defined in Eq. (27)), where
the absorbed probability is identified as the permanently ionized probability.
Let us consider also the situation in which the imperfection in the absorption capabilities of the
absorbing potential cannot be ignored. In this case, the numerical effect of the absorbing boundaries is
non-negligible. The position of the absorbing boundaries is not led by physical considerations only, but
also by numerical considerations. The common practice is to place the absorbing boundaries further
from the central region of the grid, such that the numerical effect becomes negligible. In this case, the
correspondence between the localization radius and the position of the absorbing boundaries is lost.
Nevertheless, the method outlined in Sec. IIC for the restriction of permanent ionization can still be
applied. The considerations which were outlined here for the choice of the localization radius impose only
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a lower limit on the localization radius, but not an upper limit. The only problem in the exaggeration
of the magnitude of the localization radius is the extra numerical cost of larger grids. Hence, when the
use of larger grid is crucial from numerical considerations, the localization radius can still be defined by
the position of the absorbing boundaries. However, it should be emphasized that the minimal allowed
survival amplitude has to be increased as the distance of the absorbing boundaries from the parent ion
is increased. The profile of σ(y) has to be altered accordingly. Thus, the current formulation couples
between the numerical realization of the dynamics and the optimization problem.
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