Abstract-This paper deals with the design of a generic visual tracking algorithm suitable for a large class of camera (single viewpoint sensors). It is based on the estimation of the relationship between observations and motion on the sphere. This is efficiently achieved using a kernel-based regression function on a generic linearly-weighted sum of non-linear basis functions. We also present two set of experiments. The first one shows the efficiency of our algorithm through the tracking in video sequences acquired with three types of cameras (conventional, dioptric-fisheye and catadioptric). The real-time performances will be shown by tracking one or several planes. The second set of experiments presents an application of our tracking algorithm to visual servoing with a fisheye camera.
I. INTRODUCTION
Wide-angle cameras are becoming very popular in the robotic research area since they offer a large field of view to the robot. They include catadioptric systems that combine mirrors and conventional cameras to create omnidirectional cameras providing 360dg panoramic views of a scene or dioptric fisheye lenses [1] . It is highly desirable that such imaging systems have a single viewpoint [2] , [3] , i.e., there exists a single center of projection so that every pixel in the sensed images measures the irradiance of the light passing through the same viewpoint in one particular direction. The reason why a single viewpoint is so desirable is that it permits the extension of several results obtained for conventional cameras [4] . In this paper, we also take advantage of the properties of such sensor system to develop a tracking algorithm that is valid for the cameras obeying the unified model. This means that the proposed method can work not only with classical perspective cameras but can also be applied to central catadioptric cameras [5] and a large class of fisheye cameras [6] .
Visual tracking is a fundamental step to many visionbased robotic applications such as visual servoing or visual navigation. However, only few works have been devoted to the design of generic tracking algorithms that can be applied for either classical or omnidirectional images. The direct visual tracking algorithm based on the minimization of the dissimilarity measurements (Sum of Squared Differences) between a reference template and the current image, first designed for conventional perspective camera [7] , has been extended to calibrated omnidirectional camera in [8] tracking in [9] . Recently, Caron et al. [10] have proposed a dense plane tracking algorithm with an omnidirectional stereo-system to achieve metrical reconstruction.
Planar pattern tracking is based on the estimation of the unknown motion (generally expressed by a homography relationship) of the pattern into a video sequence. The tracking is classified as real-time if the pattern motion is estimated for each video frame before the next one. Usually, real-time tracking can be modelized through a regression function linking the image observations and the motion model of the pattern. Tracking methods depend on the nature of the regression function. In model-based tracking, the analytical form of the regression function can be defined from the Jacobian matrix (first order approximation) [11] or the Hessian matrix (second order approximation) [7] . For learning-based tracking, a parametric form of the regression function can be considered where the parameters are estimated from a training set of motions and corresponding observations. In [12] and [13] , the regression function model is based on the first order hyperplane model where the parameters of the linear matrix are estimated using a least-square criteria computed from a training set. Kernel based regression functions have been used recently for visual tracking. Avidan [14] exploits the link between the SVM (Support Vector Machine) scores and the motion of the pattern to perform the tracking task. Williams [15] presents a RVM (relevance vector machine) kernel-based regression function to link the image luminance measure to the relative motion of the target.
This article is related to [16] where the authors propose to exploit a kernel-based parametric regression model with non linear basis functions to solve the tracking problem. We propose here a novel variant to kernel-based tracking in a more general framework allowing efficient tracking with a large class of wide-angle cameras.
The remainder of this paper is organized as follows. In Section II, following the description of the generic spherical camera model, we details the geometric transformation between two spherical views of a planar target. Section III presents our generic tracking algorithm in the spherical space and give the essential of the kernel-based parameter model related to the regression function. Finally, tracking results are presented through two set of experiments. The first one shows the efficiency of our proposal through the tracking in video sequences acquired with three types of cameras (conventional, dioptric-fisheye and catadioptric). The second set of experiments presents an application of our tracking algorithm to visual servoing with a fisheye camera. 
II. GENERIC MODEL AND TWO VIEW GEOMETRY

A. Unified projection model
Central imaging systems can be modeled using two consecutive projections: first spherical and then perspective. This geometric formulation, which is called the unified model, was first proposed by Geyer and Daniilidis in [5] . It has the advantage of being valid for a large class of sensors including perspective cameras, central catadioptric sensors, and fisheye lenses.
Consider the virtual unitary sphere centered in the origin of the frame F m as shown in Fig.1 and the perspective camera centered in the origin of the frame F c . The frames attached to the sphere and the perspective camera are related by a simple translation of −ξ , along the Z axis of F m . Let X be a 3D point with coordinates X =[XYZ] ⊤ in F m . The world point X is projected in the image plane into the point of homogeneous coordinates x i =[x i y i 1] ⊤ . The image formation process can be split in three steps: -First, the 3D world point X is mapped onto the unit sphere surface:
where
-Then, the point S lying on the unitary sphere is perspectively projected on the normalized image plane Z = 1 − ξ into a point of homogeneous coordinates:
As can be shown in (2) , the perspective projection model is obtained by setting ξ = 0.
-Finally, the 2D projective point x is mapped into the pixel image point with homogeneous coordinates x i :
where K is a 3 × 3 matrix of camera and mirror intrinsic parameters. The matrix K and the parameter ξ can be obtained after calibration using, for example, the methods proposed in [17] . The inverse projection from the image plane onto the unit sphere can be obtained by inverting the second and last projection steps. As a matter of fact, the point x in the normalized image plane can be computed from the image point x i using the inverse mapping K −1 :
Then it is mapped onto the unit sphere by inverting the nonlinear mapping (2):
The spherical point can be expressed in the standard spherical coordinates system as:
where θ ∈ [0, π] and ϕ ∈ [0, 2π] are the colatitude and longitude angles respectively.
If the central camera is calibrated, the omnidirectional image I(x i , y i ) can be mapped onto the unit sphere to a spherical image I S (θ , ϕ). This mapping can be realized as follow:
• First, the unit sphere is sampled in an equi-angular spherical grid of size 2B · 2B:
• Then, the spherical points S(θ , ϕ) are mapped on the image plane using the central projection model outlined above.
• Finally, the spherical image I S is obtained after a local interpolation in the omnidirectional image plane. Examples of spherical images are shown in figure 2.
B. Homographies for central cameras
Consider two positions of the central camera defined by the frames F m and F ⋆ m . The two frames are related by the rotation matrix R ∈ SO(3) and the translation vector t ∈ R 3 (see figure 1) . Let (π) a 3D plane defined by its normal vector n ⋆ in F ⋆ m and its distance d ⋆ from the origine of F ⋆ m . The Euclidean homography matrix H ∈ SL(3) is defined by:
The points S and S ⋆ corresponding to the spherical projections of a 3D point of (π) are related by:
From the homography H, the camera motion (R and t d ⋆ ) and the structure of the observed scene (for example n ⋆ and the ratio ρ/ρ ⋆ ) can be determined. In the sequel, the homography matrix will be used in the tracking process.
III. KERNEL-BASED VISUAL TRACKING
A. Regression function-based tracking
We present in this section a generic formulation of pattern tracking based on the regression function between a motion model and the variation of the template appearance in the spherical space. Let I n be an image of a sequence given at time n, and W a planar pattern to be tracked. In case of classical camera, W can be defined by four corner points into the image plane. Since a generic central projection model is considered, we define the pattern W in the spherical space by fours corner spherical points as shown in figure 2 . The state associated to the spherical position of the pattern can be defined as the spherical coordinates of the four corner points:
S n is a vector composed by the four corners of the pattern and S k n denotes the spherical coordinates given in (5) of the k th corner point. Template matching of W can be defined as the state estimation S n for each image of the sequence. It can be realized in a iterative way by estimating the motion ∆ S n ∈ SO(3) (which is a rotation to preserve the corners S n in the spherical space S 2 ) of the four corners between two successive images: Fig. 2 . Two kind of cameras are shown. Images in left column correspond to the catadioptric camera, whereas the right images column are acquired using a classical camera equipped by a FishEye lens. The first row presents the image provided by the cameras and the pattern to be tracked. The second row presents the mapping of the images given above onto the unit sphere.
Let a(I n , W , S n ) be an observation function providing a measurements vector associated to W at the state S n . These measurements can, for example, be the luminance computed on a sub-sampling grid of the template W . The image constancy assumption can thus be expressed as:
where N is the number of images in the sequence and a ⋆ W is the measurement vector of W in the first image. Furthermore, the variation of the observations between two successive images, for the same state, is defined by:
Using (6), the previous equation becomes:
In [16] , the authors propose to link the motion of the four corner points and the observation variation by the following regression function :
∆ S n = g(∆ a n , w n )+ε n where ε n denotes a random noise and w n is the vector of parameters of the regression function g. To overcome the dependence of the parameters w n of the regression function on the time n, they establish a new relation in which these parameters have to be estimated only for the first image of the sequence. Therefore, the variation of the state vector is mapped in a canonical reference frame through an homography.
Let H n be the homography relationship between the spherical pattern, to be tracked, defined by S n and the reference spherical pattern defined by the following four corner points:
where θ and ϕ are constants (see figure 2) . We have thus S ∝ H n S n . The homography matrix H n can be estimated by solving the linear equation S × H n S n (where × denotes the cross-product) using for example the linear algorithm proposed in [18] . Knowing that S n = S and expressing the variation ∆ S n in the reference frame using the previous homography
∆ S n can be linked to the variation of the observation by:
where ε n is a random noise. As can be shown in (7), the parameter vector w is independent on time and thus can be estimated once for all frames of the sequence.
B. Kernel based regression function
The parameters vector w can be estimated during the tracking in an analytical way [11] , [7] , or using machine learning techniques [12] . Jurie and Dhome propose in [12] to use a hyperplane model for the regression function g(∆ a , W)= W ∆ a . The parameter matrix W is learnt from the variation of the observation ∆ a n associated to a set of random motion ∆ S n . In [16] , Chateau and Lapreste propose to use a non linear regression function model built from a non linear basis functions. For completeness, we will derive the main steps. Let = {∆ S , ∆ a } be a learning set built from N random motions ∆ S = {∆ S n } N n=1 of the reference spherical pattern associated to the variation of the observation ∆ a = {∆ a n } N n=1 . The regression function is approximated by the sum of M non linear basis functions as:
where φ ( ∆ a ) is the M basis functions vector and φ m (∆ a )=κ(∆ a , ∆ ⋆m a ) is a kernel function applied to ∆ a and a basis vector denoted ∆ ⋆m a .
Since we look for a regression function g(∆ a , W) that makes good predictions of the new spherical position of the pattern, the matrix W of parameters associated to the M basis functions can be estimated using a least-square minimization of the following error:
This can be rewritten in matrix form as:
The parameter matrix W can be estimated by:
Usually, basis vector ∆ a ⋆m can be chosen from the training set or by using the entire training set and thus M = N. One can note that the hyperplane model used in [12] is a special case of (8) with linear basis functions φ m (∆ a ).
The choice of the basis function and their associated parameters is crucial to confirm the performance of the tracking method. One makes a common choice to use Gaussian datacentered basis functions defined as:
where the parameter σ is important since it is involved in the content of the kernel matrix Φ.Ifσ is too small, Φ is mostly composed of zeros. However, if σ is too large, the matrix Φ is mostly composed of ones. An adjustment of the standard deviation σ can be obtained using a non linear optimization maximizing a cost function based on the sum of the standard deviation computed for each row of the matrix Φ:
and φ (∆ a n ) is the mean value of the vector φ (∆ a n ).
IV. EXPERIMENTS
This section presents a set of experiments. A series of videos is also provided with this paper.
A. Tracking using catadioptric, fisheye and perspective cameras
In order to show that the proposed method is valid for a large class of cameras, three types of sensor are considered in this experiment: classical, fisheye and catadioptric cameras. Four set of images are used. The first set is composed of 349 images acquired with a compact digital camera. Since the images are mapped onto the unit sphere, the internal camera parameters are fixed by assigning the center point of the image as the principal point coordinates (u 0 , v 0 ) and the focal parameters are arbitrarily chosen f u = f v = 1500px (the parameter ξ is naturally fixed to 0). The second set of 441 images has been acquired with a fisheye camera. For this camera, the calibration parameters are f u = f v = 574px, u 0 = 318px, v 0 = 238px and ξ = 1.25. The third set contains 729 images provided by a catadioptric camera (combining a conventional camera and a mirror). The intrinsic parameters are f u = f v = 161px, u 0 = 300px, v 0 = 268px and ξ = 0.8. The proposed tracking algorithm has been compared with the ESM visual tracking [8] using the software provided by the authors for the two first sets of images (acquired by the classical and fisheye cameras). The ESM method has been used with the default parameters. Figures 3 and  4 show the result obtained with the sets of perspective and fisheye images respectively. The selected template is tracked successfully with both methods until image number 270 for the perspective sequence and image number 211 for the fisheye sequence where the ESM tracking diverges. Indeed, the ESM tracking failed in the set 1 owing to the presence of shadow in the tracked region. Concerning the second video sequence, the failure (image number 211) is due to the important blur caused by shaky motions of the fisheye camera. The tracking result in the set 3 (images acquired by the catadioptric camera) is shown in the figure 5. In order to show the robustness of the tracking algorithm with respect to the calibration parameters, we have realized a set of experiment with roughly calibrated cameras. The tracking results (provided in the videos joined to the paper) show clearly that the tracking can be done correctly with a rough calibration.
The processing time of the proposed generic realtime tracking is about 27 ms per one planar region. Therefore, we have extended the proposed algorithm to track several planes in realtime. The realtime multi-tracking depends on the number of planes, the camera rate frame and the power of the computation device. The video attached to the paper shows the tracking of three planes which can be done in realtime with a sequence of frequency 12 fps. This experiment is done using a catadioptric camera and the processing is realized using a laptop equiped with a i 7 intel processor and 4GB of memory. Figure 6 shows the results of the multi-plane tracking in a video sequence acquired with a catadioptric camera (see also the attached video).
B. Application to visual servoing
In this section, we present an application of our template tracking to visual servoing. In few words, we recall that the time variationṡ of the visual features s can be expressed linearly with respect to the relative camera-object kinematics twist τ (contains the instantaneous linear velocity v and the instantaneous angular velocity ω)b yṡ = L s τ where L s is the interaction matrix related to s [19] . The control scheme is usually designed to ensure an exponential decoupled decrease of the visual features to their desired value s * , from which we deduce if the object is motionless:
where L s is a model or an approximation of L s , L + s the pseudo-inverse of L s , λ a positive gain tuning the time to convergence. In this experiment, the hybrid visual servoing approach proposed in [4] is used. Basically, the translational motions are controlled using a scaled 3D point computed from the corresponding image point whereas the rotational motions are controlled using the θ u representation of the rotation between the current and the desired positions of the camera. More precisely, consider the visual feature s = ρ ρ ⋆ S where S is the spherical coordinates vector of a chosen point into the tracked planar object and ρ ρ ⋆ is the ratio of the norms ρ and ρ ⋆ of the corresponding 3D point expressed in the current and desired camera frames respectively. Since the ratio ρ ρ ⋆ and θ u can be estimated from the homography matrix (provided by the tracking process), one can define the features vector as:
The corresponding interaction matrix is given as:
where L ω is given in [20] . Noting that L ω −1 θ u = θ u, the control vector τ can be fully computed from the tracked planar target and the induced homography matrix.
The presented results have been obtained with a fish-eye camera mounted on a six degrees of freedom cartesian robot (eye-in-hand configuration). The desired configuration is first learned and then the robot is moved to its initial configuration. A large displacement between the initial and desired configurations is considered. It is composed of a translation t =[ 90 70 50] cm and of a rotation θ u =[ 0 30 140] deg. Our kernel-based tracking algorithm is employed to track the targed during servoing. In order to show the robustness of the tracking process, the selected reference template is partially masked by the user hand (see figure 8 or corresponding video) during servoing. Figure 7 shows the result of the visual servoing task (error vector components, translational and rotational velocities curves) and confirms the robustness of the tracking. The video with high quality can be downloaded from htt p : //aramis.iup.univ − evry. fr : 8080/ ∼ had j − abdelkader/tmp/video ICRA2012.mpg.
V. C ONCLUSION
A central clue for implementation of many vision-based robotic applications relies on efficient tracking algorithms. In this paper, we have presented a generic formulation of kernelbased tracking suitable for all single viewpoint cameras. At this aim, the regression function has been formulated in the spherical space and the induced parameters computed thanks to a learning strategy. We have also provided a series of experiments showing the genericity and the efficiency of our proposal. In the near future, we plan to extend our work to multi-patch tracking in omni-images to improve the robustness of our homography-based visual servoing schemes.
