Abstract. Commutative algebra is used extensively in the cohomology of groups. In this series of lectures, I concentrate on finite groups, but I also discuss the cohomology of finite group schemes, compact Lie groups, p-compact groups, infinite discrete groups and profinite groups. I describe the role of various concepts from commutative algebra, including finite generation, Krull dimension, depth, associated primes, the Cohen-Macaulay and Gorenstein conditions, local cohomology, Grothendieck's local duality, and Castelnuovo-Mumford regularity.
Introduction
The purpose of these lectures is to explain how commutative algebra is used in the cohomology of groups. My interpretation of the word "group" is catholic: the kinds of groups in which I shall be interested include finite groups, finite group schemes, compact Lie groups, p-compact groups, infinite discrete groups, and profinite groups, although later in the lectures I shall concentrate more on the case of finite groups, where representation theoretic methods are most effective. In each case, there are finite generation theorems which state that under suitable conditions, the cohomology ring is a graded commutative Noetherian ring; over a field k, this means that it is a finitely generated graded commutative k-algebra.
Although graded commutative is not quite the same as commutative, the usual concepts from commutative algebra apply. These include the maximal/prime ideal spectrum, Krull dimension, depth, associated primes, the Cohen-Macaulay and Gorenstein conditions, local cohomology, Grothendieck's local duality, and so on. One of the themes of these lectures is that the rings appearing in group cohomology theory are quite special. Most finitely generated graded commutative k-algebras are not candidates for the cohomology ring of a finite (or compact Lie, or virtual duality, or p-adic Lie, or . . . ) group. The most powerful restrictions come from local cohomology spectral sequences such as the Greenlees spectral sequence H s,t m H * (G, k) = ⇒ H −s−t (G, k), which can be viewed as a sort of duality theorem. We describe how to construct such spectral sequences and obtain information from them.
The companion article to this one, [Iyengar 2004 ], explains some of the background material that may not be familiar to commutative algebraists. A number of references are made to that article, and for distinctiveness, I write [Sri] .
Some Examples
For motivation, let us begin with some examples. We defer until the next section the definition of group cohomology H * (G, k) = Ext (2.2) Next, we discuss finite abelian groups. See also § 7.4 of [Sri] . The Künneth theorem implies that (2.2.1)
So we decompose our finite abelian group as a direct product of cyclic groups of prime power order. The factors of order coprime to the characteristic may be thrown away, using (2.1). For a cyclic p-group in characteristic p, there are two possibilities (Proposition 7.3 of [Sri] ). If p = 2 and |G| = 2, then H * (G, k) = k[x] where x has degree one. In all other cases (i.e., p odd, or p = 2 and |G| ≥ 4), we have H * (G, k) = k[x, y]/(x 2 ) where x has degree one and y has degree two. It follows that if G is any finite abelian group then H * (G, k) is a tensor product of a polynomial ring and a (possibly trivial) exterior algebra.
(2.2.2) In particular, if G is a finite elementary abelian p-group of rank r (i.e., a product of r copies of Z/p) and k is a field of characteristic p, then the cohomology ring is as follows. For p = 2, we have
with |x i | = 1, while for p odd, we have
with |x i | = 1 and |y i | = 2. In the latter case, the nil radical is generated by x 1 , . . . , x r , and in both cases the quotient by the nil radical is a polynomial ring in r generators.
(2.
3) The next comment is that if S is a Sylow p-subgroup of G then a transfer argument shows that the restriction map from H * (G, k) to H * (S, k) is injective. What's more, the stable element method of Cartan and Eilenberg [1956] identifies the image of this restriction map. For example, if S G then H * (G, k) = H * (S, k) G/S , the invariants of G/S acting on the cohomology of S (see § 7.6 of [Sri] ). It follows that really important case is where G is a p-group and k has characteristic p. Abelian p-groups are discussed in (2.2), so let's look at some nonabelian p-groups.
(2.4) Consider the quaternion group of order eight, (2.4.1)
There is an embedding g → i, h → j, gh → k, g 2 = h 2 = (gh) 2 → −1 of Q 8 into the unit quaternions (i.e., SU(2)), which form a three dimensional sphere S 3 . So left multiplication gives a free action of Q 8 on S 3 ; in other words, each nonidentity element of the group has no fixed points on the sphere. The quotient S 3 /Q 8 is an orientable three dimensional manifold, whose cohomology therefore satisfies Poincaré duality. The freeness of the action implies that we can choose a CW decomposition of S 3 into cells permuted freely by Q 8 . Taking cellular chains with coefficients in F 2 , we obtain a complex of free F 2 Q 8 -modules of length four, whose homology consists of one copy of F 2 at the beginning and another copy at the end. Making suitable choices for the cells, this looks as follows. So we can form a Yoneda splice of an infinite number of copies of this sequence to obtain a free resolution of F 2 as an F 2 Q 8 -module. The upshot of this is that we obtain a decomposition for the cohomology ring
where z is a polynomial generator of degree four and x and y have degree one. This structure is reflected in the Poincaré series
The decomposition (2.4.2) into a polynomial piece and a finite Poincaré duality piece can be expressed as follows (cf. § 11):
is a Gorenstein ring.
(2.5) We recall that the meanings of Cohen-Macaulay and Gorenstein in this context are as follows. Let R be a finitely generated graded commutative kalgebra with R 0 = k and R i = 0 for i < 0. Then Noether's normalization lemma guarantees the existence of a homogeneous polynomial subring k[x 1 , . . . , x r ] over which R is finitely generated as a module.
Proposition 2.5.1. If R is of the type described in the previous paragraph, then the following are equivalent.
(a) There exists a homogeneous polynomial subring k[x 1 , . . . , x r ] ⊆ R such that R is finitely generated and free as a module over k[x 1 , . . . , x r ].
(b) If k[x 1 , . . . , x r ] ⊆ R is a homogeneous polynomial subring such that R is finitely generated as a k[x 1 , . . . , x r ]-module then R a free k[x 1 , . . . , x r ]-module.
(c) There exist homogeneous elements of positive degree x 1 , . . . , x r forming a regular sequence, and R/(x 1 , . . . , x r ) has finite rank as a k-vector space.
We say that R is Cohen-Macaulay of dimension r if the equivalent conditions of the above proposition hold.
(2.6) If R is Cohen-Macaulay, and the quotient ring R/(x 1 , . . . , x r ) has a simple socle, then we say that R is Gorenstein. Whether this condition holds is independent of the choice of the polynomial subring. Another way to phrase the condition is that R/(x 1 , . . . , x r ) is injective as a module over itself. This quotient satisfies Poincaré duality, in the sense that if the socle lies in degree d (d is called the dualizing degree) and we write p(t) = ∞ i=0 t i dim k (R/(x 1 , . . . , x r )) i then (2.6.1) t d p(1/t) = p(t).
Setting
the freeness of R over k[x 1 , . . . , x r ] implies that P (t) is the power series expansion of the rational function p(t)/ r i=1 (1 − t |x i | ). So plugging in equation (2.6.1), we obtain the functional equation (2.6.2) P (1/t) = (−t) r t −a P (t),
(|x i | − 1). We say that R is Gorenstein with a-invariant a. Another way of expressing the Gorenstein condition is as follows. If R (as above) is Cohen-Macaulay, then the local cohomology H s,t m R is only nonzero for s = r. The graded dual of H r, * m R is called the canonical module, and written Ω R . To say that R is Gorenstein with a-invariant a is the same as saying that Ω R is a copy of R shifted so that the identity element lies in degree r − a.
In the case of H * (Q 8 , F 2 ), we can choose the polynomial subring to be k[z]. The ring H * (Q 8 , F 2 ) is a free module over k[z] on six generators, corresponding to a basis for the graded vector space
, which satisfies Poincaré duality with d = 3. So in this case the a-invariant is 3−(4−1) = 0. We have p(t) = 1 + 2t + 2t 2 + t 3 and P (t) = p(t)/(1 − t 4 ).
(2.7) A similar pattern to the one seen above for Q 8 holds for other groups. Take for example the group GL(3, 2) of 3 × 3 invertible matrices over F 2 . This is a finite simple group of order 168. Its cohomology is given by
where deg x = 2, deg y = deg z = 3. A homogeneous system of parameters for this ring is given by y and z, and these elements form a regular sequence. Modulo the ideal generated by y and z, we get F 2 (x)/(x 3 ). This is a finite Poincaré duality ring whose dualizing degree is 4. Again, this means that the cohomology is a Gorenstein ring with a-invariant 4 − (3 − 1) − (3 − 1) = 0, but it does not decompose as a tensor product the way it did for the quaternion group (2.4.2).
(2.8) It is not true that the cohomology ring of a finite group is always Gorenstein. For example, the semidihedral group of order 2 n (n ≥ 4),
has cohomology ring
with deg x = deg y = 1, deg z = 3 and deg w = 4. This ring is not even CohenMacaulay. But what is true is that whenever the ring is Cohen-Macaulay, it is Gorenstein with a-invariant zero. See § 11 for further details.
Even if the cohomology ring is not Cohen-Macaulay, there is still a certain kind of duality, but it is expressed in terms of a spectral sequence of Greenlees, H
Let us see in the case above of the semidihedral group, what this spectral sequence looks like. And let's do it in pictures. We'll draw the cohomology ring as follows. 
The vertical coordinate indicates cohomological degree, and the horizontal coordinate is just for separating elements of the same degree. To visualize the homology, just turn this picture upside down by rotating the page, as follows. 
We compute local cohomology using the stable Koszul complex for the homogeneous system of parameters w, x,
where the subscripts denote localization by inverting the named element. A picture of this stable Koszul complex is as follows. The local cohomology of H * (G, k) is just the cohomology of this complex. In degree zero there is no cohomology. In degree one there is some cohomology, namely the hooks that got introduced when w was inverted,
In degree two, we get the part of the plane not hit by either of the two degree one pieces,
Now the differential d 2 in this spectral sequence increases local cohomological degree by two and decreases internal degree by one, and the higher differentials are only longer. So there is no room in this example for nonzero differentials. It follows that the spectral sequence takes the form of a short exact sequence
This works fine, because H * (SD 2 n , F 2 ) is the graded dual of H * (SD 2 n , F 2 ), as shown in (2.8.2). So the short exact sequence places the hooks of H 1 m underneath every second nonzero column in H 2 m to build H * (SD 2 n , F 2 ). Notice that the hooks appear inverted, so that there is a separate Poincaré duality for a hook.
The same happens as in this case whenever the depth and the Krull dimension differ by one. The kernel of multiplication by the last parameter, modulo the previous parameters, satisfies Poincaré duality with dualizing degree determined by the degrees of the parameters; in particular, the top degree of this kernel is determined. In the language of commutative algebra, this can be viewed in terms of the Castelnuovo-Mumford regularity of the cohomology ring. See § 14 for more details.
The reader who wishes to understand these examples better can skip directly to § 14, and refer back to previous sections as necessary to catch up on definitions. Conjecture 14.6.1 says that for a finite group G, Reg H * (G, k) is always zero. This conjecture is true when the depth and the Krull dimension differ by at most one, as in the above example. It is even true when the difference is two, by a more subtle transfer argument sketched in § 14 and described in detail in [Benson 2004 ].
Group Cohomology
For general background material on cohomology of groups, the textbooks I recommend are Benson 1991b; Brown 1982; Cartan and Eilenberg 1956; Evens 1991] . The commutative algebra texts most relevant to these lectures are [Bruns and Herzog 1993; Eisenbud 1995; Grothendieck 1965; 1967; Matsumura 1989 ].
(3.1) For a discrete group, the easiest way to think of group cohomology is as the Ext ring (see § 5 of [Sri] ). If G is a group and k is a commutative ring of coefficients, we define group cohomology via
Here, the group ring kG consists of formal linear combinations λ i g i of elements of the group G with coefficients in k. The cup product in cohomology comes from the fact that kG is a Hopf algebra (see § 1.8 of [Sri] ), with comultiplication ∆(g) = g⊗g. Another part of the Hopf structure on kG is the augmentation map
, which is what allows us to regard k as a kG-module. Cup product and Yoneda product define the same multiplicative structure, and this makes cohomology into a graded commutative ring, in the sense that
where |a| denotes the degree of an element a (see Prop. 5.5 of [Sri] ). In contrast, the Ext ring of a commutative local ring is seldom graded commutative; this happens only for a restricted class of complete intersections. The group ring of an abelian group is an example of a complete intersection (see § 1.4 of [Sri] ). More generally, if M is a left kG-module then
is a graded right H * (G, k)-module. It is a nuisance that most texts on commutative algebra are written for strictly commutative graded rings, where ab = ba with no sign. I do not know of an instance where the signs make a theorem from commutative algebra fail. It is worth pointing out that if a is an element of odd degree in a graded commutative ring then 2a 2 = 0. So 2a is nilpotent, and it follows that modulo the nil radical the ring is strictly commutative. On the other hand, it is more than a nuisance that commutative algebraists often assume that their graded rings are generated by elements of degree one, because this is not at all true for cohomology rings. Nor, for that matter, is it true for rings of invariants.
(3.2) A homomorphism of groups ρ : H → G gives rise to a map the other way
for any kG-module M . If ρ : H → G is an inclusion, this is called the restriction map, and denoted res G,H . If G is a quotient group of H and ρ : H → G is the quotient map, then it is called the inflation map, and denoted inf G,H .
(3.3) For a topological group (this includes compact Lie groups as well as discrete groups), a theorem of Milnor [1956] says that the infinite join
is weakly contractible, G acts freely on it, and the quotient BG = EG/G together with the principal G-bundle p : EG → BG forms a classifying space for principal G-bundles over a paracompact base. A topologist refers to H * (BG; k) as the classifying space cohomology of G. Again, it is a graded commutative ring. For example, for the compact unitary group U(n), the cohomology ring
is a polynomial ring over k on n generators c 1 , . . . , c n with |c i | = 2i, called the Chern classes. Similarly, for the orthogonal group O(2n), if k is a field of characteristic not equal to two, then we have
is a polynomial ring over k on n generators p 1 , . . . , p n with |p i | = 4i, called the Pontrjagin classes. For SO(2n) we have
where e ∈ H 2n (BSO(2n); k) is called the Euler class, and satisfies e 2 = p n . We shall discuss these examples further in § 12.
If G is a discrete group then BG is an Eilenberg-Mac Lane space for G; in other words, π 1 (BG) ∼ = G and π i (BG) = 0 for i > 1. The relationship between group cohomology and classifying space cohomology for G discrete is that the singular chains C * (EG) form a free resolution of Z as a ZG-module. Then there are isomorphisms
and the topologically defined product on the left agrees with the algebraically defined product on the right.
(3.4) Another case of interest is profinite groups. A profinite group is defined to be an inverse limit of a system of finite groups, which makes it a compact, Hausdorff, totally disconnected topological group. For example, writing Z Classifying space cohomology turns out to be the wrong concept for a profinite group. A better concept is continuous cohomology, which is defined as follows [Serre 1965a ]. Let G = lim ←− U ∈ U G/U be a profinite group, where U is a system of open normal subgroups with U ∈ U U = {1}. We restrict attention to modules M such that M = U ∈ U M U , and continuous cohomology is then defined as
Again, if k is a commutative ring of coefficients then H * c (G, k) is a graded commutative ring.
(3.5) In all of the above situations, if p is a prime number and k is the finite field F p , then there are Steenrod operations
(i ≥ 0) acting on the cohomology of any group (Sq 0 and P 0 act as the identity operation).
1 These operations satisfy some identities called the Adem relations, and the Steenrod algebra is the graded algebra generated by the Steenrod operations subject to the Adem relations. The action of the Steenrod operations is related to the multiplicative structure of cohomology by the Cartan formula
Finally, the action of the Steenrod operations on group cohomology satisfies the unstable axiom, which states that (3.5.3) Sq i (x) = 0 for i > |x| and Sq
The Cartan formula and the unstable axiom make the cohomology ring of a group (or more generally, the cohomology ring of any space) with F p coefficients into an unstable algebra over the Steenrod algebra. For more details, see [Steenrod 1962; Schwartz 1994] .
(3.6) There are some important variations on the definitions of group cohomology. For example, for a finite group, Tate cohomology is defined using complete resolutions, and gives a Z-graded ringĤ * (G, k). More precisely, if G is a finite group, k is a field 2 and N is a kG-module, then we splice together an injective resolution and a projective resolution of N to give an exact sequence
The fact that injective kG-modules are the same as projective kG-modules (see Theorem 3.6 as well as the paragraph following Corollary 3.7 in [Sri] ) means that this is an exact sequence of projective modules such that the image of the middle map is equal to N , which is the definition of a complete resolution. If M is another kG-module, we define E xt * kG (N, M ) to be the cohomology of the cochain complex obtained by taking homomorphisms from the complete resolutionP * to M . In the case where N = k, we definê
If M is also equal to k, thenĤ
There is a map from a complete resolution of N to the projective resolution of N used to make it
which is an isomorphism in nonnegative degrees and the zero map in negative degrees. This induces a map from Ext * kG (N, M ) to E xt * kG (N, M ) which is an isomorphism in positive degrees, surjective in degree zero, and the zero map in negative degrees. In particular, we obtain this way a map from ordinary cohomology to Tate cohomology,
. This is a homomorphism of graded k-algebras.
Tate duality says that for any kG-module M and every n ∈ Z, the k-vector space E xt
The case M = k of this statement can be interpreted as saying that the Tate cohomology is isomorphic to its graded dual, shifted in degree by one. This implies that it is selfinjective as a ring.
Finite Generation
There are various finite generation theorems, which provide the Noetherian hypothesis as starting point for the application of commutative algebra.
(4.1) We begin with finite groups, where we have the following algebraic theorem of Evens [1961] (see also [Golod 1959 ] for the case of a finite p-group).
Theorem 4.1.1. Let G be a finite group, k a commutative ring of coefficients and M a kG-module. If M is Noetherian as a k-module then
This can be contrasted with the situation in commutative algebra, where the Ext ring of a commutative local ring is Noetherian if and only if the ring is a complete intersection [Bøgvad and Halperin 1986] . The following extension of the theorem above also appears in [Evens 1961 ].
Theorem 4.1.2. Let H be a subgroup of a finite group G, let k be a commutative ring of coefficients, and let N be a Noetherian kH-module. Then H * (H, N ) is a finitely generated module over H * (G, k) via the restriction map (3.2) from G to H.
In contrast, Tate cohomology is almost never finitely generated. In fact, if k is a field of characteristic p, then there is a dichotomy [Benson and Krause 2002] . Either (4.1.3) G has no subgroups isomorphic to Z/p×Z/p (i.e., the Sylow p-subgroups of G are cyclic, or p = 2 and the Sylow 2-subgroups of G are generalized quaternion) andĤ * (G, k) is periodic and Noetherian, of the form k[x, x −1 ] tensored with a finite dimensional part, or (4.1.4) G has a subgroup isomorphic to Z/p × Z/p andĤ * (G, k) is not Noetherian. In this case, the negative degree cohomologyĤ − (G, k) is nilpotent, in the sense that there is some integer n such that every product of n or more elements ofĤ − (G, k) gives zero. In fact, if the depth of H * (G, k) is bigger than one then all products inĤ − (G, k) vanish [Benson and Carlson 1992] .
(4.2) Evens' theorem generalizes in a number of directions. The following is a theorem of Friedlander and Suslin [1997] .
Theorem 4.2.1. Let G be a finite group scheme over a field k (i .e., kG is a finite dimensional cocommutative Hopf algebra), and let M be a finitely generated
is a finitely generated k-algebra and
(4.3) For compact Lie groups, the following is a theorem of Venkov [1959] .
Theorem 4.3.1. Let G be a compact Lie group and k a Noetherian ring of coef-
is finitely generated as a module over the image of the Chern classes (3.3.1):
In particular , H * (BG; k) is a finitely generated k-algebra. If H is a closed subgroup of G then H * (BH; k) is a finitely generated module over the image of the restriction map (3.2) from G to H.
(4.4) There is an interesting generalization of compact Lie groups which has been extensively investigated by Dwyer and Wilkerson, among others. A loop space is by definition a space X together with another space Y and a homotopy equivalence X ΩY between X and the space of pointed maps from S 1 to Y . If, furthermore, H * (X; Z) is finitely generated as an abelian group (in other words, if each H i (X; Z) is finitely generated, and only nonzero for a finite number of different values of i), so that X looks homologically like a finite CW-complex, then we say that X is a finite loop space. For example, if G is a compact Lie group then G ΩBG and G is a finite loop space. For this reason, in general, the notation for the space Y is BX, and it is called the classifying space of the loop space X. But in spite of the notation, the space Y cannot be recovered from the space X, so naming Y = BX is regarded as part of the structure of the finite loop space X. The following theorem of Dwyer and Wilkerson [1994] generalizes Venkov's Theorem 4.3.1.
Theorem 4.4.1. If X is a finite loop space, then for any field k, the algebra H * (BX; k) is finitely generated .
A closely related concept is that of a p-compact group, which is by definition a loop space X which is F p -complete in the sense of [Bousfield and Kan 1972] 4 , F p -finite in the sense that H * (X; F p ) is finite, and such that π 0 X is a finite pgroup. The F p -completion of a finite loop space is an example of a p-compact group. The following theorem is also proved by Dwyer and Wilkerson [1994] .
(4.5) For infinite discrete groups, the question of finite generation is more delicate, and there are various theorems for some special classes of infinite groups. For example, the cohomology of an arithmetic group with coefficients in Z or a field is finitely generated. More generally, we have the following theorem.
Theorem 4.5.1. If a discrete group G has a subgroup H of finite index , such that there is a classifying space BH which is a finite CW complex , and k is a Noetherian commutative ring of coefficients, then H * (G, k) is Noetherian.
Proof. We can take H to be normal, and then the spectral sequence
has Noetherian E 2 page, and so H * (G, k) is Noetherian.
(4.6) A pro p-group is defined to be in inverse limit of finite p-groups. For pro p-groups, we have the following finite generation theorem of Minh and Symonds [2004] .
Theorem 4.6.1. Let G be a pro p-group.
is finitely generated then the number of conjugacy classes of finite subgroups of G is finite.
(iii) H * c (G, F p ) modulo its nil radical is a finitely generated F p -algebra if and only if G has only a finite number of conjugacy classes of finite elementary abelian p-subgroups.
Krull Dimension
(5.1) For a finitely generated graded commutative algebra R over a field k, there are several ways to define Krull dimension, which all give the same answer.
(5.1.1) Noether normalization (2.5) guarantees the existence of a homogeneous polynomial ring k[x 1 , . . . , x r ] over which R is finitely generated as a module. The integer r is the Krull dimension of R.
is the longest chain of homogeneous prime ideals in R and proper inclusions then r is the Krull dimension of R.
is a rational function of t, and the order of the pole at t = 1 is the Krull dimension of R.
( 5.2) The first results on Krull dimension for cohomology rings are due to Quillen [1971b; 1971c] , and are expressed in terms of the p-rank r p (G), where p ≥ 0 is the characteristic of k. If p is a prime, this is defined to be the largest r such that G has an elementary abelian subgroup of rank r; in other words, such that (Z/p) r ⊆ G. If G is a compact Lie group, this is at least as big as the Lie rank r 0 (G), which is defined to be the rank r 0 of a maximal torus (S 1 ) r 0 ⊆ G. Quillen's theorem is as follows.
Theorem 5.2.1. Let G be a compact Lie group, and k be a field of characteristic p ≥ 0. Then the Krull dimension of H * (BG; k) is equal to r p (G).
(5.3) In the special case where G is finite, this means that the Krull dimension of H * (G, k) is equal to r p (G). Quillen [1971c] proved that the same holds more generally for groups of finite virtual cohomological dimension; in other words, for discrete groups G containing a normal subgroup H of finite index such that H n (H, M ) = 0 for all large enough values of n and all ZH-modules M . The cohomology ring of G is not necessarily finitely generated in this situation, but it is finitely generated modulo its nil radical.
In fact, in these cases, Quillen obtained much more than just the Krull dimension. He obtained a complete description of the maximal ideal spectrum of H * (BG; k) up to inseparable isogeny, in terms of the Quillen category A p (G) whose objects are the finite elementary abelian p-subgroups of G, and whose arrows are the monomorphisms induced by conjugation in G.
Theorem 5.3.1. The restriction map (3.2)
is an inseparable isogeny. In other words, the kernel of this map consists of nilpotent elements, and if x is an element of the right hand side then x p a is in the image for some a ≥ 0.
We interpret Theorem 5.3.1 in terms of varieties in § 9. But for now, notice that the cohomology of a finite elementary abelian p-group of rank r is described in (2.2.2). In particular, modulo its nil radical it is always a polynomial ring in r generators.
Corollary 5.3.3. The minimal primes in H * (BG; k) are in one-one correspondence with the conjugacy classes of maximal elementary abelian p-subgroups of G, with respect to inclusion. If E is a maximal elementary abelian p-subgroup, then the corresponding minimal prime is ker(res G,E ), the radical of the kernel of the restriction map (3.2) from G to E. The Krull dimension of the quotient by this minimal prime is equal to the rank r p (E).
(5.4) The analog of the inseparable isogeny (5.3.2) was also proved by Quillen [1971c, Proposition 13.4] in the case of a profinite group with a finite number of conjugacy classes of elementary abelian p-subgroups.
6. Depth (6.1) In contrast with Krull dimension, the depth of a cohomology ring is harder to compute. There are many interesting classes of groups for which the cohomology is known to be Cohen-Macaulay, even though this is less common for general finite groups, let alone for more general classes of groups.
(6.1.1) Groups with abelian Sylow p-subgroups have Cohen-Macaulay cohomology [Duflot 1981 ].
(6.1.2) GL n (F q ) in characteristic not dividing q [Quillen 1972 ], as well as various other finite groups of Lie type away from their defining characteristic, have Cohen-Macaulay cohomology (see [Fiedorowicz and Priddy 1978] for the classical groups and [Kleinerman 1982] for the groups of exceptional Lie type).
(6.1.3) (p = 2) Groups with almost extraspecial Sylow 2-subgroups 5 have Cohen-Macaulay cohomology [Quillen 1971a ].
(6.1.4) (p = 2) Finite simple groups of 2-rank at most three have Cohen-Macaulay cohomology [Adem and Milgram 1995] .
(6.1.5) Finite groups of Lie type in the defining characteristic and finite symmetric groups almost never have Cohen-Macaulay cohomology, because they have maximal elementary abelian p-subgroups of different ranks, and hence minimal primes with quotients of different dimensions by Corollary 5.3.3.
(6.1.6) (p = 2) By computations of Carlson [≥ 2004] , of the 267 isomorphism classes of 2-groups of order 64, 119 have Cohen-Macaulay cohomology rings. The depth differs from the Krull dimension by one in 126 cases and by two in the remaining 22 cases. See the Appendix at the end of these notes for more detailed information.
(6.2) As far as group theoretic characterizations of depth are concerned, the best theorems to date only give bounds on the depth. For example, Duflot's theorem [1981] gives the following lower bound.
Theorem 6.2.1. Let G be a finite group and k a field of characteristic p. Then the depth of H * (G, k) is greater than or equal to the p-rank of the center of a Sylow p-subgroup S of G. In particular , if |G| is divisible by p then H * (G, k) has strictly positive depth.
The bound of Theorem 6.2.1 gives the exact value for the depth for 193 of the 267 groups of order 64.
(6.3) Theorem 6.2.1 generalizes to compact Lie groups as follows. If G is a compact Lie group and T is a maximal torus, then the inverse image S ⊆ G of a Sylow p-subgroup of N G (T )/T is called a Sylow p-toral subgroup of G. The Sylow p-toral subgroups play the same role for compact Lie groups that Sylow p-subgroups do for finite groups. The crucial property as far as cohomology is concerned is that the restriction map (3.2) H * (BG; k) → H * (BS; k) followed by the transfer map H * (BS; k) → H * (BG; k) of [Becker and Gottlieb 1975] is the identity.
6 Since the transfer map is a map of H * (BG; k)-modules, it follows that H * (BG; k) is a direct summand of H * (BS; k) as an H * (BG; k)-module. In particular, the depth of H * (BG; k) is at least as big as the depth of H * (BS; k).
Stong (unpublished) showed how to generalize Duflot's proof to this situation, and showed that the depth of H * (BG; k) is at least as big as r p (Z(S)). Broto and Henn [1993] gave another proof which is conceptually easier, and goes as follows. We begin by establishing the notation.
If C is a central elementary abelian p-subgroup of S, then the multiplication maps C × C → C and µ : C × S → S are group homomorphisms. This means that H * (BC; k) is a graded commutative and cocommutative Hopf algebra,
and H * (BG; k) is a sub-comodule algebra. Since H * (BC; k) is Cohen-Macaulay (2.2.2), we can find elements ζ 1 , . . . , ζ r ∈ H * (BG; k) whose restriction to C form a homogeneous system of parameters and hence a regular sequence x 1 , . . . , x r ∈ H * (BC; k). One way to do this is to use Theorem 4.3.1 and throw away redundant Chern classes. We claim that ζ 1 , . . . , ζ r form a regular sequence in H * (BG; k).
2.1)) whose restrictions to the first factor are x 1 , . . . , x r and whose restrictions to the second factor are ζ 1 , . . . , ζ r . So
We begin with ζ 1 . If y is a nonzero element in H d (BG; k) such that ζ 1 y = 0, then µ * (ζ 1 y) = 0. Then µ * (y) is a sum of tensors, and we separate out the terms whose degree in H * (BC; k) are highest, say
But multiplication by x 1 ⊗ 1 is injective on H * (BC; k) ⊗ H * (BG; k), so the only way this can be zero is for j u j ⊗ v j to be zero. This means that µ * (y) = 0 and so y = 0.
The same argument works inductively, because the map µ * passes down to a well defined map
Applying the same argument to ζ i+1 using this map, we see that multiplication by ζ i+1 is injective on H * (BG; k)/(ζ 1 , . . . , ζ i ). This inductive argument proves that ζ 1 , . . . , ζ r is a regular sequence in H * (BG; k), and completes the BrotoHenn proof of the following version of Duflot's theorem. Theorem 6.3.1. Let G be a compact Lie group and k a field of characteristic p. Then the depth of H * (BG; k) is greater than or equal to the p-rank of the center of a Sylow p-toral subgroup S of G.
(6.4) Green [2003] extended the above idea to prove a stronger result. An element x ∈ H * (BS; k) is said to be primitive if its image under µ * is equal to 1 ⊗ x. Since µ * is a ring homomorphism, the primitives form a subring of H * (BS; k). Since both µ and the projection onto the second factor of C × S have the same composite with the quotient map S → S/C, it follows that the image of the inflation map (see (3.2)) H * (B(S/C); k) → H * (BS; k) consists of primitive elements. If I is an ideal in H * (BG; k) generated by a regular sequence of primitive elements, then we can replace H * (BG; k) by H * (BG; k)/I in the above argument for Duflot's theorem, to obtain the following.
Theorem 6.4.1. Let G be a compact Lie group with Sylow p-toral subgroup S, and set r = r p (Z(S)). If there is a regular sequence of length s in H * (BG; k) which consists of primitive elements, then the depth of H * (BG; k) is at least r + s.
Associated Primes and Steenrod Operations
(7.1) Depth of the cohomology ring is closely linked with the action of the Steenrod operations (3.5). For example, an analysis of unstable algebras over the Steenrod algebra gives rise to a way of computing the depth with a single test sequence.
The test sequence takes the form of Dickson invariants. If F p [x 1 , . . . , x r ] is a polynomial ring, then the general linear group GL r (F p ) acts by linear substitutions, and Dickson [1911] proved that the invariants form a polynomial ring
The Dickson invariant c r,i has degree p r − p i in the variables x 1 , . . . , x r . The Dickson invariants are further studied in [Wilkerson 1983] , where the action of the Steenrod operations on them is also described.
If G is a compact Lie group of p-rank r, then it is shown in [Benson and Wilkerson 1995] that it follows from Quillen's Theorem 5.3.1 that as an algebra over the Steenrod algebra, H * (BG; F p ) always contains a copy of the Dickson invariants as a homogeneous system of parameters, where, for a suitable integer a ≥ 0 depending on G, x 1 , . . . , x r are taken to have degree 2 a if p = 2 and 2p
If E is an elementary abelian p-subgroup of G of rank s ≤ r, then the restriction to H * (BE; k) of c r,i ∈ H * (BG; k) is equal to c p a+r−s s,i−r+s ; thus it is a power of the Dickson invariant in the polynomial generators (2.2.2) in degree one (p = 2) or two (p odd) of H * (BE; k). The Landweber-Stong conjecture, proved by Bourguiba and Zarati [1997] , implies the following.
Theorem 7.1.1. The depth of H * (BG; F p ) is equal to the maximum value of d for which c r,r−1 , . . . , c r,r−d is a regular sequence.
Theorem 8.1.8 of [Neusel 2000] proves the much stronger statement that such a copy of the Dickson algebra can be found in any Noetherian unstable algebra over the Steenrod algebra. The conclusion of Theorem 7.1.1 holds in this more general context. The proof given by Bourguiba and Zarati makes heavy use of the machinery of unstable algebras over the Steenrod algebra. A proof without this machinery, but which only works in the context of the cohomology of a finite group, can be found in [Benson 2004 ].
The Dickson invariants have further desirable properties among all homogeneous systems of parameters in cohomology. For example, if H is a closed subgroup of G of p-rank s then the restrictions of c r,r−1 , . . . , c r,r−s are Dickson invariants forming a homogeneous system of parameters in H * (BH; k). Furthermore, c r,i is a sum of transfers from centralizers of elementary abelian subgroups of rank i.
(7.2) To get further with depth, it is necessary to get some understanding of the associated primes in group cohomology. In general, the dimension of the quotient by an associated prime is an upper bound for the depth. For general commutative rings, the depth cannot be computed from the dimensions of the quotients by associated primes, but in the case of cohomology of a finite group, we have the following conjecture of Carlson [1999] . Partial results on this conjecture have been obtained by Green [2003] .
Conjecture 7.2.1. Let G be a finite group and k a field. Then H * (G, k) has an associated prime p such that the Krull dimension of H * (G, k)/p is equal to the depth of the H * (G, k).
( 7.3) The following theorem of shows that associated primes are invariant under the action of the Steenrod operations. Since it is not easy to find an explicit reference, we include a complete proof here.
Theorem 7.3.1. Let H be a graded commutative unstable algebra over the Steenrod algebra. For example, these hypotheses are satisfied if H is the mod p cohomology ring of a space, see (3.5). Then the radical of the annihilator of any element is invariant under the action of the Steenrod operations. More explicitly, for p = 2, if y annihilates x and 2 n > |x| then (Sq k y)
for all k > 0. For p odd , if y annihilates x and p n > 2(p−1)|x| then (P k y)
Proof. We give the proof for p = 2; the proof for p odd is the same, with P i instead of Sq i and p n instead of 2 n . Let x ∈ H, let I be the annihilator of x, and let y ∈ I. We have y 2 n x = 0, and so for any k > 0 we have Sq 2 n k (y 2 n x) = 0. Using the Cartan formula (3.5.2) we obtain
The Cartan formula and divisibility properties of binomial coefficients imply that Sq 2 n k − i (y 2 n ) = 0 unless i is of the form 2 n j, and in that case we have Sq
Since 2 n > |x|, the unstable condition implies that the only term which survives in this sum is the term with j = 0. So we have (Sq k y)
Since associated primes are annihilators, we get the following. Theorem 7.4.1. Let E be an elementary abelian p-group. The Steenrod invariant prime ideals in H * (E, F p ) are in one-one correspondence with the subgroups of E. If E is a subgroup of E then the corresponding Steenrod invariant prime ideal is ker(res E,E ), the radical of the kernel of restriction from E to E .
(7.5) Combining Theorem 7.4.1 with Quillen's Theorem 5.3.1, it follows that for any of the classes of groups for which that theorem holds, the Steenrod invariant primes in the mod p cohomology ring are the radicals of the kernels of restriction to elementary abelian subgroups. So using Corollary 7.3.2 we have the following.
Theorem 7.5.1. Let G be a compact Lie group. Then the Steenrod invariant prime ideals in H * (BG; F p ) are the ideals of the form ker(res G,E ), where E is an elementary abelian p-subgroup of G. In particular , the associated primes are of this form.
(7.6) The corresponding result holds for the cohomology of groups of finite virtual cohomological dimension, and continuous cohomology of profinite groups with a finite number of conjugacy classes of elementary abelian p-subgroups.
(7.7) The question of exactly which elementary abelian subgroups give the associated primes is difficult. In the next section, we relate this to the question of finding upper bounds for the depth.
Associated Primes and Transfer
(8.1) Upper bounds on the depth of the cohomology ring of a finite group come from a careful analysis of transfer and its relationship to the associated primes. If H is a subgroup of a finite group G and M is a kG-module, then the transfer is a map
It is defined by choosing a set of left coset representatives g i of H in G. Let P * be a projective resolution of k as a kG-module. Given a representative cocycle, which is a kH-module homomorphismζ : P n → M , the transfer Tr H,G (ζ) is represented by i g i (ζ), which is a kG-module homomorphism. The reason why the transfer map is relevant is that if H is a subgroup of G and M is a kG-module, then Tr H,G is H
. In other words, the following identity holds. If ζ ∈ H * (G, k) and η ∈ H * (H, M ) then
In particular, if η annihilates res G,H (ζ) then Tr H,G (η) annihilates ζ. For example, if ζ restricts to zero on some set of subgroups, then all transfers from those subgroups annihilate ζ.
(8.2) One way to exploit the above observation is to use the following transfer theorem from [Benson 1993 ]. This generalizes a theorem of Carlson [1987] relating transfers from all proper subgroups of a p-group to the kernel of restriction to the center.
Theorem 8.2.1. Suppose that G is a finite group, and k is a field of characteristic p. Let H be a collection of subgroups of G. Let K denote the collection of all elementary abelian p-subgroups K of G with the property that the Sylow p-subgroups of the centralizer C G (K) are not conjugate to a subgroup of any of the groups in H . Let J be the sum of the images of transfer from subgroups in H , which is an ideal in H * (G, k) by (8.1.1). Let J be the intersection of the kernels of restriction to subgroups in K , which is again an ideal in H * (G, k) (in case K is empty, this intersection is taken to be the ideal of all elements of positive degree). Then J and J have the same radical ,
(8.3) Theorem 8.2.1 is the main ingredient in the proof of the following theorem of relating the associated primes with detection on centralizers.
Theorem 8.3.1. Let G be a finite group. Suppose that H * (G, k) has a nonzero element ζ which restricts to zero on C G (E) for each elementary abelian psubgroup E ≤ G of rank s. Then H * (G, k) has an associated prime p such that the Krull dimension of H * (G, k)/p is strictly less than s. In particular , the depth of H * (G, k) is strictly less than s.
Proof. In Theorem 8.2.1, we take H to be the set of centralizers of elementary abelian p-subgroups of rank s. Then the elementary abelian p-subgroups in K have rank strictly less than s. So the theorem implies that the ideal J has dimension strictly less than s.
If ζ is an element of H * (G, k) which restricts to zero on every element of H , then by (8.1.1), ζ is annihilated by all transfers from H . In other words, the annihilator of ζ contains J. Since the associated primes are the maximal annihilators, there is an associated prime containing J, and such an associated prime has dimension strictly less than s.
(8.4) Another way of stating the conclusion to the theorem above is that if H * (G, k) has depth at least s then cohomology is detected on centralizers of rank s elementary abelian p-sugroups of G.
Idempotent Modules and Varieties
(9.1) There is a method for systematically exploiting the connections between representation theory and cohomology, which was first introduced by Carlson [1981a; 1981b; for finitely generated modules, and by Benson, Carlson and Rickard [Benson et al. 1995; for infinitely generated modules.
Let G be a finite group, and let k be an algebraically closed field of characteristic p. We write V G for the maximal ideal spectrum of H * (G, k). This is a closed homogeneous affine variety. For example, if G ∼ = (Z/p) r then V G = A r (k), affine r-space over k. Quillen's Theorem 5.3.1 can be interpreted as saying that for any finite group G, the natural map
is bijective at the level of sets of points. However, it is usually not invertible in the category of varieties.
If M is a finitely generated kG-module, then the kernel of the natural map
is an ideal in H * (G, k), which defines a closed homogeneous subvariety V G (M ) of V G . The same subvariety can be obtained by taking the intersection of the annihilators of Ext * kG (S, M ) as S runs over the simple kG-modules. Properties of varieties for modules include (9.1.1)-(9.1.5) below.
(9.1.1) V G (M ) = {0} if and only if M is projective,
is the hypersurface in V G determined by regarding ζ as an element of the coordinate ring of V G .
(9.1.5) If V is any closed homogeneous subvariety of V G , then we can choose homogeneous elements ζ 1 , . . . , ζ t ∈ H * (G, k) so that the intersection of the hypersurfaces they define is equal to V . Properties (9.1.3) and (9.1.4) then imply that
So every closed homogeneous subvariety is the variety of some module.
(9.2) For infinite dimensional modules, 8 the definitions are more difficult. A tentative definition was given in [Benson et al. 1995] , and the definition was modified in [Benson et al. 1996 ] to remedy some defects. We begin with some background on the stable module category. We write Mod(kG) for the category of kG-modules and module homomorphisms. The stable module category StMod(kG) has the same objects as Mod(kG), but the morphisms are
where PHom kG (M, N ) is the subspace consisting of maps which factor through some projective kG-module. One of the advantages of StMod(kG) over Mod(kG) is that if we define ΩM to be the kernel of a surjection from a projective module P onto M , then Ω is a functor on StMod(kG). Since, over kG, projective modules are the same as injective modules, Ω is a self-equivalence of StMod(kG). Its inverse Ω −1 is defined by embedding M into an injective kG-module I and writing Ω −1 M for the quotient I/M . The category Mod(kG) is abelian, but StMod(kG) is not. Instead it is a triangulated category. The triangles are of the form
where 0 → A → B → C → 0 is a short exact sequence in Mod(kG). We write mod(kG) and stmod(kG) for the full subcategories of finitely generated modules. Write Proj H * (G, k) for the set of closed homogeneous irreducible subvarieties of V G , and let V be a subset of Proj H * (G, k) which is closed under specialization, 7 When we write M ⊗ N for kG-modules M and N , we mean M ⊗ k N with diagonal Gaction. So an element g ∈ G acts via g(m ⊗ n) = gm ⊗ gn. But the general element of kG does not act in this fashion; rather, we extend linearly from the action of the group elements. See § 2.11 of [Sri] .
8 The reason for interest in infinite dimensional modules in this context is similar to the reason for the interest in infinite CW complexes in algebraic topology. Namely, the representing objects for functors often turn out to be infinite. For example in algebraic topology, Eilenberg-Mac Lane spaces are the representing objects for cohomology, BU for K-theory, M U for cobordism, and so on.
in the sense that if V ∈ V and W ⊆ V then W ∈ V . Let M be the full subcategory of stmod(kG) consisting of finitely generated modules M such that V G (M ) is a finite union of elements of V . Then M is a thick subcategory of stmod(kG); in other words it is a full triangulated subcategory of stmod(kG) with the same definition of triangles, and is closed under taking direct summands. Furthermore, a tensor product of any module with a module in M gives an answer in M , so we say that M is a tensor closed thick subcategory. To such a subcategory of stmod(kG), Rickard [1997] associates two idempotent modules 9 E V and F V and a triangle
. This triangle is characterized by the statement that E V can be written as a filtered colimit of modules in M , and for any M in M , we have Hom kG (M, F V ) = 0. This construction is the analog in representation theory of Bousfield localization [Bousfield 1979 ] in algebraic topology.
As an example, if ζ ∈ H n (G, k) defines a hypersurface V in V G and V is the set of subvarieties of V then we write E ζ and F ζ instead of E V and F V . If ζ is represented by a cocycleζ : Ω n (k) → k, then the module F ζ can be constructed as follows. We can dimension shiftζ to give maps
and the colimit is F ζ . So for example the cohomology of F ζ ,
is the localization of either Tate or ordinary cohomology with respect to ζ. If we take the map from the first term in the sequence to the colimit and complete to a triangle, we get the module E ζ and the triangle (9.2.1)
If L ζ i is the kernel ofζ i then E ζ can be written as the colimit of
More generally, if V is a closed homogeneous subvariety of V G defined by the vanishing of elements ζ 1 , . . . , ζ t ∈ H * (G, k) and V is the set of subvarieties of V , we write E V and F V for E V and F V . In this case, E V can be obtained as E ζ 1 ⊗ · · · ⊗ E ζ t , and F V can be obtained by completing the map E V → k to a triangle. Now if V is a closed homogeneous irreducible subvariety of V G , let W be the set of subvarieties of V G which do not contain V . Then we define (9.2.2)
This is an idempotent module which corresponds to a layer of stmod(kG) consisting of modules with variety exactly V . If M is a kG-module, not necessarily finitely generated, we associate to M a collection of varieties
If M happens to be finitely generated, then V G (M ) is just the collection of all subvarieties of V G (M ). But for infinitely generated modules, the collection is not necessarily closed under specialization. The properties of V G (M ) include:
(9.2.7) It follows from (9.2.4) and (9.2.6) that every subset of Proj H * (G, k) occurs as V G (M ) for some M .
Modules with Injective Cohomology
In this section, we continue with our assumption that G is a finite group and k is a field.
(10.1) A better understanding of the modules κ V comes from understanding modules whose Tate cohomology is injective as a module over the Tate cohomology of the group. In this section, we shall see that there is an essentially unique module with a given injective as its cohomology [Benson and Krause 2002] . Conjecturally, these are the translates of the modules κ V described in the last section. This has been proved under some restrictive hypotheses in [Benson 2001 ], but at least it is true for elementary abelian groups, an important special case. The connection between the κ V and modules with injective cohomology involves the study of the local cohomology of the cohomology ring, H * * p H * (G, k). This is the subject of the next section.
(10.2) It is well known that the indecomposable injective modules over a commutative Noetherian ring R are precisely the injective hulls E(R/p) of the modules R/p, as p ranges over the prime ideals of R, and that a general injective module can be written in an essentially unique way as a direct sum of indecomposable injectives.
10 For a Noetherian graded commutative ring, the classification of injective graded modules is the same, except that we must restrict our attention to homogeneous prime ideals, and we must allow degree shift. If p is a homogeneous prime ideal in H * (G, k) and d is an integer, we define I p to be E(H * (G, k)/p) and I p [n] to be the result of shifting degrees by n. The notation here is that a shift of [n] in a graded module means that the degree d part of the shifted module is the same as the degree (n + d) part of the original module.
(10.3) Recall that the ordinary cohomology H * (G, k) is Noetherian, whereas Tate cohomologyĤ * (G, k) is usually not. The way to get from injective modules over ordinary cohomology to injectives over Tate cohomology is by coinduction. If I is an injective H * (G, k)-module, we defineÎ to be the injectiveĤ
The notation here is that Hom n denotes the graded homomorphisms which increase degree by n. If there is no superscript, it is assumed that n = 0. 
where p = m for each of the left hand summands, and E(−) stands for injective hull overĤ * (G, k). A way to construct modules with injective cohomology is to use the Brown representability theorem [Brown 1965; Neeman 1996] . If I is an injective H * (G, k)-module, the functor from StMod(kG) to vector spaces, which takes a kG-module M to the degree preserving homomorphisms
is exact (in other words it takes triangles in StMod(kG) to long exact sequences) and takes direct sums to direct products. Brown's representability theorem says that any such functor is representable. In other words, there exists a kG-module T (I) and a functorial isomorphism
We remark that we could just as easily have replaced the left hand side of this isomorphism with HomĤ * (G,k) (Ĥ * (G, M ),Î), because this gives the same answer, and because by Theorem 10.3.1, every injectiveĤ (10.5.3) Hom *
). This isomorphism follows by dimension shifting the defining isomorphism (10.4.2).
(10.5.4)Ĥ * (G, T (I)) ∼ =Î. This is the special case of (iii) where M = k.
. By a theorem of Matlis [1958] , End * H * (G,k) (I p ) is isomorphic to the p-adic completion of cohomology,
More generally, if I has no copies of I m [n] as summands, or equivalently, if there are no homomorphisms from any degree shifted copy of k to I, then
So T is a fully faithful functor on the full subcategory Inj 0 H * (G, k) of injective modules I satisfying Hom * H * (G,k) (k, I) = 0.
(10.5.6) The modules T (I) are pure injective. This means that if a short exact sequence of kG-modules
has the property that every morphism from any finitely generated module to Y lifts to X, then it splits. The reason for this is that T (I) is a direct summand of a direct product of finitely generated kG-modules. In fact, (10.5.7) The modules T (I) are precisely the direct summands of direct products of modules isomorphic to Ω n (k) for n ∈ Z. The indecomposable ones are exactly T (I p [n] ). So we obtain an embedding of Proj H * (G, k) into the Ziegler spectrum [Ziegler 1984 ] of pure injective kG-modules with the Zariski topology (modulo the translation Ω), and we can recover Proj H * (G, k) from the category StMod(kG) if we know where the translates of the trivial module are.
(10.6) The following conjecture from [Benson 2001 ] relates the modules T (I p [n]) described in this section and the modules κ V described in the previous section.
Conjecture 10.6.1. If p is the homogeneous prime ideal corresponding to a closed homogeneous irreducible subvariety
This conjecture is known to hold if H * (G, k) p is Cohen-Macaulay. In the next few sections, we describe how to view this conjecture in terms of local cohomology and Grothendieck's local duality. See Conjecture 13.2.2.
(10.7) Another conjecture, related in philosophy to Conjecture 10.6.1, comes from an idea of Amnon Neeman. If M is a kG-module, not necessarily finitely generated, then for each simple module S, consider a minimal injective resolution of E xt * kG (S, M ) as a module overĤ * (G, k),
Each injective in such a resolution can be written in the form (10.4.1), and we can ask which nonmaximal prime ideals occur in such a decomposition. Since eachÎ j is coinduced from some injective H * (G, k)-module I j , we have
and this is nonzero exactly for the primes appearing in this minimal resolution. Since coinduction is exact on injectives away from the maximal ideal, it does not matter whether we resolve overĤ
The following conjecture says that the primes appearing in these minimal resolutions, as S runs over the simple kG-modules, correspond exactly to the varieties in V G (M ).
Conjecture 10.7.1. Let M be a kG-module. If p is a homogeneous prime ideal in H * (G, k), we define k(p) to be the homogeneous field of fractions of
Then the nonmaximal homogeneous primes p for which
for some simple kG-module S are exactly the primes corresponding to the varieties in V G (M ).
The point of this conjecture is that it provides a method for characterizing V G (M ) just in terms of E xt * kG (S, M ), without having to tensor M with the rather mysterious modules κ V .
Duality Theorems
In this section, we describe various spectral sequences which can be interpreted as duality theorems for group cohomology. It is these theorems which demonstrate that most finitely generated graded commutative algebras are not candidates for group cohomology. The original version of the spectral sequence for finite groups appeared in [Benson and Carlson 1994b] , and used multiple complexes and related finite Poincaré duality complexes of projective kG-modules. One consequence of the existence of this spectral sequence is that if H * (G, k) is Cohen-Macaulay then it is Gorenstein, with a-invariant zero (2.5). Even if H * (G, k) is not Cohen-Macaulay, the spectral sequence gives severe restrictions on the possibilities for the ring structure.
Greenlees [1995] discovered a way of using the same techniques to construct a cleaner spectral sequence of the form
giving essentially equivalent information. We present here an alternative construction [Benson 2001 ] of Greenlees' spectral sequence using Rickard's idempotent modules.
(11.1) Choose a homogeneous set of parameters ζ 1 , . . . , ζ r for H * (G, k). For each ζ i , we truncate the triangle (9.2.1) to give a cochain complex of the form
where k is in degree zero and F ζ i is in degree one, and the remaining terms are zero. The cohomology of this complex is Ω −1 E ζ i concentrated in degree one. Tensoring these complexes together gives a complex Λ * of the form
which is exact except in degree r, where its cohomology is
is the set of subvarieties of the hypersurface determined by ζ i . So using (9.2.5), the variety of this tensor product is the intersection of these sets, which is empty. It follows using (9.2.3) that this tensor product is a projective kG-module. Now letP * be a Tate resolution of k as a kG-module, and consider the double complexÊ * * 0 = Hom kG (P * , Λ * ). This double complex gives rise to two spectral sequences. If we take cohomology with respect to the differential coming from Λ * first, the E 1 page is Hom kG (P * , H * (Λ)). Since H * (Λ) is projective, the E 2 page is zero, and so the cohomology of the total complex TotÊ * * 0 is zero. On the other hand, if we first take cohomology with respect to the differential coming fromP * , we obtain a spectral sequence whose E 1 page isÊ
. Now each Λ s is a direct sum of modules of the form F ζ , where ζ is the product of a subset of size s of ζ 1 , . . . , ζ r . The cohomology of
, and the maps are exactly the maps in the stable Koszul complex 12 forĤ
The stable Koszul complex computes local cohomology with respect to the maximal ideal m, and so we have a spectral sequence
(11.
2) The spectral sequence (11.1.2) is almost, but not quite, the Greenlees spectral sequence, so we modify it as follows. Consider the subcomplex E * * 0 consisting of all the terms inÊ * * 0 except the ones of the formÊ 0,t 0 with t < 0. Then we have a short exact sequence of complexes
Since TotÊ * * 0 is exact, the long exact sequence in cohomology and Tate duality give
. So the spectral sequence of the double complex E * * 0 has
This is a spectral sequence of H * (G, k)-modules; that is, the differentials
It converges because there are only a finite number of nonzero columns. This is because E s,t 2 = 0 unless s lies between the depth and the Krull dimension of H * (G, k). The spectral sequence (11.2.1) is isomorphic to the one constructed by Greenlees [1995] , although the construction given there is slightly different. Note also that H * (G, k) is just the injective module I m , so we can write this as
The local cohomology can only be nonzero for s at least the depth and at most the Krull dimension, so this spectral sequence often has only a few nonvanishing columns.
(11.3) Another variation on the construction (11.2) is as follows. Instead of eliminating just the negative part of the s = 0 line of the E 0 page, we eliminate the whole of the s = 0 line. Then after reindexing, we obtain a spectral sequence whose E 2 page is theČech cohomology of the cohomology ring, and converging to Tate cohomology,
This is the spectral sequence described in [Greenlees 1995, Theorem 4 .1].
(11.4) As an example of an application of the spectral sequence (11.2.1), consider the case where H * (G, k) is Cohen-Macaulay (2.5). In this case, the local cohomology H s, * m H * (G, k) is zero unless s = r, and the graded dual of H r, * m H * (G, k) is the canonical module Ω H * (G,k) . So the E 2 page is only nonzero on the column s = r, and there is no room for differentials. It follows that the spectral sequence converges to (Ω H * (G,k) [r]) * , and so Ω H * (G,k) [r] is isomorphic to the graded dual of H * (G, k), which in turn is isomorphic to
is Gorenstein with a-invariant zero. This gives the following theorem, which was first proved in [Benson and Carlson 1994b] , using the original version of the spectral sequence.
Theorem 11.4.1. Let G be a finite group and k be a field of characteristic p. If H * (G, k) is Cohen-Macaulay, then it is Gorenstein with a-invariant zero.
This theorem may be interpreted in terms of Poincaré series as follows. If we set p G (t) = ∞ i=0 t i dim H i (G, k) then the finite generation theorem says that p G (t) is a rational function of t whose poles are at roots of unity. If H * (G, k) is Cohen-Macaulay, the theorem above implies that this rational function satisfies the functional equation p G (1/t) = (−t) r p G (t). For this and related functional equations, see [Benson and Carlson 1994a] .
(11.5) Another interpretation of Theorem 11.4.1 is as follows. If ζ 1 , . . . , ζ r is a homogeneous system of parameters for H * (G, k) with |ζ i | = n i then the quotient ring H * (G, k)/(ζ 1 , . . . , ζ r ) satisfies Poincaré duality with dualizing degree a = r i=1 (n i − 1). See the description of the quaternion group of order eight (2.4) for an explicit example of this phenomenon. Whether or not H * (G, k) is CohenMacaulay, it is shown in [Benson and Carlson 1994b] that there is always a nonzero element of the quotient H * (G, k)/(ζ 1 , . . . , ζ r ) in the dualizing degree a. In particular, we get the following corollary from that paper:
with dualizing degree one. The local cohomology is concentrated in degree two, and consists of two copies of (11.7) If G = SD 2 n is semidihedral of order 2 n (2.8.1) and k is a field of characteristic two then H * (G, k) = k[x, y, z, w]/(xy, y 3 , yz, z 2 + wx 2 ) where x and y have degree one, z has degree three, and w has degree four. The depth of this ring is one, and the Krull dimension is two, so there is local cohomology in degrees one and two; H dual to 1 and z. This example is described in more detail in § 2.
(11.8) The cohomology of the 2-groups of order at most 32 has been calculated by Rusin [1989] . A particularly interesting example is the group
of order 32, whose cohomology has Krull dimension three and depth one. This is the smallest example where the Greenlees spectral sequence has a nonzero differential. The cohomology ring H * (Γ 7 a 2 , F 2 ) is generated by elements z, y, x, w, v, u, t and s of degrees 1, 1, 2, 2, 3, 3, 4, 4, respectively, where the ideal of relations is generated by the elements zy, y 2 , yx, yw, yv, yu, yt, xw + zu, z 2 w + w 2 , wv + zt, zxw + wu,
As a module over the polynomial subring F 2 [z, x, s], the cohomology is generated by 1, y, w, v, u and t, subject to the relations zy = 0, xy = 0 and zu = xw. The local cohomology is nonvanishing in degrees 1, 2 and 3; both H 
More Duality Theorems
(12.1) There is a version of the spectral sequence (11.2.1) for compact Lie groups [Benson and Greenlees 1997a] . This involves a dimension shift, equal to the dimension d of G as a manifold. There is also an orientation issue. Namely, Dwyer, Greenlees and Iyengar [Dwyer et al. 2002] give another proof for compact Lie groups and also a version for p-compact groups. For example, if H * (BG; k) is a polynomial ring on generators ζ 1 , . . . , ζ r with |ζ i | = n i , and ε = k, then we have
(n i − 1).
If G = U(n), the compact unitary group of n × n matrices, and k is any commutative coefficient ring, then H * (BU; k) = k[c 1 , . . . , c n ] is a polynomial ring on Chern classes c i of degree 2i (3.3.1). In accordance with equation (12.1.2), we have dim U(n) = n 2 = n i=1 (2i − 1). On the other hand, if G = O(2n), the compact orthogonal group of real 2n × 2n matrices preserving a positive definite inner product, and k is a field of characteristic not equal to two, then H * (BO(2n); k) = k[p 1 , . . . , p n ] is a polynomial ring on Pontrjagin classes p i of degree 4i (3.3.2). Since dim O(2n) = 2n 2 −n and
2 + n, we see that the two sides of equation (12.1.2) differ by 2n. This is because the orientation representation ε is nontrivial, and
where e ∈ H 2n (BSO(2n); k) ∼ = H 2n (BO(2n); k ⊕ ε) is the Euler class, satisfying e 2 = p n (3.3.3). The degree of the Euler class exactly accounts for the discrepancy in equation (12.1.2).
(12.2) Another version of the spectral sequence has been developed for virtual duality groups [Benson and Greenlees 1997b] . The latter is a class of groups which includes arithmetic groups [Borel and Serre 1973] , mapping class groups of orientable surfaces [Harer 1986 ] and automorphism groups of free groups of finite rank [Bestvina and Feighn 2000] . A discrete group G is said to be a duality group of dimension d over k (see [Bieri 1976]) if there is a dualizing module. This is defined to be a kG-module I such that there are isomorphisms
It turns out that such isomorphisms may be taken to be functorial in M if they exist at all, and in that case, I ∼ = H d (G, kG). A Poincaré duality group is a duality group for which the dualizing module I is isomorphic to the field k with some G-action, and it is orientable if the action is trivial. A virtual duality group of dimension d is a group G with a normal subgroup N of finite index which is a duality group of dimension d. Since the Eckmann-Shapiro lemma says that H * (G, kG) ∼ = H * (N, kN ) , the dualizing module I does not depend on which normal subgroup is used in the definition. The spectral sequence for a virtual duality group takes the form
Notice that the sign of the degree shift in this case is in the opposite direction to the case of a compact Lie group. So a virtual Poincaré duality group of dimension d behaves very much like a compact Lie group of dimension −d.
( 12.3) In [Greenlees 2002, § 8.4] , there is a brief discussion of the corresponding version for continuous cohomology of p-adic Lie groups, which are a particular kind of profinite groups. These include matrix groups over the p-adic integers such as SL(n, Z ∧ p ). The discussion for p-adic Lie groups translates into continuous cohomology the story for virtual duality groups, with the same shift in dimension. The way this works is as follows. By [Lazard 1965, Chapter V, 2.2.7 (12.4) There are also versions of the spectral sequence for other cohomology theories. For example, [Bruner and Greenlees 2003] investigates the spectral sequence
where ku denotes connective complex K-theory, I is the kernel of the augmentation map ku * (BG) → ku * , and G is a finite group.
(12.5) The papers [Dwyer et al. 2002; Greenlees 2002 ] also explain a more general context for some of these spectral sequences. They explain the sense in which the cochains on BG and related objects are examples of Gorenstein differential graded algebras. Their notions are expressed in the language of E ∞ ring spectra, or commutative S-algebras, see [Elmendorf et al. 1997] .
13. Dual Localization (13.1) Greenlees and Lyubeznik [2000] introduced a way of obtaining information at nonmaximal prime ideals out of the Greenlees spectral sequence. Roughly speaking, one would like to localize the spectral sequence. Attempting to do this directly turns out to be a bad move. The reason is that every element of H * * m H * (G, k) and every element of I m is killed by some power of m. So the idea is to dualize first, then localize, and then dualize back again. The dualization process needed for this is graded Matlis duality. See [Matlis 1958 ] for ordinary Matlis duality, and [Bruns and Herzog 1993, § 3.6] 
Tate duality is the special case of this statement where p = m, because D m can be interpreted as taking the graded dual of a graded vector space, and
Grothendieck duality [Grothendieck 1965; 1967] says that if we choose a polynomial subring R = k[ζ 1 , . . . , ζ r ] over which H * (G, k) is finitely generated as a module, and M is a graded H * (G, k)-module, then the graded Matlis dual of local cohomology is Ext over R in complementary degrees,
where a = r i=1 |ζ i | and R[−a] is the canonical module for R. So the graded Matlis dual of the Greenlees spectral sequence is
Localizing this spectral sequence with respect to a homogeneous prime ideal
where q = p ∩ R. Since R q has Krull dimension r − d instead of r, applying D p to this spectral sequence and using Grothendieck duality again gives a spectral sequence of the form H
This is the Greenlees-Lyubeznik dual localized form of the Greenlees spectral sequence. So for example, taking p to be a minimal prime in H * (G, k), this spectral sequence has only one nonvanishing column, and it follows that H * (G, k) p is Gorenstein. This gives the following theorem.
Theorem 13.1.3. If G is a finite group and k is a field then H * (G, k) is generically Gorenstein.
(13.2) There is another, more module theoretic method for getting a spectral sequence with the same E 2 page as (13.1.2), described in [Benson 2001 ]. Let V ⊆ V G be the closed homogeneous irreducible subvariety corresponding to p, and let W be the subset of Proj H * (G, k) used in the definition (9.2.2) of κ V . Since the maximal elements of W have codimension one in V G , the cohomology of the F -idempotent is just the homogeneous localization,Ĥ * (G,
Then by the version of the Noether normalization theorem described in [Nagata 1962 ], we can choose a homogeneous set of parameters ζ 1 , . . . , ζ r for H * (G, k) so that ζ 1 , . . . , ζ h lie in p. So ζ 1 , . . . , ζ h is a system of parameters for H * (G, k) p . We tensor together the complexes (11.1.1) for ζ 1 , . . . , ζ h to obtain a complex Λ * (ζ 1 , . . . , ζ h ) of the form
and then tensor the answer with the module F W to obtain a complex
Conjecture 13.2.2. The spectral sequences 13.1.2 and 13.2.1 are isomorphic from the E 2 page onwards.
It is proved in [Benson 2001] 
Quasiregular Sequences
In this section, we describe the theory of quasiregular sequences, first introduced in [Benson and Carlson 1994b] , and describe their relationship with the local cohomology of H * (G, k). The material of this section is further developed in a companion paper [Benson 2004 ], written during the month following the MSRI workshop.
(14.1) Let G be a finite group of p-rank r, and let k be a field of characteristic p. A homogeneous sequence of parameters ζ 1 , . . . , ζ r for H * (G, k) with |ζ i | = n i is said to be filter-regular if for each i = 0, . . . , r − 1, the map
induced by multiplication by ζ i+1 is injective for j large enough. The existence of a filter-regular sequence is guaranteed by the standard method of prime avoidance.
In [Benson and Carlson 1994b, § 10] , the following terminology was introduced. A sequence of parameters ζ 1 , . . . , ζ r is said to be quasiregular 14 if the map (14.1.1) is injective for i = 0, . . . , r − 1 whenever j ≥ n 1 + · · · + n i , and H * (G, k)/(ζ 1 , . . . , ζ r ) is zero in degrees at least n 1 + · · · + n r . For i = 0 this is the same as saying that ζ 1 is a regular element, but for i > 0 it allows some low degree kernel. Conjecture 14.1.2. For any finite group G and field k, there exists a quasiregular sequence in H * (G, k).
It is proved in [Benson and Carlson 1994b ] that the conjecture is true if r ≤ 2, and Okuyama and Sasaki [2000] have a proof for r ≤ 3. These proofs work more generally when the depth and Krull dimension differ by at most one, respectively two. In this section, I shall try to explain the ideas behind these proofs, and the relevance of quasiregular sequences for the computation of group cohomology.
(14.2) We can reinterpret the definition of quasiregular sequence in terms of cohomology of modules as follows, and in the process give some sort of explanation of where the condition j ≥ n 1 +· · ·+n i comes from. We can always take our first parameter ζ 1 to be a regular element, by Duflot's Theorem 6.2.1. Consider the short exact sequence
The long exact sequence in cohomology gives (for j ≥ n 1 ) an exact sequence
j for j ≥ n 1 . Working inductively, for each i = 0, . . . , r − 1, if we tensor the short exact sequence
and take the long exact sequence in cohomology, then we obtain the following.
Proposition 14.2.1. A homogeneous sequence of parameters ζ 1 , . . . , ζ r is quasiregular if and only if for each i = 0, . . . , r − 1, multiplication by ζ i+1 is injective on
just a finite part at the beginning of a projective resolution. The usefulness of the conjectures depends on the fact that during the course of the calculation for a particular group, it is proved that the cohomology ring really does satisfy the conjectures, so there is no uncertainty about the answer. Condition G of [Carlson 2001 ] is related to the existence of a quasiregular sequence, while Condition R of that paper is a weak form of Conjecture 7.2.1. If the existence of a quasiregular sequence could be verified a priori, then the computational method could be guaranteed to work. This is explained in Theorem 14.5.2 below. The cohomology of the groups of order 64 can be found in [Carlson ≥ 2004] . In the course of the computations, Conditions G and R of [Carlson 2001 ] were verified for these groups.
(14.4) The existence of a quasiregular sequence in group cohomology can be reformulated in terms of local cohomology as follows. If
is a graded commutative ring with H 0 = k a field and m = i>0 H i , and M is a graded H-module, we set
The following is proved in Corollary 3.7 of [Benson 2004 ].
Theorem 14.4.1. If G is a finite group and k is a field , then the following are equivalent.
(i) There is a quasiregular sequence in H * (G, k),
(ii) Every filter-regular sequence of parameters in
(14.5) It is shown in [Benson 2004, § 5] that we can interpret the invariants a i m in terms of resolutions. If R = k[ζ 1 , . . . , ζ r ] is a polynomial subring over which H is finitely generated as a module, and M is a graded H-module, let
be a minimal resolution of M over R. We define β The second equality here is proved in [Benson 2004] . Usually the summation term does not appear, because much of the literature on the subject assumes that the graded ring H is generated over H 0 by elements of degree one; in this context the above equality was proved in [Eisenbud and Goto 1984] .
The "last survivor" described in [Benson and Carlson 1994b, Theorem 1.3 ] and reinterpreted in terms of local cohomology in [Benson 2001, Theorem 4.1] says that for a finite group G over a field k we have H r,−r m H * (G, k) = 0, so that Reg H * (G, k) ≥ 0. One might strengthen Conjecture 14.1.2 to the following statement, which has been checked for the 2-groups of order at most 64 using Carlson's calculations [≥ 2004] . Conjecture 14.6.1. If G is a finite group and k is a field then Reg H * (G, k) = 0.
This conjecture is equivalent to a strengthening of the bound given in the definition of a quasiregular sequence to j > n 1 + · · · + n i − i. Pushing the argument given in the proof of Proposition 14.2.1 to its limits, and using some subtle information aboutĤ −1 (G, k), one can translate this into a strengthening of the module theoretic bounds given in that proposition to j > n 1 + · · · + n i . For the details, see [Benson 2004 ]. Example 14.6.2. Let G be the Sylow 2-subgroup of PSL(3, F 4 ), of order 64 (this is group number 183 in the Appendix). Then H * (G, F 2 ) has Krull dimension four and depth two, with a 2 m = −3, a 3 m = −5 and a 4 m = −4. So the regularity is zero. This is the only example of a 2-group of order at most 64 where H r,−r m H * (G, F 2 ) has dimension bigger than one; in this example it has dimension two.
(14.7) Conjecture 14.6.1 can be interpreted in terms of the Greenlees spectral sequence (11.2.1). It says that the E 2 page vanishes above the line s + t = 0. Of course, this part of the E 2 page dies by the time the E ∞ page is reached, in order for the spectral sequence to be able to converge to a negatively graded target. In the above example, the extra dimension in H 4,−4 m has to be hit in the spectral sequence by H 2,−3 m . The conjecture can be generalized to compact Lie groups, virtual duality groups and p-adic Lie groups as follows.
Conjecture 14.7.1. If G is a compact Lie group of dimension d and k is a field then Reg H * (BG; ε) = −d. Here, ε is the orientation representation of (12.1.1).
Conjecture 14.7.2. If G is an orientable virtual Poincaré duality group of dimension d over a field k then Reg H * (G, k) = d.
Conjecture 14.7.3. If G is a p-adic Lie group of dimension d then over F p we have Reg H * (G, ε) = d. Here, ε is the the orientation representation of (12.3.1).
As a nontrivial example, for the compact simply connected Lie group E 6 of dimension 78, the calculations of Kono and Mimura [1975] (see also [Benson and Greenlees 1997a] ) imply that H * (BE 6 ; F 2 ) has Krull dimension six and depth five, with a 5 m = −90 and a 6 m = −84, so that Reg H * (BE 6 ; F 2 ) = −78.
Appendix: Two-Groups of Order 64 and Their mod 2 Cohomology
The table on the next page lists the Krull dimension of H * (G, F 2 ), the depth of H * (G, F 2 ), and the rank of the center of G (see Duflot's Theorem 6.2.1), for each of the 2-groups G of order 64. The numbering of the groups follows that of Hall and Senior [1964] , who classified these groups. Underlined entries have Krull dimension − depth = 2; otherwise the difference is 1 or 0.
A separate table on page 45 gives the invariants a i m (H * (G, F 2 )) defined in (14.4), for the entries where the difference is 2, with the rows of the table arranged in decreasing order of Krull dimension. Note that Duflot's Theorem 6.2.1 implies that a 0 m is always zero, so the tables begin with the entry a 1 m . All this information has been extracted from [Carlson ≥ 2004] .
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