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Abstract: We show that a non-empty subset of an abelian group with a small edge boundary
must be large; in particular, if A and S are finite, non-empty subsets of an abelian group
such that S is independent, and the edge boundary of A with respect to S does not exceed
(1− γ)|S||A| with a real γ ∈ (0,1], then |A| ≥ 4(1−1/d)γ|S|, where d is the smallest order of an
element of S. Here the constant 4 is best possible.
As a corollary, we derive an upper bound for the size of the largest independent subset of
the set of popular differences of a finite subset of an abelian group. For groups of exponent 2
and 3, our bound translates into a sharp estimate for the additive dimension of the popular
difference set.
We also prove, as an auxiliary result, the following estimate of possible independent
interest: if A ⊆ Zn is a finite, non-empty downset then, denoting by w(a) the number of
non-zero components of the vector a ∈ A, we have
1
|A| ∑a∈A
w(a)≤ 1
2
log2 |A|.
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1 Summary of Results
Let G be an abelian group. For finite subsets A,S⊆G, denote by ∂S(A) the number of edges from A to its
complement G\A in the directed Cayley graph, induced on G by S; that is,
∂S(A) = |{(a,s) ∈ A×S : a+ s /∈ A}|.
In a trivial way, we have 0 ≤ ∂S(A) ≤ |S||A|. Clearly, if ∂S(A) = 0, then A is a union of cosets of the
subgroup 〈S〉 generated by S; in particular, |A| ≥ |〈S〉|. What can be said about A if we are given that
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∂S(A)≤ (1− γ)|S||A|, with some γ ∈ (0,1]? How small can |A| be under this assumption? In the case
where G is homocyclic of exponent not exceeding 4 (that is, G =Cnm with m ∈ {2,3,4} and n≥ 1), and
S is a standard generating subset of G, the answer is given by the following easy consequence of [L15,
Corollary 1.10].
Theorem 1. Let G be a homocyclic group of exponent exp(G) ∈ {2,3,4} and rank n := rkG. If A⊆G is
non-empty and ∂S(A)≤ (1− γ)n|A| with a generating subset S⊆ G and real γ ∈ (0,1], then
|A| ≥ |G|γ .
We postpone the proofs of Theorem 1 and other results presented in this section to Sections 2 – 4.
The following examples show that the assumption of Theorem 1 cannot be relaxed to ∂S(A) ≤
(1− γ)|S||A|, and that the conclusion |A| ≥ |G|γ is nearly best possible.
Example 1. Fix m ≥ 2 and suppose that k,n ≥ 1 are integers such that k = logm n+O(1), with an
absolute implicit constant. Let {e1, . . . ,en} be a standard generating subset of the group Cnm, and consider
the sets A := 〈e1, . . . ,ek〉 and S := A∪{ek+1, . . . ,en}. (We keep using the standard notation 〈T 〉 for
the subgroup of an abelian group generated by its subset T .) We have then |S| = mk + n− k and
∂S(A) = (n− k)|A|= (1− γ)|S||A| where, writing τ := mk/n,
γ =
mk
mk +n− k ≈
τ
τ+1
.
At the same time, |A|= mk is much smaller than |Cnm|γ = mγn.
Example 2. Suppose that m≥ 2 and k,n≥ 1 are integers with k | n. Let Cnm =H1⊕·· ·⊕Hk be a direct sum
decomposition with every subgroup Hi isomorphic to C
n/k
m , and let S⊆Cnm be an n-element generating
subset having exactly n/k elements in every subgroup Hi. Consider the set A := H1∪·· ·∪Hk. It is easily
seen that |A|= (mn/k−1)k+1 and ∂S(A) = (mn/k−1)(k−1)n. Consequently, letting γ := k−1, we have
∂S(A)< (1− γ)n|A|, while |A| ≤ mn/kk = γ−1|Cnm|γ .
In the case where exp(G) ∈ {2,3}, Theorem 1 is easy to extend to the situation where S is an arbitrary
(not necessarily generating) subset of G.
Corollary 1. Suppose that A and S are finite, non-empty subsets of an abelian group G of exponent
exp(G) ∈ {2,3}. Let H := 〈S〉 and write n := rkH. If ∂S(A)≤ (1− γ)n|A| with a real γ ∈ (0,1], then
|A| ≥ |H|γ .
Interestingly, Theorem 1 does not allow a straightforward extension to the case where exp(G)> 4;
this is demonstrated by our next example.
Example 3. Suppose that 1 < t < m and n≥ 1 are integers, and consider the set A := [0, t−1]n ⊆Cnm; thus,
|A|= tn, and it is easily seen that if S is a standard generating set in Cnm, then ∂S(A) = ntn−1. Consequently,
letting γ := 1− t−1, we have ∂S(A) = (1− γ)n|A| while |A|= bγn, where b = tγ−1 = exp(t log t/(t−1))
can be as small as 4 (attained for t = 2). Therefore, instead of the estimate |A| ≥ |G|γ of Theorem 1, the
best estimate one can hope for in the general case is |A| ≥ 4γn, where n = rkG.
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We say that a finite subset S of an abelian group is independent if for any integer-valued function k on
S, we have ∑s∈S k(s)s 6= 0, unless all summands are equal to 0; that is, the sum ⊕s∈S〈s〉 is direct.
Extending Theorem 1 to arbitrary abelian groups, we have the following result.
Theorem 2. Suppose that A and S are finite, non-empty subsets of an abelian group such that S is
independent. Write n := |S| and d := min{ords : s ∈ S}. If ∂S(A) ≤ (1− γ)n|A| with a real γ ∈ (0,1],
then
|A| ≥ 4(1−1/d)γn.
The statement of Theorem 2 is to be interpreted the expected way if some, or all, of the orders of the
elements of S are infinite; in particular, in the latter case the conclusion of the theorem should be read as
|A| ≥ 4γn.
As Example 2 shows, the coefficient 1−1/d in the exponent is best possible for d = 2, and cannot be
replaced with a number larger than log3/ log4≈ 0.792 for d = 3.
Let Z≥0 denote the set of non-negative integers. A set A⊆ Zn≥0 is called a downset if for every a ∈ A
and every z ∈ Zn≥0 majorated by a coordinate-wise, we have z ∈ A. The weight of a vector z ∈ Zn, denoted
below w(z), is the number of non-zero coordinates of z.
The following estimate for the average weight of a vector in a downset in Zn≥0 is an important
ingredient of the proof of Theorem 2 and, we believe, may be found interesting in its own right.
Theorem 3. If n≥ 1 is an integer and A⊆ Zn≥0 is a finite, non-empty downset, then
1
|A| ∑a∈A
w(a)≤ 1
2
log2 |A|.
It is easy to see that for sets of the form A = [0, l1]×·· ·× [0, ln] with l1, . . . , ln ∈ {0,1}, equality is
attained in the estimate of Theorem 3.
Theorem 3 looks strikingly similar to [R03, Theorem 1.1] which says that if a set A ⊆ {0,1}n is
union-closed (that is, a1,a2 ∈ A implies a1∨a2 ∈ A), then 1|A| ∑a∈A w(a)≥ 12 log2 |A|. However, it seems
that the two results cannot be reduced to each other.
For a somewhat unexpected link between (the proof of) Theorem 3 and the Loomis-Whitney inequality,
see a remark in Section 5.
In Section 3 we extend Theorem 3 to arbitrary abelian groups.
One can equivalently restate Theorem 3 in terms of multisets. Formally, a (finite) multiset with the
ground set S is a finitely supported function from S to Z≥0; the value of the function at the element s ∈ S
is the multiplicity of s in the multiset. The cardinality of the multiset A is the sum ∑s∈suppA A(s). For a
multiset A and an element s ∈ S, we write s ∈ A if A(s)> 0, and we define the multiset A\{s} by
A\{s} : t 7→
{
A(t), t ∈ S, t 6= s,
max{A(s)−1,0}, t = s.
The family A of multisets (sharing the same ground set S) is monotonic if A ∈A implies A\{s} ∈A for
each s ∈ S.
Since every element of Zn≥0 defines a multiset with the ground set [n], and a set in Zn≥0 is a downset if
and only if the corresponding family of multisets is monotonic, we have the following restatement of
Theorem 3.
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Theorem 3′. If A is a finite, non-empty, monotonic family of multisets, then
1
|A| ∑A∈A
|suppA| ≤ 1
2
log2 |A|.
For a finite subset A of an abelian group G, denote by dimI(A) the largest size of an independent
subset of A. Given an element g ∈G, define rA(g) to be the number of representations of g as a difference
of two elements of A, and for real γ ∈ (0,1] let Pγ(A) be the set of all γ-popular differences in A; that is,
rA(g) := |{(a,a′) ∈ A×A : g = a−a′}|
and
Pγ(A) := {g ∈ G : rA(g)≥ γ|A|}.
As a simple corollary of Theorems 1 and 2, in Section 4 we prove
Theorem 4. If p is the smallest order of a non-zero element of an abelian group G, then for any finite,
non-empty subset A⊆ G and real γ ∈ [0,1), we have
dimI(Pγ(A))≤ (2(1−1/p))−1γ−1 log2 |A|.
Moreover, if exp(G) = 3, then indeed we have
dimI(Pγ(A))≤ γ−1 log3 |A|.
In the situation where G is homocyclic of exponent m, the estimate of Theorem 4 is sharp for
m ∈ {2,3}, and reasonably close to sharp for m≥ 4. To see this we essentially return back to Example 2
to review it from a slightly different perspective.
Example 4. Fix integers m≥ 2 and k,n≥ 1 with k | n, and consider a direct sum decomposition Cnm =
H1⊕ ·· · ⊕Hk where each of H1, . . . ,Hk < Cnm is isomorphic to Cn/km . Let A := H1 ∪ ·· · ∪Hk, so that
|A| = k(mn/k− 1)+ 1 ≤ kmn/k and every non-zero element a ∈ A satisfies rA(a) = mn/k. Setting γ :=
mn/k/|A| ≥ k−1, we then have
dimI(Pγ(A))≥ n = k logm(γ|A|)≥ γ−1 logm |A|− γ−1 logm(γ−1).
It is interesting to compare Theorem 4 with a result of Shkredov and Yekhanin [SY11, Theorem 3.1].
To this end we recall that a subset A of an abelian group is called dissociated if the subset sums ∑a∈B a
are pairwise distinct, for all subsets B⊆ A. The additive dimension of A, which we denote dimD(A), is
the size of the largest dissociated subset of A. The result of Shkredov-Yekhanin essentially says that if A
is a subset of a finite abelian group, then
dimD(Pγ(A)) γ−1 log |A| (1)
with an absolute implicit constant. It is readily seen that every independent set in an abelian group
is dissociated, and that for the groups of exponent 2 and 3, the two notions coincide. As a result, we
have dimI(P)≤ dimD(P), for every subset P of the group, with equality for groups of exponent 2 or 3.
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Consequently, the Shkredov-Yekhanin bound (1) is qualitatively stronger than Theorem 4 for groups of
exponent larger than 3, while Theorem 4 is stronger than (1) for groups of exponent 2 and 3 (providing
the sharp coefficients in this case).
We now turn to the proofs of the results discussed above; Theorem 3 will be proved in the next section,
Theorems 1 and 2 and Corollary 1 in Section 3, and Theorem 4 in Section 4. Concluding remarks and
open problems are gathered in Section 5.
2 Proof of Theorem 3
Given an integer n≥ 1, let {e1, . . . ,en} be the standard basis of Rn, and for each i ∈ [1,n] denote by Li
the ith coordinate hyperplane, and by pii the orthogonal projection of Rn onto Li.
We use induction by n, and for every fixed value of n by |A|. If n = 1, then
1
|A| ∑a∈A
w(a) = 1− 1|A| ≤
1
2
log2 |A|
as one can easily verify. Also, the estimate in question is immediate if |A|= 1. Suppose therefore that
n≥ 2 and also |A| ≥ 2.
Since the set A is a downset, it has exactly |pii(A)| elements on the ith coordinate hyperplane Li, for
every i ∈ [1,n]. Consequently, double-counting gives
∑
a∈A
w(a) =
n
∑
i=1
|{a ∈ A : ei ∈ suppa}|
=
n
∑
i=1
(|A|− |pii(A)|)
= n|A|− (|pi1(A)|+ · · ·+ |pin(A)|),
and we thus want to prove that
n|A| ≤ |pi1(A)|+ · · ·+ |pin(A)|+ 12 |A| log2 |A|.
Using again the assumption that A is a downset, we conclude that its projection onto the nth coordinate
axis is an interval [0, l] with an integer l ≥ 0, and we partition A as A = B∪ (len+C) where C ⊆ Ln and
B∩ (len+Ln) =∅.
If B =∅, then A⊆ Ln; consequently,
(n−1)|A| ≤ |pi1(A)|+ · · ·+ |pin−1(A)|+ 12 |A| log2 |A|
by the induction hypothesis, and combining this with |pin(A)|= |A| we get the assertion.
If B 6=∅, then both B⊆ Zn≥0 and C ⊆ Zn−1≥0 are downsets, and the induction hypothesis gives
(n−1)|C| ≤ |pi1(C)|+ · · ·+ |pin−1(C)|+ 12 |C| log2 |C| (2)
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and
n|B| ≤ |pi1(B)|+ · · ·+ |pin(B)|+ 12 |B| log2 |B|. (3)
Since |pii(A)| = |pii(B)|+ |pii(C)| for i ∈ [1,n− 1], and pin(A) = pin(B) by the downset assumption, to
complete the proof it suffices to show that
|C|+ 1
2
|C| log2 |C|+
1
2
|B| log2 |B| ≤
1
2
|A| log2 |A|; (4)
the assertion will then follow by adding together (2), (3), and (4). To prove (4) we let τ := |B|/|C|, so
that τ ≥ 1. Dividing through by |C| and substituting |B|= τ|C| and |A|= (τ+1)|C| into (4) brings it to
the form
1+
1
2
τ log2 τ ≤
1
2
(τ+1) log2(τ+1),
an inequality which is easy to verify using basic calculus.
3 Proofs of Corollary 1 and Theorems 1 and 2
As indicated above, Theorem 1 is an immediate consequence of [L15, Corollary 1.10], which says that if G
is a finite abelian group of exponent m∈ {2,3,4}, then for any generating subset S⊆G and any non-empty
subset A ⊆ G one has ∂S(A) ≥ |A| logm(|G|/|A|); combined with the assumption ∂S(A) ≤ (1− γ)n|A|,
this yields logm(|G|/|A|)≤ (1− γ)n, and the assertion of Theorem 1 follows.
Proof of Corollary 1. Consider the coset decomposition A=(a1+A1)∪·· ·∪(ak+Ak), where A1, . . . ,Ak⊆
H, and a1, . . . ,ak represent pairwise distinct H-cosets. The case where S = {0} is immediate, and we
thus assume that S 6= {0}, and therefore H is non-trivial. From
k
∑
i=1
∂S(Ai) = ∂S(A)≤ (1− γ)n|A|= (1− γ)n
k
∑
i=1
|Ai|
we conclude that there exists i ∈ [1,k] with ∂S(Ai)≤ (1−γ)n|Ai|. Since exp(G) ∈ {2,3} implies that also
exp(H) ∈ {2,3}, and therefore H is homocyclic, by Theorem 1 we now get
|A| ≥ |Ai| ≥ |H|γ ,
as required.
Below in this section we prove Theorem 2. The proof uses the compression technique in the general
settings of arbitrary finite abelian groups, so we start with setting up the machinery of this general
compression.
Suppose that G is an abelian group, and S = {s1, . . . ,sn} ⊆ G is a finite, independent, generating
subset; that is, for each i ∈ [1,n], letting Si := S \{si}, we have G = 〈Si〉⊕ 〈si〉. For integer k ≥ 0 and
elements g,v ∈ G with ordv ≥ k, write P(g,v,k) := {g,g+ v, . . . ,g+(k− 1)v}; thus, P(g,v,k) is the
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k-term arithmetic progression with the first term g and difference v. Given a finite subset A⊆ G and an
index i ∈ [1,n], define the compression of A along si to be the set
[A]i :=
⋃
g∈〈Si〉
P
(
g,si, |A∩ (g+ 〈si〉)|
)
;
that is, in each 〈si〉-coset the set [A]i has exactly as many elements as the original set A, but the elements
are “stacked towards the beginning of the coset”. Thus, writing for every i ∈ [1,n]
Ki :=
{
[0,ord(si)) if si has finite order,
Z otherwise,
for an element g ∈ G to lie it [A]i, it is necessary and sufficient that in the (unique) representation
g = h+ ksi with h ∈ 〈Si〉 and k ∈ Ki, we had in fact 0≤ k < |(g+ 〈si〉)∩A|.
We say that A is i-compressed if [A]i = A; that is, for each g ∈ 〈Si〉 and k ∈ Ki, we have g+ ksi ∈ A if
and only if 0≤ k < |(g+ 〈si〉)∩A|. Equivalently, A is i-compressed if A\ 〈Si〉 ⊆ A+ si. Clearly, [A]i is
i-compressed for any A⊆ G and i ∈ [1,n].
The set A⊆ G is compressed with respect to S if it is i-compressed for each i ∈ [1,n].
We now show that compression along any element of S does not destroy the property of being
compressed along other elements of S.
Claim 1. If, for some i, j ∈ [1,n], the set A⊆ G is i-compressed, then so is the set [A] j.
Proof. The assertion is immediate if i = j, and we thus assume that i 6= j. We further assume that A is
i-compressed and show that then also [A] j is i-compressed.
It suffices to show that for any g ∈ [A] j \ 〈Si〉, we have g ∈ [A] j + si. Since A is i-compressed, for any
z ∈ 〈s j〉 with g+ z ∈ A we also have g− si+ z ∈ A; consequently,
|(g+ 〈s j〉)∩A| ≤ |(g− si+ 〈s j〉)∩A|,
whence
|(g+ 〈s j〉)∩ [A] j| ≤ |(g− si+ 〈s j〉)∩ [A] j|. (5)
Write g = h+ ks j with h ∈ 〈S j〉 and k ∈ K j. From g ∈ [A] j we have 0≤ k < |(g+ 〈s j〉)∩ [A] j|. Now (5)
yields 0≤ k < |(g− si+ 〈s j〉)∩ [A] j|= |(h− si+ 〈s j〉)∩ [A] j|, and it follows that g− si = (h− si)+ks j ∈
[A] j, as wanted.
Claim 2. For any G, A, and S as above, and any i, j ∈ [1,n], we have
|{a ∈ [A]i : a+ s j /∈ [A]i}| ≤ |{a ∈ A : a+ s j /∈ A}|.
Consequently,
∂S([A]i)≤ ∂S(A).
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Proof. The assertion follows by decomposing
|{a ∈ A : a+ s j /∈ A}|= ∑
g∈〈Si〉
|{a ∈ (g+ 〈si〉)∩A : a+ s j /∈ A}|
and
|{a ∈ [A]i : a+ s j /∈ [A]i}|= ∑
g∈〈Si〉
|{a ∈ (g+ 〈si〉)∩ [A]i : a+ s j /∈ [A]i}|,
and observing that, for any fixed g ∈ 〈Si〉, one has
|{a ∈ (g+ 〈si〉)∩A : a+ s j /∈ A}| ≥max{|(g+ 〈si〉)∩A|− |(g+ s j + 〈si〉)∩A|,0},
and that equality holds if A gets replaced with [A]i:
|{a ∈ (g + 〈si〉) ∩ [A]i : a + s j /∈ [A]i}| = max{|(g + 〈si〉) ∩ [A]i| − |(g + s j + 〈si〉) ∩ [A]i|,0}
(recall that both intersections (g+ 〈si〉)∩ [A]i and (g+ s j + 〈si〉)∩ [A]i are initial segments of the corre-
sponding cosets g+ 〈si〉 and g+ s j + 〈si〉.)
Claims 1 and 2 show that if, starting with A, one subsequently applies compressions along each of the
elements s1, . . . ,sn, then the resulting set A˜ is compressed with respect to S, and we have |A˜|= |A| and
∂S(A˜)≤ ∂S(A).
We need the following corollary (indeed, a generalization) of Theorem 3.
Corollary 2. Suppose that S is a finite, independent generating set in an abelian group G. If A⊆ G is
finite, non-empty, and compressed with respect to S, then
1
|A| ∑a∈A
w(a)≤ 1
2
log2 |A|,
where w(a) is the number of non-zero summands in the representation of a as a linear combination of the
elements from S.
Proof. Let n := |S|, write S = {s1, . . . ,sn}, and consider the injective mapping ϕ : G→ Zn defined by
ϕ(z1s1+ · · ·+ znsn) = (z1, . . . ,zn), zi ∈ Ki (1≤ i≤ n).
Clearly, the weight function on G (with respect to S) agrees with that on ϕ(G) (with respect to the
standard basis of Rn), and the assumption that A is compressed with respect to S ensures that the image
ϕ(A) is a downset. The assertion now follows by applying Theorem 3 to ϕ(A).
Proof of Theorem 2. Let G denote the underlying abelian group. We can assume that S generates G;
once the assertion is established in this case, the general case follows easily by considering the coset
decomposition of A as in Corollary 1.
In view of the remark following Claim 2, we can also assume without loss of generality that A is
compressed with respect to S.
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Finally, we assume that at least one element of S has finite order; the modifications to be made in the
argument below in the case where all elements of S have infinite order are straightforward (and indeed,
the proof gets only simpler in this case).
Write S = {s1, . . . ,sn}, and for every i ∈ [1,n], let
∂ (i)S (A) := |{a ∈ A : a+ si /∈ A}|.
Define Ni to be the number of 〈si〉-cosets having a non-empty intersection with A, and let N′i be the
number of 〈si〉-cosets entirely contained in A; thus, N′i = 0 if the order of si is infinite. We have
∂S(A) = ∂
(1)
S (A)+ · · ·+∂ (n)S (A) (6)
and, since A is compressed,
∂ (i)S (A) = Ni−N′i , i ∈ [1,n]. (7)
If si is of finite order then, writing di := ordsi, in a trivial way we have
∂ (i)S (A)≤ |A|−diN′i ≤ |A|−dN′i , (8)
and the resulting estimate remains true if si is of infinite order. From (7) and (8),
(d−1)∂ (i)S (A)≥ dNi−|A|,
and then (6) along with the assumption ∂S(A)≤ (1− γ)n|A| yield
(d−1)(1− γ)n|A| ≥ (d−1)∂S(A)≥ d
n
∑
i=1
Ni−n|A|. (9)
To address the sum in the right-hand side we notice that Ni = |〈Si〉∩A|= |A|− |A\〈Si〉| for each i ∈ [1,n]
by the compression assumption. Consequently, in view of
w(g) := |{i ∈ [1,n] : g /∈ 〈Si〉}|, g ∈ G,
we have
n
∑
i=1
Ni = n|A|−∑
a∈A
w(a).
Substituting into (9) and simplifying we get
1
|A| ∑a∈A
w(a)≥ (1−1/d)γn,
and the result is now immediate from Corollary 2.
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4 Proof of Theorem 4
Let S be an independent subset of the popular difference set Pγ(A), and write n := |S|. Every element
s ∈ S has at least γ|A| representations as s = a′−a with a,a′ ∈ A. This results in at least γ|A| · |S| pairs
(a,s) ∈ A×S with a+ s ∈ A. Hence,
∂S(A)≤ |A||S|− γ|A||S|= (1− γ)n|A|.
Consequently,
|A| ≥ 4(1−1/p)γn
by Theorem 2, which yields n≤ (2(1−1/p))−1γ−1 log2 |A|. The first estimate follows by choosing S so
as to have n = dimI(Pγ(A)).
The second estimate is obtained by replacing Theorem 2 with Corollary 1 to get
|A| ≥ |G|γ ≥ 3γn.
5 Concluding Remarks and Open Problems
As observed by Thomas Bloom (personal communication), the assumption ∂S(A) ≤ (1− γ)|A||S| can
be equivalently written as 〈1A ◦ 1A,1S〉 ≥ γ|A||S|; here 1A and 1S are the indicator functions of A and
S, respectively, the angle brackets are used for the scalar product of complex-valued functions on
the underlying group G, and the “skew convolution” f ◦ g of the functions f and g is defined by
( f ◦g)(z) = ∑x∈G f (x)g(x+ z). One can use Hölder’s inequality and basic Fourier analysis to conclude
that if S is dissociated, then ∂S(A)≤ (1− γ)|A||S| implies |A|> exp(cγ2|S|), with an absolute constant
c > 0. This conclusion is weaker than that given by Theorem 2, but it requires dissociativity only (instead
of the more restrictive independence).
Our principal results, Theorems 1 and 2, show that a subset of an abelian group with small edge
boundary must be large. It would be very interesting to understand exactly why this happens. What can
be said about the structure of a set with small edge boundary?
In connection with Theorem 2, it is interesting to determine whether the following is true: for any
generating subset S of a finite abelian group G, if ∂S(A)≤ (1− γ)n|A| with n := rkG and real γ ∈ (0,1],
then |A| ≥ 4(1−1/d)γn (where d is the minimal order of an element of S). It would also be interesting to
find out whether the coefficient 1−1/d in the exponent can be improved, or dropped altogether, in the
case where G is homocyclic of exponent exp(G)≥ 5 (the case exp(G)≤ 4 is settled by Theorem 1 and
Example 2).
In the course of the proof of Theorem 3, we have shown that any finite, non-empty downset A⊆ Zn≥0
satisfies
n|A| ≤ |pi1(A)|+ · · ·+ |pin(A)|+ 12 |A| log2 |A|, (10)
where pi1, . . . ,pin are projections onto the coordinate hyperplanes. In fact, since compression can only
reduce the sizes of the projections pii(A), inequality (10) holds true for any finite, non-empty set A⊆ Zn,
not necessarily a downset. Interestingly, this inequality does not follow from the famous Loomis-Whitney
inequality |pi1(A)| · · · |pin(A)| ≥ |A|n−1: for instance, the latter does not exclude the possibility that there is
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a set A⊆ Z3 with |A|= 5 and |pi1(A)|= |pi2(A)|= |pi3(A)|= 3, while (10) shows that such a set cannot
exist.
For Theorem 4, it would be interesting to determine the best possible coefficient for homocyclic
groups of exponent larger than 3.
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