Considering the relatively poor robustness of quality scores for different types of distortion and the lack of mechanism for determining distortion types, a no-reference image quality assessment (NR-IQA) method based on the AdaBoost BP neural network in the wavelet domain (WABNN) is proposed. A 36dimensional image feature vector is constructed by extracting natural scene statistics (NSS) features and local information entropy features of the distorted image wavelet sub-band coefficients in three scales. The ABNN classifier is obtained by learning the relationship between image features and distortion types. The ABNN scorer is obtained by learning the relationship between image features and image quality scores. A series of contrast experiments are carried out in the laboratory of image and video engineering (LIVE) database and TID2013 database. Experimental results show the high accuracy of the distinguishing distortion type, the high consistency with subjective scores and the high robustness of the method for distorted images. Experiment results also show the independence of the database and the relatively high operation efficiency of this method.
Introduction
High quality natural images with rich information can help ensure the accuracy and effectiveness of the information transmission, which can enhance the ability of the perceived image information. The quality of images can be affected by various factors in the imaging procedure, such as image acquisition, transmission and processing; thus it is crucial to quantify the effects of various distortions on Manuscript received December 19, 2017. *Corresponding author. This work was supported by the National Natural Science Foundation of China (61471194; 61705104), the Science and Technology on Avionics Integration Laboratory and Aeronautical Science Foundation of China (20155552050), and the Natural Science Foundation of Jiangsu Province (BK20170804). image quality [1] . The no-reference image quality assessment (NR-IQA) method can assess the distorted images without the information of perfect reference images. Moreover, human observers can assess the quality as well as the distortion type without the reference images. Considering the perfect reference images are usually unavailable in practice, the NR-IQA has high values in the research of the human visual system (HVS) as well as the image quality assessment and practical applications.
NR-IQA methods are usually divided into two categories. One is for a specific type of distortion. Zhu et al. [2] proposed a method for white noise (WN) images utilizing the local gradient feature. Chen et al. [3] and Marichal et al. [4] proposed a method for blur images by using multi-scale gradient features and histogram of non-zero discrete cosine transform (DCT) coefficients. Shao et al. [5] proposed a method for blur and noise images based on the HVS and the structural similarity. Wang et al. [6] proposed a method for joint photographic experts group (JPEG) images by using block effects. Sazzad et al. [7] proposed a method by using the pixel and edge information for joint photographic experts group 2000 (JP2K) distorted images. Horita et al. [8] proposed a method based on the blackness, the average absolute difference and the zero-crossing rate for JPEG/JP2K. Xie et al. [9] proposed a method for images distorted by haze based on the contrast map calculated by Weber's law. Those methods need to know the type of image distortion and are limited when applied in practice [10] . The other category is to establish a general NR-IQA model. Most of these models rely on machine learning such as support vector machine (SVM), neural network, etc. Moorthy et al. [11] proposed a method in the two-step framework of the blind image quality index (BIQI). The 18-dimensional natural scene statistics (NSS) features are extracted first, then the SVM classification is used to calculate the probability that the image belongs to each distortion type, then the support vector regression (SVR) analysis model is used to calculate the quality score of the distorted images belonging to different types of distortion, and the final score is obtained according to the probability weighting. Li et al. [12] proposed an NR-IQA method by using the generalized regression neural network (GRNN). The phase congruency and gradient features of the images are extracted, and the mapping relation between the features and the image quality is simulated by the neural network to achieve the quality assessment. The real-time performance of the BIQI and the GRNN is relatively poor due to the complexity of parameter setting and model mapping. Thus, some scholars work on improving the BIQI method. Moorthy et al. [13] proposed the distortion identification-based image verity and integrity evaluation (DIIVINE) with more 88-dimensional NSS features in the wavelet domain. The performance of the DIIVINE is better for the WN distortion; for other types, the performance is only average. Saad et al. [14, 15] proposed the blind image integrity notate using DCT statistics (BLIINDS-II), which extracts the NSS features in the DCT domain. The BLIINDS-II performs well, but it is of high computation complexity. Mittal et al. [16 -18] proposed the natural image quality evaluation (NIQE) method and the blind/referenceless image spatial quality evaluation (BRISQUE) method, both of which extract the NSS features in the spatial domain. Liu et al. [19] proposed the spatial-spectral entropy based quality index (SSEQ) method, which extracts spatial entropy features and spectral entropy features. The performance of the SSEQ for WN distorted images needs to be improved. Li et al. [20] proposed the blind IQA metric based on high order derivatives (BHODs) algorithm, using the histogram features of local binary patter (LBP) corresponding to the original map and the 3-order gradient map to evaluate image quality. The BHOD has a high subjective consistency. However, the number of the features is too big. Li et al. [21] proposed the no-reference quality assessment using statistical structural and luminance features (NRSL), which extracts local normalized luminance features and LBP features of the local normalized luminance map to build the NR model. The NRSL has a high subjective consistency. However, the transfer-domain features are not extracted. Liu et al. [22] proposed the oriented gradients IQA (OGIQA), which extracts the gradient feature and uses the AdaBoosting BP to obtain the quality score. The NRSL and the OGIQA perform well. However, the transfer-domain features are not extracted. Most of the existing NR-IQA methods can only calculate the quality score of the distorted image, and they cannot produce the judgment of the image distortion type, so the practical applicability is limited.
Considering the relatively poor robustness of quality scores for different types of distortions and the lack of mechanism for determining distortion types, an NR-IQA method based on the adaBoost bP neural network in the wavelet domain (WABNN) is proposed. A 36-dimensional image feature vector is constructed by extracting the NSS features and the local information entropy features of the distorted image wavelet sub-band coefficients in three scales. The ABNN scorers and classifiers are trained to obtain an image quality score and determine the type of the image distortion.
Image feature extraction in wavelet domain
High quality natural images have regular statistical characteristics, and the distortions can alter the image structure as well as the statistical characteristics [23, 24] . Thus, the type and degree of the distortion can be characterized by the changes of the statistical characteristics. The distortion can alter the image information entropy. Therefore, the type and degree of the distortion can also be characterized by the changes of the information entropy. Moreover, considering the multi-channel characteristics of human eyes, the proposed method extracts 18-dimensional NSS features F 1 and 18-dimensional local information entropy features F 2 in the wavelet domain to construct a 36-dimensional image feature vector F = (F 1 , F 2 ) T .
Image NSS features in the wavelet domain

Determination of image distortion type based on wavelet subband coefficient distribution
There are certain statistical laws in natural images, which are closely related to the image quality and will change with different distortions. As an example shown in Fig. 1 , with different mean opinion scores (DMOS) a reference (REF) image and the corresponding five distorted images of different distortion types are randomly selected from the laboratory of image and video engineering (LIVE) database [25 -27] . The distortion types include Gaussian WN, Gaussian blur (BLUR), fast rayleigh fading (FF), JPEG and JP2K. Fig. 2 shows the first scale normalized histograms of wavelet sub-band coefficients (WSCs) for the images of Fig. 1 in diagonal orientation. Fig. 2 shows that the histogram distributions of WSCs are zero means, and different from the different types of distortions. The WN image has a relatively flat coefficient distribution curve, indicating that the WSC distribution is relatively uniform. The distribution curve of the FF is most similar to and basically in coincidence with that of the REF image. The coefficient distribution curves of the JPEG image and the JP2K image are similar, but the curve of the JP2K image is sharper, and the number of sub-band coefficients at mean is larger than that of the REF image. The distribution of the BLUR is the most concentrated, with fewer coefficients around the mean. The WN, FF, BLUR, JPEG and JP2K distortion can be distinguished by histogram distributions of WSCs. Thus, the distribution of the WSCs can be used as an indicator of the distortion type.
Determination of image distortion degree based on the WSC distribution
As shown in Fig. 3 , taking WN as an example, a REF image and the corresponding five distorted images with different degrees of distortion are randomly taken from the LIVE to explore the relationship between the WSC distribution and the degree of distortions.
Fig. 3 REF image and the corresponding five WN distorted images with different distortion degrees
The wavelet transform over three scales and three orientations is also applied to these six images, and Fig. 3 (a) is taken as the example shown in Fig. 4 .
The wavelet sub-band of Fig. 3 for the first scale and the horizontal orientation is taken as the example as shown in Fig. 5 .
The first scale normalized histogram of WSCs for the images of Fig. 5 in horizontal orientation is shown in Fig. 6 . The higher the DMOS value is, the smoother the distribution curve is. Overall, the peak value of curves at zero is lower than that of the REF image. Thus, the distribution of the WSC can be used as an indicator of the distortion degree.
Extracting image NSS features in the wavelet domain
A wavelet sub-band of an image contains thousands of coefficients. The total number of all sub-bands coefficients is very large. Considering the computational complexity and efficiency, in the current method, the statistical model, instead of the WSC, is used to characterize the image features. The edge distribution [11] of the WSC for a natural image accords with a generalized Gaussian distribution (GGD) model. The GGD model is defined as follows:
where x is a wavelet sub-band of the image, μ is the mean of the coefficients on the sub-band x, σ 2 is the variance of the coefficients on the sub-band x, γ is the shape parameter of the GGD model fitted by the sub-band x. α and β are proportional constants and are defined as follows:
where Γ (·) is a function defined as follows:
The three parameters μ, σ 2 and γ of the GGD model are obtained by using the method of the generalized Gaussian proportional function [28] .
Since the wavelet transform decomposes the image into multiple-channels, which is similar to the bandpass filter, it can be assumed that the mean of the WSC of the REF image and different types distorted images are all zero, that is, μ = 0, as shown in Fig. 2 and Fig. 6 . In this case, the GGD model, which represents the distribution of the subband x, contains only two parameters σ 2 and γ. Therefore, a two-parameter GGD model is used to fit the coefficient distribution of a wavelet sub-band. In this way, different from the original expression which needs thousands of sub-band coefficients, the expression of image features (distortion type and degree) can be simplified to two parameters. For a distorted image, 18 wavelet-domain NSS parameters can be extracted in three scales and three orientations. The 18-dimensional vector consists of 18 parameters, that is
The meanings of the elements in this 18-dimension vector are shown in Table 1 .
Table 1 Meaning of image NSS feature vector elements in wavelet domain
Vector elements
Meaning
Variance σ 2 of the three sub-bands in the horizontal orientations and the first, second and third scales f 4 -f 6 Variance σ 2 of the three sub-bands in the vertical orientations and the first, second and third scales f 7 -f 9 Variance σ 2 of the three sub-bands in the diagonal orientations and the first, second and third scales f 10 -f 12 Shape parameter γ of the three sub-bands in the horizontal orientations and the first, second and third scales f 13 -f 15 Shape parameter γ of the three sub-bands in the vertical orientations and the first, second and third scales f 16 -f 18 Shape parameter γ of the three sub-bands in the diagonal orientations and the first, second and third scales 2.2 Image information entropy feature in the wavelet domain
Image two-dimensional local information entropy in the wavelet domain
For an image A, the pixel can be seen as a random variable, and the image information entropy can represent the average information quantity. The image information entropy can be expressed as follows:
where p(a) is the probability of a pixel with a gray value of a in the image. The image information entropy, also known as onedimensional entropy, represents the aggregation feature of the gray distribution in the image. However, there are block structures for the distribution of the natural image, and there are correlations between the pixels in geometric positions. The one-dimensional entropy cannot well reflect the spatial characteristics of the image. Therefore, the twodimensional information entropy is used to represent the structural information of the image [29] .
The local entropy of the image can better reflect the distortion comparing with the global entropy. In this paper, based on the wavelet decomposition, coefficients of a wavelet sub-band are divided into blocks and each block is named as the unit block W . The size of W is 8 × 8 and the amount of W is M × N . The WSC of W is normalized to obtain the spectral probability of W in the wavelet domain:
where w(i, j) is the WSC in the unit block W , 1 i 8, 1 j 8, W 2 is the two-norm of matrix W , and C is a minimal positive constant and set to be 10 −7 . H w (m, n), the wavelet-domain information entropy of W , can be expressed as follows:
where m = 1, 2, . . . , M, n = 1, 2, . . . , N.
The wavelet-domain 2-dimensional local information entropy H w is constructed by computing the information entropy H w (m, n) of all M × N blocks in a wavelet subband.
Determination of the type and degree of image distortion based on image two-dimensional local information entropy
The normalized histogram of the two-dimensional local information entropy of the sub-band in the first scale and diagonal orientation for images in Fig. 1 is shown in Fig. 7 . Fig. 7 shows that the mean value of the wavelet sub-band local information entropy for the reference image is about 7, and thus the skewness is left skewed (central mean value is 8). The mean and the skewness of the curve vary with different types of distortions. For WN, BLUR and JP2K, the mean of the curve increases, while the mean of JPEG and FF decreases. As for skewness, JP2K results in an obvious right skew condition. The image wavelet sub-band local information entropy varies with different types of distortion. Thus, the local information entropy can be used to distinguish different types of image distortion. Fig. 8 is the normalized histogram of the twodimensional local information entropy of the sub-bands in the first scale and diagonal orientation for images in Fig. 3 . The higher the DMOS value is, the larger the mean of wavelet sub-band local information entropy is. The mean value varies with the degree of distortion and can effectively distinguish the degree of distortion. Thus, the mean value of the local information entropy can be used to distinguish different degrees of the image distortion. In conclusion, the wavelet sub-band local information entropy can be used to distinguish the type and degree of the image distortion.
Features extraction of two-dimensional local information entropy in the wavelet domain
For a distorted image, the two-dimensional local information entropy H w is a matrix whose size is M × N . It contains M × N parameters, which is not suitable as image features. In this paper, two parameters of H w , mean and skewness, are selected as the local information entropy features of the wavelet sub-band. The mean μ w and skewness S w are defined as follows:
For a distorted image, 18 parameters can be extracted from nine sub-bands which are obtained by three scales and three orientations wavelet decomposition. The 18dimensional vector consists of 18 parameters, that is F 2 = (f 19 , f 20 , . . . , f 36 ). The meanings of the elements in this 18-dimension vector are shown in Table 2 .
Method of NR-IQA based on WABNN
The NR-IQA method based on the WABNN is proposed. This method extracts the NSS features and the local information entropy features of the known distorted image in the wavelet domain, and constructs the corresponding feature matrix. Two ABNNs are trained as the image distortion classifier and the image quality scorer by using the known distorted image feature matrix, the distortion types and the subjective scores. The NSS features F 1 and the local information entropy features F 2 of the to-be-evaluated distorted images are then extracted in the same way. The constructed feature matrix of the to-be-evaluated distorted image is then entered the trained ABNNs to derive the distortion type and the objective score. The flow chart of the WABNN method is shown in Fig. 9 .
Table 2 Meaning of local information entropy feature vector elements in wavelet domain
Vector elements
Mean μw of sub-band local information entropy in the first scale and the horizontal, vertical and diagonal orientations f 22 -f 24 Mean μw of sub-band local information entropy in the second scale and the horizontal, vertical and diagonal orientations f 25 -f 27 Mean μw of sub-band local information entropy in the third scale and the horizontal, vertical and diagonal orientations f 28 -f 30 Skewness Sw of sub-band local information entropy in the first scale and the horizontal, vertical and diagonal orientations f 31 -f 33 Skewness Sw of sub-band local information entropy in the second scale and the horizontal, vertical and diagonal orientations f 34 -f 36 Skewness Sw of sub-band local information entropy in the third scale and the horizontal, vertical and diagonal orientations 
WABNN method implementation steps
The NR-IQA WABNN method is realized by the following steps:
Step 1 All the distorted images in the database are divided into the training set and the test set. The number of distorted images in the training set is P . The number of distorted images in the test set is Q. P and Q are numbers satisfying P 2Q.
Step 2 All the distorted images in the training set are applied with wavelet decomposition over three scales and three orientations. NSS features and local information entropy features of each image are extracted according to the methods in Section 2.1 and Section 2.2. Combine these two kinds of features to construct a 36-dimensional image feature vector F p , F p = (F p1 , F p2 ) T , the feature vectors of all training images constitute an image feature matrix F p ,
Step 3 Using the image feature matrix F p , the corre-sponding subjective scores S p of the training set distorted image, and the corresponding image distortion type T p to train the ABNNs. F p and S p are used to train the neural network grader, and F p and T p are used to train the neural network classifier.
Step 4 The feature vector F q of each distorted image in the test set are extracted by the same method given in Step 2, and the feature matrix F q of the test set images is constructed,
Step 5 The image feature matrix F q of the test set is entered into the trained ABNN to obtain the objective quality score S a and the distortion type judgment T a of the test set image.
ABNN image quality grader and image distortion classifier
In this paper, two independent ABNNs with the same structure are designed separately as the image quality grader and the image distortion classifier, which are independent of each other, as shown in Fig. 9 . A single ABNN is mainly composed of N bp BP neural networks and a set of preconditions. Each BP neural network works as a weak classifier or weak grader that produces an output. The output of each BP neural network is compared with the preconditions and the results will affect the weight of the BP neural network. Finally, the final output of a single AdaBoost BP network is calculated as the weighted sum of the outputs of every BP neural network.
ABNN image quality grader
The AdaBoost algorithm is an improved self-adaptive boosting algorithm [30] . The idea is to constantly add a new weak classifier until a predetermined small enough error rate is reached [31] . The AdaBoost algorithm is commonly used for classification. In recent years, it has also been used in the field of predictive data analysis and has shown excellent predictive accuracy [32, 33] .
In the proposed method WABNN, the ABNN is used as an image quality scorer. Specific steps are as follows:
Step 1 Initialize the distribution weights of the training image feature matrix F p . Since the size of F p is p × 36, which is composed of the 36-dimensional feature vectors of P distorted images, the initial weight of each distorted image, i.e., the initial distribution weight of training image feature matrix F p , is set as follows:
Step 2 Initialize each BP neural network in the ABNN scorer. According to the size of the training image feature matrix F p , which is p × 36, a total of 36 columns are put in columns. The output of the image scorer is a concrete numerical value. Therefore, each BP neural network is set to be a three-layer structure of 36−n 0 −1, where n 0 is the number of the hidden layer nodes, and n 0 = 36 in the experiment. The sigmoid function and the linear function are selected as transfer functions in turn.
Step 3 N bp BP neural networks cycle. Let n = 1, . . . , N bp :
(i) The training image feature matrix F p and the training image subjective score S p (the size of S p is p × 1) are used as the input and the output of the network to train the nth BP neural network. The trained nth BP network is denoted as net n .
(ii) Calculate the weight h n of the trained nth BP network net n :
(iii) Put the test image feature matrix F q (the size of F q is q × 36) into the network net n to obtain the output a n of net n of the test images. The size of a n is q × 1.
(iv) Put the training image feature matrix F p into the network net n again to obtain the output b n of net n of the training images. The size of b n is p × 1. Calculate the error between b n and the true subjective scores S p of the training images:
(v) Calculate the distribution weights of the training image feature matrix F p of the (n + 1)th BP neural network:
where i = 1, 2, . . . , P , k 0 is the distribution weight adjustment coefficient, which generally takes value of 1.1. |err n (i)| > 0.25 is the preset judgment condition, which is determined after many experiments.
(vi) Normalize the distribution weights of training image feature matrices F p in the (n + 1)th BP neural network:
The purpose of the normalization is to make the sum of the distribution weights of the training image feature matrix to be 1 when the proportion is constant.
Step 4 Determine the output of the ABNN image quality scorer. Firstly, normalize the weights h n of N bp BP neural networks. Then, calculate the weighted sum of a n and h n . Finally, the output S a of the ABNN image quality scorer is obtained.
Repeat the above algorithm several times. The number N bp of BP neural network is set as N bp = 20.
ABNN image distortion classifier
In the method of WABNN, the algorithm of the ABNN image distortion classifier is basically the same as the algorithm of ABNN image quality grader mentioned above with only changes in the form of the input and output. The input of ABNN image distortion classifier includes training the set distorted image feature matrix F p and training the image distortion type T p . Keep the form F p unchanged. Since the selected LIVE database contains five types of distortion, T p is set as a vector of the form p × 1. 
Experimental results and analysis
The proposed WABNN method and the eight NR-IQA methods are performed in the LIVE database and the TID2013 database [34] . Their performance is compared by four indexes, which are root mean-squared error (RMSE), linear pearson correlation coefficient (LPCC), spearman rank order correlation coefficient (SROCC) and kendall rank order correlation coefficient (KROCC). All experiments are performed on a Dell OptiPlex desktop computer, which has an Intel Core i7-4790 processor with 8 G memory. The operating system is Win10, and the experimental platform is Matlab R2014a.
Experiments on LIVE database
Assessment database preprocessing
There are 982 images in the LIVE database, including 29 different reference images and 779 distorted images. The distortion types include WN, BLUR, JPEG, JP2K and FF, and the subjective DMOS of distorted images are given as well. In this paper, only 779 distorted images in the LIVE database are selected for training and testing the neural networks. The selected images are divided into five datasets, each dataset contains five or six image classes of different types of distortion and degrees of distortion. The detailed information of these datasets is shown in Table 3 . Fig. 10 , two or three different kinds of distorted images corresponding to the same image are selected from the five data sets. The objective score and the type of distortion determined by the WABNN method are compared with the given true distortion type and the DMOS of each distorted image. Fig. 10 shows that the WABNN method can accurately evaluate the degree of distortion and determine the type of distortion on each dataset, and the objective and subjective scores are consistent. Table 4 shows the consistency scores between the objective and subjective scores of the WABNN method for all distorted images on each dataset. The results show that the value of the RMSE is lower than 10, the value of LPCC and SROCC are around 0.93, and the value of KROCC is more than 0.75, which indicates that the WABNN method can accurately evaluate the degree of image distortion without a REF image. The stability and monotonicity of objective scores are good and the results are consistent with the human eye's subjective judgment. Table 5 shows the accuracy scores of the WABNN method for determining the type of image distortion with-out a reference image for different datasets. The experimental results show that the WABNN method is more than 90% accurate in determining the type of image distortion on the whole LIVE database, which demonstrates that the WABNN method performs well in classifying and judging the type of image distortion. Comparison of accuracy scores across each distortion type shows that the WABNN method is more accurate in identifying WN, BLUR and JPEG compression (accuracy scores are all higher than 90%). The judgment accuracy for WN images is the highest. Table 4 and Table 5 show that the proposed WABNN method can effectively evaluate the quality of the distorted images and distinguish the types of image distortions. Experimental results show a high evaluation accuracy and subjective consistency.
Fig. 10 Subjective consistency of WABNN method for different datasets images
Comparison of subjective consistency with other NR-IQA methods
The subjective consistency scores of the eight currently commonly used NR-IQA methods (BIQI, DIIVINE, BLIINDS-II, NIQE, BRISQUE, SSEQ, BHOD, NRSL) for the images of five different distortion types in the LIVE database are shown in Table 6 . The scores for the WABNN method are compared with those of the eight existing NR-IQA methods. In Table 6 , the bold font indicates that the correlation coefficient of the method is in the top three among all methods. Table 6 shows that the proposed WABNN method and the existing BHOD and NRSL methods have a high subjective consistency. The proposed WABNN method has 14 out of 20 scores in the top three of the four correlation coefficients for five different types of distorted images, while BHOD and NRSL each has 13 out of 20 scores in the top three, indicating that the proposed WABNN method achieves good evaluation results for all types of distortion and thus exhibits high robustness.
The scatter plots of the subjective and objective consistency scores of different NR-IQA methods are shown in Fig. 11 .
Fig. 11 Scatter plots of the subjective and objective consistency scores of different NQ-IQA methods
The x-axis denotes the objective score obtained by the IQA method and the y-axis denotes the subjective score obtained by human eyes. Fig. 11 shows that, compared with BHOD and other methods, the scatter points of WABNN, SSEQ and BRISQUE are more concentrated and the deviation of the points from the fitting curves is smaller, indicating a better objective-subjective consistency. Table 6 and Fig. 11 show that, compared with other methods which can only give the quality score of the distorted image, the proposed WABNN method not only gives quality scores with high subjective consistency, but also can determine the type of image distortion, indicating the superiority of the proposed WABNN method over the existing methods.
Experiments on TID2013 database
Comparison of subjective consistency with other NR-IQA methods
The 24 natural images in TID2013 database are selected and the distortion types include WN, BLUR, JPEG and JP2K. The subjective consistency scores of the eight currently commonly used NR-IQA methods for the images with four different distortion types in the TID2013 database are shown in Table 7 . The scores for the WABNN method are compared with those of the eight existing NR-IQA methods. In Table 7 , the bold font indicates that the correlation coefficient of the method is in the top three among all methods. 
Database independence experiments
To verify that the performance of the WABNN is independent of the particular database used, database independence experiments are performed on the LIVE database and the TID2013 database. 80% of the distorted images in the LIVE database are selected as the training set, and 80% of the distorted images in the TID2013 database are selected as the test set. The SROCC are used as the testing indicator. The subjective consistency scores of the eight currently commonly used NR-IQA methods for the images of four different distortion types are shown in Table 9 . Furthermore, 80% of the distorted images in the TID2013 database are selected as the training set, and 80% of the distorted images in the LIVE database are selected as the test set. The SROCC are used as the testing indicator. The subjective consistency scores of the eight NR-IQA methods for the images of four different distortion types are shown in Table 10 . The scores for the WABNN method are compared with those of the eight existing NR-IQA methods. Table 9 and Table 10 show that the SROCC of the proposed WABNN method is about 0.9, indicating that the method has database independence.
Time consumption of WABNN
The mean time that the seven good performance NR-IQA methods (DIIVINE, BLIINDS-II, SSEQ, BRISQUE, BHOD, NRSL, WABNN) spent to extract features from all images in the LIVE database and the TID2013 database are shown in Table 11 and Table 12 , respectively. The runtime of the NR-IQA methods is mainly generated in the process of extracting image features. Table 11 and Table 12 show that the mean time of the feature extraction of the proposed WABNN method is fewer than that of DIIVINE, BLIINDS-II, SSEQ and BHOD methods both in the LIVE database and the TID2013 database. For the NRSL method, the mean time is 0.045 1 s more in LIVE and merely 0.068 3 s fewer in TID2013 than that of the WABNN. Compared with the BRISQUE method, the mean time is merely 0.079 5 s fewer in LIVE and 0.126 9 s fewer in TID2013 than that of the WABNN. Therefore, the proposed WABNN method has a high assessment accuracy and operation efficiency.
Conclusions
In this paper, a 36-dimensional image feature vector consists of NSS features and two-dimensional wavelet-domain local information entropy features in three scales. Two ABNNs are trained as the image distortion classifier and the image quality scorer by using a known distorted image feature matrix, a distortion type and the subjective scores. A series of contrast experiments are carried out in the LIVE database and TID2013 database. Experimental results show the high accuracy of the distinguishing distortion type, the high consistency with subjective scores and the high robustness of the proposed method for distorted images. Moreover, experimental results show the independence for the databases and the relatively high operation efficiency. The research mainly focuses on the single-distorted images. Assessment of multiply-distorted images, which is of greater practical significance, will be addressed in future research.
