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BORNES POUR LA RE´GULARITE´ DE CASTELNUOVO-MUMFORD
DES SCHE´MAS NON LISSES
AMADOU LAMINE FALL
Re´sume´. Nous montrons dans cet article des bornes pour la re´gularite´ de Castelnuovo-
Mumford d’un sche´ma admettant des singularite´s, en fonction des degre´s des e´quations
de´finissant le sche´ma, de sa dimension et de la dimension de son lieu singulier. Dans
le cas ou` les singularite´s sont isole´es, nous ame´liorons la borne fournie par Chardin et
Ulrich dans [8] et dans le cas ge´ne´ral, nous e´tablissons une borne doublement expo-
nentielle en la dimension du lieu singulier.
1 Introduction
Nous e´tudions des bornes pour la re´gularite´ de Castelnuovo-Mumford d’un sche´ma,
admettant des singularite´s en fonction des degre´s des e´quations de´finissant le sche´ma,
de sa dimension et de celle de son lieu singulier. Ce travail est une continuation des
travaux de Bertram-Ein-Lazarsfeld d’une part et Chardin-Ulrich d’autre part.
Soit R = k[X0, . . .Xn], un anneau de polynoˆmes sur le corps k, I ⊂ R un ide´al ho-
moge`ne engendre´ par des e´le´ments homoge`nes de degre´s au plus D. Soit X = Proj(R/I)
le sche´ma projectif sur k de´fini par I, d sa dimension et r > 0 sa codimension. Soit δ la
dimension du lieu singulier de X (avec la convention δ = −1 si X est lisse).
Si la caracte´ristique du corps k est nulle, X purement de codimension r et δ ≤ 0,
Bertram-Ein-Lazarsfeld [1] dans le cas lisse et Chardin-Ulrich [8] dans le cas ou` les
singularite´s sont isole´es, ont montre´ la borne suivante :
reg(IX) ≤ r(D − 1) + 1.
Dans cette note nous e´tablissons les bornes suivantes, qui sont valables en toute ca-
racte´ristique :
(1) reg(IX) ≤ (dimX)!(r(D − 1)− 1) + 1 si δ ≤ 1
(2) reg(IX) ≤ λD
(n−δ)2δ−2 si δ ≥ 2
ou` λ est explicite´ dans le the´ore`me 4.3 et ne de´pend que de n, d et δ.
Pour e´tablir nos bornes, nous proce´dons en deux e´tapes. Dans la premie`re e´tape,
nous e´tablissons des bornes pour la re´gularite´ des sche´mas dont les singularite´s sont
rationnelles et localement intersection comple`tes, hors d’un nombre fini de points. Nous
utilisons pour cela la me´thode de Chardin et Ulrich. Cette me´thode de´crite dans [8],
utilise des techniques de liaison, une re´currence sur la dimension et une version ame´liore´e
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du the´ore`me d’annulation de Kodaira. Dans la deuxie`me e´tape, on se rame`ne au cas
e´tudie´ dans la premie`re e´tape, en utilisant un the´ore`me de Bertini et une re´currence
introduite par Caviglia et Sbarra dans [2] et de´veloppe´e par Chardin, Fall et Nagel dans
[6].
Remerciements. Je remercie Marc Chardin, qui m’a propose´ le sujet et aide´ par
des discussions et remarques pertinentes a` re´aliser ce texte.
2 Re´sultats pre´liminaires
Dans cette section nous rappelons les re´sultats et de´finitions qui seront utilise´s dans
les autres parties du texte.
Soit R = k[X0, . . . , Xn] un anneau de polynoˆmes sur un corps k, m = (X0, . . . , Xn)
et M un R-module gradue´ de type fini. Posons bRi (M) = max{µ/Tor
R
i (M, k)µ 6= 0} si
TorRi (M, k) 6= 0 et b
R
i (M) = −∞ sinon. NotonsH
i
m
(M) le i-ie`me module de cohomologie
locale de M a` support dans m, aRi (M) = max{µ/H
i
m
(M)µ 6= 0} si H
i
m
(M) 6= 0 et
aRi (M) = −∞ sinon. On rappelle que l’on de´finit la regularite´ de Castelnuovo-Mumford
de M par :
reg(M) = max
i
{aRi (M) + i} = max
i
{bRi (M)− i}.
Le nombre minimal de ge´ne´rateurs d’un module M sur un anneau local (ou d’un
R-module gradue´ M) est note´ µ(M).
2.1 Bornes pour la re´gularite´ des sche´mas en dimension au plus un. Soit
I = (f1, . . . , fs) ⊂ R un ide´al homoge`ne de hauteur n − 1, engendre´ par s formes de
degre´s d1 ≥ d2 ≥ . . . ≥ ds et soit X = Proj(R/I) le sche´ma projectif de´fini par I et C la
composante de dimension 1 de X . On a le re´sultat suivant qui ame´liore [8, Proposition
2.1 et Proposition 2.2] :
The´ore`me 2.1. [3, Proposition 5.12 et The´ore`me 5.13]




(di − 1) si s = n− 1.




(di − 1)− 1) + dn si s ≥ n.






2.2 Sur les singularite´s et sur un the´ore`me de Bertini. SoitX ⊂ Pnk un sche´ma
projectif sur un corps k et x ∈ X un point ferme´ de X .
De´finition 2.2. On dit que x est un point non singulier de X si l’anneau local OX,x
est re´gulier. Si OX,x n’est pas re´gulier on dit que x est un point singulier de X .
Le lieu singulier du sche´ma X , SingX , est l’ensemble de ses points singuliers. Notons
que Sing(X) est un ferme´ de X .
De´finition 2.3. Soit A un anneau noethe´rien. On dit que A ve´rifie la condition Rℓ, si
Ap est re´gulier pour tout ide´al premier p de A de hauteur au plus ℓ.
De´finition 2.4. On dit qu’un sche´ma X ve´rifie la condition Rℓ si pour tout x ∈ X ,
l’anneau OX,x ve´rifie la condition Rℓ.
Le re´sultat suivant donne une version du the´ore`me de Bertini qui est valable en toute
caracte´ristique.
The´ore`me 2.5. [9, 3.4.14]
Soit X ⊂ Pnk un sche´ma projectif sur un corps infini k. Si X est re´gulier (respectivement
normal, re´duit, ve´rifie Rℓ), alors pour tout hyperplan ge´ne´ral H, X ∩ H est re´gulier
(respectivement normal, re´duit, ve´rifie Rℓ).
Corollaire 2.6. Soit X ⊂ Pnk un sche´ma projectif et H un hyperplan ge´ne´ral. Si
dim(Sing(X)) = s, alors dim(Sing(X ∩H)) = s− 1.
Dans ce qui suit, nous rappelons les de´finitions de singularite´s de type rationnel et
singularite´s F -rationelles.
De´finition 2.7. Soit X un sche´ma de type fini sur un corps k, on dit que X ′
π
−→ X
est une de´singularisation de X si π est un morphisme propre birationnel et si X ′ est
lisse sur k.
De´finition 2.8. [10]
Soit X un sche´ma essentiellement de type fini sur un corps k de caracte´ristique ze´ro,
X ′
π
−→ X une de´singularisation de X , soit Riπ∗OX′ les images directes supe´rieures du
faisceau OX′ . On dit que X posse`de des singularite´s rationnelles si X est normal et si
Riπ∗OX′ = 0 pour tout i > 0.
De´finition 2.9. Un anneau R de caracte´ristique premie`re est F -rationnel si tout ide´al
de R engendre´ par un syste`me de parame`tres est e´troitement clos (tightly closed). Un
sche´ma est F -rationnel si tous ses anneaux locaux sont F -rationnel.
La notion de F -rationalite´ s’etend aux anneaux essentiellement de type fini sur un
corps k de caracte´ristique ze´ro (voir [12, De´finition 4.1]). Elle co¨ıncide avec la notion
de singularite´ rationnelle.
Nous adoptons la terminologie de Chardin et Ulrich dans [8] :
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De´finition 2.10. On dit qu’un anneau R est de type rationnel, s’il est de caracte´ristique
p et F -rationnel ou bien s’il est essentiellement de type fini sur un corps de caracte´ristique
ze´ro et a` singularite´s rationnelles. Un sche´ma X est de type rationnel si ses anneaux
locaux sont de type rationnel.
3 Bornes pour la re´gularite´ des sche´mas en dimension au moins 2
SoitR un anneau de polynoˆmes sur un corps, le the´ore`me suivant ame´liore le the´ore`me
[8, 4.7] de Chardin et Ulrich :
The´ore`me 3.1. Soit R = k[X0, . . . , Xn] un anneau de polynoˆmes sur un corps k, I =
(f1, . . . , fs) ⊂ R un ide´al non nul engendre´ par des formes de degre´s d1 ≥ . . . ≥ ds ≥ 2,
X = Proj(R/I). Posons r = codimX et σ =
∑r
i=1(di − 1). On suppose qu’il existe
un sche´ma Z ⊂ X de dimension ze´ro, tel que pour tout x ∈ X − Z, X est localement
intersection comple`te en x et OX,x est de type rationnel.
Alors reg(R/I) ≤ σ si R/I est de Cohen-Macaulay, et sinon
(0) reg(R/I) ≤
∑n+1
i=1 (di − 1) si dimX ≤ 0,
(1) reg(R/I) ≤ 2(σ − 1) + dn si dimX = 1,
(2) reg(R/I) ≤ (dimX + 1)!(σ − 1) si dimX ≥ 2.
De´monstration. Si R/I est de Cohen-Macaulay, I est contenu dans une intersection
comple`te b de degre´s d1 ≥ d2 ≥ . . . ≥ dr. D’apre`s [8, 4.1(a)],






Le (0) de´coule de [3, 3.3] (voir aussi [11]) et le (1) de´coule du the´ore`me 2.1.
Dans ce qui suit nous utilisons la me´thode et les notations de [8, 4.4 et 4.7].
Soit r = codimX , si r = 1, on peut supposer que n ≥ 3, il s’agit de montrer que
reg(R/I) ≤ n!(d1 − 1). Comme les fi ont un facteur commun h, on posons fi = hf
′
i et
I ′ = (f ′1, . . . , f
′
r), l’ide´al I
′ est de codimension r′ ≥ 2 et reg(I) = deg(h) + reg(I ′).
Si r′ ≥ n, on a d’apre`s (0), reg(R/I ′) ≤ (n+ 1)(d1 − δ − 1), ou` δ = deg(h), donc
reg(R/I) ≤ (n+ 1)(d1 − δ − 1) + δ
≤ (n+ 1)(d1 − 1)
≤ n!(d1 − 1).
Si r′ ≤ n, le fait que X soit localement intersection comple`te hors d’un sche´ma Z de
dimension, implique que dim(R/I ′) ≤ 2. Donc, les ine´galite´s (1) et (2) applique´es a` I ′
donne la borne pour I.





µ 1 ≤ i ≤ r et r + 1 ≤ j ≤ s,
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ou` les Ui,j,µ sont des variables, X
µ = Xµ00 . . .X
µn
n et |µ| = µ0 + . . .+ µn. Conside´rons la
matrice A = (ai,j) et de´finissons α1, . . . , αr par :













ou` Ir,r est la matrice identite´ d’ordre r. Posons K = k(Ui,j,µ), R
′ = R ⊗k K, J =
(α1, . . . , αr)R
′ : IR′, Y = Proj(R′/IR′ + J). Pour c = dimR − 1 et c′ = dimR − 2, le
the´ore`me [8, 4.4(d)] montre que Y est un sche´ma de type rationnel et localement inter-
section comple`te hors d’un sche´ma de dimension ze´ro. D’apre`s [8, 1.7(iii) ], Y coincide
avec Y ′ = Proj(R′/IR′+(J)≤σ) hors d’un nombre fini de points. De plus, comme Y
′ est
localement intersection comple`te hors d’un nombre fini de points, il existe d = dimX
formes β1, . . . , βd ∈ J de degre´s au plus σ telles que Y
′′ = Proj(R′/(I, β1, . . . , βd))
co¨ıncide avec Y ′ hors d’un nombre fini de points. Ainsi Y ′′ co¨ıncide avec Y hors d’un
nombre fini de points. En posant J ′′ = (α1, . . . , αr, β1, . . . , βd), on a la suite exacte
suivante :
0 −→ R′/IR′ ∩ J ′′ −→ R′/IR′ ⊕ R′/J ′′ −→ R′/IR′ + J ′′ −→ 0.
De cette suite on de´duit que
(∗) reg(R/I) = reg(R′/IR′)
≤ max{reg(R′/IR′ ∩ J ′′), reg(R′/IR′ + J ′′)}.
Comme IR′∩J ′′ = (α1, . . . , αr) est une intersection comple`te de codimension r, on a
reg(R′/IR′ ∩ J ′) = σ.
Puisque Y ′′ co¨ıncide avec Y hors d’un nombre fini de points, Y ′′ est un sche´ma de
dimension d−1, de type rationnel et localement intersection comple`te hors d’un sche´ma
de dimension ze´ro. Nous allons en de´duire (2) par re´currence sur la dimension d de X .
Pour d = 2, Y ′′ est de´fini par des e´quations de degre´s σ ≥ σ ≥ d1 ≥ . . . ≥ dr. Comme
dimY ′′ = 1, on a
reg(R/I) ≤ reg(R′/IR′ + J ′′)
= 2(d(σ − 1) +
r−d∑
i=1
((di − 1)− 1) + dr−d+1
= 2(2(σ − 1) +
r−2∑
i=1
(di − 1)− 1) + dr−1
≤ 2(2(σ − 1) + (σ − 1))
= 6(σ − 1).
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Pour d ≥ 3, Y ′′ est de´fini par des e´quations de degre´s σ ≥ . . . ≥ σ︸ ︷︷ ︸
d fois
≥ d1 ≥ . . . ≥ dr−d.
D’apre`s l’hypothe`se de re´currence, si r ≥ d, on a
reg(R′/IR′ + J ′′) ≤ d!(d(σ − 1) +
r−d∑
i=1
(di − 1)− 1)
≤ d!(d(σ − 1) + σ − 1)
= (d+ 1)!(σ − 1).
et si r ≤ d, on a
reg(R′/IR′ + J ′′) ≤ d!(r(σ − 1))
≤ dd!(σ − 1)
= (d+ 1)!(σ − 1).
On en de´duit dans tous les cas que,
reg(R/I) ≤ (d+ 1)!(σ − 1).

Corollaire 3.2. Soit X ⊂ Pn un sche´ma projectif sur un corps k, de codimension r > 0,
de´fini par des e´quations de degre´s au plus D ≥ 2. On suppose qu’il existe un sche´ma
Z ⊂ X de dimension ze´ro, tel que ∀x ∈ X −Z, X est localement intersection comple`te
en x et OX,x est de type rationnel. Alors,
(0) reg(R/I) ≤ (n+ 1)(D − 1) si dimX ≤ 0,
(1) reg(R/I) ≤ (2r + 1)(D − 1)− 1 si dimX = 1,
(2) reg(R/I) ≤ (dimX + 1)!(r(D − 1)− 1) si dimX ≥ 2.
4 Bornes pour la re´gularite´ des sche´mas non lisses
Soit R un anneau de polynoˆmes sur un corps, I un ide´al gradue´ de R, engendre´
par des e´le´ments de degre´s au plus D et soit l1, . . . , ls+1 des formes line´aires ge´ne´rales.
Posons M = R/I, Mi := M/(l1, . . . , li)M , i = 0, . . . , s et Ki := ker(Mi
×li+1
−→ Mi[1]). En
appliquant les re´sultats de la preuve de [6, 3.2] avec R = S et J = (0), on a
ri = max{b
R
1 (M)− 2, b
R
0 (M) + max{1, b
S
0 (J)} − 2, reg(Mi)}
= max{bR1 (M)− 2, b
R
0 (M)− 1, reg(Mi)}
= max{D − 2, reg(Mi)}
On a ainsi le lemme suivant comme cas particulier de [6, 3.2] :
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Lemme 4.1. Avec les notations ci-dessus, on suppose que les Ki sont de longueur finie
pour tout i. En posant Qi = max{reg(Mi), λ(Ki), D − 2}+ 1 pour 0 ≤ i ≤ s, on a
Qi ≤ Q
2





Le lemme 4.1 et la proposition suivante nous permettent d’obtenir des bornes pour
la re´gularite´ du sche´ma X .
Proposition 4.2. Soit R = k[X0, . . . , Xn] un anneau de polynoˆmes sur un corps k,
avec n ≥ 2, m = (X0, . . . , Xn), I ⊂ R un ide´al engendre´ par des formes de degre´s
au plus D et X = Proj(R/I). On de´signe par d la dimension de X et par δ celle
de son lieu singulier. Soit l1, . . . , ls, avec s ≥ δ des formes line´aires ge´ne´rales, on
pose S = R/I, Si := S/(l1, . . . , li)S, i = 0, . . . , s, Ki := ker(Si
×li+1
−→ Si[1]) et Xδ =
Proj(R/I + (l1, . . . , lδ)). Supposons qu’il existe un sche´ma Zδ ⊂ Xδ de dimension ze´ro,





(r(D − 1)(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
De´monstration. La suite exacte
0 −→ Kδ−1 −→ Sδ−1
×lδ−→ Sδ−1[1] −→ Sδ −→ 0
donne une suite exacte en cohomologie locale


































L’ide´al I + (l1, . . . , lδ) contient un ide´al Jδ engendre´ par une suite re´gulie`re de degre´s
D, . . . , D︸ ︷︷ ︸
r fois































reg(Sδ) + d+ 1− δ
d+ 1− δ
)


















The´ore`me 4.3. Soit R = k[X0, . . .Xn] un anneau de polynoˆmes sur le corps k, I ⊂ R
un ide´al homoge`ne, X = Proj(R/I), d = dimX et δ la dimension du lieu singulier de
X. On suppose que I est engendre´ par des e´le´ments de degre´s au plus D ≥ 2.
Alors on a
reg(R/I) ≤ C(n, d, δ)D(n+1−δ)2
δ−1
,






De´monstration. Soit l1, . . . , lδ des formes line´aires ge´ne´rales, on pose




Si H1, . . . , Hδ de´signent les hyperplans de´finis par les li, le sche´ma Z = X∩H1∩ . . .∩Hδ
ve´rifie les conditions du corollaire 3.2. Comme (d+ 1− δ)! < (d+ 1)!, on a
reg(Sδ) ≤ (d+ 1)!(r(D − 1)− 1).
D’apre`s la preuve de [6, 3.2], nous avons
reg(Sδ−1) ≤ reg(Sδ) + λ(Kδ−1).
Donc,
Qδ−1 = max{reg(Sδ−1), λ(Kδ−1), D − 2}+ 1
≤ max{reg(Sδ) + λ(Kδ−1), D − 2}+ 1
≤ (d+ 1)!(r(D − 1)− 1) +
(



































En utilisant les the´ore`mes 3.1 et 4.3, les re´sultats de Bertram-Ein-Lazarsfeld [1] et
les re´sultats de Chardin-Ulrich [8], nous avons le the´ore`me suivant :
The´ore`me 4.4. Soit X un sche´ma projectif sur un corps k, de dimension d et de
codimension r > 0. Soit δ la dimension du lieu singulier de X et IX l’ide´al sature´
de´finissant X. On suppose que X est de´fini par des e´quations de degre´s au plus D ≥ 2.
1) Si δ = −1 ou si δ = 0 et la caracte´ristique de k est nulle, alors
reg(IX) ≤ r(D − 1) + 1.
2) Si δ ≤ 1, alors reg(IX) ≤ (dimX)!(r(D − 1)− 1) + 1.
3) Si δ ≥ 2 alors,
reg(IX) ≤ C(n, d− 1, δ − 1)D
(n−δ)2δ−2 ,
ou` C(n, d, δ) est de´finie dans le the´ore`me 4.3.
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De´monstration. La conclusion du 1) de´coule des the´ore`mes [1, 4 (i)] et de [8, 0.1].
Soit R = k[X0, . . . , Xn] et IX = I
sat l’ide´al sature´ de´finissant le sche´ma X . Soit l une
forme line´aire ge´ne´rale et H l’hyperplan de´fini par l, d’apre`s [7, 2.5], on a
(∗) reg(R/IX) = max{reg(R/IX∩H), a1(R/IX) + 1}
≤ max{reg(R/I + (l)), a1(R/IX) + 1}.
D’autre part la suite exacte, avec λ(K) fini,
0 −→ K −→ (R/I)(−1)
×l
−→ R/I −→ R/I + (l) −→ 0,
donne une suite exacte en cohomologie locale
. . . −→ H0
m






(R/I + (l)) −→ . . .





(R/I)µ−1 = 0 pour µ ≥ reg(R/I + (l)). On en de´duit
que
reg(R/I + (l)) ≥ a1(R/I) + 1 = a1(R/IX) + 1,
et par suite d’apre`s (∗) on a
reg(R/IX) ≤ reg(R/I + (l)).(3)
Si δ ≤ 1 le sche´ma, Z = Proj(R/I + (l)) est a` singularite´s isole´es. D’apre`s le (2) du
the´ore`me 3.1 on a,
reg(R/I + (l)) ≤ (dimZ + 1)!(r(D − 1)− 1)
= (dimX)!(r(D − 1)− 1).
On en de´duit que
reg(IX) = reg(R/IX) + 1
≤ reg(R/I + (l)) + 1
≤ (dimZ + 1)!(r(D − 1)− 1) + 1
= (dimX)!(r(D − 1)− 1) + 1.
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