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Abstract
R eg io n a l v a ria tio n s in  tem p era tu re  an d  p rec ip ita tio n  fro m  se lec ted  E u ro p e an  sta tio n s  are 
fo u n d  to  be  s ig n ifican tly  re la ted  to  la rg e-sca le  m o d es  o f  a tm o sp h e ric  v a ria b ility  in  th e  
N o rth  A tlan tic . In c reased  w este rlie s  o v er E u ro p e , p a rtic u la rly  since  th e  1970s, are sh o w n  
to  sig n ifican tly  co n trib u te  to  in creases  in  tem p era tu re  an d  p re c ip ita tio n  o v er n o rth e rn  
E u ro p e  w h ile  su p p ressin g  th e  p en e tra tio n  o f  w arm , m o is t a ir in to  m o re  so u th e rn  E u ro p e an  
locations. T hese  reg io n a l v a ria tio n s , p rim arily  re su ltin g  fro m  ch an g es in  th e  a tm o sp h eric  
c ircu la tio n , are  fo u n d  to  la rg e ly  ex p la in  th e  d iv erg en t re sp o n se  ev id en t in  g lac ie r m ass  
b a lan ce , b e tw een  S can d in av ia  an d  th e  A lp s , o v er th e  la s t 30 years.
T o  fu rth e r ex am in e  th ese  lin k ag es, a  T em p o ra l S ynop tic  In d ex  (T S I) w as d e riv ed  fo r  a 
n u m b er o f  lo ca tio n s in  N o rw ay . P rin c ip a l C o m p o n en ts  A n a ly sis  (P C A ) an d  su b seq u en t 
c lu sterin g  o f  co m p o n en t sco res is u sed  to  c lassify  days fo r  b o th  w in te r  and  su m m er 
seasons o v er th e  p e rio d  1968-1997 . F in d in g s in d ica te  th a t th e  o ccu rren ce  o f  ‘w a rm ’ type 
a ir m asses  du rin g  th e  su m m er m o n th s have  in c reased  in  freq u en cy , p a r tic u la rly  s ince  the  
late  1980s. H o w ev er, tem p era tu res  w ere  also  fo u n d  to  be d ec rea s in g  in  th ese  c lu ste rs . A  
genera l decrease  in  th e  freq u en cy  o f  ‘c o ld ’ c lu s te r types d u rin g  th e  w in te r  m o n th s  is 
ev id en t u n til th e  early  1990s. T h ese  decreases w ere  la rg e ly  co m p en sa ted  fo r by  in c reases  
in  th e  freq u en cy  o f  ‘w a rm ’ types, w ith  an  in c reased  m o is tu re  ca rry in g  capacity , 
p a rticu la rly  s ince th e  late  1970s. T he freq u en cy  o ccu rren ce  o f  th ese  k ey  a ir m ass  types 
w as sh o w n  to  be  sig n ifican tly  re la ted  to  g lac ie r m ass  b a lan ce  d u rin g  b o th  the  
ac cu m u la tio n  an d  ab la tio n  season . W in te r a ir m ass  ty p es fro m  m aritim e  so u rce  reg io n s  ac t 
to  en h an ce  accu m u la tio n  an d  su p p ress ab la tio n , w h ile  su m m er co n tin en ta l so u rce  types 
su p p ress accu m u la tio n  an d  en h an ce  ab lation .
S ta tis tica lly  d o w n sca led  o u tp u t fro m  the  H ad C M 3  G C M  fo r tw o  lo ca tio n s in  so u th e rn  
N o rw ay  in d ica te  m ean  w in te r  tem p era tu res  are lik e ly  to  in c rease  b y  ~ 1 .25°C  by  th e  en d  o f  
th e  p re sen t cen tu ry  w ith  th e  la rg est in creases o ccu rrin g  d u rin g  D ecem b er an d  January . 
S u m m er in creases are su g g ested  to  be  in  th e  re g io n  o f  ~ 2 .5°C , w ith  a  m o re  m ark ed  
in crease  o f  up  to  ~3 .5°C  d u rin g  the  m o n th  o f  A ugust. B a se d  o n  th ese  scen ario s , a 
T em p o ra l S ynop tic  In d ex  fo r th e  p erio d  1997-2099  is co n stru c ted . T h is  in d ex  is th en  u sed  
to  p red ic t g lac ie r m ass  b a lan ce , u sed  as in p u t in to  a n  ice -flo w  m o d e l fo r R em b esd a lsk ak a , 
in  so u th ern  N o rw ay , to  assess  lik e ly  fu tu re  ch an g es in  g lac ie r b eh a v io u r as a  co n seq u en ce  
o f  an th ro p o g en ic  c lim ate  change.
R esu lts  from  th e  ic e -flo w  m o d e l ind ica te  th a t th e  eq u ilib riu m  line  a ltitu d e  (E L A ) o f  
R em b esd a lsk àk a  is lik e ly  to  increase  in  a ltitu d e  fro m  its av erag e  1 968-1997  p o s itio n  o f  
1650 m etres  to  1750 m etre s  b y  en d  o f  cen tu ry  re su ltin g  in  a  re trea t o f  fro n t p o s itio n  o f  
n ea rly  3km . D esp ite  a  d ec rea s in g  g lac ie r n e t ba lan ce  w h ich  co m m en ces a ro u n d  2 0 1 0 , 
in creases in  su m m er ab la tio n  o n ly  b eco m e a  s ig n ifican t co n trib u to r to  n e t b a lan ce  a fte r 
2 0 4 0 , re su ltin g  in  an  ad v an ce  o f  th e  g lac ie r fro n t o f  u p  to  1km  d u rin g  th e  f irs t fe w  decades 
o f  th e  cen tury . T h ese  fin d in g s su g g est th a t th e  h y d ro e lec tric  p o w e r in d u stry  in  N o rw ay  is 
lik e ly  to  be a  b en e fic ia ry  o f  th e  p ro jec ted  changes in  g lac ie r b eh a v io u r a ris in g  from  
c lim ate  change.
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Chapter I
Climate-glacier interaction studies: an introduction
1.1 Introduction
T he E a rth  h as u n d erg o n e  rep ea ted  g lacia l an d  in te rg lac ia l cyc les as  a  co n seq u en ce  
o f  c lim atic  flu c tu a tio n s  b e tw een  co ld , g lac ia l, an d  w arm , in te rg lac ia l p e r io d s  
du rin g  th e  Q u a te rn ary  P e rio d  (<2 m illio n  years). D u rin g  g lac ia l p e r io d s , 
ap p ro x im a te ly  o n e -th ird  o f  th e  E a r th ’s su rface  w as  co v e red  b y  ice  shee ts  u p  to  3 
k ilo m etres  in  th ick n ess  (B en n  an d  E v an s , 1998). T h ese  g lac ia l- to -in te rg lac ia l 
sequences are  p rim a rily  d riv en  b y  changes in  so la r ra d ia tio n  re ce ip t as  a  
co n seq u en ce  o f  p e rio d ic itie s  in h eren t in  th e  E arth 's  o rb it a ro u n d  th e  S un. T h ree  
o rb ita l cycles o f  im p o rtan ce  have  b een  id en tified , nam ely : eccen tric ity , o r  th e  
shape o f  th e  E a r th ’s o rb it a ro u n d  the  su n  w h ic h  v a rie s  fro m  n ea r c ircu la r to  n ea r 
e llip tica l ev ery  100 ,000  years, ob liq u ity , o r  th e  ti l t  o f  th e  E a r th ’s ax is  w h ich  
flu c tu a te s  o n  a  4 1 ,0 0 0 -y ea r cycle , an d  p recess io n , w h ic h  is  th e  d irec tio n  o f  th e  
E a r th ’s ax ia l ti lt  re la tiv e  to  fix ed  stars, w h ic h  v a rie s  o n  a  23 ,0 0 0  y ea r cy c le  (B en n  
an d  E v an s, 1998).
T h e  a s tro n o m ica l th eo ry  o f  ice  ages, w h ic h  su g g ested  th a t th ese  p e r io d ic itie s  w ere  
cau sa lly  co n n ec ted  to  g lac ia l cycles, w as f irs t d ev e lo p ed  b y  Jam es C ro ll, a  S co ttish  
scien tis t, in  th e  1860s, b u t w as la te r e lab o ra ted  o n  b y  M ilu tin  M ilan k o v itch , a  
S erb ian  m ath em atic ian , in  th e  early  20 th cen tu ry . H o w ev er, it is  o n ly  s ince  the  
1950s th a t th e  a s tro n o m ica l th eo ry  o f  ice  ages h as  b eco m e  w id e ly  accep ted . T h is 
h as  p rim arily  b ee n  due to  the  u n co v e rin g  o f  n ew  ev id en ce  fro m  m arin e  an d  
te rres tria l so u rces th a t v e rif ied  th e  sy n ch ro n ic ity  in  tim in g  b e tw e e n  the  
g lac ia l/in te rg lac ia l seq u en ces  and  th e  a s tro n o m ica l p e rio d ic itie s , th e re b y  
co n firm in g th e  h y p o th esis  th a t changes in  th e  o rb ita l cyc les are th e  p rim ary  fo rc in g  
m ech an ism  fo r c lim ate  change o v er th e  Q u a te rn ary  P erio d  (N esje  an d  D ah l, 
2000a).
T hese  o rb ita l cyc les a ffec t c lim ate  b y  cau s in g  v a ria tio n s  in  th e  sea so n a l an d  
la titu d in a l am o u n t o f  so la r rad ia tio n  rece iv ed  a t th e  E a r th ’s su rface. T h ese
l
v aria tio n s  in  tu rn  h av e  a  d ram atic  e ffec t o n  th e  g lobal c lim ate  system  p ro d u c in g  
c lim atic  flu c tu a tio n s b e tw een  co ld , g lac ia l co n d itio n s , re su ltin g  in  th e  d ev e lo p m e n t 
o f  ice shee ts , an d  w arm , in te rg lac ia l p e rio d s , w ith  a  m u ch  re d u ced  ice co v e r. O n ce  
es tab lish ed , th ese  la rg e  ice  shee ts ex e rt co n s id erab le  in flu en ce  o n  th e  reg io n a l 
c lim ate , w h ich  w o u ld  in  tu rn  ac t to  reg u la te  th e ir  ex is ten ce  (B en n  an d  E v an s , 
1998), an d  also  o n  the  g lo b al c lim ate , p a rtly  d u e  to  the  in c reased  a lb ed o  re su ltin g  
from  th e  en larg ed  area l ex ten t o f  ice  cover.
T errestria l s to rage  o f  w a te r as ice an d  sn o w  h a d  a  d ram a tic  e ffec t o n  g lo b al sea  
levels d u rin g  g lac ia l p e rio d s. E v id en ce  from  p ro x y  so u rces su g g est th a t sea  lev e l 
w as ap p ro x im a te ly  120 m etre s  lo w er th an  p re sen t d u rin g  th e  la s t g lac ia l m ax im u m  
(B en n  an d  E v an s, 1998). A t p resen t, g lac ie rs  an d  ice  shee ts  co v e r ab o u t 10%  o f  th e  
E a r th ’s su rface  w h ich  i f  m elted , w o u ld  ra ise  p re sen t d ay  sea  lev e ls  b y  
ap p ro x im a te ly  70 m e tre s  (N esje  an d  D ah l, 2000a).
A fte r th e  la s t g lac ia l m ax im u m , c. 18 k y r ago , a  p e r io d  o f  g lac ie r re ad v an ce  
o ccu rred  du rin g  th e  Y o u n g e r D ryas, a  co ld  in te rs tad ia l w h ich  o ccu rred  a ro u n d  11- 
10 k y r ago , a fte r w h ich  rap id  re trea t o f  th e  n o rth e rn  h em isp h ere  ice  shee ts  
o ccu rred . T he o n se t o f  th is  re trea t m ark ed  th e  b eg in n in g  o f  th e  p re sen t in te rg lac ia l, 
k n o w n  as th e  H o lo cen e  E poch , an d  w ith in  1,000 years, the  N o rth  A m eric an  
L au ren tid e  ice sh ee t h ad  b een  red u ced  to  rem n an ts, som e o f  w h ich  s till ex is ts  to d ay  
o n  B a ff in  Island . T h e  S can d in av ian  ice  sh ee t u n d e rw en t s im ila r ra te s  o f  re tre a t 
du rin g  th is  ep iso d e  also .
P erio d s o f  n eo g lac ia tio n , w h ich  re fe r to  th e  read v an ce  o r reg ro w th  o f  g lac ie rs  a fte r 
a tta in in g  th e ir  m in im u m  ex ten t d u rin g  the  H o lo cen e  (N esje  an d  D ah l, 2 0 0 0 a), 
o ccu rred  as ea rly  as 8 k y r ago  (B en n  an d  E v an s, 1998). R esea rch  fro m  S can d in av ia  
suggests th a t m o st, i f  n o t all, S can d in av ian  g lac ie rs  co m p le te ly  m e lted  a t le a s t on ce  
d u rin g  th e  H o lo cen e  (N esje  and  D ah l, 20 0 0 a). T he m o s t recen t p e rio d  o f  n eo g lac ia l
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ac tiv ity , k n o w n  as th e  L ittle  Ice A ge, co m m en ced  d u rin g  th e  la te  16 cen tu ry  an d
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co n tin u ed  u p  u n til th e  m id d le  o f  th e  19 cen tu ry , w as m ark ed  by  tem p e ra tu re  
red u ctio n s  o f  u p  to  1.0 - 1.5°C, m o st lik e ly  re su ltin g  from  a  re d u c tio n  in  su n sp o t 
ac tiv ity  an d  in c reased  v o lcan ic  ac tiv ity  d u rin g  th is  tim e.
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O n  sh o rte r tim esca les , rad ia tiv e  fo rc ing , re su ltin g  from  th e  d iffe ren ce  b e tw e en  
in co m in g  an d  o u tg o in g  so la r rad ia tio n  re ce iv ed  at th e  E a r th ’s su rface , is th e  
p rim ary  p ro cess  th a t d riv es  d a ily  ch an g es in  th e  g lo b al c lim ate  system . T h e  m id d ay  
su n  is n e a r v e rtic a l a t th e  eq u a to r co n cen tra tin g  large  am o u n ts  o f  ra d ia tio n  o v e r a  
re la tiv e ly  sm all area, w h ile  a t th e  p o les  a  la rger ra d ia tio n  fo o tp rin t re su lts  fro m  the  
m o re  o b liq u e  su n  angle. T h is re su lts  in  an  en e rg y  su rp lu s a t th e  eq u a to r an d  a  
d efic it a t th e  p o les. T he su b seq u en t re d is tr ib u tio n  o f  th is  su rp lu s  h ea t en e rg y  a t the  
eq u a to r is m o b ilised  p o lew ard s  th ro u g h  a tm o sp h eric  an d  o cean ic  c irc u la tio n  w h ich  
p ro d u ce  sp a tia l an d  tem p o ra l v a ria tio n s  in  c lim ate . A s  a  co n seq u en ce  o f  th e  
red u ced  so la r rad ia tio n  rece iv ed  a t m o re  n o rth e rly  la titu d es, g lac ie rs  te n d  to  b e  
m o re  ex ten s iv e  in  th ese  reg ions. H o w ev er, g lac ie rs  do  ex is t c lo se  to  th e  eq u a to r, 
b u t on ly  a t h ig h  e lev a tio n s, in  m ark ed  co n tra st to  som e h ig h  la titu d e  g lac ie rs  th a t 
te rm in a te  a t sea  level. T h is e lev a tio n a l d iffe ren ce  g ives rise  to  th e  co n cep t o f  
reg io n a l glaciation levels o r th re sh o ld  e lev a tio n s  ab o v e  w h ic h  g lac ie rs  co u ld  fo rm . 
H o w ev er, it  is th is  in te ra c tio n  b e tw e en  reg io n a l c lim ate , n am ely  tem p era tu re  and  
e ffec tiv e  p rec ip ita tio n  (so lid  p rec ip ita tio n ), an d  lo ca l to p o g rap h y  th a t d e te rm in es  
w here  g lac ie rs  can  ac tu a lly  fo rm  an d  th e ir  d ep en d en cy  o n  th e  su rv iv a l o f  sn o w  an d  
ice th ro u g h  th e  su b seq u en t ab la tio n  sea so n  is p rim arily  c lim a tica lly  co n tro lled .
G lac iers ad ju s t to  b o th  th ese  sho rt-te rm  seaso n a l an d  lo n g er-te rm  an n u a l o r  d ecad a l 
changes in  c lim ate  th ro u g h  a  v a rie ty  o f  re sp o n ses . S h o rt-te rm  seaso n a l v a r ia tio n s  in  
c lim ate , re su ltin g  in  increases o r d ecreases  in  tem p era tu re  o r p rec ip ita tio n , a ffec t 
th e  m ass b a lan ce  o r gains an d  lo sses  o f  sn o w  a n d  ice  fro m  th e  su rface  o f  a  g lacier. 
L o n g er-te rm  ch an g es in  c lim ate  p ro d u ce  ch an g es in  g lac ie r b eh av io u r, w h ic h  te n d
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to  lag  c lim ate  o v er m u ch  lo n g er tim e  sca les (1 0  -10  years). In  d e te rm in in g  the  
degree  to  w h ic h  g lac ie rs  are  a ffec ted  b y  c lim ate  an d  c lim ate  change , it is  n ecessa ry  
to  u n co v e r th e  d o m in an t c lim atic  co n tro ls  th a t ex e rt an  in flu en ce  o n  g lac ie rs  an d  
h ence, g lac ie r behav io u r.
T he m ass  b a lan ce  o f  a  g lac ie r is la rg e ly  a  re sp o n se  to  c lim ate  fo rc in g  o n  a  v a r ie ty  
o f  scales fro m  lo ca lised , sh o rt d u ra tio n  to  large , h em isp h erica l an d  p lan e ta ry  sca le  
te leco n n ec tio n s. It h as  b een  su g g ested  th a t th ese  la rg e -sca le  a tm o sp h eric  
te leco n n ec tio n s  m ay  be  re sp o n sib le  fo r sp a tia lly  d is trib u ted  co -v ary in g  re sp o n ses
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ev id en t fo r som e g lac ie r an n u a l n e t b a lan ces (D yu rg ero v , 2 0 0 2 ). H o w e v er, th e  
lin k ag es th a t ex is t b e tw een  m ass  b a lan ce  an d  c lim ate  a t th e  v a rio u s  sca le s  s till 
re m a in  un clea r. In  an  a ttem p t to  ex am in e  som e o f  th ese  lin k ag es, th is  re sea rc h  w ill 
in itia lly  en d eav o u r to  d e te rm in e  th e  ex ten t to  w h ic h  d o m in an t la rg e -sca le  
a tm o sp h eric  fo rc in g  m ech an ism s a ffec t th e  reg io n a l c lim ate  o f  E u ro p e , p ay in g  
p a rticu la r a tten tio n  to  tw o  g lac ia ted  reg io n s. T h e  tw o  reg io n s, th e  A lp in e  re g io n  
an d  S can d in av ia , a re  o f  p a rtic u la r  in te re st in  te rm s o f  g lac ie r m ass  b a lan ce  b ecau se  
o f  th e ir  re cen t co n tra s tin g  b eh av io u ra l changes. A lp in e  g lac ie rs  h av e  b ee n  m ark e d  
b y  m ass w astag e  an d  su b seq u en t re trea t in  th e  la s t n u m b er o f  d ecad es , w h ile  the  
re sp o n se  o f  a  n u m b er o f  S can d in av ian  g lac ie rs  o v er th e  sam e p e r io d  h a s  b ee n  
la rg e ly  p o sitiv e . T he p o s itiv e  n e t b a lan ces  cu rren tly  b e in g  re c o rd e d  o n  
S can d in av ian  g lac ie rs  are in  sta rk  co n tra s t to  m an y  o th er p a rts  o f  th e  w o rld  w h ere  
g lac ie r re cess io n  n o w  p rev a ils  (F igu re  1.4.2).
It is in ten d ed  th a t th e  ap p ro ach  ad o p ted  sh o u ld  p ro v id e  a  m ech an ism  th ro u g h  
w h ich  ch an g es in  m ass  b a lan ce  can  b e  lin k ed  to  v a ria tio n s  in  la rg e  sca le  fo rc in g , 
th ro u g h  v a ria tio n s  in  th e  reg io n a l c lim ate  v ariab les . It is a lso  in ten d ed  th a t, in  
su b seq u en t ch ap te rs , th e  re su lts  w ill b e  u sed  in  co n ju n c tio n  w ith  lo n g -te rm  g lac ie r 
m ass  b a lan ces re co rd s  from  fo u r g lac ie rs , in  A lp in e  E u ro p e  an d  S can d in av ia , to  
ex am in e  p o ss ib le  reaso n s fo r th e  d iv erg en t re sp o n se s  b e tw e en  th ese  tw o  reg io n s. A  
la te r  ch ap te r w ill fo cu s in  g rea ter d e ta il o n  S can d in av ian  g lac ie rs  in  o rd e r to  
ex am in e  th e  p o s itiv e  n e t ba lan ces cu rren tly  b e in g  reco rd ed  o n  th ese  g laciers .
1.2 Climate-glacier interaction studies: A brief review
M o st c lim a te -g lac ie r s tud ies to  date  h av e  co n cen tra ted  o n  lo ca lised  in te rac tio n s  a t 
o r n ea r th e  g lac ie r su rface  (L au m an n  an d  R eeh , 1993; V in ce n t an d  V a llo n , 1997; 
G reuell an d  B o h m , 1998). T hese  s tu d ies  ty p ica lly  invo lve  am ass in g  d e ta iled  
g lac io lo g ica l m easu rem en ts  o v er h o u rs , days o r seasons, w h ich  are th e n  re la ted  to  
on -site , o r nearb y , m eteo ro lo g ica l m easu rem en ts . T h ey  are gen e ra lly  co n d u c te d  o n  
a  g lac ie r sp ec ific  b asis  and , w h ile  th ey  are u sefu l, th ey  suggest little  a b o u t the  
la rg e-sca le  co n tro ls  th a t ex ert an  in flu en ce  o n  g lac ie r m ass  b a lan ces  re g io n a lly  o r 
a t th e  h em isp h erica l scale.
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A  n u m b er o f  stud ies have  tr ied  to  lin k  g lac ie r m ass  b a lan ce  w ith  la rg e r sca le  
synop tic  ev en ts  (Y am al, 1982; A lt, 1987), th e  w id e r a tm o sp h eric  c irc u la tio n  
(H o in k es, 1968; M cC ab e  an d  F o u n ta in , 1995; T v ed e  an d  L au m an n , 1997; B itz  an d  
B a ttis ti, 1999; L am o n t et al., 1999) an d  th e  N o rth  A tlan tic  O sc illa tio n  (P o h jo la  an d  
R o d g ers , 1997a; W ash in g to n  et al., 2 0 0 0 ; N e sje  et al., 2 0 0 0 b ). Y a m a l (1 9 8 2 ), in  an  
ana lysis  o f  th e  re la tio n sh ip  b e tw e en  synop tic  sca le  a tm o sp h eric  c irc u la tio n  an d  
g lac ie r m ass  b a lan ce  in  so u th  w e ste rn  C an ad a , re la ted  th e  h e ig h t o f  th e  500  h P a  
su rface  to  th e  m ass ba lan ce  fro m  th ree  g laciers: P ey to , A lb e rta  an d  S en tine l. 
Y a m a l c la ss ified  days u sin g  an  o b jec tiv e  sy n o p tic  ty p in g  tech n iq u e  o u tlin e d  b y  
K irc h h o fe r (1 9 7 3 ) o n  tw o  d a ta  sets. T h e  firs t co n s is ted  o f  a  h ig h  d en sity  g rid  o f  
500 h P a  h e ig h ts , te rm e d  “sm allg rid s” , an d  th e  seco n d  in v o lv ed  a  m o re  g en e ra lised  
synop tic  sca le  se t o f  500 h P a  h e ig h ts  w ith  a  re d u ced  n u m b er o f  p o in ts  co v e rin g  a  
la rg e r sp a tia l a rea , te rm ed  “b ig g rid s” . T h e  tech n iq u e  em p lo y ed  c la ss ifie d  days 
(g rid s) b a se d  o n  ro w  and  co lu m n  s im ila rity  o f  th e ir  d a ta  m atrix . T h is  p a rtic u la r  
tech n iq u e  is  an  ex am p le  o f  a  m ap  p a tte rn  c la ss ific a tio n  tech n iq u e . T h e  re su ltin g  
c lasses w ere  th e n  ch a rac te rised  acco rd in g  to  th e ir  d o m in an t c lim ato lo g ica l 
ch a rac te ris tic s , su ch  as, “effic ien t m o is tu re  ca rrie rs” , “in e ffic ien t c a rrie rs” , “w a rm ” 
o r “co ld ” . F req u en c ies  o f  o ccu rren ce  o f  th e  c la ss ified  ty p es  w e re  ca lcu la ted  and  
re la ted  to  th e  m ass  b a lan ce  o f  th e  se lec ted  g laciers . Y a m a l (1 9 8 2 ) fo u n d  th a t a  
large  p ro p o r tio n  o f  v a rian ce  in  th e  w in te r  b a lan ce  co u ld  b e  ex p la in e d  b y  
flu c tu a tio n s  in  th e  freq u en cy  o f  p a rtic u la r  synop tic  types. C y clo n ic  ty p e  flo w s 
en h an ced  accu m u la tio n , w h ile  an ticy c lo n ic  flow s, w h ich  w ere  less  e ffic ien t b ea re rs  
o f  m o is tu re , ac ted  to  su p p ress accu m u la tio n  d u rin g  th e  ac cu m u la tio n  period . 
D u rin g  th e  ab la tio n  p erio d , synop tic  sca le  c ircu la tio n  w as fo u n d  to  o n ly  p a rtia lly  
co n trib u te  to  th e  ab lation .
M cC ab e  an d  F o u n ta in  (1995) in  a  s im ila r s tudy  an a ly sed  th e  re la tio n sh ip  b e tw e en  
th e  v a riab ility  o f  th e  700 h P a  h e ig h ts  o v e r w este rn  C an ad a  an d  g lac ie r m ass  
b alance. A p p ro x im a te ly  60%  o f  th e  v a r ia tio n  in  w in te r m ass  b a lan ce  co u ld  be  
ex p la in ed  b y  v a ria tio n s  in  th e  h e ig h t o f  th e  700  h P a  su rface . L arge  w in te r  b a lan ces  
o ccu rred  w h e n  n eg a tiv e  h e ig h t an o m alies  d o m in a ted  w e ste rn  C an ad a  an d  m u c h  o f  
th e  w e ste rn  U n ited  S tates. T h ey  a ttrib u ted  d im in ish in g  w in te r  m ass  b a lan ces  o f  
S ou th  C ascad e  G lac ie r ev id en t s ince  th e  1970s to  in c reasin g  700  h P a  h e ig h ts  o v er
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w este rn  C anada , w h ich  re su lted  fro m  a  d eep en in g  o f  th e  A le u tia n  L o w , cau sin g  a  
sh ift in  th e  sto rm  track  lo ca tio n s to  m o re  so u th erly  lo ca tio n s . T h ese  ch an g es, 
co u p led  w ith  an  in crease  in  the  700  h P a  h e ig h t su rface  o v e r w e s te rn  C anada , 
in c reased  su b sid en ce , and  p ro d u c ed  a  w a rm in g  and  d ry in g  o f  th e  a ir  o v e r th is  
reg io n . T h e  w a rm er tem p era tu res  an d  re d u c tio n  in  m o is tu re  re su lte d  in  re d u ced  
w in te r  m ass  b a lan ces b e in g  re co rd e d  s in ce  th e  m id -70s. T h ese  red u c tio n s  in  w in te r 
m ass  b a lan ces  o f  g laciers in  th e  w e ste rn  U n ited  S ta tes re co rd e d  d u rin g  th e  m id -7 0 s 
w ere  in  co n tra s t to  in creasin g  w in te r b a lan ces  o v er th e  sam e p e r io d  fo r g lac ie rs  in  
A laska . M cC ab e  an d  F o u n ta in  (1 9 9 5 ) su g g ested  th a t th e  a tm o sp h eric  co n d itio n s  
p ro d u c in g  red u ced  o r n eg a tiv e  w in te r  b a lan ces o v er th e  w e ste rn  U n ite d  S ta tes 
ac ted  to  in c rease  th e  in tru s io n  o f  w a rm  m o is t a ir  in to  A la sk a  re su ltin g  in  m o re  
p o s itiv e  b a lan ces b e in g  reco rd ed  there .
H o in k es  (1 9 6 8 ) ana lysed  th e  re la tio n sh ip  b e tw een  th e  d ev ia tio n  o f  th e  5 00  h P a  
su rface  an d  g lac ie r m ass ba lan ce  d u rin g  th e  ab la tio n  p e r io d  fo r a  se lec tio n  o f  
g lacie rs  fro m  S can d in av ia  an d  th e  A lp s. H is  resu lts  sh o w ed  th a t  p o s itiv e  o r 
b a lan ced  g lac ie r b u d g e ts  in  th e  A lp s  w ere  p o ss ib le  w ith  b o th  a  lo w -in d ex  
c ircu la tio n , ch a rac te rised  b y  a  m e rid io n a l flow , w ith  cy c lo n ic  trac k s  sh ifted  
so u th w ard s, an d  h ig h  in d ex  c ircu la tio n , ch a rac te rised  by  zo n a l f lo w  o f f  th e  A tlan tic  
p re d o m in a n tly  to w ard s n o rth -w es te rn  E u ro p e . T he la titu d e  o f  th e  ze ro  d ev ia tio n  
w as  th e  d e te rm in in g  factor.
R e la tin g  synop tic  con tro ls  to  th e  su rface  energy  b u d g et reg im e  o f  an  ab la tin g  fa st 
ice  su rface  o r sh ee t o f  lan d -fast ice  th a t fo rm s in  early  w in te r  an d  b y  sp rin g  ex ten d s 
b y  u p  to  50 k m  seaw ards, C ran e  (1 9 7 9 ) id en tified  tw o  c lea rly  d e fin e d  energy  
b u d g e t reg im es  th a t w ere  re la ted  to  th e  stage o f  decay  o f  the  fa s t ice. D ays w ith  
s im ila r tu rb u len t fluxes w ith in  ea ch  o f  th e  reg im es w ere  c lu s te red  an d  in  each  set, 
one  g roup  o f  days w as fo u n d  to  en h an ce  ab la tio n  w h ile  th e  o th e r w as  id en tif ied  as 
su p p ressin g  ab la tion . T he g ro u p in g s, w h ich  w ere  fo u n d  to  b e  s ta tis tica lly  
s ig n ifican t, co u ld  all be  d iffe ren tia ted  in  te rm s o f  p re ssu re  p a tte rn s , d irec tio n  o f  
a irf lo w  an d  average  tem p era tu re  (C ran e , 1979).
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B raze l et al. (1992) ex am in ed  synop tic  co n d itio n s  o n  W est G u lk a n a  G lac ie r, 
A lask a , o v e r th e  p e rio d  1948-1986 , to  in te rp re t p o ss ib le  lo n g -te rm  ch an g es in  
ab la tio n  b a se d  o n  re la tio n sh ip s  d ev e lo p ed  b e tw een  d a ily  su rface  en e rg y  bu d g ets  
an d  th e  p re v a ilin g  synop tic  s itu a tio n  fo r a  su m m er m e lt season . T h e ir  find ings 
su g g est th a t the  synop tic  co n d itio n s fo u n d  to  enhance a b la tio n  h a d  sig n ifican tly  
in c reased  o v er th e  1957 to  1992 p erio d . S ensib le  h ea t f lu x  co n trib u tio n s  to  
su m m er m elt, re la ted  to  sp ec ific  reg io n a l synop tic  co n d itio n s , w ere  a lso  fo u n d  to  
be a  m a jo r  sou rce  o f  v a riab ility  in  ab la tio n  (B raze l et al., 1992).
In  a  s im ila r ana lysis  o f  th e  energy  b a lan ce  o f  a  m e ltin g  sn o w  p a c k  in  th e  S o u th e rn  
A lp s, N e w  Z ea lan d , N ea le  an d  F itzh a rris  (1997) also  fo u n d  th a t d iffe ren t synop tic  
s itu a tio n s  p ro d u ced  d is tin c tiv e  en e rg y  b u d g e ts  w ith  ra d ia tio n  d o m in a tin g  during  
large sca le  an ticyc lon ic  p a tte rn s  w h ile  sensib le  h ea t flu x  w as  fo u n d  to  b e  im p o rtan t 
d u rin g  n o rth -w este rly  p a tte rn s. M e lt p e rio d s  las tin g  u p  to  a  w e e k  w ere  asso c ia ted  
w ith  th e  p assag e  o f  tro u g h s an d  an ticy c lo n es across N e w  Z ea lan d  (N eale  and  
F itzh a rris , 1997).
1.3 Aims and Objectives
W h ile  th ese  s tud ies dem o n stra te  th e  im p o rtan ce  o f  sy n o p tic -sca le  c lim ate  on  
g lac ie r m ass  ba lance , th e re  still ex is ts  large  gaps in  o u r u n d e rs ta n d in g  o f  the  
in te rac tio n s  b e tw een  b o th  o f  th ese  system s and  th e  sca les a t w h ic h  th ese  
in te rac tio n s  operate . T h ey  a lso  ac t to  h ig h lig h t the  co m p lex ity  o f  th e  re la tio n sh ip  
th a t ex is ts  b e tw een  m ass  b a lan ce  and  clim ate . W ith  th e  e x c ep tio n  o f  Y a m a l 
(1982), w h o  h ig h lig h ted  th e  n ee d  to  a ssess  th e  in flu en ce  o f  th e  v a rio u s  sca les at 
w h ich  c lim ate  operates, th ese  s tu d ies  h av e  co n fin ed  th em se lv es  to  sp ec ific  scales 
o f  an a ly sis , sp a tia lly  an d  tem p o ra lly , th e reb y  so m ew h a t lim itin g  th e ir  p o ten tia l 
u se fu ln e ss  an d  b ro ad er app licab ility .
T h e  p rin c ip a l ob jec tiv e  o f  th is  re sea rc h  w ill be  an  ex a m in a tio n  o f  th e  effec ts  o f  
c lim ate , o p era tin g  at v a rio u s sca les, o n  g laciers . A n  ana lysis , en c o m p ass in g  b o th  
th e  accu m u la tio n  an d  ab la tio n  seasons an d  fo cu sin g  o n  E u ro p e an  g lac ie rs , w ill be 
co n d u c ted  to  de term ine  th e  lin k ag es th a t ex is t b e tw een  c lim ate  an d  g lac ie r m ass
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b alan ce . T h is w ill in v o lv e  an  in itia l ex am in a tio n  o f  th e  la rg e -sca le  a tm o sp h eric  
m o d es  o f  c lim ate  in  th e  N o rth  A tlan tic , p a rticu la rly  th e  N o rth  A tlan tic  O sc illa tio n , 
a  k ey  d riv e r o f  h em isp h erica l scale  c lim ate  v ariab ility , an d  th e ir  in flu en ce  o n  
tem p era tu re  an d  p rec ip ita tio n , tw o  k ey  d e te rm in an ts  o f  g lac ie r m ass  b a lan ce . L ong  
te rm  v a ria tio n s  in  b o th  th e  large- an d  loca l- scale  c lim ate  w ill a lso  b e  a sse ssed  fo r 
changes th a t are  lik e ly  to  im p ac t g lac ie r m ass  ba lance . A n  im p ro v ed  u n d ers tan d in g  
o f  th e  links b e tw een  la rg e-sca le  a tm o sp h eric  c ircu la tio n  an d  lo n g -te rm  v a ria b ility  
o f  th e  lo ca l c lim ate  e lem en ts  sh o u ld  a ss is t in  an  ana lysis  o f  lo n g -te rm  v a ria tio n s  in  
g lac ie r m ass  ba lance , p a rticu la rly  o f  E u ro p e an  g laciers.
A  m e th o d o lo g y  w ill b e  d ev e lo p ed  to  fac ilita te  an  ana lysis  o f  th e  lin k s b e tw een  
c lim ate  an d  g lac ie rs , w h ich  is  co st effec tive , tran sfe rab le  an d  u tilise s  read ily  
av a ilab le  m e teo ro lo g ica l data , rem o te  fro m  th e  g lac ie r, in  an  a ttem p t to  fu rth e r o u r 
u n d ers tan d in g  o f  th e  in te rac tio n  b e tw e en  g lacie rs  an d  c lim ate  th ro u g h  th e  c ritica l 
link  o f  g lac ie r m ass  b a lan ce . T he d ev e lo p m en t o f  su ch  a  m e th o d o lo g y  sh o u ld  p lay  
an  im p o rtan t ro le  in  a ttem p tin g  to  u n d ers tan d in g  th ese  in te rac tio n s , p a rticu la rly  in  
m o u n ta in o u s  reg io n s w h ere  th ere  is a  serio u s lack  o f  g lac ie r spec ific  
m e teo ro lo g ica l data.
T h ese  in d ices  o f  la rg e-sca le  c lim ate  v a riab ility  w ill a lso  b e  in co rp o ra ted  in to  an  
ana lysis  o f  th e  re la tio n sh ip  b e tw e en  lo w  freq u en cy  ch an g es an d  m ass  ba lan ce  
v ariab ility . W ith in  th e  la rg e -sca le  flu c tu a tio n s, changes in  c ircu la tio n  an d  a ir m ass  
types w o u ld  also  b e  ex p ec ted  to  occur. A n  analysis  o f  th is  sm a lle r scale  v ariab ility  
w ill b e  fac ilita ted  b y  an  ex am in a tio n  o f  sp a tia lly  re d u ced  c irc u la tio n  in d ices  and  a ir 
m ass  ty p es  d e riv ed  from  d a ta  fro m  synop tic  stations. T he seco n d  co m p o n en t o f  th e  
ana lysis  an d  m a in  o b jec tiv e  o f  th e  re search , w ill co n cen tra te  o n  se lec ted  g lacie rs  
fro m  S can d in av ia , p rim arily  b ecau se  th ese  g lacie rs  a re  cu rren tly  ex p e rien c in g  
ad v an c in g  fro n t p o s itio n s  in  m ark ed  co n tra s t to  th e  g lo b a l g lac ie r s ig n a l w h ic h  h as  
b e e n  d o m in a ted  b y  m ass  w astag e  an d  re trea t in  recen t decades.
A  seco n d  o b jec tiv e  o f  th is  re search , b ased  o n  a  sa tis fac to ry  o u tco m e fro m  th e  
ab o v e  ana lysis  - th a t c lim ate  v aria b ility  can  be  u sed  to  e x p la in  g lac ie r m ass  b a lan ce  
changes - is  to  derive  a  scen ario  o f  fu tu re  c lim ate  ch an g e  w h ich  w ill b e  u sed  to
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su g g est p o ss ib le  fu tu re  changes in  g lac ie r m ass  b a lan ce . T h is  m o d u le  o f  th e  
re sea rc h  w ill u tilise  o u tp u t fro m  a  g lo b al c lim ate  m o d el (G C M ) to  d eriv e  scen ario s  
o f  c lim ate  change fo r N o rw ay  fo r  th e  2 1 st cen tu ry . T h ese  scen ario s  w ill th en  be  
u sed  to  d e te rm in e  lik e ly  changes in  th e  m ass  ba lan ce  fo r a  p a rticu la r g lacier, 
R em b esd a lsk ak a , an  o u tle t g lac ie r fro m  H ard an g erjo k u len , to  su g g est lik e ly  
ch an g es in  its  b eh av io u r as a  co n seq u en ce  o f  an th ro p o g en ic  c lim ate  change.
C lim ate  change o v er th e  co u rse  o f  th e  p re sen t cen tu ry  is lik e ly  to  h av e  a  la rg e  
im p ac t o n  g laciers and  h en ce  g lac ie r m eltw ater. S easo n a l m e ltw a te rs  fro m  g lac ie rs  
in  N o rw ay  ad d  a  s ig n ifican t co n trib u tio n  to  b ase  flow s d u rin g  th e  su m m er m o n th s  
o n  riv e rs  th a t are u sed  fo r th e  g en e ra tio n  o f  h y d ro p o w er. C urren tly , e lec tric ity  
g en e ra ted  by  h y d ro p o w er in  N o rw ay  acco u n ts  fo r 99%  o f  to ta l energy  p ro d u c tio n  
an d  it is the  s ix th  la rg est p ro d u ce r o f  h y d ro p o w er in  th e  w o rld  
(h ttp ://w w w .n o rw ay .o rg .u k /fac ts /en erg y /e lec tric ity /e lec tric ity .h tm ). H o w ev er, 
du rin g  th e  w in ter o f  2 003 , N o rw eg ian  e lec tric ity  p ro d u c tio n  fe ll by  18%  as a 
co n seq u en ce  o f  a  red u ced  energy  co n ten t o f  the  h y d ro p o w er re se rv o irs , co u p led  
w ith  a  re d u c tio n  in  sn o w  accu m u la tio n , re su ltin g  in  lo w er th an  average  in flo w  to  
r iv ers  d u rin g  th e  sp ring  and  sum m er. T o  m ee t e lec tric ity  co n su m p tio n  d em an d s, 
N o rw ay  h ad  to  im p o rt a lm o st 8 T W h  (te raw a tt-h o u rs) in  2 0 0 3 , w h ile  in  th e  
p rev io u s  y ea r there  h ad  b ee n  a n e t su rp lus o f  9 .7  T W h  (h ttp ://w w w .n v e .n o ). 
T h ere fo re , any  v a ria tio n  in  c lim ate  th a t is lik e ly  to  h av e  an  e ffec t o n  g lac ie rs  an d  
th e ir  ab ility  to  sto re  w ate r, co u p led  w ith  a  change in  th e  d is tr ib u tio n  an d  rece ip t o f  
p rec ip ita tio n , is likely  to  h av e  a  large  im p ac t o n  the  co u n tries  c ap ab ility  to  genera te  
e lec tric ity  from  h y d ro p o w er o v er th e  lo n g  term .
1.4 Contemporary climate change: A future for glaciers?
T h is re sea rc h  tak es  p lace  in  th e  co n tex t o f  th e  cu rren t sc ien tific  co n sen su s  w h ich  
a ttrib u tes  m o st o f  the in c rease  in  g lo b a l tem p era tu re  ex p e rien ced  since  the  m id d le  
o f  th e  2 0 th cen tu ry , to  an th ro p o g en ic  ac tiv ities  (F igu re  1 .4 .1) (IP C C , 2 0 0 1 b ). T h is  
in c rease  is asso c ia ted  w ith  in c reas in g  a tm o sp h eric  co n cen tra tio n s  o f  g reen h o u se  
gases, p rim arily  C O 2, from  p re -in d u s tr ia l R ev o lu tio n  leve ls  o f  2 8 0  p .p .m .v . (pa rts  
p e r m illio n  v o lu m e) to  th e ir  cu rren t leve ls  o f  380  p .p .m .v . T h e  p re sen t day
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c o n c en tra tio n  o f  C O 2 is a t a  lev e l th a t has n o t b ee n  ex ceed ed  d u rin g  th e  p a s t 
4 2 0 ,0 0 0  years an d  m o s t lik e ly  n o t d u rin g  the  p as t 2 0  m illio n  years (IP C C , 2 0 0 1 b ).
T h e  n a tu ra l g reen h o u se  effec t, w h ich  re su lts  from  n a tu ra lly  o ccu rrin g  q u an titie s  o f  
g reen h o u se  gases, ac ts  to  ra ise  th e  tem p era tu re  o f  th e  E a r th ’s su rface  b y  ~ 21°C ; 
th e re b y  m ak in g  th e  p lan e t h ab itab le . H o w ev er, as a  co n seq u en ce  o f  th e  in c reas in g  
co n cen tra tio n s  o f  th ese  gases in  th e  a tm o sp h ere , p rim arily  a ttr ib u ted  to  h u m a n  
ac tiv ity  su ch  as, th e  b u rn in g  o f  fo ss il fue ls , i t  is lik e ly  th a t  g lo b al tem p e ra tu re s  w ill 
in c rease  sig n ifican tly  d u rin g  th e  co u rse  o f  the  p re sen t cen tu ry .
Variations of the Earth's surface temperature for: 
(a) the past 140 years
■ ■— -—.----- *----------    ... -— .— -—J
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Figure 1.4.1 Variations of the Earth’s surface temperature over the last 140 years and the last
millennium (IPCC, 2001).
R eco rd s  o f  su rface  tem p era tu res  fro m  th e  N o rth e rn  H em isp h ere , co m p iled  from  
v a rio u s  sou rces an d  p ro x y  data , su g g est that, g lobally , 1998 w as  th e  w a rm es t y ea r 
o f  th e  w a rm est decade  o f  th e  w a rm es t cen tu ry  o f  th e  la s t m illen n iu m  (F ig u re  1 .4 .1) 
(IP C C , 2 001b). T h ese  in c reases  in  tem p era tu re  h av e  b ee n  acco m p an ied  b y  
d ec reases  in  sn o w  co v er an d  re trea t o f  m o u n ta in  g lac ie rs  (F igu re  1 .4 .2) a n d  as a
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co n seq u en ce  a  rise  in  sea  lev e l o f  b e tw een  10-20 cm  sin ce  1900, red u c tio n s  in  the  
sea-ice  th ick n ess  o f  th e  A rc tic  an d  increases in  p re c ip ita tio n  o v e r th e  lan d  m asses  
o f  tem p era te  reg ions o f  b e tw e en  0 .5 -1 .0 %  (IPC C , 2 0 01b).
Figure 1.4.2 Glacier front positions for a selection of global glaciers (Source: Haeberli, 2004)
I f  em issio n s o f  g reen h o u se  gases w ere  to  co n tin u e  in c reas in g  a t cu rren t ra tes, a  
d o u b lin g  o f  a tm o sp h eric  co n cen tra tio n s  o f  C O 2 is lik e ly  to  o ccu r b y  th e  en d  o f  the  
p re sen t cen tu ry . G lobal c lim ate  m o d e l (G C M ) s im u la tio n s  o f  the  c lim ate  system  
suggest th a t in creases in  g lo b a l tem p era tu re  in  th e  o rder o f  b e tw e en  1.4 to  5 .8°C  by  
21 0 0  are likely  as a  co n seq u en ce . T h ese  tem p era tu re  in c reases  are u n lik e ly  to  be  
u n ifo rm ly  d is trib u ted  an d  th e re  is lik e ly  to  be  a  la rg e  d eg ree  o f  reg io n a l v a ria tio n  in  
th e  sp a tia l d is trib u tio n  o f  th ese  increases.
A n y  change in  th e  am o u n t o r d is trib u tio n  o f  tem p era tu re  o r p rec ip ita tio n  w ill 
d irec tly  a ffec t g lac ie r accu m u la tio n  an d  ab la tio n  and  th e re fo re  th e  b eh av io u r o f  
g laciers . G lobally , g lacie rs  a re  in  re trea t m ode, p artly  as a  re sp o n se  to  th e  re tu rn  to  
w a rm er co n d itio n s  a fte r the  la s t n eo g lac ia l p e r io d  d u rin g  th e  L ittle  Ice A ge, b u t
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also  due to  th e  co n tin u ed  in creases ev id en t in  g lo b a l tem p e ra tu re  since th en . T h e  
tim in g  o f  spec ific  g lac ie r re sp o n ses  w ill be  d ep e n d en t o n  g lac ie r size  an d  th e  
sen sitiv ity  o f  in d iv id u a l g lac ie rs  to  any  changes th a t m a y  o cc u r in  c lim ate .
1.5 Study location and glacier selection
G lac ie rs  fro m  tw o  lo ca tio n s  in  E u ro p e  w ere  se lec ted  fo r  th e  p re sen t study. A lp in e  
g lacie rs  are cu rren tly  re sp o n d in g  in  a  m an n er co n s is ten t w ith  g lo b al tren d s an d  are 
u n d erg o in g  v o lu m e lo ss an d  re trea t o f  fro n t p o s itio n s , w h ile  S can d in av ian  g laciers , 
p a rticu la rly  m aritim e  on es, h av e  b een  ad v an c in g  o r m a in ta in in g  eq u ilib riu m  in  
recen t years. T hus, th ese  g lacie rs  p re sen t an  o p p o rtu n ity  to  ex am in e  th e  reg io n a l 
re sp o n se  in  g lac ie r m ass  ba lan ce  re su ltin g  fro m  th e  sam e la rg e -sca le  c lim ate  
fo rcing , th a t o f  th e  N o rth  A tlan tic  O scilla tion .
T h e  p rim ary  analysis  w ill focus o n  S can d in av ian  an d  in  p a r tic u la r  N o rw eg ian  
g lac ie rs  as th ey  p ro v id e  a  u n iq u e  o p p o rtu n ity  to  ex a m in e  th e  d irec t e ffec ts  o f  
c lim ate  an d  c lim ate  ch an g e  o n  g lacie r m ass  b a lan ce  d u e  to  th e ir  ad v an c in g  fro n t 
p o sitio n s . O v er th e  co u rse  o f  the  las t tw o  cen tu ries  N o rw eg ian  g lac ie rs  have  
u n d erg o n e  rep ea ted  p h ase s  o f  ad v an ce  and  re trea t o f  fro n t p o s itio n s  p rim arily  as a 
co n seq u en ce  o f  c lim ate  flu c tu a tio n s. D u rin g  th e  19th cen tu ry , c lim ate  v a r ia tio n s  
re su lted  in  a  s trong  reg io n a l co m p o n en t to  g lac ie r flu c tu a tio n s , w ith  som e 
ad v an cin g , w h ile  o th ers  w ere  re trea tin g . H ow ever, d u rin g  th e  1880s, a  syn ch ro n o u s 
re trea t o f  a ll the  g lacie rs  b eg an  (H o el an d  W eren sk io ld , 1962). P h ases  o f  g lac ie r 
ad v an ce  and  re trea t o ccu rred  o v er th e  n ex t fo u r d ecad es , u n til th e  1930s, a fte r 
w h ic h  a  m ark ed  re trea t b eg a n  aga in . A fte r th e  1950s a  n u m b er o f  g lac ie rs  sh o w  
ev id en ce  o f  ad v an cin g  in  re sp o n se  to  a  d e te rio ra tio n  in  c lim ate  du rin g  th e  1940s 
(H oel an d  W eren sk io ld , 1962). A h lm an n  (1953) su g g ests  th a t th is  d e te r io ra tio n  
w a s  p rim arily  as a  re su lt o f  a  decrease  in  w in te r tem p era tu res  th a t o ccu rred  d u rin g  
th e  1940s, o f  w h ich  1940, 1941 and  1942 w ere  ‘rem ark ab ly  c o ld ’ (A h lm an n , 
1953:25). D esp ite  th ese  d ecreases  in  w in te r tem p era tu res , sp ring  and  au tu m n  
tem p era tu res  w ere  fo u n d  to  b e  in creasin g  (A h lm an n , 1953).
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B etw een  1846 and  1955, H ard an g erj0k u len  g lacier, a  m aritim e  g lac ie r lo ca te d  in  
so u th e rn  N o rw ay  w h ich  w ill be u sed  as a  case  stu d y  g lac ie r in  th is  re sea rc h  to  
ex am in e  th e  effec ts  o f  c lim ate  o n  g lac ie r b eh av io u r, re d u ced  in  s ize  b y  
ap p ro x im a te ly  44 k m 2 (H oel an d  W eren sk io ld , 1962). P r io r  to  th is , a t its L ittle  Ice 
A ge m ax im u m  aro u n d  1750, its eq u ilib riu m  lin e  a ltitu d e  (E L A ) m ay  h av e  b e e n  130 
m etres lo w er th a n  p re sen t (N esje  an d  D ah l, 1991).
Im p o rtan tly  from  the  p o in t o f  v ie w  o f  th is  re search , d a ta  ex is t fo r a  n u m b er o f  
g lacie rs  th a t h av e  b e e n  m o n ito red  o n  a  lo n g -te rm  basis. F u rth e rm o re , th e  
N o rw eg ian  g lac ie r m o n ito rin g  n e tw o rk  w as ex p an d ed  g rea tly  d u rin g  th e  1960s, 
su b stan tia lly  in creasin g  th e  n u m b er o f  m o n ito red  g lac ie rs . N o rw ay  also  has a  large  
n u m b er o f  w e ll-d is trib u ted  m eteo ro lo g ica l s ta tions w ith  h ig h  q u ality  d a ta , a 
fu n d am en ta l req u irem en t fo r any  c lim ate -g lac ie r in te rac tio n  study . T h is in ten s iv e  
g lac ie r m o n ito r in g  effo rt in  N o rw ay  la rge ly  re flec ts  th e  im p o rtan ce  o f  g lac ie rs  to  
th e  eco n o m y  in  te rm s o f  m e ltw a te r  co n trib u tio n s to  b ase  flow s o n  riv ers  u sed  in  th e  
g en e ra tio n  o f  h y d ro e lec tric  pow er. E lec tric ity  p ro d u c tio n  from  N o rw eg ian  
hy d ro p o w er p lan ts  is e s tim a ted  to  be  ab o u t 119 T W h /y ear and , in  ad d itio n  to  o th er 
n a tu ra l re so u rces , h as  b ee n  an  im p o rtan t co n trib u tio n  to  co n tin u ed  eco n o m ic  
g ro w th  (P aaske , 2 0 0 2 ). In  2000 , th e  p o w e r su p p ly  sec to r acco u n ted  fo r 
ap p ro x im a te ly  2 .3%  o f  G D P  in  N orw ay , co rre sp o n d in g  to  N O K  2 4 .7  b illio n  
(P aaske, 2002).
H isto rica lly , th ere  has b e e n  a  long  trad itio n  o f  eco n o m ic  ex p lo ita tio n  o f  N o rw eg ian  
g laciers. A s fa r b ack  as 1834, su b stan tia l q u an titie s  o f  g lac ie r ice, m a in ly  from  
F o lg e fo n n i, S tru p b reen  an d  G k sfjo rd jo k u len  w as q u a rried  an d  ex p o rted  to  E n g lan d , 
w h ere  it w as so ld  in  L o n d o n  fo r u se  in  re frig e ra tio n . In  one p a rticu la r sh ip m en t in  
1925, u p  to  90  to n s  w ere  ex p o rted  to  S co tlan d  fo r u se  in  p re se rv in g  sa lm o n  (H oel 
and  W eren sk io ld , 1962). H o w ev er, trad e  b e tw e en  S co tlan d  and  N o rw ay  w as 
d isco n tin u ed  a fte r a  lo ca l d isp u te  b ro k e  out.
N o rw eg ian  lan d  tax es  h av e  also  b een  fo u n d  to  flu c tu a te  in  acco rd an ce  w ith  th e  
clim ate . D u rin g  years in  w h ic h  p ro d u ce  w as ab u n d an t, tax es  w ere  ra ised . T h u s, 
reco rd ed  lan d  tax es  can  a lso  be u sed  as in d irec t p ro x y  ev id en ce  fo r g lac ie r fro n t
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p o s itio n  re co n stru c tio n  w o rk . F o r ex am p le , in  1667, lan d  tax es  w e re  ra ise d  in  th e  
Jo sted a l reg io n  su g g estin g  an  in crease  in  p ro sp e rity  as a  co n seq u en ce  o f  a  
re la tiv e ly  m ild  c lim ate . T h is  suggests th a t g lacie rs  in  th e  re g io n  w ere  n o t p o s in g  a  
th rea t to  th e  fa rm stead s in  the  reg io n , an d  th u s  th e  g lac ie rs  w ere  in  a  d im in ish ed  
sta te  (H oel an d  W eren sk io ld , 1962).
P ro x y  ev id en ce  fro m  o th er d o cu m en ta ry  so u rces su g g ests  th a t g lacie rs  in  N o rd f jo rd  
w ere  at a  s im ila r ex ten t to  th e  p re sen t du rin g  th e  1600s. N eo g lac ia l ac tiv ity  d u rin g  
the  L ittle  Ice A ge h as  a lso  b een  reco rd ed  in  d o cu m en ta ry  sources, w ritten  d u rin g  
th e  17th cen tu ry , w h e n  a  m ark ed  advance o f  g lac ie r f ro n t p o s itio n s  o ccu rred . M ea n  
E L A s fo r g lacie rs  in  Jo s ted a lsb reen  w ere  e s tim a ted  to  h av e  b een  70  m e tre s  lo w er 
th a n  th e ir  p o s itio n  in  1993 (T o rsn es et al., 1993). A s  a  co n seq u en ce  o f  th e  
d ep ressed  E L A s an d  re su ltan t advances o f  fro n t p o s itio n s , d u rin g  w h ic h  
ag ricu ltu ra l lan d  w as  o v e rru n  b y  ice  and  deb ris  an d  in  w h ich  som e fa rm h o u ses  
w ere  sw ep t aw ay, a  lo w erin g  o f  tax es  an d  ren ts  w as req u ired  (F orbes, 1853; H o e l 
an d  W eren sk io ld , 1962). C o m p iled  ev id en ce  suggests  th a t  g lacia l ad v an ces b eg a n  
b e tw een  1660-1700 ; g lacie rs  p rio r to  th is  ad v an ce  w ere  a t a  m in im u m  ex ten t (H oe l 
an d  W eren sk io ld , 1962).
G lac ie r flu c tu a tio n s can  also  cau se  ad d itio n a l h azard s . L ak e  D em m ev a tn e t is  a  lake 
d am n ed  by  R em b esd a lsk ak a  (P la te  1 .5 .1 ,P la te  1 .5 .2), an  o u tle t g lac ie r from  
H ard an g erjo k u len , from  w h ic h  a  n u m b er o f  jo k u lh la u p s  o r g lac ie r o u tb u rs t flo o d s 
h av e  cau sed  ca ta stro p h ic  flo o d in g  in  S im ad a len  in  1813, 1861, 1893, 1937 and  
1938 (h ttp ://w w w .n v e .n o ; E lv eh o y  et al., 2002). T h ese  jo k u lh la u p s  o ccu rred  w h e n  
the  lake d ra in ed  th ro u g h  a subg lac ia l tu n n el. P rio r to  1899, o v e rto p p in g  o f  th e  
g lac ie r by  th e  lake su rface  an d  su b seq u en t m eltin g  o f  a  channel o n  th e  g lac ie r, 
re su lted  in  an n u a l flo o d in g , lastin g  fo r w eek s in  th e  late  su m m er 
(h ttp ://w w w .n v e .n o ). T he an n u a l flo o d in g  w as  p rev en ted  a fte r th is  tim e  b y  th e  
in c is io n  o f  d ra in ag e  tu n n e ls  in  th e  g lacier. A  n u m b er o f  o th er N o rw eg ian  g lac ie rs  
h av e  asso c ia ted  g lac ia l d am m ed  lakes th a t p o se  an  in c reased  risk , b o th  
eco n o m ica lly  and  as a h u m an  hazard , as a  co n seq u en ce  o f  g lac ie r f lu c tu a tio n s  
re su ltin g  from  c lim ate  change.
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Figure 1.5.1 Map of glaciers in the mountain area of Jotunheimen from before 1853 (Forbes,
1853)
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Plate 1.5.1 Rembesdalskaka photographed in 1955 (Source: Hoel and Werenskiold, 1962).
Plate 1.5.2 Rembesdalskaka photographed on the 14th October 2003. Photo: Hallgeir Elvehoy
(Source: http://www.nve.no)
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R esea rch  o n  N o rw eg ian  g laciers, w ith  a  v ie w  to  fu rth e rin g  o u r u n d ers ta n d in g  o f  th e  
lin k ag es b e tw e en  c lim ate  an d  g lac ie rs , is  c lea rly  ju s tif ie d  fo r a  n u m b er o f  re aso n s , 
som e o f  w h ic h  h av e  b een  ou tlined . In  ad d itio n , th e ir  lo ca tio n  re la tiv e  to  a  w a rm  
b o d y  o f  w a te r, an d  h en ce  m o istu re  sou rce  fro m  th e  N o rth  A tlan tic , m ay  m e a n  th a t 
th e  N o rw eg ian  g lac ie r re sp o n se  to  c lim ate  ch an g e  m ay  co n tin u e  to  be  in  co n tra s t 
w ith  g lo b al tren d s o v er th e  co u rse  o f  th e  p re sen t cen tu ry .
1.6 Thesis outline
T he ch ap te rs  in  th is  th esis  fo llow , loose ly , th e  fram ew o rk  p ro p o se d  b y  M e ie r 
(1965) o u tlin in g  th e  in te rac tio n  b e tw een  c lim ate  an d  g lac ie rs  (T ab le  1 .6 .1). 
C lim ate , as d e fin ed  b y  M eier, is fu rth e r su b d iv id ed  fo r th e  p u rp o ses  o f  th is  s tu d y  to  
in c lu d e  b o th  la rge- an d  loca l- scale c lim ate  v ariab ility .
C lim ate
G eneral
M eteo ro lo g ica l
E n v iro n m en t
N e t M ass
B alan ce
o f
G lac ie r
D y n am ic  
re sp o n se  
o f  g lac ie r
L as tin g  
ev id en ce  o f  
g lac ie r 
m a rg in  
p o s itio n
Table 1.6.1 Relationship between climate-glacier interactions (after Meier, 1965)
T he p rim ary  co n ce rn  o f  C h ap ter II w ill be  an  ex a m in a tio n  o f  th e  la rg e -sca le  m o d es  
o f  a tm o sp h eric  v ariab ility  to  d e te rm in e  i f  lo w  freq u en cy  ch an g es re su lt in  lo n g ­
te rm  changes in  tem p era tu re  an d  p re c ip ita tio n  w h ic h  w ill b e  th e  su b jec t o f  ch a p te r
III. C h ap te r III w ill a lso  ex am in e  th e  c lim ate  series fo r  change p o in ts  th a t m ay  
h av e  o ccu rred . T h ese  change p o in ts  m ay  b e  s ig n ifican t as som e p re v io u s  s tu d ies  
h av e  su g g ested  th a t th e  re la tio n sh ip  b e tw e en  c lim ate  an d  g lac ie rs  m ay  a lte r  a fte r a  
c lim ate  ch an g e  p o in t h as o ccu rred  (V in cen t a n d  V a llo n , 1997).
I f  lo n g -te rm  ch an g es are ev id en t in  th ese  v a riab le s , C h ap te r IV  w ill ex am in e  th ese  
in  the  co n tex t o f  lo n g -te rm  m ass ba lan ce  m easu rem en ts  to  d e te rm in e  i f  th ey  
ex p la in  th e  d iv erg en t m ass  b a lan ce  s ignals  ev id en t b e tw een  so u th e rn  an d  n o rth e rn  
E u ro p ean  g laciers . T he im p act o f  an y  ch an g e-p o in ts  in  th e  c lim ate  serie s  o n  
g lac ie r m ass  ba lan ce  w ill a lso  be  assessed .
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C h ap te r V  w ill th en  focus o n  sh o rte r-te rm  ch an g es in  m ass  b a lan ce  w h ic h  w ill  b e  
ex am in ed  in  th e  co n tex t o f  m o re  reg io n a l sca le  c lim ate  v ariab ility . T h e  fo cu s  o f  
th is  ch ap te r w ill be  o n  m ass  b a lan ce  fro m  S can d in av ian  g lac ie rs  b u t in  p a r tic u la r  
N o rw eg ian  g laciers. L o ca lised  in d ices  o f  a tm o sp h eric  v a r ia b ility  w ill a lso  be 
ex am in ed  to  d e term in e  th e  linkages th a t ex is t a t th e  sm alle r scale.
C h ap te r V I w ill o u tlin e  a  synop tic  c la ss if ic a tio n  m e th o d o lo g y  em p lo y ed  to  d eriv e  a 
reg io n a l c ircu la tio n  in d ex  for N o rw ay , b ased  o n  fiv e  synop tic  s ta tio n s . R esu lts  
d eriv ed  from  th e  synoptic  in d ex  w ill b e  ex am in ed  in  C h ap te r V II. A n  ex a m in a tio n  
o f  synop tic  ca teg o ries  w ill a lso  b e  u n d erta k en  to  d e te rm in e  i f  an y  ch an g es h av e  
o ccu rred  w ith in  th e  a ir m ass  types. A  c ru c ia l co m p o n en t o f  th e  th es is  w ill a lso  be  
o u tlin ed  in  th is  ch ap te r, w h ich  seeks to  ex am in e  g lacie r m ass  b a lan ce  in  th e  co n tex t 
o f  seasonal freq u en c ies  o f  th e  d e riv ed  synop tic  ca tegories. A  m o re  d e ta iled  
ana lysis  w ill be  u n d ertak en  fo r o n e  p a rtic u la r  g lacier, R em b esd a lsk ak a , an  o u tle t 
g lac ie r from  H ard an g erjo k u len .
C h ap te r V III p ro p o ses  to  derive  c lim ate  ch an g e  scen ario s fo r th e  p re sen t cen tu ry , 
em p lo y in g  a  sta tis tica l d o w n sca lin g  m e th o d o lo g y  to  d o w n sca le  o u tp u t fro m  a  
g lobal c lim ate  m o d el. T h e  d o w n sca led  d a ta  w ill b e  u sed  to  d e te rm in e  ch an g in g  
c ircu la tio n  freq u en c ies  fo r the  p re sen t cen tu ry  an d  th e ir  e ffec t o n  g lac ie r net 
ba lance , as a  co n seq u en ce  o f  c lim ate  change. In  C h ap te r IX , fo llo w in g  the  
p ro p o sed  fram ew o rk  o f  M eie r (1965), a  1-D im en sio n a l ice  flo w  m o d e l w ill b e  u sed  
to  d e te rm in e  th e  dynam ic re sp o n se  o f  R em b esd a lsk ak a  to  th e  m o d e lled  ch an g es  in  
n e t b a lan ce  su g g ested  in  C h ap te r V III.
C h ap te r X  w ill co n c lu d e  w ith  a  c ritica l o v e rv iew  o f  the  re sea rc h  an d  h o w  the 
fin d in g s re la te  to  th e  th eo re tica l fram ew o rk  o f  th e  d isc ip lin e  to  date . R esea rch  
lim ita tio n s and  req u irem en ts  fo r fu tu re  w o rk  w ill a lso  b e  b rie fly  d iscu ssed .
18
Chapter II
Accounting for climate variability in the North Atlantic: 
the influence of atmospheric circulation
Climate variability in the N orth Atlantic results from numerous interactions: 
between the troposphere, stratosphere, ocean, adjacent land masses, the Arctic, the 
Tropics and remote forcing from the Pacific (Marshall et ah, 2001). This variability 
results prim arily from the interaction o f  three interrelated phenomena; the Tropical 
Atlantic Variability (TAV), fluctuating tropical Atlantic sea surface temperatures 
which straddle the intertropical convergence zone (ITCZ), the N orth Atlantic 
Oscillation (NAO), which represents fluctuating sea level pressure between the 
Azores and Iceland, and the Atlantic M eridional Overturning Circulation (M OC) or 
thermohaline circulation (Marshall et al., 2001). These phenom ena interact on a 
variety o f  timescales, from interannual to decadal, and over a large spatial area, 
vertically integrating the ocean and atmosphere.
In the mid-latitudes, the North Atlantic Oscillation accounts for 37% o f the 
variability o f  the winter 500 hPa heights over the North Atlantic (M arshall et al., 
2001). It is the leading mode o f  climate variability, particularly in w inter when it is 
most pronounced in amplitude (M arshall et ah, 2001). The NAO is also linked to 
the leading annular mode o f  climate variability in the Northern Hemisphere, the 
Arctic Oscillation (AO).
Fluctuations in the NAO have also been found to co-vary w ith fluctuations in 
temperature and precipitation, two key variables that affect glacier mass balance. A 
greater understanding o f  the linkages that exist between these series is crucial, as 
predicted changes in atmospheric circulation as a consequence o f  climate change 
are likely to have an effect on the NAO (M arshall and Kushnir, 1997; M arshall et 
ah, 2001). Therefore, there are a num ber o f reasons that justify  a detailed 
examination o f  the NAO in the context o f  examining the relationship between 
large-scale modes o f  atmospheric variability and glacier mass balance.
2.1 Introduction
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2.2 North Atlantic Oscillation (NAO)
The NAO represents a large-scale mode o f  atmospheric variability operating over 
interannual to decadal time scales in the Northern Hemisphere (M arshall and 
Kushnir, 1997). Its effects were first commented on more than two centuries ago 
by missionaries who noted that year to year fluctuations in air temperatures on both 
sides o f  Iceland were often out o f  phase w ith one another (M arshall et al., 2001). 
Evidence from the Greenland Ice Sheet Project (GISP-2) suggests that the NAO is 
the only circulation mode o f variability that is ‘coherent w ith periodic behaviour in 
the 700 year stable isotope record’ derived from the ice cores taken from Central 
Greenland (Marshall and Kushnir, 1997).
Figure 2.2.1 North Atlantic Oscillation. Blue represents below average SLP anomalies, Red 
represents above average SLP anomalies (Source: Hurrell 1995).
The NAO is characterised by a meridional or north-south pressure gradient 
between the semi-permanent low pressure centred over Iceland (Icelandic Low) 
and the semi-permanent high pressure centred over the Azores (Azores High) 
(Figure 2.2.1). It is instrumental in the large-scale transfer and redistribution o f
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atmospheric mass between the equator and the North Pole and is associated with 
changes in westerly airflow over the North Atlantic onto Europe (Hurrell, 1995). It 
is m ost pronounced during the boreal w inter months o f  December, January and 
February, when it accounts from more than one-third o f  the total variance in sea- 
level pressure (SLP) over the N orth Atlantic, but is present throughout the whole 
year (M arshall and Kushnir, 1997; Hurrell and Dickson, 2001).
The NAO fluctuates between positive and negative modes. Positive modes are 
associated with stronger than average westerlies due to a large pressure gradient 
between the Icelandic Low and Azores High. Negative modes result from a 
diminished gradient between Iceland and the Azores. A n index o f  the NAO can be 
calculated from the pressure differences between these two regions and is defined 
as the difference between the normalised m ean sea level pressure (SLP) measured 
at Lisbon, Portugal and Stykkisholmur, Iceland (Marshall and Kushnir, 1997).
Fluctuations between positive and negative phases o f the NAO (Figure 2.2.2) have 
pronounced impacts on the strength and direction o f Atlantic storm tracks, sea-ice 
distribution, marine ecosystems and regional wintertime temperatures and 
precipitation across Europe, Eurasia and the East Coast o f  the United States. Thus, 
its effects are far reaching.
As a consequence o f  the large meridional pressure gradient experienced during 
positive phases, the NAO has a direct influence on wind speed and direction over 
the surface o f  the Atlantic, and thus on air-sea interaction. It therefore has a 
significant impact on ocean circulation and in  particular the form ation and location 
o f the M eridional Overturning Circulation (MOC) (Hurrell, 1995; Hurrell and 
Dickson, 2001; Marshall and Kushnir, 2001). The M OC accounts for a large 
proportion o f  the oceanic heat exchange between the equator and the pole and it 
has been suggested that the strength o f  the MOC is linked w ith abrupt changes in 
past climate (Marshall et al., 2001) due to increased freshening and warming o f the 
sub-polar seas. Such a situation occurred during the Younger Dryas when it was 
initially suggested that melting continental land ice draining in  to the North 
Atlantic dramatically reduced the density o f  the North Atlantic ocean surface
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water, resulting in a shut down o f North Atlantic Deep W ater formation 
(Appenzeller, 1997). More recent work has focused on the role played by the 
drainage o f  Lake Agassiz via the Great Lakes and St. Lawrence River diverting the 
N orth Atlantic Drift to a more southerly location (Benn and Evans, 1998). 
Irrespective o f  the mechanism involved, the role o f  the M OC, its location and 
intensity, appears crucial in moderating Northern Hemisphere temperature and 
hence climate.
A lthough controversial, a weakening and possible collapse o f  the M OC has been 
projected by some Global Climate M odels (GCMs) as a consequence o f  global 
warming. While this would result in  overall cooling o f  the N orth Atlantic region, 
due to the large degree o f  uncertainty associated w ith how  the M OC is likely to 
respond to anthropogenic climate change, this is considered a high impact, low  risk 
event.
2.2.1 NAO and temperature
Global average surface temperature has increased by 0.6 ±0.2°C over the course o f 
the 20th century (IPCC, 2001b). The global temperature record displays a large 
degree o f  variability, but does suggest that most o f this warming occurred between 
two specific periods, 1910-1945 and 1970-2000. In the Northern Hemisphere, the 
1990s was the warmest decade and 1998 was the warmest year since reliable global 
instrum ental records began in 1861 (IPCC, 2001b). Proxy records indicate that the 
temperature increases recorded during the 20th century in the N orthern Hemisphere 
resulted in it being the warmest century in the last millennium. M uch o f  this 
warming has occurred in the winter, spring and autumn seasons (Jones et al., 
2001).
In a study o f  long-term temperature trends in W estern Europe over the 20th century, 
M oses et al. (1987) detected a greater magnitude o f  change at higher latitudes 
reflecting the sensitivity o f  high-latitudes to climate change. This increased 
sensitivity at these latitudes primarily results from ice-albedo feedback
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mechanisms. The detection o f  this increased temperature trend at high-latitudes is 
consistent w ith current global climate model predictions on global warming.
In a similar study o f  long-term trends in temperature in the Norwegian Arctic, 
Hanssen-Bauer and For land (1998a) concluded that decadal fluctuations in the 
temperature record were connected to variations in atmospheric circulation. M oses 
et al. (1987) suggested a similar connection between temperature variations, in 
particular winter temperature, and changes in circulation and extreme modes o f  the 
NAO. However, both studies indicated that not all o f  the variability in the 
temperature records could be attributed to atmospheric circulation changes alone 
and suggested that additional mechanisms must also play an important role.
Figure 2.2.2 North Atlantic Oscillation Index 1830-2000. (Annual Index -  Blue; DJF -  Yellow  
Line; Black Line -  5-year running mean on DJF Index.)
It is evident that the NAO exhibits considerable variability (Figure 2.2.2). The 
annual index tends to be dampened due to the inclusion o f  non-winter months, 
when the NAO is present but less active. The averaged December, January, and 
February (DJF) index (Yellow) see-saws between strongly positive and strongly 
negative modes. While the fluctuations do not appear to adhere to any regular
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pattern, which may reflect the underlying stochasticity o f  climate, there are periods 
when the NAO has persisted for a number o f  years in a particular mode.
Dec-V lc r  1981-1995
J.S ? 1.5 1 0-5 C.?5 0 0.25 0.5 1 1.5 ? 2-5
Figure 2.2.3 Observed December-March surface temperature anomalies associated with a 
high NAO index; the period 1981-1995, when the NAO was high, relative to the period 1951- 
1980, when the NAO was low (after Hurrell, 1996) (Source: CLIVAR IPO).
From the turn o f  the 19th century to the early 1930s, the NAO was largely in a 
positive phase. W hile from the 1940s to the 1970s it tended towards a more 
negative phase. The timing o f this negative phase corresponds w ith the m id­
century cooling experienced by many o f  the countries bordering the N orth Atlantic. 
Before the 1940s temperatures had been increasing since the turn o f  the century.
Positive phases o f the NAO produce a tendency towards higher w inter 
temperatures in Northern Europe due to an intensification o f  westerlies
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transporting oceanic heat onto the European Continent (Figure 2.2.3). A s a 
consequence, recent wintertime temperature trends have been associated w ith high 
index phases o f  the NAO (Marshall et al., 2001).
2.2.2 NAO and precipitation
There is evidence to suggest that regional changes in precipitation amounts, 
intensity and location have also occurred over the course o f  the 20th century (IPCC,
th
2001b). Annual precipitation over the 20 century has displayed an increasing 
trend in the mid- to high-latitudes in the order o f  approximately 0.5-1.0% per 
decade (IPCC, 2001b), while in the sub-tropical N orthern Hemisphere land areas, 
precipitation has decreased by 0.3% per decade (IPCC, 2001b). Associated with 
these precipitation increases in the mid- to high- latitudes is a tendency towards an 
increase in the frequency o f  more intense precipitation events (IPCC, 2001b). An 
increasing frequency o f  more intense events can occur due to a number o f  factors, 
such as, changes in humidity, atmospheric circulation patterns and increased storm 
activity.
Positive phases o f  the NAO result in a change in storminess and storm track 
location (Rogers, 1990; Hurrell, 1995) which in  turn produce changes in synoptic 
scale eddy transfer o f  warm, m oist air between the equator and pole (Hurrell, 
1995).
Thus, European precipitation patterns tend to exhibit a strong association w ith the 
NAO, w ith drier than average conditions over m uch o f central and southern Europe 
and wetter than average conditions being experienced over northern Europe during 
high index phases (Figure 2.2.4) (Marshall and Kushnir, 1997; M arshall et al., 
2001). Precipitation during this phase exhibits a strongly north-south gradient, with 
positive anomalies associated with northern Europe and negative anomalies 
associated w ith southern Europe. The recent high index phase has been associated 
with a number o f  positive mass balance years on maritime glaciers in western 
Norway, while in the Alps, mass balance values were among the lowest recorded.
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These variations in precipitation, resulting from various modes o f  the NAO may 
help explain long-term variations in European glacier m ass balance.
Figure 2.2.4 1981-1995 average precipitation anomalies expressed as departures from 1951-80 
mean, from station data in Eischeid et al. (1991) data set (courtesy of J. Hurrell)
(Source:CLIVAR IPO)
2.2.3 Statistical analysis o f the relationship between atmospheric modes 
and climate elements
To analyse the relationship between circulation and the primary climatic variables, 
long-term (~90 years) monthly temperature and precipitation data, for a selection 
o f stations, on a south to north axis over Europe, was compiled from tw o sources 
(Table 2.2.1). D ata for northern Europe was obtained from the N orth Atlantic 
Climatological Dataset (NACD) (Frich et al., 1996) and updated w ith the Nordklim  
Dataset 1.0 (Tuomenvirta et al., 2001) while data from the rest o f  Europe was 
obtained from the European Climate Assessment (Klein Tank et al., 2002). 
Preference in selecting stations was given to those w ith long-term records. The 
selection was also intended to capture a range o f  spatially diverse responses to
o IDE 20E
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atmospheric variability as outlined in the previous sections. A n additional 
requirement was that the datasets were homogenised and quality controlled.
These criteria resulted in the following stations being selected: for Nordic 
countries, Kalmar, Oslo-Blindem, Bergen-Florida, Ona, Reykjavik, Stykkisholmur, 
Bodoe and Kiruna. Valentia, M alin Head and Stornoway were deemed 
representative o f W estern Europe, while Genoa, Bologna, Lugano, Innsbruck, 
Sonnblick and Saentis were selected to represent the Alpine region (Table 2.2.1).
Country Station Name Latitude Longitude Elevation (m)
Italy Genoa 44°24N 09°00E 53
Italy Bologna 44°29N 11°15E 60
Switzerland Lugano 46°00N 08°58E 273
Austria Sonnblick 47°03N 12°57E 3106
Switzerland Saentis 47°15N 09°21E 2490
Austria Innsbruck 47°16N 11 °24E 577
Ireland Valentia 51°56N 10°15W 9
Ireland M alin Head 55°22N 07°20W 20
Sweden Kalmar 56°43N 16°17E 15
Great Britain Stornoway 58°13N 06°19W 15
Norway Oslo-Blindem 59°57N 10°43E 94
Norway Bergen-Florida 60°23N 5°20E 12
Norway Ona 62°52N 6°32E 13
Iceland Reykjavik 64°08N 21°54W 52
Iceland Stykkisholmur 65°05N 22°44W 8
Norway Bodoe 67°16N 14°26E 11
Sweden Kiruna 67°49N 20°20E 442
Norway Tromsoe 69°39N 18°56E 100
Table 2.2.1 List o f long-term temperature and precipitation stations from various European 
locations used in the analysis. Stations are listed on a south to north axis.
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As the NAO is m ost pronounced during the boreal w inter months o f  December, 
January and February (DJF), the highest correlations w ith tem perature and 
precipitation were found with these months; both when seasonally averaged (DJF) 
and on a  m onthly basis (Table 2.2.2). Correlations between the NAO and 
temperature during the boreal summer m onths o f June to August were less
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conclusive. W eak or insignificant relationships with the NAO during the boreal 
summer are expected due to a much weakened, and in some cases altogether 
absent, NAO during these months.
Station DJFpc Decci JanGi Febd JJApc JunGi JuIgi Augci
Bologna 0.37** 0.36** 0.37** 0.54** 0.21*
Lugano 0.37** 0.23* 0.35** 0.59** 0.21* 0.30** 0.35**
Sonnblick 0.39** 0.25* 0.41** 0.54** 0.23*
Innsbruck 0.23* 0.24* 0.36** 0.47** 0.26**
Saentis 0.44* 0.37** 0.57** 0.23* 0.31**
Valentia 0.63** 0.63** 0.75** 0.76** 0.27** -0.25**
M alin Head 0.64** 0.45** 0.69** 0.62** 0.39**
Stornoway 0.63** 0.45** 0.62** 0.56** 0.42**
Reykjavik -0.18* -0.27** -0.21*
Kalmar 0.69** 0.58** 0.67** 0.66** 0.50**
Oslo-Blindem 0.73** 0.53** 0.68** 0.61** 0.44**
Bergen-Florida 0.73** 0.59** 0.71** 0.69** 0.23* -0.20*
Ona 0.68** 0.44** 0.64** 0.65** 0.36**
Tromsoe 0.56** 0.24* 0.41** 0.42** 0.24* 0.27** 0.27**
** (*) Correlation is significant at the 0.01(0.05) level (2-tailed).
Table 2.2.2 Correlations between the North Atlantic Oscillation and long term temperature 
data from various European stations (Data compiled from Frich et ah, 1996 and Klein Tank et 
al., 2002) (PC- Principal Component (Hurrell), GI- Index between Gibraltar and Iceland).
A general trending south-north gradient is evident from Table 2.2.2 in the 
relationship between the seasonally averaged winter NAO (DJF) and temperature. 
This gradient is also evident during the months o f  December (Decoi) and January 
(Janoi). The strength o f the gradient appears to dim inish during the m onth o f 
February (Febd). This may partially be a response to sea-surface temperatures 
(SSTs), which are at an annual m inima during the month o f  February which 
coupled with a westerly airflow may act to suppress temperatures and thereby 
dim inish the gradient apparent in the previous months. The correlations between 
the NAO and the northernmost station, Tromsoe, although significant are less than
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could be anticipated and would appear to indicate a northern latitudinal boundary 
to the influence o f  the NAO on temperature during the w inter months.
A much-weakened NAO still appears to exert an influence on temperature during 
the seasonally averaged summer months o f  June, July and A ugust (JJApc). 
However, the relationship is less clear when the NAO is related to the individual 
summer months o f June (JunGi), July (JuIqi) and August (Augoi).
Station DJFpc Decci JanGi F e b d  JJApc JunGi J uIgi AugGI
Genoa -0 .43** -0 .34** -0 .24*
Lugano -0 .37** -0 .21* -0 .30** -0 .23* -0 .2 5 * -0 .33**
Sonnblick 0 .2 9 ** -0 .37**
Innsbruck 0 .23* 0 .2 9 ** -0 .21*
Saentis 0 .29** 0 .32** 0 .4 3 ** -0 .24* -0 .30**
M alin Head 0 .46** 0 .38** 0 .50** -0 .35** 0 .22*
Stornoway 0 .66** 0 .58** 0 .65** 0 .6 8 ** 0 .48** 0 .28** 0 .42**
Stykkisholmur 0 .51** 0 .30** 0 .47** 0 .27**
Kalmar -0 .46** -0 .32**
Oslo-Blindem 0 .34** 0 .35** 0 .46** -0 .31**
Bergen-Florida 0 .81** 0 .34** 0 .65** 0 .65** 0 .21* 0 .43** 0 .46** 0 .54**
Kiruna 0 .30** 0 .37*
Tromsoe 0 .45** 0 .33** 0 .2 2 *
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.3 Correlations between the North Atlantic Oscillation and long term precipitation 
data from various European stations (Data compiled from Frich et al., 1996 and Klein Tank et 
al., 2002) (PC- Principal Component (Hurrell), GI- Index between Gibraltar and Iceland).
A south-north gradient in the strength o f  the correlations between the NAO and 
precipitation during the boreal winter is also evident (Table 2.2.3). However, in the 
case o f  precipitation, reductions in precipitation receipt at the low-lying (<300 m) 
southern European stations appears to be weakly, but significantly, related to an 
increase in the strength o f  the NAO during the winter months, while the southern 
European stations at elevation (>550 m) are weakly but positively correlated with 
the NAO.
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Aspect, more than elevation, is likely to be the more im portant factor influencing 
precipitation receipts at Alpine stations during high index events; Genoa and 
Lugano are on the windward side o f  the Alps with a westerly airflow. However, 
orographic enhancement would also occur at the high elevation stations acting to 
increase receipts. Kalmar, in Sweden, and Oslo, in Norway, appear to be the 
exception during winter and summer, respectively, to the south-north gradient. The 
change in sign o f the correlations w ith the NAO for these stations may reflect their 
more continental location away from a moisture source.
Again, the relationship with the NAO is less clear when precipitation is related to 
the individual months o f  June, July and August. As was the case w ith temperature, 
the relationship between precipitation at Tromsoe and the NAO is less evident, 
again suggesting a northern latitudinal boundary to its influence.
Overall, there is a consistent seasonal signal between the w inter and summer with 
reductions in precipitation receipt apparent in the alpine region. Receipts increase 
northwards w ith a positive NAO. Thus, a stronger NAO acts to suppress/diminish 
moisture from penetrating into central and southern Europe diverting it on a more 
northerly trajectory.
Based on the findings from Table 2.2.2 and Table 2.2.3, it was decided to assess 
the influence o f  additional large-scale modes o f  atmospheric variability that occur 
during the summer months, on temperature and precipitation. As a result, two 
modes o f  variability, the East Atlantic-Jet Pattern (EA-JP) which is one o f  the 
primary modes o f atmospheric variability occurring between April and August, and 
the Arctic Oscillation (AO), which is closely related to the NAO, were exam ined in 
conjunction w ith these variables. Positive phases o f  both modes reflect an 
intensification o f westerlies over Europe during these months.
Table 2.2.4 and Table 2.2.5 display the significant correlations between, seasonally 
averaged and individual monthly, values o f  EA-JP and the AO and temperature and 
precipitation, respectively. A positive phase o f  the EA-JP is moderately related to 
temperatures for the Alpine stations, while weakly to moderately, negatively
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correlated with temperatures in Northern Europe. A positive AO is weakly but 
positively related to temperature for Alpine and Northern European stations, w ith 
the exception o f  Reykjavik.
Station JJAeajp JunEAJP JuIeaJP AugEAJP JJAao JunAo JuUo AugAO
Bologna 0.65** 0.49** 0.36** 0.57**
Lugano 0.53** 0.49** 0.55** 0.27** 0.27** 0.32**
Sonnblick 0.40** 0.54** 0.30** 0.23* 0.26** 0.24*
Innsbruck 0.44** 0.36** 0.51** 0.23* 0.22* 0.29**
Saentis 0.42** 0.54** 0.28** 0.27** 0.33**
Valentia 0.40**
M alin Head 0.38** 0.24* 0.25* 0.45**
Stornoway 0.44** 0.27** 0.24* 0.42**
Reykjavik -0.28**
Kalmar -0.44** 0.44** 0.45** 0.42**
Oslo-Blindem -0.33* -0.59** -0.46** 0.33** 0.22* 0.32**
Bergen-Florida -0.50** -0.40** 0.23*
Ona -0.47** 0.32** 0.35**
Tromsoe 0.31** 0.43**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.4 Correlations between the East Atlantic-Jet Pattern (EA-JP), Arctic Oscillation 
(AO) and long term temperature data from various European stations (Data compiled from
Frich et al., 1996 and Klein Tank et al., 2002)
The relationship between the EA-JP and temperature are in contrast to those o f  the 
NAO (Table 2.2.2) indicating a decreasing relationship with increasing latitude 
with a westerly circulation. This can be explained by the location o f  the centres o f 
action o f  the EA-JP. A high pressure cell centred over the eastern M editerranean 
acts to draw warm air from the African Continent and circulate it onto continental 
Europe enhancing the continental summer temperatures, while a low pressure cell 
centred over the Eastern North Atlantic/Northern Scandinavia would draw cooler 
air down from higher latitudes.
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Station JJAeajp JunEAJP J u Ie A J P  AugEAJP JJAao JunAo JuIao AugAO
Genoa -0.29* -0.35*
Lugano -0.31* -0.24* -0.25*
Saentis -0.24*
Malin Head 0.62** 0.36* 0.34* 0.50**
Stornoway 0.60** 0.38* 0.49** 0.27*
Stykkisholmur -0.44** -0.29* -0.39** 0.30** 0.31** 0.23* 0.34**
Oslo-Blindem 0.35*
Bergen-Florida 0.37** 0.41** 0.58** 0.27** 0.44** 0.36**
Kiruna 0.38* 0.42**
Tromsoe 0.22* 0.27**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.5 Correlations between the East Atlantic-Jet Pattern (EA-JP), Arctic Oscillation 
(AO) and long term precipitation data from various European stations (Data compiled from 
Frich et al., 1996 and Klein Tank et al., 2002).
In terms of the relationship between the EA-JP and precipitation, conclusions are 
again difficult to arrive at due to the reduced number of significant correlations. 
There is a general trend for a weak and negative relationship with precipitation 
receipts at Alpine stations, strong positive correlations with Western European 
stations and diminished, but significant and positive correlations with Northern 
European stations. Iceland is again the exception.
A more discriminating measure of the relationship between the atmospheric 
variability indices and temperature and precipitation considers only values that are 
greater than one standard deviation from normal, which in this case is defined as 
the period between 1876-2000. Table 2.2.6 and Table 2.2.7 display Spearman 
correlation coefficients between the NAO and temperature and precipitation, 
respectively, by season mean and individual winter months where the NAO is 
greater than one standard deviation above or below the mean.
The Spearman correlation coefficient was employed in this instance, as it is less 
sensitive to the effect of outliers than the previously used Pearson’s correlation
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coefficient, is non-parametric and is therefore considered to be more robust to 
deviations from linearity (Wilks, 1995)
Station NAOdjf NAOdec-jan-feb
Bologna 0.61** 0.58**
Lugano 0.69* 0.55**
Sonnblick 0.70** 0.60**
Innsbruck 0.41* 0.59**
Saentis 0.70** 0.57**
Valentia 0.74** 0.80**
Malin Head 0.77** 0.72**
Stornoway 0.74** 0.66**
Kalmar 0.80** 0.77**
Oslo-Blindem 0.83** 0.75**
Bergen-Florida 0.82** 0.78**
Ona 0.77** 0.68**
Tromsoe 0.62** 0.47**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.6 Correlations with winter season NAO (Principal Component), NAODjr, and 
individual winter months, NA O DEC-jan-feb> and European temperature series for NAO > ±  18 
(Data compiled from Frich et al., 1996 and Klein Tank et al., 2002).
It is evident from Table 2.2.6 that extreme index events (>18) are positively and 
significantly correlated to European temperatures. An increase in winter 
temperatures is associated with high index events while a reduction in winter 
temperatures is associated with low index events. The pattern of precipitation 
receipts displayed in Table 2.2.7 is similar to that of Table 2.2.3, but the 
correlations are higher. High index events are associated with reduced precipitation 
in low-lying Alpine stations, accounting for 15-18% of explained variance, with 
very slight increases at elevated Alpine stations, accounting for 5-8% of the 
explained variance. The exception is Saentis which shows increases in precipitation 
associated with high index events. Substantial increases are evident for the Western 
European and coastal Scandinavian stations, accounting for 30-50% of the variance 
explained.
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Station NAOdjf NAOdec-jan-feb
Genoa -0.59** -0.39**
Lugano -0.47* -0.42**
Sonnblick 0.24*
Innsbruck 0.29**
Saentis 0.50**
Mai in Head 0.55**
Stornoway 0.82** 0.76**
Stykkisholmur 0.61** 0.29**
Kalmar -0.65**
Oslo-Blindem 0.58**
Bergen-Florida 0.86** 0.72**
Tromsoe 0.68*
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.7 Correlations with winter season NAO (Principal Component), NAODJF, and 
individual winter months, N A O DEc -j a n -f e b » a n d  European precipitation series for NAO > ± 1 8  
(Data compiled from Frich et al., 1996 and Klein Tank et al., 2002).
Extreme index events, when the NAO > ± 28, would be expected to enhance the 
above findings. However, due to the reduction in size of the dataset as a 
consequence of selecting these extreme events (rendering significance testing 
unreliable in this instance) it was decided to plot the results to allow for a visual 
examination of the data (Figure 2.2.6). For temperature, the effects of a small 
number of cases and the potential negative impact of outliers does not appear to 
have too much of an effect on the relationships, while for precipitation the impacts 
are less clear.
What is clear from the scatter plots are that extreme high index occurrences are 
associated with high temperatures across Europe and enhanced precipitation in 
Western Europe and Scandinavia and suppressed precipitation in southern alpine 
Europe. The difference in temperature between individual winter months recording 
an extreme high index and the long-term mean winter (DJF) temperature range 
from an increase of just under 3°C at Sonnblick to 4.3°C at Oslo (Table 2.2.8).
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Figure 2.2.6 Scatter diagrams of the NAO £  ±  28 with temperature and precipitation for a
selection o f stations
Reductions of up to 43 mm are found in precipitation receipts measured at Genoa 
between averages of high index months and the long-term mean winter (DJF)
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precipitation, while for Stornoway, in northern Scotland, increases of 100 mm 
above the mean are apparent for similar years.
Station Units Mean <±28 > ± 28
Bologna °C 3.7 L I 6 . 1
Sonnblick °c -12.3 -13.6 -9.4
Innsbruck °c -0 . 6 -2 . 2 3.5
Malin Head °c 5.6 2Ä 6.5
Oslo-Blindem °c -3.6 -8 . 2 0.7
Bergen-Florida °c 1 . 8 -2 . 2 4.0
Tromsoe °c -3.5 -4.5 -2 . 2
Genoa mm 113.0 151.1 69.4
Sonnblick mm 113.6 86.3 137.5
Innsbruck mm 47.7 39.1 70.5
Stornoway mm 114.3 60.9 214.2
Oslo-Blindem mm 48.6 17.0 53.1
Bergen-Florida mm 193.8 69.3 330.2
Tromsoe mm 84.5 103.2 92.2
Table 2.2.8 Mean of temperature (°C ) and precipitation (mm) during winter months when the 
NAO is in extreme mode (Underlined figures indicate below average, Bold  figures indicate
above average va lu es).
A similar approach was undertaken to assess the influence of extreme modes of the 
NAO and EA-JP during the summer months. An intensification of westerlies 
during the summer season was found to be positively related to increases in 
temperature across all European stations (Table 2.2.9). However, the individual 
monthly correlations with the Scandinavian stations suggest that increases in 
westerlies during the summer months are associated with a cooling of more 
northern latitudes.
Diminished/suppressed precipitation receipts are again evident with high index 
modes for Alpine Stations (Table 2.2.10). While, for Western European and 
Scandinavian stations, precipitation increases are evident.
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Station N A O jja E A J P jja N A O jun-jul-aug E A JP  jun-jul-aug
Bologna 0.81** 0.38**
Lugano 0 .6 6 ** 0.36**
Sonnblick 0.53* 0 .2 2 *
Innsbruck 0.60** 0.27** 0.32*
Saentis 0.39* 0.51* 0.26*
Malin Head 0.61**
Stornoway 0.57**
Reykjavik -0 .2 2 *
Kalmar 0.63** -0.32*
Oslo-Blindem 0.56** -0.51**
Bergen-Florida -0.23* -0.41**
Ona 0.57**
Tromsoe 0.30**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.9 Correlations with summer season NAO (Principal Component), N A O j j a  and EA- 
JP, E A J P j j a , and individual summer months (Gibraltar/Iceland), N A O jjjn -ju l -a u g  and 
E A J P jxjN.ju l _a u g , with European temperature series for NAO Index ^ ± 18 (Data compiled 
from Frich et al., 1996 and Klein Tank et al., 2002).
Station N A O jja E A J P jja N A O jun-jul-aug EAJP JUN-JUL-AUG
Lugano i O * *
Sonnblick -0.30**
Saentis -0 .2 2 *
Malin Head -0.62** 0.73** 0 .2 2 * 0.42**
Stornoway 0.49** 0.37*
Stykkisholmur 0.61** -0.51* 0.31** -0.33*
Oslo-Blindem -0.44*
Bergen-Florida 0.58** 0.38**
Kiruna 0.33** 0.31*
Tromsoe 0.49**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 2.2.10 Correlations with summer season NAO (Principal Component), N A O j ja  and EA- 
JP, E A J P j j a , and individual summer months (Gibraltar/Iceland), N A O j UN.j IJL.Aug  and 
E A J P jxjn-ju l -a u g , with European precipitation series for NAO Index S  ± 18 (Data compiled 
from Frich et al., 1996 and Klein Tank et al., 2002).
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On examination of the scatter plots for precipitation with the EA-JP > ±18 (not 
included) some of the results shown in Table 2.2.10 may be unduly impacted by 
the effect of outliers. For example, with the removal of just one outlier from the 
correlation between the EA-JP and Stornoway, the relationship becomes significant 
(0.01). However, during the summer months the association between high index 
events and reduced precipitation receipts for the Alpine stations does appear to 
hold.
2.3 Conclusion
This chapter examined the relationship between large-scale atmospheric modes of 
circulation over the North Atlantic and its impact on the spatial distribution of 
European temperature and precipitation. The resulting relationships were shown to 
be both seasonally and spatially variable. While the nature of the link was quite 
different for both climate variables, the overall effect was one of increased 
temperatures over the entire European domain during the months of December, 
January and February with an above average index. Concurrent reductions in 
precipitation were found for the southern alpine stations. These results are 
consistent with those of Hurrell (1995) and Brunetti et al. (2001). Brunetti et al. 
(2001) show similar reductions in total precipitation for stations in Northern Italy, 
which they attribute to a strengthening of the NAO, resulting in increased 
advection of warm and moist air over central and northern Europe.
While for Western European stations, increases in precipitation were evident, 
Northern Europe also experienced increases in precipitation receipt but to a lesser 
extent than the Western European stations. For years recording above or below 
average/extreme indices, the above relationships are further enhanced resulting in 
greater spatial divergence between the regions in terms of temperature and 
precipitation.
The relationship between the NAO and temperature during the months of June, 
July and August are less conclusive due to a diminished NAO during this season 
and also indicating the influence of a more continental type circulation regime on
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temperature during these months. Results for precipitation were slightly more 
conclusive during these months, despite the NAO being greatly diminished and 
sometimes absent during the boreal summer. Reductions in precipitation across 
Alpine European stations with increases in Western and Northern Europe, 
reflecting the underlying deflection of moist maritime air away from central to 
more northerly locations in Europe.
The results also indicate that there is a latitudinal boundary zone above which the 
association between the NAO and climate diminishes. This appears to relate to the 
extent of effective advection of heat by westerlies (Chen and Hellstrom, 1999). 
Correlations between the NAO and the two northernmost stations, Tromsoe and 
Kiruna, would indicate that the maximum latitude lies close to the latitude of these 
stations. However, this may also be an artefact of the spatial domain from which 
the NAO is calculated. Therefore, use of the Arctic Oscillation may be more 
advisable when comparisons are being conducted on stations with a large 
latitudinal range.
These seasonal and spatial changes are more pronounced when an analysis of the 
more extreme values of the NAO is undertaken, further highlighting the 
discrepancies in amounts and receipts between the regions of interest.
Atmospheric modes of variability and in particular the North Atlantic Oscillation 
play a crucial role in determining the regional climate of Europe. Its effects are 
most pronounced in winter when it accounts for the major source of variability in 
atmospheric circulation in the North Atlantic region. Contrasting regional effects in 
climate are apparent between southern and northern Europe during both high and 
low index phases of the NAO. During high index events, zonal or westerly airflow 
becomes dominant with the resultant advection of heat and moisture onto northern 
Europe. This produces milder and, crucially from the point of view of glacier mass 
balance, wetter winters than would otherwise be experienced. During low index 
events, meridional type circulation becomes dominant, due to a weakening of both 
the Icelandic low and Azores high. This results in drier and colder than average 
conditions in northern Europe and warm moist air being diverted over southern
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Europe. Despite the high degree of interannual variability of the NAO, anomalous 
high or low circulation patterns can persist for a number of years (Hurrell, 1995). 
There has also been the suggestion that recent temperature anomalies are strongly 
associated with recent persistent phases in the NAO (Hurrell, 1995).
While regional differences in the response of the local climate to the large-scale 
circulation indicate a mechanism by which spatial differences in mass balance may 
be explained, in order to assess their long-term variations, an analysis of the 
temporal characteristics of the European climate series and the impact of 
fluctuations of the NAO on these variables is required. Subsequent chapters will 
integrate both these components
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Chapter III
Long-term fluctuations in temperature and precipitation in Europe: 
can they be explained by atmospheric variability?
3.1 Introduction
In an analysis of meteorological controls on the mass balance of Glacier de 
Sarennes, Vincent and Vallon (1997) demonstrated that summer temperature and 
ablation were highly correlated over the period 1949-1973, with temperature 
accounting for as much as 80% of the explained variance. However, when 
additional data up to 1991 were included in the analysis, the explained variance 
decreased to 60%. When the period prior to 1973 was excluded from the analysis, 
the correlation with temperature deteriorated to just 30%. They suggested that 
inclusion of the state of the glacier surface (snow/ice) over successive years is 
necessary in order to account for albedo changes when relating mass balance to 
temperature. This requirement may suggest additional controls influencing the 
relationship between the local climate and glaciers. Vincent and Vallon (1997) 
point to this factor as being the result of a much greater interannual and seasonal 
variability in temperature and precipitation, where consecutive extreme seasons 
may leave the glacier surface more prone to the effects of temperature depending 
on the surface conditions of the glacier.
This alteration in the relationship between temperature and ablation, as outlined by 
Vincent and Vallon (1997), which occurred in the early 1970s, corresponds with a 
shift in seasonal zonal frequency as described by Bardossy and Caspary (1990). 
They indicate that while the overall annual frequencies of zonal circulation 
remained constant, the seasonal frequencies were changing from about 1973, with 
increased frequencies apparent in December and January and decreases in April 
and May. These changes were associated with relatively warmer and more humid 
winters in central Europe. This increase in zonal circulation also corresponds to a 
shift in the NAO from being predominantly negative to being positive, a phase the 
NAO has largely persisted in since the 1970s.
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The beginning of the 1970s also saw substantial increases in the decadal mean 
residence times of Grosswetterlagen types W (west) and CW (clustered west) over 
north western Europe (Werner et al., 2000). They suggested that, up to the 
beginning of the 1970s, no correspondence was apparent between surface 
temperatures in the northern hemisphere and residence times of these 
Grosswetterlagen types. However, after this period both variables were found to 
increase at similar rates. An outlier test of the decadal behaviour of the climate 
state signal identified the decade 1981-1990 as the onset of climate change in the 
North Atlantic area with a trend commencing in the early 1970s (Werner et al., 
2000).
A number of other studies have also pointed to a change point in climate as having 
occurred during the 1970s (Hoppe and Kiely, 1999), resulting in increases in 
precipitation in Ireland (Kiely, 1999) and Scotland (Smith, 1995); increasing 
precipitation intensity in Italy (Brunetti el al., 2001); increasing temperature at 300 
hPa in the lower and middle latitudes (Weber, 1997) and increasing 700mb heights 
over western Canada (McCabe and Fountain, 1995).
Increasing or decreasing seasonal trends in either temperature or precipitation are 
likely to have a large impact on glacier mass balance. Long-term trends in either 
series may also help explain the differences evident in mass balance between 
European and Scandinavian glaciers. The initial focus of this chapter will be an 
assessment of the regional climate series for temporal changes such as, increasing 
or decreasing trends, which will be evaluated in the context of changes in the 
NAO. Any trends evident in these series will be examined for obvious change 
points, which have been identified in a number of previous studies. The influence 
of large-scale factors on change points identified will also be examined.
3.2 Evidence for trends in the European temperature and precipitation series?
The winter temperature series and 10-year moving averages displayed in Figure
3.2.1 indicate a significant (sig. <0.01) and rising trend in winter temperatures for 
all the Alpine stations, while a similarly increasing trend does not appear to exist in
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the Scandinavian temperature series over the same period (Table 3.2.1). A 
comparison of moving averages between stations would seem to suggest a large 
degree of internal regional coherence within the temperature series, indicating 
synchronous fluctuation points. An illustration of this is the increasing trend 
evident in the winter Alpine series from the late 1960s onwards, while for the 
Scandinavian series, the decreasing trend until the mid 1960s is apparent in all 
series along with the subsequent changes in direction evident in the 1960s and 
again in the early 1980s.
Temperature Precipitation
Station DJF JJA Station DJF JJA
Bologna + 0.00 + 0 . 0 1 Genoa + +
Lugano + 0.00 + 0.03 Lugano + - 0.09
Sonnblick + 0 . 0 1 + 0.00 Sonnblick + + 0.00
Innsbruck + 0.00 + 0.04 Innsbruck - +
Saentis + 0.00 + 0.03 Saentis - - 0 . 0 1
Kalmer + + Kalmer + 0 . 0 1 +
Oslo + + Oslo + -
Bergen + + Bergen + +
Ona + + 0.07 Kiruna + 0.00 +
Tromsoe - + 0.00 Tromsoe + 0.00 + 0.04
Table 3.2.1 Significance (Kendall’s rau-b) and direction (+/-) of trends in seasonal 
temperature and precipitation data from Alpine and Scandinavian stations (1900-2000).
While the Alpine stations experienced increasing winter temperatures, there is no 
evidence of a similar trend in the Alpine winter precipitation series (Figure 3.2.2). 
With the exception of Oslo, winter precipitation in Scandinavia appears to have 
increased. These increases, which are significant (sig. <0.01) at a number of 
stations are marked, especially since the 1980s (Figure 3.2.2).
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Figure 3.2.1 Winter Temperature for Alpine (left)
and Scandinavian stations (right)
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Figure 3.2.2 Winter Precipitation for Alpine
(left) and Scandinavian stations (right)
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Figure 3.2.3 Summer Temperature for Alpine
(left) and Scandinavian stations (right)
Innsb ruck
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Figure 3.2.4 Summer Precipitation for Alpine
(left) and Scandinavian stations (right)
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The Alpine summer temperature series also displays evidence of an increasing 
trend over the last century, with all stations indicating significant increases 
(sig.<0.05) (Figure 3.2.3). While there are a number of fluctuations in the records, 
the timing of the increases are consistent at all stations. In comparison, the 
Scandinavian temperature series, which appear to have been increasing up to the 
1930s, have maintained relative stability since then, with only two stations showing 
slight increases (sig. <0.1) (Figure 3.2.3).
The summer precipitation series from Figure 3.2.4 is a little more difficult to 
interpret. Increasing precipitation at Sonnblick (sig.<0.00) is evident, while, Genoa 
has recovered from a mid century decline. Receipts at Lugano (sig .O .l) and 
Saentis (sig. <0.01), show decreases, with no change apparent at Innsbruck. 
Similarly with the Scandinavian series, with the exception of Tromsoe, which is 
increasing (sig. <0.05), little or no overall trend is apparent in the fluctuations 
within the series.
The similarity in the long-term regional response, which is most obvious in the 
winter and summer temperature series for both the Alpine and Scandinavian series, 
would seem to indicate that the fluctuations are influenced by an external forcing 
mechanism. As was suggested previously, the NAO and its summer time 
equivalent, the EA-JP, are significantly related to both these variables. The 
following sections will examine for the presence of change points in both the 
climate series to determine if the synchronicity evident in the regional response can 
be associated with changes in the NAO. The timing of any change points will then 
be investigated with the presence of change points in the NAO
3.3 A change point analysis of the climate series
3.3.1 Cumulative sums of deviations (CUSUMS)
A cumulative sums of deviations (CUSUM) analysis was performed on both the 
summer and winter temperature and precipitation series (Figure 3.3.1-Figure 3.3.8) 
to determine if any changes have occurred in these series which in turn may be
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reflected in the glacier mass balance series from Europe. The method consists of 
calculating the cumulative sum of deviations or anomalies from the long-term 
mean for each series of interest (Sneyers, 1992). This method has been used in a 
number of previous studies to identify change points in climate series (Sneyers, 
1992; Kiely, 1999; Hoppe and Kiely, 1999) and has also been used to detect 
inhomogeneities in climate series (Sneyers, 1992). However, it is sensitive to the 
effect of outliers.
The Cusum is defined as follows
i=n
where k is the average of the time-series.
The hypothesis of no change in the mean value is rejected if max | S¡ | becomes too 
large (Kiely, 1999).
The summer Alpine temperature series from Figure 3.3.1 indicate three change 
points that are consistent across all bar one station, namely Sonnblick. The first two 
change points, in 1920 and 1926, mark a period of increasing temperatures after a 
number of years of below average conditions. After this time period, temperatures 
briefly drop for a number of years before they begin to increase again until the late 
1940s/early 1950s. The third change point in 1981 marks a return to increasing 
temperatures which continues to the end of the records in 2000. These findings are 
consistent with those discussed in the previous section and with those of Bohm et 
al. (2001), in a study of regional temperature variability in the European Alps.
fhThey found that Alpine temperatures during the 20 century were characterised by 
rising temperatures towards a first maximum in 1950 and a second in the 1990s. 
However, their analysis also highlighted the seasonal differences within the series 
studied.
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Figure 3.3.1 CUSUMS (cumulative sums o f déviations) of NAO, EA-JP and summer 
températures for Alpine Stations.
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Figure 3.3.2 CUSUMS (cumulative sums o f deviations) of NAO, EA-JP and summer 
temperatures for Scandinavian Stations.
The Scandinavian summer temperature series also display a number of change 
points, three of which occur in the first three decades of the early 20th century. The 
first change point occurs around 1909/1910, the second, around the mid-1920s, a 
little earlier than the change point evident in the Alpine series and the third around
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the end of the 1920s to the beginning of the 1930s, which marks an early century 
temperature maximum. After the 1930s maximum, Scandinavian summer tend to 
decrease slightly, in response to the mid century cooling which is also evident in 
the Alpine series, until a third maximum is attained after a 1965 change point.
Figure 3.3.3 CUSUMS (cumulative sums of déviations) of NAO and winter températures for
Alpine Stations.
An analysis of change points in the winter temperature series for the Alpine 
stations displays little temporal coherence to those of the change points located in 
the summer temperature series, findings which are similar to those of Bôhm et al 
(2001), while at a number of Scandinavian stations, 1929 is identified as a possible 
change point. The CUSUMs for the Alpine region again identifies a number of 
possible change points. The most obvious change point is located in 1971, with a 
second in 1987. These two change points represent periods of increasing or 
substantially increased temperatures, with some stations demonstrating increases of 
up to 2-3°C. However, the Alpine series also demonstrate a number of possible 
change points before 1971.These change points occur around 1944, 1947/48 and 
1956 and again illustrate periods of increasing or increased temperatures, but not to 
the same degree as the changes evident after 1971 (Figure 3.3.3).
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Figure 3.3.4 CUSUMS (cumulative sums o f deviations) o f NAO and winter temperatures for
Scandinavian Stations.
The CUSUMs of the Scandinavian winter temperature series indicate a change 
point in the late 1920s/early 1930s, after which, below average conditions prevail 
until a second change point in 1970 marks a second maximum in temperatures. 
This period of above average temperatures lasts only a few years and is followed 
by another return to below average conditions up to the early 1980s. A third 
maximum is attained after 1987 (Figure 3.3.4).
A CUSUMs analysis of summer precipitation displays a number of change points 
in the Alpine series over the period of record. The CUSUMs of the Saentis series 
indicates three change points as having occurred at 1927, 1944 and 1971, from 
Figure 3.3.5 (a), while at Lugano, four change points are suggested at 1915, 1940, 
1960 and 1980. While the overall trend for precipitation, at both these stations 
during the period 1900-2000 is decreasing, the change point locations represents a 
change from years with above average conditions followed by periods of below 
average conditions. In comparison to Saentis and Lugano, precipitation at Genoa 
has increased since the late 1940s, while Innsbruck has maintained around average 
precipitation over the course of the century. The Genoa series (Figure 3.3.5 (b))
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indicates a number of change points in the first half of the century, 1911,1920 and 
1935, with only one occurring in the second half in 1962. The early century change 
points again represent periods of increased precipitation prior to decreases, while 
the 1962 change point marks a return to increasing precipitation, which had been 
declining up to the late 1940s. For Innsbruck (Figure 3.3.5 (b)), the change points 
largely represent changes between periods of above average precipitation and 
below average precipitation. Sonnblick undergoes a large cumulative decrease 
from the start of the series to the 1950s after which precipitation increases until the 
end of the records (Figure 3.3.5 (a)).
The CUSUMS analysis of the Scandinavian summer precipitation series do not 
display any convincing evidence of containing any significant change points from 
Figure 3.3.6, with the exception of a possible change point around the mid-1960s.
(a)
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(b)
Figure 3.3.5 CUSUMS (cumulative sums of deviations) of NAO, EA-JP and summer 
precipitation for Alpine Stations (Sonnblick scaled by a factor o f 3).
1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000
Figure 3.3.6 CUSUMS (cumulative sums of deviations) o f NAO, EA-JP and summer 
precipitation for Scandinavian Stations (Kalmer increased by a factor of 2).
Hanssen-Bauer and Forland (1998b) in their analysis found reductions in summer 
precipitation between 1960 and 1975 that may explain the possible identification of
55
this change point around the mid-1960s. However, these reductions were only 
found for stations in the southern half of Norway.
Tromsoe, from Figure 3.2.4 and Figure 3.3.6, in northern Norway is consistent 
with their findings for the more northern stations of an increasing trend over the 
century, resulting in below average conditions in the first half of the century and 
above average conditions in the latter half. However, Kiruna, in northern 
Scandinavia appears to respond in a manner similar to the more southern stations.
The CUSUMs, from Figure 3.3.7 (a) and (b), indicates the occurrence of an early 
century change point in winter precipitation in the Alps around 1910. The change 
point for Innsbruck and Saentis indicate slightly later occurrences than the other 
Alpine stations, around 1924 and 1931 respectively. Sonnblick, Genoa and 
Innsbruck show decreasing receipts after this period until the mid-1940s, while 
precipitation at Lugano remains constant over the same period. Records from 
Genoa and Lugano display a second change point during the 1950s; a period during 
which, increasing or increased precipitation receipts are evident. Innsbruck, in 
contrast to Genoa, Lugano and Sonnblick, displays largely decreasing precipitation 
over this period.
A third change point in the Alpine series around the late 1960s and early 1970s 
marks an end to the increasing precipitation trend evident since the 1950s. After 
this period, reductions in Alpine winter precipitation are evident. However, the 
1970s change point at Saentis demonstrates the beginning of a period of increasing 
receipts despite the overall decreasing trend as suggested by Kendall’s xau-b 
analysis (Table 3.2.1). The series from Genoa and Lugano suggest a probable 
change point occurring around the early 1980s, while the series from Sonnblick, 
indicates the late 1980s as being the location of a probable change point.
A change point analysis of precipitation at the Scandinavian stations during the 
winter months (Figure 3.3.8) indicates the occurrence of a change point during the 
1930s for a number of stations. After this period, Tromsoe, Kiruna and Kalmer 
display increasing precipitation receipts, while receipts at Oslo and Bergen display
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slight decreases. A second change point is evident for a number of stations during 
the 1970s with Kiruna, Bergen and Oslo, demonstrating decreasing precipitation 
after this period. A third change point during the 1980s marks a return to a period 
of increased precipitation.
(a)
(b)
Figure 3.3.7 CUSUMS (cumulative sums o f deviations) o f NAO and winter precipitation for
Alpine Stations.
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Figure 3.3.8 CUSUMS (cumulative sums of deviations) o f NAO and winter precipitation for 
Scandinavian Stations (Tromsoe scaled by 3, Bergen scaled by 5).
3.3.2 Evidence for change points in the atmospheric modes of variability
The change point analysis of the temperature and precipitation series, outlined 
above, suggests a large degree of variability both within, and between, the regions 
examined. Some of this variability may be explained by the underlying stochastic 
variability that is inherent in any climate series reflecting localised conditions. 
However, a large degree of coherence is also suggested by the change point 
analysis. This coherence within both the regional series would seem to indicate the 
influence of a large-scale control affecting the variability of both climate series.
In addition to the CUSUMS analysis, used in the previous section, the non- 
parametric Pettitt test (Pettitt, 1979) was also applied to the annual and seasonal 
NAO index values from 1900-2000 in order to determine if (i) any change points 
occur within the records (ii) these change points coincide with the change points 
determined in the temperature and precipitation series (Figure 3.3.1 - Figure 3.3.8) 
and (iii) change points are detected to establish the probability of a particular year 
being a change-point.
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The Pettitt test considers a time series as two samples represented by x i...x t and 
Xt+i.. .xt . For continuous data the indices V(t) and U(t) can be calculated from the 
following formula
The most significant change point is found where the value | Utj  | is maximum. 
The approximate significance probability, p(t), of a change point can be calculated 
from
The CUSUMS and Pettitt analysis of the NAO, annual, winter and summer indices, 
from Figure 3.3.9-Figure 3.3.11, indicates a probable change point as having 
occurred during 1910 - 1920. This change point appears consistent across both the 
annual and seasonal NAO indices. Even though it appears as a lower probability 
change point for the annual and winter NAO series, change points during this 
period are also found in the temperature and precipitation series. Stations from both 
regions also indicate the occurrence of a change point in the summer temperature 
series during this period. The decline evident in the Alpine summer temperature 
series ceases, while the Scandinavian temperature series display a decreasing trend
for t = 2,...,T,
sgn(x) = l , f o r x > 0 , 
sgn(x) = 0 , for x = 0 , 
sgn(x) = - 1 , for x < 0 .
p ( t ) = 1 -  exp
(Pettitt, 1979; Kiely, 1999)
59
during this period (Figure 3.3.4). Decreasing winter precipitation is evident at the 
Alpine stations after this period (Figure 3.3.7 (a), (b)).
Figure 3.3.9 CUSUMS and Pettitt test o f the annual NAO (Hurrell PC) 1900-2000.
Figure 3.3.10 CUSUMS and Pettitt test o f winter NAO (Hurrell PC) 1900-2000.
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Figure 3.3.11 CUSUMS and Pettitt test of summer NAO (Hurrell PC) 1900-2000.
A higher probability change point occurs in the annual and winter NAO series 
during the 1920s -  1940s. Summer temperatures from both regions display an 
increasing trend until the late 1920s to early 1930s, while Alpine winter 
temperatures show evidence of a decline during this period. Scandinavian winter 
temperatures reach a maximum during the 1930s after which, a gradual decline 
commences and continues until the mid 1960s. Winter precipitation at the Alpine 
stations show marked declines up until the 1930-1940s.
The annual and winter NAO exhibit a largely decreasing trend from the 1930s -  
1960s (Figure 3.3.12). The summer index, although less pronounced, also exhibits 
a decreasing trend over this period which coincides with mid-century cooling. This 
decrease in the NAO index is reflected in winter temperatures in the Scandinavian 
series and summer temperatures in the Alpine series. Winter precipitation from the 
Alpine series is also shown to increase during this negative phase of the NAO.
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Figure 3.3.12 Annual and Winter NAO with an 11-year moving average highlighting the 
negative phase in the NAO between 1930-1960 and the gradual increase after 1970.
There are a number of significant change points in the annual and winter NAO 
index from the 1970s to 1990s. The 11-year moving average from Figure 3.3.12 
illustrates that, while the overall-increasing trend is towards a more positive phase 
of the NAO from the 1970s onwards, this increasing trend is interspersed with a 
number of negative phase years. There are two probable change points in the 
annual index, 1971 and 1981 (Figure 3.3.9), while the winter index indicates three 
change points of near-equal probability, 1972,1980 and 1988 (Figure 3.3.10).
These change points are consistent with the increases in winter temperature, 
outlined in the previous section, from the 1970s to 2000. The increases are very 
marked in both regions and are consistent across all stations. While the signal is not 
as consistent as that found with winter temperature, there is also evidence for co­
variation between the NAO and winter precipitation during this period. 
Precipitation receipts from Genoa and Lugano, which are negatively correlated 
with the NAO, largely reflect this inverse relationship during the 1970-2000 
period. While increases in precipitation at Sonnblick, coincide with the first change 
point in the early 1970s; increases in precipitation at Seantis coincide with the later 
change point around 1988. Change points in the Scandinavian winter precipitation
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series at Bergen most closely correspond with the change points in the winter 
NAO.
Figure 3.3.13 Summer (JJA) NAO (1900-2000) and EA-JP (1946-2000) indices. Thick lines
show the 11-year moving average.
A CUSUMS and Pettitt analysis of the summer index indicates two change points 
in this series, the first around the 1930s and the second during the mid-1960s. Four 
Scandinavian stations indicate the period between 1929-1931 as being probable 
change points in the summer temperature series (Figure 3.3.4), while two Alpine 
stations suggest the period between 1926-1927 as being a probable change point.
3.4 Conclusions
The previous chapter established that leading modes of atmospheric circulation in 
the North Atlantic were related to the regional climate of Europe. Persistent high 
index phases producing an intensification of westerlies with consequent increases 
in the advection of warm and moist maritime air onto northern Europe act to 
suppress the penetration of moisture in southern Europe. This results in both 
seasonal and interannual differences in the receipt and amount of precipitation 
across Europe, particularly during the winter months. Similarly, seasonal and
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interannual differences in temperature were also evident during persistent phases of 
the NAO.
These persistent phases were found to impact on the variability of the regional 
climate series examined. Significant positive trends in temperature for both winter 
and summer were found for all the Alpine stations over the period of measurement 
(1900-2000). Ona and Tromsoe were the only stations in Scandinavia to display 
significant positive trends in summer temperature. Significant positive trends were 
also found for winter and summer precipitation for a number of Scandinavian 
stations. Sonnblick was the only Alpine station to display a positive and significant 
trend in summer precipitation. Significant and decreasing trends in summer 
precipitation were found at Lugano and Saentis. There is a strong correspondence 
between winter temperatures and the NAO, particularly evident at Scandinavian 
stations since the mid 1970s. These findings are compatible with those of Bardossy 
and Caspary (1990) and Werner et al. (2000).
The identification of a second possible change point, which occurred during 
1988/1989, was also highlighted. The scale and effect would suggest that it is at as 
significant as that detected in the early 1970s. Other authors also highlight this year 
as being significant; in the Arctic summer ice cover (Chapman and Walsh, 1993; 
Maslanik et al., 1996); change in convection in the Labrador Sea (Rhines, 1994); 
statistically significant change in glacier regime (Dyurgerov, 2003) and a decline in 
cod recruitment in the Atlantic since the mid 1980s linked to rising temperatures 
(Beaugrand et al., 2003). Also during this period, Mysak and Power (1991) found 
large positive sea ice anomalies occurring in the Greenland Sea, which had been 
preceded by above average runoff from North America into the western Arctic. 
They suggested that this sequence is part of a self-sustained climatic oscillation in 
the Arctic, occurring with a period of approximately 15-20 years, and hence is a 
component of interdecadal climate variability. However, observations linking 
atmospheric circulation and precipitation are scarce, so no significant conclusions 
can be made with regards to the proposed climate oscillation (Holland, 1995). 
Despite the lack of a significant conclusion, sea ice does appear to be an important 
component in interdecadal climate variability (Holland, 1995).
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The regional climate is largely a response to the forcing provided by atmospheric 
circulation, which reflects an interaction between ocean-atmosphere-land over 
large areas and integrating over long time scales, from interannual to decadal. 
Having established that linkages existed between circulation and the regional 
climate, the present chapter sought to clarify these links in order to establish if the 
long-term variations in the mass balance of European glaciers could be explained 
in the context of variability in both the regional and large-scale atmospheric 
circulation. An examination of long-term variations in glacier mass balance in the 
context of these findings will form the central theme of the next chapter.
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Chapter IV
An examination of regional mass balance in Europe from selected
glaciers: the role of atmospheric variability and regional climate
4.1 Introduction
A number of previous studies have linked atmospheric modes of variability to 
European glacier mass balance (Pohjola and Rodgers, 1997a, 1997b; Washington et 
al., 2000; Nesje and Dahl, 2000b; Nesje et al., 2000; Six et al., 2001). These 
studies have predominantly focused on individual or regional glacier mass balances 
with the exception of Six et al. (2001) who compared Alpine and Scandinavian 
annual mass balance variations to the North Atlantic Oscillation. They found that 
the year to year coherence between these two variables was weak and that 
smoothing was required to filter noise from the relationship. Nesje and Dahl 
(2000b) and Nesje et al. (2000) in a study of Scandinavian glaciers found that the 
highest correlations were between winter balances, for the more maritime glaciers, 
and a seasonally averaged wintertime NAO. They also found that correlations 
decreased with increasing continentality and latitude. These results again reflect a 
limiting factor in the effectiveness of advection from westerlies as suggested by 
Chen and Hellstrom (1999). Similar findings were highlighted in preceding 
chapters.
In order to assess the influence of climate on European glacier mass balance, 
previous findings are related to mass balance components for a selection of 
glaciers. Initially, four glaciers were selected, from Scandinavia and the Alps, 
which fulfilled the criteria of having long-term mass balance measurements. The 
selected glaciers are also currently undergoing large changes in mass. Recent 
studies on glacier mass balance suggest that, globally, glaciers have been 
experiencing net losses since the 1970s, with an accelerating trend since the end of 
the 1980s (Dyurgerov, 2002), which is largely attributed to climate change. 
However, Scandinavian glaciers, predominantly those in maritime locations, have 
been experiencing net gains since the 1970s in direct contrast to that of the global
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trends. This chapter will conclude with a more detailed examination of these 
glaciers.
Glacier name Country Lat Long Max Min Length Area Aspect Period
(m) (m) (km) (km2) (acc/abl)
Sarennes France 45°07'N 06°10'E 3190 2830 1.5 0.83 S/S 1949-99
Hintereisfemer Austria 46°48'N 10°46'E 3710 2426 7.13 8.72 E/NE 1953-99
Storbreen Norway 61°34'N 08°08'E 1970 1380 3.0 5.35 NE/NE 1949-99
Storglaciaren Sweden 67°54'N 18°34'E 1828 1125 3.7 3.24 E/E 1946-99
Table 4.1.1 Location, elevational range, length, area and aspect of glaciers.
The location of the four glaciers selected for the initial analysis are displayed in 
Figure 4.2.1. Their elevational range, length, area and aspect of accumulation and 
ablation zones are displayed in Table 4.1.1. With the exception of Hintereisfemier, 
in Austria, all records start before the 1950s. Storglaciaren in Sweden has the 
longest record with measurements commencing in 1946. As glaciers respond to 
slight variations in climate and therefore are considered to be sensitive indicators 
of climate (Nye, 1960; Oerlemans and Fortuin, 1992), the divergent response 
evident in the mass balance of these glaciers over recent years may, in fact, 
indicate a climate change signal.
4.2 Components of glacier mass balance
The mass balance components of a glacier are comprised of spatially averaged 
mass gains or losses measured over the glacier surface, during one glaciological 
year, which in the Northern Hemisphere is considered from 1st October to the 30th 
September. The glaciological year is then subdivided into two seasons, winter (1st 
October to 31st May) and summer (1st June to 30th September) (Dyurgerov, 2002). 
The measurement of snow (ice and fim) accumulated on the surface of the glacier 
at the end of the winter season, winter mass balance (bw), minus the ablation of 
snow and ice at the end of the summer season, summer mass balance (bs), is 
termed the annual or net balance (bn).
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Figure 4.2.1 Location o f the four long-term monitored glaciers
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bn = bw  -  bs
(±) N et Balance = (+) W inter Balance -  (-) Summer Balance
The net balance is largely an expression o f  the health o f the glacier at the end o f  the 
glaciological year. A  positive net balance indicates that summer ablation was less 
than the previous winters accumulation and results in  an overall mass gain in 
volume to the glacier. W hen losses due to summer ablation are greater than the 
previous winters accumulation, a negative net balance results.
Positive net balances lead to an expansion o f the accumulation zone and a lowering 
o f  the equilibrium-line altitude (ELA) (Benn and Evans, 1998), the altitude o f  a 
line that separates the accumulation zone from the ablation zone on a glacier. In 
term s o f  glacier-climate interactions, a change in the elevation o f  the ELA is a 
direct response o f  the glacier to climate conditions over the glaciological year. 
Figure 4.2.2 and Figure 4.2.3 display winter (bw), summer (bs) and annual net 
balance (bn) for Storbreen and H interesifem er over the period o f  measurement. It 
is clear that the annual balances o f  Hintereisfem er have been quite negative since 
the mid-1970s.
Figure 4.2.2 Winter, summer and annual net balance for Storbreen 1949-1999.
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Figure 4.2.3 Winter, summer and annual net balance for Hintereisferner 1953-1999.
During years in which the net balance is negative, there is an expansion o f  the 
ablation zone and the ELA moves up the glacier reflecting the dim inished area o f 
the accumulation zone. Depending on the glaciers area/elevation distribution or 
hypsometry, a lowering or rising o f  the ELA can have a large im pact on glacier 
mass. Glaciers w ith a  large area at or near the ELA w ill dem onstrate the largest 
changes in  response to interannual climate variations (Benn and Evans, 1998).
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Figure 4.2.6 ELA versus net balance for Storglaciaren 1946-1999
The relationship between net balance and the ELAs for three of the four glaciers 
are shown in Figure 4.2.4, Figure 4.2.5 and Figure 4.2.6. The correlations between 
both these variables are very high for all three glaciers, with R values of 92 %, 
91% and 82 % respectively for Hintereisfemier, Storbreen and Storglaciaren. As 
the ELA is closely connected to precipitation and temperature (Benn and Evans, 
1998) a number of studies have used these variables to reconstruct ELAs and 
annual net balances (Tangbom, 1980; Raper et al, 1996; Kerschner, 1997; Kuhn et 
al., 1997). However, subsequent research has indicated the importance of 
additional climatic parameters, such as, albedo (Vincent and Vallon, 1997). ELAs 
have also been directly related to atmospheric circulation patterns (Lamont et al., 
1999; Hooker and Fitzharris, 1999).
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The hypsometric curve or area elevation distributions of the selected glaciers are 
shown in Figure 4.2.7, Figure 4.2.8 and Figure 4.2.9. Hintereisfemer, with an 
altitudinal range of -1300 metres and located at high elevation, is currently in
9 9 ♦retreat and has decreased in area from 9.06 km in 1961 to 8.72 km m 1995. 
Storbreen has a smaller altitudinal range of 650 metres and is 5.35 km2  which up 
until 1988 was retreating, when its front position was more than 1 km from its 
recorded position in 1900, after the climatic deterioration during the Little Ice Age. 
Its maximum elevation lies almost 350 metres lower than Hintereisfemer’s 
minimum elevation reflecting the difference in regional glaciation threshold levels, 
primarily due to latitudinal variations between these two locations. Storglacieran,
■ ■ 9with an altitudinal range of 550 metres, has increased in area from 3.0 km to 3.24 
km2, in direct contrast to Hintereisfemer.
No data were available to derive a hypsometric curve for Glacier de Sarennes. 
However, based on an analysis of documentary sources, Valla and Piedallu (1997) 
were able to quantify volumetric variations of the glacier. They estimated that the 
volume of the glacier in 1991 represented only 20% of that in 1850. The front 
position had retreated more than 1 km and the surface area had decreased from 1 . 6  
to 0.5 km2. They estimated if  the current trend in the mass balance of Glacier de 
Sarennes continued, that the glacier would disappear within half a century.
The hypsometric curves of Hintereisfemer and Storbreen suggest that these 
glaciers have a relatively large area between the minimum and maximum-recorded 
ELA elevations. This suggests that a change in the elevation of the ELA of either 
of these glaciers would result in large volume changes. The area of Hintereisfemer, 
between the recorded upper and lower ELA elevations, is approximately 6 . 6  km2, 
while for Storbreen, approximately 5.0 km2  lies within this region suggesting that 
both these glaciers may be sensitive to any changes that might occur in climate. 
This is in contrast to Storglaciaren which has only a small percentage of its area, 
approximately 1.6-1.7 km2, between its upper and lower ELA boundaries.
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Hintereisferner
Area ( km2)
— Area 1964 
— Area 1995
Figure 4.2.7 Area-elevation Distribution for Hintereisferner 1964 and 1995
Storbreen
Area (km2)
— Area 1996
Figure 4.2.8 Area-elevation Distribution for Storbreen 1996
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Figure 4.2.9 Area-elevation Distribution for Storglacieran 1981 and 1996
4.3 Climate-glacier interactions
4.3.1 Regional variation in mass balance trends
Winter accumulation and summer ablation rarely balance. Thus some years record 
mass gains while others, mass losses (Benn and Evans, 1998). If, when averaged 
over a number of years, the net gains balance the net losses, the glacier is said to be 
in a near constant state of equilibrium or steady state. If however, years of mass 
gains or losses occur consecutively, resulting in significant changes to mass, then 
the glacier will respond to these variations through an advance or retreat of its front 
position. While the ELA reflects year to year variations in climate, the cumulative 
net balance, derived by adding successive years net balances, reflects long term 
trends in glacier mass balance (Benn and Evans, 1998).
A comparison of the cumulative net balance curves between the Alpine and 
Scandinavian glaciers highlight the difference in the long-term mass balance trends 
between these regions (Figure 4.3.1). All glaciers show a marked synchronous 
decline in mass from the start of the records to the early 1970s. From the early
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1970s to the late 1980s, Storglacieran’s mass maintains an equilibrium, while 
Storbreen’s decline continues until 1988. The cumulative net balance of the Alpine 
glaciers display evidence of increasing slightly during this period.
Figure 4.3.1 Cumulative Net Balance (m w.eq) of four European glaciers over their length o f
record.
Similar increases have been found for glaciers in the central Italian Alps during this 
period. Pelfini and Smiraglia (1997), in a study conducted on glacier fronts in the 
Lombard region, found an almost synchronous advance occurring at a number of 
glaciers from the early 1970s to the middle of the 1980s, after which glacier 
recession becomes dominant again. Pelfini and Smiraglia (1997) suggest that this 
advance phase could be linked to the ‘mid-century cooling’ or the 1955-1984 cold 
phase identified by them as deviations of mean summer temperatures falling below 
the long term mean during this period (Figure 4.3.2). The NAO Index is also 
shown for the summer season, which corresponds visually with the deviations of 
summer temperatures, recorded at the Alpine stations.
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Figure 4.3.2 5-year averages of deviations of mean summer temperature from the long term 
mean (after Pelfini and Smiraglia, 1997), areal mean of deviations and NAOjja.
The cumulative net balance of Sarennes and Hintereisfemer continues to decline 
after the mid-1980s to the end of the measurement period, while from 1988 
onwards, the cumulative net balances of the Scandinavian glaciers have increased.
4.3.2 The relationship between long-term variations in mass balance and 
climate
Figure 4.3.3 illustrates the contrasting response evident in glacier mass balance 
between the Alps and Scandinavia to the large-scale atmospheric circulation. A 
positive NAO is positively correlated with the net balance of the Scandinavian 
glaciers, while it is negatively correlated with that of Alpine glaciers. There is 
however a marked seasonal bias in these relationships (Table 4.3.1). There are also 
occasions when this relationship weakens or breaks down, such as in the early part 
of the 1950s. Hoinkes (1968) found a similar inconsistency in his analysis of 
Alpine and Scandinavian glaciers during the ablation period. He found years in 
which a positive summer balance in the Alps occurred with both a high and low
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index circulation. He suggested that the determining factor was due to the location 
of the zero deviation of the mean 500 hPa surface.
Figure 4.3.3 5-year centred moving average o f the standardised mean net balance of eleven 
Alpine glaciers (Alps) and ten Scandinavian glaciers (Scandinavian) from 1948-2000. The 
annual NAO is also plotted (After Six et ah, 2001)
Previous findings have demonstrated that variations in the NAO were significantly 
related to the European temperature and precipitation series examined. These 
relationships were found to have a marked spatial component at the regional scale. 
An analysis of the long-term characteristics of both series indicated significant 
regional variations in these variables: variations which were found to be primarily 
a response to long-term fluctuations in the large-scale modes of atmospheric 
circulation.
Early century decreases evident in the Alpine summer temperatures series are in 
contrast to the Scandinavian series. The Scandinavian temperature series indicate 
an increasing trend around 1910, which is followed by slight decreases at a number 
of stations. After low temperatures recorded around the 1920s, after which overall 
increases are apparent until the late 1930s. After a local maximum recorded during 
the 1930s, temperatures decrease rapidly, particularly during the early 1940s. 
Significant increases in winter precipitation are evident at three o f the
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Scandinavian stations, while Bergen indicates a decline in precipitation over the 
1920-1940s. Winter temperatures gradually increase until the mid 1930s, after 
which there is a rapid decline, with a slight recovery in the late 1940s, until the mid 
to late 1960s.
G lacier DJF/Bw JJA/Bs DJF/Bn
Sarennes -0.17 -0.46** -0.47**
Hintereisfemer 0 . 0 2 -0.45** -0.28
Storbreen 0.65** 0.30* 0.55**
Storglaciaren 0.60** -0.03 0.55**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 4.3.1 Relationship between the NAO (DJF) and EA-JP (JJA) and winter (Bw), summer 
(Bs) and net (Bn) mass balance from the four long term European glaciers.
The increasingly negative phase of the NAO during the 1940s -  1970s with 
consequent increases in winter precipitation, coupled with decreases in summer 
temperature during this period (Figure 4.3.2), should have produced more 
favourable conditions for positive glacier mass balances in southern Europe. 
However, the decreases in summer temperature would still have remained above 
the threshold required for melting. While in northern Europe from 1910-1970, 
southern Norway was experiencing decreasing winter precipitation (Hanssen-Bauer 
and For land, 1998b) associated with a low index NAO. This decrease in winter 
precipitation was primarily due to a reduction in the moisture supply which would 
have been effectively cut off during these low index years. In spite of the 
decreasing trend apparent in winter temperature, particularly during the 1940s, net 
balances would have continued to decline (Figure 4.3.1).
Station 1900-2000
(°C)
Pre-1970
(°C)
Post-1970
(°C)
Bologna 3.9 3.5 4.5
Lugano 3.2 2 . 8 3.9
Sonnblick -12.3 -12.7 -11.4
Innsbruck -0 . 6 -1.3 0.7
Saentis -8 . 0 -8.5 -6.9
Table 4.3.2 Mean of the Alpine winter temperature series 1900-2000 and values pre- and post-
1970.
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During the 1960s and 1970s, both the Alpine winter temperature and precipitation 
series display an increasing trend at a number of stations, which coupled with the 
summer decreases in temperature, would result in very favourable conditions for 
accumulation and contributed significantly to the 1 0  positive net balances being 
recorded on Hintereisfemer between 1965-1984 (Figure 4.2.3). However, 
Innsbruck and Saentis prove to be the exception by demonstrating decreasing 
winter precipitation during the 1970s.
After the initial period of decline up to the 1970s, a divergent signal becomes 
apparent in the cumulative mass balance of the four glaciers. The timing of this 
change corresponds to similar findings from other studies (Bardossy and Caspary, 
1990; Smith, 1995; McCabe and Fountain, 1995; Vincent and Vallon, 1997; 
Weber, 1997; Hoppe and Kiely, 1999; Kiely, 1999; Werner et al., 2000; Brunetti et 
al. 2 0 0 1 ).
Summer temperatures across all the Alpine stations start to recover after the mid to 
late 1970s and display a trend towards increasing temperatures (Table 4.3.2). 
While the mid 1980s marks a return to increasing winter temperatures, which had 
started to decline after a peak around 1975. Alpine winter precipitation also starts 
to display a decreasing trend during this period, Saentis again proving to be the 
exception. This period also marks a point after which, glacier net balances on 
Hintereisfemer have been consistently and strongly negative.
The delayed response evident in the cumulative net balance between Storglaciaren, 
and Storbreen appears to be primarily due to regional differences in precipitation 
receipts. Winter precipitation at Tromsoe, illustrative of conditions at 
Storglaciaren, begins to increase after 1970, while a decreasing trend evident in 
precipitation at Bergen, near Storbreen, continues until the end of the 1980s, after 
which increases are evident. Precipitation alone appears to largely reflect the 
differences in cumulative net balance between both these glaciers.
The recent trend towards more positive cumulative net balances apparent in the 
Scandinavian glacier series can be explained by a number of factors. The
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increasing trend evident in the Alpine summer temperature series over the closing 
three decades of the last century does not appear to occur to the same degree in the 
Scandinavian temperature series. Only two Scandinavian stations demonstrate a 
positive and significant trend in summer temperatures, as compared to all of the 
Alpine stations. A second contributory factor is winter precipitation, which has 
been increasing in Scandinavia since the 1960s (Hanssen-Bauer and For land, 
1998b), unlike Alpine winter precipitation which has been decreasing over the 
same period, with the exception of Saentis.
Little if any increase in summer ablation coupled with increased winter 
accumulation largely resulted in the recent positive net balances being recorded in 
northern Europe. While in southern Europe, increased summer ablation coupled 
with decreased winter accumulation produced an increased tendency for more 
negative net balances, evident in recent decades.
4.4 C onc lu sion
In spite of the relatively small contribution of glaciers to the total terrestrial storage 
of ice, their sensitivity to changes in climate means that they are important 
contributors to decadal and longer timescale variations in sea level (Oerlemans and 
Fortuin, 1992). The current worldwide reduction apparent in the volume of 
glaciers is estimated to have already made a significant contribution to global sea 
level rise over the last 100 years. The rate of volume loss appears to have 
increased since the end of the 1980s and predictions of global warming suggest that 
these trends are likely to continue (Dyurgerov, 2003).
Dyurgerov (2003), in an analysis of the sensitivity of mountain and subpolar 
glaciers to climate warming, estimated that between 1961-1976, the glacier melt 
contribution to sea level rise was 0.15 mm/yr or 10% of total sea level rise. 
However, this contribution increased to 0.41 mm/yr or 27% of total sea level rise 
between 1988-1998 suggesting that glacier sensitivity to climate warming may be 
increasing.
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Synchronicity in the timing of changes in the atmospheric modes of circulation, 
regional climate and glacier mass balance were examined in the present chapter to 
establish if fluctuations in mass balance could be explained by variations in the 
regional climate and hence large-scale circulation. In findings similar to Dyurgerov 
(2003), the rate of decrease of the cumulative net balance of the Alpine glaciers 
was found to have increased since the 1980s. In contrast, the rate of decline of the 
cumulative net balances of the Scandinavian glaciers evident prior to 1988 has 
ceased. Since this time, they have displayed evidence of positive cumulative net 
balances, primarily due to positive mass balances being recorded during the late 
1990s. The regional climate response to the atmospheric circulation plays a crucial 
role in explaining these differences between southern and northern Europe.
Subsequent chapters will seek to build on the findings to date which have 
established linkages between both regional and temporal variations in climate and 
glacier mass balance. These regional differences in mass balance in Scandinavia 
and in particular, Norway will also be examined in greater detail. A more 
comprehensive assessment of these glaciers is warranted on the basis that they are 
currently responding to climate in a manner that is considered inconsistent with 
current global glacier trends.
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C hapter V
R egional clim ate indices and Scandinavian glacier m ass balance
5.1 Introduction
Previous chapters have demonstrated that linkages exist between large-scale 
atmospheric variability in the North Atlantic, regional climate and European 
glacier mass balance via two key climatic parameters, temperature and 
precipitation. This relationship was found to be most pronounced with 
Scandinavian glaciers. As a consequence of the largely positive phase of the NAO 
since the 1970s, a number of Scandinavian glaciers, particularly the maritime 
glaciers, have demonstrated a tendency towards positive net balances over the last 
thirty years. These increases are being manifested in volume increases and 
advancing front positions, in contrast to the current mass glacier recession evident 
in nearly all glaciated regions outside of Scandinavia.
 Engabreen
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Figure 5.1.1 Cumulative net balance of selected Norwegian glaciers (including Storglaciaren). 
(Data from The Norwegian Water Resources and Energy Directorate).
In light of these increases, the remainder of this research will focus on examining 
the relationship between atmospheric variability and Scandinavian mass balance in
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order to further our understanding of the links, as suggested by Meier (1965) 
between climate, the general meteorological environment and glacier behaviour.
5.2 Regional climate and mass balance
5.2.1 Circulation Indices
Figure 5.2.1 Location o f Indices and glaciers
Figure 5.1.1 shows the cumulative net balance curves for selected Scandinavian 
glaciers, including Brogerbreen and Lovenbreen on Svalbard and Storglaciaren in 
Sweden. Positive cumulative net balances are associated with the more maritime 
glaciers of Alfotbreen, Hardangerj okulen, Engabreen and Nigardsbreen, while the 
more continental glaciers of Storbreen, Hellstugubreen, Grâsubreen and
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Storglaciaren all indicate decreasing cumulative net balances. The two glaciers 
from Svalbard also show decreasing cumulative net balances. However, after 1988, 
the rate of increase of mass balance on the maritime glaciers is shown to 
significantly increase, while the decreasing trend evident on the more continental 
glaciers ceases and becomes positive. Cumulative net balances of the glaciers on 
Svalbard have continued to decline over the same period. To examine these 
differences, the next sections will assess mass balance in the context of both zonal 
and meridional air flows over Scandinavia. These have contrasting seasonal effects 
on the regional climate due to ocean and land responses to received solar radiation 
and relative location of a body of water.
5.2.1.1 Zonal air flow
When the seasonally averaged winter NAO index (December-March) is related to 
net and winter glacier mass balance (Table 5.2.1) the strength of the correlations is 
shown to decrease with increasing distance from the coast and increasing 
continentality (Figure 5.2.2). The seasonally averaged summer NAO index (June- 
August) displays only one significant correlation when related to summer mass 
balance, from Grasubreen. This is not unexpected considering that, while present, 
the NAO is greatly diminished during the summer months. The EA-JP, which is 
the dominant summer mode of atmospheric circulation, proved to be more 
influential when related to summer mass balance. However, while correlations 
between the EA-JP and summer mass balance are significant, they remain quite 
weak. In contrast to southern Europe, a positive EA-JP would act to suppress 
summer ablation by suppressing temperatures, particularly during the month of 
June.
Table 5.2.1 also displays correlations between winter balance (bn), summer 
balance (bs) and net balance (bn). The high correlations between winter balance 
and net balance for the maritime glaciers indicates the importance of winter 
accumulation and hence winter precipitation on the net balance of the maritime 
glaciers; while the net balance of the more continental regime glaciers tends to be 
dominated more by the summer balance reflecting the importance of summer
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temperatures. The lack of any significant relationship between the NAO and the 
glaciers on Svalbard is not unexpected based on the results from previous sections 
indicating a latitudinal boundary to the influence of the NAO.
Glacier Bw/NAO Bn/NAO Bs/EA-JP Bw/Bn Bs/Bn
1 Alfotbreen 0.78** 0.71** 0 .8 6 0.08
2 Nigardsbreen 0.71** 0.60** 0.45** 0.77 -0.07
3 Hardangerjokulen 0.74** 0.70** 0.37* 0.85 0.70
4 Storbreen 0.62** 0.51** 0.30* 0.71 0.81
5 Hellstugubreen 0.65** 0.47** 0.46** 0.35 0 .1 0
6  Grásubreen 0.61** 0.34* 0.45**+ 0.53 0.24
7 Engabreen 0.34 0.47** 0.75 0.69
8 Storglaciaren++ 0.47** 0.39* 0.74 0.83
9 Md. Lovenbreen 0.06 -0.03 0.39 0.83
10 Au. Brogerbreen -0.13 -0.03 0.38 0 .8 6
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 5.2.1 Glacier Mass Balance for a selected number of Scandinavian glaciers and the 
NAO (seasonal average between Dec-Mar) and the East Atlantic Jet Pattern f^Storglaciaren  
included due to record length; +Grásubreen was the only glacier in which the summer 
balance was significantly correlated with the NAO averaged over June-August). The ratio of 
winter balance to net balance (bw/bn) and summer balance to net balance (bs/bn) are also
included.
As mass wastage of the maritime glaciers during the summer ablation season is 
largely compensated for by winter accumulation (Figure 5.2.3), these glaciers tend 
to be characterised by large variability in both their winter and summer mass 
balances. The maritime glaciers also survive at much lower altitudes in comparison 
to the continental regime glaciers. The continental glaciers display much lower 
rates of ablation during the summer than that of their maritime counterparts, 
however their potential for accumulation during the winter is also much reduced 
due to their location relative to a moisture source. Figure 5.2.3 illustrates the 
importance of winter precipitation as a controlling influence on the maritime 
glaciers, while summer temperature tends to be the dominant control on the 
continental regime glaciers.
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Glacier No.
Figure 5.2.2 Correlation between glacier mass balance and the NAO indicating a decreasing 
relationship with increasing continentality o f glacier location (1-6 Southern Norway; 7-8 
Northern Scandinavia; 9-10 Svalbard).
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Figure 5.2.3 Mean winter, summer and net balance of the Norwegian glaciers (1968-1999). 
ELA of the glaciers is displayed on the right hand axis.
The NAO, which moderates the advection of warm, moist air onto the 
Scandinavian landmass, plays an important role in the winter and annual net 
balance of Norwegian glaciers, particularly the maritime glaciers. During the 
summer months, when the NAO is greatly diminished and in some cases absent,
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which results in a reduction in westerly airflow, it is likely that the advection of 
continental air off the European landmass is an important feature in terms of 
glacier mass balance.
5.2.1.2 M eridional air flow
To assess the potential impact of meridional flow on glacier mass balance during 
the summer months, a circulation index between Bodo and Stykkisholmur 
(Iceland) was derived; calculations were based on the standardised pressure 
difference between stations from both these locations. The Bodo-Stykkisholmur 
index, or BS index, was derived in the same way as the NAO index between 
Iceland and Gibraltar, except that the BS index measures the strength of meridional 
(north-south) flows as oppose to zonal (west-east) air flows. The index was also 
derived for the winter period from December to March. The relationship between 
the BS index and net balance and summer balance are displayed in Table 5.2.2. 
The effects of the BS index on summer balance are weak, but it is more significant 
and its effects are more widespread than the EA-JP (Table 5.2.1).
Glacier B S d j f m /1>w BSjjA/bs
1 Alfotbreen -0.16 -0.46**
2 Nigardsbreen -0.28 -0.36*
3 1 lardangerjokulen -0.25 -0.43**
4 Storbreen -0.24 -0.46**
5 Hellstugubreen -0.35* -0.47**
6 Grasubreen -0.32 -0.64**
7 Engabreen 0 .0 1 -0 .0 1
8 Storglaciaren -0.03 -0.34*
9 MD. Lovenbreen 0.55** 0.19
10 Au. Brogerbreen 0.57** 0.11
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed).
Table 5.2.2 Bodo- Stykkisholmur (Meridional) Index (normal 1890-1999)
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Glacier N Id j f m /1>w NIJJA/bs NlDjFM/bn
1 Alfotbreen 0.69** 0.13 0.67**
2 Nigardsbreen 0.58** 0.39* 0.50**
3 Hardangerj okulen 0 .6 6 ** 0.37* 0.62**
4 Storbreen 0.57** 0.35* 0.41*
5 Hellstugubreen 0.36* 0.31 0.27
6 Grasubreen 0.15 0.03 0 .0 1
7 Engabreen 0 .6 8 ** 0.42* 0 .6 8 **
8 Storglaciaren 0.74** 0.38* 0.55**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed). 
Table 5.2.3 Norwegian Index between Tromsoe and Hammerodde Fyr
The BS index for the winter months demonstrates significant, but weak 
correlations with both glaciers from Svalbard, namely Austre Brogerbreen and 
Midtre Lovenbreen. These relationships are likely to be reflecting the influence of 
moister air, associated with meridional airflows, as a consequence of the passage of 
air over the Norwegian Sea, between the Norwegian mainland and the island of 
Svalbard, collecting moisture on route.
5.2.1.3 Localised atmospheric circulation index
Tveito (1996), in a study on trends and variability in European pressure data, 
related the pressure gradient between Utsira and Ona to precipitation from 
Samnanger, a station located in southern Norway. He found that while variability 
existed within the month to month correlations, which ranged from 0.93 in March 
to 0.68 in August, the annual correlation was high, (r = 0.85). Based on these 
findings, it is likely that glacier mass balance and in particular, winter balance, 
should be sensitive to a more regionalised index of atmospheric variability. To 
investigate this, a refined index of atmospheric variability was derived, initially 
between Tromsoe and Hammerodde-Fyr, but also between Ona and Utsira-Fyr 
(Figure 5.2.1).
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The correlations between the Norwegian Index, between Tromsoe and 
Hammerodde-Fyr, and glacier mass balance do not represent an improvement on 
previous indices (Table 5.2.3), suggesting that the NAO and EA-JP adequately 
capture variability at this scale (Table 5.2.1). However, both the central 
Scandinavian glaciers of Engabreen and Storglaciaren indicate a substantial 
improvement in Pearson’s r when related to this zonal Norwegian Index, in winter, 
summer and net balance (Table 5.2.3), which may partly reflect a latitudinal 
constraint of the NAO.
Deriving a similar regionalised pressure gradient index for southern Norway, 
between Ona and Utsira Fyr, appears to improve upon the relationships established 
with the NAO and mass balance (Table 5.2.1), particularly winter balance (Table 
5.2.4). The likely reason for this is the high degree of association between this 
index and precipitation, as reported by Tveito (1996), outlined above.
All of the indices appear to capture a large degree of variability in both the winter 
and annual net balances, particularly those of the maritime glaciers. The tendency 
towards a more positive index since the 1970s is positively associated with the 
increasing cumulative net balances being recorded on the maritime glaciers in 
Norway. This tendency produces an increase in the rate of advection of moist, 
maritime air during the winter months resulting in a surplus in accumulation for 
these glaciers. The positive correlation between Storglaciaren and zonal airflow has 
also resulted in a positive response being recorded in its cumulative net balance 
since the 1970s. The lagged response to the increase in zonal airflow evident in the 
cumulative net balances of Storbreen, Hellstugubreen and Grasubreen is likely to 
be a function of their more continental location and hence, distance from a 
moisture source. The importance of wind direction, as represented by the pressure 
gradient, and a water body as a source of moisture to glacier mass balance is 
evident in the correlation between meridional airflow during the winter months and 
winter balance on Svalbard. The relative surface temperature of the ocean would 
enable moisture uptake to be feasible despite the fact that meridional air flowing 
off the continent during the winter months is likely to be cold. A possible
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indication of this can be seen in the positive correlation between winter balance 
and meridional airflow on both Austre Brogerbreen and Midtre Lovenbreen.
Glacier N I d j f m /1>w NIjjA/bs NI]),jFivi/bn
1 Alfotbreen 0.84** 0.43** 0.78**
2 Nigardsbreen 0.74** 0.48** 0.69**
3 Hardangerjokulen 0.80** 0.51** 0.75**
4 Storbreen 0.72** 0.35* 0.58**
5 Hellstugubreen 0.55** 0.37* 0.40*
6 Grâsubreen 0.35* 0.16 0.17
7 Storglaciaren 0.76** 0.26 0.61**
** (*) Correlation is significant at the 0.01 (0.05) level (2-tailed). 
Table 5.2.4 Norwegian Index between Ona and Utsira Fyr
The role of atmospheric variability on summer balance would appear to be less 
influential than on winter and net balance. Meridional airflow is suggested as 
having a control on summer balance, particularly on the continental regime 
glaciers. During the summer months, warm, dry air flowing off the continent would 
result in increased ablation. Grasubreen appears to be most sensitive to the 
influence of a positive meridional pressure gradient, with just over 40% (r = -0.64, 
sig. 0 .0 1 ) of variability in summer balance being accounted for by the meridional 
index alone (Table 5.2.2).
Over 52% (r = 0.746) of the variability on Hardangerjokulen can be explained 
when both the Bodo-Stykkisholmur index and reduced Norwegian Index, between 
Ona and Utsira-Fyr, are regressed on the summer balance. This is a positive 
outcome as no significant correlation was found with the NAO, while the EA-JP 
only accounted for 13% (0.37, sig. 0.05) of the summer balance. When these 
indices were regressed on summer balances from the other Scandinavian glaciers, 
results ranged from 38% (r = 0.647) for Alfotbreen to 43% (r = 0.676) for 
Storbreen. The Norwegian Index between Tromsoe and Hammerodde-Fyr was 
used in conjunction with the Bodo-Stykkisholmur index for Storglaciaren which
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resulted in just over 30% (r = 0.578) of variability in summer balance being 
accounted for.
Figure 5.2.4 Cumulative net balance o f both long-term monitored Scandinavian glaciers. Also 
plotted are the cumulative deviations of the annual NAO derived from the 1st principal
component o f pressure.
Since the 1970s, a number of Scandinavian glaciers have been displaying positive 
cumulative net balances. While these net increases have been confined to the more 
maritime glaciers, the decreasing net balances evident on the continental glaciers 
have largely diminished over a similar period, especially since 1988/1989. As a 
consequence of these positive cumulative net balances being recorded in recent 
decades, many front positions of the maritime glaciers responded to this mass 
balance forcing by advancing, thereby halting the decline that was evident up to the 
1960s.
Large variations in the summed cumulative deviations of the atmospheric indices 
are also evident since the 1970s, particularly since 1988 (Figure 5.2.4); fluctuations 
which are consistent with the changes found in glacier mass balance in 
Scandinavia. When the various indices of atmospheric variability are related to 
glacier mass balance (Table 5.2.1, Table 5.2.3, Table 5.2.4), a strong association is
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evident with winter balance and hence net balance for the maritime glaciers. It was 
also established that meridional airflow was an important contributor to summer 
balance on mainland Scandinavia, while on Svalbard, it was important for winter 
balance suggesting the importance of glacier location in relation to a water body 
(Table 5.2.2). The effects of increasing continentality are also evident in Figure 
5.2.2, which demonstrates the decreasing relationship between the NAO and 
increasing distance from the coast.
As a consequence of reduced levels of precipitation penetrating inland, ELAs, 
which are sensitive indicators of the regional climate (Benn and Evans, 1998), 
increase in elevation with increasing distance from the coast (Figure 5.2.3). The 
mass balance gradient, which reflects the throughput of a glacier, also decreases 
with increasing continentality. Maritime glaciers tend to have a large throughput of 
mass and have a high winter balance to net balance ratio (Bw/Bn), symptomatic of 
their dependence on winter precipitation. High summer balance to net balance 
ratios (Bs/Bn) are consistent with more continental regime glaciers, where summer 
temperatures play a more dominant role in determining the annual net balance.
5.2.2 The local climate dimension
Tveito (1996) demonstrated the link between a regionalised atmospheric 
circulation index and precipitation for southern Norway. As expected, the 
relationship between this regionalised index and winter mass balance was high for 
all maritime glaciers. The relationship between the circulation indices and summer 
ablation diminishes, primarily due to more complex and more locally determined 
interactions, such as, temperature, cloudiness, rainfall, wind and energy fluxes at or 
near the glacier surface (Hodge et al., 1998).
Figure 5.2.5-Figure 5.2.10 demonstrate the relationship between winter balance for 
two maritime glaciers of Alfotbreen and Nigardsbreen and winter temperature, 
winter precipitation and the reduced circulation index. All three variables are 
positively correlated with winter balance (Alfotbreen ~ 0.70, 0 .6 8 , 0.84; 
Nigardsbreen ~ 0.61, 0.69, 0.74 respectively). The positive correlations between
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temperature and winter balance initially appears contradictory, as increased 
temperatures should produce an increase in melting. However, above average 
winter temperatures have an increased moisture carrying capacity, which, if they 
remain below a certain threshold, will produce an increase in solid precipitation 
falling during the winter months.
Figure 5.2.5 Winter temperature from Laerdal (54120) and winter balance from Alfotbreen.
Figure 5.2.6 Winter precipitation from Skjaak (15600) and winter balance from Alfotbreen.
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Figure 5.2.7 NI Index, between, Ona and Utsira-Fyr, and winter balance from Alfotbreen.
A positive correlation between winter precipitation and winter balance is expected 
as increased moisture will result in increased accumulation on the glacier surface. 
Similarly, a positive correlation between the atmospheric variability index and 
winter balance is expected, as it is a measure of the influx of maritime westerly air, 
which during the winter months is warm and moist. These results are consistent 
with those from previous sections, in relation to temperature and precipitation and 
glacier mass balance.
A higher correlation was also found between winter balance and the circulation 
index than that found with either temperature or precipitation or both regressed 
together (adj. r = 0.76), suggesting that additional factors are being accounted for 
in the index that are not explicitly due to either of the climate variables.
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Figure 5.2.8 Winter temperature from Laerdal (54120) and winter balance from
Nigardsbreen.
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Figure 5.2.9 Winter precipitation from Skjaak (15600) and winter balance from
Nigardsbreen.
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Figure 5.2.10 NI Index, between, Ona and Utsira-Fyr, and winter balance from Nigardsbreen.
Figure 5.2.11-Figure 5.2.13 illustrate the relationship between summer temperature 
and both zonal and meridional flows on the glacier summer balance of Alfotbreen. 
High temperatures during the summer months are positively correlated with 
ablation resulting in high summer ablation values (r = 0.53). However, the 
response of glacier mass balance to increasing temperatures is not consistent 
(Figure 5.2.11), which is reflected in the moderate strength of the correlation. In 
1980, above average temperatures coincide with a year in which summer balance 
was less than average. While in 1988, temperatures were also above average, but 
lower than those recorded in 1980, coinciding with the largest summer losses 
evident over the period of record.
The influence of maritime air during the summer months, despite being warm, 
would act to reduce ablation (r = 0.43) in comparison to warmer continental air 
flowing off the European continent which acts to enhance ablation (r = -0.46) 
(Figure 5.2.12-Figure 5.2.13).
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Figure 5.2.11 Summer temperature from Laerdal (54120) and summer balance from
Alfotbreen.
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Figure 5.2.12 NI Index, between, Ona and Utsira-Fyr, and summer balance from Alfotbreen.
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Figure 5.2.13 BS Index and summer balance from Alfotbreen.
5.3 Discussion
Understanding the various links between large-scale atmospheric variability and 
glacier mass balance is crucial if we are to understand the process that affect 
glacier mass balance and hence, glacier behaviour, as a consequence of climate. 
Meier (1965) outlined the linkages between climate and glaciers but there still 
exists large gaps in our understanding of the various levels of interaction which are 
producing the changes we are currently witnessing in glaciers worldwide.
A number of researchers have focused on the impact of specific levels on 
individual glaciers, but very few have approached this topic in a holistic manner 
that is required to better understand the underlying climate process that affect 
glaciers. This approach is necessary if we are to link global changes to the local 
scale and may prove beneficial if we are to understand and accommodate future 
potential changes in glaciers as a consequence of climate change.
Incorporating this approach into an analysis of the links between climate and 
glaciers requires looking at large scale atmospheric variability and its influence on 
climatic parameters, such as temperature and precipitation, which in turn will have
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an influence on glacier mass balance and behaviour. The dominant mode of 
atmospheric variability in the North Atlantic is the NAO and it was shown to have 
a strong influence, both temporally and spatially, on temperature and precipitation 
across the European landmass. While winter temperatures were shown to increase 
with a positive NAO, as a consequence of the advection of warm maritime air into 
Europe, there existed large regional differences in precipitation receipt. The 
consequences of these regional differences in temperature and particularly, 
precipitation are evident in the divergent mass balance trends between Alpine and 
Scandinavian glaciers since the 1970s. The tendency for a more positive NAO 
since this period coincides with a number of changes evident in a suite of 
atmospheric and climatic parameters (Bardossy and Caspary, 1990; McCabe and 
Fountain, 1995; Smith, 1995; Vincent and Vallon 1997; Weber, 1997; Hoppe and 
Kiely, 1999; Kiely, 1999; Werner et al., 2000; Brunetti et al., 2001). These results 
are consistent with findings from other authors on a hemispherical scale and are not 
just confined to Europe. Findings from previous chapters suggested that a number 
of change points had occurred in the European climate series over the course of the 
20th century. These change points appeared to be primarily driven by changes in 
atmospheric variability, however, there exists a large degree of local variability 
which makes conclusions difficult.
Hodge et al. (1998), in an analysis of climate variations and mass balance of three 
glaciers in western North America, also established that the year 1989 was a 
significant point after which there was a change in the relationship between climate 
and mass balance. Their research suggested that after this time, the glaciers under 
study not only started to display a coherent signal, but also demonstrated the 
highest rates of net mass loss over their entire records. They suggested a 
breakdown of the large-scale teleconnection between the Pacific Northwest and the 
tropical Pacific since 1989 to the degree that it is no longer statistically significant 
as the probable cause of the changes they found in mass balance (Hodge et al., 
1998). They also suggest that this breakdown may prove to be more important 
than the regime shift that occurred in the Pacific during 1976-1977 (Hodge et al., 
1998).
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5.3.1 Evidence of a non-stationary response to climate? A note of caution
To investigate if similar changes in climate-glacier interactions have occurred in 
the Scandinavian series, correlations were derived based on an “increasing length 
of time series” (Hodge et a i, 1998) of the mass balance and atmospheric data for 
both the winter accumulation and summer ablation period. This initially involved 
taking a minimum period of time, which amounted to approximately 18 years for 
the majority of the Norwegian glaciers (-1963-1980), 32 years for Storbreen 
(1949-1980) and 35 years for Storglaciaren (1946-1980); deriving a correlation, 
then incrementing the series by one year until all available years have been 
included in the analysis. The subsequent correlations, based on the incremented 
time series, can then be plotted over time to assess years in which obvious changes 
have occurred (Figure 5.3.1-Figure 5.3.3).
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Figure 5.3.1 DJF NAO correlations (Pearson’s r) with “increasing length of time series” 1980-
1999 and winter balance.
A change in the relationship between circulation and mass balance appears to have 
occurred between 1988 and 1989, with an additional increase between 1989 and 
1990. Six of the eight glaciers show the largest winter balances on record as having 
occurred during either 1989 or 1990 which coincides with the change in the 
relationship between climate and glaciers as suggested by Figure 5.3.1. The
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maritime glaciers of Âlfotbreen and Hardangerjokulen display a more subdued 
change in Pearson’s ‘r’ in comparison to the more continental glaciers of 
Grâsubreen and Hellstugubreen. However, continentality does not appear to be an 
overly important factor in the change in the relationship as it is apparent at both 
maritime and continental glaciers in northern and southern Scandinavia
Figure 5.3.2 and Figure 5.3.3 display the change in correlations between the East 
Atlantic Jet Pattern (zonal) and the Bodo-Stykkisholmur index (meridional) which 
indicates that the change in climate-glacier relationships are consistent in both the 
accumulation and ablation seasons of 1988-1989. Five of the eight glaciers 
recorded net ablation values that were the highest or second highest on record 
during this year. 1997 was the next year in which large ablation figures were 
recorded, mainly on the more continental glaciers. However, the response is varied 
during the change point evident in the ablation season of 1988, with some glaciers 
indicating a decreasing relationship after this point while others indicate an 
increasing relationship. Storglaciaren displays a gradual increase over time and 
does not display the step like change of the other glaciers during 1988.
1 Alfotbreen 
Nigardsbreen
—  Hardangerjokulen 
“ Storbreen
—  Hellstugubreen 
Grasubreen
^ — Engabreen 
 Storglaciaren
Figure 5.3.2 EA-JP correlations (Pearson’s r) with “increasing length of time series” 1980-
1999 and summer balance.
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Figure 5.3.3 BS Index correlations (Pearson’s r) with “increasing length of time series” 1980-
1999 and summer balance.
Engabreen is the only glacier to show a change from a weakly positive to weakly 
negative response to meridional forcing. While the remaining glaciers do indicate a 
change in the relationship during 1988, the correlations recover quickly and remain 
relatively stable over the period of record.
The timing of these step like changes in the climate-glacier correlations are 
consistent with the change evident in the summed cumulative deviations of the 
annual NAO during 1988 (Figure 5.2.4) after which it strengthened for a number of 
years, to levels not previously exceed during the course of the 2 0 th century.
These findings, if not coincidental, suggest a hemispherical scale linkage or 
teleconnection between the Pacific and Atlantic producing the changes in glaciers 
in both regions during 1988-1989. The timing of the change point in the NAO 
would seem to imply that it is part of the explanation while the timing of the 
changes would appear to lead the pacific glaciers by one year.
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5.4 Conclusion
Scandinavian glaciers and in particular, Norwegian maritime glaciers, were 
examined further due to their current response to climate which is counter to that of 
glaciers on a global scale, with few minor exceptions. Positive cumulative net 
balances have resulted in glacier advances of a number of the maritime glaciers 
since the 1970s, halting the recession that was evident up to this period. The 
positive net balances being recorded on the maritime glaciers appear to be largely 
due to increases in winter precipitation, resulting in an accumulation surplus at the 
end of the balance year. These increases in precipitation, which Hanssen-Bauer and 
Forland (1998b) showed were statistically significant over south-western regions of 
Norway from 1960-1997, are likely the result of increased zonal airflow (Foriand 
et al., 1996) consistent with an increasing intensity of the NAO.
The present analysis has also highlighted 1988/1989 as a glaciological year that 
warrants further investigation, particularly for maritime glaciers which show 
accelerated rates of increase in their cumulative net balance since 1988/1989.
Globally, there is evidence to suggest that mass balance variability has been 
increasing, especially since the 1980s, which is likely attributable to climatic 
variability (Dyurgerov and Meier, 1999; Dyurgerov, 2002). Between 1982 and 
1995, Storglaciaren recorded eight of its thirteen highest values of winter 
accumulation, while six of its summertime ablation values were amongst the 
lowest recorded, indicating an increase in the frequency of extremes (Pohjola and 
Rodgers, 1997b). These findings are corroborated by those of Hurrell (1995) who 
suggests that the moisture flux over the North Atlantic has increased since the 
1980s.
Findings to date have firmly established linkages between semi-hemispherical 
scale circulation, regional climate and glacier mass balance in Europe and in 
particular the mass balance of Scandinavian glaciers. These relationships have been 
shown to vary seasonally, with large-scale climate accounting for a large 
proportion of winter accumulation, while more regional- or local- scale climate
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factors need to be included to account for variations in the summer balance. The 
relationship between climate and glaciers was also found to be dependant on 
location factors; continental glaciers have a greater dependence on summer 
temperatures, while maritime glaciers, which can exist at lower elevations, 
predominantly rely on winter precipitation.
In order to link the various scales of interaction highlighted and keeping in focus 
the two key objectives of this research - to further our understanding of climate- 
glacier interactions employing a methodology that is cost effective, transferable 
and utilises remote meteorological parameters - the central theme of the next 
chapter will concentrate on the application of a tested synoptic climatological 
methodology applied to a selection of Norwegian synoptic stations. The resulting 
synoptic classification will then be related to mass balance to determine linkages 
between the synoptic scale climate forcing and accumulation and ablation for a 
number of Norwegian glaciers. The methodology employed will include a broad 
range of meteorological parameters which link both the large- and local- scale 
climate in order that as many relevant climatic factors can be accounted for as 
possible.
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The primary objective of this research is to fill some of the gaps that presently exist 
in our understanding of the linkages between climate and glacier mass balance. To 
date few systematic analyses have examined the interactions between the various 
scales at which these linkages occur. In an attempt to redress this deficiency, this 
chapter presents a methodology, which has previously been applied successfully to 
a number of circulation to environment studies (Kalkstein and Corrigan, 1986; 
Kalkstein et al., 1990; Cheng and Lam, 2000) or in modified form (Kalkstein et al., 
1996), which explicitly takes account of a range of climate variables. The variables 
included are all considered important in determining the effects of climate on 
glacier mass balance.
The approach employed involves a synoptic climatological study in that it seeks to 
group or classify combinations of weather elements, characteristic of air masses, 
displaying similar properties (Yamal, 1993). The benefit of this is that, while it is 
synoptic in scale, thermal and moisture variables are directly taken account of in 
the analysis. These variables are not explicitly included in many other synoptic 
classification studies.
Synoptic climatology is primarily concerned with understanding the local or 
regional scale climate through an examination of the links between local climate 
elements and atmospheric circulation (Yamal, 1984). This is achieved through the 
establishment of relationships between the atmospheric circulation and the surface 
environment, thereby linking processes that operate at the large-scale to those at a 
regional or local-scale. Classification of the atmospheric circulation is of primary 
concern when performing synoptic climatological research as it enables the key 
elements of variability within the atmospheric circulation to be extracted and 
provides a means by which the surface environmental responses can be assessed.
Chapter VI
Temporal synoptic classification methodology
6.1 Introduction
105
The methodology employed, entitled ‘Temporal Synoptic Index’ (TSI) (Kalkstein 
et al., 1990), is an automated and objective synoptic classification procedure, 
which classifies individual days into homogenous air mass categories based on the 
similarity of weather elements indicative of regional-scale climate. The procedure 
will be used to classify daily data for a 30 year period, between 1968-1997, for 
both winter and summer, from five Norwegian synoptic weather stations. The 
selected stations are on a north-south transect and were selected based on data 
availability and their proximity relative to a number of long-term monitored 
Norwegian glaciers.
Due to the inclusion of local weather elements, this methodology also facilitates an 
assessment of possible within airmass type changes, such as temperature or 
humidity changes, which may occur as a consequence of climate change but may 
be too subtle to be detected in mean annual or monthly temperature series, which 
take no account of the synoptic situation (Kalkstein et al., 1990). Crucially, this 
approach directly facilitates an analysis of frequency changes of the different air 
mass types, which in the absence of any internal changes, may also result from a 
change in climate.
6.2 Synoptic climatological literature: A review of relevant classification 
techniques
A number of techniques have been developed in order to classify or categorise 
circulation patterns that are then assessed in terms of the surface environment. 
These techniques, based on either manual classification, correlation based, 
empirical orthogonal functions, principal components analysis, indexing or 
compositing (Yamal et al., 2001) broadly fall into two distinct categories, that of 
manual and automated classification procedures. Manual techniques have also been 
referred to as subjective techniques while automated techniques are termed 
objective. However, this distinction is not a constructive one, as automated 
techniques also require a number of subjective decisions to be made, which 
questions their implied objectivity.
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Manual classification techniques, such as the Lamb classification of daily 
circulation patterns over the British Isles (Lamb, 1972) or Grosswetterlagen for 
central Europe (Hess and Brezowsky, 1977) and the Muller classification (1977) 
for the southern United States have a long and distinguished history in synoptic 
climatology. However, the subjective nature of these techniques, based on a 
manual classification of synoptic weather charts according to arbitrary criteria, is 
difficult to replicate, is labour intensive (Barry and Perry, 1973) and is totally 
dependant on the investigator’s level of knowledge and judgement (Yamal, 1993).
Application of manual classifications to diverse problems are often greatly limited 
due to their being tailored for specific purposes, such as an analysis of regional 
airflow patterns by Mayes (1991), who assessed daily and monthly airflow types 
for four specific regions in the British Isles and their effect on local precipitation. 
Despite some of these limitations, the more generic classifications (Yamal, 1993), 
such as the Lamb and Grosswetterlagen classification have found widespread 
application in a range of environmental analyses (Yamal, 1993).
Utilising Lamb’s primary circulation categories, Sweeney (1985;1987) assessed the 
influence of airflow over Ireland on precipitation receipts. Changes in frequency of 
occurrence of synoptic types, in particular, an increase in cyclonic types at the 
expense of westerlies since the 1950s, were shown to have implications on the 
spatial distribution of precipitation and on annual receipts (Sweeney, 1985). 
Similar findings are outlined by O’Hare and Sweeney (1993) and Briffa et al. 
(1990) in their analysis of Lamb circulation types and weather characteristics over 
the British Isles.
An analysis of Grosswetterlagen by Werner et al. (2000) to assess climate 
variability in the European sector of the North Atlantic suggested that residence 
times of these weather states changed around the decade of 1981-1990, particularly 
evident with zonal flow. This time period also coincides with simultaneous 
increases in Northern Hemisphere temperature anomalies (Wemer et al., 2000).
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Wilby (1992) utilised the Lamb weather types to determine event probabilities and 
magnitudes of daily precipitation for dominant synoptic classes. These 
probabilities and amounts were then used to condition a stochastic rainfall model 
used as input to a hydrological model. Using an amended version of the Baur et al. 
(1944) classification by Hess and Brezowsky (after Bardossy and Plate, 1991), 
Bardossy and Plate (1991) also simulated stochastic series of daily precipitation 
based on circulation pattern occurrence.
The potential for more automated and seemingly objective techniques has become 
increasingly feasible with the advent of increasing computing power. The Lamb 
classification for the British Isles, which was discontinued after Hubert Lamb’s 
death in 1997, was replaced by an ‘automated’ technique, the Jenkinson and 
Collison daily catalogue of UK weather types, based on an objective scheme 
developed by Jenkinson and Collison (1977). The Jenkinson and Collison 
classification derives numerical indices of mean pressure, meridional and zonal 
flow and vorticity and total vorticity from a regularized 16-point grid of mean sea 
level pressure data using a domain centred on the UK. As daily gridded sea level 
pressure data for the Northern Hemisphere is available from 1880 onwards, is 
updated daily and due to the ease of applicability of the classification technique, a 
number of studies have been based on, or application of, the Jenkinson and 
Collison classification technique.
Jones et al. (1993) performed a comparison between the manual classification of 
Lamb’s circulation types with those derived from the automated objective 
classification of Jenkinson and Collison and found negligible differences between 
the correlations of counts of circulation types and regional temperature and 
precipitation. However, a major discrepancy between both classifications was 
evident: the decline in westerlies since the 1940s in the manual classification 
procedure was less apparent in the objective classification. They attributed these 
differences to the different objectives behind the manual and automated techniques. 
Kysely and Huth (2003) also compared a manual and automated atmospheric 
classification method and observed similar results to Werner et al. (2000) with the
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objective classification, with less pronounced changes evident with the 
Grosswetterlagen catalogue of Hess-Brezowsky (1977).
An application of the Jenkinson and Collison catalogue was also developed for 
Egypt by Dessouky and Jenkinson (1979) who derived daily pressure, wind flow 
and vorticity indices from a modified nine-point grid configuration of sea level 
pressure from 1899 onwards. The catalogue was used to describe daily, monthly 
and seasonal weather features and to assess its potential for monthly and seasonal 
weather forecasts. Similar catalogues have been developed to evaluate the extent to 
which weather types determine local precipitation and temperature (Linderson, 
2001) and winter temperature (Chen, 2000) in Scandinavia, temperature and 
precipitation in the Netherlands (Buishand and Brandsma, 1997) and precipitation 
in Portugal (Trigo and DaCamara, 2000) and Spain (Goodess and Palutikof, 1998).
Correlation-based map pattern classifications, which were first introduced by Lund 
(1963) to classify sea level pressure patterns, have also found widespread 
application in assessing circulation to surface environment relationships, due to 
ease of application and interpretation of results. This technique establishes the 
degree of similarity between map pairs (Yamal, 1993), comprised of standardised 
variables, namely of sea level pressure, using Pearson product-moment correlations 
between points. Kirchhofer (1973) suggested a modification to the Lund 
classification by applying a sum-of-squares technique to calculate the 
correspondence between map pairs of weather maps, with key groups defined by 
the selection of a threshold and minimum group size. Blair (1998) proposed a 
subsequent modification, due to the discovery of errors when using the Kirchhofer 
technique to classify weather maps.
Frakes and Yamal (1997) developed a procedure for blending both manual and 
correlation-based classifications to overcome significant shortcomings associated 
with both techniques, the labour intensive and subjective nature of the manual 
technique and the arbitrary selection of keydays by the automated correlation- 
based technique. Manual classification is first performed, over a short time period, 
to generate composite pressure surfaces, taking advantage of the researchers’
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knowledge of synoptic circulation. These manually classified composite pressure 
surfaces are then used as seeds in a long-term correlation-based classification 
(Frakes and Yamal, 1997). Over time periods of a month or greater the hybrid 
scheme displayed little difference to a manual classification of the same data and 
produced less within type variation, an important requirement to ensure 
homogeneity of classified groups. Comparison of both techniques over shorter time 
periods demonstrated substantial differences, which they attributed to errors 
associated with the subjective manual classification (Frakes and Yamal, 1997). 
Their findings suggested that the hybrid classification technique was vastly 
superior to both the manual and correlation-based techniques; consequently, they 
suggest that correlation-based or manual classification techniques should not be 
used in isolation.
Brinkmann (1999) employed a correlation-based technique to classify daily 700 
hPa heights for 25 summer seasons, over Lake Superior basin, which were then 
related to surface temperature to identify and remove sources of within-type 
variability of temperature. It was determined that the source of this within-type 
variability, which was considerable, was comprised of a climate change component 
and a component due to small-scale circulation features, which were not captured 
by the classification technique, but were identified using composite difference 
maps (Brinkmann, 1999). The regression models which related the map pattern 
frequencies to temperature produced poor results due to the large variability, as 
was previously suggested by Frakes and Yamal (1997).
B rinkm ann (2000) proposed a modification to the correlation-based classification 
employed previously in the Brinkmann (1999) study to reduce the large within type 
variability for both temperature and precipitation. Two approaches were compared, 
of which the modified, by changing the thresholds of classification, correlation 
based technique, produced superior results (Brinkmann, 2000). However, 
Kaufmann et al. (1999) added a note of caution when using the Kirchhofer 
technique and suggested a method by which the statistical significance of groups 
produced by the Kirchhofer technique should be evaluated, due to the possible
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identification of groups purely due to random chance, and therefore not related, if  a 
threshold based on minimum group size is specified incorrectly.
Map pattern classification using S-mode empirical orthogonal function analysis, 
which can also be used for régionalisation, and cluster analysis to classify days 
based on similar factor scores has also been used to determine synoptic types for 
New Zealand (Kidson, 1997; 2000). These synoptic types can then be related to 
surface variables, such as, temperature, precipitation, duration of bright sunshine 
and daily wind run to examine climate variability.
However, this method is not widely utilised due to difficulties in interpreting the 
loading maps which do not directly relate to any single keyday pattern (Yamal, 
1993). Findings by Kidson (1997) reaffirm these difficulties. Also, synoptic classes 
may disguise embedded features, such as, fronts (Kidson, 1997) that will have 
obvious impacts on precipitation occurrence. Wilby (1998) incorporated additional 
parameters to capture some of these embedded features, such as, weather patterns 
and frontal frequencies, into an analysis of low frequency rainfall events and 
airflow indices, and while the results captured a significant proportion of variation 
in rainfall, deficiencies were also highlighted.
A number of eigenvector-based techniques have become increasingly popular in 
classification studies, with large data sets being processed in a matter of minutes or 
less on a standard desktop computer. The tailoring of statistical packages, which 
were once the domain of the mainframe, for desktops has also facilitated the 
proliferation of these techniques. Yamal (1993) suggested that these eigenvector- 
based techniques could be classified into two techniques: empirical orthogonal 
functions and principal components analysis on the basis of subtle differences in 
approaches. Empirical orthogonal functions are the unit-length eigenvector 
whereas principal components analysis weights this value with the square root of 
the eigenvalue and these weights represent the correlation between the original 
variable and each principal component analysed (Yamal, 1993).
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Utilising empirical orthogonal functions, Slonosky et al. (2000) analysed long 
series of monthly surface pressure observations from 1774-1995 to assess the 
variability of atmospheric circulation over Europe. While not strictly a synoptic 
climatological assessment, this work formed the basis for further work which
threlated atmospheric circulation and surface temperature over Europe from the 18 
century to 1995 (Slonosky et al., 2001). In addition to the three leading principal 
components of the empirical orthogonal function, which represented the central 
tendency of European pressure (EOF1), a zonal circulation pattern (EOF2) and a 
meridional pattern (EOF3), they also incorporated additional circulation indices. 
This work demonstrated the importance of atmospheric circulation as a control on 
surface temperature over Europe. However, they also draw attention to the fact that 
a decadal variability existed in the correlations between circulation and climate that 
indicates non-stationarity in the relationship between both series. They also suggest 
that cycles of approximately 50-60 years in length exist in the strength of the 
correlations, a periodicity also outlined by Lamb (1982), which may be related to 
the convective overturning of the thermohaline circulation in the northern North 
Atlantic (after Delworth et al., 1993).
The second eigenvector based technique, that of principal components analysis, has 
had widespread application in the study of climatology, where large and potentially 
noisy data can obscure the signal being sought; it offers the potential to greatly 
reduce the data size while extracting a maximum of information. Wibig (1999) 
employed rotated principal components of the 500 hPa heights to classify 
circulation patterns over the Euro-Atlantic sector which were then related to 
precipitation distributions over Europe during the winter months. In each month, a 
number of patterns were distinguished: the North Atlantic Oscillation, 
Scandinavian, Central European, East European and the East Atlantic pattern. 
Distribution maps were then generated, based on the correlations between 
precipitation from a large number of sites across Europe and the circulation 
patterns as defined by the principal components analysis, to illustrate the regions 
that were influenced by particular pattern types.
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Galambosi et al. (1996) performed a principal components analysis on 500 hPa 
heights and then utilising a K-means clustering procedure classified daily 
atmospheric circulation patterns over the southwestern USA. The circulation 
patterns defined were subjected to further subjective classifying criteria, to produce 
three different cluster classifications. Based on the original procedure which 
produced 8 or 9 types depending on season, clustering fewer types to produce five 
or six classes and an aggregation of types according to precipitation producing 
mechanisms which produced 3 types in any season (Galambosi et al., 1996). The 
different clustering mechanisms were then compared from the point of view of 
information content for precipitation modelling (Galambosi et al., 1996) which 
could then be applied to global climate model (GCM) data. Their results suggested 
that the greater information content was with the larger the number of circulation 
types.
Bonell and Sumner (1992), in an analysis of precipitation over Wales, used a 
hybrid of both manual and an automated classification technique, in order to 
establish affinity areas for daily precipitation. They manually subset precipitation 
data into categories according to surface airflow direction and derived Pearson 
product-moment correlation matrices for each of these subsets that were then 
subjected to principal components analysis. The resultant factor scores were then 
clustered to produce precipitation affinity areas.
Romero et al. (1999b) classified atmospheric circulation patterns that were then 
related to spatial patterns or pattern groups of significant rainfall days for 
Mediterranean Spain derived in previous work by the authors (Romero et al., 
1999a). Using output from a T-mode principal components analysis, cluster 
analysis was performed to cluster days with similar loadings on the extracted 
components. This resulted in days in which the precipitation distributions were 
similar, irrespective of amounts, to be clustered together (Romero et al., 1999a). 
Using gridded 925 and 500 hPa heights, 19 circulation types emerged for the 
period 1984-1993 (Romero et al., 1999b). These patterns displayed a clear 
distinction between Atlantic and western Mediterranean types, with distinct
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seasonal variations also being observed. Associations between the circulation types 
and the rainfall spatial patterns were then established.
Huth (2001) examined the occurrence frequencies of circulation types over Europe 
for the period 1949-1980 in an analysis of trends of surface climate elements in the 
Czech Republic. K-means clustering, a non-hierarchical clustering technique, was 
performed on output from a T-mode principal components analysis of daily 500 
hPa heights in a separate analysis for both winter and summer months. The 
procedure, modified for the purposes of this study (Huth, 2001), classified 60% of 
days producing 13 types for the summer months and 12 types for the winter 
months, each containing more than 50 days. Inclusion of the remaining 40% of the 
data was not considered desirable (Huth, 2001) due to their effect on cluster means 
and hence cluster homogeneity and within type variance. Changes in winter 
circulation type frequency occurrences were found to be related to trends in the 
surface climate elements. However, a similar relationship was not found for surface 
elements during the summer months. The trends in surface elements were also 
shown to vary with circulation type.
Synoptic typing, an eigenvector based technique, is more concerned with changes 
in type and frequencies of atmospheric circulation over time (Yamal, 1993), rather 
than spatial variation as in some of the previous examples, and is a technique that 
has had many applications over the last decade and a half. As opposed to 
classifying one variable over a large spatial area, synoptic typing classifies multiple 
surface elements over time from a specific location. These surface elements all 
measure aspects of airmass characteristics and hence the nature of any changes 
which may occur in circulation can be examined more closely. The technique has 
been extended to incorporate clusters that are spatially coherent and correspond 
closely to weather map features (Davis and Kalkstein, 1990; Kalkstein et al. 1996; 
Green and Kalkstein, 1996; Sheridan, 2002).
Synoptic typing has found a particular application in assessments of pollution 
concentration episodes as raw weather elements on an individual basis may have 
no obvious impact on concentration levels, but when included in a more holistic
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approach combinations of elements that affect concentration levels can be exposed. 
This technique has also been used to identify distinctive synoptic or air mass 
categories in which high concentration levels would be expected (Kalkstein and 
Corrigan, 1986; Cheng and Lam, 2000) and thus, facilitate early warning systems 
to be enabled. Airmass classification has also been employed to investigate urban 
heat islands, using just a K-means clustering technique (Bejaran and Camilloni, 
2003).
An obvious application of the synoptic typing classification is an assessment of 
circulation type and glacier mass balance, as the key surface elements that affect 
glacier mass balance, temperature and moisture, are included as variables in the 
typing procedure. To examine this assertion, the rest of this chapter will focus on 
the application of this methodology to derive a temporally based synoptic typing 
classification for Norway. The application of the resulting circulation 
classifications to glacier mass balance will be presented in a subsequent chapter.
6.3 Methodology
6.3.1 Data
Originally, data from six synoptic weather stations, Skabu, Takle, Flesland, 
Orlandet, Bodo and Nordstraum (Figure 6.3.1) were obtained from the Norwegian 
meteorological institute (DMNI). Daily data, measured at Ohr, 6 hr, 12hr and 18hr, 
were acquired for all stations except Skabu, Takle and Nordstraum which only 
recorded data three times daily. Takle was subsequently excluded from further 
analysis due to missing data. Sub daily data were obtained in order to evaluate for 
any diurnal effects (Kalkstein et al., 1990). All stations covered the measuring 
period 1968-1997 which coincides with the long-term measurements of glacier 
mass balance in Norway. This period also encompasses part of the 1961-1990 
baseline period against which any future change in climate will be referenced from.
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The data for each station comprised of a number of meteorological elements:
• mean sea-level pressure (hPa),
• minimum temperature (°C),
• maximum temperature (°C),
• relative humidity (%),
• wind direction (degrees),
• wind speed (ms-1),
• cloud amount (oktas) and
• visibility (km)
These meteorological elements were selected, due to their availability and because 
these elements represent the key properties that distinguish air mass types. A
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combination of these meteorological elements have also been successfully used for 
synoptic typing in previous studies (Kalkstein and Corrigan, 1986; Kalkstein et al., 
1990; Davis and Kalkstein, 1990; Kalkstein et al., 1996; Green and Kalkstein, 
1996; Cheng and Lam, 2000; Sheridan, 2002; Bejarän and Camilloni, 2003)
As mean sea level pressure for Skabu was not available, averaged data from three 
surrounding stations that were approximately equidistant from Skabu was used as 
substitute data for this variable. The effects of using this averaged data are 
considered to be minimal as sea level pressure is largely homogeneous over large 
areas.
Some prior processing had to be performed on the data before any analysis could 
be performed. The minimum and maximum temperatures were used to calculate 
mean temperature, resulting in a mean temperature recording for each 6  hourly 
interval. Relative humidity was converted to specific humidity according to the 
following formula:
rho =
R , - J + H f r
Ri7Rv = 0.62197 
es (saturation pressure) = 6.1078 * 10 ((1 * a *)/(t  + b*»
p = air pressure 
T = temperature (°C) 
rH = relative humidity (%)
*A = 7.5 A = 9.5
*B = 237.3 (°K) B = 265.5 (°K)
for use in vapour pressure with respect to for use in vapour pressure with respect to
water; ice;
e = es * rH
(source: http://www.agsci.kvl.dk/~bek/relhum.htm)
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The two wind variables, wind direction and wind speed, were converted to a south 
scalar (vv) and a west scalar (uu), according to the formula,
vv = -((cos(wind direction)) * wind speed) 
uu = -((sin(wind direction)) * wind speed)
Finally, visibility, recorded as a coded value, was converted to distance in 
kilometres according to the table in Appendix 1-1. Cloud amount, despite being 
recorded as a categorical value, octas, was not recoded.
This processing resulted in a dataset with each day being defined by a total of 
seven elements measured four times daily. The data were then filtered to produce 
two subsets for each station, the first comprised of the winter months of December, 
January and February, while the second comprised of data for the summer months 
of June, July and August. These months were selected as it was felt that if  any 
changes in climate were occurring it should be most apparent during these seasons.
6.3.2 Synoptic typing
6.3.2.1 Principal Components Analysis
Derivation of the Temporal Synoptic Index (TSI) was carried out as a two-step 
procedure. Firstly, the daily data was analysed using a principal components 
analysis and secondly, the loading scores from the principal components analysis 
were then clustered using a hierarchical and agglomerative clustering algorithm.
The daily data, which comprised of 28 variables for each day (7 elements measured 
four times daily) produced a data matrix of 28 by approximately 2700 cases (daily 
data for three months by 30 years) for each station and season. The configuration 
of the data, consisting of parameters as columns and time as cases, is a P-mode of 
decomposition resulting in an analysis of variables over time as required by the 
temporal component of the synoptic index. Due to the various units of 
measurement of each meteorological element, (hPa, degress, kilometres) each
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element was standardised to have a mean of 0  and standard deviation of 1 , 
according to the following,
(
x - x
z - score =   -
5
x = variablej j 
x = mean
8 = standard deviation
A correlation matrix (Table 6.3.1) was then derived and used as input to the 
principal components analysis (Yamal, 1993).
Principal components analysis is primarily used to reduce a large number of 
intercorrelated variables to a smaller number of orthogonal and uncorrelated 
principal components that explain a large proportion of the variance of the original 
dataset (Kalkstein et al., 1990; Jolliffe, 1990). Although the principal components 
analysis produces as many components as original variables, much of the variation 
in the data is explained in the first number of components (Yamal, 1993), thus, 
principal components analysis is largely a variable reduction technique. This is 
achieved through a linear transformation of the original standardised and correlated 
data onto orthogonal axes (Kalkstein et al., 1990).
Linear transformation of standardised variables onto orthogonal axes is carried out 
according to the following -
Z\ ~ *11*1 *12*2 "*■ *1 p X p
Z\ = first principal component 
p variables, xi, X2, X3, . . ,,xp, for n individuals 
an, a n ,.. .,aip coefficients such that the variance of Z\ is maximised 
such that, a2n, a2i2,...,a2ip= 1
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Z  2 =  a 2l * l  + « 2 2 * 2  + •• • •  + « 2  p Xp
that the variance of Z2 is maximised subject to constraint 
that a22i, a222,...,a22p= 1 and,
Zi and Z2 are uncorrelated
Z l  =  a  31*1 +  « 32* 2  + - -  +  « 3  p X p
that the variance of Z3 is maximised subject to constraint 
that a23i, a232,...,a23P= 1 and,
Z3 is uncorrelated with Z\ and Z2
(Jolliffe, 1990)
These orthogonal axes describe the same amount of variability on a similar number 
of axes as the original data but in a way that the largest variance possible is 
accounted for by the first axis (Daultrey, 1976). The second axis then accounts for 
as much of the remaining variance possible while remaining uncorrelated to the 
first. This continues until 100% of the variation in the original data set is accounted 
for.
Rotation of the components was not performed as the principal components 
analysis served primarily as a data reduction technique in this analysis. Therefore 
rotation was not considered important. Orthogonal rotation can aid interpretability 
of the resultant components, but this is mainly a consideration for mapping 
procedures that utilise an eigenvector technique. Oblique rotation also removes the 
orthogonal nature of the principal components. Orthogonality of components also 
fulfils the requirements of the clustering procedure which requires that input 
variables are not related (Johnston, 1978).
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pres 00 pres 06 pres 12 pres 18 tmp 00 tmp 06 tmp 12 tmp 18 rho 00 rho06 rho 12 rho 18 cldOO cld06 eld 12 cld 18 vis 00 vis 06 vis 12 vis 18 wOO w 0 6  w  12 vv 18 «« 00 uu 06 ««12 ««18
pres 00 1.00
pres 06 0.98 1.00
pres 12 0.92 0.98 1.00
pres 18 0.87 0.92 0.98 1.00
tmp 00 -0.20 -0.21 -0.21 -0.20 1.00
tm p 06 -0.18 -0.22 -0.22 -0.22 0.93 1.00
tm p 12 -0.07 -0.11 -0.13 -0.14 0.84 0.90 1.00
tm p 18 -0.06 -0.10 -0.14 -0.16 0.80 0.85 0.92 1.00
rho 00 -0.18 -0.18 -0.18 -0.17 0.79 0.76 0.70 0.65 1.00
rho 06 -0.15 -0.18 -0.19 -0.18 0.76 0.79 0.75 0.71 0.90 1.00
rho 12 -0.10 -0.14 -0.16 -0.17 0.69 0.74 0.74 0.73 0.79 0.90 1.00
rho 18 -0.07 -0.11 -0.14 -0.17 0.66 0.71 0.72 0.77 0.71 0.80 0.89 1.00
cld 00 -0.24 -0.26 -0.26 -0.25 0.61 0.63 0.52 0.50 0.57 0.60 0.54 0.51 1.00
cld 06 -0.18 -0.23 -0.25 -0.26 0.54 0.62 0.53 0.54 0.47 0.56 0.56 0.54 0.70
cld 12 -0.16 -0.21 -0.25 -0.28 0.44 0.51 0.46 0.55 0.37 0.44 0.50 0.55 0.50
cld 18 -0.10 -0.13 -0.17 -0.21 0.41 0.46 0.44 0.57 0.37 0.42 0.47 0.57 0.42
vis 00 0.04 0.06 0.06 0.05 -0.20 -0.25 -0.22 -0.21 -0.42 -0.40 -0.35 -0.30 -0.45
vis 06 0.05 0.10 0.11 0.12 -0.28 -0.31 -0.29 -0.31 -0.40 -0.50 -0.47 -0.41 -0.46
vis 12 -0.02 0.02 0.05 0.07 -0.22 -0.25 -0.20 -0.28 -0.30 -0.38 -0.48 -0.46 -0.28
vis 18 -0.04 -0.02 0.02 0.06 -0.16 -0.19 -0.15 -0.19 -0.22 -0.29 -0.37 -0.46 -0.20
w  00 -0.06 -0.14 -0.17 -0.17 0.31 0.38 0.37 0.37 0.27 0.36 0.35 0.34 0.33
w  06 0.06 -0.03 -0.11 -0.15 0.25 0.32 0.35 0.39 0.18 0.29 0.36 0.37 0.23
w  12 0.08 0.04 -0.05 -0.13 0.18 0.25 0.28 0.37 0.11 0.16 0.24 0.34 0.15
w  18 0.06 0.07 0.03 -0.06 0.11 0.14 0.18 0.27 0.04 0.07 0.11 0.24 0.06
uu 00 0.07 0.13 0.16 0.15 -0.10 -0.15 -0.15 -0.13 0.09 -0.02 -0.03 -0.04 -0.12
uu 06 -0.03 0.04 0.11 0.13 -0.05 -0.11 -0.15 -0.17 0.13 0.07 -0.01 -0.04 -0.04
uu 12 -0.03 -0.01 0.07 0.13 0.00 -0.03 -0.05 -0.12 0.18 0.18 0.13 0.02 0.03
uu 18 -0.03 -0.05 -0.03 0.05 0.05 0.03 0.01 -0.05 0.19 0.20 0.20 0.11 0.09
0.65 1.00
0.50 0.69 1.00
-0.29 -0.19 -0.16 1.00
-0.49 -0.34 -0.27 0.62 1.00
-0.37 -0.42 -0.32 0.36 0.51 1.00
-0.27 -0.36 -0.42 0.26 0.34 0.59 1.00
0.37 0.32 0.26 -0.19 -0.26 -0.24 -0.19 1.00
0.33 0.36 0.32 -0.08 -0.20 -0.28 -0.24 0.64 1.00
0.24 0.34 0.35 -0.03 -0.08 -0.21 -0.23 0.44 0.67 1.00
0.13 0.23 0.33 0.02 -0.01 -0.09 -0.20 0.27 0.43 0.65 1.00
-0.17 -0.16 -0.09 -0.07 -0.01 0.00 0.01 -0.53 -0.41 -0.28 -0.16 1.00
-0.14 -0.18 -0.12 -0.10 -0.05 0.01 0.00 -0.32 -0.54 -0.42 -0.25 0.54 1.00
-0.04 -0.16 -0.13 -0.14 -0.15 -0.07 -0.02 -0.16 -0.33 -0.54 -0.41 0.35 0.55 1.00
0.05 -0.04 -0.08 -0.15 -0.17 -0.15 -0.08 -0.05 -0.16 -0.33 -0.52 0.21 0.32 0.56 1.00
Table 6.3.1 Correlation Matrix used as input to Principal Components Analysis for Bergen-Florida DJF
Com ponent
1 2 3 4 5 6
pres 00 -0.32 0.68 0.61
pres 06 -0.37 0.65 0.65
pres 12 -0.40 0.59 0.68
pres 18 -0.42 0.52 0.70
tmp 00 0.85 0.13 0.23 -0.29
tmp 06 0.89 0.11 0.21 -0.24
tmp 12 0.81 0.11 0.16 0.35 0.12 -0.19
tmp 18 0.85 0.18 0.08 0.19 0.23 -0.11
rho 00 0.83 -0.15 0.24 0.20 -0.15
rho 06 0.88 0.23 0.17
rho 12 0.88 0.19 0.13
rho 18 0.86 0.11 0.13 0.19
cld 00 0.74 -0.19 -0.26 -0.28
cld 06 0.75 -0.27 -0.15 -0.11
cld 12 0.69 0.19 -0.16 -0.36 0.18
cld 18 0.62 0.23 -0.14 -0.35 0.37 0.14
vis 00 -0.69 0.11 -0.15 0.24 0.33 0.18
vis 06 -0.72 -0.12 0.34 0.34
vis 12 -0.76 0.42 0.09 -0.13
vis 18 -0.71 -0.15 0.45 -0.13 -0.19
vv 00 0.56 0.31 -0.22 0.28 -0.40 0.25
vv 06 0.54 0.49 -0.28 0.26 -0.26 0.32
vv 12 0.45 0.60 -0.33 0.17 0.31
vv 18 0.34 0.58 -0.31 0.11 0.29 0.17
uu 00 0.16 -0.50 0.45 0.42 0.13
uu 06 0.24 -0.59 0.48 0.15 0.25
uu 12 0.28 -0.54 0.50 -0.16 0.38
uu 18 0.37 -0.42 0.37 -0.19 0.45
Table 6.3.2 Component matrix for Flesland with six extracted components. Values less than 
0.1 are not displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud 
amount; vis-visibility; vv-south scalar; «n-west scalar
Components accounting for less than the variation in the original variable, that is 
any component with an eigenvalue < 1.0, are generally discarded (Table 6.3.3). A 
number of methods can be used to determine the correct number of components to 
retain, such as the scree plot (Figure 6.3.2), which plots the eigenvalue against the 
eigennumber to indicate any breaks in slope and hence number of components to 
retain (Yamal, 1993). Natural breaks in slope can also be used to indicate the 
number of components to retain. As no one individual test will give the ‘correct’ 
number of components, a combination of techniques should be employed.
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However, Yamal (1993) points out that the correct specification of components to 
retain is not as critical to the synoptic typing procedure as to studies whose goal is 
régionalisation due to the robustness of the synoptic typing procedure.
Scree Plot
Component Number
Figure 6.3.2 Scree Plot for Flesland DJF
The relationship between the original variable and each component is then 
described by the components loading matrix (Table 6.3.2) (Yamal, 1993). Principal 
component scores, for each day, are derived from multiplication of the original 
standardised data matrix by the components loading matrix (Table 6.3.2). The 
resultant values of the component scores should exhibit proximate scores for days 
in which a similar combination of weather elements has occurred (Kalkstein et al., 
1990).
Scores 0.32*Zpressoo"^ ”0.37*Zpresso6+_0.40*ZpreSsi2^ ~-0.42*Zpressi8.. .0.37*zMU]8
Values from Table 6.3.2 
zVar= standardised variable (Table 6.3.1)
The loadings for each component were similar for all stations (Table 6.3.2 and 
Appendix II-l) with the temperature and moisture variables loading the highest on 
component one. Cloud cover and the west scalar also load highly and positively on
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component one, with visibility loading negatively. The pressure variable tended to 
load highly on either component two or three or both.
The component scores matrix, comprised of daily values for each retained 
component, which in the case of Flesland (Table 6.3.3) accounted for 80.7% of the 
variance of the original data matrix of 28 variables in just 6  components, all with 
an eigenvalue of greater than 1.0. This represents a significant reduction in ‘noise’ 
and the removal of any collinearity that may have existed in the original data 
matrix.
Total Variance Explained 
    Initial Eigenvalues ( Extraction Sums of Squared Loadings
Component Total % Variance Cumulative % Total % Variance Cumulative %
1 11.69 41.74 41.74
2 3.84 13.71 55.45
3 3.22 11.50 66.95
4 1.49 5.32 72.27
5 1.22 4.35 76.62
6 1.16 4.13 80.75
7 0.85 3.03 83.78
8 0.65 2.32 86.10
9 0.49 1.76 87.86
10 0.44 1.57 89.44
11 0.38 1.36 90.80
12 0.37 1.31 92.11
13 0.33 1.17 93.28
14 0.29 1.04 94.31
15 0.26 0.92 95.23
16 0.21 0.75 95.97
17 0.19 0.69 96.67
18 0.18 0.64 97.30
19 0.15 0.54 97.85
20 0.14 0.50 98.35
21 0.11 0.40 98.75
22 0.10 0.34 99.10
23 0.08 0.29 99.39
24 0.06 0.23 99.62
25 0.05 0.19 99.81
26 0.04 0.14 99.95
27 0.01 0.04 99.99
28 0.00 0.01 100.00
11.688 41.744 41.744
3.838 13.708 55.452
3.220 11.501 66.953
1.489 5.318 72.271
1.218 4.351 76.623
1.155 4.125 80.748
Extraction Method: Principal Component Analysis.
Table 6.3.3 % Explained variance of each extracted component
124
6.3.2.2 Normalisation Constraints
An additional step was performed on the resultant component scores prior to 
clustering. The software package used to perform the PCA, SPSS (Statistical 
Package for the Social Sciencies), normalised the component matrix for each 
component by dividing by the relevant eigenvalue ie. component 1 in the 
component matrix for Flesland is divided by 11.69 from Table 6.3.3. The 
normalisation of component scores is based on the following -
Hakl=yxk’
1=1
which gives var(zk) = 1, for all k = 1,2,...p. (Jolliffe, 1990)
A second normalisation procedure is also possible, based on the following-
i=1
However, this constraint is normally employed in empirical orthogonal functions, a 
technique commonly applied in meteorology, but has the effect of distorting the 
relationship between components (Jolliffe, 1990).
For the purposes of this study, the normalisation constraint employed by SPSS was 
not considered appropriate and therefore a more appropriate normalisation 
constraint was adopted based on -
P
L^dCki~ hk *
i=l
A,k is the variance of Zk
The use of this normalisation constraint has the effect of increasing the loadings on 
the primary or leading Principal Components (PC) while decreasing those of the
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latter, according to the components eigenvalue. The relative loadings of each 
variable remain unchanged (Jolliffe, 1990). This technique can be justified for use 
in this research as variables that are considered key determinants of air mass 
characterisation, such as temperature and moisture, load on the leading PCs and 
therefore their influence is weighted as more important than variables that load on 
the latter PCs.
6.3.2.3 C lustering  Procedure
In order to classify days with similar component scores and hence, with similar 
characteristics, an automated, agglomerative and hierarchical clustering technique 
is performed on the normalised component scores matrix. A number of 
hierarchical clustering techniques are available to determine cluster membership 
employing methods such as, between-groups linkage, within-groups linkage, 
nearest neighbour, furthest neighbour, centroid clustering, median clustering, and 
Ward’s method. Ultimately, the aim of any clustering procedure is to minimise 
within group variation while maximising the between group variation, producing a 
number of clusters comprised of homogenous data that are distinguishable from 
neighbouring clusters.
In the first step of an agglomerative hierarchical cluster analysis, each case 
represents an initial cluster. The second step results in the two most similar cases 
being grouped together. Successive grouping of similar cases and clusters 
continues until all cases eventually form one cluster. Once a cluster is formed, or a 
case has been assigned to a particular cluster, it cannot be split from that cluster, it 
can only be combined with another cluster. Various methods are used to determine 
similarity or dissimilarity between cases, the most common being the squared 
Euclidean Distance. The use of a particular cluster method then determines cluster 
membership based on the similarity/dissimilarity measure.
The most suitable clustering method selected for this study was the between-group 
average linkage method or unweighted pair-group method using arithmetic 
averages (UPGMA). The similarity statistic (Li^) for two clusters, 1 and 2 is as 
follows-
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1 7V' yv2 ■)
7Vi7 V 2^  i=i
p, q order of observations in 1 and 2 ,
2 < <
D pq squared Euclidean distance.
(Kalkstein et al., 1987)
The between-group average linkage clustering method attempts to minimise the 
within-group variance while maximising the between group variance (Kalkstein et 
al., 1987) by assessing the average squared Euclidean distance between all possible 
pairs of observations between two clusters and joining those that have the 
minimum average distance between them (Kalkstein et al., 1987).
Ultimately the number of synoptic types identified and their characteristics will 
depend on the specification of the clustering algorithm and selection of a cut-off 
point in the clustering procedure (Yamal, 1993). The clustering algorithm can have 
far reaching impacts in the derivation of homogenous synoptic types. Kalkstein et 
al. (1987) evaluated a number of algorithms commonly used in climatological 
research to determine which procedure yielded the most meaningful synoptic 
classification. They evaluated the Ward’s, average linkage and centroid method 
utilising a similar methodology to the one employed in this research. They found 
that the Ward’s method tended to produce clusters of similar size, thus, days on 
which extreme weather conditions were experienced were forced into clusters 
comprising of days on which less extreme weather occurred. This acted to increase 
the within group variance of clusters, thereby producing clusters that were less 
homogenous. The second method evaluated, that of the centroid method, produced 
one large group with many single day groups, again an unsatisfactory result when 
synoptic typing. The third method evaluated, that of the average linkage procedure 
was considered the most appropriate, as it minimised within group variances and 
maximised between group variances, producing distinctive and homogenous 
synoptic types while combining extreme weather days into distinct clusters 
(Kalkstein etal., 1987).
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Selection of the truncation point of the clustering procedure will also determine the 
number of clusters to retain and hence, number of synoptic types identified. Again, 
there are a number of tests that can be applied, none of which will give the 
‘correct’ cut off point. A scree plot of the coefficient of determination against the 
cluster number can be produced to assess for breaks in slope (Figure 6.3.3). These 
breaks indicate that two dissimilar clusters are being grouped together, thus, 
changing the within and between group variances. This is a subjective technique as 
several breaks may occur.
Figure 6.3.3 Scree plot of cluster centres for Flesland
Once the number of clusters to retain has been determined, each case representing 
a particular day can then be assigned to a cluster or homogenous synoptic type 
which can be assessed in terms of its meteorological elements. In a similar manner 
to the methodology employed by Kalkstein et al. (1990), any cluster or synoptic 
category that contained more than 15% of the total number of days was further 
subdivided by passing it through a second average-linkage clustering procedure, 
using the original normalised component scores for those days.
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Mean characteristics for each synoptic type can be identified and days from each 
cluster can be compared to weather maps as an aid to interpretation. Changes in 
frequencies of air mass types can also be assessed. In addition, and a major 
advantage of using this particular methodology, within type changes in air mass 
characteristics can be assessed. This is a crucial part of the methodology of the 
‘Temporal Synoptic Index’ as air mass frequencies may remain constant, while 
they may still be undergoing modification as a consequence of climate change. 
Thus, any study, which analyses air mass frequency changes as an indicator of 
climate change could, incorrectly conclude that, in the absence of a noticeable or 
significant change in frequencies, climate change may not be occurring.
6.4 Conclusion
This chapter applied a synoptic-climatological methodology, which has been 
successfully used in a number of other studies, to five synoptic stations in Norway. 
The methodology was selected primarily because it incorporated key climate 
variables which characterise airmass types into an automated classification 
procedure. Analysis of climate at the synoptic scale also fulfils two requirements of 
this study - establishing links between the large-scale atmospheric circulation, local 
weather elements and glacier mass balance, which provided the focus of research 
for previous chapters and secondly, the utilisation of readily available 
meteorological data remotely measured from the glacier.
The use of such an automated technique results in a methodology which, aside 
from being reproducible, is readily transferable. While the technique is reasonably 
robust, a number of subjective decisions, some of which are more critical than 
others, are required. However, these are not considered detrimental to the analysis.
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Chapter VII
Temporal Synoptic Index results
7.1 Introduction
This chapter will concentrate on an analysis of the results from the synoptic scale 
classification, presented in the previous chapter, and glacier mass balance. This 
analysis will initially involve an assessment of air mass types and characteristics to 
determine if changes have occurred in the frequency of occurrence or in the 
characteristics of particular air mass types. The principal objective of this chapter 
however will be an examination of the relationship between the synoptic 
classification and glacier mass balance.
It is also intended to conduct a more detailed analysis on one particular glacier, that 
of Rembesdalskaka, an outlet glacier from Hardanger)okulen in southern Norway, 
assuming linkages exist between the synoptic classification and glacier mass 
balance. This case study will try to establish if recent changes evident in its mass 
balance can be attributed to any recent changes in climate that may have occurred 
and which are reflected in the air mass frequencies. These results will then provide 
the basis for the remainder of the thesis, which proposes to assess likely future 
changes in air mass frequencies and the consequent effect on glacier mass balance. 
Likely changes in the future glacier behaviour of Rembesdalskaka, as a 
consequence of climate change, will also be examined.
7.2 Results from temporal synoptic index
7.2.1 Principal Components
While the number of components extracted from each station for winter varied 
between four for Nordstraum to six for Flesland and Skabu, the first principal 
component for all stations was dominated by the thermal and moisture variables, 
indicating their relative importance in the air mass classification (Appendix II). 
Cloud amount and its related variable, visibility, also loaded highly on the first
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component. The primary component at all stations accounted for a minimum of 
30% of total variance at Skabu to a maximum of 41% of total variance at Flesland.
The second component tended to comprise of the uu and vv wind scalars for the 
majority of stations indicating a strong directional component. Pressure also 
exerted an influence on this component for Flesland, Orlandet and Skabu, while for 
Nordstraum, pressure loaded highest on the third component. Pressure is the 
dominant variable for all stations, except Bodo, on component three. The wind 
scalars also have a contribution to this component again suggesting a directional 
component. Component four, appears to comprise of cloud, visibility and the wind 
scalars, but in contrast to component one, cloud amount loads negatively while 
visibility is positive for all stations, except Skabu. Component five and beyond are 
more difficult to interpret.
In all, extracted components, with eigenvalues greater than 1.0, accounted for a 
minimum of 73% of total variance at Skabu to a maximum of 82% at Bodo. This 
represents a substantial reduction in noise and in the data size with very little loss 
of data for all stations.
The component loadings for the extracted components for the summer months 
differ from those of the winter loadings. The dominance of the thermal and 
moisture variables on the first component, evident during the winter months, are 
less apparent. Moisture, cloud amount, visibility and the wind scalars are the 
dominant variables for the southern station of Flesland. While pressure, which 
loads negatively, also contributes to this component for the southern stations of 
Flesland and Bergen. The central and northern stations have a large thermal 
loading for component one, unlike their southern counterparts. While for the more 
continental station of Skabu, the influence of the thermal variable appears to have a 
diurnal influence and the component is dominated by the pressure variables. 
Orlandet, Bodo and Skabu show a diurnal strengthening of the thermal variable 
indicating increased variability possibly due to the warming of the landmass during 
the day. While no such influence for the southern, maritime influenced stations is 
obvious, possibly indicating a moderating influence of the ocean on daytime 
temperature variation during the summer months at these locations.
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Component two is essentially a thermal and moisture component, for all but the 
northern most station, Nordstraum. The influence of pressure also plays an 
important contribution to this component, especially for the southern, maritime 
stations. Again there is little consistency across stations for component three. For 
the southern stations, moisture and the wind scalars appear most important, while 
for the central stations of Orlandet and Bodo, the component is dominated by 
pressure. At Skabu, visibility and the vv scalar, with a negative pressure component 
are the key influences on this component. While humidity, visibility and the 
scalars, all interrelated variables, are most important for Nordstraum.
Interestingly, pressure is again a key ingredient for component four at the southern 
stations and Nordstraum. The vv scalar dominates for the central stations. After 
component four, interpretation again becomes increasingly difficult.
7.2.2 Cluster characteristics
Having determined the number of clusters to retain from an examination of break 
points in the scree plots, each cluster type was then characterised in terms of the 
mean of its seven weather elements. These clusters were classified according to 
the similarity of their weather elements and therefore should represent homogenous 
air mass types. Any cluster that comprised of more than 15% of the total number of 
days were sub-clustered. Mean characteristics for the sub-clusters were also 
derived (Table 7.2.1-Table 7.2.10).
To determine what circulation types the resultant air masses were associated with, 
gridded daily mean sea level pressure for a domain over Europe (Long 20° W-30° 
E, Lat 30° N-80° N) was extracted from the National Centres for Environmental 
Prediction (NCEP/NCAR) reanalysis data. This data, which exists on a 2.5° x 2.5° 
grid, was then averaged to produce a composite mean pressure surface for each 
cluster, at each station (Appendix III). Each composite surface, representing daily 
averaged mean sea level pressure, was then mapped in order to infer the large-scale 
circulation types associated with each cluster type and station location. Only 
composite surfaces for the primary air mass types were mapped. Due to 
differences in scale between both datasets, some discrepancies arose with regards
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to the large-scale circulation and station level wind directions. However, these 
differences do not present any inconsistency due to the different nature of the 
datasets being compared.
7.2.2.1 W inter
Nine major synoptic air mass categories, defined as containing 20 or more days, 
were identified for Flesland; three of which contained more than 15% of the total 
number of days and were sub-clustered (Table 7.2.1). Nine categories were also 
identified for Orlandet and Skabu (Table 7.2.2, Table 7.2.3), with two categories in 
each requiring further sub-clustering. Eleven synoptic categories were identified 
for Bodo, one of which contained days greater than 15% of total (Table 7.2.4). 
Nordstraum produced the least number of categories, eight, with two requiring sub­
clustering (Table 7.2.5). An element common to all stations was that one of the 
categories requiring sub-clustering tended to be associated with an easterly wind 
direction recorded at the station level.
The coldest synoptic categories at all stations during winter were associated with 
an easterly circulation type. Humidity for these categories was also very low, 
resulting from cold dry air being advected off the continental land mass. While the 
warmest synoptic categories were all associated with westerly circulation types. 
These westerly associated air mass types also produced some of the highest 
humidity values, associated with warm, moist air advected off the ocean. This 
maritime-continental divide is evident at all stations during the winter season.
To investigate any changes that may have occurred in the frequencies of the 
synoptic categories over the observed period, yearly frequencies of the coldest and 
warmest air mass types were examined. The coldest and warmest categories were 
selected as it is expected that these categories are likely to be more sensitive to any 
changes that may have occurred in climate as a consequence of global warming.
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Number 
of days
Pressure
(hPa)
Temperature
(°C)
Specific
Humidity
Cloud Visibility Wind Direction and 
Cover (km) Speed
Circ
Type
1 S W
la 9 8 1 0 0 6 0.6 -1 .9 0 .3 5 -0 .3 8 6 -7 2 9 -3 2 E S E ,  L ig h t  A i r
lb 17 1 0 1 5 -1 0 1 3 1 - 1 .3 - 1 . 0 0 .2 8 -0 .3 3 4 5 -7 2 7 -3 3 S E - S S E ,  L ig h t
lc 105 1021 - 1 .2 - 0 . 9 0 .3 2 -0 .3 3 4 -6 4 3 1 -3 5 E S E - S E ,  L ig h t  A i r
Id 107 1 0 2 7 0 .9 -2 .1 0 .4 2 -0 .4 7 4 7 2 5 -1 8 4 S E , L ig h t  A i r
le 16 1 035 0.0 -2 .3 0 .4 2 -0 .4 6 4 -6 4 2 6 -3 5 E /E S E ,  L ig h t  A i r
I f 3 4 1 0 1 7 - 1 0 2 4 | 1 .8 -3 .2 0 .5 1 -0 .4 3 4 3 -6 2 6 -4 1 S W - S S E ,  L ig h t  A i r
lg 14 1 0 2 4 -1 0 2 7 Î 3 .0 -5 .4 0 .6 3 -0 .5 1 4 7 -3 4 1 7 -3 6 E S E - S S W ,  L ig h t  A i r
2 173 9 9 8 -1 0 0 1 -1 .7 -0 0 .3 3 -0 3 0 4 4 -5 3 3 -4 3 S S E - S E ,  L ig h t  A i r N W
3 A E
3a 1 99 1 0 1 2 -1 0 1 4 Î -3 .1 — 1.0 0 .2 4 -0 .2 6 3 -4 4 0 -5 2 E ,  L ig h t  A i r
3b 170 1 0 2 4 -1 0 2 5 - 5 . 0 - - 1 . 5 0 .1 9 -0 .2 0 1-2 5 3 -6 1 E ,  L ig h t  A i r
3c 6 4 1 0 0 2 -1 0 0 4 4 - 7 . 3 - - 3 . 5 0 .1 7 -0 .1 9 1-2 5 5 -6 4 E ,  L ig h t  A i r
3d 80 1031 - 1 .8 -  1 .6 0 .3 0 -0 .3 3 2 -3 3 8 -4 7 4 E S E - S E ,  L ig h t  A i r
3e 19 1 0 2 2 -1 0 2 6 - 2 .6 -  1 .2 0 .2 3 -0 .2 7 4 2 -7 4 5 1 -3 9 4 S E , L ig h t
3 / 9 1 0 3 0 -1 0 2 7 4 - 5 .0 -  0 .0 0.2 1 -0 .2 8 4 0-84 7 0 -3 5 4 E - S S E ,  L ig h t
4 S W
4a 2 3 0 1020-10184 3 .4 -4 .4 0 .5 5 -0 .6 1 4 7 1 7 -1 5 4 S /S S E , L ig h t
4b 127 1 0 0 7 -1 0 0 3 4 2 .9 -4 .0 0 .4 2 -0 .4 8 4 7 2 8 -2 3 4 S E /S S E ,  G e n t le
4c 2 5 9 9 0 -9 8 9 1 .4 -2 .7 0 .3 4 -0 .3 7 4 7 2 4 -2 8 E S E /S E ,  L ig h t
4d 9 1 0 2 9 -1 0 2 4 4 2 .9 -3 .9 0 .4 1 -0 .4 6 4 6-84 1 8 -2 9 S S E , G e n tle
5 145 9 8 8 -9 8 4 4 4 .4 -4 .8 0 .6 2 -0 .6 4 7 -8 1 7 -1 9 S S E /S ,  G e n t le S W
6 2 9 6 9 9 3 -9 9 7 4 2 .7 -1 .9 4 0 .5 2 -0 .4 7 4 6 -7 2 2 -2 7 S , L ig h t C S
7 171 1 0 1 3 -1 0 0 8 4 5 .7 -6 .5 0 .7 2 -0 .8 0 8 1 1 -1 4 S , G e n tle A S W
8 189 1 0 0 1 -1 0 0 3 5 .1 -5 .9 0 .7 3 -0 .6 4 4 7 -8 1 3 -1 8 4 S W / W S W ,  L ig h t A W
9 15 1 0 0 4 -1 0 1 0 4 5 .0 -3 .4 4 0 .6 5 -0 .4 7 4 5 -7 1 8 -2 5 4 W S W / W N W ,  G e n tle A N W
10 20 1 0 2 5 -1 0 2 7 - 1 1 . 2 -  -6 .8 0.10 0-1 6 3 -6 8 E /S E ,  L ig h t  A i r S E
11 5 9 6 7 -9 7 1 5 .4 -3 .5 0 .7 8 -0 .5 3 4 6-8 11-20 S W - W N W ,  G e n tle C W
12 14 9 8 9 -9 9 1 6.6 -7 .8 0 .9 2 -1 .0 8 1 0 -1 5 S - S S W ,  G e n tle C S W
Table 7.2.1 Flesland mean winter diurnal range of meteorological variables (4 indicates
increasing or decreasing diurnal trend)
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Number 
of days
Pressure
(hPa)
Temperature
(°C)
Specific
Humidity
Cloud Visibility Wind Direction and 
Cover (km) Speed
Circ
Type
1
la 58 997-9951 -2.0--1.3 0.26-0.27 2-3 51-58 ESE, Gentle
CSE
lb 73 1007-10051 1 4^ bo 1 ■ 4^ Ö 0.24-0.25 4-5 39-45 ESE, Light
lc 158 1018-1017 -0.8--0.3 0.35-0.321 3-4 46-53 SE, Light
Id 18 1018-10121 -l.3 --0 .2 t 0.25-0.231 2-3 59-65 SE, Moderate
le 39 1010-1006 0.8-2.0 0.29-0.30 4-6 51-58 SE, Moderate
I f 24 989-996Î -6.4--1.81 0.32-0.211 5-31 41-56 ENE-ESE, Light
2 40 1023-1024 -11.4 —-10.3 0.12-0.14 1-2 46-47 E/ESE, Gentle SE
3 320 995-99 U 2.0-2.9 0.38-0.42 5-6 46-53 SE, Gentle csw
4 341 1011-1012
ooo11o\o1 0.38-0.361 5-6 33-38 SSE, Light SW
5 274 1021-1020 -5.4--4.4 0.21 1-2 52-54 ESE, Gentle SE
6
6a 214 1005-1006 3.5-3.8 0.58-0.60 7 23-26 SW, Gentle
w
6b 175 1007-10051 1.9-2.6 0.47-0.51| 6-7 33-37 S, Light
6c 92 1025-1026 3.4-3.9 0.56-0.58 6-7 29-36 SSW, Light
6d 81 991-9881 3.1-3.8 0.51-0.58t 7 36-281 S-SSW, Gentle
6e 35 975-982Î 2.6-2.21 0.51-0.55 6-7 22-23 SW-WSW, Gentle
6f 15 987-9831 4.7-6.5 0.60-0.74 8-71 37-241 SE-SSW, Gentlet
1 162 1003-101 O'! 1.3-0.71 0.46-0.42 7 23-25 W, Gentle ANW
8 125 1013-1014 5.8-6.2 0.75-0.80 7-8 19-21 WSW, Moderate AW
9 43 996-9991 -10.1 --9.3 0.15-0.16 3-4 37-361 E, Light E
10 8 992-987 5.6-6.4 0.82-0.90 8 9-14 SW-W, Moderate AW
Table 7.2.2 Orlandet mean winter diurnal range of meteorological variables (1 indicates
increasing or decreasing diurnal trend)
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Number Pressure Temperature Specific Cloud Visibility Wind Direction and Circ 
of days (hPa)________ (°C)_____ Humidity Cover (km) _______Speed_________ Type
SW1
la 121 1030-1031 -12.4-8.3 0.11-0.13
lb 87 1020-1021 OO i i P' 0.17-0.19
lc 87 1028-1029 -7.5-3.9 0.17-0.2
Id 169 1014-10151 -11.7-8.9 0.12-0.13
le 44 1006 -16.8-15.2 0.08-0.09
J f 17 1001-1006T -11.1-8.4 0.11-0.144
lg 92 999-1000 -13.9-12.2 0.11-0.12
lh 12 1030-1032T -14.4-12.2 0.11-0.13
1 i 12 1019-10251 -6.1—2.7 0.17-0.2
l j 6 1003-1008| -7-5.1 0.16-0.184
2
2a 85 1023 -3.1-0.5 0.27-0.29
2b 22 1002-1008| -8.8-6.3 0.13-0.164
2c 140 997-998 -9.3-8 0.19-0.21
2d 184 1000-1002| -7-5 0.20-0.21
2e 14 978-982t -11.8-9.4 0.14-0.16
2 f 12 1021-1022| 0.3-2.4 0.29-0.31
2g 37 1002-1003 -2.3-0.4 0.30-0.31
2h 64 1016-1017| -4.9-3.4 0.26-0.27
2i 15 989-993 -6.3—4.2 0.16-0.224
2j 8 996-1003| -3.4-3.2 0.25-0.28
3 33 1023-1025| 1.3-3.0 0.39-0.434
4 149 1018-1019T -18.3-15.5 0.07-0.08
5 5 974-9821 -7.2—5.7 0.16-0.204
6 146 1014-1015 -7.6—5.2 0.18-0.20
7 157 990-9881 -3.4-2.1 0.32-0.35
8 20 998 -0.7-0 0.32-0.34
9 56 1000-1001 -1.3-0.4 0.28-0.334
10 29 1000-9984, 1.8-2.8| 0.44-0.47
11 5 1028-1033| -4.3—2.4 0.18-0.18
0-1 22-34 NE-SSE, Light Air
5-6 11-17 E-ESE, Light Air
1-2 19-27 ESE-SSW, Light Air
2 15-29 ESE-S, Light Air
3 10-17 ENE-ESE, Light Air
1-4 12-29 SW-NNW, Light
4 11-15 E-ESE, Light Air
6-7 7-12 NNE-E, Light Air
1-2 27-38 SE-NNW, Light
3-5 11-38 WNW-NNW, Gentle
w
3-3 21-29 SE-S, Light Air
1-2 13-32 WSW-W, Light
7 6 E-ESE, Light Air
3-4 18-32 SSE-S, Light Air
3-4 24-30 SSE-S, Light Air
3-4 30-36 SSW-WNW, Light
3-4 26-37 SSE-S, Light Air
6-7 7-10 ESE, Light Air
2-3 17-36 WSW, Light
5-6 6-21 SSE-W, Light
3-4 35-45 SE-S, Light Air AW
0-1 36-43 NE-ESE, Light Air AE
5-6 10-24 NW-NNW, Gentle CNW
1-2 72-74 E-ESE, Light Air AW
6-7 13-14 ESE-SSE, Light Air CSW
4 75-79 SE-S, Light CW
3-4 16-29 SSW-SW, Light CW
5-6 19-23 SSE-SSW, Light CSW
1-2 24-35 SSW-WNW, Gentle ANW
Table 7.2.3 Skabu mean winter diurnal range of meteorological variables (! indicates increasing
or decreasing diurnal trend)
136
Number 
of days
Pressure
(hPa)
Temperature
(°C)
Specific
Humidity
Cloud Visibility Wind Direction and 
Cover (km) Speed
Circ
Type
1 206 995 1 u> Lh 1 1 Ö 0.25 5-6 55-494 ESE, Gentle CS
2 263 1010-1011 2-2.5 0.46 7 31-36 SSW, Gentle ASW
3 S/SE
3a 50 1007-1004J, -3.8--2.9 0.21-0.22 3-64 75-654 ESE, Moderate
3b 138 1009 -6.8--6.1 0.18 2-4 65-70 E, Gentle
3c 56 1013 -5.5--4.7 0.19-0.224 5-7 64-404 ESE/E, Gentle
3d 84 991-993 -5.4--6.84 0.21-0.184 3-4 61-724 E, Gentle
3e 14 1009-1013Î -3.6--7.34 0.27-0.174 7-24 22-754 SSE-E, Light
3/ 81 1028 -2.3--2.9 0.22-0.24 2-3 68-70 ESE/E, Gentle
3g 7 1028-10251 0.5-1.2 0.23-0.26 1-44 80-644 ESE, Moderate
3h 13 1016-10144 -6.8--7.4 0.13 4-5 75-78 SE, Moderate
4 217 1014-1015 1 00 1 1 oo Ö 0.15 1-2 75 E, Gentle CE
5 125 1007-10044 5.5 0.67-0.70 8 19-19 SW-WSW, Moderate SW
6 114 987 3.1-3.7 0.54-0.56 7 24-26 SSW-SW, Gentle AW
7 218 1002-10051 -0.5--1.6 0.35-0.304 6-7 27-374 SW-SSW, Light SW
8 210 995-9224 1-1.6 0.34-0.374 6-7 58-504 ESE, Gentle CSW
9 132 1021-1022 -0.7--1.1 0.30-0.284 5 59-66 ESE, Light AS
10 142 1019 3.6-4.4 0.56-0.60 7-8 24-27 SSW-SW, Gentle AW
11 82 984 1.5-1.8 0.44-0.46 7 35-38 SSE, Light W
12 6 989-985 -12.6 — 11.9 0.11-0.134 3-64 63-294 ENE-E, Gentle CSE
13 10 1012-10244 1.8-0.94 0.45-0.33 6-8 22-28 WNW, Moderate NW
14 8 963-961 -0.5 --1.0 0.30-0.32 5-8 70-60 ESE, Gentle CSE
Table 7.2.4 Bodo mean winter diurnal range of meteorological variables (J, indicates increasing
or decreasing diurnal trend)
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Number 
of days
Pressure
(hPa)
Temperature
(°C)
Specific
Humidity
Cloud Visibility Wind Direction 
Cover (km) and Speed
Circ
Type
1
la 176 1001 -9.8--9.31 0.15 2-3 48-50 SSE, Light
S
lb 236 1021-1022 -6.8--6.3 0.17-0.18 2 53-56 SSE, Light
lc 140 1014-1015 -12.1 —-11.7 0.11 1 51-55 SE/SSE, Light
Id 29 981-982 -8.3 --7.371 0.18 2-4 51-54 SSE, Light
le 20 1023-1024 -9.5--9.3 0.14 3-4 34-40 SSE-SE, Light
I f 19 1001-9951 -7.9--7.31 0.18-0.19 5-7 48-401 SSE, Gentle
lg 29 998 -10.0--10.81 0.13-0.151 5-6 17-38 SE, Light
lh 9 995-9931 -16.9--15.71 0.08-0.09 2-51 18-41 SSE, Light
2 SE
2a 156 1006-1007 1 -J 1 1 -J 0.18-0.20 5-6 29-31 SE/SSE, Light
2b 88 1024-1025 -3.6--2.8 1 0.28-0.251 5-31 46-52 SSE, Light
2c 242 1003-10011 -4.0--3.4 0.24-0.25 4-5 50-51 SSE, Light
2d 24 1007-10051 -3.9--3.1 0.23-0.24 1-2 60-65 SSE/S, Gentle
2e 30 989-9851 -7.0--6.7 0.19-0.21 5-7 37-261 SSE, Gentle
2 f 129 1015-1016 -1.8 —-1.2 0.31-0.32 5-6 43-45 SSE, Light Air
2g 101 992-993 -4.4--3.61 0.25-0.29 6-7 39-301 SSE/S, Light
2h 8 1028-1029 -0.2- 2.761 0.46-0.341 4-21 53-56 SSW-SE, Light
3 294 1000-10031 -4.0--3.7 0.26-0.28 6-7 18-24 WSW, Light NW
4 199 985-986 0.5-0.9 0.41-0.451 6-7 39-291 S/SSW, Light W
5 196 998-10031 -1.1 --0.5 0.38-0.40 7 12-16 WNW, Gentle ANW
6 193 1014-1015 1.4-2.0 0.45-0.47 6-7 35-401 SSW, Light Air AW
7 71 1003-10061 3.4-4.4 0.58-0.60 7 21-25 SW-W, Light AW
8 241 993-9911 0.4-0.9 0.37-0.38 5-6 50-51 S, Light CS
10 8 970-9651 -5.0--4.31 0.23-0.261 6 45-56 S/SSE, Gentle CS
Table 7.2.5 Nordstraum mean winter diurnal range of meteorological variables ( |  indicates
increasing or decreasing diurnal trend)
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Figure 7.2.1 Flesland cold (T S I3)
Figure 7.2.2 Orlandet cold (TSI 2 +5+9)
Figure 7.2.4 Flesland warm (TSI 7 +12)
Figure 7.2.5 Orlandet warm (TSI 6+8)
Figure 7.2.3 Skabu cold (TSI4-coldest (À ) Figure 7.2.6 Skabu djf warm (TSI 3 +10)
and TSIl-second coldest(*))
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Figure 7.2.7 Nordstraum cold (TSI lb + lc )  Figure 7.2.9 Nordstraum warm (TSI 6+7)
Figure 7.2.8 Bodo cold (TSI 4) Figure 7.2.10 Bodo warm (TSI 5 + 10)
Figure 7.2.1-Figure 7.2.10 display the frequencies of both the coldest and warmest 
air mass types for all stations for winter. There appears to be a marginal decrease in 
the frequencies of the coldest air mass types up until the early 1990s. After 
1993/1994, the frequencies of the coldest types start to show an increasing trend that 
is marked at all stations. The second coldest cluster from Skabu, a continental 
station, was included as the number of occurrences of cold days was considered low 
and this does however show a decreasing overall trend from the late 1970s. There is 
a marked comparison in the frequencies of the coldest type with an increase evident 
in the late 1970s to early 1980s and a decline afterwards until the 1990s. This 
increase occurs with a slight lag at the two more northern stations of Bodo and 
Nordstraum.
An analysis of frequencies of the warmest synoptic categories for winter suggests 
slight increases in occurrence at Flesland, Skabu and Bodo, with frequencies at 
Orlandet and Nordstraum remaining fairly constant. The increase in frequency starts 
in the late 1970s and early 1980s. The largest occurrences for all stations occurs in
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the late 1980s and early 1990s, with some stations showing an increase for some 
years more than double their average during this period, with a decreasing trend 
after this. The similarity in the timing of this increase would suggest that a 
circulation scale as oppose to a regional scale driver was in operation.
Flesland Cold Cluster (TSI3)
Figure 7.2.11 Mean temperature of cold cluster (TSI3) from Flesland
Figure 7.2.12 Mean temperature of cold cluster (TSI3a, TSI3b and TSI 3c) from Flesland
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An analysis of within category temperatures suggests that some degree of 
modification of the coldest and warmest air mass types has occurred over the period 
of analysis. The coldest cluster from Flesland (in the case of Flesland all TSI 3 was 
included in this category), Bodo and Nordstraum appear to have warmed slightly 
over the 1968-1997 period (Figure 7.2.11, Figure 7.2.13, Figure 7.2.14). However, 
contradictory results are suggested when within category temperatures are assessed 
for sub-cluster 3 (TSI3) from Flesland (Figure 7.2.12). The temperature of the 
coldest sub cluster, TSI 3c, appears to be getting increasingly colder. Slight 
warming in the remaining sub clusters within this category is compensating for this 
decrease in temperature in TSI 3c.
In contrast, no obvious trend was detected in the warm cluster types with the 
exception of Nordstraum, which was the only station to display an increasing trend 
in the average temperature of its warm cluster types during the winter season 
(Figure 7.2.15).
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Nordstraum Warm Cluster (TSI 7)
Figure 7.2.15 Mean temperature o f warm cluster (TSI 7) from Nordstraum
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7.2.2.2 Summer
Number 
of days
Pressure
(hPa)
Temperature
(°C)
Specific
Humidity
Cloud Visibility 
Cover (km)
Wind Direction and 
Speed
Circ
Type
1 271 1021-1020 11.4-18.9 1.23-1.40 3 42-54 SE-W, Light Air SW
2 CW
2a 479 1009-1010 ll.6 -1 3 .9 t 1.34-1.38 7 22-25 SSE-SW, Light
2b 69 1002-1000J, ll.3 -12 .6 t 1.23-1.311 7 20-25 SSE-S, Light
2c 32 994-997 10.6-11.8 | 1.17-1.351 7-8 15-20 S-SW, Light
2d 30 1004-1000J, 9.6-13.4| 0.92-0.97 5-7 33-46 E-SSE, Light
2e 7 997-1000 7.2-8.7] 0.72-0.9t 7-8 18-27 SE-SW, Light
2 f 30 1004-1009| 12.7-14.2t 1.47-1.871 6-7 15-32 WSW-WNW, Light
3 NW
3a 180 1009-10101 9.9-12.6| 1.00-1.151 6-7 21-38 SW-WNW, Light
3b 189 1016-1017 9.9-14.5| 1.02-1.15 5-6 32-46 S-WNW, Light Air
3c 69 1000-1002 9.4-11.51 0.98-1.071 7 20-32 SW-WNW, Light
3d 71 1006-1007 10.7-16.2t 1.10-1.26 5-6 41-58 ESE-W, Light Air
3e 93 1012-1013 12.2-17.3t 1.39-1.651 4-6 23-43 SSE-WNW, Light Air
3 f 73 1022-1023 11.3-14.8t 1.26-1.37 5-7 26-31 SSE-W, Light Air
4 CNW
4a 77 1014-10171 9.3-12.It 0.80-0.991 5-6 25-54 WNW-NW, Light
4b 208 1018 9.6-15.5t 0.96-1.071 2-3 44-62 SW-NW, Light
4c 78 1005-1006 7.6-13.2t 0.81-0.92 4-5 46-56 SE-WNW, Light Air
4d 86 1010 7.6-13.5t 0.75-0.80 2-4 55-68 SW-NW, Light
4e 44 1015-1017| 7.8-12.5t 0.68-0.71 2 57-71 WNW-NW, Light
4 f 12 1026-1027 6.5-13.5t 0.63-0.74 1-4 64-73 WSW-NW, Light Air
4g 12 1004-10121 8.6-10.5t 0.74-1.141 5-8 13-43 WNW-NNW, Light
4h 10 1004-1006| 7.9-1 It 0.66-0.76], 4-6 41-63 NNW, Light
5 13 1020-1021 6.6-12.3t 0.69-0.88 2-7t 37-66] SE-S, Light Air SW
6 113 1016-10141 14.6-20.6t 1.66-1.79 4-51 33-39] ESE-SW, Light ASE
7 51 1017-10141 10.6-14.4t 0.98-1.39t 5-81 21-40] SE-SSE, Light S
8 165 1011-1010 14.6-16t 1.87-2.011 7 17-19] SSE-SSW, Light CSW
9 104 1021-1020] 14.8-23.7t 1.68-2.14 2 40-521 E-WNW, Light Air E
10 10 1021 16.7-23.7t 3.01-3.90 3-5t 27-34] ESE-WSW, Light Air SE
11 26 1017-1016 16.4-19.5t 2.53-2.91 6-7 13-19] SSE-SSW, Light ASE
Table 7.2.6 Flesland mean summer diurnal range of meteorological variables (] indicates
increasing or decreasing diurnal trend)
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Nine major categories were also identified for Flesland during the summer months, 
three of which were sub clustered due to their size (Table 7.2.6). Eleven synoptic 
categories were uncovered for Orlandet, two requiring further clustering (Table 
7.2.7). The continental station of Skabu (Table 7.2.8) and more northern station of 
Bodo (Table 7.2.9), both produced seven synoptic categories, again with two 
requiring sub-clustering for Skabu and three for Bodo. The northern most station, 
Nordstraum, produced the least amount of synoptic categories, six, three of which 
required further sub-clustering (Table 7.2.10).
Number 
of days
Pressure
(hPa)
Temperature
(°C)
Specific
Humidity
Cloud Visibility 
Cover (km)
Wind Direction 
and Speed
Circ
Type
1 SW
la 158 1020 9.9-14.Of 1.20-1.28 6-44 39-57t S-WSW, Light Air
lb 87 1006 7.5-11.3 | 0.88-0.91 5-6 46-62t SSE-W, Light
1c 114 1016 8.9-11.8f 1.05-1.024 6 38-531 SSW-W, Light
Id 47 1024-1026f 9.7-11.97 1.09-1.004 7-44 30-57t SW-WNW, Light
1 e 238 1009 9.8-13.57 1.19-1.331 6 42-50t SSE-SW, Light Air
2 370 1015 12.3-15.9t 1.67-1.89t 5-6 31-38t S-WSW, Light Air s w
3 199 1014-10111 10.9-18.4t 1.24-1.62t 2-4 54-67t ESE-SW, Light s
4 c w
4a 46 1002-1005 10.6-10.9 1.40-1.264 8 14-19 WSW-W, Gentle
4b 142 1016-1018 10.8-12.lt 1.39-1.304 7-8 20-37t SW-W, Light
4c 46 1000-1001 12.4-13.4t 1.75-1.93 7-8 19-24 SSW-WNW, Light
4d 194 1003-1005 10.4-12.0t 1.29-1.36t 7 31-36t SSW-WSW, Light
4e 63 1018-1019 11.9-10.6t 1.52-1.64t 7-8 20-23 SW-WSW, Light
5 169 1007-1010T 8.6-9.7t 1.05-0.984 7 24-34t WSW-W, Gentle NW
6 131 1015-10181 7.3-9.5t 0.83-0.774 6-7 33-52t W-WNW, Light NW
7 219 1018-10164 7.2-13.7t 0.86-1.03t 3 56-7 It ESE-W, Light Air w
8 140 1001-9994 10.6-15.0t 1.29-1,46t 6 42-54t SE-SW, Light c s
9 123 1007-1009 14.4-18.0t 1.93-2.42t 5-7 33-38t ESE-SSW, Light c s w
10 92 1019-10174 13.9-22.6t 1.87-2.48t 2-3 34-48t ESE-SW, Light Air s
11 74 1006-10034 14.6-20.4t 1.43-1.72t 5 52-60t ESE-SSE, Light SE
12 9 1019-10154 16.6-24.7t 3.03-6.12t 2-3 28-48t E-SSE, Light
13 11 1 0 1 0 - 1 0 0 7 4 18.8-24.8t 2.49-3.07t 4-5 40-314 ESE-SSE, Light
14 11 1017-10154 16.1-23.2t 1.32-1.184 1-2 62-70t ESE-S, Gentle
Table 7.2.7 Orlandet mean summer diurnal range of meteorological variables (4 indicates
increasing or decreasing diurnal trend)
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The warmest air mass types at all stations were associated with an easterly 
circulation type again reflecting the heat capacity of the landmass, in this case for 
heat uptake, during the summer months. An analysis of the frequency occurrence of 
the warmest air mass types during the summer season suggests that the frequency 
of warm types have increased at all stations. The synchronicity in timing of these 
increases evident at all stations at the end of the 1980s, early 1990s, again indicates 
the influence of a large scale forcing mechanism.
Number Pressure Temperature Specific Cloud Visibility Wind Direction and Circ
of days (hPa) (°C) Humidity Cover (km) Speed Type
1 CW
la 224 1002-1003 5.4-8.3f 0.69-0.71 7 13-17 SSE-S, Light Air
lb 542 1010 7.3-11.84 0.75-0.814 6 23-27 ESE-S, Light Air
1c 334 1014-10134 8-14.24 0.65-0.744 3-4 40-43 ESE-SSW, Light Air
Id 171 1005 9.2-11.24 1.13-1.184 7-8 9-11 E-SE, Light Air
le 46 1002 6.7-10.64 0.54-0.664 4-5 33-38 SSE-SW, Light
I f 28 1003 5.9-10.24 0.75-0.8 5-6 80-80 NE-S, Light
lg 10 1006-1009T 10.4-13.24 0.99-1.414 5-84 12-26 S-NW, Light
2 265 1018 6.7-13.74 0.51-0.604 2 48-51 SSE-SSW, Light NE
3 E
3a 251 1022-10204 11.8-19.54 0.82-0.984 2-3 31-37 ENE-SSW, Light Air
3b 47 1024-10224 13.6-22.44 0.94-1.324 0-1 60-64 ENE-S, Light Air
3c 99 1023-10214 10.2-19.14 0.70-0.914 1-2 66-68 ENE-SSW, Light Air
3d 8 1020-10194 9.7-16.44 0.95-1.074 3-4 80-80 NE-SE, Light
4 252 1015-10144 11.9-174 1.27-1.354 5-6 26-32 E-SSE, Light Air SW
5 20 1009-1012t 5.4-9.34 0.43-0.484 3-5 58-62 WSW-WNW, Gentle NW
6 50 1020-10184 14.1-20.84 1.73-1.76 3-5 44-52 NE-SSE, Light Air SE
7 53 1009-101 It 4.8-9.14 0.43-0.504 4-5 29-34 W-NNW, Light NW
Table 7.2.8 Skabu mean summer diurnal range of meteorological variables (4 indicates 
increasing or decreasing diurnal trend)
An examination of within category temperatures reveals some intriguing results. 
Over the 1968-1997 period, it is suggested that summer temperatures have been 
decreasing for the warmest air mass types at all stations. The rate of decrease is 
marginal for some stations, namely Flesland, Bodo and Nordstraum (Figure 7.2.22,
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Figure 7.2.25, Figure 7.2.26). While for Orlandet (TSI 10 and 11) and Skabu, the 
decrease over time is more obvious (Figure 7.2.23, Figure 7.2.24).
Number Pressure Temperature Specific Cloud Visibility Wind Direction and Circ
of days (hPa) (°C) Humidity Cover (km) Speed Type
1 SW
la 137 1009-1010 8.3-9.41 0.93-0.98 7 35-331 SSW-WSW, Light
lb 25 1025-1027 9.2-12.61 1.01-1.05 5-6 51-56 S-WSW, Light
lc 17 996-1002'T 6.8-7.51 0.88-0.781 7-8 17-381 WSW, Gentle
I d 53 1001-1004 8.8-9.41 1.04-0.881 7-8 27-41 WSW-W, Light
1 e 192 1016-10181 8.0-9.01 0.90-0.871 7-8 30-441 WSW-W, Light
I f 42 1017-1018 10.5-10.9 1.29-1.23 8 12-181 SW/WSW, Gentle
l g 245 1016 9.1-11.41 1.00-1.04 7 47-56 S-SW, Light Air
lh 154 1014-1015 11.1-11.7 1.37-1.321 7-8 25-28 SW-WSW, Light
l i 34 1001-1003 10.2-10.6 1.24-1.201 7-8 23-191 SW, Gentle
2 167 1019-10171 14.1-21.2 1.39-1.63 2-3 66-70 E-SSE, Light SE
3 SE
3a 39 1020-1021 11.7-15.41 1.36-1.441 7-5 i 42-60 SE-S, Light Air
3b 111 1010 12.9-15.81 1.42-1.691 6-7 60-491 SE-S, Light
3c 234 1004-1006 11.5-12.71 1.36-1.431 7 39-42 SSE-WSW, Light Air
3d 31 999-1001 8.4-10.91 0.83-0.981 5-7 70-441 ESE-SSW, Light
3e 158 1005-1006 9.9-13.21 1.13-1.20 7-61 51-67 SSE-S, Light Air
3 f 91 999-1000 13.8-17.11 1.28-1.441 6-7 68-591 E-SE, Light
3g 104 1005-10031 11.3-16.61 1.03-1.111 5-6 73-75 E-SE, Light
3h 101 1010-10081 12.7-19.21 1.27-1.461 3-4 68-76 E-SSE, Light
3i 28 1020-1017 13.2-19.11 1.63-1.971 3-5 45-54 SE-SSW, Light Air
V 13 997-994| 9.9-11.61 0.82-0.931 6-7 72-78 E-SE, Gentle
4 148 1014-10161 6.6-8.41 0.69-0.621 5-6 52-701 SW-WSW, Light SW
5 E
5a 98 1016-1017 7.9-11.91 0.83-0.90 6-41 61-76 S-SE, Light Air
5b 50 1003 6.4-9.81 0.67-0.72 5-6 61-72 SE-SSE, Light
5c 32 1003-10011 7.3-13.11 0.87-0.97 2-3 75-701 ENE-ESE, Light
5d 45 1019-10171 5.5-12.41 0.66-0.79 2 75-791 E-SSE, Light
5e 174 1015-10141 9.04-15.41 0.93-1.07 3-4 72-76 ESE-SSE, Light
5 f 11 1028-10261 5.9-10.41 0.62-0.72 3-5 71-801 S-SSE, Light
6 92 1011-1012 13.4-14.51 1.82-1.971 7-8 24-37 SSE-WSW, Light CSW
7 43 1007-10051 16.7-19.61 1.91-2.381 6-7 53-431 E-SE, Light SE
8 12 1006-10081 8.9-9.4 1.10-1.12 7-8 16-20 SW/WSW, Moderate cw
Table 7.2.9 Bodo mean summer diurnal range of meteorological variables (1 indicates increasing
or decreasing diurnal trend)
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Number Pressure Temperature Specific Cloud Visibility Wind Direction and Circ
of days (hPa) (°C) Humidity Cover (km) Speed Type
1
la 13 1015-10124 5.2-6.24 0.68-0.774 8 20-24 ESE-SSW, Light Air
NW
lb 93 1016-10191 5.2-6.34 0.62-0.641 6-7 37-47 WNW, Light
lc 48 997-9994 7.3-8.54 0.90-1.051 7 26-31 WNW, Light
Id 301 1010-1012T 7.6-8.44 0.82-0.87 7 35-43 WNW-NW, Light
le 198 1004-10054 8 .8-104 1.01-1.07 6-7 39-46 WSW-WNW, Light Air
2
2a 413 1018-1019 8.7-114 0.91-0.964 4-5 53-59 WSW-WNW, Light Air
W
2b 547 1009-1009 10.2-12.14 1.15-1.224 6 50-53 S-WSW, Light Air
2c 66 1020-1022 11.8-12.74 1.45-1.51 6-7 32-39 WSW-WNW, Light
2d 105 1006-1007 10.9-11.94 1.48-1.66 8 20-24 SSW-W, Light Air
2e 130 1008-1009 13.4-14.84 1.83-2.03 6 36-43 S-SW, Light Air
2 f 8 991-992 10.7-13.54 1.19-1.32 6-7 43-53 S-SW,Light
3
3a 47 1014-10124 16.0-20.04 1.48-1.63 2-3 56-65 S/SE, Light
SE
3b 26 1021-10184 13.4-17.54 1.01-1.06 1-2 63-72 SE-S, Light
3c 63 1020-1022 15.2-18.84 1.79-2.08 2 48-54 S-WSW, Light Air
3d 222 1017-10154 12.9-164 1.42-1.56 3-4 53-60 S-W, light Air
3e 34 1024-10214 8.9-12.74 0.82-0.874 1-2 63-71 SE-WSW, Light Air
3 f 89 1011-10134 10.7-14.44 0.94-0.97 3-4 59-65 SSE-S, Light
3g 16 1018-10154 18.6-22.44 2.29-2.46 1-2 56-62 SW-WSW, Light Air
4 52 1004-10084 6.4-7.2 0.77-0.841 7-8 21-27 SSW-WNW, Gentle NW
5 213 1008-10064 14.6-17.54 1.81-1.954 5-6 45-50 SSE-S, Light cs
6 36 1012-10104 19.4-22.54 3.05-3.504 3 42-45 S-SW, Light cs
Table 7.2.10 Nordstraum mean summer diurnal range o f meteorological variables (J. indicates
increasing or decreasing diurnal trend)
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Figure 7.2.16 Bergen jja warm (TSI 1)
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Figure 7.2.19 Nordstraum jja warm (TSI 3+6)
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Flesland Warm Clusters (TS11 & 9)
—*-T S I 1 — TSI  9  Linear (TSI 9)  Linear (TSI 1)
Figure 7.2.22 Mean temperature of warm clusters (TSI 1 & 9) from Flesland
Orlandet Warm Clusters (TSI 3,10 & 11)
— •— T S I1 0  —■— T S I1 1 — TSI 3
Figure 7.2.23 Mean temperature of warm clusters (TSI 3 ,1 0  & 11) from Orlandet
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Figure 7.2.24 Mean temperature of warm clusters (TSI 3a) from Skabu (This cluster was 
chosen due to too few days in TSI 3b and TSI 6)
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Mean Daily JJA temperatures 1968-1998
Nordstraum  Bodo  Flesland  Orlandet  Skabu
Figure 7.2.27 Mean daily temperatures for JJA for all stations (1968-1998).
Despite the decreasing trends found in the warm clusters, an examination of 
temperatures, independent of their air mass association, suggests no apparent trend. 
The increasing frequencies of the warm air mass types evident since the early
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1990s are likely compensating for within category changes, which in the case of 
the warm categories are decreasing temperatures.
7.2.3 Conclusion
The Temporal Synoptic Index appears to produce results that are realistic and not 
purely an artefact of the methodology. There is also a large degree of consistency 
between the results from the synoptic stations, which is interpreted as an indication 
of the usefulness of the methodology as the technique is applied to each station 
independently. A synchronicity in timing between stations occurs during winter, 
when the frequencies of warm types increase, some dramatically, in the late 1980s 
early 1990s, consistent with findings from previous chapters. During the summer 
period, coherence between stations is evident with similar increases in warm air 
mass types occurring during the same period.
An analysis of within category temperature changes also indicated that the cold 
clusters, at some stations, were warming marginally during the winter period, while 
the warm clusters appeared to be cooling during the months of June, July and 
August, despite their increasing frequency of occurrence.
The effects of these within category temperature changes on glacier mass balance 
are likely to vary with season. Increases in the temperature of cold air mass types 
during winter are likely, at least initially, to have a positive effect on mass balance 
as warmer air can carry more moisture, and hence, an increase in precipitation, 
assuming an adequate moisture source. However, if the cold clusters warm above 
an absolute value of about 1°C (Laumann and Reeh, 1993), the point at which 
snow no longer falls, it has the potential to provide energy for melting during the 
winter. Any reductions in snow cover would also affect glacier albedo and would 
result in the surface of the glacier being more prone to further melting. However, 
decreases in the within category temperatures of the warm clusters during the 
summer period are likely to have very little effect, in the absence of any changes in 
frequency, on mass balance as the summer cluster temperatures are well above 
melting point.
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7.3 Relationship between air mass frequencies and glacier mass balance
To examine the effectiveness of the air mass types determined by the methodology 
in chapter five and whether or not the derived classifications are useful in an 
examination of glacier mass balance, air mass frequencies produced from the 
Temporal Synoptic Index (TSI) were related to glacier mass balance. Results from 
four of the synoptic stations, namely Flesland, Skabu, Bodo and Nordstraum, were 
related to a selection of glaciers in relative proximity to the stations (Figure 7.3.1).
Figure 7.3.1 Location o f synoptic stations (A ) and glaciers ( • )
Obtaining significant correlations was found to be sensitive to the number of 
retained clusters but insensitive to the sub-classifications of the larger clusters. If a 
number of break points were suggested in the cluster scree plot, each of the cluster 
solutions was tested with regards to mass balance. However, it is envisaged that 
this step may not be a necessary requirement in all studies of this type as an
1 Langfjordjokeien
2 Engabreen
3 Austdalsbreen 
A Alfotbreen
5 Nigardsbreen
6 Grasubreen
7 Hansebreen
8 Storbreen
9 Hellstugubreen
10 Hardangerjokulen
11 Storglaciaren
Nordstraum
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experienced climatological investigator could readily determine the ‘correct’ 
cluster solution as it generally occurred in the low teens, largely reflecting the key 
air mass types and variants of them.
Despite this, air mass type frequencies, from all four stations and both seasons, 
were found to be significantly correlated with glacier mass balance for a selection 
of glaciers in Norway (including Storglaciaren in Sweden). Zero order correlations 
from individual stations are shown to be consistent across a number of glaciers 
(Table 7.3.1-Table 7.3.8). Three glaciers, Hansebreen, Austdalsbreen and 
Langfjordjokulen, appear to display very poor results, however, on investigation 
these glaciers also have the shortest period of measurements, approximately two- 
thirds less than the others, which is reflected in the poor correlations.
Correlations between mass balance and Flesland for the winter period indicates TSI 
3 and TSI 8 as having the highest correlations. TSI 3 is essentially a cold and very 
dry synoptic type, reflecting its continental source. As a consequence of the low 
humidity values, this types negatively impacts or acts to suppress winter balance. 
TSI 8, on the other hand, is a ‘warm’ type, with relatively high temperatures and 
humidity, as a consequence of its more maritime source and has the effect of being 
positively associated with winter mass balance. TSI 6 and 7 also act to enhance 
winter balance, mainly due to high humidity values which would produce 
increased snowfall at elevation, due to the temperature lapse rate.
The major synoptic types associated with winter balance from Skabu are TSI 1,4,7 
and 9. TSI 1 and 4 are both cold type clusters, TSI 4 having the lowest humidity 
values for all of the air mass types found at Skabu, and as such are negatively 
correlated to winter mass balance. While TSI 7 and 9 are associated with a westerly 
type circulation, resulting in moisture being advected in off the ocean and has the 
effect of enhancing the winter balance.
For the more northern stations of Bodo and Nordstraum, the maritime versus 
continental air mass types again reflect the key differentiation between enhanced 
and suppressed glacier mass balance during winter.
155
TSI1 TSI2 TSI3 TSI4 TSI5 TSI6 TSI7 TSI8 TSI9 TSI10 TSI11 TSI12 TSI13 TSI14
Alfotbreen r -0.123 -0.428 -0.784 -0.030 0.404 0.614 0.613 0.691 0.544 -0.099 0.372 0.269 0.143 0.291
sig 0.519 0.018 0.000 0.875 0.027 0.000 0.000 0.000 0.002 0.603 0.043 0.151 0.452 0.119
n 30 30 30 30 30 30 30 30 30 30 30 30 30 30
Nigardsbreen r -0.253 -0.320 -0.724 -0.190 0.330 0.640 0.638 0.771 0.513 0.068 0.390 0.371 0.077 0.230
sig 0.177 0.085 0.000 0.315 0.075 0.000 0.000 0.000 0.004 0.723 0.033 0.043 0.684 0.221
n 30 30 30 30 30 30 30 30 30 30 30 30 30 30
Hardangerjokulen r -0.098 -0.356 -0.683 -0.194 0.279 0.525 0.582 0.760 0.536 -0.027 0.431 0.277 0.347 0.328
sig 0.608 0.054 0.000 0.305 0.135 0.003 0.001 0.000 0.002 0.889 0.018 0.139 0.061 0.077
n 30 30 30 30 30 30 30 30 30 30 30 30 30 30
Storbreen r -0.245 -0.344 -0.695 -0.262 0.441 0.692 0.642 0.698 0.517 -0.016 0.337 0.388 0.068 0.065
sig 0.191 0.063 0.000 0.161 0.015 0.000 0.000 0.000 0.003 0.931 0.069 0.034 0.721 0.735
n 30 30 30 30 30 30 30 30 30 30 30 30 30 30
Hellstugubreen r -0.249 -0.156 -0.689 -0.256 0.467 0.714 0.509 0.621 0.416 0.082 0.197 0.278 0.113 0.026
sig 0.184 0.410 0.000 0.172 0.009 0.000 0.004 0.000 0.022 0.666 0.297 0.137 0.551 0.893
n 30 30 30 30 30 30 30 30 30 30 30 30 30 30
Grasubreen r -0.274 0.015 -0.537 -0.266 0.499 0.668 0.344 0.406 0.232 0.032 0.097 0.306 -0.015 -0.062
sig 0.143 0.937 0.002 0.155 0.005 0.000 0.063 0.026 0.218 0.867 0.608 0.100 0.935 0.745
n 30 30 30 30 30 30 30 30 30 30 30 30 30 30
Hansebreen r -0.124 -0.088 0.066 -0.446 -0.009 0.131 -0.068 0.356 0.285 -0.345 0.147 -0.030 0.249
sig 0.687 0.775 0.830 0.127 0.976 0.669 0.825 0.232 0.345 0.248 0.632 0.923 0.412
n 13 13 13 13 13 13 13 13 13 13 13 13 13 13
Austdalsbreen r -0.049 -0.411 -0.826 -0.072 0.358 0.381 0.902 0.701 0.738 0.190 0.402 0.175
sig 0.892 0.238 0.003 0.844 0.309 0.278 0.000 0.024 0.015 0.599 0.250 0.628
n 10 10 10 10 10 10 10 10 10 10 10 10 10 10
Table 7.3.1 Flesland 14 cluster solution for winter (Significant correlations are in italics)
TSI3 TSI4 TSI5 TSI6 TSI7 TSI9 TSI11 TSI18
Engabreen r -0.582 -0.470 0.561 0.582 0.447 -0.402 0.345 0.401
sig 0.001 0.012 0.002 0.001 0.017 0.034 0.072 0.034
n 28 28 28 28 28 28 28 28
Storglaciaren r -0.587 -0.467 0.606 0.676 0.292 -0.600 0.562 0.229
sig 0.001 0.009 0.000 0.000 0.117 0.000 0.001 0.225
n 30 30 30 30 30 30 30 30
Table 7.3.2 Bodo 18 cluster solution for winter (Significant correlations are in italics). (Non-significant
cluster types were removed for space purposes)
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TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10
Storglaciaren r -0.527 -0.514 0.057 0.690 0.556 -0.092 0.148 0.492 -0.783 -0.167
sig 0.003 0.004 0.763 0.000 0.002 0.642 0.499 0.008 0.427 0.751
n 30 30 30 30 29 28 23 28 3 6
Langfjordjokelen r -0.582 -0.547 0.390 0.530 0.648 -0.012 0.373 0.104. -0.936
sig 0.100 0.128 0.299 0.142 0.059 0.975 0.363 0.790. 0.228
n 9 9 9 9 9 9 8 9 2 3
Table 7.3.3 Nordstraum 12 cluster solution for winter (Significant correlations are in italics)
TSI1 TSI2 TSI3 TSI4 TSI5 TSI6 TSI7 TSI8 TSI9 TSI10 TSI11
Alfotbreen r -0.494 0.360 0.376 -0.570 0.011 0.071 0.579 0.186 0.510 0.088 0.516
sig 0.007 0.055 0.044 0.001 0.954 0.716 0.001 0.335 0.005 0.648 0.004
n 29 29 29 29 29 29 29 29 29 29 29
Nigardsbreen r -0.460 0.305 0.247 -0.484 0.027 0.016 0.604 0.183 0.600 -0.080 0.573
sig 0.012 0.108 0.197 0.008 0.891 0.935 0.001 0.343 0.001 0.678 0.001
n 29 29 29 29 29 29 29 29 29 29 29
Hardangerjekulen r -0.388 0.290 0.340 -0.509 0.105 0.012 0.488 0.121 0.582 -0.029 0.448
sig 0.038 0.127 0.071 0.005 0.589 0.951 0.007 0.531 0.001 0.882 0.015
n 29 29 29 29 29 29 29 29 29 29 29
Storbreen r -0.453 0.350 0.135 -0.513 0.002 0.004 0.662 0.140 0.513 -0.007 0.591
sig 0.014 0.063 0.487 0.004 0.991 0.984 0.000 0.469 0.004 0.973 0.001
n 29 29 29 29 29 29 29 29 29 29 29
Hellstugubreen r -0.428 0.441 0.046 -0.528 0.087 -0.043 0.647 0.111 0.433 -0.003 0.416
sig 0.021 0.017 0.813 0.003 0.653 0.824 0.000 0.566 0.019 0.989 0.025
n 29 29 29 29 29 29 29 29 29 29 29
Grasubreen r -0.346 0.296 -0.125 -0.395 0.101 -0.002 0.627 0.179 0.225 -0.220 0.328
sig 0.066 0.120 0.518 0.034 0.601 0.992 0.000 0.352 0.241 0.251 0.082
n 29 29 29 29 29 29 29 29 29 29 29
Hansebreen r 0.084 0.501 0.404 -0.220 -0.331 -0.451 0.232 -0.567 0.347. 0.161
sig 0.785 0.081 0.171 0.470 0.270 0.122 0.446 0.044 0.245. 0.599
n 13 13 13 13 13 13 13 13 13 13 13
Austdalsbreen r -0.368 0.245 0.145 -0.526 -0.045 -0.123 0.656 0.084 0.416. 0.614
sig 0.295 0.494 0.690 0.119 0.901 0.735 0.039 0.818 0.232. 0.059
n 10 10 10 10 10 10 10 10 10 10 10
Table 7.3.4 Skabu 18 cluster solution for winter (Significant correlations are in italics)
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TSI1 TSI2 TSI3 TSI4 TSI5 TSI6 TSI7 TSI8 TSI9 TSI10 TSI11 TSI12
Alfotbreen r -0.002 0.110 -0.575 -0.216 -0.124 0.422 0.090 0.493 0.245 0.284 0.417 0.131
sig 0.993 0.564 0.001 0.251 0.514 0.020 0.635 0.006 0.193 0.128 0.022 0.490
n 30 30 30 30 30 30 30 30 30 30 30 30
Nigardsbreen r 0.173 -0.146 -0.420 -0.147 -0.032 0.487 0.068 0.251 0.265 0.236 0.420 0.002
sig 0.360 0.443 0.021 0.438 0.868 0.006 0.723 0.181 0.157 0.210 0.021 0.990
n 30 30 30 30 30 30 30 30 30 30 30 30
Hardangerjokulen r 0.213 -0.218 -0.487 -0.331 -0.157 0.714 -0.031 0.375 0.417 0.495 0.337 0.066
sig 0.258 0.246 0.006 0.074 0.406 0.000 0.872 0.041 0.022 0.005 0.069 0.729
n 30 30 30 30 30 30 30 30 30 30 30 30
Storbreen r 0.213 -0.315 -0.437 -0.351 -0.174 0.806 -0.113 0.286 0.485 0.553 0.427 0.211
sig 0.258 0.090 0.016 0.057 0.357 0.000 0.551 0.126 0.007 0.002 0.019 0.263
n 30 30 30 30 30 30 30 30 30 30 30 30
Hellstugubreen r 0.325 -0.211 -0.531 -0.335 -0.037 0.694 -0.010 0.303 0.379 0.559 0.317 -0.022
sig 0.080 0.263 0.003 0.070 0.845 0.000 0.958 0.104 0.039 0.001 0.088 0.907
n 30 30 30 30 30 30 30 30 30 30 30 30
Grasubreen r 0.447 -0.344 -0.572 -0.297 0.048 0.645 0.122 0.170 0.483 0.553 0.355 0.091
sig 0.013 0.062 0.001 0.111 0.799 0.000 0.520 0.368 0.007 0.002 0.054 0.633
n 30 30 30 30 30 30 30 30 30 30 30 30
Hansebreen r 0.216 0.140 -0.616 -0.131 -0.337 0.370 0.225 0.710 0.048 0.103. -0.103
sig 0.500 0.664 0.033 0.685 0.284 0.237 0.482 0.010 0.883 0.751. 0.750
n 12 12 12 12 12 12 12 12 12 12 12 12
Austdalsbreen r 0.209 0.043 -0.799 -0.505 -0.412 0.731 -0.240 0.626 0.245 0.456. -0.224
sig 0.562 0.907 0.006 0.136 0.237 0.016 0.504 0.053 0.496 0.185. 0.534
n 10 10 10 10 10 10 10 10 10 10 10 10
Table 7.3.5 Flesland 19 cluster solution for summer (Significant correlations are in italics)
TSI1 TSI2 TSI3 TSI4 TSI5 TSI6 TSI7 TSI8 TSI9 TSI10 TSI11 TSI12
Engabreen r -0.531 0.375 0.517 -0.372 -0.068 0.511 0.363 -0.230 -0.156 0.194 -0.381 0.468
sig 0.004 0.049 0.005 0.051 0.730 0.005 0.058 0.240 0.427 0.321 0.045 0.012
n 28 28 28 28 28 28 28 28 28 28 28 28
Storglaciaren r -0.389 0.552 0.314 -0.510 -0.158 0.593 0.397 -0.225 0.014 0.064 -0.374 0.285
sig 0.034 0.002 0.091 0.004 0.404 0.001 0.030 0.231 0.942 0.737 0.042 0.127
n 30 30 30 30 30 30 30 30 30 30 30 30
Table 7.3.6 Bodo 12 cluster solution for summer (Significant correlations are in italics)
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TSI1 TSI2 TSI3 TSI4 TSI5 TSI6
Storglaciaren r -0.607 0.025 0.636 -0.500 0.217 0.442
sig 0.000 0.898 0.000 0.005 0.249 0.015
n 30 30 30 30 30 30
Langfjordjokelen r -0.563 -0.093 0.739 -0.672 0.141 0.532
sig 0.115 0.812 0.023 0.048 0.717 0.140
n 9 9 9 9 9 9
Table 7.3.7 Nordstraum 9 cluster solution for summer (Significant correlations are in italics)
TSI1 TSI2 TSI3 TSI4 TSI5 TSI6 TSI7
Alfotbreen r -0.380 0.012 0.193 0.668 0.015 0.103 -0.382
sig 0.042 0.949 0.315 0.000 0.940 0.596 0.041
n 29 29 29 29 29 29 29
Nigardsbreen r -0.336 -0.083 0.269 0.536 -0.148 0.111 -0.293
sig 0.075 0.668 0.158 0.003 0.444 0.567 0.123
n 29 29 29 29 29 29 29
Hardangerjekulen r -0.506 -0.012 0.426 0.606 -0.065 0.193 -0.398
sig 0.005 0.949 0.021 0.000 0.737 0.315 0.032
n 29 29 29 29 29 29 29
Storbreen r -0.612 0.075 0.452 0.627 0.051 0.315 -0 .376
sig 0.000 0.699 0.014 0.000 0.793 0.096 0.044
n 29 29 29 29 29 29 29
Hellstugubreen r -0.562 0.079 0.508 0.546 -0.044 0.101 -0.303
sig 0.002 0.684 0.005 0.002 0.821 0.602 0.110
n 29 29 29 29 29 29 29
Grasubreen r -0.735 0.240 0.753 0.369 0.102 0.233 -0.413
sig 0.000 0.211 0.000 0.049 0.600 0.223 0.026
n 29 29 29 29 29 29 29
Hansebreen r -0.163 0.077 0.142 0.037 0.146 0.181 -0.058
sig 0.594 0.803 0.644 0.906 0.635 0.553 0.850
n 13 13 13 13 13 13 13
Austdalsbreen r -0.300 -0.027 0.448 0.647 -0.224 -0.089 -0.422
sig 0.399 0.941 0.194 0.043 0.533 0.807 0.225
n 10 10 10 10 10 10 10
Table 7.3.8 Skabu 13 cluster solution for summer (Significant correlations are in italics)
159
Summer air mass frequencies from Flesland were shown to be correlated with 
summer balance from a number of glaciers. In particular, TSI 3 and 6, neither of 
which are considered to be the warmest, were indicated as being the most 
influential on summer balance. TSI 3 was associated with a north westerly 
circulation type and this air mass type would act to suppress summer melting by 
drawing down cooler polar air during the ablation season. While TSI 6 is 
associated with warm continental air during the ablation period and therefore 
produces enhanced melting during this period.
Air mass frequencies from Skabu again highlight the varying influences of 
maritime and continental air mass types, in this case, on summer balance. Wind 
direction associated with TSI 1 suggests a continental influence, but this type is 
embedded in a westerly circulation type and therefore indicative of cooler maritime 
air during the summer months. This is again evident at the more northern stations 
of Bodo and Nordstraum.
7.4 Case study of Rembesdalskaka, an outlet glacier from Hardangerjokulen
Hardangerj okulen glacier, situated in southern Norway, has an area of 73km and 
is Norway’s sixth largest glacier. It has been continuously monitored since 1963, 
initially by the Norwegian Polar Institute (NPI) and since 1985 to the present by 
the Norwegian Water Resources and Energy Directorate (NVE) (Figure 7.4.1). As 
part of the monitoring strategy, depth to bed and surface elevations were surveyed 
in 1961 and again in 1995, providing useful additional information on top of the bi­
annual mass balance measurements recorded since 1963.
To investigate the relationship between synoptic scale climate and the glacier mass 
balance of Rembesdalskaka, the results from the previous section, which 
demonstrated that a relationship existed between the air mass frequencies and 
glacier mass balance for a selection of glaciers, are further investigated in order to 
determine the key air mass frequencies that influence its mass balance. Having 
established the key air mass types, empirical relationships will then be derived to 
statistically link these to glacier mass balance.
160
3 
2
& 1 Q) 1
?
£  0 
-1 -  
-2 
-3 
-4
1964 1966 1970 1974 1978 1982 1986 1990 1994 1998 Mean
 ■ Bw MBs □ Bn___
Figure 7.4.1 Mass balance for Hardangerjokulen 1963-2000.
The influence of key air mass types from both the maritime station of Flesland and 
the continental station of Skabu were analysed to assess their influence on the mass 
balance of Rembesdalskaka. Results from which suggested that the synoptic 
classification from Flesland had the most significant influence on winter balance. 
For the summer balance, the summer synoptic classification from the more 
continental station of Skabu produced the most significant results (Table 7.4.1). 
Intuitively, these results make sense. The influence of maritime dominated air mass 
types during the winter accumulation period largely reflects the importance of 
winter precipitation, while during the summer ablation period, warm continental air 
is likely to be one of the dominant influences on summer mass balance.
A number of key synoptic types were initially identified as being influential on 
winter balance from Flesland, namely that of TSI 3 and 8. In addition to the zero 
order correlations, partial correlations were also examined. The partial correlations 
suggested that TSI 4, which was not identified in the original analysis (Table
7.4.1), was also significant to winter mass balance (Table 7.4.2). The inclusion of 
TSI 8 was also ruled out from further analysis, as when this variable was entered 
into a regression analysis, it resulted in the exclusion of important additional
Hardangerjekulen Mass Blance (1963-2000)
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synoptic types. Therefore, only TSI 3 and TSI 4 were considered for further 
analysis.
Flesland DJF Skabu JJA
R Sig. R Sig
T S I 1 -0.098 0.60 -0.506 0
T S I 2 -0.356 0.05 -0.012 0.94
T S I 3 -0.683 0 0.426 0.02
T S I 4 -0.194 0.30 0.606 0
T S I 5 0.279 0.13 -0.065 0.73
T S I 6 0.525 0.00 0.193 0.31
T S I 7 0.582 0.00 -0.398 0.03
T S I 8 0.760 0.00 -0.375 0.04
T S I 9 0.536 0.00 -0.165 0.39
T S I 10 -0.027 0.88 0.112 0.56
T S I 11 0.431 0.01 0.063 0.74
T S I 12 0.277 0.13 -0.258 0.17
T S I 13 0.347 0.06 -0.123 0.52
T S I 14 0.328 0.07
Table 7.4.1 Correlations and significance levels (two-tailed) for Rem besdalskika’s winter 
balance and winter synoptic index for Flesland and summer balance and summer synoptic
index for Skabu (n=30).
TSI3 TSI4
Winter Balance -0.804 -0.602
P=0.000 P=0.001
Table 7.4.2 Partial correlations for TSI 3 and TSI4 and winter balance at Rembesdalsksika
(27 degrees of freedom, n=30).
When both these variables were input into a stepwise regression analysis as 
predictors of winter mass balance, the percentage explained variance was 63.4%. 
For comparative purposes, winter seasonal precipitation and temperature from 
Bergen, located close to Flesland, were also entered as predictors into a separate 
stepwise multiple linear regression of winter mass balance. Only winter 
precipitation was considered significant with an explained variance of 26.5%. The
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results of the air mass frequencies offer a significant improvement over these 
findings.
Winter mass balance = 3.977 + (-0.0459 x TSI3) + (-0.0463 x TSI4)
(0.295) (0.007) (0.012)
Standard errors in parenthesis
Equation 7.4.1 Regression equation relating air mass frequencies from Flesland and winter
mass balance from Rembesdalsklka.
There key synoptic types, TSI 3, 4 and 5, were selected from Skabu as being the 
most influential on the summer mass balance of Rembesdalskaka. Again, zero 
order correlations of TSI 5 from Skabu and summer balance do not appear to be 
statistically significant, but when partial correlations are examined, its relevance 
becomes more apparent. When data for the whole period were included in the 
analysis, all three predictors enter the equation with a percentage explained 
variance of 63.9%.
TSI3 TSI4 TSI5
Summer Balance 0.695 0.766 -0.394
P=0.000 P=0.000 P=0.042
Table 7.4.3 Partial correlations for TSI 3 (with TSI 4 and TSI 5 held constant) and summer 
balance at Rembesdalskaka (25 degrees of freedom, n=29).
However, for validation purposes which results in a reduced number of cases 
available for calibration, the relevance of TSI 5 becomes insignificant and 
therefore drops out of the subsequent analysis. As a consequence, only TSI 3 and 
TSI 4 are considered for input into the subsequent regression analysis (Equation
7.4.2), which results in a slight drop of the original R2 value to 58.9%.
Summer Mass balance = 0.934 + (0.05465 x TSI 4) + (0.02751 x TSI 3)
(0.177) (0.010) (0.007)
Standard errors in parenthesis
Equation 7.4.2 Regression equation relating air mass frequencies from Skabu and summer
mass balance from Rembesdalskaka.
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Again for comparative purposes, mean summer temperature from Skabu was input 
as a predictor into a separate regression analysis and was found to be negatively 
and strongly correlated to summer balance on Rembesdalskaka with an R2 of 55%. 
While Skabu is located some distance from Rembesdalskaka, which may reduce 
the strength of the correlation with temperature, the results from the air mass 
frequencies are again shown to be comparative.
1968 1972 1976 1980 1984 1988 1992 1996
Figure 7.4.2 Observed and modelled mass balance for winter based on a split sample.
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While it is problematical to validate with only thirty cases as input to a regression 
analysis, a split sample was used to test the validity of the derived empirical 
relationships. For this, the regression equations were calibrated over two thirds of 
the data with the predicted values for the remaining one third being compared with 
the observed data withheld from the analysis. Figure 7.4.2 displays the results from 
calibration including the reduced sample, after 1990, for winter balance, which are 
encouraging.
Verification of the regression equations for summer was found to be sensitive to 
selection of cases for calibration and verification. The best verification was found 
when the calibration period included the 1990s (Figure 7.4.3).
7.5 Conclusion
Analysis of glacier mass balance incorporating the regional scale climate is an area 
that has largely been neglected in the climate-glacier interaction literature. In an 
attempt to redress this deficiency, this chapter set out to bridge the gap by 
employing results from a synoptic scale climate classification, outlined in a 
preceding chapter. This classified daily weather elements into homogenous cluster 
types, derived using an objective and automated technique according to specific air 
mass types. The derived air mass types were assessed for their frequency of 
occurrence which were then related to glacier mass balance from a selection of 
glaciers in Norway. Having determined that an association existed, the relationship 
was further examined for a specific glacier, Rembesdalskaka, located in southern 
Norway.
Results from the synoptic analysis were found to be in line with findings from 
previous chapters. An increase in frequency of the warm cluster types during 
winter in the late 1980s and early 1990s is consistent with an intensification 
evident in the NAO, outlined previously, over the same time period. This period 
also marks the onset of positive net balances being recorded on the more 
continental glaciers, presumably resulting from a deeper penetration of moist air 
mass types on to the land mass.
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Frequency changes evident during winter in the wann and cold air mass types are 
also in line with findings of previous research which applied a similar technique to 
detect climate changes in the western North American Arctic. Kalkstein et al. 
(1990) found that the frequencies of cold air masses appeared to be decreasing, 
while the warmest air mass frequencies were found to be increasing over the 40 
year period examined, prior to 1990.
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Chapter VIII
Statistical downscaling: a synoptic classification for the 21st century
8.1 Introduction
Large scale dynamical models of the climate system or global climate models 
(GCMs) suggest that mean global temperatures could rise significantly as a 
consequence of increasing anthropogenic emissions of greenhouse gases. Estimates 
from a selection of GCM models suggest that end of century increases in global 
temperatures could be in the range of between 1.4-5.8°C, depending on which 
emissions scenario is considered likely (Figure 8.1.1) (IPCC, 2001b). An increase 
in global temperatures of this magnitude is likely to have a significant impact on 
climate processes operating at various scales, from global and hemispherical scale 
processes to the regional and local scale surface environmental variables.
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Figure 8.1.1 Temperature change by 2100 depending on emissions scenario (IPCC, 2001b)
Confidence in the simulations of these models is largely based on the assumptions 
and parameterisations used to develop them but also on the ability of these models 
to reproduce the observed climate (Karl et al., 1990) (Figure 8.1.2 and Figure
8.1.3). In recent years increasing sophistication of these models has resulted from 
an improved understanding of the underlying climate process and ability to 
incorporate these advances into these numerical models. Complexity of the climate
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system is also accounted for with the incorporation of horizontal and vertical 
exchanges of heat, moisture and momentum extending into the atmosphere and 
ocean (Figure 8.1.4). However, this increasing sophistication requires thousands of 
calculations for every model timestep, generally in the order of 30 minutes, and 
gridbox, generally in the order o f -2.5° x 3.75° resolution (Figure 8.1.5), resulting 
in the requirement of huge computational resources. The limiting factor, in terms 
of output scales of GCMs both temporally and spatially, is fundamentally 
dependent on the available computational power, restricting the set up and 
operation of these GCMs to a limited number of institutions.
Tamparaturs anomalies in ®C
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Figure 8.1.2 Modelled output with natural forcing only (IPCC, 2001a)
(c) Nafcjral + Anthropogenic forcing
Model results 
—  Observations
Figure 8.1.3 Modelled output with natural and anthropogenic forcing (IPCC, 2001a)
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Figure 8.1.4 Conceptual 3-Dimensional structure of a GCM
Despite the high degree of sophistication of GCMs, their output is generally too 
coarse to be useful for regional or local scale impacts analysis, as important 
processes which occur at sub grid scale are not at present resolved by these models 
(Wilby et al., 1999). Changes in both temporal and spatial variability, which may 
be just as important as the magnitude of change, are also masked at the sub grid 
scale (Wigley et al., 1990), as it is unlikely that all locations will warm by the same 
amount and at the same rate (Figure 8.1.6). Global variations in the amount and 
rate of warming will also affect the distribution and rates of change of other 
meteorological variables, such as precipitation (Figure 8.1.7), a key variable for 
glacier mass balance.
Therefore a disparity of scales exists between the global scenarios, as output by 
GCMs, and changes that could occur at the regional or local level due to these
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large-scale changes. In order to overcome some of' these scale differences, a 
number of techniques have been developed in which large-scale GCM output can 
be translated or ‘downscaled’ into information about changes in the climate which 
can then be used for local scale impact analysis.
99 f I b iC K tO t- n i iH l i i  10 19
sao°N- K ¡a
w*
r f —
?
— —— =BSA
_ ; — _ _
_ _ ,_ _
— —— — —
— -—— - - --
—_ _ _
_
'
— • — [— y
i i u B H L ^ ^ a a  
I1 H IIIIH II  
I IH H H H H  
i i n a i a a F
u n n i
i i f l p i  i*'- ü
IIOIF Ft I
H i l l  I « I »
t HH^
; v s
VS
\m
IK
I B  SÉ àlîS  4
in
a v i f i s  k
m
a m a i ^
a v s i a v
Ì2
L V
i i O H B i i a i i i n i i i i
-
0.0
Longitude. 33.76°E
27
&7-5°E
Figure 8.1.5 GCM land-sea mask and output resolution for the European domain. Grid box 
locations selected for downscaling are shown as black boxes. The selected sub-domain for 
each station is illustrated by the box outlines (Source: The Climate Impacts LINK Project).
Translating across scales or downscaling describes a set of techniques that 
fundamentally relate a surface environmental variable to the larger scale 
atmospheric forcing (Hewitson and Crane, 1996). Ultimately the aim is to describe 
the relationship between the various scales (Yamal et al., 2001) and the techniques 
were developed specifically so that these relationships could be used to develop 
more detailed regional and local climate information from GCMs (Hewitson and 
Crane, 1996).
The techniques involved in downscaling GCM output to the local-scale range from 
the simplistic to the complex. A widespread and readily applicable technique 
involves scaling an observed timeseries of a particular meteorological variable by 
the difference in the modelled variable between a scenario and control run of a 
GCM. For example, if a GCM suggests that the land area represented by a 
particular grid box will increase by 2°C between a control period, generally 1961-
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1990, and a future time period, then this value is added to an observed temperature 
timeseries from a station geographically located within the gridbox to produce a 
climate scenario. While this technique offers a low cost and rapid assessment of 
possible change for a region, it is based on a number of simplifying assumptions, 
the crudest of which assumes that any change that occurs will be uniformly 
distributed over the area of interest. Despite its shortcomings, the change factor 
method has found widespread use due to its ease of application.
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Figure 8.1.6 Temperature for the period 2040-2069 (Source: The Climate Impacts LINK
Project).
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Figure 8.1.7 Precipitation for the period 2040-2069 (Source: The Climate Impacts LINK
Project).
Stochastic weather generators have also found widespread application in bridging 
the gap between the GCM scale and that required by impacts modellers (Zorita et 
al., 1995; Fowler et al., 2000; Palutikof et al., 2002) mainly in the engineering 
field. Weather generators are essentially random number generators conditioned to 
reproduce the statistical properties of the observed series being modelled, thus, 
they can generate long synthetic series useful for modelling. While the synthetic or
172
generated values will not match those of the observed series, the statistical 
properties of both series should be comparable. Comparisons of both the observed 
and modelled series on timescales of a month or less indicate the effectiveness of 
weather generators, but agreement tends to break down when interannual 
variability is assessed, with the weather generator producing less variability than 
that of the observed series (Wilks and Wilby, 1999). Despite these shortcomings, 
the synthetic time series can be scaled according to a GCM or the parameters that 
characterise an observed weather series can be related to circulation indices, which 
are then derived from a GCM in order to produce downscaled climate scenarios. 
Much recent development of weather generators has focused on multisite 
simulation of climate variables (Wilks, 1998; Palutikof et al., 2002). For a more 
comprehensive review of stochastic weather models see Wilks and Wilby (1999).
The application of regional climate models (RCMs), which are dynamical in 
nature, to the downscaling problem have become more widespread in recent years 
due to the increase in available computational resources. RCMs are fundamentally 
similar to GCMs in that they utilise physical parameterisations that are either 
consistent to their respective resolutions or each other (Yamal et al., 2001). Their 
added value is derived from the fact that they operate on a much smaller domain 
and as such offer a much higher resolution than that of the parent GCM within 
which they are nested. The optimum resolution at which nested RCMs operate is 
in the tens of kilometres, which may still be too coarse for some impacts analysis 
needs.
Empirical statistical downscaling has become a viable alternative to that of RCMs 
where high spatial and temporal resolution climate scenarios are required. It 
requires substantially less computational resources and produces results that are 
comparable to that output from RCMs. The methodologies employed in statistical 
downscaling are largely in common with those of synoptic climatology, however, 
the goal of downscaling is to adequately describe the relationship between 
atmospheric circulation and the surface environment, with attention being focused 
more on model parsimony and accuracy, rather than understanding the relationship 
between them (Yamal et al., 2001). As a consequence of their relative ease of
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implementation and comparability of output to RCMs, the use of statistical 
downscaling methodologies to produce climate scenarios from GCMs is now the 
favoured technique for many researchers.
The aim of this chapter is to employ a statistical downscaling technique to produce 
climate scenarios, using output from a Global Climate Model (GCM), for the two 
synoptic stations whose air mass frequencies were found to influence glacier mass 
balance on Rembesdalskaka, namely Flesland and Skabu. The statistical 
downscaling procedure will be carried out for each of the seven observed 
meteorological variables employed previously to derive the temporal synoptic 
index (TSI) in order to produce a TSI based on the downscaled and modelled data. 
The modelled TSI will then be used as input to the regression equations, which 
related the air mass frequencies to the glacier mass balance of Rembesdalskaka, to 
assess likely changes in glacier mass balance as a consequence of climate change 
over the course of the present century.
8.2 Statistical downscaling: a brief review and highlighting of some issues 
raised
Early work in this area described the mismatch in scales between GCMs and local 
surface variables as a climate inversion problem (Kim et al., 1984) which was 
concerned with estimating the most probable distribution of a climate variable 
which corresponded with a given large scale gridpoint value. Kim et al. (1984) 
analysed monthly averaged surface temperature and total monthly precipitation in 
order to relate their most probable mesoscale distribution to large-scale monthly 
anomalies for a number of stations in Oregon using principal components and 
regression analysis. In a critique of the technique employed by Kim et al. (1984), 
Wigley et al. (1990) also employed a regression analysis using monthly data for 
temperature and precipitation for a number of stations in Oregon, but in contrast to 
Kim et al. (1984), employed a separate analysis for each month, to account for the 
effects of seasonality.
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Karl et al. (1990) introduced a methodology that resulted from a generalisation of 
the procedures used in numerical weather forecasting, namely model output 
statistics (MOS) and perfect prog (PP) procedures, which they called 
climatological projection by model statistics (CPMS) to relate GCM grid point 
free-atmosphere statistics to surface environment variables of interest, such as, 
temperature, precipitation and cloud ceilings. Principal components analysis was 
used initially to reduce redundancy in the predictor set, then canonical correlation 
analysis is employed to relate a set of predictors to a number of predictands, 
namely the surface environment variables of interest. Canonical correlation is used 
to ensure that each day’s projections are consistent among the variables (Karl et al., 
1990). As the final step, inflated regression analysis is then used to relate the 
significant canonical variables to each of the surface environment variables. 
Importantly, Karl et al. (1990) highlight the requirement for standardisation of the 
model output using the model means and variances as a crucial step as it helps 
overcome certain systematic biases that may occur in the GCM model output. 
Standardisation of model output using observed mean and variances was found to 
poorly reproduce the variability of the observed surface climate (Karl et al., 1990).
The development and application of various statistical techniques (Kim et al., 
1984; Karl et al., 1990; Wigley et al., 1990; Von Storch et al., 1993) and selection 
of an optimum predictor set of atmospheric variables have been the focus of much 
research. However, no one technique or predictor set has come to the fore and there 
has been little research in evaluating the skill of various atmospheric predictor sets 
between studies and regions. Cross comparisons between predictors and evaluation 
of skill has been complicated by the fact that different studies have utilised 
different techniques and atmospheric predictor combinations for different regions. 
A number of studies have shown that choice of technique (Wilby et al., 1998; 
Huth, 2003) and predictors can have an impact on the resulting downscaled 
scenarios (Winkler et al., 1997; Huth, 2003).
In one of the few studies in which a comparison between techniques was 
conducted, Wilby et al. (1998) employed a range of different statistical 
downscaling models to downscale daily precipitation in order to compare methods.
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They used a standard set of observed and GCM derived predictors for a number of 
methods, two of which were based on weather generators, two employed grid point 
vorticity and two were based on artificial neural networks, to facilitate an 
evaluation of skill of the different methods. This study indicated that significant 
differences in the level of skill were evident between the observed and modelled 
data, depending on which technique was employed (Wilby et al., 1998).
Zorita and Von Storch (1998) compared an analogue method to a number of more 
complicated methods, namely that of canonical correlation analysis (CCA), a linear 
method, a method based on classification and regression tree analysis (CART), a 
weather generator method and a neural network, to downscale daily and monthly 
winter precipitation for the Iberian Peninsula. Their results suggested that the 
analogue method performed as well as if not better than some of the more 
complicated methods. Based on their findings, the authors suggested that in the 
case of normally distributed variables, and where linear methods could be applied, 
that they provided a direct physical interpretation and were therefore the preferable 
option. However, in the case of non-linear variables, they indicated that the 
analogue method is preferable due to ease of implementation and simplicity of 
method (Zorita and Von Storch, 1998). As a comprehensive review of synoptic 
climatological techniques, which are also used for statistical downscaling, was 
carried out previously and will not be repeated here. Instead some issues arising 
out of the statistical downscaling literature will be discussed.
Cavazos and Hewitson (2002) try to address what they see as a lack of systematic 
study in the evaluation of the relative performance of predictors used in 
downscaling. In their analysis, they examined the skill and errors of a large number 
of individual atmospheric predictors of daily precipitation as applied to a range of 
different locations. They also tried to determine the best combination of predictors 
for examined locations for winter and summer. Their results indicated that a 
humidity variable and mid-tropospheric geopotential heights were two of the most 
relevant controls on daily precipitation for all locations and seasons analysed 
(Cavazos and Hewitson, 2002). The incorporation of an atmospheric moisture 
variable in downscaling precipitation has proved crucial, as changes are likely to
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occur in the moisture capacity of warmed air which may not be reflected in 
circulation changes alone (Murphy, 2000). This was first highlighted by Karl et al. 
(1990) and Wigley et al. (1990) but it was common until recently to find studies 
that did not include some measure of atmospheric moisture content or humidity.
Additional effects on the resultant climate change estimates may arise as a 
consequence of the size of the domain used from which the predictors are selected 
(Benestad, 2001). Wilby and Wigley (2000) in an analysis of suitable GCM 
predictors for use in downscaling precipitation found that spatial offsets can occur 
in the relationship between predictors and predictands and that the use of 
atmospheric variables from the grid cell directly over the point of interest can fail 
to capture the strongest relationships. This spatial offset in the relationship 
between predictor and predictand was found to vary both seasonally and 
geographically indicating the importance of domain size when selecting predictors. 
Selection of domain size is also important from the point of view of GCM output 
as the predictive capability or skill of the model is expected to increase with 
increasing domain size (Goodess and Palutikof, 1998).
In order to overcome some of the issues associated with the skill level of various 
domain sizes, the use of mean sea-level pressure or variables derived from mean 
sea-level pressure have formed the centrepiece of many downscaling studies due to 
its relatively conservative variability and hence predictability (Wilby, 1997; Wilby, 
1998; Goodess and Palutikof, 1998; Kilsby et al., 1998; Trigo and DaCamara, 
2000; Chen, 2000). Much of the circulation-based downscaling work has focused 
attention on the use of Lamb Weather Types (LWTs) or the derived objective 
classification technique of Jenkinson and Collison (1977) and Jones et al. (1993) in 
an extension of the methods used in synoptic climatology. Modelled mesoscale 
predictor variables, such as, mean sea-level pressure and geopotential heights, are 
also considered to have a much improved skill level in comparison to grid 
precipitation which depends on sub grid scale processes, such as, clouds being 
adequately modelled (Wilby and Wigley, 2000).
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Huth (2003) in an examination of models and predictors used to downscale daily 
temperature found that change estimates varied widely depending on both the 
models and predictors used. In line with the results of Cavazos and Hewitson 
(2002), Huth’s (2003) results also indicated that the use of circulation indices alone 
were not sufficient and that additional variables were required, such as a variable 
that described radiation-induced changes, otherwise the models predicted 
unrealistically low change estimates (Huth, 2003).
8.3 Methodology
Empirical statistical downscaling is based on the development of mathematical 
transfer functions or relationships between observed large-scale atmospheric 
variables and the surface environmental variable of interest. The transfer functions 
are generally regression based and are derived between a set of atmospheric grid 
scale predictors and a single predictand, however, some studies have utilised 
Canonical Correlation Analysis (CCA) to derive relationships between sets of 
predictors and predictands (Karl et al., 1990: Zorita and Von Storch, 1998; Busuioc 
and Von Storch, 2003).
As suggested by Karl et al. (1990), prior standardisation of the predictor variables 
is recommended to ensure that the statistical properties between predictor datasets 
is maintained. Standardisation is normally undertaken by applying the standard z- 
score method using means and variances internal to the predictor variable (Karl et 
al., 1990) which may help overcome some of the systematic biases that can occur 
in GCM output.
In order to ensure consistency between the developmental stage and production of 
scenarios from GCM data, gridded observed data, which are readily available from 
a number of reanalysis projects, are used to calibrate the transfer functions. Even 
though the reanalysis data are essentially modelled data, they are constrained by 
observed data from the global network and are a modelled, gridded replicate of the 
observed data. Relationships between grid box values from reanalysis data are 
highly correlated with that of the underlying observed network of stations.
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The gridded reanalysis data, whose output resolution is approximately 2.5° x 2.5° 
degrees, are first interpolated to the output resolution of the GCM (in the case of 
the Hadley GCM-2.50 x 3.75° degrees) to overcome any mismatch in scales that 
may exist between predictor datasets.
Relationships between the predictors and predictand are derived for an observed 
time period with a portion of the data withheld from the calibration of the transfer 
functions in order that the derived relationships can be tested on the withheld or 
independent data, for verification purposes. Once satisfactory verification of the 
transfer functions for the independent time period have been completed, they can 
then be used to generate climate change estimates by substituting in the 
atmospheric variable from the GCM in place of the reanalysed atmospheric data.
The calibration period is normally undertaken for the 1961-1990 period or some 
portion of this, as this period is considered the baseline reference period against 
which future changes in climate will be assessed. This 30-year period, defined by 
the World Meteorological Organisation (WMO) as the 30-year normal period is 
considered representative of the present day climate and encompasses a range of 
natural variability (IPCC, 2001c). Also, prescribed increases in CO2 emissions in 
the model simulations commence from the model year 1990.
The use of statistical downscaling requires that a number of additional assumptions 
are made by the researcher, in addition to those made when conducting synoptic 
climatological research. The most fundamental of which assumes that the derived 
relationships between the observed predictor and predictand will remain constant 
under conditions of climate change and that the relationships are time-invariant 
(Yamal, 2001). It also assumes that the employed large-scale predictor variables 
are adequately modelled by the GCM for the resultant scenarios to be valid 
(Appendix III).
Von Storch et al. (1993) suggested that if statistical downscaling is to be useful, the 
relationship between predictor and predictand should explain a large part of the 
observed variability and that the expected changes in the mean climate should lie
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within the range of its natural variability. Busuioc et al. (1998), in their verification 
of the validity of empirical downscaling techniques, found that in the case 
considered, GCMs were reliable at the regional scale with respect to precipitation 
in their study area and that the assumptions of validity of predictor-predictand 
relationship held up under changed climate conditions. However, much more work 
is required to test the assumptions that are implicit in statistical downscaling.
8.3.1 Data
Global climate model data was obtained from the Climate Impacts LINK project 
which warehouses data from the United Kingdom’s Meteorological Office, Hadley 
Centre’s climate model. The model data were from the most recent model, the 
HadCM3, which is a coupled ocean-atmosphere model. Flux adjustments, which 
were a standard requirement in previous generations of models to prevent model 
drift in simulated climate as a consequence of an in balance between modelled and 
actual heat transport in the ocean, were not required by the HadCM3 GCM 
(Gordon et al., 2000). The ocean component used in the HadCM3 is also a 
substantial improvement on that used in previous Hadley models and comprises of 
20 vertical levels, with exchanges of heat, momentum and salts occurring within 
these levels and modelled at a spatial resolution 1.25° x 1.25° degrees.
The scenario used from the HadCM3 GCM, HadCM3ggal, was forced using the 
historical increase in the individual greenhouse gases from 1860-1990 and then 
individual increases in greenhouse gases producing a compound rise in radiative 
forcing of 1% per annum starting from 1990 as described in the IS95a (Kattenburg 
et al., 1996). Unlike the SRES (Special Report on Emissions Scenario) scenarios, 
tropospheric ozone is not included in this scenario, as its geographical distribution 
was not specified in the IS95a. However, this scenario was a precursor to the SRES 
scenarios and produces warming not dissimilar to the SRES A2 scenario.
The observed data comprised of the meteorological data used previously to derive 
the temporal synoptic index (TSI) for the two stations, Flesland and Skabu, whose 
air masses frequencies were found to have the largest influence on glacier mass
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balance on Rembesdalskaka (Table 8.3.1). The data covered the period 1968/9- 
1996/7 and measurements were recorded four times daily for Flesland and three 
times daily for Skabu.
Station Location Latitude Longitude
Flesland Coast 60.3°N 5.2°E
Skabu Interior 61.5°N 9.4°E
Table 8.3.1 Location of stations
Observed large-scale reanalysis data was extracted from the NCEP (National 
Centre for Environmental Prediction) reanalysis project for the period 1968-1997 
for a domain centred over each of the stations (Figure 8.1.5). This data, which 
exists on a 2.5° x 2.5 0 grid resolution, was then spatially interpolated to conform to 
the output resolution of the Hadley Centre’s GCM of 2.5° x 3.75 0 and a 3 x 3 grid 
box configuration, again centred over both stations, was extracted from the 
interpolated data (Figure 8.1.5). The extracted variables comprised of daily grid 
point mean sea-level pressure, 500 hPa, 700 hPa and 850 hPa geopotential heights, 
relative humidity from each of the geopotential heights, 2-metre specific humidity 
and 2-metre air temperature. A number of important secondary variables were then 
derived from each of the pressure surface levels for the central grid point of the 
extracted domain. These secondary variables, which convey important information 
about the state and stability of the circulation, consisted of daily vorticity (Z), 
westerly shear vorticity (ZW), southerly shear vorticity (ZS) geostrophic flow 
strength (FFF), westerly flow (W), southerly flow (S) (Table 8.3.2). These were 
derived according to the methods described by El Dessouky and Jenkinson (1979) 
and based on the pressure values of a nine-grid array centred over the area or 
station of interest.
181
•Pi •P2 •P 3
•P 4 •P 5 •P6
•P 7 •P8 •P 9
Figure 8.3.1 Organisation of grid points used in calculation. The grid Ps represents the grid
box containing the surface station.
The mean pressure for the area was calculated from the daily values of pressure at 
each of the grid points according to
P = f[(P> + P,+P7 +P9)+2{P2 + i>4 + Pt +Ps)+4P5] 
10
Pi =pressure at point Pi
The westerly flow component was calculated from the geostrophic wind equation
fP = - — ■—
P f fy
W = ^ [(¿*7  +2Pg +P9)~(Pl +2P2 +P3)] m/sec
The southerly flow component was calculated from the geostrophic southerly flow
f  a ~ \
S =
dp
v dx j Pf
Ap
VA n j
where An is 7.5° longitude at 62.50 N 
3600 longitude = 27iR cos 62.5 
3600 latitude = 2tiR 
R= radius of earth 
7.5° longitude/50 latitude = 1.5cos 62.5 =0.6926
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s = 1
0.6926
U p,+2Pì  + P ,) - U p,+ 2P ,+P,) 
4 4
Geostrophic flow (F) could then be obtained from W and S
r = illV2+S2 = (w2+S2f
ZW and ZS, the westerly and southerly shear vorticity could then be calculated (for
Flesland)
2 sin 60 
sin 61.25
W  south X- (P  +2PS+ P,)-'-(Pt +2Ps + Pt)
2 sin 60 
sin 58.75
ZW=Z(Wsouth-Wnorth)
S east Up,+2Pt + P ,)-U p i+ 2P, + P,) 4 4
S west
ZS (ScasrSwest)
Total Shear Z= ZW + ZS 
Z is positive for cyclonic and negative for anticyclonic
(El Dessouky and Jenkinson, 1979)
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Two additional derived variables were calculated from relative humidity and mean 
sea-level pressure. These additional variables were calculated by taking the present 
value of the variable minus the previous days value to produce a rate of change 
value for the variable of interest which are often indicative of important 
atmospheric changes (Karl et al., 1990). A similar set of indices were extracted 
from the GCM output for both of the domains used in this study.
Variables Derived Indices
Mean sea-level pressure (hPa) mslp W, S, FFF, ZW, ZS, Z, SLPlag24
500hPa geopotential height (m) 500 W500, S500, FFF500, ZW500, ZS500, Z500
700hPa geopotential height (m) 700 W700, S700, FFF700, ZW700, ZS700, Z700
850hPa geopotential height (m) 850 W850, Ss50, FFF850, ZW850> ZSs50> Z850
*00-*00hPa geopotential (m) thick
500hPa Relative humidity (%) R-500 R-500-lag24
700hPa Relative humidity (%) oor-
Pi ft-700-lag24
850hPa Relative humidity (%) ft-850 R-850-lag24
2m Specific Humidity (g/kg) Sph
2m Air Temperature (°C) temp
Table 8.3.2 Primary and derived predictor variables
The predictor variables from both NCEP and the GCM were standardised using 
their internal monthly means and variances according the z-score method for the 
period 1968-1996, as advocated by Karl et al. (1990).
8.3.2 Development of transfer functions
The development of the transfer functions which relate the large-scale atmospheric 
variables to the surface environmental variables, such as pressure, temperature, 
humidity, cloud amount, visibility and the wind scalars, measured at both Flesland 
and Skabu meteorological stations was carried out using a statistical downscaling 
modelling tool (SDSM). SDSM is a decision support tool that was developed to 
assess the regional impacts of climate change (Wilby et al., 2002). SDSM allows 
the user to generate climate scenarios for point locations using a robust statistical
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downscaling technique. Its ease of use facilitates the rapid development of 
scenarios and in addition provides a suite of diagnostic tools in which the data can 
be tested and compared to ensure adequate models are selected for downscaling 
purposes.
SDSM is a regression-based tool but, importantly, incorporates stochastic 
techniques which are used to inflate the variance of the downscaled data providing 
a better fit between modelled and observed data. Inflation of the variance is based 
on the assumption that local variability can be accounted for by large-scale 
variability (Von Storch, 1999).
The downscaling process is broken down into seven discrete tasks in SDSM 
(Wilby and Dawson, 2001) and they are as follows-
1. Quality control and data transformation
2. screening of predictor variables
3. model calibration
4. weather generation (observed predictors)
5. statistical analysis
6. graphing model output
7. scenario generation (using climate model predictors)
Quality control allows the user to check the input data for errors and missing 
values and the identification of outliers that may affect the analysis. In addition, the 
user can perform data transformations if required. As SDSM is regression based, 
assumptions of normality are required for the input data. Selection of important 
predictor variables, from the large-scale variables extracted from the NCEP 
reanalysis project, a crucial step in the downscaling process, is performed under the 
screening of predictor variables option. The relative importance of predictor 
variables may be seasonally variable which can be assessed as part of the selection 
process in SDSM. Partial correlation analysis can also be performed to assist in the 
selection of a parsimonious set of predictor variables and in the identification of 
problems associated with collinearity. Collinearity of predictor variables should be 
avoided as it affects the variance of the predictors in the model and can result in
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model misspecification due to the exclusion of important predictor variables as a 
consequence of incorrect model standard errors.
Having selected a parsimonious set of predictor variables for the surface 
environmental variable and timeframe of interest, which in this case was winter 
and summer, model calibration was then carried out. Model calibration was 
conducted on a split sample of fifteen years from 1968-1982 for all variables, with 
the remaining data withheld for verification purposes.
The weather generator was then used to synthetically generate multiple ensembles 
of daily weather series given the observed NCEP reanalysis predictor variables. 
Depending on the degree of regional or large-scale forcing of the surface variable 
and the percentage of explained variance by the model, stochastic ‘white noise’ is 
generated based on the standard errors of the model (Wilby and Dawson, 2001). 
This ‘white noise’ was synthetically generated for each day and was added to the 
deterministic component resulting in an inflation of model output variances that 
correspond better with the observed series (Wilby et al., 2002).
Statistical analysis of the observed and modelled output derived from either the 
NCEP or GCM predictors can then be performed, to test model adequacy. Results 
can also be graphically analysed.
The final step in the downscaling procedure in SDSM is scenario generation using 
the GCM atmospheric predictors in place of the observed NCEP reanalysis 
predictor set to produce climate change scenarios.
8.4 Results
8.4.1 Calibration and verification
Table 8.4.1 lists the selected predictors for each of the predictands. Only predictors 
that consistently entered the equations for each of the four daily measurements in 
the case of Flesland and three daily measurements in the case of Skabu were 
selected.
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Variable Flesland Skabu
Cloud Amount (00,06,12,18) Thick7_8 MSLP
W850 Z850
R-850 R700
Mslp (00,06,12,18) FFF FFF
SLP]ag24 Z
Thick5_7 Thick5_7
W850 W 850
Zs50 Z850
R-700 R7OO
Specific Humidity (00,06,12,18) Thick7_8 FFF
W850 Z
R-850 Thick7_8
S850
R850iag24
Temperature (00,06,12,18) SLP lag24 FFF
Thick7_8 Thick7_8
FFFsso S850
Ws50 850
R850 R850
««-scalar (00,06,12,18) MSLP FFF
S S
SLP lag24 W
z s ZS
FFFsso R500iag24
W 850
R500iag24
R850
Visibility (00,06,12,18) z Z
Thick7_8 W850
FFFsso z s 850
W850 R700
R850
R850[ag24
SkabclOO**
vv-scalar (00,06,12,18) W S
Z w
SLPlag24 z w
500
S850
ZS850
R850iag24
F 850
Table 8.4.1 List o f selected predictors for Flesland (ns) and Skabu (nn) (Bold indicates the 
time of measurement for Skabu). (SkabclOO**- Cloud Amounts from Skabu)
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While SDSM has a number of options for the time resolution of the model fit, 
namely, monthly, seasonal and annual, it is unlikely that predictors will be 
consistent across all the months or seasons of the year. In the case of this study, 
only the winter months of December, January and February were relevant for 
Flesland and in the case of Skabu only the summer months of June, July and 
August were relevant. Despite this, SDSM derives transfer functions for all months 
or seasons and the output below reflects this.
The percentage of explained variance also reflects the fact that all months are 
included in the analysis and not just the months or seasons of interest, for each of 
the predictands are shown in Table 8.4.2. The effect of this is likely to result in 
lower explained variance as a consequence of the predictor selection criteria that 
was focused on selecting the best predictors for the relevant winter or summer 
months from each station and not on selecting predictors suitable for all months of 
the year.
Predictand % explained variance (R2)
Flesland Skabu
Mslp (00,06,12,18) 0.96-0.97 0.97
Temperature (00,06,12,18) 0.59-0.64 0.62-0.69
Specific Humidity (00,06,12,18) 0.51-0.59 0.47-0.52
Visibility (00,06,12,18) 0.33-0.39 0.26-0.28
Cloud Amount (00,06,12,18) 0.24-0.36 0.14-0.22
uu-scalar (00,06,12,18) 0.29-0.34 0.14-0.21
vv-scalar (00,06,12,18) 0.50-0.56 0.22-0.31
Table 8.4.2 % explained variance (R2) for each variable and location (Bold indicates the time
of measurement for Skabu)
Validation of the downscaling model for each variable was conducted on an 
independent timeseries withheld from the analysis, from 1983-1996. Results for 
some of the observed means and variances for a selection of variables are shown in 
Figure 8.4.1-Figure 8.4.12. Temperature means and variances, from both Skabu 
and Flesland, appear to have been modelled adequately, which is also reflected in 
their respective R2 values from Table 8.4.2
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Figure 8.4.1 Verification for downscaled temperature-Flesland (1983-1996)
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Figure 8.4.2 Verification for downscaled temperature variance-FlesIand (1983-1996)
Modelled means of specific humidity were slightly underestimated for both 
stations. The variance is also underestimated for Flesland, but over estimated for 
Skabu. However, when just the months of interest are assessed, these discrepancies 
are much reduced, indicating much smaller differences between the modelled and 
observed data series.
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Figure 8.4.3 Verification o f downscaled specific humidity-Flesland (1983-1996)
Flesland Specific Humidity
Despite the low explained variance for the uu scalar for Flesland (0.29-0.34), 
comparisons between observed and modelled means and variances suggest a 
reasonably good fit. The model fit for Skabu has a tendency to underestimate both 
the means and variances for the summer months of June, July and August. The 
explained variance for Skabu (0.14-0.21) is the lowest for all variables, indicating a 
poor fit.
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Figure 8.4.5 Verification o f downscaled uu scalar - Flesland (1983-1996)
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Figure 8.4.6 Verification of downscaled uu scalar variance-Flesland (1983-1996)
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Figure 8.4.7 Verification o f downscaled temperature-Skabu (1983-1996)
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Figure 8.4.9 Verification o f downscaled specific humidity-Skabu (1983-1996)
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Figure 8.4.10 Verification o f Skabu specific humidity variance (1983-1996)
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Figure 8.4.11 Verification o f Skabu uu scalar (1983-1996)
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Figure 8.4.12 Verification o f downscaled uu scalar variance-Skabu (1983-1996)
8.4.2 Scenario Generation
Having derived the transfer functions for each variable, measurement period and 
station for their respective seasons of interest based on the observed NCEP 
reanalysis data, a comparative set of large-scale predictors from the GCM are then 
used as input to the transfer functions to produce climate change scenarios. In order 
to assess the gradual influence of a changing climate on glacier mass balance,
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continuous daily data from the HadCM3 model was used (Figure 8.4.13 and Figure 
8.4.14) as opposed to selecting a future timeslice of data from the model (Figure 
8.4.15-Figure 8.4.18). Selection of a timeslice is generally performed in order to 
assess the likely impacts of a changed climate on a particular surface 
environmental variable and largely ignores the effects that a gradual change in 
climate may have and which may be important, as in the case of glacier mass 
balance.
Flesland Winter Temperature 1968-2100
1982 1996 2010 2024 2038 2052 2066 2080 2094
Figure 8.4.13 Winter temperature (December, January and February) for Flesland 1968-2100,
downscaled from the HadCM3 GCM.
This section will only cover a discussion on the suggested likely changes in the two 
key parameters that affect glacier mass balance, that o f temperature and moisture 
availability.
Downscaled data from the HadCM3 ggal scenario suggest that mean winter 
temperatures will increase by ~1.25°C at Flesland by 2100, with the largest 
monthly increases occurring during December and January (Figure 8.4.15). 
Summer temperatures from Skabu are suggested to have larger increases, in the 
region of 2.5°C, by the end of the present century. The months of June and August 
are indicated to have the largest increases, of 2.6°C and 3.4°C respectively. The
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mean July temperature increase is suggested to be less than that of the summer 
average, with an increase of 1.5°C (Figure 8.4.16).
Skabu Summer Temperature 1968-2100
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Figure 8.4.14 Mean Summer temperature (June, July and August) for Skabu 1968-2100, 
downscaled from the HadCM3 GCM.
While a comparison between a maritime and continentally located station are not 
directly comparative, the suggested seasonal increases in temperature, are found 
not to be consistent with findings from other research, which suggest that warming 
should be at a maximum during the winter and at a minimum during the summer 
(Johannesson et al., 1995; Fori and el al., 2000; Hanssen-Bauer el al., 2003;). 
Higher warming rates, particularly during the winter months, are expected for more 
northern latitudes due to a change in the sea-ice cover (IPCC, 2001a). However, 
there is a large degree of uncertainty in regards to the rates of increase for Nordic 
countries and regions around the northern North Atlantic as a reduction in warming 
rates may result as a consequence of vertical mixing in the ocean (Johannesson et 
al., 1995).
The scenarios suggest that specific humidity in Flesland could increase slightly for 
all the winter months of December, January and February (Figure 8.4.17). These 
findings are consistent with what is expected under conditions of a warmer climate, 
as warmer air is likely to have an increased moisture carrying capacity.
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Figure 8.4.15 Flesland winter temperature-GCMcontroi (1968-1996) and GCMfutnre (2068-2096)
Average Temperature
18
Figure 8.4.16 Skabu summer temperature-GCMC0Iltr0| (1968-1996) and GCM future (2068-2096)
Overall reductions in specific humidity during the summer months are suggested 
for Skabu, consistent with warmer continental air. However, an increase is 
indicated for the month of August.
197
0.7
0.6
0.5
i? 0.4 
o>
0.3 
0.2 
0.1 
0
Dec Jan Feb
Specific Humidity
■ GCMc
■ GCMf
Figure 8.4.17 Flesland specific humidity-GCM,.0„troi (1968-1996) and GCMfuture (2068-2096)
Figure 8.4.18 Skabu specific humidity-GCMCOIltroi (1968-1996) and G C M future (2068-2096)
8.4.3 Downscaled Temporal Synoptic Index 1968-2100
The downscaled variables for both stations, 28 for Flesland (7 variables by 4 daily 
measurements) and 21 for Skabu (7 variables by 3 daily measurements) were then 
used as input into separate principal components analysis for both winter and 
summer. A similar methodology to that employed for deriving the temporal 
synoptic index (TSI) in a previous chapter was used on both downscaled datasets.
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C om ponent
1 2 3 4 5 6
pres 00 -0.35 0.71 0.46 0.24 -0.01 0.12
pres 06 -0.43 0.69 0.47 0.26 -0.07 0.07
pres 12 -0.47 0.65 0.48 0.28 -0.11 0.01
pres 18 -0.48 0.61 0.46 0.32 -0.14 -0.04
tmp 00 0.90 0.13 0.00 0.28 0.25 -0.04
tmp 06 0.92 0.11 0.02 0.22 0.25 -0.04
tmp 12 0.82 0.20 0.12 0.31 0.32 -0.15
tmp 18 0.90 0.16 0.10 0.23 0.23 -0.12
rho 00 0.95 0.06 0.18 -0.07 0.03 -0.09
rho 06 0.96 0.04 0.15 -0.03 0.04 -0.05
rho 12 0.97 0.06 0.15 -0.02 0.03 -0.06
rho 18 0.95 0.05 0.22 -0.07 0.03 -0.08
cld 00 0.82 0.05 -0.33 0.32 -0.04 0.20
cld 06 0.83 0.07 -0.30 0.32 -0.02 0.19
cld 12 0.85 0.06 -0.24 0.27 -0.02 0.22
cld 18 0.89 0.09 -0.12 0.21 -0.03 0.09
vis 00 -0.87 0.07 -0.05 0.07 0.35 0.21
vis 06 -0.87 0.02 -0.05 0.09 0.41 0.07
vis 12 -0.88 -0.09 0.00 0.01 0.37 -0.05
vis 18 -0.83 -0.15 -0.10 0.07 0.45 -0.02
vv 00 0.62 0.53 -0.06 -0.48 0.11 0.04
vv 06 0.50 0.67 0.01 -0.50 0.10 0.07
vv 12 0.32 0.77 0.03 -0.50 0.10 0.08
vv 18 0.21 0.81 0.01 -0.44 0.10 0.07
uu 00 0.20 -0.72 0.53 -0.12 0.08 0.18
uu 06 0.35 -0.74 0.47 -0.12 0.08 0.10
uu 12 0.38 -0.74 0.45 -0.11 -0.02 0.08
uu 18 0.53 -0.64 0.34 -0.20 0.11 0.06
Table 8.4.3 Component matrix for Flesland DJF (1968-1997) with six extracted components. 
Values less than 0.1 are not displayed. Pres-pressure; tmp-temperature; rho-specific
humidity; cld-cloud amount; vis-visibility; vv-south scalar; wn-west scalar
Principal components for the modelled datasets were derived from the component 
scores based on the 1968/9-1996/7 period. The loading scores were then applied to 
the remainder of the dataset for the 1997-2100 period. This step was undertaken to 
ensure the correct standardisation of the modelled data prior to performing PCA, 
with variable means and variances reflecting the baseline period of 1968/9-1996/7.
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Component
1 2 3 4 5 6
pres 06 0.88 0.15 0.19 -0.09 -0.01 0.27
pres 12 0.87 0.11 0.15 0.02 -0.02 0.39
pres 18 0.85 0.05 0.12 0.06 -0.02 0.42
tmp 06 0.08 0.95 -0.02 0.14 -0.03 0.02
tmp 12 0.38 0.86 -0.21 0.04 -0.01 0.00
tmp 18 0.35 0.86 -0.19 0.04 -0.02 -0.02
rho 06 -0.16 0.95 -0.01 0.13 0.01 -0.04
rho 12 -0.18 0.94 0.03 0.13 0.01 -0.06
rho 18 -0.25 0.89 0.14 0.09 0.02 -0.07
cld 06 -0.89 0.03 0.01 0.21 -0.01 0.13
cld 12 -0.88 -0.02 0.05 0.21 -0.02 0.22
cld 18 -0.85 -0.06 0.10 0.21 -0.02 0.25
vis 06 0.80 -0.25 0.17 0.22 -0.01 -0.07
vis 12 0.82 -0.11 0.08 0.14 0.02 -0.26
vis 18 0.79 -0.13 0.10 0.20 0.00 -0.23
vv 06 -0.12 0.02 0.64 0.34 -0.01 -0.27
vv 12 -0.14 0.11 0.88 -0.15 0.03 0.04
vv 18 -0.17 0.11 0.87 -0.07 0.02 0.02
uu 06 0.03 -0.03 -0.05 0.18 0.98 0.05
uu 12 0.02 -0.24 -0.09 0.72 -0.16 0.11
uu 18 0.16 -0.26 -0.06 0.79 -0.05 -0.01
Table 8.4.4 Component matrix for Skabu JJA (1968-1997) with six extracted components. 
Values less than 0.1 are not displayed. Pres-pressure; tmp-temperature; rho-specific 
humidity; cld-cloud amount; vis-visibility; vv-south scalar; uu-west scalar
In the case of modelled Flesland, five components with eigenvalues greater than
1.0 were extracted using the downscaled data for the 1968-2100 period. Six 
components were extracted using the original observed dataset. In order to ensure 
consistency between both observed and modelled datasets and subsequent 
clustering procedure, it was decided to lower the eigenvalue extraction threshold 
below 1.0 in order that six components could be extracted from the PCA for the 
downscaled data. The eigenvalue threshold had also to be lowered for Skabu to 
ensure the required number of extracted components.
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Normalisation of the principal components, using the eigenvalue for each 
component, was again conducted on the extracted principal components prior to 
clustering on both datasets.
When the component matrices between observed and modelled datasets are 
compared, the loading patterns display a good degree of consistency. In the case of 
Flesland, temperature, humidity and cloud amount load highly on component one, 
with pressure loading highly on component two. While in the case of Skabu, the 
pressure and cloud variables load highly on component one. However, there is a 
discrepancy in the loading pattern of temperature in the Skabu dataset. It loads 
highly in the observed dataset on both component one and two, while in the 
downscaled dataset, it loads weakly on component one and highly on component 
two. In general, the similarity of loading patterns, between both datasets, suggests 
that the downscaling techniques have at the very least captured some of the 
important interrelationships between variables at both stations, and that some of the 
underlying physical process have been captured, indicating a degree of confidence 
in the downscaled scenarios
Cluster centroids or means, from both stations, were extracted from the observed 
clusters discussed in chapter five. These were then input as seed cluster centres to a 
K-means clustering analysis performed on the modelled dataset. The K-means 
method, unlike the clustering technique previously employed, is a non-hierarchical 
technique but has an efficient clustering algorithm and is therefore suitable for 
large datasets. The primary reason for selecting this clustering method was that it 
allowed for the prior specification of cluster centres which is a requirement for this 
part of the study. Using the observed cluster centres constrains the modelled output 
and ensures that cluster characteristics are compatible between both observed and 
modelled datasets.
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8.4.4 Results from the downscaled Temporal Synoptic Index
Figure 8.4.19 and Figure 8.4.21 show the comparison between observed and 
downscaled air mass frequencies for Flesland and Skabu. Results for Flesland 
indicate that the downscaled air mass clusters produce realistic frequencies when 
compared to the observed frequency occurrences. Eleven of the clusters are within 
± 5%, with the remainder within ± 7% of the observed frequencies. A comparison 
of modelled current (Modc 1968-1996) and modelled future (Modf 2068-2096) 
suggest only minor changes in the winter airmass frequencies. Despite the relative 
small frequency changes, mean daily temperatures are suggested to increase across 
all clusters (Figure 8.4.20).
Figure 8.4.19 Comparison between winter air mass occurrence frequencies for Flesland. 
Observed (1968-1996), modelled current (1968-1996) and modelled future (2068-2096).
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Figure 8.4.20 Mean daily winter temperature for clusters 1-3 for Flesland.
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Figure 8.4.21 Comparison between summer air mass occurrence frequencies for Skabu. 
Observed (1968-1996), modelled current (1968-1996) and modelled future (2068-2096).
A comparison of observed and modelled air mass frequencies for Skabu indicates 
that the modelled frequencies for summer are less reliable, with cluster 1 being 
grossly underestimated, by as much as half. The remaining clusters are within ± 
7% between observed and modelled frequency occurrence. There are a number of 
possible reasons for the underestimation in the modelled output for cluster 1, which 
is predominantly a westerly cluster. Errors in the downscaling technique, resulting 
from lower percentage explained variance during the summer months are a 
contributory factor. Evidence for this is suggested from the component scores in 
the principal component analysis, where the relationship between pressure and 
temperature in component one is weaker in the modelled data than that suggested 
by the component scores from the observed data.
It is also possible that systematic biases that may occur in the parent GCM are also 
being transmitted to the downscaled output. To test if this could be the case, wind 
direction, calculated from the geostrophic equations, was compared between the 
NCEP reanalysis data used in the calibration of the downscaling transfer functions 
and the HadCM3 GCM data for the observed period.
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Figure 8.4.22 Histogram of wind direction from the observed NCEP Reanalysis data and
HadCM3 GCM data.
A comparison o f  westerly wind direction between both histograms indicates that 
while the GCM is largely capturing the right frequency o f occurrence, the shape o f  
the probability distribution function (PDF) is flatter for wind directions between
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180° to 300° (Figure 8.4.22). Thus, there is less definition between wind direction 
and inferred circulation types from the westerly segment (180° to 270°) that is 
likely to produce less defined frequencies o f  occurrence o f  westerly air mass types 
resulting in fewer westerly air mass types being classified as such. As cluster 1 
from Skabu is associated with cyclonic westerly (CW) type circulation, the likely 
effect o f this difference between the observed and modelled PDF are likely to 
impact this cluster the most severely.
As the frequency o f cluster 1 is negatively correlated to that o f clusters 2 and 3, in 
both observed and modelled air mass frequencies, the effect o f  underestimating 
modelled cluster 1 should result in increased occurrences o f  clusters 2 and 3. 
However, as the westerlies represented by the GCM are less defined, the effect o f  
the error distribution between clusters may not be too critical.
Assuming that any bias being translated to the modelled air mass frequencies from 
the HadCM3 GCM data is consistent over time, then frequency changes between 
modelled current (1969-1997) and modelled future (2069-2097) should be 
reasonably robust. The frequency occurrence o f  cluster 4 and 6 show increases in 
the region o f  12% and 11% respectively, while cluster 2 suggests a decrease in the 
order o f 10%, between modelled current and modelled future.
Figure 8.4.23 shows mean daily summer temperature increasing for clusters 1 to 3; 
increases that are apparent across all the summer cluster types.
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Figure 8.4.23 Mean daily summer temperature for clusters 1-4 for Skabu.
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8.4.5 The effects o f  changing cluster frequency occurrence on glacier mass 
balance
As outlined previously, winter and summer air mass frequency occurrences based 
on the observed data from Flesland and Skabu were related to winter and summer 
glacier mass balance from Rembesdalskaka for the period 1968-1997. Having 
derived cluster frequencies for the period 1968-2100, for both o f  these stations, 
from downscaled output based on the HadCM3 GCM output, it should be possible 
to examine the effects o f  the suggested changes in frequencies o f  the air mass types 
on mass balance from Rembesdalskaka, based on the previously derived 
relationships.
Modelled winter frequencies of TSI 3 and TSI 4 (1968-2099)
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Figure 8.4.24 Modelled frequencies of TSI 3 and 4 for winter, based on downscaled data from
Flesland.
In the regression equations based on the observed data from Flesland, TSI 4 enters 
the equation first indicating its relative importance to winter mass balance on 
Rembesdalskaka. Based on the downscaled air mass frequencies, the frequency o f  
air mass type TSI 4 is likely to increase by 5-6% during the course o f  the present 
century from Figure 8.4.24. While the frequency o f TSI 3 is suggested to decrease
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from 18% to around 12%, by end o f  century. It is likely that, as both o f  these air 
mass types have a negative effect on winter mass balance, the increasing frequency 
o f TSI 3 is likely to be compensated by a decrease in TSI 4 resulting in little 
change in winter balance.
Modelled summer frequencies of TSI 3 and TSI 4 (1968-2099)
Figure 8.4.25 Modelled frequencies of TSI 3 and 4 for summer, based on downscaled data
from Skabu.
Large changes in the frequency occurrence o f  the summer air mass type, TSI 4, 
from Skabu are suggested as occurring by end o f  century from Figure 8.4.25. The 
increase in frequency is almost threefold its current value o f  just over 10%. There 
is a marginal reduction suggested in the frequency o f occurrence o f  TSI 3 during 
the summer months. Both TSI 3 and 4 from Skabu also have a negative effect on 
summer mass balance with any increases likely to result in increased ablation 
during the summer season.
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Figure 8.4.26 Modelled glacier mass balance for Rembesdalsk&ka based on relationships 
derived between the frequency occurrence of observed air mass types at Flesland and Skabu, 
1968-2099 (Thick Lines-Observed mass balance for 1968-1997 included for comparative 
purposes; Thin line-15-year centred moving average).
Winter, summer and net balance were modelled for the period 1968-2099 using the 
modelled air mass frequencies from Flesland and Skabu as input into the equations 
relating airmass occurrences to mass balance (Figure 8.4.26). The modelled winter 
balance remains relatively constant over the course o f  the present century, while 
the summer balance, which remains constant to approximately 2010, begins to 
increase after this point resulting in increased ablation during the summer months. 
This increase in summer ablation is reflected in the net balance, which also starts to 
decline after 2010 until the 2030s. During the 2030s-2040s, net balance remains 
around zero or marginally positive. After 2050, net balance again starts to decline 
resulting in largely negative balances until the end o f century.
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Figure 8.4.27 Observed relationship between the measured equilibrium line altitude (ELA) 
and net balance for RembesdalsMka (1968-1997)
As a consequence o f decreasing annual net balance and the dependence o f  the 
equilibrium line altitude (ELA) on net balance, it is likely that the ELA will 
increase in elevation by up to 100 metres as ablation begins to outpace 
accumulation over the course o f  the century (Figure 8.4.27, Figure 8.4.28). The 
effects o f decreasing net balance, as a consequence o f  climate change, and its 
effects on the ELA o f  Rembesdalskaka (Figure 8.4.28) will be addressed in the 
next chapter where modelled net balance will be used as input to a 1-Dimensional 
ice flow  model to determine the likely change in glacier behaviour o f  
Rembesdalskaka.
Figure 8.4.28 Effect of reducing net balance on the ELA of Rembesdalskaka 1968-2099 (the 
ELA has been adjusted to account for bias in the modelled net balance) (Horizontal lines 
represent means o f the respective 30 year periods)
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C h a p t e r  I X  
Ic e  f l o w  m o d e l
9.1 Introduction
Theoretically, i f  the mass balance o f  a glacier were to remain constant, the glacier 
would attain a position o f equilibrium with the climate producing a steady state in 
which the size o f  the glacier would remain constant. However, accumulation and 
ablation rarely balance as a consequence o f  fluctuations in climate. These changes 
in accumulation and ablation, while having an immediate and short-term effect on 
the annual net balance, i f  sustained, will result in longer-term changes to the glacier 
front position (Nye, 1963b) and glacier behaviour. Changes in receipt on the 
glacier surface get propagated down the glacier as kinematic waves (Nye, 1963a) 
producing a lagged response to changes in accumulation and ablation (Paterson, 
1981). The response time o f  a glacier to any perturbation varies depending 
primarily on its size (Bahr et al., 1998) but also on a number o f  local and other 
factors. Front position changes therefore tend to lag changes in climate and this lag 
depends on the glacier’s response time.
To investigate how climate change is likely to affect the glacier behaviour and 
front position o f  Rembesdalskaka, results from previous chapters were integrated 
in order to estimate mass balance changes over the course o f  this century. The aim 
o f this chapter is to incorporate these suggested changes in net balance due to 
climate forcing, which produce changes in the equilibrium line altitude (ELA), as 
input to a 1-Dimensional glacier model. The model will consider the glacier as a 
one dimensional flow system. Despite obvious simplifying assumptions, the two- 
dimensional geometry or cross-sectional area o f  the glacier is also incorporated.
9.2 Review of mass balance and ice flow model literature
In an analysis o f  the influence o f climate on glaciers, Nye (1960) assessed the 
mechanism o f response time, treating the glacier as a one dimensional flow system, 
but incorporated kinematic wave theory. His results suggested that an important
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interaction occurs between the direct response o f  the lower part o f  glacier to 
accumulation changes, resulting in compression, and the resultant kinematic wave. 
The interaction between both o f  these forces can produce large differences in 
glacier behaviour from one glacier to another (Nye, 1960). In later work, Nye 
(1963) calculated the response for any point on the glacier to supply and loss o f  
mass, enabling a known history o f  glacier variation to be translated in to a history 
o f gain and loss rates, response curves and budget history (Nye, 1965).
Oerlemans (1988) coupled a simple climate model, which calculates perturbations 
o f surface radiation balance and temperature and forced using volcanic activity and 
greenhouse warming, to a schematic time dependant glacier model. The output 
from the simple climate model was first translated into changes in the equilibrium 
line altitude that were then used as input to the glacier model. Results from this 
study indicated good agreement with observed records o f  glacier front positions. 
However, it questions the assertion that the retreat o f  glaciers evident during the 
last century could all be attributed to global warming. Oerlemans (1998) suggested 
that only 50% o f the retreat could be accounted for in this way.
Greuell (1989) in his comprehensive analysis o f  climate, mass balance and glacier 
front position o f  Hintereisfemer, used a numerical flow model to model historical 
and future front positions, using both reconstructed climatic data and data based on 
a CO2 concentration forcing. Greuell (1989) also incorporated a simulation with a 
climate forcing based on Oerlemans (1988). While model simulations compared 
well with the historical front position data allowing for some degree o f  confidence 
to be placed in the future simulations, the simulations were found to be sensitive to 
the parameterisation between mass balance and climate. High quality mass balance 
and climate data are therefore considered to be very important. Additional 
complications were also found to affect the simulated output, such as, the 
complexity o f the glacier geometry.
Despite some o f  these complications, numerical modelling o f  glaciers has been 
undertaken by a number o f  researchers and in numerous locations, such as, the 
Nepal Himalaya (Kadota et al., 1997), N ew  Zealand (Oerlemans, 1997a), Africa
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(Hastenrath, 1992), Austria (Greuell, 1989; Van De Wal and Orelemans, 1995; 
Schlosser, 1997; Zuo and Oerlemans, 1997), Sweden (Raper et al., 1996; Brugger,
1997), Switzerland (Schmeits and Oerlemans, 1997; Wallinga and Van De Wal,
1998), Iceland (Johannesson, 1997) and Norway (Oerlemans, 1986; Laumann and 
Tvede, 1989; Oerlemans, 1997b).
Oerlemans (2000) suggests that the correct specification and hence, 
parameterisation, o f  mass balance is o f  crucial importance to any glacier modelling 
exercise. As mass balance is used to drive the ice flow  model either directly or 
through perturbing the equilibrium line altitude, uncertainties that exist in the mass 
balance model are carried through the flow  model and are reflected in the output. 
Kuhn (1989) assessed the response o f  the equilibrium line altitude to climate 
fluctuations o f  temperature, humidity and net radiation. Turbulent transfer 
coefficients were also used as input to the model.
The assumption that the mass balance gradient is conserved under conditions o f  
climatic change was examined by Oerlemans and Hoogendoom (1989). 
Observational data from a number o f glaciers suggested that interannual changes in 
mass balance might in fact be independent o f  altitude. They also examined the 
assertion that interannual variations were transferable between various climatic 
states. To assess these assumptions, an altitude dependent mass balance model was 
developed which used altitude dependent values o f  precipitation, temperature and 
atmospheric transmissivity for solar radiation.
They also examined the effects o f  changes in temperature, cloudiness, albedo and 
precipitation on the derived mass balance profiles. Under typical climatic 
conditions for the Alps, they found that a 1°K temperature change led to a change 
in the altitude o f  the EL A o f 130m, the sensitivity o f  which was found to the 
significantly affected by albedo feedback. More importantly, their findings 
indicated that the mass balance profile cannot be expected to be independent o f  
altitude and therefore they dismiss the linear balance model o f  Lliboutry (1974). 
However, their findings indicate support for the ELA profile approach in which the 
ELA curve is phase shifted up or down depending on the net balance.
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Temperature and precipitation are two key climatic determinants o f  summer and 
winter balance and their importance is reflected in the fact that they form the most 
basic input into all mass balance modelling techniques. These variables are 
generally measured at numerous locations around a glacier, can be readily 
incorporated in to a simplistic mass balance model and produce satisfactory results.
The simplest way to incorporate these variables into a mass balance model is to 
derive regression equations relating them to winter balance, summer balance or net 
balance o f  a nearby glacier. This method was used by Laumann and Tvede (1989) 
in their analysis o f  the effects o f  climate change on Graubreen, a glacier located in 
western Norway. Using a slightly modified methodology, Brugger (1997) 
incorporated, in addition to temperature and precipitation, seasonal mass balance 
into the regression equations. Equilibrium line altitudes have also been calculated 
using temperature (Wallinga and Van De Wal, 1998) and precipitation anomalies 
in a multiple linear regression (Kerschner, 1997).
A number o f studies have utilised the degree-day approach to modelling mass 
balance, which can incorporate annual, seasonal or daily temperature values, while 
snow accumulation is determined as the precipitation that falls when temperatures 
fall below 1°C (Laumann and Reeh, 1993). Values for temperature and 
precipitation are taken from nearby climate stations. If the number o f  positive 
degree-days exceed the number o f  days needed to melt snow, then the remaining 
days are used to melt glacier ice but with a modified degree-day factor. The 
degree-day factors for snow melt and ice melt and lapse rates for temperature and 
precipitation are calibrated against observed mass balance data.
Having established a relationship between the climate parameters and mass 
balance, modifying the parameters can be used to assess the sensitivity o f  mass 
balance to climate change. Laumann and Reeh (1993) found that using this 
method, with an increase o f  1-2°K and an increase in precipitation o f  10%, the low  
lying maritime glacier o f  Alfotsbreen, despite being situated in a high precipitation
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area, was more sensitive than the drier, but more elevated and inland glaciers o f  
Nigardsbreen and Hellstugubreen.
Braithwaite and Zhang (1999) also found that maritime temperate glaciers had an 
increased sensitivity to warming in comparison to sub-polar glaciers which 
displayed much reduced sensitivities. These findings were part o f  a large-scale 
assessment o f  over 37 glaciers in different parts o f  the world. They used a degree- 
day modelling approach to simulate mass balance calibrated on temperature and 
precipitation extrapolated to altitude from nearby climate stations.
Johannesson el al. (1995) found that the degree-day parameters remained relatively 
stable over time in their application o f  the degree-day modelling approach to three 
glaciers, in Iceland, Greenland and Norway. However, findings by Vincent and 
Vallon (1997) which suggested a drift in the association between temperature and 
the summer balance o f  glacier de Sarennes, may require this assertion to be tested 
further. Adding a note o f  caution, the authors suggest that calibration o f  the model 
should be based on yearly mass balance data instead o f mass balance data averaged 
over the measurement period, due to a wide range o f  possible model parameters 
that could be fit resulting in a similar solution (Johannesson et al., 1995).
Oerlemans and Reichert (2000) quantify the climate sensitivity o f  the mean 
specific balance for a number o f glaciers, utilising a model that incorporates 
temperature and precipitation anomalies to produce a seasonal sensitivity 
characteristic. Climatic sensitivity o f the mass balance can then be determined 
from anomalies from the reference state for each month.
More sophisticated approaches, such as energy balance models, which try to 
account for energy passing into and out o f a system, have also been used to model 
glacier mass balance. These models also address some o f  the deficiencies present 
in the simpler models. While they offer a much improved capability for modelling 
mass balance (Braithwaite and Zhang, 1999), their use to date has been restricted to 
a few glaciers due to a lack o f glacier-specific meteorological data and have been 
o f short duration.
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The energy balance m odel is described as fo llo w s
Qag = Rs + R i + H + S 
Equation 9.1
Q ag  energy flux between Atmosphere and Glacier 
Rs short wave radiation flux 
Ri long wave radiation flux 
H turbulent transfer o f  sensible heat 
S turbulent transfer o f  latent heat
Fluxes from the atmosphere towards the glacier are regarded as positive
(Greuell and Oerlemans, 1986)
The mass balance equation
Lm Lv
Equation 9.2
M rate o f  change o f  mass 
Lm latent heat o f  melting 
Ly latent heat o f  vapourisation 
H la  latent heat flux 
F energy flux at surface
(Oerlemans, 2000)
The correct specification o f  mass balance is o f  vital importance as uncertainties 
resulting from this process can get translated down to the final output o f  the glacier 
model (Oerlemans, 2000). As outlined above, there are numerous techniques in 
which mass balance can be modelled using a variety o f  climate parameters, from 
some o f the simpler techniques that just include temperature to the more advanced 
techniques incorporating surface energy fluxes and turbulent fluxes. While the 
techniques that incorporate temperature and precipitation are widespread due to
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readily available data, the same cannot be said for the energy balance based 
methods, which as a result are generally o f  short duration.
The synoptic based approach employed in this research, which incorporates key 
synoptic climate elements, such as temperature, humidity, wind direction and 
speed, cloudiness and visibility, does not require in-situ meteorological data from 
the surface o f  the glacier and offers a pragmatic solution to the energy balance 
technique while producing comparable results.
9.3 Glacier Model
9.3.1 Model Outline
The glacier model used to examine possible changes in the glacier behaviour o f  
Rembesdalskáka is a 1-Dimensional ice flow model which assumes that the 
geometry o f  the selected glacier facilitates the selection o f a flowline, x, an 
independent variable (Oerlemans, 1998) (Figure 9.3.1). Positioning o f  the flowline, 
while not too problematical in the lower areas o f  the glacier can present some 
problems in the upper regions. This was the case for Rembesdalskáka, mainly due 
to the presence o f  a nunatuk, which splits the flow  that then rejoins the main body 
again (Figure 9.3.2). This feature was subsequently removed from calculations o f  
bed width from the model.
Grid points along the flowline are selected at equal intervals and these locations 
define the points at which the numerical calculations are performed. Each point 
represents the area o f the glacier for a specific elevational interval (Oerlemans,
1998) and therefore it is important that the area-elevation distribution relationships 
are preserved when positioning the flowline, particularly in the accumulation zone.
The dynamic behaviour o f the glacier is described in terms o f changes in ice 
thickness, calculated from a continuity equation integrated over the ice thickness 
and glacier width (Oerlemans, 1986; Oerlemans, 1998). Vertical mean velocity is 
determined by x, the local driving stress, which is proportional to the ice thickness
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and surface slope (Oerlemans, 1997). The density o f  the glacier is considered to be 
the same everywhere (Paterson, 1981) so a conservation equation for ice volume is
SS _ S(US  )
S t Sx
+ co B
(o =  (o Q+ AH
Equation 9.3 
co glacier width at the surface 
X slope o f  valley walls 
H glacier thickness
/  1 ^S = H
v * j
area o f  glacier cross-section 
Equation 9.4
u=ud+us
Equation 9.5 
mean ice velocity in cross section
,  r 3 
=  f d H T 3 + ^ ~J d  H
u S h  
t  = - p g H  —
OX 
Equation 9.6
x driving stress 
p ice density
g acceleration due to gravity
h =  b + H  
h surface elevation 
Equation 9.7
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S cross sectional area, perpendicular to the flow  line 
b bed elevation 
B specific balance
fd velocity due to internal deformation 
fs velocity due to sliding
Substituting S, the cross sectional area, and go, glacier width at the surface, into the 
continuity equation results in,
SH - 1
St co„ + AH Sx
UH
/
+ B
Equation 9.8
Incorporating driving stress, the mean ice velocity can be expressed in terms o f  
thickness and surface slope
U =
f Shv
ySx j
+  f j H 2
f S h  
\Sx j
Sh
Sx
r = (pgf
Equation 9.9
After substitution, gives
SH - 1
St + AH Sx
D
S(b + H )
Sx
+ B
Equation 9.10
where the ice thickness is governed by a non-linear diffusion equation, where the 
diffusivity, D, is
D =  L . + ^ X H
f S h Y  . ( S h
Sx
+  f j H
Equation 9.11
\ S X  J
(Oerlemans, 1997)
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E le v a t io n  ( m )
□ 100 -3 0 0
□ 300 - 5 0 0
□ 500 -7 0 0
□ 700 -9 0 0
□ 900 -1 1 1 0
□ 1100 - 1300
1 3 0 0 -1 5 0 0
1 5 0 0 -1 7 0 0
1700 - 1900
Surveyed surface and 
digitised terrain
Surveyed bed elevation
Hardangerjokulen
Location of cross section
W o + (Lambda) H
Figure 9.3.1 Surface and bed elevation data for Rembesdalsk&ka. Also, the flowline from 
which the data used as input to the glacier model was extracted from.
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Figure 9.3.2 Cross section extracted from the profile line in Figure 9.3.1, displaying the bed
elevation, glacier surface and nunatuk.
The correct calculation o f U, the mean ice velocity, is dependent on and fs, the 
flow parameters, being approximated correctly. These parameters are in turn 
dependant on bed conditions, debris content and the crystal structure o f  the basal 
ice (Oerlemans, 1986). A range o f  values has been used previously for various 
different glaciers and these offer reasonable starting points to approximating more 
site specific values for a particular glacier being studied.
At the upper boundary, surface slope is set to zero and there is no ice flux, while 
conditions at the snout are more difficult to parameterise. However, the balance 
gradient dominates the glacier dynamics which will determine where the glacier 
ends (Oerlemans, unpublished).
9.3.2 Model Inputs
A number o f  inputs need to be specified prior to running the model. These inputs 
are extracted at each grid point whose spacing on the flowline was set at 200 metre 
intervals. Larger grid spacing can result in truncation errors in the model 
(Oerlemans, 1997). Truncation errors can also result as a consequence o f  large
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timesteps, therefore the model timestep was set at a reasonably small value o f  0.01 
years (3.65 days).
In order to extract the required data, the bed and surface elevations, surveyed by 
the Norwegian Water Resources and Energy Directorate (NVE) in 1961 and again 
in 1995, were acquired. The data existed in the form o f vector data, height 
contours, which were then imported into a geographic information systems (GIS) 
environment, ArcView 3.2, and converted to raster surfaces (Figure 9.3.1).
Elevation data only existed for the area bounded by the glacier, Hardangerjokulen, 
and only the bed o f  Rembesdalskaka had been surveyed. In order to extend the 
flowline beyond the present extent o f Rembesdalskaka, the area in front o f  the 
glacier was scanned in from the Norge 1:50000 map series o f  Myrdal (Statens 
Kartverk). The image was georeferenced and each 20-metre contour was then 
digitised on-screen using ERDAS Imagine software. The vector dataset was then 
imported into ArcView 3.2, converted to a raster surface and merged with the 
original data (top image Figure 9.3.1).
A flowline was then digitised over the surface o f the glacier, which was then split 
into over 60 200-metre interval nodes or grid points. Perpendicular cross sections, 
which intersected the flow line at each grid point, were then constructed. These 
cross sections provided the profiles from which data were extracted from both the 
bed elevation and the glacier surface data (Figure 9.3.2).
Each extracted cross section, comprising o f  bed and surface elevation values for 
each profile, were then used to determine bed width (co0) and the slope o f  the 
glacier side walls (A,), from which the glacier width at the surface (co) and glacier 
cross sectional area (S) could be determined.
While some o f this information could have been extracted from glacier maps and 
other information, the ability to incorporate the digital data into a geographic 
information system allowed for the rapid acquisition o f  the necessary information, 
once the correct tools had been set up. It also facilitated rapid extraction and testing
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o f  various grid configurations. Assuming that similar data exists for another 
glacier, the profiling and extraction techniques are also readily transferable within 
the GIS environment.
9.3.3 Glacier ice flow model
The numerical model, based on the differential equations outlined by Oerlemans 
(1997) was programmed in the PERL computer language (Appendix IV), which is 
a mathematically efficient scripting language and is cross platform compatible. The 
model was written so that it numerically calculates h over space, i, down the 
flowline, at i-14 and i+‘A, and over time, j, at j - lA  and j+Vz. Initial conditions are 
known, either the model is initialised from bedrock or zero ice conditions, or it can
be perturbed from an assumed steady state, with glacier ice. The pressure density
<2 1 
o f ice (p) was set to 910 kg m' and gravity (g), 9.81 ms' . The flow parameters
were initially set to
fd 1.9 x 10'24 Pa'3 m V  
fs 5.7 x 10'20 Pa'3 m2 s'1
(After Oerlemans, 1997).
However, these parameters were later modified during the initialisation runs, in 
order that the modelled and observed glacier profile matched.
9.3.4 Model initialisation
For initialisation and testing o f the model and parameters, the mass balance (B) 
was prescribed based on an assumption o f  steady state. To obtain a steady state 
mass balance curve, the net balance was averaged for the period 1963-1997 (Figure 
9.3.3). The forcing, B, was then based on fitting a piecewise linear fit to the 
observed mass balance expressed as a function o f  altitude. However, this method 
assumes that the shape o f the curve will remain constant in a changed climate 
situation.
224
For elevation > 1800 metres 
For elevation > 1750 metres 
For elevation < 1700 metres
B = 2.5395 + (-0.008 l*(h-ELA)) 
B = 1.1668 + (-0.0012*(h-ELA)) 
B = -0.1262 + (-0.0094*(h-ELA))
Figure 9.3.3 Altitudinal distribution o f winter, summer and net balance for Hardangerjokulen
averaged over the 1963-1997 period.
From Figure 9.3.3, mass balance reaches a maximum at approximately 1800 
metres, 100 metres below the highest point o f the glacier. From 1800 metres to the 
glacier front, there is a steep linear decrease in mass balance, which crosses from 
positive to negative at 1650 metres, the average ELA over the period o f  
observation.
Initially, the model was run to a steady state starting with zero ice volume and the 
mass balance was input as outlined above, but adjusted so that B = 0. An ELA o f  
1650 metres, based on the average ELA for the observed period 1963-1997, was 
used in the piecewise linear equations. Figure 9.3.4-Figure 9.3.8 display the 
modelled glacier surface for various time intervals.
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Figure 9.3.4 Modelled glacier surface after 50 years, starting from initial conditions of zero ice
km
Figure 9.3.5 Modelled glacier surface after 100 years, starting from initial conditions of zero
ice
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Figure 9.3.6 Modelled glacier surface after 250 years, starting from initial conditions o f zero
ice
Figure 9.3.7 Present observed glacier surface (— ) and modelled glacier surface (—) after 500 
years, starting from initial conditions of zero ice
227
Figure 9.3.8 Present observed glacier surface and modelled glacier surface after 1000 years 
starting from initial conditions o f zero ice
After 500 model years the glacier appears to reach equilibrium (Figure 9.3.7) and 
maintains its front position under the constant reference mass balance forcing. The 
agreement between model output and the observed glacier front position is very 
good, despite the coarse bed elevation.
A large range o f flow parameters were also tested and the model was found to be 
very sensitive to adjustments in both these parameters, relative to each other; 
changes in either o f  these produced different steady state surfaces, findings similar 
to Oerlemans (1997). Eventually, the values selected were as follows-
fd = 1.9 x 10'16 
fs = 5.7 x 10'13
While a combination o f  different parameter values may give similar results, the 
dependence o f  model sensitivity to the specific choice o f  values may be weak for 
non-surging glaciers (Oerlemans, 1998).
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9.3.5 Implications for Rembesdalskàka
To investigate how the changes in mass balance suggested in the previous chapter 
may effect the behaviour o f  Rembesdalskàka, the ice flow model was run based on 
the climate scenario forcing from the HadCM3 GCM downscaled output. Model 
parameters determined during the initialisation runs were retained for the scenario 
run.
B = B(steady state profile) + AB
The mass balance forcing, B, was based on perturbing the observed profile by a 
change in mass which would result in a raising or lowering o f  the ELA. 
Comparison o f  the observed and modelled winter and summer mass balances for 
the 1968-1997 period suggested that a bias existed in the modelled mass balance. 
The modelled series were adjusted so that their means compared with the observed 
data for the period 1968-1997 (Figure 9.3.9). The mass balance perturbations were 
then calculated from the resultant net balance, which, for ease o f  integration into 
the programme, were averaged for each decade.
Figure 9.3.9 Adjusted mass balance series 1968-2099
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From Figure 9.3.9, net balance shows a decreasing trend over the whole period. 
However, within this overall trend, it remains marginally positive until the early 
2030s, after which the increasing influence o f  the summer over winter balance 
forces the net balance to become increasingly negative. The importance o f  the 
winter balance contribution to the net balance o f  Rembesdalskâka (Bw/Bn =0.85) 
is clearly evident for the first few decades o f  the century, after which summer 
balance (Bs) becomes a more important contributor to net balance.
A number o f runs were undertaken to test the sensitivity o f  the model to the mass 
balance changes. These runs consisted o f initialising the model from zero ice 
conditions or using the observed glacier surface prior to perturbing the mass 
balance. However, results were comparable for model runs irrespective o f  which 
initialisation method was used.
Front Position 1990-2100
Figure 9.3.10 Modelled front position 1990-2100 (The model was run past 2100 to estimate 
likely front position after this period, assuming the 2100 decadal forcing does not change)
The modelled front position o f Rembesdalskaka suggests that, as a consequence o f  
the positive net balance during the early decades o f  the present century, the front 
position will initially advance by almost 1 km. It remains at this advanced position 
during the 2020s-2030s, after which, the negative net balances begin to have an
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effect on the glacier front position. From the 2040s-2060s, the gains o f  the early 
century have been negated and the glacier front position returns to that o f the 
1990s. After 2070, the rate o f  retreat diminishes. However, the large negative net 
balances experienced during the 2090s gives rise to a much increased rate o f  retreat 
which becomes evident during the first half o f the 22nd century.
A second mass balance forcing was also applied to the ice flow model, which uses 
the end o f century ELA suggested to be 1750 metres. The model was initialised 
from zero ice conditions and allowed to reach equilibrium with Bn=0 mass. The 
change in net balance was then applied from 2000 onwards and results are shown 
(Figure 9.3.11). A persistent change in the ELA from its 30 year average position 
(1968-1997) o f  1650 results in a retreat o f  the glacier front position o f  over 2.8 km 
from its steady state position and a lowering o f  the glacier surface throughout the 
whole elevational range.
Figure 9.3.11 Ice flow model output for a steady state surface, based on the observed mass 
balance profile 1968-1997, and modelled scenario surface based on an ELA value o f 1750 
metres, representative o f end of century conditions (The observed glacier surface o f 1995 is
included as a dashed line).
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9.4 Discussion
Despite the simplifying assumptions in the ice flow model, the model more than 
adequately simulates the observed front position and longitudinal profile o f  the 
glacier. Long initialisation runs, o f  up to 2000 model years, were performed to test 
for instabilities in the model output, the results o f  which suggested that once the 
modelled profile attained equilibrium with constant mass balance forcing, it 
remained stable. While it would have been desirable to verify the capability o f  the 
model against historical front position changes, this was not possible due to lack o f  
relevant information.
Results from the ice flow model are not entirely consistent with output from other 
modelling efforts. While comparisons are difficult, due to the various 
methodologies employed in calculating the mass balance component, the general 
trend from these studies suggests widespread glacier retreat during the course o f  
the 21st century. However, results from the present study indicate that the front 
position o f  Rembesdalskaka could advance by up to 1 km, prior to any retreat 
occurring. Primarily due to the winter balance contributions to net balance, which 
remain high for the first few decades o f  the present century the glacier mass 
balance remains in marginally positive, producing an advance o f  the glacier front 
position.
In spite o f  the fact that Rembesdalskaka had a number o f large positive mass 
balance years during the 1990s and has a small but positive net balance over the 
1963-2000 measurement period, between 1998-1999 it retreated 20 metres and 
more recently during 2000-2001, a retreat o f  46 metres in its front position has 
been recorded, while a further 16 metres retreat was recorded between 2001 and 
2002 (Figure 9.4.1) (Andreassen and Kjollmoen, 2000; Andreassen and Jackson, 
2003).
Since 2000, the number o f  Norwegian glaciers in retreat has increased in contrast 
to the 1990s when the dominant signal was one o f  advancing front positions. This 
is marked in the cumulative net balance o f  Rembesdalskaka with the largest
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cumulative balance being recorded in 2000, a value o f  8.13 mass water equivalent, 
over the entire 40-year record. Since then, Rembesdalskaka’s cumulative net 
balance, while still positive, is decreasing (Kjollmoen, 2003).
Figure 9.4.1 Measured front position changes for Rembesdalsk&ka 1998-2003 (Source: 
Norwegian Water Resources and Energy Directorate, Norway).
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Chapter X
Conclusions: Summary of findings, research limitations and some
future perspectives
10.1 Introduction
The primary objective o f  this research was an analysis o f  the relationship between 
climate and glaciers. It sought to build on previous research by progressing beyond 
a straightforward analysis o f  climate and glaciers through assessing various 
interactions that occur between the large-scale hemispherical forcing to those 
which occur at the regional and local scale. The main concern o f this thesis then 
was to conduct a systematic analysis o f  climate-glacier interactions, through an 
examination o f  how climate fluctuations are reflected in glacier mass balance, the 
critical link between glaciers and climate.
The mass balance o f a glacier is largely a response to climate forcing on a variety 
o f scales from the large-scale planetary and hemispherical scales to that o f  
localised, short duration events. While a number o f  previous studies have examined 
the relationship between climate and glaciers, these have concentrated on either 
small-scale interaction at the localised scale or with determining a relationship with 
large-scale atmospheric circulation. Few studies to date have approached this in a 
holistic manner, integrating the impact that various scales o f  climate forcing have 
on glacier mass balance, over both the short and long term. In attempting to fill this 
void this analysis employed the framework proposed by Meier (1965) (Table 
10.1.1), placing an emphasis on interactions that occurred at the synoptic scale o f  
climate and glacier mass balance.
Climate
General
Meteorological
Environment
Net Mass
Balance
o f
Glacier
Dynamic 
response 
o f  glacier
Lasting 
evidence o f  
glacier 
margin 
position
Table 10.1.1 Relationship between climate-glacier interactions (after Meier, 1965)
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In addition to the systematic analysis o f  the linkages between climate and glaciers, 
this thesis was also concerned with deriving a methodology that attempted to 
bridge the various scales at which climate and glaciers interact. The development 
and application o f  such a methodology also facilitated in realising the second 
objective o f  this thesis, which sought to assess the likely future implications o f  
climate change, as prescribed by a GCM, on the mass balance o f  a particular 
glacier, that o f  Rembesdalskaka, in western Norway.
10.2 A brief overview and discussion of findings
A systematic analysis was presented which examined both the spatial and temporal 
components o f  climate and glacier mass balance. This analysis concentrated 
initially on large-scale climate variability, which in the North Atlantic is 
predominantly due to the North Atlantic Oscillation. Variations in the NAO, which 
account for a large proportion o f variance in both the European temperature and 
precipitation series examined, were found to largely explain the divergent mass 
balance signal evident between southern and northern European glaciers. While 
local variability was evident in the climate series, long-term variations in both 
these variables could largely be accounted for by the NAO, resulting in short term 
trends superimposed on the long term increases or decreases recorded at these 
stations.
Temperature was found to be increasing significantly during both winter and 
summer at the southern European stations, while only two stations from 
Scandinavia displayed evidence o f  significant increases, restricted to the summer 
months. Increases in precipitation were also found to have occurred, particularly in 
Scandinavia. Synchronicity in the timing o f  changes in both the climate and mass 
balance series were also examined and were shown to largely reflect changes 
occurring in the large scale forcing mechanisms in the North Atlantic, which are in 
turn responsible for the large-scale transfer o f  heat and moisture from the equator 
to the pole through an integration o f  the ocean and atmosphere.
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In an attempt to incorporate the various climate scales and variables which were 
found to be important for glacier mass balance, a synoptic-climatological 
methodology was developed which linked the atmospheric scale circulation and 
surface weather elements into a unified approach through classifying circulation 
types based on daily surface weather elements. This approach also facilitates an 
improved understanding o f the climate controls, which operate at various scales 
and exert an influence on glacier mass balance.
An examination o f the frequencies o f  occurrence o f the air mass types indicated 
that they were highly correlated with both winter and summer mass balance. 
Changes in frequencies were also found to be linked to larger scale atmospheric 
changes. Marginal decreases in the occurrence o f  the cold cluster types, during the 
winter months, were suggested to have occurred up until the early 1990s. An 
analysis o f  the frequencies o f  the warm clusters, with an increased moisture 
capacity, indicated an increase in frequency from the late 1970s and early 1980s, 
with the highest frequencies occurring during the late 1980s and early 1990s. 
These increases resulted in largely positive net balances being recorded on 
maritime glaciers throughout this period, while positive net balances on the 
continental glaciers were evident after the late 1980s, coinciding with the increased 
frequencies o f the warm types after this period. Increases in the frequencies o f  the 
warm types during the summer months were also evident after the late 1980s.
In addition to an assessment o f  the frequencies o f occurrence o f  particular air mass 
types, physical changes, if  any, which may have occurred over time within the 
individual synoptic types can be examined due to the inclusion o f  surface weather 
elements. Internal modification o f  both winter and summer air mass types was 
found to have occurred over the period examined. An analysis o f  the cold cluster 
types suggested that they were warming during the winter months. However, the 
effects are likely to small on winter balance as the average temperature o f  these 
clusters remains below zero degrees. In contrast, temperatures o f  the warm cluster 
types during the summer months were found to be decreasing. These decreases in 
temperature are unlikely to result in decreases in ablation as the frequency o f  
occurrence o f  these air mass types was also found to be increasing.
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In attempting to fulfil the second objective o f the research, global climate model 
output was used to derive climate scenarios for two locations in southern Norway, 
one maritime and one continental. These scenarios were subsequently used to 
assess likely changes in glacier mass balance as a consequence o f  climate change. 
Changes in glacier mass balance, which reflect short-term variations in climate, 
will over time produce changes in glacier behaviour, reflective o f  longer-term 
variations in climate.
The effects o f a changing climate on the glacier behaviour o f  a maritime glacier 
were also examined. The long-term findings were consistent with that o f  other 
similar studies; that glacier volume will significantly decrease as a consequence o f  
global warming. However, early century increases evident in the glacier front 
position suggested by the ice flow model, reflecting the continued importance o f  
the winter balance contribution to net balance, are in contrast to previous findings 
and may reflect weaknesses inherent in the methodology.
Despite some o f the potential weaknesses o f the various techniques employed in 
this thesis, it does present an important methodology that can be readily used in 
glacier modelling studies, especially in areas where on-site glacier specific 
meteorological data is unavailable. While degree-day models present a useful 
methodology for mass balance modelling, a changing climate may change the 
nature o f  the relationship between temperature and precipitation and glacier mass 
balance, as suggested in findings from this research. Also, degree-day models take 
no account o f  additional factors which may be influential on glacier mass balance.
Energy balance models, while taking account o f  a range o f  parameters, are also 
limited in their applicability due to the cost o f data collection and the short duration 
o f measurements. While a number o f  studies have highlighted the importance o f  
the synoptic situation to glacier ablation, it is has also been found to be extremely 
important for accumulation. The synoptic methodology presented as part o f  this 
research represents an improvement over the degree-day method due to the 
inclusion o f  additional parameters and produces results comparable to that o f  
energy-balance models. In addition, the meteorological data required for the
237
Temporal Synoptic Index classification represent standard variables measured at all 
synoptic stations and are likely to be measured from station inception, providing 
long term climate data, an important factor when trying to determine the influence 
o f  interannual or decadal scale variations in climate on mass balance. Due to the 
technique being synoptic in scale, results from one station can readily be applied to 
a number o f  glaciers in proximity to a synoptic station, making it a cost effective 
technique for glacier mass balance modelling.
This research examined the spatial and temporal components o f  climate variability 
that affect glacier mass balance. Variations in both o f  these components were 
found to largely explain mass balance differences both within and between the 
regions examined. Diminishing net balances over recent years in the Alpine region 
resulting primarily from significant increases in seasonal temperatures in both 
winter and summer, coupled with suppressed winter precipitation due to an 
increasingly positive and persistent phase o f the NAO, particularly since the 1970s. 
Increasing net balances o f  maritime glaciers in Scandinavia experienced over the 
same period, halting the retreat evident up to this point and in direct contrast to the 
diminishing balances o f Alpine glaciers, can be directly attributed to an increase in 
westerlies during the winter months resulting in significant increases in winter 
precipitation, consistent with a positive phase o f the NAO. The seasonal increases 
in temperature apparent in the stations examined in southern Europe do not occur 
to the same extent in Scandinavia; coupled with increasing winter precipitation has 
resulted in increasingly positive net balances being recorded on these glaciers, 
particularly during the 1990s coinciding with a period o f intensified westerly 
airflow onto northern Europe.
The more continentally located glaciers in Scandinavia also respond to this 
intensification o f westerlies during the 1990s. The declining cumulative mass 
balances evident on these glaciers up until the late 1980s comes to a standstill due 
to more positive net balances being recorded after this period. A strengthening o f  
the pressure gradient, which produced the intensification o f  the westerlies during 
the 1990s, resulted in a deeper penetration o f  maritime airflow into northern 
Europe with consequent increases in winter accumulation.
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In attempting to uncover the linkages between climate and glaciers, variations in 
scale cannot be ignored. Any methodology that incorporates these various scales o f  
interaction is more likely to succeed in the pursuit to further our understanding o f  
the interconnections between climate and glaciers.
10.3 Limitations o f Research
A number o f limitations became apparent during the course o f  conducting this 
research; the majority o f  which were methodological in nature. While the 
methodology employed to classify the meteorological data is considered an 
objective technique, in comparison to manual techniques, a number o f subjective 
decisions were required to be made at various steps in the methodology. While a 
number o f  techniques exist to aid with some o f the decision making process, none 
are entirely conclusive. The effects o f  these decisions had varying impacts on the 
results. The selection o f  the required number o f  principal components to retain is 
not likely to bear too heavily on the outcome while specification o f the required 
number o f  clusters to retain was problematical, particularly for the inexperienced, 
and was potentially detrimental to the establishment o f  linkages to glacier mass 
balance. Applying the methodology to more than one station facilitated, at the 
minimum, a subjective comparison o f  the results in terms o f  the number o f  cluster 
to retain.
Issues arising as a consequence o f  the downscaling presented some o f the more 
serious limitations to achieving the second objective o f  this study. Despite the 
physical realism displayed between the statistically downscaled variables in the 
loading patterns o f  the principal components analysis, the resultant modelled air 
mass frequencies for Skabu were very poor when compared to the observed 
frequencies. While some o f the differences may be attributable to biases within the 
GCM, errors within the methodology almost certainly contributed.
A second serious limitation to this objective was that model output was based on 
only one emissions scenario run, namely the GGal scenario. In order to have any
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confidence in the resulting climate scenarios, a minimum o f two emissions 
scenarios from a GCM should be used as input to the downscaling process. In 
addition to the incorporation o f  multiple scenarios, ideally, model output from 
more than just one GCM should be incorporated in order to address issues o f  
model reliability. Due to the limitations imposed by the use o f  just one scenario, no 
measure o f  uncertainty can be associated with the resultant downscaled scenarios, 
other than those accrued in the methodology. However, these limitations are 
restricted to the second objective o f the thesis which sought to derive a predictive 
model o f glacier mass balance as a consequence o f  possible future climate change 
and do not affect the results based on the observed data.
10.4 Directions for further research
In pursuing this research, more questions have been raised than answered. 
Decreasing temperatures in the warm air mass types found during the summer 
period require further analysis. As more northern latitudes are expected to have an 
increased sensitivity to global warming, due to sea ice-albedo feedback processes, 
a decreasing trend was not a priori expected. However, increasing evidence o f  a 
freshening o f  sub arctic waters, linked to persistent phases o f  the NAO, may play a 
part in the explanation.
Detection and impacts o f  a possible change point in 1988/1989, with consequential 
effects on mass balances in Scandinavia and North America, also warrants further 
research. Changes in other climatically influenced variables, such as, fish stocks 
levels in the North Atlantic, have also been uncovered during this period. The 
impact o f the event suggests that it was hemispherical in scale and o f  significance, 
climatically.
As GCMs become increasingly sophisticated, an improved coupling between the 
methodologies used for the synoptic classification and the downscaled output from 
the GCM should be possible. Further examination o f  this should result in improved 
output from the modelled synoptic index classification.
240
Additional areas highlighted for investigation are associated with the modelling o f  
glacier mass balance. As uncertainties in the specification o f mass balance can be 
transmitted through to the ice flow model and reflected in the output. Uncertainties 
associated with both components need to be quantified to establish the degree to 
which errors are transmitted and reduce noise in the output.
10.5 Future perspectives
A greater understanding o f  the interactions between climate and glaciers is crucial 
i f  we are to predict the likely impacts o f  climate change on society, from the local 
scale, being able to predict the occurrence o f  glacier outburst floods to that o f  the 
global scale with the impact o f  a rising sea-level on coastlines and island nations. 
A  limiting factor to date in conducting this type o f  research is linked to the 
availability o f  long-term glacier data. However, this situation is changing.
Since 2000, a number o f Norwegian glaciers have started to display diminishing 
net mass balances resulting in the retreat o f  a number o f glaciers. In 2003, 21 o f  25 
glaciers measured recorded a retreat in their front positions, 17 o f which recorded a 
retreat o f  more than 10 metres. The strength o f the NAO has also diminished since 
2000, recording only its third negative value since 1988 in 2001. Both 2002 and 
2003 were characterised by a return to positive values, despite being very weak. 
That these linkages existed were highlighted throughout the course o f  this research.
Are glacier fluctuations solely a response to natural fluctuations inherent in the 
climate system? Glaciers respond to natural variations that occur in climate as they 
have done since their inception, however, over recent decades the synchronicity 
and similarity o f  glacier responses globally, would suggest a global driver o f  
change in the form o f increasing temperatures. An increasing body o f evidence 
suggests that these increases in the global temperature record are directly 
attributable to the influence o f increasing anthropogenic emissions, particularly 
since the post-industrial Revolution era.
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The complication when assessing surface environmental variables for an 
anthropogenic signal or trend in the North Atlantic region occurs due to the 
presence o f  the North Atlantic Oscillation as it is both a driver o f  and response to 
global fluctuations in climate, both natural and anthropogenic. Any increase in sea- 
surface temperatures (SSTs) is likely to be reflected in the strength and persistence 
o f NAO phases transmitted via the Tropical Atlantic Variability (TAV). 
Additional feedbacks within the system add a further complication. Increased 
freshwater run-off from northern Europe during persistent high index phases o f  the 
NAO, will act to freshen the Norwegian Sea affecting its temperature and salinity 
which is likely to affect the deep water formation o f the Meridional Overturning 
Circulation, which in turn will be reflected in changes in the NAO.
If we accept that anthropogenic climate change is occurring and that GCMs 
adequately represent these changes, then the future survival o f mountain and valley 
glaciers look increasingly bleak over the course o f  the present century. Rates o f  
wastage will be determined by the impact o f climate change regionally but also by 
the response time or sensitivity o f  a particular glacier to change. While specific 
glaciers may initially respond positively due to potential increases in moisture, 
ultimately, the temperature threshold for melting will occur earlier in the season 
and last longer resulting in their demise over the long term. Specific glacier 
responses will also be constrained by local factors, such as, aspect, elevation and 
slope.
As a consequence o f  the suggested changes, the hydro-electric power generation 
industry in Norway is likely to benefit from climate change on both the short and 
medium term. Projected increases in winter storage coupled with increasing 
summer temperatures are likely to result in an increase in glacier runoff during the 
melt season. This situation is likely to continue throughout the century due to 
increasing summer ablation ultimately resulting in volume reductions and retreat o f  
the front position. Over the longer term these benefits are likely to decrease as the 
glacier receeds and reaches equilibrium with future climate. Thus, initial 
infrastructure costs o f  new hydroelectric plants will have to be assessed in the
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context o f  a reduced future potential o f  rivers which currently depend on seasonal 
meltwater contributions from glaciers.
As climate change is likely to be non-linear, the possibility o f  catastrophic failures 
o f glacier damned lakes must also be considered, not just in Norway but globally. 
However, to assess the likelihood o f these events occurring there is a real need for 
further research along the lines o f  the present study. Establishing the various scales 
at which climate and glaciers interact, as attempted in this study for a selection o f  
glaciers in Europe, is hopefully the first step towards achieving this end.
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Appendix I
VV  Horizontal visibility at surface
Code km m Code km m Code km m Code km Code km m
00 <0.1 <100 20 2.0 2000 40 4.0 4000 60 10 80 30
01 0.1 100 21 2.1 2100 41 4.1 4100 61 11 81 35
02 0.2 200 22 2.2 2200 42 4.2 4200 62 12 82 40
03 0.3 300 23 2.3 2300 43 4.3 4300 63 13 83 45
04 0.4 400 24 2.4 2400 44 4.4 4400 64 14 84 50
05 0.5 500 25 2.5 2500 45 4.5 4500 65 15 85 55
06 0.6 600 26 2.6 2600 46 4.6 4600 66 16 86 60
07 0.7 700 27 2.7 2700 47 4.7 4700 67 17 87 65
08 0.8 800 28 2.8 2800 48 4.8 4800 68 18 88 70
09 0.9 900 29 2.9 2900 49 4.9 4900 69 19 89 >70
10 1.0 1000 30 3.0 3000 50 5.0 5000 70 20 90 <0.05 <50
11 1.1 1100 31 3.1 3100 51 71 21 91 0.05 50
12 1.2 1200 32 3.2 3200 52 72 22 92 0.2 200
13 1.3 1300 33 3.3 3300 53 not used 73 23 93 0.5 500
14 1.4 1400 34 3.4 3400 54 74 24 94 1 1000
15 1.5 1500 35 3.5 3500 55 75 25 95 2 2000
16 1.6 1600 36 3.6 3600 56 6 76 26 96 4 4000
17 1.7 1700 37 3.7 3700 57 7 77 27 97 10
18 1.8 1800 38 3.8 3800 58 8 78 28 98 20
19 1.9 1900 39 3.9 3900 59 9 79 29 99 >=50
Notes'.
(1)If the visibility is between two of the distances given in the table, the code figure for the lower distance is reported e.g. a visibility of 470 m is reported as 04
(2)When VV=00 the actual visibility is reported by the extra group I V'f/V'f f  in Section 5
(Source: http://www.weather.org.uk/resource/wcode.htm)
Appendix II
Winter
Component
1 2 3 4 5 6
pres 00 -0.16 0.93 0.13 -0.17
pres 06 -0.19 0.96 0.06 -0.13
pres 12 -0.19 0.97
pres 18 -0.18 0.95
tmpOO 0.83 0.14 0.38 0.20
tmp 06 0.87 0.18 0.31 0.22
tmp 12 0.86 0.12 0.24 0.24 0.26
tmp 18 0.84 0.11 0.27 0.14 0.30 0.12
rho 00 0.86 0.10 0.33
rho 06 0.90 0.10 0.22
rho 12 0.90 0.10 0.14
rho 18 0.88 0.16 0.10 0.18
cld 00 0.70 -0.10 -0.16 0.08 -0.50
eld 06 0.71 -0.13 -0.24 0.18 -0.36
cld 12 0.63 -0.15 -0.41 0.37
cld 18 0.58 -0.13 -0.48 0.36 0.16
vis 00 -0.66 0.39 0.17 0.42
vis 06 -0.72 0.32 0.20 0.16 0.32
vis 12 -0.68 0.27 0.42 0.14
vis 18 -0.64 0.21 0.52 -0.23
vv 00 0.33 0.60 -0.38 -0.14
vv 06 0.31 0.73 -0.13 -0.33
vv 12 0.26 0.75 -0.24 -0.23
vv 18 0.19 0.68 -0.19 -0.12
uu 00 0.68 0.18 -0.36 0.17 -0.27
uu 06 0.75 0.18 -0.33 0.11 -0.33 0.13
uu 12 0.78 0.15 -0.25 -0.33 0.24
MM 18 0.75 0.13 -0.18 -0.10 -0.27 0.32
Table II-l Bodo Component matrix with six extracted components. Values less than 0.1 are not 
displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis- 
visibility; vv-south scalar; uu-west scalar
II-1
Component
1 2 3 4 5 6
pres 00 -0.23 -0.66 0.66 -0.14
pres 06 -0.23 -0.72 0.64
pres 12 -0.22 -0.76 0.59
pres 18 -0.20 -0.77 0.54
tmp 00 0.77 0.23 0.35 0.33
tmp 06 0.81 0.26 0.36 0.22
tmp 12 0.79 0.29 0.41 0.15 -0.11
tmp 18 0.75 0.29 0.45 0.11 -0.15
rho 00 0.82 0.21 0.28 -0.13
rho 06 0.88 0.22 0.17 0.10
rho 12 0.88 0.24 0.08
rho 18 0.83 0.10 0.27 0.20
cld 00 0.68 -0.45 -0.10
cld 06 0.69 -0.27 -0.29 -0.18
cld 12 0.65 0.11 -0.37 -0.37
cld 18 0.59 -0.38 0.12 -0.43
vis 00 -0.57 0.30 0.23 0.12 0.52 -0.18
vis 06 -0.61 0.30 0.24 0.29 0.39 -0.18
vis 12 -0.55 0.31 0.30 0.46 -0.12
vis 18 -0.56 0.25 0.23 0.52 -0.22
vv 00 -0.12 0.51 0.38 -0.25 0.31
vv 06 -0.19 0.55 0.44 -0.37 0.32
vv 12 -0.28 0.47 0.50 -0.36 0.24
vv 18 -0.27 0.37 0.47 -0.22 -0.14 0.16
uu 00 0.66 -0.32 -0.13 0.23 0.24
uu 06 0.73 -0.31 -0.16 0.16 0.11 0.32
uu 12 0.75 -0.25 -0.16 0.30 0.29
uu 18 0.70 -0.17 -0.13 -0.11 0.42 0.20
Table II-2 Orlandet Component matrix with six extracted components. Values less than 0.1 are 
not displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis-
visibility; vv-south scalar; ««-west scalar
Component
1 2 3 4 5
pres 06 -0.44 0.49 0.71 0.11 0.12
pres 12 -0.47 0.52 0.70
pres 18 -0.48 0.53 0.67
tmp 06 0.84 0.35 -0.13 -0.18
tmp 12 0.79 0.44 0.15 -0.11 -0.16
tmp 18 0.85 0.36 0.14 -0.11
rho 06 0.87 0.21 -0.11
rho 12 0.90 0.21 0.16 -0.11
rho 18 0.89 0.15 0.16 -0.11 0.15
eld 06 0.47 -0.42 0.23 -0.13
cld 12 0.54 -0.44 0.22 -0.15 0.20
cld 18 0.45 -0.39 0.12 -0.13 0.29
vis 06 0.67 -0.42 -0.16 0.40
vis 12 -0.19 0.73 -0.45 -0.11 0.19
vis 18 0.69 -0.46 -0.16 0.33
vv 06 0.33 0.54 0.24
vv 12 0.35 0.63 0.41
vv 18 0.32 0.54 0.49
uu 06 0.21 0.25 -0.19 0.31 -0.49
uu 12 0.29 0.25 -0.18 0.40 -0.47
uu 18 0.27 0.21 -0.14 0.39 -0.34
Table 11-3 Skabu Component matrix with five extracted components. Values less than 0.1 are not 
displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis- 
visibility; vv-south scalar; ««-west scalar
n-3
Com ponent
1 2  3 4
pres 06 -0.33 0.88 0.29
pres 12 -0.31 0.92 0.22
pres 18 -0.26 0.93 0.17
tmp 06 0.75 0.53 0.16 -0.11
tmp 12 0.76 0.58 0.16
tmp 18 0.75 0.56 0.12
rho 06 0.81 0.40 0.14 -0.15
rho 12 0.83 0.44 0.11
rho 18 0.80 0.46
cld 06 0.64 0.32
eld 12 0.64 -0.19 0.48
cld 18 0.57 -0.18 0.52
vis 06 -0.51 0.53 -0.12
vis 12 -0.56 0.55 0.12 -0.29
vis 18 -0.53 0.49 0.17 -0.38
vv 06 -0.45 0.54 -0.27 0.30
vv 12 -0.55 0.58 -0.20 0.31
vv 18 -0.57 0.52 0.19
uu 06 0.65 -0.27 0.23 -0.24
uu 12 0.70 -0.29 0.18 -0.26
uu 18 0.71 -0.22
Table II-4 Nordstraum Component matrix with four extracted components. Values less than 0.1 
are not displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis-
visibility; vv-south scalar; uu-west scalar
II-4
Sum m er
Component
1 2 3 4 5 6
pres 00 -.306 .876 .243
pres 06 -.326 .912 .195
pres 12 -.110 -.304 .922 .153
pres 18 -.159 -.262 .897 .140
tmp 00 .534 .662 .121
tmp 06 .767 .482 .148
tmp 12 .877 .252 .163
tmp 18 .860 .198 .194 -.110 .161
rho 00 .327 .730 .198 -.331 l o 00
rho 06 .415 .730 .205 -.306
rho 12 .453 .718 .204 -.230
rho 18 .501 .653 .188 -.145
eld 00 -.567 .319 -.119 -.226 .473
cld 06 -.595 .362 -.151 -.162 .282 .352
cld 12 -.577 .419 -.192 .447 .103
cld 18 -.456 .425 -.226 .101 .468
vis 00 .522 -.365 -.193 .309 .252 -.271
vis 06 .585 -.428 -.196 .300 .124
vis 12 .537 -.557 -.144 .106 .189
vis 18 .443 -.585 -.214 .360
vv 00 .420 .161 .515 -.345 .270
vv 06 .391 .151 .648 -.289 .175
vv 12 -.147 .502 .655 .132
vv 18 -.150 .470 .624 .135
uu 00 -.682 .236 -.142 -.389 .107
uu 06 -.756 .119 .204 -.161 -.339
uu 12 -.656 .206 .241 -.265 -.345
MM 18 -.540 .264 .183 .191 -.103 -.503
Table n-5 Bodo Component matrix with six extracted components. Values less than 0.1 are not 
displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis- 
visibility; vv-south scalar; n«-west scalar
II-5
Com ponent
1 2 3 4 5 6
pres 00 -.297 .671 -.118 .615
pres 06 -.360 .667 .634
pres 12 -.371 .641 .658
pres 18 -.371 .605 .650
tmp 00 .593 .570 .257 -.142
tmp 06 .455 .724 -.227
tmp 12 .850 -.312
tmp 18 .123 .838 -.254 -.131
rhoOO .546 .447 .497 -.152 .134
rho 06 .532 .550 .431 -.173 .136
rho 12 .615 .454 .327 .125
rho 18 .601 .473 .190 -.109 .305 .117
eld 00 .498 -.418 .277 .230 -.125 -.126
eld 06 .536 -.456 .204 .315 -.130
cld 12 .576 -.495 .251 .300
eld 18 .567 -.385 -.142 .155 .431 .214
vis 00 -.502 .176 -.440 -.233 .279 .273
vis 06 -.559 .181 -.417 -.325 .231 .302
vis 12 -.700 .195 -.179 -.322 .170
vis 18 -.715 .139 -.242 -.267
vv 00 .665 -.230 .114 -.499 .177
vv 06 .680 -.395 .134 -.379 .234
vv 12 .656 .105 -.492 .111 -.134 .279
vv 18 .613 -.475 .137 .297
uu 00 -.326 -.238 .489 .160 .264 .174
uu 06 -.354 -.166 .578 .105 .324
uu 12 -.447 -.161 .506 -.227 .426
uu 18 -.355 -.216 .480 -.333 .274
Table II-6 Flesland Component matrix with seven extracted components. Values less than 0.1 are 
not displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis-
visibility; vv-south scalar; «n-west scalar
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C om ponent
1 2 3 4
pres 06 .176 .775 .376 .416
pres 12 .792 .438 .411
pres 18 .757 .482 .377
tmp 06 .804 -.231 .335 -.119
imp 12 .903 .206 -.146
tmp 18 .897 .191
rho 06 .640 -.414 .511
rho 12 .637 -.394 .527
rho 18 .688 -.353 .452
cld 06 -.561 -.353 .347
old 12 -.458 -.533 .394
cld 18 -.368 -.505 .310
vis 06 .414 .424 -.340 -.289
vis 12 .333 .535 -.354 -.362
vis 18 .216 .501 -.314 -.264
vv 06 .663 -.102 -.372 .222
vv 12 .658 -.137 -.386 .293
vv 18 .629 -.371 .325
uu 06 -.627 .339 -.234
uu 12 -.603 .385 -.343
uu 18 -.577 .328 -.354
Table II-7 Nordstraum Component matrix with four extracted components. Values less than 0.1 
are not displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis*
visibility; vv-south scalar; ««-west scalar
11-7
C om ponen t
1 2 3 4 5 6
pres 00 .136 -.510 .755 .231 -.182
pres 06 -.525 .798 .210 -.148
pres 12 -.483 834 .210
pres 18 -.433 .828 .213
tmpOO .640 .524 .177 .134
tmp 06 .846 .321 .133
tm p 12 .924
tm p 18 .885 .216
rho 00 .541 .590 .290 -.201 .152
rho 06 .645 .539 .289 -.226
rho 12 .627 .484 .291 -.213 -.153
rho 18 .676 .360 .230 -.155 -.136
eld 00 -.462 .432 -.251 .438
eld 06 -.531 .493 -.357 .180
cld 12 -.476 .543 .236 -.357 -.106
eld 18 -.316 .528 .239 -.324 -.326
vis 00 .235 -.470 -.358 .223 -.367
vis 06 .282 -.581 -.400 .148 -.142
vis 12 .231 -.666 -.345 .213
vis 18 .101 -.622 -.268 .465
vv 00 .309 .241 .565 .252 .146
vv 06 .473 .101 -.194 .624 .202
vv 12 .337 .283 -.226 .666 -.122 .188
vv 18 .269 .310 -.170 .592 -.135 .102
uu 00 -.588 .154 .255 .281 .357
uu 06 -.674 .259 .270 .333 .222
uu 12 -.574 .255 .279 .117 .543 -.114
uu 18 -.418 .324 .160 .222 .473 -.320
Table II-8 Orlandet Component matrix with six extracted components. Values less than 0.1 are 
not displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis-
visibility; vv-south scalar; ««-west scalar
II-8
Component
1 2 3 4 5 6
pres 06 .808 -.355 -.178 .387
pres 12 .801 -.118 -.378 -.170 .404
pres 18 .772 -.147 -.387 -.151 .102 .403
tmp 06 .575 .633 .146 -.251
tmp 12 .844 .331 -.272
tmp 18 .849 .313 -.201
rho 06 .305 .830 .222 .121
rho 12 .194 .848 .294 .115
rho 18 .103 .832 .308 .144
eld 06 -.615 .310 .180 .107 .337
cld 12 -.676 .362 .182 .372
cld 18 -.592 .341 .164 .310
vis 06 .484 -.400 .451 .441 .149
vis 12 .520 -.416 .463 .468 .105
vis 18 .505 -.388 .449 .490 .128
vv 06 .305 .464 -.365 -.219 .204
vv 12 .109 .342 .561 -.447 -.300 .119
vv 18 .113 .313 .525 -.380 -.318 .232
uu 06 -.109 .209 .579 .152
uu 12 .367 -.249 .675
uu 18 .387 -.280 .587
Table II-9 Skabu Component matrix with five extracted components. Values less than 0.1 are not 
displayed. Pres-pressure; tmp-temperature; rho-specific humidity; cld-cloud amount; vis- 
visibility; vv-south scalar; wu-west scalar
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Figure III-l Daily mean sea level pressure for air mass clusters from Flesland (DJF) 1968-1997
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Figure III-2 Daily mean sea level pressure for air mass clusters from Flesland (DJF) 1968-1997
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Figure III-3 Daily mean sea level pressure for air mass clusters from Skabu (JJA) 1968-1997
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Percentiles of G C M  (x-axis) and NCEP (y-axis) predictor variables
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Winter
Figure IV-1 Comparison o f GCM and NCEP percentiles of mslp
Figure IV-2 Comparison of GCM and NCEP percentiles of the westerly flow component
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Figure IV-3 Comparison o f GCM and NCEP percentiles o f the southerly flow component
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Figure IV-4 Comparison of GCM and NCEP percentiles of westerly shear vorticity
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Figure IV-5 Comparison o f GCM and NCEP percentiles of southerly shear vorticity
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Figure IV-6 Comparison of GCM and NCEP percentiles of total shear vorticity
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Percentiles of G C M  (x-axis) and NCEP (y-axis) predictor variables
Mslp Percentiles (GCM vs NCEP)
2.0
2 ♦
1.5 ♦
1
♦
0.5
nr —  t i. ! y "V 1 1 1 t i
-2 -1.5 -1 -0.5 ( \ 0.5 1 1.5 2 2.5 3
-0.5
♦
-1
-1.5
♦
-2
Figure IV-7 Comparison o f GCM and NCEP percentiles o f  mslp
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Figure IV-8 Comparison of GCM and NCEP percentiles of the westerly flow component
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Figure IV-9 Comparison o f GCM and NCEP percentiles o f the southerly flow component
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Figure IV-10 Comparison of GCM and NCEP percentiles of the westerly shear vortlcity
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Figure IV-11 Comparison o f GCM and NCEP percentiles of southerly shear vorticity
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Figure IV-12 Comparison of GCM and NCEP percentiles of total shear vorticity
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F lo w  d iag ram  su m m aris in g  m a in  s tep s  em p lo y ed  in  m e th o d o lo g y
Appendix V
V-l
Appendix VI
# !/u sr/b in /p erl
#  G lac ie r M o d el p ro g ram m e w ritten  b y  Jaso n  D o ra n  and  R o w a n  F ea ly
# B ased  o n  eq u a tio n s in  O erlem an s 1997 
u se  M ath ::B ig F lo a t;
$ d a ta f ile - 'g la c ie r_ d a ta .c sv " ;
Programme info and location o f  input data file
$ d e lta_ X =  200 ; # d is tan ce  in te rva l 
m y  $ d e lta_ T  =  0 .01 ; # T im e in te rv a l
m y  $ h g t =  M a th : :B ig F lo a t - > n e w ( " l . l l l l l l  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ");
m y  $ fd = 0 .0 6 e-1 5 ; #  f lo w  p a ram ete r 1 T h is  v a lu e  w ill n eed  to  b e  ad ju s ted
m y  $ fs= l .79e-12; # f lo w  p a ram ete r 2 T h is v a lu e  w ill n eed  to  b e  ad ju s ted
m y  $ ro m a = 7 1 1 4 28401649 .511 ; # p re ssu re  d en sity  o f  ice  ((9 1 0 k g /m -3 ) * g rav ity
# (9 .8 1 m /s2 ))3
Setting grid and time intervals and specifying the constants
# R ead  in  B ed  E lev a tio n , B e d  W id th , L am b d a  and  H e ig h t
# V a lu es  v ary  o v er space o n ly
m y  % sp = (); # In itia lise  sp a tia l h a sh
o p en  (D A T A ,"$ d atafile");
m y  $i =  0; # A  g iv en  space  step
m y  $j =  1; #  A  g iv en  tim e  loop
w h ile  (< D A T A > ) { 
chom p;
(m y  S bedE lev , m y  $w o B ed , m y  $ lam bda, $hg t) =  sp lit 
@ h eig h t =  (0, $hg t); # $ h g t is a t e lem en t one  n o t e lem en t zero
$sp{$i}  =  {
'b' = >  $ bedE lev ,
'w o '= >  Sw oB ed,
T = >  $ lam bda,
'h' = >  [@ height]
};
#$sp{$ i}  {ab} =  (-1 /  ($sp{$ i}  {wo} +  ($ sp { $ i)  {1} * $ sp { $ i} { h } [l]))) ;
}
Ice flow model Programme
$i++
V I-1
Reads the input data files over the space interval, i. Sets H  as an array value.
m y  $ sta rt =  1; 
m y  $en d  =  $i - 2;
m y  $endj =  200 0 0 0 ; #S ays w h e n  to  stop  in itia lisa tio n  
Sets start and end o f  iterations fo r  i and j.
close(D A T A );
$ i= l ;
w h ile  ($j < =  $endj){
# C alcu la te  N e w  H eig h t.
# T his is do n e  a t one  g iv en  tim e  (j)
m y  % spcalc= (); i n i t i a l i s e  spatia l h a sh  fo r ca lcu la tio n s 
# L o o p  firs t o v e r the  i an d  th e n  j 
# fo r ($ i =  1; $i < =  $end; $ i+ + ) {
# W o rk  o u t D iffu sio n  eq u a tio n s  fo r  D {i}  (w id th  +  L am b d a* H eig h t) * (F d  * (pg )**3  * 
H **5  * s lope**2) +  (Fs * pg**3  * H **3  * s lope**2)
fo r ($i =  1; $i < =  $end ; $ i+ + ) {
$sp ca lc{$ i}{slope}  =  ( ($ sp { $ i+ l} { b )  +  $ sp { $ i+ l} { h } [$ j])  - ($ sp { $ i- l} { b }  +  $ sp{$ i- 
1} {h} [$ j])) /  (2 * $delta_X );
$ spca lc{$ i}{D i}  =  ($ sp{$ i}{w o} +  ($sp{$ i}{ l}  * 0.5 * $ sp {$ i}{h } [$ j])) * ( ($ fd  * 
$ ro m a * p ($ sp {$ i}{ h } [$ j],5 ) * p ($ sp ca lc{ $ i}{ s lo p e} ,2 )) +  ($ fs  * $ ro m a * 
p ($ sp { $ i}{ h } [$ j],3 ) * p ($ sp ca lc{ $ i} { s lo p e} ,2 ) ) ) ;
}
$ i= l ;
#  W o rk s ou t D  at i-.5  an d  i+ .5  
fo r ($ i =  1; $i < =  $end ; $ i+ + ) {
$ sp ca lc{$ i-0 .5 } {b _ P lu s_ h }  =  (($sp{$ i}{b}  +  $ sp {$ i}{ h } [$ j]) - ($ sp { $ i- l} { b }  +  
$ s p { $ i - l} {h} [$ j])) /  $ delta_X ;
$ sp ca lc{$ i+ 0 .5 } {b _ P lu s_ h }  =  (($ sp { $ i+ l} { b }  +  $ s p { $ i+ l} { h } [$ j])  - ($ sp {$ i}{b }  +  
$sp{$i}  {h} [$j])) /  $ delta_X ;
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$sp ca lc{$ i-0 .5 }{D }  =  ($ sp ca lc{ $ i-0 .5 }{ b _ P lu s_ h } ) * (($ sp c a lc{ $ i} { D i) +  
$ sp c a lc { $ i- l} { D i} )  /  2);
$ sp ca lc{$ i+ 0 .5 }{D }  =  ($ sp ca lc{$ i+ 0 .5 }{ b _ P lu s_ h } ) * (($ sp c a lc { $ i+ l} { D i)  +  
$spcalc{$ i}  {D i}) /  2);
}
$ i= l ;
Calculates diffusion fo r  each i-JA and i+A and reads it into an array
# W o rk s o u t d /d x (D  d /d x (B + h )
fo r ($ i =  1; $ i < =  $end ; $ i+ + ) {
$ sp {$ i}{d _ ij} =  ( ($ sp ca lc{ $ i+ 0 .5 } {D }) - ($ sp c a lc { $ i-0 .5 } { D } )) /  $ d e lta_ X ; 
$sp{$i}{a} =  ($ s p {$ i}{d _ ij} / ($ sp { $ i} { w o ) + ($ s p { $ i} { l}  * 
$ sp {$ i}{h } [$ j])));
}
$ i= l;
Calculates the change in D  fo r  i
# C alcu la te  M ass B a lan ce  as a  fu n c tio n  o f  H e ig h t
i f  ($j < =  10000) {
fo r ($ i =  1; $i < =  $end ; $ i+ + ) {
i f  ( (($ sp { $ i} {h }[$ j] +  $sp{$ i}{b } ) > =  1850) ) {
($ m b { $ i} { m ) =  2 .5 3 9 5  +  (-0 .0081 * ( ($ sp { $ i} { b | +  $ sp { $ i} { h } [$ j] ) -1 6 5 0 ))
);
}
e ls if  (($ sp { $ i} {h }[$ j] +  $ sp {$ i}{b} ) >  1800) {
($m b{$ i}{m } =  1 .1668 +  (-0 .0012  * (($ sp { $ i} { b ) +  $ sp { $ i} { h } [$ j]) - 1650)
));
}
e ls if  (($ sp { $ i} {h }[$ j] +  $ sp {$ i}{b} ) <  1800) {
($m b{$ i}{m } =  -0 .1 2 6 2  +  (0 .00942  * (($ sp { $ i} { b ) +  $ sp { $ i}{h } [$ j]) - 1650)
));
}
}
}
e ls if  ($j >  10000) {
fo r ($ i =  1; $i < =  $end ; $ i+ + ) {
i f  ( (($ sp { $ i} {h }[$ j] +  $ sp {$ i}{b} ) > =  1 8 5 0 ))  {
($m b{$ i}{m } = 2 .5 3 9 5  +  (-0.0081 * (($ sp { $ i} { b ) +  $ s p { $ i} { h } [$ j] ) -1 6 5 0 ))
);
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));
));
}
e ls if  (($ sp { $ i} {h }[$ j] +  $ sp {$ i}{b } ) >  1800) {
($ m b{$ i}{m } =  1 .1668 +  (-0 .0012  * (($ sp {$ i} {b }  +  $ sp {$ i} {h } [$ j])  - 1650)
}
e ls if  (($ sp { $ i} {h } [$ j] +  $sp{$ i}{b } ) <  1800) {
($ m b{$ i}{m } =  -0 .1262  +  (0 .00942  * ( ($ sp { $ i} { b | +  $ sp { $ i} { h } [$ j]) - 1650) 
}
}
For tim e,j, less than a value, mass balance is equal to . . .fo r  j  greater than or equal 
to a value, mass balance is equal to...
$ i= l;
#  W o rk s o u t D H /d t
fo r ($ i =  1; $i < =  Send; $ i+ + ) {
$ sp {$ i}{D h_D t}  =  ($ sp {$ i} { a} ) +  ($m b {$ i}{m }  /  0 .9); #  line
118
# p r in t " $ sp { $ i}{d _ ij} ,
$ sp {$ i}{D h_D t} ," ;
}
$ i= l ;
Calculates the rate o f  change o f  H over time
# D riv in g  S tress U d  U s
# $ sp{$ i}{ud}  =  ( $ fd  * S rom a * p ($ sp ca lc{ $ i}{s lo p e} ,3 ) * p ($ sp { $ i} { h } ,4 ) ); 
#$sp{$ i}{us}  =  ( Sfs * S rom a * p ($ sp ca lc{ $ i} { s lo p e} ,3 ) * p ($ s p { $ i} { h } ,2 ) );
#  C alcu la te  n e w  H
fo r ($i =  1; Si < =  Send; $ i+ + ) {
$ sp { $ i} { a ), M B , $ m b {$ i} {m } , D h /d t, $ sp {$ i}{D h _ D t} ," ; 
m y  Snew j =  $j +  1; # r f l
$ sp {$ i}{h } [$ n ew j] =  $sp{$ i}{h } [$ j] +  ($ sp { $ i} { D h _ D t) * $delta_T );
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$sp {0 }{ h }[$ n ew j] =  $ sp { l} { h } [$ n ew j] ;# r f  re se ttin g  h e ig h t v a lu e  a t 0 
p r i n t " $ i , $ j,M;
i f  (($ sp {$ i} {h }[$ n ew j] +  $ sp {$ i}{b } ) <  $ sp { $ i}{b } ) { 
($ sp {$ i}{ h }[$ n ew j] =  0);
}
p r i n t " $ sp {$ i}{h } [$ n ew j] \n";
} #E N D  fo r $i < =  Send
Calculates new H, resets i to 1, ie the start o f  the glacier, iterates time, j, by 1
$ i= l;
Snew j =$j;
$ j++ ;
# p r i n t " $j \n";
} #E N D
# S tart and  en d  V a lu es  are in c lu d ed  fo r co m p u ta tio n s  b u t n o t req u ired  
# D ele te  firs t an d  la s t k ey  v a lu e  from  sp a tia l h ash  
delete  $ sp ca lc{$ sta rt - 0 .5} ; 
dele te  $ sp ca lc{$ en d  +  0 .5};
Values at i-’A and i+V2 are required fo r  boundary conditions and are deleted
# P rin t S tu ff  o u t n o w
sub n u m erica lly  { $ a< = > $b ; }
sub  p(){
m y $ p o w ei= sh ift;
m y  $ fac to r= sh ift;
m y  $ resu lt= $ p o w er;
fo r (m y  $ i= l ;  $ i< $ fac to r; $ i++) {
S resu lt =  S resu lt * Spow er
}
re tu rn  S result;
}
exit;
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