In some earlier work we have considered extensions of Lai's (1974) law of the single logarithm for delayed sums to a multiindex setting with the same as well as different expansion rates in the various dimensions. A further generalization concerns window sizes that are regularly varying with index 1 (on the line). In the present paper we establish multiindex versions of the latter as well as for some mixtures of expansion rates. In order to keep things within reasonable size we confine ourselves to some special cases for the index set Z 2 + .
Introduction
Let X, {X k , k ≥ 1} be i.i.d. random variables with mean µ = 0 and partial sums {S n , n ≥ 1}. The Hartman-Wintner Law of the Iterated Logarithm (LIL) [10] states that lim sup n→∞ S n √ 2n log log n = σ a.s.
Later Strassen, in [16] , proved the necessity in the sense that he showed that if P lim sup n→∞ |S n | √ n log log n < ∞ > 0 , then E X 2 < ∞ and E X = 0.
Remark 1.1 By the Kolmogorov zero-one law it follows that if the probability of the limsup being finite is positive, then it is automatically equal to 1.
Remark 1.2
Here and throughout there also exist obvious analogs for the limit inferior. 2
The Law of the Single Logarithm (LSL) is due to Lai [11] , and deals with delayed sums or windows, viz.,
and states that, if E |X| 2/α log + |X| −1/α < ∞ and E X = 0, E X 2 = σ 2 , then, for 0 < α < 1, lim sup n→∞ T n,n+n α √ 2n α log n = σ √ 1 − α a.s., and, conversely, that if P lim sup n→∞ |T n,n+n α | √ n α log n < ∞ > 0 , then E |X| 2/α log + |X| −1/α < ∞ and E X = 0.
Remark 1.3
Here, and throughout, log + x = max{log x, 1} for x > 0 . 2
These results can be generalized in various ways. However, let us first mention that there also exist one-sided versions of the above results.
Martikainen [12] , Rosalsky [15] and Pruitt [14] independently proved a one-sided LIL to the effect that if −∞ < lim sup n→∞ S n √ 2n log log n < ∞ with positive probability, then E X 2 < ∞ and E X = 0. An analogous one-sided version of Lai's result is Theorem 3 of [2] , where now the finiteness of the one-sided limsup is equivalent to the same moment condition as in [11] , however, based on X + = max{X, 0} rather than on |X|. As for multiindex results, Wichura [17] proved the following LIL for random fields: Let {X k , k ∈ Z Z d + } be i.i.d. random variables with partial sums S n = k≤n X k , n ∈ Z Z log + log + |X| < ∞ and E X = 0.
The analogous multiindex extension of Lai's result is given in [8] . In order to describe the main result there, let {X k , k ∈ Z Z d + } be i.i.d. random variables and define the delayed sums-which in this setting turn into "real" windows,
and where addition is to be taken coordinate-wise. Then, for 0 < α < 1, lim sup n→∞ T n,n+n α 2|n| α log |n| = σ √ 1 − α a.s., provided E |X| 2/α (log + |X|) d−1−1/α < ∞ and E X = 0, E X 2 = σ 2 .
We also proved that if P lim sup n→∞ |T n,n+n α | n| α log |n| < ∞ > 0 , then E |X| 2/α (log + |X|) d−1−1/α < ∞ and E X = 0.
Note in particular that the moment condition depends on the d (as in Wichura's LIL above). In [9] this result was generalized to allow for different α's for the different directions, and it was shown there that if
and, conversely, that if The next natural question is to consider the boundary cases α = 0 and α = 1. As for the former, one case is the trivial one in which the windows reduce to single random variables, viz., T n,n+1 = X n+1 . A nondegenerate variation concerns the delayed sums T n,n+log n , n ≥ 1, which obey the so-called Erdős-Rényi law ( [4] , Theorem 2, [3] , Theorem 2.4.3).
In [7] we considered the nondegenerate boundary case α = 1 at the other end. In this case the window size is larger than any power less than one, and at the same time not quite linear. Technically, the paper focused on windows of the form T n,n+an where a n = n L(n) with
where L ∈ SV means that L is slowly varying at infinity (see e.g. [1] or [6] , Section A.7), and where, for convenience, we shall permit ourselves to treat quantities such as a n = n/L(n) and a n = n/ log n and so on as integers. Finally, let d n = log n a n + log log n = log L(n) + log log n, n ≥ 2, and set
with f an increasing interpolating function, i.e., f (x) = f [x] for x > 0, and with f −1 the corresponding (suitably defined) inverse function. Then, in short, (the precise equivalence has to be formulated as above)
As an introduction and point of departure to what follows, here are the two canonical examples; [7] , Corollaries 2.1 and 2.2, which concern the cases L(n) = log n and L(n) = log log n, that is, d n = 2 log log n, f n = 2 n log n log log n , and d n = log log log n + log log n ∼ log log n, f n ∼ n , respectively.
T n,n+n/ log n 4 n log n log log n = σ a.s.
Conversely, if
P lim sup n→∞ |T n,n+n/ log n | n log n log log n < ∞ > 0 , then E X 2 log + |X| log + log + |X| < ∞ and E X = 0.
The purpose of the present paper is to investigate random field analogs of this result. However, in order to keep things within reasonable bounds we shall confine ourselves to the case d = 2 and the windows
nn = n/ log log n, leaving further cases to the reader(s). In Section 2 we present our setup and main result, after which some preliminaries are given in Section 3. Following this, we provide proofs in Section 4. In Section 5 we connect our earlier papers in the area in that we consider windows of the form
Some final remarks, preceding an Appendix in which we have collected some technicalities, are given in Section 6.
Setup and main result
In the remainder of the paper we thus suppose that X and {X i,j , i, j ≥ 1} are i.i.d. random variables with partial sums S m,n = (m,n) (i,j)=(1,1) X i,j and windows T (m,n), (m+a
log log m+log log n log m log n = σ a.s.
Conversely, if
T (m,n) , (m+m/ log log m,n+n/ log log n) 2mn log log m+log log n log log m log log n = σ a.s.
P lim sup n→∞ |T (m,n) , (m+m/ log log m,n+n/ log log n) | mn log log m+log log n log log m log log n < ∞ > 0 , then E X 2 log + |X| log + log + |X| < ∞ and E X = 0.
T (m,n) , (m+m/ log m,n+n/ log log n) 4mn log log m+log log n log m log log n = σ a.s.
log log m+log log n log m log log n
Preliminaries
Before we jump into the proof of Theorem 2.1 we present the Kolmogorov exponential bounds (cf. e.g. [6] , Section 8.2) adapted to the present situation, a lemma that relates certain tail sums to moments together with some special cases that will be of use later. But first some notation. Let, for i = 1, 2 and n ≥ 2,
+ log log n = log L i (n) + log log n and r n = max{d
n }.
The two-dimensional analogs of a n , d n , and f n are as follows:
where in the following the slowly varying functions L are logarithms or iterated logarithms. In order to introduce the traditional double-truncation we let δ > 0 and ε > 0, and set
and note that
Next we set
Throughout the following all objects with primes or multiple primes refer to the respective truncated summands.
Exponential bounds
The standard procedure for estimating E X
so that, omitting intermediate steps and recalling (3.2),
Moreover, a simple calculation yields, for any δ > 0 and max{m, n} ≥ n 0 (δ),
Inserting the above estimates into the Kolmogorov exponential bounds then yields
for any γ > 0 and max{m, n} large.
A useful lemma
The present subsection contains a technical lemma and some consequences that will be of use later. 5) and assume that, for any c > 1, the quotient
Proof. The equivalences follow from 4) , and the fact that
Next, some useful examples that we collect separately. The first part is immediate from the lemma and the Borel-Cantelli lemmas. For the verification of the special cases we refer to the appendix. 
In particular,
|X m,n | mn log log m+log log n log m log n < ∞ a.s. ⇐⇒ m,n P |X| > mn log log m + log log n log m log n < ∞ ⇐⇒ E X 2 (log + |X|)
|X m,n | mn log log m+log log n log log m log log n < ∞ a.s. ⇐⇒ m,n P |X| > mn log log m + log log n log log m log log n < ∞ ⇐⇒ E X 2 log
4 Proof of Theorem 2.1
Since the proof follows the pattern of our predecessors we confine ourselves to providing the proof of part (i) of the theorem in somewhat more detail and the other cases more sketchily.
Proof of Theorem 2.1(i)
Exponential bounds
In this case we have a m,n = mn log m log n , d m,n = 2(log log m + log log n), f m,n = 2mn log m log n · (log log m + log log n) , so that the Kolmogorov exponential bounds (3.3) yield
· 2(log log m + log log n) ,
Upper bound
In order to obtain an upper bound we consider, for some constant c > 0 to be chosen later, the subset
The upper exponential bound then reduces to
3) from which it follows that
whenever ε > σ(1 − δ) −3/2 . As for the contribution of T ′′ we observe as in [8] that in order for |T
n )
| to surpass the level η f m,n it is necessary that at least N ≥ η/δ of the X ′′ :s are nonzero, which, by stretching the truncation bounds to the extremes, implies that
where E H(|X|) < ∞ is the appropriate moment condition. In the present case this amounts, after simplifying, to
This means that for our subset (4.2) we have
Since the sum of these probabilities converges whenever N ≥ 2, we conclude, via the first Borel-Cantelli lemma, considering in addition that N δ ≥ η, that lim sup
The next step is to show that
Now, since in order for |T ′′′ (m,n) , (m+m/ log m,n+n/ log n) | to surpass the level η f m,n infinitely often it is necessary that infinitely many of the X ′′′ :s are nonzero. However, via an appeal to the first BorelCantelli lemma, the latter event has zero probability. Namely, for every η > 0 we have
2mn log m log n · (log log m + log log n) < ∞ , since, by assumption, E X 2 (log + |X|) 3 log + log + |X| < ∞; recall (3.6).
By combining (4.4), (4.8), and (4.9) we are now in the position to conclude that lim sup i,j→∞ 
Sufficiency for the entire field
It remains to show that our process behaves accordingly for the entire field. Assume for the moment that the random variables are symmetric, let η > 0, small, be given, and choose c = η 2 . Recalling that a (1) n = a (2) n = n/ log n, and that f m,n = 2mn log log m+log log n log m log n , we thus consider
where (m i , n j ) = (e T (m,n),(m+a
,nj+1+a
By the definition of our subset we have, for all η > 0 and i, j ≥ i 0 (η) with some integer i 0 ≥ 1/c, that
mi+1 /a
nj+1 /a
from which it follows that the variances satisfy
From here on the procedure from the previous sections applies for these terms. For example, the second last probability can be bounded with respect to T ′ by
provided η 2 < 1/3, and the last term by
Both cases yield summable double sequences if δ and η are small enough. Since constants are not relevant for T ′′ , T ′′′ we finally obtain
which implies that the lim sup · · · ≤ (1 + 12η)σ, and since η can be chosen arbitrarily small the upper bound is proved for the entire field. Desymmetrization follows along the usual arguments; note that E T (m,n),(m+a
Lower bound
Let c > 2 and define m i = n i = exp { √ ci}. We first note that
eventually and, hence, that the windows of the subset (m i , n j ), for i, j large, are disjoint, which means that different blocks (eventually) consist of independent random variables. Using the lower exponential bound in (4.1) we then obtain
· (2 log log m i + 2 log log n j )
, which is a divergent minorant for a choice of η > 0 such that 1 − η < 1−δ (1+δ) 2 (1+γ) . Now, since δ and γ can be chosen arbitrarily small the same is true for η. The desired result finally follows via the Borel-Cantelli Lemma and the fact that T ′′ and T ′′′ are small. Strictly speaking, this provides the desired lower bound for our subset, after which the overall lower bound follows from that fact that the limsup over all windows is at least as large as the limsup over a subset.
Necessity
It follows from the assumption that lim sup m,n→∞
|X m,n | 2mn(log log m+log log n) log m log n < ∞ a.s., from which the necessity of the moment assumption is immediate in view of (3.6). An application of the sufficiency and the strong law of large numbers then tells us that the mean must be equal to zero.
Proof of Theorem 2.1(ii)

Sufficiency
The proof follows the same procedure with obvious modifications. We have a m,n = mn log log m log log n , d m,n = log log m + log log n, f m,n = mn(log log m + log log n) log log m log log n , and the Kolmogorov exponential bounds (3.3) yield P (T ′ (m,n) , (m+m/ log log m,n+n/ log log n > ε 2mn log log m + log log n log log m log log n
· (log log m + log log n) ,
for n large and any γ > 0.
For the upper bound we define, with some constant c > 0 to be defined later, (m i , n j ) = e c i/ log(i+1) , e c j/ log(j+1)
for i, j ≥ max{log(1/c)/c, 1} , to obtain P T ′ (mi,nj ) , (mi+mi/ log log mi,nj +nj / log log nj ) > ε 2m i n j log log m i + log log n j log log m i log log n j ≤ C log i log j ij
The analog of (4.6) turns into P ′′ (m, n) ≤ C log log m + log log n log(mn) N , so that, along the current subset, we obtain
and therefore, in complete analogy with the previous case (use N ≥ 3 here),
|T ′′ (mi,nj) , (mi+mi/ log log mi,nj +nj / log log nj ) | f mi,nj ≤ δ a.s.
The argument for T ′′′ is the same as before, so that, recall (3.6),
P |X| > η 2mn log log m + log log n log log m log log n < ∞ , since, by assumption, E X 2 log + |X| log + log + |X| < ∞. Finally, by combining the pieces, it follows that lim sup i,j→∞ T (mi,nj ) , (mi+mi/ log log mi,nj+nj / log log nj )
for (m i , n j ) = e c i/ log(i) , e c j/ log(j) with any c > 0.
Sufficiency for the entire field
Once again we have proved the theorem for a suitable subset, and it remains to show that our process behaves accordingly for the entire field. In order to achieve this we use the same procedure as for the corresponding part of the proof of part (i) with logarithms replaced by iterated logarithms. We first note that here,
for all integers i considered, so that, by choosing c = η 2 /2, the analog of (4.12) becomes
,nj+1+a 14) for i, j ≥ i 0 . We omit the remaining details.
Lower bound
Let c > 1 and define m i = n i = exp {ci/ log(i + 1)}. Now, e ci/ log(i+1) + e ci/ log(i+1) / log(ci/ log(i + 1)) e c(i+1)/ log((i+2) = 1 + 1/ log(ci/ log(i + 1)) exp c(i + 1)/ log{(i + 1)(1 + 1/(i + 1))}
eventually, which, in analogy to above tells us that the windows along the subset (m i , n j ), for i, j large, are disjoint, that is, that different blocks consist of independent random variables. The lower exponential bound in (4.1) then takes care of T ′ , after which the conclusion of this part of the proof is analogous to the conclusion of the lower bound for part (i) of the theorem. |X m,n | mn log log m+log log n log log m log log n < ∞ a.s., which, in view of (3.7), is equivalent E X 2 log + |X| log + log + |X| < ∞. The remaining part follows as before.
Proof of Theorem 2.1(iii)
Sufficiency
The proof follows the same pattern as that of the previous ones, although the rates of the stretches of the windows now differ in the two directions. Accordingly, the components of the subset will grow at different rates. We have a m,n = mn log m log log n , d m,n = 2(log log m + log log n), f m,n = 2mn (log log m + log log n) log m log log n .
The Kolmogorov exponential upper bound along the subset (m i , n j ) = e √ ci , e √ cj , i, j ≥ max{1/c , 1} with an arbitrarily small c > 0, then tells us that
As for P ′′ we obtain
and, hence, that for N ≥ 3,
|T ′′ (mi,nj) , (mi+mi/ log mi,nj +nj / log log nj ) | f mi,nj ≤ δ a.s., and for T ′′′ , via (3.8) and the fact that E X 2 (log
P |X| > η mn(log log m + log log n) log m log log n < ∞ .
Combining everything finally yields lim sup
i,j→∞
Sufficiency for the entire field
This case is similar to the first one. Since the subsequence for the n-coordinate is denser than in the log log-case in part (ii), the task to fill the gaps is even simpler than before.
Lower bound
Once again we let c > 2 and set m i = n i = e √ ci . For the first coordinate we have m i + m i / log m i < m i+1 eventually, i.e., the blocks consist of independent random variables. The lower exponential bound now yields i,j P T ′ (mi,nj),(mi+mi/ log mi,nj +nj / log log nj ) > (1 − η)σ 4 mn(log log m i + log log n j ) log m i log log n j = ∞ , and the lower bound follows as before. |X m,n | 2mn(log log m+log log n) log m log log n < ∞ a.s., and the necessity follows along the usual lines.
Additional results
In this section we consider windows of the form
that is, the windows are rectangles where one side has a length a (2) n = n/ log n as before, whereas the other one has length a (1) n = m α for some α ∈ (0, 1), and, hence, is much shorter, so that, noticing that r(n) = (1 − α) log n, our usual quantities become
Here is now our result for this setting.
Conversely, if
Proof. As for the moment condition, lim sup
which will be verified in the Appendix. The next step is to truncate and split the window into the usual three parts. Toward that end we note that (3.1) becomes
after which we introduce the standard three components X ′ m,n , X ′′ m,n , and X ′′′ m,n of the summand X m,n and observe that a m,n b m,n = σδ ε f m,n , so that, via the usual estimates,
With this in mind the exponential bounds yield
We note, in passing, that the sum of the probabilities converges for suitably chosen geometrically increasing sequences.
As for T ′′ , (4.5) turns into
By copying the arguments for T ′′′ from above (as well as from our predecessors) it finally follows that
→ 0 as m, n → ∞.
Upper bound
For the upper bound, let c > 0 and consider the subset
Summarizing the three contributions, and taking the arbitrariness of δ and η into account, we have shown that for this subset we have lim sup i,j→∞
for any c > 0.
Sufficiency for the entire field
Here we have that for i, j ≥ c 2(α−1) and log j/j ≤ 1/ √ j with c > 0, sufficiently small,
(1)
(2)
, the estimates for the variances turn out as follows:
The remaining part of the proof follows the usual procedure with obvious changes and is omitted.
Lower bound
For the lower bound we set, with some c > 1,
so that combining the contributions above, taking the arbitrariness of δ, γ, and η into account, we obtain lim sup i,j→∞
Namely, since, for the current subset we have m i + m α i < m i+1 eventually, the windows of the subset are disjoint, so that (5.9) follows in view of the second Borel-Cantelli lemma, after which, once again, the fact that the limsup over all windows is at least as large as the limsup over a subset establishes (5.9).
Necessity
This part follows the standard pattern.
6 Some final remarks 1. The subsequences we have used in the proof of the upper bound have, throughout been the same for both coordinates, even in those cases when the edges of the windows grow at different rates, viz., in the proofs of Theorem 2.1(iii) and (5.5). Intuitively one might imagine subsequences that grow at different rates to be more natural. However, since there is less cancellation going on along the direction of the shorter edge, that is, since the fluctuations along the direction of the shorter edge are stronger, it turns out that the shortest edge determines the moment condition (as in [9] ). Our choice of subset implies that the windows of the subset are "covered" many times along the longer direction, which, on the one hand is not necessary, but on the other does not exhibit any "harmful waste", in that our estimates produce the best result.
2. Analogous to our previous results [8, 9] we can obtain limit theorems over subsets, which, in particular, show that all reals between the limit inferior and the limit superior are limit points.
3. An analysis of the proofs shows that it is also possible to formulate a more general result. However, the proof is more tedious and the moment condition is not so explicit.
Assume that L i (x) ր ∞ for i = 1, 2 are slowly varying functions satisfying (1.2), and suppose that L 1 (x) ≥ L 2 (x) for x > some x 0 . Further, define r(n) = log(L 1 (n) log n) and
with the associated M -function
Then the following result holds:
and
This shows that I 1 (u) ≈ u(log u) 3 / log log u as u → ∞, i.e., we may choose M (x) = x (log x) 3 / log log x, and (3.6) follows.
Proof of (3.7)
We have
xy log(log x·log y)/ log log x log log y)≤u 1 dxdy = xy( 1 log log x + 1 log log y )≤u 1 dxdy ≤ xy≤2u log log u 1 dxdy ≤ Cu log u log log u, and
This shows that I 2 (u) ≈ log u log log u as u → ∞, from which we conclude that (3.7) holds.
Proof of (3.8)
We first note that, log log x log log y + 1 ≥ 1, and that for √ u ≤ x, y ≤ u, log log x log log y + 1 ≤ log log u log log √ u + 1 = log log u − log 2 + log log u + 1 = 2 + log 2 − log 2 + log log u ≤ C, so that, on the one hand, I 3 (u) = xy(log log x+log log y)/ log x log log y)≤u This shows that I 3 (u) ≈ u(log u) 2 as u → ∞, which proves (3.8).
Proof of (5.1)
We first note that, since 1 < x, y < u, we have x α y log x log y ≤ x α y log x log y + 1 = x α y log x + log y log y ≤ 2x α y log u log y . 
Proof of (6.2)
For the general case the corresponding integral can be estimated from above by
where we used [7] , Lemma 3.1, for the second to last inequality. Interchanging the roles of the two variables will in general lead to a poorer estimate.
In the cases discussed in detail the estimates are precise enough, since the lower bound x dx e.g. for β = 1/2, leads to the same functions (up to constants), that is, we rediscover our results in the examples discussed above.
Finally, since the last integral on the right-hand side increases faster than the logarithm and since r(u) = o(log u), it follows that M (u)/u → ∞ .
