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Abstract
For many real-word applications, the considered data is given as a time sequence
that becomes available in an orderly fashion, where the order incorporates impor-
tant information about the entities of interest. The work presented in this the-
sis deals with two such cases by introducing new sequential estimation solutions.
More precisely, we introduce a:
I. Sequential Bayesian estimation framework to solve the multiple speaker local-
ization, detection and tracking problem. This framework is a complete pipeline
that includes 1) new observation estimators, which extract a fixed number of po-
tential locations per time frame; 2) new unsupervised Bayesian detectors, which
classify these estimates into noise/speaker classes and 3) new Bayesian filters,
which use the speaker class estimates to track multiple speakers. This framework
was developed to tackle the low overlap detection rate of multiple speakers and to
reduce the number of constraints generally imposed in standard solutions.
II. Sequential neural estimation framework for language modeling, which over-
comes some of the shortcomings of standard approaches through merging of
different models in a hybrid architecture. That is, we introduce two solutions
that tightly merge particular models and then show how a generalization can be
achieved through a new mixture model. In order to speed-up the training of large
vocabulary language models, we introduce a new extension of the noise contrastive
estimation approach to batch training.

Deutsche Zusammenfassung
Bei vielen Anwendungen kommen Daten als zeitliche Sequenz vor, deren Reihen-
folge wichtige Informationen über die betrachteten Entitäten enthält. In der vor-
liegenden Arbeit werden zwei derartige Fälle bearbeitet, indem neue sequenzielle
Schätzverfahren eingeführt werden:
I. Ein Framework für ein sequenzielles bayessches Schätzverfahren zur Lokali-
sation, Erkennung und Verfolgung mehrerer Sprecher. Es besteht aus 1) neuen
Beobachtungsschätzern, welche pro Zeitfenster eine bestimmte Anzahl möglicher
Aufenthaltsorte bestimmen; 2) neuen, unüberwachten bayesschen Erkennern,
die diese Abschätzungen nach Sprechern/Rauschen klassifizieren und 3) neuen
bayesschen Filtern, die Schätzungen aus der Sprecher-Klasse zur Verfolgung
mehrerer Sprecher verwenden. Dieses Framework wurde speziell zur Verbesserung
der i.A. niedrigen Erkennungsrate bei gleichzeitig Sprechenden entwickelt und
benötigt weniger Randbedingungen als Standardlösungen.
II. Ein sequenzielles neuronales Vorhersageframework für Sprachmodelle, das
einige Nachteile von Standardansätzen durch das Zusammenführen verschiedener
Modelle in einer Hybridarchitektur beseitigt. Konkret stellen wir zwei Lösungen
vor, die bestimmte Modelle integrieren, und leiten dann eine Verallgemeinerung
durch die Verwendung eines neuen Mischmodells her. Um das Trainieren von
Sprachmodellen mit sehr großem Vokabular zu beschleunigen, wird eine Er-
weiterung des rauschkontrastiven Schätzverfahrens für Batch-Training vorgestellt.
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1
Introduction
Advanced technologies, such as smart phones and navigation systems, are continuously be-
coming unavoidable in our daily routines. The fast and increasing demand for such products
opened the gate for countless business opportunities, as it drew new research horizons for the
scientific community, which led to a large number of research projects and prototype devel-
opment in academia and industry alike. Many research directions and product requirements
focus on the most natural ways to reliably incorporate these technologies with a reduced cost
and effort. Following the natural imitation process which constantly inspired human creativ-
ity, researchers tried to tackle this problem by building 1) machines that can see, leading to a
great field of research commonly known as Computer Vision (CV) [1, 2], 2) machines that can
hear, which gave birth to Automatic Speech Recognition (ASR) [3, 4], machines that are able
to do the inverse process, namely, 3) machines that can talk [5], the work in this direction is
generally referred to as Speech Synthesis (SS) or Text-To-Speech (TTS), and eventually, 4) ma-
chines that can think and automatically learn using sophisticated Artificial Intelligence (AI) [6]
and machine learning approaches [7, 8].
These different research areas witnessed a great progress over the last two decades but at
different rates. For many fields, the early introduction of theoretical frameworks that formulate
and solve the tackled problems in a probabilistic manner including, but not limited to, learning,
inference and estimation was the key to success. To name a few examples of approaches with a
significant impact, Hidden Markov Model (HMM) [9], Conditional Random Fields (CRFs) [10]
and Deep Learning (DL) [11, 12] are considered to be some of the most successful and largely
1
2 CHAPTER 1. INTRODUCTION
adopted modeling and learning frameworks. In particular, the recent re-introduction of DL [11]
was largely supported by the introduction of more powerful and super-fast machines, which
allowed us to train large models leading to many great achievements and a significant jump
in the performance of many applications, particularly, in the fields of speech recognition, ma-
chine translation and natural language processing. This thesis contributes to the research done
in this direction by proposing new DL-based approaches to solve the language modeling task.
The continuous progress witnessed over the last two decades is also due to the increased
quality and quantity of the data that is used to train the models. More particularly, large and
diverse corpora dealing with different research aspects are being continuously collected and
developed. Moreover, the introduction of multiple and diverse sensors allowed the investiga-
tion of complex multi-modal systems for a more natural human-machine interaction. Among
these sensors, the usage of microphone arrays became essential to solve a large number of tra-
ditional speech and signal processing problems, such as speech separation and/or enhance-
ment, acoustic source localization and tracking and also some multi-modal problems, such as
camera steering for teleconferencing systems, audio-visual tracking and distant speech recog-
nition. This thesis will introduce new solutions to some of the problems mentioned in this list.
1.1 Sequential Data Estimation
For many probabilistic estimation problems, the considered data is timely ordered as it be-
comes available in a time sequence. Thus, it is generally referred to as sequential data, whereas
the approaches dealing with these problems are known as sequential data estimation [7, 13].
The work presented in this thesis investigates the theory and application of two sequential data
estimation problems, namely:
1. Sequential Bayesian Estimation: The first part of this thesis will introduce a probabilis-
tic framework, which uses the sequential audio data recorded by a microphone array to
track multiple concurrent speakers. To do so, we will first introduce a multiple speaker lo-
calization and detection framework, i.e., a framework that estimates the number and lo-
cation of multiple active speakers on each time frame, and then show how this approach
can be used as a measurement detector in combination with a Kalman-based recursive
Bayesian filter to track and, thereby, extract the short-term trajectories of multiple con-
current speakers.
2. Sequential Neural Estimation: The second part of this thesis will focus on textual data.
In particular, we will present new neural solutions to the language modeling task, where
the data is processed as an ordered sequence of words. Thus, language modeling is de-
fined here as the task of predicting the next word given its history, i.e., the sequence of
its preceding words. The new proposed solutions will mainly focus on improving short
and long range dependencies, which are considered to be a bottleneck for many Natural
Language Processing (NLP) applications.
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1.2 Thesis Highlights and Objectives
The work presented in this thesis focuses on two sequential data problems as explained in the
previous section. While these two problems both deal with sequential data, there are funda-
mental differences regarding their problem formulation. More precisely, the multiple speaker
tracking problem can be formulated as the task of tracking a hidden state, i.e., the speaker(s)
location, from a set of measurements that are extracted from the audio signal and can be of
a different nature. Thus, the corresponding solutions, generally known as sequential filter-
ing [14, 15], alternate between two steps, namely, 1) predicting the next state using a state
model, followed by 2) an update of the state once a new observation becomes available us-
ing a measurement model. In classical language modeling, however, the measurement model
is not used and the task is defined as sequence prediction, which can be reduced to the first
step of sequence filtering. This is mainly due to the fact that the actual state of interest, i.e.,
next word, becomes available and is therefore directly used in the prediction. Thus, language
modeling does not necessary need a measurement model to update its state. Note that even in
the general case where the actual next word is not available, e.g., in speech recognition and ma-
chine translation tasks, the predicted word is used instead, which does not bring any additional
information that would require a state update.
The second fundamental difference between these two problems lies in the nature of their
state of interest. That is, the location space is continuous. Thus, the problem can be defined
and dealt with using continuous probability distributions, whereas the word space is discrete
and can be reduced to a pre-defined vocabulary set, which makes it difficult to define and use
continuous probability distributions in this space. This difference forces us to use models that
can learn how to predict each word directly from the training data. In fact, this aspect makes
the introduction of few state-of-the-art generative models, such as Generative Adversarial Net-
works (GAN) [16], to solve different NLP tasks generally difficult, since one would need to accu-
rately define how samples drawn from a continuous representation space map into the discrete
linguistic space.
1.2.1 Sequential Bayesian Estimation: Multiple Speaker Tracking
Figure 1.1: Block diagram illustrating the main components of the multiple speaker localization,
detection and tracking solution proposed in the first part of this thesis. Each of these components
will be discussed in details in the next chapters.
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The work detailed in the first part of this thesis comes as a novel solution to track multiple
concurrent speakers. In particular, we propose a pipeline to solve the subsequent localization,
detection and tracking of multiple overlapping speaker tasks. Figure 1.1 shows a block diagram
of the different components of the proposed solution. The approaches considered here were
mainly developed for wideband audio signals recorded with microphone arrays in a real in-
door environment. The objective is to develop a probabilistic framework that sequentially, i.e.,
for each time frame, answers three main questions regarding the received audio signals:
1. Where does the signal originate from? The answer to this question aims at localizing
the potential acoustic sources that emit the received signals. These acoustic sources can
be human speakers producing signals of interest, i.e., speech, as they can be static noise
sources, such as projectors and computers, or other occasional noise objects, such as
doors and windows. The early multi-path reverberations are considered here as addi-
tional acoustic sources that can be detected as well. Throughout this thesis, we will refer
to the task answering this question as multiple acoustic source localization.
2. How many real simultaneous (overlapping) speakers? The goal here is to classify the po-
tential acoustic source locations answering the previous task into real speaker and noise
sources. In the rest of this thesis, we will refer to this task as multiple speaker detection.
3. Who are (locally) the speakers? The approaches proposed to solve the previous two tasks
are memoryless, i.e., they are performed on a frame-by-frame basis and do not include
any localization or detection history to achieve the targeted tasks. Thus, this thesis also
investigates a third task, which aims at filtering the history of the estimated speaker lo-
cations to track the different speech sources and estimate their trajectories as long as the
speakers are active, i.e., speaking. These short-term location trajectories (over time) are
considered to be unique local identifiers. We will refer to this task as multiple concurrent
speaker short-term tracking.
The proposed probabilistic framework was developed to answer these three main questions
while achieving the following objectives:
• Very little (to none) predefined assumptions and constraints, in particular, regarding the
speakers location, their number and their movement.
• The approaches should be robust and stable across different indoor environments, in
particular, in meeting rooms, offices and workplaces.
• Robustness to noise and reverberation. The type of noise we consider here is the typical
in-door noise, such as projectors, door slams, etc. Although the proposed solutions can
be further investigated and adapted to other noisy conditions, the work presented in this
thesis was not tested or evaluated in such conditions.
• The developed solutions should be able to run online and (near) real-time.
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1.2.2 Sequential Neural Estimation: Language Modeling
The second part of this thesis is focused on improving state-of-the-art Language Models (LMs).
That is, we use model combination to tackle some of the shortcomings generally known to
be present in standard neural architectures and to speed-up their training. we can divide the
problems we are addressing in this thesis into the following categories:
• Loss of word position information in recurrent neural network models, which can model
short patterns in language. These patters can be explicitly captured by N-gram and feed-
forward models, whereas they are lost in recurrent models due to their usage of the single
last seen word as an explicit history.
• Explicit and separate modeling of short and long range dependencies that most basic
neural architectures do not address.
• Slow, sometimes impossible, training of large vocabulary neural language models. This
problem is caused by the output layer normalization, which typically involves the evalu-
ation of the softmax function over the complete vocabulary, for each training example.
In order to address these problems, we investigated model combination as a framework
to develop new solutions. More precisely, we propose, in a first stage, new architectures that
merge the learning capabilities of different basic models leading to hybrid neural network mod-
els. In a second stage, we investigate the generalization of this framework to be independent
of the combined models and their number. The proposed solutions were designed to solve the
problems mentioned above while targeting these objectives:
• No direct design or control over the linguistic features used to solve the language model-
ing task.
• Investigating the potential of neural networks for language modeling. Therefore, we will
solely focus on neural network-based solutions.
• Avoid over-tuning and corpus-based models to solve the task. Thus, the new solutions
should show their merits when they are trained and tested following comparable exper-
imental setups to those used by the baseline models.
• Possibility to generalize these new solutions to other natural language processing tasks.
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1.3 Chapter-wise Summary and Contributions
We present in this section a chapter-by-chapter review, in addition to the corresponding con-
tributions and publications for each chapter.
Chapter 2 provides, in a first stage, a literature review of the multiple speaker localization,
detection and tracking problem. That is, we define each of the main components needed to
solve this problem and then highlight the main approaches proposed to achieve that. In a sec-
ond stage, we present an overview of the AV16.3 corpus, which is extensively used in this thesis,
in addition to the statistical evaluation framework that is used to assess the performance of the
newly proposed solutions.
Chapter 3 introduces the basic statistical notions that are used throughout this thesis. In
particular, we review here the expectation-maximization algorithm used to estimate the maxi-
mum likelihood solution of incomplete data, with an application to Gaussian mixture models.
Then, we present the Bayesian estimation framework with its extension to sequential problems.
Finally, we introduce few implementations of this framework, such as (unscented) Kalman fil-
ter and particle filters, that are generally used under different assumptions. These filters will
be used as baseline models during the evaluation of the proposed solutions.
Chapter 4 presents the cornerstone model of the proposed multiple speaker localization,
detection and tracking framework. That is, we explain in Section 4.2 that we consider the Time
Difference Of Arrival (TDOA) of a given speaker as a random hidden variable, and then show
how the Generalized Cross-Correlation (GCC) function, which is generally used to estimate the
TDOA, can be interpreted as its probability density function (pdf). Based on this interpreta-
tion, Section 4.2.1 introduces two assumptions justifying the use of a Guassian Mixture Model
(GMM) to approximate the TDOA pdf. The parameters of this GMM can be then estimated us-
ing two different approaches, namely, a Weighted Expectation-Maximization (WEM) algorithm
that considers the GCC function as a set of weighted observations drawn from a hidden distri-
bution [17, 18], this is explained in Section 4.2.2, and an acoustic-dominance based approxima-
tion that incorporates our knowledge into the estimation process, detailed in Section 4.2.3 [19].
Finally, we show how the GMM can be used to derive TDOA estimates in Section 4.2.4.
Chapter 5 introduces the proposed approaches to solve the first problem, namely, the mul-
tiple acoustic source localization task, which aims at extracting a fixed number of potential lo-
cation estimates per time frame. These solutions are based on the assumption that each acous-
tic source in the room is generated, at most, by a single Gaussian component in each micro-
phone pair GMM, estimated in Chapter 4. This chapter proceeds by reviewing the commonly
used SRP solution and highlights its shortcomings in Section 5.1. Then, we introduce three
new alternatives that deal with different conditions. That is, 1) Section 5.4 introduces a Proba-
bilistic Steered Response Power (P-SRP) approach [18], which approximates the standard SRP
solution based on the estimated TDOA-GMMs. Then, 2) Section 5.5 introduces a Cumulative
Steered Response Power (C-SRP) approach [20], which improves the detection rate and speeds
up P-SRP using a two stage localization process. That is, C-SRP reduces the search space into
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few regions with a high likelihood and then performs the standard SRP in the reduced space. Fi-
nally, Section 5.6 introduces an alternative Acoustic Event Joint Distribution (AEJD) [19], which
solves the problem of local maxima that decreases the performance of SRP-based solutions,
specially when only few microphones are available. This chapter also introduces an extension
of each of the proposed solutions to the multiple speaker case.
Chapter 6 deals with the multiple speaker detection task. More precisely, the potential lo-
cation estimates, obtained using one of the proposed approaches from Chapter 5, are not nec-
essarily generated by an actual speaker but could also be generated by other acoustic sources,
such as noise objects and reflections. Therefore, This chapter proposes to extract the actual
speaker estimates by casting this problem as a binary classification task between a noise class
and a speaker class, and then introduces in Section 6.3 an unsupervised Naive Bayesian Clas-
sifier (NBC) to solve it [21]. In order to achieve this goal, we also introduce here two new clas-
sification features: 1) Section 6.1 introduces the Dominance-based Cumulative Power (DCP)
feature, which models the signal power emitted by an acoustic source, whereas 2) Section 6.2
introduces the Maximum Likelihood Error (MLE) feature, which describes the nature of the
source. In order to be able to use this model in online systems, Section 6.5 introduces an on-
line adaptation of the proposed classifier, in addition to the investigation of different additional
features that can be used to enhance its performance [22].
Chapter 7 presents the proposed solutions for the sequential filtering problem. That is,
we present here new Bayesian filters to track a single or multiple concurrent speakers. In a first
stage, we consider the TDOA-based single speaker problem, which can be solved using simpler
and much faster solutions compared to the multiple speaker case. To do so, we introduce two
new solutions to deal with the problem of noisy/erroneous TDOA estimates, which drastically
degrades the performance of standard approaches. The solution presented in Section 7.1.2
introduces a new Multiple Hypothesis Gaussian Mixture Filter (MH-GMF), which considers
multiple TDOA estimates as observations instead of the most likely one, combined with a bank
of parallel Kalman filters to process these observations [23]. As an alternative to increasing
the robustness of the tracking filter, Section 7.1.3 introduces a new solution that improves the
TDOA estimation itself using tracking information [17]. More precisely, this approach uses the
predictive distribution of the tracking filter to enhance the TDOA-GMM, estimated in Chap-
ter 4, before proceeding to the measurement detection stage. For the multiple speaker case,
Section 7.2.2 introduces a new Short-Term Tracking (STT) approach [24], which considers the
estimates classified as speaker location(s) (from Chapter 6) as noisy observations that are sub-
sequently used to track multiple concurrent speakers. This new filter was particularly designed
to overcome few problems that are related to the speech nature itself through the integration
of an HMM, which models the different possible states of a speaker. Finally, we show in Sec-
tion 7.2.3, how the overlap detection rate of multiple speakers can be improved by generalizing
the approach introduced in Section 7.1.3 to the multiple speaker case [25].
Chapter 8 presents a literature review of statistical language modeling work in Section 8.1.2
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with a particular focus on standard N-grams and their main shortcomings. Then, Section 9
discusses the basic neural network LMs and their underlying assumptions and modeling ap-
proaches. We also discuss in this chapter the difficulty of training large vocabulary neural LMs,
and review some of the solutions proposed to overcome this problem in Section 8.2. Finally,
Section 8.3 introduces the different corpora that are extensively used in this thesis, in addition
to the different metrics used to assess the performance of the newly proposed solutions.
Chapter 9 introduces the basics and the mathematical formulation of the language mod-
eling task, followed by a discussion of how short and long range context LMs approximate it,
with a particular focus on neural network-based models. Finally, Section 9.2 briefly discusses
the baseline neural architectures used in language modeling. Particularly, we review here the
Feed-forward Neural Network (FNN), Elman Recurrent Neural Network (RNN) and the Long-
Short Term Memory (LSTM) network.
Chapter 10 discusses some of the shortcomings of the baseline models, and then moti-
vates the idea of using model combination as a solution that overcomes these problems. That
is, we show here that merging multiple models in a single architecture can lead to a signifi-
cant improvement when compared to the separate models. We introduce in this chapter two
new examples of model combination followed by a generalization framework for neural model
combination. More precisely, Section 10.1 introduces the first hybrid model; Sequential Recur-
rent Neural Network (SRNN), which proposes to enhance the standard RNN architecture using
additional sequential connections that capture the word position information and any residual
information, which may have been lost during the last update of the hidden state [26]. Then,
Section 10.2 presents the second model; Long-Short Range Context (LSRC) network, which pro-
poses to explicitly and separately model short and long range dependencies using two separate
hidden states of an extended LSTM model. In doing so, this new model improves the context
learning and representation and thereby the model performance [27]. Finally, Section 10.3 in-
troduces a generalized architecture, which is independent of the type and number of models
that can be combined [28]. In fact, this new model uses different neural architectures as kernels
to capture different features, and then uses a mixing layer to combine these features.
Chapter 11 introduces our new approach; Batch Noise Contrastive Estimation (B-NCE), to
train large vocabulary LMs [29]. More particularly, we briefly review in Section 11.1 the standard
NCE approach and explain why it is not well-suited for batch training, and then introduce in
Section 11.2 the proposed NCE extension to batch mode, which considers the words in the
batch as target and noise samples at the same time (i.e., for each target word, the remainder of
the batch is considered the be the noise samples). This chapter also introduces a new baseline
and an experimental study of NNLMs on the one billion word benchmark.
Chapter 12 summarizes the work presented in this thesis, draws few conclusions and in-
sights and introduces new research directions that can be explored in the future to improve
some of the approaches proposed in this work.
Part I
Sequential Bayesian Estimation:
Multiple Speaker Localization and
Tracking
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2
Background: Speaker Localization,
Detection and Tracking
2.1 Speaker Localization and Detection
The design and performance of multiple object detection and tracking approaches are highly
dependent on the model assumptions and constrains, in addition to the type of sensors that
are considered and their performance. Among these sensors, microphone arrays have be-
come essential to solve a large number of signal processing problems and to improve the sin-
gle channel-based solutions [30]. This is mainly due to the spatial/temporal redundant in-
formation about the acoustic sources, which is carried by the audio signals and captured by
the different channels. Their area of application includes speech separation [31], speech en-
hancement [32], acoustic source localization and tracking [33], but also more advanced ap-
proaches such as camera steering for teleconference systems and audio-visual tracking [34].
Among these applications, the detection and localization of multiple concurrent speakers i.e.,
estimating the number and the location of multiple speakers talking simultaneously, from a
short speech segment remains a difficult and an open task. This chapter will review some of
the research work proposed to tackle different aspects of this problem.
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2.1.1 Single Speaker Localization
Acoustic source localization approaches can be divided into two main categories: single-step
approaches, also known as direct approaches, and dual-step approaches, also known as TDOA-
based methods or indirect approaches. In the later category, the TDOA introduced at each mi-
crophone pair is firstly estimated, and then the source location is extracted by virtue of geomet-
rical intersections. One of the early solutions of this category was introduced by Schmidt [35],
who proposed to extract the source location as the intersection of three planes. A similar spher-
ical intersection method has been proposed by Schau et al. [36]. The spherical representation
idea has also been used in [37] as an approximate linear Least Squares (LS) solution. The inter-
section based localization has been further developed to cover the Maximum Likelihood (ML)
approximate solutions. This idea is well investigated in [38, 39], where a linear intersection
method is proposed, and in [40], where the intersection of hyperbolic curves defined by the
TDOA is considered. Although these approaches are generally fast and perform well in ane-
choic and noise-free environments, their performance drastically decreases in noisy/reverber-
ant conditions. This, in fact, is due to the vulnerability of these approaches to noisy/erroneous
TDOA measurements, which are produced by TDOA estimation methods whose performance
decreases in these conditions.
The need for more robust source localization techniques regarding noise and/or rever-
beration led to a new category of direct approaches, which aim at inferring the source loca-
tion directly from the signals using the redundant information about the acoustic sources,
which is carried by the multi-channel signals. This is typically done by optimizing a criterion
in a discrete grid over the 2-D/3-D space. This category can itself be divided into two main
streams: 1) Spatial spectral estimation techniques, which mainly include Spatial Correlation
Matrix (SCM)-based methods, and 2) Beamforming (BF)-based source localization [41]. The
former stream provides a variety of approaches using different optimization criteria. The well-
known approaches of this category are the Multi-Channel Cross-Correlation (MCCC)-based
source localization [42] and the Adaptive Eigenvalue Decomposition (AED) [43]. While the first
approach tends to search for the location which minimizes the determinant of SCM, the sec-
ond approach aims at finding the location with the maximum eigenvalue. More details about
these approaches can be found in [44, 45]. The most commonly used approach of the second
stream is the Steered Response Power (SRP) technique [46]. This approach constructs a Delay-
and-Sum Beamformer (DSB), which is steered at different locations. The source position is
subsequently extracted as the one with the maximum power.
Although BF-based category of approaches is sufficiently robust to noise and reverbera-
tion, it is computationally burdensome as it requires a fine discretization of the 2-D/3-D space
to achieve a good localization precision. Dmochowski et al. [47] proposed to reduce the search
space to few regions with a high likelihood. This reduction is based on the inverse mapping
of the TDOAs corresponding to the Generalized Cross Correlation (GCC) peaks. In the same
direction, Do et al. [48, 49] proposed different space reduction strategies, which aim at reduc-
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ing the search space at each iteration until it converges to the maximum point. Improving the
SRP performance was further investigated using spatial averaging techniques. This idea was
developed in [50], where the space is divided into sectors, e.g., vertical slices, and an SRP esti-
mate is calculated for each sector. The source location is then obtained using a second, more
refined, search step inside the sectors with maximum energy. This idea was further developed
in [51], where an equivalent phase domain metric-based activity measure is investigated. A
similar method is proposed in [52] using the fact that compact volumes in the location space;
rectangular volumes in this case, map to closed intervals in the TDOA space.
2.1.2 Multiple Speaker Localization
Generalizing SRP techniques to the multiple speaker case drew much attention in the last
decade. Lathoud et al. proposed in [53] an unsupervised threshold selection technique to
estimate the number of speakers, the localization is then performed using the two-steps SRP
method introduced briefly above [51]. Combining, respectively, Agglomerative Clustering (AC)
and Gaussian Mixture (GM) modeling with the SRP was the subject of interest in multiple
works; Nilesh et Raineh proposed in [54] a narrowband localization estimation technique com-
bined with a GM model. This work is based on the disjointness of speech assumption in the
frequency domain [55]. A different but similar work was proposed in [56], where the SRP is
represented by a set of location samples selected according to their SRP outputs, and then ap-
proximated by a GM using the Expectation-Maximization (EM) algorithm. In the same line of
thoughts, the authors of [57] proposed to cluster the set of samples using AC, which is expected
to converge to the correct number and location of the speakers, whereas the authors of [58]
proposed to divide the frequency domain to sub-bands, for which the SRP is calculated and
then clustered using the AC technique.
2.1.3 Multiple Speaker Detection
A good multiple speaker localization performance cannot be achieved without a source detec-
tor, which classifies the obtained estimates into speaker/noise. This is mainly due to 1) the
presence of noise and/or reverberation, which introduces secondary peaks, and to 2) the un-
known time-varying number of sources per frame. Few attempts have been made to overcome
this problem. The authors of [54] proposed to use the distance separating the estimates as a
criterion to extract the number and location of the sources, whereas Do et al. [56, 57] proposed
to combine the signal power with a double clustering technique to estimate the number of
speakers. In a more advanced approach, Lathoud et al. [53] proposed an unsupervised thresh-
old selection technique to control the false alarm rate.
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2.2 Speaker Tracking
Tracking acoustic sources is becoming increasingly more important with its increasing number
of applications, such as multi-party speech enhancement/separation, automatic camera steer-
ing, robotics, etc. Classical single acoustic source tracking approaches consist of two stages: 1)
extracting the measurements, which can be either TDOAs at the sensor pairs [59, 17]; or noisy
location estimates obtained with an SRP-based technique [46, 60, 61]. 2) These measurements
are then processed by a filtering approach, such as Particle Filter (PF) [15, 62] or Kalman Filter
(KF)-based approaches [63, 64], which extracts the actual location of the speaker(s). We discuss
below the two main categories with a particular focus on their advantages and shortcomings.
2.2.1 TDOA-based Single Speaker Tracking
While SRP-based tracking is generally robust and reliable, it is very slow compared to TDOA-
based tracking, which can easily lead to a real-time system. Unfortunately, the performance of
the approaches that subscribe in this category of single speaker tracking drastically degrades in
the presence of noise and multi-path effects. More precisely, under room acoustical conditions,
early reflections and reverberation corrupt the GCC function, which is typically used to esti-
mate the TDOA, through smearing and through introduction of secondary peaks [46, 62]. This
in turn affects the tracking algorithms, which assume the error is a stationary Gaussian process,
whereas the TDOA error in a multi-path environment is rather time-varying and multi-modal.
Few attempts have been made to solve this problem. Vermaak [62] proposed to use a multi-
ple hypothesis particle filter, which considers all TDOA values as measurements associated to
confidence weights. This approach has been further improved in [65], where an extended par-
ticle filter has been introduced. We will continue along these lines in this thesis by proposing
two approaches to further improve the TDOA-based single speaker tracking performance.
2.2.2 SRP-based Multiple Speaker Tracking
Multiple object tracking is an open research topic that has a wide range of applications. More
particularly, multiple speaker tracking using microphone arrays has become an essential tool
to develop robust solutions to a large number of signal processing problems, such as multi-
party distant speech recognition, speech separation/enhancement, speaker diarization, etc.
Extending the TDOA-based tracking to the multiple speaker case is very difficult given the
data association problem it faces, i.e., how to assign peaks in the GCC functions to different
speakers. Furthermore, these approaches are very sensitive to noise and reverberation, which
makes them less attractive. Therefore, multiple speaker tracking approaches use SRP, instead
of TDOA, to generate the measurements, as they extend the single speaker tracking solutions
through a multi-modal estimation framework, which allows the tracking of multiple instanta-
neous speakers. Such approaches include the joint probabilistic data association filter [66], the
multiple model particle filter [67] and the extended Kalman particle filter [68], to name a few.
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Despite their relative success, these approaches were mainly designed to overcome few
classical problems of multiple object tracking, such as the non-linearity of the state space
model [60, 63, 66], the robustness to noise [68] and the correct estimation of the number of
speakers [69]. These approaches, however, did not address two main problems related to
the speech nature, namely, 1) the high discontinuity of spontaneous speech, where an active
speaker becomes frequently inactive for a short time (100-300ms), and 2) the suppression prob-
lem, where the dominant speaker masks the remaining speakers. These two problems reduce
the speaker detection rate, and thereby makes the tracking of acoustic sources possible only in
short-term, i.e., while a speaker is talking without being suppressed by another source. Con-
trary to standard multiple object tracking problems, and as a first attempt to solve this short-
term activity problem, Lathoud et al. [70] proposed a Short-Term Clustering (STC) approach,
which extracts the speakers trajectories as short-term location clusters. The multiple speaker
tracking work presented in this thesis follows a line of thought similar to [70] by proposing a
multiple speaker short-term tracking framework, which consists of a bank of parallel KFs track-
ing multiple instantaneous speakers. The details of this approach are presented in Chapter 7.
2.3 Evaluation Framework of Speaker Localization and Tracking
This section introduces 1) the audio-visual AV16.3 corpus [71], which is used to evaluate the
proposed speaker localization, detection and tracking approaches, and 2) the different metrics
used throughout this thesis to report and evaluate the performance of the models.
2.3.1 Evaluation Corpus: AV16.3
The work conducted in this thesis was thoroughly evaluated on the AV16.3 corpus [71], which
was particularity designed to cover different phenomena that occur in multi-party speech sce-
narios taking place in a standard meeting room. The abbreviation “AV16.3” means that the cor-
pus is a collection of Audio-Visual data recorded in a fully synchronized manner with 16 micro-
phones and 3 cameras. The microphones are distrusted on two 10 cm-radius, 8-microphone
Uniform Circular Arrays (UCA), which are placed on a table with an inter-distance of 0.8 m.
Figure 2.1 shows a top view of the physical setup used during the AV16.3 data collection, which
took place in a smart meeting room of a size≈ 30 cm2 [72]. The Speakers Area marks the record-
ing scene, which can be captured by all three cameras during the data collection.
The AV13.6 corpus provides very accurate annotation of the mouth location for 10 differ-
ent audio sequences recorded under different scenarios. In particular, the 3-D trajectory of
the mouth location of each speaker (ground truth), which is very crucial for the evaluation of
speaker localization and tracking, was reconstructed using the cameras calibration parameters
and the mouth tracking information provided by all cameras. Moreover, the visual tracking was
facilitated using colorful balls that were placed on the head of each speaker. Figure 2.2 shows
snapshots of a scene captured by the three cameras. We can see in this figure the small markers,
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Figure 2.1: Top view of the physical setup used in the AV16.3 recording: C1, C2 and C3 denote the
cameras whereas MA1 and MA2 denote the two 8-microphone Uniform Circular Arrays (UCA).
All recordings took place in the “Speakers Area” so that all participants can be captured by all
three cameras.
i.e., balls, placed on the head of each speaker, in addition to the location of the two microphone
arrays on the table. This annotation setup led to a ground truth location of the mouth with an
error margin of ≤ 5 cm. More details about the AV16.3 corpus can be found in [53, 73].
(a) Camera 1 (b) Camera 2 (c) Camera 3
Figure 2.2: Snapshots from the sequence seq45-3p-1111 taken by the three different cameras
used to record the AV16.3 data. Camera 2 shows the location of the microphone arrays.
The AV16.3 corpus contains 42 various audio recordings in WAV format and sampled at
16 kHz, with 10 sequences fully annotated using the setup described above. The sequence
durations range from 14 seconds to 9 minutes and were recorded from 12 different speakers.
AV16.3 offers various scenarios covering different interesting phenomena. In particular, from
an audio speaker localization and tracking perspective, the corpus offers sequences modeling:
• Long audio segments with overlapping speech.
• Time-varying number of simultaneous speakers within a single sequence.
• Small, large and time-varying angular separation of the speakers.
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• Close and far speaker locations from the microphone arrays.
• Static and dynamic speakers, including fast moving scenarios.
The work reported in this thesis will mainly focus on the 10 annotated sequences. There-
fore, we introduce here more details about each recording in this set:
• seq01-1p-0000, seq02-1p-0000 and seq03-1p-0000: These three sequences con-
tain a single speaker counting from one to ten at 16 different locations. The speakers are
static while speaking and silent while moving.
• seq11-1p-0100: A short sequence with one speaker who is mostly moving while speak-
ing. The goal of this sequence is to test models on fast and unexpected motion scenarios.
• seq15-1p-0100: A single speaker alternating between silence and speech while mov-
ing. The evaluation on this sequence shows if tracking models can re-detect and resume
tracking of the speaker after long segments of silence while moving.
• seq18-2p-0101: Sequence with a continuously overlapping speech from two seated
speakers, who get slowly as close as possible from each other before getting back to their
initial position.
• seq24-2p-0111: Sequence with two moving speakers crossing each other twice while
talking most of the time.
• seq37-3p-0001: This is the longest sequence in the annotated set. It contains three
speakers at static positions while speaking. Two speakers remain seated all the time while
the third speaker is standing as he changes his location when he becomes silent. The
number of overlapping speakers alternate between two and three.
• seq40-3p-0111: Sequence with three overlapping speakers for the complete duration
of the recording. Two speakers are seated while the third one is standing as he walks back
and forth once behind the seated speakers.
• seq45-3p-1111: Sequence with three overlapping and moving speakers who cross each
other multiple times. The movement of the speakers in this scenario is not restricted to
the speakers area. Figure 2.2 shows three snapshots of a scene from this scenario, taken
by the three different cameras used in the AV16.3 recording.
2.3.2 Evaluation Framework and Metrics
Acoustic localization and tracking approaches are classically evaluated using restrictive met-
rics such as the Anomaly Rate (AR), which is defined as the percentage of estimates that vary
from the true location by more than a given threshold, e.g., 5◦ [45]. While such metrics help us
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draw general conclusions about the overall performance, they fail in evaluating different as-
pects that can be very crucial to the model performance, such as the precision of the model,
and may even change our conclusions. For instance, assuming a systematic error in the mi-
crophone locations; or the ground truth, will introduce a bias in the anomaly rate and thereby
in our evaluation. To overcome this problem, Lathoud [73] proposed a statistical evaluation
approach, which is more informative and robust to such errors. In this approach, a “Gaus-
sian+Uniform” (N + U ) distribution is used to classify the estimates into speaker and noise
classes. More precisely, for each time frame, the error between each estimate and its closest
ground truth location is calculated in a first step, followed by fitting a “Gaussian+Uniform” dis-
tribution to the data formed by the resulting set of errors using the EM algorithm. All different
statistics needed to evaluate the localization and/or tracking performance can be then derived
from the Gaussian distribution, which is expected to model the correct estimates, whereas the
uniform distribution models the incorrect estimates.
While this approach is more informative and robust compared to the anomaly rate met-
ric, its assumption that incorrect estimates are uniformly distributed, i.e., modeled with a uni-
form distribution, is valid only under few conditions. More particularly, the presence of non-
negligible noise sources and/or strong reverberations emerging from a particular direction will
lead to a bias in the incorrect estimates, causing the “N +U” approximation to fail in separat-
ing the two classes correctly. Therefore, we propose to replace the uniform distribution by a
second Gaussian distribution. Thus, our new model is expressed as “Ns +Nn ”. In this case,Nn
will be able to model any particular bias present in the incorrect (noise) estimates. If such bias
is absent,Nn will simply approximate the uniform distribution through a large variance.
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Figure 2.3: Example illustrating the proposed “Ns +Nn ” distribution used in the evaluation of a
speaker localization and tracking approach on sequence seq11-1p-0100.
Now, we will derive the different statistics needed for our evaluation and define the resulting
metrics. To do so, let {εiθ }Ni=1 be a set of N errors calculated as the difference between each
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estimate and its closest ground truth location, and let Nx = {px ,µx ,σx } with x ∈ {n , s } be
the speaker and noise Gaussian distributions obtained with the EM algorithm. px ,µx and σx
denote their weight, mean and covariance, respectively. Our first set of metrics is given by:
• The prior ps of the speaker class: This is a soft approximation of the percentage of correct
estimates. In fact, ps is the opposite metric of the anomaly rate that takes into account
all factors mentioned above.
• The covarianceσs of the speaker class: This is a soft metric to evaluate the model preci-
sion. More precisely, a low covariance means that the Gaussian distribution approximat-
ing the speaker class is sharper. Thus, the location estimates are more accurate, and vice
versa.
• The mean µs of the speaker class: This is a soft measure of any bias in the physical setup
as discussed above. That is, a value different than 0 for µs means that either the setup
information used in the localization is not accurate, such as the location of the micro-
phones, or that the ground truth location has a uniform bias.
In addition to these metrics, which evaluate different aspects of the overall performance
of the models, we will also report additional metrics, which particularly focus on the multiple
speaker case. More precisely, we also report:
• The detection rate of each speaker (dr ): defined as the number of time frames, with a cor-
rect estimate for this given speaker, divided by the total number of frames which contain
a ground truth location for this speaker.
• The overlap detection rate of order N (or ): defined as the number of time frames with
a correct estimation of N speakers divided by the total number of localization frames
containing exactly N speakers.
• The tracking rate of each speaker (tr ): defined as the total tracking duration of a particular
speaker divided by the total duration of tracking frames, which contain a ground truth
location for this speaker. Note that tr ≥ dr , this is due to the fact that tracking can also
occur in frames where the speaker is not detected but considered as inactive.
• Run-time factor (t ): defined as the processing time needed to run the model divided by
the total duration of the localization/tracking frames.
In the case where a voice activity detection is used, the ground truth used to define these
metrics will be restricted to the speech frames, whereas silence frames will be discarded from
the evaluation.

3
Basics: Expectation Maximization and
Bayesian Filtering
Probability is expectation founded upon partial knowledge. A perfect acquain-
tance with all the circumstances affecting the occurrence of an event would change
expectation into certainty, and leave neither room nor demand for a theory of prob-
abilities.
- George Boole (1815-1864), An Investigation of the Law of Thought
Probability theory is the branch of mathematics dealing with lack of perfect knowledge.
Following the definition given by George Boole in the quote above, we can generally describe it
as the scientific field which is concerned with the measure of uncertainty of events. Thus, it is
a formalization of the principles and tools required to evaluate and understand the unknown
through its available and partial knowledge. In formal terms, probability theory models events,
also referred to as outcomes, as random variables to which it assigns probability distributions in
the space formed by all possible events. These distributions can be then used to model and cal-
culate the probability of occurrence of a given outcome under different circumstances, which
are generally represented as dependencies on other observations [74].
Given that probability theory is a vast field to be fully covered in this thesis, we will intro-
duce in this chapter the main aspects and notions that are needed to explain and understand
the work conducted in this thesis. In particular, we will review the EM algorithm, which is an
important class of ML solutions that are widely used to estimate the parameters of a hidden
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distribution from observed data, with an application to GM models. Then, we will introduce
the Bayesian estimation approach of random states and its extension to sequential scenarios
with few solutions. In the rest of this chapter, X and Y will denote a hidden and an observable
random variable, respectively.
3.1 Expectation-Maximization Algorithm
The EM algorithm is a generalization of ML estimation to incomplete data. It is a solution
that proposes to iteratively estimate the ML solution by re-constructing the missing infor-
mation about the data [75, 76]. To illustrate this aspect, let us revisit the famous coin flip-
ping experiment. Let us assume that we have N biased coins c1, . . . , cN and that the proba-
bility of cn landing on head is given by Pn (h ) = θn , whereas the probability of getting tail is
Pn (t ) = 1− θn . θ1, . . . ,θN are unknown parameters due to the biases of the coins. Our experi-
ment consists of randomly choosing a coin from our set and flipping it. Repeating this exper-
iment M times will lead to two sequences of observations, namely, the sequence of randomly
chosen coins XM = {x1, . . . , xM } with xm ∈ {c1, . . . , cN } for m = 1, . . . , M , and a sequence of out-
comes YM = {y1, . . . , yM }with ym ∈ {h , t }. The log-likelihood function for this problem is given
by L (θ ) = log(p (YM |θ )). Maximizing this function leads to the ML estimate of the parameter
θn , which can be calculated as:
θˆn =
M∑
m=1
δxm cn ·δym h
M∑
m=1
δxm cn
. (3.1)
δa b is the Kronecker delta which is equal to one if a = b and zero otherwise. In simple
words, the ML estimate is the fraction of heads calculated on flipping experiments which were
performed after randomly choosing coin number n .
Now, let us make this experiment a little bit more interesting and assume that we cannot
observe the sequence of coinsXM , which were randomly selected. We will refer to X as hidden
or latent random variable. All what we can see in this case is the outcome of these tosses given
by YM . Obviously, the ML solution given by (3.1) can no longer be applied in this scenario. To
overcome this problem, the EM approach proposes to softly reconstruct XM by iteratively in-
creasing the log-likelihood of the data, L (θ ). This reconstruction, however, does not assume
hard-known decisions about the chosen coins. Therefore, it does not search for the best se-
quence of coins which could have generated the outcomes. Instead, it expresses each step de-
cision as a probability distribution over all coins. That is, we calculate the probability that each
coin produced the outcome of each experiment, and then use the resulting probabilities to cal-
culate a weighted ML solution. The derivation of the EM algorithm ensures the convergence
of this iterative process towards a local maximum of the log-likelihood function L (θ ).
Formally, the EM uses a given initialization of the parameters and the observed data to
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alternate between two steps until some convergence criteria are met. These two steps can be
summarized as follows:
1. Expectation Step (E-Step): Calculate the probability distribution over new guesses of the
missing labels, e.g., the coin outcome in our example, using current model parameters.
2. Maximization Step (M-Step): Re-estimate the model parameters by maximizing the log-
likelihood of the data using the assigned soft labels from previous step.
The next section introduces a classical example of applying EM algorithm to estimate the
parameters of the widely used GM distribution.
3.2 EM Example: Gaussian Mixture Model (GMM)
GMM is a family of probability distributions that are widely used to learn hidden structures
present in the data through clustering, as they are also used to approximate probability density
functions. While GMMs inherit the nice mathematical properties that the Gaussian distribu-
tion offers, they are more attractive due to their approximation power. That is, a GMM can
approximate any multivariate pdf given enough components [77, 78]. GMMs are commonly
used in combination with the EM algorithm to estimate their parameters.
A Gaussian mixture model is fully defined given the number of components in its mixture K
and the mixture parametersΘ = {pk ,µk ,σk }Kk=1, where pk ,µk andσk denote the weight, mean
and covariance of the k th Gaussian component. Applying the EM algorithm, described in Sec-
tion 3.1, to estimate the ML parameters of a GMM approximating some data YM = {y1, . . . , yM }
leads to the following E-Step and M-Step:
1. E-Step: Calculate the probabilities pmk = p (lm = k |x ,Θ), m = 1, . . . , M and k = 1, . . . , K ,
which indicate how likely it is that the data sample ym was generated by the k
th mix-
ture component. Thus, {pmk }m ,k are soft assignments of the observations to the mixture
components, whereas {lm}m are the hidden observation labels.
2. M-Step: Re-estimate the parameters Θ using the new soft assignments according to:
Ck =
M∑
m=1
pmk , (3.2)
pk =
Ck
K∑
k=1
Ck
, (3.3)
µk =
1
Ck
M∑
m=1
pmk · ym , (3.4)
σ2k =
1
Ck
M∑
m=1
pmk · (ym −µk )2. (3.5)
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Ck can be interpreted as the soft fraction of samples that were assigned to the k
th component
in the mixture.
3.3 Bayesian Estimation
Bayesian estimation considers the problem of inferring the state of a hidden variable from some
related observation [74, 79]. This is generally done by integrating the available knowledge about
the state, in the form of a prior, into the estimation process. Formally, if y denotes the avail-
able observation of the random variable Y , whereas X is the hidden target random variable.
Then, the Bayesian estimation approach provides a way to calculate the distribution of inter-
est pX |y (x ) through integration of the state prior pX (x ). This is generally done by considering
the joint distribution of the state and observation pX ,Y (x , y ), which intrinsically integrates the
statistical relationship between X and Y , and then conditioning it on the observation y .
Using Bayes theorem, we can formulate this estimation problem as:
pX |y (x ) =
pX ,Y (x , y )
pY (y )
=
pY |x (y ) ·pX (x )
pY (y )
=
pY |x (y ) ·pX (x )∫
pY |x (y ) ·pX (x ) dx . (3.6)
The approach considered here uses the first expression in (3.6). That is, we follow a two-
step process to estimate pX |y (x ) according to:
• Step 1: Calculate the joint distribution pX ,Y , which is defined over the augmented space
formed by the state and observation. Thus, pX ,Y summarizes the relationship between
these two random variables. This calculation, however, requires the explicit expression
of the observation model y = h (x , w ), which specifies the relationship between X and Y
given some random noise W .
• Step 2: Calculate the posterior distribution pX |y by condition pX ,Y on the available obser-
vation Y = y . This step basically returns a plane from the augmented space by restricting
the joint distribution to the new information given by y .
Depending on the nature of h and the distributions of X , Y and W , different approaches
can be used to calculate the transformation above. The next section will introduce the exten-
sion of this Bayesian estimation framework to the sequential case, and then discusses some
particular models and implementations that are used as baseline filters throughout this thesis.
3.4 Sequential Bayesian Estimation
Now, let us consider the problem of estimating a time-varying system state xt based on a se-
quence of corresponding observations y1:t =

y1, . . . , yt
	
. Solving this problem can be done by
recursively applying the Bayesian estimation steps above to estimate the state xt , at each time
frame t . The resulting framework is generally referred to as sequential (also know as recursive)
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Bayesian estimation. To do so, we need to introduce an additional transition model which, un-
der Markov assumption of order one, specifies how the system state is expected to change from
time step t −1 to time step t . In this case, the Bayesian estimation steps above can be extended
to the sequential case according to:
• Step 1: Use the process model xt = f (xt−1, vt ) to construct the state prior p (xt |y1:t−1) at
time t , where vt is the process noise with a random variable Vt .
• Step 2: Calculate the joint predictive distribution p (xt , yt |y1:t−1) of the state and obser-
vation using the measurement model yt = h (xt , wt ) with measurement noise wt .
• Step 3: Calculate the posterior distribution p (xt |y1:t ) by conditioning the joint distribu-
tion p (xt , yt |y1:t−1) on the realized (actually measured) observation Yt = yt .
We can see here that the main difference between the two approaches is the additional first
step, which iteratively redefines the state prior using the additional process model. Then, the
estimation follows the standard Bayesian estimation steps from the previous section.
In practice, the estimation of the prior p (xt |y1:t−1) in the first step is accomplished by trans-
forming the joint random variable of the last state X t−1 and the process noise Vt according to
f : X t−1 −→ X t = f (X t−1, Vt ). In the second step, the joint distribution of X t and Yt is con-
structed by transforming (X t , Wt ) according to the augmented measurement function h˜ [80]:
X t
Yt

= h˜

X t
Wt

with h˜

xt
wt

¬

xt
h (xt , wt )

. (3.7)
Recursion of the above mentioned transformations forms the Bayesian tracking framework.
The posterior filtering distribution p (xt |y1:t ) constitutes the complete solution to the sequen-
tial probabilistic inference problem and allows us to calculate any optimal estimate of the state.
Although this approach is simple, the optimal solution is usually tractable only for linear and
Gaussian systems. In this case, all the involved random variables remain Gaussian at all times
and the posterior can be obtained as a conditional Gaussian distribution [80]. This analytical
closed form solution is generally known as Kalman filter [81, 82]. Most real-world systems, how-
ever, are nonlinear and/or non-Gaussian. Therefore, the optimal solution becomes intractable
and approximate solutions must be used. These alternatives include well-known extensions
of Kalman filter, such as the Unscented Kalman Filter (UKF) [83, 84], the Extended Kalman Fil-
ter (EKF) [85], sequential Monte-Carlo methods, also known as Particle Filters (PF) [14, 15] and
Gaussian sum filters [86]. The next sections introduce the mathematical formulation of the ex-
tensions that are used as baseline models in the evaluation conducted throughout this thesis.
3.4.1 Kalman Filter
Kalman filter is the recursive estimation framework that we obtain when the process and mea-
surement models are linear and when the initial posterior pX0|y , the process noise and the
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measurement noise distributions are Gaussian. In this case, the recursive Bayesian framework
above has a closed form solution where the posterior distribution pX t |y1:t stays Gaussian at all
times. Thus, estimating this distribution is reduced to calculating its new mean µX t and co-
variance ΣX t , for each new time step t . Assuming these conditions are satisfied, let us express
the linear transition and measurement models as:
xt = f (xt−1, vt ) = F xt−1 + vt , and yt = h (xt , wt ) = H xt + wt . (3.8)
where F and H are the matrix representations of f and h , respectively, and let us denote
the Gaussian noise distributions according to:
pVt (vt ) =N (vt ,µVt ,ΣVt ), and pWt (wt ) =N (wt ,µWt ,ΣWt ). (3.9)
The first step of the Bayesian framework, described in Section 3.4, requires the calcula-
tion of the predicted distribution of the state according to the transition model f . Given the
Gaussian posterior distribution pX t−1|y1:t−1 (xt−1) = N (xt−1,µX t−1 ,ΣX t−1 ) at time t − 1, applying
the linear model in (3.8) leads to a new Gaussian prior distribution pX t |y1:t−1 , where
pX t |y1:t−1 (xt ) =N (xt , bµX t , bΣX t ) with
bµX t = F µX t−1 +µVt ,bΣX t = F ΣX t−1 F T +ΣVt . (3.10)
The notation “ b ” is used to highlight that the corresponding parameters are priors that
were estimated using the prediction model.
Now, we need to construct the joint predictive distribution pX t ,Yt |y1:t−1 using the augmented
measurement model h˜ , as explained in the second step of the Bayesian estimation framework.
This would lead to a joint distribution of the form
pX t ,Yt |y1:t−1 (xt , yt ) =N

xt
yt

,
bµX t
µYt

,
 bΣX t ΣX t Yt
ΣYt X t ΣYt

. (3.11)
Similarly to the first step, the mean µYt and covariances ΣYt and ΣX t Yt are given by:
µYt = H bµX t +µWt ,
ΣYt = H bΣX t H T +ΣWt ,
ΣX t Yt = Σ
T
Yt X t
= H bΣX t (the covariance matrix is symmetric).
(3.12)
The final step in the estimation process is to condition the joint distribution on the new
observation Yt = yt to obtain the final (updated) conditional posterior distribution pX t |y1:t . In
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this case, the parameters of this distribution are given by:
pX t |y1:t (xt ) =N (xt ,µX t ,ΣX t ) with
µX t = bµX t +ΣX t Yt Σ−1Yt (yt −µYt ),ΣX t = bΣX t −ΣX t Yt Σ−1Yt ΣYt X t . (3.13)
These equations form the Kalman update step, which is generally expressed using Kalman gain
K [85, 87]. The latter is defined as K =ΣX t Yt Σ
−1
Yt
. In this case, these equations becomeµX t = bµX t + K (yt −µYt ),ΣX t = bΣX t −K ΣYt K T . (3.14)
We can see that the update of the mean µX t uses a correction term K (yt −µYt ) to adjust the
predicted mean bµX t . This correction is based on how far the received observation yt is from the
predicted observation µYt . Similarly, the update of the covariance matrix generally decreases
the uncertainty of the filter, which is estimated during the prediction stage. This is reflected
by the integration of the “information” obtained from the new observation through the sub-
traction of the term K ΣYt K
T from the predicted covariance bΣX t . The detailed derivation of the
different Kalman filter steps can be found in [88].
3.4.2 Unscented Kalman Filter
While KF is an attractive solution, real-word applications do not generally satisfy the conditions
needed for it to be applied. That is, either the dynamic state space models are not linear or
the involved distributions are not necessarily Gaussian. In this case, an alternative solution
becomes necessary to solve the Bayesian estimation problem.
Traditionally, EKF has been used as the standard generalization of KF to nonlinear prob-
lems [85]. The main idea behind EKF consists of linearizing the transition and/or measurement
models, f and h , at the last optimal state xt−1, and then apply standard KF on the linearized sys-
tem. This transformation, however, assumes the existence of the Jacobian matrices, which are
not always easy, sometimes not possible, to calculate. As an alternative, the Unscented Trans-
form (UT) was proposed to address the deficiencies of the linearization using a deterministic
sampling approach [83, 84]. More precisely, UT represents each Gaussian distribution by a set
of weighted samples, which are subsequently transformed through the nonlinear functions.
The sample points are chosen such that they capture the mean and covariance of the trans-
formed Gaussian distribution accurately up to the 2nd order in the Taylor series expansion,
without any need to compute the Jacobian or Hessian matrices. Moreover, the computational
complexity of the Unscented Kalman Filter (UKF) is of the same order as that of the EKF.
As we have seen in the sequential Bayesian estimation steps above, the main problem oc-
curs in Step 1 and/or Step 2 due to the possible non-linearity of f and/or h , respectively. Both
models, however, are expressed as a mapping of a joint distribution of two random variables
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into an augmented space. Thus, solving the non-linearity issue can be cast as the problem of
accurately performing this transformation.
In order to show how UT solves the problem of transforming a joint distribution of two
Gaussian random variables X and Y through a nonlinear mapping f , let n and m denote their
respective dimensions, and let pX (x ) =N (x ,µX ,ΣX ) and pY (y ) =N (y ,µY ,ΣY ) be their respec-
tive distributions. Furthermore, let AAT and B B T denote the Cholesky decompositions of ΣX
and ΣY , with Ai and Bi representing the rows of A and B , respectively. For an arbitrary k ∈R,
we define λ = n +m +k . The resulting UT-based approximation of the joint distribution of X
and Y is given by the K = 2(n +m ) + 1 sample points {[Xk T ,Yk T ]}K −1k=0 with weights {WTk }K −1k=0 ,
which are calculated according to:
X0 =µX , Y0 =µY W0 = k/λ
X2i+1 =µX +
p
λAi , Y2i+1 =µY W2i+1 = 1/2λ
X2i+2 =µX −pλAi , Y2i+2 =µY W2i+1 = 1/2λ
X2(n+ j )+1 =µX , Y2(n+ j )+1 =µY +
p
λBi W2(n+ j )+2 = 1/2λ
X2(n+ j )+2 =µX , Y2(n+ j )+2 =µY −pλBi W2(n+ j )+2 = 1/2λ
(3.15)
where i = 0, ..., n −1, j = 0, ..., m −1. k is a parameter specifying how much weight is placed
on the meanX0. The mass-points representation above is known as the augmented unscented
transform [83, 89]. Faubel et al. [90] proposed another representation, called the extensive un-
scented transform, which consists of generating the sample points for each Gaussian distribu-
tion, separately, and then considering their Cartesian product.
Once the weighted sample points are calculated, the Gaussian joint distribution pZ (z ) =
N (z ,µZ ,ΣZ ) approximating the nonlinear transformation of X and Y , i.e., Z = f (X , Y ), is ob-
tained by transforming the sample points according to f :
Zk = f (Xk ,Yk ), k = 0, ..., K −1. (3.16)
Then, the mean, covariance and cross-covariance matrices of pZ are given by:
µZ =
K −1∑
k=0
WkZk , (3.17)
ΣZ =
K −1∑
k=0
Wk (Zk −µZ )(Zk −µZ )T , (3.18)
ΣX Z =
K −1∑
k=0
Wk (Xk −µX )(Zk −µZ )T . (3.19)
The UKF uses this weighted sample points-based transformation in the first and second
steps of the Bayesian estimation framework, described in Section 3.4, to predict and then up-
date the state X t according to the augmented transition model f˜ and measurement model h˜ .
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Note that f˜ can be defined the same way we defined h˜ . The third step in the estimation process
follows the equations derived in the Kalman filter Section. In this case,ΣX Z is the approximated
cross-covariance matrix needed to calculate the Kalman gain.
3.4.3 Particle Filters (PF)
As mentioned above, the second case where KF cannot be applied concerns systems in which
the involved random variables do not follow a Gaussian distribution. In such cases, EKF and
UKF cannot be used as well, since the latter deal only with nonlinear systems but assume the
Gaussianity of the distributions. As an alternative, particle filters have been proposed to solve
this problem [14, 15].
PFs propose to represent the probability density function as an empirical distribution of N
samples. On the contrary to UT, the PF samples are randomly drawn, and their number is gen-
erally much larger. In order to introduce the derivation of the Bayesian estimation framework
using PFs, let {x (n )t−1}Nn=1 be the set of the resulting random samples, we have in this case
pX t−1|y1:t−1 (xt−1) =
1
N
N∑
n=1
δxt−1 x
(n )
t−1
, (3.20)
δa b is the Kronecker delta, which is equal to 1 if a = b and 0 otherwise. The prediction
step of the sequential Bayesian estimation framework is done by drawing N random samples,
{v (n )t }Nn=1, from the noise distribution pVt and then applying the transition model f sample-
wise. That is, the prior distribution pX t |y1:t−1 is given by:
pX t |y1:t−1 (xt ) =
1
N
N∑
n=1
δxt x
(n )
t
, with x (n )t = f (x
(n )
t−1, v
(n )
t ). (3.21)
In order to calculate the empirical distribution approximating the joint distribution of the
state and observation, we first expand the latter according to:
pX t ,Yt |y1:t−1 (xt , yt ) = pYt |xt ,y1:t−1 (yt ) ·pX t |y1:t−1 (xt ) (3.22)
= pYt |xt (yt ) ·pX t |y1:t−1 (xt ) (3.23)
= pYt |xt (yt ) ·

1
N
N∑
n=1
δxt x
(n )
t

(3.24)
=
1
N
N∑
n=1

δxt x
(n )
t
·pYt |x (n )t (yt )

. (3.25)
The transition from (3.22) to (3.23) uses the output independence assumption, which states
that, given the current state xt , the current observation yt is independent of all other states and
observations. In order to condition the joint distribution on the received observation, we first
express the posterior distribution in terms of the joint distribution and then replace the latter
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by its expression given by (3.25). That is,
pX t |y1:t (xt ) =
pX t ,Yt |y1:t−1 (xt , yt )
pYt |y1:t−1 (yt )
=
1
N
N∑
n=1

δxt x
(n )
t
· pYt |x (n )t (yt )
pYt |y1:t−1 (yt )

. (3.26)
The normalization term pYt |y1:t−1 (yt ) can be calculated by marginalizing the joint distribu-
tion over X t , using also its expression in (3.25), according to:
pYt |y1:t−1 (yt ) =
∫
pX t ,Yt |y1:t−1 (xt , yt ) dxt =
∫
1
N
N∑
n=1

δxt x
(n )
t
·pYt |x (n )t (yt )

dxt (3.27)
=
1
N
N∑
n=1
pYt |x (n )t (yt ). (3.28)
Finally, integrating this expression into (3.26) leads to the posterior distribution
pX t |y1:t (xt ) =
N∑
n=1
 
pYt |x (n )t (yt )∑N
n=1 pYt |x (n )t (yt )
!
·δxt x (n )t =
N∑
n=1
w (n ) ·δxt x (n )t , (3.29)
{w (n )}Nn=1 are the particle weights, which are given by:
w (n ) =
pYt |x (n )t (yt )∑N
n=1 pYt |x (n )t (yt )
. (3.30)
PF algorithms generally use a resampling algorithm to avoid the degeneracy problem,
which occurs when the weights of a few particles become significantly large, whereas the
remaining particles have small weights. Resampling algorithms solve this problem by gen-
erating a new set of particles that approximate the same filtering density but have uniform
weights [14, 15].
4
TDOA Modeling and Estimation
The arrival of sound waves at an M -microphone array introduces time differences between
the individual sensor/microphone pairs. The time difference depends on the positions of the
microphones mi , i = 1, . . . , M , as well as the source location l, which is typically given by its
spherical coordinates, i.e., the radius r , azimuth θ and elevation φ. More precisely, the TDOA
introduced at the microphone pair q = {mi , mk } ∈Q is given by:
τq (l) = Tk (l)−Ti (l), (4.1)
T{·}(l) denotes the Time Of Flight (TOF), also known as time of arrival, from the location l to
the microphone position m{·}, whereasQ denotes the set of all microphone pairs.
Assuming a known source location l and microphone positions mi and mk , and using c to
denote the speed of sound, (4.1) can be then expressed as:
τq (l) =
dk (l)
c
− di (l)
c
=
‖l−mk‖−‖l−mi ‖
c
(4.2)
≈ DOA[θ ,φ]T · (mk −mi )
c
(under the far-filed assumption), (4.3)
where ‖·‖denotes the Euclidean norm and d{·}(l) denotes the distance between the location
l and the microphone position m{·}. The far-field assumption allows us to ignore the distance
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between the array and the acoustic source. In this case, we can calculate the TDOA using the
direction of arrival DOA[θ ,φ], which is given by the azimuth θ and elevationφ.
We discussed in Chapter 2 that acoustic source localization methods use the TDOA in two
different ways to extract the source location. These two categories are:
1) Indirect approaches, also known as dual-step approaches or TDOA-based approaches,
estimate the TDOA bτq introduced by the acoustic source at each microphone pair q = {i , k} ∈
Q, in a first step, and then infer the source location from the obtained TDOA estimates and
the array geometry. More specifically, if {bτq }q∈Q denotes the set of TDOA observations, the ML
estimate of the source location can be obtained by minimizing the error function
ε (l) =
∑
q∈Q
1
(σq )2
· τq (l)− bτq 2, (4.4)
where (σq )2 is the error variance associated to the TDOA measurement from microphone
pair q . Given that the location-TDOA function given by (4.2) is a many-to-one mapping, the
minimization problem given by equation (4.4) has no closed-form solution. The indirect ap-
proaches propose to approximate the solution by virtue of different geometrical intersection
methods [36, 37, 38, 39, 40]. Chapter 2 discusses the details of some of these approaches.
2) Direct approaches, also known as one-step approaches, extract the source location di-
rectly from the audio signal [46]. In fact, these methods skip the TDOA estimation step which
becomes intrinsic to the method. This is done by directly replacing the TDOA by its location-
TDOA mapping, given by (4.2), into the problem formulation, and then solve the problem di-
rectly for the location l. This category itself can be divided into two sub-categories, namely, 1)
SCM-based methods [42, 43, 44, 45] and 2) SRP-based techniques [46, 47, 48, 52, 53]. Chapter 2
provides a detailed discussion of direct and indirect approaches.
The work presented in this thesis is a bridge between these two categories. More particu-
larly, we propose an estimation approach that considers the TDOA, introduced by an acoustic
source at a given microphone pair, as a random variable, and then introduce a probabilistic
approach to approximate its pdf. The resulting pdfs are used in different (direct and indirect)
methods to estimate and track single and multiple speakers.
This section will briefly review the TDOA estimation problem, and then introduce the pro-
posed probabilistic approach to estimate the TDOA pdf at each microphone pair.
4.1 GCC-based TDOA Estimation
The most popular approach to estimate the TDOA introduced by an acoustic source at a mi-
crophone pair q = {i , k} is the GCC function. This approach is based on calculating a weighted
correlation between the signals si (t ) and sk (t ), which have been received by the ith and kth mi-
crophones, receptively. Mathematically, the Fourier transform of the cross-correlation of two
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signals, i.e., cross spectral density or cross spectrum, is given by:
Cq (τ) = 1
2pi
∫ ∞
−∞
Si (ω) ·Sk ∗(ω) · e jωτ dω , (4.5)
where Si (ω) and Sk (ω) denote the short-time Fourier transforms of si (t ) and sk (t ), respec-
tively, and Cq (τ) is their cross spectrum. The GCC function [59] uses an additional filterψ(ω),
carefully chosen based on a predefined criterion, to extended Cq (τ) according to:
Rq (τ) = 1
2pi
∫ ∞
−∞
ψi ,k (ω) ·Si (ω) ·Sk ∗(ω) · e jωτ dω . (4.6)
The most common choice of ψi ,k (ω) is the Phase Transform (PHAT) filter [59], which as-
sumes that the time delay between two signals is carried only by the phase. Thus, the signals
magnitude is normalized on each frequency bin. Formally, PHAT weighting is given by:
ψP H ATi ,k (ω) =
1
|Si (ω) ·Sk ∗(ω)| . (4.7)
In the classical GCC-based TDOA estimation approach, the most likely TDOA bτq , intro-
duced by the acoustic source at the microphone pair q = {i , k}, is extracted as the time delay
alignment with the maximum GCC value. That is,
bτq = argmax
τ
Rq (τ) . (4.8)
Note that all experiments conducted in this thesis and involving the GCC function use the
PHAT weighting.
4.2 Estimation of TDOA Probability Density Function
The TDOA that an acoustic source introduces at a microphone pair is estimated as the time
alignment which maximizes the GCC function of the two signals. Hence, the higher the GCC
value is the more likely it is that the alignment is the true TDOA. From this point-of-view, the
normalized GCC (nGCC) function of these two signals can be interpreted as a pdf of the TDOA;
negative GCC values, if there are any, are set to 0. Alternatively, the nGCC function could be
regarded as a set of weighted observations/particles drawn from a hidden distribution.
4.2.1 GM Approximation of TDOA Distribution: Assumptions
In the research conducted in this thesis, instead of considering the TDOA value corresponding
to the maximum peak in the GCC as a single estimate, as it is typically done in acoustic source
localization approaches, we propose to approximate its hidden distribution, and thereby es-
timate it, as a GM model. In doing so, this approach will allow us to evaluate the uncertainty
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about the TDOA estimates using their neighboring observations, and will lead to a novel prob-
abilistic framework to solve the source localization, detection and tracking problem.
The GM choice is motivated by the multi-modality of the GCC function in noisy and/or
reverberant environments and is based on two assumptions:
Assumption (A): Each peak in the nGCC function represents a single acoustic event in the
room. This acoustic event is then assumed to be dominant in a closed interval of TDOA values,
that we subsequently call the interval of dominance. Extracting these intervals, and associating
the ones representing the same acoustic event but in different microphone pairs, allows us to
extract and separate the different sources. Theoretically, this assumption does not always hold.
To examine it more closely, let us consider an acoustic event corresponding to a given GCC
peak. In this case, the set of locations having the same TDOA value can be approximated, under
the far field assumption, by a cone [38]. This is due to the nonlinear location-TDOA function,
given by (4.3), which is a many-to-one mapping. As a result, all the acoustic events lying on
this cone will correspond to the same GCC peak and will subsequently have the same interval
of dominance. Using more than one microphone pair, however, reduces the set of possible
locations, i.e., corresponding to the same peak, to the intersection of the cones, this allows us
to differentiate the sources. Hence, we can conclude that for any pair of locations, there might
be (in the worst case) a few microphone pairs, for which the GCC peaks are the same, but for
the other pairs, this assumption is still valid. Actually, this assumption is indirectly used in the
intersection-based source localization as well as in speaker tracking algorithms which consider
multiple GCC peaks as potential TDOA observations [60, 91].
Assumption (B): The error introduced in the TDOA detection, i.e., peaks of the GCC func-
tion, follows a Gaussian distribution. This assumption has been widely used and was repeat-
edly shown to achieve good results in practice, especially in acoustic source tracking applica-
tions [61, 62, 63, 91, 92].
The rest of this section introduces the mathematical formulation of the approaches
adopted to estimate the hidden TDOA-GM distribution.
Estimating a good GM approximation from given data generally requires a sufficiently large
number of observations. In order to increase the number of TDOA samples given by the GCC
function, the later can be interpolated. The interpolation factor generally depends on the signal
sampling rate and the dimensions of the microphone array. In the experiments conducted in
this thesis, we use an interpolation factor between 5 and 20, depending on the approach.
Let s be the interpolation step and let {τqc }C qc =1 = [−τqma x ,−τqma x + s , . . . ,τqma x − s ,τqma x ] be
the set of TDOA values (in samples) of the microphone pair q = {i , k} ∈Q (C q is the number of
samples) after the interpolation. The maximum TDOA for this microphone pair is given by:
τqma x =
d q
c
· fs = ‖mk −mi ‖c · fs , (4.9)
where ‖·‖ is the Euclidean norm, d q is the distance between the two microphones and fs is
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the sampling rate. Moreover, let {w qc }C qc =1 = {nGCC(τq1 ), . . . , nGCC(τqC q )} be the corresponding
normalized GCC values. Negative GCC values, if there are any, are set to zero.
Our goal now is to estimate the GM distributionMq , given by the number of mixture com-
ponents K q (K q ≤C q ) and the parameters Θ = {µqk ,σqk , p qk }K qk=1, which optimally approximates
the normalized GCC function at {τqc }C qc =1. That is,
Mq (τq ) =
K q∑
k=1
p
q
k ·N qk
 
τq ,µ
q
k , (σ
q
k )
2
, such that
Mq (τq ) ≈ nG C C (τq ) for τq ∈ {τqc }C qc =1. (4.10)
The parameters µ
q
k ,σ
q
k and p
q
k denote the mean, standard deviation and mixture weight
of the k th Gaussian component in the mixture. We propose to estimate this GM distribution
using two different approaches:
1. A Weighted Expectation-Maximization (WEM) algorithm.
2. An acoustic event-based approximation of the proposed WEM, which was mainly de-
signed to overcome the significant estimation run-time required by the WEM.
The rest of this section introduces the proposed algorithms. For sake of readability, the
microphone pair index q is dropped in the remaining part of this section.
4.2.2 The Weighted Expectation-Maximization (WEM) Algorithm
The estimation of the GM hidden parameters Θ can be achieved by, firstly, creating a larger
TDOA set of samples with uniform weights. This can be done using the same approach used
in particle filters. That is, we consider the samples and their weights as particles and resample
them according to their weights, using for example importance sampling or any other sampling
method. At the end of this step, we obtain a new set of samples with uniform weights but where
the particles mass is dense at the original samples with larger weights. Then, the standard
EM algorithm can be used to estimate the TDOA-based GM model. In this thesis, however,
we propose a strictly equivalent approach, where the sample weights become part of the EM
learning process but with a reduced computation cost. This approach is subsequently called
the weighted EM algorithm and iterates between two steps:
1. Expectation Step: This step performs a soft assignment of the observations to the mix-
ture components. This is given by the probabilities pi k , i = 1, . . . , C and k = 1, . . . , K ,
which indicate how likely it is that the observation τi was generated by the mixture com-
ponent k . Formally: pi k = p (li = k |τi ,Θ) where li is the observation label in the mixture.
2. Weighted Maximization Step: In this step, the mixture parameters Θ are re-estimated
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using the new soft observation-label assignments according to:
Ck =
C∑
i=1
wi ·pi k , (4.11)
pk =
Ck
K∑
k=1
Ck
, (4.12)
µk =
1
Ck
C∑
i=1
wi ·pi k ·τi , (4.13)
σ2k =
1
Ck
C∑
i=1
wi ·pi k · (τi −µk )2. (4.14)
Ck can be interpreted as the soft proportion of samples that were assigned to the k
th Gaus-
sian. The observation weights {wi }Ci=1 incorporate the individual information about the peaks
and valleys of the GCC function. As a result, the approximation relies more on the regions with
a high likelihood, whereas it ignores the ones with low likelihood. This can be regarded as a
pseudo-regression of the GCC function using a GM distribution (see example in Figure 4.1).
In practice, the WEM algorithm divides the TDOA space into TDOA-intervals {Ik }Kk=1, where
each mixture component is assumed to be dominant in a single interval. subsequently, these
intervals are called intervals of dominance. The continuity of these intervals is a direct result
of the convexity of the Gaussian distribution.Formally, the interval Ik associated with the k
th
component is given by:
Ik = [τ
mi n
k ,τ
ma x
k ], where (4.15)
τmi nk = argmin
i
{τi | li = k} and τma xk = argmax
i
{τi | li = k}. (4.16)
4.2.3 Acoustic Event Dominance-based GM Approximation
Although the WEM algorithm is a reliable choice to estimate accurate hidden parameters of
the GM models, applying it to each microphone pair q at each time frame t , however, would
be computationally burdensome, which makes it unsuitable for real-time applications that re-
quire a fast performance. Thus, we use a computationally less expensive method that provides
comparable results to those obtained with the WEM algorithm. This proposed approximation
is a direct result of assumption (A), which is detailed in Section 4.2.1. That is, each acous-
tic source in the room is dominant in its close “neighborhood”, which is defined as the area
surrounding the acoustic source. In the GCC-based TDOA space, this assumption can be re-
formulated as: each peak in the GCC function is produced by, at most, one dominant acoustic
event in the room within its “neighborhood” in the TDOA space. The “TDOA neighborhood” of
an acoustic event is then defined as the interval between the left and right valleys surrounding
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Figure 4.1: Illustration of a TDOA Gaussian mixture distribution estimated with the proposed
weighted expectation maximization algorithm (K q = 7). The curly brackets (on top) indicate
the intervals of dominance Ik .
the GCC peak generated by this event. The resulting intervals are nothing else but an acous-
tic event-based approximation of the intervals of dominance produced by the WEM algorithm
above. Furthermore, the resulting set of all intervals form an acoustic event-based partition
of the TDOA space. The acoustic events we consider here are either produced by 1) a desired
speaker, 2) a noise source or 3) reverberation, which is considered as an additional virtual noise
source located within or at the environment borders, e.g., room walls, large objects, etc. It is
also worth mentioning here that we do not impose any condition on the noise type or its dura-
tion. That is, a noise source can be temporary, e.g., door knock, or permanent, e.g., projector
noise, as it can be produced by a point source, e.g., alarm, or a wide source, e.g., window slam.
Based on this GCC peak-acoustic event assumption, the number of components in each
GM approximation is given by the number of peaks in the corresponding GCC function. We
can also see that this assumption replaces the soft sample-component labels in the Expectation
step of the WEM algorithm above by a hard one-to-one association. Formally, the parameters
of the acoustic event-based GM approximation are estimated following these steps:
1. Extract the K peaks {µ1, ...,µK } of the GCC function.
2. Determine the intervals of dominance {I1, ..., IK } corresponding to the different peaks.
Each interval starts at the left foot of the corresponding peak and ends at the right foot.
This step approximates the observation-component hard assignment, i.e. pi k ∈ {0, 1},
see illustration in Figure 4.1.
3. Estimate the different Gaussian distributions associated to each interval of dominance
using the weighted maximization step as described in the WEM algorithm above and the
hard assignments pi k .
More precisely, the parameters of the Gaussian distribution N (τ,µk ,σ2k ) and its mixture
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weight pk , corresponding to the k
th acoustic event, are given by:
µk = arg max
τ
{k th nGCC peak}, (4.17)
σ2k =
∑
i/τi∈Ik
wi · (τi −µk )2∑
i/τi∈Ik
wi
, (4.18)
pk =
∑
i/τi∈Ik
wi
C∑
i=1
wi
or
wk
K∑
i=1
wi
. (4.19)
Furthermore, the TDOA observation space [−τma x ,τma x ] is expressed as the union of the
intervals of dominance Ik , k = 1, . . . , K . That is,
[−τma x ,τma x ] =
K⋃
k=1
Ik . (4.20)
The k th interval of dominance Ik associated to the k
th acoustic event (GCC peak) is ex-
tracted according to:
Ik = [τ
mi n
k ,τ
ma x
k ] , where (4.21)
τmi nk = arg max
τ
{τ≤µk | ∂R(τ) = 0} and (4.22)
τma xk = arg min
τ
{τ≥µk | ∂R(τ) = 0}. (4.23)
∂R denotes the first derivative of the GCC function R. We can see that, in practice, τmi nk
and τma xk represent the left and right feet of the k
th peak µk in the GCC function, respectively.
Note that the open intervals of dominance, in both approaches, are mutually disjoint. This
important property is very useful to efficiently separate and extract the different sources when
they are mapped to the location space.
This acoustic event-based approximation proposes two alternatives to calculate the
weights of the GM components. The first one is based on the hard assignments, i.e., pi k ∈ {0, 1},
of the TDOA observations to each component, and assumes that the peak neighboring val-
ues were generated by the same acoustic event, hence they are assumed to contribute to the
component weight. The second approximation, however, takes into account the nature of the
source to relax the first assumption. That is, point sources are expected to have sharp peaks
and fast decaying valleys while distributed sources, typically noise, may have wide peaks but
slowly decaying valleys. Given this observation, a point source, e.g., an actual speaker, can get
a lower weight compared to a distributed source, e.g., projector, under the first assumption.
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Figure 4.2: Illustration of a TDOA Gaussian mixture distribution estimated using the acoustic
event-based approximation (K q = 8). The curly brackets I qk indicate the intervals of dominance
(extracted as blocks) that were obtained under this assumption.
4.2.4 TDOA Estimation
In the case where we are interested in the “best” TDOA estimate. The latter can be obtained
in two different ways - the maximum estimate from (4.24) and the mean estimate from (4.25).
That is,
τ¯ma x = arg max
τ
K∑
k=1
pk ·N (τ;µk ,σ2k ) , (4.24)
τ¯me a n =
K∑
k=1
pk ·µk . (4.25)
In both cases, the estimated TDOAs obtained from different microphone pairs can be
stacked to form an observation vector, which can be then used as input in any indirect acoustic
source localization or tracking approach. To construct this observation vector, we first estimate
the TDOA τ¯
q
t for each microphone pair q ∈Q, and then combine these individual estimates to
form a joint measurement yt , with yt = [τ¯
1
t , . . . , τ¯
Q
t ] for each time frame t .
The next chapter will show how the estimated TDOA probability density functions can be
used to solve the acoustic source localization task following a new Bayesian framework.

5
Multiple Acoustic Source Localization
Beamforming-based acoustic source localization approaches, e.g., [46, 51, 48, 47, 52], can be
used to solve different real word applications, such as in robotics [93, 94]. The success of this
technology transfer, however, is highly dependent on the computation burden and perfor-
mance of the adopted solution, which are generally limited due to the hardware and environ-
ment constraints that are imposed by the target application, e.g., the number of microphones
that can be adjusted on a robot’s head, the computation capabilities that it can achieve and the
type/level of noise that the robot’s motor produces. In particular, SRP-based techniques have
a few drawbacks that can be summarized as follows:
• A higher localization precision needs a finer search grid over the 2-D or 3-D space, which
can greatly increase the computation cost.
• In the case of multiple active speakers, detecting the number of speakers and estimating
their locations is generally a difficult task.
• The localization becomes more difficult when a dominant source suppresses the rest of
the speakers. This is generally the case when an acoustic source is much louder or closer
to the microphone array compared to the rest of the speakers.
Depending on the target application, the required localization performance and resolution,
different strategies can be combined to achieve the application goals. These solutions, how-
ever, mainly overcome the first issue but do not perform well regarding the second and third
problems. More precisely, while the first problem can be addressed by reducing the search
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space through inverse mapping of relative delays [47] or through different methods for region
contraction [48, 49, 95], the second and third issues remain difficult in practice. In [51], a sector-
based approach was introduced to localize multiple speakers. Although this method has a low
computation cost, it can only detect active regions, referred to as “sectors” in [51], which are
more likely to contain the speakers. More accurate estimates require an additional search step
inside each active sector. The authors of [56] proposed to combine agglomerative clustering
with GMMs and region zeroing. A similar approach has been used in [54], where the GMM is
obtained with the EM algorithm. The main difficulty of these approaches consists of determin-
ing the number of clusters or mixture components, which represent the active speakers.
We propose in this thesis an alternative solution based on the probabilistic interpretation
and modeling of the TDOA that we presented in Chapter 4. The proposed solution overcomes
the three drawbacks mentioned above in two steps:
1. Multiple acoustic source localization: We firstly extract all potential source locations.
That is, we extract a static and predefined number of potential source locations for each
time frame.
2. Multiple (overlapping) speaker detection: We classify, for each time frame, the previously
extracted locations into speaker/noise classes using a set of newly introduced features
and an unsupervised naive Bayesian classifier.
This chapter introduces the proposed approaches to achieve the first step while Chapter 6
presents the solutions developed to accomplish the second one. The proposed contributions
to solve the multiple overlapping source localization problem (first step) can be summarized
as follows:
1. A new probabilistic interpretation and approximation of the SRP function based on the
TDOA pdfs estimated in Chapter 4.
2. An alternative joint probability distribution of multiple speakers in the location space,
also based on the TDOA pdfs from Chapter 4. This solution is expected to perform better
than the previous approach in the case where only few microphones are available.
3. A new cumulative SRP approach that benefits from the “intervals of dominance”-based
partition of the TDOA space, discussed in Chapter 4, to speed-up and improve the detec-
tion rate of multiple speakers. This is done by mapping the notion of dominance from
TDOA space to location space.
The probabilistic nature of these models helps us overcome the first and second drawbacks
of SRP that were mentioned above. In particular, these models propose different multimodal
probability distributions to approximate the multiple speaker pdf in the location space. In do-
ing so, these models lead to the following advantages:
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• The discretization of the 2-D/3-D space, required by classical SRP, is replaced by a nu-
merical optimization approach, which can be much more accurate and faster compared
to standard SRP approaches.
• The localization of multiple overlapping speakers is cast as an optimization problem,
which aims at extracting multiple modes (maxima) of a multi-modal pdf.
• On the contrary to standard SRP variants, which can be used to only extract one point-
location per speaker, these models can be additionally used to extract a location pdf for
each speaker. This is particularly important in problems where the estimates variance/-
confidence is required.
The rest of this chapter will briefly review the conventional SRP approach, and then intro-
duce and discuss the details of the three proposed models.
5.1 Conventional Steered Response Power
The classical SRP approach [46] constructs a spatial filter using the location-TDOA mapping
given by (4.2), i.e., a Delay-and-Sum Beamformer (DSB), which scans all possible source lo-
cations, given by a predefined grid over the 2-D or 3-D space. The speaker location is subse-
quently extracted as the grid position which maximizes the SRP. Formally, the DSB is given by:
b (t , l) def=
M∑
m=1
sm (t −Tm (l)). (5.1)
This formulation simply defines the signal at the output of the DSB, received from a source
at location l at time t , as the accumulation of the different signals received by all microphones,
subject to different time-shifts introduced by the TOF, which is needed to reach each micro-
phone from location l. In the frequency domain, (5.1) can be expressed as:
B (ω, l) =
M∑
m=1
Sm (ω) · e − jωTm (l). (5.2)
Similarly to the cross spectrum, the classical DSB can be extended to a Generalized Delay-
and-Sum Beamformer (GDSB) by introducing a filterφ(ω) according to:
B (ω, l) =
M∑
m=1
φ(ω) ·Sm (ω) · e − jωTm (l). (5.3)
The SRP is given by the spectral density of the DSB, which can be expressed as:
SR P (l) =
∫ ∞
−∞
|B (ω, l)|2 ·dω=
∫ ∞
−∞
B (ω, l) ·B ∗(ω, l) dω, (5.4)
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B ∗(ω, l) is the complex conjugate of B (ω, l). By substituting (5.2) in (5.4), we obtain
SR P (l) =
∫ ∞
−∞
 M∑
i=1
Si (ω) · e − jωTi (l)
 ·  M∑
k=1
Sk (ω) · e − jωTk (l)
∗
dω
=
∫ ∞
−∞
 M∑
i=1
Si (ω) · e − jωTi (l)
 ·  M∑
k=1
Sk
∗(ω) · e jωTk (l) dω
=
∫ ∞
−∞
M∑
i=1
M∑
k=1

Si (ω) · e − jωTi (l)
 · Sk ∗(ω) · e jωTk (l) dω
=
∫ ∞
−∞
M∑
i=1
M∑
k=1
Si (ω) ·Sk ∗(ω) · e jω(Tk (l)−Ti (l)) dω. (5.5)
Using the expected TDOA given by (4.1) and the cross spectrum given by (4.5), (5.5) can be
then expressed as:
SR P (l) =
M∑
i=1
M∑
k=1
∫ ∞
−∞
Si (ω) ·Sk ∗(ω) · e jωτi ,k (l) dω
=
M∑
i=1
M∑
k=1
2pi ·Ci ,k  τi ,k (l). (5.6)
Thus, SRP is the spatial accumulation of all pair-wise cross-correlations, which are time-
shifted to account for the steering delays introduced by the location l at each microphone pair.
We can see here that SRP also includes the auto-correlation of each signal, which is indepen-
dent of the space location l. Furthermore, by noticing that Ci ,k (τi ,k (l)) = Ck ,i (τk ,i (l)), we can
further expand (5.6) to become
SR P (l) = 4pi ·
M∑
i ,k
i>k
Ci ,k
 
τi ,k (l)

+K, (5.7)
K=
M∑
m=1
Cm ,m (0) is the accumulation of the auto-correlation of the signals received by all mi-
crophones. This term does not depend on the location l and can, therefore, be ignored during
the source localization step.
Let Q be set of all microphone pairs i.e., Q = {{i , k} | i , k = 1, · · · , M and i 6= k}. The cardi-
nality Q of Q, i.e., number of distinct microphone pairs, is given by Q = |Q| = (M−1)M2 . Finally,
the SRP function for a location l
 
r,θ ,φ

can be defined as:
SR P
 
l(r,θ ,φ)
∝ ∑
q∈Q
Cq (τq (l)). (5.8)
This definition can be further extended to the GDSB instead of the DSB. In particular, if we
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define the GDSB filterφ(ω) =
1
Sm (ω)
in (5.3) and replace the expression of the DSB by its GDSB
counterpart in (5.4), the derivation above leads to the SRP-PHAT, which is given by:
SR PP H AT
 
l(r,θ ,φ)
∝ ∑
q∈Q
Rq (τq (l)). (5.9)
A detailed analysis and comparison of SRP and SRP-PHAT can be found in [46].
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Figure 5.1: A frontal view illustrating an SRP-PHAT example over a 2-D (azimuth [-180◦,180◦]
and elevation [0◦,90◦]) grid. The example contains two distinct speakers, but the SRP shows that
one of the peaks, representing one speaker, has two close but distinct local maxima. This phe-
nomenon will generally cause standard SRP-based multiple speaker localization approaches to
detect an additional speaker.
Given SRP-PHAT, the source localization problem is solved by extracting the location lˆ
which maximizes the SRP-PHAT output. That is,
lˆ = argmax
l
SR PP H AT (l). (5.10)
Practically, solving the single source localization problem using SRP-PHAT can be imple-
mented following the approach proposed in [46]. More precisely, we can summarize the SRP-
based single source localization solution as shown in the following pseudo-code:
Algorithm 1 : SRP-PHAT-based Single Source Localization
1. Define a 2-D/3-D fine search grid over the space of interest.
for each time frame t do
2. Calculate GCC-PHAT function for all microphone pairs using (4.6).
3. Calculate SRP-PHAT function for all locations on the grid using (4.2) and (5.9).
4. Extract the speaker location using (5.10).
end for
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Scanning all possible source locations is computationally expensive. Hence, a variety of
approaches have been proposed to reduce the computation burden, such as splitting the 2-D
or 3-D space into sectors [51]or adopting space reduction strategies in which only some regions
of interest of the space are considered (see e.g., [47, 48, 49]). These approaches are, however,
suffering from a poor resolution or from estimation errors due to the inherent discontinuity
of the SRP (the latter can be partially alleviated by interpolating the GCC functions). Another
problem is that conventional SRP-based acoustic source localization becomes more difficult
in the dynamic multi-speaker case, which requires advanced techniques to jointly detect the
time-varying number and location of the speakers. The next sections introduce three different
solutions to overcome the shortcomings of the conventional SRP.
5.2 Mapping the TDOA Space Partition to the Location Space
Before we proceed to multiple source localization, we need to introduce an important new
concept that will be used in all three proposed methods below, namely, mapping the GCC-
based partition and dominance from the TDOA space to the location space.
The notion of interval of dominance in the TDOA space, introduced in Chapter 4, can be
mapped to the region of dominance notion in the location space through the location-TDOA
mapping given by (4.2). Formally, let L denote the location space, and let Iq = {I qk }K qk=1 be the
TDOA space partition associated to the microphone pair q ∈Q. This partition can be obtained
using either the WEM from Section 4.2.2 or its acoustic event dominance-based approxima-
tion, described in Section 4.2.3. Then, each interval of dominance I
q
k maps to a sub-space of
locations Lqk , that we will refer to as region of dominance, according to:
Lqk = {l ∈L |τq (l) ∈ I qk }. (5.11)
Note that, through this mapping, Lqk represents the space region where the associated
acoustic event is dominant according to microphone pair q . Mapping all intervals of domi-
nance {I qk }K qk=1 leads to a q -partitioning Lq = {Lqk }K qk=1 of the location space L, given by:
L=
K q⋃
k=1
Lqk . (5.12)
5.3 Mapping Acoustic Event Dominance to Location Space
The proposed multiple speaker localization approaches use the redundant information about
the acoustic events, which is captured by different microphone pairs. More particularly, the
localization of an acoustic event is mainly based on extracting the interval of dominance asso-
ciated to it, for each microphone pair, and then map the resulting set of intervals to the location
space to perform the localization.
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Formally, Let E be an acoustic event and let us assume that we can extract, for each micro-
phone pair q ∈Q, the interval of dominance I qE where E is dominant. Moreover, let LqE be the
corresponding region of dominance, which is given by (5.11). We define the joint TDOA space
of dominance associated to E as:
IE =

q∈Q
I
q
E =
¦
[τ1E , . . . ,τ
Q
E ] | ∀k ∈ {1, . . . ,Q}τkE ∈ I kE
©
. (5.13)
Using the location-TDOA function given by (4.2), we can map this joint TDOA space, asso-
ciated to the acoustic event E , to the location space according to:
LE =
¦
l ∈L | ∀k ∈ {1, . . . ,Q}τk  l ∈ I kE © (5.14)
=
⋂
q∈Q
LqE (using 5.11). (5.15)
We can conclude from (5.14) and (5.15) that localizing an acoustic event in the 2-D or 3-
D space can be solved by calculating the intersection of the different regions of dominance
associated to this acoustic event, which are estimated from all microphone pairs q ∈Q. Fur-
thermore, the extraction of each region of dominance LqE , q ∈ Q , is fully defined through the
extraction of its corresponding intervals of dominance in the TDOA space. Thus, the proposed
solutions below can be seen as bridge between the TDOA-based approaches (dual-step) and
beamforming-based approaches (one-step).
We finally define the indicator function 1E , associated to an acoustic event E , according to:
1E (l) =1LE (l) =
∏
q∈Q
1LqE (l) =
∏
q∈Q
1I
q
E
(τq (l)) with 1I qE (τ
q (l)) =
1 if τq (l) ∈ I
q
E
0, otherwise.
(5.16)
The next sections will show how these acoustic dominance-related notions are used in
practice to solve the multiple speaker localization problem.
5.4 Probabilistic Steered Response Power (P-SRP)
We present in this section our first probabilistic model to solve the acoustic source localization
problem. This framework is further developed to cover the multiple speaker scenario.
Contrary to conventional SRP where the GCC functions are blindly accumulated, we pro-
pose a more advanced probabilistic approach, which uses the GCC functions efficiently to es-
timate more accurate source locations and extract more information about the speakers while
being faster compared to the conventional SRP. We can summarize this approach as follows:
1. For a given microphone pair, characterize each acoustic event (given by a peak in the
GCC function) by a Gaussian distribution in the TDOA space (as explained in Chapter 4).
48 CHAPTER 5. MULTIPLE ACOUSTIC SOURCE LOCALIZATION
2. Combine the different Gaussian distributions representing the same acoustic event but
in different microphone pairs, and then map them to the location space. This leads to a
GM distribution (of the TDOA) characterizing the acoustic event location.
3. In order to decide whether this acoustic event represents an actual speaker, we simply use
the conventional SRP principle, which states that the acoustic source location maximizes
the SRP output. More precisely, this is done by 1) estimating the optimal location of the
acoustic event through use of numerical optimization algorithms, and then 2) comparing
the realization of the pdf at this location to a probabilistic confidence threshold.
In doing so, this approach incorporates the information introduced by each GCC function.
Thus, each speaker is characterized by a pdf rather than a point-based estimate. Moreover,
this method does not require any discrete search method to estimate the optimal location, and
thereby, can be expected to not suffer from the poor accuracy of the estimates. The probabilistic
aspect of this approach allows us to efficiently estimate the number of speakers by defining
a threshold, which characterizes the uncertainty introduced by noise. Contrary to previous
methods that define environment dependent thresholds [51, 56], this probabilistic threshold
is less dependent on the environment. This approach uses the SRP idea but in a probabilistic
manner, therefore, we will refer to it in the rest of this thesis as Probabilistic SRP (P-SRP). The
rest of this section introduces the mathematical formulation of P-SRP.
5.4.1 P-SRP Distribution
In order to define the P-SRP distribution, we first estimate the TDOA GM distribution under-
lying the GCC function, for each microphone pair q ∈ Q. This is done using either the WEM
approach from Section 4.2.2 or its acoustic event dominance-based approximation introduced
in Section 4.2.3. Now, let {Mq }q∈Q be the set of the resulting GMs, with
Mq (τq ) =
K q∑
k=1
p
q
k ·N qk
 
τq ,µ
q
k , (σ
q
k )
2

. (5.17)
The probabilistic approximation of the SRP can be obtained by simply replacing the GCCs
in the SRP formulation, given in (5.9), by their probabilistic GM approximations given by (5.17).
Furthermore, each TDOA random variable is replaced by its deterministic location-TDOA map-
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ping given by (4.2). This yields to
SR Pp r o b
 
l(r,θ ,φ)
 ∝ SR PP H AT  l(r,θ ,φ)
∝ ∑
q∈Q
Rq  τq (l)
∝ ∑
q∈Q
Mq  τq (l)
=
1
Z
∑
q∈Q
K q∑
k=1
p
q
k ·N qk

τq (l),µqk , (σ
q
k )
2

, (5.18)
where Z is a normalization term, which we approximate in the rest of this thesis by:
Z ≈∑
q∈Q
K q∑
k=1
p
q
k . (5.19)
We should mention here that due to the many-to-one mapping of the location-TDOA func-
tion given by (4.2), we can show that
1 =
∫
τq
N qk
 
τq ,µ
q
k , (σ
q
k )
2

dτq 6=
∫
l
N qk

τq (l),µqk , (σ
q
k )
2

dl
6=
∫
r
∫
θ
∫
φ
N qk

τq
 
l(r,θ ,φ)

,µ
q
k , (σ
q
k )
2

dr dθdφ.
A Monte Carlo approximation of the integral on the right-hand side, however, has shown
that it is very close from 1, which motivated the use of the approximation of Z given by (5.19).
Therefore, the SRP-based pdf of multiple speakers, SR Pp r o b , is given by:
SR Pp r o b
 
l(r,θ ,φ)
≈∑
q∈Q
K q∑
k=1
p¯
q
k ·N qk
 
τq (l),µqk , (σ
q
k )
2

, where p¯
q
k =
p
q
k∑
q∈Q
K q∑
k=1
p
q
k
. (5.20)
5.4.2 P-SRP-based Single Speaker Localization
Given SR Pp r o b and the notions of dominance introduced in Section 5.2 and Section 5.3, the
acoustic source localization becomes relatively straightforward. Due to noise and reverbera-
tion, SR Pp r o b is more likely to be a multi-modal distribution, where each mode represents a
potential acoustic event. The general idea here is to calculate the restriction of SR Pp r o b on the
compact region of dominance, given by (5.14) and (5.15), associated to the acoustic event of
interest. The restricted distribution, which is expected to be unimodal, is then used in combi-
nation with a numerical optimization algorithm to extract the optimal location.
Formally, let us assume that we can extract the region of dominance LE , associated to an
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(a) Conventional SRP
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(b) Probabilistic SRP (P-SRP)
Figure 5.2: A frontal view illustrating the probabilistic SRP in comparison to its conventional
SRP counterpart. We can clearly see that P-SRP is a smoothed version of SRP-PHAT and that it
does not suffer from secondary maxima problem.
acoustic event E , and its corresponding set of intervals of dominance {I Eq }q∈Q. The restriction
SR P Ep r o b of SR Pp r o b on the region of dominance LE , associated to E , is given by:
SR P Ep r o b (l) =
 1
Z
∑
q∈Q
Mq (τq (l))
 ·1E (l)
=
 1
Z
∑
q∈Q
Mq (τq (l))
 ·∏
p∈Q
1LpE (l)
=
1
Z
∑
q∈Q

Mq (τq (l)) ·∏
p∈Q
1LpE (l)

≈ 1
Z
∑
q∈Q

Mq (τq (l)) ·1I qE (τq (l))

. (5.21)
Theoretically, the expression given by (5.21) is a relaxed approximation (up to a normaliza-
tion constant) of the SRP-based pdf of the acoustic event location. In practice, however, the
acoustic events are not known, therefore, estimating this pdf requires an additional step to de-
tect each acoustic event E and extract its corresponding set of intervals of dominance {I Eq }q∈Q.
As a simple solution, we propose here to accomplish this task by evaluating the SRP over a
coarse grid with a resolution of 10◦ to 20◦ for azimuth and elevation. This grid will be sub-
sequently called the control grid. Given that the probabilistic SRP uses the conventional SRP
principle, we can conclude that both approaches can be used in this evaluation. The use of the
control grid has the following motivations:
1. The grid locations with large SRP values carry the spatial information of where the potential
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acoustic events are located, and therefore, it can be used as a reliable acoustic event detector,
which provides good initial location estimates for the numerical optimization algorithms.
2. The control grid solves the problem of the high computation cost required during the fine
discretization of the location space, without compromising the performance of the SRP. This is
due to the partition of the location space into regions of dominance, where few locations per
subspace are sufficient to ensure a good performance.
3. Each location in the control grid maps to a consistent vector of TDOA values, where each
value lies in a single interval of dominance for a given microphone pair, i.e., the open intervals
of dominance are mutually disjoint. Therefore, the extraction of the intervals of dominance
representing the same acoustic event, but for different microphone pairs, is straightforward.
Moreover, the use of the control grid leads to a more practical approximation of SR P Ep r o b .
To clarify that, let l = li ni tE be the initial location estimate of a potential acoustic event E . li ni tE
is extracted as the control grid location which maximizes the SRP output. The first step then is
to extract, for each microphone pair q ∈Q, the Gaussian distributionN q
k
q
E

τq ,µ
q
k
q
E
, (σq
k
q
E
)2

and
the corresponding intervals of dominance {I q
k
q
E
}q∈Q, associated to the potential acoustic event
E , according to:
k
q
E = argmax
k
N qk
 
τq (li ni tE ),µ
q
k , (σ
q
k )
2

. (5.22)
Furthermore, by neglecting the contribution of the rest of the components in the mixture
within each interval of dominance I
q
k
q
E
, we obtain the following approximation:
Mq  τq (l) ·1I q
k
q
E
 
τq (l)
≈ p¯ q
k
q
E
·N qk

τq (l),µq
k
q
E
, (σq
k
q
E
)2

. (5.23)
Actually, this approximation is a direct result of assumption (A), described in Section 4.2.1,
which associates a single Gaussian distribution to each peak. Substituting (5.23) in (5.21) leads
to a pdf approximating SR P Ep r o b according to:
ÖSR P Ep r o b (l) = 1ZE ∑q∈Q p¯ qk qE ·N qk

τq (l),µq
k
q
E
, (σq
k
q
E
)2

. (5.24)
ZE is a normalization term resulting from the approximation. Similarly to Z , ZE is approx-
imated in the rest of this study by the sum of the mixture weights {p¯ q
k
q
E
}q∈Q.
5.4.3 Estimation of the (Exact) Acoustic Event LocationÖSR P Ep r o b is an infinitely differentiable function, i.e., composition of infinitely differentiable
functions, therefore, the estimation of the optimal (exact) location of the potential acous-
tic event E can be performed using any nonlinear optimization algorithm on the pdf given
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by (5.24), and using li ni tE for initialization. The corresponding literature (e.g., [96, 97, 98]) pro-
poses a large number of methods which can be used for this purpose. The choice generally
depends on the speed of the algorithm in addition to its precision. We have tried in the frame-
work of this study two different iterative algorithms for nonlinear optimization:
1. Gradient descent which is a first-order optimization algorithm.
2. Broyden-Fletcher-Goldfarb-Shanno known as BFGS, which is a quasi-Newton algorithm.
Both methods achieve a good performance in few iterations (between 10 and 20 iterations).
Theoretically, although the different Gaussian components in the restricted distribution
given by (5.24) represent the same acoustic event, ÖSR P Ep r o b is not necessarily a convex func-
tion. this is a direct result of the fact that the location-TDOA mapping is a many-to-one func-
tion. In practice, however, the above approximation has in most cases a single sharp peak
within a large region of dominance with non-decreasing high SRP values. Therefore, any ini-
tial guess within this sub-space would lead to the optimal estimate. Actually, this is another
reason behind the use of the control grid, which provides initial estimates lying within these
sub-spaces. Furthermore, the “convexity” of ÖSR P Ep r o b increases with an increasing number
of microphone pairs, where the peak becomes sharper and the rest of the function becomes
flatter.
5.4.4 From Intervals of Dominance to Intervals of Confidence
In some particular scenarios, the error in the TDOA detection may be large enough to cause the
components in the GM to map to distinct local maxima within the same region of dominance.
This is generally the case when a single acoustic event has secondary local peaks in SR P p r o b .
This problem can be solved by remarking that using only some components from the GM, in
such cases, can lead to a more accurate estimate comparable to the one obtained when using
all components. Therefore, we decided to run the optimization on a sub-GM containing only
a subset of consistent Gaussian components.
Formally, let T ∈ [0, 1] denote a probabilistic confidence threshold. The Gaussian compo-
nent k
q
E belongs to the sub-GM if
p
2pi ·σq
k
q
E
·N qk

τq (li ni tE ),µ
q
k
q
E
, (σq
k
q
E
)2

≥ T . (5.25)
Given T , we can define an interval of confidence C
q
k
q
E
, for each component k
q
E in the GM,
according to:
C
q
k
q
E
=

−σq
k
q
E
√√
2 ln
1
T
+µq
k
q
E
, σ
q
k
q
E
√√
2 ln
1
T
+µq
k
q
E

. (5.26)
In this case, the Gaussian component k
q
E belongs to the sub-GM if
τq
 
li ni tE
 ∈C q
k
q
E
. (5.27)
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The choice of the threshold T depends on the resolution of the control grid, the desirable
precision and the number of microphones.
5.4.5 PSRP as Linearized Weighted ML Estimator
The maximization of ÖSR P Ep r o b can be seen, from a TDOA point-of-view, as the optimal lin-
earized solution to a weighted ML problem, which is a generalization of the ML problem, given
by (4.4), that takes into account the confidence of each TDOA estimate. To prove that, let us
linearize ÖSR P Ep r o b in the proximity of the optimal location lo p tE .
Assuming that τq (l)→µk qE when l→ l
o p t
E , and using the first-order approximation exp(x )≈0
1+ x , we can linearize the component k qE according to:
Nk qE

τq (l),µk qE , (σk
q
E
)2
 ≈
τq (l)→µ
k
q
E
1p
2piσk qE
1− τq (l)−µk qE 2
2(σk qE )
2
 . (5.28)
Substituting this approximation in ÖSR P Ep r o b leads to
ÖSR P Ep r o b (l) ≈ ∑
q∈Q
p¯
q
k
q
E
·N qk

τq (l),µq
k
q
E
, (σq
k
q
E
)2

(p¯
q
k
q
E
are normalized using ZE )
≈ ∑
q∈Q
pˆ
q
k
q
E
− 1
2
∑
q∈Q
pˆ
q
k
q
E
·

τq (l) − µq
k
q
E
2
(σq
k
q
E
)2
with pˆ
q
k
q
E
=
p¯
q
k
q
Ep
2piσ
q
k
q
E
≈ constant/l − 12
∑
q∈Q
pˆ
q
k
q
E
(σq
k
q
E
)2
· τq (l)−µq
k
q
E
2
. (5.29)
We can clearly see that the maximization ofÖSR P Ep r o b is strictly equivalent to the minimiza-
tion of the weighted ML estimator given by the right-hand side of (5.29). This weighted ML is
simply a generalization of the ML estimator given by (4.4). In particular, optimizing ÖSR P Ep r o b
instead of (4.4) has the advantages of being more reliable. This is a direct result of the estima-
tion method, which extracts each error covariance (σq
k
q
E
)2 and weight pˆ q
k
q
E
directly from the GCC
function itself. Moreover, on the contrary to dual-step approaches which approximate (4.4)
and extract TDOA estimates from the main GCC peaks without consistency check, using the
intervals of dominance/confidence is expected to extract consistent TDOA means {µq
k
q
E
}q∈Q,
i.e., map to the same region in the location space, leading to more accurate location estimates.
5.4.6 P-SRP-based Multiple Speaker Localization
We can observe that the approximation in (5.29) does not require a search grid to perform the
localization as it can be done analytically. Furthermore, the proposed P-SRP-based approach
can be easily extended to the multiple speaker case, by iteratively detecting and extracting
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new acoustic events. While the next section introduces a more advanced approach to decide
whether the extracted acoustic events are actual speakers or noise sources, we use in this sec-
tion a probabilistic threshold as stopping criterion, and we assume that all the extracted acous-
tic events are actual speakers. The pseudo-code detailed in Algorithm 2 presents an iterative
approach to detect and localize multiple speakers.
Algorithm 2 : P-SRP-based Multiple Speakers Localization
Let Nma x be the maximum number of speakers
for i = 1 : Nma x do
1. Calculate the SR Pp r o b for a coarse grid (10
◦ to 20◦ resolution)
2. Use the location with the maximum SR Pp r o b output as initialization li ni t
for all microphone pairs q ∈Q do
3. Determine the Gaussian components {k qs }q∈Q which generated li ni t (using 5.22)
end for
4. Define SR P sp r o b (l) for the current potential speaker s (using 5.24)
5. Run numerical optimization on SR P sp r o b (l) to estimate the optimal location l
o p t
s
if SR Pp r o b (l
o p t
s )> Pno i s e then
6. Add lo p ts to the set of speakers S
7. Discard the Gaussian components {k qs }q∈Q of speaker s from SR Pp r o b
8. Re-normalize the remaining weights
9. Go to step 1
else
10. BREAK
end if
end for
11. Return the set of speakers S
Note that the number of speakers may be overestimated in the case where the maximum
number of concurrent speakers Nma x is not known. This may increase the computation com-
plexity, but it does not affect the localization performance. In order to ensure that we do not
miss any speaker, the BREAK instruction in Step 10 of Algorithm 2 can be removed and the
speaker/non-speaker classification approach, described in the next chapter, can be used in-
stead after extracting Nma x potential acoustic events.
It is also worth mentioning that the speaker locations from the previous time frame can be
used as initialization for the current time frame. Thus, the coarse grid in Step 1 of Algorithm 2
will be required only if the maximum number of speakers is not reached, and if the current
location has a probability SR Pp r o b higher than the confidence threshold (i.e., Pno i s e ). However,
as the energy of each speaker spans over a sector [51], a coarse grid (10◦ to 20◦) can be used to
initialize the process.
The probabilistic threshold Pno i s e characterizes the regions of confidence. In fact, assum-
ing that the source location can be approximated by a Gaussian distribution, the region of con-
fidence is represented then by an ellipse with equal likelihood. Therefore, defining a region of
confidence is equivalent to defining a threshold Pno i s e over SR Pp r o b .
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(b) Probabilistic SRP
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(c) Extraction of 1st speaker (S1)
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(d) P-SRP after removing S1
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(e) Extraction of 2nd speaker (S2)
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(f) P-SRP after removing S2
Figure 5.3: A frontal view illustrating P-SRP and the multiple speaker localization algorithm.
The horizontal coordinates are azimuth [-180◦,180◦] and elevation [0◦,90◦].
Figure 5.3 shows a localization example of two overlapping speakers using Algorithm 2.
The confidence threshold is Pno i s e = 0.3. The proposed algorithm does not only localize the
speakers, but it also provides an approximation of the pdf of each speaker. This approximation
can be efficiently used to obtain more information about the sources, such as the uncertainty
of the estimates given by the variance as well as the higher order moments. More precisely,
this can be done using importance/rejection sampling techniques to approximate this pdf by
a single Gaussian distribution as suggested by Figure. 5.3c and Figure. 5.3e.
5.4.7 Evaluation of P-SRP-based Speaker Localization
5.4.7.1 Experimental Setup
We evaluated the proposed approach using the AV16.3 corpus [71], where human speakers have
been recorded in a smart meeting room (approximately 30m2 in size) with a 20cm 8-channel
UCA. The sampling rate is 16 kHz and the real mouth position is known with an error≤ 5cm [71].
The AV16.3 corpus has a variety of scenarios, such as stationary or quickly moving speakers,
varying number of simultaneous speakers, etc. Section 2.3.1 provides a detailed introduction
to this corpus, including the different scenarios it offers.
In the experiments reported below, the signal was divided into frames of 512 samples
(32ms); the GCCs were calculated using PHAT weighting [59], as explained in Section 4.1, where
each GCC is interpolated by a factor of 10. Since there is no benefit in localizing acoustic sources
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in silence frames, we use an energy-based voice activity detector to discard these frames [99].
The localization task is performed in the entire 3-D space but, due to the far-field assump-
tion in which the range is ignored, the results are limited to the Direction Of Arrival (DOA). More
precisely, the results are reported in terms of the detection rate dr and the standard deviations
of the azimuthσs ,θ , and elevationσs ,φ . These measures are obtained by fitting a 2-component
Gaussian mixture to the estimates error. Section 2.3.2 provides more details about the evalua-
tion approach and the metrics that are used to evaluate the localization performance. We also
report the real-time factor t on a standard Pentium(R) Dual-Core CPU clocked at 2.50GHz.
5.4.7.2 Single Speaker Results
Although the P-SRP approach was mainly introduced to solve the multiple speaker localization
problem, we ran a set of experiments on the single speaker sequences from the AV16.3 corpus.
This allowed us to compare its performance to that of the classical solutions adopted in this
case. In particular, the comparison includes the conventional SRP and the MCCC approaches.
The conventional SRP uses a 3-D grid with an angular and radial resolutions of 0.5◦ and 10cm,
respectively, whereas MCCC uses only a 2-D grid with the same angular resolution. This choice
was mainly imposed by the significant processing time needed by MCCC. Moreover, the 3-D
coarse grid used by P-SRP has an angular and radial resolutions of 7◦ and 30 cm, respectively.
seq01-1p-0000 seq02-1p-0100 seq03-1p-0100
Approaches ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t
MCCC 52.5 1.86 8.16 125 79.1 1.71 10.9 117 69.0 1.59 7.61 108
Class-SRP 52.6 1.79 7.55 30.4 80.1 1.63 7.77 30.4 70.5 1.32 5.50 30.1
P-SRP-WEM 53.7 2.15 7.63 63.7 81.5 1.97 8.62 60.3 71.8 1.72 6.82 54.8
P-SRP-ADA 52.6 1.83 7.50 1.49 79.1 1.51 8.15 1.50 70.3 1.31 5.79 1.51
(a) Single speaker localization performance on audio sequences with a static speaker.
seq11-1p-0100 seq15-1p-0100
Approaches ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t
MCCC 76.7 2.65 11.5 136 74.8 1.73 7.81 108
Class-SRP 76.1 2.19 7.72 26.6 79.2 1.60 5.27 30.4
P-SRP-WEM 76.2 2.44 8.38 64.3 78.2 1.73 7.49 61.5
P-SRP-ADA 76.0 2.38 8.25 1.52 77.7 1.68 6.15 1.49
(b) Single speaker localization performance on audio sequences with a moving speaker.
Table 5.1: P-SRP-based single speaker localization performance on the AV16.3 corpus.
Table 5.1 reports the single speaker localization results. We can conclude that, overall, the
different models lead to a comparable performance with no particular winner regarding the
precision and accuracy. We can also conclude that SRP-based approaches lead to more accu-
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rate estimates compared to the MCCC approach, in particular, concerning the estimation of
the elevation. Regarding the P-SRP approaches, Table 5.1 shows that the acoustic dominance-
based approximation, P-SRPAD A , leads to a significant speed-up of the localization time with
a negligible degradation of the achieved accuracy of correct estimates when compared to the
WEM-based P-SRP, i.e., P-SRPW E M , with an improved azimuth and elevation precision. In fact,
these results actually confirm the assumption that the peaks of the GCC function are actually
generated by the acoustic events in the room. The acoustic dominance-based approximation
uses this assumption to define the means of the GM components based on the GCC peaks,
whereas the WEM algorithm estimates the means based on the whole GCC distribution. When
comparing the real-time factor t , we can see that P-SRPAD A achieves a near real-time perfor-
mance while being, approximately, 25 and 76 times faster compared to the classical SRP and
MCCC, respectively. In addition to this significant speed-up, P-SRP is very easy to extend to
the multiple speaker case, which is much more difficult for the classical approaches. This is
evaluated and analyzed in the next section.
5.4.7.3 Multiple Speaker Results
In the multiple speaker scenario, the threshold Pno i s e is set to 0.3 and the maximum number
of speakers Nma x is given by the maximum number of speakers in each audio sequence.
Table 5.2 shows the multiple speaker localization results on the multi-party recordings from
the AV16.3 corpus. These results show that, overall, P-SRP extracts the correct estimates. In
particular, P-SRPW E M leads to an average precision rate of≈ 81%, whereas P-SRPAD A results in
an average precision rate of≈ 72%. That is, P-SRPW E M is more restrictive compared P-SRPAD A .
Thus, the rejection and False Alarm Rate (FAR) are lower for the latter approach. This in fact
affects the detection rate of the different speakers, which is inversely correlated to the precision
rate. In particular, P-SRPAD A achieves a higher detection rate but with a lower precision rate.
A further analysis of these results showed that the FAR of the different experiments varies
between 8% to 30%. This significant variation is mainly caused by the use of a fixed confidence
threshold Pno i s e for all experiments. The AV16.3 corpus design, however, focused on covering
as many scenarios and conditions as possible that can occur in spontaneous speech, including
long silences, varying distance to the microphone, different number of speakers, etc. There-
fore, an optimal speaker localization approach should be able to adapt itself to new conditions,
which is not the case for a static confidence threshold Pno i s e . Chapter 6 will introduce a new
approach to solve this problem.
It is also worth mentioning here that using different Pno i s e for P-SRPW E M and P-SRPAD A ,
such that they achieve the same FAR, shows that P-SRPW E M achieves a slightly better perfor-
mance compared to P-SRPAD A .
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seq18-2p-0101 seq24-2p-0111
Approaches P-SRPW E M P-SRPAD A P-SRPW E M P-SRPAD A
ps 90.1 82.1 92.5 78.0
σs ,θ 2.13 1.74 2.69 2.05
σs ,φ 8.51 9.67 7.55 6.98
Detection rate
of Speaker 1 61.1 63.1 57.7 60.1
of Speaker 2 47.6 56.6 38.0 39.1
(a) Multiple speaker localization performance on audio sequences with two simultane-
ous speakers.
seq40-3p-0111 seq45-3p-1111 seq37-3p-0001
Approaches P-SRPW E M P-SRPAD A P-SRPW E M P-SRPAD A P-SRPW E M P-SRPAD A
ps 79.1 90.6 61.1 52.5 80.0 56.6
σs ,θ 2.87 6.72 2.18 2.05 2.54 1.31
σs ,φ 7.95 11.1 7.28 8.09 7.39 7.33
Detection rate
of Speaker 1 32.0 49.4 20.6 52.5 32.8 36.2
of Speaker 2 34.6 48.7 43.6 49.5 64.3 60.2
of Speaker 3 52.5 70.5 45.2 52.4 42.6 37.7
(b) Multiple speaker localization performance on audio sequences with three simultaneous speakers.
Table 5.2: P-SRP-based multiple speaker localization performance on the AV16.3 corpus.
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5.5 Cumulative Steered Response Power (C-SRP)
Although the probabilistic SRP approach is reliable and faster compared to conventional SRP, it
may be difficult to run it in real-time on low computation devices, e.g., small robots. Especially,
if the WEM approach is used to estimate the GM approximating each TDOA pdf. The related lit-
erature proposes two different classes of approaches to overcome the run-time problem when
using the conventional SRP: 1) space reduction strategies which focus the search effort on few
regions of interest. For instance, Dmochowski et al. [47] proposed to overcome this issue by
reducing the search space through inverse mapping of the TDOA, whereas Do et al. [48, 49]
used an iterative reduction search strategy to estimate the optimal source location. The sec-
ond class of approaches is 2) spatial averaging techniques, which evaluate SRP on compact
volumes instead of point-based evaluation. This idea was investigated in [50] using a sector-
based approach, whereas the method proposed in [52] is based on mapping compact volumes
in the location space to closed intervals in the TDOA space.
Motivated by the work done in [47, 50, 52], we propose a novel framework which com-
bines the advantages of search space reduction strategies [47, 48] and spatial averaging tech-
niques [50]. This approach improves the detection rate of P-SRP and can be much faster. Thus,
it can be used as a reliable alternative in low-resource applications. We can summarize this
approach in these steps:
1. Use the acoustic event dominance-based GM approximation, described in Section 4.2.3,
to extract the TDOA space partitions given by (4.20).
2. Use the resulting partitions to reduce the location search space to few regions, which are
likely to contain an acoustic source.
3. Extract the speaker sub-space as the region which maximizes a Cumulative Steered Re-
sponse Power (C-SRP).
4. Perform the classical SRP search in the speaker sub-space.
In doing so, this approach drastically decreases the computation cost by reducing the
search space. Moreover, it improves the multiple speaker localization performance through
use of the cumulative SRP. The extension of C-SRP to multiple speakers is straightforward.
5.5.1 Dominance-based Space Reduction
As we have seen in Section 5.3, the region of dominance associated to an acoustic event E is
expressed as the intersection of sub-spaces of dominance, which are the direct mapping of the
intervals of dominance into the location space. To recapitulate, the region of dominance LE ,
associated to an acoustic event E , is given by:
LE =
⋂
q∈Q
LqE with LqE = {l ∈L |τq (l) ∈ I qE }. (5.30)
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Given (5.30), we can conclude that the acoustic source localization problem can be cast as
the problem of extracting all regions in the location space that are expressed as intersections of
{Lqk }k , resulting from different microphone pairs q ∈Q. Theoretically, the number of all possi-
ble intersections is large and equal to
Q∏
q=1
K q . In practice, however, most of these intersections
are empty. This is due to the physical constraints introduced by the microphone pairs. More
precisely, letP ⊂Q be a subset of microphone pairs, and letLPE be the sub-intersection of their
regions of dominance associated to E . By definition of intersection, the volume ofLPE continu-
ously decreases when the number of microphone pairs inP increases. For all true sources, we
can expect that when the number of microphone pairs in P is sufficiently large, we get
∀q ∈Q/P , ∃k q ∈ {1, · · · , K q }
1) LPE ⊂L
q
k q , and
2) ∀k ∈ {1, · · · , k q −1, k q +1, · · · , K q } :LPE ∩Lqk = ;.
(5.31)
In other terms, when this intersection becomes small enough, we can expect that for each
new space partition, given by a microphone pair that is not in P , the intersection LPE maps
into a single sub-space of dominance in this partition, and therefore, its intersections with the
remaining sub-spaces is mostly empty. This observation drastically decreases the number of
intersections that need to be extracted. The experiments conducted in this thesis have shown
that such property occurs when the number of microphone pairs in the intersection is ≥ 4.
The extraction of all intersections is analytically intractable. Hence, we propose an alter-
native iterative solution, introduced in Algorithm 3. This is done using (5.30), which shows
that each region of dominance is defined by the set of intervals of dominance which map to it.
Therefore, the space reduction, i.e., extraction of few sub-spaces of dominance, is reduced to
finding all physically possible combinations of the intervals of dominance. Formally, this can
be done using the coarse grid (15◦ to 30◦ or 50 to 100 cm). The grid resolution is chosen such
that at least one location falls into each LqE . Then, for each location li ni t in this grid (dots in
Figure 5.4b), the associated intervals of dominance I
q
li ni t are extracted such thatτ
q (li ni t ) ∈ I qli ni t .
Algorithm 3 : Extraction of the Sub-spaces of Dominance
Let G be the coarse grid (on the 3-D or 2-D space)
LetDL be the set of sub-spaces of dominance∀q ∈Q calculate the TDOA partition {I qk }K qk=1
for each li ni t ∈G do
∀q ∈Q find k qli ni t such that τq (li ni t ) ∈ I qk q
li ni t
if Lli ni t =
⋂
q∈Q
Lqkli ni t /∈DL then
Add Lli ni t toDL
end if
end for
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(a) Conventional SRP (top view) (b) Search space reduction (top view)
Figure 5.4: Figure (a) exemplifies the SRP approach for a frame with two speakers, whereas Fig-
ure (b) presents the sub-spaces of dominance resulting from mapping all TDOA space partitions
into the location space.
5.5.2 C-SRP Formulation
The space reduction approach is based on extracting those sub-spaces where each acoustic
event is dominant. Hence, we can assume that the contribution of the other sources is negligi-
ble in each sub-space. As a consequence, all the signal power returned from a given region is
assumed to be generated by the acoustic source which is dominant in that region. Therefore,
similarly to P-SRP, we define SR P E associated to E as the restriction of SRP on the sub-space
of dominance LE . That is,
SR P E (l) = SR P (l) ·1LE (l), (5.32)
where 1LE (l) is the indicator function given by (5.16). Given the definition of SRP in (5.9),
we can further simplify (5.32) to
SR P E (l) ∝ ∑
q∈Q
Rq (τq (l)) ·∏
q∈Q
1I
q
E
(l). (5.33)
Now, we define the Cumulative SRP (C-SRP) of the source E , denoted by SR Pc (E ), as the
sum of the steered power returned from all locations l in the region of dominance LE . More
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precisely, SR Pc (E ) is calculated according to:
SR Pc (E ) =
∫
L
SR P E (l) dl
=
∫
LE
SR P (l) dl
≈
∫
LE
 ∑
q∈Q
Rq (τq (l))
!
dl
≈ ∑
q∈Q
∫
I
q
E
Rq (τq ) dτq
≈ ∑
q∈Q
∑
τq∈I qE
Rq (τq ). (5.34)
The region of dominanceLE is extracted as the one with the highest cumulative SRP. Then,
the optimal location estimate lo p tE is obtained using the classical approach in the reduced space
LE . This is done by maximizing the SRP output on a sub-grid of locations, centered on the
initial location li ni t ∈ LE , which is given by the coarse grid in Algorithm 3. In order to further
speed-up this search step, all the sub-grids are calculated and stored offline.
5.5.3 C-SRP-based Multiple Speaker Localization Algorithm
The proposed acoustic source localization approach can be easily extended to the multiple
speaker case. Algorithm 4 presents one possible extension using an iterative approach. The
algorithm is iterative in order to overcome the many-to-one aspect of the location-TDOA map-
ping, which causes each interval Iqk to map to more than one sub-space of dominance in Algo-
rithm 3. This idea is implemented by successively zeroing the restriction of the GCC function
on Iq
lo p tn
in step 6. The sub-grid used in the second search step (step 4) is calculated offline by
associating each location li ni t in the coarse grid G to a small grid centered on li ni t . In the case
where Nma x is unknown, it can be simply overestimated.
5.5.4 CSRP-based Noise/Speaker Classification
The proposed method extracts the source location as the one with the highest cumulative SRP,
but it does not consider whether this location has been generated by an actual source or by sec-
ondary peaks. This problem becomes more difficult in the multiple speaker scenario, where the
secondary peaks, resulting from the many-to-one mapping of the location-TDOA relationship,
become comparable to the low-energy speakers. We propose to separate noise estimates from
actual speakers using an unsupervised classifier. The proposed approach uses the cumulative
SRP values Co p tn , n = 1, . . . , Ne (Ne = Nma x×number of frames), as a classification feature. Then,
a two-component Gaussian mixture fit is calculated using the EM algorithm. More precisely,
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Algorithm 4 : C-SRP-based Multiple Speaker Localization
Let Nma x be the maximum number of speakers
Extract the sub-spaces of dominanceDL (Algorithm 3)
for n = 1 : Nma x do
1. ∀L ∈DL : calculate C(L) = SR Pc (L)
2. Find Lma xn = argmaxL
C(L)
3. Define Co p tn = C(Lma xn )
4. Find lo p tn = argmax
l
SR PLma xn (s) on the sub-grid
5. Add
 
lo p tn ,Co p tn

to the set of potential speakers
6. Set the restriction ofRq on I q
lo p tn
to 0
end for
the Gaussian mixture distribution is given by:
f (C)∝wn · fn (C | noise) + ws · fs (C | speaker), (5.35)
where fn (.) and fs (.) represent the likelihood distributions of the noise and speaker esti-
mates, respectively, whereas wn and ws denote the corresponding priors. The posterior prob-
ability of the noise/speaker class, given a location estimate l with a cumulative SRP C, is calcu-
lated according to:
p (speaker | l) = ws · fs (C | speaker)
wn · fn (C | noise) + ws · fs (C | speaker) , (5.36)
p (noise | l) = 1−p (speaker | l). (5.37)
The location estimate l is considered to be an actual source if p (speaker | l)> p (noise | l). In
fact, this approach is the first building block of the multiple speaker detection approach that
we introduce in Chapter 6.
5.5.5 Evaluation of C-SRP-based Speaker Localization
We evaluated the proposed approach on the AV16.3 corpus using the same experimental setup
used in the P-SRP evaluation and described in Section 5.4.7. Similarly to P-SRP, the localization
task is performed in the entire 3-D space but, due to the far-field assumption in which the range
is ignored, the results are limited to the direction of arrival. The results are reported in terms of
the detection rate dr and the standard deviations of the azimuthσs ,θ , and elevationσs ,φ .
Table 5.3 presents the performance of the C-SRP approach on single source sequences, and
compares it to the classical SRP [46] and MCCC [42] approaches. Note that in these experiments
the detection approach from Section 5.5.4 was not used and Nma x was set to 1. The coarse grid
resolution used in P-SRP and C-SRP is 20◦ × 20◦ × 30cm for the azimuth, elevation and range,
respectively, whereas the resolution of SRP, MCCC and the second-step search grid for C-SRP is
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0.5◦×0.5◦×10cm. The reduced search grid, which is used in the second search step, has a size
of 30◦×40◦×4m. The choice to use a coarse grid with an angular resolution of 20◦ instead of 7◦,
which was used in the P-SRP experiments, is motivated by two reasons: 1) show the impact of
the coarse grid resolution on the P-SRP performance, and 2) highlight the importance of using
the cumulative SRP to detect active speakers instead of the simple evaluation on the coarse
grid, specially when the angular resolution of the latter is high. This comparison is carried,
however, only for the multiple speaker case.
seq01-1p-0000 seq02-1p-0100 seq03-1p-0100
Approaches ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t
MCCC 52.5 1.86 8.16 125 79.1 1.71 10.9 117 69.0 1.59 7.61 108
SRP 52.6 1.79 7.55 30.4 80.1 1.63 7.77 30.4 70.5 1.32 5.50 30.1
C-SRP 49.3 1.79 7.44 1.10 77.0 1.73 7.44 1.03 68.9 1.42 5.42 1.05
(a) Single speaker localization performance on audio sequences with a static speaker.
seq11-1p-0100 seq15-1p-0100
Approaches ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t
MCCC 76.7 2.65 11.5 136 74.8 1.73 7.81 108
SRP 76.1 2.19 7.72 26.6 79.2 1.60 5.27 30.4
C-SRP 71.6 2.23 7.80 1.03 72.6 1.71 7.63 1.04
(b) Single speaker localization performance on audio sequences with a moving speaker.
Table 5.3: C-SRP-based localization performance on audio recordings, from the AV16.3 corpus,
with a single speaker.
The results reported in Table 5.3 show that the performance of the C-SRP approach is com-
parable to the other methods. More precisely, the standard deviations of the azimuthσs ,θ and
the elevation σs ,φ are comparable, with a slight degradation of the C-SRP precision rate ps .
This negligible degradation is mainly due to the large coarse grid (20◦ × 20◦ × 30cm) used in
the first search stage needed by the C-SRP algorithm. Moreover, we can see that C-SRP is ap-
proximately 48 and 100 times faster than SRP and MCCC, respectively, with an almost-real time
performance on a standard machine. That is with a negligible degradation of the performance.
These results illustrates the efficiency of the C-SRP approach. The MCCC approach, however,
is very slow due to the calculation of the correlation matrix determinant for all locations at each
time frame. We should also mention here that reducing the resolution of the coarse grid leads
to a better performance while making the algorithm slightly slower. This is in fact a trade-off
that can be tuned based on the available resources and expected precision.
The merits of applying C-SRP to solve the multiple speaker localization task are shown in
Table 5.4, which presents results for sequences with a varying number of simultaneous speak-
ers (between zero and three). In these experiments, Nma x = 4, whereas the detection threshold
of the P-SRP is chosen such that the resulting FAR is equal to that of the C-SRP approach, which
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uses an unsupervised detection approach. Note that P-SRP uses the same coarse grid used by
C-SRP. As mentioned above, the motivation behind this choice is to highlight the impact of
the additional C-SRP step, which extracts the regions with high likelihood before proceeding
to multiple speaker localization.
seq18-2p-0101 seq24-2p-0111
Approaches C-SRP P-SRP C-SRP P-SRP
ps 85.7 82.8 84.2 82.9
σs ,θ 1.78 2.22 2.53 3.85
σs ,φ 4.51 8.93 6.79 9.45
Detection rate (dr )
of Speaker 1 54.2 51.7 62.0 55.6
of Speaker 2 45.8 45.9 37.3 34.9
(a) Multiple speaker localization performance on audio sequences with
two simultaneous speakers.
seq40-3p-0111 seq45-3p-1111 seq37-3p-0001
Approaches C-SRP P-SRP C-SRP P-SRP C-SRP P-SRP
ps 74.2 77.5 52.6 50.1 77.1 90.1
σs ,θ 2.67 1.95 1.92 2.13 2.44 7.65
σs ,φ 8.91 6.40 7.74 8.48 8.25 11.4
Detection rate (dr )
of Speaker 1 27.3 22.2 17.4 15.2 31.2 51.4
of Speaker 2 32.2 23.2 45.3 39.0 59.6 64.6
of Speaker 3 47.4 55.5 41.3 44.0 40.3 42.1
(b) Multiple speaker localization performance on audio sequences with three simultaneous
speakers.
Table 5.4: C-SRP-based multiple speaker localization performance on the AV16.3 corpus.
Table 5.4 shows clearly that C-SRP outperforms the P-SRP approach. This improvement
appears clearly in the increased percentage of correct estimates ps and the average detection
rate dr of each speaker. This improvement is due to the additional C-SRP step, which locates
the most likely regions to contain the speakers. This observation is true except for the audio
sequence seq37-3p-0001, where P-SRP performs better than C-SRP. The main reason behind
this exception is the fact that this sequence is very long, i.e., approximately 9 min, and in-
cludes many conditions, such as changing number of simultaneous speakers, moving speakers,
changing distance between speakers and microphones, etc. As a result, the two-component
Gaussian mixture model used by the detection approach does no converge properly. Thus,
the noise and speaker classes are not optimally trained for this sequence. This observation
highlights the importance of a detection model that is able to adapt to its environment. It is
also worth mentioning that the proposed unsupervised classification approach leads to a FAR
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≈ 10% for all experiments, whereas the threshold-based detection model used in the P-SRP
approach leads to different FARs when the threshold is fixed. This result makes the proposed
unsupervised classification technique more attractive. This is actually one of the main moti-
vations to extend it to a full multiple speaker detection approach in Chapter 6.
5.6 Acoustic Event Joint Space
Although the probabilistic interpretation and approximation of SRP, i.e., SR Pp r o b , leads to a
good multiple speaker localization performance, SR Pp r o b does not address the problem of lo-
cal maxima resulting from the many-to-one location-TDOA mapping, which can strongly affect
multiple speaker detection, especially when the number of microphones is low. In fact, most
SRP-based speaker localization approaches suffer from this problem.
We introduce in this section a purely probabilistic framework to overcome the local max-
ima problem. This is done by estimating the join probability distribution over the joint space
of the acoustic events. The resulting pdf is expected to be multi-modal, where each mode cor-
responds to an acoustic event it the room. We also show in this section how multiple speaker
localization can be achieved using the joint pdf. The proposed solution is based on the same
interpretation of GCC as a pdf of the TDOA random variable and its GM approximations, intro-
duced in Chapter 4. We can summarize this approach as follows:
1. Estimate the GM distribution approximating the TDOA pdf.
2. Use the resulting GMMs to construct a joint pdf over the entire (joint) multi-dimensional
TDOA space.
3. Map the TDOA joint distribution to the location space.
4. Use the spatial averaging idea used in C-SRP to extract space regions with high likelihood.
5. Use a numerical optimization, similarly to P-SRP, to estimate the optimal location.
In doing so, this new approach preserves the computational efficiency and accuracy of P-
SRP, while additionally solving the problem of multiple local maxima. Similarly to P-SRP and
C-SRP, the extension of this approach to the multiple speaker case is straightforward.
5.6.1 Acoustic Event Joint Distribution
The idea here is to approximate the pdf over the joint TDOA space before mapping it to the
location space. To do so, we first estimate the TDOA GM distribution underlying the GCC func-
tion, for each microphone pair q ∈Q. This is done using either the WEM approach from Sec-
tion 4.2.2 or its acoustic event dominance-based approximation introduced in Section 4.2.3.
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Now, let {Mq }q∈Q be the set of the resulting GMs, where
Mq (τq ) =
K q∑
k=1
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q
k ·N qk
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q
k ,
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σ
q
k
2
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Assuming that all TDOAs {τq }q∈Q are independent random variables, we can then define
the joint pdf of the TDOAs, p (τ1, . . . ,τQ ), according to:
p (τ1, . . . ,τQ ) =
∏
q∈Q
p (τq ) =
∏
q∈Q
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The independence assumption of the TDOA random variables, observed at the microphone
pairs, is actually not valid due to the physical dependencies of the microphones in the array.
Formulating these dependencies, however, is very difficult and can lead to a problem formu-
lation with no closed-form solution. In practice, assuming the independence of these random
variables simplifies this issue and leads to a good performance.
Theoretically, this joint pdf describes the entire multi-dimensional joint TDOA space. In
practice, however, given that the TDOA distributions were generated by the same mixture of
acoustic events in the room and captured by the same set of microphones, we can conclude
that not every TDOA combination is physically possible. Note that this is the same observation
that facilitated the extraction of sub-spaces of dominance in the C-SRP approach, introduced
in Section 5.5. The joint TDOA sub-space of physically possible combinations can be obtained
by simply mapping the joint pdf, given by (5.39), to the location space using the location-TDOA
mapping given by (4.2), which leads to the Acoustic Event Joint Distribution (AEJD) pEM(l) de-
scribing the mixture of acoustic events in the location space, defined as
pEM(l)∝
∏
q∈Q
K q∑
k=1
p
q
k ·N q
 
τq (l),µqk ,
 
σ
q
k
2
, (5.40)
where EM denotes the mixture of acoustic events.
5.6.2 Localization of an Acoustic Event
The pdf pEM(l) is a multi-modal prior distribution, where each mode represents a potential
acoustic source. Following the dominance-based localization that we previously used in P-SRP
and C-SRP, the extraction of each potential acoustic source consists of calculating the restric-
tion of pEM on the region of dominance associated to it.
Formally, the restriction, pE (l), of pEM(l) on the region of dominance LE , associated to an
68 CHAPTER 5. MULTIPLE ACOUSTIC SOURCE LOCALIZATION
(a) Conventional SRP: Side view (b) Conventional SRP: Top view (c) AEJD approach: Side view
Figure 5.5: The graphs in (a) and (b) exemplify the SRP approach for a frame with a single
speaker. We can see that the dominant GCC peak generates multiple local maxima. The graph
in (c) shows that the AEJD-based approach cancels these secondary local maxima using the in-
formation provided by other GCC functions.
acoustic event E , is given by:
pE (l) ∝ 1LE (l) ·pEM(l)
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Using assumption (A), introduced in Section 4.2.1 and used also in P-SRP and C-SRP, we
can assume that the GM contribution on each interval of dominance I
q
E mainly comes from
the Gaussian component k
q
E which is associated to this interval. Therefore, we can further
simplify pE (l) to obtain a more practical approximation, given by:
pE (l)≈
∏
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q
k
q
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Similarly to P-SRP, acoustic source location is then obtained using numerical optimization
algorithms on pE (l) [97]. Theoretically, pE (l) is not a convex function. In practice, however,
this function has a sharp peak and very flat tails (see illustration in Figure 5.5c). Furthermore,
any initial guess from LE ensures the convergence to the optimal location. In the following
section, we will show how regions with high likelihood can be detected before optimizing this
distribution on each of these regions.
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5.6.3 Detection of Space Regions with High Likelihood
We use here the same accumulation approach used in C-SRP. More precisely, given the formal
definition of the region of dominanceLE , associated to an acoustic event E , given by (5.11), we
can conclude that all locations in LE will map to the same combination of intervals of domi-
nance {I qE }q . Hence, the extraction of LE can be reduced to finding a single location from it.
Similarly to P-SRP and C-SRP, we can use here a coarse grid (15◦ to 30◦ or 50 to 150 cm). The
grid resolution is chosen such that at least one location falls into LE . Then, for each location
li ni t in this grid, and for each microphone pair q , 1) the associated interval of dominance I qli ni t
is extracted such that the corresponding Gaussian componentN q (τq (l),µqk , (σ
q
k )
2) maximizes
τq (li ni t ), and 2) the cumulative density function (cdf) C(Lli ni t ) of pEM(l) over the associated
region of dominance Lli ni t , given by (5.11), is calculated according to:
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∫
Lli ni t
pEM(l) d l
=
∫
Lli ni t
 ∏
q∈Q
p (τq (l))
!
d l
≈ ∏
q∈Q
∫
I
q
k
q
li ni t
p (τq ) dτq

≈ ∏
q∈Q
p
q
k
q
li ni t
. (5.43)
Note that the dominance notion and its mapping from the location space to the TDOA
space are used to calculate this expression. That is, the first approximation maps the region
of dominance Lli ni t to the corresponding set of intervals of dominance {I qk q
li ni t
}q∈Q to simplify
the calculation, whereas the second approximation ignores the contribution of the other com-
ponents in the GM on each of these intervals.
The region of dominance LE , to which the initial location li ni t belongs, is extracted as the
one with the highest cumulative distribution. Thus, li ni t can be used as an initial guess to
run the numerical optimization. The experiments reported below use the gradient descent
algorithm to perform this task [97]. Note that we can also use a second sub-grid centered at
li ni t , similarly to C-SRP, to obtain a better initial guess. The resolution of this sub-grid, however,
would be much larger compared to the one used in C-SRP.
5.6.4 Acoustic Source Detection
The proposed method extracts the source location as the one with the highest likelihood, but it
does not consider whether this location is generated by a dominant peak in the GCC function
or by a consistent set of peaks from different GCC functions. This problem becomes more dif-
ficult in the multiple speaker scenario, especially, when the number of overlapping sources is
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unknown. Furthermore, when only few microphones are available, a dominant GCC peak may
generate many local maxima, which makes the problem more complex. We present in this sec-
tion a threshold-based detection method to solve the speaker/non-speaker classification task.
Finding the optimal location requires the optimization of pE (l), which is equivalent to the
minimization of the ML criterion [39, 64], given by:
lo p tE = argmax
l
ε (l) with ε (l) =
∑
q∈Q
1
(σq
k
q
E
)2
·

τq (l)−µq
k
q
E
2
. (5.44)
The error function ε (l) characterizes the consistency of the optimal location lo p t . More pre-
cisely, a high value of ε
 
lo p t

means that lo p t was generated by a dominant peak rather than a
combination of consistent GCC peaks and vice versa. Hence, ε (l) can be used as a validation
criterion. Formally, lo p t is assumed to be generated by an actual source if ε(lo p t ) ≤ Γ , where Γ
is a predefined threshold. This error will be used as a feature in the next chapter to introduce a
more advanced Bayesian framework for the speaker/noise classification problem.
5.6.5 AEJD-based Multiple Speaker Localization
The proposed acoustic source localization approach can be easily extended to the multiple
speaker case. Algorithm 5 presents one possible extension using an iterative approach. The
algorithm is iterative in order to avoid re-detecting the same region of dominance in the case
where more than one location li ni t belongs to it. This idea is implemented by successively
discarding all the regions Li that contain the optimal location lo p tn from the previous iteration
in step 7. In the case where Nma x is unknown, it can be simply overestimated.
Algorithm 5 : AEJD-based Multiple Speaker Localization
Let Nma x be the maximum number of speakers
Let G be the coarse grid
1. Estimate the GM approximations and define pEM(l)
2. Calculate C(Li ) for each location li ∈G
for n = 1 : Nma x do
3. Find Lma xn which maximizes C(Li )
4. Calculate pLma xn (l)
5. Run numerical optimization on pLma xn (l) to estimate l
o p t
n
if ε(lo p tn )≤ Γ then
6. Add lo p tn to the set of speakers S
7. Remove all Li , for which lo p tn ∈Li , from G
else
9. BREAK
end if
end for
10. Return the set of speakers S
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5.6.6 Evaluation of AEJD-based Speaker Localization
Similarly to P-SRP and C-SRP, we evaluated the proposed AEJD-based speaker localization on
the AV16.3 corpus [71], Section 2.3.1 gives a more detailed introduction to this corpus, including
the different scenarios it offers.
The evaluation reported below was conducted following the same experimental setup used
to evaluate P-SRP and C-SRP with a crucial modification, namely, we use only 4 microphones
in this evaluation instead of 8 to highlight the ability of the proposed approach to cancel local
maxima. The results are reported in terms of the same metrics that were previously used to
evaluate the performance in Section 5.4.7 and Section 5.5.5.
Table 5.5 presents the performance of the proposed AEJD-based single speaker localization,
and compares it to the classical SRP [46] and MCCC [42] approaches. In addition to this, we also
report results of the P-SRP approach to highlight its degradation when only few microphones
are used. Note that, in these experiments, the detection approach from Section 5.6.4 was not
used. Hence, Nma x was set to 1. The coarse grid resolution is 20
◦×30◦×50cm for the azimuth,
elevation and range, respectively, whereas the resolution of the SRP and MCCC grid is 0.5◦ ×
0.5◦×10cm.
seq01-1p-0000 seq02-1p-0100 seq03-1p-0100
Approaches ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t
MCCC 46.4 3.39 9.56 105 70.6 3.05 12.0 83.3 67.4 3.34 10.4 83.1
SRP 46.7 3.24 8.34 12.4 71.0 2.85 9.15 12.0 67.0 2.91 8.95 10.5
P-SRP 37.0 3.80 9.71 0.27 60.1 3.69 10.8 0.26 56.1 4.46 10.4 0.26
AEJD 45.1 3.78 9.30 0.43 68.1 2.99 8.77 0.37 64.1 3.06 9.03 0.37
(a) Single speaker localization performance on audio sequences with a static speaker.
seq11-1p-0100 seq15-1p-0100
Approaches ps σs ,θ σs ,φ t ps σs ,θ σs ,φ t
MCCC 68.5 3.17 9.65 83.5 64.6 2.64 8.88 83.2
SRP 70.7 3.09 9.95 10.6 65.9 2.41 7.08 10.5
P-SRP 67.8 4.46 10.7 0.24 51.6 2.24 7.27 0.23
AEJD 68.8 3.63 9.39 0.35 60.4 2.81 6.81 0.38
(b) Single speaker localization performance on audio sequences with a moving speaker.
Table 5.5: AEJD-based localization performance on audio recordings, from the AV16.3 corpus,
with a single speaker.
The results reported in Table 5.5 show that AEJD-based single speaker localization performs
comparably to SRP and MCCC while it clearly outperforms P-SRP. The latter suffers from the
coarse resolution of the initialization grid, which is highly affected by local maxima that be-
come comparable to the main peak when only few microphones are used (see example in Fig-
ure 5.5a). SRP and MCCC, however, suffer less from this problem given the fine resolution
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of their search grid. Regarding the computation cost, we can conclude that AEJD-based sin-
gle speaker localization and P-SRP can easily run in real-time on a low computation machine,
which is not the case for the classical SRP and MCCC approaches. The latter is very slow due
to the calculation of the correlation matrix determinant for all locations, at each time frame.
Table 5.6 reports the multiple speaker localization results for a 4-microphone array. In addi-
tion to the metrics above, we also report the percentage of frames with N correct, simultaneous
estimates. ps in this case represents the percentage of correct estimates for all speakers. The
detection thresholds, i.e., Γ for AEJD and Pno i s e for P-SRP, are chosen such that the resulting
FAR is the same for both methods and equal to 30%.
seq18-2p-0101 seq24-2p-0111
Approaches AEJD P-SRP AEJD P-SRP
ps 60.1 45.2 48.1 45.0
σs ,θ 2.00 2.79 2.53 3.23
σs ,φ 4.51 9.76 5.54 10.6
% of frames with Overlap detection rate or (%)
1 Speaker 23.5 66.7 40.5 63.9
2 Speakers 63.1 23.6 36.0 18.5
(a) Multiple speaker localization performance on audio sequences
with two simultaneous speakers.
seq40-3p-0111 seq45-3p-1111 seq37-3p-0001
Approaches AEJD P-SRP AEJD P-SRP AEJD P-SRP
ps 50.3 45.6 38.3 29.0 54.5 46.2
σs ,θ 1.90 4.75 2.16 3.19 2.66 5.0
σs ,φ 7.93 13.4 5.88 10.8 9.47 13.4
% of frames with Overlap detection rate or (%)
1 Speaker 21.4 59.5 31.3 51.1 25.2 65.0
2 Speakers 45.0 23.0 25.0 10.0 41.0 15.4
3 Speakers 7.47 1.72 4.07 0.77 7.51 0.96
(b) Multiple speaker localization performance on audio sequences with three simultaneous
speakers.
Table 5.6: AEJD-based multiple speaker localization performance on the AV16.3 corpus.
Regarding the multiple speaker results reported in Table 5.6, we can see that AEJD-based
multiple speaker localization approach deals better with the problem of local maxima result-
ing from the multivalued TDOA-location function, where a dominant GCC peak may generate
many peaks in the location space (see example in Figure 5.5). This improvement appears in
the increased number of correct estimates ps , and the percentage of frames with correct si-
multaneous estimates. The latter shows that the proposed approach leads to a lower number
of frames with one correct estimate, compared to P-SRP, whereas the percentage of frames with
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two or more correct estimates increases. This shows the ability of AEJD to detect the sources
in the location space. Regarding the localization precision, we can once again conclude that
the proposed approach leads to a more accurate azimuth and elevation estimates compared to
P-SRP. This is mainly due to the nature of the maxima in each distribution. More particularly,
AEJD has sharp peaks, whereas the peaks of P-SRP are flat and span over large regions.
To conclude, we can say that AEJD proposes a different method to combine the GCC func-
tions in order to increase the localization precision when only few microphones are available.
This approach was also shown to be more effective in canceling the local maxima resulting from
the multivalued TDOA-location function, which highly affects the multiple speaker detection
performance.
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6
Multiple Speaker Detection:
Speaker/Noise Classification
A good multiple speaker localization performance cannot be achieved without a speech detec-
tor, which classifies the estimated acoustic events, obtained with one of the multiple speaker
localization approaches introduced in Chapter 5, to speaker/noise. This is mainly due to:
• The presence of noise and/or reverberation which introduces secondary peaks.
• The unknown and time-varying number of speech and noise sources per time frame.
Few attempts have been made in the past to solve this problem, the authors of [54] pro-
posed to use the distance separating the location estimates as a criterion to extract the number
and location of the speakers, whereas Do et al. [56, 57] proposed to combine the signal power
with a double clustering technique to estimate the number of speakers. In a more advanced ap-
proach, Lathoud et al. [53] proposed an unsupervised threshold selection technique to control
the false alarm rate.
We have introduced in Chapter 5 different iterative approaches to localize multiple speak-
ers using P-SRP (Algorithm 2), C-SRP (Algorithm 4) and AEJD-based localization (Algorithm 5),
as we have also seen that C-SRP used an unsupervised classifier to detect real speaker esti-
mates, whereas P-SRP and AEJD used threshold-based detection methods to solve this task.
More precisely, P-SRP uses a probabilistic threshold, whereas AEJD uses a TDOA consistency-
based threshold. While these thresholds could be selected carefully to achieve a good perfor-
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mance, these models are highly dependent on different factors that can cause the optimal val-
ues to change drastically, which makes the usage of a fixed threshold far from being optimal
and difficult to adapt online. The factors that could cause this problem include:
• The location of the speakers and their distance to the microphone array.
• The number of microphones in the array.
• The Signal-to-Noise Ratio (SNR) and the noise type.
• The number of speakers in the room.
• The dimensions, reverberation time and Signal-to-Reverberation Ratio (SRR).
To overcome this problem, we follow a line of thought similar to [53] and propose to es-
timate the optimal boundary between noise and speaker classes by extending the detection
approach used in C-SRP using a Naive Bayesian Classifier (NBC). Contrary to the approaches
taken in [53, 56], where a single power-based feature is used, we propose in this work a Bayesian
framework which combines two types of features, namely,
1. The Dominance-based Cumulative Power (DCP) feature, which characterizes the steered
power/probability mass of the sub-space of dominance associated to an acoustic event.
This is similar to the one used to define C-SRP in Section 5.5.2 and to the feature used to
extract regions with high likelihood when using AEJD (Section 5.6.3).
2. The Maximum Likelihood Error (MLE) feature at the location estimate. This is similar to
the one used in combination with AEJD to detect speakers (Section 5.6.4).
In doing so, the speaker/noise classes become more separable. This property is of most
interest in low SNR/SRR environments, as well as in the multiple speaker case, where the signal
power of secondary speakers becomes comparable to the noise/reverberation power.
In this framework, we first estimate the likelihood distribution and the prior of each class.
This is done by fitting a 3-component mixture to each feature space. Then, the posterior distri-
bution of each class is obtained using an NBC, which combines these two features. The choice
of the mixtures is dependent on the feature.
6.1 Dominance-based Cumulative Power Classifier
Similarly to the approach taken in [53], we propose to use the steered power as the first clas-
sification feature. This approach, however, does not simply consider the power coming from
the location of the acoustic event, it rather considers the cumulative power emerging from the
sub-space of dominance associated to it. Let E , LE and lE be an acoustic event, its sub-space
of dominance and its estimated location, respectively. The next section introduces the DCP
feature for P-SRP, C-SRP and the acoustic event joint distribution.
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6.1.1 DCP Feature
The DCP feature is based on assumption (A), described in Section 4.2.1. That is, we can as-
sume that all the probabilistic steered response power over a sub-space of dominance is fully
produced by the corresponding acoustic event. Therefore, we can define the P-SRP-based DCP
feature for an acoustic event E according to:
Cp r o b (LE ) =
∫
LE
SR Pp r o b (l) d l
=
∫
LE
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d l
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Similarly, we define the AEJD-based DCP feature for an acoustic event, extracted using the
AEJD-based multiple speaker localization approach (Section 5.6.5), according to:
C j o i n t (LE )≈
∏
q∈Q
p
q
k
q
E
. (6.2)
More details about this approximation are given in Section 5.6.3.
For low resource applications where the C-SRP becomes a more attractive choice, we also
define the C-SRP-based DCP feature for an acoustic event E as:
Cc s r p (LE )≈
∑
q∈Q
∑
τq∈I qE
Rq (τq ). (6.3)
More details about this approximation are given in Section 5.5.2.
6.1.2 DCP Mixture Distribution
Let {(li ,Cli )}NTi=1 denote the set of NT location estimates li and their corresponding dominance-
based cumulative power features Cli , obtained in T frames (NT = T ×Nma x ). Cli are calculated
using (6.1) when using P-SRP for multiple speaker localization (Algorithm 2), according to (6.2)
when using AEJD-based solution (Algorithm 5) and according to (6.3) when using C-SRP (Al-
gorithm 4). We propose to separate real speakers from noise by fitting a 3-component mixture
distribution to the data in the DCP space. This mixture is obtained by maximizing the likeli-
hood of the DCP estimates {Cli }NTi=1 using the EM algorithm [100].
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Formally, the EM algorithm estimates a mixture distribution of the form:
f d c p (l) = w d c pn ·Gd c pn (Cl) + w d c ps · f d c ps (Cl), (6.4)
Gd c pn (.) is a Gaussian distribution approximating the likelihood distribution of the noise,
whereas f
d c p
s (.) is a “Gaussian+Uniform” mixture distribution approximating the likelihood
distribution of the speakers (see example Figure 6.1). Thus, f
d c p
s (.) is given by:
f d c ps (C)∝Gd c ps (C) +Ud c ps (C), (6.5)
where Gd c ps (.) is a Gaussian distribution and Ud c ps is a uniform distribution. w d c pn and
w
d c p
s denote the noise and speaker priors, respectively. The uniform distribution Ud c ps is in-
troduced to model the high C-SRP values, which are poorly modeled by Gd c ps .
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Figure 6.1: Mixture distribution approximating the pdf of the C-SRP-based DCP feature.
6.2 Maximum Likelihood Error Classifier
The second classifier is based on the MLE introduced at each location estimate. We explain
here the idea behind the MLE feature and show how its pdf can be approximated.
6.2.1 MLE Feature
The MLE feature given by (4.4) is used under the assumption that it highly depends on the na-
ture of the acoustic event. More precisely, we expect MLE to be large for distributed acoustic
events and diffused noise, whereas it is expected to be low for point events. In order to evaluate
this assumption, we carefully investigated the correlation between the variance of the C-SRP-
based location estimates and their corresponding DCP feature. This investigation has shown
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that the distributed acoustic events such as door slams, projector noise, diffused noise, etc.
are characterized by flat peaks, whereas the point sources map to sharp peaks. This property
is mainly due to the nature of the GCC peaks representing the same source but in different
microphone pairs. For a distributed event, the peaks are generally flat, and might map to dif-
ferent peaks in the location space. As a result, the variance of the estimates is expected to be
large and the MLE tends to increase, and vice versa. Figure 6.2 shows an illustration of this
investigation. We can clearly distinguish two separate classes, where the location estimates of
distributed events are more likely to fall in the space region with a low C-SRP value and high
estimate variance and vice versa.
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Figure 6.2: Illustration of the high correlation between the variance of the C-SRP peaks gener-
ating the acoustic event location estimates and the C-SRP-based DCP feature. This figure shows
clearly that the estimates map to two distinct classes, where distributed events are mostly char-
acterized by a high variance but a lower DCP.
6.2.2 MLE Mixture Distribution
We propose to use the approach presented in Section 6.1.2 to estimate the noise and speaker
likelihoods with the exception of using different distributions. Let {(li ,εli )}NTi=1 denote the set of
NT location estimates li and their corresponding MLE values εli , obtained in T frames.
We propose to use a 3-component mixture distribution given by:
f ml e (l) = w ml es · Γml es (εl) + w ml en · f ml en (εl), (6.6)
where Γml es (.) is a Gamma distribution approximating the likelihood distribution of the MLE
feature for the speaker class, whereas f ml en (.) is a “Gaussian+Uniform” mixture distribution
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approximating the likelihood distribution of the noise. f ml en (.) is given by:
f ml en (ε)∝Gml en (ε) +Uml en (ε), (6.7)
Similarly to (6.5), Uml en is introduced to model the high MLE values, which are poorly mod-
eled by Gml en . The DCP and the MLE features are combined in Section 6.3 to improve multiple
speaker detection performance.
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Figure 6.3: Mixture distribution approximating the pdf of the MLE feature.
6.3 Speaker/Noise Detection: A Naive Bayesian Classifier
The detection task can be improved by fitting a mixture distribution to the joint 2-D feature
space formed by the DCP and the MLE features. Such approach would be very beneficial be-
cause it will incorporate the correlation between the two features, which would lead to a more
realistic model. The distribution of the 2-D data formed by the concatenation of these two
features, however, narrows the possible choices of a mixture distribution (see illustration in
Figure 6.4a), which can efficiently maximize the likelihood, and thereby accurately models the
joint feature distribution. This problem can be solved by maximizing the likelihood of the data
in each feature space (Section 6.1.1 and Section 6.2.1) and then combining the resulting distri-
butions using a naive Bayesian classifier [101].
Formally, let {X i = (li ,Cli ,εli )}NTi=1 be the set of augmented estimates, and let α be the classi-
fier decision,α ∈ {speaker, noise}. The posterior probability of the decisionα given an estimate
X = (l,Cl,εl) is given by:
p (α | X ) = p (X |α) ·p (α)
p (X )
. (6.8)
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NBC assumes the independence of the features [101] and expresses the joint likelihood dis-
tribution according to:
p (X |α) =
2∏
k=1
p (Xk |α) = p (Cl |α)×p (εl |α). (6.9)
Replacing the terms in (6.8) and (6.9) by their expressions from (6.4), (6.5), (6.6) and (6.7)
leads to the following unsupervised classifier:
p (speaker | X ) ∝ f d c ps (Cl) · Γml es (εl) ·w d c ps ·w ml es , (6.10)
p (noise | X ) ∝ Gd c pn (Cl) · f ml en (εl) ·w d c pn ·w ml en . (6.11)
The decision α is independent of the probability of the estimate X . Therefore, p (X ) is ig-
nored in (6.10) and (6.11). X is considered to be generated by an actual source if
p (speaker | X ) ≥ p (noise | X ). (6.12)
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(b) Example of classification using SVM
Figure 6.4: The graph in (a) shows an example of a classification boundary obtained using the
proposed unsupervised classifier (NBC), whereas (b) shows the classification boundary obtained
using the SVM classifier on the same data.
6.3.1 Loss Function For Noise Control
Acoustic source localization approaches can be generally integrated and used by a large num-
ber of applications, some of which may require a reduced noise rate, such as beamforming
techniques [102], whereas others, such as audio-visual tracking approaches [23, 60], are more
robust against noise and expect a higher frequency of location estimates, even if that leads to an
increased noise rate. The variety of these approaches requires more flexibility in the acoustic
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event classification. This idea is successfully implemented using the loss function [7, 101].
Formally, let λ(α | g ), be the loss incurred for deciding α knowing that g is the true class,
with α, g ∈ {speaker, noise} = {S ,N }. The risk associated with taking the decision α given the
estimate X is calculated according to:
Risk (α | X ) =λ(α |S) ·p (S | X ) +λ(α |N ) ·p (N | X ). (6.13)
The classification according to the minimum-risk decision rule is obtained by deciding S
when Risk (S | X ) ≤ Risk (N | X ) and vise versa. This rule is equivalent to:
λ(N |S)−λ(S |S)
λ(S |N )−λ(N |N ) ≥
p (N | X )
p (S | X ) , (6.14)
λ(S | S) and λ(N |N ) represent the loss incurred for making the right decision. Therefore,
these two parameters are generally set to 0. On the other hand, setting λ(N | S) = λ(S |N ) = 1
leads to NBC (Section 6.3). Thus, we can conclude that (6.14) is a generalization of the proposed
unsupervised classifier, where the noise rate can be controlled by adapting the ratio of λ(N |S)
and λ(S |N ), which are generally fixed beforehand.
6.4 Evaluation of NBC-based Speaker Detection
6.4.1 Experimental Setup
We evaluate the proposed approach using the AV16.3 corpus, which has been introduced in
Section 2.3.1. More details about this corpus can be found in [71].
The acoustic source localization experimental setup used in this section is the same as one
used in the evaluation of the multiple speaker localization approaches conducted in Chapter 5.
More precisely, we use the P-SRP-based multiple speaker localization approach, detailed in Al-
gorithm 2, to extract the potential location estimates following the configuration described in
Section 5.4.7. The main difference concerns the fixed number of potential location estimates,
which is fixed at Nma x = 6 potential locations per time frame. Given that the maximum num-
ber of simultaneous (overlapping) speakers in AV16.3 recordings varies between 0 and 3, we
can see that using Nma x = 6 will lead to a noise rate of ≥ 50%. In the results reported below,
the proposed speaker detection approach is compared to the classical Support Vector Machine
(SVM) [7, 101] approach with a quadratic kernel (see illustration Figure 6.4b). Using different
kernels did not improve the results. The SVM training data is obtained by calculating the MLE
and DCP features for all locations given by the ground truth to form the speaker class, and for
noise locations selected randomly to form the noise class. The reported results were obtained
with a training on the audio sequence seq02-1p-0000, and then testing on the remaining multi-
ple speaker sequences from the AV16.3 corpus. Using other sequences for training led to com-
parable results. The latter are reported in terms of Recall (R), Precision (P) and F-measure (F).
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These measures are given by:
P =
True Positive
True Positive+False Positive
, (6.15)
R =
True Positive
True Positive+False Negative
, (6.16)
F = 2 · R ·P
R +P
. (6.17)
The values of these measures are between 0 and 1. The higher they are, the better the clas-
sification is. The recall represents the fraction of actual speaker estimates that are correctly
classified, whereas the precision reports the overall fraction of estimates which are correctly
classified. Finally, the F-measure is a weighted harmonic mean of precision and recall. This
measure is very relevant in assessing the overall performance.
6.4.2 Results and Analysis
SVM+DCP SVM+MLE SVM+DCP+MLE
Sequences R P F R P F R P F
seq18-2p-0101 0.46 0.85 0.60 0.94 0.33 0.49 0.83 0.67 0.74
seq24-2p-0111 0.42 0.80 0.55 0.94 0.27 0.45 0.83 0.56 0.66
seq40-3p-0111 0.26 0.92 0.41 0.81 0.56 0.67 0.58 0.82 0.68
seq45-3p-1111 0.30 0.55 0.40 0.89 0.26 0.40 0.70 0.42 0.52
seq37-3p-0001 0.10 0.91 0.17 0.77 0.49 0.60 0.72 0.61 0.66
Table 6.1: Speaker/noise classification results using the proposed DCP and MLE features with
an SVM classifier.
Table 6.1 presents the results of the multiple source detection task using the SVM classi-
fier, when it is combined with each feature separately, as well as when the features are jointly
used. These results show that combining the MLE and DCP features leads to better classifica-
tion results. More precisely, we can see that using the MLE feature alone leads to a good recall
performance but very poor precision. On the other hand, using the DCP feature alone results
in a good precision performance but a poor recall. Combining these two features, however,
provides more information to the SVM classifier, which successfully increases the F-measure
of all sequences. We can also see that on the contrary to the MLE only and DCP only results, the
recall and precision performance on experiments with the joint features are balanced. We can
conclude from these results that combining the MLE and DCP features increases the detection
performance.
Table 6.2 reports the results of the proposed unsupervised NBC. These results show clearly
that, overall, the proposed classifier performs slightly better than SVM. This is mainly due to
the dependency of the features on the source location and the number of speakers. These two
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Figure 6.5: Illustration of the detection performance of the proposed NBC, which uses DCP and
MLE as classification features, on different sequences from the AV16.3 corpus. The left column
shows the P-SRP-based localization (before detection), which extracts a fixed number (N = 6) of
location estimates per time frame, whereas the right column shows the extracted speaker class
after applying the NBC-based (multiple) speaker detection.
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Figure 6.5: Illustration of the detection performance of the proposed NBC, which uses DCP and
MLE as classification features, on different sequences from the AV16.3 corpus. The left column
shows the P-SRP-based localization (before detection), which extracts a fixed number (N = 6) of
location estimates per time frame, whereas the right column shows the extracted speaker class
after applying the NBC-based (multiple) speaker detection.
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SVM+DCP+MLE NBC+DCP+MLE
Sequences R P F R P F
seq18-2p-0101 0.83 0.67 0.74 0.81 0.72 0.76
seq24-2p-0111 0.83 0.56 0.66 0.75 0.71 0.73
seq40-3p-0111 0.58 0.82 0.68 0.56 0.85 0.67
seq45-3p-1111 0.70 0.42 0.52 0.65 0.48 0.55
seq37-3p-0001 0.72 0.61 0.66 0.70 0.65 0.67
Table 6.2: Performance of the proposed NBC-based speaker detection in comparison to SVM
when using the joint DCP and MLE features.
factors highly affect the level of the signal power and the SNR. Therefore, using a single train-
ing sequence to classify the different scenarios proposed by the AV16.3 corpus leads to a sub-
optimal performance. The proposed classifier, however, adapts easily to these changes. This
is due to the self-learning approach, which uses the data itself to infer the best boundary that
explains the two classes.
6.5 Online Estimation of the Feature Distributions
Acoustic source localization applications, such as camera steering and audio-visual tracking,
often require an online localization performance. Therefore, the speaker/noise classification
should be also performed online. Algorithm 6 proposes an approach that accomplishes an
online estimation of the feature distribution parameters from Section 6.1.2 and Section 6.2.2.
Algorithm 6 : Online Parameter Estimation
1. Initialize the distribution parameters randomly
2. Let T be the re-estimation period
for each time t multiple of T do
3. Set the initial parameters to the current parameters
4. Keep the estimates from the last N frames
5. Re-estimate the parameters using the EM algorithm
end for
The proposed algorithm takes into account any possible changes in the distance between
the acoustic sources and the microphone array, the number of speakers and the noise condi-
tions, which might affect the detection performance. Therefore, only the last N frames are used
to re-estimate the parameters. It is worth mentioning that N should not be too small as well to
allow for an accurate update of the parameters.
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6.6 History-based Classification Features
We have introduced in the previous section an online version of the naive Bayesian classifier.
This approach considers only the classification features that are extracted from the last N pro-
cessed frames. This section investigates an extension of the feature space by training new clas-
sification models based on the recent classification history. That is, we show here how the clas-
sification history itself can be used as labeled data to augment the feature space and thereby
improve the detection performance. In particular, we consider three additional potential fea-
tures, namely, 1) the classified location estimates and their corresponding 2) P-SRP and 3) kur-
tosis values are investigated. The idea here is to use the classified estimates into noise/speaker
classes as labeled data to train, separately, new speaker and noise models for the different fea-
tures. These models are then incorporated into the online NBC.
6.6.1 Location Feature
The location estimates are widely used as a main feature in speaker clustering and classifica-
tion approaches. This is mainly due to the high density of the estimates originated from the
same speaker in the location space, whereas the noise estimates are assumed to be randomly
distributed. The main problem, however, is to identify which clusters of estimates represent
actual speakers. This is mainly solved using speech cues or cluster variance-based discrimi-
nation [73]. We propose to overcome this identification problem here by training separately
speaker(s) and noise models using the late classification history. Each model has the form of
a GM with a number of components given by the minimum Bayesian Information Criterion
(BIC). Algorithm 7 shows the proposed online training approach.
Algorithm 7 : Training of the location-based classification models
1. Let Tl o c be the re-estimation period.
for t multiple of Tl o c do
2. Use the last Nl o c speaker/noise estimates as two separate training sets.
for k = 1 . . . K do
3. Train a speaker GM modelMks ,l o c (k components)
4. Train a noise GM modelMkn ,l o c (k components)
end for
5. Return the speaker and noise modelsMkss ,l o c andMknn ,l o c , with
ks = argmin
k
BIC(Mks ,l o c )
kn = argmin
k
BIC(Mkn ,l o c )
end for
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Figure 6.6: Illustration of a history-based classification model: top figure illustrates the time
evolution of the GM speaker model for the location feature. The figure in the bottom shows the
location ground truth of the corresponding (two) overlapping speakers.
6.6.2 Kurtosis Feature
High order statistics of signals have been widely investigated to solve speech and signal pro-
cessing problems. More particularly, the kurtosis of a signal is typically used in Blind Source
Separation (BSS) to separate speech sources [103, 104]. The kurtosis of a zero mean random
variable x is calculated according to:
kurt(x ) =
E{x 4}
{E{x 2}}2 , (6.18)
where E{.} is the expectation operator.
Speech signals are generally assumed to follow a super-Gaussian distribution, whereas
noise signals are mostly modeled as a Gaussian distribution or as a mixture of Gaussians.
Therefore, speech and noise signals are expected to have different kurtosis. Based on this dif-
ference, we propose to use the kurtosis as a new detection feature. More precisely, the signal
coming for each location estimate is calculated using a superdirective beamformer, followed
by the calculation of the kurtosis according to (6.18) as shown in Figure 6.7. The likelihood of
each kurtosis model is approximated by a Gaussian distribution.
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Figure 6.7: Pipeline for calculating the kurtosis at each location estimate.
6.6.3 P-SRP Feature
The P-SRP feature SR Pp r o b (l) of a location estimate l is a probabilistic interpretation of the
signal power at that particular location. We have shown in Section 6.2 that the DCP feature is
highly correlated with the variance of the location estimates. More precisely, sharp SRP peaks
representing point speech sources (mouth) are more likely to have a small variance, and there-
fore small MLE, contrary to noise sources, which are expected to span over wider space regions
resulting in a larger variance and flat SRP peaks. This correlation is extended here to include the
P-SRP feature. More particularly, we expect the P-SRP feature to help the classifier discriminat-
ing between estimates based on the signal power at these locations, whereas the DCP classifies
the estimates based on the cumulative signal power coming from the region surrounding the
location. Therefore, we expect the classifier to be able to correctly classify distributed noise
source, such as projector, which generally have a high DCP value but low P-SRP. The main goal
here is to use this complimentary and redundant information provided by MLE, DCP and P-
SRP features to increase the robustness of the classifier. Similarly to the location and kurtosis
features, the speaker and noise P-SRP classification models are trained separately using the re-
cently classified speech and noise estimates, with the only exception of using a 3-component
mixture similar to the one used to train the DCP classifier.
6.7 Evaluation of the Online History-based NBC
Following the evaluation of the offline NBC-based multiple speaker detection approach con-
ducted in Section 6.4, we evaluated the proposed online approach on the AV16.3 corpus using
the same experimental setup described in Section 6.4.1. Regarding the online NBC setup, the
re-estimation period T of DCP, MLE, P-SRP and kurtosis is set to T = 3s, whereas Tl o c = 1s. This
differences aims at modeling any possible fast changes in the speaker(s) location. Moreover,
the number of history-based classification estimates is fixed at N = 1000, whereas Nl o c = 300.
The first 20s of each recording were used to initialize the models.
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We have shown in Section 6.4 that the offline NBC outperforms the classical SVM classi-
fier [7, 101] when they are applied to the DCP and MLE features. Therefore, we will focus in
this section on 1) the experimental comparison of the online NBC to its offline counterpart
when they are applied to the same features, and then 2) evaluate the performance of the online
classifier when the feature space is augmented with the proposed history-based classification
models. The results are reported in terms of the Recall (R), Precision (P) and F-measure (F),
which have been introduced in Section 6.4.1.
seq18-2p-0101 seq24-2p-0111
R P F R P F
Offline MLE+DCP 0.81 0.72 0.76 0.75 0.71 0.73
Online MLE+DCP 0.84 0.68 0.75 0.76 0.68 0.72
+P-SRP (only) 0.84 0.72 0.78 0.77 0.70 0.73
+LOC (only) 0.88 0.67 0.76 0.80 0.57 0.67
+KURT (only) 0.83 0.65 0.73 0.80 0.60 0.68
+P-SRP+LOC 0.87 0.71 0.78 0.78 0.68 0.73
+P-SRP+LOC+KURT 0.87 0.71 0.78 0.78 0.66 0.72
(a) Noise/speaker classification performance on recordings with two simultaneous
speakers.
seq40-3p-0111 seq45-3p-1111 seq37-3p-0001
R P F R P F R P F
Offline MLE+DCP 0.56 0.85 0.67 0.65 0.48 0.55 0.70 0.65 0.67
Online MLE+DCP 0.63 0.81 0.70 0.68 0.49 0.57 0.76 0.71 0.73
+P-SRP (only) 0.60 0.86 0.71 0.65 0.51 0.58 0.75 0.67 0.70
+LOC (only) 0.65 0.86 0.74 0.73 0.41 0.53 0.80 0.67 0.73
+KURT (only) 0.60 0.81 0.69 0.70 0.44 0.54 0.73 0.59 0.65
+P-SRP+LOC 0.64 0.89 0.74 0.68 0.50 0.58 0.79 0.70 0.74
+P-SRP+LOC+KURT 0.65 0.87 0.74 0.68 0.50 0.58 0.79 0.70 0.74
(b) Noise/speaker calssification performance on recordings with three simultaneous speakers.
Table 6.3: Speaker/noise classification performance of the proposed online NBC in compari-
son to its offline counterpart, in addition to the impact of iteratively adding different history-
based features.
The results reported in Table 6.3 show that the proposed online classifier combined only
with the MLE and DCP features perform better than its offline counterpart. This improvement
is mainly due to the online and iterative adaptation of the model parameters, which is neces-
sary in the case of changes in the speaker(s) environment. This improvement appears clearly
in the sequences seq40-3p-0111 and seq37-3p-0001, where the number of simultaneous speak-
ers and distance to the array change over time. We can also conclude that the online classifier
adapts quickly to the environment, as it only needs 20s to initialize and start using the models.
We can also see that adding more features increases the robustness of the online classifier. More
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precisely, we can see that augmenting the online classifier with the P-SRP or the location (LOC)
features alone leads to an unstable improvement of the performance. This is mainly due to
the non-convergence of the classification models in few parameter re-estimation steps or due
to long segments of intended silence. This instability of the performance appears also in the
unbalanced precision (P) and recall (R) results. Combining more features, however, provides
more information to the classifier, which successfully increases the F-measure of all sequences
using the feature combination MLE+DCP+P-SRP+LOC. We can also conclude that adding the
kurtosis feature to this mixture did not improve the performance. This is mainly due to the BF
step which introduces distortions in the speech signal, leading to useless classification mod-
els in many of the re-estimation steps. This confirms a similar conclusion regarding the Mel
Frequency Cepstral Coefficents (MFCC) features which was reported in [73].
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7
Multiple Concurrent Speaker Tracking
Classical acoustic source tracking approaches consist of two stages: 1) extracting the measure-
ments, which can be either TDOA at the microphone pairs [59], or noisy location estimates
obtained with an SRP-based technique [46]. Then, 2) processing these measurements using
a filtering approach such as PF [15, 62] or KF-based approaches [17, 64]. These two steps are
generally combined with a multi-modal estimation framework, which allows the tracking of
multiple instantaneous speakers, such approaches include the joint Probabilistic Data Associ-
ation Filter (PDAF) [66], the multiple model particle filter [67] and the extended Kalman PF [68].
While SRP-based tracking is more robust and reliable, it is very slow compared to TDOA-
based tracking, which can be easily integrated into a low-resource, real-time system. This cat-
egory of approaches is, however, very difficult to extend to the multiple speaker scenario, and
degrades drastically in the presence of noise and reverberation. In this case, using an SRP-
based tracking becomes more crucial to solve the multiple speaker problem.
This chapter introduces new robust and fast approaches to track acoustic sources for dif-
ferent scenarios. In particular,
• Section 7.1 will present the single speaker tracking problem and then introduce two new
solutions to increase the robustness of TDOA-based approaches.
• Section 7.2 will present the more general multiple speaker case and then propose a novel
Kalman-based approach, which uses the location estimates extracted using one of the
multiple speaker localization and detection approaches introduced in Chapter 5 and
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Chapter 6, to track multiple concurrent speakers. This approach was specifically de-
signed to overcome tracking problems that are related to the nature of spontaneous/-
conversational speech.
7.1 TDOA-based Single Speaker Tracking
The performance of TDOA-based single speaker tracking approaches drastically degrades in
the presence of noise and multi-path effects, especially under room acoustical conditions
where early reflections and reverberation corrupt the GCC function through smearing as well
as through the introduction of secondary peaks [46, 62]. This in turn affects the tracking fil-
ter, which assumes the error to be a stationary Gaussian process, whereas the TDOA error in
a multi-path environment is rather time-varying and multi-modal. Classical approaches pro-
pose to overcome this problem by increasing the robustness of the adopted tracking filter to
noisy TDOA estimates. An early work in this direction goes back to Vermaak [62]who proposed
to use a multiple hypothesis particle filter. This approach has been further improved in [65],
where an extended particle filter was combined with an SRP-based measurement estimator.
This section will introduce two solutions to improve the tracking performance, and increase
the filter robustness to noisy TDOA measurements in the single speaker case. These two con-
tributions can be summarized as follows:
• The first solution continues along the lines of [62, 65] by proposing a new Multiple Hy-
pothesis Gaussian Mixture Filter (MH-GMF), which propagates the uncertainty of the
TDOA estimates to the tracking stage. That is, this approach focuses on increasing the
robustness of the filter by allowing it to handle multiple observations instead of one [23].
• Instead of focusing on increasing the robustness of the filter to noise, as it is done in
classical approaches, the second solution proposes to improve the TDOA measurement
quality itself using the tracking information available at each time step [17].
7.1.1 TDOA-based DSSM
As we have shown in Section 3.4, Bayesian filtering generally requires a Dynamic State Space
Model (DSSM), which analytically determines the dynamics of the tracking system. In our
case, where the estimated TDOA vectors play the role of observations and the hidden state
is the speaker location (in spherical coordinates), the state space model should provide a pro-
cess model, which predicts the transition, i.e., possible changes in the speaker location from
previous to the current time steps, and a measurement model, which describes the physical/-
geometrical relationship between the TDOA observations and the speaker location.
To express the proposed TDOA-based DSSM, let Q be the number of microphone pairs, i.e.,
Q is the cardinality ofQ, and let θt−1 and φt−1 be the azimuth and elevation of the speaker at
time t −1. Our goal here is to propagate the filter to time t .
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Single speaker tracking can be performed using Kalman filter [63, 64]. In order to do so, we
use the following process model:
θt
φt

= f

θt−1
φt−1

, vt

=

θt−1 + vt ,θ
φt−1 + vt ,φ

, (7.1)
where vt ,θ and vt ,φ denote the zero-mean Gaussian process noise with a variance of σ
2
θ
andσ2φ , respectively. The choice to use a random walk as a process model is motivated by two
main reasons: 1) The signal window used in this thesis is very short, i.e., 32ms, therefore, we
can assume that this duration is very short for a human speaker to significantly change his/her
location. 2) The second motivation is based on the fact that we would like to avoid imposing
any constraints or pre-assumptions regarding the movement of the speaker and its direction.
Furthermore, this choice has been shown to be reliable for tracking acoustic sources [62, 63, 64].
This model can be, however, extended to include the speed of the speaker as an additional
process state to track.
The measurement model we use in our work is given by:
yt = h

θt
φt

, wt

=
 τ
1
 
DOA[θt ,φt ]

+ w 1t
...
τQ
 
DOA[θt ,φt ]

+ w Qt
 . (7.2)
In this equation, τq
 
DOA[θt ,φt ]

denotes the predicted TDOA of microphone pair q ∈Q,
whereas w
q
t is a zero-mean Gaussian measurement noise with a variance of σ
2
τq . This mea-
surement model is nonlinear since the calculation of the predicted TDOAs according to (4.3) in-
volves the evaluation of sines and cosines for the direction of arrival DOA[θt ,φt ]. Thus, the use
of an extension of KF is required. We propose to use the UKF in the MH-GMF-based Bayesian
estimation framework. This choice is motivated by, and can be seen as an extension of, the
work presented in [63], which used an UKF to track speakers in a single observation model.
Note that our choice to track the Direction of Arrival (DOA) instead of the 3-D spherical
coordinates is mainly due to the small and planar geometry of the microphone array, which
makes tracking of the distance to the speaker unreliable. This problem can be dealt with, how-
ever, using two separate arrays and then tracking the distance to the speaker as the intersection
of their respective DOAs. The rest of this section introduces the new proposed solutions.
7.1.2 Multiple Hypothesis Gaussian Mixture Filter (MH-GMF)
The MH-GMF proposes to solve the erroneous TDOA problem by propagating the measure-
ments uncertainty to the tracking stage. Contrary to previous multiple hypothesis filters, our
approach treats each observation individually by running a bank of UKFs in parallel. In do-
ing so, the proposed approach incorporates the individual information introduced by each hy-
pothesis. The main problem, however, is how to estimate the multiple observations. This is
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mainly due to the high dimensionality of the joint TDOA observation space corresponding to
Q microphone pairs.
Ideally, we would like to use all possible TDOA combinations from different microphone
pairs, weighted with their respective GCC values. As this Cartesian product is computationally
intractable, we propose to reduce this set using a Monte Carlo (MC) scheme, which first, draws
TDOA candidates from the individual GCCs and then combines these TDOAs in a proximately
consistent fashion. In doing so, we statistically focus on TDOA combinations with high likeli-
hood. In fact, this approach is based on the interpretation of the normalized GCC as a pdf of
the TDOA, which we introduced in Section 4.2. It is worth mentioning here that a similar idea
was originally proposed in [62] in combination with PF, and was later on applied in an SRP-
based approach [61]. After sampling TDOA observations from all microphone pairs, we then
approximate the joint pdf of the TDOA using an empirical distribution.
We will proceed by briefly reviewing the MH-GMF [105] in Section 7.1.2.1. Then, we show
how this filter can be applied to solve the speaker tracking problem in Section 7.1.2.2, followed
by a description and analysis of our experimental setup and results in Section 7.1.2.5.
7.1.2.1 MH-GMF Formulation
KF was originally designed to receive a single observation yt at time t . In many applied tracking
scenarios, however, there are several (K ) potential observation candidates yt =

y 1t , . . . , y
K
t
	
available, some of which may be due to the object of interest, whereas others may be due to
clutter such as noise, reverberation, etc. This problem is typically treated by taking the single
most likely observation or by combining multiple observations in a weighted sum, as it is done
in PDAF [91, 106]. As an alternative to considering a single observation, one can use a MH-
GMF [105]. This filter treats the multiple observation problem by (see illustration in Figure 7.1):
1. Splitting each KF at time t into K filters. K is the number of observations at time t .
2. Assigning each of the resulting filters to one of the observations.
3. Updating these filters independently as it is done in the classical single observation case.
This step leads to a posterior distribution p (xt |y1:t−1, y kt ) for each filter k , where y kt is the
observation at time t , which was assigned to the k th filter.
In doing so, MH-GMF essentially explores multiple, concurrent hypotheses in parallel.
Thus, it is expected to increase the tracking robustness to noisy estimates.
In order to integrate the K resulting conditional distributions p (xt |y1:t−1, y kt ) in one pos-
terior, p (xt |y1:t ) can be written as a marginal distribution of p (xt , k |y1:t ), which can be further
expanded, under use of p (xt , k |y1:t ) = p (xt |k , y1:t )p (k |y1:t ), to:
p (xt |y1:t ) =
K∑
k=1
p (xt |y kt , y1:t−1)p (k |y1:t )︸ ︷︷ ︸
=p (xt ,k |y1:t )
. (7.3)
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Figure 7.1: Handling multiple observations with a Kalman filter (KFi ).
This is a Gaussian mixture distribution in which the individual posteriors p (xt |y kt , y1:t−1) =
p (xt |k , y1:t )are the Gaussian distributions, whereas p (k |y1:t ) constitute the corresponding mix-
ture weights. The latter can be obtained with Bayes rule:
p (k |y1:t ) = p (yt |k , y1:t−1)p (k |t )K∑
j=1
p (yt | j , y1:t−1)p ( j |t )
, (7.4)
p (k |t ) is the prior observation probability, which accounts for the confidence or certainty
that we put into the k th observation (similarly to [62]). Moreover, p (yt |k , y1:t−1) = p (y kt |y1:t−1)
are observation likelihoods, which can be evaluated by marginalizing the joint predictive dis-
tribution p (xt , yt |y1:t−1) from step two of the KF with respect to xt .
As each of the filters in the MH-GMF is split into K filters at each time t , the number of
Gaussians in general grows exponentially in time. Hence, we reduce the number of compo-
nents in the mixture after each iteration by merging Gaussians successively in pairs [105].
Contrary to other tracking filters, MH-GMF treats each observation independently and as-
signs to it a weight which reflects its importance in the updated Gaussian mixture. In doing
so, this filter allows us to propagate the observations uncertainty to the tracking stage, as well
as incorporate the individual information introduced by each observation. In the following,
we propose to apply this filter to the single speaker tracking problem. To do so, we propose a
sampling scheme, which captures the uncertainty of the TDOA estimates and propagates it to
the tracking stage.
7.1.2.2 MH-GMF-based Single Speaker Tracking
In the Kalman-based solutions proposed in [63, 64], the most likely TDOA is determined indi-
vidually for each microphone pair. These individual TDOA estimates are subsequently com-
bined to form a joint measurement yt =

τˆ1, . . . , τˆQ

, where the error is assumed to follow a
Gaussian distribution. This assumption may be true under ideal conditions. In practice, how-
ever, the errors in the GCC functions, i.e., TDOA measurement errors, are expected to follow a
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multi-modal distribution due to reverberation and background noise [62]. Hence, we propose
here to:
1. Consider a larger number of TDOA observation candidates {y kt }Kk=1, that we will refer to
as hypotheses, with associated confidence weights {γkt }Kk=1.
2. Process these weighted observations using the MH-GMF, described in Section 7.1.2.1,
where KF is replaced by UKF due to the non-linearity of the measurement model.
The aim of this procedure is to propagate the uncertainty from the TDOA estimation to the
tracking stage, by choosing the weighted observation candidates in such a fashion that they
capture the observation uncertainty in the GCC functions. To achieve this, let us first consider
the time-independent observation spaceY , which can be approximated by the Cartesian prod-
uct of all possible TDOAs from Q different microphone pairs:
Y = y 1, . . . , y K 	¬ Qą
q=1
−τqmax, . . . ,τqmax	 , (7.5)
with y k =

τ1k , . . . ,τ
Q
k

. τ
q
max denotes the maximum TDOA of microphone pair q . Note that
the {y k }k here do not have a time index t as they are theoretical combinations, which are inde-
pendent of time. K is the cardinality ofY . Then, interpreting the GCC as a likelihood function,
as was done in [61] for the SRP, and further assuming that the errors in the GCCs are statistically
independent [62], the confidence or prior observation likelihood of a particular combination
y k can be calculated as the product of the individual GCC values R q (τqk ) according to:
γkt =
Q∏
q=1
Rˆ q (τqk ) with Rˆ
q (τ)¬ R
q (τ)∑
τ′
R q (τ′)
, (7.6)
where the division by
∑
τ′
R q (τ′) normalizes the total probability to 1. This gives us the fol-
lowing observation distribution:
pmeasured(yt ) =
K∑
k=1
γkt δ
 
yt − y k  , (7.7)
where y k and γkt are given by (7.5) and (7.6), respectively. As a next step, we could now
pass this density to the multiple hypothesis filter from Section 7.1.2.1. But, considering the
fact that the Cartesian product results in K =
Q∏
q=1
 
2τqmax +1

different combinations, this ap-
proach has to be dismissed as intractable. Hence, we reduce the number of observations by
approximating (7.7) through a sampling scheme, which samples observations from the high
likelihood regions of the observation space in the next section.
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7.1.2.3 Estimation of Multiple Observations
In order to obtain a set {y 1t , . . . , y K ′t } of K ′ K observations from (7.7), we first draw K ′ TDOA
samples from each normalized GCC Rˆq using sampling techniques, e.g., multinomial or im-
portance sampling, and then combine the resulting τ
q
k , from different microphone pairs, to
form K ′ observations y kt =

τ
q
1 , . . . ,τ
Q
k

. As a result of sampling, the weights γkt are set to 1/K
′.
Sampling techniques ensure that we draw more TDOAs from regions of high likelihood, i.e.,
GCC peaks, and less TDOAs from regions of low likelihood, i.e., GCC valleys. So, we statistically
focus on combinations y kt where the observation probability is high. In fact, this property of
sampling is a key factor behind the success of MC methods in general.
The main drawback of this reduction technique, however, consists in sampling the obser-
vations τ
q
k from the GCCs of different microphone pairs independently. Therefore, combining
these samples randomly may lead to inconsistent observations. By that we mean TDOA com-
binations

τ1k , . . . ,τ
Q
k

which do not correspond to a real possible location. In order to alleviate
this problem, the filter’s predicted observation likelihood p (y kt |y1:t ) is used as an approximate
measure of consistency. This motivates the idea of combining the independently drawn τ
q
k in
such a fashion that the total observation likelihood is maximized. This is done by:
1. Selecting from each sampled set {τq1 , . . . ,τqK ′}, corresponding to microphone pairs q , the
TDOA sample τ
q
kq
with the highest projected observation likelihood p (τqkq |y1:t−1).
2. Combining these samples to form a new observation y kt = [τ
q
k1
, . . . ,τ
q
kQ
].
3. Removing τ
q
kq
, q = 1, . . . ,Q from the respective sample sets.
This procedure is repeated until all samples are combined.
7.1.2.4 Voice Activity Detection and Gating
Tracking of acoustic sources can be performed only on speech frames. Therefore, the voice ac-
tivity detector from [99] is used to discard silence frames, which can cause the filter to diverge.
As a further precaution against outliers, the above sampling scheme is restricted to some re-
gions of interest through the integration of gating [106]. This is achieved by:
1. Merging all the predicted observation densities of the proposed MH-GMF into a single
Gaussian p (yt |y1:t−1) =N (yt ,µ,σ2).
2. Defining a gating area Gq ¬
¦
τq | (τq−µq )2(σq )2 ≤ ψ
©
for each microphone pair q .
3. Sampling the TDOAs τ
q
k from the gated GCC-based pdf:
R¯ q (τq ) =
R q (τq ) · IGq (τq )
τmax∑
τ′=−τmax
R q (τ′) · IGq (τq )
. (7.8)
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In these equations,ψ denotes the gating threshold and IGq (τq ) denotes the indicator func-
tion, which is equal to 1 if τq ∈Gq and 0 otherwise.
7.1.2.5 MH-GMF Evaluation: Experimental Setup and Results
In order to evaluate the performance of the proposed algorithm, we performed a set of tracking
experiments on the AV16.3 corpus. Section 2.3.1 presents a detailed description of this corpus
and the different recordings it offers. In the evaluation below, we report single speaker tracking
performance of two types of scenarios, namely, the highly non-stationary scenario, in which a
single speaker is quickly moving in the room. This scenario is represented by seq11-1p-0100.
The goal of this evaluation is to assess the ability of tracking filters to follow the rapid changes
in the speaker location, especially that the adopted DSSM is a random walk model, which fa-
vors stationary or slowly moving speakers. The second evaluation scenario is the relatively
stationary case, in which a speaker is moving through 16 predefined locations while uttering
one sentence at each of the positions. This scenario is represented by sequence seq02-1p-0000.
The goal of this evaluation is to test the capability of the filters to recover and resume the track-
ing of a speaker who changes his/her position while being silent. These two sequences are 32
and 185 seconds in length, with an average speaker-array distance of 1.18m and 1.53m, respec-
tively, where the minimum distance is 0.57m and the maximum distance is 2.40m. Note that
the tracking performance on the remaining single speaker recordings confirm the conclusions
we report below. Therefore, we only report results of one sequence for each scenario.
The signal processing is the same as the one we presented and used in all experiments con-
ducted in Chapter 5, with the main difference of using a frame size of 1024 samples (64ms)
instead of 512. This change is due to the drastic degradation of GCC-based TDOA estimation
when using very short windows. Furthermore, GCC interpolation did not improve the results.
Regarding the tracking setup, MH-GMF uses K ′ = 20 observations, whereas PFs use 100
particles. A larger number of particles did not improve the results. As baseline models, we
compare the proposed MH-GMF-based single speaker tracking to:
• The single observation Unscented Kalman Filter (UKF) approach proposed in [63]: This
algorithm proposes to use an UKF to counteract the non-linearity of the measurement
model. Note that the proposed MH-GMF will be reduced to this approach in the case
where K ′ = 1. Thus, MH-GMF can be seen as a generalization of this approach.
• The single observation UKF with gating [64, 106]: This comparison will help us investigate
the impact of gating mechanism on the robustness of TDOA measurement to noise.
• The single observation Sequential Importance Resampling Particle Filter (SIR-PF): Com-
bined with SRP [46], this method was proposed as solution to the acoustic source tracking
problem [61]. We use this method here as a TDOA-based approach.
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• The Multiple Hypothesis Auxiliary Particle Filter (MH-PF) proposed in [62]: This ap-
proach proposes to counteract the multi-modality of the GCC function using a multiple
hypothesis scheme. This is achieved by considering multiple peaks, and then pass these
observations to a multiple hypothesis filter. Thus, MH-PF can be seen as an alternative
to MH-GMF when considering multiple hypotheses.
The results are reported in terms of the average Root Mean Square Error (RMSE) and real-
time factor, i.e., the processing time divided by the duration of the recording, including silence.
Tracking Root Mean Square Error Real-time
Approaches Azimuth Elevation DOA Factor
UKF 5.56◦ 15.98◦ 16.92◦ 0.336
SIR-PF 4.80◦ 10.33◦ 11.40◦ 0.374
UKF + Gating 4.17◦ 7.12◦ 8.24◦ 0.329
MH-PF 3.72◦ 5.94◦ 7.00◦ 0.582
MH-GMF 2.85◦ 4.25◦ 5.11◦ 0.664
(a) Sequence seq11-1p-0100: quickly moving speaker
Tracking Root Mean Square Error Real-time
Approaches Azimuth Elevation DOA Factor
UKF 8.66◦ 19.28◦ 21.14◦ 0.410
SIR-PF 7.54◦ 19.57◦ 20.98◦ 0.432
UKF + Gating 2.71◦ 8.14◦ 8.58◦ 0.329
MH-PF 3.99◦ 6.44◦ 7.58◦ 0.680
MH-GMF 2.71◦ 4.07◦ 4.89◦ 0.793
(b) Sequence seq02-1p-0000: stationary speaker at 16 different locations
Table 7.1: Average RMSE for azimuth, elevation and DOA with respect to the center of the array.
The last column shows the real-time factor, i.e., the processing time divided by the duration of
the audio recording.
Table 7.1 reports the performance of different tracking filters. As a first conclusion, we can
clearly see that increasing the robustness of the filters to noisy TDOA estimates is crucial for
improving the tracking performance. More precisely, we can see that the usage of gating dras-
tically improves the performance of the UKF. Replacing this mechanism, which uses a hard
approach to reduce the TDOA space, by a soft approach, which uses weighted multiple hy-
potheses instead leads to a better improvement of the tracking performance.
In a second conclusion, we can say that the proposed MH-GMF performs significantly bet-
ter than all other methods. That is, its angular error (DOA) is 69% and 79% lower than that
of the UKF [63]; 38% and 43% lower than that of the UKF with Gating [106]; and still 27% and
35% lower than that of the MH-PF from [62]. Regarding these results, it should be noted that
the main problem of the small aperture microphone arrays, with a planar geometry, consists in
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obtaining good estimates of the elevation. But, having a closer look at Table 7.1, we can see that
it is exactly where our method shows its true strength. If we consider the Anomaly Rate (AR);
which represents the percentage of estimates with an error ≥ 5◦. We have obtained an AR of
4.79% and 8.34%, for the sequences seq11-1p-0100 and seq02-1p-0000, respectively, and an AR
of 8.50% for the sequence seq01-1p-0000 from the second scenario, this sequence has been re-
ported to have an AR of 29.10% using a different localization (without tracking) algorithm [45].
This result shows that using a tracking approach in combination with a TDOA-based localiza-
tion technique improves significantly the RMSE, as it smooths out the erroneous estimates.
In terms of real-time implementation, the time factors in Table 7.1, show that all methods
run faster than real-time on a standard Intel i7-2600K CPU clocked at 3.4GHz. The plain UKF is
roughly 2 times faster than the proposed MH-GMF; and that although the latter runs more than
20 UKFs in parallel. This indicates that most of the computation time is spent in computing
the GCC functions and the TDOA estimation.
7.1.3 Improving TDOA Estimation using Tracking Information
As we have discussed earlier in this chapter, increasing the robustness of the Bayesian fil-
ters to noisy TDOA estimates is the bottleneck to improving the performance of TDOA-based
tracking approaches. While the MH-GMF solution proposes to use multiple observations with
confidence scores to tackle this problem, we propose in this section a more general, filter-
independent alternative to achieve this purpose.
Previous works, though not directly related to the acoustic source tracking problem, have
shown that the use of prior information about the measurements can efficiently improve the
observation detection [106], e.g., the gating mechanism used in the MH-GMF experiments.
Along this line, we present in this section an approach to update the GMM, approximating the
GCC function, through use of information that has been obtained in the tracking stage. That is,
we propose an approach that enhances the TDOA estimation stage using tracking information,
available at each time frame, following these steps:
1. Accounting for the multi-modal aspect of the GCC function resulting from noise and re-
verberation. To achieve that, we use the GMM approximation of the GCC introduced in
Section 4.2.
2. Integrating the speaker knowledge which has been obtained in the tracking stage. In par-
ticular, we estimate the pdf of the TDOA, which is expected by the tracking filter at the
current time instant, in a first stage, and then use it to update the mixture weights of the
above GCC-based GMM. This is done by measuring the similarity between each compo-
nent in the mixture and the predicted pdf of the TDOA. This similarity score reflects the
probability that the component generates the true TDOA observation.
3. Extracting the TDOA observations using the estimators described in Section 4.2.4.
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Figure 7.2: Block diagram comparing the classical tracking scheme to the proposed one. The
latter uses the predictive distribution of the tracking filter to improve the TDOA estimation stage.
In doing so, this approach tightly couples the TDOA estimation stage and the tracking stage.
Figure 7.2 shows a schematic view of the different interactions in the proposed tracking ap-
proach. The remaining part of of this section is organized as follows, Section 7.1.3.1 shows how
tracking information can be integrated into the TDOA estimation stage, whereas Section 7.1.3.2
presents the evaluation of this approach.
7.1.3.1 Update of the TDOA-GMM using Tracking Information
We introduce in this section the mathematical formulation of the proposed tracking-based
TDOA estimation. To do so, let Mq = {N qk }Kqk=1 = {p qk ,µqk ,σqk }Kqk=1 be the GM approximating
the GCC function of microphone pair q ∈ Q, obtained using the approach proposed in Sec-
tion 4.2, and letN qp be the TDOA predicted pdf, which is expected by the tracking filter. This is
obtained by marginalizing the joint predicted distribution, obtained in Step 2 of the Bayesian
estimation approach described in 3.4, on the state space. For ease of notation, the microphone
pair index q is dropped in the rest of this section.
The first step is to calculate the similarity between each component in the GM distribution
and the predicted pdf. For this purpose, we use two different Similarity Measures (SMs):
SMKLD(Np ,Nk ) =
1
1+KLD (Np ||Nk ) , (7.9)
SMBC(Np ,Nk ) =
∫ q
Np (x )Nk (x ) dx , (7.10)
KLD (Np || Nk ) is the Kullback-Leibler Divergence (KLD) between the two Gaussians,
whereas the second SM is the Bhattacharyya Coefficient (BC) [107]. These two SMs have closed
form solutions for Gaussian distributions.
After calculating the similarity scores for each component in the TDOA-GMM, we then up-
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date the mixture weights of the GM before estimating the TDOA. The new weight p¯k of the k
th
component is given by:
p¯k =
pk ·SM (Np ,Nk )
K∑
i=1
pi ·SM (Np ,Ni )
. (7.11)
The update step smooths out the unlikely mixture components and enhances the ones
which are close from the predicted TDOA. Unlike gating [106], this method assigns a weight
to each component instead of reducing the measurement space to some regions of interest.
This step can be seen as a correction of the GMM. Furthermore, this approach is independent
of the used tracking filter, which makes it a more attractive choice compared to other solutions
to the noisy TDOA measurements problem. Figure 7.3 illustrates the efficiency of the proposed
method. The maximal GCC peak corresponds to a TDOA of −9 samples. The use of SM, how-
ever, alleviates the estimation error and recovers the true TDOA, which is 8.2 samples.
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Figure 7.3: Illustration of the TDOA-GMM and the Gaussian similarity measure (K=7).
After the GMM update, the TDOA estimation can be then performed using either the max-
imum estimate given by (4.24) or the mean estimate introduced in (4.25). The observation vec-
tor is constructed by estimating the TDOA τ¯
q
t , for each microphone pair q , and then combine
these individual estimates to form a joint measurement yt = [τ¯
1
t , ..., τ¯
Q
t ] for each frame t .
7.1.3.2 Experimental Setup and Results
In order to evaluate this approach, we extended the experiments conducted during the evalua-
tion of the MH-GMF to include the proposed similarity measure, which is expected to improve
the TDOA estimation. That is, we report the performance of each of the previous tracking filters
from Table 7.1 with and without similarity measure. In order to apply this similarity scheme to
the multiple hypothesis filters, we replace the multiple GCC peaks considered in the MH-PF
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by the means of the GM, whereas the mixture weights are used as hypotheses likelihood. Re-
garding the MH-GMF, the observation detection scheme is replaced by a random selection
approach, where the mixture weights are used to randomly draw a component from the GM of
each microphone pair and then combine the means to form a joint observation. This process
is repeated until we reach the desired number of observations K ′.
The evaluation setup is the same as the one described in Section 7.1.2.5. When using the
similarity measure, the latter is replaced by gating [106] in the first frames and is used only
after a duration T . This precaution is mainly added to ensure that the filter is locked on the true
source before using the tracking information. The baseline performance for these experiments
is given by Table 7.1. In addition to the tracking performance, we also report the average RMSE
of the TDOA measurements over all microphone pairs, this measure will help us evaluate the
direct impact of the similarity scheme on the measurement estimation stage. Furthermore, the
results reported below were obtained using the second SM, i.e., BC. The use of KLD leads to a
similar performance.
Table 7.2 clearly shows that the integration of the prior information about the measure-
ments into the detection stage, through gating or through the proposed approach denoted
as“SM”, improves the TDOA estimation and thereby the tracking performance. The results also
show that the proposed approach improves the performance of almost all tracking filters, ex-
cept the MH-GMF when it is applied to sequence seq11-1p-0100. This exception is due to the
measurement model (7.2), which assumes that the source is stationary, whereas the speaker in
this sequence is quickly moving. We can also conclude that the use of this approach is more rel-
evant with single observation tracking algorithms, where the DOA error is 66% and 73% lower
for the UKF and 46% and 70% lower for the SIR-PF. This compares to 17% and 16% improve-
ment for the MH-PF and only 4% for the MH-GMF when it is applied to sequence seq02-1p-
0000. This difference in the improvement was expected given that that the multiple hypothesis
filters propose to overcome the multi-modality problem by considering multiple peaks with
equal weights, whereas the SM assigns a likelihood weight to each Gaussian before estimating
the observations, and thereby, improves the TDOA estimates. We can also notice that, with SM,
the performance of the single observation filters, which are computationally more efficient, is
close to the performance of the multiple observations filters. This makes the former more at-
tractive in practice.
Table 7.2 also shows that the reason behind this improvement is the reduction of the TDOA
root mean square error, which is ≈ 0.63. This value is compared to the inherent 0.5 samples
precision error due to the GCC method. Although this could be slightly improved through GCC
interpolation, the improvement that we obtained from this additional step is negligible.
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Tracking Root Mean Square Error
Approaches Azimuth Elevation DOA TDOA
UKF 5.56◦ 15.98◦ 16.92◦ 2.01
UKF + Gating 4.17◦ 7.12◦ 8.24◦ 1.05
UKF+SM 2.97◦ 4.92◦ 5.74◦ 0.64
SIR-PF 4.80◦ 10.33◦ 11.40◦ 2.01
SIR-PF+SM 3.29◦ 5.12◦ 6.09◦ 0.64
MH-PF 3.72◦ 5.94◦ 7.00◦ —
MH-PF+SM 3.25◦ 4.81◦ 5.80◦ —
MH-GMF 2.85◦ 4.25◦ 5.11◦ —
MH-GMF+SM 3.21◦ 5.07◦ 5.99◦ —
(a) Sequence seq11-1p-0100: quickly moving speaker
Tracking Root Mean Square Error
Approaches Azimuth Elevation DOA TDOA
UKF 8.66◦ 19.28◦ 21.14◦ 2.33
UKF + Gating 2.71◦ 8.14◦ 8.58◦ 0.99
UKF+SM 2.83◦ 5.11◦ 5.84◦ 0.64
SIR-PF 7.54◦ 19.57◦ 20.98◦ 2.33
SIR-PF+SM 2.97◦ 5.46◦ 6.20◦ 0.62
MH-PF 3.99◦ 6.44◦ 7.58◦ —
MH-PF+SM 3.32◦ 5.42◦ 6.36◦ —
MH-GMF 2.71◦ 4.07◦ 4.89◦ —
MH-GMF+SM 2.60◦ 3.86◦ 4.65◦ —
(b) Sequence seq02-1p-0000: stationary speaker at 16 different locations
Table 7.2: Average root mean square error (RMSE), with and without Similarity Measure (SM),
for azimuth, elevation and direction of arrival (DOA). The last column shows the average RMSE
of the TDOA of 18 microphone pairs, which is calculated only for the single observation filters.
7.2 SRP-based Multiple Speaker Tracking
Multiple speaker tracking approaches are generally designed to overcome few classical prob-
lems of multiple object tracking, such as the non-linearity of the state space model dynam-
ics [60, 63, 66], the robustness to noise [17, 68] and the correct estimation of the number of
speakers [69]. These approaches, however, do not address two main problems related to the
speech nature, namely:
1. The high discontinuity of spontaneous speech, where an active speaker becomes fre-
quently inactive for a short time (100 to 300 ms). See illustration in Figure 7.4.
2. The suppression problem, where the dominant source masks the remaining speakers.
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These two problems reduce the speaker detection rate, and thereby makes the tracking of
acoustic sources possible only in short-term, i.e., while a speaker is talking without being sup-
pressed. Figure 7.4 shows an example where a multiple speaker detector fails in producing loca-
tion measurements for a short period of time due to the discontinuity of spontaneous speech,
which can cause a standard multiple speaker tracking filter to lose track of the speaker.
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Figure 7.4: An example of a spontaneous speech segment, where the P-SRP-based instantaneous
location detector fails in producing location measurements (stars) during short silence/low en-
ergy frames.
To overcome this problem, the authors of [70] proposed a Short-Term Clustering (STC) ap-
proach, which extracts the speaker trajectories as short-term location clusters. Motivated by
this work, this section introduces a new multiple speaker tracking framework.
The remaining part of this chapter introduces a novel multiple speaker short-term tracking
framework. We can summarize the contributions proposed in this framework as follows:
• The introduction of a more realistic multiple speaker tracking solution, which takes into
account the inherent problems related to the speech nature discussed above. This is done
using a dynamic bank of parallel KFs to track multiple concurrent speakers, where each
speaker follows a temporal HMM. The latter is designed to account for the speech nature
by allowing speakers to become inactive for a short period of time [24].
• A new approach that increases the detection rate of suppressed speakers in overlapping
speech frames. This is done by extending the single speaker-based similarity measure
approach, presented in Section 7.1.3, to the multiple speaker case [25].
7.2.1 SRP-based DSSM
To solve the single speaker tracking problem, presented in Section 7.1, we have considered
TDOA-based tracking solutions due to their attractive low computation cost. Extending these
approaches, however, to the multiple speaker case is not straightforward and highly depends
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on the TDOA estimator. Therefore, we propose to use in this case an SRP-like observation de-
tector. That is, we use one of the multiple speaker localization approaches introduced in Chap-
ter 5, combined with the speaker detection approach presented in Chapter 6, to extract multi-
ple and noisy speaker locations, which will be subsequently used as observations in the track-
ing framework. Thus, the TDOA-based DSSM, introduced in Section 7.1.1, should be modified
to account for this change. In particular, the measurement process, which establishes the phys-
ical connection between the observation (TDOA) and the state (location) can no longer be used
in this case. Therefore, we propose to track the speaker location xt using the following DSSM:
Process model: xt = f (xt−1, vt ) = xt−1 + vt , (7.12)
Measurement model : yt = h (xt , wt ) = xt + wt . (7.13)
xt is the process state at time t , which can be either the DOA given by the azimuth and
elevation or the azimuth alone. The latter is considered when the tracking of the elevation be-
comes unreliable due to the small, planar geometry of the microphone array. The proposed
DSSM uses a random walk model for both, the process and measurement models. This as-
sumption is reasonable given the short time frame that is considered in this work, i.e., 32ms.
Section 7.1.1 provides a detailed discussion about the random walk model choice.
7.2.2 Multiple Speaker Tracking: Kalman Filter Bank
Multi-party spontaneous speech utterances can be looked at as a sequence of sporadic and
concurrent events [70, 73]. More precisely, speech utterances are generally short and inter-
spersed with many short silences, which results in a sequence of short and isolated segments
of speech [70]. Furthermore, the sporadic nature of spontaneous speech increases in the multi-
ple concurrent speaker scenario, where the dominant speaker suppresses the remaining speak-
ers. This property automatically decreases the performance of classical tracking approaches.
More precisely, these approaches often require that the object of interest is continuously ob-
servable over, relatively, a long period of time. This assumption is violated in the spontaneous
speech case, where the instantaneous location estimates, obtained using P-SRP for instance,
are often unavailable during silence frames and during speech segments with low energy (see
example in Figure 7.4). Moreover, the fast-changing speaker turns and the varying number of
active speakers encountered in multi-party speech require very complex models, which allow
fast and concurrent transitions in the speaker turns, including the ability to account for over-
lapping speech when it occurs.
We present in this section a novel short-term filter, which incorporates these two charac-
teristics. This is done using a Kalman Filter Bank (KFB) that 1) models the multiple concurrent
speaker scenario, and 2) allows speakers to change their state (speaking, silent, etc.) according
to an HMM that models:
1. The frequent and short transitions in a speaker state, e.g., silent, speaking, etc.
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2. The time-varying number of speakers, by allowing new speakers to appear (birth state)
and existing speakers to disappear (final state). In doing so, the proposed approach
presents a more realistic and flexible model to the multiple speaker tracking problem.
This approach takes into account speech nature using short-term processing, similarly
to [70], but proposes a more realistic model through use of a KFB, where each filter evolves
according to an HMM that models all possible states of a speaker.
In the remaining part of this section, we will introduce the mathematical formulation of
the proposed filter in Section 7.2.2.1. Then, Section 7.2.2.2 will show how it can be applied
to the multiple speaker case, whereas Section 7.2.2.4 will demonstrate the effectiveness of the
proposed multiple speaker tracking approach, in comparison to the STC model [70], on the
AV16.3 corpus.
7.2.2.1 Short-Term Tracking (STT) Filter
The STT filter proposes to track multiple speakers using a dynamic bank of KFs running inde-
pendently and in parallel. Each filter in this bank estimates a single speaker short-term tra-
jectory using the SRP-based DSSM, described in Section 7.2.1, and the recursive Bayesian es-
timation framework introduced in Section 3.4. Furthermore, the state of each filter is updated
according to a temporal HMM (Figure 7.5 is an illustration of the modeled state transitions).
More precisely, a filter can be:
1. In the hidden Birth state (B): In this state, the filter is initialized to track potential emerg-
ing targets.
2. Active (A): This hidden state corresponds to filters that are tracking the current active tar-
gets in the scene. These include 1) speakers from the previous frame that remained ac-
tive, 2) speakers that went inactive for a short period of time (100 to 300 ms) and became
active again and 3) the new targets that just appeared in the scene.
3. Inactive (I): This hidden state models the short silence/break time frames as well as
frames with low speech energy (see example in Fig. 7.4). This phenomenon causes a lack
of measurements. Therefore, the filter becomes inactive.
4. Dead (D): This final state models filters that went inactive for a long period of time. This
mainly occurs when speakers change turns or when a speaker stops talking. Filters that
reach this state are automatically removed from the filter bank.
7.2.2.2 Multiple Speaker Tracking Framework
This section introduces the mathematical formulation of the multiple speaker short-term
tracking framework. Let Bt = {Ft ,k }Ntk=1 be a bank of Nt KFs running in parallel at time t . Bt
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Figure 7.5: Illustration of the filter state update at time t , given the observed filter activity T ta ,k
and the possible HMM state transitions.
can be divided into three disjoint banks according to each filter state:
Bt = {Fat ,k }N
a
t
k=1
⋃ {F it ,k }N itk=1 ⋃ {F bt ,k }N btk=1, (7.14)
whereBat = {Fat ,k }N
a
t
k=1,Bit = {F it ,k }N
i
t
k=1 andBbt = {F bt ,k }N
b
t
k=1 are the active, inactive and poten-
tial (new speakers) filter banks, respectively. N at , N
i
t and N
b
t are their respective cardinalities.
LetBt−1 be the filter bank at time t −1 and let xt and yt be the (location) state and observation
random variables at time t , respectively. The goal here is to estimate the updated posterior
distribution p k (xt |y1:t ) of each filterFt ,k , k = 1, . . . , Nt in the filter bank Bt at time t . This time
propagation of the posterior distribution is done in four steps:
• Step 1. State prediction step: This step uses the process model given by (7.12) to calculate
the prior distribution p k (xt |y1:t−1), k = 1, . . . , Nt of each filterFt ,k ∈Bt .
• Step 2. Joint predictive distribution: In this step, we propagate the predicted prior dis-
tribution, calculated in the previous step, from the state space to the augmented joint
state-observation space according to the measurement model given by (7.13). We ob-
tain then Nt joint predictive distributions p
k (xt , yt |y1:t−1), k = 1, . . . , Nt . In fact, these two
steps run the classical Bayesian tracking steps 1 and 2 from Section 3.4 on Nt parallel
Kalman filters.
• Step 3. Confidence region estimation: For each filter Ft ,k , k = 1, . . . , Nt , the joint pre-
dictive distribution p k (xt , yt |y1:t−1) is marginalized on the state space to obtain the pre-
dicted observation distribution p k (yt |y1:t−1), which characterizes the most likely region
to contain the next measurement. This distribution is then used to define the measure-
ment confidence region Ckt of the filterFt ,k according to:
Ckt = Gate =

Yt ∈ location space | p k (Yt |y1:t−1) ≥ pc o n f i d 	 , (7.15)
pc o n f i d is the confidence threshold (a probability).
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• Step 4. Target-measurement association and filter bank update: Let Yt = {Y 1t , . . . , Y Mtt }
be the Mt measurements received at time t , and letAt ,k be the target-measurement bi-
nary random variable associated toFt ,k . The measurement Y mt is associated to the target
Ft ,km (At ,km = 1) if and only if Y mt ∈ Ckmt . Then, the corresponding posterior distribution
p km (xt |y1:t ) is updated according to step 3 of the single object Bayesian tracking frame-
work, which is presented in details in Section 3.4.
After the target-measurement association step, the observations, if there are any, Y¯ lt , l =
1 . . . , N¯t that were not associated to any target are used to initialize potential new speakers.
More precisely, N¯t Gaussian distributions N (xt , Yt ,Σi ni t ), where the means are given by the
observations Yt = Y¯ lt , are added to the KFB Bbt . These filters are considered to be at the birth
state of the HMM (see illustration in Figure 7.5).
7.2.2.3 Update of the Filters State
Once we propagate the posterior distribution of all filters in Bt , we proceed to the update of
each filter state according to the proposed HMM (see illustration in Figure 7.5). The new state
of each filter is estimated based on its observed activity ta ,k , which is calculated over a history
window of duration Tc .
Let L f be the frame length in seconds. In order to define the activity of a filter Ft ,k at time
t , we first calculate its active duration ∆ta ,k and inactive duration ∆ti ,k according to:
∆ta ,k = L f ·
 
t∑
j=t−Tc
A j ,k
!
, (7.16)
∆ti ,k = Tc − ∆ta ,k . (7.17)
Essentially, these two measures represent the total duration of frames on which the filter
received an observation, or not, over the last Tc frames. In this case, the filter activity is defined
and calculated according to:
ta ,k = max
 
∆ta ,k − ∆ti ,k , 0. (7.18)
Now, let T ta ,k be the observed activity of the filter Ft ,k at time t . Given the current state of
the filter and following the proposed HMM, the new state of Ft ,k is given by the HMM state
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which maximizes the transition probabilities:
bb→a =
1, if
∫ T ta ,k
0
fb (θb , x) dx ≥ pb i r t h ,
0, otherwise.
(7.19)
ba = bi→a = At ,k , (7.20)
ba→i = 1 − At ,k , (7.21)
bb = bi = ps u r v i v a l =
∫ T ta ,k
0
fs (θs , x) ·dx, (7.22)
bi→d = bb→d = pd e a t h = 1 − ps u r v i v a l , (7.23)
fx (θx , .) (x ∈ {b , s }) are two pdfs (with parameters θx ) modeling the birth and survival pro-
cesses, respectively. Following the classical use of the exponential pdf as distribution modeling
the life duration of objects, these two pdfs are modeled by two exponential distributions with
respective means µb and µs .
The update of the filters state according to the proposed HMM leads to a new bank of active
filters Bat = {Fat ,k }N
a
t
k=1. Although Bat can be considered to be the final set of active speakers, the
independent update of the filters leads to a high perturbation in the number of active filters
over time, which is often undesirable. Therefore, we use the estimated number of active filters
Bat as a measurement in a second KF to smooth the number of active speakers over time.
7.2.2.4 Evaluation of KFB-based STT
We evaluate the proposed approach using the AV16.3 corpus [71]. The signal processing setup
is the same as the one used throughout this thesis, a detailed description of this setup was intro-
duced in the evaluation section of the P-SRP approach. In the experiments reported below, the
P-SRP approach, described in Section 5.4, was used as an instantaneous location estimator [18],
which extracts a fixed number of potential locations Nma x = 6, for each time frame. These
estimates are subsequently classified into speaker/noise classes using the multiple speaker
detection approach described in Chapter 6. The location estimates which are classified as
speakers are then used as observations in the proposed STT approach to track multiple con-
current speakers. Moreover, the experiments reported below follow the evaluation framework
described in Section 2.3.2. The latter derives different statistics from the Gaussian component
representing the speaker estimates. More precisely, the results are reported in terms of:
• The precision rate ps .
• The tracking rate tr , this is calculated as the correct tracking duration w.r.t. the duration
of frames with a (at least one) ground truth location.
• The individual speaker detection rate dr .
• The average Root-Mean-Square Error (RMSE).
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• The real-time factor t of the complete framework on a standard Pentium(R) Quad-Core
i5-3550 CPU clocked at 3.30GHz.
Similarly to the work proposed in [70, 73], the tracking is limited to the azimuth angle. This
is due to the far-field assumption as well as to the small size of the microphone array. The pro-
posed approach, however, is general and can be applied to 3-D tracking problems with other
types of microphone arrays, such as distributed arrays. The tracking parameters setting is as
follows, the birth mean is set to µb = 0.3s whereas µs = 0.1s. The latter aims at excluding filters
with a decreasing activity near to 0. The birth probability pb i r t h = 0.8, the confidence proba-
bility is pc o n f i d = 10−2, whereas the duration of the context/history window is Tc = 1s.
seq11-1p seq18-2p seq24-2p seq40-3p seq37-3p
STC STT STC STT STC STT STC STT STC STT
Precision rate ps 87.9 92.2 85.0 99.0 81.6 81.1 94.1 94.3 90.6 94.3
Tracking rate tr 69.8 78.4 81.5 90.4 63.7 66.8 75.7 86.6 82.2 84.2
Time factor t 33.4 4.8 42.0 4.7 32.0 4.7 37.8 4.8 36.4 4.7
(a) Tracking performance in terms of the precision rate ps , trajectory estimation rate tr and real-time factor t .
seq11-1p seq18-2p seq24-2p seq40-3p seq37-3p
STC STT STC STT STC STT STC STT STC STT
dr of Speaker 1 69.8 79.8 53.1 61.1 54.9 59.0 39.2 49.7 28.8 29.9
dr of Speaker 2 — — 51.6 54.8 34.3 37.9 38.4 40.0 66.2 71.0
dr of Speaker 3 — — — — — — 56.8 62.6 46.7 40.2
Avg. dr 69.8 79.8 52.3 58.0 44.6 48.4 44.8 50.8 47.9 47.0
Avg. RMSE (◦) 2.90 2.81 1.96 2.34 3.07 3.04 6.56 4.70 2.47 2.30
(b) Tracking performance in terms of speaker detection rate dr and the average root-mean-square error (degree).
Table 7.3: Speaker tracking performance on different recordings from the AV16.3 corpus,
namely, recordings with one speaker: seq11-1p-0100, with two speakers: seq18-2p-0101 and
seq24-2p-0111 and with three simultaneous speakers: seq40-3p-0111 and seq37-3p-0001.
Table 7.3 presents the performance of the proposed STT approach on different sequences
from the AV16.3 corpus, and compares it to the complete STC framework proposed in [70, 73].
This framework consists of 1) an instantaneous detection-localization approach, followed by
2) an automatic threshold that controls the false alarm rate. The obtained estimates are
then 3) clustered into speech utterances using a short-term clustering approach. Finally, 4) a
speech/non-speech classification is performed to discard estimates from non-speech frames
(more details about this framework can be found in [73]). The STC results were generated using
the publicly available STC toolkit [73], using the same parameter setting introduced above.
Table 7.3a shows a clear improvement of STT over the STC approach. More precisely, STT
achieves longer correct tracking trajectories, i.e., the increased correct tracking duration rate tr ,
while achieving a comparable precision rate ps . Moreover, the time-factor t shows that STT is
7 to 8 times faster than STC. We can also conclude from this table that the proposed approach
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achieves a very satisfying tracking rate, i.e., average tr ≈ 85%, and that it mostly tracks the
correct acoustic sources shown by the average ps ≈ 88%.
Table 7.3b analyzes the distribution of the precision ps and the tracking rate tr performance
from Table 7.3a on the individual instantaneous speakers. We can see clearly that STT signifi-
cantly increases the speaker detection rate dr without compromising the RMSE, which is com-
parable for both approaches. We can also see that for sequence seq24-2p-0111, which contains
very long and frequent intentional segments of silence, the performance of STT decreases and
becomes comparable to the performance of STC. This is due to the absence of a speech/non-
speech feature that uses speech cues to reject noise estimates during long silence/noise frames.
As a result, STT tracks noise sources during these long segments of silence/noise. STC, how-
ever, integrates such cues through the usage of MFCCs as classification features. Table 7.3b
also shows that the detection rates dr of the multiple speaker sequences are low compared to
the corresponding tracking rate tr . This is mainly due to the degradation of the simultaneous
speaker detection caused by the speaker suppression problem, as well as the high active/inac-
tive transition rate. The next section will present a new solution to overcome this problem.
Figure 7.6 shows the corresponding STT-based azimuth tracking. We can, once again, con-
clude from this figure that the STT filter mostly tracks the correct speakers and that it properly
processes the noisy estimates and clutter. We can also see that the filter is able to track multiple
speakers on overlapping speech segments. It is also clear that some of the noise trajectories are,
in fact, actual speaker locations but the corresponding audio segments are missing the ground
truth location. Thus, the filter could not associate them to any speaker during evaluation. This
missing information is due to the fact that the ground truth was estimated using visual track-
ing, which could not be performed on video segments with occlusions or when the speakers
leave the predefined speakers area. More details about the ground truth evaluation approach
can be found in [53].
7.2.3 Improving Overlapping Speaker Detection using Tracking Information
The evaluation of the proposed STT approach has shown that we can achieve a good tracking
performance with a satisfying precision. This approach, however, similarly to all multiple ob-
ject tracking solutions, cannot recover the suppressed speakers, which are generally masked
by another dominant source. As a result, these approaches lead to a low overlap detection rate.
The latter can be very crucial to solve many problems, such as speech separation/enhance-
ment, multi-party speech recognition and speaker diarization [108, 109].
The low overlap detection rate is mainly due to the fact that the multiple object tracking per-
formance is highly dependent on the measurement detection rate, which drastically decreases
in multi-party conversational/spontaneous speech. More precisely, in overlapping speech seg-
ments, the dominant speaker tends to mask, and therefore suppress, the secondary speakers
causing the measurement detector to fail in detecting multiple instantaneous locations. This
problem becomes more complex in noisy and/or highly reverberant environments, where the
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(f) seq15-1p-0100: Single speaker tracking
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(h) seq18-2p-0101: Multiple speaker tracking
Figure 7.6: Illustration of the proposed STT tracking on sequences from the AV16.3 corpus. The
left column shows the location measurements, which were extracted using P-SRP and then classi-
fied as speaker estimates using the online NBC-based speaker detection. The right column shows
the final multiple speaker tracking trajectories for the azimuth (in degree).
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Figure 7.6: Illustration of the proposed STT tracking on sequences from the AV16.3 corpus. The
left column shows the location measurements, which were extracted using P-SRP and then classi-
fied as speaker estimates using the online NBC-based speaker detection. The right column shows
the final multiple speaker tracking trajectories for the azimuth (in degree).
7.2. SRP-BASEDMULTIPLE SPEAKER TRACKING 117
ambient noise sources become competitive to the desired source(s), leading to an increase in
the clutter detection rate.
We presented in Section 7.1.3 a new approach to improve the TDOA estimation stage. In
particular, this approach counteracts the noise/reverberation problem by enhancing the TDOA
detection using tracking information, which leads to more accurate TDOA observations, and
thereby to a more robust TDOA-based tracking performance. This solution deals, however,
only with the single speaker problem, and was designed only for TDOA-based tracking.
We propose in this section an extension of this approach to improve the detection of mul-
tiple overlapping speakers using tracking information. More precisely, at each time frame, the
proposed approach 1) estimates the P-SRP, presented in Section 5.4, which is used as a mea-
surement detector. This is followed by 2) the estimation of the predicted tracking distributions
of all confirmed speakers. These pdfs characterize the most likely regions to contain the next
measurements. 3) The resulting Gaussians are then used to update the mixture weights of the
P-SRP by measuring the similarity, as it was done in Section 7.1.3, between each Gaussian com-
ponent in the P-SRP and the predicted pdfs. Finally, 4) the enhanced P-SRP is used to estimate
the location measurements, which are then processed by the multiple speaker STT framework
as described in Section 7.2.2.
(i) PSRP Estimation 
UT 
(ii) Tracking Prediction Stage 
Location 
Space 
 
 
PSRP Gaussians 
Predicted TDOA 
Gaussians (Speakers) 
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  (iv) KSRP 
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(v) 
 Tracking 
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Figure 7.7: Block diagram of the proposed approach to enhance the P-SRP-based multiple
speaker detector using tracking information
To introduce the new approach, let SR Pp r o b (l)∝
∑
q∈Q
K q∑
k=1
p
q
k ·N qk
 
τq (l),µqk , (σ
q
k )
2

be the P-
SRP distribution at time t , which is obtained after approximating each GCC function, of each
microphone pair q , by a GM distribution GMq = {N qk }Kqk=1 = {p qk ,µqk ,σqk }Kqk=1. A detailed de-
scription of these approaches was introduced in Chapter 4 and Section 5.4, respectively. For
ease of notation, the time index was dropped from these expressions. The next sections intro-
duce the mathematical formulation of the proposed approach.
118 CHAPTER 7. MULTIPLE CONCURRENT SPEAKER TRACKING
7.2.3.1 UT for Location-TDOA Mapping
The enhancement of the measurement detection using tracking information is based on
reweighting the mixture weights of each of these GMs, which collectively define the P-SRP dis-
tribution. This is done by evaluating how close, and thereby how relevant, each component in
the GMs from the predicted pdfs. Note that this is the same idea that was used in Section 7.1.3 to
improve the TDOA estimation using tracking information in the single speaker case. The main
issue here, however, is that the predicted pdfs are estimated in the location space, whereas
the GCC-based GM components are in the TDOA space. To circumvent this problem, we pro-
pose to transform the predicted pdfs using the location-TDOA function given by (4.2). Unfor-
tunately, this function is non-linear, therefore, we propose to use the UT to propagate the mean
and covariance of each predicted distribution through the non-linear transformation (4.2) to
the TDOA space (step (ii) in Figure 7.7). For ease of notation, the speaker index n is dropped in
the rest of this section.
Let d be the location space dimension. In the UT approach, each speaker predicted (lo-
cation) distribution GS (l) =NS (l,µS ,ΣS ) is represented as a weighted empirical distribution of
2d +1 weighted, sigma points {Li ,Wi }2di=0, calculated according to:
L0 =µl,
L2i+1 =µl +
p
λRi ,
L2i+2 =µl−
p
λRi ,
W0 = κ/λ,
W2i+1 = 1/(2λ),
W2i+2 = 1/(2λ).
(7.24)
i = 1, . . . , (d −1), where λ= d +κ for an arbitrary κ ∈R. In fact, κ specifies how much weight
is placed on the mean µS , and is set to 1/2, which leads to a weight of 1/d for all sigma points.
Furthermore, Ri are the rows of the matrix R , result of the Cholesky decomposition R
T R of the
covariance ΣS . The resulting sigma points are then mapped to the TDOA space according to
the location-TDOA function (4.2):
T qi = τq (Li ), i = 0, . . . , 2d , q ∈Q. (7.25)
The mean and covariance of the Gaussian distribution GT q (τ) = N (τ,µT q ,ΣT q ), approxi-
mating the transformed (predicted) TDOA pdf at the q th microphone pair, are calculated ac-
cording to:
µT q =
2d∑
i=0
Wi ·T qi , ΣT q =
2d∑
i=0
Wi · (T qi −µT q )2. (7.26)
7.2.3.2 Similarity-based P-SRP Update
Assuming that there are Nt active speakers at time t , the UT step above leads to Nt predicted
TDOA distributions, and that is for each microphone pair q ∈Q. Each of these pdfs character-
izes the most likely TDOA estimate to be generated by the speaker at the microphone pair q in
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GCC
GM Approximating the GCC
GM Update using Tracking
Predicted pdf (2 Speakers)
TDOA (in samples)
True TDOA of speaker 1
True TDOA of speaker 2
Figure 7.8: Example of a GCC with a dominant and a masked speaker. We can see that using
the tracking information to update the GCC-based GM enhances the low-energy speaker, this
corresponds to steps (ii) and (iii) in Figure 7.7.
the next time frame. Therefore, these distributions can be used as a prior to enhance the most
likely Gaussian components in the GM, approximating the GCC function in the P-SRP. This is
done through the calculation of similarity scores using the KLD or BC similarity measures given
by (7.9) and (7.10), respectively. This part corresponds to step (iii) in Figure 7.7.
The resulting similarity scores are then used to enhance the mixture weights of all Gaussians
in the P-SRP distribution before proceeding to the measurement detection step. More precisely,
the new mixture weight p¯
q
k of the k
th Gaussian component in the GM approximating the q th
GCC function is calculated according to:
p¯
q
k =
p
q
k
Z
·
Nt∑
n=1
SM (GnT q ,N qk ). (7.27)
Z is the normalization term. Figure 7.8 shows an example of enhancing a TDOA-GM using
the tracking information of two active speakers. This illustration shows clearly that the GM
components corresponding to the two speakers are either preserved or enhanced, whereas the
noise and reverberation components are smoothed out.
The new mixture weights incorporate the tracking prior of all confirmed speakers at time
t into the detection step. In fact, the update step smooths out the unlikely components in the
GM and enhances the ones which are close to the predicted TDOA distributions. The enhanced
SR P t r a c kp r o b is given then by:
SR P t r a c kp r o b (l)∝
∑
q∈Q
K q∑
k=1
p¯
q
k ·N qk (τq (l),µqk , (σqk )2). (7.28)
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Speaker 1
Speaker 2
(a) Standard P-SRP
Speaker 1
Speaker 2
(b) Tracking-based P-SRP
Figure 7.9: Figure (a) shows a classical P-SRP with two speakers at azimuth -50◦and 0◦, respec-
tively (step (i) in Figure 7.7). Figure (b) shows the enhanced P-SRP after combining the updated
GM of all microphone pairs. The low-energy speaker at azimuth -50◦is clearly enhanced (step
(iv) in Figure 7.7).
7.2.3.3 Accounting for New Emerging Speakers
The updated SR P t r a c kp r o b integrates only the tracking information of the confirmed speakers,
whereas it smooths out the space regions which do not contain an active target. These regions,
however, may contain new emerging speakers (at the birth state of the tracking framework),
which will be suppressed in the update step. To counteract this problem, we propose to pre-
serve the new potential targets information provided by the P-SRP according to:
SR Pk a l ma n =α ·SR P t r a c kp r o b + (1−α) ·SR Pp r o b . (7.29)
α is a confidence factor characterizing how much trust is placed on the tracking informa-
tion, and how unlikely it is that new speakers appear in the scene, α can also be learned as
a time-dependent factor. SR Pk a l ma n is our final location measurement detector, which will
be used instead of SR Pp r o b to extract potential speaker locations. Once this is done, tracking
multiple speakers follows the same procedure described in Section 7.2.2. We will refer to the
SR Pk a l ma n -based speaker tracking as Kalman Steered Response Power (K-SRP).
7.2.3.4 Evaluation of K-SRP-based Overlap Detection
We evaluate the proposed SR Pk a l ma n -based multiple speaker tracking on the AV16.3 corpus
using the same experimental setup described in 7.2.2.4. In addition to the evaluation metrics
reported in 7.2.2.4, we also report here the overlap detection rate of N simultaneous speakers.
The latter is defined as the ratio of the number of detected frames with N correct simultaneous
speaker estimates to the total number of frames.
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In the experiments reported below, the multiple speaker STT approach, described in Sec-
tion 7.2.2 is used to estimate the tracking information, which is necessary to enhance the P-
SRP, as described in Section 7.1.3. The proposed approach, however, can be integrated into
any multiple speaker tracking framework. The tracking confidence factor α is set to 0.9, and
KLD is used to calculate the similarity scores. The STT parameters setting is the same as the
one used in Section 7.2.2.4. The results are reported without voice activity detection to show
the effect of long non-speech/noise segments on the proposed approach.
seq18-2p-0101 seq24-2p-0111
STC STT K-SRP STC STT K-SRP
ps 85.0 99.0 97.2 81.6 81.1 80.9
tr 81.5 90.4 92.9 63.7 66.8 72.4
dr of Speaker 1 53.1 61.1 67.5 54.9 59.0 62.7
dr of Speaker 2 51.6 54.8 62.5 34.3 37.9 46.5
Avg. dr 52.3 58.0 65.0 44.6 48.4 54.6
Avg. RMSE (◦) 1.96 2.34 2.27 3.07 3.04 3.11
(a) Tracking performance on recordings with two simultaneous speakers.
seq40-3p-0111 seq37-3p-0001
STC STT K-SRP STC STT K-SRP
ps 94.1 94.3 92.9 90.6 94.3 92.9
tr 75.7 86.6 88.9 82.2 84.2 87.8
dr of Speaker 1 39.2 49.7 53.3 28.8 29.9 32.2
dr of Speaker 2 38.4 40.0 45.0 66.2 71.0 75.2
dr of Speaker 3 56.8 62.6 66.3 46.7 40.2 44.5
Avg. dr 44.8 50.8 54.9 47.9 47.0 50.6
Avg. RMSE (◦) 6.56 4.70 4.59 2.47 2.30 2.25
(b) Tracking performance on recordings with three simultaneous speakers.
Table 7.4: Tracking performance in terms of the precision rate ps , trajectory estimation rate tr ,
speaker detection rate, average RMSE (degree) and real-time factor t .
Table 7.4 present the performance of the original STT approach, which uses the P-SRP ap-
proach as a measurement detector to track multiple overlapping speakers, and compares it to
the proposed approach (noted as K-SRP), which uses the tracking information provided by the
STT method to enhance the P-SRP as described above. Moreover, the results are compared to
the complete multiple speaker STC framework proposed in [70, 73]. The details of this frame-
work were introduced in Section 7.2.2.4. More details about this approach can be found in [73].
Table 7.4 shows a clear improvement of K-SRP over the STT and STC approaches. We can
see that K-SRP achieves longer correct tracking trajectories, i.e., the increased correct tracking
duration rate tr , as well as higher individual and average speaker detection rates, and that is for
most multiple speaker sequences from the AV16.3 corpus. More precisely, the K-SRP approach
achieves an average detection rate improvement of 18.7% and 10.5% compared to STC and STT
122 CHAPTER 7. MULTIPLE CONCURRENT SPEAKER TRACKING
approaches, respectively, whereas the average trajectory estimation rate improvement is 13.0%
and 4.5%. These results show that the main improvement of the K-SRP approach is due to 1)
the increased speaker detection in frames with low-energy, which is reflected by the improved
trajectory rate, and to 2) the increased detection of (overlapping) speakers in low-energy frames
or frames where the dominant speaker masks the secondary speakers. This is reflected in Ta-
ble 7.4 by the improved detection rates.
In order to further analyze and confirm these results, we present in Table 7.5 the distribution
of the trajectory rates on frames with N correct estimates. That is, we calculate the percentage
of frames with N correct estimates, where N = 0, . . . , Nma x . Nma x is the maximum number of
overlapping speakers for each recording.
N (number of seq18-2p-0101 seq24-2p-0111
overlapping speakers) STC STT K-SRP STC STT K-SRP
0 (no detection) 30.5 23.4 21.1 68.3 66.7 64.0
1 (no overlap) 50.2 55.6 48.0 25.6 25.3 25.6
2 Speakers 19.3 21.0 30.9 6.12 8.05 10.4
(a) Overlap detection performance on recordings with two simultaneous speakers.
N (number of seq40-3p-0111 seq37-3p-0001
overlapping speakers) STC STT K-SRP STC STT K-SRP
0 (No detection) 36.1 26.7 24.8 25.2 23.4 20.2
1 (No overlap) 28.5 33.6 30.0 50.2 52.0 51.1
2 Speakers 30.6 37.6 40.7 23.6 23.7 27.3
3 Speakers 4.83 2.18 4.55 0.99 0.92 1.40
(b) Overlap detection performance on recordings with three simultaneous speakers.
Table 7.5: Tracking performance in terms of overlap detection rate (%) of N simultaneous
speakers. N = 1 is the percentage of frames with a single speaker estimate (no overlap).
Table 7.5 generally confirms the conclusion we drew from Table 7.4. In particular, we can
see that K-SRP significantly reduces the fraction of frames with no detection, which are typically
low-energy/silence frames. Furthermore, K-SRP achieves a higher percentage of frames with
(two or three) overlapping speakers, whereas the percentage of frames with a single speaker,
i.e., no overlap detection, is decreased. The low overlap detection of three simultaneous speak-
ers shows that speaker overlap mostly occurs between two speakers in spontaneous speech.
Regarding the precision of the different methods, we can confirm that the three approaches
lead to a comparable RMSE. The precision rate, however, shows a negligible degradation for
K-SRP. This minor degradation introduced by the K-SRP is mainly due to the absence of a
speech/non-speech classifier, which uses speech cues to reject noise estimates during long
silence/noise frames. As a result, the K-SRP also enhances the noise trajectories during these
frames leading to this slight degradation.
Part II
Sequential Neural Estimation:
Language Modeling
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8
Background: Language Modeling
8.1 Statistical Language Modeling
Traditionally, the goal of a language model is to identify possible sequences of predefined lin-
guistic units, which are typically words. This process is generally guided by the semantic and
syntactic properties encoded by the Language Model (LM). A Statistical Language Model (SLM)
solves this problem by learning the joint probability distribution over sequences of words,
which are typically sentences, from training data. In doing so, SLM provides a principled and
unified approach to model and solve a wide range of speech and language technology prob-
lems. Some of the early applications that paved the way to the popularity and common us-
age of SLMs include Automatic Speech Recognition (ASR) [110], Statistical Machine Translation
(SMT) [111] and Information Retrieval (IR) [112], to name a few.
Formally, let Y be an observed noisy signal, generated by a hidden sequence of words S ,
and let us assume that our goal is to maximize the conditional probability pS |Y . That is, we
would like to extract the sequence of words sˆ , which best explains the received signal. Using
Bayes rule, we can formulate this problem as:
sˆ = argmax
s
pS |Y (s |y ) = argmax
s
pY |S (y |s ) ·pS (s )
pY (y )
= argmax
s
pY |S (y |s ) ·pS (s ). (8.1)
We can see that the solution to this problem does not depend on the data prior distribution
pY (y ). Therefore, it is excluded from the right-hand side of this equation. Moreover, pY |S (y |s )
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is the likelihood distribution which models the evidence of the data given a hidden sequence of
words, whereas pS (s ) models the sequence of words prior captured by the statistical language
model. This formulation is also referred to as the noisy channel model in many NLP problems.
In particular, considering Y to be an acoustic signal leads to the speech recognition solution,
whereas considering Y to be an observed sentence in a second language leads to the SMT for-
mulation. This approach can also be applied to information retrieval by simply considering S
to be a document. In this case, pS (s ) is the document prior whereas pY |S (y |s ) is a document-
based language model. That is, we estimate a prior and a language model for each document,
and then extract the one which maximizes the probability of the query given these two quan-
tities. These are few examples that highlight the importance of a high quality SLM for different
NLP problems. While these applications may use different corpora to train the SLM of interest,
the training approaches used to achieve this goal are, however, very similar. The rest of this
section presents a short review and a discussion of statistical language modeling approaches
with a particular focus on recent trends and solutions, whereas the next chapter introduces the
mathematical formulation of this problem and its different approximations.
8.1.1 N-gram Language Models
Intrinsically, the performance of an SLM can be evaluated based upon its ability to predict the
next word given its context. This observation is a direct result of applying the chain rule to ex-
press a joint distribution in terms of conditional probabilities. The most common approach to
build such models is the word count-based model, which leads to what is commonly known
as N-gram LMs [113, 114]. More precisely, N-grams enumerate all possible word combinations
over a short span and assign probabilities to them according to the maximum likelihood esti-
mator. Using this simple idea, these models were difficult to outperform for a very long time
until the introduction of Neural Network (NN)-based LMs.
Extensive research and a long list of applications using N-gram LMs showed that they gen-
erally suffer from different weaknesses that can be summarized as follows:
1. Data sparsity: an optimal count-based LM needs to estimate accurate statistics for all pos-
sible word combinations. Achieving this goal requires huge amounts of training data, in partic-
ular, if large vocabularies are at play. In practice, however, this is hardly feasible, especially for
higher order N-grams, due to the limited amount of data available. That is, the trained model
will not be able to (or rarely) see many word combinations that are linguistically possible, lead-
ing to a poor generalization to unseen data. To illustrate this issue, let us consider a small vo-
cabulary of 10K words and a trigram LM. In this case, we have M = C (10K , 3) ≈ 166B possible
3-word combinations. Although many of these trigrams are simple linguistic noise, we can
easily see that there is still a large number of valid combination to consider, which highlights
the need of large amounts of training data. As a remedy to this problem, different smooth-
ing techniques were introduced [113, 115, 116]. The idea here is to adjust the ML estimator
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by either redistributing some probability mass from the estimated N-gram counts on the un-
seen ones, which is commonly known as discounting, or by considering lower order N-grams
through back-off models or linear interpolation. The general difference among smoothing ap-
proaches is the considered discounting/back-off function.
2. Short and fixed context: the Markov assumption used to approximate the probability of a
sequence of words in N-grams is very simplistic. More precisely, language can be generally de-
scribed as a highly dynamic and complex process that exhibits short and long range patterns.
Thus, it cannot be optimally modeled using a fixed and short context window. While different
approaches have been proposed to alleviate this problem, such as topic models [117], latent se-
mantic analysis-based models [118] and trigger models [119], dynamic, i.e., cache-based, mod-
els [120] are considered to be the widely used solution. The motivation behind cache models
is based on the observation that, given a slow change of topic information, the words recently
seen are more likely to re-occur. Formally, this is done by learning an additional, small and
dynamic N-gram model from the recent history, which is subsequently interpolated with the
original static model. Multiple authors, e.g., [121], have reported that while cache models can
lead to a significant reduction of the perplexity, they generally perform poorly on speech recog-
nition tasks. This is mainly due to the propagation of recognition errors into the decoding pro-
cess through the additional cache model, which is learned in this case from the ASR output.
3. Absence of linguistic features: N-gram models are based only on the notion of co-
occurrence, which is not particular to language. That is, the same principle can also be applied
to estimate the maximum likelihood solution for a wide range of discrete sequence prediction
problems, regardless of the nature of the data that they consider. From this perspective, N-
gram LMs do not learn any inherent linguistic relationship between words that did not appear
in the same context, i.e., given the same history. This is in fact one of the most limiting factors
of the generalization power of N-gram models to unseen data. One alternative solution to over-
come this problem consists of using continuous word representations, which became popular
with the introduction of NN language models [122].
8.1.2 Neural Network Language Models (NNLMs)
Similarly to many other applications, such as speech recognition and machine translation,
the introduction of neural networks to language modeling led to a significant improvement
over standard approaches, in particular, N-gram LMs. One of the most important factors be-
hind their success on this task is the continuous word representation they provide, commonly
known as word embedding, which overcomes the exponential growth of parameters that N-
gram models require to enumerate all word combinations. One of the early NN-based mod-
els was introduced by Bengio et al. [122], who proposed to use a Feed-forward Neural Network
(FNN), as an alternative to N-grams, to estimate the probability of a given word sequence while
considering a fixed context size, i.e., word history. While FNN-LMs were very successful and
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have been shown to outperform a mixture of different other models [121], and to significantly
improve speech recognition performance [123], their fixed context size constraint was a lim-
iting factor for their performance. In order to overcome this constraint and to capture long
range dependencies known to be present in language, Mikolov et al. [124, 125] proposed to use
a Recurrent Neural Network (RNN), which allows context information to cycle in the network.
Although this recurrent architecture, theoretically, allows the context to indefinitely cycle in the
network, the authors of [126] have shown that, in practice, the captured information changes
quickly in the classical RNN structure [124], and that it is experimentally equivalent to an 8-
gram FNN model. As an alternative to model linguistic dependencies, Sundermeyer et al. [127]
proposed to use a Long-Short Term Memory (LSTM) network to capture long range depen-
dencies and overcome some learning issues that occur in the original RNN. This model has
the ability to explicitly control the longevity of context information in the network, and suf-
fers less from the vanishing gradient problem. This chain of novel NN-based LMs continued
with more complex and advanced models such as the character-based Convolutional Neural
Network (CNN) LM [128] and the autoencoder-based LM [129], to name a few.
In addition to designing new neural architectures to improve language modeling, inves-
tigating different strategies to 1) train better character and word embeddings [130], 2) build
deep architectures [131], 3) use other modalities [132] and 4) improve the learning capabilities
of standard Neural Network Language Models (NNLM)s have been proven to be very effective
in improving state-of-the-art LMs. In particular, the introduction of the dropout regularization
technique [133], which improves the generalization power of neural architectures and helps
avoiding over-fitting, was very crucial to improve the performance of recurrent LMs [134]. As
an alternative to dropout, the authors of [135] proposed to generalize the learning capabilities
of the models by manipulating the training data itself through different noising mechanisms,
which were shown to be equivalent to different smoothing techniques in standard N-gram LMs.
Chapter 10 proposes new hybrid NNLMs that combine the learning capabilities of sepa-
rate standard NN models. In order to introduce these new architectures, Chapter 9 will briefly
review the mathematical formulation of language modeling task, and then introduce its ap-
proximation according to different standard NNLM architectures.
8.2 Training of Large Vocabulary NNLMs
Training of NNLMs becomes significantly slow and challenging when considering large vocab-
ulary LMs [136]. This is mainly due to the explicit normalization of the output layer, which
typically requires the evaluation of the softmax function over the complete vocabulary.
In order to overcome this problem, Schwenk et al. [123] proposed to use a short list of fre-
quent words in combination with N-gram models. The performance of this approach, however,
significantly depends on the short list size. In a different attempt, Morin et al. [137]proposed to
factorize the output probabilities using a binary tree, which results in an exponential speed-up
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of the training and evaluation, whereas Mikolov et al. [125] proposed to use an additional class
layer as an alternative to perform the factorization. The performance of these two approaches
significantly depends on the design of the binary tree and the class layer size, respectively. As an
alternative to modifying the architecture design, the authors of [138]used importance sampling
to approximate the gradient of the objective function. Unfortunately, this approach requires a
control of the samples variance, which can lead otherwise to unstable training [139]. In a similar
work, Mnih et al. [140] proposed to use Noise Contrastive Estimation (NCE) [141] to speed-up
the training. NCE treats the learning as a binary classification problem between a target word
and noise samples, which are drawn from a noise distribution. Moreover, NCE considers the
normalization term as an additional parameter that can be learned during training; or fixed
beforehand. In this case, the network learns to self-normalize. This property makes NCE more
attractive compared to other sampling methods, such as importance sampling [138], which
would still require the use of the softmax function during evaluation. In batch mode training,
however, the implementation of NCE cannot be directly formulated using dense matrix oper-
ations, which compromises their speed-up gains. One simple solution for NCE approach is to
share noise samples across the targets in the batch [142]. Along this line, chapter 11 proposes
a new solution to train large vocabulary LMs using NCE in batch mode.
8.3 Evaluation Framework of Language Modeling
In order to evaluate the LM approaches proposed in this thesis, we use three different cor-
pora, namely, we use the Penn Treebank (PTB) corpus and the Large Text Compression Bench-
mark (LTCB) [143] to test the new hybrid NNLMs that we will introduce in Chapter 10, whereas
the One Billion Word Benchmark (OBWB) and LTCB are used to evaluate the performance and
speed-up gains of the B-NCE approach, described in Chapter 11. This section will briefly re-
view these corpora and the evaluation metrics that we use to assess the performance of the
proposed NNLMs in comparison to the baseline models.
8.3.1 Evaluation Corpora
8.3.1.1 Penn Treebank Corpus (PTB)
All proposed hybrid NNLMs are evaluated, in a first set of experiments, on the Penn Treebank
section of the Wall Street Journal corpus, which we will briefly refer to as Penn Treebank. Al-
though this benchmark is relatively small given the current available corpora and available re-
sources, PTB remains one of the most widely used and studied corpora in the context of lan-
guage modeling. Moreover, most evaluations reported on this corpus use the same data pro-
cessing and model setup, which makes analysis and comparison to other models reported in
the literature straightforward. The experiments conducted in this thesis will follow the stan-
dard setup and data split, e.g., [125, 144]. That is, sections 0-20 are used for training while sec-
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tions 21-22 and 23-24 are used for validation and testing, respectively. The vocabulary was
limited to the most frequent 10K words while the remaining words were all mapped to the to-
ken <unk>. Similarly to the RNNLM toolkit1 [125], we have used a single end of sentence tag
</s> between each two consecutive sentences, whereas the begin of sentence tag<s>was not
included2.
8.3.1.2 Large Text Compression Benchmark (LTCB)
In order to evaluate how the proposed models scale to large corpora, we run a second set of ex-
periments on the Large Text Compression Benchmark (LTCB) [143]. This corpus was primarily
designed to conduct research on text compression tasks under the rationale that solving such
problem requires efficient language modeling combined with powerful coding. Moreover, the
authors of this corpus argue that language modeling is easy for humans but hard for comput-
ers since it requires vast knowledge, whereas coding is easy for computers but hard for humans
because it requires deterministic computation. From this perspective, developing efficient lan-
guage models for computers is at the heart of solving the compression task.
LTCB is an extract of the enwik9 dataset, which contains the first 109 bytes of the XML
text dump of the English version of Wikipedia. The training-validation-test split and data pro-
cessing used in our experiments follow the recipe proposed in [144]. That is, all but the most
frequent 80K words were replaced by <unk>, whereas the data split uses the toolkit provided
by [144]. Similarly to the RNNLM toolkit1 and the PTB experiments, we have used a single end
of sentence tag between each two consecutive sentences, whereas the begin of sentence tag
was not included2. Table 8.1 presents more details about the size and the OOV rate of words
that were mapped to <unk> for PTB and LTCB.
Train Dev Test
Corpus #W <unk> #W <unk> #W <unk>
PTB 930K 6.52% 82K 6.47% 74K 7.45%
LTCB 133M 1.43% 7.8M 2.15% 7.9M 2.30%
Table 8.1: Corpus size in number of words and <unk> rate.
8.3.1.3 One Billion Word Benchmark (OBWB)
Assessing the relevance of LMs should take into account different aspects. That is, in addition
to the model performance which is our driving factor, some of the other influential criteria to
consider are: 1) the amount of data used to train and evaluate the model, 2) the time needed
during training, 3) the retrieval speed, i.e., time needed to retrieve the probability of a word
sequence (e.g., a query) and 4) the size of the model, which governs the memory needed to
1The RNN LM toolkit is available at http://www.rnnlm.org/
2This explains the difference in the corpus size compared to the numbers reported in [144].
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store it and can impact the previous factor. While the third and forth aspects, which are re-
lated to model deployment in real world applications, are becoming less of an issue due to the
increasing computation and storage resources available on servers, the first and second prob-
lems are still crucial for language modeling. In particular, there is a popular belief that using
large amounts of data is the bottleneck to achieving a satisfying performance, which would in
return require a longer training time, especially if large vocabularies are at play. The One Billion
Word Benchmark (OBWB) [136]was collected in order to facilitate an empirical investigation of
this belief, in addition to bridging the gap between models trained in controlled environments
on small corpora and real world applications, which would generally require larger models. To
do so, OBWB offers a corpus with ≈ 0.8B tokens with a vocabulary size of ≈ 0.8M words.
The data processing we adopt in this thesis follows the description provided in [136], which
leads to an <unk> rate (i.e., OOV rate) of ≈ 0.3%. Similarly to LTCB, a single </s> tag is added
at the end of each sentence. In the experiments described below, we also use the same data
split proposed in [136]. Furthermore, the first 5 held-out sets are used for validation whereas
the remaining 45 sets are used for testing. The results that we report in the rest of this thesis
showed, however, that the models perplexity on these two sets is comparable with an average
difference of less than 0.5 point in perplexity.
The OBWB is used in this thesis for two purposes: 1) to evaluate the B-NCE approach which
would highlight its potential when large corpora/vocabularies are considered. This will be
done after a first set of experiments on LTCB, and 2) to provide a baseline study of standard
NNLMs on this large corpus, which is needed to draw strong conclusions about NNLMs. In par-
ticular, we will train, evaluate and analyze the performance of different FNN, RNN and LSTM
models with comparable number of parameters on this corpus. In fact, the baseline we report
in this thesis is complimentary to the one conducted in [136].
8.3.2 Evaluation Metrics
In order to conduct a balanced evaluation of the LMs that we present in this thesis, we report
their performance according to different metrics that reflect the LM relevance factors that we
discussed in Section 8.3.1.3. In particular, the results are reported in terms of:
1. The perplexity (PPL): Formally, PPL is calculated according to:
PPL =

T∏
t =1
1
p (wt |ct )
 1
T
= 2
− 1T ∑Tt =1 log2 p (wt |ct ) (8.2)
where T is the number of tokens in the test set and ct is the context considered during the
prediction of the word wt , e.g., ct of an FNN model is given by the last N −1 words whereas ct
of an RNN model is the recurrent context ht .
Perplexity is an indirect way of evaluating the estimated cross-entropy according to a Monte
Carlo approximation. Given that the cross-entropy of a given model is lower-bounded by the
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entropy of the actual, unknown distribution of the data, we can conclude that a good LM is the
one which achieves the lowest cross-entropy possible and thereby the lowest perplexity. The
reason to use perplexity instead of a direct usage of entropy is merely due to the more conve-
nient scale of values it offers and its simplicity to report, remember and compare for different
models. That is, perplexity is generally reported as whole numbers (or sometimes as decimal
numbers with a rounding of 0.5), whereas entropy is evaluated in bits, where the decimal part
is significant during evaluation even for small differences.
Another common metric to assess LMs is the word error rate, which is generally used to evaluate
the performance of an ASR system. The latter combines the language model with an acoustic
model to perform this task. While this metric is very relevant for many speech applications,
the models developed in this thesis are mainly used in the context of “Information Density and
Linguistic Encoding” (IDeaL) 3, which is a collaborative research center that investigates the hy-
pothesis that language use may be driven by the optimal use of the communication channel.
Thus, we can hypothesize that language complexity may be appropriately indexed by Shan-
non’s notion of information, which is also referred to as surprisal. From this perspective, per-
plexity seems to be a more adequate measure to evaluate our LMs. That has been said, we agree
that a study of the application of these models to speech recognition (and machine translation)
should also be conducted in the future.
2. The Number of Parameters (NoP): This metric allows us to conduct a more informative
comparison of the models. More precisely, it is well-known today that increasing the number
of parameters in a neural network combined with a good choice of a regularization technique,
to avoid over-fitting, can significantly improve the performance of the models. Thus, it is very
important to consider models with a comparable number of parameters during comparison
and analysis. Another important aspect would be to investigate the slope of the model perfor-
mance with an increasing number of parameters.
3. The Training Speed (TS): This is defined as the number of words processed per second (w/s)
during training on a GTX TITAN X GPU. While training new deeper and more complex mod-
els can generally improve the performance, different architectures and models need different
training time due to the different types and number of connections they incorporate. For in-
stance, a convolutional layer is typically slower compared to a fully connected layer. Hence, it
is also important to consider the extra-time needed to train a model knowing the improvement
it can achieve as an additional aspect during model comparison.
3Information Density and Linguistic Encoding: http://www.sfb1102.uni-saarland.de
9
Basics: Neural Network Language
Models
9.1 Language Modeling: Formulation
The goal of a language model is to estimate the probability distribution p (w T1 ) of word se-
quences w T1 = w1, · · · , wT . Using the chain rule, this distribution can be expressed as:
p (w T1 ) =
T∏
t =1
p (wt |w t−11 ). (9.1)
This probability is generally approximated under different simplifying assumptions, which
are typically derived based on different linguistic observations. All these assumptions, how-
ever, aim at 1) modeling the context information, syntactic and/or semantic, needed to per-
form the word prediction, and 2) to simplify the estimation process. The resulting models can
be broadly divided into two categories: long and short range context models. The rest of this
chapter presents a brief overview of these two categories with a particular focus on NNLMs.
9.1.1 Short vs Long Range Context
Short range context LMs approximate (9.1) based on the Markov dependence assumption of
order N −1. That is, the prediction of the current word depends only on the last N −1 words in
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the history. In this case, the distribution in (9.1) becomes
p (w T1 )≈
T∏
t =1
p (wt |w t−1t−N +1). (9.2)
The most popular methods that subscribe in this category are N-grams [113, 114] and FNN
models [122]. N-gram models calculate each term in this product using the maximum likeli-
hood estimate given by:
p (w |h ) = count (h , w )
count (h )
, (9.3)
where h represents the context, given by the last N-1 words, and count (h , w ) denotes the
number of times that the word w appeared after the context h , which is then divided by the
count of h . We can see here that these probabilities are independent of the time stamp t . Thus,
these statistics are generally calculated and stored offline. FNN language models, on the other
hand, estimate each of the terms involved in the product above, i.e, p (wt |w t−1t−N +1), in a single
bottom-up evaluation of the network. Section 9.2.1 will introduce the mathematical formula-
tion used to perform this estimation.
Although short context LMs perform well and are easy to learn, natural languages that they
try to encode, however, cannot not be modeled as a Markov process due to their dynamic nature
and the long range dependencies they manifest. Alleviating this assumption led to an extensive
research to develop more suitable modeling techniques.
In order to illustrate the dynamic and long range dependencies present in language, let
us consider the word triggering problem. That is, we would like to investigate how does the
occurrence of a word impacts the probability of occurrence of other words over a large context.
To do so, we use the triggering correlation defined over a distance d according to:
cd (w1, w2) =
p (w1, w2)
p (w1) p (w2)
. (9.4)
A value greater than 1 shows that it is more likely that the word w1 follows w2 at a distance
d than expected without the occurrence of w2. Figure 9.1 shows the variation of this corre-
lation for pronouns with the distance d . It can be observed that seeing another “he” about
twenty words after having seen a first “he” is much more likely. A similar observation can be
made for the word “she”. It is, however, surprising that seeing “he” after “he” is three times
more likely than seeing “she” after “she”, so “he” is much more predictive. In the cases of cross-
word triggering of “he” → “she” and “she” → “he”, we find that the correlation is suppressed
in comparison to the same word triggering for distances larger than three. In summary, Fig-
ure 9.1 demonstrates that word triggering information exists at large distances, even up to one
thousand words. These conclusions were confirmed by similar correlation experiments that
we conducted for different types of words and triggering relations.
In order to model this long-term correlation and overcome the restrictive Markov assump-
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Figure 9.1: Variation of word triggering correlation for pronouns over large distances.
tion, recurrent LMs have been proposed to approximate (9.1) according to:
p (w T1 )≈
T∏
t =1
p (wt |wt−1, ht−1) =
T∏
t =1
p (wt |ht ). (9.5)
In NN-based recurrent models, ht is a context vector which represents the complete history,
and modeled as a hidden state that evolves within the network. The main difference between
recurrent language models is the function used to calculate ht based on ht−1.
9.2 Baseline Neural Network Language Models
NNLMs use different architectures to approximate the probability of a word sequence p (w T1 ),
given by (9.1). This is done by approximating and then separately estimating each of the terms
involved in this product, i.e, p (wt |w t−11 )≈ p (wt |ht ), as we discussed earlier.
Formally, let U be a word embedding matrix and let W be the hidden-to-output weight
matrix. NNLMs that consider word embeddings as input, approximate each of these terms in
a bottom-up evaluation of the network according to:
Ht =M(P ,Rt−1,U ), (9.6)
Ot = g (Ht ·W ) , (9.7)
where M represents a particular NN-based model, which can be a deep architecture, Ht
and Ot are the last hidden and output layers of the network at time t , respectively,P denotes the
parameters characterizing this particular model andRt−1 denotes its recurrent information at
time t −1. g (·) is the softmax function.
The rest of this section briefly introducesM,P andRt−1 for the basic NNLMs architectures.
That is, we review FNN, RNN and LSTM-based language models.
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9.2.1 FNN-based Language Modeling
Similarly to N-gram models, FNN uses the Markov assumption of order N-1 to approxi-
mate (9.1), which leads to (9.2). Subsequently, each of the terms involved in the probability
product, i.e, p (wt |w t−1t−N +1), is estimated separately in a single bottom-up evaluation of the net-
work. In this case, the modelM of a one-layer FNN is given by:
Et−i = X t−i ·U , i = N −1, . . . , 1 (9.8)
Ht = f

N−1∑
i=1
Et−i ·Vi

. (9.9)
X t−i is a one-hot encoding of the word wt−i . Thus, Et−i is the continuous representation of
the word wt−i . f (·) is an activation function and V = [V1, · · · , VN−1] are the connection weights
of the hidden layer. Figure 9.2 shows an example of an FNN with a fixed context size N −1 = 3
with a single hidden layer. To summarize, for an FNN modelM, P = {Vi }N−1i=1 andRt−1 = ;.
Figure 9.2: FNN architecture of a model with one hidden layer and a context of three words.
9.2.2 Elman RNN-based Language Modeling
RNN proposes to capture the complete history in a context vector ht , which represents the
state of the network and evolves in time. Therefore, RNN approximates each term in (9.1), i.e.,
p (wt |w t−11 ), according to:
p (wt |w t−11 )≈ p (wt |wt−1, ht−1) = p (wt |ht ). (9.10)
This approximation shows that the context at time t is continuously updated based on the
context at time t −1 and the last seen word wt−1. RNN models this transformation as:
Ht = f (X t−1 ·U +Ht−1 ·V ) . (9.11)
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Thus, for an RNN model M, P = V and Rt−1 = Ht−1. Figure 9.3 shows an example of the
standard RNN architecture, also known as vanilla RNN.
Figure 9.3: Elman RNN architecture.
Theoretically, the recurrent connections of an RNN allow the context to indefinitely cycle
in the network and thus, modeling long context. In practice, however, the authors of [126] have
shown that this information changes quickly over time, and that it is experimentally equivalent
to an 8-gram FNN. This is mainly due to the static nature of the connection weights that are
applied to the context at each time step, which turns them into some forgetting/smoothing
factors. This observation was also confirmed by the experiments conducted in this thesis. The
next section introduces a different recurrent model that can improve long range modeling.
9.2.3 Long-Short Term Memory Network
In order to alleviate the rapidly changing context in standard RNNs and control the longevity of
the dependencies modeling in the network, LSTM network [127] introduces an internal mem-
ory state Ct , which explicitly controls the amount of information to forget or to add to the net-
work before estimating the current hidden state. Formally, an LSTM modelM is given by:
Et−1 = X t−1 ·U , (9.12)
{i , f , o}t =σ

V i , f ,ow ·Et−1 +V i , f ,oh ·Ht−1

, (9.13)
C˜t = f
 
V cw ·Et−1 +V ch ·Ht−1

, (9.14)
Ct = ft Ct−1 + it  C˜t , (9.15)
Ht = ot  f (Ct ) , (9.16)
where  is the element-wise multiplication operator and C˜t is the memory candidate,
whereas it , ft and ot are the input, forget and output gates of the network, respectively. Fig-
ure 9.4 illustrates the recurrent module of an LSTM network. Hence, for an LSTM model M,
Rt−1 = {Ht−1, Ct−1} and P = {V i , f ,o ,cw , V i , f ,o ,ch }.
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Figure 9.4: Block diagram of the recurrent module of an LSTM network.
Although LSTM models have been shown to outperform classical RNN in modeling long
range dependencies, they do not explicitly model long/short context but rather use a single
state to encode the global linguistic context.
10
Hybrid Neural Network Language Models
While dynamic context models, such as LSTM, Gated Recurrent Unit (GRU) and highway net-
works, propose to intrinsically model the linguistic dependencies with no explicit control over
its range [145], there is another category of approaches that follow a model-then-merge ap-
proach to overcome the short context constraint and capture long range dependencies. That
is, these approaches propose to use separate models to capture different linguistic properties
(or range of dependencies) and then merge them. One of the early models that subscribe in this
category was proposed by Bellegarda [118], who used Latent Semantic Analysis (LSA) to cap-
ture the global context, and then combined it with standard N -gram models, which capture
the local context. In a similar but more recent approach, the authors of [146] have shown that
RNN-LM performance can be significantly improved using an additional global topic infor-
mation obtained using Latent Dirichlet Allocation (LDA). In fact, combining different models
was proven to be very effective in improving language models and became the key to success
for many new approaches. As a summary, recent work regarding model combination can be
divided into two broad categories:
1. Model stacking: This category is inspired by computer vision neural models, which gen-
erally use different architectures to capture different features at the different layers of the
network. For instance, the model proposed in [128] combines a CNN, an LSTM and a
highway network to solve an LM task.
2. Output-level combination: These approaches propose to train separate models but com-
bine them at the word prediction level. For instance, the maximum entropy RNN model,
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introduced in [147], uses direct N -gram connections to the output layer, whereas stan-
dard linear interpolation uses pre-defined factors to perform the combination [148].
Following the model combination principle, the work presented in this thesis proposes new
hybrid NNLMs that are developed as mixtures of classical architectures. In doing so, these mod-
els combine the learning capabilities of different NNLMs. The work presented here introduces
three new models that can be summarized as follows:
1. SRNN-LM: This new model proposes to unfold the RNN model during word prediction
(evaluation) as it is done during training. That is, the input word embeddings of an FNN
model are updated based on the recurrent information, available at each word position,
before propagating this information to the next layers. In fact, this model is inspired by
residual networks, e.g.. [149], but it is applied to a recurrent model (Section 10.1).
2. LSRC-LM: This network proposes to separately and explicitly model short and long range
dependencies using two separate RNN and LSTM models, respectively. The word predic-
tion is performed after an update of the local context in a first step, which is then used to
update the global context in a second step (Section 10.2).
3. Neural Mixture Model (NMM): While the two previous networks propose explicit com-
bination of particular models, this new architecture is proposed as a generalization that
does not impose any constraints on the number or type of networks to combine. More
precisely, this model proposes to use a dynamic number of heterogeneous neural archi-
tectures as kernels to detect different features, which are then combined using an addi-
tional mixture layer (Section 10.3).
The remaining part of this chapter presents the mathematical formulation of each of these
models in addition to their evaluation on different corpora, with a comparison to multiple
state-of-the art models.
10.1 Sequential Recurrent Neural Network (SRNN) LMs
We have seen in Chapter 8 that recurrent models predict the next word based only on the last
seen word wt−1, and the recurrent context information from previous time step ht−1. There-
fore, they are expected to lose information about word position rather quickly, and cannot ex-
plicitly model short range dependencies/patterns as it is done in FNN and traditional N -grams.
For example, English has position-dependent patterns such as “he ∗ he” (e.g., “he said he”, “he
mentioned he”, . . . ). The position of “he” is essential for making the right prediction in this case,
and the recurrent models are not designed to explicitly encode that. Rather, they are better for
smooth incremental updates and hence for longer range dependencies.
We introduce in this section a novel approach that models short range dependencies like
FNN and long range dependencies like RNN. In particular, the hidden layers combine explicit
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encoding of the local context with a recurrent architecture, which allows the context informa-
tion to sequentially evolve in the network at the projection layer. In the first step, the word rep-
resentations are enhanced using the context information. This step maps the word representa-
tions from a universal embedding space into a context-based space. Then, the model performs
the next word prediction as it is typically done in FNN. The learning of the network parameters
uses the Back-Propagation Through Time (BPTT) algorithm similarly to RNN. The main differ-
ence here is the additional network error resulting from the additional sequential connections.
In addition to the new architecture, we also show that the learning of word-dependent sequen-
tial connections can substantially improve the performance of the proposed network.
10.1.1 SRNN as a Combination of FNN and RNN
The main difference between an RNN and an FNN model is the context representation. More
precisely, The context layer Ht of an FNN architecture is estimated based on a fixed context
size, i.e., the last N −1 words, whereas in an RNN model, Ht is constantly updated (at each time
iteration) using only the last word and the recurrent context at time t −1. We propose here an
architecture that captures short range dependencies over the last N − 1 word positions as it is
done in FNN, and the long range context through recurrence, similarly to RNN. This structure
is motivated by the fact that although the last word in the history is crucial to the next word
prediction for an RNN, the farther words still carry an additional information which improves
the prediction. This is also the reason behind the slight improvement of FNN performance
when increasing the context window.
The design of SRNN structure is motivated by the inefficiency of RNN to model position
dependent patterns, which are particularly frequent in conversational speech. RNN loses in-
formation about word position quickly and therefore cannot efficiently model short range de-
pendencies. FNN and N-gram models, however, are designed as position-dependent models,
which deal only with short-term context.
Extending RNN structure to explicitly represent the short term history as it is done in
FNN will 1) help improve the modeling of short range context, as it will 2) allow the net-
work to capture any residual/additional context information that may be present in the past
i = t −N + 1, · · · , t − 2 time steps, but which may have been lost during the last context up-
date that is based only on the last word at t − 1 (See illustration in Figure 10.1). In the worst
case scenario, the context information will be simply redundant and is expected to not harm
the performance. In fact, this new architecture is inspired by residual networks [149], which
achieve state-of-the-art performance on computer vision tasks. Thus, this model can be seen
as an attempt to extend a recurrent network using residual/sequential connections.
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Figure 10.1: Histograms of the projection-to-hidden weights V1,V2,V3 and V4 (see Figure 10.2) for
each of the 4 word positions of an SRNN (N=5) trained on LTCB. These histograms show that the
magnitude of the weights decays with the word position (from t −1 to t −4) but does not nullify.
Thus, the farther word positions still capture some residual/additional context.
10.1.2 SRNN-based Language Modeling
An SRNN of order N −1 approximates (9.1) according to:
p (w T1 )≈
T∏
t =1
p (wt |w t−1t−N +1, ht−N +1) =
T∏
t =1
p (wt |h tt−N +2). (10.1)
The proposed SRNN model approximates the probability of a word sequence, given by (9.1),
according to (10.1). We can see that this approximation explicitly represents the history over
the last N − 1 word positions, as it is done in the approximation of FNN given by (9.2), while
it enhances the actual word representations using the recurrent context information, which
propagates sequentially within the network (see illustration in Figure 10.2). Furthermore, re-
stricting the context to a one-word history window (N=2) in (10.1) leads to the RNN approx-
imation given by (9.5). Therefore, the proposed approach can be seen as an extension of the
standard RNN to explicitly model and capture short range context.
The additional sequential connections allow the context information to propagate from
the past to the future within the network. These connections can be defined as a Word-
Independent (WI) recurrence vector, which fixes the amount of context information allowed
to propagate in the network, as they can be designed as Word-Dependent (WD) vectors. In this
case, each word will have its own context weight vector, which will learn to scale the context
“neurons” according to their relevance for that particular word.
The network evaluation is performed similarly to FNN, the main difference occurs in (9.8),
which becomes in the case of the word-independent model:
Pt−i = fs (X t−i ·U +C Pt−i−1), i = N −1, · · · , 1, (10.2)
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whereas it becomes in the case of the word-dependent model:
Pt−i = fs (X t−i ·U +Cwt−i Pt−i−1), i = N −1, · · · , 1. (10.3)
fs (·) is a sequential activation function and  is the element-wise product operator. C is
the word-independent recurrence weight vector, whereas Cwt−i is the word-dependent context
weights corresponding to the word wt−i . Note that C can also be defined as a full matrix, in-
stead of a vector, as it is done in the standard RNN. The work conducted in this thesis, however,
showed that using a simple vector is sufficient to improve the performance. Figure 10.2 shows
an example of an SRNN with three additional sequential connections (N = 4) and a single hid-
den layer.
We can see that the proposed SRNN model is a general architecture that includes differ-
ent networks. In particular, setting the context weights to C = [0, . . . , 0] and using an iden-
tity activation function, i.e., fs (x ) = x , leads to the standard FNN architecture, whereas using
a one-word context, N = 2, results in the standard RNN architecture with a diagonal recur-
rence matrix and an additional non-recurrent layer. Moreover, setting C to a fixed value in [0, 1]
and fs (x ) = x leads to the Fixed-size Ordinally-Forgetting Encoding (FOFE) [144] architecture,
which was proposed to uniquely encode word sequences.
Regarding the word representations, SRNN replaces the universal word embeddings at the
projection layer of an FNN, i.e., {Et−i }N−1i=1 , by context-dependent word embeddings {Pt−i }N−1i=1 .
More particularly, both equations given by 10.2 and 10.3 show that each word representation is
enhanced using the context information before proceeding to the next word prediction. There-
fore, we can interpret this particular step as a transformation from the universal embedding
space into the context-dependent space for a better discrimination of word representations.
Figure 10.2: SRNN architecture. The backward path (red arrows) shows the error propagation
during training (unfolding of the network during BPTT is not shown here).
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10.1.3 Training of SRNN-LMs
The parameters to train for an SRNN architecture are the word embeddings U , the project-
to-hidden weights V = [V1, · · · , VN−1], the hidden-to-output weights W and the context weight
vector C for the WI model, or C = [C ᵀ1 , · · · , C ᵀK ]ᵀ (K is the vocabulary size) for the WD model. In
this case, each word w in the vocabulary will be characterized by two learnable embeddings,
namely, the continuous representation Uw , which is also learned by other NN models, in ad-
dition to the context weight Cw , which is newly introduced by SRNN. During training, we also
add the constraint that each Cw (i ) ∈ [0, 1], which reflects their role as scaling factors.
Similarly to RNN, the parameter learning of an SRNN architecture follows the standard
BPTT algorithm. The main difference occurs at the projection layer, where the additional error
vectors, resulting from the sequential connections, should be taken into account (See example
of error propagation in Figure 10.2) before unfolding the network in time.
10.1.4 SRNN Evaluation
10.1.4.1 Experimental Setup
To evaluate the proposed SRNN approach, we conducted a set of LM experiments on the PTB
and LTCB corpora, which are introduced in Section 8.3.1.1 and Section 8.3.1.2, respectively.
The proposed SRNN approach is compared to different models, including the Kneser-Ney
(KN) N -gram model and different feed-forward and recurrent neural architectures. For feed-
forward networks, the baseline systems include FNN-based LM [122] as well as the 2) FOFE
approach, which was proposed as a sentence-based, feed-forward model [144]. The FOFE re-
sults were obtained using the FOFE toolkit 1 [144]. The results are reported for different N-gram
sizes (N=2,3 and 5) and different numbers of hidden layers (1 or 2). Regarding recurrent mod-
els, we compare SRNN to 3) the original RNN without classes [125], 4) to RNN with maximum
entropy (RNNME) [147], 5) to a Deep RNN (D-RNN) 2 [150], which investigates different ways
of adding hidden layers to RNN, and finally 5) to the LSTM architecture [127], which explicitly
regulates the amount of information that propagates in the network. For a complete analysis,
we will also report the performance of other models on the PTB during our discussion below.
10.1.4.2 SRNN Evaluation on PTB
For the PTB experiments, the FNN, FOFE and SRNN architectures have similar configurations.
That is, the hidden layer(s) size is 400 with all hidden units using the Rectified Linear Unit
1All the data processing steps described in this thesis for PTB and LTCB were performed using the FOFE
toolkit in [144], which is available at https://wiki.eecs.yorku.ca/lab/MLL/_media/projects:fofe:
fofe-code.zip.
2The deep RNN results were obtained using Lp and maxout units, dropout regularization and gradient control
techniques, which are known to significantly improve the performance. None of these techniques, however, were
used in our experiments.
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(ReLu), i.e., f (x ) = max (0, x ), as activation function, whereas the word representation (embed-
ding) size was set to 200 for FNN, FOFE and LSTM and 100 for SRNN. Moreover, all recurrent
models use f = tanh (·) as activation function for all recurrent layers, including the sequential
activation function of SRNN, whereas f = sigmoid (·) is used for the input, forget and output
gates of LSTM. The hidden layer size of RNN and LSTM were set to 400 and follow the original
configuration proposed in [125] and [127], respectively. For LSTM, we also report the perfor-
mance after tuning the model, i.e., after optimizing the learning parameters. We also use the
same learning setup adopted in [144], namely, we use the stochastic gradient descent algo-
rithm with a mini-batch size of 200, the learning rate is initialized to 0.4, the momentum is set
to 0.9, the weight decay is fixed at 4.10−5 and the training is done in epochs. The weights initial-
ization follows the normalized initialization proposed in [151]. Similarly to [124], the learning
rate is halved when no significant improvement in the log-likelihood of the validation data is
observed. Then, we continue with seven more epochs while halving the learning rate after
each epoch. The BPTT was set to 5 time steps. In the tables below, WI-SRNN refers to the
word-independent SRNN model proposed in (10.2), whereas WD-SRNN refers to the word-
dependent model introduced in (10.3). For both models, the context connection weights C
were randomly initialized in [0, 1]. In order to compare to the FOFE approach, we also report
results when C is reduced to a scalar forgetting factor that is fixed at 0.7. This is denoted as
WI-SRNN∗ in the tables below.
Model Model+KN5 NoP TS (w/s)
N-1= 1 2 4 1 2 4 4 4
1 Hidden Layer
FNN 176 131 119 132 116 107 6.32M 24.3K
FOFE 123 111 112 108 100 101 6.32M 17.2K
WI-SRNN∗ 117 110 109 105 100 99 5.16M 12.9K
WI-SRNN 112 107 107 102 98 97 5.16M 11.2K
WD-SRNN 109 106 106 99 96 95 6.16M 10.4K
2 Hidden Layers
FNN 176 129 114 132 114 102 6.48M 21.8K
FOFE 116 108 109 104 98 97 6.48M 16.6K
WI-SRNN∗ 114 108 107 102 98 96 5.32M 10.8K
WI-SRNN 109 105 104 99 96 94 5.32M 9.6K
WD-SRNN 108 103 104 97 94 94 6.32M 9.2K
Recurrent Models
RNN 117 104 8.16M 20.6K
Deep RNN 107.5 — 6.96M —
LSTM 113 99 6.96M 7.6K
Tuned LSTM 105 98 6.96M 7.6K
Table 10.1: SRNN performance on the PTB test set.
Table 10.1 shows the LMs evaluation on the PTB test set. We can clearly see that the pro-
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posed approach outperforms all other models (on par with the tuned LSTM) using the low-
est number of model parameters among all configurations. This also includes other models
that were reported in the literature, such as RNN with maximum entropy [147], random forest
LM [152], structured LM [153] and syntactic neural network LM [154]. More particularly, SRNN
with two hidden layers achieves a comparable performance to a mixture of RNNs [148]. We can
also conclude that the explicit modeling of short range dependencies through sequential con-
nections improves the performance. More precisely, the results show that increasing the his-
tory window (1, 2 and 4) improves the performance of all SRNN models. Table 10.1 also shows
that using a fixed forgetting factor scalar (WI-SRNN∗) leads to a slight improvement over FOFE
approach, which is mainly due to the additional non-linear activation function fs . Further-
more, the word-dependent (WD-SRNN) model slightly outperforms the word-independent
model (WI-SRNN) but with a significant increase in the number of parameters. Regarding the
training speed, we can conclude that training an SRNN model requires approximately twice
the time needed for FNN and RNN, whereas it needs less time compared to LSTM.
10.1.4.3 SRNN Evaluation on LTCB
The LTCB experiments use the same PTB experimental setup reported above with few minor
changes, which are mainly due to the significant training time required for this corpus. The
results shown in Table 10.2 follow the same experimental setup used in [144]. More precisely,
these results were obtained without usage of momentum or weight decay, whereas the mini-
batch size was set to 400. FNN and FOFE architectures contain 2 hidden layers of size 600 (or
400), whereas RNN and SRNN have a single hidden layer of size 600. In order to compare SRNN
to FOFE [144], the forgetting factor C of WI-SRNN∗ was fixed at 0.6.
Model NoP
Context Size M=N-1 1 2 4 4
KN 239 156 132 —
FNN [M*200]-600-600-80k 235 150 114 64.84M
FOFE [M*200]-400-400-80k 120 115 108 48.48M
FOFE [M*200]-600-600-80k 112 107 100 64.84M
WI-SRNN∗ [M*200]-600-80k 110 102 94 64.48M
WI-SRNN [M*200]-600-80k 85 80 77 64.48M
WD-SRNN [M*200]-600-80k 77 74 72 80.48M
RNN [600]-600-80k 85 96.36M
Table 10.2: SRNN performance on the LTCB test set.
The LTCB results shown in Table 10.2 generally confirm the PTB conclusions. In particular,
we can see that SRNN outperforms all other models while requiring comparable or fewer model
parameters. Moreover, the WI-SRNN∗ model with a single hidden layer slightly outperforms
FOFE (2 hidden layers), whereas WI-SRNN achieves a comparable performance to RNN (for
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N=2). These results, however, show a more significant improvement for the WD-SRNN model
and for the increased window size (from 1 to 4) compared to the improvement obtained on
the PTB corpus. This is mainly due to the larger amount of training data available in the LTCB
corpus, which allows us to train richer WD context vectors.
in strictly germany
Uw Cw Uw Cw Uw Cw
into at solely purely italy japan
throughout on rigidly totally france russia
through for broadly physically britain italy
during their purely solely switzerland france
within to ostensibly technically england spain
towards an generally fairly spain britain
across by essentially equally hungary finland
on from largely freely poland canada
toward a rigorously basically belgium turkey
around his expressly obviously austria switzerland
Table 10.3: Examples of top 10 similar words.
Table 10.3 shows some word examples with their top 10 cosine similarities for word embed-
dingsUw and Euclidean distance for context weights Cw . These examples show a general trend;
not valid for every example, that the embeddings capture semantic (conceptual) similarities
and the context weights model syntactic (functional) similarities. Confirming this hypothesis,
however, was not conducted in this thesis.
10.2 Long-Short Range Context (LSRC) LMs
We introduced in Chapter 8 two standard recurrent models to capture long range dependen-
cies, namely, RNN and LSTM, as we have seen that LSTM is a better choice due to its capability
to dynamically adapt the context modeling through the different gates it uses. RNN, however,
uses static connection weights, which cannot capture the dynamic aspect of the context in-
formation. In fact, the authors of [126] have shown that, in practice, the captured information
changes quickly in the classical RNN structure [124], and that it is experimentally equivalent to
an 8-gram FNN model. Therefore, we can say that RNN is rather a local context model than a
long term one. Furthermore, while LSTM can adapt its learning to capture dynamic context,
it does not differentiate between long and short range dependencies as it is typically done is
multi-span models. This is mainly due to its usage of a single hidden state to model the optimal
information with no direct control over its range. The work presented in this section proposes
an extension of LSTM to achieve this goal.
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10.2.1 Multi-Span Language Models
We have seen in the introduction of Chapter 10 that many language modeling techniques pro-
pose to explicitly learn short range dependencies, which generally model the syntactic prop-
erties of a language and/or long range dependencies, which are semantic in nature. These
attempts to learn and combine these two types of dependencies led to what is known as multi-
span LMs [118]. The goal of these models is to learn the various constraints, both local and
global, that are present in a language. This is typically done using two different models, which
separately learn the local and global context, and then combine their resulting linguistic infor-
mation to perform the word prediction. For instance, the authors of [155] proposed to use LSA
to capture the global context, and then combined it with the standard N -gram models, which
capture the local context, whereas [146] proposed to model the global topic information using
LDA, which is then combined with an RNN-based LM. This idea is not particular to language
modeling but has also been used in other natural language processing tasks, e.g., the authors
of [156] used a local/global model to perform a spoken language understanding task.
We will continue along this line by proposing a new multi-span architecture, which sep-
arately models the short and long context information while it dynamically merges them to
perform the language modeling task. This is done through a novel recurrent Long-Short Range
Context (LSRC) network, which explicitly models the local (short) and global (long) context us-
ing two separate hidden states that evolve in time. This new architecture is an adaptation of
the LSTM cell to take into account the linguistic properties.
10.2.2 LSRC-based Language Modeling
Following the line of thoughts in [146, 155], we introduce a new multi-span model, which takes
advantage of the LSTM ability to model long range context while, simultaneously, learning and
integrating the short context through an additional recurrent, local state. In doing so, the re-
sulting LSRC network is able to separately model short and long context while it dynamically
combines them to predict the next word. Formally, the LSRC model is defined as:
Et−1 = X t−1 ·U (10.4)
H lt = f
 
Et−1 +U cl ·H lt−1

, (10.5)
{i , f , o}t =σ

V
i , f ,o
l ·H lt +V i , f ,og ·H gt−1

, (10.6)
C˜t = f

V cl ·H lt +V cg ·H gt−1

, (10.7)
Ct = ft Ct−1 + it  C˜t , (10.8)
H
g
t = ot  f (Ct ) , (10.9)
Ot = g
 
W ·H gt

. (10.10)
The learning of an LSRC model requires the training of the local parameters V
i , f ,o ,c
l and U
c
l ,
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the global parameters V
i , f ,o ,c
g , the word embeddings U and the hidden-to-output connection
weights W . Similarly to SRNN, this is achieved using the BPTT algorithm, which is typically
used to train recurrent networks.
LSRC uses two hidden states, namely, H lt and H
g
t to model short and long range context,
respectively. More particularly, the local state H lt evolves according to (10.5), which is noth-
ing but a simple recurrent model that evolves according to (9.10). In doing so, H lt is expected
to have a similar behavior to RNN, which has been shown to capture local/short context (up
to 10 words), whereas the global state H
g
t follows the LSTM model, which is known to cap-
ture longer dependencies (see example in Figure 10.4). The main difference here, however, is
the dependence of the network modules (gates and memory candidate) on the previous local
state H lt instead of the last seen word Et−1. This model is based on the assumption that the
local context carries more linguistic information and is, therefore, more suitable to combine
with the global context and to update LSTM compared to the last seen word. Figure 10.3 illus-
trates the recurrent module of an LSRC network. It is worth mentioning that this model was
not particularly developed to separately learn syntactic and semantic information. This may
come, however, as a result of the inherent local and global nature of these two types of linguistic
properties.
Figure 10.3: Block diagram of the recurrent module of an LSRC network.
10.2.3 Context Range Estimation of LSRC
For many NLP applications, capturing the global context information can be a crucial com-
ponent to develop successful systems. This is mainly due to the inherent nature of language,
where a single topic can span over few sentences, paragraphs or a complete document. LSA-
like approaches take advantage of this property and aim at extracting some hidden “concepts”
that best explain the data in a low-dimension “semantic space”. To some extent, the hidden
layer of LSRC/LSTM can be seen as a vector in a similar space. The information stored in this
vector, however, changes continuously based on the processed words. Moreover, interpreting
its content is generally difficult. As an alternative, measuring the temporal correlation of this
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hidden vector can be used as an indicator of the ability of the network to model short and long
context dependencies. Formally, the temporal correlation of a hidden state H over a distance
d can be calculated according to:
cd =
1
T
t =T∑
t =1
SM (Ht , Ht +d ), (10.11)
where T is the test data size in words and “SM” is a similarity measure such as the cosine
similarity. This measure allows us to evaluate how fast does the information stored in the hid-
den state change over time.
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Figure 10.4: Temporal correlation of the LSRC model in comparison to LSTM and RNN.
Figure 10.4 shows the variation of this temporal correlation for the local and global states
of the proposed LSRC network, in comparison to RNN and LSTM, for various values of the
distance d (up to 3000 words). This figure was obtained on the test set of the PTB corpus,
described in Section 10.2.4. The main conclusion we can draw from this figure is the ability
of the LSRC local and global states (trained jointly) to behave in a similar fashion compared to
RNN and LSTM states (trained separately), respectively. We can also conclude that the LSRC
global state and LSTM are able to capture long range correlations, whereas the context changes
rapidly over time in RNN and the LSRC local state.
10.2.4 LSRC Evaluation
The evaluation of the proposed LSRC model follows a similar experimental setup to that de-
scribed in Section 10.1.4. That is, we ran a set of experiments on the PTB corpus and LTCB
and then compared it to the same set of baseline models, which include 1) the commonly used
Kneser-Ney (KN) N -gram model [113]with and without cache [157], 2) the FNN-based LM [122]
and 3) the FOFE approach [144]. For these short size context models, we report the results of
different context sizes (1, 2 and 4). Regarding the recurrent models, we compared LSRC to 4)
the original RNN [125], 5) to a Deep RNN (D-RNN)2 [150] and finally 6) to the LSTM model [127].
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The performance of the recurrent models is reported for different numbers of hidden layers (1
or 2). In order to investigate the impact of deep models on the LSRC architecture, we added a
single hidden, non-recurrent layer (of size 400 for PTB and 600 for the LTCB experiments) to
the LSRC model (D-LSRC). This was sufficient to improve the performance with a negligible
increase in the number of parameters required by the model.
10.2.4.1 LSRC Evaluation on PTB
For the PTB experiments, FNN, FOFE, RNN and LSTM models use the same experimental setup
used in SRNN evaluation. The LSRC configuration was setup such that it follows the experi-
mental setup used by these models. That is, the word embedding size was set to 200 and 100,
i.e., LSRC(100), respectively, this choice was made to illustrate the effectiveness of the LSRC
model when using a small embedding size, the training uses the BPTT algorithm for 5 time
steps, the mini-batch was set to 200 and the additional non-recurrent layer in D-LSRC uses the
ReLu activation function. The learning rate, however, was set to 1.0 and the weight decay was
fixed at 5×10−5, whereas the use of the momentum did not lead to any additional improvement.
Moreover, the data is processed sequentially without any sentence independence assumption.
Thus, the recurrent models will be able to capture long range dependencies that exist beyond
the sentence boundary.
Model Model+KN5 NoP
N-1= 1 2 4 1 2 4 4
KN 186 148 141 — — — —
KN+cache 168 134 129 — — — —
1 Hidden Layer
FNN 176 131 119 132 116 107 6.32M
FOFE 123 111 112 108 100 101 6.32M
Recurrent Models (1 Layer)
RNN 117 104 8.16M
LSTM (1L) 113 99 6.96M
Tuned LSTM (1L) 105 98 6.96M
LSRC(100) 109 96 5.81M
LSRC(200) 104 94 7.00M
2 Hidden Layers
FNN 176 129 114 132 114 102 6.96M
FOFE 116 108 109 104 98 97 6.96M
Deep Recurrent Models
D-LSTM (2L) 103 97 8.42M
D-RNN2 (3L) 107.5 NR 6.16M
D-LSRC(100) 103 93 5.97M
D-LSRC(200) 102 92 7.16M
Table 10.4: LSRC performance on the PTB test set.
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Table 10.4 shows the performance of different LMs on the PTB test set. As a first observa-
tion, we can clearly see that the LSRC approach outperforms all other models for all configu-
rations, in particular, RNN and LSTM. More particularly, we can conclude that LSRC, with an
embedding size of 100, achieves a better performance than all other models, except the tuned
LSTM, while reducing the number of parameters by ≈ 29% and ≈ 17% compared to RNN and
LSTM, respectively. Increasing the embedding size to 200, which is used by the other models,
improves its performance with a resulting NoP comparable to LSTM. The significance of the
improvement obtained here over LSTM was confirmed through a statistical significance t-test,
which led to p-values ≤ 10−10 for a significance level of 5% and 0.01%, respectively.
The results of the deep models in Table 10.4 also show that adding a single non-recurrent
hidden layer to LSRC can significantly improve the performance. In fact, the additional layer
bridges the gap between the LSRC models with an embedding size of 100 and 200, respectively.
The resulting architectures outperform the other deep recurrent models with a significant re-
duction of the number of parameters (for the embedding size of 100), and without usage of
dropout regularization, Lp and maxout units or gradient control techniques compared to the
deep RNN2(D-RNN) model.
We can conclude from these experiments that the explicit modeling of short and long range
dependencies using two separate hidden states improves the performance while significantly
reducing the number of parameters.
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Figure 10.5: Perplexity of different NNLMs with different hidden layer sizes on the PTB test set.
In order to show the consistency of the LSRC improvement over the other recurrent models,
we report the variation of the models performance with respect to the hidden layer size, without
tuning, in Figure 10.5. This figure shows that increasing the LSTM or RNN hidden layer size
could not achieve a similar performance compared to the one obtained using LSRC with a small
layer size (e.g., 300). It is also worth mentioning that this observation holds when comparing
an LSTM with two recurrent layers to an LSRC with an additional non-recurrent layer.
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10.2.4.2 LSRC Evaluation on LTCB
The LTCB experiments follow the same experimental setup reported in Section 10.1.4. In addi-
tion to the results reported for SRNN, we also report here the performance of LSTM with 1 and
2 recurrent layers, respectively, whereas we add a non-recurrent layer to LSRC. The recurrent
layers are marked with an “R” in Table 10.5.
Model NoP
Context Size M=N-1 1 2 4 4
KN 239 156 132 —
KN+cache 188 127 109 —
FNN [M*200]-600-600-80K 235 150 114 64.84M
FOFE [M*200]-400-400-80K 120 115 108 48.48M
FOFE [M*200]-600-600-80K 112 107 100 64.84M
RNN [600]-R600-80K 85 96.36M
LSTM [200]-R600-80K 66 65.92M
LSTM [200]-R600-R600-80K 61 68.80M
LSRC [200]-R600-80K 63 65.96M
LSRC [200]-R600-600-80K 59 66.32M
Table 10.5: LSRC performance on the LTCB test set.
The results shown in Table 10.5 generally confirm the conclusions we drew from the PTB
experiments above. That is, we can see that the proposed LSRC model largely outperforms
all other models. In particular, LSRC clearly outperforms LSTM with a negligible increase in
the number of parameters (resulting from the additional 200× 200 = 0.04M local connection
weights U cl ) for the single layer results. We can also see that this improvement is maintained for
deep models (2 hidden layers), where the LSRC model achieves a slightly better performance
while reducing the number of parameters by ≈ 2.5M and speeding-up the training time by
≈ 20% compared to the two layers LSTM model.
The PTB and LTCB results clearly highlight the importance of recurrent models to capture
long range dependencies for LM tasks. The training of these models, however, requires large
amounts of data to significantly outperform short context models. This can be seen in the
performance of RNN and LSTM on the PTB and LTCB corpora, reported in the tables above.
We can also conclude from these results that the explicit modeling of long and short context in
a multi-span model can lead to an additional improvement over state-of-the-art models.
10.3 Neural Mixture Models (NMMs)
Motivated by the model combination principle (see discussion in the beginning of this chapter)
that is commonly used to improve the modeling capabilities of standard LMs, we have intro-
duced in Section 10.1 a new neural LM, which tightly combines FNN and RNN architectures. In
doing so, the new model is able to enhance the learning capabilities of a recurrent architecture
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through explicit modeling of word position information. Following the same line of thoughts,
we proposed in Section 10.2 a different architecture that combines LSTM and RNN to explicitly
and separately model short and long range dependencies. Experiments conducted on the PTB
corpus and LTCB have shown that these hybrid models lead to significant improvements when
compared to the performance of the separate models.
We propose in this section a generalized framework to combine different heterogeneous
NN-based architectures using a single mixture model. More particularly, the proposed archi-
tecture uses 1) a hidden feature layer to separately learn each of the models to be combined,
and 2) a hidden mixture layer, which combines the resulting model features. Moreover, this
architecture uses a single word embedding matrix, which is learned from all models, and a sin-
gle output layer. This framework is, in principle, able to combine different NN-based LMs (e.g.,
FNN, RNN, LSTM, etc.) with no direct constraints on the number of models to combine or their
configuration.
10.3.1 Model Combination for Language Modeling
On the contrary to a large number of research directions on improving or designing particular
neural architectures for language modeling, the work presented in this section is an attempt
to design a general architecture, which is able to combine different types of existing heteroge-
neous models rather than investigating new ones.
The work presented here is motivated by recent research showing that model combination
can lead to a significant improvement in LM performance [148]. This is typically done either 1)
by designing deep networks with different architectures at the different layers, as it was done
in [128], this category of model combination, however, requires a careful selection of the archi-
tectures to combine for a well-suited feature design, as it can be difficult/slow to train, or 2)
by combining different models at the output layer, as it is done in the maximum entropy RNN
model [147] or using the classical linear interpolation [148]. This category typically leads to a
significant increase in the number of parameters when combining multiple models.
Our previous two attempts to circumvent these problems, namely SRNN and LSRC, were
solely designed to combine particular models, therefore, they are not well-suited to generalize
to other architectures. This section continues along this line of work by proposing a general
architecture to combine different heterogeneous neural models with no direct constraints on
their number or type.
10.3.2 NMM-based Language Modeling
This section introduces the mathematical formulation of the proposed mixture model, which
uses a variable number of basic architectures as kernels to combine. The latter share the output
layer and the word embeddings, which are trained jointly while the parameters of each model
in the mixture are trained separately. The work conducted in thesis mainly focuses on the basic
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architectures as possible components in the mixture.
To introduce the mathematical formulation of NMM, let {Mm}Mm=1 be a set of M models
to combine, and let {Pm ,Rtm}Mm=1 be their corresponding model parameters and recurrent in-
formation at time t , respectively. For the basic NNLMs, namely FNN, RNN and LSTM, Mm ,
Pm and Rtm were introduced in Section 9.2. Moreover, let U be the shared word embedding
matrix, which is learned during training from all models in the mixture. The neural mixture
model is given by the following steps (see illustration in Figure 10.6):
1. Feature layer: update each model and calculate its features (i.e., its last hidden layer):
H tm =Mm (Pm ,Rt−1m ,U ), m = 1, · · · , M . (10.12)
2. Mixture layer: combine the different features:
H tmixture = fmixture

M∑
m=1
H tm ·Sm

. (10.13)
3. Output layer: calculate the output using a softmax function:
O t = g
 
H tmixture ·W

. (10.14)
fmixture is a non-linear mixing function, whereas Sm , m = 1, · · · , M are the mixture weights
(matrices). Although the experiments conducted in this work mainly focus on FNN, RNN and
LSTM, the set of possible model selection for Mm is not restricted to these but includes all
NN-based models that take word embeddings as input.
The proposed mixture model uses a single word embedding matrix and a single output layer
with predefined and fixed sizes. The latter are independent of the sizes of the mixture models.
In doing so, this model does not suffer from the significant parameter growth when increasing
the number of models in the mixture. We can also see that this architecture does not impose
any direct constraints on the number of models to combine, their size or their type. Hence,
we can combine for instance models of the same type but with different sizes/configurations,
as we can combine heterogeneous models, such as recurrent and non-recurrent models, in
a single mixture. Moreover, the mixture models can also be deep architectures with multiple
hidden layers.
10.3.3 Training of NMMs and Model Dropout
NMM training follows the standard back-propagation algorithm used to train neural architec-
tures. More particularly, the error at the output layer is propagated to all models in the mixture.
At this stage, each model receives a network error, updates its parameters and propagates its
error to the shared word embedding (input) layer. We should also mention here that recur-
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Figure 10.6: NMM architecture. Red (back) arrows show the error propagation during training.
rent models can be “unfolded” in time, independently of the other models in the mixture, as it
is done for standard networks. Once each model is updated, the continuous word representa-
tions are then updated as well while taking into account the individual network errors emerging
from the different models in the mixture (see illustration in Figure 10.6).
The joint training of the models in the mixture is expected to lead to a complementarity
effect. We mean by complementarity here that the mixture models perform poorly when eval-
uated separately but lead to a much better performance when tested jointly. This is expected
to be a result of the models learning and modeling, eventually, different features. Moreover,
the joint learning is also expected to lead to a richer and more expressive word embeddings.
In order to 1) enforce models co-training and 2) avoid network over-fitting when the num-
ber of models in the mixture is large. We use a model dropout technique, which is inspired by
the standard dropout regularization [133] that is widely used to train neural networks. The idea
here is to have “models” replace “neurons” in the standard dropout. Therefore, for each training
example, a model is to be dropped with a probability pd . Then, only models that are selected
contribute to the mixture and have their parameters and mixing weights Sm updated. Similarly
to standard dropout, model dropout is applied only to the non-recurrent mixture models.
10.3.4 NMM Evaluation
To evaluate NMM, we follow the same experimental setup we used to evaluate SRNN and LSRC.
Section 10.1.4 gives a detailed description of this setup including the baseline LMs. The com-
parison and analysis also includes our previous models, namely, SRNN and LSRC.
Although the proposed approach was not designed for a particular mixture of models, we
only report results for different combinations of FNN, RNN and LSTM, which are considered to
be the baseline NNLMs. For clarity, an NMM result is presented as F
N1,··· ,Nf
S1,··· ,Sf +RS1,··· ,Sr + LS1,··· ,Sl ,
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where f is the number of FNN models in the mixture, Sm , m = 1, · · · , f are their corresponding
hidden layer sizes (that are fed to the mixture) and Nm , m = 1, · · · , f are their fixed history sizes.
The same notation holds for RNN and LSTM, where r and l represent the number of RNN
and LSTM models in the mixture, respectively, with Nr , Nl = 1. The number of models in the
mixture is given by f + r + l . Moreover, the notation F Nb−NeSf means that this model combines
Ne −Nb + 1 consecutive FNN models with respective history sizes Nb , Nb + 1, · · · , Ne , with all
models having the same hidden layer size Sf .
10.3.4.1 NMM Evaluation on PTB
For the PTB experiments, FNN, RNN and LSTM models use the same experimental setup used
in SRNN and LSRC evaluation, with some minor differences. That is, all models have a hidden
layer size of 400, with FNN and SRNN using the ReLu as activation function and having 2 hid-
den layers. ReLu is also used as activation function for the mixture layer in the NMM models,
which use a single hidden layer. The embedding size is 100 for SRNN and NMM, whereas it is
set to 400 for RNN and 200 for FNN and LSTM. The training is performed using the stochastic
gradient descent algorithm with a mini-batch size of 200. As a reminder of the training con-
figuration, the learning rate is initialized to 0.4, the momentum is set to 0.9, the weight decay
is fixed at 4 × 10−5, the model dropout is set to 0.4 and the training is done in epochs. The
weights initialization follows the normalized initialization proposed in [151]. Similarly to [124],
the learning rate is halved when no significant improvement in the log-likelihood of the vali-
dation data is observed. Then, we continue with seven more epochs while halving the learning
rate after each epoch. The BPTT was set to 5 time steps for all recurrent models.
In addition to the perplexity (PPL), and Number of model Parameters (NoP) metrics, which
were used to evaluate the previous models, we also report here the performance in terms of
Parameter Growth (PG) for NMM, which is defined as the relative increase in the number of
parameters of NMM w.r.t. the baseline model in the table. In order to demonstrate the power
of the joint training, we also report the perplexity PPL and NoP of the Linearly Interpolated (LI)
models in the mixture after training them separately. In this case, each model learns its own
word embedding and output layer.
The PTB results reported in Table 10.6 show clearly that combining different small-size
models with a reduced word embedding size results in a better perplexity performance com-
pared to the baseline models, with a significant decrease in the NoP required by the mixture.
More particularly, we can see that adding a single FNN model to a small size LSTM or RNN is
sufficient to outperform the baseline models while reducing the number of parameters by 24%
and 36%, respectively. The same conclusion can be drawn when combining an RNN with an
LSTM. We can also see that adding more FNN models to each of these mixtures leads to addi-
tional improvements while keeping the number of parameters significantly small. Table 10.6
also shows that training the small size models (in the mixture) separately, and then linearly in-
terpolating them, results in a slightly worse performance compared to the mixture model with
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PPL NoP PG PPL(LI) NoP(LI)
FNN (N=5) 114 6.49M — — —
F 2,3200 117 5.27M -18.8% 120.0 6.10M
F 2−5200 110 5.61M -13.6% 112.0 12.28M
LSTM 105 6.97M — — —
LSRC 104 7.0M — — —
L100 + F
2
200 102 5.25M -24.7% 114 5.12M
L100 +R100 102 5.18M -25.7% 118 4.09M
RNN 117 8.17M — — —
RNNME 117 10G — — —
WD-SRNN 104 6.33M — — —
WI-SRNN 104 5.33M — — —
R100 + F
2
200 109 5.18M -36.6% 119 5.05M
R100 + F
2−6
200 105 5.86M -28.3% 108 17.41M
Table 10.6: NMM performance on the PTB test set.
a noticeable increase in the NoP. This conclusion emphasizes the importance of the joint train-
ing. Moreover, we can also see that mixing RNN with FNN models leads to a comparable per-
formance to SRNN, which was particularly designed to enhance RNN with FNN information.
The proposed approach, however, does not particularity encode the individual characteristics
of the models in the mixture, which reflects its ability to include different types of NNLMs. We
can also conclude that combining FNN with recurrent models leads to a more significant im-
provement when compared to mixtures of FNNs. This conclusion shows, similarly to other
work, e.g., [147], that recurrent models can be further improved using N-gram/feed-forward
information given that they model different linguistic features.
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Figure 10.7: Perplexity vs parameter growth of different mixture models while iteratively increas-
ing the number of FNN models in the mixture.
Figure 10.7 is an extension of Table 10.6, which shows the change in perplexity and NoP of
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different NMM models while iteratively increasing the number of FNNs in the mixture. This
figure confirms that combining heterogeneous models (combining LSTM or RNN with FNN
models) achieves a better performance compared to combining only FNN models. We can
also conclude from this figure that the improvement becomes very slow after adding 4 FNN
models to each mixture.
10.3.4.2 NMM Evaluation on LTCB
The results shown in Table 10.7 follow the same experimental setup used during SRNN and
LSRC experiments. More precisely, these results were obtained without usage of momentum,
model dropout or weight decay whereas the mini-batch size was set to 400. The FNN architec-
ture contains 2 hidden layers whereas RNN, LSTM, SRNN and NMM have a single hidden layer.
All hidden layers have a size of 600.
PPL NoP PG
FNN[4*200]-600-600-80K 110 64.92M —
F 2−4600 102 66.24M +2.03%
F 2−7100 92 64.98M +0.09%
RNN[600]-600-80K 85 96.44M —
WI-SRNN[4*200]-600-80K 77 64.56M —
WD-SRNN[4*200]-600-80K 72 80.56M —
R200 + F
4
400 84 64.80M -32.8%
R200 + F
2−4
600 77 66.40M -31.2%
LSTM[600]-600-80K 66 65.92M —
LSRC[200]-600-80K 63 65.96M —
L400 +R200 64 65.44M -1.51%
L300 + F
4
300 64 65.28M -1.75%
L600 + F
4
600 58 67.21M +1.16%
Table 10.7: NMM performance on the LTCB test set.
The LTCB results shown in Table 10.7 generally confirm the PTB conclusions. In particular,
we can see that combining recurrent models with half (third for RNN) their original size and a
single FNN model leads to a performance comparable to that of the baseline models. Moreover,
increasing the size of the mixture models (for LSTM) or increasing the number of FNN models
in the mixture (for RNN) improves the performance further with no noticeable increase in the
NoP. Similarly to the PTB experiments, we can also see that the NMM model achieves a similar
performance to that of the WI-SRNN architecture with a reduction of the number of param-
eters by ≈ 31% compared to the original RNN model. The FNN mixture results show a more
significant improvement when combining multiple small-size (100) models compared to mix-
ing few large models (600). This conclusion shows that the strength of the NMM architecture
lies in its ability to combine the learning capabilities of different models, even with small sizes.
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11
Batch Noise Contrastive Estimation
Training large vocabulary NNLMs is a difficult task due to the explicit requirement of the out-
put layer normalization, which typically involves the evaluation of the full softmax function
over the complete vocabulary. One possible solution to overcome this problem is Noise Con-
trastive Estimation (NCE) approach [141], which solves this problem by casting the learning of
the output layer as a binary classification task between a target word and noise samples, drawn
from a given noise distribution. This approach, however, is not well-suited for batch training.
More particularly, in standard NCE, each target word in the batch uses a different set of noise
samples, which makes it difficult to formulate the learning using dense matrix operations.
This chapter introduces an extension of this approach to batch training. The main idea
here is to restrict the vocabulary, at each iteration, to the words in the batch and replace the
standard softmax function by NCE. In particular, the target words (to predict) in the batch play
the role of targets and noise samples at the same time. In doing so, the proposed approach does
not require any sampling and can be fully formulated using dense matrix operations, leading
to significant speed-up gains with no noticeable degradation of the performance. Moreover,
we can also show that this approach optimally approximates the unigram noise distribution,
which is widely used in NCE-based language modeling. For clarity, the terms batch and mini-
batch will be used interchangeably as synonymous in the rest of this chapter.
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11.1 Noise Contrastive Estimation
Probabilistic NNLMs generally require the normalization of the output layer to produce mean-
ingful probability distributions. Using the softmax function, the probability of the next word
w , given the context c and the model parameters θ , is calculated according to:
p cθ (w ) = p (w |c ,θ ) = exp(Mθ (w , c ))∑
v∈V
exp(Mθ (v, c ))
. (11.1)
V is the vocabulary and Mθ is the neural scoring function. Learning the parameters θ
generally requires the evaluation of the normalization term for each context c . This evalua-
tion involves the complete vocabulary and, therefore, becomes very challenging and resource
demanding for large vocabulary corpora.
11.1.1 NCE as a Binary Classifier
The authors of [141] proposed to use noise contrastive estimation to train unnormalized prob-
abilistic models, where the normalization term can be treated as an additional parameter that
can be learned during training as well. This idea can be directly applied as an alternative to the
full softmax. In this case, p cθ (w ) is approximated according to:
p cθ (w )≈ exp(Mθ (w , c ))Zc . (11.2)
Zc is a context-dependent normalization term that can be learned during training. In prac-
tice, however, Zc is fixed to a constant value Z . For instance, the authors of [142] used Z = 1,
whereas it was set to Z = exp(9) in [158]. The latter approximates the average normalization
term when using the full softmax, which helps speed-up and stabilize the training. This value
will be used in the experiments conducted in Section 11.3.
The idea behind NCE is to turn the density estimation problem into a binary classifica-
tion task, which learns to discriminate between real samples drawn from the data distribu-
tion p cD and noise samples drawn from a given noise distribution p
c
n . Although p
c
n is context-
dependent, it has been empirically shown (e.g., [140]) that context-independent noise distribu-
tions, such as unigram, are sufficient to achieve a good performance. Thus, we will use p cn = pn
in the rest of this chapter.
Formally, if K denotes the number of noise samples, the probability that the word w was
generated from the data distribution (L = 1); or from the noise distribution (L = 0), is given by:
p wc (L = 1)
∆= p (L = 1 |w , c ) = p
c
θ (w )
p cθ (w ) + K ·pn (w ) , (11.3)
p wc (L = 0)
∆= p (L = 0 |w , c ) = 1−p (L = 1 |w , c ). (11.4)
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According to NCE, the model distribution p cθ is expected to converge towards the data dis-
tribution p cD after minimizing the following objective function on the data D :
J (θ ) = −
D∑
wi

log(p wici (1)) +
∑
k
log

p
w ki
ci (0)

, (11.5)
where {w ki }Kk=1 denote the K noise samples, which are drawn from the noise distribution
pn to train the model on the target word wi . Moreover, the gradient of J (θ ) is given by:
∂ J (θ )
∂ θ
= −
D∑
wi

p wici (0)
∂ log(p ciθ (wi ))
∂ θ
−∑
k
p
w ki
ci (1)
∂ log(p ciθ (w
k
i ))
∂ θ

. (11.6)
NCE-based training of a neural network follows the standard back-propagation algorithm
applied to the objective function given by (11.5) and its gradient in (11.6). More details about
NCE and its gradient derivation can be found in [141].
11.1.2 NCE vs Importance Sampling
The authors of [159] have shown that NCE and Importance Sampling (IS) are closely related.
More precisely, the main difference between these two approaches is that NCE is defined as
a binary classifier between samples drawn from the data and the noise distributions using a
logistic loss, whereas IS is a multi-class classifier, which uses softmax and a cross-entropy loss.
Hence, the authors concluded that IS is theoretically a better choice compared to NCE. The
results reported, however, showed a minor difference in performance (a difference of 2.4 in
perplexity). Moreover, training using IS can be very difficult and requires a careful control of
the samples variance, which can lead otherwise to unstable learning as it was reported in [139].
Hence, an adaptive IS may use a large number of samples to solve this problem, whereas NCE is
more stable and requires a fixed and small number of noise samples (e.g., 100) to achieve a good
performance [140, 142]. Furthermore, the network learns to self-normalize during training us-
ing NCE. As a results, and on the contrary to IS, the softmax can be avoided during evaluation,
which makes NCE an attractive choice to train large vocabulary NNLM. The next section will
show how NCE can be efficiently implemented in batch mode training.
11.2 Batch Noise Contrastive Estimation
Although NCE is a good alternative to train large vocabulary LMs, it is not well-suited for batch
training. More particularly, each target word in the batch uses a different set of noise samples,
which makes it difficult to formulate the learning using dense matrix operations. As a result, the
training speed significantly decreases. To alleviate this problem, noise samples can be shared
across the batch as was demonstrated in [142].
We propose here an extension of NCE to batch training (B-NCE). This approach does not
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require any sampling as it can be formulated using dense matrix operations. Furthermore,
we can show that this solution optimally approximates sampling from a unigram distribution,
which has been shown to be sufficient to achieve a good performance [140, 142].
The main idea here is to restrict the vocabulary, at each forward-backward pass, to the target
words in the batch (i.e., words to predict) and then replace the softmax function by NCE. In
particular, these words play alternatively the role of targets and noise samples. That is, for
a target word wi , at mini-batch index i , the rest of the target mini-batch (i.e., the remaining
target words at the other indices j , j 6= i ) are considered to be the noise samples. The rest of
this section introduces the mathematical formulation of B-NCE, which efficiently calculates
the error with respect to the output layer weights and biases, as well as the error at the previous
layer during mini-batch training, using the objective function (11.5) and its gradient (11.6).
11.2.1 LM Training using B-NCE
Let B , H and V be the sizes of the mini-batch, the last hidden layer and the vocabulary, re-
spectively. The matrix L t (size = B ×H ) will denote the evaluation of the last hidden layer at
time t on the current batch. Let V t = {w tb }Bb=1 be the target words in the batch at time t , and
let W (size = H ×V ) and C (size = 1×V ) denote the hidden-to-output weight matrix and bias
vector, respectively. Our goal here is to calculate the error (i.e., delta) of the output weights W
and biases C , as well as the error at the previous layer L t .
The output layer evaluation in a feed-forward pass of B-NCE, at time t , is calculated by
restricting the output layer to V t . That is, we use the sub-matrix weights W t (size = H × B )
and sub-vector bias C t (size = 1×B ), which are obtained by restricting W and C to V t . Thus,
the output O t of the B-NCE-based network, at time t , is given by:
O t =
exp(L t ·W t ⊕C t )
Z
(size = B ×B ). (11.7)
⊕ adds the vector C t to each row of the left-hand matrix. In fact, the expression given
by (11.7) is the B-NCE matrix formulation of (11.2) in batch training.
Now, let N t = pn ({w tb }) (size = 1×B ) be the probability of the words in the batch according
to the noise distribution pn . In order to evaluate the gradient of the objective function w.r.t. the
output weights and biases, we first define the normalization matrix Y t according to:
Y t = O t ⊕ (B −1) ·N t (size = B ×B ). (11.8)
Y t is simply the normalization term in equations (11.3) and (11.4) with K = B − 1. This is
a direct result of using the rest of the words in the batch as NCE noise samples for each target
word w tb , b = 1, . . . , B . In doing so, we eliminate the sampling step.
In order to calculate (11.6) w.r.t. the output weights and biases, we first introduce the aux-
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iliary B-NCE gradient matrix G t (size = B ×B ), at time t , according to:
G t (i , j ) =

O tB (i , j )
Y t (i , j )
, if i 6= j
−(B −1) ·N t (i )
Y t (i , j )
, otherwise .
(11.9)
G t is nothing but the element-wise division of O t by Y t after replacing the diagonal of the
former by − (B −1) ·N t . Then, by applying the NCE gradient derivation given by (11.6), B-NCE
calculates the output weight error∆W t , the output bias error∆C t as well as the error E (L t ) at
the previous layer according to:
∆W t = L t > ·G t , (11.10)
∆C t =
∑
r o w
G t , (11.11)
E (L t ) = G t ·W t >. (11.12)
Note that these equations are similar to the ones obtained when using the softmax func-
tion combined with the cross-entropy based loss function. The main difference here consists
of replacing the full gradient matrix in the softmax-based derivation by its B-NCE counterpart,
given by G t . Once the error E (L t ) is propagated to the last hidden layer L t using (11.12), train-
ing the rest of the network follows the standard back-propagation algorithm.
After processing the complete training data, each word w in the vocabulary will be used
exactly (B−1)×count(w ) times as a noise sample. This is strictly equivalent to sampling from a
unigram noise distribution, which shows that B-NCE is an optimal implementation of NCE us-
ing unigram as noise distribution. We should also mention here that a batch may contain more
than occurrence of a given word. In this case, this problem can be solved either by 1) reducing
the batch to one occurrence of each word and ignoring the duplicates, or 2) by accumulating
the weight deltas for each word as it is typically done for the word embeddings. The B-NCE
experiments conducted in Section 11.3 follow the second strategy.
11.2.2 Adaptive B-NCE
The proposed B-NCE approach, as defined above, uses a fixed number of noise samples (i.e.,
B−1), which is dependent on the batch size. In the case where the latter is small (e.g., B < 100),
B-NCE can be extended to use an additional K noise samples. This can be done by simply
drawing an additional K samples form the noise distribution pn , and share them across the
batch as it was done in [142]. The adaptive B-NCE follows the exact same steps described above
using the extended output weight sub-matrix W tB+K (size=H ×(B +K )), and the extended sub-
vector bias C tB+K (size = 1× (B + K )) to evaluate (11.7), whereas (11.8) becomes
Y t = O t ⊕ (B + K −1) ·N tB+K (size = B × (B + K )), (11.13)
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where N tB+K =

N t , N tK

with N tK denoting the probabilities of the additional K noise sam-
ples according to the noise distribution pn .
11.3 B-NCE Evaluation
To evaluate the proposed B-NCE approach, we conducted a set of LM experiments on two dif-
ferent corpora, namely, LTCB and OBWB, which were introduced in Section 8.3.1.2 and Sec-
tion 8.3.1.3, respectively.
The primary motive of using LTCB, with its medium vocabulary size (i.e., 80K), is to be able
to compare the performance of LMs trained using NCE to their counterparts that are trained
using the full softmax. When using NCE to train the models, the evaluation is either performed
using the NCE constant Z for normalization (PPLn ), in this case the target word probabilities
are given by (11.2); or using the softmax function (PPL f ), which calculates these probabilities
using (11.1). The difference in performance between these metrics will evaluate the ability
of the models to learn to self-normalize after training. For a comprehensive comparison of
the different models, we also report the Number of Parameters (NoP) required by each model
as well as its Training Speed (TS), which is calculated as the number of words processed per
second (w/s) during training. All experiments were conducted on a single Titan-X GPU.
11.3.1 Baseline Models
In order to assess the gap among established NNLMs, this paper also presents a comparative
study of different standard architectures with comparable NoPs. That is, we report results for
the standard FNN model [122], Elman RNN-based LM [125] as well as the LSTM model [127].
The RNN model we consider here uses a projection weight matrix to decouple the word em-
bedding and the hidden layer sizes. In doing so, we can evaluate different NNLMs with com-
parable hidden layer sizes and NoPs. We also report results after adding a fully-connected, bot-
tleneck ReLu layer right before the output layer in the recurrent models. These architectures
are marked with the prefix ReLu in the tables below. Each model is trained using the proposed
B-NCE approach and the shared noise NCE (S-NCE) [142]. For the LTCB corpus, we also re-
port results of the models trained with the full softmax function. This is the primary motive for
using this corpus. We would like also to highlight that the goal of the work presented in this
chapter is not about improving LM performance, but rather showing how a significant training
speed-up can be achieved, without compromising the models performance, when considering
large vocabulary LMs. Hence, we solely focus our experiments on NCE as a major approach to
achieve this goal [140, 142, 158] in comparison to the reference softmax function. Comparison
to other training approaches such as importance sampling is out of the scope of this thesis.
11.3. B-NCE EVALUATION 167
11.3.2 LTCB Experiments
For the LTCB experiments, the embedding size is fixed at 200, the 5-gram FNN model has two
hidden layers, whereas the RNN and LSTM networks use a single recurrent layer. All non-
recurrent layers use ReLu as activation function. More details about the models architectures
are shown in Table 11.1, where “(R)” stands for recurrent and “(B)” for bottleneck. The batch
size is fixed at 400 and the initial learning rate is set to 0.4. The latter is halved when no im-
provement on the validation data is observed for an additional 7 epochs. We also use a norm-
based gradient clipping with a threshold of 5 but we do not use dropout. On the contrary to
the SRNN and LSRC experiments, the recurrent models are unfolded for 20 time steps dur-
ing training, which was used by other researchers when considering the one billion word cor-
pus [142, 159]. Regarding the NCE configuration, B-NCE and S-NCE use unigram as noise dis-
tribution pn . Furthermore, following the setup proposed in [140, 142], S-NCE uses K = 100
noise samples, whereas B-NCE uses only the target words in the batch (K=0). Note that S-NCE
will process and update B + K words at its output layer during each forward-backward pass,
whereas B-NCE updates only B words. Similarly to [158], the NCE normalization constant is
set to Z = exp(9), which approximates the average normalization term when using the softmax.
Model Architecture
5-gram FNN 4×200−600−400(B)−V
RNN 200−600(R)−V
ReLu-RNN 200−600(R)−400(B)−V
LSTM 200−600(R)−V
ReLu-LSTM 200−600(R)−400(B)−V
Table 11.1: Model architecture for LTCB experiments.
The LTCB results reported in Table 11.2 clearly show that B-NCE reduces the training time
by a factor of 4 to 8 with a slight degradation in the models performance compared to softmax.
Moreover, we can also see that B-NCE slightly outperforms S-NCE while being faster and sim-
pler to implement. In particular, B-NCE does not require the sampling step since it uses the
rest of the output words in the batch itself as noise samples to train the model on each target
word. This can be efficiently implemented using dense matrix operations (see Section 11.2).
Table 11.2 also shows that PPLn is close from PPL f , which typically reflects that the models
trained using NCE are able to self-normalize, where the normalization term using softmax is,
in average, very close from the NCE constant Z. We have also observed in our experiments that
the models degradation and the gap between PPL f and PPLn strongly depend on the amount
of training data, the vocabulary size as well as the size of the last hidden layer. More partic-
ularly, increasing the training data leads to a more stable learning and therefore to a smaller
gap between these two metrics and a much lower degradation of the models performance (see
OBWB experiments below).
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PPLn PPL f TS (w/s) NoP
5-gram FNN (softmax) — 110.2 8.4K 48.8M
5-gram FNN (S-NCE) 129.8 125.4 29.1K 48.8M
5-gram FNN (B-NCE) 119.4 113.7 35.1K 48.8M
RNN(softmax) — 79.7 5.9K 64.6M
RNN (S-NCE) 88.7 84.2 37.8K 64.6M
RNN (B-NCE) 87.6 82.5 43.7K 64.6M
ReLu-RNN (softmax) — 69.5 8.6K 48.8M
ReLu-RNN (S-NCE) 80.2 77.3 30.9K 48.8M
ReLu-RNN (B-NCE) 79.4 76.0 36.7K 48.8M
LSTM (softmax) — 62.5 8.9K 66.0M
LSTM (S-NCE) 77.4 73.1 27.2K 66.0M
LSTM (B-NCE) 70.9 68.3 37.1K 66.0M
ReLu-LSTM (softmax) — 59.2 8.2K 50.3M
ReLu-LSTM (S-NCE) 68.4 67.1 26.9K 50.3M
ReLu-LSTM (B-NCE) 64.9 62.4 32.0K 50.3M
Table 11.2: Performance of B-NCE-based LMs on LTCB.
We can also conclude from Table 11.2 that the additional ReLu layer improves the perfor-
mance while significantly decreasing the number of parameters (NoP). This conclusion is valid
for both, RNN and LSTM. These results confirm that adding a fully-connected bottleneck layer
can significantly boost the performance of the recurrent models. This idea has been previously
used in computer vision tasks in combination with Convolutional Neural Networks (CNN) [160]
as well as in speech recognition [161], where the fully-connected layer is used as pat of the LSTM
recurrent module.
11.3.3 One Billion Word Benchmark Experiments
The OBWB experiments follow a similar setup to the one used for LTCB with minor differences.
That is, the embedding size is set to 500 for all models, the batch size is fixed at 500, S-NCE
uses K = 200 noise samples and the initial learning rate is set to 1.0. Given that the vocab-
ulary size is ≈ 0.8M , it was not possible to train the language models using the full softmax
function. Therefore, we only report results for models trained using B-NCE and S-NCE. During
evaluation, however, we also report performance using the full softmax. More details about the
models configuration are shown in Table 11.3.
The OBWB results in Table 11.4 generally confirm the LTCB conclusions. That is, B-NCE
slightly outperforms S-NCE while being faster and simpler to train (training speed in 3r d col-
umn). Moreover, these results also show a much smaller difference between PPL f and PPLn
compared to LTCB, which suggests that the models learned to better self-normalize due to the
larger amount of training data. Similarly to LTCB, we can see that the additional ReLu helps re-
ducing the NoPs while improving or maintaining the models performance for RNN and LSTM.
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Model Architecture
5-gram FNN 4×500−1500−600(B)−V
RNN 500−1500(R)−V
ReLu-RNN 500−1500(R)−600(B)−V
LSTM 500−1500(R)−V
ReLu-LSTM 500−1500(R)−600(B)−V
Table 11.3: Model architecture for OBWB experiments.
PPLn PPL f TS (w/s) NoP
5-gram FNN (S-NCE) 86.3 84.4 12.3K 0.88B
5-gram FNN (B-NCE) 81.9 80.6 13.4K 0.88B
RNN (S-NCE) 70.8 67.6 24.9K 1.59B
RNN (B-NCE) 63.4 61.4 27.8K 1.59B
ReLu-RNN (S-NCE) 59.6 59.1 20.1K 0.88B
ReLu-RNN (B-NCE) 56.9 56.6 23.1K 0.88B
LSTM (S-NCE) 51.3 50.3 12.0K 1.60B
LSTM (B-NCE) 48.6 48.1 13.1K 1.60B
ReLu-LSTM (S-NCE) 51.0 50.9 13.0K 0.89B
ReLu-LSTM (B-NCE) 49.2 48.8 14.7K 0.89B
Table 11.4: Performance of B-NCE-based LMs on OBWB.
In comparison to other reported results on the OBWB. We can see that the small ReLu-
RNN achieves a close performance from the very large RNN model (PPL = 51.3 and NoP = 20B)
proposed in [136]. Moreover, the performance of the small ReLu-LSTM is comparable to the
LSTM models proposed in [142] and [159], which use large hidden layers. In particular, the first
paper trains a large 4-layers LSTM model using S-NCE on 4 GPUs (PPL = 43.2 and NoP = 3.4B),
whereas the second one uses a recurrent bottleneck layer [161] and a total of K = 8192 noise
samples with importance sampling on 32 Tesla K40 GPUs.
Table 11.4 can be considered as a baseline performance of standard NNLMs on OBWB. To
the best of our knowledge, this is the first experimental study conducted on the OBWB that
evaluates and compares standard NNLMs with similar configurations, and more importantly,
with a comparable number of parameters. While we can clearly see that recurrent models sig-
nificantly outperform the feed-forward models, the gap between RNN and LSTM is, however,
small. This is mainly due to the random shuffling of the sentences in the one billion word cor-
pus, which limits the ability of LSTM models to learn context dependencies beyond the sen-
tence boundaries. Thus, an evaluation of the gap between RNN and LSTM still needs to be
conducted on a large corpus.
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Part III
Conclusions and Future Work
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12
Conclusions and Future Work
We have presented in this thesis different solutions to solve two sequential data problems,
namely, 1) multiple overlapping speaker localization, detection and tracking using the sequen-
tial multi-channel audio signal received by a small aperture microphone array, and 2) the lan-
guage modeling task, which aims at predicting the next word given the sequence of previous
words (i.e., its history). The proposed solutions take into account the fundamental differences
regarding the problem formulation of these two sequential problems. Thus, we introduced a
new sequential Bayesian framework to solve the first problem while we proposed a sequential
neural estimation approach to tackle the second task as summarized below.
12.1 Multiple Speaker Localization, Detection and Tracking
12.1.1 Summary and Achieved Objectives
We introduced in this thesis a novel sequential Bayesian estimation framework to solve the
multiple speaker localization, detection and tracking problem. This framework consists actu-
ally of a complete pipeline with multiple components that include 1) new observation detec-
tors, which extract a fixed number of potential location estimates per time frame, 2) an unsu-
pervised Bayesian detector, which classifies these estimates into noise/speaker classes and 3)
new Bayesian filters, which use the estimates from the speaker class to track multiple overlap-
ping speakers. In doing so, this new framework is able to answer three important questions
regarding the received signals:
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1. The localization step answers the question: “Where does the signal originate from?”.
2. The second step in the pipeline, i.e., acoustic source detection, answers the question:
“How many real simultaneous (overlapping) speakers are in each time-frame?”.
3. The last short-term tracking step returns local identifiers that answer the question: “Who
are (locally) the speakers?”.
The extensive experimental studies that we conducted on the AV16.3 corpus showed that
the proposed framework answers these questions while achieving the following objectives:
• No significant predefined assumptions or constraints regarding the problem formulation
and the proposed solutions. In particular, regarding the location of the speakers, their
number and their movement.
• The framework achieves a satisfying performance in a standard meeting room environ-
ment.
• We can also conclude that the approach is quite robust to the typical in-door noise and
reverberation that are present in the AV16.3 corpus.
• The proposed solutions are able to run online with a near real-time performance, al-
though they were not particularly optimized for this goal. We believe that significant
speed-up can be further obtained by optimizing the implementation.
• This framework was particularly successful in increasing the overlap detection rate of
overlapping speakers, which is still an open issue for many speech processing applica-
tions, such as speech separation, speech recognition and speaker diarization.
12.1.2 Conclusions and Insights
The work conducted in this thesis shows that solving the problem of noisy estimates (caused
by noise sources and reverberation), which highly decreases multiple speaker localization and
tracking performance, can be dealt with in two different ways, namely, either 1) by increasing
the robustness of tracking filters to clutter and noise, which can be achieved using multiple hy-
pothesis filters, or 2) by using the tracking information itself, at each time step, to improve
the location measurement stage, leading to more accurate estimates. This is in contrast to
time-averaging and clustering approaches, which generally combine multiple successive time
frames to extract location estimates and, thereby, increase the robustness to noise. Moreover,
these two proposed principles to deal with noise actually bridge the gap between TDOA-based
and SRP-based localization approaches for the single speaker case.
We can also conclude that using a Bayesian approach to solve all stages of this problem,
i.e., from the TDOA estimation to the multiple speaker tracking stage, provides a convenient
framework that deals with noise and multi-modality in a probabilistic manner while removing
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the extensive search step required by standard approaches. Another important conclusion we
can draw from this work is that speech features are important but not necessary to solve the
noise/speaker detection problem, where we have shown that the nature of the acoustic source
(“point” vs “distributed”) can actually be used as an alternative criterion to separate noise esti-
mates from real speakers. Obviously, such approach can benefit from adding speech features
but the achieved performance clearly shows that this new criterion is very effective.
From a practical point-of-view, we can also conclude that the Bayesian approach is a better
and more realistic choice for real-world applications since it allows an online and near real-
time performance while using a short-time frame, i.e., 32ms, without imposing any direct con-
straints or assumptions on the speakers.
12.1.3 Future Work
While the proposed framework was successful on the AV16.3, there are additional research di-
rections that could be investigated to achieve further gains. In particular:
• Additional speech cues should be investigated in order to improve the detection and
tracking approaches. More precisely, speech feature extractors, such as MFCC, could be
added to augment the feature vectors used by the naive Bayesian classifier in order to
improve the noise/speaker classification.
• Currently, the proposed approach can only track a speaker while being active, i.e., speak-
ing, but cannot map separate short-term trajectories to the same speaker after a short-
/long silence. Following the previous proposition, speech cues can also be used here
to connect the short-term trajectories and thereby achieve a long term-tracking of each
speaker. Potential work in this direction should investigate and merge techniques from
speaker diarization and speaker clustering.
• An extensive evaluation of this approach when it is used as a pre-processing step in other
tasks, such as speech separation and multi-party distant speech recognition, should be
investigated.
12.2 Hybrid Neural Network Language Models
12.2.1 Summary and Achieved Objectives
In the second part of this thesis, we introduced new hybrid neural network models to solve
the language modeling task. These new architectures were developed, following the model
combination principle, as different mixtures of classical architectures. In doing so, these new
models are able to combine the learning capabilities of different NNLMs. In particular, the
work presented in this part introduced an:
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• SRNN architecture which unfolds the RNN model during word prediction (evaluation)
as it is done during training. That is, we used an explicit N-gram history, as it is done
in FNN model, while enhancing the word embeddings using the recurrent information,
available at each word position, through additional sequential connections. In doing so,
we merged the benefits of FNN and RNN in a single model.
• LSRC model which separately and explicitly models short and long range dependencies
using two separate local and global states, respectively. The word prediction is performed
after an update of the local context in a first step, which is then used to update the global
context. In doing so, we separately capture short and long range dependencies. This
model can be seen as an attempt to merge RNN and LSTM into a single architecture.
• Neural mixture model which is an attempt to generalize the previous models through an
architecture that does not impose any constraints on the number or type of networks
to combine. More precisely, this model proposes to use a dynamic number of hetero-
geneous neural architectures as kernels to detect different linguistic features, which are
then combined using an additional mixture layer.
The evaluation of these models on the PTB corpus and LTCB showed a significant reduction
of the perplexity compared to different baseline models. This improvement is due to many
advantages that are either inherited from the generalization power of the NN solutions; or from
the new architectures that were designed to model some linguistic aspects. In particular, these
models are able to fully or partially solve the following problems:
• Data sparsity: This is solved through the continuous word representations that are
learned by the NNLMs. We should highlight here that word representations obtained by
different architectures can lead to a significant difference when applied to different lin-
guistic tasks. In particular, we expect the SRNN context embeddings to capture a different
type of information compared to standard word2vec embeddings[162]. This hypothesis
should be investigated in the future work.
• Dynamic context modeling: All proposed architectures try to explicitly model and com-
bine short and long range context information. This is done by combining heterogeneous
models that can capture a dynamic range of context due to their recurrent architectures.
• Absence of linguistic features: This problem is inherently solved in the SRNN and LSRC
models while it is explicitly dealt with in the NMM architecture. The latter uses different
heterogeneous NNLMs as kernels that can capture different linguistic features, which are
subsequently combined in a mixture layer.
In addition to the new hybrid neural language models, we also proposed an adaptation of
the noise contrastive estimation approach to simplify and speed-up the training of NNLMs in
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batch mode. This approach removes the sampling step needed in the standard model, opti-
mally approximates the unigram noise distribution and can be fully formulated using dense
matrix operation. Experiments conducted on LTCB and OBWB showed a significant speed-up
compared to the standard softmax approach with a negligible decrease in the performance.
12.2.2 Conclusions and Insights
The work conducted in the second part of this thesis shows that designing new neural architec-
tures for language modeling should explicitly model short and long range dependencies, with a
preference to have separate models or components to learn each of them. This choice is moti-
vated by the fact that these two types of dependencies are often of different natures. More par-
ticularly, long range dependencies generally carry semantic information, whereas short context
mostly encodes syntactic properties and short linguistic patterns. This conclusion is confirmed
by the models proposed in this thesis, in addition to the general improvement we observe when
we combine heterogeneous models that are reported in the literature.
We can also conclude from this work that FNN, RNN and LSTM model and capture different
type of linguistic information and context range. In particular, the three models developed in
this work confirmed that the FNN model has the unique advantage of explicitly modeling word-
position information and short patterns, which improves the performance when it is combined
with the RNN model. The latter learns a smoothed representation of the context and there-
fore loses the word-position information. Thus, we can see that these two models are actually
complementary to each other. Furthermore, the experiments conducted in this thesis have
shown that RNN is in fact a short to medium range context model. That is, RNN is experimen-
tally equivalent to an 8-gram FNN model. This conclusion is also confirmed by the temporal
correlation of the hidden state of the RNN model, which shows that the encoded information
completely changes after processing, approximately, ten words. The temporal correlation of
LSTM, on the other hand, showed that it is able to learn a dynamic range which tends to be
much longer compared to RNN, i.e., over hundreds of words. In many applications, however,
the processed data is of a short nature, e.g., online queries, dialogue systems, question/answer-
ing, etc., which makes this type of models sub-optimal. In fact, this work led to the conclusion
that solving the language modeling task, depending on the target application, should take into
account different important factors, such as 1) the explicit modeling of short and long range
context (as mentioned above), 2) modeling the word-position information and 3) an explicit
integration of the role (semantic, syntactic, etc.) of each word in the history, during each pre-
diction step. While we have presented solutions to the first two aspects, the third one should
be dealt with using mechanisms such as attention or residual connections (similarly to SRNN).
This will be investigated in the future work.
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12.2.3 Future Work
While the evaluation of the proposed hybrid NNLMs on PTB and LTCB showed a good improve-
ment of the performance regarding the perplexity and training speed, there are additional re-
search directions that could be investigated to achieve further gains. In particular:
• Investigation of attention mechanism to accurately extract the target word, which can be
present in the last few sentences. Note that this research direction is required for tasks
that do not necessarily target perplexity but rather accuracy, such as sentence completion
task and speech recognition, although these two metrics generally correlate.
• Investigation of the additional context embeddings that are learned by the SRNN model.
In particular, a study to understand the linguistic nature of the information that they
capture would be of great interest.
• Extension and application of the neural mixture model to other tasks. In particular, this
architecture can be investigated for LM adaptation by retraining few kernels on the adap-
tation data, as it can be applied to solve multi-task problems.
• While the work presented in this thesis was mainly conducted to solve information den-
sity and linguistic encoding problems, an evaluation of the proposed approaches for
other tasks such speech recognition and machine translation should be also conducted
in future work.
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