Introduction
The Euler-Zagier multiple zeta function ζ d (s 1 , · · · , s d ) is defined by
where s i (i = 1, · · · , d) are complex variables. Matsumoto [6] proved that the series (1.1) is absolutely convergent in (
where s d (n) = s n + s n+1 + · · · + s d (n = 1, · · · , d). Akiyama, Egami and Tanigawa [1] and Zhao [10] proved the meromorphic continuation to the whole space independently. Akiyama, Egami and Tanigawa used the Euler-Maclaurin summation formula and Zhao used generalized functions to prove the analytic continuation. Later, Matsumoto [7] also proved the analytic continuation using Mellin-Barnes integral formula. where Z ≤j is the set of integers less than or equal to j; Z ≥j is defined similarly. Therefore (−r 1 , · · · .− r d ) ∈ Z d ≤0 lies on the set of singularities. Moreover, it is an indeterminacy of ζ d (s 1 , · · · , s d ). For example, Sasaki [8] 
where
. . .
Here, the summation (a 2 ,··· ,a d ) runs all combinations of a j = 0 or 1 (j = 2, · · · , d), and
runs all σ ∈ S satisfying σ(2) < · · · < σ(m) and σ(m + 1) < · · · < σ(d), and u j , v j and t j are defined by
Using Theorem 1, we can obtain the following Theorem 2.
, where
does not approximate asymptotically to a singular locus.
Examples
By Theorem 2, we can compute various multiple zeta values at non-positive integers. Let us see some examples.
In the case d = 2, we have
O(ε j ),
In the case d = 3, we have
Note that the example (1.5) comes from the first example of the above, taking ε 1 = ε 2 and ε 2 = ε 3 = ε.
In the case d = 4, we have
Lemmas
To prove Theorem 1 and Theorem 2, in this section, we prove several lemmas. In this section,
where σ(k; ) is an element of the group given by
Proof. In the case of k = 2, using integration by parts with respect to x 2 on the left-hand side of (4.1), we have
The first term on the right-hand side of (4.2) is the term corresponding to m = 2 of (4.1), and the second term is the term corresponding to m = 1 of (4.1).
Suppose that Lemma 1 holds for k − 1. Using integration by parts with respect to x k on the right-hand side of (4.1), we have
The first term of (4.3) is the term corresponding to k = σ(k; m) of (4.1), and the second term of (4.3) is the term corresponding to k = σ(k; k) of (4.1).
where n 2 , · · · , n d ∈ Z ≥0 , σ are as in Theorem 1.
Proof. Induction on n 2 + · · · + n d . In the case n 2 = · · · = n d = 0, (4.4) is valid by Lemma 1. Suppose that (4.4) holds for (n 2 , · · · , n d ), and let us prove (4.4) for (n 2 , · · · , n k + 1, · · · , n d ). The right-hand side of (4.4) is divided into two terms,
The first term of (4.5) has no integral of x k , and the second term of (4.5) has an integral of x k . Using integration by parts with respect to x k on the second term of (4.5), we have
Using (4.5) and (4.6), we find (4.4) for (n 2 , · · · , n k + 1, · · · , n d ).
, what we have to prove is that
We prove that the right-hand side of (4.7) is C ∞ . The numerator of the right-hand side is C ∞ , so the right-hand side is C ∞ except for x 1 = 0. We can find that x 1 = 0 is a removable singularity by observing the left-hand side of (4.7). Hence, ϕ a (
In Lemma 4 and Lemma 5, we use
where m is a finite summation, f m,j is a polynomial which degree of e x 1 t 2 ···t j is less than or equal to α 2 + · · · + α j .
Proof. Induction on |α|
When |α| = 0, Lemma 4 is trivial. Suppose that Lemma 4 is valid for (0, α 2 , · · · , α d ). Differentiating with respect to x k , we have
Using the product rule to (4.8), we find
(e x 1 t 2 ···t j − 1)
(e x 1 t 2 ···t l − 1)
. (4.9)
Using the quotient rule to (4.9), we get
where the choice of ± depends on a k . In the numerator of (4.10), the degree of e x 1 t 2 ···t l is less than or equal to α 2 + · · · + α l + 1. Hence, Lemma 4 is valid for (0,
Proof. By the Leibniz rule, we have
. Hence what we have to prove is that
Lemma 6. Let |a|, |b| ≤ 1 2 , a = 0, b = 0. Then for each m, n ∈ Z, we have
Proof. In the case n ≥ m ≥ 1, we have
In the case n ≥ 1 > m, we have
≪a.
In the case 1 > n ≥ m, we have
Proof of Theorem 1
In this section, we prove Theorem 1. By [ [10] , p1279, (7)], we have
The right-hand side of (5.1) is divided into two terms,
First we consider the first term of (5.2). By x/(e x − 1) = ∞ m=0 (B m /m!)x m (|x| < 2π), we see that the first term is
Further we divide the summation in (5.3) as
The contribution of the first term of (5.4) is
This is the first term of (2.1). Changing the order of integration of the second term of (5.4), we have
Dividing the integral into 
where the notation (a 2 ,··· ,a d ) is defined in the statement of Theorem 1. Changing variables, we find that (5.6) is
By Lemma 2, Lemma 3 and the definition of ϕ a (x 1 , · · · , x d ), we find that the above is
By (5.5) and (5.7), we see that the first term of (5.2) is
Next, we consider the second term of (5.2). Similarly to the deformation of (5.6), we have
Using Lemma 2, we find that the above is
By (5.8) and (5.9), we obtain (2.1). Now let us consider when (2.1) is holomorphic. The first term is holomorphic when
By Lemma 3, the second term is holomorphic when
By Lemma 5, the third term is holomorphic when
Hence, we obtain Theorem 1.
Proof of Theorem 2
In this section, we prove Theorem 2. If d = 1, ζ 1 (s 1 ) is Riemann zeta function. Hence, Theorem 2 is clear. So we prove Theorem 2 in the case d > 1. Suppose that m j , ε j (j = 1, · · · , d) and M are defined in the statement of Theorem 2. We use (2.1) with s j = −m j + ε j (j = 1 · · · , d) and 
hence, we find (6.2) is
