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В данной работе рассматривается задача восстановления матрицы корреспонденции
для наблюдений реальных корреспонденций в г. Москве. Следуя общепринятому подхо-
ду [Гасников, 2013], транспортная сеть рассматривается как ориентированный граф, дуги
которого соответствуют участкам дороги, а вершины графа - районы, из которых выезжают
/ в которые въезжают участники движения. Число жителей города считается постоянным.
Также считается известным Li - число жителей, выезжающих из района i и Wj - число
жителей, приезжающих на работу в район j. Задача восстановления матрицы корреспон-
денции состоит в расчете всех корреспонденций из района i в район j.
Для восстановления матрицы предлагается использовать один из наиболее популярных
в урбанистике способов расчета матрицы корреспонценции - энтропийная модель. В рабо-
те, базируясь на работе [Вильсон 1978], приводится описание эволюционного обоснования
энтропийной модели, описывается основная идея перехода к рещениию задачи энтропийно-
линейного программирования (ЭЛП) при расчете матрицы корреспонденции. Для решения
полученной задачии ЭЛП предлагается перейти к двойственной задачи и решать задачу
относительно двойственных переменных. В работе описывается несколько численных ме-
тодов оптимизации для решения данной задачи: Синхорн и ускоренный Синхорн. Далее
приводятся численные эксперименты для следующих вариантов функций затрат: линейная
функция затрат и суперпозиция степенной и логарифмической функции затрат. В дан-
ных функциях затраты представляют из себя некоторую комбинацию среднего времени в
пути и расстояния между районами, которая зависит от параметров. Для каждого набора
параметров рассчитывается матрица корреспонденций и далее оценивается качество восста-
новленной матрицы относительно известной матрицы корреспонденций. Мы предполагаем,
что шум в восстановленной матрице корреспонденции является гауссовским, в результа-
те в качестве метрики качества выступает среднеквадратичное отклонение. Данная задача
представляет из себя задачу невыпуклой оптимизации. В статье приводится обзор безгра-
диенных методов оптимизации для решения невыпуклых задач. Так как число параметров
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функции затрат небольшое, для определение оптимальных параметров функции затрат бы-
ло выбрано использовать метод перебора по сетке значений. Таким образом, для каждого
набора параметров рассчитывается матрица корреспонденций и далее оценивается каче-
ство восстановленной матрицы относительно известной матрицы корреспонденций. Далее
по минимальному значению невязки для каждой функции затрат определяется для какой
функции затрат и при каких значениях параметров восстановленная матрицы наилучшим
образом описывает реальные корреспонденции.
Ключевые слова: модель расчета матрицы корреспонденций, энтропийно-линейное про-
граммирование, метод Синхорна, метод ускоренного Синхорна
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In this paper, we consider the problem of restoring the correspondence matrix for
observations of real correspondence in Moscow. The problem of calculating the correspondence
matrix is reduced to the problem of entropy-linear programming. We describe several numerical
optimization methods to solve this problem: Sinkhorn method and Accelerated Sinkhorn method.
We provide numerical experiments for different variants of cost functions, as a quality metric for
an estimate of the recovered correspondence matrix we use the standard deviation.
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Введение
В данной работе рассматривается один из наиболее популярных в урбанистике спо-
собов расчета матрицы корреспонценции, имеющий более чем соракалетнюю историю,
- энтропийная модель. В основе рассматриваемой модели лежит марковский процесс в
пространстве огромной размерности, то есть данный процесс порождает макросистему.
Данный марковский процесс представляет собой ветвлящийся процесс специального ви-
да: "модель стохастической химической кинетики". Вывод энтропийной модели приведен
на базе бинарных реакций обменного типа, популярных в различного рода физических и
социально-экономических приложениях моделей стохастической химической кинетики [Гар-
динер, 2009; Вайдлих, 2010].
В п.2 описан вывод энтропийной модели. В результате, показано, что задачу расчета
матрицы корреспонденции можно рассматривать как задачу энтропийон-линейного про-
граммирования.
В п.3 описано решение задачи энтропийно-линейного программирования из п.2. Пред-
лагается перейти к двойственной задачи, которую предлагается решать Алгоритмом Син-
хорном, попеременно минимизируя двойственный функционал по одному из двух блоков
двойственных переменных. Так же описан алгоритм Ускоренного Синхорна, который поз-
воляет быстрее решать рассматриваемую задачу.
В п.4 описывается задача оценки невязки между реальной матрицей и матрицей,
восстановленной в результате решения задачи из п.3.
В п.5 проведены численные эксперимерны по расчету матрицы корреспонденции по
реальным данным для города Москвы для разных функций затрат. Проводится сравни-
тельный анализ для определения функции затрат, которая наилучшим образом описывает
реальные данные.
Постановка задачи. Энтропийная модель расчета матрицы
корреспонденции
В данном разделе, базируясь на работе [Вильсон 1978], преведем эволюционное обос-
нование энтропийной модели. Пусть в некотором городе имеется n районов. Общее число
жителей города постоянно и равно N , при это выполняется N  n2. Пусть Li ≥ 0 это
число жителей, выезжающих в типичный день за рассматриваемый промежуток времени
из района i, а Wj ≥ 0 число жителей, приезжающих на работу в район j в типичный день
за рассматриваемый промежуток времени. В рамках рассматриваемого подхода данные ве-
личины являются входными параметрами для модели, т.е. они не моделируются. При этом
будут выполняться следующие соотношения:
n∑
i=1
Li =
n∑
j=1
Wj = N .
Обозначим через dij(t) ≥ 0 – число жителей, живущих в i-м районе и работающих в
j-м в момент времени t. Мы предполагаем, что со временем жители могут меняться только
квартирами, поэтому во все моменты времени t ≥ 0 выполнено
dij(t) ≥ 0,
n,n∑
i,j=1
dij(t) ≡ N,
n∑
j=1
dij(t) ≡ Li,
n∑
i=1
dij(t) ≡Wj , i, j = 1, . . . , n.
Определим следующее множество:
Q =
dij ≥ 0 :
n,n∑
i,j=1
dij ≡ N,
n∑
j=1
dij ≡ Li,
n∑
i=1
dij ≡Wj , i, j = 1, . . . , n
 .
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Отметим, что основным стимулом к обмену места жительства для жителя города
будут являться транспортные издержки, то есть для каждого жителя работать далеко от
дома плохо из-за больших транспортных издержек. Будем считать, что эффективной функ-
цией затрат [Гасников, 2013] является функция R(T ) = γT2 , где T > 0- затраты на путь от
дома до работы, которые определяются как временем так и расстоянием, а γ > 0 – настра-
иваемый параметр модели, который можно интерпретировать как цену единицы затрат на
путь от работы до дома.
Динамику процесса можно описать следующим образом: пусть в момент времени t ≥ 0
r-й житель живет в k-м районе и работает в m-м, а s-й житель живет в p-м районе и
работает в q-м. Тогда λk,m;p,q(t)∆t+ o(∆t)- есть вероятность того, что жители с номерами r
и s (1 ≤ r < s ≤ N) "поменяются"квартирами в промежутке времени (t, t+∆t). Вероятность
обмена местами жительства зависит только от мест проживания и работы обменивающихся:
λk,m;p,q(t) = λk,m;p,q = λN
−1 exp
(
R(Tkm) +R(Tpq)︸ ︷︷ ︸
cуммарные затраты
до обмена
− (R(Tpm) +R(Tkq))︸ ︷︷ ︸
cуммарные затраты
после обмена
)
> 0,
где коэффициент 0 < λ = O(1) характеризует интенсивность обменов. Отметим, что со-
вершенно аналогичным образом можно было рассматривать случай, когда жители могут
обмениваться местами работы. Под обменами мы фактически понимаем, так называемое,
"приближение среднего поля- [Гасников, Гасникова, 2014; Ethier, Kurtz, 1986], т.е. некое рав-
ноправие агентов (жителей) внутри фиксированной корреспонденции и их независимость.
Согласно эргодической теореме для марковских цепей (в независимости от начальной
конфигурации {dij(0)}n,ni,j=1,1) [Малышев, Пирогов, 2008; Гасников, 2013; Гардинер, 2009;
Вайдлих, 2010; Sandholm, 2010; Боровков, 1999; Levin et. all, 2009] предельное распреде-
ление совпадает со стационарным (инвариантным), которое можно посчитать (получается
проекция прямого произведение распределений Пуассона на Q):
lim
t→∞P (dij(t) = dij , i, j = 1, . . . , n) = Z
−1
n,n∏
i,j=1,1
exp (−2R(Tij)dij) · (dij !)−1
def
= p({dij(0)}n,ni,j=1,1),
где {dij(0)}n,ni,j=1,1 ∈ Q, а "статсумма"Z Отметим, что стационарное распределение
p({dij(0)}n,ni,j=1,1) удовлетворяет условию детального равновесия [Гасников, Гасникова, 2014;
Sandholm, 2010]:
(dkm + 1)(dpq + 1)p ({d11, ..., dkm + 1, ..., dpq + 1, ..., dpm − 1, ..., dkq − 1, ..., dnn})λk,m;p,q
= dpmdkqp
(
{dij(0)}n,ni,j=1,1
)
λk,m;p,q
При N  1 распределение p({dij(0)}n,ni,j=1,1) экспоненциально сконцентрировано на множе-
стве Q в O(
√
N) окрестности наиболее вероятного значения d∗ = {d∗ij(0)}n,ni,j=1,1, которое
определяется, как решение задачи энтропийно-линейного программирования (ЭЛП) [Ма-
лышев, Пирогов, 2008; Гасников, 2013]:
ln p({dij(0)}n,ni,j=1,1) max{dij(0)}n,ni,j=1,1∈Q
−γ
n,n∑
i,j=1,1
dijTij −
n,n∑
i,j=1,1
dij ln dij .
Это следует из теоремы Санова о больших уклонениях для мультиномиального распределе-
ния [ Санов, 1957]. Отметим, что в данном параграфе описывается основная идея перехода
к решению задачи ЭЛП при расчете матрицы корреспонденции. Более формально о полу-
ченном результате можно найти в [Гасников и др.,2016].
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Методы для решения задачи ЭЛП
В данном разделе приведем описание способов решения задачи ЭЛП, возникающей
при расчете матрицы корреспонденции.
Как было показано в предыдущем разделе, задачу восстановления матрицы корре-
спонденции можно записать как следующую задачу оптимизации:
min
dij∈Q
f(dij) := γ
n,n∑
i,j=1,1
dijTij(α, β) +
n,n∑
i,j=1,1
dij ln dij , (1)
где Tij(α, β) – функция затрат на перемещение из района i в район j, которая зависит от
двух параметров α и β.
Введем следующую нормировку:
n,n∑
i,j=1,1
dij = 1, тогда ограничения можно переписать
в следующем виде
n∑
j=1
dij = li и
n∑
i=1
dij = wj , где li = LiN wj =
Wj
N . И определим следующее
множество
Q˜ =
dij ≥ 0 :
n,n∑
i,j=1
dij ≡ 1,
n∑
j=1
dij ≡ li,
n∑
i=1
dij ≡ wj , i, j = 1, . . . , n
 .
Тогда задача (1) перепишется в следующем эквивалентном виде:
min
dij∈Q˜
γ
n,n∑
i,j=1,1
dijTij(α, β) +
n,n∑
i,j=1,1
dij ln dij . (2)
Для удобства обозначим Tij(α, β) ≡ Tij Введем два блока двойственных переменных λl ∈ Rn
и λw ∈ Rn, где λli множитель к ограничению
n∑
j=1
dij = li и λwj множитель к ограничению
n∑
i=1
dij = wj . Применим для решения задачи (2) метод множителей Лагранжа. Для этого
запишем двойственную задачу:
min
dij∈Q˜
γ
n,n∑
i,j=1,1
dijTij +
n,n∑
i,j=1,1
dij ln dij
= max
λl, λw
min
n,n∑
i,j=1,1
dij=1,
dij≥0
{
γ
n,n∑
i,j=1,1
dijTij +
n,n∑
i,j=1,1
dij ln dij +
n∑
i=1
λli(
n∑
j=1
dij − li) +
n∑
j=1
λwj (
n∑
i=1
dij − wj)
}
= max
λl, λw
{
−〈λl, l〉 − 〈λw, w〉+ min
dij≥0
{ n,n∑
i,j=1,1
dij
(
γTij + ln dij + λ
l
i + λ
w
j
)
+ ν(
n,n∑
i,j=1,1
dij − 1)
}}
= max
λl, λw
{
−〈λl, l〉 − 〈λw, w〉+
{ n,n∑
i,j=1,1
dij(λ
l, λw)
(
γTij + ln dij(λ
l, λw) + λli + λ
w
j + ν
)
− ν
}}
,
где
dij(λ
l, λw) = argmin
dij≥0
{ n,n∑
i,j=1,1
dij
(
γTij + ln dij + λ
l
i + λ
w
j
)
+ ν(
n,n∑
i,j=1,1
dij − 1)
}}
.
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Используя условия оптимальности, получаем
γTij + ln dij + λ
l
i + λ
w
j + 1 + ν = 0,
n,n∑
i,j=1,1
dij = 1.
Решая данную систему уравнений получаем и переопределяя λl := −λl− 12 и λw := −λw− 12 ,
что
dij(λ
l, λw) =
exp(−γTij+λli+λwj )
n,n∑
i,j=1,1
exp(−γTij+λli+λwj )
=
Bij(λ
l,λw)
1TB(λl,λw)1
,
где Bij(λl, λw) = exp(−γTij + λli + λwj ). Подставляя это в двойственную задачу, получаем,
что двойственная задача имеет вид
max
λl, λw
ϕ˜(λl, λw) := 〈λl, l〉+ 〈λw, w〉 − ln
(
1TB(λl, λw)1
)
Перепишем задачу, как задачу минимизации с точностью до знака
min
λl, λw
ϕ(λl, λw) := ln
(
1TB(λl, λw)1
)
− 〈λl, l〉 − 〈λw, w〉. (3)
Для решения двойственной задачи рассмотрим Метод Альтернированных Направлений
(Алгоритм 1).
Алгоритм 1 Метод Альтернированных Направлений
1: Input: x0 – starting point.
2: for k ≥ 0 do
3: Choose i ∈ 1, . . . , n.
4: Compute xk+1 = argmin
x∈Si(xk)
f(x).
5: end for
6: Output: xk.
Отметим, что основной идеей данного алгоритма является минимизация по произ-
вольно выбранному блоку переменных на каждой итерации. Для задачи (3) мы будет рас-
сматривать минимизацию по двум блокам: λl и λw. Согласно Лемме 5 из [Guminov et al.,
2020] шаг минимизации по блоку λl можно представить в следующем виде
[λl]k+1 = [λl]k + ln(l)− ln
(
B([λl]k, [λw]k)1
)
,
аналогичным образом можно представить шаг минимизации по блоку λw:
[λw]k+1 = [λw]k + ln(w)− ln
(
BT ([λl]k, [λw]k)1
)
.
Учитывая это, алгоритм 2 для решения (3) можно представить в следующем виде:
Отметим, что Алгоритм Альтернированных Направлений для задачи (3) является
хорошо известным алгоритмом Синхорна [Marco Cuturi, 2013].
Также для оптимального решения задачи ЭЛП будем расматривать ускоренный вари-
ант метода Альтернированных Направлений. Согласно [Guminov et al., 2020], в качестве ос-
новы ускоренного метода Альтернативной Минимизации используется традиционный адап-
тивный метод ускоренного градиента. Для этой задачи этот вариант метода оказался быст-
рее на практике, чем другие способы ускорения. Здесь мы не используем одномерную мини-
мизацию, чтобы найти размер шага, а вместо этого мы адаптируемся к константе Липшица
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Алгоритм 2 Синхорн
1: Input: x0 = [[λl]0, [λw]0] = (0, . . . , 0) ∈ R2n – starting point.
2: for k ≥ 0 do
3: if k mod 2 = 0 then
4: Compute
[λl]k+1 = [λl]k + ln(l)− ln
(
B([λl]k, [λw]k)1
)
,
[λw]k+1 = [λw]k.
5: else
6: Compute
[λl]k+1 = [λl]k,
[λw]k+1 = [λw]k + ln(w)− ln
(
BT ([λl]k, [λw]k)1
)
.
7: end if
8: end for
9: Output: xk = [[λl]k, [λw]k] ∈ R2n.
L. Анализ скорости сходимости этого алгоритма можно найти в [Guminov et al., 2020]. В
нашем случае Ускоренный Метод Альтернативных Направлений имеет следующий вид (
Алгоритм 3).
При этом вектор градиента представляет из себя следующий вектор:
∇ϕ(λl, λw) = [∇1ϕT ,∇2ϕT ]T ,
где ∇1ϕ(λl, λw) = −l + B(λ
l, λw)1
1TB(λl, λw)1
, ∇2ϕ(λl, λw) = −w + B
T (λl, λw)1
1TB(λl, λw)1
.
Задача подсчёта невязки для восстановленной матрицы затрат
В данном параграфе опишем задачу подсчета невязки между восстановленной матри-
цей по затратам и реальной матрицей корреспонденции. Подсчет невязки необходим, чтобы
оценить насколько хорошо выбранная функция затрат описывает реальные данные.
Для постановки задачи подсчёта невязки между dij – исходной матрицей корреспон-
денций и d̂ij(α) – восстановленной матрицей корреспонденций, предположим, что в вы-
борке d̂ij(α) шум является гаусовским. Тогда выборка является нормально распределённой
N(θ, σ2), и плотность вероятности нормального распределения можно посчитать следую-
щим образом:
p(x) = 1
σ·√2pi · e−1/2·(x−θ)
2
Следовательно, максимизируя правдоподобие, получим:
L(d̂ij(α)) =
n,n∏
i,j=1
(p(dij(α))) =
n,n∏
i,j=1
1√
2piσ2
· e−1/2·(dij−d̂ij(α))2 → max
logL(d̂ij(α)) =
n,n∑
i,j=1
{
− log
√
2piσ2 − 1
2
· (dij − d̂ij(α))2
}
→ max
logL(d̂ij(α)) = − log
√
2piσ2 − 1
2
·
n∑
k=1
(dij − d̂ij(α))2 → max
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Алгоритм 3 Ускоренный Синхорн
1: Input: x0 = [[λl]0, [λw]0] = (0, . . . , 0) ∈ R2n – starting point, L0 = 1, a0 = 0.
2: repeat
3: Set y0 = v0 = x0
4: Lk+1 = Lk/2
5: while True do
6: Set ak+1 = 12Lk+1 +
√
1
4L2k+1
+ a2k
Lk
Lk+1
7: Set τk = 1ak+1Lk+1
8: Set yk = τkvk + (1− τk)xk
9: Choose ik = argmax
i∈{1,2}
‖∇iϕ(yk)‖2
10: if ik = 1 then
11: Compute
[xl]k+1 = [yl]k + ln(l)− ln
(
B([yl]k, [yw]k)1
)
,
[xw]k+1 = [yw]k.
12: else
13: Compute
[xl]k+1 = [yl]k,
[xw]k+1 = [yw]k + ln(w)− ln
(
BT ([yl]k, [yw]k)1
)
.
14: end if
15: Set vk+1 = vk − ak+1∇ϕ(yk)
16: if ϕ(xk+1) 6 ϕ(yk)− ‖∇ϕ(yk)‖22Lk+1 then
17: Set dˆk+1 = ak+1d
k(yk)+Lka
2
kdˆ
k
Lk+1a
2
k+1
18: break
19: end if
20: Set Lk+1 = 2Lk+1.
21: end while
22: until |f(dˆk+1) + ϕ(xk+1)| ≤ εf , ||dˆk+11− l||2 ≤ εeq, ||(dˆk+1)T1− w||2 ≤ εeq
23: Выход: dˆk+1, xk+1.
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Изменив знак перед выражением, получаем следующую задачу для подсчёта невязки:
min
α
n,n∑
i,j=1,1
(dij − d̂ij(α))2 или в нормированном случае
min
α
n,n∑
i,j=1,1
(dij − d̂ij(α))2
n2
. (4)
Отметим что данная задача является задачей минимизации, которая зависит от параметра
α (это может быть вектор параметров, в зависимости от количества параметров в рассмат-
риваемой функции затрат).
Целевая функция полученной задачи является невыпуклой функцией. Для решения
данной задачи предлагается использовать безградиентные методы. В частности в рассмат-
риваемой задачи для поиска оптимального параметра (параметров) α в возникающей при
подсчёте невязки задаче минимизации, используется метод перебора так как число пара-
метров в зависимости от функции затрат 1− 3.
Однако, в качестве обзора, приведем описание еще нескольких безградиентных мето-
дов для задач невыпуклой оптимизации. Рассмотрим метод имитации отжига, для работы
которого не требуется гладкость функции [Zhigljavsky, 2008]. Он является вариантом ме-
тода случайного поиска и известен как алгоритм Метрополиса. Для задач оптимизации
имитация процесса может быть произведена следующим образом. Вводится параметр T ,
который имеет смысл температуры, и в начальный момент ему устанавливается значение
T0. Набор переменных, по которым происходит оптимизация, будет обозначаться как x. В
качестве начального состояния системы выбирается произвольная точка. Далее запускает-
ся итерационный процесс — на каждом шаге из множества соседних состояний случайно
выбирается новое x∗. Если значение функции в этой точке меньше, чем значение в текущей
точке, то эта точка выбирается в качестве нового состояния системы. В ином случае (т.е.
если f(x∗) > f(x)) такой переход происходит с вероятностью P , зависящей от температуры
T , текущего состояния и кандидата на новое состояние x∗ следующим образом:
P = e−
f(x∗)−f(x)
T .
Также стоит упомянуть метод ломаных, который применим к классу функций, удо-
влетворяющих условию Липшица [Васильев, 2002]. Говорят, что функция f(x) удовлетво-
ряет условию Липшица, если найдётся такая константа L > 0, что:
| f(x)− f(y) |≤ L· | x− y | ∀x, y ∈ [a, b]
Пусть функция f(x) удовлетворяет условию Липшица на отрезке [a, b]. Зафиксируем какую-
либо точку y ∈ [a, b] и определим функцию g(x, y) = f(y)−L· | x−y | переменной a ≤ x ≤ b.
Функция g(x, y) кусочно-линейна на [a, b], и график её представляет ломаную линию, со-
ставленную из отрезков двух прямых, имеющих угловые коэффициенты L и −L и пересе-
кающихся в точке (y, f(y)). Также в силу липшицевого условия:
g(x, y) = f(y)− L· | x− y |≤ f(x, y) ∀x ∈ [a, b]
причём g(y, y) = f(y). Из этого следует, что график функции f(x) лежит выше ломаной
g(x, y) при всех x ∈ [a, b] и имеет новую точку (y, f(y)). Это свойство ломаной g(x, y) можно
использовать для построения метода. Этот метод начинается с выбора произвольной точки
x0 ∈ [a, b] и составления функции g(x, x0) = f(x0)− L· | x− x0 |= p0(x). Следующая точка
x1 определяется из условий p0(x1) = minx∈[a,b] (p0(x))(x1 ∈ [a, b]), причём x1 = a или x1 = b.
Далее берётся новая функция p1(x) = max (g(x, x1), p0(x)), и очередная точка x2 находится
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из условий p1(x2) = minx∈[a,b] p1(x)(x2 ∈ [a, b]) и т.д. Пусть точки x1, ..., xn(n ≥ 1) уже
известны. Тогда составляется функция:
pn(x) = max (g(x, xn), pn−1(x)) = max
0≤i≤n
g(x, xi),
и следующая точка xn+1 определяется условиями:
pn(xn+1) = min
x∈[a,b]
pn(x), xn+1 ∈ [a, b]
Если минимум pn(x) достигается в нескольких точках, то в качестве xn+1 можно взять лю-
бую из них. Т.о. метод ломаных описан.
Также следует упомянуть алгоритм случайного мультистарта [Zhigljavsky, 2008]. Случай-
ный мультистарт - это метод глобальной оптимизации, состоящий в многократном отыс-
кании локальных минимумов из различных начальных точек. В своем первоначальном
виде он неэффективен, однако некоторые из его модификаций могут быть полезны. Ос-
новная сложность при практической реализации метода состоит в следующем: для того,
чтобы с высокой надёжностью отыскать точку глобального минимума, необходимо взять
количество начальных точек для локальных алгоритмов существенно больше, чем число
локальных минимумов функции, которое обычно неизвестно.
Восстановление матрицы корреспонденции для г. Москвы
В данном разделе приведены численные эксперименты для расчета матрицы кор-
респонденции для города Москвы с использованием алгоритмов, предложенных в преды-
дущем разделе. Данные эксперименты были проведены на основе данных, собранных в
результате опроса 2013 года по Москве и Московской области. Данные представлены csv
файлом с пятью полями:
1. Зона i.
2. Зона j.
3. Число жителей i, которые ездят на работу в j.
4. Среднее время, затраченное на поездку, в минутах.
5. Среднее расстояние по прямой между домом и работой (в Москве точки отправления
или прибытья определяются с точностью до ближайшего метро, в Зеленограде - до
центра района, в области - до центра населенного пункта).
Рис. 1. Разбиение г.Москвы и МО по районам
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Отметим, что зоны выбраны достаточно большими, чтобы уменьшить случайные
ошибки. В Москве (в старых границах) зоны соответствуют округам, в области нескольким
средним районам. Всего есть 22 района, которые одновременно являются и источниками
и стоками, однако не между всеми пунками i− j есть корреспонденции. Суммарное число
участников движения 1965.
Далее приводится описание полученных результатов для разных функций затрат.
Линейная функция затрат
Для начала в качестве функции затрат рассмотрим линейную функцию от затрат, т.е.
Tij(α) = αcij ,
где α- это калибруемый параметр.
Очевидно, что чем выше альфа, тем сильнее влияют затраты на проезд по пути между
источником и стоком на соответствующиее значение корреспонденции.
Рассмотрим следующие три варианта затрат:
• Затраты - среднее время в пути.
Рассмотрим простейшую модель, где cij - среднее время проезда от района i до района
j. В рамках этой модели функция затрат имеет следующий вид:
Tij(α) = α · av-timeij .
В данной функции в качестве калибруемого параметра выступает α. Подбор парамет-
ра происходил путем перебора по сетке α ∈ [0.01, 1] с шагом 1e-3. График зависимости
невязки от параметра α представлен на рис. 2.
Рис. 2. Невязка при функции затрат Tij(α) = α · av-timeij
Так же в результате перебора по сетки было найдено оптимальное значение α∗ = 0.076,
невязка при данном значении параметра равна 15.24.
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• Затраты - среднее время в пути (степенная функция затрат).
Рассмотрим усложненную двупараметрическую модель, где cij - среднее время проез-
да от района i до района j в степении γ. В рамках этой модели функция затрат имеет
следующий вид:
Tij(α, γ) = α · av-timeγij . (5)
В данной функции в качестве калибруемого параметра выступают два параметра: α
и γ. Подбор параметров происходил путем перебора по сетке γ ∈ [0.01, 1] с шагом 1e-
2 и динамическом определении области перебора параметра α с целью определения
окрестности, в которой достигается минимум невязки. Параметр γ определяет ширину
углубления на графике 2. В таблице 1 приведены лучшие комбинации параметров, а
на графике 3 зависимость минимального значения невязки от γ.
Таблица 1. Сравнение невязок для разных функций затрат
γ α Невязка
0.09 26.760 12.38466
0.1 23.770 12.40603
0.11 20.095 12.40931
0.12 18.290 12.41265
0.08 31.410 12.41749
0.05 56.250 12.42543
0.13 15.785 12.42546
0.07 37.230 12.43197
0.14 14.570 12.43495
0.15 12.750 12.43975
Рис. 3. Оптимальная невзяка в зависимости от γ при функции затрат Tij(α, γ) = α · av-timeγij
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Из графика хорошо видно, что введение степени γ матрицы временных затрат имеет
смысл для минимазации невязки. Так оптимальные значения γ∗ = 0.09 и α∗ = 26.760
дают невязку равную 12.385.
• Затраты - комбинация времени и расстояния.
Введем теперь так же дополнительную зависимость от расстояния в затраты. Тогда
функция затрат будет иметь следующий вид:
Tij(α, β, γ) = α · av-timeγij · distβij , (6)
где distij – расстояние между районами i и j, av-timeij – среднее время в пути между
он i до j. В данной функции в качестве калибруемого параметра выступают три па-
раметра: α, β и γ. Для проверки целесообразности добавления можителя distβij будем
перебирать параметр β ∈ [0, 0.5] с шагом 0.001. На графике 4 показано изменение
невязки в зависимости от β для оптимальных параметров при функции затрат (5).
Рис. 4. Изменение невязки при α∗ = 26.76 и γ∗ = 0.09
Видим, что добавление множителя distβij в (5) имеет смысл, так как минимальная
невязка достигается при β = 0.005. Сравним значения оптимальных невязок для (5)
и (6):
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Рис. 5. Сравнение оптимальная невязок в зависимости от γ
Оптимальное значение невязки достигается при α∗ = 26.76, γ∗ = 0.09, β∗ = 0.005 и
равно 10.41226.
Суперпозиция степенной и логарифмической функции затрат
Следуя подходу из [Гасников, 2013] рассмотрим модель, в которой функция затрат
является суперпозицией степенной и логарифмической, то есть
Tij(α, β, γ) = αc
γ
ij − β ln cij . (7)
В качестве обоснования использования данной функции можно привести следующее
рассуждение: первое слагаемое отражает нежелательность больших затрат на дорогу,а вто-
рое отражает возможность найти работу на расстоянии (среднем времени в пути) порядка
cij от дома. Для данной функции в качестве затрат можно рассматривать затраты равные
среднему времени в пути или затраты равные расстоянию между районами. Данная модель
зависит от трех параметров. В случае затрат равных среднему времени в пути функция за-
трат будет иметь следующий вид
Tij(α, β, γ) = αav-time
γ
ij − β ln av-timeij . (8)
По результатам проведенных экспериментов можно заключить, что оптимальные зна-
чения невязки достигаются при β = 0, то есть, когда функция затрат (8) вырождается в
(5). На графике 6 показано, как ухудшается невзяка при росте β при оптимальных (α, γ).
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Рис. 6. Невзяка в зависимости от β при функции затрат Tij(α, γ, β) = α · av-timeγij − β ln av-timeij
при оптимальных (α, γ)
Если в (7) cij = av-distij , то получим функцию затрат от среднего расстояния в пути:
Tij(α, β, γ) = αav-dist
γ
ij − β ln av-distij . (9)
Перебор по параметрам α ∈ [0.01, 10], β ∈ [0, 0.5], γ ∈ [0, 1] выдал оптимальную точку
(α∗ = 3.01, β∗ = 0, γ∗ = 0.25) с невязкой 4.84729.
Сравнение функций затрат
В данном разделе приведем сравнение результатов, полученных выше. Обозначим tij-
среднее время в пути между районами i и j, а dij- среднее расстояние между районами i и
j. В таблице 2 приведены оптимальные значения невязок для различных функций затрат
и соответствующие этим невязкам оптимальные параметры.
Таблица 2. Сравнение невязок для разных функций затрат.
Функция затрат Tij(α, β, γ) Невязка Оптимальные параметры
α · tij 15.24 α = 0.076
α · tγij 12.38 α = 26.76, γ = 0.09
α · tγij · dβij 10.41 α = 26.76, β = 0.005, γ = 0.09
αtγij − β ln tij 12.38 α = 26.76, β = 0, γ = 0.09
αdγij − β ln dij 4.84 α = 3.01, β = 0, γ = 0.25
По итогам проведенных экспериметнов заключаем, что оптимальной функцией затрат
для восстановления матрицы корреспонденций по имеющимся данных, является Tij = 3.01 ·
d0.25ij . Заметим, что функция затрат не зависит от времени. Это может говорить как о
недостаточности объема временных данных, все-таки для измерения средних значений по
КОМПЬЮТЕРНЫЕ ИССЛЕДОВАНИЯ И МОДЕЛИРОВАНИЕ
Восстановление модели расчета матрицы . . . 17
времени требуется больше наблюдений, так и о необходимости продолжить исследования
по подбору иных функций затрат.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Задача была предложена Е.А. Нурминским и А.В. Гасниковым в рамках работы по
проекту РФФИ 18-29-03071 мк.
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