Two time free energy distribution function in one-dimensional directed polymers in random potential is derived in terms of the Bethe ansatz replica technique by mapping the replicated problem to the N -particle quantum boson system with attractive interactions.
I. INTRODUCTION
We consider the model of directed polymers defined in terms of an elastic string φ(τ ) directed along the τ -axes within an interval [0, t] which passes through a random medium described by a random potential V (φ, τ ). The energy of a given polymer's trajectory φ(τ ) is
where the disorder potential V [φ, τ ] is Gaussian distributed with a zero mean V (φ, τ ) = 0 and the δ-correlations V (φ, τ )V (φ ′ , τ ′ ) = uδ(τ − τ ′ )δ(φ − φ ′ ) The parameter u describes the strength of the disorder. The system of such type as well as the equivalent problem of the KPZ-equation [1] describing the growth in time of an interface in the presence of noise have been the subject of intense investigations during the past almost three decades (see e.g. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] ). The breakthrough in these studies took place in 2010 when the exact solution for the free energy probability distribution function (PDF) for the model with fixed boundary condition has been found [14] [15] [16] [17] [18] [19] [20] [21] . It was show that this PDF is given by the Tracy-Widom (TW) distribution of the largest eigenvalue of the Gaussian Unitary Ensamble (GUE) [22] . Since that time important progress in understanding of the statistical properties of the KPZ-class systems has been achieved (for the review see [23, 24] ). In particular, by this time it is shown that the free energy PDF of the directed polymer model (1) with free boundary conditions is given by the Gaussian Orthogonal Ensemble (GOE) TW distribution [25, 26] , while in the presence of a "wall" (φ(τ ) ≥ 0, 0 ≤ τ ≤ t) such PDF is given by the Gaussian Simplectic Ensemble (GSE) TW distribution [27] . Besides, the two-point free energy distribution function which describes joint statistics of the free energies of the directed polymers coming to two different endpoints has been derived in [28] and quite recently the explicit expression for the PDF for the end-point φ(t) fluctuations has been obtained [29] [30] [31] [32] .
All these studies, however, describe the statistics of the model (1) in the so called "one-time" situation. In this paper I am going to derive the joint probability distribution function, W (f 1 , f 2 , ∆), for the free energies f 1 and f 2 of two directed polymers with fixed boundary conditions at two different times, φ(t 1 ) = 0 and φ(t 2 ) = 0, with t 1 = t, t 2 = (1 + ∆)t in the limit t → ∞ when the parameter ∆ > 0 remains finite. The derivation is done in terms of the Bethe ansatz replica technique. The main points of this approach are described in Section II (for the details of the method see e.g. [20, 26, 32] ). Detailed derivation of W (f 1 , f 2 , ∆) is given in Section III. Unfortunately, at present stage it is expressed in terms rather complicated "determinant-like" object, eq.(73), which is not the Fredholm determinant, and whose analytic properties are still to be studied, although in the limit cases it reduces to the predictable results, namely: (1) in the limit f 1 → −∞ one recovers the GUE TW distribution for f 2 ; (2) in the limit f 2 → −∞ one recovers the GUE TW distribution for f 1 ; and (3) in the limit ∆ → ∞ one obtains two independent GUE TW distribution for f 1 and f 2 .
II. BETHE ANSATZ REPLICA TECHNIQUE
For the fixed boundary conditions, φ(0) = φ(t) = x, the partition function of the model (1) is
where β is the inverse temperature and F t (x) is the free energy. In the limit t → ∞ the free energy scales as βF t (x) = βf 0 t + βx 2 /2t + λ t f (x), where f 0 is the selfaveraging free energy density, λ t ∝ t 1/3 and f (x) is a random quantity. It is the statistics of f (x) which in the limit t → ∞ is expected to be described by a non-trivial universal distribution W (f ). In fact the first two trivial terms of this free energy can be easily eliminated by simple redefinition of the partition function, and therefore, to simplify the formulas, these two terms in what follows will be just omitted.
The calculation of the probability distribution function
is performed in terms of the generating function
where (...) denotes the averaging over the random potential V (φ, τ ). Instead of the one-point replica partition function
N one can introduce more general N -point object:
It can be easily shown that Ψ(x; t) is the wave function of N -particle boson system with attractive δ-interaction:
(where κ = β 3 u) with the initial condition Ψ(x; 0) = Π N a=1 δ(x a ). The wave function Ψ(x; t) of this quantum problem can be represented in terms of the linear combination of the corresponding eigenfunctions of eq. (6) . A generic eigenstate of such system is characterized by N momenta {Q a } (a = 1, ..., N ) which split into M (1 ≤ M ≤ N ) "clusters" each described by continuous real momenta q α (α = 1, ..., M ) and characterized by n α discrete imaginary "components" (for details see [33] [34] [35] [36] [37] ):
with the global constraint
where the vector Q denotes the set of all N momenta eq.(7) and the summation goes over N ! permutations P of N momenta Q a , over N particles x a . In terms of the above eigenfunctions the solution of eq.(6) can be expressed as follows:
where the symbol D Q denotes the integration over M continuous parameters {q 1 , ..., q M }, the summations over M integer parameters {n 1 , ..., n M } as well as summation over M = 1, .., N . |C(Q)| 2 is the normalization factor,
and E(Q) is the eigenvalue (energy) of the eigenstate Ψ Q (x),
In this way for the distribution function (4) one gets the following expression
where the wave function Ψ(x; t) is defined by eqs. (9)- (11) . Performing the summations over integer parameters {n 1 , ..., n M } , integrating over continuous parameters {q 1 , ..., q M } and summing over M and N , in the limit t → ∞ one eventually obtains the GUE Tracy-Widom distribution in the form of the Fredholm determinant [19] [20] [21] :
whereK s is the integral operator on [0, +∞) with the Airy kernel:
III. TWO-TIME PROBABILITY DISTRIBUTION FUNCTION
A. Replica Bethe ansatz definition
Let us consider the situation when one polymer trajectory is arriving to zero at time t 1 = t and having (random) free energy f t1 (0), while the other trajectory is arriving to zero at time t 2 = (1 + ∆)t and having (random) free energy f t2 (0). One would like to compute the joint probability distribution function
In terms of the replica partition functions this quantity can be defined as follows:
where
and
is the partition function of the directed polymer system in which time goes backwards, from t 2 to t 1 . For technical reasons (for proper regularization of the integration over x at ± infinities) it is convenient to split the partition function Z t2 into two parts, the "left" and the "right" ones:
Substituting eqs. (17)- (22) (with t 1 = t and (t 2 − t 1 ) = ∆ t) into eq. (16) and taking into account the definition (5) we get:
where the second (conjugate) wavefunction represent the "backward" propagation from the time moment t 2 = (1+∆)t to the previous time moment t 1 = t. Schematically the above expression is represented in Figure 1 . 
B. Calculations
Substituting the representations (9) and (8) for the wave functions Ψ x, 0, y; t and Ψ * x, y; ∆ t in eq. (23) we obtain:
Here, to regularize the integrations at ± infinities the supplementary factors ±iǫ are introduced (which will be set to zero in the final result). The factors Π ij (Q) (i, j = LK, LR, KR) and Π * LR (P) in the above equation are the cross-products of the prefactors of the type [1 − iκ/(Q (i) − Q (j) )] over the particles belonging to the sectors "L" and "K", "L" and "R" and "K" and "R" (note that P KK (Q) ≡ 1). Correspondingly, Π * LR (P) is the cross-product of the prefactors of the type [1 + iκ/(P (i) − P (j) )] over the particles belonging to the sectors "L" and "R".
The summation over all permutations P of (
.., x L ), "K" (all coordinates equal to zero) and "R" (y R , ..., y 1 ) can be split into four parts: (1) the summation over permutations P (L) of L (taken at random) momenta q over L particles of the sector "L"; (2) the summation over permutations P (R) of R (taken at random) momenta q over R particles of the sector "R"; (3) the summation over permutations P (K) of K remaining momenta q over K particles of the central sector "K"; (4) the summation over permutations P (LKR) of the momenta q over sectors "L", "K" and "R". Similar splitting can be done for the summation over the permutationsP of (L + R) momenta P a over (L + R) particles of the sectors "L" and "R". In other words, the summations over the permutations in eq. (25) can be represented as follows:
...
To perform the summations over all these permutations we can use the following important property of the Bethe ansatz wave function, eq.(8). Namely, it has such structure that for ordered particle's positions in the summation over the permutations the momenta components q α r belonging to the same cluster also remain ordered. In other words, if we consider the momenta of a cluster α, {q α 1 , ..., q α nα }, eq. (7), belonging correspondingly to the particles {x i1 < x i2 < ... < x in α }, the permutation of any two momenta q α r and q α r ′ of this ordered set gives zero contribution. In our case we have three groups of particles: {x 1 , ..., x L } < {0, ..., 0} < {y R , ..., y 1 }. Thus, in order to perform the summation over the permutations P (LKR) it is sufficient to split the momenta of each cluster into three parts:
defined by three integer parameters m α , k α and s α , such that m α + k α + s α = n α . In such cluster structure the momenta components of the left group {q , ..., p α mα+sα } go to the particle of the sector "R". In this way, the summations over the permutations P (LKR) andP (LR) is changed by the summations over the integer parameters {m α , k α , s α } constrained by the conditions:
Performing simple integrations over x 1 , ..., x L and y R , ..., y 1 in eq. (25) and taking into account that all cross-product factors Π ij are symmetric with respect to the permutations
, we get:
where δ i,j is the kronecker symbol,
Here the momenta components in the "L" sector are
with r = 1, ..., m α , while in the "R" sector the momenta components are counted "backwards" which makes them complex conjugate:
with r = 1, ..., s α . It turs out that the factors D L (Q, P) and D R (Q, P), eqs (31)- (32), can be nicely represented in the determinant form [38] :
The expression for D R (Q, P) is obtained from eqs. (35)- (36) by changing Q a → Q * a , P a → P * a and L → R. Thus, substituting eqs. (29), (10) and (11) into eq.(24) and taking into account that the wave function Ψ P (x,
and instead of the vectors Q and P in the arguments of the functions D L , D R and G we have introduced the vectors
Now using explicit expressions for the momenta components q 
Using eq.(33) the determinant (41) can be represented as follows:
Sufficiently simple calculations yield:
The expression for D 
Using the properties of the Barnes G-function:
for the factors (46) and (47) one eventually obtains the following expressions:
Finally, substituting eqs.(51) and (52) into eq.(39) we get:
The expression for D R is obtained from eq.(54) by changing m α → s α and iA
α . In the similar way one can derive the analytic expression for the cross-product factor G, eq.(30). The final formula for this factor is rather cumbersome: it contains the products of all kinds of Gamma functions of the type Γ 1 + 1 2 (±m α ± s α ± k α ± m β ± s β ± k β ) ± i(q α − q β )/κ and Γ 1 + 1 2 (±m α ± s α ± m β ± s β ) ± i(p α − p β )/κ (the example of such type of product one can see in [32] , eq.(A.17)). We do not reproduce it here as it turns out to be irrelevant in the limit t → ∞ (see below).
C. Thermodynamic limit t → ∞
Next step of the calculations is to take the limit t → ∞ and to perform the summations over the integers m α , s α and k α After rescaling
the expression for the probability distribution function W (f 1 , f 2 , ∆), eq.(37), reduces to
where n = m + s and (q − p) (±) ≡ q − p ± iǫ. The summations over the integers m α , s α and k α in the limit λ → ∞ is performed according to the following heuristic algorithm (see also [26, 32] ). Let us consider the example of the series of a general type:
where Φ λ; λz 1 , ..., λz M ; z 1 , ..., z M as a function of the variables {z 1 , ..., z M } has "good" analytic properties in the complex half-plane, Re(z α ) ≥ 0. Then the summations in the above equation can be represented in terms of the following contour integrals:
where the integration contour C is shown in Figure 2a . After rescaling, z α → z α /λ we get:
where the parameters z α remain finite in the limit λ → ∞. Note that if the summation in eq.(59) starts at n = 1 (and not at n = 0), the integration in eq.(61) goes along the contour C ′ shown in Figure 2b . 
(64) Thus, instead of eq.(57), in the limit λ t → ∞ we get the following much more simple expression: One can easily see that the expression for the function W (f 1 , f 2 , ∆), eq. (65), is not the Fredholm determinant. Consequently, it can not be represented in the exponential form in terms of the trace of the corresponding matrix which was the standard step in all previous Bethe ansatz replica calculations of the Fredholm determinant integral kernels (see e.g. [19, 21, 37] ). Nevertheless, sufficiently simple structure of two determinants in eq.(65) allows to perform significant simplification of this expression.
Indeed, for the first M × M determinant in eq.(65) we have:
redefining P −1 → P we get
In the similar way for the second determinant in eq.(65) we obtain
Substituting eqs.(70)-(71) into eq.(65) we get
Substituting
, and introducing summation over M 2 = M − M 1 instead of the summation over M , one can eventually represent the probability distribution function W (f 1 , f 2 , ∆) in the following sufficiently compact form:
with
where K s (ω, ω ′ ) is the usual Airy kernel, eq. (14) . Simple integrations over z 1 , z 2 and z 3 in eq.(75) yields:
Eqs. (73), (74), (76) and (77) constitute the final result of the present research. Note that although the obtained expression for the distribution function W (f 1 , f 2 , ∆), eq.(73), exhibits a "determinant-like" structure it is not the Fredholm determinant. Here we are facing an object of some other nature whose analytic properties are still to be investigated.
E. The limit cases
Substituting eq.(77) into eq.(74) and using the Airy function relations:
the kernel G(u, u ′ ; v, v ′ ), eq.(74), can be represented in terms of three contributions:
Ai 2
Having explicit expressions for the integral kernels, eqs. (76) and (81)- (83), one can study the properties of the distribution function W (f 1 , f 2 , ∆), eq.(73) in the three limit cases:
In this case all three contributions (81)-(83) turn to zero, so that according to eq.(73),
Substituting here eq.(76) we get
which is the GUE Tracy-Widom distribution for f 1 , as it should be.
(2) The limit f 1 → −∞. In this limit the kernels 
redefining, u β → 2 −1/3 1 + ∆ 1/3 u β and v β → 2 −1/3 1 + ∆ 1/3 v β , and taking into account that
we obtain
integrating over u β and taking into account that
we can redefine P +P = P ′ . In this way the above expression becomes independent of the permutationsP which provide the factor M ! in eq.(87). Thus,
which is the GUE Tracy-Widom distribution for f 2 , as it should be. 
Performing the transformations similar to the ones described above in eq. (86)- (89), we find 
Redefining u β → 2 −1/3 ∆ 1/3 u β for β = 1, ..., M 1 and u γ → 2 −1/3 u γ for γ = M 1 + 1, ..., M 1 + M 2 , we find that in the limit ∆ → ∞ the summation over the permutations P ∈ S M1+M2 in eq.(91) splits into two independent summations over P (1) 
Which is the product of two independent GUE Tracy-Widom distributions for f 1 and f 2 as it should be.
The limit ∆ → 0 is much more tricky. First of all, technically it is not so easy to study, and second it is not quite clear what kind of behavior for the probability distribution function should be expected in this case, as the result for the function W f 1 , f 2 , ∆ has been derived in the limit (t 2 − t 1 ) = ∆ t → ∞. In this situation the physical meaning of the limit ∆ → 0 is not evident.
IV. CONCLUSIONS
In this paper the analytic expression for the two time free energy distribution function in (1+1) directed polymers with the zero boundary conditions, W (f 1 , f 2 , ∆) = lim t→∞ Prob f t (0) > f 1 ; f t+∆t (0) > f 2 has been derived. It should be stressed the obtained result, eqs.(73), (74), (76) and (77), should be considered as the preliminary one. At present stage it is expressed in terms rather complicated "determinant-like" object, eq.(73), whose analytic properties are still to be studied, although in the three limit cases the derived expression reduces to predictable results, namely: lim f1→−∞ W f 1 , f 2 , ∆ = F 2 −f 2 /2 2/3 ; lim f2→−∞ W f 1 , f 2 , ∆ = F 2 −f 1 /2 2/3 ; lim ∆→−∞ W f 1 , f 2 , ∆ = F 2 −f 1 /2 2/3 F 2 −f 2 /2 2/3 . Note finally that the obtained result can be easily generalized for the case when the directed polymer at time t comes not to zero but to a given point x 1 , while at time t + ∆t it comes to another given point x 2 . After the proper rescaling x 1,2 → βut 2 1/3 x 1,2 the expression for the corresponding distribution functionW f 1 , x 1 , f 2 , x 2 , ∆ is obtained from W f 1 , f 2 , ∆ by the trivial shift:W
