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Information-based complexity studies problems where only partial and con- 
taminated information is available. One simply states how well a problem should be 
solved and indicates the type of information available. The theory then yields the 
optimal information, the optimal algorithm, and bounds on the problem complexity. 
In this paper we discuss some recent results dealing with the average case setting, 
i.e., the setting where both the cost and the error are measured on the average. 
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1. INTRoDuC-IION 
The purpose of this paper is to discuss recent average case optimal@ 
results in information-based complexity. 
The average case approach to algorithmic analysis has attracted consid- 
erable attention from researchers in theoretical computer science. There are 
many significant results (see, for instance, Karp, 1976, 1979, 1980; Karp and 
Luby, 1983, 1985; Rabin, 1976, 1983, 1985) dealing with average case 
complexity of discrete problems. Important and surprising results on the 
average cost of solving certain continuous problems defined on 
finite-dimensional spaces can be found, for instance, in Blum and Shub 
(1985),Renegar(1985), ShubandSmale(1985a, b), andSmale(1981,1982, 
1983, 1985). In all the work cited above, the problems are defined on discrete 
sets or finite-dimensional spaces. Furthermore, the available information is 
often complete. For many important problems only partial information is 
available. Such problems are the province of information-based complexity. 
To explain the setting of the paper we discuss the following integration 
problem. Suppose that for a sufficiently regular functionf, say f E C’[O,l] 
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(that is, f has a continuous rth derivative), one wants to approximate the 
integral Jbf(t) dt. Typically, what one can evaluate are the values offat some 
points. Thus&t,), . . . ,f(t,,) is the av ai a ‘1 bl e information about the integrand 
fi This information is partial, since f is not uniquely determined by a finite 
number of its values. Since information is partial, no algorithm can solve the 
problem without an error. By taking more and more function evaluations one 
can reduce the error. This, however, increases the cost. Therefore, we would 
like to find information and an algorithm with minimal cost such that the error 
does not exceed a preassigned error accuracy. Such information and such an 
algorithm are called optimal. 
The definitions of cost and error depend on the setting. Woiniakowski 
(1985) and Sikorski (1985) discuss the worst case setting; in this paper, we 
discuss the average case setting. In this setting one assumes a probability 
measure is given, and then the cost and the error of an algorithm are measured 
by their expected values. 
Note that the integration problem is defined on an infinite-dimensional 
space. Typically, only partial information is available for such problems. 
Several earlier papers analyze the average case for problems in infin- 
ite-dimensional spaces. Suldin (1959, 1960) studied this for certain linear 
functionals, while Larkin (1972) studied it for linear operators. Both Suldin 
and Larkin assumed that information is nonadaptive and the algorithms are 
linear. (For the integration example, nonadaptive information means that the 
number of function evaluations and the evaluation points do not depend on the 
integrandf, and the linearity of an algorithm means that the approximation is 
given by a linear combination of function values. ) That is, Suldin and Larkin 
arbitrarily restricted the class of information and algorithms. In information- 
based complexity we try to avoid such ad hoc assumptions. Instead, we 
consider a general class of information and algorithms, and let the theory 
choose what is optimal, that is, what minimizes the cost in this general class. 
2. BASIC CONCEPTS 
The integration problem mentioned in the Introduction is an example of a 
more general problem which we now discuss. 
For given linear normed spaces F, and Fz, let 
S: F, -+ F2 (1) 
be an operator. We call S a solution operator. We assume that we are given 
a probability measure p defined on Fl, which reflects the belief of how often 
certain elements from F, occur. For every element f E Fl we wish to con- 
struct an approximation x(f) E F2 so that the expected distance between S(f) 
and n(f) does not exceed a preassigned accuracy and the expected cost of 
computing x(f) is as small as possible. 
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We assume that the element f is unknown. The knowledge about f is 
provided by information N(f). What do we mean by information? Let A be 
the class of permissible functionals L: Fi + R, i.e., functionals which we can 
evaluate for every element f. We first define a nonadaptive information 
operator N as 
N(f) = L(f)9 . . . , L(f)l, Lj E A. (2) 
That is, for nonadaptive N the number of functional evaluations, n, and the 
functionals, Lip are independent off. The number n of functional evaluations 
is called the cardinulity of N. For the integration problem, L,(f) = f(ti) for 
some tip and nonadaptive means that n and the points tl, . . . , t,, are indepen- 
dent of the integrand f. 
We now turn to adaptive information, which is more general than non- 
adaptive information, and is frequently used in practice. The essence of 
adaption is that neither the cardinal@ n nor functionals have to be fixed. 
Instead, they can vary with J More precisely, suppose we have already 
computed i functional values y,(f), . . . , yi (f) . On the basis of these values, 
we decide whether another evaluation is needed. If no, then N(f) = [ yi (f) , 
. . . ) vi(f)] constitutes the final information about f. Otherwise, if we de- 
cided to make another evaluation, we choose the (i + 1)st functional 
Li+l( *) = Lit * ; Yl(f), . . . , yi(f)), we evaluate it (Yi+l(f) := b+l(f)), 
decide whether another evaluation is needed, and so on. A formal definition 
of an adaptive information operator N is provided by 
N(f) = L(f), Ldf; y,(f)), . . . 9 Ldf; yl(f), . . . , ~nc,df)>l, (3) 
where yi(f) = Li(j y,(f), . . . , yi-l(f)), and for every fixed ~1, . . . , 
Zi-1 E R the functional Li ( * ; ~1, . . . , zi-1) is permissible; i.e. , it belongs 
to A. The cardinality number n(f) for f is chosen so that 
n(f) = minii : terioh(f), . . . , Yi(f>) = 11, (4) 
where teri, called termination functions, are arbitrary Boolean functions. 
Note that nonadaptive information is well suited for parallel or distributed 
computation whereas adaptive information is not. This is why nonadaptive 
information is often called purullel and adaptive information is called se- 
quential. 
We now turn to the concept of an algorithm. By an algorithm we mean the 
way in which the information N cf) is combined to get an approximation x(f) 
of S cf). Thus, mathematically speaking, an (idealized) algorithm is any 
mapping 
4: N(4) - F2 c-9 
from the set of information values into the solution space. 
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We want to stress that the above definition of an algorithm is very general; 
this is why we refer to them as idealized algorithms. This class contains 
algorithms, which are arbitrarily complicated. One can ask, therefore, What 
is the purpose of such a general definition? The answer is simple. We do not 
want any ad hoc restrictions. Instead, we want to have an algorithm which is 
optimal among all algorithms. 
3. AVERAGE COMPLEXITY 
There are two important factors which should be considered when selecting 
information and an algorithm: cost and error. 
In this paper we assume the following model of computation: 
(i) For every f and every permissible functional L, the cost of com- 
puting L(f) is fixed and equal to c. 
(ii) Simple operations (such as addition in I$, multiplication by a scalar, 
comparison, etc.) are permissible and cost unity. We assume that c is much 
larger than 1. 
For given N and 4, let cost(N, f) denote the cost of computing N(f), and 
let cost(+, N(f)) denote the cost of combining the computed information 
y = N(f) to get an approximation 4 ( y ). Due to (i) , 
cost(N, f) 2 cnCf), 
with equality if N is nonadaptive. Let cost(N, +,f) denote the cost of applying 
N and 4 tof, i.e., 
cost(N, $,f) = cost(N,f) + cost(4, N(f)). 
The average cost of N and 4 is defined as 
co~t”‘~(N, 4, p) = 
I 
F, cost(h’, 4, f) /-&Yh 
Obviously, 
cosP(N, 4, /A) = costaVg(N, p) + cosP’g(4, p), 
where co~t”‘~(N, /.L) is the average information cost, 
cost”(N, /A) = 
I F, COW, f 1 cL@fh 
and cosP(4, ,u) is the average algorithm cost, 
costy4, p) = I cW4, N(f)) i&Y). Fl 
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We next define the error. Denoting the norm in 4 by 1111, the error of an 
algorithm C#J for an element f is equal to IIS - +(N(f)) II. The average 
error of + is defined by 
(7) 
Note that the average error is defined by the square root of the expected value 
of II WI - 4vwN II’. ~~q$ most of the results presented in this paper 
are true for a more general definition of error, we have chosen (7) to simplify 
the presentation. 
We are ready to define the fundamental concept of average e-complexity. 
Suppose we are given an error demand E (E 2 0). By the average 
e-complexity we mean the minimal average cost among all information 
operators and algorithms whose average error does not exceed the error 
demand E. That is, the average e-complexity is given by 
compRg(E, p) = inf{cost”g(N, 4, CL) : N, 4 with ea”g(N, 4, p) 5 E}. (8) 
We say that N * and I$* are optimal iff 
costY(N*, c$*, p) = comp*“g(e, CL) and eaVg(N*, +*, p) I E. (9) 
4. LINEAR PROBLEMS 
We report some results concerning average case optimality for linear prob- 
lems. By a linear problem we mean a problem whose solution operator S is 
linear and continuous. Note that the integration example, S(f) = sb f(t) dt, 
is linear. Other examples of linear problems are provided by the approxi- 
mation problem, and the solution of linear elliptic differential equations. We 
assume here that the permissible functionals L are linear and continuous. 
4.1. Can Nonadaptive Information Be Optimal? 
We begin our discussion from a historical perspective. In the fall of 1978 
I discussed with J. E Traub and H. WoBniakowski their recent result, which 
was to appear in Traub and Wotniakowski (1980)) that nonadaptive informa- 
tion is as powerful as adaptive information in the worst case setting. I recall 
our Iirst reaction, that this counterintuitive result must be a figment of the the 
worst case approach, and that for other settings, such as the average case 
settings, adaption should help. We knew that adaption was widely used in 
practice and we believed, together with these practitioners, that adaptive 
information is more powerful. We wanted to prove that adaption helped on 
the average, and this was a major motivation of our interest in the average 
case settings. 
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Average case analysis requires that the space 4 be equipped with a proba- 
bility measure. If fi is infinite dimensional then the choice of a measure is not 
obvious, since there is no Lebesgue-like probability measure. Therefore, in 
our first paper (Traub, Wasilkowski, and Wozniakowski, 1984), we assumed 
Fr to be finite dimensional, which allowed us to consider a class of weighted 
Lebesgue measures, Jo (A) = Lw (x) dx. We also assumed that the cardinality 
number n(f) was independent of J The result we obtained was that 
adaption does not help. 
To explain what we mean by this we discuss the intrinsic uncertainty 
caused by information, leaving for a moment the complexity considerations. 
Note that the error of an arbitrary algorithm that uses N is bounded from 
below by the quantity 
Pvg(N, CL) = inf {eavg(N, 4, CL) : 4 uses N} . (10) 
This quantity is called the average radius of N, and it measures the intrinsic 
uncertainty caused by N on the average. 
The result we obtained states that 
for arbitrary adaptive information N with cardinal@ number 
n(f) E n, there exists nonadaptive information N”“” with the 
same cardinality number whose average radius does not exceed 
the average radius of N. 
Since N”” has the same cardinality as N, the computation of N”““(f) is not 
more expensive than the computation of N(f). Thus, 
costavg(Nnon, p) = cn 5 costavg(N, p); (11) 
yet the uncertainty caused by N”” is not greater than the uncertainty caused 
by N. This is what we mean by saying that “adaption does not help.” 
Proving a result which is contrary to the intuition of ourselves and others 
always raises a suspicion. We therefore thought that finite dimensionality, or 
perhaps the definition of error (see (7)), was responsible for the power of 
nonadaptive information. Therefore we analyzed this problem further. In 
Wasilkowski and Woiniakowski (1984) we proved that 
adaption does not help 
for separable Hilbert spaces 4 and 6; 4 equipped with a measure which has 
certain “symmetry” properties. For instance, elliptically contoured measures 
introduced by Crawford (1977) have such properties. Gaussian measures are 
elliptically contoured, and therefore satisfy these properties. In Kadane, 
Wasilkowski, and Woiniakowski (1984), we assumed p to be Gaussian, and 
we proved that adaption does not help also when the computation of N(f) is 
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contaminated by stochastic noise. (The assumption on the noise is very weak; 
we require only that it be unbiased.) In Wasilkowski (19SSa) and Lee and 
Wasilkowski (1986) we assumed p to be Gaussian, and we proved that 
adaption does not help even for a general definition of the average error. 
Adaption also does not help in a probabilistic setting, where instead of small 
average error one asks that I] S(f) - d(N(f)) ]I 5 E hold with large proba- 
bility. 
All results mentioned above assume the cardinality number n(f) to be 
fixed. Information with varying cardinality is considered in Wasilkowski 
(1985b), where for a general definition of the average error and /L Gaussian 
the following is obtained. For every adaptive information N, there exists 
information N* of a very special form given below, whose average cost and 
radius do not exceed the average cost and radius of N, respectively. Informa- 
tion N* is given as follows. There exist a number (Y E R+ and two non- 
adaptive information operators N, = [L,,, , . . . , L, ,,J and N2 = [L1,2r . . . , 
&I, h.1 = LI,~, such that 
N*(f) = Ndf 1 if Ih( 5 ff, N*(f) otherwise. 
NotethattocomputeN*(f), one simply needs to evaluate the first functional, 
compare its value with (Y, and then evaluate the remaining functionals . Thus, 
although N* is formally adaptive, it has structure as simple as nonadaptive 
information. Furthermore, for some classes A of permissible functionals, 
N1 = N2, that is, N* is nonadaptive. 
Why is it important to know whether nonadaption is as powerful as adap- 
tion? There are many reasons including: 
(i) nonadaption is well suited for parallel or distributed computation 
whereas adaption is not; 
(ii) it is much easier to find optimal information among nonadaptive 
information operators only. 
So far, we have been discussing the adaption versus nonadaption problem 
from the uncertainty point of view. Our primary interest, however, is in 
average complexity and optimality defined as in Section 3. We now explain 
how the above results relate to average complexity results assuming that the 
probability measure enjoys the symmetry properties which guarantee that 
adaption does not help. 
For the error demand E, let N* be information with minimal average 
information cost provided P’g(N*, EL) 5 E. Without loss of generality we 
assumethatN* = [LT, . . . , ~$1 is nonadaptive. Note that the cosPg(N*, 
/A) = cn*, and it is a lower bound on the average e-complexity. This is 
because for any information N with cosP(N, CL) smaller than cn* and any 
algorithm b, that uses N, the average error eavg(N, 4, CL) is greater than E. 
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cn* I compBvg(~, Jo). (12) 
Let +* be the average minimal error algorithm, i.e., 
eaVg(N*, +*, p) = Pg(N*, p). (13) 
Since cost”B(iV*, cf~*, p) = costavg(N*, CL) + costaVg(4*, CL), to prove that 
N* and +* are optimal (or almost optimal), it is enough to show that the 
minimal error algorithm 4* is so simple that cost”“g($*, CL) is dominated by 
cosP”s(N*, cc). Candidates for such simple algorithms are provided by linear 
algorithms. 
An algorithm 4 is linear iff 
4@w = 2 af)gk 
k=l 
for some elements & E 6. Since for every f E fi, cost(& N*(f)) 5 
2n* - 1, we have 
co~t”“~(N*, 4, p) % (2 + c)n* - 1. 
Hence the average cost of N* and 4 is proportional to cn *. 
In the papers cited above it was shown that 
the average minimal error algorithm c$* is linear. 
This and (12) imply that 
there exist nonadaptive information and a linear algorithm which 
are almost optimal. 
4.2. Integration Example 
On the basis of a recent paper (Lee and Wasilkowski, 1986), we exhibit an 
almost optimal information operator and an almost optimal algorithm for the 
integration problem discussed in the Introduction. Let fi = CIO, l] be the 
class of functions with continuous rth derivative. The probability measure /.L 
is given by the standard Wiener measure placed on rth derivatives, i.e., 
p(A) = w{f(” : f E A}, where w is the standard Wiener measure. The 
Wiener measure is an example of a Gaussian measure on a Banach space, and 
is among the most widely used measures in physics. The solution operator is 
given by S(f) = Jb f(t) d(t). We assume that only function and derivative 
evaluations are permissible. Then for every E > 0, the simple information 
N*(f) = [f(l/(n + l)), . . . ,f(n/(n + l))], withn = n(E) = l/~“(‘+‘) 
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is almost optimal, and 
is an almost optimal algorithm. Here a( * ; N(f)) is the natural splinefunctiun 
of degree r + 1 interpolating f. Since there exists good numerical software 
for constructing and integrating natural spline functions, this algorithm is easy 
to implement. 
5. PARTIALLY KNOWN MEASURE 
The average case approach discussed so far is based on the assumption that 
the probability measure is given. 
For some problems we might not know the measure. Therefore, 
what should we do if we do not know the measure? 
Let us discuss a possible approach to average case optimality when the 
probability measure p is only partially known. Suppose that instead of com- 
plete knowledge of CL, we only know some of its properties. Thus, mathe- 
matically speaking, we 
only know that p is a member of a set M, 
where the set M describes the known properties of the measure p. In this 
setting we define the average cost of information N and algorithm 4 by 
cosP(N, 4, M) = suP(cosPr(N, 4, CL) : /A E M}. (14) 
The average error we define by 
ea”g(N, 4, M) = sup(e”“g(N, 4, p) : p E M}. (15) 
Note that for M = {/A}, i.e., p is completely known, these definitions 
coincide with the corresponding definitions of the average cost and the aver- 
age error. Having defined the cost and the error for the class M, we define 
average e-complexity and optimality similarly to Section 3. 
We now report optimality results for a special class M. They follow from 
Kadane and Wasilkowski (1985) and Wasilkowski (1985b). Suppose that we 
know the mean element m and the covariance operator C of an unknown 
measure p. This corresponds to the class 
M = {A : A is a probability measure on 6 with mean element mA 
= m and covariance operator CA = C}. (16) 
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What are optimal N* and 4*? The answer is surprisingly simple. Let y be 
the Gaussian measure with mean element m and covariance operator C 
(without loss of generality we assume that C is such that y exists). Obviously, 
y E M, although in general it is different from the unknown measure ,u. We 
have that for any linear problem and for M given by (16)) 
average e-complexity with unknown measure 
= average e-complexity with measure y, 
In particular, 
nonadaptive N and a linear algorithm C$ are optimal (or almost 
optimal) for M @they are optimal (or almost optimal) for ,u = y. 
6. FUTURE DIRBCTIONS 
Nonlinear problems. So far we have average case optimal@ results for 
linear problems. We would like to extend the analysis to nonlinear problems 
such as nonlinear equations, optimization, and nonlinear partial differential 
equations. 
Stochastic information. We plan to continue the study of average case 
optimality with stochastic information. Some preliminary results can be 
found in Kadane, Wasilkowski, and Woiniakowski (1984). 
Probabilistic information and algorithms. By probabilistic information and 
probabilistic algorithm we mean that the choice of information and the way 
it is combined has randomness. Although for linear problems such a random 
choice does not help (see Wasilkowski, 1985b), we believe that it helps 
significantly for certain nonlinear problems. 
Partially known measures. We plan to continue the study of average case 
optimality with partially known measures. 
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