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Resumo
Numa época em que os recursos naturais são cada vez mais escassos, as preocupações ambi-
entais mais elevadas e o consumo de energia elétrica continua a aumentar, foi necessário encontrar
novas técnicas de produção e gestão da energia pelo que a implementação de sistemas Smart Grid
contribui para uma gestão mais eficiente da procura de energia elétrica.
Para a implementação da Smart Grid é necessário garantir o suporte de tecnologias de infor-
mação e de comunicação, o investimento em sensores, em controlo e sistemas de automação e,
também a aposta em eletrónica de energia e armazenamento de energia.
A solução para implementar as redes elétricas inteligentes, ou seja a Smart Grid, pressupõe
uma evolução do atual sistema de energia elétrica através da inserção de tecnologias de comu-
nicação que permitam recolher dados em tempo real para monitorar e controlar a rede elétrica e
assim garantir maior confiabilidade, eficiência e qualidade do sistema de energia. No entanto esta
evolução cria riscos associados já que o acesso a essa informação é mais aberto e sujeito a ameaças
sendo um dos principais objetivos garantir a segurança da informação que irá fluir na rede.
Realça-se assim que a rede de energia é vital para entregar a energia que as pessoas neces-
sitam nas suas vidas pessoais e profissionais e essa entrega tem de ser segura e confiável. Para
tal, o sistema Smart Grid sustentado por dispositivos de deteção e de controlo, aplicativos e por





In a time when natural resources are increasingly scarce and energy consumption continues
to increase, it is necessary to find new production and distribution techniques and energy mana-
gement. Therefore, the implementation of Smart Grids systems contributes for a more efficient
management of demand of electricity.
For the implementation of the Smart Grid, it is necessary to ensure the support of information
and communication technologies, the investment in sensors in control and automation systems,
and on electronic energy and energy storage.
The solution to implement Smart Grids is an evolution of the current electricity system by
inserting communication technologies to collect real-time data to monitor and control the power
grid and thus ensure greater reliability , efficiency and quality of the power system. However this
development creates associated risks as access to this information is more open and subject to
threats being one of the main objectives guarantee the security of the information that will flow on
the network.
It is emphasized that the power grid is vital to deliver the energy people need in their personal
and professional lives and that delivery must be safe and reliable. This system supported by
control devices and application and communication technologies will lead to a more intelligent
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Numa época em que os recursos naturais são cada vez mais escassos e consequentemente as
preocupações ambientais mais elevadas, devido ao aumento do consumo de energia elétrica face
à dinâmica geográfica e respetiva industrialização, está atualmente na agenda de todos os países e
organizações aumentar a investigação e a gestão dos recursos energéticos.
Estima-se que a população mundial vá crescer nos próximos 50 anos tanto como nos últimos
milhares de anos. Assim, com este crescimento exponencial será necessário mais alimentos, mais
água, mais cidades, mais transportes, mais comunicações, ou seja, todos estes setores irão precisar
de mais energia elétrica.
Os gases do efeito de estufa produzidos pelo homem estão a levar a mudanças climáticas
perigosas pelo que os métodos para utilizar a energia de forma mais eficaz e de gerar eletricidade
sem a produção de CO2 devem ser encontrados. A gestão eficaz das cargas, a redução de perdas e
o desperdício de energia precisam de informações precisas, enquanto o uso de grande quantidade
de geração renovável exige a integração da carga na operação do sistema de energia, a fim de
ajudar a equilibrar a oferta e a procura.
Além de ser fundamental o aumento da eficiência energética é também necessário produzir
muito mais, sem colocar em causa o aquecimento global e as respetivas alterações climáticas. Uma
das maiores motivações do ser humano é a implementação global de sistemas elétricos inteligentes
de modo a não comprometer a evolução tecnológica e a respetiva necessidade de energia elétrica.
Estes objetivos convergem na smart grid que utiliza tecnologias avançadas de informação e de
comunicação para controlar e gerir o sistema de energia de modo a transformá-lo num sistema
eficaz e eficiente.
A atual revolução nos sistemas de comunicação oferece a possibilidade de melhor monitori-
zação e controlo de todo o sistema de energia, contribuindo para uma operação mais eficiente e a
diminuição dos respetivos custos. A smart grid é uma oportunidade para utilizar as novas tecnolo-
gias de informação e de comunicação e assim revolucionar todo o sistema de energia elétrica. No
entanto, devido ao enorme tamanho do sistema de energia e ao valor de investimento que tem sido
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2 Introdução
aplicado nele ao longo dos anos, qualquer mudança significativa terá um custo associado elevado
e implicará uma justificação cuidadosa.
Um fator-chave para a transformação segura e eficiente de uma rede energia das utilities é
uma infraestrutura de comunicações moderna, confiável e flexível que permita a monitorização, o
controlo e a informação do estado da rede eficiente em tempo útil.
1.2 Motivação e Objetivos
Este trabalho tem como objetivo apresentar as tendências atuais de evolução das comunica-
ções nas utilities e nesse sentido serão caracterizados os serviços e as tecnologias que suportam a
introdução de sistemas smart grid, bem como a evolução que está prevista para os próximos anos.
1.3 Estrutura da Dissertação
No capítulo 2 é descrito o estado da arte, sendo apresentada uma descrição sucinta de um sis-
tema de energia elétrica e do serviço RTU/SCADA existente na generalidade das utilities. Também
se apresenta uma descrição das tecnologias de comunicação que suportam a transferência de infor-
mação dos vários serviços instalados, nomeadamente o SDH, DWDM/CWDM, OTN, IP/MPLS,
MPLS-TP, Ethernet.
No capitulo 3 aborda-se a evolução tecnológica dos sistemas de suporte à exploração da rede
de energia, ou seja, a caracterização da necessidade de implementação de uma smart grid, os
respetivos atributos e necessidades de novas tecnologias de comunicação, bem como requisitos de
segurança e questões cruciais tais como a medição inteligente e fontes de energia renováveis.
No capítulo 4 é apresentada a evolução das tecnologias de comunicação de suporte à explora-
ção da rede de energia, com destaque para a massificação das comunicações IP/MPLS, onde são
colocadas questões como a QoS e os desafios de serviços críticos como SCADA e teleproteção
num futuro próximo para a consolidação tecnológica.
No capítulo 5 realça as conclusões gerais do trabalho realizado, assim como algumas perspe-
tivas de desenvolvimentos futuros
Capítulo 2
Estado da arte
2.1 Energia e Potência
Energia e potência são dois conceitos dependentes mas distinguíveis, já que a potência consiste
na capacidade de produzir energia num certo período de tempo. As utilities distribuem energia
elétrica aos consumidores com um determinado nível de potência de modo a que estes a possam
aplicar na alimentação de equipamentos. A energia elétrica é crucial para a iluminação, a deslo-
cação, o aquecimento e para o trabalho, ou seja, a energia elétrica é a base das nossas ações de
sobrevivência e da evolução da sociedade humana.
A energia elétrica é obtida através de fontes de energia, quer sejam renováveis ou não renová-
veis. As energias renováveis são aquelas cuja taxa de utilização é inferior à sua taxa de renovação,
como o sol, o vento, os cursos de água, o mar, os produtos florestais, os resíduos agrícolas e urba-
nos e o interior da terra. Por outro lado, as energias não renováveis são os recursos naturais que,
quando utilizados, não podem ser repostos pela ação humana ou pela natureza, logo são finitos
e podem esgotar-se, como os combustíveis fósseis, como o carvão, petróleo ou gás natural e os
combustíveis nucleares.
Figura 2.1: Fontes de energia [1]
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A figura 2.1 apresenta as fontes de energia utilizadas na produção de energia elétrica. Através
dos dados da Agência Internacional de Energia é possível retirar-se uma estimativa de que em
2035 a produção de energia seja de 16800MTOE e destaca-se ainda uma redução no consumo
de carvão, não se prevendo alterações no consumo de energia nuclear. Como principais fontes
de energia renováveis temos: a hídrica, que é obtida a partir do curso de água (rios, barragens)
e pode ser aproveitada por meio de um desnível ou queda de água; a biomassa, que resulta do
aproveitamento energético da floresta e dos seus resíduos; a solar, proveniente da luz do sol, que
depois de ser captada por células fotovoltaicas ou coletores solares térmicos, é transformada em
energia elétrica ou térmica; a eólica, que se refere ao movimento dos ventos, é captada por hélices
ligadas a uma turbina que aciona um gerador, levando à produção de energia elétrica; a geotérmica,
que provém do aproveitamento do calor gerado no interior da Terra, permitindo gerar eletricidade.
Como principais fontes de energia não renováveis utilizadas na produção de eletricidade destaca-
se: o carvão, que é um combustível fóssil extraído de explorações minerais; o gás natural; a energia
nuclear que, é utilizada nas centrais nucleares e o petróleo, que é constituído por uma mistura de
compostos orgânicos.
2.2 Sistema de Energia Elétrico
A energia elétrica é uma forma de energia baseada na geração de diferenças de potencial
elétrico entre dois pontos, que permitem estabelecer uma corrente elétrica entre ambos. Esta é
produzida nas centrais geradoras e seguem um longo caminho até chegar ao consumidor final. O
SEE pode ser dividido em quatro etapas: a produção, o transporte, a distribuição e o consumo,
como está representado na figura 2.2.
Figura 2.2: Sistema de energia elétrico [2]
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Devido à localização dos recursos (rios, mar, sol, carvão) e às restrições urbanísticas, a pro-
dução de energia elétrica é realizada longe das zonas urbanas. Após a sua produção, é necessário
proceder ao transporte da eletricidade, que é efetuada em muito alta tensão para limitar as respeti-
vas perdas. De seguida, temos a rede de distribuição que transporta a energia até aos consumidores
finais (domésticos, empresariais ou industriais). Estas redes de distribuição utilizam três níveis de
tensão: Alta tensão, que fornece energia às subestações, média tensão, que alimenta os postos de
transformação e baixa tensão, à qual estão ligados os aparelhos dos consumidores.
2.3 Sistema Energético Português
A figura 2.3 apresenta a visão típica de uma rede elétrica constituída por grandes estações de
produção de energia, rede de transporte a longa distância, subestação de distribuição e por último
a entrega a partir da rede de distribuição aos consumidores.
Figura 2.3: Sistema de energia nacional[3]
Produção
Atualmente, devido às condições hidráulicas favoráveis, a produção de energia é de origem
predominantemente renovável e os centros de produção estão maioritariamente localizados no
norte de Portugal. A produção de eletricidade com o suporte a centrais térmicas a carvão, a centrais
de gás natural e a centrais hidroelétricas, garante o regime ordinário, sendo este garantido pela
produção de eletricidade de fontes renováveis (exceto hídricas) como mini-hídricas, cogeração,
biomassa e eólicas.
Transporte
A rede transporte é essencialmente realizada por linhas aéreas e com níveis de tensão 400
kV, 220 kV e 150 kV e leva a eletricidade das centrais de geração para as subestações. Em
algumas zonas urbanas essa rede possui troços subterrâneos. Em Portugal a exploração da rede
de transporte é efetuada pela REN e na figura 2.4 apresenta-se a RNT, que cobre a totalidade do
território de Portugal Continental e que tem interligações com a Rede Elétrica Espanhola.
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Figura 2.4: Rede nacional transporte [4]
Distribuição
As subestações, os postos de transformação, as linhas aéreas e os cabos subterrâneos consti-
tuem a rede de distribuição e funcionam em alta tensão a 60kV, em média tensão a 30kV, 15kV e
10kV, e em baixa tensão a 400V/230V.
Comercialização
O negócio de comercialização de eletricidade em Portugal está liberalizado e desta forma o
cliente tem a possibilidade de selecionar o fornecedor que pretende. A ERSE (Entidade Regula-
dora dos Serviços Energéticos) é a entidade que supervisiona o mercado.
2.4 Serviços
O sistema de energia elétrico possui vários serviços associados, nomeadamente o SCADA,
o de teleproteção, o WAMPAC, o de telemonitorização, os serviços de voz e outros, mas neste
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capítulo apenas vão ser caracterizados o serviço SCADA, a teleproteção e o WAMPAC.
2.4.1 SCADA
SCADA é um termo geral que se refere geralmente a uma ampla variedade de sistemas de
controlo industriais, como os utilizados no fabrico, na refinação e em sistemas a bordo de navios,
edifícios e veículos, bem como em sistemas de energia.
Os sistemas SCADA e os sistemas de controlo distribuídos estão a evoluir para realizar a
mesma tarefa, sendo esta o controlo em tempo real. Historicamente, os sistemas SCADA não eram
capazes de efetuar o controlo em tempo real, mas sim a supervisão de sistemas, já que permitiam
apenas que os operadores vissem e gerissem o que estava ocorrendo pois a comunicação não
era suficientemente rápida e fiável que permitisse o controlo em tempo real. No entanto, com a
melhoria da comunicação, os sistemas SCADA evoluíram de modo a serem capazes de realizar o
controlo em tempo real.
Os protocolos SCADA foram projetados para fornecer uma comunicação rápida e leve do con-
trolo e do estado de informação, para um sistema de gestão e um operador de sistema. Preocupam-
se com um mapeamento orientado a objetos de pontos de controlo e em lidar com consultas e rela-
tórios para decisões de controlo críticas. DNP3 é um protocolo SCADA que interliga as estações
de controlo do cliente, RTU, e outros IED. O protocolo foi desenvolvido pela General Electric
para servir a necessidade de um protocolo SCADA, enquanto que o protocolo IEC 60870-5, que é
comummente implementado, estava em desenvolvimento
Ao monitorizar centralmente alarmes e processar dados continuamente com sistemas SCADA,
a eficiência e o tempo de funcionamento dos processos industriais pode ser aumentada, resultando
em significativas poupanças operacionais. As aplicações mais comuns incluem leitura de tensão,
corrente, ou frequência nas redes de energia e medição da pressão nos oleodutos de petróleo e gás.
Conforme se apresenta na figura 2.5, um sistema SCADA típico tem quatro componentes:
sensores, que são dispositivos que monitorizam o processo e o respetivo equipamento, RTU, dis-
positivos que recolhem informações a partir de sensores e que as transmitem a um SCADA master.
Os RTU são frequentemente chamados de slaves. O SCADA master é o principal equipamento
no centro de controlo, onde os utilizadores interagem através de uma interface homem-máquina
(HMI), que normalmente corre num computador. O SCADA master controla e comunica com um
número de slaves periodicamente. A rede de comunicações localiza-se entre o SCADA master
e os slaves, fornecendo comunicações fiáveis e resilientes entre eles. Como carrega informações
críticas para o funcionamento seguro e eficaz do processo industrial, a rede de comunicações é
considerada como sendo uma rede de missão crítica.
Num sistema SCADA, um master pode ser responsável por dezenas ou centenas de slaves. O
interface usado para se ligar à rede de comunicações é geralmente uma interface serial tal como
V.24 ou X.21 com uma taxa de bits que varia entre 300b/s a 19,2 kb/s. A comunicação entre o
master e o slave é a seguinte:
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Figura 2.5: Sistema SCADA [5]
• 1 — O master consulta os slaves sequencialmente usando uma mensagem incorporada com
um endereço de slave único codificado dentro da mensagem;
• 2 — Embora a mensagem de consulta seja enviada a todos os slaves, apenas o slave endere-
çado processa a consulta e responde enviando dados de volta numa mensagem de resposta;
• 3 — Com outra mensagem codificada com outro endereço de slave, o master, volta a con-
sultar outro slave. O slave responde como no passo 2;
• 4 — Estes passos são repetidos continuamente.
Durante o tempo de inatividade, todos os slaves estão a transmitir mensagens de volta para o
master. Para filtrar a mensagem de resposta, é necessário uma ponte de dados executando uma
função porta lógica "AND". A figura seguinte 2.6 mostra esse processo em que cinco slaves vão
sendo consultados sequencialmente.
Figura 2.6: Comunicação SCADA entre master e slaves [5]
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2.4.2 Teleproteção
Como a eletricidade é o alicerce da sociedade moderna, é vital implementar todos os meios
possíveis para evitar grandes interrupções. Os sistemas de teleproteção tipicamente instalados em
redes de transmissão de alta tensão, onde as distâncias são geralmente maiores do que nas redes de
distribuição, desempenham um papel crítico na prevenção da instabilidade na rede e nos danos em
equipamentos da subestação. Os sistemas de teleproteção monitorizam as condições nas linhas de
transmissão e coordenam o disparo destas de modo a isolar rapidamente as falhas.
Um sistema de teleproteção tem geralmente dois componentes: um relé de proteção, que exe-
cuta a comutação e equipamentos de teleproteção, que são a interface para a rede de comunicações
de missão crítica.
Os sistemas de teleproteção confiam na rede de comunicações para a troca, em tempo real, de
informações de estado e comandos entre os equipamentos de teleproteção. De forma a garantir
que os sistemas de energia sejam devidamente protegidos, as mensagens de teleproteção devem
ser transferidas de forma fiável e com latência altamente controlada.
Para otimizar a eficiência operacional, minimizar os custos, e ainda estar preparado para o
futuro, muitas utilities planeiam implementar uma nova rede que transporte tanto o novo como o
tráfego antigo de missão-critica.
Figura 2.7: Sistema teleproteção [6]
2.4.3 WAMPAC
O sistema de monitorização, proteção e controlo em longa distância, WAMPAC, é caracte-
rizado pelo uso de informação sincrofasorial do sistema elétrico, obtida em tempo real, que é
sincronizada em relação ao GPS e transferida por um sistema de comunicação para uma localiza-
ção remota. O principal objetivo do WAMPAC é aumentar a confiabilidade do sistema elétrico, já
que monitoriza em tempo real a dinâmica do sistema de transmissão e distribuição de energia de
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modo a identificar possíveis instabilidades no sistema ou perturbações na rede elétrica para limitar
a propagação destes distúrbios.
A principal tecnologia do WAMPAC é a SMT (Synchronized Measurement Technology), ou
seja, a medição sincronizada por fase da tensão e corrente, sendo esta informação recolhida em
diversos pontos da rede elétrica. Esta medição sincronizada permite avaliar em tempo real o
estado global da rede e a referência do tempo global obtida do GPS garante a sincronização das
medidas. Os blocos fundamentais da SMT são as PMU, os concentradores de dados e a rede de
comunicação, sendo que a PMU é o elemento responsável por realizar as respetivas medições,
obtendo os valores de cada fase de tensão e de corrente, assim como da frequência, aos quais é
associada a referência de tempo fornecida pelo GPS e posteriormente são transmitidos pelas PMU
para os concentradores de dados, PDC.
Os PDC são responsáveis por recolher os dados das PMU, agregando-os e transmitindo-os para
os centros de controlo e em cada distribuidora de energia é efetuado o controlo de um determinado
conjunto de concentradores de dados fasoriais.
Contudo, a visão global da rede elétrica provida pelo WAMPAC(2.8) só é possível se todos os
PDC comunicarem com um centro de controlo responsável por agregar as medições das PMU de
todas as distribuidoras que atendem uma grande área e que possuam uma proposta para recolher os
dados das diferentes distribuidoras, criando um "super coletor de dados"responsável pela recolha
dos dados de cada distribuidora numa região.
O "super coletor de dados"é capaz de entender diferentes protocolos de comunicação, de modo
a poder-se relacionar com diferentes "coletores de dados", e está preparado para fornecer todos os
dados recolhidos a um único "coletor de dados"de uma distribuidora de energia para que esta possa
entender o estado da rede elétrica, mesmo numa região que esteja fora da sua área de controlo.
Figura 2.8: Arquitetura WAMPAC [7]
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Atualmente, o estado global do sistema elétrico é obtido pelo sistema SCADA e pelos siste-
mas EMS (Energy Management system) usados nas subestações de distribuição. Estes sistemas,
dependendo da aplicação, executam por norma medições do estado da rede elétrica a uma frequên-
cia muito baixa, com períodos da ordem de segundos ou até minutos. As medições recolhidas não
possuem uma referência de tempo comum e restringem-se às áreas de controlo regionais de cada
sistema. O conceito de WAMPAC estende assim o controlo exercício por sistemas SCADA e
EMS para uma área mais ampla, com recolha de dados em tempo real, associada a informações
geográficas a uma referência de tempo global sincronizado.
Os sistemas que implementam o WAMPAC têm como principais objetivos monitorizar, prote-
ger e controlar a rede elétrica em áreas maiores do que o controlo regional exercido por sistemas
SCADA, sendo que o objetivo do controlo exercido pelo WAMPAC é que uma falha ou pertur-
bação numa área possa ser identificada em tempo real e que as medidas corretivas ou,em ultimo
caso, de contenção possam ser tomadas, evitando assim apagões em cascata.
Assim, o estado da rede elétrica é estimado em tempo real com o WAMPAC. Os padrões de fa-
lhas são identificados na área em que se iniciam e não se propagam para a restante rede, permitindo
também que as distribuidoras de energia elétrica executem aplicações, através do conhecimento
global de rede, tais como o registo dinâmico de eventos, a modelagem da rede em tempo real, para
adequar geração e procura da energia e a monitorização em tempo real, da diferença de ângulo de
fase entre barramentos diferentes.
A conexão entre os vários elementos do WAMPAC pode ser realizada através de diferentes
meios físicos, como as ondas micro-ondas, as redes óticas, ou até mesmo as redes privadas vir-
tuais sobre a internet, apesar de as tecnologias que permitem a realização do WAMPAC ainda
apresentarem alguns desafios de segurança.
2.5 Tecnologias de Comunicação
As comunicações são cruciais para uma rede de energia e ao longo das décadas têm sido
realizados investimentos que acompanham a evolução tecnológica, como por exemplo a utilização
inicial do PLC para a comunicação de voz até às comunicações digitais para os centros de gestão
da rede.
A figura 2.9 apresenta a evolução tecnológica observada em Portugal na REN.
Figura 2.9: Evolução tecnológica na REN [4]
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Inicialmente as comunicações foram implementadas para controlo da rede elétrica, essencial-
mente nas seguintes 4 áreas: na produção, na transmissão de energia, na verificação dos níveis de
tensão e na proteção, ou seja, na prática era crítico observar se a quantidade de energia produzida
correspondia à que estava a ser solicitada pelos consumidores com os níveis de serviço necessá-
rios. Relativamente à proteção do sistema de energia é uma das áreas mais críticas, pois envolve
segurança pessoal, sendo o objetivo desta o isolamento de falhas, enquanto mantêm a distribui-
ção de energia segura para os consumidores. Assim, a comunicação foi inicialmente utilizada na
rede de energia para fins relativamente específicos, maioritariamente para implementar a leitura
automatizada de medidores em alguns locais e mecanismos de proteção especial, mas com o sur-
gimento do conceito smart grid, a comunicação assume um papel muito maior na rede de energia,
já que implica uma transmissão de informação bidirecional.
2.5.1 SDH
SDH é uma tecnologia de transmissão padronizada que permite transferências de bits digitais
através de ligações óticas e elétricas e foi criado por um conjunto de padrões ITU-T em 1989.
Quando esta se introduziu, uma das principais preocupações foi a de assegurar a compatibilidade
com os serviços PDH existentes sem problemas de sincronização. Esta foi a razão que levou a
incorporar as interfaces PDH padrão. Atualmente SDH é a infraestrutura de transmissão de um
grande número de operadores de telecomunicações e de utilities. O meio de comunicação mais
adequado para SDH é a fibra ótica, no entanto, interfaces de linha SDH elétrica, bem como de
rádio micro-ondas também são comuns.
SDH é uma tecnologia amplamente adotada, sendo possível construir equipamentos SDH uti-
lizando componentes de uso geral, o que reduz o risco e os efeitos das decisões do ciclo de vida
dentro do mercado fornecedor/fabricação. Embora SDH seja uma tecnologia legacy para telefonia
pública, continua a ser a tecnologia predominante para as utilities pelo que é provável que SDH
prolongue a sua existência nos próximos anos.
As redes de grande dimensão foram construídas com a tecnologia SDH e vários operadores
europeus públicos de telecomunicações ainda usam SDH como rede de backbone. SDH com taxas
de 10Gbps (STM-64) é comum serem instalados enquanto taxas de 40Gbps (STM-256) só estão a
aparecer agora no mercado.
SDH suporta uma variedade de diferentes tipos de carga que permitem o transporte de serviços
de TDM clássicos, tais como circuitos E1. Uma rede SDH pode ter ligações ethernet ponto a ponto
(Ethernet sobre SDH) e os equipamentos SDH podem fornecer recursos de Ethernet específicos
do fornecedor - até mesmo ligações multiponto como um serviço de sobreposição.
Um elemento-chave em redes SDH é ADM, que é o equipamento que fornece a capacidade
básica para a inserção de tráfego e ligações transversais. Esta capacidade permite o transporte
eficiente e apoia os serviços legacy e TDM, como o telecontrolo e a teleproteção.
Os conceitos de SDH são considerados como "mais simples"do que as tecnologias com base
de dados de pacotes. Além disso, como existem muitos equipamentos implementados, há um
grande número de técnicos familiarizados com a operação e manutenção da SDH. Deste ponto
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de vista, é relativamente simples estabelecer estratégias de manutenção devido ao fato de que o
know-how está amplamente disponível.
O facto de SDH ser uma tecnologia antiga muito popular, também garante que existem várias
peças de reposição disponíveis. Devido às suas características TDM, SDH carece de flexibilidade
moderna de tecnologia de dados e a engenharia de tráfego é difícil de otimizar em grandes redes,
causando o desperdício de alguma capacidade de tráfego em redes de malha.
Em comparação com outras tecnologias "mais recentes", a interoperabilidade com interfaces
legacy é um ponto forte, especialmente em utilities. SDH em combinação com PDH oferece
interfaces para dispositivos elétricos legacy de proteção e de controlo que dificilmente podem
ser obtidos com outras tecnologias de forma nativa. SDH fornece também um comportamento
determinístico, que é amplamente apreciada pelos engenheiros de tráfego.
Estudos recentes têm sido feitos a fim de acomodar SDH com redes baseadas em dados, como
Ethernet sobre SDH. SDH funciona de forma eficiente com WDM. Em geral, se for fornecida
adequada redundância de tráfego, as redes SDH têm altos níveis de disponibilidade de serviços de
telecomunicações. Sendo uma tecnologia de transmissão TDM, SDH suporta apenas largura de
banda reservada para cada circuito, garantindo assim uma QoS, especialmente para aplicações de
missão crítica, embora o SDH não seja otimizado em caso de transporte de multisserviços.
O conceito global para a redundância de tráfego SDH é oferecer um caminho alternativo para
a ligação de origem e destino num circuito de telecomunicações. Então, numa configuração típica
em anel são fornecidos dois caminhos físicos diferentes.
A tecnologia de gestão SDH é muito bem compreendida, proporcionando OAM embutido e
monitorização das funcionalidades. A gestão SDH fornece alarmes de supervisão e prestação de
serviços à distância.
As plataformas de gestão de redes SDH oferecem funções de gestão automatizadas. Estas
plataformas fornecem os dados necessários no dia-a-dia de uma rede de telecomunicações, tendo
a possibilidade de emitir comandos para a infraestrutura de rede de modo a ativar novos serviços,
detetando e corrigindo as falhas na rede.
Um dos inconvenientes das plataformas de gestão SDH é que são proprietárias, ou seja, é pos-
sível conectar equipamentos SDH de diferentes fornecedores, no entanto, não é possível gerir um
elemento de rede de outra plataforma de vendedor, nem estabelecer automaticamente um circuito
ponto a ponto que seja executado em diferentes regiões de fornecedores.
2.5.2 DWDM/CWDM
O crescimento do tráfego é um dos principais motivos para o aparecimento das redes de trans-
porte WDM. Inicialmente a transição foi feita de 2.5G para 10G e 10G para 40G, e atualmente
100G taxas de canais óticos. A tecnologia WDM é uma tecnologia física que permite o transporte
de qualquer protocolo com uma variedade de largura de banda até 100Gbps. Esta capacidade de
tecnologia WDM permite cobrir as necessidades atuais e futuras de fluxo de dados. Atualmente, a
tecnologia WDM garante serviços de transporte tanto para a tecnologia TDM como para a tecno-
logia Ethernet. Em essência WDM é apenas uma tecnologia de suporte, uma infraestrutura para
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as outras tecnologias. Mais recentemente, WDM é uma tecnologia que permite a coexistência de
vários sistemas de transmissão que compartilham o mesmo par de fibras.
Interfaces óticas são um dos principais contribuintes para a popularidade do WDM porque é
a maneira mais fácil de mudar o comprimento de onda de transmissão, simplesmente mudando
o módulo plug-in. Na verdade a maior parte dos fabricantes de equipamento oferece uma ampla
variedade de possibilidades na sua interface ótica. Nos últimos anos, a utilização extensiva de
dispositivos OADM, permite algum grau de encaminhamento ótico.
Existem dois tipos de arquiteturas WDM: CWDM e DWDM. Um sistema CWDM normal-
mente fornece 18 canais, separados por 20nm, a partir de 1260nm a 1630nm e o sistema DWDM
é uma tecnologia usada para ligações de alta capacidade (ITU-T G.694.1). Os sistemas DWDM,
utilizados principalmente por operadores de telecomunicações públicos, podem multiplexar de
32 a mais de 100 canais na gama de 1530 - 1624nm. Deste modo, a figura 2.10 apresenta os
comprimentos de onda utilizados na fibra ótica.
Figura 2.10: Comprimentos de onda WDM [8]
O número de canais, a seleção de canal (frequência central), a largura de cada canal de frequên-
cia, e a separação de canais, são parâmetros importantes na conceção do sistema WDM. Com um
espaçamento de canal de 1 nM (ou inferior), a operação DWDM requer fontes óticas extrema-
mente precisas (estabilização da temperatura laser), resultando numa maior complexidade e custo.
Tecnologias WDM podem acomodar qualquer taxa de bits fornecendo largura de banda necessária:
SDH (STM1, STM4), Ethernet (1Gbit/s, 10Gbit/s).
Nativamente, a tecnologia WDM fornece ligações ponto a ponto, no entanto, é possível ter
um outro tipo de arquitetura (anel, malha) através da mistura de WDM com outros protocolos
(camada 2, camada de 2,5, camada 3). Atualmente, as redes Ethernet óticas são muito mais dinâ-
micas do que no passado e exigem uma maior flexibilidade. A fim de proporcionar a necessária
2.5 Tecnologias de Comunicação 15
flexibilidade, ROADM foram desenvolvidos. Eles permitem que os operadores acedam a qual-
quer comprimento de onda em qualquer nó, em qualquer momento - replicando a simplicidade
operacional e flexibilidade das redes SONET/SDH ao nível de comprimento de onda.
A tecnologia ROADM e o uso de lasers ajustáveis e filtros permite que as utilities emitam
qualquer comprimento de onda em qualquer nó, em qualquer momento, e enviem quaisquer com-
primentos de onda em qualquer direção (sem rumo) usando qualquer porta disponível no nó de
rede. Esta arquitetura chama-se “arquitectura triplo A” (AAA – any wavelength, any node, any
time) e é totalmente flexível e non-blocking. Requer muito pouca habilidade técnica do pessoal
operacional e elimina a necessidade de pré-planeamento meticuloso.
ROADM Triple-A são a base de uma rede de fibra ótica totalmente automatizada, e que per-
mitem a interoperabilidade inteligente, usando o conceito de arquitetura de duas camadas, que
apesar de outras tecnologias, têm a possibilidade de implementar uma arquitetura de rede com
duas camadas de comutação empilhados.
WDM é um método de combinação de vários sinais em raios laser, com vários comprimen-
tos de onda de infravermelhos, para a transmissão ótica ao longo de meios de comunicação de
fibra. Cada laser é modulado por um conjunto independente de sinais. Os filtros sensíveis aos
comprimentos de onda são usados na extremidade de receção para separar os sinais.
Esta é uma técnica de multiplexagem atraente que permite alta taxa de bits, misturando tec-
nologias de redes novas e legacy numa única fibra ótica. Considera-se adequada para redes de
missão crítica e útil para upgrades de fibras instaladas.
As tecnologias CWDM oferecem implementações rápidas com relativa facilidade, em relação
às tecnologias DWDM. No entanto, muitas soluções CWDM retransmitem sobre camadas subse-
quentes de tecnologia para permitir a "visão"na rede. Por esta razão, a operação e manutenção
de uma solução CWDM pode tornar-se difícil com o escalonamento de rede. Os sistemas atuais
utilizam um canal de serviço ótico que é independente dos canais de trabalho do WDM de modo
a criar uma rede de comunicação de dados com base em padrões que permitem aos provedores
de serviços monitorizar remotamente e controlar o desempenho e o uso do sistema de controlo.
A maioria dos sistemas usam SNMP como um padrão, mas, em profundidade configurações de
dispositivos, pode não ser alcançável com padrões abertos.
As redes WDM fornecem transporte puramente ótico para diferentes tecnologias de transmis-
são e protocolos de transporte. A tecnologia WDM é projetada para permitir a coexistência de
diversas tecnologias. Como um sistema transporte, vários comprimentos de onda podem ser im-
plementados dentro de uma fibra com total independência, transportando cada um dos serviços
apropriados. Isto garante transparência de protocolo e formato na rede. Uma grande vantagem é
a convivência com vários protocolos (SDH, Ethernet), por exemplo SDH/WDM, Ethernet/WDM,
IP/WDM, MPLS/WDM.
Em termos de disponibilidade e confiabilidade, existem algumas diferenças entre as implemen-
tações WDM. Com um espaçamento de canais de 20nm, os sistemas CWDM toleram a variação
de temperatura ao longo de toda a faixa de temperatura industrial do emissor de laser sem sair do
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seu canal alocado e sem o uso de sistema de refrigeração especial. A exigência rigorosa da esta-
bilidade de frequência da tecnologia DWDM é conseguida mantendo a cavidade do laser a uma
temperatura constante e limitando a saída de potência do emissor. Isto implica que a temperatura
deve ser mantida constante e reduz o MTBF de um sistema em comparação com CWDM.
A robustez de CWDM e o custo consideravelmente mais baixo, constituem vantagens signifi-
cativas desta tecnologia na rede de comunicações, onde a multiplexagem do comprimento de onda
não é muitas vezes usado para atingir a largura de banda máxima, mas para separação de redes.
A QoS oferecida pela tecnologia WDM é baseada na reserva de recursos, isto é, cada ligação
tem banda larga reservada, sem qualquer mecanismo de transbordamento. Sistemas de transmissão
diretos ou equipamentos dedicados ponto a ponto são os mais utilizados atualmente. O meio de
comunicação mais adequado para as comunicações de missão crítica é a fibra ótica, havendo dois
métodos: o uso de fibra ótica dedicada ou a utilização de um comprimento de onda dedicado. A
fiabilidade do caminho de transmissão é a mesma, independentemente da solução.
A tecnologia WDM permite atraso determinístico fim-para-fim e as tecnologias de gestão
WDM variam devido à natureza passiva de algumas soluções em comparação com a natureza
exaustiva de outros tipos de soluções.
Os dispositivos CWDM geralmente confiam nas tecnologias de camadas subsequentes acima
para verificar a conectividade e a disponibilidade. DWDM pode fornecer gestão extensivo ótica
e gestão baseada em circuitos, oferecendo um controlo granular e visão dos serviços. A escolha
da tecnologia é uma decisão que não pode ser tomada nos estados iniciais de um projeto porque
ambos os canais podem coexistir sobre a mesma fibra, embora CWDM seja recomendada para
aplicações de missão crítica devido à sua alta confiabilidade em comparação a DWDM
2.5.3 OTN
A tecnologia OTN foi essencialmente proposta para ligações óticas ponto a ponto, que exigem
uma maior capacidade de correção de dados e maiores taxas de dados. Hoje em dia, a tecnolo-
gia OTN é implementada para várias topologias de rede (anel, malha), com a possibilidade de
transportar transparentemente todo o tráfego, oferecendo alguns recursos adicionais como OAM
reforçado, redundância e resiliência. [9]
OTN foi desenvolvido pela norma do ITU-T (G.709, G.879) como uma nova tecnologia para o
transporte de sinal em redes óticas e permite o transporte transparente de sinal face ao mecanismo
de serviço que mapeia diferentes serviços de cliente para o mesmo nível de estrutura de dados.
Além disso, a granularidade de largura de banda de multiplexação OTN é uma ou duas ordens
de magnitude maior do que a tecnologia SDH, tornando-a mais escalável e apoiando taxas mais
elevadas. Também fornece um mecanismo integrado para a correção antecipada de erros, que
permite maior alcance entre os nós óticos e/ou taxas de bits mais altas na mesma fibra.
Estas funcionalidades asseguram a existência de capacidade de controlo adequado para as
atividades, embora OTN não tenha a capacidade de interagir diretamente com tecnologias legacy
e com algumas aplicações específicas.
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A introdução de comutação OTN traz grandes benefícios em termos de diminuição de custos
e maior funcionalidade. Com o crescimento de redes, é necessário acomodar novos tipos de trá-
fego em simultâneo com o tráfego existente, tornando-se de vital importância preencher a largura
de banda de transmissão disponível de forma eficiente. Esta é a área onde a tecnologia OTN é
concebida para ser mais vantajosa de implementar.
A OTN suporta quase todos os circuitos comutados e a comutação de pacotes de serviços, bem
como todos os serviços de taxa de bits constante e variável. Além disso, suporta canais reforçados
OAM, que permitem o monitorização do tráfego, a fim de desencadear mecanismos de comutação
de proteção de serviços. Alguns serviços suportados são: SDH/SONET, ethernet (elétrico e ótico),
IP/VPN, IP/MPLS, MPLS/TP.
A QoS em OTN é determinista (como em SDH). Estes mecanismos garantem uma QoS especi-
almente para aplicações de missão critica. A OTN é otimizada para o transporte de multisserviços.
O conceito do sistema de gestão de rede é muito específico do fornecedor. [10]
Geralmente, redes multi camada OTN / WDM exigem uma gestão de rede tanto para a camada
IP como para a camada de transporte. Dito isto, alguns fornecedores têm o conceito de um sistema
de gestão de rede única.
2.5.4 IP/MPLS
IP/MPLS é uma tecnologia muito utilizada por organizações e operadoras em todo o mundo.
Juntamente com os serviços ethernet, IP/MPLS é amplamente utilizada pelas utilities devido à
capacidade de reduzir custos e melhorar a eficiência operacional.
A tecnologia IP/MPLS pode suportar qualquer velocidade de ligação porque não está dire-
tamente ligada a qualquer tecnologia de transporte. Além disso, é compatível com tecnologias
multiponto e ponto-a-ponto, o que faz com que as redes constituídas por milhares de nós sejam
construídas por esta tecnologia.
As redes IP/MPLS podem suportar vários serviços usando conceitos chamados de VPN, que
fornecem serviços diferentes de rede para as diversas necessidades. As VPN podem ser parcial-
mente divididos em serviços nativos IP (L3-VPN) e serviços da camada de dados (L2-VPN). As
L2-VPN ponto-a-ponto são chamadas pseudowire e suportam a maioria dos serviços TDM. Um
dos problemas do uso de tecnologias baseadas em pacotes, em particular IP/MPLS é a capaci-
dade de suportar as exigências de alguns aplicativos críticos, por exemplo, a teleproteção que será
abordado mais à frente.
O uso de protocolos de controlo em IP/MPLS vem com a complexidade adicional de gestão. É
importante para as utilities, que estão a considerar o IP/MPLS, garantir que a solução do fornece-
dor proposto inclui um sistema de gestão que automatiza a configuração do IP/MPLS. IP/MPLS é
escalável aquando a adição de novos nós na rede MPLS existente, sendo apenas necessário a confi-
guração destes novos nós. No entanto, isto torna-se mais complexo conforme outras características
são usadas, como MPLS-TE.
IP/MPLS é normalmente usado como um protocolo de transporte para transportar o tráfego
IP sobre Ethernet e devido à natureza física e independente do rótulo MPLS, ele também pode
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ser realizada diretamente no interior de outras camadas de ligação de dados, tais como C/DWDM,
SONET / SDH, e PDH.
IP/MPLS suporta alta disponibilidade através de engenharia de tráfego (TE) e redireciona-
mento rápido (FRR), com deteção de falhas na ordem dos 50ms utilizando mecanismos como
deteção encaminhamento bidirecional (BFD)
A QoS em IP/MPLS é constituída pelo controlo de admissão utilizando RSVP-TE (Resource
Reservation Protocol - Traffic Engineering) ou pelo controlo de admissão por classe e compor-
tamento por salto, utilizando DS-TE (Differential Services - Traffic Engineering). Embora exista
maior controlo de QoS através de DiffServ-Te, este é mais complexo de implementar e é necessá-
rio que todos os nós sejam compatíveis.
Novos desenvolvimentos para o padrão MPLS que evolui para MPLS-TP pelos esforços da
IETF e ITU-T, procuram definir características OAM semelhantes às dos protocolos de transporte
tradicionais, tais como SDH.
2.5.5 MPLS-TP
MPLS-TP está na fase inicial do seu ciclo de vida e a maturidade de soluções e implementações
ainda é baixa.
Os objetivos do MPLS-TP são de simplificar a rede de transporte para um transporte baseado
em pacotes, reduzindo os custos e melhorando a economia de transporte de dados com uma rede
de transporte simples de operar e resiliente fim-a-fim de pacotes. MPLS-TP é projetado para ser
utilizado em redes com muitos provedores de serviços e pode ser ampliado para grandes imple-
mentações com elevado número de LSP por porta, por cartão e por sistema.
Criado com o objetivo de otimizar e simplificar MPLS para o transporte tradicionais de mode-
los operacionais, MPLS-TP é um subconjunto do protocolo MPLS, que é adequado para uso em
redes de transporte ótico baseado em pacotes. Algumas funcionalidades IP/MPLS desnecessárias
num contexto de transporte foram removidas e foi adicionada uma funcionalidade prolongada com
base nos requisitos de transporte, que são necessárias para operar de um modo semelhante ao das
tecnologias de transporte existentes.
A figura 2.11 dá uma visão geral da arquitetura do MPLS-TP
MPLS-TP é um subconjunto do MPLS com algumas extensões OAM, o que o torna bastante
semelhante ao funcionamento dos sistemas SDH. Assim, a facilidade de implementação e ope-
ração deverá ser semelhante a um sistema SDH padrão, embora possa ser necessário um tipo
diferente de competência para apoiar (MPLS).
Devido à natureza física e independente do rótulo MPLS, ele também pode ser realizada dire-
tamente no interior de outras camadas de ligação de dados, tais como C/DWDM, SONET/SDH, e
PDH.
MPLS-TP suporta QoS utilizando uma arquitetura MPLS DS-T, que também é usada em IP-
MPLS.
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Figura 2.11: Arquitetura MPLS-TP [11]
OAM representa as principais áreas de foco do trabalho de normalização MPLS-TP. A razão
para tal é que as redes de transporte TDM como SDH estão a usar extensivamente este tipo de fun-
ções OAM de maneira a serem capazes de satisfazer os requisitos das redes de transporte. Assim,
estas funções também precisam de ser implementadas em MPLS-TP. As funções que estão a ser
implementadas em MPLS-TP são a deteção de falhas (verificação de conectividade e caminho), a
localização de falhas e a monitorização de desempenho (atraso e medição de perda).
Um dos objetivos do MPLS-TP é fazer com que o estabelecimento dos caminhos de forma
estática semelhante como os sistemas TDM através de um sistema NMS. Além disso, o padrão
MPLS-TP também tem a opção de um plano de controlo dinâmico e isso poderia ser implementado
por razões de escala e para o estabelecimento de funções de proteção mais avançadas. Largura de
banda MPLS-TP pode ser reservada, e isso deve ser configurado explicitamente em cada salto.
2.5.6 Ethernet
A Ethernet é uma das tecnologias de comunicação mais amadurecidas, bem como uma das
mais comuns na camada 2. Enquanto uma implementação Ethernet é uma das opções mais rápidas
de implementação, ela é extremamente difícil de gerir e explorar aquando do crescimento do
número de dispositivos. Por este motivo, o uso de Ethernet, apenas como mecanismo de transporte,
não pode ser encarado como um método adequado de implementação de uma rede de utilities.
Com base nisso, a Ethernet não será considerada como um potencial para o uso de um mecanismo
de transporte
As características associadas ao escalonamento de Ethernet são o endereçamento individual
máximo suportado, que depende do hardware mas é escalável, a taxa de transferência máxima
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dentro de um segmento de rede, que também depende do hardware e de tecnologias recentes e a
taxa de transferência máxima por ligação física.
Redes simples comutadas Ethernet oferecem capacidades de transmissão, assim como a sepa-
ração lógica de serviços e aplicações que usem VLAN. Isto permite a capacidade de implementar
funcionalidades básicas de segurança. Recursos avançados de rede incluem o protocolo Spanning
Tree e Rapid Spanning Tree que permitem a implementação de redundância física e a conversação
autónoma. A segurança de portas e recursos de segurança como o bloqueamento MAC, a filtragem
de transmissão mantêm as diferentes aplicações e serviços em LAN virtuais separadas, utilizando
a mesma infraestrutura física.
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Capítulo 3
Evolução tecnológica dos sistemas de
suporte à exploração da rede de energia
3.1 Introdução a smart grid
Desde 2005, tem havido um crescente interesse na smart grid já que o reconhecimento de que
as TIC oferecem oportunidades significativas para modernizar o funcionamento das redes elétri-
cas, coincidiu com o entendimento de que o setor de energia só pode ser descarbonizado, a um
custo realista se for monitorizado e controlado de forma eficaz. Como primeira motivação, temos
o envelhecimento do equipamento e a falta de capacidade já que em muitas partes do mundo, o
sistema de energia expandiu-se rapidamente a partir de 1950 e o equipamento de transmissão e
distribuição que foi instalado está agora fora do seu tempo de vida útil e precisa de ser substituído.
O custo de substituição por equipamento idêntico é muito elevado e é ainda questionável se o
equipamento tem a capacidade de produção exigida. Além disso, em muitos países, os circuitos
de linhas aéreas necessários para atender ao crescimento de carga ou para interligar a geração re-
novável, foram adiados por vários anos, devido a dificuldades na obtenção de direitos de passagem
e de licenças ambientais. Portanto, algumas das linhas de transmissão e distribuição de energia
existentes estão a operar perto da sua capacidade máxima e algumas fontes renováveis não podem
ser interligadas. Isto exige métodos mais inteligentes de aumentar a capacidade de transferência
de energia através de circuitos, de forma dinâmica e do reencaminhamento de energia que flui
através de circuitos menos carregados. Assim, a necessidade de reformar os circuitos de transmis-
são e de distribuição é uma oportunidade óbvia para inovar com novos projetos e novas práticas
operacionais.
De seguida, temos as restrições térmicas em linhas e equipamentos de transmissão e de distri-
buição existentes, que limitam a respetiva capacidade de transferência de energia. Quando o equi-
pamento de energia carrega correntes de intensidade superior à sua classificação térmica, torna-se
sobreaquecido e o seu isolamento deteriora-se rapidamente, o que leva a uma redução da vida útil
do equipamento e um aumento da incidência de falhas. Além disso, se uma linha aérea passa
muita corrente, o condutor aumenta o que implica que a folga ao solo seja reduzida. Qualquer
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redução na folga da linha aérea ao solo tem consequências importantes tanto para o aumento do
número de defeitos, como para a segurança pública. As restrições térmicas dependem das condi-
ções ambientais que mudam ao longo do ano, sendo possível aumentar a capacidade do circuito
com a utilização de notações dinâmicas.
Outra motivação para as smart grids são as restrições operacionais dado que qualquer sistema
de energia opera dentro de limites de tensão e frequência prescritos. Se a tensão excede o seu
limite superior, o isolamento dos componentes do sistema de energia e equipamentos do cliente
possam ser danificados, levando a falhas de curto-circuito. Muito baixa tensão pode causar mau
funcionamento de equipamento do cliente e levar a excesso de corrente e disparo de algumas
linhas e geradores. A capacidade dos diversos circuitos de distribuição tradicional é limitada pelas
variações de tensão que ocorrem entre os tempos de carga máxima e mínima, o que causa que
os circuitos não sejam carregados perto dos seus limites térmicos. Embora a carga reduzida dos
circuitos leve a baixas perdas, exige maior investimento de capital.
Nos últimos 20 anos, tem havido um interesse em ligar a geração à rede de distribuição mas
esta geração distribuída pode causar excesso de tensão em momentos de carga leve, exigindo
a operação coordenada da geração local em comutadores e outros equipamentos utilizados para
controlar a tensão nos circuitos de distribuição. A frequência do sistema de energia é regida pelo
balanço segundo-a-segundo de geração e procura e, qualquer desequilíbrio reflete-se como um
desvio na frequência de 50 ou 60 Hz ou excessivos fluxos nas linhas de interligação entre as
regiões de controlo. Os operadores de redes mantêm a frequência dentro dos limites e quando ela
varia, são chamados serviços de resposta e de reserva, que levam a frequência de volta aos seus
limites operacionais. Além disso, em condições de emergência, algumas cargas são desligadas
para manter a estabilidade do sistema. A geração renovável de energia tem uma saída variável que
não pode ser prevista com certeza horas à frente e um grande gerador de combustível fóssil central
pode exigir 6 horas para o arranque a frio, o que torna difícil a manutenção do equilíbrio entre
oferta/procura e da frequência do sistema dentro dos limites. O armazenamento de energia pode
resolver este problema mas com o inerente aumento do custo. As utilities energia estão cada vez
mais a procura de resposta às variações de frequência e serviços de reserva a partir da procura de
carga. Estima-se que, no futuro, a eletrificação de cargas de aquecimento domésticas (para reduzir
as emissões de CO2) e de carregamento de veículos elétricos irá conduzir a uma maior capacidade
de cargas flexíveis, o que ajudaria a manter a estabilidade da rede reduzindo a necessidade de
energia de reserva a partir de geradores com carga e da necessidade de esforço da rede.
A segurança do fornecimento fiável de energia é fundamental à medida que mais cargas críticas
estão ligadas. A abordagem tradicional para melhorar a confiabilidade foi a instalação de circuitos
redundantes adicionais a um custo considerável de capital e de impacto ambiental. Deste modo,
apenas é necessário desligar o circuito defeituoso para manter a oferta após uma falha. Uma
abordagem da smart grid é a de usar uma reconfiguração inteligente pós-falha, para que após
as falhas (inevitáveis) no sistema de energia, o fornecimento seja mantido evitando a despesa
de vários circuitos que podem ser parcialmente carregados e menos circuitos redundantes, o que
resulta numa melhor utilização dos ativos mas maiores perdas elétricas.
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Os principais desafios para a smart grid são o reforço de rede, estendendo-a ao mar, o desen-
volvimento de arquiteturas descentralizadas para controlo do sistema, a instalação de infraestrutu-
ras de comunicação, a integração de geração intermitente, a melhoração da inteligência de geração
e a procura de energia na rede, permitindo um lado de procura mais ativo pelo consumidor, e a
preparação para veículos elétricos.
3.2 Caracterização da smart grid
O conceito de smart grid combina uma série de tecnologias e soluções para o utilizador, abor-
dando uma série de políticas regulamentares. Embora ainda não tenha uma definição clara,
A Plataforma Tecnológica Europeia define smart grid como:
"A smart grid é uma rede de eletricidade que pode inteligentemente integrar as ações de todos
os usuários ligados a ela - geradores, consumidores e os utilizadores simultaneamente - a fim de
entregar eficientemente fontes sustentáveis, económicas e seguras de energia elétrica." [12]
E o Departamento de Energia dos EUA como:
"A smart grid utiliza tecnologia digital para melhorar a confiabilidade, segurança e eficiência
(tanto económico e energia) do sistema elétrico de grande geração, através dos sistemas de dis-
tribuição para consumidores de eletricidade e um número crescente de recursos de geração distri-
buída e de armazenamento." [13]
A smart grid é uma rede de energia elétrica que tenta responder de forma inteligente para
todos os componentes com os quais está interligado incluindo fornecedores e consumidores, a fim
de entregar serviços de energia elétrica de forma eficiente, confiável, económica e sustentável. Os
detalhes da definição e os meios pelos quais estes objetivos são alcançados variam de uma região
para outra, devido a que diferentes regiões do mundo tenham diferentes necessidades, estruturas e
expetativas, bem como sistemas de regulação. Além destas diferenças, a rede elétrica é um sistema
muito amplo composto por muitos componentes e tecnologias diferentes. As utilities focam-se
num aspeto comum, como o desenvolvimento de medidores inteligentes ou o desenvolvimento de
novos mecanismos de procura/resposta e equiparam as suas áreas com a as áreas intrínsecas da
smart grid [3.1]
AMI sistema que mede, recolhe e analisa o uso de energia
DA controlo inteligente sobre as funções de rede de energia elétrica para o nível de distribuição
DG geração de eletricidade a partir de fontes de energia pequena e micro-redes
SA automatização de distribuição e transmissão de energia elétrica nas subestações
FACTS sistema para melhorar a controlabilidade e aumentar a capacidade de transferência de ener-
gia da rede
DR sistemas que gerem o consumo dos clientes de eletricidade em resposta às condições de
oferta
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Figura 3.1: Áreas da smart grid [11]
Embora estas áreas proporcionem uma sensação para os objetivos de smart grid nenhum sub-
conjunto destas áreas define a smart grid dado que na verdade, estes componentes devem ser
encarados apenas como um subconjunto dos componentes possíveis da smart grid. Alguns desses
componentes podem atingir a maturidade como planeado, outros podem nem sobreviver e muitos
vão ser criados, enquanto a inovação evolui pelo que é importante compreender os fundamentos de
ambos os sistemas de energia e de comunicações, a fim de tomar decisões inteligentes a respeito
de como esses componentes vão progredir.
O NIST apresenta um modelo da rede elétrica inteligente onde são considerados sete áreas es-
pecíficas, nomeadamente, a da produção, a da transmissão, a da distribuição, a dos consumidores,
a da operação da rede, a dos fornecedores de energia e a do mercado, onde cada uma dessas áreas
pode interligar-se com as outras e em que cada ligação tem especificidades tais como, diferentes
protocolos e requisitos de largura de banda.
Como se apresenta na figura 3.2, o fluxo de energia elétrica vai da produção para o consumidor,
mas na smart grid permite-se fluxos bidirecionais já que é possível que o próprio consumidor seja
também produtor de energia. Os fluxos de informação também são bidirecionais e englobam todas
as sete áreas acima descritas para garantir o controlo e a operação da rede.
A área de produção de energia é constituída pelas centrais de produção ou de armazenamento
de energia e tem que estar ligada à área de operação e à área de mercado para identificar situa-
ções de capacidade ou de escassez de energia. As áreas de transmissão e de distribuição estão
ligadas essencialmente à área de operação da smart grid e a área de distribuição recolhe informa-
ção dos medidores inteligentes da área dos consumidores. A área de mercado é responsável pelo
equilíbrio da oferta/procura de energia e, portanto, terá de recolher e enviar informação às áreas
de fornecedores de serviço e da operação da smart grid A área de consumidores agrega diversas
funcionalidades como o consumo, a produção de energia em pequena escala e o armazenamento
e está ligado às áreas de operação e de mercado. Por último a área de fornecedores está ligada à
área de consumidores para questões de tarifas e à área de operação para obter informação sobre a
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Figura 3.2: smart grid [14]
eficiência e segurança da smart grid.
As redes de comunicação podem cobrir longas, médias ou pequenas distâncias e podem ter
requisitos diferentes, como interligar alguns ou muitos dispositivos, com ou sem restrições de
capacidade de processamento. A infraestrutura da rede de longa distancia contem elementos en-
caminhadores de tráfego de alta capacidade para a comunicação entre as diversas áreas e gateways
para a interface com as redes locais e, as redes de médias distâncias. As redes locais contem ele-
mentos encaminhadores estruturados e elementos encaminhadores ad hoc para o estabelecimento
da comunicação sem a necessidade da existência de uma infraestrutura específica.
Conforme se apresenta na figura 3.3 para a smart grid estão previstas várias soluções de tec-
nologias de comunicação que vão desde as de longa distância, WAN, tais como, a Internet, o GSM
3G e 4G. As tecnologias locais, LAN, e as domiciliares, HAN, tais como, WiMax, Bluetooth,
ZigBee, IEEE 802.11 e por ultimo as tecnologias especificas de subestações de energia elétrica,
tais como DNP3 e IEC 61850.
3.3 Tecnologias necessárias
Para a implementação da smart grid é necessário garantir o suporte de TIC e o investimento
em medidores, em controlo e sistemas de automação, apostando no armazenamento de energia.
Deste modo, são necessárias tecnologias de comunicação de duas vias para fornecer conetividade
entre os diferentes componentes do sistema de energia e cargas. Além disso, arquiteturas abertas
para garantir o plug-and-play de eletrodomésticos e a integração de veículos elétricos e de micro-
geração. [16]
O software, que garante e mantém a segurança das informações e as normas para fornecer
escalabilidade e interoperabilidade dos sistemas de informação, juntamente com o hardware e
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Figura 3.3: Áreas e tecnologias da smart grid [15]
as comunicações oferecem aos clientes uma maior informação. Isto permite-lhes negociar nos
mercados de energia e fornecer uma resposta do lado da procura.
Os IED fornecem relés de proteção avançados, medições, registos de falhas e eventos para
o sistema de energia, enquanto que as PMU e o WAMPAC garantem a segurança do sistema de
energia. Os sensores integrados, as medições e os sistemas de controlo e automação fornecem
diagnóstico rápido e respondem a qualquer evento em diferentes partes do sistema de energia,
melhorando a gestão de equipamentos e a operação eficiente dos componentes da smart grid.
Também ajudam a aliviar o congestionamento em circuitos de transmissão e distribuição, preve-
nindo ou minimizando possíveis interrupções, permitindo trabalhar de forma autónoma quando as
condições exigem resolução rápida.
Os medidores inteligentes, as comunicações e o software associado dão aos consumidores
informações precisas em tempo real sobre o uso de eletricidade, para permitir que os clientes
tenham maior escolha e controlo sobre o uso, permitindo a gestão e a participação do lado da
procura.
A transmissão DV em de alta tensão (HVDC) e os sistemas AC de transmissão flexíveis(FACTS)
permitem o transporte de longa distância e a integração dos recursos de energias renováveis. Jun-
tamente com filtros ativos e com comunicação integrada, asseguram uma maior flexibilidade do
sistema, e confiabilidade do fornecimento e qualidade de energia. Também é necessário que as
diferentes interfaces eletrónicas de energia e os dispositivos suportem energia suficiente para for-
necer ligações às fontes de energia renováveis e aos dispositivos de armazenamento de energia,
apoiando as operações do sistema, controlando as fontes de energia renováveis e o armazenamento
de energia. O armazenamento de energia também facilita uma maior flexibilidade e confiabilidade
da smart grid
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3.4 Tecnologias de comunicação
A infraestrutura de comunicação de um sistema de energia normalmente consiste em sistemas
SCADA com canais de comunicação dedicados de e para o centro de controlo do sistema e uma
WAN. Algumas utilities, com redes já estabelecidas podem ter redes telefónicas privadas e ou-
tros sistemas de comunicação legacy. Os sistemas SCADA ligam todas as principais instalações
operacionais do sistema de energia, isto é, as estações centrais de geração, as subestações da rede
de transporte e as subestações de distribuição primária para o centro de controlo do sistema. A
WAN é utilizada para as operações de negócios e mercado corporativo. Estas formam as redes de
comunicação do núcleo do sistema de energia tradicional. No entanto, nas smart grids, espera-se
que estes dois elementos de infraestrutura de comunicação fundam-se numa WAN utilitária. [17]
Figura 3.4: Tecnologias de comunicação da smart grid [11]
Um desenvolvimento essencial da smart grid (3.4) é estender a comunicação ao longo do
sistema de distribuição e estabelecer uma comunicação nos dois sentidos com os clientes através
de NAN, cobrindo as áreas servidas pelas subestações de distribuição. As instalações dos clientes
terão HAN. A interface do HAN e NAN será através de um medidor inteligente ou dispositivo de
interface inteligente.
As várias sub-redes de comunicação que irão compor o smart grid têm diferentes tecnologias
e é um desafio a forma como elas podem ser integradas de forma eficaz.
3.4.1 IEEE 802
O protocolo IEEE 802 consiste numa família de padrões que foram desenvolvidos para su-
portar redes locais (LAN). Para a smart grid ilustrada na figura 3.4, as normas IEEE 802 são
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aplicáveis à LAN em sistemas SCADA, à NAN em torno das redes de distribuição e à HAN nas
instalações dos consumidores.
A figura 3.5 mostra a forma como a arquitetura IEEE 802 se relaciona com as duas camadas
mais baixas do modelo ISO/OSI, já que como se visualiza duas LAN podem ser ligadas através de
uma ponte. Esta ligação é comum em muitas utilities que têm várias LAN, dado que um pacote
da fonte entra nos sublayers da ligação lógica (LLC) e esta funciona como uma interface entre a
camada de rede e da subcamada MAC.
Figura 3.5: Arquitetura IEEE 802 [5]
A utilização de uma ponte é essencial, porque diferentes LAN usam diferentes comprimentos
e velocidades de tramas. Por exemplo, IEEE 802.3 usa um quadro de 1500 bytes enquanto IEEE
802.4 usa um quadro de 8191 bytes.
3.4.1.1 Protocolo Ethernet
A ethernet tornou-se a tecnologia de rede mais utilizada para LAN com fio, devido à sua sim-
plicidade, facilidade de manutenção, capacidade de incorporar novas tecnologias e confiabilidade,
apresentando um baixo custo de instalação e facilidade de atualização. É uma tecnologia de co-
municação com base em tramas que é baseada no IEEE 802.3 e a sua banda base é definida numa
série de normas, como a 10BASE5, 10BASE2, 10BASE-T, 1BASE5, 100BASE-T, e assim por
diante. O primeiro número, isto é, 1, 10 e 100, indica a taxa de dados em Mbps e o último número
ou letra indica o comprimento máximo do cabo e o tipo de cabo.
A ethernet utiliza um meio compartilhado onde vários dispositivos tentam usar o mesmo meio
comum, o que causa, a colisão de tramas transmitidas por vários hosts. Esta questão da colisão é
tratada pelo protocolo CSMA/CD (Carrier Sense Multiple Access/Collision Detect).
As LAN Ethernet também carregam tramas de broadcast definidas pelo endereçamento da
camada 3 do modelo ISO/OSI. O domínio ao qual essas tramas de broadcast chegam chama-se
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domínio de broadcast. O desempenho da rede, com tráfego intenso, é afetado pela forma como
os domínios de colisão e os domínios de broadcast estão localizados dentro da rede. Portanto,
isolá-los corretamente é vital para manter o bom desempenho de LAN.
Uma rede LAN ethernet típica, mostrando os domínios de colisão e de broadcast, é apresen-
tada na figura 3.6 sendo importante notar que switches, bridges e routers limitam os domínios
de colisão e os routers, também limitam os domínios de broadcast. Neste circuito mostrado na
figura, um pacote que sai da rede A pode colidir com um pacote que sai da rede B, mas não com
um pacote da rede C, já que as redes A, B e C são ligadas através de um switch, o que limita a
colisão de domínios. No entanto, as mensagens de broadcast para redes A, B e C podem colidir.
Figura 3.6: Ethernet [5]
3.4.1.2 Wireless LAN
O protocolo IEEE 802.11 descreve o padrão de rede sem fios (WLAN) e a interoperabilidade
dos dispositivos IEEE 802.11 é certificada pela Aliança Wi-Fi e tem como componentes a estação,
os pontos de acesso (AP) e sistemas de distribuição (DS).
A estação corresponde a qualquer dispositivo que se comunica através de uma WLAN, por
exemplo, um computador portátil ou um telemóvel que suportem Wi-Fi. Em redes ad-hoc, estes
dispositivos podem comunicar entre si através da criação de uma rede de malha. Tal conjunto de
estações que formam uma rede ad-hoc é chamado de BSS (Basic Service Set) independente ou
IBSS.
Quando um AP está presente numa rede, ele permite que uma estação comunique com outra
através dele e existem vantagens de ter um ponto de acesso de uma rede já que tornam o sistema
escalável e permitem a ligação com fio para outras redes além de permitir buffer ao tráfego quando
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a estação está a operar num estado de energia muito baixa. Quando um AP está presente na rede o
conjunto de estações é chamado infraestrutura de um BSS.
Um sistema de distribuição interliga várias infraestruturas BSS através dos seus AP conforme
se visualiza na figura 3.7 e tem como função facilitar a comunicação entre AP, encaminhando o
tráfego de um BSS para outro, e o movimento de estações móveis entre BSS. Tal conjunto de
infraestrutura BSS é chamado um ESS (Extended Service Set).
Figura 3.7: Wireless [5]
3.4.1.3 Bluetooth
O bluetooth, definido pelo padrão IEEE 802.15.1, é uma tecnologia de rede local sem fio
projetado para ligar dispositivos móveis ou fixos usando transmissão rádio de curta distância e
baixa energia. Foi originalmente concebido como uma alternativa ao wireless para cabos de dados
EIA 232. O bluetooth tem a sua versão clássica atualmente definido pelo bluetooth 3.0+HS e a
versão de baixo consumo energético, recentemente introduzida, bluetooth 4.0 foi projetada para
aplicações que exigem baixo consumo de energia e transferência de pequenos blocos de dados
com baixa latência(3.1).
Tabela 3.1: Bluetooth
Especificação Bluetooth 3.0+HS Bluetooth 4.0
Distância/alcance Até 100 m Até 150 m
Data rate 1-3 Mbps 1 Mbps
Slaves ativos 7 Implementação dependente
Capacidade de voz Sim Não
Consumo de potência 100 mW 100 mW
Pico de corrente <30 mA <20 mA
Topologia Piconet, Scatternet Estrela, ponto-a-ponto
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Para o bluetooth é possível definir duas arquiteturas de rede, a Piconet e a Scatternet, sendo
que a primeira é uma rede bluetooth que consiste num dispositivo master e até sete dispositivos
slave como mostra a figura 3.8. Podem existir mais dispositivos em sincronização com o master,
mas não são capazes de participar na comunicação em simultâneo e, um slave nestas condições,
é considerado num estado estacionado. Um dispositivo, em estado estacionado, pode mover-se
para um estado ativo se o número de slave no Piconnet for inferior a sete. Também os Piconets
podem ser interligados por uma ponte, que pode ser um slave para um Piconet e master para
outro Piconet ou slave para ambos, que estão interligados como apresentado nessa figura 3.8 e tal
conjunto interligado de Piconets é chamado Scatternet. Os dois tipos de ligações bluetooth que
podem ser criados para a transferência de dados são a ligação Synchronous Connection Orientated
(SCO) e Asynchronous Connectionless Link (ACL). A SCO é usada quando a entrega atempada é
mais importante do que a entrega livre de erros e a ACL é usada quando entrega sem erros é mais
importante do que a entrega atempada.
Figura 3.8: Bluetooth [5]
3.4.1.4 Zigbee e 6LoWPAN
As ZigBee e 6LoWPAN são duas tecnologias de comunicação desenvolvidas a partir do IEEE
802.15.4 que é um padrão de rede sem fio de baixa taxa de dados. É atualmente o protocolo mais
popular para uma rede pública sem fios, WPAN, devido ao seu baixo consumo de energia, à alta
flexibilidade e ao baixo custo, criando e auto-organizando uma rede ad-hoc através da interligação
de dispositivos fixos, portáteis e móveis.
Um dispositivo ZigBee pode ser um FFD ou um dispositivo RFD e uma rede terá pelo menos
um FFD que opera como o coordenador WPAN. Um FFD pode operar em três modos: como um
coordenador, um roteador ou um dispositivo final e um RFD pode apenas funcionar como um
dispositivo final. Um FFD pode conversar com outros FFD e RFD, enquanto um RFD só pode
falar com um FFD. Um RFD pode ser um interruptor de luz ou um sensor que comunica com um
controlador. Nas redes ZigBee podem existir arquiteturas de estrela, malha ou árvore.
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Quando um RFD numa 6LoWPAN quer enviar um pacote de dados para um dispositivo IP
fora do domínio 6LoWPAN, primeiro envia o pacote para um FFD no mesmo WPAN e o FFD
que atua como um router de 6LoWPAN vai encaminhar o pacote de dados salto a salto para o
gateway 6LoWPAN. O gateway 6LoWPAN que se liga ao 6LoWPAN com o domínio IPv6, vai
então, encaminhar o pacote para o dispositivo habilitado para IP de destino usando o endereço IP.
Um exemplo é mostrado na figura 3.9, onde se visualiza o trajeto de sinal de um dispositivo para
um dispositivo na Internet.
Figura 3.9: 6LoWPAN [5]
3.4.1.5 WiMax
O WiMax é uma tecnologia sem fio que está no padrão IEEE 802.16 e fornece a conectividade
móvel e fixa, usando uma técnica chamada OFDMA (Orthogonal Frequency Division Multiple
Access). Uma instalação típica WiMax é mostrada na figura 3.10
A cobertura de WiMax estende-se até 50 km com taxas de pico de 75 Mbps para ligações
fixas de dados e até 15 Mbps para ligações móveis e essas taxas de dados devem aumentar para
200Mbps em uplink e 300 Mbps em downlink com o lançamento do IEEE 802.16m-2011. Este
novo protocolo é otimizado para suportar veículos móveis que se deslocam até uma velocidade
de 10 km/h e apesar de suportar veículos que se desloquem até 120 km/h, o seu desempenho é
afetado com a velocidade do veículo. Também tem a capacidade de manter a ligação com estações
em movimento até 350 km/h.
3.4.2 Comunicações Móveis
Os sistemas de comunicações móveis foram inicialmente projetados para transportar apenas
voz e a norma inicial que permitiu esta tecnologia é a GSM. Como um extra de serviço de dados
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Figura 3.10: WiMax [5]
para a tecnologia GSM, foi desenvolvido o GPRS. O GPRS utiliza a rede GSM existente e adiciona
dois novos elementos de rede de comutação de pacotes: o GGSN (Gateway GPRS Support Node)
e o SGSN (Serving GPRS Support Node). Em Dezembro de 1998, várias associações lançaram
um projeto chamado 3rd Generation Partnership Project (3GPP) com o objetivo de desenvolver
um sistema móvel de 3a Geração (3G) baseado em GSM, GPRS e EDGE (Enhanced Data Rates
for GSM Evolution). O projeto foi construído sobre a comunicação de dados em vez de voz e,
este projeto desenvolveu-se rapidamente para fornecer muitas tecnologias diferentes. As taxas das
diferentes tecnologias que evoluíram sob o 3GPP são mostradas na tabela 3.2
Tabela 3.2: Tecnologias 3GPP
Tecnologia (Peak Data Rates - Mbps)Uplink Downlink
GSM/EDGE 0,5 1,6




O LTE é uma tecnologia concorrente para WiMax e apoia a mobilidade do usuário até 350 Km
/ h, cobertura de até 100 km, largura do canal até 100 MHz com eficiência espectral do downlink
30bps / Hz e a uplink 15bps /Hz. LTE tem a vantagem de que pode suportar a conexão perfeita
com redes existentes, como a GSM ou a UMTS.
3.5 Protocolos de troca de informação
Os medidores inteligentes podem ser utilizados de várias formas e estes levam a diferentes
requisitos para a medição do sistema de comunicação. O AMR apenas requer transmissão ocasio-
nal de dados de energia gravados (talvez uma vez por mês), enquanto a AMI requer comunicação
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bidirecional frequente (talvez a cada 30 minutos) O IEC 62056 é um conjunto de normas que des-
creve os sistemas de comunicação aberta para os medidores inteligentes, definindo as camadas de
transporte e aplicação de medidores inteligentes no âmbito de um conjunto de especificações.
O DNP3 é um protocolo da camada de aplicações e fornece comunicação entre dispositivos
ligados ao longo de vários buses e redes e pode ser implementado através de Ethernet ou utilizando
transmissão serial assíncrona sobre EIA 232, EIA 422, EIA 485 e fibras óticas, sendo o mais
comum a implementação do DNP3 sobre EIA485. É amplamente utilizado o DNP3 sobre EIA
485 em automação de subestações e como apresentado anteriormente, numa subestação vários
dispositivos partilham uma ligação comum. Comunicações em DNP3 sobre EIA 485 são iniciadas
por um master através de uma query a um slave, e esse, que está constantemente monitorizando a
rede para consultas, apenas reconhece as consultas que lhe são dirigidas e irá responder, quer por
executar uma ação (definição de um valor) ou devolver uma resposta. Só o master pode iniciar uma
consulta e quer por endereçar slave individualmente, ou, quer usando um endereço de broadcast
para iniciar uma mensagem de broadcast para todos os slave
O IEC 61850 é uma norma aberta para a comunicação Ethernet dentro de subestações e é ba-
seada em funções que garantem a interoperabilidade dos equipamentos da subestação. As funções
estão divididas em sistemas de suporte de funções, que efetuam o a gestão de rede, sincronização
de tempo e autocontrolo do dispositivo físico, sistemas de configuração, que efetuam a gestão de
software, de configuração e modos de teste, funções operacionais de controlo, que fazem a gestão
de alarmes e recuperação de registo de falhas e funções de automação de processos, que protegem,
bloqueiam e limitam as cargas. O IEC 61850 usa um modelo de objetos para descrever a informa-
ção disponível das diferentes peças de equipamentos da subestação e do controlador da subestação.
Além de definir protocolos de comunicação, o IEC61850 especifica uma estrutura de dados, onde
um modelo de dispositivo começa por ser considerado um dispositivo físico e, em seguida, os
dispositivos lógicos dentro desse dispositivo são especificados. Cada dispositivo lógico é então
mapeado em 86 classes diferentes de nós lógicos definidos no IEC 61850. Os nomes desses nós
são especificados e finalmente são especificados, os dados relacionados com cada nó lógico. Num
IED, os dispositivos lógicos, tais como medições, proteção, monitorização e gravação podem ser
encontrados e cada dispositivo lógico tem vários nós lógicos que refletem as suas funções. Mesmo
que os nós lógicos associados aos dispositivos lógicos de proteção sejam especificados como um
único nó, eles são divididos em cerca de 40 nós lógicos que incluem distância, diferencial, sobre
corrente, e assim por diante.
3.5.1 DNP3 e IEC 61850
A comunicação entre os sistemas de controlo e os dispositivos de campo numa smart grid
segue protocolos e normas sendo as duas principais normas, a DNP3 e a IEC 61850.
O DNP3 define um conjunto de protocolos de comunicação utilizado em sistemas de auto-
mação de processos e foi desenvolvido para a comunicação entre equipamentos de aquisição de
dados e controlo em que se insere o sistema SCADA.
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O método de acesso do DNP3 é determinístico e do tipo master-slave, garantindo uma trans-
ferência confiável em meios físicos com banda estreita e este protocolo define o formato das men-
sagens trocadas entre as duas entidades, assim como a semântica dessas mensagens.
Atualmente, o DNP3 é muito adotado pelas utilitiespara a automação de subestações, ou seja
para as comunicações entre os centros de controlo e os IED dentro de uma subestação.
Existem dois tipos de comunicação no DNP3, a requisição-resposta e as respostas não-solicitadas.
A comunicação orientada a requisição-resposta define mensagens de requisição de dados que são
enviadas das estações de controlo para as estações slave e estas respondem às requisições recebidas
conforme se apresenta na figura 3.11.
Figura 3.11: Mensagens DNP3-requisição/resposta [11]
Já na comunicação orientada a respostas não-solicitadas, as estações slave enviam mensagens
diretamente às suas estações de controlo sem que haja uma requisição prévia. Este modelo de
comunicação permite que estações slave enviem alarmes ou mensagens de erro para suas estações
de controlo conforme figura 3.12.
Figura 3.12: Mensagens DNP3-resposta não solicitada [11]
No DNP3, o reconhecimento do recebimento de pacotes é feito por uma função da camada de
aplicação, chamada de função de transporte. A norma IEEE 1815 também define uma interface
para gerir a conexão utilizando a pilha de protocolos TCP/IP. Essa extensão permite que o DNP3
se conecte com a rede corporativa, usufrua de protocolos de comunicação suportados na Internet
e tenha uma comunicação confiável fim-a-fim com o TCP.
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O padrão IEC 61850 é um conjunto de normas que definem uma arquitetura de referência para
a automação de subestações em smart grids. A comunicação entre os elementos das subestações
é mapeada em diversos protocolos que têm como objetivo garantir a interoperabilidade dos SAS.
Os principais objetivos dos SAS são o controlo, a supervisão, a proteção e monitorização dos
equipamentos da rede. A norma também prevê uma linguagem para configuração de subestações
(Substation Configuration Language – SCL).
O modelo da subestação é composto por três níveis, o nível de processo, composto por senso-
res e atuadores responsáveis por monitorizar e controlar um determinado processo na subestação;
o nível de vão, composto por IED responsáveis pelo controlo entre processos e proteção da su-
bestação; e o nível de estação, composto por computadores capazes de controlar e monitorizar o
funcionamento da subestação. Uma das características mais importantes do IEC 61850 é a dife-
renciação de exigências de atraso sobre os diferentes tipos de mensagens.
Figura 3.13: Modelo de subestação [11]
3.6 Segurança
As operações de uma smart grid dependem fortemente de uma comunicação bidirecional para
a troca de informação, que em tempo real deve fluir por toda a rede, desde as grandes centrais
geradoras às subestações, cargas de clientes e geradores distribuídos. Atualmente, os sistemas de
comunicação dos sistemas de energia são normalmente restritos a sistemas centrais de geração e à
transmissão com alguma cobertura de redes de distribuição de alta tensão.
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Os operadores de geração e transmissão de energia usam redes de comunicação privadas e os
sistemas SCADA e TIC para o controlo da rede são mantidos em separado. Esta separação da
comunicação do sistema de energia e do sistema de controlo (usando redes privadas e sistemas
de controlo de propriedade), limita o acesso a esta infraestrutura crítica das TIC e fornece alguma
segurança interna contra ameaças externas.
Com milhões de clientes a fazerem parte da smart grid, a infraestrutura de informação e co-
municação irá utilizar diferentes tecnologias de comunicação e arquiteturas de rede, que se podem
tornar vulneráveis ao roubo de dados ou ciber-ataques maliciosos. Garantir a segurança da infor-
mação na smart grid é uma tarefa muito mais complexa do que nos sistemas convencionais de
energia, porque os sistemas não são tão extensos nem integrados com outras redes. A quebra da
segurança das informações do sistema operacional de energia por uma entidade não autorizada tem
perigos óbvios no funcionamento do sistema, já que a obtenção de informação sobre o consumo
dos clientes pode ser de interesse para pessoas não autorizadas e poderia infringir a privacidade
dos clientes, pelo que a capacidade de ter acesso a números de consumo de eletricidade e de dados
de contas de clientes abre inúmeras possibilidades de fraude.
A smart grid exige uma entrega confiável e segura de informações em tempo real e não precisa
só de rendimento, que é o principal critério para descrever o desempenho necessário para o tráfego
comum na internet. Atrasos na entrega de informações precisas e seguras para monitorização ou
controlo em tempo real, são menos toleráveis na smart grid do que na maioria das transmissões de
informação. A maior parte da monitorização e controlo de informação é periódica, contribuindo
para um padrão de tráfego regular na rede de comunicação da smart grid mas, durante as falhas
do sistema, haverá um número muito maior de mensagens curtas. O padrão de mensagens trans-
mitidas no sistema TIC da smart grid é muito diferente da de um sistema de telefonia de voz
tradicional ou de internet e, qualquer forma de interrupção resultante de problemas de segurança
é suscetível de ter efeitos graves sobre o funcionamento seguro e confiável da smart grid.
As medidas de segurança devem garantir a privacidade, ou seja, que apenas o emissor e o re-
cetor possam compreender o conteúdo de uma mensagem, a integridade, isto é, que a mensagem
que chega ao recetor seja exatamente da mesma forma como foi enviada e a autenticação de men-
sagens, ou seja, que o recetor possa ter a certeza da identidade do emissor e que a mensagem não
vem de um impostor. Além disso, o recetor tem de ser capaz de provar que a mensagem veio de
um remetente específico e o remetente incapaz de negar o envio da mensagem.
Proporcionar a segurança da informação tem sido uma necessidade comum de sistemas de
TIC desde que a internet se tornou o principal meio de comunicação e para isso existem alguns
mecanismos estabelecidos para fornecer segurança da informação contra possíveis ameaças.
A criptografia tem sido a técnica mais utilizada para proteger informações de adversidades
ilícitas e como se mostra na figura 3.14, uma mensagem a ser protegida é transformada usando
uma chave que só é conhecida pelo emissor e pelo recetor. Este processo de transformação é cha-
mado de criptografia e a mensagem a ser criptografada é chamada de texto simples e a mensagem
transformada ou criptografada é chamada de texto cifrado.
A Figura 3.14 também mostra possíveis ameaças a uma mensagem e conforme indicado um
40 Evolução tecnológica dos sistemas de suporte à exploração da rede de energia
Figura 3.14: Criptografia [18]
intruso pode lançar um ataque passivo, que pode utilizar as informações capturadas para fins mali-
ciosos ou um ativo, onde os dados podem ser modificados no seu percurso ou podem ser enviados
dados completamente novos para o recetor. Os ataques passivos não representam uma ameaça
imediata mas são difíceis de detetar, enquanto os ataques ativos são mais destrutivos e podem ser
detetados rapidamente na maioria das situações.
A autenticação é necessária para verificar as entidades de comunicação e evitar que impostores
ganhem acesso à informação e é efetuada normalmente com base em chave secreta compartilhada
ou com base em centro de distribuição de chaves. Quando o usuário A recebe a comunicação do
usuário B, A precisa de verificar se ele é realmente B, mas não outra pessoa que aparece como B,
que está falando com ele. A assinatura digital também permite a assinatura de mensagens digitais
pelo remetente, de tal forma que o recetor pode verificar a identidade alegada pelo emissor, e
o emissor não pode negar que a mensagem foi enviada por ele. Além disso, o recetor não pode
modificar a mensagem e afirmar que a mensagem modificada é aquela que foi recebida do emissor.
Existem várias normas que se aplicam para a segurança dos equipamentos da subestação mas
a norma mais amplamente utilizada é a norma ISO 27001 para a avaliação geral da segurança,
onde se especifica a avaliação dos riscos para um sistema de qualquer tipo, bem como, a estratégia
para o desenvolvimento do sistema de segurança para mitigar esses riscos. Além dessa norma, a
ISO 28000 especifica a gestão de segurança para um sistema de fornecimento de energia. Outra
norma de segurança é a IEE 1686 aplicável a qualquer IED onde o utilizador requer segurança, res-
ponsabilidade e capacidade de auditoria na configuração e manutenção do IED. A norma propõe
diferentes mecanismos para proteger a IED, entre os quais o de ser protegido pelo ID de utiliza-
dor único e respetiva senha e o de ter mecanismos de suporte a diferentes níveis de utilização de
funções IED e de gravar num buffer circular sequencial (first in,first out) uma lista de eventos na
ordem em que eles ocorrem, monitorizando as atividades relacionadas com segurança e disponibi-
lizando a informação através de um protocolo de comunicação em tempo real para a transmissão
SCADA.
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Em muitos países, a infraestrutura de energia está a envelhecer e está cada vez mais sobrecarre-
gada com os aumentos da procura de energia. Esta sobrecarga energética tende a aumentar quando
um número maior de veículos elétricos, bombas de calor e outras cargas utilizarem a energia da
smart grid. Por outro lado a obtenção de autorização de planeamento para a instalação de novos
equipamentos do sistema de energia, particularmente linhas aéreas, está a tornar-se cada vez mais
difícil.
O objetivo de reduzir as emissões de CO2 e melhorar a segurança energética implica o aumento
da utilização de energias renováveis para geração de eletricidade, mas no entanto, a ligação de uma
grande quantidade de geração renovável intermitente altera o padrão da saída de geração central e
a energia que flui em ambos os circuitos de transmissão e distribuição.
Uma solução para esse aumento da variabilidade é adicionar dispositivos de armazenamento
de energia em grande escala para o sistema de energia ou a flexibilidade no lado da procura,
permitindo a integração de uma grande quantidade de energia renovável.
O controlo da carga ou a gestão de carga tem sido generalizada nas operações dos sistemas
de energia com uma variedade de terminologia utilizadas para descrevê-lo. Para evitar a confusão
causada por tais conceitos e terminologias que se sobrepõem, como recomendado pelo CIGRE, o
DSI é usado para se referir a todos os aspetos das relações entre o sistema de energia elétrica, o
fornecimento de energia e a carga final do utilizador. A implementação efetiva do DSI precisa de
uma infraestrutura de TIC e bom conhecimento de cargas do sistema.
Contudo, os medidores inteligentes que estão atualmente instalados nas instalações domésticas
têm pouca ou nenhuma capacidade de comunicação e não transmitem informação da carga em
tempo real, mas utilizando as TIC avançadas é possível a medição inteligente, ou seja, sistemas que
medem, recolhem, analisam e gerem o uso de energia. O conceito inclui redes de comunicação de
duas vias entre os medidores inteligentes e diversos atores do sistema de fornecimento de energia
(estes atores podem incluir fornecedores de energia, operadores de redes, outros emergentes tipo
empresas de serviços e também sistemas de gestão de energia da área de casa inteligente. O
medidor inteligente facilita o DSI fornecendo em tempo real ou próximo, a troca de informações
e controlo de capacidades avançadas.
Os contadores de eletricidade são usados para medir a quantidade de eletricidade fornecida
aos clientes, bem como, para calcular as taxas de energia e transporte para os operadores de rede
e, o tipo mais comum de medidor é um medidor de acumulação que regista o consumo de energia
ao longo do tempo. Os contadores inteligentes são ainda mais sofisticados pois têm comunicação
bidirecional e fornecem uma visualização em tempo real do uso de energia e informações sobre
preços, tarifas dinâmicas e facilitam o controlo automático de aparelhos elétricos.
Medidores de acumulação em instalações dos consumidores são lidos manualmente para ava-
liar a quantidade de energia que tem sido utilizada dentro de um período de faturação, mas nos
últimos anos, os consumidores industriais e comerciais com grandes cargas têm vindo a utilizar
cada vez mais medidores mais avançados, por exemplo, medidores de intervalo que registam o
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uso de energia durante curtos intervalos, normalmente a cada meia hora, o que permite aos for-
necedores de energia projetarem tarifas que reflitam os preços wholesale e ajudar os clientes a
compreender e gerir o seu padrão de procura de energia elétrica.
A Figura 3.15 mostra a evolução da medição elétrica desde os simples medidores eletromecâ-
nicos de acumulação até à medição inteligente avançada.
Figura 3.15: Evolução medidores inteligentes [19]
Como se pode ver na figura acima, a leitura manual foi generalizada antes do ano de 2000 e
um grande número de programas de AMR foram desenvolvidos, em que a informação do consumo
de energia era transmitida mensalmente dos medidores para o fornecedor de energia e/ou operador
de rede usando uma rede de comunicações de baixa velocidade.
Desde 2000 houve um aumento dramático no desempenho da infraestrutura de medição ins-
talada e a comunicação de um sentido deu lugar a comunicações mais avançadas de dois sen-
tidos, que suportam aplicações como variações de tarifas, licitação do lado da procura e liga-
ção/desligação remota.
A visão de smart grid representa uma extensão lógica destas capacidades para abranger comu-
nicações de dois sentidos de banda larga que suportam uma ampla gama de aplicações de smart
grid, incluindo automação de distribuição e controlo, bem como, a monitorização da qualidade de
energia.
As diferenças entre a medição convencional e a medição inteligente são mostradas esquemati-
camente na figura 3.16, onde os contadores inteligentes têm comunicações bidirecionais para uma
porta de entrada e/ou um controlador de rede de área de casa (HAN). O gateway (que fornece
a ponte entre os medidores inteligentes, o sistema medidor de gestão de dados e outros atores)
permite a transferência de dados dos medidores inteligentes para os fornecedores de energia e os
operadores de redes de distribuição e outras empresas de serviços energéticos emergentes e, podem
receber dados de medidores através de uma empresa de gestão de dados de medidores inteligentes
ou diretamente.
A medição inteligente tem como componentes, os medidores inteligentes, uma rede de comu-
nicação de dois sentidos e um sistema de gestão de dados medidos. A fim de integrar os medidores
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Figura 3.16: Medição convencional vs Medição Inteligente [19]
inteligentes para a operação e gestão do sistema de energia são necessárias várias interfaces para
um número de sistemas existentes.
Um medidor eletromecânico tradicional tem um disco de alumínio giratório e um contador
mecânico que conta as rotações do disco e, esse disco está localizado entre duas bobinas, uma
alimentada com a tensão e outra alimentada com a corrente de carga. A bobina de corrente produz
um campo magnético, OI, e a bobina de tensão produz um campo magnético, OV. As forças que
atuam sobre o disco devido às interações entre as correntes induzidas por OI e o campo magnético
OV e as correntes induzidas por OV e o campo magnético OI produzem um binário. O binário
é proporcional ao produto da corrente e da tensão instantânea. O número de rotações do disco é
gravado no dispositivo de contagem mecânica que dá o consumo de energia.
A substituição de medidores eletromecânicos por medidores eletrónicos oferece vários bene-
fícios visto que os medidores eletrónicos podem medir a energia instantânea e a quantidade de
energia consumida ao longo do tempo e ainda outros parâmetros tais como o fator de potência,
potência reativa, tensão e frequência, com alta precisão. Os dados podem ser medidos e guarda-
dos em intervalos específicos e além disso, os medidores eletrónicos não são sensíveis a ímanes
externos ou à sua própria orientação, sendo mais invioláveis e confiáveis.
Os primeiros medidores eletrónicos tinham um visor para mostrar o consumo de energia e
eram lidos manualmente para fins de cobrança mas, mais recentemente, os medidores eletrónicos
com comunicações bidirecionais foram introduzidos.
A figura 3.17 fornece um diagrama geral de blocos funcional de um medidor inteligente onde
a arquitetura do medidor inteligente foi dividido em cinco secções: a aquisição de sinais, o condi-
cionamento de sinais, a conversão analógico para digital (ADC), a computação e a comunicação.
A arquitetura típica de comunicações para medição inteligente é mostrada na figura 3.18 e tem
três interfaces de comunicação: WAN, NAN e HAN
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Figura 3.17: Arquitetura medidor inteligente [19]
Figura 3.18: Arquitetura comunicações de medidores inteligentes [19]
A HAN é um sistema integrado de medidores inteligentes, micro-geração, aparelhos inteli-
gentes, tomadas inteligentes e veículos elétricos. A HAN usa comunicações com e sem fios e
protocolos de rede para garantir a interoperabilidade dos equipamentos ligados em rede e a in-
terface para um medidor inteligente. Também inclui mecanismos de segurança para proteger os
dados de consumo e do sistema de medição. A HAN permite a gestão centralizada da energia e
dos serviços e proporciona facilidades diferentes para a conveniência e o conforto do lar. Todas as
funções de gestão fornecidas pela HAN incluem a monitorização e a visualização de energia e o
controlo de medidores inteligentes. Os serviços prestados pela HAN para a conveniência do agre-
gado familiar podem incluir a programação e operação remota de eletrodomésticos e de sistemas
de segurança doméstica. Uma HAN separada usada para serviços de energia pode coexistir com
o sistema de internet de banda larga mas é provável que estes sistemas se fundam futuramente e
espera-se que a HAN forneça benefícios para as utilities através da resposta à procura, da gestão
de micro-geração e do carregamento de veículos elétricos.
A fim de fornecer funções de gestão de procura/resposta à procura, duas opções estão sendo
ativamente consideradas em diferentes países (3.19). Uma opção é usar o medidor inteligente
como a interface para os fornecedores, operadores de rede e outros atores e a outra é utilizar uma
caixa de controlo separado, que está diretamente em interface com o mundo exterior através da
NAN e WAN.
A principal função da rede NAN é transferir as leituras de consumo dos medidores inteligentes
e facilitar as mensagens de diagnóstico, as atualizações de firmware e as mensagens em tempo real,
de forma a apoiar o sistema de energia. A tecnologia usada para a comunicação NAN baseia-se no
volume de transferência de dados. Por exemplo, se for utilizada a tecnologia ZigBee, que tem uma
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Figura 3.19: Medição-soluções [19]
taxa de transferência de dados de 250 kb/s, cada família utilizaria uma ligação de comunicação,
apenas uma fração de segundo por dia para transferir os dados de consumo de energia para o
concentrador de dados
O concentrador de dados funciona como um relé entre os medidores inteligentes e o gateway
e gere os medidores, detetando-os automaticamente. Cria e otimiza a cadeia de repetição (se ne-
cessário para estabelecer a comunicação confiável), coordenando a entrega bidirecional de dados
e monitorizando as condições dos medidores. O núcleo de um sistema de gestão de dados de
medidores é uma base de dados, que normalmente fornece serviços tais como aquisição de dados,
validação, adaptação, armazenamento e cálculo (por exemplo, agregação de dados), para forne-
cer informações detalhadas para atendimento ao cliente e operações do sistema, como faturação,
previsão de procura e resposta à procura.
Uma questão importante na conceção e implementação de um sistema de gestão de dados de
medidores é como fazê-lo abertamente, de modo a integrar aplicativos de negócios/corporativos
existentes e prestar melhores serviços e mais valor aos clientes, assegurando a segurança dos
dados.
Além das funcionalidades de bases de dados comuns, um sistema de gestão de dados de medi-
ção para a medição inteligente também fornece funções como conexão/desconexão remota de me-
didores, verificação do estado de energia, verificação da restauração de oferta e leitura on-demand
de medidores inteligentes remotos. Com AMR local, as leituras do medidor são recolhidos por
funcionários usando dispositivos portáteis e com AMR remoto os medidores leituras são recolhi-
dos a partir de uma distância através de ligações de comunicação.
O DSI é um conjunto de medidas para usar cargas e geração local para apoiar a operação e
gestão de rede, melhorando a qualidade do fornecimento de energia. O DSI pode ajudar a adiar
o investimento em novas infraestruturas, reduzindo a procura de pico do sistema. Na prática, o
potencial da DSI depende de disponibilidade e tempo de informação prestada aos consumidores,
a duração de resposta à procura, o desempenho da infraestrutura de TIC, medição, automação de
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equipamentos de uso final e contratos.
3.8 Armazenamento de Energia
Grandes quantidades de energia elétrica podem ser armazenadas usando pumped hydro ou
instalações subterrâneas de ar comprimido e podem ter uma potência de até 1-2 GW, com uma
capacidade de energia de 10-20 gWh. Pequenas quantidades de energia podem ser armazenadas
em baterias, flywheels e dispositivos supercondutores de armazenamento de energia magnética
(PME). As células de combustível convertem uma fonte contínua de energia química em eletrici-
dade, mas têm impacto semelhante a alguns sistemas de armazenamento de energia (por exemplo,
baterias de fluxo). [20]
A figura 3.20 mostra as saídas de energia e potência de alguns dos esquemas de armazena-
mento de eletricidade que têm sido implementados usando diferentes soluções. As células de
combustível de algumas centenas de kW para vários MW estão agora em operação como uma
fonte de alimentação contínua e não são mostrados nesta figura.
Figura 3.20: Armazenamento de energia [21]
Aplicações de armazenamento de energia no sistema elétrico podem ser consideradas como
sendo divididas entre aquelas cuja função principal é fornecer energia de curto prazo (kW) ou
aquelas que fornecem principalmente energia (kWh) ao longo de um período mais longo. Quali-
dade de energia, suporte de tensão e alguns serviços de apoio à frequência que exigem suporte de
energia de curto prazo usam baterias, flywheels e SMES, dado que têm um alto poder de energia.
O apoio às energias renováveis, a mudança de energia elétrica e a gestão de energia do utiliza-
dor final requer uma grande quantidade de energia e uma duração de descarga de vários minutos
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a horas. O Pumped hydro, o armazenamento de ar comprimido, o armazenamento de energia tér-
mica e as baterias são tecnologias candidatas adequadas. As oportunidades do mercado de arma-
zenamento de energia vão sendo desenvolvidas em locais específicos, mas múltiplas correntes são
suscetíveis de serem necessárias para cobrir os altos custos do equipamento de armazenamento,
tendo em conta a perda de eficiência durante o carregamento e descarregamento.
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Capítulo 4
Evolução das tecnologias de
comunicação de suporte à rede de
energia
4.1 Massificação da tecnologia de comunicação IP/MPLS
Uma transformação inteligente é necessária para preservar os investimentos existentes e mini-
mizar os riscos e uma rede de comunicação IP/MPLS para permitir às utilities implementar uma
solução de futuro, altamente disponível de rede IP, continuando a apoiar aplicações TDM existen-
tes e proporcionando uma migração suave para serviços IP, Ethernet e IP/MPLS.
Esta rede IP/MPLS vai permitir às utilities maximizar a relação custo-eficácia e eficiência
da sua rede sem comprometer a confiabilidade, bem como permitir a implementação de novos
dispositivos e aplicações que podem melhorar eficiência do fluxo de trabalho e operacional.
4.1.1 Caracterização
A rede IP/MPLS de alta disponibilidade é ideal para suportar tanto operações de missão-critica
como todos os outros requisitos de comunicações. Além disso, uma nova plataforma de rede e ser-
viço de gestão permite melhorar a eficiência, através da integração e automatização das operações
e simplificar a respetiva gestão de operações de serviços de comunicação, reduzindo assim a bar-
reira da introdução de tecnologias e serviços IP/MPLS.
A nova rede de comunicação IP/MPLS terá de garantir que suporta serviços existentes TDM
de missão crítica e suporta novas aplicações IP e Ethernet e serviços de smart grid e, que minimiza
os custos sem comprometer os recursos, funcionalidade e confiabilidade.
Também é importante que garanta a segurança de rede e do sistema operacional, sendo alta-
mente disponível e resiliente e, permita QoS avançado para priorizar aplicações de missão crítica
sobre outro tráfego.
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Uma rede IP/MPLS pode suportar todo o tipo de tráfego, aumentar a eficiência operacional
e suportar aplicações existentes de missão-critica enquanto proporciona os benefícios das novas
aplicações da smart grid. O IP/MPLS está já disponível nalguns fornecedores de serviços de
comunicações e já há um número crescente de empresas de energia que instalaram a sua própria
rede privada IP/MPLS.
Uma rede comunicações IP/MPLS utiliza múltiplas tecnologias de estado-de-arte para permitir
uma rede utilitário para continuar a suportar as aplicações existentes baseadas em TDM enquanto
fornece uma migração suave para serviços IP e Ethernet e garante escalabilidade e qualidade de
serviço, assim como OAM por serviço.
A figura 4.1 apresenta uma visão geral da rede comunicações IP/ MPLS e os vários serviços
que podem ser apoiados.
Figura 4.1: Rede comunicações IP/MPLS [22]
A rede IP/MPLS liga o centro de controlo (e centro de backup) com locais remotos e subes-
tações com confiabilidade do tipo SDH/SONET. Em cada subestação, um IP/MPLS router/switch
agrega o tráfego de aplicações ou serviços energéticos, tais como o IED/RTU para SCADA, re-
lés de proteção de controlo da rede, PMU para medições fasoriais, ponto de acesso Wi-Fi, VoIP,
acesso à rede corporativa, controlo de acesso físico e vídeo vigilância.
O tráfego na rede pode ser para comunicações intra-subestação, inter-subestação, ou centro de
controlo e a rede IP/MPLS também pode manter aplicações ou separação de serviços e segurança
através do transporte de tráfego.
Para uma subestação com requisitos de conectividade TDM, além do tráfego IP e Ethernet, tem
também de suportar interfaces RTU para SCADA, interfaces de voz analógicos para operações de
voz e interfaces de teleproteção para relés de proteção.
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Com esta rede IP/MPLS, o tráfego é agora baseado em pacotes, e largura de banda na rede
é partilhado e o QoS para tráfego de missão-critica é estritamente mantido. Ambos os serviços
de pacote e TDM são simultaneamente suportados pelo mesmo switch/router IP/MPLS, mesmo
para a subestação LAN, reduzindo o número total e custos de equipamento de telecomunicações
necessário.
Além disso também se prevê a conectividade a sensores e dispositivos de campo, tais como,
controladores de tensão e dispositivos para controlo remoto e monitorização, assim como, agrega-
ção da infraestrutura de medição avançada.
A rede de comunicações pode incorporar tecnologias sem fio, como WiMAX e LTE ou tecno-
logias de rede fixa, como OTN e PLC para a cobertura estendida.
A figura 4.2 mostra como podem ser implementados numa rede da zona de campo.
Figura 4.2: Implementação IP/MPLS na FAN [22]
4.1.2 Topologia de Rede
A topologia de rede é determinada pelo mapeamento das ligações físicas e lógicas e a rede
IP/MPLS pode ser implementada numa combinação baseada em anel, parcialmente em malha,
hub and spoke, e arquiteturas lineares. [23]
Uma arquitetura de anel fornece um ambiente eficiente, confiável - pois o tráfego pode ser
redirecionado na direção oposta do anel caso ocorra uma falha. Numa aplicação SDH, cada nó está
a transmitir em ambos os sentidos para proporcionar uma proteção de ponta-a-ponta, duplicando
efetivamente todo o tráfego no anel.
Numa infraestrutura IP/MPLS, tipicamente em Ethernet alta-velocidade, a rede baseia-se no
recurso de FRR para a resiliência, o que elimina a necessidade de duplicação de tráfego numa
topologia em anel. Toda a largura de banda pode ser plenamente utilizada e FFR garante que o
tráfego é encaminhado em menos de 50 milissegundos no caso de uma falha de nó ou ligação ao
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anel, preservando todo o tráfego. Esta topologia é frequentemente utilizada na parte de agregação
de rede e oferece uma maneira muito eficiente de agregar.
Uma arquitetura parcialmente em malha utiliza mais ligações e, portanto, fornece mais al-
ternativas de reencaminhamento. Redes parcialmente em malha são capazes de se recuperar de
duplas falhas e são frequentemente implementadas no núcleo da rede. A engenharia de tráfego é
utilizada para transportar de forma eficiente o tráfego sobre as diferentes malhas em toda a rede.
Para a FAN, hub and spoke e arquiteturas lineares podem agregar eficientemente o tráfego de
um grande número de dispositivos distribuídos.
Para atender às exigências crescentes das utilities, em termos de implementação de serviços e
largura de banda, a rede IP/MPLS é extremamente escalável e pode acomodar um número cres-
cente de aplicações e serviços.
4.1.3 Disponibilidade e QoS
Com uma rede IP/MPLS, as utilities têm o nível de confiabilidade necessária para manter as
operações ininterruptas. A característica FRR permite que a rede reencaminhe ligações em torno
de uma falha em menos de 50 milissegundos. Como a rede é service-aware, o FRR pode distinguir
e priorizar o redirecionamento de tráfego de acordo com a prioridade e para proteger a rede contra
falhas de nós ou de ligação, caminhos de espera end-to-end também podem ser provisionados. [24]
A implementação IP/MPLS deve incluir também alta disponibilidade com características non
stop routing e de non-stop service, em que os benefícios são a disponibilidade e confiabilidade.
Num ambiente em que vários serviços convergem sobre uma infraestrutura comum, o QoS
é essencial e uma rede IP/MPLS pode discriminar diferentes tipos de tráfego, com base num
conjunto de classificações atribuídas nas diferentes camadas e priorizar a transmissão de tráfego,
utilizando vários recursos de gestão de tráfego, usando um mecanismo de programação avançada
para implementar hierarquias de serviço. Estas hierarquias proporcionam o máximo de isolamento
e equidade através de tráfego diferente e com vários níveis e instâncias de formação, filas e priori-
dade de agendamento. Assim, a rede IP/MPLS pode gerir os fluxos de tráfego para garantir que os
parâmetros de desempenho (p.e:largura banda,atraso e jitter) para cada aplicação sejam atendidos.
A rede IP/MPLS oferece um ambiente de rede e serviço flexível que permite o apoio contínuo
dos serviços existentes, incorporando novas aplicações IP e Ethernet. Estas aplicações em pacotes
são normalmente mais eficiente em termos de uso de banda quando implementadas através de uma
rede IP / MPLS. Todos os serviços convergem no acesso da rede, onde a manipulação de pacotes
necessários, tais como o encapsulamento e recursos QoS, é executada. As diferentes aplicações são
transportadas através de uma VPN dedicada ponto-a-ponto, ponto-a-multiponto ou multiponto-a-
multiponto. A rede também suporta a migração de serviços TDM para a rede IP/MPLS.
A rede IP/MPLS prevê o isolamento virtual do tráfego de vários tipos numa única infra-
estrutura. Isto permite a separação total de tráfego de diferentes aplicações ou operações dentro
das utilities, permitindo um ambiente seguro e alocação efetiva de largura de banda.
As avançadas VPN MPLS(por exemplo, CES, VPLS e VPN IP) são suportadas, o que pode
ser usado para fornecer diferentes aplicações ou grupos de utilizadores com um ambiente que é
4.1 Massificação da tecnologia de comunicação IP/MPLS 53
particular e não é afetado por outro tráfego. Um serviço pode ser realizado através de uma VPN
enquanto o tráfego de diferentes serviços é separado de forma segura na sua própria VPN, for-
necendo eficazmente redes privadas separadas. Com VPN MPLS avançados, as utilities também
podem aproveitar a mesma rede IP/MPLS para oferecer serviços de comunicações de negócios.
4.1.4 Desafios
As utilities precisam de considerar a melhor forma de avançar as novas tecnologias de rede
IP/MPLS para a migração de sistemas e serviços legacy TDM, tirando proveito das funcionalida-
des IP/MPLS CES.
O CES oferece a mesma qualidade de serviço que a infra-estrutura de rede TDM existente, com
o mesmo nível de previsibilidade. A rede IP/MPLS tem uma função de interoperação de emulação
de circuito que garante que toda a informação requerida por um circuito TDM é mantida num
pacote de rede. Isso fornece uma transição completa para uma rede de pacotes ao longo do tempo,
enquanto proporciona continuidade dos serviços TDM. Exemplos de serviços TDM que podem
ser apoiados incluem teleproteção, voz analógica, e SCADA.
Numa rede IP/MPLS, o túnel MPLS é utilizado como a camada de transporte (figura 4.3) e
neste caso um pseudowire (PWE3) é criado para identificar o circuito TDM específico dentro do
túnel MPLS. A função de emulação de circuito garante que todas as informações necessárias pelo
circuito de TDM são mantidas em toda a rede de pacotes. Isto fornece um serviço transparente
para os dispositivos finais.
Figura 4.3: Funcionalidade CES [25]
Um pseudowire encapsula o tráfego ao longo do LSP para criar um serviço ponto-a-ponto. Um
pseudowire MPLS é análogo a uma linha privada dentro da rede MPLS. Ele oferece uma conexão
ponto-a-ponto entre dois dispositivos finais.
A figura 4.4 descreve três tipos diferentes de pseudowire - TDM, FR, e Ethernet. O pseudowire
pode ser usado para aplicações que exigem conectividade ponto-a-ponto dedicado.
VPLS é um serviço multiponto em ponte que conduz o tráfego com base no endereço MAC.
Um serviço VPLS é independente de protocolo e permite conectividade multiponto na camada 2
na rede de IP/MPLS.
A figura 4.5 mostra dois VPLS dentro de uma rede, em que o VPLS é composto por pontes
virtuais em cada nó. Cada ponte virtual executa o MAC de aprendizagem e constrói uma tabela
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Figura 4.4: Tipos diferentes de pseudowire [25]
que mapeia os endereços MAC e os correspondentes caminhos MPLS. O conceito VPLS é seme-
lhante a uma conexão de rede local lógica onde todos os dispositivos finais conectados aos VPLS
aparecem como se eles estivessem dentro do mesmo segmento LAN.
Para as utilities, um serviço VPLS pode ser usado para apoiar sistemas SCADA com base
Ethernet e mensagens IEC 61850 através de ligações Ethernet multiponto, por exemplo.
Figura 4.5: VPLS [25]
Uma VPN IP(4.6) é uma VPN da camada 3 e é implementada especificamente para tráfego IP
e é um serviço que encaminha o tráfego com base no endereço IP. Uma VPN IP permite conectivi-
dade multiponto na camada 3 na infraestrutura IP/MPLS. Com IP VPN, cada nó IP/MPLS suporta
VRF.
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Por exemplo, uma VPN IP pode ser utilizada para apoiar múltiplas redes independentes sem
interações da tabela de roteamento entre as diferentes instâncias VRF. Uma IP VPN também é
adequada para a separação de aplicações, como SCADA sobre IP, Vigilância de vídeo IP, ou voz
sobre IP.
Figura 4.6: VPN [25]
Outro desafio é a sincronização precisa e a temporização em micros-segundos é essencial nas
redes de comunicação para manter a integridade da rede operacional e na maioria das redes TDM,
a sincronização é distribuída dentro da rede utilizando os mecanismos SDH/SONET incorporados
na camada física ou por relógios de GPS distribuídos. Para fornecer o serviço TDM através de
uma rede de pacotes, deve ser utilizado a mesma ou melhor precisão de sincronização e numa rede
de pacotes, os relógios de alta qualidade distribuem o tempo utilizando Ethernet.
A temporização baseada em pacotes de micros-segundos permite que o equipamento de gera-
ção e transmissão opere mais perto dos limites operacionais. Isto promove a eficiência e permite
que mais energia seja entregue sobre a rede já existente. Tendo uma maior precisão, irá suportar
os requisitos mais recentes e mais rigorosos de temporização das aplicações, como a medição de
sincrofasores que têm uma frequência muito maior de leituras de sensores para maior precisão. Os
valores em tempo real podem ser utilizados para alinhar e equilibrar as cargas de tensão e corrente
em ciclos muito mais rápidos. Estas aplicações importantes permitem melhorias na smart grid.
A segurança é primordial para as utilities protegerem as infraestruturas críticas que podem
ser alvo de ataques cibernéticos e outras ameaças de segurança e em todo o mundo, houve um
aumento dos esforços dos governos para promover a causa.
A rede IP/MPLS tem amplos recursos de segurança integrados que ajudam as utilities a se
defender contra ameaças de segurança cibernéticas, garantindo a privacidade dos dados, e cum-
prindo regulamentos em conformidade. A rede IP/MPLS fornece mecanismos para proteger a
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gestão, controlo de dados através de listas de controlo de acesso, filtros e autenticação de sinaliza-
ção de mensagens, auxiliando na prevenção de sequestro de sessão, negação a ataques de serviços
e outros tipos de comportamentos maliciosos na rede.
A segurança através de uma forte palavra-chave é fornecida pelas características de confiden-
cialidade e de integridade do SNMPv3 e de encriptação. Além disso, a firewall integrada ajuda a
parar o tráfego inesperado e indesejado de entrar na rede.
A NAT (Network Address Translation) protege e esconde espaços de endereçamento privado
de entidades externas e a criptografia de grupo protege dados sensíveis durante o transporte e
garante a integridade e privacidade dos dados.
4.2 Transporte de aplicações legacy
4.2.1 SCADA
Atualmente estamos dependentes das operações contínuas e seguras de indústrias, como as
utilities, os transportes públicos e as autoridades de segurança, cujas operações são geralmente
geograficamente distribuídas. Para garantir o bom funcionamento e a segurança das operações, as
redes de missão crítica necessitam de recolher dados e de monitorizar os processos em todas as
estações remotas usando o SCADA.
Um sistema SCADA tem uma estação master num centro de controlo e muitas estações slave
no campo, comunicando uns com os outros através de uma interface serial de baixa velocidade.
Enquanto as redes de missão crítica adotam rapidamente IP/MPLS, como parte do programa de
transformação de rede, o apoio dos dados de baixa velocidade gerados por sistemas SCADA é
um desafio. Embora o IP/MPLS seja capaz de transportar dados TDM transparentemente, não
há nenhuma razão para juntar o tráfego de vários locais remotos no centro de controlo. Misturar
o tráfego requer uma capacidade avançada TDM de ligação de dados chamada MDDB para que
esteja disponível numa plataforma IP/MPLS. Assim, para enfrentar este desafio é necessário uma
solução de comunicação baseada em IP/MPLS com um MDDB integrado, que permite que uma
rede IP/MPLS seja compatível com aplicações TDM legacy.
As redes não baseadas em IP/MPLS têm crescido significativamente nos últimos anos, mas
muitas vezes não têm a capacidade de gestão de tráfego necessária para suportar o tráfego que
requer QoS para as operações de missão crítica. Além disso, não têm a flexibilidade de otimizar
a utilização de recursos de rede e a capacidade de reagir suficientemente rápido a eventos para
garantir QoS por aplicação. Utilizando uma rede IP/MPLS, as utilities obtêm a versatilidade duma
rede IP e a previsibilidade de uma rede baseada em circuito juntamente com a alta capacidade e o
suporte para o tráfego baseado em pacotes com elevado QoS. Uma rede IP/MPLS permite a im-
plementação de novas aplicações IP/Ethernet e também suporta as aplicações existentes baseadas
em TDM. Como as redes IP/MPLS podem continuar a desempenhar os serviços TDM existentes,
as utilities podem escolher de forma flexível quando migrar as aplicações de TDM para IP.
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Com uma rede IP/MPLS, obtém-se uma rede com alta escalabilidade e robustez com redun-
dância total e mecanismos de recuperação rápida como FRR, que aborda uma ampla gama de re-
quisitos QoS, desde a emulação do circuito até à melhoração do esforço de navegação na Internet.
Além disso, otimiza o uso de banda larga de todas as ligações, prevenindo os modos comuns, atra-
vés de TE. As OAM são adequadas para o desempenho, a monitorização, a solução de problemas
e a manutenção em todas as camadas do protocolo, com uma gestão de serviços para simplificar
as operações. Cada aplicação executada na rede tem os seus requisitos únicos de largura de banda,
QoS e disponibilidade. Uma rede IP/MPLS permite aos operadores configurar parâmetros de ser-
viço para cada serviço e o tipo de tráfego de acordo com os requisitos operacionais. Isto inclui
múltiplos tipos de voz, vídeo e tráfego de dados. A rede também pode apoiar baixo jittere suporta
recursos avançados, incluindo roteamento non stop, serviços non-stop e FRR, para manter a alta
resiliência de rede.
Uma rede IP/MPLS pode fornecer para o isolamento virtual de vários tipos de tráfego, uma
infraestrutura que suporte muitas VPN em simultâneo. Como se mostra nas figuras anteriores,
se a rede é uma VLL(4.4) de vários tipos, uma VPLS(4.5) ou uma VPRN(4.6), implementando
uma rede IP/MPLS permite a separação completa do controlo e do tráfego de dados em cada VPN
de outros aplicativos ou operações na rede. Os resultados são um ambiente totalmente seguro,
uma infraestrutura eficaz de compartilhamento e alocação ideal de largura de banda. Com esta
capacidade avançada, a mesma infraestrutura de rede IP/MPLS pode também ser aproveitada para
transportar dados de negócios corporativos.
A implementação de IP/MPLS fornece uma abordagem orientada a serviços que se concen-
tra na escalabilidade e qualidade de serviços, bem como OAM por serviço. Uma infraestrutura
serviço-cliente permite ao operador adaptar os serviços, tais como aplicações de missão crítica
de modo a que a rede tenha a largura de banda garantida para satisfazer os requisitos de pico. O
serviço de routing suporta IP routing e switching, o que permite que a rede suporte aplicações em
tempo real das camadas 2 e 3.
Como mostra a figura 4.7, existem duas funções-chave na comunicação entre master e slaves,
em que a primeira usa pseudowires TDM, também chamados C-pipes, em que nos locais remo-
tos é transportado o tráfego gerado pela interface serial de baixa velocidade de slaves em todo a
rede IP/MPLS para o router de controlo de gateway central e a segunda função existe no centro
de controlo, em que um router atua como o MDDB, que é implementado numa placa de recurso
dedicado chamada de ISC. Esta placa recebe todo o tráfego de vários slaves através pseudowires
TDM individuais, filtra o tráfego em marcha lenta e envia uma mensagem de resposta a um de-
terminado slave. O master comunica com os slaves usando os mesmos passos na ordem inversa.
O master envia o tráfego para o MDDB, em seguida, o tráfego é transmitido ao longo dos pseu-
dowires individuais para cada slave. O tráfego de slaves é transportado através da rede IP/MPLS
usando TDM pseudowire e a tecnologia utilizada é IETF RFC50861. Como a velocidade da inter-
face geralmente varia de 300b/s a 19,2kb/s, o tráfego necessita de ser adaptado a 64kb/s. Então, o
tráfego é empacotado num pacote MPLS e este é transmitido ao longo de um pseudowire dentro
de um túnel LSP pelo sinal MPLS.
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Figura 4.7: Arquitetura MDDB [26]
A ISC é um recurso que pode ser virtualizado para suportar múltiplas aplicações em simultâ-
neo e várias MDDB podem ser suportadas na mesma ISC(figura 4.8)
Figura 4.8: Cenário com 2 MDDB implementados [26]
4.2.1.1 Proteção
A proteção de equipamentos é fundamental para as operações SCADA. Se houver algum de-
feito, não há dados de campo e os alarmes podem não ser gravados e processados. Esta situação
pode causar danos se a falha durar por um longo período de tempo. Portanto, a proteção é necessá-
ria e as soluções SCADA apoiam masters redundantes com um master ativo e um master de espera
que ouve as respostas dos slaves, mas apenas o master ativo transmite. Existem vários modelos
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de proteção, em que cada modelo fornece um nível de proteção diferente e requer uma quantidade
diferente de recursos para implementar. Dependendo da fiabilidade e robustez dos requisitos de
rede, bem como dos constrangimentos de logística
Modelo1: master ativo/standby com um interruptor A/B. O modelo 1 tem um router do centro
de controlo, um MDDB e um interruptor A/B ligado aos equipamentos de master ativa e standby,
para fornecer proteção de redundância. Se o master ativo falhar, o operador intervém manualmente
para ativar o interruptor A/B para se ligar ao master que estava em standby
Modelo 2: master ativo/standby com duas interfaces mais simples MDDB. O modelo 2 é
semelhante ao 1, exceto que em vez de se utilizar um interruptor A/B externo, cada master liga-
se ao MDDB com a sua própria interface serial. O estado da interface do master em standby é
configurado para o modo de espera. Se o master ativo falhar, o operador intervém para alternar o
estado do master de espera para ativo. A figura 4.9 mostra os dois modelos.
Figura 4.9: Modelos de proteção 1 e 2 [27]
Modelo 3: master ativo/standby com dois MDDB sobre um router. No modelo 3, para além
dos dois master, existem dois casos em que executam os MDDB dos ISC no router do centro de
controlo. O router também é tipicamente equipado com controlo redundante e alimentação de
energia dupla para eliminar qualquer ponto único de falha.
Modelo 4: master ativo/standby com dois MDDB sobre dois routers. No modelo 4, as duas
instâncias MDDB são executadas em dois routers do centro de controlo, cada um ligando a um
master diferente. Os dois routers e os dois masters podem ser localizados em racks diferentes ou
em diferentes andares do centro de controlo para fornecer um grau limitado de espaço de proteção.
A figura 4.10 mostra o Modelo 3 e o Modelo 4.
Modelo 5: centro de controlo primário / backup com ativo / standby. Enquanto o Modelo 4
tem dois routers de centro de controlo e pode fornecer redundância roteadora, quando um desastre
acontece, todo o edifício do centro de controlo pode ser danificado, afetando ambos os routers e
equipamentos. O modelo 5 fornece a proteção neste cenário, colocando um conjunto completo
de equipamentos (Master SCADA e router) num centro de controlo de backup que podem estar
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Figura 4.10: Modelos de proteção 3 e 4 [27]
a dezenas ou centenas de quilómetros de distância. Em caso de falha do master ativo, o master
em standby torna-se o master ativo, como no modelo 3. Se o centro de controlo operacional é
danificado seriamente, os funcionários podem-se mover rapidamente para o centro de controlo de
backup, caso ele nao tenha sido danificado, para continuar as operações.(4.11)
Figura 4.11: Modelo de proteção 5 [27]
A tabela 4.1 apresenta uma comparação concisa dos cinco modelos de proteção. Cada modelo
tem o seu próprio mérito e o custo associado. Para escolher o modelo que melhor se adapte às suas
necessidades, as utilities devem avaliar os seus requisitos de confiabilidade e robustez.
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Tabela 4.1: Modelos de proteção
Modelo 1 Modelo 2 Modelo 3 Modelo 4 Modelo 5
Equipamento necessário
no centro de controlo
2 x Master
















Os sistemas de teleproteção monitorizam e comparam as condições nas linhas de transmissão
para um disparo coordenado das linhas de transmissão para isolar rapidamente falhas, a fim de
evitar danos nos equipamentos da subestação e instabilidade no sistema de energia.
Estes sistemas contam com a rede de comunicação para a troca de estado em tempo real entre
relés de teleprotecção e para garantir que o sistema de energia está protegido, os sinais dos relés
devem ser transferidos com a mínima latência possível.
Configurando a qualidade adequada do serviço numa rede IP/MPLS, permitirá à rede discri-
minar entre os vários tipos de tráfego e transmitir o tráfego de proteção de maior prioridade do
relé sobre o tráfego de menor prioridade.
Uma rede IP/MPLS pode gerir os fluxos do tráfego de proteção do relé para garantir parâme-
tros de desempenho, como largura de banda, atraso e jitter. Isto minimiza a necessidade de manter
uma rede TDM em paralelo para teleproteção.
A figura 4.12 mostra como teleproteção pode ser suportado por uma rede IP/MPLS.
Figura 4.12: Teleproteção em IP/MPLS [24]
A interface do relé de teleproteção pode ser IEEE C37.94, G.703, E/M, ou RS-232. Para a
implementação baseada em TDM tradicional, estas interfaces de relés estão ligados a um mul-
tiplexador para transporte de sinal TPR usando um T1/E1 e sobre SDH/SONET ou ligações de
microondas para a próxima subestação. Com a transição para uma rede de IP/MPLS, um SAR
pode ser usado para apoiar teleproteção pois todos estes interfaces de retransmissão são suportados
nativamente e podem ser ligados diretamente ao SAR por ligação pseudowire. Alternativamente,
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nos casos em que um multiplexador continua a ser utilizado, um T1/E1 do multiplexador pode
terminar no SAR.
4.2.2.1 Preocupações
A migração das aplicações de missão crítica legacy, como teleproteção e SCADA requer uma
compreensão de como os circuitos TDM são transportados sobre IP/MPLS, a fim de ter o mesmo
nível de desempenho que na rede legacy. Isto é particularmente importante para teleproteção
porque exige a QoS mais rigorosa de todas as aplicações de missão crítica. [28]
O IP/MPLS é muitas vezes incorretamente percebido como uma tecnologia IP sem conexão
que pode fornecer transporte de dados mas somente com QoS de melhor esforço. Embora isto seja
verdade para uma rede somente IP, uma rede IP/MPLS fornece TE, o que torna a rede orientada
por ligações, previsível e determinística.
Outra preocupação sobre o uso de redes IP/MPLS para teleproteção é a noção de que as re-
des de pacotes causarão impacto negativo no desempenho dos sistemas de teleproteção, porque a
rede IP/MPLS utiliza um LSP para o transporte de outras aplicações. Assim, a capacidade avan-
çada e a gestão flexível do tráfego é crucial para garantir um QoS determinístico, incluindo jitter
firmemente controlado.
Outra preocupação é como uma rede IP/MPLS pode satisfazer as exigências rigorosas de la-
tência para os comandos de teleproteção que devem ser trocados entre os relés de teleproteção
em duas subestações de transmissão. Isto é imperativo para garantir o atraso mínimo, chamado
"tempo de transmissão".
Geralmente as dúvidas sobre o IP/MPLS dizem respeito à capacidade de garantir um serviço
de baixa latência. De seguida, iremos ver como o tráfego TDM é transportado através de uma rede
IP/MPLS usando pseudowires, e como é que o atraso pode ser otimizado. Uma rede IP/MPLS usa
um CES para migrar as aplicações tradicionais de teleproteção. As principais considerações para
apoiar a teleproteção são como minimizar a latência e combater a instabilidade da rede. A latência
para o tráfego TDM consiste no atraso do empacotamento na entrada da rede, no atraso do trânsito
da rede e no atraso do buffer de reprodução na saída de rede. A função de buffer de reprodução
é absorver o jitter contraído na rede. Para resolver esta questão de forma eficaz e proporcionar
o desempenho de entrega mais otimizado, os routers IP/MPLS necessitam de permitir que os
operadores de rede possam afinar o atraso de empacotamento e o tamanho do buffer de reprodução
com base nos requisitos das aplicações TDM e topologia de rede.
A rede MPLS tem uma função CES que garante que toda a informação requerida por um
circuito TDM é mantida em toda a rede de pacotes. Utilizando esta funcionalidade torna mais
simples operar com redes e serviços.
Os principais fatores para o atraso para TDM CES são:
• Empacotamento TDM na entrada da rede
• MPLS Label Switching durante o trânsito de rede (em cada salto)
• TDM atraso de reprodução na saída da rede
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4.2.2.2 Empacotamento TDM na entrada de rede
O router de entrada MPLS recebe parcelas de informação digital num intervalo fixo (por exem-
plo, um byte em cada 125 micros-segundos). O router encapsula a informação digital num formato
MPLS que tem dois rótulos: um rótulo de túnel que especifica um LSP e um rótulo de serviço,
que especifica um circuito pseudowire associado a um serviço particular CES.
Também é importante que o campo EXP, um campo de 3 bits, seja marcado de forma adequada,
o que reflete uma classe acelerada de QoS. O valor atual EXP depende da política de QoS da rede
definida pelo operador de rede.
O operador tem duas opções: empacotar este byte num formato MPLS e transmiti-lo imedia-
tamente através da rede com praticamente nenhum atraso de empacotamento (exceto os incorridos
pelo processamento de hardware) ou esperar até que um número pré-configurado de bytes chegue,
transmitindo-os juntos num formato MPLS, incorrendo assim num maior atraso de empacota-
mento.
Menores tamanhos de carga útil conduzem a um maior número de pacotes MPLS por segundo,
resultando numa maior largura de banda, mas num menor atraso de empacotamento. Por outro
lado, maiores tamanhos de carga útil com um número menor de pacotes resulta numa menor
largura de banda, mas num maior atraso de empacotamento. O tamanho de carga útil do pacote é
configurável e é Importante realçar que quanto maior o atraso, menor a sobrecarga de transporte.
No caso de uma interface analógica, tais como E/M, o router tem de digitalizar o sinal analógico
com PCM (Pulse Code Modulation) antes do empacotamento.
O processo de empacotamento é mostrado na Figura 4.13
Figura 4.13: Processo de empacotamento [28]
4.2.2.3 MPLS Label Switching durante o trânsito de rede
O atraso de trânsito incorrido quando um pacote atravessa a rede salto a salto, é familiar para os
operadores e esse atraso em cada salto é negligenciável, na gama de dezenas de micros-segundos.
Após o tráfego TDM ser empacotado, o router MPLS muda a estrutura MPLS ao longo de
uma LSP pré-estabelecida com base na etiqueta de túnel. O tráfego no túnel e nos outros túneis é
agregado numa porta de rede do router, competindo para ser agendado e transmitido.
Como as aplicações baseadas em TDM são extremamente sensíveis a atrasos e jitter, o seu
tráfego precisa de ser tratado com maior prioridade do que outras aplicações e quando o tráfego
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chega a um router, ele precisa de ser classificado com base na marcação de cabeçalho (campo EXP
para formatos MPLS) e ser colocado em filas diferentes.
O tráfego TDM como a teleproteção deve ser colocado na fila de alta prioridade e ser exausti-
vamente servido de forma contínua, a fim de alcançar o atraso mínimo e jitter(figura 4.14).
Figura 4.14: Tráfego baseado em prioridade [28]
Durante o rótulo de comutação (figura 4.15), a prioridade dos formatos MPLS transportando o
tráfego TDM é denotado pelo campo EXP. No entanto, mesmo com uma política de QoS adequada,
se um pacote com menor prioridade começou a transmissão, o tráfego de teleproteção tem de
esperar até que a transmissão daquele pacote esteja concluída. O tempo de espera varia e depende
de quantos bytes do pacote de baixa prioridade faltam a ser transmitidos e também da velocidade
de ligação.
Figura 4.15: MPLS [28]
4.2.2.4 TDM atraso de reprodução na saída de rede
Quando os pacotes MPLS que transportam carga útil TDM são recebidos, a carga é extraída
e colocada no buffer de reprodução. Para lidar com o jitter de rede incorrido nos pacotes MPLS
durante o transporte, a carga útil reunida no buffer não é imediatamente reproduzida ou transmitida
no circuito TDM de transmissão. Em vez disso, ela aguarda até que o limite de reprodução seja
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Figura 4.16: Processo de reprodução [28]
ultrapassado, ou seja, quando metade do buffer configurado for preenchido, antes de reproduzir
durante a fase de arranque do serviço CES.
O tamanho do buffer pode ser configurado com base nas características de jitter da rede; estas
dependem de vários fatores, incluindo o número de saltos e a sua velocidade de ligação. Quanto
menor o jitter no buffer, menor o atraso ocorrido. No entanto, o jiter do buffer deve ser fixado a um
valor suficientemente grande para garantir que ele pode absorver sempre o jitter da rede. Se o jitter
do buffer for demasiado pequeno e falhar a absorção do jitter, no pior cenário, vai causaroverrun
do buffer,apagando os bytes TDM do buffer) ou underrun do buffer, causando overflow de bytes
TDM do buffer e causando uma falha no serviço que afeta o equipamento de teleproteção. Se o
jitter do buffer for demasiado grande, vai introduzir um atraso extra nobuffer de reprodução, o
que poderá exceder o orçamento de atraso de aplicações de teleproteção. Desde modo, as utilities
necessitam de compreender as características da rede e aplicações para determinar um tamanho
ideal para o buffer.
Um menor tamanho da carga útil leva a um maior número pacotes MPLS por segundo, resul-
tando num menor empacotamento e num menor atraso de reprodução do buffer. Mas isto tem o
custo de requerer maior largura de banda que é necessário para transportar a corrente de dados
TDM. Por outro lado, um tamanho da carga útil maior resulta num menor número de pacotes por
segundo, incorrendo num empacotamento maior e num atraso de reprodução, tendo menor largura
de banda.
Dependendo o orçamento de projeto de rede e atraso do equipamento de teleproteção, os
operadores de rede podem otimizar a definição do serviço CES para atingir metas consistentes.
4.2.2.5 Atraso Simétrico
Entre os vários tipos de teleproteção, a proteção diferencial impõe um requisito de rede adici-
onal: o atraso simétrico. Os equipamentos de teleproteção diferencial, enquanto estão a operar no
modo assíncrono de amostragem, medem o atraso de rede unidirecional em ambas as extremidades
da linha de transmissão e compara-os para detetar falhas.
Para garantir que uma comparação precisa é realizada, é necessário um atraso simétrico na
ordem de poucos ou submilissegundos dos caminhos de comunicação. Quando a tolerância do
atraso assimétrico é excedido, o relé pode começar a errar mesmo em condições normais.
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Para atingir um atraso simétrica na rede, é importante primeiro entender a fonte do atraso
assimétrico a fim de corrigir o efeito. Numa rede com atraso simétrico, o atraso experienciado
pelos pacotes enviados e recebidos por um par de terminais é igual, ou seja, o atraso é igual em
ambas as direções, para a frente e para trás.
Como já foi explicado, o CES tem três condicionantes para o atraso: o atraso de empacota-
mento na entrada de rede, o atraso de trânsito no centro da rede e o atraso do buffer de reprodução
na saída de rede. O atraso de empacotamento e a engenharia de atraso do buffer de reproução são
aplicadas para ser o mesmo durante a configuração CES.
O atraso no trânsito normal em ambas as direções é também o mesmo, porque são tipicamente
colocados na mesma rota física, percorrendo o mesmo conjunto de LSR em relação ao mesmo
conjunto de ligações de rede. No entanto, o atraso de transito real de cada um desses pacotes varia
devido ao jitter de rede, que é absorvida pelo buffer de reprodução, enquanto o tamanho do buffer
conseguir acomodar a gama de jitter de rede.
Se um pacote experimenta um maior atraso de rede, em cada salto na rede, o seu buffer de
reprodução será menor. Em contraste, um menor atraso na rede implica um atraso de buffer maior
porque, mesmo que um pacote chegue primeiro, ainda tem de esperar pela sua vez de ser trans-
mitido para fora do buffer. Assim, a soma dos atrasos de rede e do atraso do buffer são sempre
constantes(figura 4.17).
Embora a soma do atraso de rede e do atraso de buffer para cada pacote seja constante na
direção frontal (C1) e na direção contrária (C2), estes não são iguais um ao outro, porque os
atrasos de rede em ambas as direções não são os mesmos durante o arranque CES devido ao
carácter aleatório do jitter de rede. Este jitter de rede, durante a inicialização do CES, provoca o
atraso assimétrico.
Figura 4.17: Atraso em ambas as direções [28]
4.2.2.6 Recursos
As redes tradicionais SDH/SONET podem ser provisionadas para fornecer rotas alternativas
para o tráfego de missão crítica, como as rotas entre os equipamentos de teleproteção. Quando
estiver a operar corretamente, a rede fornece menos de 50ms de tempo de comutação. Esta velo-
cidade de recuperação tornou-se um ponto de referência para qualquer nova tecnologia de rede.
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De um modo semelhante, as redes IP/MPLS suportam caminhos alternativos e rotas rápidas
em menos de 50ms. Também é importante realçar que, com o design de engenharia apropriado,
o IP/MPLS garante que o atraso para o caminho alternativo seja no mesmo nível do que o atraso
para o caminho principal.
Uma rede IP/MPLS também suporta aplicações de teleproteção através de alguns recursos, no-
meadamente usam LSP para assegurar que todos os pacotes associados a um determinado serviço,
tal como teleproteção, seguem o mesmo caminho e isto assegura que o alvo de atraso predetermi-
nado é sempre satisfeito. Também os pacotes associados à comunicação de teleproteção podem
ser considerados de elevada prioridade de forma a garantir que os requisitos de teleproteção sejam
cumpridos e reduzir a variação do atraso de pacotes através da rede. Por ultimo, a rede IP/MPLS
suporta muitas opções de sincronização para garantir que a rede é adequadamente sincronizada
e dado que os routers IP/MPLS são sincronizados, eles podem servir de relógio referência aos
equipamentos de teleproteção que estejam ligados.
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Capítulo 5
Conclusões e perspetivas futuras
5.1 Conclusão
A smart grid pressupõe a modernização da rede, a automação das subestações, a automação
da distribuição e infraestruturas de medição avançada, o que vai colocar novas exigências à rede
de comunicação e na gestão da informação.
Além disso, deve apoiar elementos não tradicionais de micro-geração, que podem desequili-
brar a carga elétrica, exigindo controlo e monitorização ao longo da rede de transmissão e distribui-
ção, bem como a integração de novas fontes de energia renováveis. Para tal a rede de comunicação
deve ser expandida e melhorada, enquanto os custos devem ser contidos.
Com uma rede IP/MPLS, os serviços são capazes de segregar efetivamente o tráfego em túneis
virtuais separados, cada um com a sua própria prioridade e largura de banda, enquanto compar-
tilham o mesmo canal de comunicação. Isto significa que a informação de teleproteção pode
ser mantida separada da do SCADA, além de permitir também a adição de tráfego da empresa e
serviços comerciais.
A escolha da tecnologia IP/MPLS para suportar a implementação da smart grid justifica-se
pois aumenta a eficiência e melhora a gestão operacional e a respetiva segurança, sem afetar a
confiabilidade e aumentando o desempenho. A implementação de IP/MPLS para transmissão,
sub-transmissão, distribuição e FAN, dá às utilities uma única infraestrutura física para todas as
suas necessidades de comunicações operacionais e corporativas. Isto permite às utilities aumentar
a eficiência operacional para controlar os custos sem comprometer a qualidade de energia, funci-
onalidade ou confiabilidade e, permite ter a escalabilidade necessária para aumentar os serviços e
fazer crescer o número de dispositivos de clientes, aplicações e capacidade. Também permite me-
lhorar a rede de segurança do sistema operacional para dar cumprimento à nova regulamentação
e proteger infraestruturas críticas e, aumentar a resiliência e disponibilidade da rede, permitindo
simultaneamente a qualidade avançada do serviço (QoS) para priorizar aplicações de missão crí-
tica sobre outro tráfego. Por último, permite ainda o suporte de aplicações TDM de missão-crítica
nos serviços existentes, introduzindo novas aplicações IP e ethernet, fornecendo uma transmissão
confiável sobre as diferentes tecnologias de transporte.
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Com o risco crescente de ataques cibernéticos e outras ameaças à segurança na rede de energia,
muitas utilities estão a aumentar as exigências regulamentares de segurança, pelo que uma rede
IP/MPLS fornece uma série de mecanismos para proteger as infraestruturas críticas, desde as listas
de controlo de acesso, filtros e autenticação de mensagens de sinalização para impedir o sequestro
da sessão, ataques de negação de serviço e outros comportamentos de rede malicioso.
Como ultima conclusão refere-se que as utilities ao avançar para o IP/MPLS devem procurar
selecionar uma solução que ofereça, pelo menos, o mesmo nível de confiabilidade, QoS e se-
gurança já que numa rede de missão critica nenhum compromisso é aceitável e que essa solução
suporta várias tecnologias para simultaneamente executar aplicações existentes baseadas em TDM
com um caminho de migração suave para IP e serviços de Ethernet.
Esta solução deve também permitir a integração harmoniosa de todas as operações de missão
crítica e as necessidades de tráfego corporativos, permitindo que as aplicações e serviços de smart
grid sejam executados de uma forma rápida e eficaz em termos de custos.
5.2 Perspetivas Futuras
As utilities enfrentam grandes desafios como a crescente procura de energia confiável e de
novas aplicações de smart grid e os custos operacionais associados com a operação e gestão dessa
rede.
As utilities precisam de uma arquitetura de comunicação que suporte as comunicações tradi-
cionais para as aplicações existentes e de novas tecnologias para as da smart grid, pelo que IP e
Ethernet são protocolos de comunicação essenciais para a infraestrutura de rede, já que a ethernet
fornece interfaces físicas de banda larga de baixo custo e a tecnologia IP serve como uma ponte
entre as aplicações e o meio de comunicação subjacente, ou seja com IP/MPLS é possível integrar
novas aplicações e executar aplicativos lado a lado na mesma rede de comunicação.
Por outro lado, algumas utilities estão a migrar as infraestruturas e sistemas analógicos mais
antigos para as redes IP, o que implica que essas tecnologias mais antigas têm tendência a desapa-
recer do mercado. Ao mesmo tempo que avaliam as suas necessidades de comunicação aparecem
também uma série de preocupações com as aplicações críticas, como a teleproteção e o SCADA
sobre IP.
É necessária uma rede de comunicação moderna que se adapte a qualquer ambiente, desde
aquelas aplicações que são muito sensíveis em termos de tempo, até às mais recentes aplicações
que são projetadas para o mundo do IP. A tecnologia IP/MPLS oferece estas condições, com os
benefícios e flexibilidade de IP e sobrepondo os níveis garantidos de desempenho do MPLS. Outra
característica do IP/MPLS é que apresenta uma hierarquia para que o tráfego crítico seja tratado
antes do de menor prioridade e fornece a flexibilidade da infraestrutura evoluindo para aplicações
de energia no futuro.
Os dois fatores críticos para as utilities em considerar uma transição para IP/MPLS é uma
ausência de perceção das reais capacidades, nomeadamente de projeto da arquitetura ou da inte-
gração, da implementação e da operação da rede e, a preocupação com a segurança da rede. No
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entanto, a tecnologia IP/MPLS está agora já fora da fase experimental e face aos casos em que
já foi efetuada a transição é de considerar que esses fatores devem ser tidos em conta, mas não
devem ser utilizados como justificação para não se avançar.
No futuro as utilities podem implementar na smart grid baseada em IP aplicações tais como
o SCADA, o sistema de subestação (protocolo IEE 61850), o sistema de sincrofase, o sistema de
vigilância por vídeo, o sistema de automação da distribuição, o sistema de medição avançada e
o sistema de Voz sobre IP (VoIP), rádio IP móvel, mobilidade Wi- Fi, segurança física e acesso
à subestação LAN corporativa. Com a utilização de uma única plataforma de gestão de rede e
serviços é simplificada a configuração de rede, permitindo a solução de problemas e minimizando
o tempo de inatividade do serviço.
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