La propagation d'intervalles vue comme un problème de bandit-manchot non stationnaire by Goualard, Frédéric & Jermann, Christophe
La propagation d’intervalles vue comme un proble`me de
bandit-manchot non stationnaire
Fre´de´ric Goualard, Christophe Jermann
To cite this version:
Fre´de´ric Goualard, Christophe Jermann. La propagation d’intervalles vue comme un proble`me
de bandit-manchot non stationnaire. Journe´es Francophones de Programmation par Con-
traintes, 2006, Nıˆmes - Ecole des Mines d’Ale`s, 2006. <inria-00085772>
HAL Id: inria-00085772
https://hal.inria.fr/inria-00085772
Submitted on 14 Jul 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Actes JFPC 2006
La propagation d'intervalles vue comme un
problème de bandit-manchot non stationnaire
Frédéric Goualard Christophe Jermann
LINA, FRE CNRS 2729  Université de Nantes
{Frederic.Goualard|Christophe.Jermann}@univ-nantes.fr
Résumé
Durant la résolution de systèmes d'équations non
linéaires, de nombreuses projections sont utilisées sans
résultat. Les heuristiques visant à sélectionner a priori
les meilleures projections ne donnent pas toujours de
bons résultats ; en fait, nous avons démontré récem-
ment qu'aucune telle heuristique ne peut fonctionner en
général car l'intérêt d'une projection varie en cours de
résolution.
Dans cet article, nous considérons le problème de la sé-
lection dynamique des projections comme un problème
de bandit-manchot non stationnaire ; nous montrons
que l'utilisation de méthodes d'apprentissage conduit à
un nouvel algorithme de propagation qui surpasse les al-
gorithmes standards sur plusieurs problèmes, et surtout
oﬀre des performances stables sur l'ensemble des pro-
blèmes de notre banc d'essai.
1 Introduction
Nous nous intéressons à la résolution de systèmes
d'équations sur les réels de la forme :
f1(x1, . . . , xn) = 0
. . .
fn(x1, . . . , xn) = 0
(1)
La résolution numérique de tels systèmes consiste en
la résolution itérative d'une séquence de n équations
univariées, dites projections, de la forme :
fi(α1, . . . , αi−1, xi, αi+1, . . . , αn) = 0 (2)
où les αj sont les valeurs courantes des variables xj .
Cette séquence est itérée jusqu'à atteindre un point
ﬁxe (ou jusqu'à ce que les valeurs des variables ne va-
rient plus beaucoup).
Dans le cas linéaire, la vitesse de convergence de
ces méthodes dépend crucialement de l'ordre des équa-
tions et des variables qui détermine la transversale uti-
lisée, i.e., l'ensemble des n projections (fi, xi) consi-
dérées dans la séquence d'équations (2)). Un résultat
classique indique que les équations et variables doivent
être réarrangées de sorte à rendre la matrice des coef-
ﬁcients strictement diagonale dominante [14].
Dans le cas non linéaire, cet ordre a aussi son impor-
tance, ce qui a conduit plusieurs chercheurs [15, 5, 8]
à proposer des critères heuristiques permettant de
choisir ces n projections. Nous avons cependant mon-
tré [6] que ces tentatives sont vouées à l'échec dans le
cas général, les problèmes non-linéaires ne disposant
pas toujours d'une transversale statique. Plusieurs tra-
vaux [7, 13, 10, 6] suggèrent qu'il existe néanmoins un
sous-ensemble de projections, pas nécessairement ré-
duit à n et dont la composition peut varier en cours
de résolution, permettant une convergence plus rapide.
Dans cet article, nous rapprochons le problème de
sélection dynamique des meilleures projections (psp)
et le problème du bandit-manchot (multi-armed ban-
dit problem, mabp), et plus précisément de sa variante
non stationnaire (mabpns) [16]. Nous proposons alors
d'adapter l'algorithme d'apprentissage par renforce-
ment recency weighted average (rwa), considéré comme
la meilleure approche pour le mabpns, au psp. Pour ce
faire, nous l'introduisons dans un algorithme de pro-
pagation de contraintes [11]. Un banc d'essai compor-
tant une douzaine de problèmes aux caractéristiques
très diﬀérentes nous permet de montrer que ce nouvel
algorithme résout certains de ces problèmes de façon
plus eﬃcace que la propagation classique ou les heu-
ristiques de choix statique, mais surtout qu'il a des
performances stables sur l'ensemble de ces problèmes,
oﬀrant un temps de résolution toujours proche de celui
de la meilleur méthode pour chaque problème.
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La suite de l'article est organisée comme suit : la
section 2 rappelle les principes de la propagation d'in-
tervalles et établit le lien entre le psp et le mabpns ; la
section 3 introduit l'algorithme d'apprentissage rwa et
présente son intégration dans un algorithme de propa-
gation de contraintes ; la section 4 présente les résul-
tats de notre étude expérimentale sur un banc d'essai
d'une douzaine de problèmes ; la conclusion discute
ces résultats et propose des pistes de recherche dans la
continuité de ce travail.
2 Propagation et mabp
La résolution de contraintes par intervalles [2] com-
bine l'arithmétique d'intervalles [12] (aﬁn de calcu-
ler de façon ﬁable les solutions des équations du sys-
tème ((1))) et la propagation de contraintes [11] (aﬁn
de tirer parti de la structure des problèmes).
L'algorithme de ﬁltrage par box consistency [3]
(aussi appelé BC3 [5]) est un bon exemple d'un tel
algorithme de propagation (cf. algorithme 1). Il est
similaire à la méthode de Gauss-Seidel non linéaire
généralisée : un intervalle de réels Ij représente le do-
maine de chaque variable xj ; BC3 réduit les domaines
en appliquant l'algorithme bc3revise sur chaque pro-
jection (fi, xj) devant être traitée ; une projection
doit être traitée si le domaine des variables qu'elle
utilise a changé depuis la dernière fois qu'elle a
été traitée. Les détails de l'algorithme bc3revise im-
portent peu dans cet article. Il suﬃt de savoir qu'étant
données une projection (fi, xj) et une boite D =
I1 × · · · × In, il réduit autant que possible le do-
maine Ij de xj en préservant toutes les solutions de
fi(I1, . . . , Ij−1, xj , Ij+1, . . . , In) = 0.
Algorithm 1 BC3 (in T = {(fi, xj) | i, j ∈
{1, . . . , n}} ; in/out D = I1 × · · · × In)
1 S ← T
2 while S 6= ∅ do
3 (fi, xj) ← choix d'une projection dans S
4 D′ ← bc3revise(fi, xj ,D)
5 if I ′j ( Ij then
6 S ← S ∪ {(fβ , xγ) ∈ T | xj apparaît dans fβ}
7 D ← D′
8 end if
9 S ← S \ {(fi, xj)}
10 end while
Les algorithmes de propagation tels que BC3 sont gé-
néralement utilisés dans un algorithme de type branch-
and-prune qui découpe les domaines après chaque
point ﬁxe de propagation et tant que les domaines
sont plus larges qu'une précision déﬁnie par l'utilisa-
teur. Ces algorithmes collectent ainsi toutes les boites-
solutions du système ((1)).
La diﬀérence fondamentale entre BC3 et les al-
gorithmes numériques classiques est qu'il considère
toutes les projections (fi, xj) (en pire cas, n2 projec-
tions) et non pas seulement une transversale (n pro-
jections). Si cette approche évite les mauvais choix
de transversale, elle s'avère rapidement impraticable
pour les problèmes denses de grande taille ; en eﬀet,
le nombre de projections à considérer ralentit alors
considérablement l'algorithme.
Plusieurs auteurs ont proposé des heuristiques pour
choisir statiquement [15, 5, 8] ou semi-statiquement [7]
n projections parmi les n2 possibles. Ces approches ont
fait leurs preuves sur certains problèmes, mais chacune
échoue sur d'autres problèmes, produisant des temps
de résolution très important par rapport à BC3. Ef-
fectivement, nous avons montré [6] que le système 1
n'admet en général pas une transversale statique. Par
ailleurs, il n'est pas aisé de distinguer les problèmes qui
ont une transversale statique des autres, ce qui rend les
approches heuristiques peu ﬁables. Nous avons toute-
fois observé que pratiquement tous les problèmes dis-
posent bien d'un sous-ensemble de projections permet-
tant une convergence plus rapide de l'algorithme BC3,
mais cet ensemble peut contenir plus de n projections
et sa composition peut varier au cours de la résolu-
tion. Ainsi, s'il était possible de connaître à l'avance la
qualité de chaque projection à n'importe quelle étape
de la résolution1, le choix de la prochaine projection
(ligne 3 de l'algorithme BC3) pourrait être réalisé de
façon optimale.
Considérant que la qualité de chaque projection
varie donc de façon inconnue, mais connaissant par
ailleurs la qualité de chacune de leurs applications pas-
sées, nous cherchons ainsi à déterminer quelle est la
prochaine projection à utiliser de sorte à maximiser
la réduction. C'est le problème de sélection de la pro-
jection (psp). Nous rapprochons ce problème de celui
du bandit-manchot non stationnaire (mabpns) [16] :
étant données k machines à sous dont la probabilité
de gain varie de façon inconnue, et connaissant les
gains obtenus par les tirages passés des diﬀérents le-
viers, choisir le levier qui maximise le gain au prochain
tirage ; seuls les gains des leviers eﬀectivement tirés
sont observables. Considérant les projections comme
les machines à sous, et la qualité d'une projection
1Notons que cela est possible en théorie : on peut appliquer
chaque projection sur la même boite courante avant de ne re-
tenir que celle qui a produit la réduction la plus importante.
Cette approche s'avère bien entendu impraticable puisque l'ap-
plication d'une seule projection coûte alors le test de toutes les
projections. C'est toutefois cette méthode qui nous a permis de
déterminer la dynamicité et la variation du sous-ensemble de
projections intéressantes [6].
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comme le gain, le parallèle entre les deux problèmes
devient évident. Nous allons donc pouvoir utiliser les
algorithmes adaptés aux mabpns aﬁn de traiter le psp.
Pour ce faire, nous considèrerons que la qualité d'une
projection (fi, xj) est mesurée par la réduction relative
r(ij) qu'elle permet : r(ij) = (w(Ibj )−w(Iaj ))/w(Ibj ) où
w(Ibj ) (resp. w(Iaj )) est la taille du domaine de xj avant
(resp. après) application de bc3revise sur (fi, xj).
Il faut toutefois remarquer que, contrairement au
mabpns où les machines à sous sont indépendantes,
les projections sont intrinsèquement liées : elles sont
issues d'un même système d'équations. Ainsi, l'utili-
sation d'une projection peut avoir un impact sur la
qualité future d'autres projections. Ceci implique éga-
lement que, dans le cas général et même en connais-
sance des gains futurs, le psp n'admet pas de solu-
tion par algorithme glouton : le choix de la meilleure
projection à chaque étape n'est pas nécessairement la
solution optimale sur le plan global. Dans cet article,
nous négligerons ces diﬀérences aﬁn de proposer une
première application simple de technique d'apprentis-
sage au psp. Nous discuterons les extensions possibles
pour prendre en compte cette dimension spéciﬁque au
psp dans la conclusion.
3 Propagation et apprentissage
La méthode recency weighted average (rwa) [16] est
une méthode d'apprentissage standard pour attaquer
le mabpns. Plusieurs autres méthodes, comme ǫg [16]
ou encore Exp3 [1], ont aussi été appliquée avec succès
au mabp, mais il semble que rwa demeure l'algorithme
de référence pour la variante non stationnaire qui nous
intéresse ici.
Dans rwa, un poids W k est associé à chaque levier
k. Le levier de poids le plus élevé est toujours celui
qui est tiré. Son gain gk est comptabilisé et permet la
mise à jour du poids : W k ← W k + α
(
gk −W k
)
. La
méthode nécessite donc deux paramètres : le facteur
α à valeur dans [0.0, 1.0] utilisé pour la mise à jour des
poids ; et un poids initial W k0 à valeur réelle positive
pour chaque levier.
Aﬁn d'appliquer rwa au psp, on associe donc un
poids W (ij) à chaque projection (fi, xj) ; le gain uti-
lisé pour la mise à jour devient la réduction rela-
tive r(ij). En remplaçant le choix eﬀectué en ligne 3
de l'algorithme BC3 par l'extraction de la projection
de poids maximum de l'ensemble S, et en ajoutant
entre les lignes 4 et 5 l'instruction de mise à jour
W (ij) ←W (ij) + α
(
r(ij) −W (ij)
)
, on obtient un algo-
rithme de propagation qui exploite l'information des
projections appliquées aﬁn d'apprendre les meilleurs
projections à appliquer.
Cet algorithme s'avère cependant peu eﬃcace. En
eﬀet, utiliser un seul ensemble pour toutes les projec-
tions peut créer des cycles dans l'utilisation des pro-
jections : il est possible qu'un petit sous-ensemble de
projections soient utilisées avec suﬃsamment de succès
pour qu'elle soient appliquées en boucle sans qu'au-
cune autre ne soit jamais testée (les poids initiaux ne
le leur permettant pas), ce qui conduit à des conver-
gence lentes [13, 10]. Aﬁn d'éviter cet écueil, il faut
respecter un certain équilibre sur la réduction des do-
maines des diﬀérentes variables. Nous proposons donc
d'utiliser un ensemble de projections Sj par variable
xj . Nous appelons BC3rwa le nouvel algorithme qui en
résulte (cf. algorithme 2). Cet algorithme contient une
nouvelle boucle interne qui applique les n (ou moins
de n si certains ensembles Sj sont vides) projections
de poids maximum sur des variables diﬀérentes.
Algorithm 2 BC3rwa (in :T = {(fi, xj ,W (ij)) | i, j ∈
{1, . . . , n}} ; in/out : D = I1 × · · · × In
1 for all j ∈ {1, . . . , n} do
2 Sj ← {(fi, xj ,W (ij)) ∈ T | i ∈ {1, . . . , n}}
3 end for
4 while ∃j ∈ {1, . . . , n} tel que Sj 6= ∅ do
5 S ←
⋃n
j=1{pop(Sj)} // Extraie les projections de
poids maximum
6 for all (fi, xj ,W (ij)) ∈ S do
7 D′ ← bc3revise(fi, xj ,D)
8 r(ij) ← (w(Ij)− w(I ′j))/w(Ij)
9 W (ij) ←W (ij) + α
(
r(ij) −W (ij)
)
10 if I ′j ( Ij then
11 for all k ∈ {1, . . . , n} do
12 Sk ← Sk ∪ {(fβ , xk,W (βk)) ∈ T |
xj apparaît dans fβ , β ∈ {1, . . . , n}}
13 end for
14 D ← D′
15 end if
16 end for
17 end while
Comme nous l'avons déjà signalé, cet algorithme dis-
pose de 2 paramètres. Nous avons réalisé une étude de
l'inﬂuence de chacun de ces deux paramètres aﬁn d'en
déterminer les meilleures valeurs. Pour cette étude,
nous avons utilisé le banc d'essai présenté à la section
suivante. Dans les paragraphes qui suivent, nous don-
nons simplement un résumé de nos expérimentations
et en indiquons nos conclusions.
3.1 Paramètre α
Pour mieux comprendre le rôle du α, il faut dévelop-
per l'équation de mise à jour des poids dans la méthode
rwa :
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W
(ij)
k = W
(ij)
k−1 + α
(
r
(ij)
k −W
(ij)
k−1
)
= (1− α)kW
(ij)
0 +
∑k
l=1 α(1− α)
(k−l)r
(ij)
l
Ainsi, lorsque α tend vers 0, une importance gran-
dissante est donnée à l'historique complet de la pro-
jection et le poids initial joue un rôle majeur. Inverse-
ment, lorsque α tend vers 1, l'inﬂuence du poids initial
disparaît en quelques applications et seul l'historique
récent inﬂue sur le poids de la projection. Autrement
dit, plus α est grand, et plus l'algorithme est réactif
aux variations de la qualité des projections.
Nous avons réalisé des tests avec des valeurs de α
allant de 0.1 à 0.9 par pas de 0.2 ; la table 1 présente
un échantillon de nos résultats. De ces essais, il res-
sort que le paramètre α a une inﬂuence limitée sur
les performances de l'algorithme : le rapport entre le
meilleur temps et le pire n'est jamais supérieur à 2. Les
performances sont en moyenne un peu meilleures avec
α = 0.1 et c'est pourquoi nous eﬀectuerons nos essais
de la section suivante avec cette valeur du paramètre.
Tab. 1  Impact du paramètre α
α 0.1 0.3 0.5 0.7 0.9
bb 1000 12 9 8 7 6
bt 20 28 28 30 30 27
ecl 8 32 32 32 34 34
ep 16 2 2 2 2 2
mc 200 976 1 087 1 116 1 368 1 522
tro 200 56 55 56 55 55
yam 10 68 68 69 67 68
Temps en secondes ; ∀i, j W (ij)0 = 1.0
3.2 Poids initiaux
L'initialisation des poids des projections constitue
un biais important de l'algorithme. Ce biais est encore
exacerbé par notre choix de ﬁxer α à la valeur 0.1
(cf. paragraphe précédent). Nous avons testé 3 façons
diﬀérentes de la réaliser :
BC3rwa-1. Tous les poids initiaux valent 1.0 ;
BC3rwa-b. L'algorithme bc3revise est appliqué une
fois pour chaque projection sur la boite initiale,
et le gain résultant (réduction relative) est utilisé
comme poids initial pour la projection ; les poids
prennent donc leurs valeurs entre 0.0 et 1.0 ;
BC3rwa-r. La Jacobienne J du système est évaluée sur
la boite initiale et le poids initial W (ij) de chaque
projection (fi, xj) est ﬁxé à la mignitude2 de Jij
plus 1 si elle est non nulle, sinon au rapport entre
la magnitude3 de Jij et la plus grande magnitude
2mig I = min{|a| | a ∈ I}
3mag I = max{|a| | a ∈ I}
dans J . Il s'agit là de l'heuristique déﬁnie dans [5]
pour choisir statiquement les meilleures projec-
tions. Intuitivement, elle favorise les projections
dont la dérivée partielle correspondante est assu-
rément non nulle (mignitude), et sinon celle dont
elle a le plus de chance d'être non nulle (magni-
tude). Les poids initiaux sont ici arbitrairement
grands.
Tab. 2  Impact des poids initiaux
Init. BC3rwa-1 BC3rwa-b BC3rwa-r
bb 1000 12 11 11
bt 20 28 27 30
ecl 8 32 31 28
ep 16 2 2 2
mc 200 976 208 97
tro 200 56 59 57
yam 10 68 69 68
Temps en secondes ; α = 0.1
La table 2 présente un échantillon de nos essais.
Il en ressort que l'initialisation n'a pas non plus une
importance cruciale pour l'algorithme exception faite
du problème mc 200. Ce cas particulier procède de la
conjonction de deux facteurs : premièrement, ce pro-
blème possède une transversale statique qui est très
bien identiﬁée par l'heuristique basée sur l'évaluation
de la Jacobienne ; deuxièmement, les poids initiaux
attribués aux projections de cette transversale sont
très grands avec BC3rwa-r, et sous l'inﬂuence du para-
mètre α, ils déterminent que seuls ses projections se-
ront utilisées au cours de l'algorithme de propagation.
BC3rwa-r semble en général une meilleure heuristique
d'initialisation des poids que BC3rwa-b. Toutefois, le
coût de calcul (ici pris en compte) de cette heuris-
tique et le risque qu'elle a de se tromper (ou de fournir
une information ﬂoue si les domaines sont trop grands,
conduisant à une évaluation peu informative de la Ja-
cobienne) nous amène à considérer que BC3rwa-1 peut
être un choix par défaut intéressant dans la plupart
des cas. Nous réaliserons donc nos essais avec ces deux
méthodes à la section suivante.
4 Banc d'essai
Nous allons à présent comparer nos algorithmes de
propagation avec apprentissage à des algorithmes de
propagation sans apprentissage :
BC3. l'algorithme de propagation original [3] qui consi-
dère toutes les projections (n2 en pire cas) ;
Best1. Cette méthode [6], similaire à celle utili-
sée pour l'initialisation des poids par BC3rwa-b,
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consiste à appliquer l'algorithme bc3revise sur la
boite initiale pour chaque projection ; les réduc-
tions relatives obtenues constituent les entrées
Mij d'une matrice carrée n × n. Un couplage de
poids maximum est calculé sur cette matrice et les
n entrées retenues dans ce couplage correspondent
aux n projections formant la transversale retenue
pour la propagation. L'algorithme BC3 est alors
appliqué normalement avec en entrée seulement
ces n projections ;
GH. Cette méthode consiste à réappliquer le calcul
d'une transversale à la façon de Best1 à chaque
fois qu'un point ﬁxe de propagation est atteint
(c'est-à-dire après chaque bissection dans l'algo-
rithme branch-and-prune. Elle fut introduite [7]
dans une forme relaxée qui ne calculait pas une
transversale mais sélectionnait simplement un
sous-ensemble des meilleurs projections permet-
tant de représenter toutes les équations et toutes
les variables.
Notre banc d'essai est constitué de 13 problèmes
standards aux caractéristiques variées [9] :
bb 1000. Broyden-banded est un problème quadra-
tique redimensionnable et peu dense. Nous avons
ﬁxé sa taille à 1000 équations et variables, ce qui
représente environ 7000 projections ;
bt 20. Broyden tridiagonal est un problème quadra-
tique redimensionnable et peu dense. Nous avons
ﬁxé sa taille à 20 équations et variables, ce qui
représente environ 60 projections ;
cap. Caprasse est un problème polynomial dense à 4
équations et variables, soit 16 projections ;
com. Combustion est un problème quadratique peu
dense à 10 équations et variables, soit 29 projec-
tions ;
dbvf 100. Discrete boundary value function est un
problème polynomial, redimensionnable et peu
dense. Sa taille est ﬁxée à 100 équations et va-
riables, soit environ 300 projections ;
ecl 8. extended Crag-Levy est un problème non algé-
brique redimensionnable et peu dense. Sa taille
est ﬁxée à 8 équations et variables, soit 16 projec-
tions ;
ef 20. Extended Freudenstein est un problème poly-
nomial, redimensionnable et peu dense. Sa taille
est ﬁxée à 20 équations et variables, soit environ
40 projections ;
ep 16. extended Powell est un problème non polyno-
mial, redimensionnable et peu dense. Sa taille est
ﬁxée à 16 équations et variables, soit 32 projec-
tions ;
mc 200. Moré-Cosnard est un problème polynomial
redimensionnable et très dense. Sa taille est ﬁxée à
200 équations et variables, soit 40000 projections ;
te1 10. Trigexp1 est un problème non polynomial re-
dimensionnable et peu dense. Sa taille est ﬁxée à
10 équations et variables, soit environ 30 projec-
tions ;
te3 2000. Trigexp3 est un problème non polynomial
redimensionnable et peu dense. Sa taille est ﬁxée
à 2000 équations et variables, soit environ 6000
projections ;
tro 200. Troesch est un problème non polynomial, re-
dimensionnable et peu dense. Sa taille est ﬁxée à
200 équations et variables, soit environ 600 pro-
jections ;
yam 10. Yamamura est un problème quasi-linéaire,
redimensionnable et dense. Sa taille est ﬁxée à 10
équations et variables, soit 100 projections.
Les domaines des variables pour tout ces problèmes
sont ceux proposés sur la page web de Coprin [9].
Toutes nos expérimentations ont été conduites sur
un Intel Pentium IV à 3.8 GHz avec 2GB de RAM
et une Standard Unit Time égale à 50.4 s (108 évalua-
tions de Shekel5 [4]). Le solveur utilisé est une biblio-
thèque C++ que nous avons écrite ex nihilo. Tous les
temps, donnés en secondes, correspondent à la réso-
lution complète (toutes les solutions sont retournées)
des problèmes avec une précision de 10−8.
Tab. 3  Résolution avec et sans apprentissage
Problème BC3 Best1 GH 1 R
bb 1000 11 3 5 12 11
bt 20 79 18 170 27 30
cap 370 133 280 201 213
com 0.1 0.6 0.1 0.1 0.1
dbvf 100 128 70 68 70 71
ecl 8 30 33 81 32 28
ef 20 0.2 316 3 0.1 0.1
ep 16 3 47 3 2 2
mc 200 1054 67 189 976 97
te1 10 10 442 52 10 10
te3 2000 1.0 1.9 4.5 0.5 95
tro 200 98 55 57 56 57
yam 10 470 56 1504 68 68
La table 3 présente les résultats que nous obtenons ;
les colonnes 1 et R représentent respectivement les ré-
sultats des méthodes BC3rwa-1 et BC3rwa-r. Comme
nous l'avons déjà mentionné, BC3 obtient de mau-
vais résultats sur les grands problèmes denses (e.g.,
mc 200), s'eﬀondrant sous le nombre de projections
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à considérer. L'algorithme Best1 se comporte correc-
tement sur les problèmes bb 1000 and mc 200. Ces
problèmes disposent en eﬀet d'une transversale sta-
tique qui est trouvée par la méthode, lui permettant
de n'utiliser que les n projections les meilleures. les
problèmes ep 16, ef 20 et te1 10 montrent les limites
de cette méthode : ces problèmes n'ont pas de trans-
versale statique, et le sous-ensemble des projections
intéressantes y varie grandement au cours de la réso-
lution ; l'algorithme GH obtient ici de meilleurs résul-
tats car il reconsidère le choix initial à l'occasion de
chaque point ﬁxe de propagation. Cependant, lorsque
le problème conduit à réaliser tôt beaucoup de bis-
section (e.g., yam 10 ), cet algorithme perd beaucoup
de temps à réévaluer l'ensemble des projections et à
produire une nouvelle transversale.
Les méthodes par apprentissage, bien que n'étant
pas les plus rapides en général, se comportent de fa-
çon plus régulière, résolvant tous les problèmes dans un
temps qui n'excède pas beaucoup celui de la meilleur
méthode. Il est intéressant de noter leur complémen-
tarité : pour les problèmes de taille moyenne avec une
transversale statique, BC3rwa-r est meilleur car l'ini-
tialisation est payante ; inversement, pour les grand
problèmes où l'initialisation intelligente est trop coû-
teuse, et pour les problèmes sans transversale statique,
BC3rwa-1 s'avère plus intéressant (e.g., te3 2000 où
97% du temps de BC3rwa-r passe dans l'évaluation de
la Jacobienne).
Aﬁn d'estimer la robustesse des méthodes par ap-
prentissage dans des conditions initiales défavorables
aux méthodes par intervalles, nous proposons un se-
cond jeu d'expérimentations où les domaines initiaux
sont élargis à [−106, 108] (l'asymétrie est sensée rendre
la résolution plus diﬃcile, la bissection étant moins
susceptible de découper un domaine autour de 0). Les
résultats sont présentés à la table 4. les temps de ré-
solution supérieurs à 1 heure sont remplacés par un
NA.
Hormis quelques curiosités (BC3 résout yam 10 plus
rapidement avec de grands domaines) dont nous soup-
çonnons la bissection d'être responsable (l'ineﬃcacité
de projections avec les grands domaines peut conduire
à plus de bissection qui amène, par chance, dans des
domaines réduits plus propices à l'exploitation eﬃcace
des projections), on peut constater que Best1 et GH
sont plus sensibles que les autres méthodes aux do-
maines initiaux : yam 10, com et te1 10 étaient ré-
solus facilement avec leurs domaines standards et ne
peuvent plus être résolus en moins d'une heure avec
leurs domaines élargis.
Trois problèmes (ecl 8, mc 200, et cap) ne sont plus
résolus par aucune méthode. Nos investigations nous
amènent à penser que ceci est dû à l'augmentation ex-
Tab. 4  Robustesse avec et sans apprentissage
Problèmes BC3 Best1 GH 1 R
bb 1000 12 4 5 12 12
bt 20 29 18 217 30 31
cap NA NA NA NA NA
com 3 NA 4 3 3
dbvf 100 127 70 67 69 70
ecl 8 NA NA NA NA NA
ef 20 141 7 0.4 0.1 0.1
ep 16 6 44 19 6 6
mc 200 NA NA NA NA NA
te1 10 129 NA NA 113 105
te3 2000 2 2 5 0.9 93
tro 200 96 56 56 56 56
yam 10 278 57 NA 68 69
cessive de leurs nombres de solutions suite à l'élargis-
sement de leurs domaines, qui conduit à les isoler par
bissection sans pratiquement utiliser la propagation.
5 Conclusion
Pour résoudre de petits problèmes, ou des problèmes
disposant d'une transversale aisément identiﬁable, la
propagation avec apprentissage n'est pas la meilleure
méthode même si son surcoût n'est pas rédhibitoire.
Rappelons toutefois que les heuristiques de sélection de
transversale peuvent échouer et conduire à des temps
de calculs très importants. Ces heuristiques sont par
ailleurs souvent sensibles aux domaines initiaux.
La propagation avec apprentissage démontre son in-
térêt sur les problèmes diﬃciles, de grande taille, sans
transversale ou avec une transversale qui varie dynami-
quement au cours du temps. Elle réalise le compromis
idéal entre l'utilisation de toutes les projections (BC3)
et la sélection d'une transversale statique (Best1).
Seul son coût d'initialisation peut s'avérer important,
le coût de la mise à jour des poids pouvant être né-
gligé face au coût des opérations mises en jeu lors
de la propagation. Ainsi, malgré sa simplicité, la mé-
thode rwa intégrée dans l'algorithme de propagation
BC3 conduit à des algorithmes robustes capables de
capturer la dynamique des projections. La table 5 pré-
sente les rapports entre le temps pris par une méthode
et le meilleur temps pour chaque problème. Trouver
un critère permettant de savoir quand utiliser une ini-
tialisation coûteuse serait intéressant pour utiliser la
complémentarité de BC3rwa-1 et BC3rwa-r.
En perspective à ce travail, il faudrait étudier les
spéciﬁcités du problème de sélection des projections
par rapport au problème de bandit-manchot non sta-
tionnaire. En eﬀet, Lhomme et al. [13, 10] ont montré
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Tab. 5  Fiabilité de la propagation avec apprentissage
Problèmes BC3 Best1 GH 1 R
bb 1000 3.7 1.0 1.7 4.0 3.7
bt 20 4.4 1.0 9.5 1.5 1.7
cap 2.8 1.0 2.1 1.5 1.6
com 1.0 6.0 1.0 1.0 1.0
dbvf 100 1.9 1.0 1.0 1.0 1.0
ecl 8 1.1 1.2 2.9 1.1 1.0
ef 20 2.0 3160.0 3.0 1.0 1.0
ep 16 1.5 15.7 1.5 1.0 1.0
mc 200 15.7 1.0 2.8 14.6 1.4
te1 10 1.0 44.2 5.2 1.0 1.0
te3 2000 2.0 3.8 9.0 1.0 190.0
tro 200 1.8 1.0 1.0 1.0 1.0
yam 10 8.4 1.0 26.9 1.2 1.2
que des eﬀets complexes se produisent suivant l'ordre
dans lequel les projections sont appliquées, eﬀets dus
aux dépendances entre les projections. Ces spéciﬁcités
pourraient nous amener à lever les hypothèses simpli-
ﬁcatrices posées en page 3. Les éléments à prendre en
compte dans cette étude sont par exemple la liste des
dernières projections utilisées, la taille de la boite cou-
rante, ou du domaine courant de certaines variables.
Ceci permettrait peut-être de faire entrer une com-
posante prédictive dans le calcul des poids des projec-
tions pour le moment basé uniquement sur l'historique
des réductions eﬀectuées. Bien entendu, il faudra gar-
der en vue l'impératif d'eﬃcacité de l'étape de mise à
jour et de sélection.
Ce travail pourrait être étendu dans plusieurs di-
rections également : nous avons considéré ici un algo-
rithme de propagation spéciﬁque, bc3revise. Il serait
possible de considérer les projections associées à dif-
férents algorithmes de ﬁltrage, nous amenant à éva-
luer non plus l'eﬃcacité d'une projection mais celle
d'une opérateur de contraction (couple projection-
algorithme de ﬁltrage) et permettant à l'apprentissage
de trouver automatiquement la meilleure combinaison
de ﬁltrages pour un problème donné ; ce travail est
pour l'instant dédié aux systèmes carrés d'équations
non linéaires. Il pourrait être étendu au problèmes non
carrés contenant également des inégalités.
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