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Abstract. Here it is shown that the unitary dynamics of a quantum object may
be obtained as the expectation of a counting process of object-clock interactions.
Such a stochastic process arises from the quantization of the clock, and this
is derived naturally from the matrix-algebra representation [3] of the nilpotent
Newton-Leibniz differential time increment, dt. Following [5] it is also shown
that the object-clock interaction dynamics is unitarily equivalent to a pseudo-
selfadjoint Schro¨dinger past-future boundary value problem.
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1. Introduction
Quantum stochastic evolution is still an unfamiliar territory to many physicists
but provides a powerful analytic tool for the study of open quantum systems. How-
ever, even among those familiar with the quantum stochastic calculus of Hudson and
Parthasarathy [10] the more general, and more rigorous, Belavkin formalism [1, 2, 3]
still remains unknown. Here it is intended to introduce the Belavkin formalism of
quantum stochastic calculus as a fundamental concept of physics by focusing on the
Schro¨dinger equation of a deterministic Hamiltonian dynamics. This is achieved by
virtue of the quantization of time, which is an idea that arises from the Belavkin
formalism alone and is lost in the Husdon-Parthasarathy formalism.
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Quantum stochastic calculus is an algebraic approach to stochastic analysis that
is applicable to all stochastic processes whether quantum or not. It was constructed
using Hudson’s and Parthsarathy’s quantum Itoˆ algebra A of stochastic increments
[10] having a basis of four fundamental increments; these are dt,da,da∗,dn that are
respectively called the Newton-Leibniz, annihilation, creation, and counting differ-
ential increments. One may bare in mind that the Belavkin formalism arose from
Belavkin’s construction of the representing vector space of a quantum Itoˆ algebra.
This turned out not to be a Hilbert space but remarkably a Minkowski-Hilbert space
as we shall see more explicitly in the next chapter. The general theory of quantum
stochastic calculus is beyond the scope of this paper, but one should note that the
mathematical tool for the study of quantum stochastic evolution is Fock space.
Indeed it seems strange that one should be able to come to an understanding
of the Belavkin formalism of quantum stochastic calculus through the Schro¨dinger
equation which describes a deterministic evolution, not a stochastic one. However,
as it shall be shown, such Hamiltonian dynamics of a closed quantum system rep-
resented in a Hilbert space h may be dilated to a discrete object-clock stochastic
interaction dynamics, a counting process, in the Hilbert product H := h⊗ F where
F is the Minkowski-Fock space of the clock corresponding to the quantization of
time. As one may now expect, the Hamiltonian dynamics described by the the
Schro¨dinger equation in h is obtained by tracing out over the Minkowski-Fock space
of the ‘quantum clock’. It will become apparent that such ‘tracing out’ is a rigorous
approach to the Feynman path integral.
The purpose of this work is thus twofold. An understanding of this stochastic
dilation of deterministic evolution provides a solid foundation for understanding the
Belavkin formalism of the general quantum stochastic calculus since the general
theory corresponds to the introduction of an additional ‘noise’ degree of freedom to
the quantum clock. As indeed it is true that, for example, such evolution as quan-
tum Brownian motion may be given in the Belavkin formalism as the conditional
expectation of a counting process. This runs deeply into the analysis of operators
in Fock space, for it means that such operators may be obtained as the conditional
expectation of Block-diagonal operators in a bigger Minkowski-Fock space of a sto-
chastic system plus clock. And the purpose of this work is also to give rise to a
new interpretation of the deterministic dynamics of a closed quantum system by
performing a ‘microscopic dilation’ of the system that opens up the evolution by
separating the system and the time.
2. The Algebraic Realization of Differential Calculus
After the initial construction of the quantum Itoˆ algebra in 1984 by Hudson and
Parthasarathy [10], Belavkin developed a more rigorous ⋆-algebraic formulation of
this quantum Itoˆ calculus [1, 2, 3] that begins by defining an involution on the
quantum Itoˆ algebra that is denoted by ⋆. The involution leaves the basis elements
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dt and dn invariant but swaps the increments of creation and annihilation, and the
introduction of this involution [3] was the first step that had to be made in order to
obtain a Minkowski space representation of the clock.
With attention now restricted to deterministic evolution the Newton-Leibniz time
differential dt may be understood as the basis of a nilpotent ⋆-algebra, that is a one-
dimensional sub-algebra a ⊂ A of a general ⋆-algebra A. The elements of a have the
form
a = αdt
where dt is the single basis element of the algebra, and α is called the coefficient of
a and defines a deterministic derivative. The involution in a is given by ⋆ : a 7→ a⋆
and leaves the base dt invariant, and may therefore be given by the involution of
the coefficients such that a⋆ = αdt when α ∈ C, where α is complex conjugation.
Moreover, a may be given as a linear isomorphism of the space of coefficients.
The nilpotent ⋆-algebra is generated by the usual operation of addition but also
the nilpotent Newton-Leibniz product • corresponding to the nilpotent property
dtdt = 0, such that
a+ a′ =
(
α+ α′
)
dt, aa′ = 0 = α • α′
in a, for all a, a′ ∈ a. The ⋆-algebras are non-unital, but one may unitalize a by
adding the unit 1 /∈ a, such that
1a = a = a1 ∀ a ∈ a
forming a ⋆-group g = 1 + a ≡ a1 in one extra dimension (since 1 is not of the
form αdt) and the involution in this group is defined on the elements 1 + a by
(1+a)⋆ = 1+a⋆. The construction of g realizes the associative, but not distributive,
monoidal product · defined in the algebra a, by virtue of the group g, as
1+ a · a′ := (1+ a)(1 + a′)
[3]. Since the ⋆-algebra product is distributive we find that
a · a′ ≡ a+ aa′ + a′ = a+ a′
for all a, a′ ∈ a, having the unit 0 ∈ a such that 0 · a = a = a · 0. One may wish to
note that when working with the general ⋆-algebra A, containing also the algebraic
realization of Wiener and Poisson increments, the associative ⋆-algebra product does
not have the nilpotent Newton-Leibniz form but is the more general Itoˆ product,
and this describes the differential Itoˆ correction of stochastic calculus. Further, the
unitalization A1 does not form a ⋆-group but only ⋆-semigroup.
It is common knowledge in functional analysis that Gelfand, Naimark, and Segal,
proved that every C∗-algebra can be represented as an operator algebra in a Hilbert
space; that is the GNS construction. However, proceeding in this manner Belavkin
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discovered [2, 3] that in the more general setting of Itoˆ ⋆-algebras, every such ⋆-
algebra A could be represented in a pseudo-Hilbert space. Further, such pseudo-
Hilbert space did not have arbitrary pseudo-metric, but a Minkowski metric.
To this end we shall investigate this Belavkin representation of the nilpotent
⋆-algebra a ⊂ A of the Newton-Leibniz calculus, and we shall come to a new un-
derstanding of the quantum dynamics generated by Hamiltonian operators; such is
called the stochastic representation of Hamiltonian dynamics. It may even be argued
that this stochastic representation of Newton-Leibniz calculus provides microscopic
interpretation of deterministic dynamics.
3. Quantization of The Clock
The nilpotent ⋆-algebra a has a matrix representation d that is a one-dimensional
sub-algebra of the 2× 2 matrix algebra M2. This is given by the ⋆-homomorphism
π : a 7→ d, that is
(3.1) π(a′a⋆) = π(a′)π(a)‡
for all a′, a ∈ a, and π is extended onto the group g as π(1) = I where I is matrix
identity inM2. Notice that we have a ‡-involution in d representing the ⋆-involution
in a, and this is the pseudo-involution given by a Minkowski metric q so that
π(a)‡ := q−1π(a)∗q∗ = π(a⋆)
with π(dt)‡ = π(dt), where the ∗-involution is usual conjugation in M2 of matrix
transposition and generic involution in the space of coefficients (that is complex
conjugation if the coefficients are complex).
In the canonical upper-triangular form [3] the elements of the ‡-algebra d (that is
algebra with the Minkowski involution denoted by ‡) are given explicitly, with their
‡-adjoint, as
π(a) =
[
0 α
0 0
]
≡ α⊗ π(dt), π(a)‡ =
[
0 α∗
0 0
]
≡ α∗ ⊗ π(dt)
with respect to the elements a = αdt in a, such that the Minkowski metric has the
non-diagonal form
q =
[
0 1
1 0
]
≡ σ1.
Notice that the representing pseudo-Hilbert space of a (called Minkowski-Hilbert
space) always has these two degrees of freedom independent of the space of coeffi-
cients α, and it is important to understand that this is a consequence of the 2 × 2
matrix representation
(3.2) π(dt) =
[
0 1
0 0
]
:= d
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of the differential time increment dt that forms the single basis element of the
Newton-Leibniz algebra. These degrees of freedom shall be referred to as the
temporal-spin of the clock having the past and future null-states given respectively
as [
1
0
]
and
[
0
1
]
.
Note in particular that this algebraic realization of Newton-Leibniz calculus allows us
to represent a basic differential increment of time as a matrix operation transforming
future into past [
0 1
0 0
]
:
[
0
1
]
7→
[
1
0
]
,
and so begins the algebraic realization of calculus.
In the simplest case of scalar coefficients we have a = Cdt, and this scalar ⋆-algebra
is represented in the Minkowski-Hilbert space k = (C2, σ1) [8] of column vectors
ξ =
[
ξ−
ξ+
]
,
with the ‡-adjoint rows
ξ‡ =
(
ξ−, ξ+
)
= ξ∗σ1
in the dual space k‡ ∼= k of linear functionals ξ‡ : k → C, where ξ± = ξ∓ and ξ is
complex conjugation of ξ, and we define the ‡-norm on k as
(3.3) ‖ξ‖ =
(
ξ−ξ− + ξ+ξ+
) 1
2 ≡
(
ξ‡ξ
) 1
2
.
Thus we may consider states ρξ on the ⋆-algebra Cdt given by a ξ ∈ k with ξ−ξ+ =
|ξ+|2
C
= 1, where | · |C is norm in C, such that
ρξ(a) = ξ
‡απ(dt)ξ = α
where a = αdt. These states may be linearly extended onto the ⋆-group g by defining
their action on the unit 1. We shall see that in order to have a pure state in the
second quantization of the clock (that is an exponentiation) the states ρξ must be
null such that ρξ(1) = 0. Thus purity is achieved if ξ is a future state.
So we have just considered the derivative α at some arbitrary fixed time x = t,
but we would now like to consider a variable coordinate of the clock, x ∈ R+. Thus
consider a family {ax} of scalar ⋆-algebras ax ≡ Cdx over R+, and a family of
representing Minkowski-Hilbert spaces {kx} for the differentials a(x) = α(x)dx ∈
ax, with kx = (C
2, σ1) at each x ∈ R+. Now we define the nilpotent ⋆-algebra
a = L1(R+)dt with elements of the form
αdt : x 7→ α(x)dx ∈ ax
where α is in the space L1(R+) of Lebesgue integrable functions over R+.
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Belavkin’s representing Minkowski-Hilbert space for this Newton-Leibniz algebra
has the general form [2, 3, 8]
(3.4) k =
(
L1(R+)⊕ L∞(R+), σ1
)
where L∞(R+) is the space of essentially bounded functions over R+, and the R-
valued pseudo-norm is given on the vector functions ξ ∈ k as
(3.5) ‖ξ‖ =
(∫ ∞
0
‖ξ(x)‖2dx
)1
2
where ‖ξ(x)‖ is the norm of ξ(x) in kx ∼= C2 given by (3.3). Notice that the nilpotent
product • of two integrable functions is zero such that L1(R+) forms a nilpotent
⋆-algebra although it is not a ∗-algebra with respect to the usual point-wise product
of functions over R+.
The pseudo-Hilbert space (3.4) may be realized from the requirement that the inte-
grability of α must be preserved in the compression of α = α⊗ π(dt) such that∣∣ξ‡αξ∣∣
C
<∞ ∀ ξ ∈ k
where | · |C is the norm in C, and this means that the components ξ−, ξ+ of ξ cannot
be in L2(R+). However, we can realize ξ
− ∈ L1(R+) and ξ+ ∈ L∞(R+), such that
‖ξ‖2 =
∑
κ=−,+
〈ξκ, ξκ〉 ≡
∑
κ=−,+
∫
R+
ξκ(x)ξ
κ(x)dx
with ξ− ∈ L∞(R+) and ξ+ ∈ L1(R+), such that 〈ξκ, ξκ〉, κ = −,+, is the dual
pairing of L1(R+) and L
∞(R+). Note that in the context of integration dx is the
Lebesgue measure on R+. This preserves the integrability of α in the pseudo-inner
product as
(3.6) ξ‡αξ = (ξ−, ξ+)
[
0 α
0 0
][
ξ−
ξ+
]
≡ 〈ξ−, αξ+〉,
where 〈ξ−, αξ+〉 is the dual pairing of ξ− ∈ L∞(R+) with αξ+ ∈ L1(R+), noting that
the point-wise product [αξ+](x) = α(x)ξ+(x), of an essentially bounded function
with an integrable function, is integrable. Also notice that if α > 0 then ξ‡αξ > 0
for all ξ ∈ k since ξ+ = ξ∗− such that 〈ξ−, αξ+〉 = 〈ξ+∗ξ+, α〉, where [ξ+∗ξ+](x) =
ξ+(x)ξ+(x). Thus we shall conclude this section with a consideration of the ⋆-algebra
norm.
Since a ∼= L1(R+) (linearly isomorphic) we simply define the norm on a as
‖αdt‖ = ‖α‖1 ≡
〈
1, |α|〉, 1 ∈ L∞(R+)
as it was done in [2, 3], where |α|(x) := |α(x)|C, and this norm may be obtained
from basic vectors of the form ξµν = e−iµtξν , where
(3.7) ξν =
[
ν
1
]
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with ν ∈ L1(R+) and 1 ∈ L∞(R+), and t is the clock-coordinate operator [tξ](x) =
t(x)ξ(x), such that
(3.8) ξµν
‡[|α| ⊗ π(dt)]ξµν = 〈1, |α|〉 ≡ ∫ ∞
0
|α(x)|Cdx
for all ν ∈ L1(R+) and µ ∈ R. The parameters µ and ν of the vector functions
ξµν = e−iµtξν are non-trivial. We shall see in some detail below that ν describes a
the interaction frequency of the dilated object-clock dynamics. We shall also see
below that the parameter µ is a momentum that generates a free dynamics of the
clock.
4. The Stochastic Representation of Hamiltonian Dynamics
So we have established that the nilpotent ⋆-algebra a = L1(R+)dt has matrix
representation d = L1(R+) ⊗ d, where d = π(dt), in the Minkowski-Hilbert space
k =
(
L1(R+)⊕L∞(R+), σ1
)
; that is the quantization of the clock obtained from the
matrix representation of the Newton-Leibniz time increment. Now we would like to
consider an arbitrary quantum system composed with this quantum clock; we shall
refer to such quantum system as the object. Thus we shall consider the algebraic
tensor product B(h)⊗¯a of a with a C∗-algebra B(h) of bounded linear operators in
a Hilbert space h. This forms a composite ⋆-algebra with pseudo-involution given
on the separable elements by the map ⋆ : B ⊗ a 7→ B∗ ⊗ a⋆. We shall denote by
γ = G⊗ d the elements of the ‡-matrix algebra B(h)⊗¯d, considered as the maps
γ : x 7→ G(x)⊗ d,
with G(x) in B(h) for almost all x ∈ R+ as G ∈ B(h)⊗¯L1(R+).
The Hilbert space h is introduced here as a space of square-integrable functions η
defining the probability amplitudes of the internal degrees of freedom of a quantum
system. Generally the Hilbert space h is infinite dimensional, but need not be;
here the choice is arbitrary. The task now before us is to present the underlying
mechanism, as discovered in the more general setting by Belavkin, from which this
object’s deterministic unitary evolution may be derived.
We begin with the compound Minkowski-Hilbert space h⊗ k, that is the Hilbert
product of the quantum object’s Hilbert space h with the Minkowski-Hilbert space
k of the clock. The object is considered as an open sub-system in this compound
space, and we shall see that a unitary dynamics of the object in h may be obtained
as an expectation of a sequential interaction dynamics in Minkowski-Hilbert space.
This sequential interaction dynamics is the entanglement of the object with the clock
at arbitrary interaction times τ = {x1 < . . . < xn}, xi ∈ R+, and this time-ordered
sequence of interactions is described by the equations of the quantum measurement
dynamics introduced in [4]; but in contrast, here we work with Minkowski-Hilbert
space. As a consequence of such quantum measurement interpretation, the action of
the Hamiltonian in h may be understood as the indirect observation (measurement)
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of the passing of the object’s time. Further, it may be inferred that an increment of
time is the consequence of the observation.
Interaction operators in a closed system must be unitary, or in this case pseudo-
unitary. So first we shall consider the general pseudo-unitary operators g‡ = g−1 in
h⊗ k, having the form
g =
[
Z−1 G
0 Z∗
]
where Z is invertible in B(h)⊗¯L∞(R+) and (ZG)∗ = −ZG, such that the action of
the operators g on vectors functions ψ ∈ h⊗ k has the diagonal form
[gψ](x) = g(x)ψ(x).
With calculus in mind one must insist that Z = I such that g is an element of the
‡-group B(h)⊗¯m where m := π(1) + d = π(g), where π(1) is the identity I in M2.
To see this, consider an arbitrary operator V ∈ B(h) whose incremental evolution
may be given by the ⋆-algebraic differential equation
1V + dV = GV
corresponding to the homogeneous (logarithmic) derivative dV = LV in B(h)⊗¯a
where L = G− 1, with π(G) = g. Thus we shall denote by
(4.1) σ =
[
I G
0 I
]
≡ I+ γ, γ = G⊗ d,
the canonical pseudo-unitary operators of the object-clock interactions. Notice that
this ‡-unitarity of σ imposes the constraint G∗ = −G in B(h)⊗¯L1(R+), which is
the property that we require for a generator of unitary evolution in h defining the
object Hamiltonian H(x) = iG(x) at almost all x ∈ R+.
Notice that if we impose the constraint that the coefficients of g be R-valued then
the ‡-unitary operators g‡ = g−1 are none other than the real Lorentz transforma-
tions in their diagonal representation.
Now, we consider the object to be prepared in an arbitrary, but normalized, ini-
tial state η ∈ h, but we shall suppose that the clock is in an initial null state ξ0 ≡ ξ∅
(3.7), such that the temporal spin of the clock is reckoned to be in the future-state
at all x in R+. This means that the input state is future. Then a single object-clock
interaction may be given at an arbitrary point x as the map
σ(x) =
[
I G(x)
0 I
]
:
[
0
η
]
7→
[
G(x)η
η
]
entangling the object and clock since the ‡-unitary operator σ(x) is not separable.
Further, the differential increment of the system, given by the action of the operator
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γ(x) (4.1), is the transformation
(4.2) η ⊗
[
0
1
]
7→ [G(x)η] ⊗
[
1
0
]
,
such that the action of G(x) on η is an indirect measurement of the transition of
future into past. Notice that if the input state is past then the interaction leaves
the object state is unchanged.
The single jump equation for this pseudo-unitary interaction is given by an Itoˆ-
Schro¨dinger equation [4] of the form
(4.3) dψt(x) = γ(x)ψt(x)d1t(x), ψ0(x) = η ⊗ ξ∅(x),
where x ∈ R+ is the variable clock coordinate, γ(x) = σ(x) − I, and 1t(x) = 1 if
x < t and is otherwise zero, with d1t(x) = 1t+dt(x)− 1t(x). The parameter t is the
evolution parameter of this interaction dynamics, and (4.3) has the solution
(4.4) ψt(x) = σt(x)ψ0(x), σt(x) = γ(x)1t(x) + I,
where ψt(x) ∈ h⊗ C2 with ψt ∈ h⊗ k.
Remark. Notice that we may consider basic separable elements in B(h)⊗¯L1(R+) of
the form G = G˘⊗ ν, where G˘ ∈ B(h) and ν ∈ L1(R+), such that G(x) = G˘ν(x). In
particular, this allows us to write the action of σ as σ[η ⊗ ξ∅] = [G˘η] ⊗ ξν
(
where
ξν is given by (3.7)
)
, with ν(x) ∈ R preserving the anti self-adjointness G˘∗ = −G˘.
Consider for example ν = 1t.
Now we shall consider a spontaneous process of these pseudo-scattering interac-
tions between the object and the clock. To do this we must consider the second
quantization F = Γ(k) of the clock, that is given with respect to the pseudo-Fock
norm below as the closed C-linear span of the Hilbert product functions
(4.5) ξ⊗ : τ 7→ ⊗
x∈τ
ξ(x)
given on the ordered countable finite sets τ = {x1 < · · · < x|τ |}, where |τ | =
n(τ) ∈ {0} ∪ N is the cardinality of this chain τ defining the number of interaction
coordinates, called particles, in the object’s future. The space of all such finite chains
is the disjoint union X = ⊔∞n=0Xn, where the space Xn ⊂ Rn+ is the n-simplex over
R+ of n-particle chains τn = {x1 < . . . < xn}. The pseudo-norm on F is given on
the product functions as
(4.6) ‖ξ⊗‖ =
(∫
X
‖ξ⊗(τ)‖2dτ
)1
2
≡
( ∞∑
n=0
∫
Xn
∏
x∈τn
‖ξ(x)‖2dτn
) 1
2
= exp
{
ξ‡ξ
2
}
,
with respect to the ‡-norm ‖ξ(x)‖ on kx, where
∏
x∈τ ‖ξ(x)‖ = ‖ξ⊗(τ)‖, and∫
Xn
f(τn)dτn =
∫
. . .
∫
0<x1<...<xn<∞
f(x1, . . . , xn)dx1 . . . dxn, f ∈ L1(Xn).
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This norm is given with respect to the Lebesgue measure dx on R+, and the atomic
measure d∅ = 1 on the only atomic point τ0 = ∅. This construction is called the
Guichardet-Fock quantization of the clock [3, 7, 8, 9] and F ia called Minkowski-Fock
space, and with respect to the pseudo-Fock norm we may define the coherent states
as the normalized product vectors ξ⊗ exp
{− ξ‡ξ2 }.
It should also be brought to one’s attention that the second quantization functor
Γ admits the identification
(4.7) Γ
(
L1(R+)⊕ L∞(R+)
)
= Γ
(
L1(R+)
)⊗ Γ(L∞(R+)),
and the pseudo-Fock norm may be given with respect to this identification, for
ξ‡ = (ξ−, ξ+), as
‖ξ⊗− ⊗ ξ⊗+‖2 =
∫
X
∫
X
‖ξ⊗−(υ)ξ⊗+(ω)‖2dυdω ≡ |〈ξ⊗− , ξ⊗+〉|2C,
with respect to the norms ‖χ(υ, ω)‖2 = χ∗(ω, υ)χ(υ, ω), where χ∗(ω, υ) = χ‡(υ, ω),
and the bilinear paring 〈·, ·〉 of L∞(X ) = Γ(L∞(R+)) and L1(X ) = Γ(L1(R+)),
where | · |C denotes norm in C, χ ∈ F, and υ, ω ∈ X .
The input product function ξ⊗∅ may be given in view of (4.7) as
ξ⊗∅ ≡ ξ−∅
⊗ ⊗ ξ+∅
⊗
= δ∅ ⊗ 1⊗,
where δ∅ = 0⊗ is vacuum vector δ∅(υ) = 0 if υ 6= ∅ in X and δ∅(∅) = 1, and 1⊗ is
the identity in L∞(X ). It is therefore referred to as the pseudo-vacuum vector, and
corresponds to an empty past. The pseudo-vacuum vector may also be considered as
an operator F ‡1 : h→ H embedding the object into the compound space H := h⊗F,
such that
(4.8) F ‡1η = η ⊗ ξ⊗∅ ≡ δ∅ ⊗ η ⊗ 1⊗.
The operator F ‡1 is called the pseudo-vacuum embedding [3], and it is the canonical
isometric embedding of the object into this quantum time-field (the second quan-
tization of the clock). That is an environment of time particles, the quanta of the
clock, that are all prepared in the future pure-state by the canonical embedding.
The second quantized Itoˆ-Schro¨dinger equation may be given on variable chains
τ ∈ X as
(4.9) dψt(τ) = γ(t)ψt(τ)dnt(τ), ψ0 = η ⊗ ξ⊗∅ ≡ F ‡1η
where nt(τ) = |τ t| is the number of interactions up to time t such that τ t = τ ∩Rt+
where Rt+ := {x ∈ R+ : x < t} ≡ [0, t), and γ(x) = σ(x) − I
(
see (4.1)
)
is the
differential operator acting trivially as identity in ⊗
z∈τ\x
kz. The solution of (4.9) has
the form of sequential interactions parameterized by t, such that
(4.10) ψt(τ) =
←−σ⊙t (τ)ψ0(τ), ←−σ ⊙t (τ) :=
←⊙
x∈τ t
σ(x),
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where ⊙ is a chronological semi -tensor product [2, 3] well defined for xi < xi+1 as
σ(xi+1)⊙ σ(xi) =
(
σ(xi+1)⊗ Ii
) (
Ii+1 ⊗ σ(xi)
)
such that the composition σ(xi+1)⊙σ(xi) behaves as tensor product with respect to
the clock and non-commutative chronological product in h. Notice that the action
of ←−σ⊙t on tensor functions ψ ∈ H is diagonal so that
[←−σ⊙t ψ](τ) = ←−σ ⊙t (τ)ψ(τ).
Such diagonal operators are called graded, and since ←−σ⊙t (τ) is also decomposable
on τ (4.10) it is called a graded product operator. When h = C the semi-tensor
product ⊙ simply coincides with the tensor product ⊗, then ←−σ⊙t (τ) = σ⊗t (τ) =
⊗x∈τ tσ(x). Such graded tensor product functions may also be written using the
second quantization functor as σ⊗ = Γ(σ).
Notice that the isometricity of F ‡1 is equivalent to the coherence of the pseudo-
vacuum ‖ξ⊗∅ ‖ = 1, and this isometrcity allows us to defines a conditional expectation
E∅ : B(h)⊗¯M→ B(h) given on operators X ∈ B(h)⊗¯M as
(4.11) E∅[X] = F 1XF
‡
1
where M = Γ(m) is the graded Guichardet-Fock ‡-group over m. That is the affine
subspace ⊕∞n=0m⊗¯n|X of the block-diagonal operators in F, where ‘block-diagonal’
refers to operators that preserve the number of quanta of the clock.
Theorem. Let h be a Hilbert space of square-integrable functions η defining the
probability amplitudes of the internal degrees of freedom of a quantum object, and
suppose that η evolves in a unitary manner as a closed system η 7→ η(t), t > 0,
satisfying the differential Schro¨dinger equation
(4.12) dη(t) = −iH(t)η(t)dt, η(0) = η,
for a time-dependent Hamiltonian H(t), having the explicit solution
(4.13) η(t) = V t0 η, V
t
s =
←−exp
{
− i
∫ t
s
H(x)dx
}
forming a two-parameter family {V ts } satisfying the isometric hemigroup property
V ts V
s
r = V
t
r , V
r
r = I, t > s > r ∈ R+.
Then this two-parameter family in h may be obtained as the conditional expectation
(4.11) of the stochastic propagator ←−σ⊙t ≡ ←−σ⊙[0,t) describing the discrete interaction
dynamics (4.9), such that
(4.14) E∅
[←−σ⊙t ] = V t0 ,
given with respect to the pseudo-unitary interaction operator
(4.15) σ(x) =
[
I −iH(x)
0 I
]
, σ(x)‡ = σ(x)−1
entangling the object with the clock in the compound Minkowski-Hilbert space h⊗ k.
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Proof. Indeed one should first note that
ξ‡∅σtξ∅ = −i
∫ t
0
H(x)dx,
then it is left only to understand that E∅
[←−σ ⊙t ] = ←−exp{ξ‡∅σtξ∅} which follows from
the fact that
ξ⊗∅
‡←−σ⊙t ξ⊗∅ =
∫
X
ξ⊗∅
‡
(τ)←−σ⊙t (τ)ξ⊗∅ (τ)dτ
where ξ⊗∅
‡
(τ)←−σ ⊙t (τ)ξ⊗∅ (τ) =
←−∏
x∈τ t
ξ∅‡(x)σ(x)ξ∅(x). Indeed the conditional expecta-
tion E∅[·] is an averaging procedure over all possible numbers of interactions and all
possible configurations for each fixed number of interactions, and it is in this way
that it is in fact a Feynamn path integral. 
Note that the stochastic representation (4.9) of the Schro¨dinger equation (4.12)
may also be realized as a microscopic dilation of the unitary dynamics in h, obtain-
ing the unitary dynamics by averaging over the microscopic ensemble. In this case
the microscopic ensemble is an opening up of time into its component particles; that
is an ensemble of particles of temporal-spin.
Historically, Belavkin had informally referred to the pseudo-Hilbert space of the
general quantum stochastic dynamics as the ‘heaven’ space, obtained by the isomet-
ric embedding of the ‘earth’ space of a general quantum stochastic dynamics. In
this manner the earth projector E = F ‡1F 1 is introduced which is a ‡-orthoprojector
E = E2 = E‡. In the case of Newton-Leibniz flow considered in this paperE projects
the stochastic interaction dynamics into the object space h, and then re-embeds the
object into the object-clock space H as
(4.16) E :←−σ ⊙t F ‡1 7→ F ‡1V t0 .
5. Hamiltonian Dynamics as The Expectation of A Pseudo-Poisson
Process
So it has been shown above that the Feynman path integral of the open dynam-
ics of a quantum system interacting with the quantum field of the clock gives rise
to the evolution of a closed quantum system. Now we shall consider the Feynman
path integral with respect to a Poisson measure as oppose to the standard Lebesgue
measure. This means that we now consider the evolution of a closed quantum sys-
tem to be obtained from a counting process of sequential object-clock interactions
as above, but now it is supposed that the random interaction times x ∈ τ are dis-
tributed according to a Poisson probability law. Since the counting process is in
a Minkowski-Hilbert space we refer to such a Poisson process as a pseudo-Poisson
process.
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The solution (4.10) of the sequential interaction dynamics of the object with the
clock may be given in the single integral form as
ψt(τ) = ψ0(τ) +
[
Nt(γ)←−σ ⊙t ψ0
]
(τ)
with respect to the counting process
(5.1)
[
Nt(γ)←−σ ⊙t ψ0
]
(τ) =
∑
x∈τ∩[0,t)
[
γ(x)⊙←−σ ⊙x (τ \ x)
]
ψ0(τ),
where τ \ x = {z ∈ τ : z 6= x}. One may re-consider this counting process as a
pseudo-Poisson process distributed by the Poisson law
(5.2) Pν(dτ) = (2ν)
⊗(τ)dτe−
∫∞
0
2ν(x)dx,
such that the interaction times τ become Poisson events. The Poisson intensity ν
describes the frequency of object-clock interaction, and the factor 2 arises from the
dimensionality of kx.
The Guichardet-Fock representation of Minkowski-Poisson space is denoted by
Hν , and it is the space of Pν square-integrable functions ϕ, such that
‖ϕ‖2ν =
∫
X
‖ϕ(τ)‖2Pν(dτ) ∈ R,
and it is unitarily equivalent to the Minkowski-Hilbert space H. In order to define
functions ϕ in Hν we must first note that the second quantization functor Γ also
admits the decomposition
Γ
(
L1(R+)⊕ L∞(R+)
)
= Γ
(
L1(Rt+)⊕ L∞(Rt+)
)
⊗ Γ
(
L1(Rt)⊕ L∞(Rt)
)
where Rt+ = [0, t) and Rt = [t,∞), allowing us to decompose the Minkowski-Hilbert
space at any time t > 0 as
(5.3) H = Ht ⊗ Ft,
where H0 = h and F0 = F. Then we define the Minkowski-Poisson space H
t
ν as
an isometry of the Minkowski-Hilbert space Ht for a strictly positive intensity ν in
L∞(Rt+) such that both ν and ν−1 are integrable over Rt+ ⊂ R+ for all t ∈ R+ ≡ R∞+ .
This isometry is given by a unitary transformation of ψ ∈ Ht that is
ϕ = 1√
2ν
⊗
ψ e
∫
t
0
ν(x)dx,
and the Minkowski-Poisson space Hν may be given as the inductive limit Hν =
∪
t>0
H
t
ν , [6].
Next consider an automorphism of the ‡-algebra d and ‡-group m = I + d given
by the ‡-unitary real Lorentz transformation
(5.4) υ‡λ =
[ √
λ 0
0
√
1
λ
]
= υ−1λ
that is well defined in k if λ and its inverse are essentially bounded. In particular,
we see that the vector ξλ (3.7) in the restricted space k
t = k|Rt+ (of functions ξ
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with support in Rt+) defines a vector
1√
2λ
ξλ in the space k
t(λ) of λ-square integrable
functions
‖ξ‖2t (λ) = 2
∫ t
0
‖ξ(x)‖2λ(x)dx,
with, in particular,
1√
2λ
ξλ = υ
‡
λp, p =
1√
2
[
1
1
]
where p generates the canonical pseudo-Poisson state p⊗ in Htν . This pseudo-
Poisson state is represented in the Minkowski-Hilbert space by the pseudo-Poisson
embedding
(5.5) Φtν
‡
=
√
2ν
⊗
p⊗e−
∫
t
0
ν(x)dx
defining the pseudo-Poisson expectation on the Minkowski-Hilbert space Ht as
(5.6) Ptν[X] = Φ
t
νXΦ
t
ν
‡
,
where X ∈ B(h)⊗¯Mt with Mt = M|X t. We may also write
P
t
ν [X] = Pν [Xt] ≡ ΦνXΦ‡ν
where Xt ∈ B(h)⊗¯M is adapted which means Xt(τ) = X(τ t)⊗ I⊗(τt), with τ t = τ ∩
R
t
+ and τt = τ∩Rt. Since ifXt is adapted in B(h)⊗¯Mr then Prν [Xt] = Ptν[Xt] ≡ Ptν[X]
for all r ≥ t.
Proposition 1. Let ν be a strictly positive, bounded function over Rt+, then the
propagator V t0 of the unitary evolution in h (4.13) may be obtained as the pseudo-
Poisson expectation (5.6) of the stochastic propagator St :=
←−s ⊙t of the counting
process Nt(l)St, where l(x) = s(x)− I, such that
(5.7) Ptν[S] = V
t
0 ,
where the interaction operator σ of (4.10) is given as a real Lorentz transformation
of the interaction operator s such that σ = υ‡νsυν ≡ sν, and ν is the pseudo-Poisson
intensity describing the variable frequency of the object-clock interactions.
Proof. The coherent vector ξ⊗ν exp
{−∫ t0 ν(x)dx} ∈ Ht may be obtained as a pseudo-
Weyl transformation Wνξ
⊗
∅ of the pseudo-vacuum vector. The ‡-unitary pseudo-
Weyl operator has the form
W(ξ) = exp
{
A‡(ξ)−A(ξ‡)
}
given by the pseudo- creation and annihilation operators A‡ and A, whose action
is given on tensor functions ψ ∈ Ht as[
A‡(ξ)ψ
]
(τ) =
∑
x∈τ
ξ(x)⊗ ψ(τ \ x), [A(ξ‡)ψ](τ) = ∫ t
0
ξ‡(x)ψ(x ⊔ τ)dx,
where ξ ∈ kt. Thus the Weyl operator Wν is given by such W(ξ) with ξ = (0, ν)‡.
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The pseudo-Poisson embedding h → Htν of the object Hilbert space into the
Minkowski-Poisson space up to time t may now be given as a ‡-unitary transforma-
tion of the pseudo-vacuum embedding as
(5.8) Φtν
‡
= ΥνWνF
t
1
‡
, Υν = υ
⊗
ν .
Then since the commutator [Wν ,Υ
‡
νXΥν ] = 0 for all X ∈ B(h)⊗¯Mt, following from
the realization that the action of X leaves the second quantization of ξ = (0, ν)‡ ∈ kt
invariant for all t ∈ R+, it follows that
(5.9) Ptν [X] = E∅
[
Υ‡νXtΥν
]
,
where Xt = X⊗ I⊗t is the embedding of X into B(h)⊗¯M, with M = Mt⊗¯Mt and I⊗t
is the identity operator in Mt. Finally we set Υ
‡
νXtΥν =
←−σ⊙t , which gives us the
required form X = S ≡ ←−s ⊙ ∈ B(h)⊗¯Mt for all t > 0, where s = υνσυ‡ν . 
Remark. Notice that if the Hamiltonian has separable time dependence H(t) =
Hν(t) then the interaction operator s, defined over Rt+ for all t > 0, has the form
s =
[
I −iH ⊗ 1
0 I
]
noting that 1 ∈ L∞(Rt+) ⊂ L1(Rt+).
Also note that the isometric embedding Φtν
‡
of h into the Minkowski-Poisson space
H
t
ν defines the ‡-orthoprojector Φtν‡Φtν = Ptν where
Ptν : SΦ
t
ν
‡ 7→ Φtν‡V t0 .
Alternatively we may consider the Lorentz-transformed earth projector Etν = ΥνE
tΥ‡ν ≡
F tν
‡
F tν given with respect to scaled pseudo-vacuum embedding F
t
ν
‡
= ΥνF
t
1
‡
, since
(5.10) ΦtνSΦ
t
ν
‡
= F tνSF
t
ν
‡
,
such that the pseudo-Poisson expectation may be given as the scaled pseudo-vacuum
expectation Etν[S] = E
t
∅
[
Υ‡νSΥν
]
.
6. The Schro¨dinger Picture and The Dirac Equation
In this chapter we shall extend the time domain R+ into the negative domain
as a mathematical convenience. For this extension allows us to fix the quantum
object at the origin of the time domain with the events now propagating towards
the object from its future without any loss of the output information (the memory)
that now flows into the negative time domain. This vision is called the Schro¨dinger
picture and introduces a propagation of the quantum clock wave-functions, ξ, gen-
erated by the momentum of the clock [5, 6]. This leads a free dynamics of the
clock in the extended Minkowski-Fock space F˜ ⊗ F in addition to the otherwise
purely stochastic dynamics of the clock interacting with the quantum object that
has been considered thus far. The Schro¨dinger picture gives a further insight into
the microscopic dynamics of a quantum system. It provides a physical picture in
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which objects remain present whilst time flows through them, and this flow of time
has momentum. Meanwhile, this present object interacts with this flow of time at
random times. These random object-clock interactions are reckoned to occur with
a frequency called Poisson intensity (introduced in the previous chapter), and this
frequency can become lesser or greater as the time continues to flow through the
object. The interactions of the present object with the flow of time transforms the
state of time into past, generating a history of memory that is entangled with the
present object.
The Schro¨dinger picture gives rise to the second quantized Dirac equation as we
shall see below. The construction of the Schro¨dinger picture shall begin with
the definition of the shift operator ut = exp{t∂x} in the quantum clock space
k ≡ L1(R+)⊕ L∞(R+), with action defined on the functions ξ ∈ k as
(6.1)
[
utξ
]
(x) ≡ ξt(x) = ξ(x+ t), t > 0.
However, this shift is not ‡-unitary but only ‡-coisometry utut‡ = I inducing the
projection ut
‡
ut onto Rt = R+ \ [0, t) such that
[
ut
‡
utξ
]
(x) = 0 for all x < t.
This may be resolved by extending the time-space into the negative domain R+ 7→
R−⊔R+ such that the vector functions ξ now live in the extended Minkowski-Hilbert
space K = k˜ ⊕ k, where k˜ = L1(R−) ⊕ L∞(R−) ∼= k and R− = R˜+ ≡ −R+, such
that x˜ = −x, then ut is ‡-unitary in K for all t > 0. R− ⊔ R+ is called the disjoint
union of R+ and R−, and may be understood as the real line R with a degenerate
origin (0˜, 0).
In the interaction picture (4.9) of the previous chapters one may conceive that the
object is propagating into its future along the time-space R+, and interacting with
the clock at arbitrary times x ∈ τ where future is transformed into past. Extending
the time domain into the past does not alter the mechanics provided that σ(x) := I
for all x ∈ R−, given that ξ∅(x˜) := ξ∅(x), but this initial configuration is not a unique
choice. However, the extension allows us to transform to the Schro¨dinger picture
where the wave-function of the clock now propagates backwards upon R under the
action of the shift ut (6.1). Consequently, an object-clock interaction does not occur
at some x > 0 as in the interaction picture, but always at the degenerate origin (0˜, 0)
of the time domain where the clock wave-function becomes discontinuous as a result
of interaction with the object. In the Schro¨dinger picture the object no longer moves
into its future. Instead, the future comes to the object, and with this flow of time
comes the momentum of the clock [5, 6].
Proposition 2. Let ξt∅ ∈ K denote the extended propagating canonical input wave
utξ∅, and let ψt = Utψt, where ψt is the solution of (4.9) and Ut = I⊗ exp{t∂κ}
is the second quantized unitary shift operator and ∂κ =
∑
x∈κ ∂x is the generator of
this free-shift dynamics of the clock. Then the stochastic Itoˆ-Schro¨dinger equation
(4.9) is ‡-unitarily equivalent to the pseudo-selfadjoint Schro¨dinger boundary value
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problem in H˜⊗ F, where H˜ = Γ(k˜)⊗ h, given as
(6.2) i∂tψ
t(κ) = µψt(κ), ψt(κ ⊔ 0˜) = σ(t)ψt(κ ⊔ 0),
where µ = i∂κ = µ
‡ is the sum of momenta of the clock, σ(t) is the canonical
pseudo-unitary object-clock interaction operator (4.15), and κ ⊂ R.
Moreover, this Schro¨dinger boundary value problem may be written as the second
quantized ‘mometumless’ Dirac equation [11] in C2⊗H, with boundary condition in
H, that is
(6.3)
[
∂t + ∂τ 0
0 ∂t − ∂τ
] [
ψt−
ψt+
]
= 0, ψt−(0) = σ(t)ψ
t
+(0),
where ψt−(τ) = ψt(τ˜) ≡ [Rψt](τ) is the reflection of the part of ψt that is restricted
to the negative time domain, and ψt+(τ) = ψ
t(τ) is just the restriction of ψt to the
positive time domain. τ ⊂ R+.
Proof. Following closely to Belavkin [5] we note that the boundary value prob-
lem (6.2) is pseudo-selfadjoint on the extended domain of H˜ ⊗ F-valued functions,
absolutely continuous at non-zero x ∈ κ, and right-continuous at any 0 ∈ κ sat-
isfying also the pseudo-unitary boundary condition. Indeed the pseudo-unitarity
of both Ut and ←−σ ⊙t implies the pseudo-unitarity of the Schro¨dinger propagator
Vt := Ut←−σ⊙t . Moreover, the map t 7→ Vt has the multiplicative representation
property VrVt = Vr+t of the semi-group R+ ∋ r, t because the map t 7→ σt(x) is a
multiplicative ut-cocycle such that
ut
‡
σru
tσt = σr+t.
The Dirac equation follows naturally from a reflection of the negative time domain
so that we have two positive time domains, one for input and the other for output.
Notice that we may define ψt± = Ψt±η, where Ψt± ∈ L(h,H), that is the space of
adjointable maps from h into H, such that for any κ = τ˜ ⊔ τ , τ ⊂ R+, we have
ψt(κ) =
[
[RΨt−](τ˜)⊙Ψt+(τ)
]
η. 
We may also present this Schro¨dinger boundary value problem in the extended
Minkowski-Poisson space H˜rν ⊗ Frν if the interaction intensity ν is strictly positive,
bounded, and smooth function over Rr− ⊔ Rr+, where Rr− = (−r, 0] ≡ −Rr+. It has a
similar form to (6.2) but with an additional potential φ(κ) =
∑
x∈κ φ(x), and may
be written as
(6.4) i∂tϕ
t(κ) = µφ(κ, i∂κ)ϕ
t(κ), ϕt(κ ⊔ 0˜) = s(t)ϕt(κ ⊔ 0),
as it was done similarly in [5] (although that was neither second quantized nor in
Minkowski space, but the underlying principles are the same). The operator
(6.5) µφ(κ, i∂κ) = i
(
φ(κ) + ∂κ
) ≡ 1√
ν
⊗
(κ)i∂κ
√
ν
⊗
(κ)
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is the sum of the clock momenta in the potential, and ϕt = 1√
2ν
⊗
ψt e
∫
r
−r
ν(x)dx, r ≥ t,
is the unitary transformation of H˜r⊗Fr into H˜rν ⊗Frν. The potentials φ(x) generate
the clock-object interaction amplitudes
√
ν so that they are given as the derivatives
φ(x) = ∂xϑ(x) of the hyperbolic angles ϑ(x) =
1
2 ln ν(x) associated with the real
Lorentz transforms υν(x) at each x (5.4). Indeed the boundary value problem (6.4)
is unitarily equivalent to (6.2), and therefore also to (4.9), and so the Feynman path
integral of this Schro¨dinger-Poisson boundary value problem of an object interaction
with a flow of time in a potential is indeed Hamiltonian dynamics of the quantum
object. In this case we the expectation should be the Feynamn-Poisson path integral
as it is given with respect to a Poisson measure with intensity ν.
In the Schro¨dinger picture the time-waves ξt continuously flow through the object
with momenta given by the operation of µ. When the object is fixed at the origin of
the time domain its evolution is generated by its entanglement with the otherwise
freely propagating time-waves. The entanglements occur at random times t ∈ τ
corresponding to the zeros in τ − t, where τ is an initial configuration of potential
interactions. If the time-waves interact with the object they continue to propagate
into the past but the object’s state η is transformed by the action of the generator
G(x) = −iH(x) (see (4,4.2)), and this ‘pseudo-reduction’ of the object state η
may be understood as an indirect measurement of the passing of time; that is the
transition of future into past. As the interactions continue the object comes to be
evolved under the action of the chronological exponent G(κ + t) =
←−∏
x∈κ
G(x + t),
where κ ⊂ Rt−.
The Dirac equation is similar, but considers the object at the origin of a radial
time-space with input-output degeneracy corresponding to the two degrees of free-
dom of the clock. Thus we have a space of incoming flux of time particles and a
space of outgoing flux of time particles. The input is the future and the output is
the past. The object connects these two independent channels and is entangled with
the latter.
When studying the dynamics in the extended Minkowski-Poisson space we were
able to obtain the Hamiltonian dynamics in h from a Poisson expectation of the
Schro¨dinger-Poisson dynamics, which is given with respect to the Poisson law (5.2).
Note that when speaking of a Poisson intensity ν we have a Poisson measure with
a factor 2ν. This may in fact be understood as the sum ν− + ν+ of independent
intensities of the two channels; this means that ν+ is the intensity of the input chan-
nel and ν− is the intensity of the output channel. Generally these intensities need
not be the same. The intensity of the flow of time into an object may be greater or
lesser than intensity of the flow of time out of an object.
The remainder of this chapter is optional and it considers an alternative momentum
of the clock. In the above construction the clock momentum generates a flow of both
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the past and future degrees of freedom of the clock towards the present quantum
object from the future. In the construction below the considered clock momentum
generates a flow of the future degree of freedom of the clock in one direction and of
the past degree of freedom of the clock in the opposite direction.
This begins with a consideration of the Schro¨dinger boundary value problem in
H˜⊗ F with alternative time-wave momentum
(6.6) ζ =
∑
x∈κ
[
−i∂x 0
0 i∂x
]
⊗ I⊗
κ\x,
κ ⊂ R, such that the two degrees of freedom of the clock are considered to propagate
in opposite directions over R. Thus we shall consider a partial reflection of the
boundary value problem (6.2) with respect to the graded product operator
J =
[
R 0
0 I
]⊗
, J‡J = R.
Here R is the unitary clock-coordinate reflection operator
[
RGt
]
(x) = Gt(x˜), where
Gt(x) = G(x + t), and J = J∗ = J−1. In this picture the Schro¨dinger boundary
value problem becomes
(6.7) i∂tψ
t
J(κ) = ζψ
t
J(κ), ψ
t
J(κ ⊔ 0˜) = ς(t)ψtJ(κ ⊔ 0),
where ψt
J
= ZtJ←−σ⊙t ψ0 ≡ JUt←−σ ⊙t ψ0 where Zt is the second quantized shift generated
by ζ, the sum of clock momenta, and ς = JσJ ≡ σJ. This shift is not ‡-unitary but
we naturally introduce the pseudo-involution Z† := J
(
JZJ
)‡
J ≡ RZ∗R, such that
the †-involution is induced by the pseudo-metric R = Jσ⊗1 J ≡ Rσ⊗1 . Indeed we see
that ζ† = ζ and Z is †-unitary.
The restriction ψt
R
= Jψt|X of ψt
J
to the positive simplex X , is an element of
H ≡ L1(X )⊗ h⊗ L∞(X ) having the component functions
(6.8) ψtR(υt, ωt) =
[
U−tR⊗G⊙
]
(υt)η ⊗
[
U t1
]
(ωt),
where υt, ωt are respectively the restrictions of τ˜ + t, τ − t to the positive domain
X ∋ τ , and U t = exp{t∂τ} satisfying U−tR = RU t.
Remark. Note that the function (6.8) describes a chronological exponent of the
generators G composing the object’s history, and propagates upon the outgoing chain
υt. Similarly, the future oriented temporal spins propagate towards the object from
its future upon the incoming chain ωt. Also note that for a fixed τ ∈ X the cardinality
of υt ⊔ ωt ∼= τ is fixed, but as t increases |υt| increases and |ωt| decreases.
Now we consider the total reflection R = J‡J of the restriction ψt
J
|X˜ , denoted by
ψt
I
= Rψt
J
|X . The functions ψt
R
and ψt
I
are now both elements of H, but we would
like to consider the vector operators Ψt ∈ L(h,H) with the property ψt
R
= Ψt
R
η
and ψt
I
= Ψt
I
η. Then we find that in the co-space L(H, h) we may consider the
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B(h)-valued linear functional Ψt ♭
I
that maps the dynamical information Ψt
R
into the
deterministic unitary dynamics of the object in h such that
(6.9) Ψt ♭I Ψ
t
R = V
t
0 ,
where the ♭-involution is induced by the pseudo-metric iσ2 ≡ π(dt)−π(dt)∗. Indeed
we may construct a second quantized ‘massless’ Dirac equation [11] with boundary
condition, corresponding to the Schro¨dinger boundary value problem (6.7),[
i∂t − ζ 0
0 i∂t + ζ
][
ψt
I
ψt
R
]
= 0, ψtR(0) = ς(t)ψ
t
I (0).
7. Regarding The General Theory
The general theory of quantum stochastic calculus may be handled in a similar
manner to this presentation of the deterministic dynamics of a closed system. The
most basic example of quantum stochastic calculus works with operators in the
Guichardet-Fock space F = Γ(k) where k = L2(R+) is the space of square-integrable
functions over R+ and Γ is the second quantization functor. Using the Belavkin
formalism we can replace the Hilbert space h considered above with the Guichardet-
Fock space F := Γ(L2(R+)), in which case we no longer have a Schro¨dinger equation
but instead a quantum stochastic differential equation. However, one may proceed
as it is done here in the deterministic case and compose the space F with the
Minkowski-Fock space F = Γ
(
L1(R+)
) ⊗ Γ(L∞(R+)) of the clock. Thus we obtain
the dilated Minkowski-Fock space
F ⊗ F = Γ(L1(R+)⊕ L2(R+)⊕ L∞(R+)) := F.
In this way Belavkin was able to study quantum stochastic processes in terms of
the fundamental pseudo-Poisson processes in the dilated Minkowski-Fock space F =
Γ(K), where
K = L1(R+)⊕ L2(R+)⊕ L∞(R+) ≡ k− ⊕ k◦ ⊕ k+.
He discovered that quantum stochastic processes may be obtained from fundamental
pseudo-Poisson processes having precisely the graded product form considered in this
paper, but with an additional noise degree of freedom of the clock corresponding to
the additional space k◦ = L2(R+). That is the space of a single particle of quantum
noise, and may indeed be considered as a more general space than L2(R+).
This basically means that the operators in the Guichardet-Fock space F , quantum
stochastic processes, may be given as the conditional expectations E∅
[←−σ×t ] (com-
pressing the second quantized clock) of the graded product stochastic propagators
←−σ×t of counting processes, with the interaction operators σ now have the general
form
σ =
 1 σ−◦ σ
−
+
0 σ◦◦ σ◦+
0 0 1
 ,
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where σ−+ is the integrable deterministic generator, σ−◦ is the annihilation functional
on the noise space k◦, σ◦+ is the creation vector function in k◦, and σ◦◦ is scattering
operator that generates the counting dynamics; it operates in k◦t at each time t, and
σ◦◦ ∈ L∞(R+) if k◦ = L2(R+). In the absence of noise there are no ◦-terms, and we
recover the structures considered above with H = iσ−+ .
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