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ABSTRACT
This thesis investigates the many extraordinary physical properties of the candidate p-wave ferro-
magnetic superconductors UCoGe and URhGe, and proposes theoretical predictions for p-wave
superconductors yet to be discovered. In particular, we carry out angular dependent quantum
field theoretical calculations of the thermodynamic H − T phase diagram known as the upper
critical field Hc2(θ, φ, t), or more appropriately for ferromagnetic superconductors the upper crit-
ical induction, Bc2(θ, φ, t) = µ0Hc2 + M (Hc2), where M (Hc2) = M0 + δM(Hc2), and
M0 is the spontaneous magnetization of the material, for various p-wave superconducting order
parameter symmetries including: The axial Anderson-Brinkman-Morel (ABM) state, the chiral
Scharnberg-Klemm (SK) state, and the completely broken symmetry polar state (CBS), as well
as for some other states with partially broken symmetry (PBS) superconducting order parameter
symmetries. The most notable contribution of the work presented in this thesis is the application of
the Klemm-Clem transformations to analytically calculate the full angular θ, φ and temperature T
dependencies of the upper critical field Hc2(θ, φ, t) for orthorhombic materials, which may prove
to be useful to experimentalists in identifying these exotic states of matter experimentally. Second,
this work formulates a double spin-split ellipsoidal Fermi surface (FS) model for ferromagnetic
superconductors in the normal state, which introduces a field dependence to the effective mass in
one crystallographic direction on the dominant Fermi surface and to the chemical potential, and is
subsequently applied to the normal state of URhGe to explain theoretically the anomalous specific
heat data of Aoki and Flouquet [12]. Extension of this work to understanding the still elusive reen-
trant high-field superconducting phase of URhGe and the S-shapedHc2(T ) curve forH ‖ bˆ inHc2
measurements of UCoGe is discussed. Third, this work also presents theoretical fits to the upper
critical field data of Kittika et al. [61] for Sr2RuO4 using the helical p-wave states and including
Pauli limiting effects.
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CHAPTER 1: INTRODUCTION
Superconductivity is the magnificent phenomenon where a material undergoes a second order
phase transition at a particular temperature, Tc, called the superconducting transition temperature,
from a normal metal to to an exotic material that allows electrical current to flow without resistance.
This exciting new phenomena was discovered by Heike Kamerlingh Onnes and his graduate stu-
dent, G. Holst, in Leiden, Netherlands in 1911 by cooling mercury to liquid helium temperatures.
At 4.2 K, the temperature dependant resistivity, ρ(T ), was observed to drastically vanish, signaling
the onset of a phase transition to the superconducting state where the electrical resistance suddenly
becomes zero R = 0 Ω. A microscopic theory of superconductivity was developed in 1957 by
John Bardeen, Leon Cooper, and John Schrieffer, in the well known Bardeen-Cooper-Schriefer
(BCS) theory of superconductivity. This theory explained the many effects that were observed in
the conventional superconductors known at the time. Since then, however, many more materials
have been discovered that defy this theory, including materials which exhibit ferromagnetism and
superconductivity simultaneously in the same crystal, which for a long time were thought to be
incompatible quantum orderings, since ferromagnetic order would be conducive only for parallel
spin pairing, which is not permitted in conventional BCS theory; only anti-parallel spins with equal
and opposite momenta could pair according to BCS theory. The Meissner effect, where externally
applied magnetic fields are expelled from the interior of superconductors up to a penetration depth,
also is inconsistent with parallel spin pairing and the simultaneous coexistence of superconductiv-
ity and ferromagnetism; that is, all conventional type-I superconductors expel externally applied
magnetic fields from their interior, effectively forcing the magnetic induction, B inside the mate-
rial to vanish. The Meissner effect and BCS theory are not compatible with the recently discovered
ferromagnetic superconductors, URhGe and UCoGe, which exhibit both ferromagnetism and su-
perconductivity below the superconducting transition temperature, Tc, which is well below the
1
Curie temperature, TC .
Introduction to conventional superconductivity
Since its discovery by Heike Kamerlingh Onnes in 1911, superconductivity posed a serious chal-
lenge to Quantum Mechanics, and many phenomenological theories explaining certain aspects of
this strange phenomenon were devised leading up to to the microscopic description by Bardeen,
Cooper and Schrieffer in 1957. One of the ubiquitous properties of conventional superconduc-
tors is how it responds to externally applied magnetic fields, H . In 1933, Meissner and Ochsen-
feld discovered that in addition to having zero electrical resistance, superconductors also expel all
magnetic flux from their interior. Although since then, many superconducting materials have been
found to allow magnetic flux to penetrate their cores albeit in quantized values of the flux quantum
(type-II superconductors),
Φ0 =
h
2e
, (1.1)
many materials (type-I superconductors) have been found to exhibit this effect, called the Meissner-
Ochsenfeld effect. In light of Meissner and Ochsenfeld’s discovery that all magnetic fields are
expelled from a superconductor, London proposed a phenomenological theory of this effect by
using Maxwell’s equations. London proposed that since the magnetic field lines are expelled from
the superconductor’s interior, the magnetic induction B, should vanish inside the superconductor,
from which one can deduce that the magnetic permeability of the superconductor to be µ = 0 from
B = µ0H +M . In the Meissner states, B = 0 so thatM = −µ0H . Thus, London modeled the
superconductivity as perfect diamagnetism using Maxwell’s equations obtaining the equation for
2
the magnetic induction
B + λ2L(∇(∇ ·B)−∇2B) = 0, (1.2)
where λL is the London penetration depth,
λL =
√
m
µ0nse2
, (1.3)
where ns is the density of superconducting electrons. The solution to this differential equation is
found by looking for solutions independent of x and y for a superconductor occupying the space
z > 0, and is given by
Bx(z) ∝ e−z/λL , (1.4)
which is the equation for the induction parallel to the superconductor, which was shown to drop
off exponentially over a length λL, as opposed to discontinuously as first proposed by Meissner
and Ochsenfeld. The origin of this diamagnetic behavior exhibited by superconductors is due to
persistent currents that exist in a strip of width λL near the superconductor’s surface.
In addition to the London theory of the Meissner Ochsenfeld effect, Landau and Ginzburg began
to formulate their own phenomenological theory of the second order phase transition to the super-
conducting state using the ubiquitous idea of free energy, F , and the idea of an order parameter, Ψ,
which characterizes the degree of order of the appropriate type at a given temperature (e.g. magne-
tization for ferromagnetism). Ginzburg and Landau formulated a free energy functional, F [Ψ(r)],
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which depends on the order parameter/global wave function of the superconductor, Ψ(r),
F [Ψ(r)] =
∫
d3r
V
[
α|Ψ|2 + β
2
|Ψ|4 + 1
8pi
B2 +
1
2m∗
∣∣∣∣ (~i∇+ e∗A(r)
)]
Ψ(r)
∣∣∣∣2, (1.5)
where α(T ) = α′(T − Tc), α′ > 0, and β > 0 are the appropriate phenomenological parameters
of the theory, m∗ is the effective mass, and e∗ is the effective charge, which was later found to be
e∗ = 2e in the BCS theory.
Taking the functional derivative with respect to Ψ∗ we obtain
δF
δΨ∗
=
[
α(T ) + β|Ψ|2 + 1
2m∗
(
~
i
∇+ e∗A(r)
)2]
Ψ = 0, (1.6)
which for the simplest case in whichB = 0 and neglecting the gradient term results in
Ψ = ±
√
−α(T )
β
, (1.7)
which has real solutions only for α(T ) < 0, otherwise the trivial solution Ψ = 0 prevails. Ginzburg
and Landau theorized that at a particular temperature when the phase transition to the supercon-
ducting state occurs, T = Tc, the parameter α(T ) would change sign, and thus the simplest form
that it could take is
α(T ) = α′(T − Tc), (1.8)
which for T > Tc we have α(T ) > 0 and we have the global wavefunction vanishing at all
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locations Ψ(r) = 0, and for T < Tc we have that α(T ) < 0 and thus Ψ = ±
√
|α(T )|
β
, so that the
superconducting order parameter behaves as
Ψ(T ) ∝ (Tc − T )1/2 (1.9)
for T < Tc with the onset of superconducting order just below Tc and maximum at T = 0, and
zero for T > Tc. One question remains: what kind of order exists in superconducting materials?
The answer to this question would take almost a decade to resolve, when Bardeen, Cooper and
Schrieffer developed the microscopic theory of superconductivity in 1957.
The two natural lengths scales that are present in the Ginzburg-Landau theory are the London
penetration depth, λL, given by
λ2L =
m∗β
|α(T )|(2e)2 (1.10)
and the coherence length ξ, given by
ξ2 =
~2
2m∗|α(T )| , (1.11)
which is the most probable range of a region fluctuating into the superconducting state, which is
expected to diverge as 1/|T − Tc| close to Tc, which is the signature of any second order phase
transition.
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The ratio of these two quantities,
κ = λL/ξ =
m∗
e~
√
β
2
(1.12)
is the only free parameter in the Ginzburg-Landau theory.
For κ < 1/
√
2 one has so-called type-I superconductor which exhibits a Meissner effect where the
externally applied magnetic field is expelled from the interior of the superconductor by persistent
current in a thin layer of width λL on the outer edge of the superconductor. For κ > 1/
√
2 one
has a type-II superconductor, which allows magnetic flux lines to penetrate its interior in integral
multiples of the flux quantum, Φ = nΦ0, where Φ0 = h2e , forming an array of flux lines called an
Abrikosov vortex lattice.
It wasn’t until 1957 that superconductivity was given a rigorous mean field theoretical description
by Bardeen, Cooper and Schrieffer. The main contribution of the BCS theory was to provide insight
on the mechanism driving the superconductivity. The theory assumed that there must be some
pairing between electrons at the Fermi level, which is brought about by an attractive interaction,
which was later shown to be due to the electron-phonon interaction.
Superconductivity and magnetism
Much has changed in the field of superconductivity since its discovery by Heike Kamerlingh
Onnes in 1911, and its subsequent mean field theoretical description given in 1957 by the Bardeen-
Cooper-Schrieffer (BCS) theory. In conventional BCS superconductivity, Cooper pairs are formed
by electrons with opposite spins by an attractive interaction mediated by phonons in the crystal,
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with a spin-wave function of the form
χs−wave = 1/
√
2(| ↑↓> −| ↓↑>), (1.13)
which has a total spin of s = 0 and has even orbital symmetry (i.e. l = 0, 2, ...). This channel
for Cooper pairing is incompatible with ferromagnetism, since ferromagnetic order would be con-
ducive only to equal spin pairing (e.g. p-wave pairing with l = 1); thus, these two orders were
for a long time believed to be mutually exclusive. However, recent discoveries of heavy fermion
superconducting materials such as UGe2 [3], UCoGe [1, 48], and URhGe [5, 38, 7, 8, 9, 11] in
which there is simultaneous ferromagnetic and superconducting order, have sparked renewed in-
terest in the field of p-wave superconductivity. For such superconductors, the symmetry of the spin
component of the wave function is odd (i.e. l = 1, 3, ...), with p-wave symmetry (i.e. l = 1) being
the simplest example of such a case. In these novel superconductors, the Cooper spin pairs form
triplet states, with spin-wave functions of the form
χp−wave =

| ↑↑>
1/
√
2(| ↑↓> +| ↓↑>),
| ↓↓>
(1.14)
as opposed to singlet states that their s-wave counterparts form. Unlike their s-wave counterparts,
p-wave ferromagnetic superconductors do not have their Cooper pairs mediated by phonons. The
exact mechanism behind equal spin pairing is currently unknown, but it has been widely purported
to arise from ferromagnetic spin fluctuations, especially close to a quantum critical point at T = 0,
providing the necessary superconducting glue to form pairs.
The parallel-spin triplet states are much more resilient to the externally applied magnetic field H ,
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which is evident from (1) their unusually high zero-temperature upper critical inductions, Bc2(0),
which in some cases exceeds the Pauli limit,
BP ∼ 1.85Tc T/K, (1.15)
by a factor of twenty, in at least one crystallographic direction, where Tc is the superconducting
transition temperature in K, and (2) by the temperature T independence of the Knight shift for
applied fields H normal to the direction of the ferromagnetism,[48] so that these experiments are
consistent with one another. In contrast, the Knight shift and Bc2,||(0) for fields parallel to the lay-
ers of Sr2RuO4, are inconsistent with one another [33], and there is no observable ferromagnetism
in the superconducting state in sharp contrast with the most likely candidate p-wave superconduc-
tors which all possess ferromagnetism in the superconducting state. Ferromagnetic superconduc-
tors have the ferromagnetic transition temperature TCurie exceeding the superconducting transition
temperature Tc.
The orbital symmetry of the superconducting order parameter, ∆(k), which for p-wave supercon-
ductors depends on the wave-vector of the electrons forming the Cooper pair, k. ∆(k) can usually
be classified by its nodes, both in the order parameter and in the resulting superconducting energy
gap, where the superconducting order parameter vanishes on the Fermi surface. For p-wave su-
perconductors free of long-range ferromagnetism, one may have a nodeless gap, such as for the
isotropic Balian-Werthamer (BW) state of 3He [30], or a gap with either planar nodes (polar state),
or point nodes (axial state), where it vanishes on the Fermi surface (FS). The basic order parameter
symmetries of these three basic order parameters are depicted in Fig. 1.1.
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Figure 1.1: Sketches of the three basic types of p-wave gap functions |∆(kˆ)|. (a) The non-chiral
BW, or isotropic gap |∆0| p-wave state, for which Hc2(T ) is given by Hc2,p antinodal(T ) for all H
directions [13]. (b) The ABM and SK states. When these states have their antinodal planes locked
onto a uniaxial crystal plane, breaking the planar antinodal axial rotational symmetry, the chiral
ABM states have complex order parameters ∆0±(kˆx ± ikˆy) with distinct Hc2,ABM nodal(T ) and
Hc2,ABM antinodal(T ) for H along the nodal axis and antinodal planar directions, respectively [13,
72]. The SK state with order parameter
∑
σ=±∆0,σ(kˆx + iσkˆy) is more complicated. ForH along
the nodal axis, the SK state is chiral with Hc2,SK nodal(T ) [13]. For H in the antinodal plane, the
SK state is non-chiral with Hc2,p antinodal(T ) [72]. See text. (c) The non-chiral polar/CBS state.
This state with order parameter ∆0kz has its antinodal axis locked onto a crystal axis (e.g., the zˆ
axis), breaking the point antinodal axial rotational symmetry. For H parallel and perpendicular
to the antinodal axis, Hc2(T ) is respectively Hc2,p antinodal(T ) and the distinct planar nodal form,
Hc2,planar nodal(T ) [14].
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Each of these states possesses unique T and (θ, φ) orientational dependencies ofHc2(T ), which are
useful in identifying the orbital symmetries experimentally. It was shown theoretically by Scharn-
berg and Klemm that for p-wave superconductors with an isotropic equal-spin pairing interaction
of the form
V3D(kˆ, kˆ
′) = V0kˆ · kˆ′, (1.16)
which leads to an isotropic BW state for H = 0 with an isotropic gap function as sketched in
Fig.1.1(a), Hc2(T ) is always given by that of the polar state, Hc2,polar(T ) [13], in which H al-
ways points in an antinodal order parameter direction. This is analogous to the interaction of H
with spins through the rotationally-invariant Heisenberg interaction with an isotropic g-tensor. To
avoid confusion with the various order parameter states, we hereby designate Hc2,p antinodal(T ) ≡
Hc2,polar(T ). Except for the p-wave chiral ABM states [72], when H lies along the antinodal di-
rection, Hc2(T ) = Hc2,p antinodal(T ), even though the state symmetry may be very different than
that of the polar state. Hc2,p antinodal(T ) has a much straighter T dependence than any other p-wave
or s-wave state in pure, three-dimensional materials with a spherical, or ellipsoidal as this thesis
presents, FS [13, 45].
Scharnberg and Klemm also investigated the effects of two pairing states perpendicular to H
within the framework of the rotationally symmetric V3D(kˆ, kˆ′). For H||zˆ, there are two order
parameter components, which are usually written as
∆±(kˆ) = ∆±,0(kˆx ± ikˆy), (1.17)
both components of which nominally share the same Tc. These are the two chiral manifestations
of the Anderson-Brinkman-Morel (ABM) state of 3He [87, 88], in which only parallel-spin pairing
with one spin state is involved. [13]. The term ”chirality” refers to the azimuthal invariance of the
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magnitude of the order parameter |∆(kˆ)|. This can be shown explicitly for an order parameter of
the form given by Eq. 1.17.
∆±(kˆ) = ∆±,0(sin θk cosφk ± i sin θk sinφk), (1.18)
which can be rewritten as
∆±(kˆ) = ∆±,0 sin θk exp(±iφk), (1.19)
the magnitude of which is independent of the azimuthal angle φk. The ± corresponds to the two
possible orientations of the parallel spin pairing.
These ABM states with H = 0 have a gap function with a point nodes at the poles, as sketched
in Fig. 1.1(b). Scharnberg and Klemm also investigated Hc2(T ) for the special case of H along
the nodal point direction normal to the pairing plane of these chiral ABM states, and found that
Hc2,ABM nodal(T ) for either of these ABM states exhibited a T dependence that rose even more
slowly with decreasing T than did Hc2,s(T ) for a pure, isotropic s-wave superconductor on a
spherical (or ellipsoidal, as shown here) FS in the absence of Pauli-limiting effects [13].
However, Scharnberg and Klemm then investigated the effects of the two combined chiral ABM
pairing states perpendicular to H . In effect, they calculated Hc2(T ) for the two-component state
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containing an unequal amplitude mix of the two chiral ABM states,
∆SK(kˆ) =
∑
σ=±
∆0,σ(kˆx + iσkˆy) (1.20)
The SK state is a chiral state except for the special cases when |∆0,+| = |∆0,−| = ∆0, for which it
is non-chiral. For those special cases, one may write
∆SK(kˆ) = ∆0
∑
σ=±
eiψσ(kˆx + iσkˆy), (1.21)
which may be rewritten as
∆SK(kˆ) = 2∆0e
iφ+ sin θk cos(φk + φ−), (1.22)
where φ± = (ψ+±ψ−)/2 is independent of kˆ. Except for the overall constant phase φ+, ∆SK(kˆ) is
therefore a real function of kˆ and hence non-chiral whenever |∆0,+| = |∆0,−|. The magnetic ana-
log of this degenerate, two-component state is the anisotropic XY model of spin-spin interactions,
in which there is an easy plane normal to a hard axis for spin-spin interactions withH in that plane,
but the interactions within the easy plane can be either isotropic or anisotropic, depending upon
the field direction. Although they originally denoted this as the “generalized ABM state” [13],
this state came to be known as the SK state [14, 31, 26]. For H||zˆ, the chiral SK state has
Hc2,SK nodal(T ). However, for H ⊥ zˆ, the SK state is non-chiral just below Hc2,p antinodal(T ) [72].
Although not mentioned in the original paper [13], the SK and ABM states might be favored in
superconductors with uniaxial symmetry such as certain layered superconductors [33], for which
V2D(kˆ, kˆ
′) = V0(kˆxkˆ′x + kˆykˆ
′
y) could lock onto the layers, breaking the axial rotational degree
of freedom of the antinodal plane. Sr2RuO4 has often been mentioned as a likely candidate for
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either the single parallel-spin chiral ABM state or the dual parallel-spin SK state, which is ei-
ther chiral or non-chiral, depending upon the direction of H , although many of the authors were
apparently unaware of the proper designation of the latter state they described [49, 51]. For
the ABM state, when H is parallel to the antinodal plane, Hc2(T ) is given by the new form
Hc2,ABM antinodal(T ) [72]. Neither the ABM nor the SK state appears to be consistent with the
experiments of Hc2,||(T ) parallel to the layers of Sr2RuO4 [60, 61, 27], which show that Hc2,||(T )
is strongly Pauli limited [65, 33]. Recent scanning tunneling microscopy on that material were
also inconsistent with gap nodes [73]. Regardless of whether Sr2RuO4 or some other as yet undis-
covered material will be the first manifestation of the SK or ABM states,Hc2(θ)(T ) at an arbitrary
angle θ with respect to the fixed nodal point direction of the SK or ABM states with the normal
state electrons on a general ellipsoidal FS will be presented in this thesis [72].
Yet another p-wave order parameter symmetry is that of the completely broken symmetry (CBS)
state
∆CBS(k) = ∆0kz,∆0ky,∆0kx, (1.23)
for which the pairing could be locked onto the x, y, z axes respectively. For the external field H
applied in the antinodal direction, Hc2 is given by Hc2, p antinodal(T ), which is the highest of all
the Hc2’s. When the field is applied perpendicular to the pairing direction (nodal direction), Hc2
is given by a Hc2, p nodal(T ) depicted in Fig. 1.1(c). In 2005, Hardy and Huxley [38] reported
that the upper critical field of URhGe fit the data using a p-wave polar/CBS symmetry along all
three crystallographic directions, with a slight demagnetization jump at Tc shown in Fig. 1.2. The
authors noted that the only fitting parameter used was the slope at Tc.
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Figure 1.2: (left) The temperature dependence of Hc2 as reported by Hardy and Huxley [38] for a
URhGe sample of RRR=21. Solid lines represent calculated values corresponding to a completely
broken symmetry/polar state. Dashed lines are calculated values based on BCS s-wave symmetry
without Pauli limiting. The dotted line is a calculated value based on BCS s-wave symmetry
with Pauli limiting. (right) Upper critical field data for two samples of URhGe with RRR=34 and
RRR=21, with external magnetic field applied along the c-axis direction. Solid lines are fits using
the completely broken symmetry state symmetry. Inset shows resistivity data from which the upper
critical field was extracted. The demantnetization jumps are evident close to Tc. The only fitting
parameter used was the slope at Tc.
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The d-vector
Since triplet spin Cooper pairing has a three component spin state given by
χp−wave =

| ↑↑>
1/
√
2(| ↑↓> +| ↓↑>),
| ↓↓>
(1.24)
and elegant and full description of the pairing can be expressed as a complex vector called the
d-vector, which is a function of a vector kˆ in a certain fixed reference frame.
The Cooper pair wave function may be expressed in terms of the d-vector and has the form
Ψ = i(d(k) · σ)σy = (dx(k)σx + dy(k)σy + dz(k)σz)iσy, (1.25)
which in matrix form is
Ψ =
 −dx(k) + idy(k) dz(k)
dz(k) dx(k) + idy(k)
 , (1.26)
where σx, σy and σz are the Pauli matrices.
The simplest example of a d-vector is that of the B-phase of superfluid Helium-3, where
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d(k) ∼ kˆ. (1.27)
Substituting this d-vector into Eq. 1.25, we obtain
ΨB =
 −kx + iky kz
kz kx + iky
 , (1.28)
which can be written as
ΨB = (−kx + iky)α+ kzβ + (kx + iky)γ, (1.29)
where α = | ↑↑>, β = | ↑↓> +| ↓↑>, γ = | ↓↓>, which is a linear superposition of equally
probable states ms = 1, ms = 0, ms = −1.
The axial, or planar phase, which is chiral, has kz = 0 and d(k) ∼ (kˆx, kˆy, 0) with
Ψplanar = (−kx + iky)α+ (kx + iky)γ. (1.30)
The polar phase, which is non-chrial, has kx = ky = 0, with d(k) ∼ (0, 0, kz) and
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Ψpolar = kzα. (1.31)
The upper critical field, specifically the angular dependence of Hc2, for various such phases will
be discussed in this thesis.
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CHAPTER 2: CANDIDATE P -WAVE SUPERCONDUCTORS
Experiments
Since the discovery of superconductivity in 1911, new exotic materials have been discovered that
have been shown to contain mobile electrons that behave as though their mass were 10−1000 times
the value of the electron mass in vacuum; these materials were aptly named ”heavy fermion” ma-
terials. In such materials, quantum phase transitions arise in highly correlated electron systems be-
cause of competing interactions that promote rivaling ground states such as superconductivity and
ferromagnetism [36]. Experimental and theoretical research in the area of unconventional p-wave
superconductivity has pointed to the strongest candidates for l = 1 parallel spin state supercon-
ductivity, the heavy fermion materials: UGe2, UCoGe, URhGe, and UPt3, the only superconductor
that has been definitively shown to have multiple superconducting phases. Other potential candi-
dates such of the new class of topological superconductors, non-centrosymmetric compounds such
as UIr and YPtBi, and the widely purported Sr2RuO4, although the upper critical field parallel to
the layers Hc2,‖ is Pauli limited and inconsistent with Knight shift measurements in that direction.
Some of these heavy fermion materials such as UCoGe and URhGe have been shown to possesses
ferromagnetism below a ferromagnetic transition temperature, TC , and superconductivity below
a superconducting transition temperature, Tc < TC , for which the ferromagnetism persists even
in the superconducting phase at ambient pressure. Other ferromagnetic materials UGe2, and UIr
have been shown to possess superconducting order within the ferromagnetic state under high pres-
sure. Ferromagnetism and superconductivity were not believed to exist simultaneously in the same
crystal. Yet, magnificent materials which possess both ferromagnetism and superconductivity si-
multaneously, and the same electrons that participate in the ferromagnetism also participate in the
superconductivity, were discovered, possessing many unique properties that render them a fruitful
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playground to investigate new and exotic physics of strongly correlated matter.
In ferromagnetic superconductors, one can measure the temperature T and orientation dependence
of the upper critical fieldHc2, at which the superconductivity is destroyed by the applied magnetic
field H in combination with the ferromagnetic spontaneous magnetization M0. However, in such
materials, it is more convenient to calculate the upper critical magnetic inductionBc2, which arises
from the complicated interplay of ferromagnetic and diamagnetic superconducting components in
the single functionB = µ0H +M , whereM (H) is the field-dependent magnetization. One can
probe the bulk properties of the superconductivity by measuring the T and differently oriented H
dependencies ofBc2 [13, 14, 15, 20, 21, 22, 26].
URhGe
The discovery of superconductivity at ambient pressure was discovered in the weak itinerant ferro-
magnet URhGe with a Curie temperature of TC = 9.5 K, superconducting transition temperature
of Tc = 0.26 K, and zero-temperature spontaneous ferromagnetic moment of M0 = 0.4µB, where
µB is the Bohr magneton, opened new opportunities for studying ferromagnetic superconductors.
The crystal structure of URhGe is of the TiNiSi-type and its orthorhmobic structure is depicted in
the Fig 2.1.
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Figure 2.1: Crystal structure of URhGe and its sister compound UCoGe [12]. Arrows indicate the
direction of the net spontaneous magntic moment.
Early upper critical field measurements on single crystal samples of URhGe with residual resis-
tance ratio RRR=21 by Hardy and Huxley strongly supported a completely broken symmetry p-
wave order parameter shown in Fig 1.2 [38], with ∆ = ∆0kz, for its low field regime (i.e. µ0H ≤ 2
T). Subsequent experiments showed strong evidence for the reemergence of superconductivity at
high fields. This anomalous high-field reentrant superconducting phase was measured in clean
samples RRR = 50 [9], where the superconductivity was found to disappear at a relatively low
field strength [38], but then reappears when the strength of the external field exceeds 8T [7] shown
in Fig. 2.2.
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Figure 2.2: Ha/Hb phase diagram of the upper critical field and the higher reentrant critical field
of URhGe. Superconductivity occurs below Hsc1 and between Hsc2 and Hsc3. [7]
Subsequent elastic neutron scattering measurements by Le´vy et al. [9] showed strong evidence for
a realignment of the of the magnetic at high fields. Fig. 2.3 shows strong evidence for a metam-
agnetic transition which occurs at µ0HR = 12 T, where the magnetic moments suddenly realign
themselves from the crystallographic c-axis direction to the b-axis direction. Resistance measure-
ments performed for various temperatures clearly point out the link between the metamagnetic
transition and the re-entrant superconductivity.
21
Figure 2.3: Superconductivity and metamagnetic transition for external magnetic field along the b-
axis direction of URhGe. (a) Magnetic moment direction established by elastic neutron scattering.
At the reorientation field µ0HR = 12 T, the magnetic moments align along the b-axis direction
(b) Resistance measurements performed under various temperatures. The reorientation field HR is
indicated by the peak in the resistance for T = 500 K. (c) Temperature versus field applied along
the b-axis direction for T = 40 mK. As seen in (b), two pockets of superconductivity are observed:
below µ0H = 2 T and between µ0H = 8− 13 T [9].
Angular dependent measurements of R(B) at various temperatures later showed evidence of
Shubnikov-de-Haas Oscillations (SdH) [27], which provided precise information about the Fermi
surface geometry and quasiparticle mass of URhGe under the application of an external magnetic
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field. The authors claimed that the re-entrant superconductivity was partly due to a decreasing
effective mass, m∗ upon application of an external magnetic field.
Magnetization measurements conducted by Aoki et al. were seemingly at odds with the conclu-
sions of [8], and revealed anomalous behavior for the b-axis direction at the reorientation field
µ0H = 12 T shown in Fig. 2.4. Note that at the reorientation field,HR, the slope of M(H) drasti-
cally increases in a 2 T interval, then returns to the slope before the magnetic moment reorientation;
∂M/∂H is also plotted versus H in Fig. 2.4 showing evidence of a peak centered at HR.
Figure 2.4: Magnetization curves for all three crystal axis directions in URhGe [12]. A sharp
change in slope is observed at the reorientation field, µ0HR = 12 T in the b-axis direction.
Field derivative of the magnetization along all three crystal axis directions is shown, with a sharp
Lorentzian peak observed at HR for the b-axis direction.
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Using the Maxwell relations [12], the authors were able to extract the linear T coefficient γ(H) of
the specific heat. Figure 2.5 depicts the specific heat curves along all three crystallographic axes,
and shows evidence of an anomalous peak in γ for the field along the b-axis direction.
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Figure 2.5: Linear T coefficient γ of the specific heat for the field along the a, b, and c axis
directions. An anomalous peak occurs in γb(H) at the reorientation field, HR = 12 T [12].
The robustness of the superconductivity in high fields is a signature of parallel-spin pairing, and
cannot be easily explained using conventional BCS s-wave pairing, although the exact reason for
the reemergence of superconductivity at high fields in URhGe has not yet been pinpointed, and is
one of the goals of this thesis. Although Knight shift measurements have not yet been performed
in either the high or low-field superconducting states of URhGe, it remains one of the primary
candidates for a p-wave superconductor.
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UCoGe
Yet another breakthrough in the field of p-wave superconductivity was attained when the heavy
fermion compound UCoGe was discovered and found to have anomalous superconducting prop-
erties, specifically as exhibited by its upper critical field. UCoGe has the same orthorhombic
crystal structure as URhGe with a TiNiSi-type crystal structure shown in Fig.2.1. It has a Curie
temperature of TC = 3 K, and a superconducting transition temperature of Tc = 0.7 K, with a
zero-temperature spontaneous magnetic moment of M0 = 0.05µB, which is much smaller than the
ordered moment in URhGe, where µB is the Bohr magneton. The onset of the ferromagnetism and
superconductivity is signaled by a kink in the resistivity, ρ(T ), and peaks in the specific heat C/T ,
as shown in Fig. 2.6.
Figure 2.6: Temperature dependence of the resistivity, ρ(T ), and specific heat, C/T in UCoGe
[12]. Onset of ferromagnetic and superconducting transitions are signaled by kinks in ρ(T ), and
peaks in C/T .
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Since the ferromagnetic transition TC is very close to the superconducting transition Tc, there is a
strong interplay between ferromagnetism and superconductivity. Upper critical field measurements
revealed strikingly high values for the extrapolated Hc2(0) from the data at ambient pressure and
the field along a hard magnetic axis (a or b). As shown in Fig. 2.7, Hbc2(0) ∼ 18 T, and Hac2(0) ∼
30 T, far exceeding the conventional Pauli limit, providing strong evidence for a parallel spin state.
Figure 2.7: (a) Temperature dependence of Hc2 of UCoGe. Upward curvature is evident in at
least two crystal axis directions, with a strong S-shaped Hc2 enhancement for µ0H‖bˆ > 5 T. For
µ0H < 5 T,Hac2 ∼ Hbc2, showing strong evidence for an axial p-wave state with uniaxial anisotropy
[10].
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Figure 2.8: (a) Temperature dependence of the upper critical field of UCoGe at various angles
measured from the a-axis direction. The upper critical field is strongly suppressed by crystal
misalignments of the crystal. The inset shows the full angle dependence of the upper critical field
at T = 90 mK. (b) Temperature dependence of the upper critical field at various angles measured
from the b-axis direction. There is a strong suppression in the S-shaped behavior of Hc2 for slight
misalignments of the crystal [10].
Angle dependent measurements were also conducted showing strong evidence for high sensitivity
to sample alignment as shown in Fig 2.8. These studies provide strong evidence that for UCoGe,
the order parameter symmetry seems to be closer to that of an axial state or chiral p-wave, of the
form ∆ = ∆0(kx + iky) or ∆ = ∆+(kx + iky) + ∆−(kx − iky), than a polar state as in the
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case of URhGe. Ambient pressure measurements of the bulk probe Bc2 and of local probes such
as muon depolarization experiments on orthorhombic UCoGe [1, 4] and URhGe [5, 6, 7, 9, 8]
showed that the superconductivity exists completely within the ferromagnetic T range and that the
same electrons are responsible for the superconductivity and the ferromagnetism [4, 12]. In some
non-ferromagnetic p-wave superconductors, such as the purported doped topological insulators, al-
thoughM0 = 0, there can still be complications due to competing surface and bulk properties. The
variety of possible p-wave states can still be characterized in those materials by bulk measurements
of Hc2(T ) for a variety of H orientations. Early measurements of Hc2 in UCoGe showed strong
curvature in all three crystallographic directions, with no anisotropy observed in the ab plane, sug-
gesting a pairing mechanism with axial symmetry with the pairing occurring in the ab-plane. More
recent measurements were conducted by Dai Aoki et al. at the CEA in Grenoble, with clean single
crystals of UCoGe and more accurately aligned samples. The spectacular S-shaped behavior of
Hc2 along the b-axis is qualitatively novel. In addition, H along a exhibits pronounced upward
curvature, and H along both of these directions violates the Pauli limit by roughly a factor of 20,
providing strong evidence for a parallel-spin triplet pair state.
The P/T phase diagram is pictured in the central panel of Fig. 2.9. The high P regime is the
first example of a ferromagnetic superconductor that has a superconducting phase combined with a
paramagnetic phase, rather than a ferromagnetic phase [94]. Very recent 59CoK(T ) measurements
in the two non-ferromagnetic field directions with H ⊥ cˆ were performed. These Knight shift
measurements are in agreement with the Hc2(T ) measurements in both of these directions, so
in this case, there is no disagreement between any of the experiments. UCoGe is not only a
ferromagnetic superconductor, the superconductivity is that of a parallel-spin state.
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Figure 2.9: P/T phase diagram for UCoGe showing evidence for the coexistence of ferromag-
netism and superconductivity at ambient pressure. Upon increasing the pressure, the ferromag-
netism is suppressed without quenching the superconductivity [94].
SdH oscillations were also observed in UCoGe. The results suggested a small nearly spherical
electron pocket with a heavy mass and low electron density, consistent with one of the Fermi
surfaces calculated by Samsel-Czekala et al. [95]. These oscillations were observed for field angles
in the bc-plane from 0◦ to 65◦, and were field-strength dependent. Polarized neutron diffraction
studies of UCoGe have been performed [38]. The authors applied B||cˆ with strengths of 3 T and
12 T, respectively, and deduced that for B||cˆ, a ferrimagnetic state is induced by the field, with
the moments on the U and Co sites in opposite directions but with different magnitudes. This is
extremely unusual.
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UPt3
To date, the strongest and most complete body of experimental evidence for triplet superconduc-
tivity has been compiled for the heavy fermion material UPt3, which has an hexagonal crystal
structure. In the case of UPt3, measurements of the ultrasound velocity showed multiple super-
conducting phases. This very interesting material exhibits at least three superconducting phases
shown in Fig 2.10, which have been designated the A, B, and C phases. ForH ‖ bˆ andH ‖ aˆ, ev-
idence for the three superconducting phases was seen experimentally with the ultrasound velocity
measurements of Adenwalla et al. [92]. Although it is sometimes claimed to be the quintessential
p-wave superconductor, there are still many unsolved mysteries associated with this compound.
One such mystery is the inconsistency of the Knight shift K(T) measurements performed by Tou
et al. [93] and the strongly Pauli limited Hc2 for H ‖ cˆ measured by Shivaram et al. [23] For
H ‖ aˆ, no Pauli limiting was observed by Shivaram et al. [23], which is consistent with the tem-
perature independent K(T ) measured by Tou et al. [93] for that field direction. In addition, no
long range ferromagnetic order has been observed for UPt3, in sharp contrast with the ferromag-
netic superconductors URhGe and UCoGe, which have upper critical fields which violate the Pauli
limit by a factor of 20 in at least one field direction. Future experiments might indicate that UPt3
might in fact be the quintessential d-wave superconductor that has eluded physicists for a long
time.
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Figure 2.10: Upper critical field of UPt3 depicting the three superconducting phases of this re-
markable material.
Sr2RuO4
It is often claimed that the layered superconducting material Sr2RuO4 is a triplet p-wave supercon-
ductor exhibiting a chiral p-wave order parameter symmetry with antiparallel spin pairs normal to
the layers described by a d-vector zˆ(kx ± iky). Although many people believe that Sr2RuO4 has
been definitively shown to exhibit such order parameter symmetry, many issues remain unresolved
for this material. Early Knight shift measurements K(T ) for Sr2RuO4 in the superconducting state
for H ⊥ cˆ were also independent of temperature T and consistent with a chiral p-wave order
parameter symmetry. Subsequent K(T ) measurements for H ‖ cˆ were independent of T and
inconsistent with this state. It thereafter assumed that as in 3He, the spins and thus the d-vector
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could rotate with the field, always remaining normal to H , and thus explaining the temperature
independence of K(T ) parallel to cˆ. Subsequent measurements of Hc2(T ) by Deguchi et al. [60]
showed Pauli limiting for H ‖ to the layers, which is in complete disagreement with antiparallel
p-wave pairing ‖ cˆ. Subsequent Hc2(T, θ) measurements were conducted by Kittika et al. [61]
showing the angle dependence for Hc2 in the ac-plane. If Sr2RuO4 had an order parameter of the
form ∆ = ∆0(kx ± iky), Hc2(T, 0◦) would be given by the Scharnberg-Klemm (SK) state, and
Hc2(T, 90
◦) would be given by the polar state. Fits to the data of Kittika et al. [61] using various
order parameter symmetries with an anisotropic g-tensor and Pauli-limiting will be presented in
this thesis.
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CHAPTER 3: LOW FIELD UPPER CRITICAL FIELD OF UCoGe
Background
After the discovery of unconventional superconductivity in the heavy fermion URhGe, especially
its anomalous reentrant behavior, much interest turned to the mechanism driving such high field
superconductivity. Then, superconductivity was discovered in UCoGe [1], and Hc2(T ) was mea-
sured along all three crystallographic directions[2]; the authors observed upward curvature along
all three crystallographic directions which could not be linked to dimensional crossover effects
[47]. Further investigations on UCoGe revealed the extreme sensitivity of Hc2(T ) to single crystal
purity and alignment. Subsequent measurements were performed on very clean single crystal sam-
ples of the material [10], revealing a highly anomalous S-shaped Hc2(T ) for the external magnetic
field applied along the b-axis direction and T < 0.65Tc, and upward curvature along the a and c
axis directions.
The first attempts to describe upward Hc2(T ) curvature in all crystal axis directions were based
either upon ferromagnetic fluctuations [23], or upon a crossover from one parallel-spin state to
another [24]. Meanwhile, a mean-field theory of the complementary effects of itinerant ferromag-
netism and parallel-spin superconductivity was developed [25, 26]. To date, the field dependence
of this mutual enhancement has not been investigated.
The model
To understand the origin of the upward curvature of Hc2(T ) for all three crystallographic direc-
tions of UCoGe, we study the case in which the p-wave pairing interaction strength is anisotropic,
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but finite in all crystal directions. Since Hc2 is essentially isotropic in the ab plane for samples
of UCoGe with medium purity [19], we studied the partially broken symmetry (PBS) state as a
function of the pairing interaction anisotropy. This can give a kink in Hc2(T ) in at least one field
direction [27]. We assume a generally anisotropic p-wave pairing interaction of the form
V (k,k′) = 3
∑
i
Vikˆ · xˆikˆ′ · xˆi|Si(xˆj) >< Si(xˆj)|, (3.1)
where we take V3 > V2 ≥ V1, and |Si(xˆj) > are the pair spin states. We assume a clean type II
weakly coupled superconductor and use the linearized Gor’kov gap equation
∆(R,k) = 2piT
∑
ωn
∫
dΩk′
4pi
N(0)V (kˆ, kˆ′)
∫ ∞
0
dξe−2ξ|ωn|e−iξk′vFk
′·M−1
1/2
·Π(R)∆(R,k′), (3.2)
where N(0) is the density of states per spin at the Fermi energy, ωn are the fermion Matsubara
frequencies, vF is the Fermi velocity, Π(R) = −i∇R + 2eA(R), A(R) is the magnetic vector
potential, and M−11/2 is the square root of the inverse effective mass tensor. We expand ∆(R,k) in
terms of the relevant spherical harmonics and the linear harmonic oscillator wavefunctions,
∆(R,k) =
∞∑
n=0
1∑
m=−1
|n(R) >< n(R)|∆1m) > Y1m(kˆ), (3.3)
and insert this expression in the linearized Gor’kov gap equation, project out the various order
parameter components, and perform the integrations, after which we obtain expressions for upper
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critical fields of the polar and two axial partially broken symmetry states (PBS) forH ‖ eˆ3
〈n|∆10〉α(p)n = 0 (3.4)
(〈n|∆1,1〉+ 〈n|∆1,−1〉)α±n = ∓bn−2〈n− 2|∆1,1〉 − bn〈n+ 2|∆1,−1〉, (3.5)
α(p)n = [N(0)V3]
−1 − a(p)n (3.6)
α(−)n = [N(0)V2]
−1 − a(a)n (3.7)
α(+)n = [N(0)V1]
−1 − a(a)n , (3.8)
a(p)p = 3piT
∑
ωn
∫ pi
0
sinθcos2θdθ
∫ ∞
0
dξe−2ξ|ωn|e−1/2ξ12Ln(ξ12 ), (3.9)
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a(a)a =
3
2
piT
∑
ωn
∫ pi
0
sinθsin2θdθ
∫ ∞
0
dξe−2ξ|ωn|e−
1
2
ξ12Ln(ξ12 ), (3.10)
bn =
3
2
piT
∑
ωn
∫ pi
0
sin3θdθ
∫ ∞
0
dξe−2ξ|ωn|e−
1
2
ξ12Fn(ξ12 ), (3.11)
where the superscripts (a) and (p) denote the axial and polar states respectively,
ξ12 = eHξ
2v2F sin
2θ(m/m12 ), (3.12)
m12 =
√
m1m2, m = (m1m2m3)1/3, Ln are the Laguerre polynomials,
Fn =
n∑
p=0
(−z)p+1√(n+ 1)(n+ 2)n!
p!(p+ 2)!(n− p)! , (3.13)
and N(0) is the single-spin density of states, and we set ~ = c = kB = 1.
For the field along the eˆ1 or eˆ2 directions, one rotates the axes by pi/2 about eˆ2 or eˆ1 respectively
and replaces m12 with m23 or m13, respectively.
Since the low-field Hc2(T ) data of Huy et al. [2] for UCoGe suggest that it has uniaxial symmetry,
with Hc2 ‖ aˆ ≈ Hc2 ‖ bˆ in the following we will restrict our consideration to the V1 = V2 case
[19]. In order to fit the Aoki et al. [11] data with the S-shaped Hc2,‖b(T ) curve, it is necessary to
use the full orthorhombic anisotropy in Eqs. (3.4, 3.5, 3.9-3.11), and to include the spontaneous
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and field-dependent magnetization. To do so for the two axial states, one may obtain a recursion
relation for either one of the amplitudes, 〈n|∆1,±1〉 by eliminating the other in Eq. (3.5), and
then solving the recursion relation in terms of a continued fraction. In Fig. 3.1, we plot hc2,‖c =
2eHc2(m/m12)v
2
F/(2piT
c
c )
2 versus t = T/Tc for the polar state and for a variety of PBS states
with 0.25 ≤ δ < 0, where δ = ln(T abc /T cc ). Note that these PBS states all have slight upward
curvature, but since T cc > T
ab
c , the polar state dominates for all T ≤ T cc . In Fig. 3.2, we plot
hc2 = 2eHc2(m/
√
m12m3)v
2
F/(2piT
c
c )
2 versus t = T/Tc for the CBS state and for various PBS
states with 0.25 ≤ δ < 0. In this case, the CBS state dominates near to Tc, but there is a crossover
to a PBS state for 0.179 ≤ δ < 0, resulting in a single kink in Hc2,⊥c.
0 0.5 1
t
0
0.5
1
1.5
2
h
c2
POLAR
PBS δ=−0.02
PBS δ=−0.06
PBS δ=−0.1
PBS δ=−0.15
PBS δ=−0.25
(a)
|| cH
0 0.5 1
t
0
0.5
1
1.5
2
h
c2
CBS
PBS δ=−0.02
PBS δ=−0.06
PBS δ=−0.1
PBS δ=−0.15
PBS δ=−0.25
(b)
H || a, H || b
Figure 1. (a) Plots of hc2,||c = 2eHc2(m/m12)v2F /(2piT
c
c )
2 versus t = T/T cc for the polar state
(solid black) and for a variety of PBS states with −0.25 ≤ δ = ln(T abc /T cc ) ≤ −0.02. (b) Plots
of hc2,⊥c = 2eHc2(m/
√
m12m3)v
2
F /(2piT
c
c )
2 versus t = T/T cc for the CBS state (solid black) and
for various PBS states with −0.25 ≤ δ ≤ −0.02.
Scharnberg-Klemm theory fit their data quantitatively [17], assuming the polar state with
completely broken symmetry (CBS)[2]. This remarkable fit for the low-field regime of the
superconducting state in URhGe did not require any inclusion of the ferromagnetism into the
theory, as the only apparent effect of the ferromagnetism was to give rise to a demagnetization
effect jump in Hc2 at the superconducting transition temperature Tc. In addition, Hc2(0)
exceeded the Pauli limit for all field directions measured, providing strong evidence of a parallel-
spin pair state.
Upon the discovery of magnetic-field induced reentrant superconductivity in URhGe [18],
much interest turned to the possible source of the high-field superconducting phase. Then,
superconductivity was discovered in UCoGe [12], and Hc2(T ) was measured for all three crystal
axis directions [19], and all of the curves exhibited upward curvature unrelated to dimensional-
crossover effects [20]. Subsequently, a highly anomalous S-shaped Hc2(T ) curve was observed
for T < 0.65Tc with H||bˆ [21]. Since M ||cˆ at low fields, this change in the M direction only
occurred in very pure, well-aligned samples. This behavior may also have something to do with
a reentrant phase, one that is close in field strength to the low-field phase [22]
The first attempts to describe upward Hc2(T ) curvature in all crystal axis directions were
based either upon ferromagnetic fluctuations [23], or upon a crossover from one parallel-spin
state to another [24]. Meanwhile, a mean-field theory of the complementary effects of itinerant
ferromagnetism and parallel-spin superconductivity was developed [25, 26]. To date, the field
dependence of this mutual enhancement has not been investigated. Here, we study the case in
which the p-wave pairing interaction strength is anisotropic, but finite in all crystal directions.
SinceHc2 is essentially isotropic in the ab plane for samples of UCoGe with medium purity [19],
we studied the partially broken symmetry (PBS) state as a function of the pairing interaction
anisotropy. This can give a kink in Hc2(T ) in at least one field direction [27].
2. Upper critical field anisotropy of the PBS state
We assume a p-wave pairing interaction as in Eq. (1) of Ref. [2], where we take V3 > V2 ≥ V1.
Then, for H||eˆ3, the polar and two axial PBS states are obtained from
⟨n|∆10⟩α(p)n = 0, (1)
(⟨n|∆11⟩ ± ⟨n|∆1,−1⟩)α±n = ∓bn−2⟨n− 2|∆11⟩ − bn⟨n+ 2|∆1,−1⟩, (2)
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Figure 3.1: Plots of hc2,‖,c = 2eHc2(m/m12)v2F/(2piT
c
c )
2 versus t = T/T cc for the polar state (solid
black) and for a variety of PBS states with −0.25 < δ = ln(Tabc /Tcc) < −0.02.
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Figure 1. (a) Plots of hc2,||c = 2eHc2(m/m12)v2F /(2piT
c
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2 versus t = T/T cc for the polar state
(solid black) and for a variety of PBS states with −0.25 ≤ δ = ln(T abc /T cc ) ≤ −0.02. (b) Plots
of hc2,⊥c = 2eHc2(m/
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2 versus t = T/T cc for the CBS state (solid black) and
for various PBS states with −0.25 ≤ δ ≤ −0.02.
Scharnberg-Klemm theory fit their data quantitatively [17], assuming the polar state with
completely broken symmetry (CBS)[2]. This remarkable fit for the low-field regime of the
superconducting state in URhGe did not require any inclusion of the ferromagnetism into the
theory, as the only apparent effect of the ferromagnetism was to give rise to a demagnetization
effect jump in Hc2 at the superconducting transition temperature Tc. In addition, Hc2(0)
exceeded the Pauli limit for all field directions measured, providing strong evidence of a parallel-
spin pair state.
Upon the discovery of magnetic-field induced reentrant superconductivity in URhGe [18],
much interest turned to the possible source of the high-field superconducting phase. Then,
superconductivity was discovered in UCoGe [12], and Hc2(T ) was measured for all three crystal
axis directions [19], and all of the curves exhibited upward curvature unrelated to dimensional-
crossover effects [20]. Subsequently, a highly anomalous S-shaped Hc2(T ) curve was observed
for T < 0.65Tc with H||bˆ [21]. Since M ||cˆ at low fields, this change in the M direction only
occurred in very pure, well-aligned samples. This behavior may also have something to do with
a reentrant phase, one that is close in field strength to the low-field phase [22]
The first attempts to describe upward Hc2(T ) curvature in all crystal axis directions were
based either upon ferromagnetic fluctuations [23], or upon a crossover from one parallel-spin
state to another [24]. Meanwhile, a mean-field theory of the complementary effects of itinerant
ferromagnetism and parallel-spin superconductivity was developed [25, 26]. To date, the field
dependence of this mutual enhancement has not been investigated. Here, we study the case in
which the p-wave pairing interaction strength is anisotropic, but finite in all crystal directions.
SinceHc2 is essentially isotropic in the ab plane for samples of UCoGe with medium purity [19],
we studied the partially broken symmetry (PBS) state as a function of the pairing interaction
anisotropy. This can give a kink in Hc2(T ) in at least one field direction [27].
2. Upper critical field anisotropy of the PBS state
We assume a p-wave pairing interaction as in Eq. (1) of Ref. [2], where we take V3 > V2 ≥ V1.
Then, for H||eˆ3, the polar and two axial PBS states are obtained from
⟨n|∆10⟩α(p)n = 0, (1)
(⟨n|∆11⟩ ± ⟨n|∆1,−1⟩)α±n = ∓bn−2⟨n− 2|∆11⟩ − bn⟨n+ 2|∆1,−1⟩, (2)
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Figure 3.2: Plots of hc2,⊥,c = 2eHc2(m/
√
m12m3)v
2
F/(2piT
c
c )
2 versus t = T/T cc for the CBS state
(solid black) and for various PBS states with −0.25 < δ < −0.02.
Fits to the low-field Hc2 data of Huy et al.
As a starting point, to see if there is any possibility of fitting the least anomalous region of the
Hc2(T ) curves obtained for UCoGe, we assume uniaxial anisotropy and fit the data of Huy et al.
[2]. In Fig. 3.3, the best fit to the H ‖ cˆ data is for the polar state, as shown. In Fig. 3.4, the
best fits to the H ‖ aˆ and H ‖ bˆ data are both for δ = 0.07, which show a distinct crossover from
the CBS to the PBS state. This δ value is also consistent with the pola state best fit to the Hc2,‖c
data in Fig. 3.3. We remark that when the spontaneous magnetization along the c-axis direction is
included, the fitting to t e data in Fig. 3.3 would be altered.
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Figure 2. Best fits to the data of Huy et al. for µ0Hc2(T ) in medium purity UCoGe [19]. (a)
H||cˆ. Open black diamonds: data. The red solid curve is for the polar state. (b) Data for H||bˆ
(red crosses) and H||aˆ (open black circles). The solid black and blue dashed curves are for the
CBS state and the PBS state with δ = −0.07, respectively. The slopes at Tc were adjusted to
fit the data.
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Figure 3.3: Best fits to the Huy et al. data for µ0Hc2(T ) in medium purity UCoGe for Hˆ ‖ cˆ.
Open black diamonds: data. The solid red curve is for the polar state.
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Figure 2. Best fits to the data of Huy et al. for µ0Hc2(T ) in medium purity UCoGe [19]. (a)
H||cˆ. Open black diamonds: data. The red solid curve is for the polar state. (b) Data for H||bˆ
(red crosses) and H||aˆ (open black circles). The solid black and blue dashed curves are for the
CBS state and the PBS state with δ = −0.07, respectively. The slopes at Tc were adjusted to
fit the data.
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Figure 3.4: Data for Hˆ ‖ bˆ (red crosses) and Hˆ ‖ aˆ (open black circles). The solid black and blue
dashed lines are for the CBS state and t polar state with δ = −0.07, resp ctively. The slopes at
Tc were adjusted to fit the data.
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We found that it is possible to fit the upward curvature of the Hc2(T ) data for H ‖ aˆ and H ‖
bˆ from medium-purity UCoGe using a crossover from the completely broken symmetry polar
state to a PBS state. However, in the model studied, it is not possible to fit the observed upward
curvature of Hc2(T ) for H ‖ cˆ as the polar state alone provides the best fit to the data. At the very
least, the spontaneous and field-dependent magnetization should be included in future fits, using
an anisotropic itinerant ferromagnetic superconductor model similar to that previously studied [25,
26].
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CHAPTER 4: ANGULAR DEPENDENT UPPER CRITICAL FIELD
CALCULATIONS OF THE POLAR/CBS STATE
Background
In this section we present the angular dependent upper critical field calculations for the case of an
anisotropic p-wave pairing interaction with equal-spin pairing along only one direction, the one-
dimensional (1D) analog of V3D(kˆ, kˆ′), or V1D(kˆ, kˆ′) = V0kˆzkˆ′z [14]. This state, ∆0kz, has come
to be known as the polar/CBS state, for a polar state of completely broken rotational symmetry,
analogous to the Ising interaction representing the dominant easy-axis component of the highly
anisotropic 3D Heisenberg spin-spin interaction. A sketch of the polar/CBS gap function is given
in Fig. 1.1. As for the ABM or SK superconducting states in a crystal, the 1D pairing is fixed to the
crystal lattice, but in this case, to one crystal axis direction only. The largest intrinsic anisotropy
due solely to the order parameter arises between the field applied parallel and perpendicular to this
single pairing direction. If the field is along the pairing or antinodal direction, as in the 3D case,
one obtains Hc2,p antinodal(T ) [13]. However, when the field is applied in the planar nodal direction
perpendicular to the pairing, then Hc2(T ) has a distinctly different form, Hc2,planar nodal(T ), similar
to but not identical to Hc2,s(T ) [14]. Summarizing the various cases evaluated prior to this work,
we have for all T with pairing on spherical FSs [13, 14, 72],
Hc2,p antinodal > Hc2,SK nodal > Hc2,ABM antinodal > Hc2,s > Hc2,planar nodal > Hc2,ABM nodal. (4.1)
The angular dependence of either Hc2(T ) or Bc2(T ) for the 1D polar/CBS state case is important
to aid experimentalists in determining its realization in materials such as URhGe. These new results
are the focus of this paper. Since URhGe, the existing material for which this polar/CBS state has
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been strongly supported by experiment [6], has an orthorhombic crystal structure [17, 18, 19, 12],
its FS can be approximated as a general ellipsoid. Although the critical field data of UCoGe are
more suggestive of an SK or ABM state at lowH values, its crystal structure is also orthorhombic
[12]. Hence, we have derived the prescription for including general ellipsoidal FS anisotropies into
microscopic calculations of Bc2(T ) for a general anisotropic pairing interaction V (kˆ, kˆ′), and with
the magnetic induction B in a general direction. The details of the derivation are presented in the
appendix. We use this procedure here to calculate the full angular dependence of Bc2(θ, φ, T ) for
the polar/CBS state of a ferromagnetic superconductor dominated by a single parallel-spin state,
and our results are presented.
Bc2(T ) measurements on a URhGe samples with a residual resistance ratio (RRR) = 21 were fit
to the Scharnberg-Klemm theory of the p-wave polar/CBS state along all three crystallographic
directions, with equal spin pairing along the a-axis direction and weak ferromagnetism along the
c-axis direction in the low-field regime, using the resistively measured slopes of Bc2 along the
a-, b-, and c-axis directions just below the ferromagnetic demagnetization jumps at Tc as the only
fitting parameters [6]. The measured Bc2,a(T ) fit the predicted Hc2,p antinodal(T ) behavior, but
Bc2,b(T ) and Bc2,c(T ) fit the qualitatively different Hc2,planar nodal(T ) curve [14], with a constant
ratio Bc2,b(T )/Bc2,c(T ) consistent with T -independent FS anisotropy. Bc2(0) in all three crystal
directions violated the Pauli limit BP ∼ 1.85Tc T/K for a singlet-spin s-wave superconductor
[6], indicating that URhGe is very unlikely to be an s- or d-wave superconductor. Consequently,
these data provided strong evidence that the superconducting order parameter is likely to have the
simplest parallel-spin p-wave orbital form dˆka consistent with ferromagnetism in the bc plane of
an orthorhombic crystal, where the pair-spin vector dˆ = (bˆ + icˆ)/
√
2, and the p-wave pairing
interaction fixed to the crystal a-axis direction for all M(H) ⊥ aˆ directions and the two possible
parallel-spin states indicated by bˆ = | ↑↑〉 and cˆ = | ↓↓〉 [16].
Subsequent measurements on a URhGe sample with RRR = 50 [7] observed an anomalous high
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H||bˆ reentrant superconducting phase [7], further supporting the idea of a p-wave parallel spin
state. But the low-field regime Bc2(θ, φ = 0◦) within the ab plane was consistent with ordinary FS
anisotropy, at least within the experimental resolution [7]. At first sight, these results appear to be
in contradiction with the earlier measurements of Bc2 in URhGe [6].
Note that these results are different than those obtained from hexagonal UPt3, which has antifer-
romagnetic domains with the magnetic ordering along the a-axis direction, and for H ⊥ cˆ, the
resulting Hc2,⊥c(T ) is consistent with that of the p-wave polar state [14, 23, 24]. For H||cˆ, the
Hc2,||c(T ) measurements of Shivaram et. al. [23] and the calculations of Choi and Sauls [24] fit
that of the polar state with Pauli pair breaking for the anti-parallel spin triplet state [22, 23, 24].
UPt3 has three superconducting phases, and appears to contain some amount of all three triplet
spin states [22, 24, 25].
The model
In light of these experimental results, we calculateBc2(θ, φ, T ) for a ferromagnetic superconductor
with TCurie > Tc and p-wave polar/CBS symmetry. Since all three low-field Bc2(T ) curves for the
RRR = 21 crystal of URhGe have different slopes at Tc, the simplest possible FS to consider is an
ellipsoidal one, with (k) =
∑3
i=1 k
2
i /(2mi), having three different single particle effective masses
m1, m2, andm3, appropriate for orthorhombic symmetry. We calculateBc2 within the ab-plane for
the RRR = 21 and 50 URhGe crystals, and predict that under some conditions, a non-monotonic
Bc2(θ, φ) curve with a double peak at 0◦ < θ∗ < 90◦ and 180◦−θ∗ at fixed φ could arise, providing
a definitive bulk test of the orbital symmetry of the order parameter. Our method is applicable to
superconductors of any order parameter symmetry.
For our Bc2 calculations, we assume the strong spin-orbit interaction splits the FS into two FSs,
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each with only one spin state ↑ or ↓, and neglect the ↓ FS, as if the material were nearly a half
metal. We further assume weak coupling for a clean homogeneous type-II parallel-spin ↑ p-wave
superconductor with effective Hamiltonian [13, 14],
H =
∑
k
a†k,↑[(k − eA)− µ↑(B)]ak,↑
+
1
2
∑
k,k′
a†k′,↑a
†
k,↑V↑↑(kˆ, kˆ
′)ak,↑ak′,↑, (4.2)
V↑↑(kˆ, kˆ′) = 3V↑↑,0kˆakˆ
′
adˆ · dˆ∗ = 3V↑↑,0kˆakˆ′a, (4.3)
where e is the electronic charge, dˆ is the vector representing the | ↑↑〉 pair spin states on the ↑
FS with chemical potential µ↑(B) = µ − gµBB/2 including the Zeeman interaction, where µB
is the Bohr magneton, g = 2 is assumed to be isotropic, and unit wave vectors are defined on the
ellipsoidal ↑ FS to be
kˆi ≡
√
2mi
α(θ, φ)
∂
∂ki
√
(k)
∣∣
(k)=µ↑(B)
, (4.4)
where
α(θ, φ) = [m1 sin
2 θ cos2 φ+m2 sin
2 θ sin2 φ+m3 cos
2 θ]1/2, (4.5)
mi = mi/m, m = (m1m2m3)1/3, and we set ~ = kB = 1. The ellipsoidal ↑ FS is assumed to
be the best approximation to that FS piece most relevant for the superconductivity that can lead to
analytic solutions of Bc2 [17, 18, 19]. The orbital symmetry of the equal-spin pairing interaction
is that of a p wave locked onto the aˆ ≡ eˆ3 axis of an orthorhombic crystal with M0||cˆ on an
ellipsoidal FS containing single-particle effective masses mi along the orthogonal eˆi directions,
respectively [16]. The presence of α(θ, φ) in Eq. (4.4) is necessary to insure that the transformed
unit wave vectors are normal to the transformed spherical ↑ FS, and that Tc does not depend upon
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the direction of B when B = 0. Here α(θ, φ) contains the same effective mass directional depen-
dencies as does the anisotropic Ginzburg-Landau (AGL) model [44, 33], although the mi in this
model differ in principle from the analogous AGL model values, and can also be different on the
two spin-orbit split FSs. Since in this paper we only treat the ↑ FS, we drop the spin subscripts to
simplify the notation.
The spins are quantized along B = B (sin θ cosφ, sin θ sinφ, cos θ) = ∇ × A = µ0H + M ,
includingM0 for the ferromagnetic superconductor [6], which we assume is non-vanishing at and
below Tc. We neglect additional spin-orbit coupling effects that may tie the spin quantization axes
to the wave vector directions, since we are only interested in parallel-spin pair states, for which the
effects of spin-orbit coupling on the Zeeman energy do not significantly affect Bc2.
We begin with the mean-field equations of motion for the finite T Green function matrix compo-
nents in the presence ofB [13], generalized to an ellipsoidal FS,
[
iωn −
3∑
j=1
1
2mj
(
∇j/i− eAj(r)
)2
+ µσ(B)
]
Gσσ′(r, r
′, ωn)
+
∑
ρ
∫
d3ξ∆σρ(r, ξ)F
†
ρσ′(ξ, r
′, ωn) = δσσ′δ3(r − r′), (4.6)
[
−iωn −
3∑
j=1
1
2mj
(
i∇j − eAj(r)
)2
+ µσ(B)
]
F †σσ′(r, r
′, ωn)
−
∑
ρ
∫
d3ξ∆∗σρ(r, ξ)Gρσ′(ξ, r
′, ωn) = 0. (4.7)
where
∆σσ′(r, r
′) = δσσ′Vσσ(r − r′)Fσσ(r, r′, 0+) (4.8)
is the mean-field order parameter in position and imaginary time (τ) space and the ωn are the
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fermion Matsubara frequencies, the Fourier series transform variables of τ . Here and in the ap-
pendix, we have kept the spin subscripts merely to keep track of the various Green function matrix
element factors for future reference, but we are presently only considering the | ↑↑〉 spin state.
To study the full angle dependence of Bc2(θ, φ), we implement the Maxwell equation-preserving
Klemm-Clem (KC) transformations [44, 33], which are exact in the AGL model, and were subse-
quently applied to a microscopic calculation of Bc2 in d-wave superconductors with m1 = m2 <
m3 [34]. Here we use them to calculate the effects of a general ellipsoidal FS on Bc2 for a p-
wave superconductor in the polar/CBS state, for which the order parameter anisotropy has a much
stronger effect upon Bc2(θ, φ) than in those d-wave cases [34]. The first KC transformation is
an anisotropic scale transformation that changes the ellipsoidal FS into a spherical FS [33, 44].
This also changes B to B′ = B′(sin θ′ cosφ′, sin θ′ sinφ′, cos θ′), where θ′ and φ′ are given in
the appendix. Then, one rotates Bˆ′ to the crystal z′ axis. Finally, one applies an isotropic scale
transformation involving α(θ, φ) [33, 44].
After imposing gauge invariance, making use of the Helfand-Werthamer procedure based upon
a Feynman theorem [85], and Fourier transformation of the KC-transformed real-space to KC-
transformed momentum-space variables, we obtain the single parallel-spin (↑↑) linearized gap
equation. The details of these calculations, including corrections of typos in the literature, are
given in the appendix [13, 85]. We thus obtain,
∆˜(R˜, ˆ˜k) = T
∑
ωn
N(0)
2
∫
dΩk˜′V˜ (
ˆ˜k,
ˆ˜′
k)
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|e−iξk˜′vF
ˆ˜′
k·Π˜(R˜)∆˜(R˜,
ˆ˜′
k), (4.9)
where ∆˜ is the transformed ∆↑↑ amplitude without the gauge phases, N(0) = mkF/(2pi2) is the
density of states per spin at the chemical potential µ↑(B˜3) for an effectively isotropic metal with a
geometric mean mass m, effective Fermi wave vector kF =
√
2mµ↑(B˜3), effective Fermi velocity
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vF = kF/m, and
Π˜(R˜) = −iα∇˜R˜ + 2eA˜(R˜), (4.10)
where α(θ, φ) is given by Eq.(4.5). We also define the anisotropy function
γ2(φ) =
m3
m1 cos2 φ+m2 sin
2 φ
, (4.11)
so that α =
√
m3
√
cos2 θ + γ−2(φ) sin2 θ. The KC transformations also modify the effective
pairing interaction to become
V˜ (ˆ˜k,
ˆ˜′
k) = 3V0(
ˆ˜k3 cos θ
′ − ˆ˜k2 sin θ′)( ˆ˜′k3 cos θ′ − ˆ˜′k2 sin θ′), (4.12)
where cos θ′ =
√
m3 cos θ/α. For an isotropic g tensor, B˜3 = B as the KC transformations do not
modify µ↑(B).
The transformations have two overall effects: First, B → Bα(θ, φ) due to the transformed eigen-
values obtained from the transformed harmonic oscillator operator Π˜(R˜), modifying the slope of
Bc2 at Tc due to effective mass anisotropy, even for an s-wave superconductor [44, 33, 34, 85, 35].
Second, the rotation changes V (kˆ, kˆ′) to V˜ (ˆ˜k,
ˆ˜′
k), given by Eq. (4.12). This differently alters
Bc2(θ, φ, T ) from that of its slope at Tc.
We then expand ∆(R˜, ˆ˜k) in terms of vortex harmonic oscillator states just below Bc2 [13, 14],
∆(R˜, ˆ˜k) = (ˆ˜k3 cos θ
′ − ˆ˜k2 sin θ′)
∞∑
n=0
an|n(R˜)〉, (4.13)
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and obtain a general recursion relation for the expansion coefficients an,
Γnan =
1
2
sin2 θ′(βnan+2 + βn−2an−2), (4.14)
Γn = − ln t+ cos2 θ′α(p)n + sin2 θ′α(a)n , (4.15)
α(p,a)n = piT
∑
ωn
∫ pi
0
dθk˜′ sin θk˜′
(
3 cos2 θk˜′ ,
3
2
sin2 θk˜′
)
×
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|e−ηk˜′/2Ln(ηk˜′), (4.16)
βn = piT
∑
ωn
∫ pi
0
dθk˜′
3
2
sin3θk˜′
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|
×e−ηk˜′/2(−ηk˜′)L(2)n (ηk˜′)[(n+ 1)(n+ 2)]−1/2, (4.17)
where
ηk˜′ = eBα(θ, φ)v
2
F ξ
2
k˜′ sin
2 θk˜′ , (4.18)
t = T/Tc, Tc = (2eCω0/pi) exp (−1/N(0)V0), ω0 is a characteristic pairing cutoff frequency,
C ≈ 0.5772 is Euler’s constant, and Ln(z) and L(2)n (z) are a Laguerre and an associated Laguerre
polynomial, respectively.
The recursion relation for the an differs from that obtained previously for the polar/CBS state for
B in the nodal planar direction [14] only by the general θ′ and by B → Bα(θ, φ). Solving it
iteratively, Bc2(θ, φ, t) is implicitly obtained from the continued-fraction equation,
Γ0 −
1
4
sin4θ′β20
Γ2 −
1
4
sin4θ′β22
Γ4···
= 0. (4.19)
Usually, 4 or 5 iterations yield sufficient accuracy to detect the unusual effects described in the
following.
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Theoretical results
In Fig. 4.1(a), the reduced (dimensionless) magnetic induction bc2 = 2eBc2v2F/(2piTc)
2 is plot-
ted versus t for a spherical FS [γ2(φ) = 1] and θ values increasing from 0◦ [at which bc2(t) =
bc2,p antinodal(t) [13, 14]] to 90◦ [at which bc2(t) = bc2,planar nodal(t) [14]] from top to bottom in
increments of 10◦ [14]. bc2(θ, t) decreases monotonically with increasing θ, but is less sensitive
to θ for θ ∼ 0◦ and especially for θ ∼ 90◦ than for ordinary FS anisotropy. As θ increases from 0◦
to 90◦, −dbc2(θ, t)/dt|t=1 decreases monotonically by an overall factor of 1/
√
3. Since this slope
variation is indistinguishable from that which could arise from FS anisotropy, the same curves are
rescaled by −dbc2/dt|t=1 in Fig. 4.1(b). Order parameter anisotropy effects are easiest to identify
for t 1. [14, 15].
Figure 4.1: Plots of the dimensionless bc2(θ, t) = 2eBc2v2F/(2piTc)
2 for the polar/CBS p-wave
state on a spherical Fermi surface with θ increasing from 0◦ [top, antinodal direction, with
bc2,p antinodal(t)] to 90◦ [bottom, planar nodal direction, with bc2,planar nodal(t)] in increments of 10◦.
See text. (b) The same curves in Fig. 4.1(a) normalized by −dbc2/dt|t=1.
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At fixed t, bc2(θ, φ, t) for a polar/CBS p-wave superconductor with an ellipsoidal FS only depends
upon α(θ, φ) and sin2 θ′, bc2(pi − θ, φ, t) = bc2(θ, φ, t), γ2(φ) defined by Eq. (3.11) contains the
entire φ dependence of bc2 [33, 44], and −dbc2(θ, φ, t)/dt
∣∣
t=1
∝ [3 sin2 θ/γ2(φ) + cos2 θ]−1/2
[14], suggesting γ2(φ) = 3 signals a crossover from order parameter to FS anisotropy as t→ 1−.
In Fig. 4.2, we plotted bc2(θ, t)/bc2(0, t) for a variety of fixed γ2(φ) values at t = 0, 12 . At lower
t and as γ2(φ) increases from 0.1 to 3, there is an increasing difference between bc2(θ, t) and the
effective anisotropic mass form,
beffc2 (θ) =
[
cos2 θ/b2c2(0
◦) + sin2 θ/b2c2(90
◦)
]−1/2 (4.20)
fitted at each t, which fits are indicated by the dashed curves. Anomalous peaks at 0◦ < θ∗ <
90◦ for γ2(φ) > 3 are indicated by the arrows. For γ2(φ) = 10, t = 1/2, bc2(θ) only has a
conventional maximum at θ = 90◦. The anomalous bc2(θ) is due to competing order parameter
and FS anisotropy effects.
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Figure 4.2: Calculated bc2(θ, t)/bc2(0, t) (solid) and fitted beffc2 (θ, t)/bc2(0, t), Eq. (5.28), (dashed)
curves at constant γ2(φ) values. The arrows indicate peak maxima at θ∗ points. (a) t = 0 (b)
t = 1/2. The inset is an enlargement of the 80◦ ≤ θ ≤ 90◦ region of the γ2(φ) = 5.9 curve, with
the indicated vertical scale points 1.2545 and 1.2549.
In Fig. 4.3, we plotted log10[γ2(φ)] versus θ∗, the anomalous peak angle in bc2(θ, t). Anomalous
peaks appear for λ(t) > γ2(φ) > 3, where λ(t) increases very rapidly with decreasing t for
t < 0.15, as shown in inset (a). Inset (b) details the anomalous peak in bc2(θ, 0) for γ2(φ) = 104.
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Figure 4.3: Logarithmic plot of γ2(φ) as a function of θ∗, the peak angle in bc2(θ, t), at the indicated
t values. Inset (a): Plot of the 0◦ < θ∗ < 90◦ region versus log10[γ2(φ)] and t. Inset (b): Plot of
bc2(θ, 0)/bc2(0, 0) versus θ near to θ∗ for γ2(φ) = 104. The vertical scale runs from 46.5 to 47.
Conventional peaks in beffc2 (θ) occur only at either θ = 0
◦ or θ = 90◦, but anomalous peaks only
occur for 0◦ < θ∗ < 90◦. However, since bc2(θ, φ, t) = bc2(180◦ − θ, φ, t), a second anomalous
peak at 180◦ − θ∗ is reflection-symmetric in shape about 90◦ to that of the first one. When θ∗ is
close to 90◦, the magnitude of each anomalous peak is very small, but accurate measurements of
this double peak could provide a definitive bulk test of the orbital symmetry of the order parameter.
URhGe
We extracted the FS effective masses from the RRR = 21 URhGe crystal data [6]. In Fig. 4.4(a)
we present the calculated bc2(θ, t)/bc2(0, 0) in the ab plane (with B ⊥ cˆ) for different t values as
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functions of θ. The dashed lines represent fits to the corresponding fitted curves using Eq. (4.20).
Order parameter anisotropy effects in bc2(θ) are significant for t 1, but not for t ∼ 1. Since the
FS anisotropy is weaker in the ab plane than in the ac plane, our results differ substantially in this
plane from those of Eq. (4.20). As noted above, in the bc plane (θ = pi/2), bc2(φ) ∝ γ(φ), since
their bc2,b(t) and bc2,c(t) data both fit the planar nodal polar/CBS state bc2,planar nodal(t) [6].
We also calculated bc2(θ, φ, t) for the RRR = 50 URhGe sample [7]. In Fig. 4.4(b), the calculated
bc2(θ, t)/bc2(0, 0) and correspondingly fitted curves are plotted in the ab plane as a function of θ
for various t, including t = 0.16, the lowest measurement value [7]. As in Fig. 4.2, the dashed
curves are corresponding fits to Eq. (4.20).
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Figure 4.4: Calculated bc2(θ, t)/bc2(0, 0) (solid) and fitted beffc2 (θ, t)/bc2(0, 0), Eq. (5.28), (dashed)
curves, for B ⊥ cˆ at various t values for the Fermi surface effective mass values obtained from
experiment. (a) URhGe sample with RRR = 21 [6]. (b) URhGe sample with RRR = 50 [7].
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Further complications of URhGe
The disappearing Shubnikov de Haas (SdH) oscillations with increasingB in URhGe were claimed
to be due to a topological Lifshitz FS transition and a vanishing vF (B) [8, 9], whereas the same
effect in UCoGe was claimed to be due to changes in the effective mass m(B) [11]. Anomalously
anisotropic magnetization M(H) measurements of the T derivative γ(H) of the specific heat in
URhGe were claimed to support the latter interpretation [12]. From the SdH measurements [8],
a strong H||bˆ was also claimed to increase the pairing interaction strength V0 and decrease the
effective vF (B) [8] of the heavy-electron ellipsoidal FS responsible for the pairing [17, 18, 19].
We note that it could also be interpreted in terms of changes in {mi(B)}, and that bc2 and hc2
differ greatly for these field strengths due to the large M0||cˆ [9]. More importantly, if the order
parameter in the reentrant phase maintains the polar/CBS form [16], dramatic further increases in
V0 and potentially in γ2(φ) would be expected as the metamagnetic transition is approached [8],
and the angle betweenB andH would decrease dramatically [9], yielding an anomalous peak in
bc2(θ, t) as shown in Fig. 4.2. Further experiments on URhGe to measure M(H) at Tc(H) are
necessary to compare with the calculated Bc2(θ, φ). Allowing V0 → V0(B) might help to fit the
reentrant phase. We have calculated γ(B) self-consistently for an ellipsoidal FS in the presence
of M0. These results make the analysis more complicated, but interesting. The results of this
calculation will be presented in the next chapter, along with modifications to the present fits to the
URhGe Bc2 data [45].
Is strontium ruthenate p-wave?
If Sr2RuO4 were either a chiral (or non-chiral, depending upon the direction of H) SK or a chiral
ABM px ± ipy parallel-spin state locked onto the layers as widely purported [49], for H parallel
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to the layers Hc2,||(T ) would be proportional to either the rather linear Hc2,p antinodal(T ) or the less
linear Hc2,ABM antinodal(T ) [72, 13], respectively. The former is shown as the top curve of Fig.
5.2(a), which differs very substantially from the experimental curves [60, 61, 27], and the latter
also deviates substantially [72], although not as much, from the Sr2RuO4 parallel Hc2(T ) data
that bend strongly downwards with decreasing T , precisely as expected for ordinary Pauli limiting
[33, 61, 65], and entirely consistent with scanning tunneling microscopy results [73]. This is in
striking contrast to Bc2(T ) measurements on URhGe and UCoGe, which violate the Pauli limit by
factors of 20 or more [7, 5, 12], presenting very strong evidence for parallel-spin states. Fits of
Hc2(θ, T ) to different candidate Sr2RuO4 order parameter forms and reanalyses of the Knight shift
measurements are sorely needed [49, 51]. Fits to the data of Kittika et al. will be presented in a
later chapter.
Future calculations on CeCu2Si2 using our technique
A variational approximation to our procedure was employed to fit the similarly extremely Pauli-
limited in-plane Hc2(90◦, φ, t 1) of CeCu2Si2, in which a dxy order parameter was surprisingly
claimed to best explain the weak (≈ 0.5%) azimuthal anisotropy observed [36]. However, that
very weak azimuthal anisotropy observed in this extremely Pauli-limited situation could also be
explained by a 0.5% anisotropy in the g-tensor. Further measurements and a more accurate calcu-
lation of Hc2(θ, φ, t) at intermediate θ values, where it is not dominated by Pauli-limiting effects,
could provide a more definitive test of the order parameter symmetry.
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UPt3 f -wave?
Detailed Hc2(θ, φ, t) for the proposed f -wave forms for the C phase of UPt3 could provide sup-
porting information for that scenario [25]. Including the intrinsic effective mass anisotropy from
an ellipsoidal FS of the appropriate symmetry could aid in the correct identification of the order
parameter symmetry in those and many other cases. In all three of these cases, inclusion of the KC-
transformed Zeeman terms with an antiparallel-spin triplet or singlet spin state would first need to
be made.
Discussion
From analytic expressions for parallel-spin, p-wave superconductors with completely broken sym-
metry, we calculated Bc2(θ, φ, t) with general ellipsoidal Fermi surface anisotropy. For fixed
m3/(m1 cos
2 φ + m2 sin
2 φ) > 3, the competing effects of order parameter and Fermi surface
anisotropy lead to an anomalous double peak in Bc2(θ) that can provide a definitive test of order
parameter symmetry in URhGe and related compounds. Our method is generalizable to any order
parameter symmetry, provided that the Zeeman terms are properly transformed for anti-parallel
spin pairing. It is straightforward to generalize these calculations to include pairing on two spin-
orbit or ferromagnetically split bands.
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CHAPTER 5: ANGULAR DEPENDENCE OF THE UPPER CRITICAL
FIELD OF THE SK/ABM P -WAVE STATE
Background
Although convincing experimental evidence suggests that URhGe exhibits a polar/CBS p-wave
state such as
∆(k) = ∆0kˆz, (5.1)
which was presented in the previous chapter, studies suggest that its sister compound UCoGe
exhibits an axial state such as the Anderson-Brinkman-Morel (ABM) state with
∆(k) = ∆0(kˆx ± ikˆy) (5.2)
or the chiral Scharnberg-Klemm (SK) p-wave state with
∆SK(kˆ) =
∑
σ=±
∆0,σ(kˆx + iσkˆy). (5.3)
Recently, much attention has been drawn to the compound Sr2RuO4 as being the quintessential
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p-wave superconductor exhibiting an axial chiral p-wave state, since Knight shift measurements
for H parallel and perpendicular to the layers showed no temperature T dependence below Tc,
strongly suggestive of parallel spin pairing. In strong contrast to the Knight shift measurements
performed on Sr2RuO4, Hc2(T ) measurements were strongly Pauli limited for H ‖ to the layers,
and scanning tunneling microscopy measurements showed strong evidence for a nodeless gap, al-
though with strontium ruthenate’s cylindrical barrel shaped Fermi surfaces this might be consistent
with a p-wave state.
The angular dependence of Hc2(T, θ, φ) for the polar/CBS p-wave state as it relates to URhGe
was presented in the previous chapter, and presented a rather novel way of identifying the po-
lar/CBS order parameter symmetry in experimental studies. To help resolve the highly contradic-
tory experiments on Sr2RuO4, we analytically calculate the angular dependence ofHc2(T, θ, φ) for
the Anderson-Brinkman-Morel (ABM) state and the chiral Scharnberg-Klemm (SK), which will
help experimentalists in finding key signatures of these order parameter symmetries in UCoGe,
Sr2RuO4 and other candidate materials using as presented in the previous chapter and Appendix
A.
The model
Since UCoGe is orthorhombic as in the case of URhGe, we calculate the upper critical field using
a general ellipsoidal Fermi surface. For tetragonal Sr2RuO4, which has three barrel shaped Fermi
surfaces, we consider only one in our calculations since we are primarily interested in Hc2(T, 90◦),
which is dominated only by one Fermi surface. A coupling interaction of the form
V (kˆ, kˆ′) = 3V0(kˆ1kˆ′1 + kˆ2kˆ
′
2), (5.4)
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which can be written as
V (kˆ, kˆ′) =
3
2
V0
∑
σ=±
(kˆ1 + iσkˆ2)(kˆ′1 − iσkˆ′2), (5.5)
and is expected to have aBc2(T, θ, φ) given by the chiral SK state. Although the purported state for
Sr2RuO4 is zˆ(kˆx + ikˆy), where zˆ corresponds to an antiparallel-spin state in the lattice representa-
tion, we will assume parallel spin pairing, a magnetic inductionB = B(sin θ cosφ, sin θ sinφ, cos θ)
and a general ellipsoidal Fermi surface with single particle effective massesm1, m2, andm3 to cal-
culate the full angular and temperature dependencies of the ABM and SK states.
As for the polar/CBS state presented earlier, we assume weak coupling for a clean homogeneous
type-II parallel-spin ↑ p-wave superconductor with effective Hamiltonian [13, 14],
H =
∑
k,σ
a†k,σ[(k − eA)− µσ(B)]ak,σ
+
1
2
∑
k,k′
a†k′,σa
†
k,σV (kˆ, kˆ
′)ak,σak′,σ, (5.6)
where the interaction has the form
V (kˆ, kˆ′) =
3
2
V0
∑
σ′=±
fσ′(kˆ)dˆσ′ · dˆ∗σ′f ∗σ′(kˆ′), (5.7)
where e is the electronic charge,
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dˆσ′ = xˆ+ iσ
′yˆ (5.8)
µ is the chemical potential, the unit wave vectors are defined on the ellipsoidal each FS are
kˆi ≡
√
2mi
α(θ, φ)
∂
∂ki
√
(k)
∣∣
(k)=µ↑(B)
, (5.9)
where
α(θ, φ) = [m1 sin
2 θ cos2 φ+m2 sin
2 θ sin2 φ+m3 cos
2 θ]1/2, (5.10)
mi = mi/m, m = (m1m2m3)1/3, and we set ~ = kB = 1.
Unlike URhGe, Sr2RuO4 lacks any long range ferromagnetic order, and thus its upper critical
induction, Bc2 = µ0Hc2, where Hc2 is the upper critical field.
Performing identical Klemm-Clem transformations as in the case of the polar/CBS state, mapping
the general ellipsoidal Fermi surface onto a spherical one, and rotating the resulting induction,B′
to a new zˆ′ axis direction, we obtain the linearized and transformed gap equation
∆˜(R˜, ˆ˜k) = T
∑
ωn
N(0)
2
∫
dΩk˜′V˜ (
ˆ˜k,
ˆ˜′
k)
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|e−iξk˜′vF
ˆ˜′
k·Π˜(R˜)∆˜(R˜,
ˆ˜′
k),(5.11)
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where ∆˜ is the transformed ∆ amplitude without the gauge phases, N(0) = mkF/(2pi2) is the
density of states per spin at the chemical potential µ↑(B˜3) for an effectively isotropic metal with a
geometric mean mass m, effective Fermi wave vector kF =
√
2mµ↑(B˜3), effective Fermi velocity
vF = kF/m, and
Π˜(R˜) = −iα∇˜R˜ + 2eA˜(R˜), (5.12)
where α(θ, φ) is given by Eq. (5.10). We also define the anisotropy function
γ2(φ) =
m3
m1 cos2 φ+m2 sin
2 φ
, (5.13)
so that α =
√
m3
√
cos2 θ + γ−2(φ) sin2 θ. The KC transformations also modify the effective
pairing interaction to become
V˜ (ˆ˜k,
ˆ˜′
k) =
3
2
V0
∑
σ′=±
f˜σ′(
ˆ˜
k)f˜ ∗σ′(
ˆ˜
k′) (5.14)
where
f˜σ(
ˆ˜
k) =
˜ˆ
k1 + iσ(
˜ˆ
k2 cos θ
′ + ˜ˆk3 sin θ′) (5.15)
and cos θ′ =
√
m3 cos θ/α, etc. From the form of
V˜ (ˆ˜k,
ˆ˜′
k) =
3
2
V0
∑
σ′=±
f˜σ′(
ˆ˜
k)f˜ ∗σ′(
ˆ˜
k′) (5.16)
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we obtain
∆(R˜, ˆ˜k) =
∑
σ=±
∆˜σ(R˜)f˜σ(
ˆ˜
k). (5.17)
Since the Cooper pairs orbit in Landau orbits perpendicular to the applied magnetic field H , the
natural basis to use is the set of eigenstates of the simple harmonic oscillator. We thus have
∆˜σ(R˜) =
∞∑
n=0
aσn|n(R˜) > . (5.18)
Performing the integrals over ˆ˜k′i in the linearized gap equation, we obtain the double recursion
relation
a±n = (
1
2
(1 + cos2 θ′)a(±)n +
1
2
sin2 θ′a(∓)n )α
(a)
n
+
1
2
sin2 θ′(a(±)n − a(∓)n )α(p)n
+(
1
4
sin2 θ′a(±)n+2 +
1
4
(1± cos θ′)2a(∓)n+2)βn
+(
1
4
sin2 θ′a(±)n−2 +
1
4
(1∓ cos θ′)2a(∓)n−2)βn−2, (5.19)
where
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α(p,a)n = piT
∑
ωn
∫ pi
0
dθk˜′ sin θk˜′
(
3 cos2 θk˜′ ,
3
2
sin2 θk˜′
)
×
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|e−ηk˜′/2Ln(ηk˜′), (5.20)
βn = piT
∑
ωn
∫ pi
0
dθk˜′
3
2
sin3θk˜′
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|
×e−ηk˜′/2(−ηk˜′)L(2)n (ηk˜′)[(n+ 1)(n+ 2)]−1/2, (5.21)
where
ηk˜′ = eBα(θ, φ)v
2
F ξ
2
k˜′ sin
2 θk˜′ , (5.22)
t = T/Tc, Tc = (2eCω0/pi) exp (−1/N(0)V0), ω0 is a characteristic pairing cutoff frequency,
C ≈ 0.5772 is Euler’s constant, and Ln(z) and L(2)n (z) are a Laguerre and an associated Laguerre
polynomial, respectively.
In the case of the chiral ABM state, the a(+)n and a
(−)
n amplitudes are decoupled, so the recursion
relation decouples and can be written as
a(±)n Dn = Γna
(±)
n+2 + Γn−2a
(±)
n−2, (5.23)
where
Dn = 1− 1
2
(1 + cos2 θ′)α(a)n −
1
2
sin2 θ′α(p)n , (5.24)
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and
Γn =
1
4
sin2 θ′βn. (5.25)
Upon solving the recursion relation, we obtain the continued fraction expression from which
Bc2(θ, φ, t) for the chiral ABM is obtained numerically,
D0 − Γ
2
0
D2 − Γ
2
2
D4−···
(5.26)
The reduced bc2(θ, t) for parallel-spin superconductors in the p-wave chiral ABM state with a
dominant spherical Fermi surface (γ2(φ) = 1) are shown in Fig. 5.1. In Fig 5.1(a), bc2(t) curves
are shown for various angles varying from θ = 0◦ (b ‖ cˆ) to θ = 90◦ (b ⊥ cˆ) in increments of 10◦.
The slope of bc2(θ, φ, t) just below t = 1 (T = Tc) is given by
bc2(θ, φ.t) ∝ [m3 cos2 θ + 2γ−2(φ) sin2 θ]−1/2. (5.27)
This form varies from the conventional anisotropic mass formula by the factor of 2, which arises
from the chiral ABM order parameter anisotropy. Since order parameter anisotropy is indistin-
guishable from effective mass anisotropy, we have plotted in Fig 5.1(b) bc2(θ, t) normalized by
the slope at t = 1 in order to distinguish which part of the anisotropy is due to order parameter
anisotropy. As expected, order parameter anisotropy is non existent at the transition temperature,
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and becomes more prominent at lower temperatures approaching T = 0 K. From these curves, we
see that for a spherical Fermi surface and a chiral ABM p-wave symmetry, bc2(θ, t) is a monotonic
function of θ, decreasing with increasing θ, as in the case for the polar/CBS state.
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Figure 5.1: (a) Reduced bc2 versus t = T/Tc for the chiral ABM state for various angles between
θ = 0◦(H ‖ cˆ, top) and θ = 90◦(H ⊥ cˆ, bottom) in 10◦ increments for a spherical Fermi surface
(γ2(φ) = 1).(b) Same curves normalized by the slope of each curve at t = 1 (T = Tc)
Things become more interesting when the effects of a general ellipsoidal Fermi surface are in-
cluded. Figure 5.2 shows bc2(θ) anisotropy normalized by bc2(0, t) for various γ2(φ), ranging
from 0.1 − 1.5, and reduced temperature t = 0, 1/2 values. As expected, the anisotropy is more
pronounced for t = 0, and γ2(φ) > 1 values. For γ2(φ) > 1/2, we note that the anisotropy is
monotonic and varies only slightly from the Ginzburg Landau anisotropic mass formula (dashed
curves)
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beffc2 (θ) =
[
cos2 θ/b2c2(0
◦) + sin2 θ/b2c2(90
◦)
]−1/2
. (5.28)
This is attributed to the fact that for γ2(φ) > 1/2, effective mass anisotropy dominates the bc2
anisotropy, so that there is no competition between effective mass anisotropy and order parameter
anisotropy. However, for γ2 < 1/2 we observe an anomalous peak at θ∗, and by reflection sym-
metry at θ = 180◦ − θ∗, that is distinctly different than the conventional bc2 maxima at 0◦ and
90◦.
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Figure 5.2: Reduced bc2 versus θ normalized by bc2(0, t) for the chiral ABM state at various γ2(φ)
values (solid) and temperatures t = T/Tc = 0 (a) and t = 1/2 (b). The dashed curves represent a fit
using the Ginzburg-Landau anisotropic effective mass formula, which deviates from the calculated
anisotropy due to order parameter effects. We observe an anomalous peak at θ∗ < 90◦ for γ2(φ) <
1/2 signaling a competition between order parameter anisotropy and effective mass anisotropy.
These anomalous peaks arise from a competition between order parameter anisotropy which tends
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to enhance bc2(θ, t) with increasing θ, and effective mass anisotropy which tends to suppress
bc2(θ, t) with increasing γ−2(φ). These anomalous peaks were also observed for the polar/CBS
state as demonstrated in chapter 4. However, this anomalous peak is unlikely to be observed in
UCoGe and Sr2RuO4 for which γ2(φ) >> 1, but it may be relevant for yet undiscovered materials
exhibiting the p-wave chiral ABM order parameter symmetry.
The much more interesting chiral p-wave state is the Scharnberg-Klemm state, for which the order
parameter may be written as in Eq 1.20. The SK state is chiral provided that the pairing amplitudes
for both axial modes are distinct ∆0,+ 6= ∆0,−. This implies that a(+)n 6= a(−)n in Eq. 5.19 for at
least one relevant n value. One can easily show from Eq. 5.19 by setting θ′ = 0◦ that the recursion
relation is greatly simplified for a(−)n = −a(+)n 6= 0 to become
[1− α(a)n ][1− α(a)n+2] = β2n, (5.29)
which is the expression for bc2(t) for the SK state with h in the nodal direction. Substituting
θ′ = 90◦ into Eq 5.19, we obtain for a(+)n 6= 0
α(p)n = 1, (5.30)
which is the expression for bc2(t) for h in the antinodal (polar state) direction. However, for h
applied in some general direction between θ = 0◦ and θ = 90◦, and for a(+)n 6= a(−)n , Eq. 5.19 is a
coupled double recursion relation in the six harmonic oscillator amplitudes a(±)n , a
(±)
n+2, and a
(±)
n−2.
First we cleverly redefine the variables,
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Ψ(±)n =
1
2
(a(+)n ± a(−)n ), (5.31)
D(+)n = 1− α(a)n , (5.32)
D(−)n = 1− α(a)n cos2 θ′ − α(p)n sin2 θ′, (5.33)
and construct
φ(±)n = cos θ
′D(+)n Ψ
(+)
n ±D(−)n Ψ(−)n . (5.34)
After letting n→ n + 2 in the expression for φ(−), we obtain two equations for Ψ(+)n and Ψ(+)n+2 in
terms of Ψ(−)n and Ψ
(−)
n+2. One then algebraically eliminates Ψ
(+)
n and Ψ
(+)
n+2 in favor of Ψ
(−)
n and
Ψ
(−)
n+2. One then lets n → n − 2 in the expression for Ψ(−)n+2 and equates the resulting expression
with the first expression for Ψ(−)n , resulting in the simple recursion relation
AnΨ
(−)
n+2 +BnΨ
(−)
n + Cn−2Ψ
(−)
n−2 = 0, (5.35)
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which results in a continued fraction expression for bc2,
B0 − A0C0
B2 − A2C2B4−···
= 0, (5.36)
where Bn = B
(+)
n −B(−)n ,
An = En−2βn[cos2 θ′D
(+)
n+2]−D(−)n+2], (5.37)
B(+)n = D
(−)
n [EnD
(+)
n−2 + En−2D
(+)
n+2], (5.38)
B(−)n = cos
2 θ′[β2nEn−2 + Enβ
2
n−2], (5.39)
Cn = βn−2En[βn−2 cos2 θ′D
(+)
n−2 −D(−)n−2], (5.40)
and
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En = D
(+)
n D
(+)
n+2 − β2n. (5.41)
We also eliminated Ψ(−)n and Ψ
(−)
n+2 in favor of Ψ
(+)
n and Ψ
(+)
n+2. However, the resulting continued
fraction expression used to obtain bc2 revealed a slightly lower value for the critical field; we chose
the first solution which resulted in the higher bc2(θ, φ, t) value for all temperatures and angles.
Figure 5.3(a) shows the reduced upper critical field bc2(t) for the the external magnetic field in the
nodal (H ‖ cˆ), and the antinodal (H ⊥ cˆ) directions of the chiral ABM state, chiral SK state,
polar/CBS state, and s-wave state without Pauli limiting for a spherical Fermi surface (γ2(φ) = 1).
The upper critical field forH ‖ to the antinodal direction is given by curve (1) in the figure, which
corresponds to bc2 for an isotropic BW state along all field directions, and is the highest bc2 of all
the p-wave states and directions. The upper critical field for the SK state withH ‖ nodal direction
is given by curve (2) and is the second highest bc2(t). Curve (3) is the upper critical field of the
chiral ABM state with the field in the antinodal direction, which was previously unpublished. For
an s-wave superconductor without Pauli limiting effects, one has an upper critical field given by
curve (4). For the CBS/polar state and ABM states with H ‖ to the nodal direction, one has an
upper critical field given by curve (5) and (6) respectively.
It is important to note that the second chiral component in ∆SK allows the superconductivity
to survive at higher fields than for ∆ABM Figure 5.3(b) shows the temperature t dependence of
bc2(θ, t) of the SK state for θ = 0◦ (H ‖ cˆ)(bottom) to θ = 90◦ (H ⊥ cˆ) in increments of 10◦.
Surprisingly, the bc2 curves for θ = 0◦, 10◦, 20◦, and 40◦ are remarkably close to each other. This
signals a chiral to non-chiral transition that occurs at θ∗ = 40◦. We interpret this as being the
signature of the vortices locking on to the nodal direction for θ ≤ 40◦, unlock from that direction
at θ = 40◦, and lock onto the non-chiral antinodal direction for θ > 40◦.
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Figure 5.3: (a) Upper critical field curves for the antinodal field direction of the SK state (1), the
nodal field direction of the SK state (2), the antinodal ABM state direction (3), the s-wave state
with no Pauli limiting (4), the nodal direction of the CBS state (5), and the nodal directions of
the ABM state, which has the lowest bc2(t). (b) Reduced bc2(t) curves for the chiral SK state
for various angles ranging from θ = 0◦ to θ = 90◦ in increments of 10◦ for a spherical Fermi
surface. Surprisingly, the curves for θ = 0◦, 10◦, 20◦, 30◦, and 40◦ are indistinguishable at this
scale, signaling a first order chiral to non-chiral transition that occurs at θ∗ = 40◦. Inset: Plots of
the kink transition angle θ∗ versus log10(γ2(φ)) from top to bottom for t = 3/4 (black), t = 1/2
(green), t = 1/4 (blue), and t = 0 (red).
In order to more readily observe this phenomenon, we have plotted the normalized angular depen-
dence in Fig 5.4 for various temperatures (t = 0, 1/4, 1/2, 3/4), and for various effective mass
anisotropy values (γ2(φ) = 0.1, 0.5, 1 and 2). We note that there is a kink in the angular depen-
dence at θ = θ∗ for fixed γ(φ) and t. In the inset of Fig 5.3(b) we have plotted this transition angle
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θ∗ as a function of log10(γ2(φ)). We note that as γ2(φ) gets larger, the transition angle gets closer
and closer to θ∗ = 90◦. If Sr2RuO4 were a chiral p-wave superconductor, since its γ2(φ) > 103,
the first order transition would occur for θ ≈ 90◦, which might be difficult to detect. It is especially
interesting to note that such a transition may have already been observed in Sr2RuO4 in very recent
Hc2(T ) measurements. Since the upper critical field is strongly Pauli limited with the field parallel
to the layers, more experiments are necessary to establish a chiral p-wave order parameter as the
OP symmetry in Sr2RuO4.
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Figure 5.4: Reduced upper critical induction bc2 versus θ normalized by bc2(0, t) for the chiral SK
state for γ2(φ) = 2 (blue, top), 1 (red), 0.5 (green), and 0.1 (black) at t = 0 (a), t = 1/4 (b),
t = 1/2 (c), and t = 3/4 (d). The arrows indicate the location of the kink signaling the onset of
the first order transition from a chiral (antinodal SK state, θ < θ∗) to a non-chiral SK state (nodal
polar, θ > θ∗).
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CHAPTER 6: SPECIFIC HEAT OF SUPERCONDUCTORS IN THE
NORMAL STATE ANDWITH TWO GENERAL ELLIPSOIDAL FERMI
SURFACES
Background
In addition to the mysterious reentrant superconductivity observed in clean samples of URhGe,
Shubnikov de Haas (SdH) measurements were also performed on even cleaner samples of URhGe
with an RRR=130, from which Yelland et al. observed a sudden disappearance of SdH oscillations
in the field-dependent resistance, R(B) for µ0H ≥ 15.5 T [8]. Those authors claimed the dis-
appearance of the SdH oscillations was due to a topological Lifshitz Fermi surface(FS) transition,
where the field-dependent cross-sectional area of the FS, A(B), suddenly vanishes, quenching the
SdH oscillations. They attributed this effect partially to a decrease in the effective cyclotron mass
m∗, but primarily to a decrease in the field-dependent Fermi velocity, vF (B) = ~kF/m∗ with a
smooth drop to zero at around 15 T in the wave vector kF (B). Yelland et al. also claimed that a
strongH||bˆ increases the pairing interaction strength V0 and decreases the effective vF (B) of the
heavy-electron ellipsoidal FS responsible for the pairing [8, 17, 18, 19]. Yelland et al. further at-
tributed the dramatic re-entrance into the superconducting state of URhGe at high magnetic fields
in the b-direction as a direct consequence of this. However, a similar effect in UCoGe was claimed
to be due to anomalies in the effective massm(B) [11]. Thermopower measurements at large fields
provided strong evidence for a change in the FS in UCoGe [40], but no such change at the reentrant
field in URhGe [12, 41]. As noted in the most recent review article on the subject, it is presently
unclear as to whether the FS changes dramatically with H , as in a vanishing of the average Fermi
wavevector kF , or whether the effective mass is strongly enhanced with H [42]. Anomalously
anisotropic magnetization M(H) measurements of the T derivative γ(H) of the specific heat in
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URhGe and of the coefficient A in the low-T resistivity ρ(T ) = ρ0 +AT 2 in UCoGe were claimed
to support the latter interpretation [11, 42], the latter using the Kadowaki-Woods relation [43]. But
all of these works assumed a spherical FS, which for orthorhombic UCoGe and URhGe is cer-
tainly not the case [12]. Thus, if the enhancement of the “effective mass” with H actually occurs,
one should try to determine which of the effective masses on which of the relevant FSs shows the
strong enhancement. In the following, we show that strong changes with applied field occurring
on only one of the three single particle effective masses on one of the ellipsoidal FSs in our double
ellipsoidal FS model can explain the specific heat data on URhGe.
To help resolve this controversy, low-T M (H) measurements were conducted on URhGe yielding
the slope γ(H) with T of the specific heat for H||aˆ, bˆ, cˆ from the Maxwell relation [11]. They
found that γ(H) remained relatively flat forH||aˆwith a slight hint of upward curvature, decreased
approximately linearly forH||cˆ with slight upward curvature, but increased withH||b for H <<
HR, the “reentrant field”, up to a sharp maximum at µ0H · bˆ ∼ µ0HR ∼ 12T, then decreased to a
value higher than that atH = 0.
To help resolve this issue, we analytically calculated γ(B) = ∂(S/V )/∂T for an electron gas with
two ferromagnetically split ellipsoidal Fermi surfaces, one for each spin projection, σ = {↑, ↓},
with three distinct single particle effective masses, {miσ}, describing each FS. We study this double
ellipsoidal FS model in the presence of an arbitrarily oriented magnetic induction,B = µ0H+M ,
and compare our results to the experimental curves of γ(B) for all three crystallographic directions
measured for URhGe.
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The model
We begin our calculation with the Hamiltonian of the system
H =
∑
σ=↑,↓
σ(k − eA)− µσ(B), (6.1)
where
µσ(B) = µ(0) + σI/2− gµBσ ·B/2, (6.2)
and
σ(k) =
3∑
i=1
k2i /[2miσ(B)], (6.3)
µB is the Bohr magneton, g ∼ 2, gµB/2 = γ is the gyromagnetic ratio for the electron, σ = {↑, ↓},
the µσ(B) are the chemical potentials at T = 0 in a magnetic induction,B, on each FS, µ(0) is the
non-magnetic chemical potential at T = 0 and B = 0, A is the magnetic vector potential, e is the
magnitude of the charge of an electron, I is the Stoner coupling energy,B =∇×A, the miσ(B)
are the induction dependent single particle effective masses on each FS, and we set ~ = 1.
Here, we have included the effect of two distinct ellipsoidal Fermi surfaces, which are split by the
ferromagnetism, one for each spin projection, by including three single particle effective masses
for each spin projection, miσ(B). Figure 6.1 depicts the two distinct FSs which are aligned along
the three crystal axis directions, with the externally applied magnetic field, H , applied in some
general direction, and the magnetic induction, B, which includes the spontaneous magnetization,
M0. Our model can naturally be extended to include any arbitrary number of FSs. We perform
the first of the Klemm-Clem (KC)-transformations [44, 33, 45] on the two distinct spin-split FSs,
xi = m
−1/2
iσ x
′
iσ, etc.,to map both ellipsoidal FSs onto spherical ones, where miσ =
miσ(B)
mσ(B)
and
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mσ(B) = [m1σ(B)m2σ(B)m3σ(B)]
1/3 is the geometric mean effective mass on the σ FS. Figure
6.2 qualitatively depicts the two spherical FSs after the scale transformations are performed. Note
that the transformations performed for each FS depend on the single particle effective masses miσ
relevant for the σ FS, and that each transformation changes the effective directions ofH andB to
H ′σ andB
′
σ for the σ FS, which are different on the σ =↑, ↓ FSs. In Fig. 6.2, the differently trans-
formed fields are indicated by the arrow subscripts. We then rotate these transformed fields to the
crystal z′ axis direction, and finally apply isotropic scale transformations involving the anisotropy
parameter ασ (θ, φ) and obtain expressions for the transformed angles cosθ′σ =
√
m3σ
cosθ
ασ(θ,φ)
, etc.,
where
ασ (θ, φ) = [m1σsin
2θcos2φ+m2σsin
2θsin2φ+m3σcos
2θ]1/2. (6.4)
Figure 6.1: Plot of two distinct Fermi surfaces aligned along the crystal axes corresponding to up
electron spin states. The applied magnetic field H and the magnetic induction B are indicated by
the arrows.
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Figure 6.2: Plot of the ellipsoidal Fermi surfaces aligned along the crystal axes corresponding to
the up and down electron spin states after transforming them into spherical ones. The transformed
applied magnetic fieldsH ′↑ andH
′
↓ and the transformed magnetic inductionsB
′
↑ andB
′
↓ are in
general different on each Fermi surface.
We also obtain σ(kσ,‖, n + 1/2) =
k2
σ,‖
2mσ,‖
+ ωσ,⊥(n + 1/2), ωσ,⊥ = eBmσ,⊥(B) , mσ,⊥(B) =
mσ(B)
ασ(θ,φ)
,
and mσ,‖ = mσα2σ(θ, φ) for the effective masses parallel and perpendicular to the transformed
magnetic inductions on each of the two transformed FSs. Although obtaining the effective mass
parallel to the field with the KC-transformations is non-trivial, we have shown that our results are
consistent for any choice of A in all three crystallographic planes. More details are presented in
Appendix B.
We begin with the expression for the total particle density for both spin-split Fermi surfaces in
the presence of B, Σσnσ(B), which we assume to be independent of B, in analogy with the
Sommerfeld low temperature T expansion with B = 0. We obtain an asymptotic series expression
involving the products Πσ(B) = mσ(B)µσ(B) of the induction dependent chemical potential of
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each FS, µσ(B), and the induction dependent geometric mean effective mass of each FS, mσ(B),
∑
σ
Π3/2σ (0) =
∑
σ
Π3/2σ (B)
×
(
1 +
∞∑
n=0
an
(
eBασ (θ, φ)
Πσ (B)
)2n+2)
, (6.5)
where
an = 3(−1)n+1(2− 2−2n)ζ(2n+ 2)(4n− 1)!!
(4pi)2n+2
. (6.6)
We then calculate the linear-T coefficient of the induction dependent specific heat, γ(B). We
define the entropy of the system in the usual way
S = −kB
∑
kσ
[nFσln(nFσ) + (1− nFσ) ln (1− nFσ)], (6.7)
where
nFσ =
1
eβ[σ(k−eA)−µσ (B)] + 1
, (6.8)
kB is the Boltzmann constant, and β = 1kBT . The details of this calculation are presented in
Appendix B. Making use of the thermodynamic relation CV = −β ∂(S/V )∂β , we obtain the B = 0
linear T coefficient of the specific heat to be
γ (0) =
k2B
3
√
2
∑
σ
mσ (0) Π
1/2
σ (0) , (6.9)
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which agrees with textbook formulas for γ(0).
For finiteB, the linear T -coefficient of the specific heat can be expanded in an asymptotic series
γ (B) =
k2B
3
√
2
∑
σ
mσ (B) Π
1/2
σ (B)
×
(
1 +
∞∑
n=0
λn
(
eBασ (θ, φ)
Πσ (B)
)2n+2)
, (6.10)
where λn = 13 (4n+ 1) an.
Specific heat of URhGe
To fit the specific heat data of Aoki et al. [12], we first used a least-squares fit for the least anoma-
lous a and b-axis directions of H to obtain the explicit field dependence of γ. Since SdH os-
cillations were found to vanish for URhGe with increasing H||bˆ, we assume that either the FS
warps upon application of a strong magnetic field H , or that the increased H moves the plane of
electronic orbits away from an optimal cross-sectional area A of the FS, for which ∂A
∂kσ,‖
= 0, thus
quenching the SdH oscillations. In this latter scenario, we assume that this change in the observed
portion of the FS with applied field will introduce a field dependence to the single particle effec-
tive mass parallel to the b-axis direction on the dominant FS. We assume that the single particle
effective mass parallel to the b-axis direction on the dominant ↓ FS will have a Lorentzian field
dependence of the form
mb,↓(B) =
∑
α=±1
mb,↓(0) (H20 + (∆H)
2)
(H + αH0)2 + (∆H)2
+mb,↓,∞, (6.11)
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where the fitting parameter µ0H is the magnetic field strength at the onset of the metamagnetic
transition signaled by the peak in the ∂M
∂H
data and the γH‖b data, which occurs for µ0H0 = 12T,
µ0∆H is proportional to the half maximum width of the peak, mb,↓(0) is the effective mass along
the b-axis direction on the ↓ FS in zero field, andmb,↓,∞ is the effective mass along the b-axis direc-
tion on the ↓ FS at high fields above the metamagnetic transition. All other single particle effective
masses on both FSs are assumed to be independent of field, and all other field dependencies arise
from the field dependent chemical potential of the dominant FS, µ↓ = (µ↓(0) + δµ↓(µ0H)), where
µ↓(0) and δµ↓ are fitting parameters.
We substitute Eq. (6.11) into Eq. (6.10) with µ↓ = (µ↓(0) + δµ↓µ0H) and include only the
dominant ↓ FS, and expand to leading order, obtaining
γb(H) =
k2B
2~3
√
3
λ× 103 [µ↓(0) + δµ↓µ0H]1/2 (6.12)
×
(∑
α=±1
m3↓(0) (H
2
0 + (∆H)
2)
(H + αH0)2 + (∆H)2
)1/2
+ γb,∞
where λ = 3.4×10−5 m3/mol is the conversion factor from m3 to moles, which we have calculated
based on 4 Uranium atoms per unit cell [12], and the dimensions of a unit cell given in [46], the
factor of 103 is to convert from J to mJ, m↓(0) ∼ 180me is the geometric mean mass for the ↓ FS
in zero field, µ0H = 12.0 T, µ0∆H = 0.97 T, γb,∞ = 150 mJ/(molK2), µ↓(0) = 20 ∼ meV, and
δµ↓ = 3.1 ∼ meV/T. We note that the positive value for δµ↓ we obtain supports our hypothesis
that the ↓ FS is the dominant FS contributing to γb(H). We note that Eq. (6.10) had ~ = 1, but to fit
the experimental data, we have reintroduced ~ into Eq. (6.12). Figure 6.3 shows the theoretical fits
along all three crystallographic directions. Details of this calculation are presented in Appendix B.
It is important to note that the reentrant superconductivity in URhGe may arise from the increasing
80
effective mass along the b-axis direction, which seems to be the most plausible scenario in light of
the specific heat data in the context of our current model. Field dependent enhancements of mb↓ in
the context of upper critical field enhancements will be investigated in future work.
Figure 6.3: Experimental data for the linear T coefficient of the specific heat along all three distinct
crystal axes of URhGe, γ, provided by D. Aoki [16], and theoretical fits to the data for externally
applied magnetic eldsH along the a (green), b (blue), and c (red) crystallographic directions. Solid
color curves are fits of our model to the data.
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CHAPTER 7: HELICAL STATES AND POSSIBLE P -WAVE
SUPERCONDUCTIVITY IN Sr2RuO4
Background
The possible spin-triplet p-wave states for Sr2RuO4 are limited by the tetragonal crystal structure
with two-dimensional square lattice point group symmetry C4v to the six spin-orbit coupled states
with the d-vectors kˆxxˆ± kˆyyˆ, kˆyxˆ± kˆxyˆ and (kˆx ± ikˆy)zˆ [78, 79]. It is important to note that the
d-vectors are written in terms of the unit wave vectors kˆx, kˆy, and kˆz as opposed to the wavevectors
kx, ky, kz, which possess magnitude. The first four d-vectors are non-chiral, and are known as
the helical states. The last two are chiral, as discussed in the introduction. The two chiral states
d = (kˆx ± ikˆy)zˆ with d ‖ cˆ are believed to be stabilized near H = 0 [49, 51], while with
H ∼ Hc2,ab, only the four helical states with d-vectors lying in the basal plane could be consistent
with the in-planeHc2,ab measurements [61] by including the effects of Pauli limiting [66]. Contrary
to the the assumption of very weak spin-orbit coupling, allowing the d-vector to rotate to a direc-
tion perpendicular to H , that was argued to explain the Knight shift observations for both H||cˆ
andH ⊥ cˆ, sufficiently strong spin-orbit coupling should be assumed to allow for Zeeman energy
splitting in spin-triplet pairing states [77]. In this case ~S · ~L 6= 0, so that the energies for states
with different total angular momentum J values are different, and thus the indistinguishability in
the four helical states is lifted [50], since each state responds differently toH , as illustrated in Fig.
7.1, two of them manifesting themselves by showing intrinsic four-fold in-plane anisotropies of
Hc2,ab(φ) — a novel scenario other than earlier postulations of a multi-component order parame-
ter [69] or the possible misalignment of two domains in the sample [61]. Only the J = 2, Jz = ±2
states are degenerate, while all others are not [79]. It is also possible to construct a generalized
ABM state (Scharnberg-Klemm state) using two such degenerate helical states. Here we present
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the calculation of the full angular and T dependencies of Hc2(θ, φ, T ) for the four helical states to
try to set further restrictions on the possible pairing symmetries in Sr2RuO4.
(a) (b)
(c) (d)
Figure 7.1: Illustration of the d-vectors for the helical states. In terms of Hc2,ab(φ), helical states
shown in (a) and (d) are isotropic, while those in (b) and (c) exhibit four fold in-plane anisotropies
due to the Pauli paramagnetic effect and strong spin-orbit coupling.
Model
The Fermi surface of Sr2RuO4 consists of three sheets: a quasi-two-dimensional γ band, and a
pair of quasi-one-dimensional (α, β) bands [80]. Although still under debate [81, 82, 83], the
cylindrical γ band is widely considered to be the primary source of p-wave pairing [51, 84].
The small c-axis dispersion in this nearly cylindrical γ Fermi surface can be incorporated by
treating it as an elongated uniaxial ellipsoid, characterized by the effective mass anisotropy of
the quasi-particles mc  ma = mb = mab. The primary pair-breaking effects established in
superconductivity fall into two categories: 1. the orbital effect arising from the competition be-
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tween the coherence of two quasi-particles in a Cooper pair and their individual orbital motions
in a magnetic field, i.e., the Landau levels governed by the effective vector potential A [85]; 2.
the paramagnetic effect due to the Zeeman energy gained from the interactions between their
spins and the field [63]. Highly anisotropic Zeeman interactions are expected in the layered
compound Sr2RuO4, described here by an effective diagonal g-tensor g = diag(ga, gb, gc) with
gc 6= ga = gb = gab as in −µBS · g ·m1/2 ·B, where µB is the Bohr magneton, S is the electron
spin, m1/2 = diag(m1/2a ,m
1/2
b ,m
1/2
c ) is the diagonal tensor of the square roots of the relative ef-
fective masses mµ = mµ/m (µ = a, b, c) with geometric mean effective mass m = (mambmc)1/3,
and the magnetic induction B = µ0H + M = ∇ ×A, where M is the magnetization propor-
tional to H for the non-ferromagnetic superconductor Sr2RuO4 [59]. If the d-vector is along the
c axis, neither the chiral Anderson-Brinkman-Morel (ABM) state ∆0(kˆx + ikˆy)zˆ [87, 88] nor the
Scharnberg-Klemm (SK) state [∆0+(kˆx + kˆy) + ∆0−(kˆx − ikˆy)]zˆ [86, 72], nor generalizations of
them obtained by setting kˆx → sin(kxa) and kˆy → sin(kya) [74], could fit the in-plane Hc2,ab mea-
surements; for comparison, even the conventional s-wave state without Pauli limiting has Hc2(T )
well above the experimental data of Kittaka et al. for H||aˆ (Fig. 7.2). Instead, the helical states
have a chance for Pauli limiting to play the crucial role in suppressing Hc2,ab(T ), as long as H
cannot cause the d-vectors to rotate.
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Kittaka’s data:
ABM state
SK state anti-nodal
(polar state)
s-wave
(no Pauli limit)
Figure 7.2: Fits to the chiral, ABM, SK and s-wave(without Pauli limiting) states to the in-pane
Hc2,a(T ) measurements of Sr2RuO4. The in-plane Hc2,ab(T ) is strongly suppressed at low temper-
atures from that predicted from the orbital pairbreaking in these states. Note that in the anti-nodal
direction, Hc2,ab(T ) of the chiral SK state has a first-order transition to that of the non-chiral polar
state d = ∆0kxxˆ.
Hence we model Sr2RuO4 as a clean homogeneous weak-coupling type-II superconductor. Since
close to Hc2, ∆(R) =
∑∞
n=0 an |n(R)〉 for the vortex lattice in the mixed state, is constructed
from the harmonic oscillator states |n〉, and is vanishingly small, the Gor’kov equations for p-
wave superconductors with a single ellipsoidal Fermi surface can be linearized and transformed to
yield [86, 89, 45]
∆(R) = 2piTN(0)V0
∑
ωn
∫
dΩk′
4pi
∫ ∞
0
dξ exp
[−2|ωn|ξ]
× exp
[
−i sgnωnξvF (kˆ′) ·
(
α∇R/i+ 2eA
)]
∆(R)
×
(∣∣d(kˆ′)∣∣2 + [cos(αgeffµBBξ)− 1]∣∣dz(kˆ′)∣∣2), (7.1)
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where N(0) is the density of states per spin at the Fermi level, V0 is the pairing amplitude, ωn are
the fermion Matsubara frequencies, vF = kF/m is the effective Fermi velocity, α = (mab sin2 θ+
mc cos
2 θ)1/2 characterizes the geometric anisotropy of the Fermi surface, geff =
[
g2c cos
2 θ′ +
g2ab sin
2 θ′
]1/2 is the effective g-factor experienced by the spins with cos θ′ = √mc cos θ/α, e is
the electronic charge and the convention ~ = c = kB = 1 is adopted. We note that the Klemm-
Clem (KC) transformations have been performed so that the zˆ′ direction in (7.1) is always along
B′ [44, 33, 45].
All of the helical states in Fig. 7.1 are degenerate in terms of the KC transformed
∣∣d(kˆ′)∣∣2 =
(kˆ′x cos θ
′+kˆ′z sin θ
′)2+kˆ′2y . However, the z-components
∣∣dz(kˆ′)∣∣2 = |Bˆ′ ·d(kˆ′)|2, which contribute
to the Zeeman energy, are distinct for each of the four helical states. For the helical state d =
kˆxxˆ− kˆyyˆ in Fig. 7.1(b), the KC transformed
∣∣dz(kˆ′)∣∣2 = (gab/geff)2 sin2 θ′[(kˆ′x cos θ′ + kˆ′z sin θ′) cos 2φ− kˆ′y sin 2φ]2, (7.2)
is anisotropic in the basal plane[44, 33], where φ′ = φ for ma = mb, and for consistency we set
kˆ′y → kˆ′x and kˆ′x → −kˆ′y.
∣∣dz(kˆ′)∣∣2 in state (c) is obtained from that of helical state (b) in (7.2)
by letting φ→ φ− pi/4, while ∣∣dz(kˆ′)∣∣2 for the helical states (a) and (d) are respectively obtained
by setting φ = 0 and φ = pi/4 in (7.2). These latter two helical states are therefore isotropic in
the basal plane. Accordingly, the helical state (b) with d = kˆxxˆ − kˆyyˆ can be used to present the
formulation.
We introduce the dimensionless quantities t = T/Tc(0), bc2 = Bc2/B0 and for the g-tensor (via
its elements) g¯ = g/g0, where Tc(0) = (2eCωc/pi)e−1/N(0)V0 is the superconducting transition
temperature in zero field, C = 0.577 is the Euler constant, ωc is the energy cutoff from the BCS
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theory, B0 = [2piTc(0)]2/2ev2F and g0 = 2piTc(0)/µBB0. Equation (7.1) can be expanded as [86]
[− ln t+ α(p)n + α(a)n ]an + β(+)n−2an−2 + β(−)n an+2 = 0. (7.3)
The upper critical field bc2 is embedded in the coefficients
α(p)n =
∫ ∞
0
ψ
sinh2 ψ
cosh3 ψ
∫ ∞
0
ρ
t
√
2/αbc2
sinh
(
t
√
2/αbc2ρ coshψ
)
×
[
e−
1
2
ρ2L(0)n (ρ
2)F (p) − sin2 θ′
]
, (7.4)
α(a)n =
∫ ∞
0
ψ
1
2 cosh3 ψ
∫ ∞
0
ρ
t
√
2/αbc2
sinh
(
t
√
2/αbc2ρ coshψ
)
×
[
e−
1
2
ρ2L(0)n (ρ
2)F (a) − (1 + cos2 θ′)
]
, (7.5)
β(±)n =
∫ ∞
0
ψ
1
4 cosh3 ψ
∫ ∞
0
ρ
t
√
2/αbc2
sinh
(
t
√
2/αbc2ρ coshψ
)
×e− 12ρ2 −ρ
2√
(n+ 2)(n+ 1)
L(2)n (ρ
2)
×
[
− sin2 θ′ +G(cos2 θ′ cos2 2φ− sin2 2φ)± iG cos θ′ sin 4φ
]
, (7.6)
where the L(m)n are the associated Laguerre polynomials, and
F (p) = sin2 θ′ +G sin2 θ′ cos2 2φ, (7.7)
F (a) = 1 + cos2 θ′ +G(cos2 θ′ cos2 2φ+ sin2 2φ) (7.8)
with G =
[
cos
(
g¯eff
√
αbc2/2
)− 1](g¯ab/g¯eff)2 sin2 θ′. The solution to (7.3) constitutes the determi-
nant of the (infinite order) tridiagonal matrix constructed from the coefficients of an (n = 0, 2, . . . ),
which can be solved numerically for arbitrary t. To calculate Bc2 = µ0Hc2 for non-magnetic su-
perconductors, usually the first 3 or 4 orders produce sufficiently accurate results to show all of the
essential features.
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Results
Figure 7.3 shows our fits to the angular dependent Hc2,a(θ, T ) measurements of Kittaka et al.
on a sample of Sr2RuO4 (Tc(0) = 1.503 K) [61] using helical state (b) with d = kˆxxˆ − kˆyyˆ.
The appropriateness of an elongated uniaxial ellipsoidal Fermi surface for the γ band is verified
by the huge effective mass anisotropy mc/mab = 1067 estimated from the slopes of Hc2,a(T ) at
Tc(0) in the [100] and [001] crystal directions where Pauli limiting effects are negligible. Down
to low t, a suitable choice of the effective g-factor will further suppress the Hc2 curves, especially
for those with θ < 5◦ (c.f. figure 7.2). Although the Hc2,a(T, θ > 5◦) data appear to follow
the anisotropic effective mass model [61, 72, 45], one should nevertheless take into considera-
tion the intrinsic anisotropy of Hc2(θ) raising from the point nodal structures of the helical states
([Hc2,ab/Hc2,c]T→Tc(0) =
√
2 for an isotropic Fermi surface) [72]. For an overall best fit, the effec-
tive g-tensor was evaluated to have the diagonal elements g¯c = 0.2 and g¯ab = 1.9. Obviously, the
small-valued g¯c doesn’t contribute to Hc2,c since d ⊥ cˆ for the helical states, but it plays a role in
determining Hc2(θ) for (0◦ < θ < 90◦).
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Figure 7.3: Fits to the angular dependant Hc2,a(θ, T ) measurements of SrRuO4 using helical state
(b) with d = kˆxxˆ− kˆyyˆ with gab = 1.9, gc = 0.2.
We remark that all the helical states listed in Fig. 7.1 could equally well fit the data shown in Fig
7.3, as the differences in their Hc2 values only appear in their in-plane (φ) anisotropies. As seen
from (7.1), in the absence of Pauli limiting, Hc2,ab(φ) for the helical states are isotropic in the basal
plane. However, with the fitting parameter g¯ab = 1.9, the Hc2,ab(φ) at 0.13 K for the helical states
(b) and (c) in Fig. 7.1 exhibit four-fold in-plane azimuthal anisotropies with a relative amplitude as
large as 30% (Fig. 7.4(a)) and a phase shift of pi/4 between them, while those for states (a) and (d)
remain isotropic in the ab plane. The observed in-plane anisotropy of Hc2,ab(φ) is at most 3% and
disappears either above 0.8 K or with a field misalignment of less than 1◦ [61, 67]. The calculated
anisotropy for helical state (b) with d = kˆxxˆ − kˆyyˆ state persists for T > Tc/2 and for field
misalignments greater than 2◦ (Fig. 7.4(b)). Thus, this parallel-spin p-wave state can explain the
strong Pauli limiting forB ⊥ cˆ, but the details are not in precise agreement with the experimental
observations [61, 67].
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(a) (b)
1.9
2.5
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0.16
Figure 7.4: In-plane Hc2,ab(φ) anisotropy of helical state (b) with d = kˆxxˆ − kˆyyˆ. (a) Hc2,ab(φ)
with an effective g-factor g¯ab = 1.9 at 0.13 K . The amplitude of the predicted anisotropy (solid)
is an order of magnitude larger than that (dotted curve) observed in Sr2RuO4 by Mao et al.[67].
(b) Effects of geff to the relative magnitudes of the in-plane anisotropy at various temperatures and
field misalignments. Anisotropies comparable to the experiments only occur with small gab values.
The symbols at the bottom represent the data of Kittaka et al.[61].
Discussion
A multi-component order parameter proposed to interpret the in-plane Hc2,ab(φ) anisotropy in ref-
erence [67] turns out to have a similar problem of a large magnitude of the in-plane anisotropy [69].
There could also be two slightly misaligned crystals in the same sample [61], and the smaller region
of the hysteretic magnetization data below 0.8 K in the more recent data of Yonezawa et al. than
in the older Mao et al. and Deguchi et al. data are consistent with this scenario [60, 61, 62, 67].
Others think that this first-order transition below 0.8 K is more intrinsically due to a Fulde-Farrell-
Larkin-Ovchinnikov state, entered below 0.55Tc (close to 0.8 K in Sr2RuO4) [90]. Based on the
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present calculations, if the Pauli pair-breaking effect is demanded as the source for the suppression
on Hc2,ab, helical state (b) with d = kˆxxˆ − kˆyyˆ has the same four-fold anisotropy with the same
phase as in the experiments. Helical state (c) with d = kˆyxˆ+ kˆxyˆ has the four-fold anisotropy dif-
fering in phase by pi/4. However, both of these azimuthal anisotropies are much stronger than that
observed in experiment. However, the other helical (a) and (d) p-wave states with d = kˆxxˆ+ kˆyyˆ
and kˆyxˆ−kˆxyˆ are predicted to have no azimuthal anisotropies at all. Including ab-planar anisotropy
on the γ Fermi surface could lead to a small azimuthal anisotropy of Hc2(90◦, φ, T ), but normally
Fermi surface anisotropy is largest near to Tc. Thus, a single purported triplet-spin order parameter
for Sr2RuO4 is still elusive. We note, however, that there are many examples in which the Knight
shift observations have been misleading and/or are also in apparent conflict with the upper critical
field results [76, 91], strongly suggesting that a new theory of the Knight shift might lead to a
possible resolution of the symmetry of the order parameter in Sr2RuO4 [75, 76].
In summary, we studied the four helical p-wave states potentially realized in Sr2RuO4 at Hc2 by
fitting the angular dependent Hc2,a(θ, φ, T ) measurements, taking the Pauli paramagnetic effects
into account by imposing strong spin-orbit coupling effects as the origin of the Hc2,ab suppression.
In the ranges of the fitting parameters, one of the four helical states was predicted to have in-
plane Hc2(90◦, φ, T ) four-fold azimuthal anisotropy with the same phase as observed, but both
that azimuthal anisotropy and that from the (c) helical state with the anisotropy shifted by pi/4 in
phase, had amplitudes that were predicted to be much stronger than that observed in Sr2RuO4. The
Hc2(90
◦, φ, T ) behaviors of the two other helical p-wave states were predicted to be completely
independent of φ, as long as in-plane Fermi surface anisotropy could be safely ignored. Other
attempts to fit an order parameter such as ∆0[sin(kxa) + i sin(kya)] with the low-T specific heat
CV ∼ T 2 dependence failed to confront the very strong Pauli limiting ofHc2(90◦, φ, T ) [74]. Thus,
the thermodynamic zero-field specific heat measurements appear to be in direct conflict with the
field-dependent thermodynamic specific heat and magnetization measurements of the upper critical
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field [60, 61, 67, 62]. Further calculations to try to fit the excellent scanning tunneling microscopy
results of Suderow et al. with a p-wave order parameter are also needed [73]. A point node in a
helical p-wave order parameter might smear the sharp density of states walls they observed, but an
accurate calculation is needed to quantify this possible disagreement.
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CHAPTER 8: CONCLUSION
This thesis presented the many aspects of the candidate ferromagnetic p-wave superconductors
URhGe and UCoGe. These heavy fermion materials have long been purported to be quintessential
parallel spin superconductors, because of their anomalous Hc2 curves. However, more detailed ex-
perimental studies are necessary to establish the order parameter symmetry in these materials. To
this end, this thesis presented quantum field theoretical calculations of the full angular and temper-
ature dependencies of the upper critical inductionBc2(θ, φ, T ) for the polar/CBS state in the case of
URhGe, and the chiral ABM and SK states in the case of UCoGe and possible Sr2RuO4. These the-
oretical studies predicts anomalous Bc2(θ) anisotropy for fixed effective mass anisotropy (γ2(φ))
for both the polar/CBS state and the chiral ABM and SK states. This thesis also presented a double
ellipsoidal Fermi surface model for ferromagnetic superconductors such as URhGe, which was
used to understand this material’s anomalous specific heat measurements. This model proposed a
field dependent effective mass, which could help understand the reentrant superconducting phase
in URhGe and possibly UCoGe. This thesis also discussed the helical p-wave states and presented
fits to the upper critical field data of Sr2RuO4 with an anisotropic g-tensor.
Distinguishing effective mass anisotropy from order parameter anisotropy from Hc2 curves has
been the greatest challenge in identifying the symmetry of the order parameter in UCoGe and
URhGe. The help the experimentalists in pinpointing the symmetry of the order parameter (i.e.
polar/CBS, chiral SK, etc.), and to help discover new materials with these p-wave symmetries,
we have made predictions about the anisotropy of Hc2(θ) at various temperatures and effective
masses present in γ2(φ). For the polar/CBS p-wave state, we predicted an anomalous peak at
θ∗ < 90◦ and 180◦ − θ∗ in Bc2(θ), which occurs for γ2(φ) > 3. This anomalous peak was
attributed to a competition between order parameter anisotropy and effective mass anisotropy. The
anisotropy of Bc2 for the chiral ABM state exhibited a similar anomalous peak, however it is
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observed only for γ2(φ) < 2. The anisotropy of Bc2 for the chiral SK state was found to be much
more interesting. We observed a kink in Bc2(θ) at θ = θ∗, which signaled the onset of a first
order phase transition from a chiral SK state (θ < θ∗) to a non-chiral polar state θ > θ∗. These
anomalous signatures found in the anisotropy of Bc2 may help experimentalists in identifying the
order parameter symmetry in UCoGe and URhGe, and possibly discover new materials with these
p-wave symmetries.
Understanding the mechanism that drives the reentrant superconducting phase in URhGe and the
anomalous S-shaped Hc2(T ) curve for H ‖ bˆ in UCoGe has been a driving force in the active
research of these exotic materials. To this end, we have developed a double ellipsoidal Fermi
surface model for ferromagnetic superconductors in the normal state, and subsequently used the
model to understand the anomalous specific heat measurements of on URhGe conducted by Aoki
et al. We assumed that the effective mass along one of the crystallographic directions on one of
the Fermi surfaces is field dependent, whose form was fit to a Lorentzian function from the ∂M
∂H
data of Aoki et al. Using this field Lorentzian field dependent mass and our expression for the field
dependent linear T coefficient of the specific heat γ, we fit the γ(B) for all three crystallographic
directions. This model of a field dependent mass could help to understand the reentrant phase
and upward curvature in Hc2(T ) for URhGe and UCoGe respectively in future upper critical field
calculations.
Although Sr2RuO4 has long been purported to have a chiral ABM p-wave order parameter of
the form ∆(k) = ∆0,±(kx ± iky), or the more general chiral SK state order parameter which
is a linear combination of the ± chiralities of the ABM state ∆(k) = ∑σ ∆0,σ(kx + iσky), we
have shown that the upper critical fields of these states do not fit the Hc2 data of Kittika et al.
We have also shown that the Hc2 data of Kittika can not be explained by a conventional s-wave
order parameter without Pauli limiting. To complicate things, the upper critical field is strongly
Pauli limited parallel to the layers, which is inconsistent with the Knight shift measurements. We
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have proposed helical p-wave order parameters, which have a chance of explaining the strongly
Pauli limited upper critical fields, to fit the data of Kittika. We have included the effect of highly
anisotropic Zeeman interactions, which is expected for a layered superconductor such as Sr2RuO4,
by incorporating a g-tensor. We have used this model to fit the data of Kittika et al., which might
help to settle the controversy revolving around Sr2RuO4.
In conclusion, we propose more experiments on UCoGe, URhGe, and especially on Sr2RuO4, in-
cluding angular dependent measurements of the upper critical field, in order to concretely establish
the symmetry of the order parameter in these magnificent materials. We also encourage experimen-
talists working with potential p-wave superconductors to check for anomalous double peaks in the
anisotropy of Bc2, as well as kinks which could be a signal of a first order phase transition from a
chiral SK state to a non-chiral polar/CBS state. These novel features may prove to be very useful
in identifying these exotic states of matter. We also encourage theorists working to understand the
reentrant field in URhGe and the anomalous S-shapedHc2,‖bˆ to include the effects of a field depen-
dent mass as presented in chapter 6. This might help to explain the upward curvature in Hc2(T )
for UCoGe along all three crystallographic direction, including the S-shaped curve, as well as the
reentrant superconducting phase of URhGe.
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APPENDIX A: DERIVATION OF GREEN FUNCTIONS FOR ANGULAR
DEPENDENT CALCULATIONS OF Hc2 WITH A GENERAL
ELLIPSOIDAL FERMI SURFACE
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Here we present the details of the KC transformations on the Green functions and the resulting
derivation of the microscopic gap equation [44], and correct some typos in the literature [13].
Here we assume the charge of an electron is −e. The combined anisotropic scale transformation,
rotation, and isotropic scale transformation may be written as
xµ =
1
α
√
mµ
∑
ν
λνµx˜ν , (A.1)
∂
∂xµ
= α
√
mµ
∑
ν
λνµ
∂
∂x˜ν
, (A.2)
Bµ =
α√
mµ
∑
ν
λνµB˜ν
=
α√
mµ
λ3µB˜3, (A.3)
Aµ =
√
mµ
∑
ν
λνµA˜ν , (A.4)
where
λ =

sinφ′ − cosφ′ 0
cos θ′ cosφ′ cos θ′ sinφ′ − sin θ′
sin θ′ cosφ′ sin θ′ sinφ′ cos θ′
 (A.5)
and
∑
µ
λνµλν′µ = δνν′ . (A.6)
Note that λ13 = 0, mµ = mµ/m, m = (m1m2m3)1/3, and α = α(θ, φ) is given by Eq. (4.5) of the
text [33, 44]. The transformed angles obtained after the anisotropic scale transformation are given
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by
cos θ′ =
√
m3
α
cos θ, (A.7)
sin θ′ =
α(φ)
α
sin θ, (A.8)
cosφ′ =
√
m1 cosφ
α(φ)
, (A.9)
sinφ′ =
√
m2 sinφ
α(φ)
, (A.10)
α(φ) = α(pi/2, φ) = [m1 cos
2 φ+m2 sin
2 φ]1/2
=
m3
γ2(φ)
(A.11)
We begin with Eqs. (4.6)-(4.7) of the text. To transform the quadratic operators on the left-hand
sides, we expand the gradient and vector potential components with Eqs. (A.2) and (A.4), and
make use of the rotation identity, Eq. (A.6). With regard to the delta function in Eq. (4.6), it is
easily seen that
δ3(r) =
∫
d3k
(2pi)3
eik·r (A.12)
→ α3
∫
d3k˜
(2pi)3
eik˜·r˜ (A.13)
= α3δ3(r˜). (A.14)
We note that d3k→ α3(m1m2m3)1/2d3k˜ = α3d3k˜, as the transformed volume element is invariant
under all rotations. Note that to transform k · r in the exponent, expand the components of r and
k according to Eqs. (A.1) and (A.2), and again make use of the rotation identity, Eq. (A.6). Note
that the scalar product of two vectors is invariant under all rotations.
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We then may write the transformed Eqs. (4.6) and (4.7) of the text as
[
iωn − 1
2m˜
(
∇˜/i− e˜A˜(r˜)
)2
+ µσ(B˜3)
]
G˜σσ′(r˜, r˜
′, ωn)
+
∑
ρ
∫
d3ξ˜∆˜σρ(r˜, ξ˜)F˜
†
ρσ′(ξ˜, r˜
′, ωn) = α3δσσ′δ3(r˜ − r˜′), (A.15)[
−iωn − 1
2m˜
(
i∇˜− e˜A˜(r˜)
)2
+ µσ(B˜3)
]
F˜ †σσ′(r˜, r˜
′, ωn)
−
∑
ρ
∫
d3ξ˜∆˜∗σρ(r˜, ξ˜)G˜ρσ′(ξ˜, r˜
′, ωn) = 0, (A.16)
where
e˜ = e/α, (A.17)
and
m˜ = m/α2 (A.18)
are the renormalized electronic charge magnitude and mass due to the transformations, and G˜,
F˜ † and ∆˜ are complicated functions of the transformed variables, since the interaction is best
determined in momentum space, as in Eq. (4.3).
Now in order to make the transformed functions gauge invariant, we require the equations of
motion in the variables r˜ and r˜′ to be respectively invariant under
A˜(r˜) = A˜0(r˜) + ∇˜Φ(r˜), (A.19)
A˜(r˜′) = A˜0(r˜′) + ∇˜′Φ(r˜′), (A.20)
99
where A˜0 can be taken to vanish. We then may write
G˜σσ′(r˜, r˜
′, ωn) = G˜σσ′(r˜, r˜′, ωn)eie˜[Φ(r˜)−Φ(r˜
′)], (A.21)
F˜ †σσ′(r˜, r˜
′, ωn) = F˜
†
σσ′(r˜, r˜
′, ωn)e−ie˜[Φ(r˜)+Φ(r˜
′)], (A.22)
G˜σσ′(r˜, r˜
′,−ωn) = G˜σσ′(r˜, r˜′,−ωn)eie˜[Φ(r˜′)−Φ(r˜)], (A.23)
F˜σσ′(r˜, r˜
′, ωn) = F˜ σσ′(r˜, r˜′, ωn)eie˜[Φ(r˜)+Φ(r˜
′)], (A.24)
as was done long ago for isotropic superconductors [37].
We then examine the bare Green functions in the absence of any pairing. We have
[
±iωn − 1
2m˜
(
∇˜/i∓ e˜A˜(r˜)
)2
+ µσ(B˜3)
]
G˜0σσ′(r˜, r˜
′,±ωn) = δσσ′α3δ(r˜ − r˜′). (A.25)
These forms are easily shown to satisfy
G˜0σσ′(r˜, r˜
′,±ωn) = G˜
0
σσ′(r˜, r˜
′,±ωn)e∓ie˜φ(r˜,r˜′), (A.26)
where
φ(r˜, r˜′) =
∫ r˜′
r˜
A˜(s˜) · ds˜ = Φ(r˜′)− Φ(r˜), (A.27)
precisely as for a spherical Fermi surface, except that e → e˜ and m → m˜. We note that
G˜
0
σσ′(r˜, r˜
′,±ωn) satisfies
[
±iωn + ∇˜
2
2m˜
+ µσ(B˜3)
]
G˜
0
σσ′(r˜, r˜
′,±ωn) = δσσ′α3δ3(r˜ − r˜′), (A.28)
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which can be taken to be a function of r˜ − r˜′, and can therefore be Fourier transformed. Writing
δ3(r˜ − r˜′) =
∫
d3k˜
(2pi)3
eik˜·(r˜−r˜
′), (A.29)
G˜
0
σσ′(r˜ − r˜′,±ωn) = α3
∫
d3k˜
(2pi)3
G˜
0
σσ′(k˜,±ωn)eik˜·(r˜−r˜
′), (A.30)
and using Eq. (A.28), we easily obtain
G˜
0
σσ′(k˜,±ωn) =
δσσ′
±iωn − k˜2/(2m˜) + µσ(B˜3)
. (A.31)
To obtain G˜
0
σσ′(r˜, r˜
′,±ωn) in real space, one can easily perform the same contour integral as was
done long ago for isotropic superconductors on a spherical FS [37], obtaining
G˜
0
σσ′(r˜ − r˜′,±ωn) = α3
∫
d3k˜
(2pi)3
eik˜·(r˜−r˜
′) δσσ′
±iωn − k˜22m˜ + µσ(B˜3)
(A.32)
= − δσσ′m˜α
3
2pi|r˜ − r˜′|e
±ik˜F |r˜−r˜′|sgn(ωn)−|ωn||r˜−r˜′|/v˜F , (A.33)
where k˜F = kF/α, v˜F = αvF , and m˜ is given by Eq. (A.18). In deriving Eq. (A.33), it is easiest
to first perform the angular integrals, and then to note that
∫ ∞
0
k˜dk˜(eik˜|r˜−r˜
′| − e−ik˜|r˜−r˜′|)G˜0σσ′(k˜,±ωm) =
∫ ∞
−∞
k˜dk˜eik˜|r˜−r˜
′|G˜
0
σσ′(k˜,±ωm) (A.34)
= −
∫ ∞
−∞
k˜dk˜e−ik˜|r˜−r˜
′|G˜
0
σσ′(k˜,±ωm).(A.35)
Then set k˜ = k˜F + k˜ − k˜F , let µσ(B˜3) = k˜2F/(2m˜), set ξk˜ = (k˜ − k˜F )v˜F , and neglect the term
proportional to ξ2
k˜
. Then, if±ωn > 0, use Eq. (A.34), and close the contour in the upper half plane.
If ±ωn < 0, use Eq. (A.35), and close the contour in the lower half plane. Note that the sum over
the ωn is performed after the final gap equation is evaluated, so there is a single pole at ξk = ±iωn
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in Eq. (A.32).
Equations (4.6) and (4.7) may be rewritten as
G˜σσ′(r˜, r˜
′, ωn) = G˜0σσ(r˜, r˜
′, ωn)δσσ′ − α−6
∫
d3ξ˜d3ξ˜′
∑
ρ
G˜0σσ(r˜, ξ˜
′, ωn)∆˜σρ(ξ˜′, ξ˜)F˜
†
ρσ′(ξ˜, r˜
′, ωn),
F˜σσ′(r˜, r˜
′, ωn) = α−6
∫
d3ξ˜d3ξ˜′
∑
ρ
G˜0σσ(r˜, ξ˜, ωn)∆˜σρ(ξ˜, ξ˜
′)G˜ρσ′(r˜′, ξ˜′,−ωn), (A.36)
where the two factors of α−3 arise from the KC transformations, since the volume element is
rotationally invariant, and hence d3ξ → α−3(m1m2m3)−1/2d3ξ˜ = α−3d3ξ˜.
In real space and imaginary time, the superconducting order parameter is defined by
∆˜σσ′(r˜, r˜
′) = V˜ (r˜ − r˜′)F˜σσ′(r˜, r˜′, 0+), (A.37)
resulting in the gap equation in the transformed variables,
∆˜σσ′(r˜, r˜
′) = V˜ (r˜ − r˜′)α−6T
∑
ωn
∑
ρ
∫
d3ξ˜d3ξ˜′G˜0σσ(r˜, ξ˜, ωn)∆˜σρ(ξ˜, ξ˜
′)
×G˜ρσ′(r˜′, ξ˜′,−ωn). (A.38)
Since the order parameter is obtained from the F˜ function, we have to include it to insure gauge
invariance. Thus, we write
∆˜σσ′(r˜, r˜
′) = ∆˜σσ′(r˜, r˜′)eie˜[Φ(r˜)+Φ(r˜
′)]. (A.39)
Using Eqs. (A.21), (A.23), and (A.39), and after dividing by the exponents in Eq. (A.39), we
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obtain
∆˜σσ′(r˜, r˜
′) = V˜ (r˜ − r˜′)α−6T
∑
ωn
∑
ρ
∫
d3ξ˜d3ξ˜′G˜
0
σσ(r˜ − ξ˜, ωn)
×e2ie˜φ(r˜′,ξ˜′)∆˜σρ(ξ˜, ξ˜′)G˜ρσ′(ξ˜′, r˜′,−ωn). (A.40)
We then rewrite the order parameter and the full Green function in terms of their centers of mass
and relative positions, obtaining
∆˜σσ′
[
(r˜ + r˜′)/2, r˜ − r˜′] = V˜ (r˜ − r˜′)α−6T∑
ωn
∑
ρ
∫
d3ξ˜d3ξ˜′G˜
0
σσ(r˜ − ξ˜, ωn)
× exp
[
2ie˜
∫ ξ˜′
r˜′
A˜(s˜) · ds˜
]
∆˜σρ
[
(ξ˜ + ξ˜′)/2, ξ˜ − ξ˜′]
×G˜ρσ′
[
(r˜′ + ξ˜′)/2, r˜′ − ξ˜′,−ωn
]
. (A.41)
Now, we let
R˜ = (r˜ + r˜′)/2 (A.42)
be the center of mass of the unperturbed order parameter. Thus, we may rewrite
∆˜σρ
[
(ξ˜ + ξ˜′)/2, ξ˜ − ξ˜′] = exp([(ξ˜ + ξ˜′)/2− r˜′′] · ∇˜R˜)
×∆˜σρ(R˜, ξ˜ − ξ˜′)
∣∣∣
r˜′′=R˜
, (A.43)
G˜ρσ′
[
(r˜′ + ξ˜′)/2, r˜′ − ξ˜′,−ωn
]
= exp
([
(r˜′ + ξ˜′)/2− r˜′′′] · ∇˜R˜)
×G˜ρσ′(R˜, r˜′ − ξ˜′,−ωn)
∣∣∣
r˜′′′=R˜
.
(A.44)
Note that these operations are just reformulations of the Taylor series expansions.
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We then make the approximations that R˜ = (r˜ + r˜′)/2 ≈ r˜′ and (ξ˜ + ξ˜′)/2 ≈ ξ˜′, as the center of
mass of the order parameter is close to the positions of either paired electron. Then
e2ie˜φ(r˜
′,ξ˜′)∆˜
[
(ξ˜ + ξ˜′)/2, ξ˜ − ξ˜′] ≈ e2ie˜φ(r˜′,ξ˜′)e(ξ˜′−r˜′)·∇˜R˜∆˜σρ(R˜, ξ˜ − ξ˜′)
×G˜ρσ′
[
(r˜′ + ξ˜′)/2, r˜′ − ξ˜′,−ωn
] ×e 12 (ξ˜′−r˜′)·∇˜R˜G˜ρσ′(R˜, r˜′ − ξ˜′,−ωn)
= e(ξ˜
′−r˜′)·[∇˜R˜−2ie˜A˜(R˜)]∆˜σρ(R˜, ξ˜ − ξ˜′)
×e 12 (ξ˜′−r˜′)·∇˜R˜G˜ρσ′(R˜, r˜′ − ξ˜′,−ωn), (A.45)
where we set r˜′ ≈ R˜ and (ξ˜ + ξ˜′)/2 ≈ ξ˜′, and made use of the Helfand-Werthamer procedure
based upon a Feynman theorem [85]. Thus, the gap equation may be written as
∆˜σσ′(R˜, r˜ − r˜′) = V˜ (r˜ − r˜′)α−6T
∑
ωn
∑
ρ
∫
d3ξ˜d3ξ˜′G˜
0
σσ(r˜ − ξ˜, ωn)
×ei(ξ˜′−r˜′)·Π˜(R˜)/α∆˜σρ(R˜, ξ˜ − ξ˜′)e 12 (ξ˜′−r˜′)·∇˜R˜
×G˜ρσ′(R˜, r˜′ − ξ˜′,−ωn), (A.46)
where Π˜(R˜) is given by Eq. (4.10) of the text. We note that this expression differs slightly from
that obtained previously, due to an unfortunate typo that interchanged G with G0 [13]. To clarify
that this result is correct, we put in the spin indices to preserve the matrix multiplications correctly.
This change does not affect the behavior at Hc2, however.
We note that at (or just barely below) Hc2 (or Bc2), the order parameter is vanishingly small, so it
suffices to set
G˜ρσ′(R˜, r˜
′ − ξ˜′,−ωn) ≈ G˜
0
ρσ′(r˜
′ − ξ˜′,−ωn), (A.47)
which is independent of R˜, and hence the factor e
1
2
(ξ˜′−r˜′)·∇˜R˜ can be set equal to unity. We thus
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have the equation in real space for the calculation of Bc2,
∆˜σσ′(R˜, r˜ − r˜′) = V˜ (r˜ − r˜′)α−6T
∑
ωn
∫
d3ξ˜d3ξ˜′G˜
0
σσ(r˜ − ξ˜, ωn)
×ei(ξ˜′−r˜′)·Π˜(R˜)/α∆˜σσ′(R˜, ξ˜ − ξ˜′)G˜
0
σ′σ′(r˜
′ − ξ˜′,−ωn). (A.48)
We remark that the pairing interaction is best defined in momentum space, so we have to transform
this equation to the KC-transformed momentum space, which will allow us to properly transform
the pairing interaction. Hence, we shall include enough intermediate steps to demonstrate the
correct α dependence of the KC-transformed gap equation.
In order to Fourier transform the right-hand side of Eq. (A.48), we first let ξ˜ → ξ˜ + r˜ and
ξ˜′ → ξ˜′ + r˜′. This means we only need to Fourier transform ∆˜σρ(R˜, ξ˜+ r˜− ξ˜′− r˜′) to obtain all
of the r˜ − r˜′ terms in the exponent for comparison with that in Eq. (A.49). In writing the Fourier
transform, we use the same transformation d3k→ α3d3k˜ as in Eq. (A.14). We then obtain
∆˜σσ′(R˜, k˜) = α
−3
∫
d3k˜′
(2pi)3
eik˜
′·(ξ˜−ξ˜′)T
∑
ωn
V˜ (k˜ − k˜′)
×
∫
d3ξ˜d3ξ˜′G˜
0
σσ(ξ˜
′, ωn)eiξ˜·Π˜(R˜)/α∆˜σσ′(R˜, k˜′)G˜
0
σ′σ′(ξ˜,−ωn), (A.49)
where we interchanged ξ˜ and ξ˜′ for convenience, and we assumed the sample to exhibit inversion
symmetry in the absence of a magnetic field.
We now need to write the transformed interaction V˜ (k˜ − k˜′) explicitly. We first note that the
relevant part of an untransformed interaction of the form V0[(kˆ − kˆ′)2 − 2] = −2V0kˆ · kˆ′, is
rotationally invariant, as studied previously [13]. However, if we break this symmetry, and only
allow the pairing to be in one or two dimensions, we could have the relevant bare interaction be as
described in the text, V (kˆ, kˆ′) = V0kˆ3kˆ′3, where kˆ3 is given by Eq. (4.4) with i = 3. Then, making
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the KC transformations, we obtain
V˜ (ˆ˜k, ˆ˜k′) = 3V0(
ˆ˜k3 cos θ
′ − ˆ˜k2 sin θ′)(ˆ˜k′3 cos θ′ − ˆ˜k′2 sin θ′), (A.50)
This leads to
∆˜σσ′(R˜, k˜) = α
−3
∫
d3k˜′
(2pi)3
eik˜
′·(ξ˜−ξ˜′)
×T
∑
ωn
3V0(
ˆ˜k3 cos θ
′ − ˆ˜k2 sin θ′)(ˆ˜k′3 cos θ′ − ˆ˜k′2 sin θ′)
×
∫
d3ξ˜d3ξ˜′G˜
0
σσ(ξ˜
′, ωn)eiξ˜·Π˜(R˜)/α∆˜σσ′(R˜, k˜′)G˜
0
σ′σ′(ξ˜,−ωn), (A.51)
We then may write
∆˜σσ′(R˜, k˜) = ∆˜σσ′(R˜)(
ˆ˜k3 cos θ
′ − ˆ˜k2 sin θ′), (A.52)
leading to
∆˜σσ′(R˜) = α
−33V0
∫
d3k˜′
(2pi)3
eik˜
′·(ξ˜−ξ˜′)(ˆ˜k′3 cos θ
′ − ˆ˜k′2 sin θ′)2
×T
∑
ωn
∫
d3ξ˜d3ξ˜′G˜
0
σσ(ξ˜
′, ωn)eiξ˜·Π˜(R˜)/α∆˜σσ′(R˜)G˜
0
σ′σ′(ξ˜,−ωn). (A.53)
Then, we invoke the mild approximation used previously [13],
∫
d3k˜′eik˜
′·(ξ˜−ξ˜′)ˆ˜k′µ
ˆ˜k′ν = (2pi)
3 ˆ˜ξµ
ˆ˜ξνδ
3(ξ˜ − ξ˜′), (A.54)
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which also works with the transformed variables. This leads to
∆˜σσ′(R˜) = α
−33V0
∫
d3ξ˜′( ˆ˜ξ′3 cos θ
′ − ˆ˜ξ′2 sin θ′)2
×T
∑
ωn
G˜
0
σσ(ξ˜
′, ωn)eiξ˜
′·Π˜(R˜)/α∆˜σσ′(R˜)G˜
0
σ′σ′(ξ˜
′,−ωn). (A.55)
We then let ξ˜′ = αξ˜, and obtain
∆˜σσ′(R˜) =
m23V0
(2pi)2
∫
d3ξ˜
ξ˜2
( ˆ˜ξ3 cos θ
′ − ˆ˜ξ2 sin θ′)2
×T
∑
ωn
e−2|ωn|ξ˜/vF eiξ˜·Π˜(R˜)∆˜σσ′(R˜), (A.56)
which is exactly as for an isotropic Fermi surface, except for the transformed p-wave polar/CBS
state interaction and the modification of Π˜(R˜) due to α in Eq. (4.10). Note that in deriving Eq.
(A.56), we used Eq. (A.33) with r˜ − r˜′ → αξ˜. Since this form appears to describe the interaction
in real space rather than in the correct momentum space, we rewrite this equation including the
ˆ˜k or ˆ˜k′ dependence of the order parameter, and also include the pairing interaction. N(0), the
single-spin density of states, can also be included in the expression by letting ξ˜ → k˜′vF . We then
obtain the expression in terms of the general transformed interaction V˜ (ˆ˜k, ˆ˜k′),
∆˜(R˜, ˆ˜k) = T
N(0)
2
∑
ωn
∫
dΩk˜′V˜ (
ˆ˜k, ˆ˜k′)
∫ ∞
0
dξk˜′e
−2ξk˜′ |ωn|e−iξk˜′vF
ˆ˜′
k·Π˜(R˜)
×∆˜(R˜, ˆ˜k′), (A.57)
where V˜ (ˆ˜k, ˆ˜k) for the polar state with completely broken symmetry is given by Eq. (A.50), but
can be generalized to any anisotropic form. Of course, for non-parallel spin states, the Zeeman
energies leading to Pauli pair breaking and B at an arbitrary direction must also be included and
properly transformed for an ellipsoidal FS.
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We note that B˜ = zˆB˜3. Neglecting defects and surface pinning effects, it is valid just below Bc2
to assume straight vortices along ˆ˜z. For a spatially constant (single-ferromagnetic domain) B˜3, the
A˜(R˜) can then be chosen to be either −B˜3 ˆ˜XY˜ or B˜3 ˆ˜Y X˜ , mapping the eigenvalue problem onto
that of a one-dimensional (1D) harmonic oscillator.
In order to calculate Bc2, we expand ∆˜(R˜,
ˆ˜k) in terms of the ˆ˜k factor in V˜ (ˆ˜k, ˆ˜k′) and the R˜ part
in terms of the 1D harmonic oscillator eigenfunctions [13, 85],
∆˜(R˜, ˆ˜k) = (ˆ˜k cos θ′ − ˆ˜k sin θ′)
∞∑
n=0
an|n(R˜)〉. (A.58)
The procedure is precisely the same as for the polar, SK and polar/CBS states [13, 14], with
the only differences being the θ′ of the transformed interaction and the modification of the the
operator from Π(R) → Π˜(R˜), where Π˜(R˜) is given by Eq. (4.10) of the text. As in those
previous calculations [85, 13, 14], one requires the matrix elements
Mn′,n = 〈an′(R˜)|eiξk˜′vF
ˆ˜
k′·Π˜(R˜)|an(R˜)〉, (A.59)
which must then be integrated over the angles arising from ˆ˜k′ · R˜. We write
Π˜±(R˜) =
1√
2
[Π˜x(R˜)± iΠ˜y(R˜)], (A.60)
and since B˜ = ˆ˜zB˜3 is along the transformed z˜ axis, we may write
eiξk˜′vF
ˆ˜
k′·Π˜(R˜) = e−
1
2
eBαv2F ξ
2
k˜′e
i√
2
vF ξk˜′ sin θk˜′e
−iφ
k˜′ Π˜+(R˜)e
i√
2
vF ξk˜′ sin θk˜′e
+iφ
k˜′ Π˜−(R˜)
×eivF ξk˜′ cos θk˜′ Π˜z(R˜).
(A.61)
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For straight vortices, Π˜z(R˜)|n(R˜)〉 = 0. Hence, we may drop the right factor containing Π˜z(R˜).
Note that for this operator ordering, Π˜n−(R˜)|n(R˜)〉 = 0, etc. It is then easiest to expand the
exponentials of the operators in the usual power series, and obtain the matrix elements
Mp
′,p
n′,n = 〈n′(R˜)|Π˜p
′
+(R˜)Π˜
p
−(R˜)|n(R˜)〉. (A.62)
Then, one evaluates the integrals over θk˜′ , φk˜′ , and ξk˜′ to obtain the relevant recursion relation for
the an coefficients.
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APPENDIX B: DERIVATION OF DOUBLE ELLIPSOIDAL FERMI
SURFACE MODEL AND SPECIFIC HEAT IN A FIELD
110
We first calculate an expression for the field dependent chemical potential, µσ(B), on the σ Fermi
surface, by calculating the particle density in the absence of a field, nσ(0), and in a field, nσ(B). As
in the Born-Sommerfeld approximation, we expect
∑
σ nσ(0) =
∑
σ nσ(B), or the total particle
density for both spin-split Fermi surfaces to be independent of the external magnetic induction. In
our formulation, we set T → 0.
We begin with the Hamiltonian,H, of our system
H =
∑
jσ
[
1
2mjσ(B)
(kj − eAj)2 − µσ(0) + gµBσ ·B/2
]
, (B.1)
where µσ(0) = µ(0) − σI/2. We apply the combined anisotropic scale, rotation, and isotropic
scale KC transformations
xµ =
1
ασ
√
mσ,µ
3∑
ν=1
λσ,νµx˜σ,ν , (B.2)
∂
∂xµ
= ασ
√
mσ,µ
3∑
ν=1
λσ,νµ
∂
∂x˜σ,ν
, (B.3)
Bµ =
1
ασ
√
mσ,µ
3∑
ν=1
λσ,νµB˜σ,ν , (B.4)
Hµ =
1
ασ
√
mσ,µ
3∑
ν=1
λσ,νµH˜σ,ν , (B.5)
Aµ =
√
mσ,µ
3∑
ν=1
λσ,νµA˜σ,ν , (B.6)
where
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λσ =

−sinφ′σ −cosφ′σ 0
cosθ′σcosφ
′
σ cosθ
′
σsinφ
′
σ −sinθ′σ
sinθ′σcosφ
′
σ sinθ
′
σsinφ
′
σ cosθ
′
σ
 , (B.7)
and the transformed angles are given by
cosθ′σ =
√
m3σcosθ
ασ (θ, φ)
, (B.8)
sinθ′σ =
ασ (φ) sinθ
ασ (θ, φ)
, (B.9)
cosφ′σ =
√
m1σcosφ
ασ (φ)
, (B.10)
sinφ′σ =
√
m2σsinφ
ασ (φ)
, (B.11)
where ασ(φ) = ασ(pi/2, φ). We also obtain
σ(kσ,‖, n+ 1/2) =
k2σ,‖
2mσ,‖
+ ωσ,⊥(n+ 1/2), (B.12)
where ωσ,⊥ = eBmσ,⊥(B) , mσ,⊥(B) =
mσ(B)
ασ(θ,φ)
, and mσ,‖ = mσα2σ(θ, φ) Although obtaining the
effective mass parallel to the field with the KC-transformations is non-trivial, we have shown that
our results are consistent for any choice of A in all three planes, and they provide the correct
B → 0 limit.
For the particle density in zero magnetic induction, we have
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nσ(0) =
∫
d3k′σ
(2pi)3
Θ[µσ(0)− εσ (k′σ)], (B.13)
where we have used the first KC scale transformation ki →
√
miσ(0)k
′
iσ, which is different for
each FS, so we get
nσ(0) = cσ
∫ µσ(0)
0
E1/2σ dEσ =
2m
3/2
σ (0)µ
3/2
σ (0)
3pi2
√
2
, (B.14)
where cσ =
m
3/2
σ (0)
pi2
√
2
,
εσ (k) =
3∑
j=1
k2jσ
2mjσ(0)
, (B.15)
εσ (k
′
σ) = Eσ =
3∑
j=1
k′2jσ
2mσ(0)
, (B.16)
and mσ(0) = [m1σ(0)m2σ(0)m3σ(0)]1/3, and mjσ(0) are the single particle effective masses on
each FS in zero induction. We sum over spin to obtain the total particle density forB = 0,
∑
σ
nσ(0) =
2
3pi2
√
2
∑
σ
Π3/2σ (0) . (B.17)
Now, in the presence of an induction,
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nσ(B) =
eB
2pi
∫
dkσ,‖
2pi
×
∞∑
n=0
1
e
β
[
k2
σ,‖/2mσ,‖(B)+ωσ,⊥(n+1/2)−µσ(B)
]
+ 1
, (B.18)
where we have applied the KC-transformations [44, 33] on each ferromagnetically split Fermi
surface to obtain ωσ,⊥ = eBmσ,⊥(B) , mσ,‖(B) = mσ(B)α
2
σ(θ, φ) , which has been checked for
consistency by diagonalizing the Hamiltonian with B chosen to lie in the xy, yz, and xz planes.
To obtain mσ,⊥(B) =
mσ(B)
ασ(θ,φ)
from the KC transformations is not trivial, but we will deduce
this result from the B → 0 limit of nσ(B). For the time being, we will consider it to be an
undetermined expression for each FS. We now obtain the expression for the particle density in a
magnetic induction
nσ(B) =
eB
2pi
√
mσ,‖(B)
pi
√
2
×
∫
E−1/2σ dEσ
∫ ∞
0
dx
1
eβ[E+ωσ,⊥x−µσ(B)] + 1
×
(
1 + 2
∞∑
s=0
cos(2pisx)
)
, (B.19)
where we have used the Poisson summation formula
∞∑
n=0
f(n+ 1/2) =
∫ ∞
0
dxf(x)
(
1 + 2
∞∑
s=0
(−1)scos (2pisx)
)
, (B.20)
and have made the change of variables Eσ =
k2
σ,‖
2mσ,‖(B)
.
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We calculate the non-oscillatory, n(1)σ (B), and oscillatory, n
(2)
σ (B), terms separately.
We have
n(1)σ (B) =
eB
2pi
√
mσ,‖(B)
pi
√
2
1
ωσ,⊥
∫
E−1/2σ dEσ
×
∫ ∞
0
dyσ
1
eβ[Eσ+yσ−µσ(B)] + 1
, (B.21)
which upon taking the zero temperature limit, T → 0+, becomes
n(1)σ (B) =
eB
2piωσ,⊥
√
mσ,‖(B)
pi
√
2
×
∫ µσ(B)
0
E−1/2σ dEσ
∫ µσ(B)−Eσ
0
dy
=
2
√
mσ,‖(B)mσ,⊥(B)µ
3/2
σ (B)
3pi2
√
2
, (B.22)
where we have used the change of variables yσ = ωσ,⊥x. It is important to note that the exponential
term in Eq.(B.21) becomes a theta-function when taking the zero temperature limit.
Now we evaluate the oscillatory term, n(2)σ (B), for which we have
n(2)σ (B) =
eB
2piωσ,⊥
√
mσ,‖(B)
pi
√
2
∫ ∞
0
dyσ(∫ ∞
0
E−1/2σ dEσ
1
eβ[Eσ+yσ−µσ(B)] + 1
)
×2
∞∑
s=1
(−1)scos(2pisyσ/ωσ,⊥). (B.23)
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We define
f(yσ) =
∫ ∞
0
E−1/2σ dEσ
1
eβ[Eσ+yσ−µσ(B)] + 1
, (B.24)
which then leads to
n(2)σ (B) =
eB
piωσ,⊥
√
mσ,‖(B)
pi
√
2
∞∑
s=1
(−1)s
×
∫ ∞
0
dyσf(yσ)cos(2pisyσ)/ωσ,⊥). (B.25)
We now evaluate the remaining integral by parts to arbitrary order and obtain
∫ ∞
0
dyσf(yσ)cos(2pisyσ/ωσ,⊥) =
∞∑
n=0
(−1)n+1
(ωσ,⊥
2pis
)2n+2
f (2n+1)(0), (B.26)
where f (2n+1)(0) = −(4n−1)!!
2(2n)µ
(2n+1/2)
σ (B)
, which is obtained from Eq.(B.24) by letting T → 0+, or
β → +∞, so that the integration becomes
f(yσ) =
∫ µσ(B)−yσ
0
E−1/2σ dEσ = 2
√
µσ(B)− yσ, (B.27)
and subsequently taking the (2n+ 1)th derivative and evaluating the expression at yσ = 0. Substi-
tuting Eq.(B.26) into Eq.(B.25), we obtain
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n(2)σ (B) =
2
√
mσ,‖(B)mσ,⊥(B)µ
3/2
σ (B)
pi2
√
2
×
∞∑
n=0
1
3
an
(
eBασ(θ, φ)
mσ(B)µσ(B)
)2n+2
. (B.28)
where an = 3(−1)n+1(2 − 2−2n)ζ(2n + 2) (4n−1)!!(4pi)2n+2 , we have used
∑∞
s=1(−1)s−1 1s2n+2 = (1 −
21−(2n+2))ζ(2n + 2). We now take the limit as the magnetic induction tends to zero in the expres-
sion for the field-dependent particle density,
∑
σ(n
(1)
σ (0) + n
(2)
σ (0)) and equate this limit to the
zero field particle density,
∑
σ nσ(0), from which we obtain the self consistent expression for the
effective mass parallel to the magnetic induction,
√
mσ,‖(B)mσ,⊥(B) = m
3/2
σ (B). We have also
diagonalized our Hamiltonian to order B2 in all three crystallographic planes (i.e. ab, ac, and bc)
confirming this result, and have obtained m‖σ(B) = α2σ (θ, φ)mσ(B). We may now write
n(1)σ (B) =
2m
3/2
σ (B)µ
3/2
σ (B)
3pi2
√
2
, (B.29)
and
n(2)σ (B) =
2m
3/2
σ (B)µ
3/2
σ (B)
pi2
√
2
×
∞∑
n=0
1
3
an
(
eBασ(θ, φ)
mσ(B)µσ(B)
)2n+2
. (B.30)
As in the Born-Sommerfeld approximation, we now equate the particle density in the absence of a
field,
∑
σ nσ(0), and the particle density in the presence of a field,
∑
σ[n1σ(B) + n2σ(B)], from
which we obtain the equation
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∑
σ
Π3/2σ (0) =
∑
σ
Π3/2σ (B)
(
1 +
∞∑
n=0
an
(
eBασ (θ, φ)
Πσ (B)
)2n+2)
. (B.31)
We now present the details of the calculation of the linear T -coefficient of specific heat, γ(B),
for an electron gas with a strong spin-split ellipsoidal Fermi surfaces, one for each spin projection
σ = {↑, ↓}. Each ferromagnetically split Fermi surface has three distinct single particle effective
masses, {miσ(B)}.
Writing the entropy, S, of the system as in Eq.(6.7) and taking the thermodynamic limit,
∑
kσ →∑
σ
V
(2pi)3
∫
d3k, and by applying the first KC transformation kiσ →
√
miσ/mσk
′
iσ, we obtain
S/V = kB
∑
σ
∫
d3k′σ
(2pi)3
×
[
βξσ (k
′
σ)
eβξσ(k′σ) + 1
+ ln
(
1 + e−βξσ(k
′
σ)
)]
, (B.32)
where ξσ = ε (k′σ)− µσ.
We make use of the thermodynamic relationship for the specific heat CV = −β ∂(S/V )∂β , and obtain
for B = 0
CV (0) =
β2kB
2
c
∑
σ
m3/2σ (0)
∫ ∞
−µσ(0)
ξ2σdξσ
√
ξσ + µσ(0)
1 + cosh(βξσ)
, (B.33)
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where c = 1
pi2
√
2
.
Upon introducing the change of variables xσ = βξσ, allowing T → 0+, and making use of the com-
mon integral
∫∞
−∞
x2dxσ
1+coshxσ
= 2pi
2
3
, we find the B = 0 T -coefficient to be γ(0) =
∑
σ
m
3/2
σ (0)µ
1/2
σ (0)
3
√
2
.
Now we generalize to include a finite magnetic induction,B, using
CV (B) =
β2kB
2
eB
2pi
∑
σ
∫
dkσ,‖
(2pi)
×
∞∑
n=0
ξ2σ
(
kσ,‖, n+ 1/2
)
1 + cosh
(
βξσ
(
kσ,‖, n+ 1/2
)) , (B.34)
where
ξσ
(
kσ,‖, n+ 1/2
)
=
k2σ,‖
2mσ,‖(B)
+ ωσ,⊥(n+ 1/2)− µσ(B), (B.35)
We make use of the Poisson summation formula, and obtain a non-oscillatory and oscillatory term,
C
(1)
V (B) and C
(2)
V (B) respectively, which we then evaluate separately.
We have
C
(1)
V (B) =
β2kB
2
eB
2pi
∑
σ
1
ωσ,⊥
∫ ∞
0
c1σE
−1/2
σ dEσ
×
∫ ∞
0
dyσ
[
(Eσ − µσ(B) + yσ)2
1 + coshβ (Eσ − µσ(B) + yσ)
]
,
(B.36)
where we have used the change of variables yσ = ωσ,⊥x, and c1σ =
m
1/2
σ,‖ (B)
pi
√
2
.
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We now let ξσ = Eσ − µσ + yσ, and βξσ = xσ, and obtain
C
(1)
V (B) =
k2BT
2
eB
2pi
∑
σ
1
ωσ,⊥
∫ ∞
0
c1σE
−1/2
σ dEσ
×
∫ ∞
β[−µσ(B)+Eσ ]
dxσ
[
x2σ
1 + coshxσ
]
. (B.37)
We then take the zero temperature limit, T → 0+, for which β[−µσ(B) + Eσ] → −∞, and
evaluating the energy integral up to the chemical potential in a field,
∫ µσ(B)
0
E
−1/2
σ dEσ, we obtain
C
(1)
V (B) =
k2B
3
√
2
∑
σ
m3/2σ (B)µ
1/2
σ (B)T. (B.38)
Now we evaluate the second term, which is oscillatory; we have
C
(2)
V (B) =
β2kBeB
2pi
∑
σ
c1σ
ωσ,⊥
∞∑
s=1
(−1)s
×
∫ ∞
0
dyσf(yσ)cos
(
2pis
yσ
ωσ,⊥
)
dyσ, (B.39)
where
f(yσ) ≡
∫ ∞
0
E−1/2σ dEσ
[Eσ − µσ(B) + yσ]2
1 + coshβ (Eσ − µσ(B) + yσ) , (B.40)
for which we define I(yσ) =
∫∞
0
dyf(yσ)cos
(
2pis yσ
ωσ,⊥
)
dyσ. By successively integrating by parts
to infinite order , we obtain an infinite series expression for I(yσ),
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∫ ∞
0
f(yσ)cos (2pisyσ/ωσ,⊥) dyσ =
∞∑
n=0
(−1)n+1 ω
2n+2
σ,⊥
(2pis)2n+2
f (2n+1)(0), (B.41)
where f (2n+1)(0) = 2pi
2
3β3
1
22n+1
(4n+ 1)!! 1
[µσ(B)]2n+3/2
, which we obtain from Eq.(B.40) by integrat-
ing with respect to xσ = β[Eσ−µσ(B)− yσ], allowing T → 0+, or equivalently β → +∞, which
then results in
f(yσ) =
2pi2
3β3
[µσ(B)− yσ]−1/2, (B.42)
which can then be differentiated (2n+1)-times to obtain the desired result. Substituting Eq.(B.41)
into Eq.(B.39), we obtain
C
(2)
V (B) =
kBeB
pi
(
pi2
3β
)∑
σ
c1σ
ωσ,⊥
∞∑
n=0
(−1)n
×
∞∑
s=1
(−1)s−1
s2n+2
ω2n+2σ,⊥
(2pi)2n+2
(4n+ 1)!!
22n+1
× 1
(µσ(B))
2n+3/2
, (B.43)
so that we have
121
C
(2)
V (B) =
∑
σ
k2Bm
3/2
σ (B)µ
1/2
σ (B)
3
√
2
×
∞∑
n=0
λn
(
eBασ(θ, φ)
mσ(B)µσ(B)
)2n+2
T, (B.44)
where
λn =
1
3
(4n+ 1) an. (B.45)
Now CV (B) = C
(1)
V (B) + C
(2)
V (B), from which we get
γ (B) =
k2B
3
√
2
∑
σ
mσ (B) Π
1/2
σ (B)
×
(
1 +
∞∑
n=0
λn
(
eBασ (θ, φ)
Πσ (B)
)2n+2)
. (B.46)
Here we present the derivation for the conversion factor λ from m3 to moles, the effective mass in
zero field m↓(0), and the chemical potential in zero field µ↓(0).
We have the number of Uranium atoms per unit cell NU = 4U atoms/unit cell [12] the volume of a
unit cell Vc = 4.35× 10−10× 6.90× 10−10× 7.52× 10−10m3 = 225× 10−30m3/unit cell [46], the
number of atoms in one mole of atoms is NA = 6.022× 1023U atoms/mol of URhGe, from which
we may obtain the conversion factor
λ = (Vc/NU)×NA = 3.4× 10−5m3/mol. (B.47)
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We also have from Yelland et al. [8] that the number of carriers per Uranium is
Nc/U = 2.1× 10−3carriers/U, (B.48)
from which we calculate kF,
Nc/U = 2.1× 10−3 = Vc × k
3
F
6pi2
, (B.49)
and obtain
kF = 0.82× 1010/m. (B.50)
Now, we substitute our values into the expression for the zero field linear-T coefficient of the
specific heat
γ(0) =
2(αme)kFk
2
B × λ
~2
, (B.51)
where α is the integer multiple of electron masses, and obtain m↓(0) = 180me, where we have
used γ(0) = 160× 10−3J/mol K2, and we have used the conversion factor λ to convert from moles
to m3, and the factor of 2 comes from taking both spin contributions equally.
Now we calculate the effective mass on the ↓ FS in zero field
γ(0) =
k2B
3~3
√
2
× 103 × λ×m3/2↓ (0)µ1/2↓ (0) (B.52)
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and obtain
µ↓(0) = 20 meV (B.53)
We have also obtained good least-squares fits to the data for H ‖ aˆ and H ‖ cˆ shown in Fig-
ure (3), for which we have obtained γH‖a = 155.64 mJ/(mol K2)− 7.0175 mJ/(mol K2 T)(µ0H) +
0.26588 mJ/(mol K2T2)(µ0H)2, and γH‖c = 158.05 mJ/(mol K2)−0.84964 mJ/(mol K2 T)(µ0H)+
0.37012 mJ/(mol K2 T2)(µ0H)2.
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