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COMMUTATIVITY PRESERVING TRANSFORMATIONS ON
CONJUGACY CLASSES OF FINITE RANK SELF-ADJOINT
OPERATORS
MARK PANKOV
Abstract. Let H be a complex Hilbert space and let C be a conjugacy class
of finite rank self-adjoint operators on H with respect to the action of unitary
operators. We suppose that C is formed by operators of rank k and for every
A ∈ C the dimensions of distinct maximal eigenspaces are distinct. Under the
assumption that dimH ≥ 4k we establish that every bijective transformation
f of C preserving the commutativity in both directions is induced by a unitary
or anti-unitary operator, i.e. there is a unitary or anti-unitary operator U
such that f(A) = UAU∗ for every A ∈ C. A simple example shows that
the condition concerning the dimensions of maximal eigenspaces cannot be
omitted.
1. Introduction
The Grassmannian of k-dimensional subspaces of a complex Hilbert space H
is identified with the set Pk(H) of rank k projections (self-adjoint idempotents
in the algebra of all bounded operators). Projections play an important role in
spectral theory of self-adjoint operators. Projections of rank one correspond to
pure states of quantum mechanical systems (Gleason’s theorem). Transformations
of Grassmannians preserving various relations and structures are investigated in
[1, 3, 4, 5, 6, 7, 8, 9, 10]. In almost all cases, these transformations are induced by
unitary and anti-unitary operators (or linear and conjugate-linear isometries for the
non-surjective case). A large portion of these results generalize classical Wigner’s
theorem on symmetries of pure states (rank one projections).
Observe that each Pk(H) is a conjugacy class with respect to the action of unitary
operators. It is natural to ask which of the above mentioned results can be extended
on other conjugacy classes formed by finite rank self-adjoint operators? Every such
conjugacy class is completely determined by eigenvalues and the dimensions of
maximal eigenspaces.
Bijective transformations of Pk(H) preserving the orthogonality and commuta-
tivity (in both directions) are described in [5, 9] and [7], respectively. We consider
such kind of transformations on other conjugacy classes of finite rank self-adjoint
operators. Our main result (Theorem 1) concerns commutativity preserving trans-
formations. A simple example shows that Gyo¨ry–Sˇemrl’s theorem [5, 9] fails, but
there is a weak version of this statement (Proposition 1) which will be used to prove
the main result. As in [7], we exploit some properties of orthogonal apartments
(maximal sets of mutually commuting elements). In the case when the conjugacy
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class is different from Pk(H), orthogonal apartments have more complicated in-
tersections, but we will be able to characterize the orthogonality relation in terms
of maximal intersections of orthogonal apartments. Also, in [7] we essentially use
Chow’s theorem [2], but there is no analogue of this result for conjugacy classes
distinct from Pk(H).
2. Main result
Let H be a complex Hilbert space. Denote by Pk(H) the set of all rank k
projections and write Fs(H) for the real vector space formed by all self-adjoint
operators of finite rank. For every closed subspace X ⊂ H the projection on X will
be denoted by PX .
Let A be a self-adjoint operator of finite rank whose non-zero eigenvalues are
α1, . . . , αm (each αi is a real number). Then there is an orthonormal basis of H
consisting of eigenvectors of A. If Xi is the maximal eigenspace corresponding to
the eigenvalue αi (the subspace of all vectors x ∈ H satisfying A(x) = αix), then
A =
m∑
i=1
αiPXi
(we do not consider the kernel of A as an eigenspace). If B is a finite rank self-
adjoint operator whose non-zero eigenvalues are β1, . . . , βp and Y1, . . . , Yp are the
corresponding maximal eigenspaces, then A and B are (unitary) conjugate, i.e.
there is a unitary operator U on H such that
B = UAU∗,
if and only if m = p and
βi = ασ(i), dimYi = dimXσ(i)
for a certain permutation σ on the set {1, . . . ,m}. So, every conjugacy class C in
Fs(H) is completely determined by the pair (α, d), where α = {α1, . . . , αm} are
non-zero eigenvalues of operators from C and d = {d1, . . . , dm} are the dimensions
of maximal eigenspaces such that for every operator from C the maximal eigenspace
corresponding to αi is di-dimensional.
Two operators A,B ∈ Fs(H) are orthogonal if
AB = BA = 0,
or equivalently, the images of A and B are orthogonal. This is possible only in
the case when the sum of the operator ranks is not greater than the dimension of
H . If dimH > 2k, then every bijective transformation of Pk(H) preserving the
orthogonality relation in both directions is induced by a unitary or anti-unitary
operator on H , but this fails for other conjugacy classes of rank k self-adjoint ope-
rators (Example 1).
Our main result is the following.
Theorem 1. Let C be a conjugacy class of rank k operators from Fs(H) such that
for every operator from C the dimensions of any two distinct maximal eigenspaces
are distinct. Suppose that dimH ≥ 4k (possibly H is infinite-dimensional). Let f
be a bijective transformation of C preserving the commutativity in both directions,
i.e.
AB = BA ⇐⇒ f(A)f(B) = f(B)f(A)
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for A,B ∈ C. Then there is a unitary or anti-unitary operator U on H such that
f(A) = UAU∗
for all A ∈ C.
Note that the condition concerning the dimensions of maximal eigenspaces can-
not be omitted (Example 2).
3. Orthogonality preserving transformations
Let Gk(H) be the Grassmannian consisting of all k-dimensional subspaces of
H . If dimH > 2k, then every bijective transformation of Gk(H) preserving the
orthogonality relation in both directions is induced by a unitary or anti-unitary
operator on H [3, 5, 9]. Using this fact, we prove the following.
Proposition 1. Let C be a conjugacy class of rank k operators from Fs(H). Sup-
pose that dimH > 2k and f is a bijective transformation of C preserving the or-
thogonality relation in both directions, i.e.
AB = BA = 0 ⇐⇒ f(A)f(B) = f(B)f(A) = 0
for A,B ∈ C. Then there is a unitary or anti-unitary operator U such that
Im(f(A)) = U(Im(A))
for every A ∈ C.
Proof. For every closed subspace X ⊂ H we denote by [X ] the set of all operators
from C whose images are contained in X (this set is empty if dimX < k). Then
[X⊥] consists of all operators from C orthogonal to every operator from [X ]. If
A ∈ C is orthogonal to one operator from [X ], then it is orthogonal to all operators
from [X ], i.e. A belongs to [X⊥].
Let L be the partially ordered set formed by all closed subspaces of H whose di-
mension and codimension both are not less than k (by our assumption, k-dimensional
subspaces belong to L). If X ∈ L, then X⊥ ∈ L and each of the sets [X ] and [X⊥] is
non-empty. Show that for everyX ∈ L there is g(X) ∈ L such that f([X ]) = [g(X)]
and we have g(X⊥) = g(X)⊥.
Consider the minimal subspace Y with respect to the property that f([X ]) ⊂ [Y ].
Then f([X⊥]) ⊂ [Y ⊥]. Since every operator from [Y ] is orthogonal to each operator
from [Y ⊥] and f is orthogonality preserving in both directions, f([X ]) = [Y ] and
f([X⊥]) = [Y ⊥] which gives the claim.
So, f induces a bijective transformation g of L. For X,Y ∈ L
X ⊂ Y ⇔ [X ] ⊂ [Y ]⇔ f([X ]) ⊂ f([Y ])⇔ [g(X)] ⊂ [g(Y )]⇔ g(X) ⊂ g(Y )
which means that g is an automorphism of the partially ordered set L. Then
g(Gk(H)) = Gk(H). Since g is orthogonality preserving in both directions, there is
a unitary or anti-unitary operator U such that g(X) = U(X) for every X ∈ Gk(H).
On the other hand, the image of every A ∈ C is k-dimensional and
Im(f(A)) = g(Im(A))
which implies the required equality. 
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Example 1. As above, we suppose that C is a conjugacy class of rank k operators
from Fs(H) and dimH > 2k. Assume also that C 6= Pk(H) and take any k-dimen-
sional subspace X ⊂ H . There are distinct operators A,B ∈ C whose images
coincide with X . Let f be the transformation of C which transposes A,B and
leaves fixed all other operators from C. It preserves the orthogonality relation in
both directions (C ∈ C is orthogonal to A if and only if it is orthogonal to B),
but there is no unitary or anti-unitary operator U satisfying f(C) = UCU∗ for all
C ∈ C.
4. Geometric interpretation of commutativity
Two projections PX and PY commute if and only if the subspaces X and Y are
compatible. The latter means that the subspace
(X ∩ Y )⊥ ∩X and (X ∩ Y )⊥ ∩ Y
are orthogonal. For example, two closed subspaces are compatible if they are or-
thogonal or one of these subspaces is contained in the other. In general, two closed
subspaces of H are compatible if and only if there is an orthonormal basis of H
such that each of these subspaces is spanned by a subset of this basis.
Let A and B be finite rank self-adjoint operators whose maximal eigenspaces are
X1, . . . , Xm and Y1, . . . , Yp (respectively). Then A and B commute if and only if
each pair PXi , PYj commute, i.e. every Xi is compatible to all Yj . This is a simple
case of von Neumann theorem on projection-valued measures [11, Section VI.2].
We say that a set formed by closed subspaces of H is compatible if any two
elements of this set are compatible. For any orthonormal basis B of H the set of
all closed subspaces spanned by subsets of B is called the orthogonal apartment
associated to the basis B. Every orthogonal apartment is a compatible set.
Proposition 2. Every compatible set consisting of finite-dimensional subspaces is
contained in an orthogonal apartment.
Proof. We will use the following properties of the compatibility relation:
(1) If closed subspaces X,Y ⊂ H are compatible, then X and Y ⊥ are compat-
ible.
(2) If Z is a set formed by closed subspaces of H and X is a closed subspace of
H compatible to all elements of Z, then X is compatible to
⋂
Z∈Z Z and
the smallest closed subspace containing all elements of Z.
See [11, Lemma 3.10].
Let X be a compatible set formed by finite-dimensional subspaces. First, we
prove the statement for the case when H is finite-dimensional. Consider a set Y
which consists of mutually orthogonal subspaces whose sum coincides with H and
such that every element of Y is compatible to all elements of X . For example, for
every X ∈ X the set {X,X⊥} satisfies this condition. If there is X ∈ X which
intersects a certain Y ∈ Y in a proper subspace of Y , then
Y ′ = Y ∩X and Y ′′ = (Y ∩X)⊥ ∩ Y
are orthogonal subspaces whose sum coincides with Y and each of these subspaces
is compatible to all elements of X . In this case, we replace Y by the set
(Y \ {Y }) ∪ {Y ′, Y ′′}.
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Since H is finite-dimensional, we can construct recursively a set Y satisfying the
above conditions and such that for all X ∈ X and Y ∈ Y we have either X∩Y = Z
or X ∩ Y = 0. Then every X ∈ X is the sum of all elements of Y contained in X .
There is an orthonormal basis of H such that every element of Y is spanned by a
subset of this basis. The associated orthogonal apartment contains X .
Now, let H be infinite-dimensional. Consider the family of all sets formed by
mutually orthogonal finite-dimensional subspaces ofH compatible to all elements of
X . Using Zorn Lemma, we establish the existence of a maximal set Y with respect
to this property. Let H ′ be the smallest closed subspace containing all elements of
Y. This subspace is compatible to all elements of X . Show that H ′ = H .
Suppose that H ′ is a proper subspace of H . If all elements of X are contained
in H ′, then we add to Y any non-zero finite-dimensional subspace of H ′⊥ and get
a set whose elements are mutually orthogonal and compatible to all elements of X .
This is impossible, since Y is maximal with respect to this property. If there is
X ∈ X which is not contained in H ′, then the non-zero subspace (X ∩H ′)⊥ ∩X is
compatible to all elements of X and orthogonal to all elements of Y. As above, we
add this subspace to Y and obtain a set whose elements are mutually orthogonal
and compatible to all elements of X , a contradiction.
For every Y ∈ Y we denote by XY the set formed by all intersections of Y with
elements of X . This set is compatible (possibly XY ⊂ {0, Y }). Since every Y ∈ Y
is finite-dimensional, there is an orthonormal basis BY of Y such that all elements
of XY are spanned by subsets of this basis (we can take any orthonormal basis of
Y if XY ⊂ {0, Y }). Let B be the union of all BY . This is an orthonormal basis
of H . For every X ∈ X the intersection X ∩ Y is non-zero only for finitely many
Y ∈ Y and the sum of all such X ∩ Y coincides with X (this follows from the fact
that X is compatible to all elements of Y). This means that X is contained in the
orthogonal apartment defined by the basis B. 
Let C be a conjugacy class of operators from Fs(H). For every orthonormal basis
B of H the set of all operators from C whose maximal eigenspaces are spanned by
subsets of B is said to be the orthogonal apartment of C defined by the basis B.
Any two operators from an orthogonal apartment commute. Conversely, if X is a
subset of C formed by mutually commuting operators, then, by Proposition 2, there
is an orthogonal apartment of C containing X . Therefore, orthogonal apartments
of C can be characterized as maximal subsets X ⊂ C with respect to the property
that any two operators from X commute. Therefore, for a bijective transformation
f of C the following two conditions are equivalent:
• f is commutativity preserving in both directions,
• f and f−1 send orthogonal apartments to orthogonal apartments.
Using some properties of orthogonal apartments, we prove the following.
Lemma 1. If dimH ≥ 4k, then every bijective transformation of C preserving the
commutativity in both directions is orthogonality preserving in both directions.
Now, we show that Theorem 1 follows from Proposition 1 and Lemma 1.
Let f be a bijective transformation of C preserving the commutativity in both
directions and dimH ≥ 4k. By Lemma 1, f is orthogonality preserving in both
directions and Proposition 1 implies the existence of a unitary or anti-unitary op-
erator U such that
Im(f(A)) = U(Im(A))
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for every A ∈ C. Consider the transformation g of C defined as
g(A) = U∗f(A)U
for every A ∈ C. This is a bijective transformation which preserves the commu-
tativity in both directions and leaves fixed the image of every operator from C.
So, the image of every A ∈ C coincides with the image of g(A) which implies that
g(A) = A only in the case when C = Pk(H).
Show that every 1-dimensional eigenspace Y of A is an eigenspace of g(A) (recall
that we do not consider eigenspaces contained in the kernels of operators). We take
a k-dimensional subspace N compatible to Im(A) and intersecting Im(A) precisely
in Y . There is an operator B ∈ C whose image is N and such that AB = BA. Then
g(A) and g(B) commute and the image of g(B) is N . If Y is not an eigenspace
of g(A), then the intersection of every maximal eigenspace X ′ of g(A) with every
maximal eigenspace Y ′ of g(B) is zero. Since g(A) and g(B) commute, X ′ and Y ′
are compatible which implies thatX ′ and Y ′ are orthogonal. Therefore, all maximal
eigenspaces of g(A) are orthogonal to all maximal eigenspaces of g(B) which means
that the images of g(A) and g(B) are orthogonal and we get a contradiction (the
intersection of these images is Y ).
Similarly, we establish that every 1-dimensional eigenspace of g(A) is an eigenspa-
ce of A. So, a 1-dimensional subspace is an eigenspace of A if and only if it is an
eigenspace of g(A). This is possible only in the case when every maximal eigenspace
of A is a maximal eigenspace of g(A) and conversely. By our assumption (see
Theorem 1), the dimensions of any two distinct maximal eigenspaces of A are
distinct and the same holds for the maximal eigenspaces of g(A). In other words,
every maximal eigenspace of A and g(A) corresponds to the same eigenvalue as
an eigenspace of A and as an eigenspace of g(A). Then g(A) = A and we have
f(A) = UAU∗ for every A ∈ C.
Example 2. Suppose that every operator from C has precisely two eigenvalues
α, β and the maximal eigenspace corresponding to each of these eigenvalues is
m-dimensional. If X and Y are orthogonal m-dimensional subspaces, then the
operators
A = αPX + βPY and B = αPY + βPX
belong to C. Let f be the bijective transformation of C which permutes A,B
and leaves fixed all other elements of C. Then f is commutativity preserving in
both directions. Indeed, C ∈ C commutes with A if and only if it commutes with
B. On the other hand, there is no unitary or anti-unitary operator U such that
f(C) = UCU∗ for every C ∈ C.
5. Proof of Lemma 1
Let C be a conjugacy class of rank k operators from Fs(H) and dimH > 2k.
We take any orthonormal basis B = {ei}i∈I of H and consider the associated
orthogonal apartment A ⊂ C. Recall that A consists of all operators from C whose
maximal eigenspaces are spanned by subsets of B.
A subset X ⊂ A is said to be orthogonally inexact if there is an orthogonal
apartment of C distinct from A and containing X .
Example 3. For any distinct i, j ∈ I we denote byA(+i,+j) the set of all operators
A ∈ A such that one of the maximal eigenspaces of A contains both ei and ej . Let
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A(−i,−j) be the set of all operators from A whose images are orthogonal to the 2-
dimensional subspace S spanned by ei and ej . We take any orthogonal unit vectors
e′i, e
′
j ∈ S which are not scalar multiples of ei, ej. Then the orthogonal apartment
defined by the basis
(B \ {ei, ej}) ∪ {e
′
i, e
′
j}
intersects A precisely in the subset
(1) A(+i,+j) ∪ A(−i,−j),
i.e. this subset is orthogonally inexact.
Lemma 2. Every maximal orthogonally inexact subset of A is of type (1).
Proof. It is sufficient to show that every orthogonally inexact subset X ⊂ A is
contained in a subset of type (1). For every i ∈ I we consider the family of all
closed subspaces X ⊂ H satisfying one of the following conditions:
• X is the maximal eigenspace of an operator from X and X contains ei,
• there is A ∈ X whose image is orthogonal to ei and X is the orthogonal
complement of this image.
Note that every such X is spanned by a subset of B and contains ei. Let Si be the
intersection of all subspaces X satisfying the above conditions. Then Si is spanned
by a subset of B and contains ei. Therefore, if every Si is 1-dimensional, then A is
the unique orthogonal apartment containing X which contradicts the assumption
that X is orthogonally inexact. So, there is at least one i ∈ I such that dimSi ≥ 2
and we take any j 6= i satisfying ej ∈ Si. Then
X ⊂ A(+i,+j) ∪ A(−i,−j).
Indeed, if A ∈ X and X is a maximal eigenspace of A containing ei, then ej ∈ Si ⊂
X and A belongs to A(+i,+j). If the image of A ∈ X is orthogonal to ei, then
ej ∈ Si ⊂ Im(A)
⊥ which means that ej is orthogonal to Im(A) and A belongs to
A(−i,−j). 
We say that C ⊂ A is an orthocomplementary subset if A \ C is a maximal
orthogonally inexact subset, i.e.
(2) C = A \ (A(+i,+j) ∪ A(−i,−j))
for some distinct i, j ∈ I.
Denote by A(+i,−j) the set of all operators A ∈ A such that one of the maximal
eigenspaces of A contains ei and does not contain ej .
Remark 1. If A ∈ A(+i,−j), then one of the following possibilities is realized:
ei, ej belong to distinct maximal eigenspaces of A or ej is orthogonal to the image
of A. Therefore,
A(+i,−j) ∩A(+j,−i)
consists of all operators A ∈ A such that ei and ej belong to distinct maximal
eigenspaces of A. In the case when C = Pk(H), this intersection is empty.
The orthocomplementary subset (2) coincides with
A(+i,−j) ∪ A(+j,−i).
This orthocomplementary subset will be denoted by Cij . Note that Cij = Cji.
For any A,B ∈ A we denote by nA(A,B) the number of all orthocomplementary
subsets of A containing both A and B.
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Lemma 3. Let A,B ∈ A. The following assertions are fulfilled:
(i) Suppose that H is infinite-dimensional. If A,B are orthogonal, then
nA(A,B) = k
2.
In the case when A,B are non-orthogonal, nA(A,B) is infinite.
(ii) If dimH = n is finite and the intersection of the images of A and B is
m-dimensional, then
nA(A,B) ≥ (k −m)
2 +m(n− 2k +m).
Proof. Let X and Y be the images of A and B, respectively. In the case when X
and Y are orthogonal, Cij contains both A,B if and only if one of ei, ej belongs to
X and the other to Y . There are precisely k2 such orthocomplementary subsets.
Suppose that X ∩ Y is m-dimensional and m > 0. If
ei ∈ X ∩ Y and ej 6∈ X + Y,
then Cij contains both A,B. In the case when H is infinite-dimensional, there are
infinitely many such Cij . If dimH = n is finite, then
dim(X + Y ) = 2k −m
and there are precisely m(n− 2k +m) such orthocomplementary subsets.
If one of ei, ej belongs to X \ Y and the other to Y \X , then Cij contains both
A,B. The number of such Cij is (k −m)
2 . 
Remark 2. Suppose that there are ei ∈ X ∩ Y and ej ∈ X \ Y which are not
contained in the same eigenspace of A. Then Cij contains both A,B and we have
nA(A,B) > (k −m)
2 +m(n− 2k +m).
Lemma 4. In the case when dimH ≥ 4k, operators A,B ∈ A are orthogonal if
and only if nA(A,B) = k
2.
Proof. If H is infinite-dimensional, then the statement follows immediately from
the first part of Lemma 3. Suppose that dimH = n is finite and consider the
quadratic function
c(x) = (k − x)2 + x(n− 2k + x) = 2x2 − (4k − n)x+ k2.
It takes the minimal value on x = (4k−n)/4. Since n ≥ 4k, we have (4k−n)/4 ≤ 0.
Then for every natural m > 0
k2 = c(0) < c(m) = (k −m)2 +m(n− 2k +m)
and Lemma 3 gives the claim. 
Remark 3. Suppose that dimH = n is even and 2k < n < 4k. Them m =
(4k − n)/2 is a natural number and 0 < m < k. A direct verification shows that
c(0) = c(m)
and we cannot state that nA(A,B) 6= k
2 if the intersection of the images of A and
B is m-dimensional. There is another one problem. In the case when dimH < 4k,
we have
c(0) > c(m)
COMMUTATIVITY PRESERVING TRANSFORMATIONS OF CONJUGACY CLASSES 9
for some m ∈ {1, . . . , k− 1}. By Remark 2, there are A,B ∈ A (the intersection of
the images is assumed to be m-dimensional) such that
nA(A,B) > c(m).
As above, we cannot state that nA(A,B) 6= k
2.
Let f be a bijective transformation of C preserving the commutativity in both
directions. Then f and f−1 send orthogonal apartments to orthogonal apartments.
For any orthogonal operators A,B ∈ C there is an orthogonal apartment A ⊂ C
containing them. The transformation f sends orthogonally inexact subsets of A to
orthogonally inexact subsets of f(A) and f−1 maps orthogonally inexact subsets
of f(A) to orthogonally inexact subsets of A. This means that X is a maximal
orthogonally inexact subset of A if and only if f(X ) is a maximal orthogonally in-
exact subset of f(A). Therefore, a subset C ⊂ A is orthocomplementary if and only
if f(C) is an orthocomplementary subset of f(A). Since A and B are orthogonal,
we have
nf(A)(f(A), f(B)) = nA(A,B) = k
2.
In the case when dimH ≥ 4k, the operators f(A) and f(B) are orthogonal by
Lemma 4. Similarly, we establish that f−1 is orthogonality preserving.
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