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Abstract: Research on damage detection of road
surfaces using image processing techniques has been
actively conducted, achieving considerably high detec-
tion accuracies. Many studies only focus on the detec-
tion of the presence or absence of damage. However, in
a real-world scenario, when the road managers from a
governing body need to repair such damage, they need
to clearly understand the type of damage in order to
take effective action. In addition, in many of these pre-
vious studies, the researchers acquire their own data
using different methods. Hence, there is no uniform
road damage dataset available openly, leading to the
absence of a benchmark for road damage detection.
This study makes three contributions to address these
issues. First, to the best of our knowledge, for the first
time, a large-scale road damage dataset is prepared.
This dataset is composed of 9,053 road damage images
captured with a smartphone installed on a car, with
15,435 instances of road surface damage included in
these road images. In order to generate this dataset, we
cooperated with 7 municipalities in Japan and acquired
road images for more than 40 hours. These images were
captured in a wide variety of weather and illuminance
conditions. In each image, we annotated the bound-
ing box representing the location and type of dam-
age. Next, we used a state-of-the-art object detection
method using convolutional neural networks to train
the damage detection model with our dataset, and com-
pared the accuracy and runtime speed on both, using
a GPU server and a smartphone. Finally, we demon-
strate that the type of damage can be classified into
eight types with high accuracy by applying the proposed
object detection method. The road damage dataset, our
experimental results, and the developed smartphone
application used in this study are publicly available
(https://github.com/sekilab/RoadDamageDetector/).
∗maedahi@iis.u-tokyo.ac.jp
1 Introduction
During the period of high economic growth in Japan
from 1954 to 1973, infrastructure such as roads,
bridges, and tunnels were constructed extensively; how-
ever, because many of these were constructed more than
50 years ago (MLIT, 2016), they are now aged, and the
number of structures that are to be inspected is expected
to increase rapidly in the next few decades. In addition,
the discovery of the aged and affected parts of infras-
tructure has thus far depended solely on the expertise of
veteran field engineers. However, owing to the increas-
ing demand for inspections, a shortage of field techni-
cians (experts) and financial resources has resulted in
many areas. In particular, the number of municipalities
that have neglected conducting appropriate inspections
owing to the lack of resources or experts has been in-
creasing (Kazuya et al., 2013). The United States also
has similar infrastructure aging problems (AAoSHaT,
2008). The prevailing problems in infrastructure main-
tenance and management are likely to be experienced
by countries all over the world. Considering this neg-
ative trend in infrastructure maintenance and manage-
ment, it is evident that efficient and sophisticated infras-
tructure maintenance methods are urgently required.
In response to abovementioned problem, many meth-
ods to efficiently inspect infrastructure, especially road
conditions, have been studied, such as methods us-
ing laser technology or image processing. Moreover,
there are quite a few studies using neural networks for
civil engineering problems in the 11 years from 1989
to 2000 (Adeli, 2001). Furthermore, recently, com-
puter vision and machine learning techniques have been
successfully applied to automate road surface inspec-
tion (Chun et al., 2015; Zalama et al., 2014; Jo and Ryu,
2015).
However, thus far, with respect to methods of inspec-
tions using image processing, we believe these methods
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suffer from three major disadvantages:
1. There is no common dataset for a comparison
of results; in each research, the proposed method is
evaluated using its own dataset of road damage im-
ages. Motivated by the field of general object recog-
nition, wherein large common datasets such as Ima-
geNet (Deng et al., 2009) and PASCAL VOC (Evering-
ham et al., 2010, 2015) exist, we believe there is a need
for a common dataset on road scratches.
2. Although current state-of-the-art object detection
methods use end-to-end deep learning techniques, no
such method exists for road damage detection.
3. Though road surface damage is distinguished into
several categories (in Japan, eight categories accord-
ing to the Road Maintenance and Repair Guidebook
2013 (JRA, 2013)), many studies have been limited to
the detection or classification of damage in only the
longitudinal and lateral directions (Chun et al., 2015;
Zalama et al., 2014; Zhang et al., 2016; Akarsu et al.,
2016; Maeda et al., 2016). Therefore, it is difficult for
road managers to apply these research results directly
in practical scenarios.
Considering the abovementioned disadvantages, in
this study, we develop a new, large-scale road damage
dataset, and then train and evaluate a damage detection
model that is based on the state-of-the-art convolutional
neural network (CNN) method.
The contributions of this study are as follows.
1.We created and released 9,053 road damage im-
ages containing 15,435 damages. The dataset contains
the bounding box of each class for the eight types of
road damage. Each image is extracted from an im-
age set created by capturing pictures of a large number
of roads obtained using a vehicle-mounted smartphone.
The 9,053 images of the dataset contain a wide variety
of weather and illuminance conditions. In addition, in
assessing the type of damage, the expertise of a profes-
sional road administrator was employed, rendering the
dataset considerably reliable.
2. Using our developed dataset, we have evaluated
the state-of-the art object detection method based on
deep learning and made benchmark results. All the
trained models are also publicly available on our web-
site1.
3. Furthermore, we showed that the type of damage
from among the eight types can be identified with high
accuracy.
The rest of the paper is organized as follows. In Sec-
1https://github.com/sekilab/RoadDamageDetector/
tion 2, we discuss the related works. Details of our new
dataset are presented in Section 3. The experimental
settings are explained in Section 4. Then, the results
are provided in Section 5. Finally, Section 6 concludes
the paper.
2 Related Works
2.1 Road Damage Detection
Road surface inspection is primarily based on visual ob-
servations by humans and quantitative analysis using
expensive machines.
Among these, the visual inspection approach not only
requires experienced road managers, but also is time-
consuming and expensive. Furthermore, visual inspec-
tion tends to be inconsistent and unsustainable, which
increases the risk associated with aging road infrastruc-
ture. Considering these issues, municipalities lacking
the required resources do not conduct infrastructure in-
spections appropriately and frequently, increasing the
risk posed by deteriorating structures.
In contrast, quantitative determination based on
large-scale inspection, such as using a mobile measure-
ment system (MMS) (KOKUSAI KOGYO CO., 2016)
or laser-scanning method (Yu and Salari, 2011) is also
widely conducted. An MMS obtains highly accurate
geospatial information using a moving vehicle; this sys-
tem comprises a global positioning system (GPS) unit,
an internal measurement unit, digital measurable im-
ages, a digital camera, a laser scanner, and an omni-
directional video recorder. Though quantitative inspec-
tion is highly accurate, it is considerably expensive to
conduct such comprehensive inspections especially for
small municipalities that lack the required financial re-
sources.
Therefore, considering the abovementioned issues,
several attempts have been made to develop a method
for analyzing road properties by using a combination
of recordings by in-vehicle cameras and image process-
ing technology to more efficiently inspect a road sur-
face. For example, a previous study proposed an auto-
mated asphalt pavement crack detection method using
image processing techniques and a naive Bayes-based
machine-learning approach (Chun et al., 2015). In ad-
dition, a pothole-detection system using a commercial
black-box camera has been previously proposed (Jo and
Ryu, 2015). In recent times, it has become possible
to quite accurately analyze the damage to road sur-
faces using deep neural networks (Zhang et al., 2016;
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Maeda et al., 2016; Zhang et al., 2017). For instance,
Zhang et al. (Zhang et al., 2017) introduced CrackNet,
which predicts class scores for all pixels. However,
such road damage detection methods focus only on
the determination of the existence of damage. Though
some studies do classify the damage based on types—
for example, Zalama et al. (Zalama et al., 2014) clas-
sified damage types vertically and horizontally, and
Akarsu et al. (Akarsu et al., 2016) categorized dam-
age into three types, namely, vertical, horizontal, and
crocodile—most studies primarily focus on classifying
damages between a few types. Therefore, for a practi-
cal damage detection model for use by municipalities,
it is necessary to clearly distinguish and detect different
types of road damage; this is because, depending on the
type of damage, the road administrator needs to follow
different approaches to rectify the damage.
Furthermore, the application of deep learning for
road surface damage identification has been proposed
by few studies, for example, studies by Maeda et
al. (Maeda et al., 2016) and Zhang et al. (Zhang et al.,
2016). However, the method proposed by Maeda et
al. (Maeda et al., 2016), which uses 256 × 256 pixel
images, identifies the damaged road surfaces, but does
not classify them into different types. In addition, the
method of Zhang et al. (Zhang et al., 2016) identifies
whether damage occurred exclusively using a 99 × 99
patch obtained from a 3264 × 2448 pixel image. Fur-
ther, a 256 × 256 pixel damage classifier is applied
using a sliding window approach (Felzenszwalb et al.,
2010) for 5,888 × 3,584 pixel images in order to de-
tect cracks on the concrete surface (Cha et al., 2017). In
these studies, classification methods are applied to in-
put images and damage is detected. Recently, it has
been reported that object detection using end-to-end
deep learning is more accurate and has a faster pro-
cessing speed than using a combination of classifica-
tion methods; this will be discussed in detail in 2.3. As
an example of a method using end-to-end deep learning
performing better than tradition methods, white line de-
tection based on end-to-end deep learning using Over-
Feat (Sermanet et al., 2013) outperformed a previously
proposed empirical method (Huval et al., 2015). How-
ever, to the best of our knowledge, no example of the
application of end-to-end deep learning method for road
damage detection exists. It is important to note that
classification refers to labeling an image rather than an
object, whereas detection means assigning an image a
label and identifying the objects coordinates as exem-
plified by the ImageNet competition (Deng et al., 2009).
Therefore, considering this, we apply the end-to-end
object detection method based on deep learning to the
road surface damage detection problem, and verify its
detection accuracy and processing speed. In particu-
lar, we examine whether we can detect eight classes
of road damage by applying state-of-the-art object de-
tection methods (discussed later in 2.3) with the newly
created road damage dataset (explained in Section 3).
Although many excellent methods have been proposed,
such as segmentation of cracks on the concrete sur-
face (O’Byrne et al., 2014; Nishikawa et al., 2012), our
research uses an object detection method.
2.2 Image Dataset of Road Surface Dam-
age
Though an image dataset of the road surface exists,
called the kitti dataset (Geiger et al., 2013), it is pri-
marily used for applications related to automatic driv-
ing. However, to the best of our knowledge, no dataset
tagged for road damage exists in the field. In all the
studies focusing on road damage detection described
in 2.1, in each study, the researchers independently
propose unique methods using acquired road images.
Therefore, a comparison between the methods pre-
sented in these studies is difficult.
Furthermore, according to Mohan et al. (Mohan and
Poobal, 2017), there are few studies that construct dam-
age detection models using real data, and 20 of these
studies use road images taken directly from above the
road. In fact, it is difficult to reproduce the road im-
ages taken directly from above the roads, because do-
ing so involves installing a camera outside the car body,
which, in many countries, is a violation of the law;
in addition, it is costly to maintain a dedicated car
solely for road images. Therefore, we have developed
a dataset of road damage images using the road images
captured using a smartphone on the dashboard of a gen-
eral passenger car; in addition, we made this dataset
publicly available. Moreover, we show that road sur-
face damage can be detected with considerably high ac-
curacy even with images acquired by employing such a
simple method.
2.3 Object Detection System
In general, for object detection, methods that apply an
image classifier to an object detection task have become
mainstream; these methods entail varying the size and
position of the object in the test image, and then using
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the classifier to identify the object. The sliding win-
dow approach is a well-known example (Felzenszwalb
et al., 2010). In the past few years, an approach in-
volving the extraction of multiple candidate regions of
objects using region proposals as typified by R-CNN,
then making a classification decision with candidate re-
gions using classifiers has also been reported (Girshick
et al., 2014). However, the R-CNN approach can be
time consuming because it requires more crops, leading
to significant duplicate computation from overlapping
crops. This calculation redundancy was solved using
a Fast R-CNN (Girshick, 2015), which inputs the en-
tire image once through a feature extractor so that crops
share the computation load of feature extraction. As
described above, image processing methods have his-
torically developed at a considerable pace. In our study,
we primarily focus on four recent object detection sys-
tems: the Faster R-CNN (Ren et al., 2015), the You
Look Only Once (YOLO) (Redmon et al., 2016; Red-
mon and Farhadi, 2016) system, the Region-based Fully
Convolutional Networks (R-FCN) system (Dai et al.,
2016), and the Single Shot Multibox Detector (SSD)
system (Liu et al., 2016).
2.3.1 Faster R-CNN
The Faster R-CNN (Ren et al., 2015) has two stages for
detection. In the first stage, images are processed us-
ing a feature extractor (e.g., VGG, MobileNet) called
the Region Proposal Network (RPN) and simultane-
ously, some intermediate level layers (e.g., ”conv5”) are
used to predict class bounding box proposals.
In the second stage, these box proposals are used to
crop features from the same intermediate feature map,
which are subsequently input to the remainder of the
feature extractor in order to predict a class label and its
bounding box refinement for each proposal. It is impor-
tant to note that Faster R-CNN does not crop proposals
directly from the image and re-runs crops through the
feature extractor, which would lead to duplicated com-
putations.
2.3.2 YOLO
YOLO is an object detection framework that can
achieve high mean average precision (mAP) and
speed (Redmon et al., 2016; Redmon and Farhadi,
2016). In addition, YOLO can predict the region and
class of objects with a single CNN. An advantageous
feature of YOLO is that its processing speed is consid-
erably fast because it solves the problem as a mere re-
gression, detecting objects by considering background
information. The YOLO algorithm outputs the coordi-
nates of the bounding box of the object candidate and
the confidence of the inference after receiving an image
as input.
2.3.3 R-FCN
R-FCN is another object detection framework, which
was proposed by Dai et al. (Dai et al., 2016). Its ar-
chitecture is that of a region-based, fully convolutional
network for accurate and efficient object detection. Al-
though Faster R-CNN is several times faster than Fast
R-CNN, the region-specific component must be applied
several hundred times per image. Instead of cropping
features from the same layer where the region propos-
als are predicted like in the case of the Faster R-CNN
method, in the R-FCN method, crops are taken from the
last layer of the features prior to prediction. This ap-
proach of pushing cropping to the last layer minimizes
the amount of per-region computation that must be per-
formed. Dai et al. (Dai et al., 2016) showed that the
R-FCN model (using Resnet 101) could achieve accu-
racy comparable to Faster R-CNN often at faster run-
ning speeds.
2.3.4 SSD
SSD (Liu et al., 2016) is an object detection framework
that uses a single feed-forward convolutional network
to directly predict classes and anchor offsets without
requiring a second stage per-proposal classification op-
eration. The key feature of this framework is the use
of multi-scale convolutional bounding box outputs at-
tached to multiple feature maps at the top of the net-
work.
2.4 Base Network
In all these object detection systems, a convolutional
feature extractor as a base network is applied to the in-
put image in order to obtain high-level features. The se-
lection of the feature extractor is considerably important
because the number of parameters and layers, the type
of layers, and other properties directly affect the per-
formance of the detector. We have selected seven rep-
resentative base networks, which are explained in 2.4,
and three base networks to evaluate the results in Sec-
tion 5. The six feature extractors we have selected are
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widely used in the field of computer vision.
2.4.1 darknet-19
Darknet-19 (Redmon and Farhadi, 2016) is a base
model of the YOLO framework. The model has 19 con-
volutional layers and 5 maxpooling layers.
2.4.2 VGG-16
VGG 16 (Simonyan and Zisserman, 2014) is a CNN
with a total of 16 layers consisting of 13 convolution
layers and 3 fully connected layers proposed in the
ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) in 2014. This model achieved good results
in ILSVRC and COCO 2015 (classification, detection,
and segmentation) considering the depth of the layers.
2.4.3 Resnet
Resnet, which refers to Deep Residual Learning, (He
et al., 2016), is a structure for deep learning, particularly
for CNNs, that enables high-precision learning in a very
deep network; it was released by Microsoft Research in
2015. Accuracy beyond human ability is obtained by
learning images with 154 layers. Resnet achieved an
error rate of 3.57% with the ImageNet test set and won
the first place in ILSVRC 2015 classification task.
2.4.4 Inception V2
Inception V2 (Ioffe and Szegedy, 2015) and Inception
V3 (Szegedy et al., 2016) enable one to increase the
depth and breadth of the network without increasing the
number of parameters or the computational complexity
by introducing so-called inception units.
2.4.5 Inception Resnet
Inception Resnet V2 (Szegedy et al., 2017) improves
recognition accuracy by combining both residual con-
nections and Inception units effectively.
2.4.6 MobileNet
MobileNet (Howard et al., 2017) has been shown to
achieve an accuracy comparable to VGG-16 on Ima-
geNet with only 1/30th of the computational cost and
model size. MobileNet is designed for efficient infer-
ence in various mobile vision applications. Its building
blocks are depthwise separable convolutions that factor-
ize a standard convolution into a depthwise convolution
and a 1 × 1 convolution, effectively reducing both the
computational cost and number of parameters.
3 Proposed Dataset
In this section, we describe our proposed new dataset,
including how the data was obtained, how it was anno-
tated, its contents, and issues related to privacy.
3.1 Data Collection
Thus far, in the study of damage detection on the road
surface, images are either captured from above the road
surface or using on-board cameras on vehicles. When
models are trained with images captured from above,
the situations that can be applied in practice are limited,
considering the difficulty of capturing such images. In
contrast, when a model is constructed with images cap-
tured from an on-board vehicle camera, it is easy to ap-
ply these images to train the model for practical situ-
ations. For example, using a readily available camera
like on smartphones and general passenger cars, any in-
dividual can easily detect road damages by running the
model on the smartphone or by transferring the images
to an external server and processing it on the server.
We selected seven local governments in Japan2 and
cooperated with the road administrators of each local
government to collect 163,664 road images3. Seven
municipalities have snowy areas and urban areas that
are very diverse in terms of regional characteristics such
as the weather and fiscal constraints.
We installed a smartphone (LG Nexus 5X) on the
dashboard of a car, as shown in Figure 1, and pho-
tographed images of 600× 600 pixels once per second.
The reason we select a photographing interval of 1 s is
because it is possible to photograph images while trav-
eling on the road without leakage or duplication when
the average speed of the car is approximately 40 km/h
(or approximately 10 m/s). For this purpose, we created
a smartphone application that can capture images of the
roads and record the location information once per sec-
ond; this application is also publicly available on our
website.
2Ichihara city, Chiba city, Sumida ward, Nagakute city, Adachi
city, Muroran city, and Numazu city.
3We traveled through every municipality covering approximately
1,500 km in total
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Figure 1: Installation setup of the smartphone on the
car. It is mounted on the dashboard of a general passen-
ger car. Our developed application can capture a pho-
tograph of the road surface approximately 10 m ahead,
which indicates that this application can photograph im-
ages while traveling on the road without leakage or du-
plication when the care moves at an average speed of
about 40 km/h (about 10 m/s) if photographing every
second. In addition, it can detect road damages in 1.5 s
with high accuracy (see Section 5).
3.2 Data Category
Table 1 list the different damage types and their defi-
nition. In this paper, each damage type is represented
with a Class Name such as D00. Each type of damage
is illustrated in the examples in Figure 2.
As can be seen from the table, the damage types
are divided into eight categories. First, the damage is
classified into cracks or other corruptions. Then, the
cracks are divided into linear cracks and alligator cracks
(crocodile cracks). Other corruptions, include not only
pot holes and rutting, but also other road damage such
as blurring of white lines.
To the best of our knowledge, no previous research
covers such a wide variety of road damages, especially
in the case of image processing. For example, the
method proposed by Jo et al. (Jo and Ryu, 2015) de-
tects only potholes in D40, and that of Zalama et al. (Za-
lama et al., 2014) classifies damage types exclusively as
longitudinal and lateral, whereas the method proposed
by Akarsu et al. (Akarsu et al., 2016) categorizes dam-
age types into longitudinal, lateral, and alligator cracks.
Further, the previous study using deep learning (Zhang
et al., 2016; Maeda et al., 2016) only detects the pres-
ence or absence of damage.
3.3 Data Annotation
The collected images were then annotated manually.
We illustrate our annotation pipeline in Figure 3. Be-
cause our dataset format is designed in a manner similar
to the PASCAL VOC (Everingham et al., 2010, 2015),
it is easy to apply it to many existing methods used in
the field of image processing.
3.4 Data Statistics
Our dataset is composed of 9,053 labeled road damage
images. Of these 9,053 images, 15,435 bounding boxes
of damage are annotated. Figure 4 shows the number
of instances per label that were collected in each mu-
nicipality. We photographed a number of road images
in various regions of Japan, but could not avoid bias-
ing some of the data. For example, damages such as
D40 pose a more significant danger, and therefore, road
managers repair these damages as soon as they occur;
thus, there are not many instances of D40 in reality. In
many studies, the blurring of white lines is not consid-
ered to be damage; however, in this study, white line
blur is also considered as damage. In summary, our new
dataset includes 9,053 damage images and 15,435 dam-
age bounding boxes. The resolution of the images is
600 × 600 pixels. The area and the weather in the area
are diverse, and thus, the dataset closely resembles the
real world. We used this dataset to evaluate the damage
detection model.
3.5 Privacy Matters
Our dataset is openly accessible by the public. There-
fore, considering issues with privacy, based on visual
inspection, when a person’s face or a car license plate
are clearly reflected in the image, they are blurred out.
4 Experimental Setup
Based on a previous study in which many neural net-
works and object detection methods were compared
in detail (Huang et al., 2016), among the state-of-the-
art object detection methods, the SSD using Inception
V2 and SSD using MobileNet are those with relatively
small CPU loads and low memory consumption, even
while maintaining high accuracy. However, it is im-
portant to note that the results of the abovementioned
research were obtained using the COCO dataset (Lin
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(a)	D00 (b)	D01 (c)	D10
(d)	D11 (e)	D20 (f)	D40
(g)	D43 (h)	D44
D00	:	Liner	crack,	longitudinal,	
wheel	mark	part
D01	:	Liner	crack,	longitudinal,	
construction	 joint	part
D10	:	Liner	crack,	lateral,
equal	interval
D11	:	Liner	crack,	lateral,	
construction	 joint	part
D20	:	Alligator	crack
D40	:	Rutting,	bump,	 pothole,	 separation
D43	:	White	line	blur
D44	:	Cross	walk	blur
(i)	Class	 name
Figure 2: Sample images of our dataset: (a) to (h) correspond to each one of the eight categories, and (i) shows
the legend. Our benchmark contains 163,664 road images and of these, 9,053 images include cracks. A total of
9,053 images were annotated with class labels and bounding boxes. The images were captured using a smartphone
camera in realistic scenarios.
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Table 1: Road damage types in our dataset and their definitions.
Damage Type Detail Class Name
Longitudinal Wheel mark part D00
Crack Linear Crack Construction joint part D01
Lateral Equal interval D10
Construction joint part D11
Alligator Crack Partial pavement, overall pavement D20
Rutting, bump, pothole, separation D40
Other Corruption White line blur D43
Cross walk blur D44
Source: Road Maintenance and Repair Guidebook 2013 JRA (2013) in Japan.
Note: In reality, rutting, bump, pothole, and separation are different types of road damage, but it was difficult to distinguish these four types
using images. Therefore, they were classified as one class, viz., D40.
D00 D01
Figure 3: Annotation pipeline. First, we draw the
bounding box. Then, the class label is attached.
et al., 2014). Because we believe that an object detec-
tion method that can be executed on a smartphone (or a
small computational resource) is desirable, in this study,
we trained the model using the SSD Inception V2 and
SSD MobileNet frameworks. We analyze the cases of
applying the SSD using Inception and SSD using Mo-
bileNet to our dataset in detail.
4.1 Parameter Settings
In the object detection algorithm using deep learning,
the parameters learned from the data are enormous; in
addition, the number of hyper parameters set by humans
is large. The parameter setting in the case of each algo-
rithm is described below.
4.1.1 SSD using Inception V2
We followed the methodology mentioned in the orig-
inal paper (Liu et al., 2016). The initial learning rate
is 0.002, which is reduced by a learning rate decay of
0.95 per 10,000 iterations. The input image size is 300
× 300 pixels, which indicates that the original images
are resized from 600 × 600 to 300 × 300.
4.1.2 SSD using MobileNet
As in the previous case, we followed the methodology
mentioned in the original paper (Liu et al., 2016) as
well. Similar to Huang et al. (Huang et al., 2016), we
initialize the weights with a truncated normal distribu-
tion with a standard deviation of 0.03. The initial learn-
ing rate is 0.003 with a learning rate decay of 0.95 every
10,000 iterations. The input image size in this case is
300 × 300 pixels as well.
4.2 Training and Evaluation
We conducted training and evaluation using our dataset.
For our experiment, the dataset was randomly divided
in a ratio of 8:2; the former part was set as training
data, and the latter as evaluation data. Thus, the training
data included 7,240 images, and the evaluation data had
1,813 images.
5 Results
In our experiment, training was performed on an PC
running the Ubuntu 16.04 operating system with an
NVIDIA GRID K520 GPU and 15 GB RAM memory.
In the evaluation, the Intersection Over Union (IOU)
threshold was set to 0.5. The detected samples are il-
lustrated in Figures 6 and 7.
We compared the results provided by the SSD Incep-
tion V2 and SSD MobileNet. These results are listed
in Table 2. Although D01 and D44 were detected with
relatively high recall and precision, the value of recall is
low in the case of D11 and D40; This can be attributed
to the number of training data (see Figure 4). On the
contrary, D43 was detected with high recall and preci-
sion even though the number of training data is small;
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D00 D01 D10 D11 D20 D40 D43 D44 TOTAL
Ichihara	city 175 71 18 9 43 8 20 138 482
Chiba	city 183 187 13 12 27 3 104 267 796
Sumida	ward 168 660 20 61 21 19 201 482 1632
Nagakute	city 482 477 169 58 351 14 90 659 2300
Adachi	ward 529 1013 153 279 172 11 191 567 2915
Muroran	city 671 574 124 88 1192 189 50 712 3600
Numazu	city 560 807 245 129 735 165 161 908 3710
0
500
1000
1500
2000
2500
3000
3500
4000
#	
O
F	D
AM
AG
ES
D00	:	Liner	crack,	 longitudinal,	wheel	mark	part
D01	:	Liner	crack,	 longitudinal,	construction	joint	part
D10	:	Liner	crack,	 lateral,	equal	 interval
D11	:	Liner	crack,	 lateral,	construction	joint	part
D20	:	Alligator	crack
D40	:	Rutting,	bump,	pothole,	separation
D43	:	White	line	blur
D44	:	Cross	walk	blur
TOTAL 2768 3789 742 636 2541 409 817 3733 15435
Figure 4: Number of damage instances in each class in each municipality. We can see that the distribution of
damage type differs for each local government. For example, in Muroran city, there are many D20 damages
(1,192 damages) compared to other municipalities. This is because Muroran city is a snowy zone, therefore,
alligator cracks tend to occur during the thaw of snow.
this is because D43 (blur of the pedestrian crossing) oc-
cupies a large proportion in the image and the feature
is clear (i.e. stripped pattern). Overall, the SSD Mo-
bileNet yields better results.
Next, the inference speed of each model is described
in Table 3. The speed was tested on a PC with the same
specifications as in the previous case and a Nexus 5X
smartphone with an MSM8992 CPU and 2 RAM GB
memory. In this case, the SSD Inception V2 is two
times slower than the SSD MobileNet, which is consis-
tent with the result of Huang et al. (Huang et al., 2016).
In addition, because the smartphone processed data in
1.5 s, when it is installed in a moving car, damage to
the road surface can be detected in real time and with
the same accuracy as in Table 2. Our smartphone appli-
cation, which we used to detect road damage using the
trained model with our dataset (SSD with MobileNet.
See Figure 5) is publicly available on our website.
6 Conclusions
In this study, we developed a new large-scale dataset
for road damage detection and classification. In col-
laboration with seven local governments in Japan, we
collected 163,664 road images. Then, these images
with road damage were visually confirmed and classi-
fied into eight classes; out of these, 9,053 images were
annotated and released as a training dataset. To the best
of our knowledge, this dataset is the first one for road
damage detection. We strongly believe this dataset pro-
vides a new avenue for road damage detection. In ad-
dition, we trained and evaluated the damage detection
model using our dataset. Based on the results, in the
best-detectable category, we achieved recalls and preci-
sions greater than 75% with an inference time of 1.5 s
on a smartphone. We believe that a simple road inspec-
tion method using only a smartphone will be useful in
regions where experts and financial resources are lack-
ing. To support research in this field, we have made the
dataset, trained models, source code, and smartphone
application publicly available. In the future, we plan to
develop methods that can detect rare types of damage
that are uncommon in our dataset.
Acknowledgement
This research was supported by the National Institute of
Information and Communication Technology (NICT)
under contract research: “Social Big Data Utilization
R and D of Basic Technology” (Issue D: Knowledge
9
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SSD Inception V2 Recall, SIP: SSD Inception V2 Precision, SIA: SSD Inception V2 Accuracy, SMR: SSD Recall,
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SMR 0.40 0.89 0.20 0.05 0.68 0.02 0.71 0.85
SMP 0.73 0.64 0.99 0.95 0.68 0.99 0.85 0.66
SMA 0.81 0.77 0.92 0.94 0.83 0.95 0.95 0.81
Table 3: Inference speed (ms) for each model for image resolution of a 300 × 300-pixel image
Model Details Inference speed (ms)
SSD using Inception V2 (GPU) 63.1
SSD using MobileNet (GPU) 30.6
SSD using MobileNet (smartphone) 1500
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D00	:	Liner	crack,	longitudinal,	
wheel	mark	part
D01	:	Liner	crack,	longitudinal,	
construction	 joint	part
D10	:	Liner	crack,	lateral,
equal	interval
D11	:	Liner	crack,	lateral,	
construction	 joint	part
D20	:	Alligator	crack
D40	:	Rutting,	bump,	 pothole,	 separation
D43	:	White	line	blur
D44	:	Cross	walk	blur
(i)	Class	 name
Figure 6: Detected samples using the SSD MobileNet.
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construction	 joint	part
D20	:	Alligator	crack
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Figure 7: Detected samples using the SSD Inception V2.
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