An empirical correction to amide group vacuum force fields is proposed in order to account for the influence of the aqueous environment on the CvO stretching vibration ͑amide I͒. The dependence of the vibrational absorption spectral intensities on the geometry is studied with density functional theory methods at the BPW91/6-31G** level for N-methyl acetamide interacting with a variety of of water molecule clusters hydrogen bonded to it. These cluster results are then generalized to form an empirical correction for the force field and dipole intensity of the amide I (CvO stretch͒ mode. As an example of its extension, the method is applied to a larger ͑␤-turn model͒ peptide molecule and its IR spectrum is simulated. The method provides realistic bandwidths for the amide I bands if the spectra are generated from the ab initio force field corrected by perturbation from an ensemble of solvent geometries obtained using molecular dynamic simulations.
I. INTRODUCTION
Models for the influence of solvent are becoming increasingly popular in computational chemistry, since they reflect the actual environment of most experimental results for which an interpretive basis is sought, and since including solvent effects often brings a substantial increase in the accuracy of the simulations. [1] [2] [3] [4] Vibrational spectra of the peptide and protein amide I band provide a typical and very important example where such an improvement is desirable. The amide I occurs in a spectral region of little overlap with other modes and is a relatively local motion ͑amide CvO stretch͒, whose spectral intensity dominates the IR spectrum, is not mixed with other modes, and whose band shape reflects molecular conformation. 5, 6 However, in solution the CvO bond stretching is strongly affected by solvent, particularly formation of hydrogen bonds with water, the common solvent for biological samples. 4, [7] [8] [9] Apart from the absorption, faithful reproduction of frequency shifts and fine vibrational mode splitting in solvated systems is also desirable for interpreting a wide range of analytical methods, including vibrational circular dichroism ͑VCD͒, 10 Raman or Raman optical activity ͑ROA͒ spectra. 11, 12 N-methyl acetamide ͑NMA͒, a single amide ''blocked'' with methyl groups, has traditionally been used for accurate ab initio computations as a relatively faithful model for the properties of the peptide linkage. [13] [14] [15] [16] [17] Because of the importance of the amide I band for vibrational spectroscopy, in this study we explore how the vibrational frequencies and IR intensities are influenced by the number and geometry of solvent molecules explicitly included in an ab initio calculation using DFT ͑density functional theory͒ methods. Particularly, we extend the results of Ham et al. 14 so that an empirical force field correction based on the electrostatic field perturbation of this mode by the solvent can also be applied to DFT computations for larger molecules. This manuscript consists of two conceptual parts, DFT computations on NMA/water clusters and development of an empirical model suitable for correcting amide I calculations for oligomeric peptide systems. For the ab initio computations, the more precise DFT methods at the BPW91/6-31G** level is used instead of the HF approximation that was used by previous workers. 8, 14 Additionally, instead of using an ad hoc cluster construction we derive the solvent geometries used for these tests from molecular dynamic ͑MD͒ simulation configurations and thus vary their structures in a more systematic way. As a model oligopeptide calculation, we simulate IR spectra for a pentapeptide constrained to a ␤-turn geometry, chosen in particular as a secondary structure component for which solvation by water could lead to significant effects. 18, 19 
II. CLUSTER CALCULATION

A. MD snapshot clusters
With the aid of the TINKER molecular software package, 20 the NMA molecule was placed into a box of water ͑of a size of 18.56 Å͒ and the geometry minimized under periodic boundary conditions with the AMBER 21 force field. Subsequently, a molecular dynamic simulation was run. After equilibrium was achieved, ten configurations were generated, separated by 1000 1-femtosecond steps. Using a homemade graphical interface, MCM95, 22 approximately spherical clusters were selected for each MD-derived configuration. These used a common cutoff of 6.8 Å, based on a͒ Electronic mail: bour@uochb.cas.cz the distances of the water from the NMA C(vO) atom. Retaining only complete water molecules falling within the cutoff resulted in a series of clusters containing 23, 28, 30, 31, 28, 27, 25, 30, 31 , and 29 H 2 O molecules, respectively. These geometries are shown overlapped, but distinguished by color, in Fig. 1 to give a sense of how the water positions varied for the 10 MD-derived structures. Ab initio density functional theory ͑DFT͒ computation of frequencies and dipole intensities were carried out for each of these clusters with the GAUSSIAN program 23 at the BPW91/6-31G** level. 24, 25 To maintain the MD conformation but relax the higher frequency vibrational modes ͑particularly the amide I͒, so they would be calculated near their energy minimum, the geometry of the clusters was optimized prior to the frequency calculation ͑at the BPW91/6-31G** level͒ using the normal mode optimization method 26 ͑modes with ͉͉ Ͻ300 cm Ϫ1 held fixed͒.
B. Variable-size clusters
For one of these particular MD configurations, the size of the cutoff sphere was varied in a wider range, so that various parts of the NMA hydration shell were present, as summarized in Table I . Clusters C2 and C3 were constructed so that water molecules approximately surround hydrophilic and hydrophobic molecular parts, respectively; see also Fig.  2 . These selected ''subclusters'' allow one to obtain a better feel for the importance of different solvent interactions on the spectral parameters. It can be seen that different arrangements of the water molecules, particularly when resulting in H-bonded as opposed to ''free'' CvO groups ͑which only occur for isolated NMA or specially configured solvent molecules͒, can cause dramatic changes ͑reductions͒ in the amide I frequency. The amide II frequency rises by ϳ30 cm Ϫ1 for the hydrogen-bond clusters as compared to isolated ͑vacuum͒ NMA, consistent with previous results. 7, 17 Interestingly, the amide II frequency for the ''hydrophobic'' cluster where the water molecules are assembled around the methyl groups is shifted down to 1515 cm Ϫ1 , which is lower than the vacuum level. Surprisingly, in comparison to previous explicit water calculations, adding a second hydration shell continues to have a significant impact on the amide I frequency; however, frequencies obtained with larger shells seem to converge. This is consistent with our and other lab's findings that just computing three explicit waters H-bonded to NMA did not sufficiently correct the amide I frequency. Experimentally comparable frequencies were only obtained by adding a reaction field or using the polarized continuum model ͑PCM͒. 9, 17 Analogous behavior was observed for hydrogen bonding to other NMA molecules instead of water; in this case, however, the amide II frequency shift was predicted to be bigger and amide I shift smaller than for H 2 O. 8 There is an approximately linear relation between the CvO bond length and amide I frequency, but the regression relation is slightly worse than found in the previous study, 14 presumably because of the wider range of geometries investigated here.
III. EMPIRICAL CORRECTIONS
A. Amide I frequency correction
We follow the recent work 14 suggesting that the amide I frequency ͑͒ is proportional to electrostatic potential ͑͒ from water molecules at the six nuclei which form the core of the amide group
where 0 is the frequency ͑or wave number͒ in vacuum and the unit factor uϭ116 080 was introduced in order to comply with the original meaning 14 of the parameters l i . Then, the frequency has units of wave number (cm Ϫ1 ) and the potentials can be calculated as
where the partial atomic charges for water atoms are q H ϭ0.412 and q O ϭϪ0.814, and the distances are measured in Å. This relation was originally derived based on a consideration of the anharmonicity of the CvO vibration and effective vibrational transition charges ͑derivative of the partial atomic charge q i with respect to the normal mode Q (‫ץ‬q i /‫ץ‬Q)) within the amide group atoms. 14,27 A conservation condition for the parameters, i.e., ͚ iϭ1 6 l i ϭ0, was thereby developed. The values of the l i parameters were originally determined on the basis of fitting to the vibrational frequencies obtained with HF/6-311ϩϩG** calculations for relatively small NMA-water clusters. 14 In this work, we refit the frequency shift ͓Eq. ͑1͔͒ using the DFT BPW91/6-31G** frequencies obtained for the ͑al-together 16͒ clusters described above. We included also the smaller clusters ͑with 0-15 water molecules͒ because we were interested in testing the validity of the formula ͑1͒ for any configuration of the water molecules; obviously, their influence to the fit was rather minor. We include the partially hydrated examples of Fig. 2 to exemplify how the works some extreme perturbations. Additionally, we found that only a minor error (0.7 cm Ϫ1 rms͒ arises when the number of the parameters is reduced to four ͑three independent, because of the conservation condition͒ parameters, corresponding to C, O, and the N and C ␣ bound to the C(vO). In fact, if only two-parameter fit for the two CvO group atoms was applied, most of the solvent amide I frequency shift was still recovered. But, in this case the error ͑rms͒ rose further by about 2 cm Ϫ1 . This would probably be acceptable for the training set for NMA, but may lead to bigger spectral distortions for more complicated systems. Additionally, because of the conservation condition, such a fit with only one independent parameter would not be sensitive to detailed geometry, e.g., to the rotation of the water shell around the CvO bond, and a principal advantage of the model would be lost. Thus, we feel that the four-parameter fit is a reasonable compromise for the ensemble of the clusters described above, with balanced contribution of the atoms connected to the carbonyl group. Similarly, we introduce an analogous fit of a set of parameters to the dipole strengths ͑D, units of debyes 2 , are used here͒. All calculations presented here were done for NMA in D 2 O with N-deuterated NMA, since the amide I vibration cannot be clearly separated from H 2 O vibrations in the protonated form. Thus, our starting equations were
with the parameters given in Table II . Figure 3 shows the agreement of the fitted values with the ab initio (BPW91/6-31G**) results for the 16 clusters. The values are somewhat more scattered than those in the original work of Ham, 14 which we attribute to the higher diversity encompassed in our clusters, and the fact that we also include clusters ͑e.g., with H 2 O only around the CH 3 groups͒ that would not be physically reasonable for aqueous solution. Indeed, for the MD snapshot clusters, whose overall geometries change but whose numbers of water and H bonds are relatively consistent, the dipolar strengths vary only by about 0.1 debye 2 .
B. Force field and dipole derivative correction
In order to extend this method to oligomer molecules, we approximate the amide I mode by a local CvO stretch- 
where m is a reduced mass, and the change of the force constant k upon hydration is
We wish to use these relationships to ''repair'' the vacuum force field ( f i j , second derivatives of the energy with respect to Cartesian atomic coordinates, x i ), so that might reflect the influence of the water potential according to Eq. ͑2͒ for the CvO stretching motion. Because of the normal mode (Q) to Cartesian transformation relations
the vacuum CvO bond force constant (dϷQ) is given by
The Einstein summation convention ͑sums run over repeated indices occurring twice in a product͒ is used in this and the following formulas. Upon hydration, the CvO stretching force constant, k, changes according to Eq. ͑4͒, and for the resulting hydrated complex the Cartesian force field ͕ f i j ͖ we obtain results from the following working equation:
In Eq. ͑7͒, the S i,d Ϫ1 elements are equal to components of a unit vector e pointing along the CvO bond ͑e.g., positive for oxygen, negative for carbon͒, as are the elements of S i,d
͑but with a weighting factor given by the atomic masses, 28 e i for C, iϭx,y,z), and p f ϭ1.119 is an empirical parameter accounting for the fact that the normal mode is not a pure CvO ͑carbon monoxide͒ motion. Setting ϭ 0 ϭ1732 cm Ϫ1 , which corresponded to the amide I frequency for N-deuterated NMA in vacuum calculated at the BPW91/6-31G** level, appears to be a reasonable approximation in Eq. ͑7͒.
In the same manner as the Cartesian force field, atomic polar tensors ͑derivatives of permanent molecular electric dipole moment 0 with respect to atomic coordinates͒ are changed upon vibration. As a first approximation the amide I transition dipole, , points along the CvO bond. The dipole strength ͑D͒ is defined as
The dipole derivative matrix P d,i is usually referred to as the atomic polar tensor. For the first-order changes upon hydration, similarly as for the for constant, we get
and, using similar logic as for the force field, we get a working equation for the polar tensor correction
Here, the approximation is somewhat more crude than that for frequencies, since we omit the dipole moment direction deviation, as well as the contribution of the off-diagonal P-tensor components. should account for some of these simplifications, was set to 0.72. Note that the scaling constants p d and p f , which had to be introduced to extend the NMA results on general amides, even though they were obtained by a least-square fit, originate in the intrinsic nature of the amide I vibration in the trans-amide group.
IV. RESULTS
In the previous section we developed an empirical correction for the molecular force field and dipole derivatives that gives, for the 16 NMA clusters, the same amide I frequencies and intensities as obtained by Eq. ͑2͒ ͑in practice with a frequency error of ϳ1%). However, the method as formulated above is now applicable to systems with an arbitrary number of amide groups. Given the enormous difference in the computational effort for the empirical ͑fraction of second͒ and ab initio ͑days or weeks of the CPU time͒ procedure, the appeal of such an approximation is obvious. The advantage as well as a drawback of the method can be illustrated in Fig. 4 , where ab initio and empirical computations of the absorption spectra for one of the snapshot clusters are compared. The clear advantage is that empirical calculation reproduces the frequency shift and a part of the intensity change for the amide I band in a fraction of the computer time that is required for the ab initio result. On the other hand, the influence of the solvent on the other modes, particularly the ab initio derived frequency and intensity changes in the CH bend/C-N stretching region (1350-1550 cm Ϫ1 ), could not be reproduced empirically. This limitation results solely because, as formulated, our correction is for only one local mode, the CvO stretch. Analogous parametrization for nonlocal mode, such as amide II, would be more problematic. Nevertheless, because of the paramount importance of the amide I signal for analytical vibrational spectroscopy, and because of its exceptional sensitivity to solvent interactions, we feel it is useful to explore the possibilities of this proposed model further.
A. MD simulation of NMA in water solution
In order to test the capabilities of our model for simulation of vibrational spectra, we performed an MD simulation for NMA in a small water cage with periodic boundary conditions. The dimension of the cage was 13.08 Å and it contained 1 NMA and 69 waters for a total of 219 atoms. With the TINKER programs, the structure was energy minimized with periodic boundary conditions, then an MD simulation was initiated ͑as an NpT ensemble: constant number of particles, temperature of 300 K, and a pressure of 1 atmosphere; with 1 fs steps͒. After about 2000 steps equilibrium was achieved ͑according to temperature and energy floating averages͒, and configuration samples were then taken after each additional 1000 Newtonian steps. Altogether, 10 000 geometries were generated, which could be used to empirically adjust the vacuum (DFT/BPW91/6-31G**) NMA force field and dipole derivatives, using Eqs. ͑7͒ and ͑12͒.
These calculational outcomes are summarized by the spectral simulations in Fig. 5 . The spectra A-E are represented as vertical ͑red͒ lines as well as by assigning arbitrary Lorentzian bands of 7.5 cm Ϫ1 band width ͑full width at half height, FWHH͒; for the last spectrum ͑F͒ the width is varied ͑B͒-͑F͒ water clusters. ͑B͒ force field correction only; ͑C͒ force field and dipole derivatives correction applied. For ͑D͒-͑F͒ periodic bondary conditions were additionally applied. For ͑B͒-͑D͒, ͑E͒, and ͑F͒ 100, 1000, and 10 000 configurations ͑corresponding to the red lines͒ were averaged, respectively. For ͑F͒, the spectrum was simulated with four different Lorentzian bandwiths as indicated ͑units of halfwidth in cm Ϫ1 ).
in the interval 0 -5 cm Ϫ1 as indicated in the figure. Clearly, except for the vacuum calculation, the width of the Lorentzian band assumed does not determine the resultant width of the spectral signal, since it is much smaller than the heterogeneous broadening (ϳ50 cm Ϫ1 ). Nevertheless, for the smaller bandwidths of 1 and 0.1 cm Ϫ1 statistical fluctuations are still visible even when the full number of 10 000 configurations is averaged. A best fit to the simulated band ͓Fig. 5͑F͒, with the width of 5 cm Ϫ1 ] was achieved with a mixed Gaussian ͑84%͒-Lorentzian ͑16%͒ shape. We speculate that the ''Lorentzian part'' of the band indirectly reflects an influence of the molecular shape on the absorption profile, e.g., deviations from spherical geometry, both for the solvent and the solute.
The relatively high vacuum frequency ͓ϳ1730 cm Ϫ1 , Fig. 5͑A͔͒ drops to ϳ1650 cm Ϫ1 for the amide I when averaged over all the water ''clusters'' in the box. This value is much closer to that which is experimentally observed, 17 but there is a substantial variation in CvO frequencies computed for each MD configuration sampled ͓Fig. 5͑B͔͒. A relatively minor correction to the band shape results from the influence of the perturbation field on the dipole strengths in each cluster when averaged to give an absorption profile ͓compare Figs. 5͑B͒ and 5͑C͔͒. There is a significant difference between the vacuum and all the other values of the dipole strengths in Fig. 3 , suggesting that, once the hydrogen bonds to water are formed, the CvO absorption intensity ͑dipole strength͒ varies little with added solvation. Application of periodic boundary conditions for calculation of the potential causes a slight narrowing of the absorption band and increases its symmetry, as can be seen by comparison of ͓Figs. 5͑C͒ and 5͑D͔͒. Similarly, when the periodic boundary condition was omitted completely in the simulation, an additional higher-frequency wing of the absorption band around 1710 cm Ϫ1 was observed ͑the spectrum is not shown here͒. In this test, the NMA molecule was expelled from the inside to the surface of the water drop during MD simulation, due to its relative hydrophobicity. Nevertheless, when a greater number of MD configurations are properly averaged ͓Figs. 5͑E͒ and 5͑F͔͒ the band profile becomes smooth and the shape symmetric.
B. Solvent correction of the vacuum computation on an oligopeptide amide I band
In this section, absorption and vibrational circular dichroism spectra of a penta-peptide, Ala-Ala-Aib-D-Ala-Ala-NHCH 3 , are simulated; Ala ϭL-alanine, Aibϭaminoisobutyric acid ͑or ␣,␣-dimethylglycine͒. Its geometry is shown in Fig. 6 . The secondary structure of this peptide fragment corresponds to a ␤-hairpin type IЈ loop of a longer peptide, the structure of which was determined by x-ray crystallography. 28 According to our theoretical simulations and recent experimental experience 29 such -Aib-D-Ala-turn motifs should be quite stable, so these results have potential direct application. Thus, the x-ray structure may be maintained at some level in solution, and this structure may thus be relevant for simulations including solvent, partially justifying our lack of a full search for the solvated peptide itself.
The geometry of the fragment was generated with the TINKER protein builder, but with the torsion angles restricted to the x-ray determined values. Then, the molecule was solvated in a cubic cage of water, 18.56 Å on a side. The system was allowed to minimize for 50 steps in order to relax the highest-energy geometric parameters ͑which effectively repairs inadequacies in the structure as obtained from the builder͒. Then, the positions of the peptide atoms were restrained, and the MD simulation was run for only motions of the water molecules. We feel this was a reasonable approach for this test calculation since the AMBER force field used here could have difficulty predicting realistic changes of the peptide secondary structure and its coupling with the solvent arrangement. This is especially true since the side-chain interactions present for a real peptide are eliminated in this model pentapeptide ͑i.e., only methyls are used, since only Ala and Aib form this sequence͒ for purposes of simplifying ab initio calculations. In fact, variation of the peptide structure is not the goal of this simulation, but rather the impact on the spectrum of the variation in the water structure is what we seek to simulate. The conditions of the MD run were analogous to those used for the NMA cluster simulations. After equilibrium was achieved (ϳ1000 steps at 300 K͒ 10 000 Newtonian steps were obtained and the computed geometry was recorded every 100 steps, so that 100 configurations were averaged. In this case further increase of the number of configurations did not have significant impact on the resultant spectrum.
In a parallel computation, the vacuum spectral frequencies and intensities were calculated for the fragment at the DFT/BPW91/6-31G** level. Prior to the force field calculation, normal modes with ͉͉Ͼ300 cm Ϫ1 were allowed at this level to relax the peptide structure from the x-ray derived geometry, which caused a negligible change in secondary structure. The force field and dipole tensors for this pentapeptide in vacuum were then calculated and the result ͑N-deuterated͒ is shown in Fig. 7 ͑top͒ for the IR of the amide I band. Based on the distributions of the water molecules around the peptide as obtained in the sampled configurations from the MD simulation, the empirical corrections ͓Eqs. ͑7͒ and ͑12͔͒ to the ab initio force field and dipole derivatives were applied. The resulting solvent-corrected amide IЈ spectrum for this peptide is in Fig. 7 ͑bottom͒. Both the vacuum and solvated peptide absorption spectrum of the amide I band are more complicated than for the NMA molecule ͑compare with Fig. 5͒ . Additionally, due to the number of peptide groups in the peptide and their compact turn geometry, some internal hydrogen bonds are already formed in vacuum. In particularly, the inner loop carbonyl oxygen forms a bifurcated hydrogen bond to two other amide groups, which is reflected in the vacuum absorption spectrum as the most intense, and lowest frequency, IR band at 1685 cm Ϫ1 . This mode is distinct from the absorbances of nonbonded or weakly H-bonded groups. This pattern is significantly disturbed by the empirical water correction, where the center of the amide I absorption band shifts to approximately 1650 cm Ϫ1 and a significant shoulder/sideband develops to higher wave number. Clearly, despite the general broadening, its nonsymmetric shape still reflects the different carbonyl groups.
Additional efforts were made to simulate the VCD of the pentapeptide with water. Obviously, the VCD of NMA would be zero because of its effective planar symmetry. The hydration also causes large changes in the simulated VCD spectrum. Both the vacuum and solvent model predict a net negative signal for the pentapeptide turn amide I mode and a Ϯ couplet from high to low wave numbers. The empirical solvent correction, however, leads to a more negatively biased VCD and gives a rise to an extra positive peak around 1620 cm Ϫ1 . Thus, the correction can potentially improve VCD simulations as well. However, we feel that detailed assessment of its performance for VCD should be left for the future, when more comparisons with experimental data are available.
In order to document further possible application of our model, we repeated the pentapeptide simulation for a different temperature of 380 K. The change in spectral frequencies and intensities with temperature can be seen in Fig. 8 . The strongest intensity shifts to higher frequency, which is in accord with trivial expectation, since hydrogen bonds are less favored at elevated temperatures. Our thermal unfolding data for a number of ␤-hairpins do show a steady increase in temperature for the main absorption band; however, it is difficult to quantitatively separate the salvation effect from a conformational change ͑fraying of the hairpin strands͒. 30 On the basis of our experimental experience we suppose that the model overestimates the temperature influence on the amide I band, probably due to the limitations of the AMBER force field. Similarly, the model did not qualitatively reproduce the differences in bandwidths for H 2 O and D 2 O NMA solutions. 17 This bandwidth can be partially rationalized due to the resonant coupling between the amide I and H 2 O bending modes, which does not exist for D 2 O. In test computations ͑not shown here͒ we ran unrestricted MD simulations for the whole system, with the peptide allowed to move as well, and obtained qualitatively similar results, suggesting that this turn structure corresponds to a well-defined minimum on the molecular potential energy surface.
So far, we have used the empirical correction for averaging effects of solvent interaction, which is most appropriate for a large system. Nevertheless, it is interesting to test the extent to which a particular solvent configuration can be modeled. This is tested on ab initio computations for the peptide surrounded by 9 water molecules, the geometry of which can be seen in Fig. 9 . This particular geometry was randomly selected from one of the MD configurations described above; however, to simplify the computation, only water molecules making hydrogen bonds to the peptide were retained. In Fig. 10 , the ab initio (BPW91/6-31G**, obtained using the normal mode constrained optimization͒ vacuum and hydrated IR and VCD spectra are compared to those calculated by applying our empirical correction to this smaller cluster as well as to the outcome of the IEF-PCM continuum model. 23, 31 We here reference the more sensitive VCD pattern as a probe of the normal mode ordering. The vacuum computation ͑a͒ predicts high frequencies ͑a peak at 1718 and a shoulder at 1714 cm Ϫ1 ), as is normal for DFT peptide frequency calculations since hydrogen bonds are not formed for the loop CvO residues. The inner loop CvO group provides the lowest frequency (1685 cm Ϫ1 VCD͒ band, because of the extensive bifurcated H bonding. The 1699 cm Ϫ1 VCD band arises from the ends of the molecule, which is virtually a short, flat, antiparallel ␤-sheet hairpin segment. However, in the solvent environment it is the ␤-sheet component that provides the lowest frequency peak, at 1639 and 1644 cm Ϫ1 for spectra c, d in Fig. 10 , respectively. Unlike in vacuum, due to H bonding to the solvent, the inner and outer CvO groups provide modes at similar frequencies, providing a positive band for the inner (1677 cm Ϫ1 ab initio, 1657 empirical͒ and a negative signal (1699 cm Ϫ1 ab initio, 1675 empirical͒ for the outer CvO group vibrations. The inner ␤-sheet CvO groups are shielded from the solvent, and thus it is not surprising that their net frequency is not changed much by the solvent ͑to 1710 for ab initio and 1699 cm Ϫ1 for the empirical model͒, but the inversion of the VCD sign for these modes is quite surprising. The PCM model without explicit waters ͑b͒ generally improves the vacuum frequencies, but does not reproduce the VCD sign pattern and normal mode ordering. In particular, it predicts that the outer ␤-sheet CvO group vibrates with higher frequency (1665 cm Ϫ1 ) than the inner loop group (1653 cm Ϫ1 ), as might be expected for a continuum model, but in disagreement with the results from the explicit models ͑c, d͒. The comparison in Fig. 10 may be affected by a slight relaxation of the geometry in the ab initio computation. Nevertheless, we can draw two important conclusions: ͑i͒ mode reordering in the solvent can happen; and ͑ii͒ the empirical model reproduces qualitative patterns found in the full ab initio simulation, although more detailed assessment of the apparent frequency errors should be the topic of a separate study. Note that this empirical scheme is the only method, apart from the ab initio computations, that can reproduce the extended band splitting needed for qualitatively correct VCD and ROA spectra simulation.
V. DISCUSSION
In this work on NMA solvated with a cluster of waters we have extended previous knowledge about hydration of the amide group by addressing these particular problems: what is the necessary size of an explicit water environment needed for a computation to obtain a realistic frequency shift, what is the influence of that water environment on spectral intensities, and how can these results be generalized for application to other systems? We extended the results of Ham and co-workers, 14 taking into account more general clusters and using the more accurate, especially for vibrational frequencies, DFT theory as a basis for the computations, instead of the HF approximation. Our solvent modeling is focused on the amide I vibration and thus cannot compete fully with more general solvent models, such as continuum polarization models [32] [33] [34] or CarParrinello molecular dynamics simulations 35 or direct ab initio cluster calculations. 17 However, these methods computationally become extremely resource intensive. Furthermore, for peptide conformational analysis with IR spectroscopy the amide I vibration provides both the strongest IR signal and the most useful diagnostic tool, while at the same time it is strongly influenced by hydrogen bonds to water. Therefore, any vacuum calculations of frequencies are in need of significant correction. Ab initio frequencies have been corrected by scaling in many previous studies, but such a scaling factor for missing the H-bond effect on the amide CvO would be very large ͑compared to the 5% or so reduction usually required for DFT frequencies͒. Such a large perturbation may change the nature of the modes, so that using just a simple scaling could miss that important impact of the H bonds to solvent. This has been shown by many tests, e.g., where one can include water explicitly in the DFT computations. 17, 36 The empirical method presented here allows us to make such corrections to the FF on an arbitrarily large system. An example was given in Fig. 10 , where for the amide I mode we can, unlike with previous modeling, with minimal computational effort obtain realistic frequencies sensitive to actual water orientations and, in addition, obtain heterogeneous band broadening via molecular dynamics averaging. The spectral bandwidth has been a point not addressed in conventional spectral simulations, and is usually circumvented by an introduction of arbitrary empirical constant chosen to mimic the experimental bandwidth.
From the computation on the pentapeptide turn model, we can see that the broadening caused by the solvent is comparable in magnitude with the dispersion caused by the intramolecular interactions. A significant part of the dispersion in the vacuum calculations is due to the difference of ''free'' and H-bonded CvO groups, whereas in aqueous solution all CvO groups are likely to be H-bonded, unless they are in a particularly protected globular fold. The NMA result provides a control with regard to the amide I dispersion due to ͑,͒ variation, as there is only one amide and the spectral width must come primarily from the heterogeneous broadening due to the water environment. In this case it would seem that the water dispersion effect might correspond to the experimental value of 50 cm Ϫ1 found for H 2 O solution ͑FWHH͒, but in that case mixing with and correcting for solvent modes is problematic. 17 Consequently, we simulated the spectra for N-deuterated NMA in D 2 O, where the observed width somewhat narrower (ϳ30 cm Ϫ1 ). Thus, while our method yields the useful idea of the heterogeneous broadening, it overestimates the effect at this time.
Also, the frequencies obtained by this correction are indeed much closer to experiment than by vacuum calculation or even by just using just a single layer of explicit, H-bonded waters in the DFT calculations. 9, 11, 17 Only with several layers can one get a converging frequency correction. The same sort of observation was made previously when it was reported that with a single layer of water H-bonded to NMA, a polarized continuum model or reaction field was needed to get reasonably accurate frequencies. 9, 17 The resulting frequencies are still high by a few cm Ϫ1 , but this just reflects the DFT results, since the empirical method was calibrated against the set of DFT (BPW91/6-31G** level͒ calculations done for the various clusters used to develop the fitting parameters. The correction can be no better than the ab initio results on which it is based, but it offers convenience and applicability to large systems. Furthermore, it could be easily further repaired by introduction of a scaling factor, which in this case would be a minor correction, not likely to distort the modes significantly. At this point, however, scaling would not extend physical insight into the amide I vibration. It may be also worthy to model the water electrostatic potential differently than from the fixed partial atomic charges, e.g., taking into account water polarizability or using proper electrostatic field-fitted charges obtained at the given (BPW91/6-31G**) method. This would, however, make the method more robust. Because of the relatively good fit of the frequency shifts obtained by the charges given in the original reference ͑0.412 and Ϫ0.814), we rather rely on the fitting parameters that may incorporate also inaccuracies in the determination of the atomic charges. This parametrization is also close to that used in the AMBER force field ͑0.417 and Ϫ0.834).
A more serious limitation is the lack of a similar correction for the amide II mode. This mode is more coupled to other vibrations, and the same sort of scaled correction as used here for the amide I may not be possible without consideration of the influence on other parts of the spectrum, and certainly it could not have the same formalistic basis. The amide II frequency is shifted up in frequency by ϳ30 cm Ϫ1 upon hydration. This is in the opposite direction ͑due to H-bonding stiffening the bending motion͒ but is of less magnitude than for amide I. The experimental significance of the amide II has not been so well developed; 37, 38 nevertheless, it is clear that measurements in H 2 O are of growing importance for IR and Raman so that future modeling would have to deal either with solvent correction to the amide II mode or include the influence of solvent onto all vibrational degrees of freedom more consistently. Other mid-IR modes are obviously uncorrected as well, but these are mostly well represented by vacuum computations. As a full ab initio approach is still impossible for larger systems, extensions of this empirical method or a combination of explicit and reaction field solvent models may provide a solution to consideration of solvent effects. 9, 17, 39 
VI. CONCLUSIONS
These cluster computations indicated that, for an explicit solvent model, positions of water molecules are as important as their number, if the influence on the amide I frequency is to be reproduced correctly. The empirical correction presented here takes into account this geometry dependence and speeds up the computations considerably when compared with ab initio methods. Thus, realistic amide I spectral frequencies could be calculated for a model pentapeptide and heterogeneous broadening and temperature dependence could be simulated when the correction was averaged for an ensemble of geometries obtained from a molecular dynamics simulation.
