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Abstrakt
Teoreticka´ cˇast’ bakala´rskej pra´ce popisuje komplexne´ siete, ich vlastnosti, hlavne prie-
mernu´ vzdialenost’ siete, zhlukovacı´ koeﬁcient a distribu´ciu stupnˇov. Zahr´nˇa za´kladne´
modely, snazˇiace sa vierohodne zachytit’sˇtruktu´ru rea´lnych sietı´. Prezentuje algoritmy na
zistenie modelu sietı´. Experimenta´lna cˇast’obsahuje implementa´ciu aplika´cie, zist’uju´ca
exponent konektivity uzlu troma roˆznymi meto´dami: maxima´lnym vierohodny´m od-
hadom, logaritmicky´m binningom a kumulatı´vnou funkciou. Za pomoci tejto aplika´cie
boli urobene´ experimenty na roˆznych da´tovy´ch kolekcia´ch s ciel’om urcˇit’model siete a
exponent konektivity uzlu. Vy´sledky su´ reprezentovane´ grafom.
Klı´cˇova´ slova: komplexne´ siete, priemerna´ vzdialenost’ siete, zhlukovacı´ koeﬁcient,
distribu´cia stupnˇov, Erdo˝s–Re´nyi model, Watts-Strogats model, bezsˇka´love´ siete
Abstract
Theoretical part of the Bachelor thesis describes complex networks and their properties,
mainly Average Path Length of network, Clustering Coefﬁcient and Degree Distribution.
Includes basic models, aiming to authentically capture the structure of real networks.
It presents algorithms for detection of networks model. Experimental part consists of
application implementation, which gathers degree exponent by three different methods:
Maximum Likehood Estimation, Logarithmic Binning and Cumulative Function. Experi-
ments on different data collections for purpose of speciﬁcation networkmodel and degree
exponent were made with the help of this application. Results are presented in plot.
Keywords: Complex Networks, Average Path Length, Clustering Coefﬁcient, Degree
Distribution, Erdo˝s–Re´nyi Model, Watts-Strogats Model, Scale-Free Networks
Seznam pouzˇity´ch zkratek a symbolu˚
ASN – Autonomous System Number
MLE – Maximum Likehood Estimation
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61 U´vod
Ciel’om bakala´rskej pra´ce je poskytnu´t’su´hrnny´ pohl’ad na komplexne´ siete a spolocˇne s
vlastnou aplika´ciou sku´mat’sˇtruktu´ru vybrany´ch sietı´. V prvej kapitole sa obozna´mime,
do aky´ch oblastı´ siahaju´ komplexne´ siete. Dˇalsˇia kapitola sa sklada´ z dvoch cˇastı´. Prva´
sa zaobera´ vy´vojom vy´skumu komplexny´ch sietı´ a druha´ zahr´nˇa za´kladne´ pojmy z ob-
lasti teo´rie grafov. V tretej kapitole sa budeme venovat’vlastnostiam sietı´ ako priemernej
vzdialenosti uzla, deﬁnujeme zhlukovacı´ koeﬁcient a distribu´ciu stupnˇov. Sˇtvrta´ kapi-
tola popisuje modely sietı´, snazˇiace sa analyzovat’ rea´lne siete a v poslednej kapitole
teoretickej cˇasti sa prezentuju´ algoritmy na urcˇenie modelov sietı´. Hlavny´m ciel’om ex-
perimenta´lnej cˇasti je prevedenie a vyhodnotenie experimentov nad vybrany´mi da´tami
pomocou naimplementovanej aplika´cie. Zistı´me podobnost’syste´mov, od seba navza´jom
odlisˇny´ch, od sietı´ odkazov na cˇla´nky vo Wikipedia´ch, cez autono´mne syste´my, azˇ po
autorov publikuju´cich spolocˇne v oblasti IT.
72 Komplexne´ siete
Vy´skumy komplexny´ch sietı´ siahaju´ do vel’ke´ho mnozˇstva oblastı´. Poznatky, ktore´ pri-
na´sˇaju´ spolocˇne s matematicky´mi, sˇtatisticky´mi a iny´mi vedecky´mi disciplı´nami na´m
da´vaju´ lepsˇiu predstavu o za´konoch prı´rody, o mechanizmoch platiacich pre l’udstvo a
jeho vy´tvory. Pri pozorovanı´ roˆznych rea´lnych sietı´ zist’ujeme ich podobnost’. Kazˇda´ ma´
svoje sˇpeciﬁka´, ale podobnost’je zrejma´. Sˇtu´dium sˇtruktu´ry a vlastnostı´ rozsiahlych sietı´ je
na zacˇiatku vy´voja pri predstave, kam vsˇade siaha tento odbor. Postupne sa vna´ra vsˇade
tam, kde je pozorovatel’na´ sˇtruktu´ra siete, tam, kde chceme zı´skat’ poznatky z vel’ke´ho
objemu da´t. Za pomoci technicky´ch vymozˇenostı´ sa ta´to veda uplatnˇuje v informacˇny´ch
technolo´gia´ch, biolo´gii, socia´lnych va¨zba´ch medzi zˇivocˇı´chmi, bioche´mii, potravinovy´ch
ret’azcoch, evolu´cii, v odboroch venuju´cich sa metabolicky´mi premenami interakciou
bielkovı´n a na´sledne vytva´raju´cou sa genetickou preddispozı´ciou. Spojenı´m poznatkov
z viacery´ch odborov spolocˇne s komplexny´mi siet’ami otva´ra bra´nu va¨cˇsˇı´m mozˇnostiam
na pochopenie zatial’ nepoznany´ch za´konov vesmı´ru.
Prı´kladom siete moˆzˇe byt’komplexna´ siet’vytva´rana´ v mozgu. ”Pomocou funkcˇnej mag-
netickej rezonancie doka´zˇeme merat’nervovu´ aktivitu mozgu pomocou toku a okyslicˇo-
vania krvi. Ta´to intenzita je merana´ pre oblasti nazy´vane´ voxely o vel’kosti niekol’ky´ch
milimetrov. Skenovanı´m mozgu niekol’ko kra´t na´m priblizˇuje 3D obraz voxelov, ktore´ su´
aktı´vne. Ty´mto spoˆsobom zaznamena´vame aktı´vne oblasti pocˇas roˆznych kognitı´vnych
u´loh a da´vaju´c na´m lepsˇiu predstavu o mape mozgu. V tomto prı´pade su´ voxely tvorene´
prepojeny´mi neuro´nmi, ktore´ popisuju´ fyzicku´ topolo´giu siet’ovej sˇtruktu´ry. Pocˇas riesˇenı´
u´loh sa prepojenia menia, avsˇak ak su´ dva voxely v korela´cii, hovorı´me o funkcˇnom pre-
pojenı´ a vznikaju´ funkcˇne´ siete mozgu. Funkcˇne´ siete sa odlisˇuju´ v za´vislosti od riesˇeny´ch
u´loh. Zistilo sa, zˇe tieto siete maju´ charakter sietı´ male´ho sveta a bezsˇka´lovy´ch sietı´ [1].”
Viac informa´ciı´ ohl’adom topolo´gie funkcˇny´ch sietı´ mozgu na´jdeme v pra´ci Petra Na´thera
a Ma´rie Markosˇovej [2].
2.1 Vy´voj modelov komplexny´ch sietı´
Vspolocˇnej pra´ci ”On randomgraphs”mad’arskı´matematici Paul Erdo˝sa aAlfre´d Re´nyi v
roku 1959 deﬁnovali na´hodny´ model ako graf vznikaju´ci na´hodnym procesom. Postupne
sa cˇasom zistilo, zˇe tentomodel neodzrkadl’oval vlastnosti a sˇtruktu´ru komplexny´ch sietı´.
Neskoˆr v roku 1998, prisˇli na rad s novou mysˇlienkou Watts a Strogatz o teo´rii vzniku
8male´ho sveta, priblizˇuju´c sa k skutocˇne´mu obrazu rea´lnych sietı´ v prı´rode cˇi technike.
Vy´mena informa´ciı´ vy´skumny´ch ﬁriem v ra´mci modelov je predmetom d’alsˇı´ch sˇtu´diı´.
Prehl’ad sˇtu´diı´ male´ho sveta moˆzˇeme na´jst’v pra´cach Jona Kleinberga z roku 1999 [3].
Bezsˇka´love´ siete najvierohodnejsˇie mapuju´ komplexne´ siete. Medzistupnˇami medzi ty´-
mito modelmi bolo viac, avsˇak v pra´ci sa budeme venovat’ ty´mi najzna´mesˇı´mi, vysˇsˇie
uvedeny´mi. Kazˇdy´ komplexny´ syste´m sa da´ popı´sat’ ako graf, ktory´ popisuje vzt’ahy a
interakcie medzi jednotlivy´mi cˇast’ami syste´mu. Analy´zou zı´skavame poznatky o vlast-
nostiach a sˇtruktu´re siete, ktore´ sˇtudujeme a to su´: priemerna´ vzdialenost’, zhlukovacı´
koeﬁcient a distribu´cia stupnˇov.
2.2 Za´kladne´ pojmy z teo´rie grafov
Teo´ria grafov tvorı´ za´klad nasˇich u´vach o siet’ach. Pa´r storocˇı´ po Leonhardovi Eule-
rovi a jeho predlozˇenı´ matematicke´ho doˆkazu ty´kaju´ceho sa kra´lovecke´ho hlavolamu,
sa z nej stala vyspela´ disciplı´na, ku ktorej prispela va¨cˇsˇina vel’ky´ch matematikov ako
Augustin-Louis Cauchy, Wiliam Hamilton, Arthur Cayley, Gustav Kirchhoff a George
Po´lya. Informa´cie o proble´me vzniknutom v Kra´lovci moˆzˇeme na´jst’v tejto publika´cii [4].
2.2.1 Graf
Chcem upozornit’na fakt, zˇe v literatu´re moˆzˇeme na´jst’ odlisˇnu´ deﬁnı´ciu grafu, napr. v
publika´cii od Jirˇı´ho Demela [5].
Grafom nazveme usporiadanu´ dvojicu G = (V,H), kde V je nepra´zdna konecˇna´ mno-
zˇina a H je mnozˇina neusporiadany´ch dvojı´c typu u, v taky´ch, zˇe u ∈ V, v ∈ V a t.j.
H ⊆ u, v|u, v ∈ V ⊂ V ◦ V. Prvky mnozˇiny V nazy´vame vrcholmi a prvky mnozˇiny H
hranami grafu G [6].
2.2.2 Digraf
Digrafom (orientovany´m grafom) nazveme usporiadanu´ dvojicu
−→
G = (V,H), kde V je
nepra´zdna konecˇna´ mnozˇina a H je mnozˇina usporiadany´ch dvojı´c typu (u, v) taky´ch,
zˇe u ∈ V, v ∈ V t.j. H ⊆ u, v | u, v ∈ V ⊂ V × V. Prvky mnozˇiny V nazy´vame vrcholmi
a prvky mnozˇiny H orientovany´mi hranami digrafu
−→
G. Nech
−→
G = (V,H) je digraf,
9u ∈ V, v ∈ V, h ∈ H. Hovorı´me, zˇe orientovana´ hrana h vycha´dza z vrchola u, alebo
zˇe vrchol u je zacˇiatocˇny´ vrchol orientovanej hrany h, ak h = (u, x) pre niektore´ x ∈ V.
Hovorı´me, zˇe orientovana´ hrana h vcha´dza do vrchola v, alebo zˇe vrchol v je koncovy´
vrchol orientovanej hrany h, ak h = (y, v) pre niektore´ y ∈ V. Orientovana´ hrana h je
incidentna´ s vrcholom v, ak hrana h vcha´dza do vrchola v alebo vycha´dza z vrchola
v. H+(v) je mnozˇina vsˇetky´ch orientovany´ch hra´n digrafu
−→
G vycha´dzaju´cich z vrchola
v. H−(v) je mnozˇina vsˇetky´ch orientovany´ch hra´n digrafu −→G vcha´dzaju´cich do vrchola
v. V +(v) je mnozˇina koncovy´ch vrcholov vsˇetky´ch hra´n z H+(v) a V −(v) je mnozˇina
zacˇiatocˇny´ch vrcholov vsˇetky´ch hra´n z H−(v) [6].
2.2.3 Diagram grafu
Graf reprezentujeme graﬁcky a prı´slusˇny´ obra´zok vola´me diagram grafu. Diagram grafu
G = (V,H) v priestore P je mnozˇina B bodov a mnozˇina S su´visly´ch cˇiar v priestore P
taky´ch, zˇe
• kazˇde´mu vrcholu v ∈ V zodpoveda´ pra´ve jeden bod bv ∈ B a kazˇde´mu bodu b ∈ B
zodpoveda´ pra´ve jeden vrchol v ∈ V (t. j. bv = b), pricˇom pre u, v ∈ V, u ̸= v je
bu = bv.
• kazˇdej hrane h ∈ H zodpoveda´ pra´ve jedna cˇiara sh ∈ S a kazˇdej cˇiare s ∈ S
zodpoveda´ pra´ve jedna hrana h ∈ H (t.j. s = sh), pricˇom pre h, k ∈ H,h ̸= k je
sh ̸= sk.
Ak h = u, v ∈ H, potom cˇiara sh ma´ koncove´ body bu, bv [6].
2.2.4 Ostatne´ varianty grafov
Varianty grafov ako pseudografy, obsahuju´ce smycˇky alebo multigrafy s viacna´sobny´mi
hranami, cˇi migrafy, obsahuju´ce orientovane´ i neorientovane´ hrany sa moˆzˇu hodit’ v
urcˇity´ch prı´padoch, avsˇak v pra´ci ich vyuzˇı´vat’nebudeme, pretozˇe pre urcˇenie modelu
komplexnej siete si vystacˇı´me s prosty´m grafom, cˇizˇe grafom, v ktorom na´sobnost’kazˇdej
hrany je rovna´ nanajvy´sˇ jeden.
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3 Vlastnosti siete
3.1 Priemerna´ vzdialenost’
Medzi za´kladne´ vlastnosti konceptu topolo´gie siete patrı´ priemerna´ vzdialenost’ siete.
Deﬁnujeme ju ako priemerny´ pocˇet krokov vykonany´ch po najkratsˇı´ch cesta´ch pre vsˇetky
mozˇne´ pa´ry vrcholov. Nadobudne teda taku´ hodnotu najkratsˇej cesty, ktora´ bude naj-
viac pravdepodobna´ na spojenie jedne´ho vrcholu s druhy´m. Prı´kladom tejto vzdialenosti
moˆzˇe byt’ pocˇet kliknutı´, ktore´ povedu´ z jednej stra´nky na druhu´ alebo pocˇet l’udı´ po-
trebny´ch na spojenie s nami a s hociktory´m cˇlovekom na zemeguli. Majme graf G(V )
s vrcholmi V. Najkratsˇiu vzdialenost’ medzi v1 a v2 oznacˇme d(v1, v2), kde v1, v2 ∈ V.
Su´dime, zˇe ak v1 = v2 alebo je v2 nedosiahnutel’ne´ z v1, potom platı´ d(v1, v2) = 0. Z toho
doka´zˇeme vyvodit’vsˇeobecnu´ priemernu´ vzdialenost’LG =
1
(n(n−1))
∑
(i,j)
d(vi, vj), kde n je
pocˇet vrcholov v G(V ) [7].
Zist’ovat’ a efektı´vne vyuzˇı´vat’ priemerne´ vzdialenosti v rea´lnych siet’ach je vel’mi vy´-
hodne´, sˇetrı´me cˇasom a technicky´mi prostriedkami a v neposlednej rade sa to pozitı´vne
premietne do zˇivotne´ho prostredia, ktore´ sa postupne sta´va prioritou v nasleduju´cich
rokoch a desat’rocˇiach v technologickej sfe´re. Ako prı´klad uvediem siet’WorldWideWeb,
kedy minimalizovane´ priemerne´ vzdialenosti ul’ahcˇuju´ a zry´chl’uju´ prenos informa´ciı´ a
znizˇuju´ na´klady na energeticke´ straty.
3.2 Zhlukovacı´ koeﬁcient
Dˇalsˇou meranou charakteristickou cˇrtou, ktora´ vystihuje sˇtruktu´ru grafu je zhlukovacı´
koeﬁcient. Ta´to velicˇina priepustnosti siete opisuje, do akej miery vrcholy inklinuju´ k
vytva´raniu skupı´n. Je deﬁnovana´ pravdepodobnost’ou, zˇe dva vrcholy, ktore´ su´ susedmi
s ty´m isty´m uzlom budu´ aj navza´jom susedmi. Koeﬁcient, na za´klade ktore´ho meriame
celu´ siet’nazy´vame globa´lny koeﬁcient, ky´m koeﬁcient loka´lny mapuje zhluk samostatne
stojacich vrcholov.
3.2.1 Globa´lny zhlukovacı´ koeﬁcient
Je zalozˇeny´ na trojiciachvrcholov, kde je ta´to trojica vrcholov spojena´ bud’dvomahranami,
iny´mi slovami tvorı´ otvoreny´ triplet alebo troma hranami (uzavrety´ triplet, cˇizˇe u´plny´
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graf o troch vrcholoch). Globa´lny koeﬁcient vycˇı´slime pomerom pocˇtu uzavrety´ch trojı´c,
iny´mi slovami trojna´sobny´m pocˇtom trojuholnı´kov (t. z. trojuholnı´k = uzavreta´ trojica)
a celkovy´m pocˇtom trojı´c, uzavrety´ch aj otvoreny´ch: C = (3∗pt)(t) =
(ut)
(t) , kde pt je pocˇet
trojuholnı´kov, t celkovy´ pocˇet pripojeny´ch trojı´c a ut predstavuje pocˇet uzavrety´ch trojı´c
[7].
3.2.2 Loka´lny zhlukovacı´ koeﬁcient
Majme graf G = (V,E), kde V predstavuju´ vrcholy a E hrany medzi nimi. Potom
hrana ei,j spa´ja vrchol vi s vrcholom vj . Potom susedstvo Ni pre vrchol vi, je deﬁno-
vane´ Ni = {vj : e(i, j) ∈ E
∧
e(j, i) ∈ E}. Majme ki ako pocˇet susediacich vrcholov s vi.
Potom sa zhlukovacı´ koeﬁcientC(i) vrcholu i deﬁnuje ako pomer pocˇtu existuju´cich hra´n
medzi susedmi vrcholu i a pocˇtu vsˇetky´ch mozˇny´ch hra´n medzi nimi.
Pre orientovany´ graf je hrana ei,j a ej,i rozdielna, preto pre kazˇde´ho suseda Ni je mozˇ-
ny´ch (ki)(ki − 1) hra´n, ktore´ by mohli existovat’ medzi susediacimi vrcholmi. Potom
je formula´cia loka´lneho zhlukovacieho koeﬁcientu pre orientovany´ graf nasledovna´:
Ci =
(|{ej,k:vj ,vk∈Ni,ej,k∈E}|)
(ki(ki−1)) . V neorientovanom grafe su´ hodnoty hra´n ei,j a ej,i ekvi-
valentne´, preto platı´, ak vrchol vi ma´ ki susedov, potommozˇny´ch hra´n medzi susedny´mi
vrcholmi je (ki(ki−1))2 . Potom loka´lny zhlukovacı´ koeﬁcient pre neorientovany´ graf znie
Ci =
(2|{ej,k:vj ,vk∈Ni,ej,k∈E}|)
(ki(ki−1)) [9].
3.3 Distribu´cia stupnˇov
3.3.1 Poisonove´ rozdelenie
Sime´on Denis Poisson, francu´zsky fyzik a matematik aplikoval do oblasti teo´rie prav-
depodobnosti a sˇtatistiky novy´ typ pravdepodobnostne´ho rozdelenia. Je to jeden z dis-
kre´tnych rozdelenı´ pravdepodobnostı´. Kalkuluje pravdepodobnost’vy´skytu udalostı´ pre
danu´ priemernu´ hodnotu λ. λ = k
n
, kde k je mnozˇstvo udalostı´, ktore´ nastali a n pocˇet
jednotiek (napr. cˇasovy´ch, kedy jav nastal). Toto rozdelenie sa pouzˇı´va ako aproxima´cia
binomicke´ho rozdelenia pre vel’ky´ pocˇet jednotiek (napr. cˇasovy´ch), pre n → ∞ a malu´
pravdepodobnost’ vy´skytu sledovane´ho javu v jednom pokuse, teda pre p → 0. Prav-
depodobnostnu´ funkciu poisonove´ho rozdelenia s parametrom λ ma´ nespojita´ na´hodna´
velicˇina X, ktorej tvar zapı´sˇeme ako P (X = x) = e(−λ) λ
x
x! pre λ > 0.
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Predstavme si, zˇe priemerny´ pocˇet kazov v optickom ka´bli o dl´zˇke 50 m je 1,2. Aka´
bude pravdepodobnost’, zˇe budu´ pra´ve tri kazy o dl´zˇke 150 m? Priemerny´ pocˇet kazov v
150 m je 3,6. Potom pravdepodobnost’, zˇe v ka´bli budu´ tri kazy je e
−3,6(3,6)3
3! = 0,212, t. j.
21,2 % [11].
Poisonove´ rozdelenie ma´ vy´razne´ maximum, takzˇe va¨cˇsˇina uzlov ma´ pra´ve priemerny´
stupenˇ, t.j. pocˇet hra´n. Po oboch strana´ch ry´chlo klesa´, odchy´lky su´ vza´cne. Toto rozdele-
nie predpoveda´ pri 7 miliarda´ch l’udı´ to, zˇe kazˇdy´ z na´s ma´ priemerny´ pocˇet priatel’ov a
zna´mych. Pravdepodobnost’, zˇe niekto ma´ extre´mne vel’a, cˇi ma´lo priatel’ov je exponenci-
a´lne mala´. Poissonovo rozdelenie ma´ roˆznorode´ vyuzˇitie, v neposlednom rade modeloch
na´hodny´ch grafov. Teo´ria grafov predpoveda´, zˇe ked’rozdelı´me socia´lne va¨zby na´hodne,
dostaneme demokraticku´ spolocˇnost’, kde su´ vsˇetci priemerny´mi a len ma´lokto sa odchy-
l’uje od normy. Zı´skame siet’, kde je norma´lne byt’priemerny´. Vmodeli Erdo˝sa a Re´neyiho
su´ najrozsˇı´renejsˇie priemerne´ hodnoty [4].
Obra´zok 1 zobrazuje sˇtatistiku vydanu´ Ministerstvom sˇkolstva z celoslovenske´ho tes-
tovania zˇiakov 9. rocˇnı´kov za´kladny´ch sˇkoˆl, tzv. Monitor 9, zo sˇk. roku 2004/2005 z pred-
metu Slovensky´ jazyk a literatu´ra. Pocˇet zˇiakov, ktorı´ boli testovanı´, nadobudol hodnotu
58 605 zˇiakov. Vidı´me, zˇe rozdelenie pocˇtu bodov na zˇiakov sa priblizˇuje poisonove´mu
distribucˇne´mu rozdeleniu, nie mocninove´mu za´konu.
Obra´zok 1: Distribucˇne´ rozdelenie stupnˇov
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3.3.2 Mocninove´ rozdelenie
Mocninova´ za´vislost’ je sˇpecia´lnym prı´padom polynomickej funkcie jednej premennej,
v ktorej vystupuje za´visla´ premenna´ x obsahuju´ca exponent k. Jej podoba znie: f(x) =
axk + o(xk), kde a a k su´ konsˇtanty a o(xk) je vzhl’adom k axk asymptoticky mensˇia
funkcia. Premocninovu´ funkcu platı´ f(cx) ∝ f(x), kde je c konsˇtanta a znamena´, zˇe zva¨cˇ-
sˇenı´m argumentu konsˇtantny´m pomerom sa zmenı´ mierka funkcie, ale nie jej tvar. Pre
zna´zornenie mocninove´ho za´kona sa pouzˇı´va tvar log f(x) = log b+ α log x. Parameter α
predstavuje sklon tejto linea´rnej za´vislosti, kde ho konsˇtanta argumentu b neovplyvnˇuje
[12]. Mocninovy´ za´kon sa uplatnˇuje v rea´lnych siet’ach, ktore´ patria medzi bezsˇka´love´
siete, ako naprı´klad vel’kost’miest a ﬁriem, makroekonomicke´ ukazovatele, frekvencia
slov vo vetny´ch skladba´ch, rozdelenie prijı´mov a bohatstva.
Na obra´zku 2 v strede vidı´me, zˇe histogram takejto siete, riadiaca sa mocninovy´m za´ko-
nom sa lı´sˇi od zvonovitej krivky poisonove´ho rozdelenia (vl’avo). Nema´ vy´razne´ maxi-
mum a namiesto toho ma´ siet’vel’ke´ mnozˇstvo maly´ch udalostı´ a ma´lo vel’ky´ch udalostı´.
Na obra´zku 2 vpravo, vidı´me prelozˇenu´ krivku mocninove´ho rozdelenia do logaritmic-
kej mierky. Samozrejme, zˇe nie vsˇetky siete podliehaju´ mocninove´mu za´konu. Keby sa
napr. vy´sˇka l’udı´ riadila mocninovy´m za´konom, na plane´te by sme boli pova¨cˇsˇine nı´zki
sˇkriatkovia a vy´nimocˇne by sme mohli stretnu´t’aj 50-metrove´ho cˇloveka [4].
POISONOVÉ ROZDELENIE MOCNINOVÉ ROZDELENIE
MOCNINOVÉ ROZDELENIE
      LOG - LOG MIERKA
log(k)
lo
g(
P(
k)
)
k
P(
k)
k
P(
k)
Obra´zok 2: Porovnanie poisonove´ho a mocninove´ho rozdelenia
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4 Modely siete
4.1 Na´hodny´ model G(n,m)
Na´hodny´m pospa´janı´m vrcholov n pomocou hra´nm, vylucˇuju´c na´sobne´ hrany a slucˇky,
vznika´ na´hodny´ graf, t. j graf, kde na´hoda urcˇuje, ktore´ pa´ry vrcholov budu´ spojene´ hra-
nou. Na´hodny´ model G(n,m) je deﬁnovany´ pravdepodobnost’ou rozdelenia P (G) hra´n
medzi vrcholmi nad grafmi s dany´m pocˇtom vrcholov n a hra´nm, ktore´ moˆzˇu existovat’.
Platı´ P (G) = 1Ω pre mozˇny´ graf, kde Ω je pocˇet jednotlivy´ch mozˇny´ch grafov. Ako prı´-
klad uvediem graf G = (3, 2), kde pocˇet mozˇny´ch grafov, ktore´ sa daju´ zostrojit’s troma
vrcholmi a dvoma hranami su´ tri. Potom pravdepodobnost’, zˇe bude vybrany´ graf je 13 .
V analyticky´ch meraniach je okrem vo vysˇsˇie uvedenej kapitole uzˇitocˇnou vlastnost’ou aj
priemer siete l(G), deﬁnovana´ ako maxima´lna vzdialenost’medzi dvoma l’ubovol’ny´mi
vrcholmi v sieti: ⟨l⟩ = ∑
(G)
P (G)l(G) = 1Ω
∑
(G)
l(G). Typy grafov G(n,m) s vel’ky´m alebo
maly´m priemerom sieti neodzrkadl’uju´ typicke´ spra´vanie G(n,m). Niektore´ vlastnosti
na´hodne´ho grafu G(n,m) sa daju´ presne vycˇı´slit’, prı´kladom moˆzˇe byt’ vy´pocˇet prie-
merne´ho stupnˇa ⟨k⟩ = 2m
n
, kde m je priemerny´ pocˇet hra´n. Napr. priemerny´ stupenˇ pre
G(5, 6) = 106 = 1, 67.Obtiazˇne vypocˇı´tatel’ne´ vlastnosti kalkulujemepomocoupodobne´ho
modelu G(n, p) [10].
4.2 Na´hodny´ model G(n,p)
V predcha´dzaju´com modeli G(n, p) sme uva´dzali celkove´ mnozˇstvo hra´n m, v modeli
G(n, p)namiesto nichuva´dzamepravdepodobnost’p existuju´cich hra´nmmedzi vrcholmi.
Majme zvoleny´ pocˇet vrcholov n a s pravdepodobnost’ou p umiestnime hranu mi medzi
uzly. ModelG(n, p) je dany´ su´borom sietı´ s n vrcholmi, v ktory´ch kazˇdy´ mozˇny´ grafG sa
javı´ s pravdepodobnost’ou P (G) = p(m)(1− p)((n2)−m) kdem je pocˇet hra´n v grafe.
G(n, p) model sa pripisuje dvom mad’arsky´m matematikom Paulovi Erdo˝sovi a Alfre´-
dovi Re´nyiovi, ktory´ ho publikovali na zacˇiatku 60. rokov minule´ho storocˇia. Pripisuje
sa mu viacero na´zvov, ako ”Erdo˝s-Re´nyi na´hodny´ graf” alebo aj ”Poisonovy´ na´hodny´
graf.” Patrı´ medzi fundamenta´lny model, spomedzi vsˇetky´ch typov na´hodny´ch mode-
lov, ktore´ kedy boli publikovane´, preto sa zauzˇı´val i vsˇeobecny´ na´zov ”na´hodny´ model”
pra´ve pre tento typ [10]. Na obra´zku 3 [19] ma´me mozˇnost’pozorovat’na´hodny´ graf, kde
pravdepodobnost’, zˇe je uzol spojeny´ s d’alsˇı´m je 2%.
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Obra´zok 3: Na´hodny´ graf
4.2.1 Vlastnosti na´hodneho modelu
4.2.1.1 Priemerny´ pocˇet hra´n a priemerny´ stupenˇ vrcholu Pocˇet grafov so stano-
veny´m pocˇtom vrcholov n a hra´nm je vycˇı´slitel’ny´
((n
2
)
m
)
.Majme napr. grafG(4, 2), potom
((4
2
)
2
)
=
(6
2
)
= 15. Existuje celkovo 15 roˆznych grafov G(4, 2). Kazˇdy´ z ty´chto grafov
ma´ rovnaku´ pravdepodobnost’ P (G) uvedenu´ v predcha´dzaju´cej kapitole a preto cel-
kova´ pravdepodobnost’vybrania grafu sm hranami zo vsˇetky´ch mozˇny´ch grafov je dana´
P (m) =
((n
2
)
m
)
p(m)(1−p)(n2)−m, cˇo je sˇtandardne´ binomicke´ rozdelenie pravdepodobnosti.
Potom priemerny´ pocˇet hra´n m v grafe je ⟨m⟩ =
(n
2
)∑
n=0
mP (m) =
(n
2
)
p. Z toho plynie, zˇe
celkovy´ pocˇet hra´n je rovnaky´ ocˇaka´vanej hodnote p medzi pa´rom vrcholov zna´sobeny´
pocˇtom vsˇetky´ch pa´rov v grafe.
Na vy´pocˇet priemerne´ho stupnˇa vrcholu v na´hodnom grafeG(n, p) vyuzˇijeme uva´dzany´
vy´pocˇet priemerne´ho stupnˇa s presny´m pocˇtom hra´n ⟨k⟩ = 2m
n
, vyuzˇity´ v modeliG(n,m)
a preto priemerny´ stupenˇ vrcholu vG(n, p) je dany´ ⟨k⟩ =
(n
2
)∑
n=0
2m
n
P (m) = 2
n
(n
2
)
p = (n−1)p.
Cˇasto sa v literatu´re oznacˇuje priemerny´ stupenˇ vrcholu na´hodne´ho grafu pı´smenom c
alebo z, preto z = (n− 1)p. Z rovnice plynie, zˇe ocˇaka´vany´ pocˇet hra´n spojeny´ch s vrcho-
lom je rovnaky´ ako ocˇaka´vana´ pravdepodobnost’p medzi vrcholom a d’alsˇı´m vrcholom
zna´sobeny´m o n− 1 d’alsˇı´ch vrcholov [10].
4.2.1.2 Priemerna´ vzdialenost’ a su´vislost’ Ak je v grafe pocˇet hra´n m nı´zky, z < 1,
potom graf obsahuje vysoky´ pocˇet su´visly´ch komponentov. Graf je zlozˇeny´ z izolovany´ch
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stromov, priemerna´ vzdialenost’ odpoveda´ priemernej vzdialenosti stromu a najva¨cˇsˇia
komponenta ma´ pocˇet vrcholov najviac O(log n). Ak je pocˇet hra´n m = n2 , teda z > 1,
najva¨cˇsˇia komponenta ma´ vel’kost’Θ(n)a druha´ najva¨cˇsˇia O(log n). Ak je z > 3.5, prie-
merna´ vzdialenost’grafu je rovna´ priemernej vzdialenosti L najva¨cˇsˇej komponenty a je
u´merna´ L = lognlog z .Ak z > log n, graf je su´visly´ a priemerne´ vzdialenosti nadobu´daju´ hod-
noty okolo L = lognlog z . Ak z = 1, nastane zmena, vedu´ca k vzniku rozsiahlej komponenty
O(n
2
3 ), v ktorej platı´ mocninovy´ za´kon [12].
4.2.1.3 Distribu´cia stupnˇov Vrchol v grafe je spojeny´ s pravdepodobnost’ou p k d’al-
sˇiemu vrcholu n− 1. Potom pravdepodobnost’spojenia prislu´chaju´cim vrcholom je dana´
pk = pk(1 − p)(n−1−k). Je (n−1
k
)
ciest na vy´ber pra´ve k d’alsˇı´ch vrcholov a preto celkova´
pravdepodobnost’, zˇe bude spojeny´ pra´ve k d’alsˇı´m je pk =
(n−1
k
)
pk(1− p)n−1−k, kde n je
celkovy´ pocˇet vrcholov v grafe. Vidı´me, zˇe G(n, p)ma´ binomicky´ stupenˇ rozdelenia.
U vlastnostiach rozsiahlych sietı´, kde je n vysoke´, cˇastokra´t vypozorujeme priblizˇne ne-
menny´ priemerny´ stupenˇ aj ked’sa siet’zva¨cˇsˇuje.Napr. pocˇet prakticky´ch leka´rovnaosobu
nie je za´visly´ na zvysˇuju´cemu pocˇte osoˆb na zemi. Rovnica uvedena´ vysˇsˇie p = z
n−1 , na´m
umozˇnˇuje napı´sat’ ln[(1 − p)n−1−k] = (n − 1 − k)ln(1 − z
n−1) ≃ −(n − 1 − k) zn−1 ≃ −z,
tu sme rozsˇı´rili logaritmus ako Taylorov rad, kde n → ∞. Pre znacˇne vel’ke´ n platı´
(n−1
k
)
= (n−1)!(n−1−k)!k! ≃ (n−1)
k
k! a teda pk =
(n−1)k
k! p
ke−z = n−1
k
k! (
z
n−1)
ke(−c) = e−z z
k
k! [10]. Z
rovnice vidı´me, zˇeG(n, p)ma´ Poissonovo stupnˇove´ rozdelenie. Odtial’to pocha´dza na´zov
Poissonov na´hodny´ graf.
4.2.1.4 Zhlukovacı´ koeﬁcient Ako sme spomı´nali, pravdepodobnost’, zˇe dva vrcholy
su´ susedmi je p = z
n−1 , a platı´, C = p, a teda C =
z
n−1 [10]. Zhlukovacı´ koeﬁcient sa
odlisˇuje od rea´lnych sietı´, va¨cˇsˇina z nich, zhlukovacı´ koeﬁcient ma´ tendenciu smerovat’k
nule, kde n→∞.
Pozorovanı´m sa zistilo, zˇe model G(n, p) nie je najvhodnejsˇı´ pre sku´manie rea´lnych si-
etı´ ako sˇtruktu´rovanie telefo´nnych sietı´, socia´lnych va¨zba´ch l’udı´ cˇi chemicky´ch reakciı´
buniek. Rea´lne siete sa totizˇ vyznacˇuju´ centrami, vysoky´m zhlukovacı´m koeﬁcientom a
rozdelenie podl’a mocninove´ho za´kona nema´ vy´razne´ maximum [4].
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4.3 Watts - Strogats model
4.3.1 Vznik pojmu siete male´ho sveta
Pocˇiatky vzniku grafov male´ho sveta spadaju´ do roku 1967, kedy socia´lny psycholo´g
Stanley Milgram z Yalskej univerzity ucˇinil pokus, ty´kaju´ci sa l’udskej spolocˇnosti. Napı´-
sal mnozˇstvo listov urcˇeny´ch pre jeho priatel’a, zˇiju´ceho v Bostone a rozdelil ich na´hodne
vybrany´m osoba´m v Nebrasce. Kazˇdy´ z nich bol pozˇiadany´, aby sa poku´sil dorucˇit’ list
adresa´tovi tak, aby bol dorucˇovany´ od cˇloveka k cˇloveku, pretozˇe sa predpokladalo,
zˇe ani jeden nebude poznat’adresa´ta. Podmienkou bolo, zˇe dvaja l’udia, medzi ktory´mi
pra´ve prebiehalo dorucˇovanie, sa museli poznat’. Po skoncˇenı´ pokusu Milgram zistil, zˇe
priemerny´ pocˇet l’udı´, potrebny´ch na dorucˇenie posˇty svojmu priatel’ovi bolo sˇest’. Z toho
vyvodil za´ver, zˇe priemerna´ vzdialenost’ medzi dvomi na´hodne vybrany´mi l’ud’mi na
zemeguli je sˇest’. Do povedomia sa tak dostal pojem sˇest’stupnˇov odlu´cˇenia [4].
Tento experiment nevedomky naviazal na prvu´ mysˇlienku mad’arske´ho spisovatel’a Fri-
gyesa Karinthyho, ktory´ v poviedke Cˇla´nky ret’azcov (Chains) z roku 1929 odhadoval,
zˇe medzi dvoma l’ubovol’ny´mi l’udmi sa na´jde ret’azec zna´mostı´ nie dlhsˇı´ ako pa¨t’ osoˆb
[13]. Fenome´n male´ho sveta necˇakany´m spoˆsobom vysvetlil povahu moderne´ho sveta
ako o neriadenej obrovskej siete vzt’ahov a pritom su´ tieto mozˇnosti vel’mi blı´zke k teo-
reticke´mu optimu. L’udsku´ spolocˇnost’ako ”najsˇirsˇı´ obzor komunika´cie” ponˇal nemecky´
sociolo´g Niklas Luhmann. Tieto mysˇlienky spopularizoval vo ﬁlme Six Degrees of Sepa-
ration americky´ dramatik John Guare.
Svet je ”maly´”, preto sa siet’am, napr. aj pre sku´manie medzil’udsky´ch vzt’ahov hovorı´
”siete male´ho sveta.” Vyznacˇuju´ sa preto vysoky´m stupnˇom zhlukovania. Pozorovanı´m
sa teda zistilo, zˇe na rozdiel odG(n, p) v rea´lnych siet’ach je vysoka´ pravdepodobnost’, zˇe
ak sa jeden pozna´ s druhy´m a tretı´m, druhy´ i tretı´ sa tiezˇ poznaju´ [4].
4.3.2 Deﬁnı´cia Watts Strogats modelu
Na zı´skanie rea´lnejsˇı´ch vy´sledkov ako vykazoval model G(n, p), bol deﬁnovany´ novy´
model. Dostal na´zov podl’a svojich autorov a vznikolWatts-Strogats model. O rok neskoˆr,
presnejsˇie v 1999 - 2000 bol publikovany´ vylepsˇeny´modelWatts-Newman. Vy´chodiskovy´
graf je zostaveny´ z vrcholov n usporiadany´ch do kruhu, kde kazˇdy´ vrchol n je spojeny´ s
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k blizˇsˇı´mi susediacimi vrcholmi a za´rovenˇ s malou nenulovou pravdepodobnost’ou p aj s
vrcholmi, ktore´ nesusedia s vrcholom, nazy´vane´ skratky.
Do u´vahy nepricha´dzaju´ na´sobne´ hrany a slucˇky. Vyznacˇuje sa kra´tkymi priemerny´mi
vzdialenost’ami a vysoky´m zhlukovacı´m koeﬁcientom.Mala´ pravdepodobnost’p vytva´ra
pravidelnu´ mriezˇku, zatial’ cˇo vysoka´ zı´ska vlastnosti na´hodne´ho grafu.
Na obra´zku 4 ma´me zna´zornene´ 3 grafy, kde ma´ kazˇdy´ roˆznu pravdepodobnost’ spo-
jenia vrcholu s nesusedny´m vrcholom. Vl’avo je graf pravidelnej mriezˇky, vyznacˇuju´ci sa
nulovou pravdepodobnost’ou, zˇe bude spojeny´ aj s nesusedny´mi vrcholmi, kde pri na´-
raste pravdepodobnosti v strednomgrafe vidı´me rea´lnu siet’Wattsovy´mi a Strogatsovy´mi
ocˇami - siet’male´ho sveta. Dˇalsˇı´m postupny´m odoberanı´m susedny´ch spojenı´ a ich na´-
sledny´m na´hodny´m spojenı´m s nesusedny´mi vrcholmi v grafe napravo ma´me mozˇnost’
vidiet’zmenu zo siete male´ho sveta na na´hodny´ graf. Postupny´m prerodom pravidelnej
mriezˇky k na´hodne´mu grafu a zmeny ich sˇtruktura´lnych vlastnostı´ moˆzˇeme vidiet’ na
obra´zku 5, ako sa menı´ ich priemerna´ vzdialenost’L(p) a zhlukovacı´ koeﬁcient C(p) a
ty´m aj typ modelu.
Numericka´ simula´cia Wattsa a Strogatsa (obra´zok 5) na zvysˇovanie pravdepodobnosti
p od 0 po 1 zistila, zˇe cˇı´m p nadobu´da vysˇsˇie hodnoty, ty´m sa ry´chlejsˇie znizˇuje priemerna´
vzdialenost’L(p) a pomalsˇie klesa´ zhlukovacı´ koeﬁcient C(p) [9].
ZVYUJÚCA NÁHODNOS
PRAVIDELNÁ MRIEKA MALÝ SVET NÁHODNÝ GRAF
Obra´zok 4: Pravidelna´ mriezˇka, siet’male´ho sveta a na´hodny´ graf [9]
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Obra´zok 5: Postupna´ transforma´cia na na´hodny´ graf [9]
4.3.3 Vlastnosti pravidelnej mriezˇky
Pre vy´pocˇet k spojenı´ medzi susediacimi vrcholmi vo vsˇeobecnosti platı´, zˇe susedny´
vrchol k2 vrchola i sa moˆzˇe pripojit’ k
k
2 − 1 susedny´m vrcholom, sused k2 − 1 sa moˆzˇe
pripojit’k 1 + k2 − 1 susedny´m vrcholom, sused k2 − 2 ma´ 2 + k2 − 1 susedov a susedny´
vrchol i v pocˇte krokov 1 ma´ 2(k2–1) susedov. Scˇı´tanı´m ty´chto spojenı´, podelenı´m 2 (pre
neorientovany´ graf) a vyna´sobenı´m 2, nakol’ko vrchol ima´ susediace vrcholy z pravej aj
l’avej strany, zı´skame pocˇet spojenı´medzi susediacimi vrcholmi i:
k
2
−1∑
j=0
k
2+i−1 = 38k(k−2).
Maxima´lny pocˇet spojenı´ k susedmi je dany´ k(k−12 ) a zhlukovacı´ koeﬁcient pre mriezˇku
je C = 3(k−2)4(k−1) . Priemerna´ vzdialenost’, menena´ s linea´rne rastu´cim n, je dana´ L ≈ n2k .
K blı´zˇiacej pravdepodobnosti p = 1, prebera´ vlastnosti na´hodne´ho modelu G(n, p), ma´
maly´ zhlukovacı´ koeﬁcient vycˇı´sleny´ C ≈ k
n
a nı´zku priemernu´ vzdialenost’, menenu´ s
logaritmicky rastu´cim n, L ≈ lnnln k [12].
4.3.4 Priemerna´ vzdialenost’male´ho sveta
Navy´pocˇet priemernej vzdialenostiLplatı´L = n
k
f(nkp),kde f(x) = 1
2
√
x2+2x
tanh−1(
√
x
x+2)
a nkp je ocˇaka´vany´ pocˇet skratiek. Najlepsˇie vy´sledky zı´skame tam, kde nkp ma´ vel’mi
vysoku´ alebo vel’mi nı´zku hodnotu. Ak nkp ≫ 1 platı´ L = lnnkp
k2p
. Iny´mi slovami, ak
je pocˇet skratiek va¨cˇsˇı´ ako 1, priemerna´ vzdialenost’L vzrastie logaritmicky s pocˇtom
vrcholov n [17].
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4.3.5 Zhlukovacı´ koeﬁcient male´ho sveta
Zo zovsˇeobecnenej formuly zhlukovacieho koeﬁcientu uka´zali Barrat a Weigt, zˇe platı´
C ∼ 3(K−1)2(2K−1)(1 − p)3 kde n → ∞ [14]. Hodnota C je znacˇne vysoka´ dokonca aj pre
vysoke´ hodnoty p a hodnota L je nı´zka aj pre nı´zke hodnoty p. Wats-Strogats model ma´
vy´znamne´ rysy, kde sa udrzˇuje vysoka´ hodnota pravdepodobnosti p, ktora´ tvorı´ grafy
male´ho sveta s vy´znamny´m zhlukovanı´m a ktore´ boli insˇpirovane´ mnohy´mi vy´skumami,
najma¨ Newmanom. Aj ked’ prida´me hranu medzi dva vzdialene´ vrcholy a pomocou
numericky´ch vy´pocˇtov maju´ Watts-Strogatsove siete vysoky´ koeﬁcient zhlukovania C
a nı´zku priemernu´ vzdialenost’L, tieto tvrdenia nie su´ povazˇovane´ za u´plne presne´ a
namiesto tohoWatts spolocˇne sNewmannomdeﬁnovali p akopravdepodobnost’pridania
skratky medzi kazˇdy´m pa´rom vrcholov. Tento model ma´ podobne´ spra´vanie pre stredne´
hodnoty p, ale nie pre p blı´zke k hodnota´m 1. Pre n→∞, zhlukovacı´ koeﬁcient Newman
modelu je dany´ C = 3(k−1)2(2k−1)+4kp+4kp(p+2) [17].
4.3.6 Distribu´cia stupnˇov male´ho sveta
Stupnˇova´ ditribu´ciamale´ho sveta neodzrkadl’uje pra´ve najlepsˇie rea´lne siete, ale nebolo to
ani prvotny´m ciel’omdoka´zat’. Vo verziimodelu, kde sa hrany neprida´vaju´, kdema´ vrchol
stupenˇ asponˇ 2k, kde sa tvorı´ pravidelna´ mriezˇka a kde su´ pocˇty skratiek distribuovane´
binomicky, tak pravdepodobnost’ pj , zˇe bude mat’ stupenˇ j je pj =
( L
j−2k
)
[2kp
L
]j−2k[1 −
2kp
L
]L−j−2k pre k >= 2k a pj = 0pre j < 2k. Pre verziumodelu, kde sa hrany znovupripoja
a kdema´ vrchol stupenˇ mensˇı´ nezˇ 2k je pravdepodobnost’, zˇe vrchol bude spojeny´ hranou
dana´ pj =
min(j−k,k)∑
n=0
(k
n
)
(1−p)pk−n (pk)j−k−n(j−k−n)! e−pk pre j >= k, a pj = 0 pre j < k.Distribu´cia
stupnˇov neodpoveda´ rea´lnym siet’am, dosta´vame Poissonove´ rozdelenie, podobne ako u
na´hodny´ch modelov sietı´ [14].
4.4 Bezsˇka´love´ siete
4.4.1 Pojem bezsˇka´lovost’
Jav vo vsˇeobecnosti oznacˇı´me ako bezsˇka´lovy´, kde meniaca mierka nemenı´ vlastnosti a
pravidla´ syste´mu. Prı´kladom take´hoto javu moˆzˇe byt’ fragmentovany´ geometricky´ tvar,
rozdeleny´ na cˇasti, z ktory´ch je kazˇda´ rovnaka´, zmensˇena´ ko´pia cele´ho geometricke´ho
tvaru nazy´vany´ frakta´l.
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4.4.2 Histo´ria
Zo sˇtu´diı´ sietı´, ako naprı´klad citacˇny´ch sietı´ a vedecky´ch pra´c fyzika Dereka de Solla Price
z roku 1965 vyplynulo, zˇe rea´lne siete podliehaju´ Paretovmu za´konu. Taliansky ekono´m,
ﬁlozof a politolo´g Vilfredo Pareto sa zaujı´mal o distribu´ciu prijı´mov v spolocˇnosti, zna´my
podmenom Paretov princı´p alebo aj ako za´kon 80/20. Tento za´kon hovoril o tom, zˇe 80 %
majetku sˇta´tu je v ruka´ch 20 % popula´cie. Na za´klade tohoto princı´pu sa snazˇil doka´zat’,
zˇe rozdelenie prı´jmov nie je na´hodne´. Pod’la Pareta je hierarchiza´cia prirodzena´ a tı´, ktorı´
dosiahnu najvysˇsˇı´ index v postavenı´ v spolocˇnosti na za´klademeradla u´spechu sa sta´vaju´
elitou. Tvrdil, zˇe spolocˇnost’je pluralisticky´ syste´m vytvoreny´ z l’udsky´ch moleku´l, ktore´
su´ spojene´ zlozˇity´mi vza´jomny´mi vzt’ahmi.
Taktiezˇ si ako za´hradka´r vsˇimol, zˇe 80 % jeho u´rody hrachu pocha´dza iba z 20 % hra-
chovy´ch luskov. Murphyho za´kon managementu hovorı´, zˇe 80 % zisku produkuje 20 %
zamestnancov, 80 % zlocˇinov pa´cha 20 % zlocˇincov. Avsˇak kazˇdy´ syste´m, ktory´ sa riadi
paretovy´m za´konom, ma´ vlastne´ atribu´ty a tieto atribu´ty syste´my navza´jom odlisˇuju´ [4].
Moˆzˇeme predpokladat’, zˇe rea´lne siete sa priblizˇuju´ pra´ve modelu bezsˇka´lovy´ch sietı´ a
riadia sa mocninovy´m za´konom.
4.4.3 Vlastnosti bezsˇka´lovy´ch sietı´
Bezsˇka´lovy´mi siet’ami sa zacˇali zaoberat’od roku 1999 hlavne fyzikAlbert-La´szlo´ Baraba´si
spolocˇne s kolegami, ktorı´ sku´mali konektivitu internetu. Zistili, zˇe sa niektore´ vrcholy
vyznacˇuju´ rozsiahlym mnozˇstvom spojenı´ a niektore´ vel’mi nı´zkym. Vrcholy s vysoky´m
pocˇtom stupnˇov nazvali centra´, obklopene´ vrcholmi s nizˇsˇı´mi stupnˇami a tieto vrcholy
esˇte s nizˇsˇı´mi. Distribu´cia rozdelenia stupnˇov sa riadimocninovy´mza´konom rozobrany´m
v kapitole 2.3.2. Pravdepodobnost’, zˇe vrchol susedı´ s k iny´mi vrcholmi je dana´ vzt’ahom
P (k) = k(−α), kde α je rea´lny koeﬁcient distribu´cie. Exponent α znacˇı´, kol’kokra´t menej je
vel’mi obl’u´beny´chwebovy´ch stra´nok oprotimenej obl’u´beny´ch.Hovorı´ samu aj exponent
konektivity. Experimenta´lne bolo zistene´, zˇe u rea´lnych sietı´ je α v rozmedzı´ 2 < α < 3,
nie je to vsˇak pravidlom [4]. Na obra´zku 6 [19] vidı´me vytvorenu´ bezsˇka´lovu´ siet’.
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Obra´zok 6: Bezsˇka´lova´ siet’
4.4.4 Rast a preferencˇne´ pripojovanie
Charakteristicky´mi cˇrtami ako rast a preferencˇne´ pripojovanie pre tieto siete deﬁnoval
Albert-La´szlo´ Baraba´si ako vy´znamny´ jav absentuju´ci v na´hodny´ch grafoch a ako jav
potrebny´ k vzniku bezsˇka´lovej siete. Pocˇet vrcholov v grafe expanduje s cˇasom a to spoˆ-
sobom, zˇe sa vrchol pripojı´ uzˇ k existuju´cimvrcholom, kde je pravdepodobnost’pripojenia
dana´ podelenı´m stupnˇa ki so su´cˇtom vsˇetky´ch stupnˇov pi =
ki∑
j
kj
. Preferencˇne pripojit’
vrchol znamena´, zˇe je vel’ka´ pravdepodobnost’pripojenia k uzlu s cˇo najva¨cˇsˇı´m pocˇtom
pripojenı´.
Dˇalsˇou cˇrtou je zdatnost’, ktora´ zvysˇuje sˇancu zı´skat’ nove´ pripojenia, aby sa elimino-
vala mozˇnost’, zˇe by mal graf iba jedno centrum, aj ked’ mozˇne´ to je. Zdatnost’ by sme
mohli deﬁnovat’aj ako miera atraktı´vnosti uzla pripa´jat’na seba nove´ uzly v konkurencˇ-
nom prostredı´. Na zdatne´ uzly sa pripa´jaju´ cˇastejsˇie nove´ uzly. Z dvoch uzlov zı´ska va¨zby
ry´chlejsˇie ten, kto ma´ va¨cˇsˇiu zdatnost’. Ak su´ vsˇak dva uzly rovnako zdatne´, starsˇı´ uzol je
vo vy´hodnejsˇom postavenı´ pripojit’na seba nove´ uzly ako mladsˇı´ [4].
Bezsˇka´love´ siete sa vyznacˇuju´ tvorenı´m zhlukov, kedy vrcholy s nı´zkym stupnˇom tvo-
ria podgrafy a tieto podgrafy su´ pospa´jane´ cez centra´ s esˇte vysˇsˇı´m stupnˇom. Dˇalsˇou
vlastnost’ou bezsˇka´lovy´ch sietı´ je vysoka´ odolnost’vocˇi rozpadu, nakol’ko najva¨cˇsˇı´ pocˇet
vrcholov ma´ nı´zky distribucˇny´ stupenˇ a pra´ve preto je pri na´hodnom odobranı´ najvysˇsˇia
pravdepodobnost’pri odobranı´ take´hoto uzla najva¨cˇsˇmi mozˇna´, cˇo nespoˆsobı´ rozpad si-
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ete. Pri cielenom u´toku na centra´ sa rozpadne na mnozˇstvo nesu´visly´ch grafov. Preto su´
centra´ silnou aj slabou oblast’ou v sieti [4].
4.4.5 Distribu´cia stupnˇov bezsˇka´lovy´ch sietı´
Pravdepodobnost’, zˇe v sieti bude m vrcholov so stupnˇom k a nebudu´ existovat’ zˇiadne
vrcholy s va¨cˇsˇı´m stupnˇom je dana´
(n
m
)
pk
m(1−Pk)n−m, kde Pk je kumulatı´vna pravdepo-
dobnost’distribu´cie. Potom pravdepodobnost’hk, zˇe zı´skame najvysˇsˇı´ stupenˇ k vrchola v
sieti je hk =
n∑
m=1
(n
m
)
pk
m(1− Pk)n−m = (pk + 1 − Pk)n − (1 − Pk)n a ocˇaka´vana´ hodnota
najvysˇsˇieho stupnˇa je kmax =
∑
k
khk [8].
4.4.6 Priemerna´ vzdialenost’bezsˇka´lovy´ch sietı´
Priemerna´ vzdialenost’ je mensˇia ako v na´hodny´ch grafoch. Kra´tke vzdialenosti medzi
uzlami su efektı´vnejsˇie. Baraba´siho model ju deﬁnuje ako L ∼ ln(N)
lnln(N) [18].
4.4.7 Zhlukovacı´ koeﬁcient bezsˇka´lovy´ch sietı´
Zhlukovacı´ koeﬁcient pre vrchol m so stupnˇom k, je deﬁnovany´ ako Cm =
2nm
[km(km−1)] ,
kde nm je pocˇet hra´n vedu´ce ku km susedom vrchola m [16]. Zistilo sa, zˇe zhlukovacı´
koeﬁcient je pa¨t’kra´t vysˇsˇı´ ako u na´hodne´ho grafu [18].
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5 Algoritmy na zistenie modelu siete
5.1 Logaritmicky´ binning
Strate´giı´, ako vypozorovat’ vlastnosti bezsˇka´lovy´ch sietı´ pozna´me viacero. Na obra´zku
7 ma´me mozˇnost’pozorovat’stupnˇovu´ distribu´ciu internetu. Vidı´me mnozˇstvo vrcholov
n s nı´zkym distribucˇny´m stupnˇom (1, 2, 3) a na konci histogramu nı´zky pocˇet vrcholov
s vysoky´m distribucˇny´m stupnˇom. Z obra´zka 7 vidiet’, zˇe znacˇna´ cˇast’ sku´many´ch da´t
zostala nezmapovana´, ked’zˇe stupenˇ k dosahuje hodnotu 20 z celkove´ho pocˇtu 2407.
Najva¨cˇsˇie centrum bolo spojene´ s 12 % ostatny´mi vrcholmi, cˇo je priblizˇne s kazˇdy´m
oˆsmym, z celkove´ho pocˇtu 19 956 vrcholov [10].
Obra´zok 7: Histogram stupnˇovej distribu´cie v linea´rnom zobrazenı´
Jednou z merito´rnych meto´d na urcˇenie bezsˇka´lovosti siete je pomocou histogramu v
takej logaritmickej mierke, aby do kazˇdej oblasti histogramu v urcˇitom intervale pripadol
dostatocˇny´ pocˇet vzoriek distribucˇny´ch stupnˇov, ktoru´ moˆzˇeme vidiet’ na obra´zku 8.
Sklon lı´nie je tu viditel’ny´, avsˇak koniec na pravej strane, oznacˇovany´ aj chvost histogramu
neumozˇnˇuje presne urcˇit’jej sklon. Vyuzˇijeme preto odlisˇne´ vel’kosti cˇastı´ histogramu na
lepsˇie vysˇetrenie koncagrafu. Tozaistı´mensˇı´ sˇumnakonci histogramuapresnejsˇie vyjadrı´
sklon lı´nie, akomoˆzˇeme vidiet’na obra´zok 9. Zazrieme tu v logaritmickejmierke nemenne´
sˇı´rky oblastı´, zatial’ cˇo v linea´rnej mierke je kazˇda´ oblast’ sˇirsˇia o konsˇtantnu´ zlozˇku a.
Kompromisne deﬁnovat’odlisˇne´ sˇı´rky oblastı´ histogramu je vyuzˇı´vane´ v logaritmickom
binningu ako jedny´m zo spoˆsobu zistenia modelu siete [10].
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Obra´zok 8: Histogram stupnˇovej distribu´cie v logaritmickej mierke
Kazˇda´ sˇı´rka oblasti v sche´mevzˇdy oniecˇo viac zahr´nˇa va¨cˇsˇı´ pocˇet distribucˇny´ch stupnˇov k
o konsˇtantnu´ zlozˇku a ako predchodca. Vo vsˇeobecnosti sa n-ta´ oblast’pokryje v intervale
a(n−1) ≤ k < an a jej sˇı´rka je deﬁnovana´ an − a(n−1) = (a − 1)a(n−1). Napr. pre a = 2
spadaju´ do prvej oblasti vsˇetky vrcholy n s distribucˇny´m stupnˇom 1 v intervale 1 ≤ k < 2.
Do druhej oblasti spadaju´ tie, ktore´ splnia interval distribucˇne´ho stupnˇa 2 ≤ k < 4, do
tretej oblasti 4 ≤ k < 8 atd’.
Obra´zok 9: Histogram stupnˇovej distribu´cie v logaritmickej mierke
Vyjadrenie vrcholov n so stupnˇom 0 by nespoˆsobilo znacˇnu´ divergenciu histogramu,
avsˇak ich miera sa urcˇuje neza´visle a nezahr´nˇame ich do sche´my v logaritmickej mierke
[10].
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5.2 Kumulatı´vna funkcia
Kumulatı´vna funkcia je jedny´m z d’alsˇı´ch spoˆsobov ako vizualizovat’mocninove´ rozde-
lenie. Pk je pravdepodobnost’, zˇe na´hodne vybrany´ vrchol ma´ distribucˇny´ stupenˇ k alebo
va¨cˇsˇı´. Pravdepodobnost’ je dana´ Pk =
∞∑
k′=k
pk. Predpokladajme, zˇe Pk ma´ mocninove´
rozdelenie na konci grafu. Povedzme, zˇe pk = Ck
−α pre k ≥ kmin pre nejake´ kmin. Potom
platı´ Pk = C
∞∑
k′=k
k´α ∼= C ∫∞k k′−αdk = Cα−1k−(α−1) kde sme integra´lom priblizˇne urcˇili
sumu, kde mocninovy´ za´kon vykazuje premenlivu´ funkciu pre rozsiahle k, pri predpo-
klade α > 1, integra´l konverguje. Kumulatı´vna funkcia ma´ exponent α o 1 mensˇı´ ako v
logaritmickom binningu.
Deﬁnujme r ako pocˇet vrcholov so stupnˇom vysˇsˇı´m alebo rovnaky´m ako vybrany´ r-ty´
vrchol. Potom pre pravdepodobnost’, zˇe cˇast’ vrcholov s vysˇsˇı´m alebo rovnaky´m stup-
nˇom platı´ Pk =
r
n
. Jednoduchy´m spoˆsobom zmapovania kumulatı´vnej funkcie je zoradit’
stupne vrcholov od najvysˇsˇieho po najmensˇı´ a kazˇde´mu priradzovat’hodnoty r v rozsahu
od 1 azˇ po n. Vykreslenia jednotlivy´ch ri
n
ako funkciu stupnˇa ki s vrcholmi v poradı´ r
zı´skame vykreslenie kumulatı´vnej funkcie [10].
5.3 Maxima´lny vierohodny´ odhad
Pouzˇitı´m vzorca na zmapovanie sklonu lı´nie je jedny´m z d’alsˇı´ch spoˆsobov, ktory´ moˆzˇeme
vyuzˇit’. Exponent α je dany´ α = 1 + n[
∑
i
ln ki
kmin− 12
]−1, kde kmin je zvoleny´ minima´lny
stupenˇ,n je pocˇet vrcholov va¨cˇsˇı´ch alebo rovny´ch kmin. Celkova´ sumaplatı´ len pre vrcholy
k ≥ kmin. Sˇtatisticku´ chybu, ktora´ vznika´ pouzˇitı´m predcha´dzaju´cej formuly vyjadrı´me
σ =
√
n[
∑
i
ln ki
kmin− 12
]−1 = α−1√
n
[10].
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6 Experimenta´lna cˇast’
Hlavny´m ciel’omexperimenta´lnej cˇasti tejto pra´ce je uskutocˇnit’pokusy za pomoci vlastnej
implementa´cie programu na roˆznych da´tovy´ch kolekcia´ch, ktore´ predstavuju´ rea´lne siete.
Na za´klade distribu´cie stupnˇov vrcholov urcˇujeme modely, viazˇuce sa na konkre´tne
pokusne´ rea´lne siete. Vy´sledne´ da´ta su´ prezentovane´ grafmi, vyhotoveny´ch v programe
Gnuplot vo verzii 4.6 [15], spolocˇne so strucˇny´m popisom. Pocˇı´tacˇova´ aplika´cia, ktora´ je
su´cˇast’ou pra´ce je schopna´ zistit’mocninny´ exponent α prostrednı´ctvom troch meto´d:
1. maxima´lneho vierohodne´ho odhadu,
2. logaritmicke´ho binningu,
3. kumulatı´vnej funkcie.
Vy´sledne´ da´ta prezentovane´ grafmi, boli vypocˇı´tane´ touto pocˇı´tacˇovou aplika´ciou zo
vstupny´ch da´t v pozˇadovanom forma´te ocˇisteny´ch od duplicı´t. Mocninny´ exponent α
zisteny´ tromi roˆznymi meto´dami na´m umozˇnˇuje porovnat’presnost’ ty´chto meto´d. Ma-
xima´lny vierohodny´ odhad sa povazˇuje za najpresnejsˇı´ spoˆsob vy´pocˇtu mocninne´ho
exponentu α. Za nı´m nasleduje spoˆsob vy´pocˇtu kumulatı´vnou funkciou a za najmenej
presny´ sa poklada´ logaritmicky´ binning.
6.1 Analy´za pozˇiadavkov
Aplika´cia prijı´mana vstup textovy´ su´bor obsahuju´ci vrcholy a ich hrany.V takomtovstup-
nom su´bore je vrchol realizovany´ ako cˇı´slo a hranu predstavuju´ dva vrcholy v jednom
riadku oddelene´ oddel’ovacˇom a to medzerami, tabula´tormi alebo iny´m oddel’ovacˇom. V
aplika´cii sa vybera´ mozˇnost’vy´pocˇtov pre orientovany´, cˇi neorientovany´ graf. Vy´stupom
su´ hodnoty exponentu α , zaokru´hlene´ na tri desatinne´ miesta.
Funkcˇne´ pozˇiadavky
1. Aplika´cia nacˇı´ta vstupny´ su´bor.
2. Aplika´cia uklada´ do textovy´ch su´borov stupnˇovu´ distribu´ciu pre kazˇdy´ vrchol a
pre jednotlive´ stupne pocˇty vrcholov s ty´mto stupnˇom.
3. Aplika´cia vyhodı´ duplicity pre orientovany´ a neorientovany´ graf.
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4. Aplika´cia pocˇı´ta exponent α troma meto´dami a zobrazı´ vy´sledky s presnost’ou na
tri desatinne´ miesta.
Ostatne´ pozˇiadavky
1. Aplika´cia podporuje textove´ su´bory v pozˇadovanom forma´te da´t.
6.2 Na´vrh
Vprı´loheA je zobrazeny´ triedny diagram aplika´cie. Hlavnou triedou, ktora´ sprostredkuje
komunika´ciu medzi ostatny´mi triedami je trieda Form1, ktora´ komunikuje s uzˇı´vatel’om.
Uzˇı´vatel’ vo formula´ri zada´ cestu k textove´mu su´boru, pre ktory´ maju´ byt’zrealizovane´
vy´pocˇty exponentu α a zvolı´ typ grafu pomocou riadiaceho prvku RadioButton, po-
mocou ktore´ho prirad’uje atribu´tu what checked typ grafu.
Triedy UndirectedGraph a DirectedGraph obsahuju´ za´kladne´ opera´cie pre pra´cu
so su´bormi, vy´pocˇtove´ opera´cie stupnˇovej distribu´cie vrcholov, vyuzˇı´vaju´ce genericke´ ko-
lekcie typovDictionary<int, List<int>>, HashSet<string>, List<string>.
Su´ vybrane´ take´ typykolekciı´, ktore´ su´ prijatel’ne´, nienajry´chlejsˇie vzhl’adomna cˇasove´ na´-
roky. Triedy LogBin, MaximumLikeHoodEstimation, CumulativeFunction ob-
sahuju´ vlastne´ opera´cie na vy´pocˇet exponentuα . Staticku´ trieduCalculations vyuzˇı´va
trieda LogBin na kalkula´ciu priemerov centroidov, ktora´ bymohla byt’v budu´cnosti roz-
sˇı´rena´ v prı´pade, zˇe by bolo potreba kalkulovat’exponent α d’alsˇı´mi spoˆsobmi, kde by sa
meto´da DoAverage v tejto triede mohla esˇte vyuzˇit’.
6.2.1 Uzˇı´vatel’ske´ rozhranie
Uzˇı´vatel’ske´ rozhranie je tvorene´ jednoduchy´m oknom z knizˇnice WinForms, obsahuju´ci
riadiaci prvok textBox, ktory´ zobrazuje cestu textove´ho su´boru. Po stlacˇenı´ tlacˇidla
”File...”, je vytvoreny´ objekt typu OpenFileDialog, ktory´ zabezpecˇuje otvorenie su´-
boru.Nechy´bamozˇnost’vy´beruvy´pocˇtupre orientovany´ a neorientovany´ graf. Po stlacˇenı´
tlacˇidla Calculate zacˇne prebiehat’vy´pocˇet exponentov α vsˇetky´mi troma meto´dami po-
stupne. Aplika´cia upozornˇuje, zˇe vy´pocˇet prebieha, pomocou zmenene´ho kurzoru mysˇi
na ”wait”. Po ukoncˇenı´ behu vy´pocˇtov exponentov sa zobrazia vypocˇı´tane´ hodnoty spo-
locˇne s hla´sˇkou ”Done.” vedl’a tlacˇidlaCalculate. Formula´r uzˇı´vatel’ske´ho rozhrania vidı´me
na obra´zku 10.
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Obra´zok 10: Uzˇı´vatel’ske´ rozhranie
6.3 Implementa´cia
Triedy UndirectedGraph a DirectedGraph obsahuju´ opera´cie pre cˇı´tanie z textove´ho
su´boru, na´sledne´ prida´vanie do zoznamu s vyhadzovanı´m duplicı´t, a to rozdielnym spoˆ-
sobom pre kazˇdu´ triedu zvla´sˇt’. Prvotnou mysˇlienkou a zotrvaju´cou i ked’ nie najlepsˇou,
bolo da´ta ukladat’ do kolekcie v podobe ret’azca, preto je v triede UndirectedGraph
implementovana´ meto´da ReverseString, ktora´ je u´cˇelna´ pre vyhadzovanie duplicı´t
typu 1 - 2, 2 - 1 a nevhodna´ pre triedu DirectedGraph.
public string ReverseString(string s)
{
string [] word = SplitWords(s);
string str = word[1] + ” ; ” + word[0];
return str ;
}
Vy´pis 1: Meto´da ReverseString vracaju´ca opak ret’azca
Meto´da SplitWords slu´zˇi na prı´stup k jednotlivy´m hodnota´m v riadkoch vyuzˇı´vaju´c
regula´rneho vy´razu.
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public string [] SplitWords(string word)
{
return Regex.Split(word, @”\W+”);
}
Vy´pis 2: Meto´da SplitWords vracaju´ca hodnotu v riadku
Vzhl’adom na vysoke´ cˇasove´ na´roky na pocˇı´tanie distribu´cie stupnˇov vo forme zoznamu
ret’azcov, sa zhotovila nova´ implementa´cia pocˇı´tania stupnˇovej distribu´cie a preto bol
pre tento u´cˇel zvoleny´ objekt typu Dictionary s kl’u´cˇom typu int, a hodnotami typu
genericke´ho cˇı´selne´ho zoznamu.
connexion = new Dictionary<int, List<int>>();
Meto´da AddToConnexion() do tohto objektu typu Dictionary prida´ vrcholy a ich
spojenia s iny´mi vrcholmi. Pomocou d’alsˇej meto´dy DegreeOfEdges sa vypocˇı´ta stup-
nˇova´ distribu´cia a ulozˇı´ sa do nove´ho zoznamu ret’azcov verticesDistribution,
ktory´ sa v meto´de WriterVerticeDistribution zapisuje do textove´ho su´boru.
public void DegreeOfEdges()
{
Dictionary<int, List<int>>.KeyCollection keycollection = connexion.Keys;
int i = 0;
foreach ( int key in keycollection)
{
stupen[0][ i ] = key;
stupen[1][ i ] = connexion[key].Count;
i++;
verticesDistribution .Add(key + ” ” +
connexion[key].Count);
}
}
Vy´pis 3: Meto´da DegreeOfEdges na vy´pocˇet stupnˇovej distribu´cie
Z kolekcie verticesDistribution, v ktorom su´ da´ta deklarovane´ ako vrchol - pocˇet
stupnˇov tohto vrchola, sa v meto´de ComputeDegreeQuantity napl´nˇa kolekcia typu
List<string> degreesQuantity, kde su´ da´ta ulozˇene´ ako stupenˇ - pocˇet vrcholov
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s ty´mto stupnˇom. Vmeto´de WriterDegreesQuantity sa kolekcia degreesQuantity
zapisuje do textove´ho su´boru.
public void WriterDegreesQuantity()
{
using (StreamWriter writer = new StreamWriter (”degreesQuantityUndirectedGraph.txt”, false))
{
foreach ( string s in degreesQuantity)
{
writer .WriteLine(s);
}
}
}
Vy´pis 4: Meto´da WriterDegreesQuantity zapisuje do su´boru
Pre volanie ty´chto za´kladny´ch opera´ciı´ uvedeny´chvysˇsˇie bola zhotovena´meto´danazvana´
GetdegreesQuantity() vracaju´ca kolekciu degreesQuantity, ktoru´ vyuzˇı´va ob-
jekt vytvoreny´ v triedeForm1.Meto´dyGetLogBin(), GetCumulativeFunction(),
GetMaximumLikehoodEstimation() vytva´raju´ objekty, ktore´ zı´skaju´ hodnotu α pre
kolekciu degreesQuantity.
Trieda MaximumLikehoodEstimation obsahuje meto´du GetAlpha() s jedny´m pa-
rametrom a vracaju´cou hodnotou typu double, v ktorej je riesˇeny´ exponent α. Pre vy´pocˇet
exponentu α meto´dou logaritmicke´ho binningu v triede LogBin je potrebne´ vycˇı´slit’
dva centroidy, pre ktore´ sa naimplementovali meto´dy ListForFirstCentroid(),
ListForSecondCentroid() pouzˇı´vaju´ce kolekcie, do ktory´ch sa ukladaju´ hodnoty z
intervalov potrebne´ pre vy´pocˇet su´radnı´c centroidov. Kolekcie su´ zlogaritmovane´ a na´-
sledne sa pomocou triedy Calculations, obsahuju´ca meto´du DoAverage, pocˇı´taju´
priemeryhodnoˆt, predstavuju´ce su´radnice centroidov.Meto´daCalculateDirection()
vyhodnocuje smernicu urcˇovanu´ ty´mito centroidmi, ktora´ je za´rovenˇ exponentom α.
public void CalculateDirection()
{
smernica average = Math.Abs(((y2 average) − (y average)) / ((x2 average) − (x average)));
posun average = (y average) − (smernica average ∗ x average);
}
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Vy´pis 5: Meto´da CalculateDirection na vy´pocˇet exponentu
Trieda CumulativeFunction vyuzˇı´va princı´p vy´pocˇtu v triede LogBin, avsˇak ko-
lekcia da´t, z ktore´ho sa vyhodnocuje exponent je odlisˇna´, ktoru´ si trieda sama pocˇı´ta v
meto´de Cumulativefunction().
Pouzˇite´ technolo´gie
1. programovacı´ jazyk c#,
2. .NET Framework 4,
3. Visual Studio 2010 Ultimate.
Spustenie aplika´cie
Pre spustenie aplika´cie je potrebne´ mat’nainsˇtalovany´ .NET Framework 4. Je nutne´ vyge-
nerovat’bina´rny su´bor Calculator.exe, ktory´ aplika´ciu spustı´. K tomu je nutne´ mat’
nainsˇtalovany´ prekladacˇ, ktory´ si pomocou su´boru Calculator.sln zostavı´ a prelozˇı´
aplika´ciu a vytvorı´ spustitel’ny´ su´bor.
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6.4 Experimenty nad vybrany´mi da´tovy´mi kolekciami
Doˆlezˇitou su´cˇast’ou pra´ce je prevedenie experimentov nad vybrany´mi da´tovy´mi kolekci-
ami. Nakol’ko su´ siete dynamicky´mi syste´mami, neusta´le sameniace v cˇase a kolekcie da´t,
ktore´ ma´me k dispozı´cii su´ starsˇieho da´ta, tak nezodpovedaju´ su´cˇasne´mu stavu rea´lnych
sietı´. V nasleduju´cej tabul’ke ma´me mozˇnost’vidiet’exponenty α z jednotlivy´ch kolekciı´.
Pre orientovane´ grafy je za´pis exponentov v tabul’ke : vstupne´/vy´stupne´ hrany. Hodnota
xmin pre MLE vsˇetky´ch sku´many´ch kolekciı´ bola zvolena´ 1.
Kolekcia MLE Kumulatı´vna funkcia Logaritmicky´ binning
Wikipedia cˇesˇtiny 1,257/1,251 1,479/1,398 1,470/1,506
Wikipedia taliancˇiny 1,232/1,216 1,434/1,144 1,547/1,529
Wikipedia francu´zsˇtiny 1,205/1,183 1,315/1,014 1,705/1,667
Spolupra´ca autorov 1,374 2,963 3,262
Autono´mne syste´my 1,241 1,145 1,513
Tabulka 1: Tabul’ka exponentov α z kolekciı´ da´t
6.4.1 Kolekcia da´t Wikipedie v cˇesˇtine
Obra´zok 11 ukazuje v linea´rnom zobrazenı´ mnozˇstvo odkazov na stra´nkach, na ktore´
sa odkazuje v cˇeskej encyklope´dii Wikipedia. Najva¨cˇsˇı´ pocˇet dosiahnuty´ch odkazov na
stra´nke, na ktoru´ sa odkazuje bolo 674, ky´m 522 stra´nok je pocˇet, na ktore´ sa odkazovala
pra´ve jedna stra´nka. Celkovy´ pocˇet vsˇetky´ch stra´nok, na ktore´ sa odkazuje bolo 4462 (po-
cˇet vrcholov). Pocˇet vsˇetky´ch odkazov medzi stra´nkami sa vycˇı´slil na 51 687 (pocˇet hra´n).
Na obra´zku 12 prezentujeme tie iste´ da´ta v logaritmickej mierke. Da´ta z kumulatı´vnej
funkcie vstupny´ch da´t moˆzˇeme vidiet’na obra´zku 13.
Celkovy´ pocˇet vsˇetky´ch stra´nok, ktore´ odkazuju´ na ine´ stra´nky bol 4 919. Maxima´lny
pocˇet odkazov, ktore´ stra´nka odkazovala na ine´ stra´nky bol 735. Jeden odkaz, ktory´ od-
kazoval na inu´ stra´nku malo 840 stra´nok. Obra´zok 14 ukazuje v linea´rnom zobrazenı´
mnozˇstvo odkazov stra´nok, ktore´ odkazuju´ v cˇeskej encyklope´dii Wikipedia. Obra´zok 15
prezentuje tie iste´ da´ta v logaritmickej mierke. Da´ta z kumulatı´vnej funkcie vy´stupny´ch
da´t moˆzˇeme vidiet’na obra´zku 16.
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6.4.2 Kolekcia da´t Wikipedie v taliancˇine
Obra´zok 17 ukazuje v linea´rnom zobrazenı´ mnozˇstvo odkazov na stra´nkach, na ktore´
sa odkazuje v talianskej encyklope´dii Wikipedia. Najva¨cˇsˇı´ pocˇet dosiahnuty´ch odkazov
na stra´nke, na ktoru´ sa odkazuje bolo 1 252, ky´m 1 026 stra´nok je pocˇet, na ktore´ sa
odkazovala pra´ve jedna stra´nka. Celkovy´ pocˇet vsˇetky´ch stra´nok, na ktore´ sa odkazuje
bolo 11 628 (pocˇet vrcholov). Pocˇet vsˇetky´ch odkazov medzi stra´nkami sa vycˇı´slil na 164
640 (pocˇet hra´n). Na obra´zku 18 prezentujeme tie iste´ da´ta v logaritmickej mierke. Da´ta z
kumulatı´vnej funkcie vstupny´ch da´t moˆzˇeme vidiet’na obra´zku 19.
Celkovy´ pocˇet vsˇetky´ch stra´nok, ktore´ odkazuju´ bol 12 430. Maxima´lny pocˇet odka-
zov, ktore´ stra´nka odkazovala na ine´ stra´nky bol 1 746. Jeden odkaz, ktory´ odkazoval na
inu´ stra´nku malo 2 949 stra´nok. Obra´zok 20 ukazuje v linea´rnom zobrazenı´ mnozˇstvo
odkazov stra´nok, ktore´ odkazuju´ v cˇeskej encyklope´diiWikipedia. Obra´zok 21 prezentuje
tie iste´ da´ta v logaritmickej mierke. Da´ta z kumulatı´vnej funkcie vy´stupny´ch da´t moˆzˇeme
vidiet’na obra´zku 22.
6.4.3 Kolekcia da´t Wikipedie vo francu´zsˇtine
Obra´zok 23 ukazuje v linea´rnom zobrazenı´ mnozˇstvo odkazov na stra´nkach, na ktore´ sa
odkazuje vo francu´zskej encyklope´dii Wikipedia. Najva¨cˇsˇı´ pocˇet dosiahnuty´ch odkazov
na stra´nke, na ktoru´ sa odkazuje (cˇizˇe stra´nok, kol’ko sa na tu´to stra´nku odkazovali) bolo
2 250, ky´m 3 865 stra´nok je pocˇet, na ktore´ sa odkazovala pra´ve jedna stra´nka. Celkovy´
pocˇet vsˇetky´ch stra´nok, na ktore´ sa odkazuje bolo 39 461 (pocˇet vrcholov). Pocˇet vsˇetky´ch
odkazovmedzi stra´nkami sa vycˇı´slil na 702 245 (pocˇet hra´n). Na obra´zku 24 prezentujeme
tie iste´ da´ta v logaritmickej mierke. Da´ta z kumulatı´vnej funkcie vstupny´ch da´t moˆzˇeme
vidiet’na obra´zku 25.
Celkovy´ pocˇet vsˇetky´ch stra´nok, ktore´ odkazuju´ bol 45 502. Maxima´lny pocˇet odka-
zov, ktore´ stra´nka odkazovala na ine´ stra´nky bol 7 570. Jeden odkaz, ktory´ odkazoval na
inu´ stra´nku malo 10 228 stra´nok. Obra´zok 26 ukazuje v linea´rnom zobrazenı´ mnozˇstvo
odkazov stra´nok, ktore´ odkazuju´ v cˇeskej encyklope´diiWikipedia. Obra´zok 27 prezentuje
tie iste´ da´ta v logaritmickej mierke. Da´ta z kumulatı´vnej funkcie vy´stupny´ch da´t moˆzˇeme
vidiet’na obra´zku 28.
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6.4.4 Kolekcia da´t reprezentuju´cich spolocˇne publikuju´cich autorov
Obra´zok 29 zna´zornˇuje v linea´rnom zobrazenı´ mnozˇstvo autorov spolupracuju´cich na
autorskom diele v oblasti IT. Najva¨cˇsˇı´ pocˇet spolupracovnı´kov na diele dosiahol pocˇet 51
l’udı´, ky´m 24 400 diel malo 1 spolupracovnı´ka z celkove´ho pocˇtu 55 875 spolupracovnı´kov
(pocˇet vrcholov). Pocˇet spojenı´ medzi stra´nkami sa vycˇı´slil na 135 708 (pocˇet hra´n). Na
obra´zku 30 vidı´me v logaritmickej mierke da´ta predchaa´dzaju´ceho grafu. Da´ta zı´skane
kumulatı´vnou funkciouma´memozˇnost’vidiet’na obra´zku 31. Exponent dosiahol hodnotu
2,963.
6.4.5 Kolekcia da´t autono´mnych syste´mov
Da´ta z poslednej kolekcie zna´zornˇuje obra´zok 32 v linea´rnom zobrazenı´ a reprezentuju´
autono´mne syste´my Internetu. Su´ to skupiny pocˇı´tacˇov, pod spolocˇnou spra´vou, ktore´
reprezentuju´ vocˇi Internetu spolocˇnu´ routrovaciu politiku. S pocˇtom 2 566 spojenı´ s iny´mi
autonomny´mi syste´mami dosiahol autonomny´ syste´m maximum. V spojenı´ s dvoma
iny´mi autonomny´mi syste´mami dosiahlo azˇ 5 471 autono´mnych syste´mov z celkove´ho
pocˇtu 12 694 (pocˇet vrcholov) autono´mnych syste´mov. Hodnota 53 118 uda´va pocˇet
vsˇetky´ch spojenı´ medzi autonomny´mi syste´mami (pocˇet hra´n). Da´ta z predcha´dzaju´ceho
grafu su´ na obra´zku 33 vykreslene´ v logaritmickej mierke. Da´ta zı´skane´ kumulatı´vnou
funkciou ma´me mozˇnost’vidiet’na obra´zku 34.
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7 Za´veˇr
Popı´sat’ a na´sledne za pomoci vlastnej aplika´cie a vybrany´ch da´tovy´ch kolekciı´ rozlı´sˇit’
za´kladne´ modely sietı´ pomocou charakteristicky´ch vlastnostı´, bolo hlavnou te´mou tejto
pra´ce. Naimplementovana´ aplika´cia poma´ha sku´mat’ sˇtruktu´ru rea´lnych sietı´ hlavne na
za´klade distribu´cie stupnˇov. Vza´jomne odlisˇne´ siete, ako siete webovy´ch odkazov, cˇi au-
tono´mne syste´my sa vo svojej sˇtruktu´re podobaju´, grafy v pra´ci su´ jasny´m prı´kladom a
pricha´dzame k rovnake´mu za´veru. V ty´chto siet’ach sa tvoria centra´ s vysoky´m pocˇtom
napojenı´ a maju´ tendenciu riadit’ sa mocninovy´m za´konom. Vsˇetky tieto sku´mane´ siete
dosiahli exponent α pomocou najpresnejsˇej meto´dy MLE mensˇı´ nezˇ 3, cˇo je pre bezsˇka´-
love´ siete typicke´. Na za´klade vlastnosti distribu´cie stupnˇov sme zistili, zˇe sku´mane´ siete
patria medzi bezsˇka´love´ siete. Hlavny´ ciel’ tejto pra´ce sa podarilo naplnit’.
Napriek roˆznorodosti a s odstupom cˇasu moˆzˇeme pozorovat’na´rast pocˇtu uzlov v ty´chto
kolekcia´ch. Je zaznamenany´ na´rast autono´mnych syste´mov, kde pocˇet registra´ciı´ 16-bit
ASN da´vno presiahlo mozˇny´ pocˇet, ky´m nasˇa pokusna´ da´tova´ kolekcia obsahovala 12
694 autono´mnych syste´mov. ASN je jedinecˇne´ cˇı´slo pridel’ovane´ nove´mu autono´mnemu
syste´mu. Rovnake´ pravidla´ rastu (s inou intenzitou) riadia i siet’odkazov vo Wikipedi-
a´ch, cˇi siet’spolocˇne publikuju´cich autorov v oblasti IT. Take´to zlozˇite´ siete su´ neusta´le vo
vy´voji, nie su´ staticke´.
Vytvoreny´ program, ktory´meria exponentα troma spoˆsobmi a ktory´ zaznamena´va distri-
bu´ciu stupnˇov sa v budu´cnosti da´ optimalizovat’tak, aby vy´pocˇet distribu´cie bol ry´chlejsˇı´.
Doimplementovat’sa da´ mnozˇstvo novy´ch rozsˇı´renı´, pre vy´pocˇet exponentu α pricha´dza
do u´vahy mozˇnost’ riesˇit’ ho pomocou meto´dy najmensˇı´ch sˇtvorcov. Rozsˇı´rit’ aplika´ciu
o vykresl’ovanie grafov, o zobrazovanie najvysˇsˇı´ch a najnizˇsˇı´ch distribucˇny´ch stupnˇov a
roˆzne d’alsˇie zaujı´mave´ informa´cie, ktore´ v tomto programe treba pra´cne extrahovat’ z
textove´ho su´boru, su´ taktiezˇ mozˇne´.
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A Prı´loha
UndirectedGraph
Attributes
- connexion : Dictionary<int, List<int>>
- degreesQuantity : List<string>
- numbers : HashSet <string>
- stupen : int[][]
- verticesDistribution : HashSet<string>
- verticesFromFile : HashSet <string>
- verticesWithoutDuplicity : HashSet<string>
Operations
+ AddToConnexion() : void
+ ComputeDegreeQuantity() : void
+ DegreeOfEdges() : void
+ GetCumulativeFunction() : double
+ GetdegreesQuantity(string) : List <string>
+ GetLogBin() : double
+ GetMaximumLikehoodEstimation(string) : double
+ ReadFile(string) : void
+ ReverseString(string) : string
+ SplitWords(string) : string[]
+ WriterDegreesQuantity() : void
+ WriterVerticeDistribution() : void
DirectedGraph
Attributes
- connexionIN : Dictionary<int, List<int>>
- connexionOUT : Dictionary<int, List<int>>
- degree : int[][]
- degree2 : int[][]
- degreesQuantityIN : List<string>
- degreesQuantityOUT : List<string>
- numbers : HashSet <string>
- numbers2 : HashSet <string>
- verticesDistributionIN : HashSet<string>
- verticesDistributionOUT : HashSet<string>
- verticesWithoutDuplicity : HashSet<string>
Operations
+ ComputeDegreeQuantityIN() : void
+ ComputeDegreeQuantityOUT() : void
+ DegreeOfEdgesIN() : void
+ DegreeOfEdgesOUT() : void
+ GetCumulativeFunctionIN() : double
+ GetCumulativeFunctionOUT() : double
+ GetdegreesQuantityIN(string) : List <string>
+ GetdegreesQuantityOUT(string) : List <string>
+ GetLogBinIN() : double
+ GetLogBinOUT() : double
+ GetMaximumLikehoodEstimation(string) : double
+ ReadFile(string) : void
+ ReadFromListIN() : void
+ ReadFromListOUT() : void
+ SplitWords(string) : string[]
+ WriterDegreesQuantityIN() : void
+ WriterDegreesQuantityOUT() : void
+ WriterVerticeDistributionIN() : void
+ WriterVerticeDistributionOUT() : void
MaximumLikeHoodEstimation
Attributes
Operations
+ GetAplha(List<string>) : double
UndirectedGraph
1
MaximumLikeHoodEstimation 1
DirectedGraph
1
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1
LogBin
Attributes
+ degreesQuantity : List<string>
- medianx : List<int>
- medianx2 : List<int>
- medianx2log : List<double>
- medianxlog : List<double>
- mediany : List<int>
- mediany2 : List<int>
- mediany2log : List<double>
- medianylog : List<double>
- posun_average : double
- smernica_average : double
- x2_average : double
- x_average : double
- y2_average : double
- y_average : double
Operations
+ CalculateAverage() : void
+ CalculateDirection() : void
+ GetAplhaLB() : double
+ ListForFirstCentroid() : void
+ ListForSecondCentroid() : void
+ Reset() : void
+ SplitWords(string) : string[]
+ SpravLogZoznamy() : void
UndirectedGraph
1
LogBin
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DirectedGraph 1
LogBin 1
CumulativeFunction
Attributes
+ degreesQuantity : List<string>
- cumulativelist : List<string>
Operations
+ CumulativeFunction() : void
+ GetAlpha() : double
+ SplitWords(string) : string[]
+ WriterCumulative() : void
CumulativeFunction 1
LogBin
1
UndirectedGraph 1
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Calculations
Attributes
Operations
+ DoAverage(List<double>) : double
LogBin 1
Cal cul at ions1
Form1
Attributes
+ name_file : string
+ what_checked : string
Operations
+ Calculate_button_Click(object, EventArgs) : void
+ openFileClick(object, EventArgs) : void
Form1 1
UndirectedGraph 1
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