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In order to understand the mechanism of real- and virtual-photon capture reac-
tions, the validity of the theoretical models has to be tested by comparing the
model predictions to our data. A comparison in e.g. small angle or invariant mass
bins would be most desirable. However, due to the small cross section, we could
not accumulate sufficient data for such a detailed investigation. Furthermore, the
comparison to the theory is not straightforward because of the limited experimen-
tal acceptance.
A solution to this problem is to integrate the theory over the same phase-space
as the data. Since the available calculations produce cross sections for specific
kinematics only, without giving any analytical expressions, the integration can
only be done numerically. To this end, we generate events which are in agreement
with the theory, and impose the boundaries of our experimental setup.
This is done by a Monte Carlo simulation. Allowed events, distributed accord-
ing to phase-space kinematics, are produced by GENBOD [Jam 68]. This n-body
phase-space computer code is described in Section 3.1. For reasons of efficiency,
GENBOD events are not produced according to their phase-space, but the phase-
space density of each event is given as a weight. This aspect will be detailed in
section 3.2.
Moreover, particles interact with each other. As a consequence, the phase-
space knowledge is not sufficient, and, according to the reaction amplitude, the
reaction matrix element has to be included. Indeed, the cross section of the reac-
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where
• F is the flux factor,
• A(pi) =< p1, ..., pn|A|pa, pb > is the matrix element,
• ∫ Rj,n(pj)d4pj = Rn is the phase-space integral.
Section 3.3 develops the need of including the matrix element in the simula-
tion, and Section 3.4 gives the expression of the Monte Carlo errors.
In Section 3.5, the implementation of the Monte Carlo simulation using the
phase-space integral and the matrix element is discussed. Section 3.6 compares
the discrete theoretical calculations to the simulations, integrated over a narrow-
size bin, to test their validity. The analysis of the simulated data is presented in
chapter 6 p. 75, and results are compared to the experimental data.
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3.1 Monte Carlo event generator
In Eq. 3.1, the Lorentz invariant n-body phase-space integral is written as
[Jam 68], [Kis 05]:












• P is the four-momentum of the n-body system,
• pi are the four-momenta of the individual particles,
• mi are the masses of the particles,
• the first δ function expresses the conservation laws,
• the second δ function implies that the outgoing particles are on their mass
shell,
• all energies (0th component of the four-momentum pi) are considered to be
positive values.





















δ(P 2l −M 2l )dM 2l , (3.4)
Eq. 3.2 can be rewritten as:
Rn(P ; m1...mn) =
∫ +∞
0
Rn−l+1(P ; Ml,ml+1...mn)Rl(Pl; m1...ml)dM
2
l (3.5)
where Ml is the invariant mass of a system consisting of l particles of four-
momentum Pl. The limits of the integration depend actually on the masses of
the outgoing particles:























√√√√Mi+1 + (M2i −m2i+1
Mi+1
)2−2(M 2i + m2i+1). (3.8)
The final expression of the phase-space integral used by the Monte Carlo gen-









This last equation shows that a n-body system is created by making a succes-
sion of two-body decays, as sketched on Fig. 3.1. At each vertex, the two-body
phase-space factor is applied by integrating over all possible remaining masses.
Each Mj is chosen randomly, but has to respect the physical limits of the interac-
tion:
Mj−1 + mj < Mj < Mj+1 −mj+1. (3.10)
This equation underlines the fact that, at every vertex, the remaining masses
depend on the masses of the other vertices. This goes in contradiction with the
Monte Carlo integration where each mass has to be chosen independently, thus








where Mn is the total energy of the system in the rest frame. To stay independent
of each other, the masses Mj can then follow this equation:
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Figure 3.1: Schematic representation of the algorithm used by the Monte Carlo












where the random numbers rj are chosen and ordered as follows:
0 < r1 < ... < rj < ... < rn−2 < 1. (3.13)
This guarantees that Eq. 3.10 is satisfied.
To summarize, this generator produces, for each event, n particles with a mass
mi, i ∈ [1, n], and each event has a weight Ri. The angles under which the simu-
lated particles are emitted have also to be determined.
There are 3n observables in a n-event system, but the four equations resulting
from the energy and momentum conservations reduce the number of independent
observables to 3n− 4. Up to now, only n− 2 variables have been used, as shown
in Eq. 3.13. So 2n− 2 variables remain. These ones are chosen to be the two an-
gular variables created at each vertex. Since a two-body phase-space is isotropic
in angular space, we need to choose these angles in the rest frame of the vertex
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so that they are isotropic in cos(θ) and φ. Then, to obtain the correct description
of an event, one has to Lorentz-transform the momentum of each particle into the
rest frame of the particles from which it originates.
The event generator GENBOD follows the algorithm described in this sec-
tion and creates all outgoing particles for kinematically allowed momenta. As a
consequence, it is very efficient to produce simulated events.
3.2 Phase-space weighting
Every event generated by GENBOD according to the above described proce-
dure is kinematically correct. The conservation laws are therefore respected, but
the consequence of the efficiency of this event generator is that the phase-space
density is not reproduced. To solve this problem, GENBOD generates for each





(MiR2(Mi+1; Mi,mi+1))R2(M2; m1,m2) (3.14)
3.3 Phase-space and matrix elements
Cross sections depend not only on the phase-space factors but also on the
squared amplitude of the matrix element |A|2, as shown in Eq. 3.1.
Therefore, the cross section dependence on a parameter x (where x is the








This complicated analytical expression becomes, in the Monte Carlo method,
a simpler discrete addition (Eq. 3.16). Consequently, only the phase-space integral











Consequently, to compare the experimental data to the simulated ones, the bin
width ∆x of the simulation has to match the one of the data.
3.4 Monte Carlo errors
The estimate of the phase-space integral over a predefined bin, for a total set






wi ± ∆W = < W > ± ∆W (3.17)
where wi is the weight of the ith event if the event falls into the considered bin,
and zero if it does not.






√√√√∑i(wi− < W >)2
N(N − 1) (3.18)
=
√√√√∑i w2i −N < W >2















Since most of the wi are zero (they fall in another bin), the last term in the












Therefore, within the bin, the relative error < W > /∆W is minimal if all
weights are equal. The error follows then the Poisson rules: 1/
√
dN . Otherwise,
if one weight is much larger than the others, the error is dominated by that one.
This implies that the Monte Carlo method works only for finite weights, and that
within a specified bin, the weight factor multiplied by the squared matrix element
should not vary considerably.
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3.5 Implementation of the model
To implement the Monte Carlo model in the simulation, these four steps have
to be followed:
1. Generate kinematically allowed events using the program GENBOD. Each
event i is given a weight wi corresponding to the phase-space.
2. Calculate |Ai|2, the amplitude squared of the matrix elements, by a theoret-
ical model for each event generated.
3. Apply the total weight wi |Ai|2 to each event.
4. Restrict the simulation to the limits of the experimental setup (acceptance of
the detectors, thresholds). This can be done by using the GEANT3 package
[Bru 86],[GEA 93].
The Monte Carlo integration can then be performed.
3.6 Comparison of the simulation to the theory
The validity of the Monte-Carlo simulation can be tested by comparing the
theory to the simulated data, which are integrated in a small bin whereby the
observables do not change appreciably within the bin-size.
As example, Fig. 3.2 compares the discrete calculation of the covariant im-
pulse approximation model for the center-of-mass angle θCM = 50◦ (full line) to
the simulation obtained for θCM = 50◦ ± 1◦ (histogram) in the case of the four
response functions (see Chapter 2 for the theoretical definitions, Section 6.1.2 for
the calculation of the simulated RF’s).
A perfect agreement between the simulation and the theory is observed. The
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Figure 3.2: Simulated response function for θCM = 50◦ ± 1◦ (histogram) com-
pared to the prediction of the relativistic gauge-invariant model, at θCM = 50◦
(full line).
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