The study explores application of a simple Convolutional Neural Network for the problem of authorship attribution of tweets written in Polish. In our solution we use two-step compression of tweets using Byte Pair Encoding algorithm and vectorisation as an input to the distributional model generated for the large corpus of Polish tweets by word2vec algorithm. Our method achieves results comparable to the state-of-the-art approaches for the similar task on English tweets and expresses a very good performance in the classification of Polish tweets. We tested the proposed method in relation to the number of authors and tweets per author. We also juxtaposed results for authors with different topic backgrounds against each other.
Introduction
The problem of authorship attribution is one of the major areas of text classification. However, the issue is usually undertaken in the context of longer texts, such as book fragments, journal articles or emails. In recent years, mass media channels started playing a huge role in social life and made it possible to participate in global discussions, especially through social media. Twitter is one of the most influential social media platforms where anyone can share their opinion in form of a short text. Along with the growing influence of such platforms and limited user verification possibilities, importance of verifying the authorship of tweets and other short texts published on social media platforms has grown considerably. Such need is also motivated by moral responsibility of providing reliable media channels and discriminating propaganda messages.
Inspired by the results obtained in (Shrestha et al., 2017) as well as the simplicity of their method, we decided to verify its abilities in terms of classifying tweets written by selected Polish influencers. We treat the problem as a multiclass classification of texts. Our method differs from the original approach in terms of a chosen method for text encoding and next the way of obtaining its distributional vector representation as well as the scope of usage of data prepared in the processing pipeline, i.e. we use different data, unrelated to that used for classification, to train the distributional model.
Related Works
A big part of research done in terms of authorship attribution is relevant for big chunks of texts, where the sample of author's writing is relatively big (Gollub et al., 2013) , (Frantzeskou et al., 2007) , (Koppel et al., 2011) . Recently, a lot of work has been done regarding authorship attribution of short texts, especially tweets due to their accessibility. The problem is challenging in comparison to the classification of longer texts as it is harder to maintain the classification accuracy along with the input pruning (Koppel and Winter, 2014) . Some methods are based on stylistic features (Macleod and Grant, 2011) or word and character n-grams (Schwartz et al., 2013) , (Sapkota et al., 2015) .
Considering the fact that tweets may be of highly varying character with usage of multiple special characters, notorious misspellings and mixes of languages, character n-grams seem to be intuitively best-fit for the problem. Moreover, such approach appears to hold both topic-specific and morphology-specific information on the text (Koppel et al., 2011 ) (Sapkota et al., 2015 . There were a couple of attempts to classify tweets based on their character n-gram representations (Schwartz et al., 2013) (Sari et al., 2017) (Zhang et al., 2015) with different approaches to extracting a subset of meaningful characters (Plakias and Stamatatos, 2008) (Sapkota et al., 2015) . In terms of a classifier used for such a task, CNNs have been recently widely explored and proved successful for text analysis (Ruder et al., 2016) .
A combination of the two approaches appears in (Shrestha et al., 2017) where a text is classified based on a sequence of input characters. The method uses straightforward sequences of characters and their n-grams which are then embedded and processed in a CNN classifier. Another approach which is using a byte pair encoding algorithm for text encoding together with the application of the same CNN classifier, proves that the method is comparable to the state-of-the-art despite another level of text compression (Wang, 2018) . The latter, however, uses a limited range of characters with at least punctuation and white space characters ignored. Additionally, in both works the embedding layer is trained simultaneously with the classifier, which makes it impossible to transfer the acquired knowledge to external data sets.
Contribution
In our work we extend the solution presented in (Shrestha et al., 2017) by using Senten-cePiece with Byte-Pair Encoding algorithms (Kudo and Richardson, 2018) , without exclusion of any characters. Moreover, instead of using a data-specific text embedding trained simultaneously with the classifier, we teach a separate distributional language model on a corpus of Polish tweets. We also test robustness of our solution by alternating topics in the training and testing corpora, as well as using disjunctive time windows for texts in both corpora.
Data
For the needs of the development and testing of our solution we collected two separate data sets:
Tweet Corpus -1 020 234 Polish tweets (in-cluding 95 435 564 characters in total) obtained through Twitter API 1 by applying Polish language filter (automatic Twitter filter that can produce some noise) and in addition tracking the top 100 words from the frequency list generated for the Polish language (Kazojć, 2009) in the search query, Influencer Set -138 486 tweets written by 28 Polish influencers who were chosen manually.
The Tweet Corpus consists mostly of tweets in Polish. We decided not to filter out tweets including fragments in foreign languages as it is a common practice for the Twitter users to write their content with injections of other languages. Data has been gathered using twint Python module (Zacharias and Poldi, 2018) .
For the Influencer Set we selected the authors mainly due to their activity and the number of followers. In addition we pre-selected four categories of authors, namely: journalists (8 authors), politicians (6 authors), publicists (4 authors) and computer gamers (2 authors). The topic-related groups are extrated as one of the goals of the experiments was to verify whether the subject on which particular users tweet is a strong distinguishing factor which affects obtained results. As the activity of different authors is diversified, the Influencer Set is highly unbalanced with the number of tweets per author deviating from 314 to 18 204 tweets per account. This problem was mediated by subsampling during the experiments.
Text Representation
Tweets are very short texts and do not include many repeated occurrences of typical stylometry markers like functional words. We can observe prevalence of the information content over typical stylistic markers. Thus, we need to search for semantic elements reoccurring for a single author, as well as characteristic idiosyncrasies of his language, e.g. words or expressions.
Tweet mostly include many abbreviations, typos, or language errors that result in relatively high variability of the language and complexity of the statistical picture. Thus, we need to transform the original texts into a representation reducing this complexity. Very often, e.g. (Shrestha et al., 2017) , tweets are represented by n-grams instead of words. However, the number of different n-grams is still very high. Instead of using n-grams, we processed the tweets with the help of the Byte Pair Encoding algorithm from SentencePiece library. Byte Pair Encoding (henceforth BPE) is a text compression method that constructs a tree-like structure of codes: recursively, two adjacent characters or symbols are encoded with a code represented by a single character that does not occur in the whole text. All punctuation and white characters are treated in the same way as other symbols. So there is no need for tokenisation. The algorithm starts from the most frequent pairs of characters (and next codes) and ends when all sequences are covered or it has reached the vocabulary size. Due to its recursive work the codes mostly represent not only bigrams but also higher-level n-grams, e.g. frequent words or even expressions. In all our experiments we used the BPE vocabulary size of: 4000 codes. We tested vocabulary sizes from 1000 to 8000 codes and we did not notice improvement in performance for vocabulary size larger than 4000 codes.
BPE is often used for text compression, but our purpose was to make it a basis for a subword distributional semantics model. Texts encoded by BPE (i.e. tweets) were transformed into sequences of BPE codes separated by white spaces and delivered in such a form to the Skip gram algorithm from the word2vec li-brary (Mikolov et al., 2013) . As a result, every code receives its vector representation. The whole process is presented in Figure 1 .
As codes represent different character sequences: from bi-grams, through sub-words up to even sub-expressions, we obtain a distributional semantics model which describes text units of varied granularity that reflect to some extent the statistical granularity of a corpus used for building the particular BPE model. A side effect is that vectors are also built for codes representing single letters that are rather meaningless, but this causes no harm to the overall properties of the model, as it will be visible.
The vector size in Skip gram was set to 300 elements. As the maximum length of a single tweet is 140 characters, so we made the representation of a single tweet to be a matrix of 140 code vectors 2 . In case BPE encoding for a tweet uses less than 140 codes (that often happens) the rest of the matrix is padded with a special null vector, i.e. not produced by word2vec.
In order to visualise the internal character of a BPE-encoded text, we present the histogram of initial tweet lengths in Figure 2 , and contrast it with the histogram of the BPEencoded tweet lengths in Figure 3 . It can be noticed that the tweet lengths has become shorter, more evenly distributed with a slight dominance of the shorter representations. So, BPE-encoding results in a more packed text representation based sometimes on a few codes (representing sequences of letters). Figure 4 presents the lengths of letter sequences represented by BPE codes obtained for the domain of politicians. The histograms are based on a subset of Influencer Set, containing tweets of 6 authors. When we compare it with the histogram of the whole domain in Figure 5 it can be observed that the code dictionary which is specific for the given domain contains slightly larger number of longer specialised codes. If we take a look into this domain specific dictionary we can find codes representing sometimes whole words that seem to be quite accidentally included into the dictionary. Thus, a dictionary built on the basis of a large corpus can be better suited to analysis of the authors' style that will be visible in Section 7 and especially in the results presented in Tables 4 and 3.
Figure 2:
Histogram of tweet lengths for 28 635 tweets of politicians. 
Classification Model
Our classification model follows the main lines N-gram CNN (Shrestha et al., 2017) , but with BPE-based distributional representation in place of the original n-gram based one, i.e. instead of dividing the text into n-grams of characters directly from tweets, we split them into symbols obtained from the SentencePiece model. BPE-based model significantly limits the domain of possible symbols to the most common ones. It saves the vocabulary and the embedding matrix size. The neural network model architecture used in our research is visualised in Figure 6 .
The architecture consists of an embedding layer and three parallel convolutional layers. Each convolutional layer contains 500 filters of sizes 3 × 3, 4 × 4 and 5 × 5 and is followed by max-pooling and dropout with 0.2 probability. The convolutional layers are merged and passed to a single dense layer with a 100 units and ReLU activation which is followed by dense layer with softmax activation.
Texts on the input to the embedding layer are represented by vectors pre-trained on the BPE encoded Tweet Corpus. During training the classifier, this layer was not completely frozen. Instead, it was adapted but with a significantly reduced learning rate as compared to the one used in the remaining layers. In this way, we manage to preserve high level generalisation obtained during training on the tweet corpus while slightly adapting to the training data domain.
The hyperparameters were slightly tuned from their initial state but their values are comparable to the ones used in the model of (Shrestha et al., 2017) . We used Adam optimiser with 0.001 learning rate and categorical cross-entropy loss function. We trained the classifier with data batches of 4 samples in 5 epochs with L2 regularisation scaled by a 0.001 factor.
Experiments

Data Preprocessing
Before building the distributional semantics model and training the classifiers, we performed text preprocessing on tweets aimed at removing elements that seemed to be not relevant for the authors' styles and which could bias the classification process towards topic recognition. Thus, we removed all hashtags, mentions and URLs before constructing BPE encoding. The BPE models were generated from the preprocessed Tweet Corpus and selected subcorpora. Nonetheless, the very fact of using such extra-linguistic tweet elements, their placement and frequency might be important and relevant to authors' tweeting styles. Thus, we replaced all occurrences of extralinguistic elements with symbols representing their types:
• hashtags were exchanged with '#' sign,
• mentions with the '@' sign,
• URLs with the 'ň' sign (not present in neither Tweet Corpus nor Influencer Set).
Multi-domain Authorship Attribution
In all experiments Tweet Corpus was used only to build a distributional semantics model and Influencer Set (not overlapping with the former) was used as training and testing data in a way following the k-fold cross validation scheme.
During the first experiment, we wanted to analyse the overall performance of the proposed approach on the whole Influencer Set. In order to balance the data set in relation to the number of tweets per author, we generated different subsets of the authors with random sub-sampling of tweets from more active authors. We wanted to investigate how many authors' styles our model can learn and how many tweets of each author are necessary to achieve satisfying results. The results are presented in Table 1 .
Baseline Comparison
We compare our method against the baseline method of (Shrestha et al., 2017) , using the same data set, i.e. the set presented in (Schwartz et al., 2013) . This data set does not contain external data for language model training, so our approach of using a separate corpus for this task could not be applied. Thus in this experiment our solution differs only in the method for text encoding -the baseline Tweets Acc -2 Acc -4 Acc -8 Acc -12 Acc -17 Acc -23 Acc -26 Acc (Schwartz et al., 2013) data set, compared with results obtained in (Shrestha et al., 2017) for 50 authors.
method tokenises text into n-grams, while ours is using the BPE algorithm to encode tweets. For this data set we used the vocabulary size of 4000, with embedding length of 300, 128 batch sizes and 1.0 for the learning rate for Stochastic Gradient Descent in embedding training. For the classifier, we used Adam optimizer with 0.0001 learning rate, trained for 50 epochs with batches of 8 samples. Our results are averaged over 10-fold cross-validation. The baseline results are taken from (Shrestha et al., 2017) , where we took the best achieved scores out of two studied architectures.
The comparison of classification accuracy for 50 authors and varying number of tweets in presented in Table 2 .
As it is visible in Table 2 , the baseline method is slightly better in majority of the experiment setups. However, the data set provided by (Schwartz et al., 2013) does not have an explicit train/test split or even a specified pool of 50 authors to perform classification on. Each fold has been randomly subsampled from a large pool of 7 026 authors. Moreover, for each author a specified number of tweets has been also randomly subsampled from a pool of 1 000 tweets.
The results presented in (Shrestha et al., 2017) are also not explicitly said to be averaged over folds. Considering the above mentioned preconditions, the results obtained cannot be used to unambiguously determine a superior method out of the two in a straightforward manner.
Cross-domain Encoding and Embedding
In the next group of experiments we investigated to what extent the model reflects particular domains of the authors (i.e. reacting first to the domain signal), and to what extent it represents the authors' style by themselves. Thus, we tried to classify authors from a specific domain by using the encoding-embedding model built on some other domain. Three configurations of both data sets were analysed:
1. the same data for building encoding model and tests, 2. data from another domain is used to construct encoding model, 3. the Polish Tweet Corpus is used for build- For domains in which the number of authors is not the same, we subsample from the larger pool and average the results over possible combinations (e.g. Sport: 3 authors vs Gamers: 2 authors -we subsampled 3 times).
In addition, we run the experiments in two setups:
• with the embedding layer active during training a classifier
• and with embedding layer remaining frozen.
The results from the first scenario are shown in Table 3 , while the effects of the second setting are presented in Table 4 . The label "Corpus" means that the encoding model and the embeddings were constructed on the large Tweet Corpus, while the classifiers were trained on the given domain.
The lack of a value means that for the given pair we did not have enough data to build a balanced training-testing subset by subsampling to the size of the smaller domain.
Results
During the experiments on the whole set of authors, as expected, the results significantly decrease with the increasing number of authors taken into account and consequently the decreasing number of tweets per an author (due to the subsampling). While the results fall behind those presented in (Shrestha et al., 2017) , they still surpass initial expectations. It is worth to take into consideration that the Polish language is more complex than English from the statistical point of view due to the rich morphology and a weekly constrained word order. However the latter was of minor importance as the model works mostly on the subword level and the distributional semantics model that does not depend on the word order (i.e. it is not sequential). The subword embeddings seem to be useful in decomposing Polish morphological forms into their natural components.
In addition, Polish tweets often include fragments written in English (of varied correctness) that also adds to the complexity of the problem and models. It is worth mentioning that in our experiments we used a significantly smaller amount of data than it was done in (Shrestha et al., 2017) .
We initially suspected that the model would be biased by the authors' domains bias (i.e. topics of tweets or characteristic elements of the domain jargon). However, the result in the cross-domain model scenario, see Table 3 and Table 4 , show a different picture. Firstly, in all cases the BPE-based embedding model built on the large corpus appeared to be superior to the domain-based model. Definitely, the difference in size of the corpora mattered in all cases in favour of Tweet Corpus. However, the size of the code dictionary was constant and equal to 4 000, i.e. it was quite small, and we can expect that the generalisation in the case of the big corpus was substantial. When the embedding layer got frozen in the second crossdomain experiment, all the results decreased, but only slightly. So, in the case of the limited code dictionary -providing a sparse and generalised picture of texts -the domain-focused tuning of the embedding layer appeared to not be very important.
The comparison with the method of (Shrestha et al., 2017) in Table 2 showed that this reference method performs slightly better, however, the top results come from an ensemble of the two different models while our results are achieved by the single method. Moreover, our model is targeted on languages with rich inflection.
Conclusions and Further Research
The proposed method for the authorship attribution for Polish tweets expressed good performance for a large group of authors and large data set. It is based on the idea of an application of the Convolutional Neural Network proposed by (Shrestha et al., 2017) , but it expands this approach with a distributional semantics model based on the prior application of BPE text encoding (i.e. embedding vectors are built for BPE codes, not words). As a result the proposed methods seems to be better suited for processing short texts in a highly inflectional language. It is worth to emphasise that the proposed approach is language independent, as the BPE model is driven by the statistical patterns in the training corpus. The idea of an adaptive, coarse-grained distributional text representation for the needs of non-semantic classification seems to be attractive and opens several questions. There are various points in which the whole process could be improved, including but not being limited to:
• collecting a larger tweet corpus,
• improving language-based filtering of obtained tweets,
• investigating more closely the influence of the code dictionary size,
• comparing the proposed approach with other embedding learning methods,
• and optimise the classifier architecture.
While language filtering for using tweets in the Polish language exclusively seems to be a reasonable thing to do, it might not be perfectly adequate for the content such as tweets. We can observe a growing trend for users to post content with both languages present and the usage of such a practice may also be considered as a characteristic feature of their writing style. Language switch recognition in such a short text like tweets might be erroneous, but its tracking can improve the representation.
The question to what extent the method recognises an author's style, and to what extent this is only due to the correlation with some topics can be answered by the analysis of the confusion matrices between authors, distinctive features and stability of the recognition in time. Such an analysis could be combined with a strict filtering of tweets concerning the same events or topics and then verifying the classification performance. This is especially important due to the fact that Twitter data gets quickly irrelevant as topics change very fast.
