Abstract. By studying the weak closure of multidimensional off-diagonal self-joinings we provide a criterion for non-isomorphism of a flow with its inverse, hence the non-reversibility of a flow. This is applied to special flows over rigid automorphisms. In particular, we apply the criterion to special flows over irrational rotations, providing a large class of non-reversible flows, including some analytic reparametrizations of linear flows on T 2 , so called von Neumann's flows and some special flows with piecewise polynomial roof functions. A topological counterpart is also developed with the full solution of the problem of the topological self-similarity of continuous special flows over irrational rotations. This yields examples of continuous special flows over irrational rotations without topological self-similarities and having all non-zero real numbers as scales of measure-theoretic self-similarities.
T t • S = S • T −t for each t ∈ R and (1.2) S 2 = Id.
As far as we know, in ergodic theory, this problem was not systematically studied for flows. In case of automorphisms first steps were taken up in [13] . In that paper it has been shown that for an arbitrary automorphism T with simple spectrum all isomorphisms (if there is any) between T and T −1 must be involutions. The same result holds for flows: a simple spectrum flow isomorphic to its inverse is reversible, in fact, (1.1) implies (1.2)
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. Another class of flows in which (1.1) puts some restrictions on the order of S is the class of flows having so called weak closure property: each element R of the centralizer C(T ) is a weak limit of timet automorphisms, i.e. R = lim k→∞ T t k for some t k → ∞, namely we must have S 4 = Id 3 . Moreover, if S 2 = Id then T is not reversible 4 . It is easy to observe that isomorphisms between T and T −1 lift to isomorphisms of the corresponding suspension flow (see Section 2 for a definition) and its inverse, moreover, as observed e.g. in [5] , each isomorphism between the suspension flow and its inverse must come from an isomorphism of T and T −1 . In [13] there is a construction of an automorphism T satisfying the weak closure property, isomorphic to its inverse and such that all conjugations S between T and T −1 have order four. By taking the suspension flow over this example we obtain an ergodic flow having the weak closure property, being isomorphic to its inverse and such that all conjugations satisfying (1.1) are of order four, so this flow is not reversible.
The problem of reversibility is closely related to the self-similarity problem (see [6] , [9] ). Recall that s ∈ R * is a scale of self-similarity for a measure-preserving flow T = (T t ) t∈R if T is isomorphic to the flow T • s := (T st ) t∈R . The multiplicative subgroup of all scales of self-similarity we will denote by I(T ) ⊂ R * . The flow T is called self-similar if I(T ) {−1, 1}. Of course, if T is reversible then −1 ∈ I(T ).
One of possibilities to show the absence of self-similarities for a non-rigid flow is to show that in the weak closure of its 2-off-diagonal self-joinings there is an 1 It should be noticed that, in general, even if (1.1) and (1.2) are satisfied for some S then we can find S ′ which is not an involution but satisfies (1.1) [13] . For example, take T (x, y) = (x + α, x + y) on T 2 . Then T −1 (x, y) = (x − α, −(x − α) + y) and S(x, y) = (−x, x + y) settles an isomorphism of T and its inverse. Of course S 2 = Id. On the other hand if we set σγ (x, y) = (x, y + γ) then σγ T = T σγ and σγ S = Sσγ . Hence (Sσγ )T = T −1 (Sσγ ). But (Sσγ ) n = S n (mod 2) σnγ , so we obtain a conjugation which is of infinite order (if γ is irrational).
Another example can be given by taking first a weakly mixing flow (St) and then considering Tt = St × S −t in which (x, y) → (y, x) yields reversibility of T . On the other hand, W (x, y) = (S 1 y, x) also settles an isomorphism of T and its inverse and since W 2 = S 1 × S 1 , W is even weakly mixing. 2 The proof from [13] goes through for flows.
One more natural case when isomorphism of T and its inverse implies reversibility arises if we assume that the centralizer C((Tt)) is trivial, i.e. equal to {Tt : t ∈ R} and the R-action t → Tt is free. Indeed, as in [13] , we notice that whenever S satisfies (1.1) then S 2 belongs to C(T ), so S 2 = Tt 0 . Now, clearly Tt 0 S = STt 0 and since Tt 0 S = ST −t 0 , we have T −t 0 = Tt 0 and hence t 0 = 0 by the freeness assumption. 3 We borrow the argument from [13] : C(T ) ∋ S 2 = lim k→∞ Tt k and since Tt k S = ST −t k , by passing to the limit, S 3 = S −1 . 4 Again, borrowing the argument from [13] , suppose that S ′ satisfies (1.1). Then SS ′ ∈ C(T ), so SS ′ = lim k→∞ Tt k . Since Tt k S = ST −t k , (SS ′ )S = S(SS ′ ) −1 , whence (S ′ ) 2 = S −2 , but S 4 = Id, so S 2 = (S ′ ) 2 . Note that it follows that if T satisfies the weak closure theorem, is isomorphic to its inverse and is not reversible then it has a 2-point fiber factor, namely {B ∈ B : S 2 B = B}, which is reversible.
integral of off-diagonal joinings [9] . However, it is rather easy to see that on the level of 2-self-joinings we cannot distinguish between an action and its inverse. This is Ryzhikov's paper [39] which was historically the first to show that a certain asymmetry between an automorphism and its inverse can be detected on the level of 3-self-joinings by studying the weak closure of 3-off-diagonal self-joinings (see also [6] ). By taking the suspension of Ryzhikov's automorphism we obtain a flow non-isomorphic to its inverse. One of the purposes of the paper is to generalize this approach and present potential asymmetries in the weak closure of higher dimensional off-diagonal self-joinings when we change time in the suspension over a rigid automorphism, see Proposition 3.7.
In Section 3 we extend techniques introduced in [8] for 2-joinings to the class of higher order joinings, see Proposition 3.7. Recall that 2-joining approach was used fruitfully in proving the absence of self-similarity for some classes of special flows over irrational rotations on the circle, including so called von Neumann flows, see [9] . However, for proving non-isomorphism of the flow and its inverse this method breaks down. In this case, as in [39] , we will apply 3-joinings to distinguish between the flow and its inverse, see Proposition 3.13. In Section 4, using Proposition 3.13, we prove that any von Neumann flow is not isomorphic to its inverse for almost every rotation in the base.
In Section 5, the approach developed in Section 3 is applied to special flows T f built over irrational rotations T x = x + α on the circle and under C r−1 -roof functions (r is an odd natural number) which are polynomials of degree r on two complementary intervals [0, β) and [β, 1) (0 < β < 1). Using r +1-joinings we prove that for a.e. β the flow T f is not isomorphic to its inverse, whenever α satisfies a Diophantine type condition (along a subsequence, see (5.2) ).
In Section 6 the 3-joining approach turns out to be sufficient to construct an analytic area-preserving flow on the two torus which is not isomorphic to its inverse. In other words, we show that we can change time in an ergodic linear flow (which is always reversible) in an analytic way so that the resulting flow is weakly mixing and not reversible. We use the AACCP method introduced in [23] . Additionally, slightly modifying the construction, we prove that the resulting flow has no rational self-similarities. In fact, we obtain disjointness (in the Furstenberg sense) of any two different rational time automorphisms. This kind of investigations is partly motivated by Sarnak's conjecture on orthogonality of deterministic sequences from Möbius function through disjointness: see [3] .
In Section 7, we come back to automorphisms, and as in [39] , we show that the 3-joining method can be applied to a class of rank one automorphisms having a subsequence of towers of Chacon's type. We show that they are not reversible.
In Section 8 we deal with topological self-similarities of continuous time changes of minimal linear flows on the two torus. Each such flow is topologically conjugate to the special flow T f build over an irrational rotation T x = x + α on the circle and under a continuous roof function f : T → R + . We show that if T f is topologically self-similar then α is a quadratic irrational and f is topologically cohomological to a constant function. It follows that if a continuous time change of a minimal linear flow on the two torus is topologically self-similar then it is topologically conjugate to a minimal linear flows as well. As a byproduct we obtain an example of a continuous flow on the torus which has no topological self-similarities and the group scales of self-similarity (as a measure-preserving system) is equal to R * . First historical examples of automorphisms non-isomorphic to their inverses were provided by Anzai [2] , Malkin [29] and Oseledets [34] . Moreover, the property of being isomorphic to its inverse (the more, reversibility) is not a typical property. As shown by del Junco [16] (for automorphisms) and by Danilenko and Ryzhikov [6] (for flows) typical flow is disjoint from its inverse. But there are quite a few natural examples of flows which are reversible. Let us go through a selection of known examples.
A) All ergodic flows with discrete spectrum are reversible. This follows easily from the Halmos-von Neumann theorem, see e.g. [4] (the fact that each isomorphism must be an involution is a consequence of the simplicity of the spectrum of such flows).
B) All Gaussian flows are reversible. Indeed, each Gaussian flow is determined by a one-parameter unitary group U = (U t ) t∈R acting on a separable Hilbert space H such that there is a spectral decomposition
for each Borel subset A ⊂ R and n ≥ 1 (and σ x1 is assumed to be continuous), see [19] , [26] , [27] . Now, the action U on R(x n ) is isomorphic to the action V (n) :
is an involution which settles an isomorphism of V (n) and its inverse. Then, up to isomorphism, I = ∞ n=1 I (n) is an involution which settles an isomorphism of U and its inverse 5 and it extends to a measure-preserving isomorphism of the corresponding Gaussian flow (T t ) and its inverse, see e.g. [27] . C) Some horocycle flows are reversible. Let Γ ⊂ P SL 2 (R) be a discrete subgroup with finite covolume. Then the homogeneous space X = Γ\P SL 2 (R) is the unit tangent bundle of a surface M of constant negative curvature. Let us consider the corresponding horocycle flow (h t ) t∈R and geodesic flow (g s ) s∈R on X. Since
= h e −2s t for all s, t ∈ R, the flows (h t ) t∈R and (h e −2s t ) t∈R are measure-theoretic isomorphic for each s ∈ R, so all positive numbers are self-similarity scales for a horocycle flow.
We will now show that some horocycle flows are reversible. Let now J denote the matrix Let us come back to the horocycle flow (h t ) t∈R on the modular space Γ\P SL 2 (R), Γ = P SL 2 (Z). By Corollary 1.1, this flow is reversible. Moreover, C((h t ) t∈R ) = {h t : t ∈ R}. Indeed, first note that {α ∈ P SL 2 (R) : αΓα −1 = Γ} = Γ.
In view of the celebrated Ratner's Rigidity Theorem (see Corollary 2 in [36] ), it follows that C((h t ) t∈R ) is indeed trivial
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. Hence, we obtain the following more precise version of Corollary 1.1 (cf. footnote 2). Corollary 1.2. In the modular case Γ := P SL 2 (Z) ⊂ P SL 2 (R) we have C((h t ) t∈R ) = {h t : t ∈ R}. Then, each S establishing isomorphism of (h t ) t∈R with its inverse is an involution. Moreover, S = h t0 • J for some t 0 ∈ R. D) All Bernoulli flows are reversible. This is done in two steps. If the entropy is infinite then (via Ornstein's isomorphisms theorem [31] ) we have a Gaussian realization of such a flow and we use B). If the entropy is finite then (again via [31] ) we can consider the geodesic flow on Γ\P SL 2 (R). Then
This establishes an isomorphism between (g t ) t∈R and (g −t ) t∈R via an involution (K 2 = Id as an element of P SL 2 (R)) 7 and hence the isomorphism of (g st ) t∈R and (g −st ) t∈R for each s ∈ R \ {0}. E) Geodesic flow revisited, Hamiltonian dynamics. 8 In this case we obtain always reversibility, because each such flow acts on a tangent space following geodesics: the configuration space consists of pairs (x, v) (x -placement, v -speed) and the involution is simply given by
Special flows
Assume that T is an ergodic automorphism of a standard probability Borel space (X, B, µ). We let B(R) and λ R stand for the Borel σ-algebra and Lebesgue measure on R respectively.
Assume f : X → R is an L 1 strictly positive function. Denote by T f = (T f t ) t∈R the corresponding special flow under f (see e.g. [4] , Chapter 11) . Recall that such a flow acts on (X
f moves vertically at unit speed, and we identify the point (x, f (x)) with (T x, 0). Clearly, T f is ergodic as T is ergodic. To describe this R-action formally set
6 The general result of Ratner states that elements of the centralizer are the composition of ht 0 with the automorphism given by α as above. 7 An alternative proof of reversibility of Bernoulli was pointed to us by J.-P. Thouvenot. Indeed, consider the shift T : {0, 1} Z → {0, 1} Z given by T ((xn) n∈Z ) = (x n+1 ) n∈Z , where {0, 1} Z is equipped with the product measure µ = P ⊗Z with P ({0}) = µ({1}) = 1/2. Then the map I : (xn) n∈Z → (x −n ) n∈Z is an involution conjugating T with T −1 . Moreover, there is a roof function f constant on each of the cylinder sets {(xn) n∈Z : x 0 = 0}, {(xn) n∈Z : x 0 = 1} such that the special flow T f is Bernoulli [32] . Now, it suffices to apply Remark 2.3 below to conclude that T f (as well as T f • s for each s ∈ R \ {0}) is reversible. For the infinite entropy case it suffices to consider the infinite product T f × T f × . . . 8 This was pointed out to us by E. Gutkin.
Let us consider the skew product T −f : X × R → X × R,
and the flow (σ t ) t∈R on (X × R, B ⊗ B(R), µ ⊗ λ R ) σ t (x, r) = (x, r + t).
Then for every (x, r) ∈ X f we have
where n ∈ Z is unique for which
Remark 2.1. Recall that if T is an ergodic automorphism of a standard probability Borel space (X, B, µ) is aperiodic. Moreover, any special flow T f is also aperiodic, i.e. for every t = 0 we have
The special flow T f can also be seen as the quotient R-action (σ t ) t∈R , σ t (x, r) = (x, r + t) on the space X × R/ ≡, where ≡ is the T −f -orbital equivalence relation, T −f (x, r) = (T x, −f (x) + r). Indeed, σ t • T −f = T −f • σ t , so σ t acts on the quotient space. Moreover, the quotient space X × R/ ≡ is naturally isomorphic with X f by choosing the unique point from the T −f -orbit of (x, r) belonging to
for a unique k ∈ Z.
Using Remark 2.2 we will now provide a criterion for a special flow to be isomorphic to its inverse. Remark 2.3. Assume that T is isomorphic to its inverse:
for a measurable h : X → R. We claim that the special flow T f is isomorphic to its inverse and is reversible if S 2 = Id and h(T Sx) = h(x). Indeed, first notice that
Note that S g,−1 is measurable and preserves the measure µ ⊗ λ R . It follows immediately that
All we need to show is that S g,−1 acts on the space of orbits, that is, it sends a T −f -orbit into another T −f -orbit. For that, it is enough to show that (2.5)
Now, in view of (2.3), the equation (2.5) is equivalent to showing that
which indeed holds as by (2.2) (replacing x by T x) we have
so indeed S g,−1 settles an isomorphisms of T f and its inverse. For the second part, we simply check that under the assumption S 2 = Id, we have g(Sx) = g(x) if and only if h(x) = h(T Sx).
Finally, notice that in the original functional equation (2.2) we can consider RS instead of S with R ∈ C(T ) (note however that even if S 2 = Id we may now have (RS) 2 = Id).
To illustrate Remark 2.3 consider the special flow over irrational rotation T x = x + α on T = [0, 1) with the roof function f of the form
where 0 < a < 1 and b, c > 0. Then take Rx = x + a and Sx = −x. Note that RS is involution and check that f • R • S = f , which by Remark 2.3 means that T f is reversible.
If we take f = 1 then the resulting special flow is called the suspension flow of T . Note also that special flows are obtained by so called (measurable) change of time of the suspension flow (see [4] ). It is easy to see that
Recall that a sequence (q n ) of integers, q n → ∞, is called a rigidity sequence for T if T qn → Id (similarly we define a real-valued rigidity sequence for flows). Note that whenever (q n ) is (2.6) a rigidity sequence for T , it is a rigidity sequence for the suspension.
Directly from Remark 2.3 it follows that the suspension of the reversible automorphism yields a reversible flow. 
with g : X → R measurable, yields an element of C(T f ). Indeed, consider the skew product
Then S g commutes with the flow (σ t ) t∈R and, by (2.8) , with the skew product T −f . It follows that S g can be considered as an automorphism on X f = (X × R)/ ≡ with commutes with the special flow T f .
The following lemma tells us that whenever the centralizer of T f is trivial, we can solve the functional equation (2.7) only in a trivial way.
Lemma 2.5. Assume that T is ergodic and C(T f ) = {T f t : t ∈ R}. Suppose that S ∈ C(T ) and g : X → R is a measurable function such that
Then there exist k ∈ Z and t 0 ∈ R such that
Proof. By Remark 2.4, the automorphism
can be considered as an element of C(T f ). By assumption, there exists t 0 ∈ R such that S g = T f t0 on X f . Therefore, there exists a measurable function k : X × R → Z with
and g(x) = t 0 − f (k(x,r)) (x)).
It follows that k does not depend on the second coordinate, i.e. k(
By the ergodicity of T , k • T = k and hence k is constant, which proves our claim.
Joinings and non-reversibility
In this section we will present a method of proving non-reversibility by studying the weak closure of off diagonal self-joinings (of order at least 3).
3.1. Self-joinings for ergodic flows. Assume that T = (T t ) t∈R is an ergodic flow on (X, B, µ). For any k ≥ 2 by a k-self-joining of T we mean any probability (T t × . . . × T t ) t∈R -invariant measure λ on (X k , B ⊗k ) whose projections on all coordinates are equal to µ, i.e.
We will denote by J k (T ) the set of all k-self-joinings for T . If the flow (T t × . . . × T t ) t∈R on (X k , λ) is ergodic then λ is called an ergodic k-joining. Let {B n : n ∈ N} be a countable family in B which is dense in B for the (pseudo-) metric d µ (A, B) = µ(A△B). Let us consider the metric d on J k (T ) defined by
Endowed with corresponding to d topology the set J k (T ) is compact. For any family S 1 , . . . , S k−1 of elements of the centralizer C(T ) we will denote by µ S1,...,S k−1 the k-joining determined by
Since µ S1,...,S k−1 is the image of the measure µ via the map x → (S 1 x, . . . , S k−1 x, x), this joining is ergodic. When all S i are time t iautomorphisms of the flow, then µ S1,...,S k−1 is called an off-diagonal self-joining.
For any probability Borel measure P ∈ P(R k−1 ) we will deal with the measure
In the following section we will provide a criterion of having such an integral self-joining in the weak closure of off-diagonal joinings for some special flows.
Similarly, we also consider joinings between different ( ergodic) flows, say T = (T t ) t∈R and S = (S t ) t∈R . Following [10] , we say that T and S are disjoint if J(T , S) = {µ ⊗ ν). We write T ⊥ S.
3.2.
Basic criterion of existence of integral joinings in the weak closure. Let G be a locally compact Abelian Polish group. Assume that · is an Fnorm inducing a translation invariant metric d on G. Denote by G the one-point compactification of G. Assume moreover that T : (X, B, µ) → (X, B, µ) is an ergodic automorphism and F n : X → G, n ≥ 1, is a sequence of measurable functions such that (3.1) (F n ) * µ → P ∈ P(G) * -weakly; P(G) stands for the set of probability Borel measures on G. The following result is a natural generalization of Lemma 4.1 from [8] .
Proposition 3.1. Under the above assumptions, suppose moreover that
Proof. We will first assume that h = 0. In order to prove the above weak convergence we need to show that
for each j whose mean is zero. Now, since the functions of the form k • T − k with k ∈ L 1 (X, B, µ) are dense in the latter subspace we need to show that
Now, since φ is uniformly continuous and bounded and (3.2) holds, (3.3) follows.
Suppose now that h = m i=1 h i · 1 Ai is a simple function (h i ∈ G and the sets
All we need to show now is that for each ε > 0 we can find a measurable h ε : X → G taking only finitely many values so that
Given ε > 0 we select δ > 0 so that
Finally choose h ε : X → G measurable so that h ε takes only finitely many values and
We have
We established (3.4) and (3.5) follows in the same manner.
Moreover, the sets
Hence if we fix i ∈ {0, . .
The sets on the RHS of the above equality are pairwise disjoint and they correspond to the images via T f ti of the partition of X f into pairwise disjoint sets on which the
It follows that the above representation corresponds to the partition of the space X f into countably many subsets X
and the result follows.
if and only if
for any m ∈ Z, the result follows.
As an immediate consequence of (the second part of) Lemma 3.2 and Lemma 3.3 we obtain the following result. 
Suppose that f ∈ L 2 (X, µ) and (q n ) n∈N is a sequence of integer numbers such that the sequence (f
Lemma 3.5 (Lemma 4.4 in [8])
. For every pair of bounded sets D, E ⊂ R there exists a sequence (a k ) k∈Z of positive numbers such that
Remark 3.6. For any l 1 , l 2 ∈ Z we have
is a positive function with X f dµ = 1 and there exists c > 0 such that f (k) ≥ ck for a.a. x ∈ X and for all k ∈ N large enough. Let (q i n ) n≥1 be rigidity sequences for T for 0 ≤ i ≤ d − 1. Moreover, 10 Here and in what follows k j ∈Z,j =i 0 means k 0 ,...,
suppose that the sequences f
Remark 3.8. Before we pass to the proof let us see the assertion of the proposition in case of the suspension flow, i.e. f = 1, that is, f 0 = 0. In this case P is the Dirac measure at zero of R d , so in (3.7) we have a convergence to the diagonal (d+ 1)-selfjoining ∆ d+1 . This can be see directly in view of (2.6); indeed, all sequences (q i n ) are rigidity sequences for the suspension flow and hence yield convergence of the LHS in (3.7) to ∆ d+1 . It follows that Proposition 3.7 provides a class of (measurable) change of times of the suspension flow, so that the LHS in (3.7) weakly converges to the integral of off-diagonal (d + 1)-self-joinings given by the limit distribution in (3.6).
If T is rigid and reversible, then so is its suspension. We will see later the the changes of time described in Proposition 3.7 may lead to non-reversible flows.
Proof. First notice that all we need to show is that (3.7) holds for all measurable rectangles
, using Lemma 3.3 and Remark 3.6, we obtain a n k0,...,
Using again Remark 3.6, for all n ∈ N, k 0 , . . .
(3.10)
We claim that
Notice that in formulas (3.9) and (3.10) describing a
respectively we have
Therefore,
and (q i n ) n≥1 for 0 ≤ i ≤ d − 1 are rigidity sequences for T , this gives (3.11). Let ε > 0 and fix 0 ≤ i 0 ≤ d − 1 and k i0 ∈ Z. By Remark 3.4 and Remark 3.6, for any n ∈ N we have
Therefore, by Lemma 3.5, there exists M > 0 such that for any 0
It follows that (3.12)
tends to zero in measure when n → ∞ for every i = 0, . .
for each k 0 , . . . , k d−1 ∈ Z. By Fubini's theorem and Lemma 3.3 we have
(3.14)
Moreover, by Lemma 3.2,
Increasing M , if necessary, we can assume that
Combining (3.11) with (3.13) we get a n k0,...,
Therefore, there exists N ∈ N such that for all n ≥ N and k 0 , . . . ,
In view of (3.12) and (3.16), it follows that
By (3.8) and (3.15) , this completes the proof.
3.3. FS-type joinings and non-reversibility. From now on we assume that all flows under consideration are ergodic and aperiodic.
For
If we look at the assumptions of Proposition 3.7 we see that for any choice of
is a rigidity sequence for T and f
we can assume that
defined the family of elements of the centralizer {T f tε :ε ∈ {0, 1} ′d }, this is
we make the convention thatt (0,...,0) = 0 for anyt ∈ R {0,1}
′d . Hence, in view of
Recall that givenā = (a 0 , . . . , a d−1 ) ∈ R d , by the finite sum set F S(ā) ofā we mean
′d .
The off-diagonal joinings on the LHS of (3.17) have certain symmetry property (explored below) which, when assuming isomorphism of the flow with its inverse, should result in a certain symmetry property of the limit measure Q. Hence, if the expected symmetry of Q does not take place we obtain that the flow is not isomorphic to its inverse. We now pass to a precise description of the symmetry of Q in a more general situation.
Assume that T = (T t ) t∈R is an ergodic and aperiodic flow on (X, B, µ). Suppose that there exists a sequence (q n ) n≥1 in R d , and a probability Borel measure Q ∈ P(R {0,1}
Note that, because of the aperiodicity of T , for distinctt,s ∈ R
{0,1}
′d the measures µt, µs are orthogonal. Therefore, the integral in (3.18) represents the ergodic decomposition of the limit measure.
We also assume that T and T • (−1) are isomorphic, i.e. for some invertible S : (X, B, µ) → (X, B, µ)
The map S : X → X induces a continuous (affine) invertible map S * :
By the continuity of S *
In view of (3.20) , it follows that
Let us consider the involution
Thus, by (3.18)
in the last line we use the fact thatt (1,...,1) −t I(ε) = 0 forε = (0, . . . , 0). In view of (3.21), it follows that
By the uniqueness of ergodic decomposition, we getθ * (Q) = Q. In this way we have proved the following result.
Proposition 3.9. Assume that T = (T t ) t∈R is an ergodic and aperiodic flow on (X, B, µ). Assume that T satisfies (3.18) . If the measure Q is not invariant under the mapθ : R
′d → R
′d then (T t ) t∈R is not isomorphic to its inverse. In particular, (T t ) t∈R is not reversible.
Remark 3.10. Suppose additionally that the flow T is weakly mixing. Then each its non-trivial factor is also weakly mixing, so it is ergodic and aperiodic. For each such factor (3.18) is evidently valid. It follows that the absence of isomorphism to the inverse is inherited by non-trivial factors of T .
Two particular cases follows. First, consider the case d = 2. Then the space R
′2 is identified with R 3 by the map R {0,1}
The the mapθ is identified with θ :
Corollary 3.11. Assume that T = (T t ) t∈R is an ergodic and aperiodic flow on (X, B, µ). Assume moreover that
for some probability measure Q ∈ P(R 3 ). If the measure Q is not invariant under the map (t, u, v) → (t, t − v, t − u) then T is not isomorphic to its inverse. Now suppose thatq n = (q n , . . . , q n ). Thenq n (ε) = |ε|q n , where |ε| = ε 1 +· · ·+ε d . Let us consider the maps
for some P ∈ P(R d ) then (3.18) holds for a measure Q = ̺ * (P ) ∈ P(R {0,1} ′d ).
Moreover,θ * (Q) = Q implies ̺ * θ * (P ) = ̺ * (P ), and hence θ * (P ) = P . As a conclusion from Proposition 3.9 we obtain the following.
Corollary 3.12. Assume that T = (T t ) t∈R is an ergodic and aperiodic flow on (X, B, µ). Assume that (3.22) is valid for a measure P ∈ P(R d ). If the measure P is not invariant under the map θ :
Corollary 3.13. Assume that T = (T t ) t∈R is an ergodic and aperiodic flow on (X, B, µ). Assume also that
for some probability measure Q on R 2 . If the measure Q is not invariant under θ(t, u) = (t, t − u) then (T t ) t∈R is not isomorphic to its inverse. In particular, if (0, x) ∈ R 2 is an atom of Q but (0, −x) is not then T is not isomorphic to its inverse.
In next three sections we will deal with special flows built over irrational rotations on the circle. Such flows are always ergodic and aperiodic (see Remark 2.1), so we can apply the results of this section for proving the absence of isomorphism with their inverses.
Non-reversible special flows over irrational rotations
In this section we will discuss non-reversibility property for special flows built over irrational rotations on the circle and under piecewise absolutely continuous roof functions. For a real number t denote by {t} its fractional part and by t its distance to the nearest integer number.
We call a function f : T → R piecewise absolutely continuous if there exist
is the sum of jumps of f . Without loss of generality we can restrict ourselves to functions continuous on the right. Each such function can be represented as f = f pl + f ac , where f ac : T → R is an absolutely continuous function with zero mean and
In this section we will prove non-reversibility for special flows T f built over almost every irrational rotation T x = x + α and under roof functions f with S(f ) = 0. Such flows are called von Neumann flows.
We need some auxiliary simple lemmas.
Lemma 4.1. Let (X n ) be a sequence of random variables (each one defined on a probability space (Ω, F , µ)) with values on R d . Assume that for n ≥ 1 we have a partition {A
weakly in the space of probability measures on R d (µ C stands for the relevant conditional measure:
Proof. Assume that φ : R d → R is continuous and bounded. Then
Lemma 4.2. Let (X n ) and (C n ) be sequences of random variables (each one defined on a probability space (Ω n , F n , µ n )) with values on R d . Assume that (X n ) * (µ n ) → P and C n tends uniformly to the constant function c ∈ R d . Then
where
Moreover,
It follows that
which completes the proof.
The following lemma holds.
Lemma 4.3. Let (X n ) be a sequence of random variables (each one defined on a probability space (Ω n , F n , µ n )) with values on . Indeed, {x + a − b} − {x − b} = {a + {x − b}} − {x − b} and for 0 ≤ t < 1 we have {a + t} − t = a if 0 ≤ t < 1 − a and a − 1 for 1 − a ≤ t < 1.
For any irrational number α = [0; a 1 , a 2 , . . .) ∈ T denote by (p n /q n ) n≥0 the sequence of convergents in continued fraction expansion of α (see e.g. [21] for basic properties of continued fraction expansion of α).
Lemma 4.5. The set Λ ⊂ [0, 1) of those α irrational for which for each ε > 0 there exists 0 < δ < ε such that q n k q n k α → δ along a subsequence n k = n k (ε) is of full Lebesgue measure.
Proof. We have 1 2
The result follows directly from the ergodicity of the Gauss map G : [0, 1) → [0, 1) (see e.g. [7] ).
Let T x = x + α and suppose that {q n α} = q n α . The case where {q n α} = 1 − q n α can be treated in a similar way. We have
Moreover, in view of Remark 4.4,
Moreover, since [s, s + q n α ) is the base of a Rokhlin tower of height q n+1 , we have
Given n ≥ 1 and ǫ ∈ {0, 1} K , taking into account (4.3), set
Then, in view of (4.2), for x ∈ A n ǫ we have (4.5)
..,0) = 0). Suppose that the roof function f : T → R is a piecewise absolutely continuous function and let us decompose f = f pl + f ac . Suppose that q n q n α → δ > 0 and µ(A n ǫ ) → p ǫ for ǫ ∈ {0, 1} K (sets A n ǫ are defined accordingly to the function f pl ). By Koksma-Denjoy inequality (see e.g. [24] ), (f pl )
) n≥0 of distributions is uniformly tight. By passing to a further subsequence, if necessary, we can also assume that
Recall that (see e.g. [15] )
In view of (4.5), for x ∈ A n ǫ (4.8)
, so by Lemma 4.3 and (4.6),
ac ) uniformly tends to zero (see (4.7)) and q n q n α → δ, in view of Lemma 4.2
Therefore, by Lemma 4.1,
On the other hand (see Proposition 3.7), lim n→∞ (X n ) * (µ) = P , so (4.12) Proof. Take δ > 0 so that Kδ < 1, q n q n α → δ (by passing to a subsequence, if necessary) and
Suppose now that the special flow T f is reversible. By Proposition 3.7 and 3.13, θ * P = P , where θ(t, u) = (t, t − u). Using (4.12), since
Each measure of the form T (c,0) * A * P ′ (with P ′ a probability on R) is concentrated on the set R c := {(2x + c, x) : x ∈ R}. Clearly, R c ∩ R c ′ = ∅ for c = c ′ . If for some ǫ ∈ {0, 1} K , p ǫ > 0 and δS(f ) − C ǫ = 0, since θ * P = P , there must exist ǫ ′ ∈ {0, 1} K such that
It follows that Thus p 0 > 0 and δS(f ) − C 0 = δS(f ) = 0, it follows from (4.13) (applied to ǫ = 0) that there exists ǫ ∈ {0, 1} K such that
whence |Cǫ| 2|S(f )| = δ which yields a contradiction to the definition of δ.
4.1.
Non-reversibility in the affine case. Given a special flow T f for which
In view of Proposition 3.7 and Corollary 3.11, we have:
For each (a, b, c) ∈ R 3 we have
Denote θ(t, u, v) = (t, t − v, t − u) and note that (4.14) θ * (P ) = P if and only if P (a, b, c) = P (a + b + c, −c, −a).
. Consider now the affine case f (x) = x + c, T x = x + α with f 0 (x) = x − 1 2 and α = [0; a 1 , a 2 , . . .]. Our aim is to get a larger set of α's than those resulting from Theorem 4.6 for which the special flow T f is not isomorphic to its inverse.. Proposition 4.7. If there exists a subsequence of denominators (q kn ) n≥1 of α such that q kn+1 q kn α → κ ∈ (1/2, 1) then T f is not isomorphic to its inverse.
Proof. To simplify notation we will write n instead of k n . Suppose that T f is isomorphic to its inverse. In view of Corollary 3.11 and (4.14), if (f
and, by Remark 4.4, f (y + q n α) − f (y) ∈ ± q n α + Z for any y ∈ T. Thus
for each integer l. By our standing assumption, e 4πiκ = 1. Taking into account (4.15) we obtain that P (a, b, c) = P (a + b + c, −a, −c) = e ±2πi(b+c)κ P (a, b, c) whenever b + c ∈ Z, hence (4.16)
On the other hand, the function
This implies | P (1, −1, −1)| = 1 which gives rise to a contradiction to (4.16).
qn+1+qnG n+1 (α) (see e.g. [7] ), we have
. Therefore q kn+1 q kn α → 1 ⇔ a kn+1 + a kn+2 → +∞ and q kn+1 q kn α → 1/2 ⇔ a kn+1 = a kn+2 = 1 and a kn , a kn+3 → +∞.
The set of excluded irrational rotations E ⊂ T in Theorem 4.7 consists of all irrational α for which the set of limit points of the sequence (q n+1 q n α ) n≥1 is {1/2, 1}. Therefore α ∈ E if and only if the set of limit points of the sequence (a n + a n+1 ) n≥1 is {2, +∞} and if there exists a subsequence (a kn ) n≥1 such that a kn = a kn+1 = 1 then a kn−1 , a kn+2 → +∞. Remark 4.9. A natural question arises whether we could apply (4.15) choosing a sequence of pairs of denominators, say we consider q ln , q kn , n ≥ 1 when α is Liouville in the sense that the sequence of partial quotients tends to infinity. This approach seems to fail whenever f is of bounded variation . Indeed,
and q kn q ln α → 0 whenever α is a Liouville number.
Piecewise polynomial roof functions
Let r ≥ 1 be an odd number and let 0 < β < 1. In this section we will study the problem of isomorphism to the inverse for special flows T f built over irrational rotations T x = x + α on the circle and under C r−1 -function which are polynomials after restriction to intervals [0, β) and [β, 1).
Let us consider a C r−1 -function f : T → R + such that D r−1 f is a function linear on both intervals [0, β) and [β, 1) with slopes 1 − β and −β respectively. Therefore, D r−1 f is an absolutely continuous function whose derivative is equal to
Thus f restricted to each interval [0, β) and [β, 1) is a polynomial of degree r with leading coefficients (1 − β)/r! and −β/r! respectively. Since D r−1 f is absolutely continuous and D r f is of bounded variation, the Fourier coefficients satisfy f (n) = O(1/|n| r+1 ). If the irrational number α is slowly approximated by rationals, more precisely lim inf n→∞ q r+1−ǫ n q n α > 0 for some ǫ > 0, then f is cohomologous to a constant function, so the special flow T f is isomorphic to its inverse. In this section we deal with rotations satisfying 0 < lim sup n→∞ q r+1 n q n α .
Note that we can not expect non-reversibility of T f for any β. Indeed, if β ∈ Zα ∪ (Zα + 1/2) then D r−1 f is cohomologous to either zero function or a function which is x → 1 − x invariant. Since r − 1 is even, f is also cohomologous to either a constant function or a function which is x → 1 − x invariant. In both cases T f is isomorphic to its inverse.
The main result of this section (Theorem 5.2) establishes some technical conditions on α that gives non-isomorphism of T f to its inverse for almost every choice of β ∈ T.
Remark 5.1. In the proof of Theorem 5.2 we will use simple properties of the following standard difference operator. For any h > 0 let us consider the difference operator
For every natural r denote by ∆ 
Moreover, if g is a polynomial function of degree r with leading coefficient a r then ∆ r h g is a constant function equal to r!a r h r .
Theorem 5.2. Suppose that α is an irrational number for which there exists a subsequence of denominators (q kn ) n≥1 such that
.
Then for almost every β ∈ T the special flow T f is not isomorphic to its inverse.
Proof. By Weyl's theorem (see Theorem 4.1 in [24] ), for almost every β ∈ T the sequence ({q kn β}) n≥1 is uniformly distributed in [0, 1). It follows that there exists γ ∈ (0, 1) \ {1/2} and a subsequence (q k ln ) such that {q k ln β} → γ. To simplify notation we will write n instead of k ln . Assume also that {q n α} = q n α . The case where {q n α} = 1 − q n α can be treated in a similar way. Suppose that T f is isomorphic to its inverse. Since
is bounded in L 2 . Therefore, by passing to a further subsequence, if necessary, we can assume that
, by the Koksma-Denjoy inequality 12 (see [24] ),
12 D * qn is the discrepancy of the sequence {0, α, . . . , (qn − 1)α}.
The function (D r f ) (qn) takes values only in the set Z− q n β and {q n β} → γ ∈ (0, 1). Since q n /q n+1 → 0, it follows that for all n large enough (D r f ) (qn) (x) is equal to 1 − {q n β} or −{q n β} for every x ∈ T.
Let
Thus, by (5.2),
Moreover, for every x ∈ A n the point 0 and β do not belong to any interval
x] is constant and equal s − {q n β} for some s ∈ {0, 1}. Therefore, for every y ∈ [x, T rq r+1 n x] and 0 ≤ j < q r n we have
Therefore, for every x ∈ A n there exists s = s(x) ∈ {0, 1} such that 
For s = 0, 1 set c n s := (s − {q n β}) q r+1 n q n α r and let
By passing to a further subsequence, if necessary, we can assume that
Set ν 2 := 1 − ν 0 − ν 1 . Let us consider the following maps:
Indeed, equation (5.7) is valid directly for last r coordinates. The zero coordinate of the LHS of (5.7) is
The zero coordinate of the RHS of (5.7) is
Since r is odd,
which completes the proof of (5.7). Since
, by the definitions of maps A, R c and the set A s n , it follows that for any x ∈ A s n and s = 0, 1 we have 
As T f is isomorphic to its inverse, by Corollary 3.12, θ * (P ) = P . In view of (5.7), it follows that the measure P is equal to
Since ν 0 + ν 1 > 1/2 and (5.8) and (5.9) hold, we have
As γ = 0, 1/2, the sets {−γκ r , (1 − γ)κ r } and {γκ 6. Analytic flows on T 2 6.1. Non-reversibility. Let us recall that that analytic special flows over irrational rotations are precisely analytic reparametrizations of two-dimensional rotations and that (in case of ergodicity) they have simple spectra [4] , so if they are isomorphic to their inverses, they are automatically reversible.
The aim of this section is to provide analytic examples that are not reversible. For this aim we briefly recall the AACCP 13 constructions [23] (see also [28] for some modifications).
An AACCP is given by a collection of the following parameters: a sequence
Finally, the completing parameter of the AACCP is a real number A > 1. The above AACCP is said to be realized over an irrational number α ∈ [0, 1) having the continued fraction expansion
if there exists a strictly increasing sequence (n k ) k≥1 ⊂ N such that for each k ≥ 1 we have
where N k is the degree of a real non-negative trigonometric polynomial P k satisfying
where we require the numbers η k > 0 to satisfy
Recall now that
are two disjoint Rokhlin towers fulfilling the whole interval [0, 1). It follows that if we set
and I k is the base of a Rokhlin tower of height q 2n k occupying at least 1 − 2 a2n k +1 of the space.
Using the above parameters for α over which the AACCP can be realized, one defines a real valued cocycle ϕ = k=1 ϕ k as follows. In I k we choose consecutively intervals w k,1 , . . . , w k,M k of the same length λ k ∈ (η k , 2η k ), each of which consists of (the same) odd number e k ≥ 3 of (consecutive) intervals J k t . In general, the intervals w k,i and w k,i+1 can be separated by a certain number of intervals of the form J 
Note that I k+1 ⊂ J k 1 , so the supports of ϕ k , k ≥ 1 are pairwise disjoint. The following two results have been proved in [23] .
Proposition 6.1. The set of α ∈ [0, 1) over which an AACCP can be realized is residual.
Proposition 6.2. The cocycle ϕ defined above is cohomologous to an analytic cocycle.
Moreover, we will also make use of the following observation from [23] .
Lemma 6.3. For an arbitrary AACCP and α over which it is realized, the cocycle ϕ is constant on each interval
We now proceed to our special construction. We assume that
Moreover, we assume that
with e k ≥ 3 odd, k ≥ 1 and
for a constant C 1 > 0. The intervals w k,i are then defined as consecutive unions of e k (consecutive) subintervals of the form J k t . Fix t 0 , u 0 ∈ R. For each k ≥ 1 we then set
Proceeding as in [28] and using (6.1), by construction, we have
We now proceed similarly as in [28] and notice that if we set C := |t 0 | + |u 0 | then for each k ≥ 1 we have
Since the support of i≥k+1 ϕ i is included in I k+1 and for each x ∈ [0, 1),
we also have
Finally, for i = 1, . . . , k − 1 we have ϕ i = 0 on I k , so in view of (6.1), ϕ
Moreover, by (6.1), for every x ∈ T and m ≥ 0, i ≥ 1 we have
In view of (6.2) and (6.3), it follows that
This together with (6.9) and (6.10) implies
The cocycle ϕ is clearly bounded (and of zero mean) and by Proposition 6.2, it is cohomologous to an analytic function f 0 : T → R (of zero mean). Then for each sufficiently large constant d > 0 we have
and moreover the special flows T ϕ+d and T f are isomorphic. In view of (6.8), (6.11), Proposition 3.7 and (6.7) we obtain that for some constant c > 0 (c = X f dµ)
It follows that P is invariant under the map (x, y) → (x, x − y) and therefore we cannot apply Corollary 3.13 but Q is not invariant under the map (x, y, z) → (x, x − z, x − y), so by Corollary 3.12, the resulting flow is not reversible. Note however that Corollary 3.13 is sufficient for non-reversibility of
Problem. When T = (T t ) t∈R is weakly mixing then the method of showing nonisomorphism of T and its inverse passes to non-trivial factors (see Remark 3.10). Since all flows non-isomorphic to their inverses considered in the paper are are weakly mixing, in fact, their non-trivial factors are also non-isomorphic to their inverses. A natural question arises if whenever the weak closure joining method applies, T is disjoint with its inverse.
6.2. Absence of rational self-similarities. In this section we will show that the construction presented in Section 6.1 can be easily modified so that we obtain an analytic weakly mixing flow on T 2 such that no rational number is its scale of selfsimilarity (in particular, it is not reversible). It remains an open question whether irrational numbers can be scales of self-similarity for analytic flows (preserving smooth measure) 14 on T 2 . We will now recall a result which will ensure that a rational number is not a scale of self-similarity of an ergodic flow.
Proposition 6.7 ([28]
). Let T = (T t ) t∈R and S = (S t ) t∈R be flows on (X, B, µ) and (Y, C, ν) respectively. Assume additionally that T is weakly mixing and S is ergodic. Moreover, suppose that for a sequence
If P = Q then the flows T and S are disjoint in the sense of Furstenberg.
Notice that when T and S are disjoint, then for each r ∈ R * the flows T • r and S • r are also disjoint (indeed, J(T , S) = J(T • r, S • r)). Therefore, the following result holds.
14 In [25] it is shown that on on each compact orientable surface of genus at least 2 there is a smooth (non-singular) non-self-similar flow. It is unknown whether these constructions are non-reversible. It is also unknown whether a smooth non-self-similar flow can be constructed on T 2 . Corollary 6.8. Let a, b ∈ N. Assume that T = (T t ) t∈R is a weakly mixing flow on (X, B, µ). Assume also that for some t k → ∞
for some probability measures P and Q on R. If P = Q then T ⊥ T • (b/a).
We will now show what sequence of numbers (d ki ) to use in the construction of a weakly mixing non-reversible analytic flow (preserving a smooth measure) on T 2 instead of the one in (6.4) to fulfill, for each natural a < b, the assumptions of the above corollary. To this end we partition N = N −1,1 a<b;a,b∈N N a,b so that N −1,1 and each set N a,b is infinite. For k ∈ N −1,1 we repeat the construction described in Section 6.1, so that the resulting flow will not be reversible.
Take (a, b) ∈ N 2 . By reversing the roles of a and b, we may assume that a < b. We will consider only k ∈ N a,b . Assume that M k = bM ′ k and set
It follows that for the analytic flow T = (T t ) t∈R on T 2 constructed in such a way as in Section 6.1 we have (with c = X f dµ)
In view of Corollary 6.8, this yields T ⊥ T • (a/b) for arbitrary natural a < b. Since −1 / ∈ I(T ) and I(T ) is a multiplicative subgroup of R * , we have Q ∩ I(T ) = {1}. Hence, we have proved the following result.
Corollary 6.9. There is an analytic weakly mixing flow (preserving a smooth measure) on T 2 that is not reversible and such that no rational number is its scale of self-similarity.
Non-reversible Chacon's type automorphisms
The following result was essentially proved in [39] 15 : Proposition 7.1. Assume that T is an ergodic automorphism on (X, B, µ). Assume also that
for some probability measure P on Z 2 . If the measure P is not invariant under θ(a, b) = (a, a − b) then T is not isomorphic to its inverse. In particular, T is not reversible. 15 Formally, in [39] different sequences are considered and two limit joinings (not of the above form) are considered, but the essence of the argument is the same. Proposition 7.1 is a natural automorphism counterpart of Proposition 3.13.
In this section we consider some rank one automorphisms in construction of which along a subsequence we repeat a Chacon's type construction [17] ; we will obtain non-reversible rank one automorphisms.
Recall briefly a rank one construction (see e.g. [30] ). For a sequence of positive integers (r n ) n∈N with all r n ≥ 2 and (s
non-negative integers we define a rank-one transformation by giving an increasing sequence of Rokhlin towers (C n ) n∈N such that each C n consists of q n pairwise disjoint intervals of the same length (each such interval is called a level of C n ). More precisely, C n = {C n,1 , C n,2 , . . . , C n,qn }, the dynamics T is defined on qn−1 i=1 C n,i so that T sends linearly C n,j to C n,j+1 for j = 1, . . . , q n − 1. The tower C n+1 is obtained first by cutting C n into r n subcolumns, say C n (i), 1 ≤ i ≤ r n , of equal width, placing s (n) i spacers over each subcolumn C n (i) and finally stacking each subcolumn C n (i) on the top of C n (i + 1) for 1 ≤ i < r n in order to complete the definition of C n+1 . The tower C n+1 has the height q n+1 = r n q n + rn i=1 s (n)
i . The ordering of levels in C n+1 is lexicographical from the left to the right. The dynamics T on
C n+1,i is completed by sending linearly C n+1,qn to the first spacer over the first subcolumn C n (1), sending this spacer to the one above it, etc., and when reaching the top spacer we send it to C n+1,qn+1 . We keep going the same procedure for the remaining columns and stop at the top spacer over C n (r n ). In this way we obtain a measure-preserving transformation T defined on a standard Borel space (X, B, µ) although, in general, µ is only σ-finite. Provided that the number of spacers is not too large [30] , µ can be assumed (and this is our tacit standing assumption) to be a probability measure.
We will now describe the details of our particular rank-one construction. Fix an even positive integer r ≥ 4 and an increasing sequence (n k ) k∈N . Suppose that r n k = r and r n k +1 → ∞ 16 and in the construction we place one spacer over C n k (i) for r/2 + 1 ≤ i ≤ r and over
Theorem 7.2. Under the above assumptions the constructed rank-one automorphism T is not reversible.
Proof. We claim that
Once we have shown this, the claim will follow by Proposition 7.1. Since every measurable set can be approximated by unions of levels of sufficiently high towers, it suffices to show that [3] being single levels of the tower C k0 for arbitrarily large k 0 ∈ N and the measure P satisfies (7.1). Since the towers are arbitrarily high, the levels A[1], A [2] , A [3] can be assumed not to be any of the first 3 bottom levels. Fix k 0 ∈ N and let A [1] , A [2] , A [3] be single levels of the tower C n k 0 . Without loss of 16 The assumption on the spacers over the subcolumns C n k +1 (i) for r n k +1 /2 +1 ≤ i ≤ r n k +1 at step n k + 1 of the construction yields some form of "rigidity". This condition can be modified. What is important, is that we prevent the image of a single level of tower Cn k under T rqn k from being "too scattered". generality we may assume that C n k 0 is at least of height 4. For each k ≥ k 0 the sets A [1] , A [2] , A [3] become finite disjoint unions of levels of tower C n k :
for some l k ≥ 1. Moreover,
Let ε > 0. We claim that for k ≥ k 0 sufficiently large and for A (k) being a level of tower C n k which is not one of the first 3 levels we have The proof of all of these inequalities goes along the same lines, we will prove only the fifth of them, i.e.
(the proof of (7.5) contains all elements of the proofs of the other inequalities in (7.4)). To make the notation simpler we will write C for the tower C n k and we will also change the notation for the subcolumns. Now, tower C n k is cut into r subcolumns of equal width, denoted from left to right by C i , 1 ≤ i ≤ r, with one spacer placed spacer over subcolumns C i for r/2 + 1 ≤ i ≤ r. Then each of C i is cut into s subcolumns of equal width, denoted from left to right by C i,j , 1 ≤ j ≤ r n k +1 , with one spacer placed over subcolumns C r,j for
Notice that we have
for r/2 + 1 ≤ i ≤ r − 1 (7.6) and (7.7)
We also have (7.9)
for 1 ≤ i ≤ r/2 − 1,
for r/2 + 1 ≤ j ≤ r − 2 and (7.10)
Using all of the eqs. (7.5), (7.7) and (7.8) we obtain
and using eqs. (7.9) to (7.12)
We will show now that (7.5) is true. We have
(7.9),(7.10),(7.11)
where ( * ) and ( * * ) hold up to a set of measure
respectively. Therefore up to an error of absolute value at most
i.e. (7.5) indeed holds. In a similar way, all of the inequalities (7.4) hold. We obtain
In a similar way we have
(7.21)
Let now
δ (3, 1) .
are levels of tower C n k 0 we have
Using eqs. (7.15) to (7.22) we obtain
This implies (7.1) and the claim follows.
Remark 7.3. In the same way, one can show that some rank one flows are not reversible. The construction of such flows is similar to the rank one automorphisms considered in the above theorem. They are also determined by a sequence of integers (r n ) n∈N which denote the number of subcolumns at each step of the construction. Now, the role of spacers is played by rectangles placed above the subcolumns. The additional assumption in the "flow version" of our theorem is that along the subsequence (n k ) the rectangles are of fixed height and at steps n k , n k + 1 the are placed over the same subcolumns as in Theorem 7.2.
Remark 7.4. A similar method can be used to show non-reversibility of the classical Chacon's automorphism, i.e. the rank one automorphism which can be constructed as described in the beginning of this section, dividing the column at each step of the construction into three subcolumns and placing a spacer above the middle one. More precisely, to show that this automorphism is not reversible, one can use the "automorphism counterpart" of Corollary 3.12.
Topological self-similarities of special flows
In this section we will deal with topological self-similarities of continuous flows T = (T t ) t∈R on a compact metric spaces. For each such flow denote by I top (T ) the subgroup of all s ∈ R * such that the flows T and T • s are topologically conjugate. If I top (T ) {−1, 1} then the flows T is called topologically self-similar. More precisely we will deal with continuous time changes of minimal linear flows on the two torus. Each such flow is topologically conjugate the special flow T f build over an irrational rotation T x = x+ α on the circle and under a continuous roof function f : T → R + .
We will show that if T f is topologically self-similar then α must be a quadratic irrational and f is topologically cohomological to a constant function. It follows that if a continuous time change of a minimal linear flow on the two torus is topologically self-similar then it is topologically conjugate to a minimal linear flows on the two torus.
Let (X, d) be a compact connected topological manifold. Denote by X the universal covering space of X and let π ′ : X → X be the covering map. Denote by Θ the deck transformation group of the covering π ′ : X → X, i.e. Θ is the group of homeomorphisms θ : X → X such that π ′ •θ = π ′ . Then Θ is countable (isomorphic to the fundamental group of X) and it acts in the properly discontinuous way, that is, for each x ∈ X there exists an open V ∋ x such that θ(V ) ∩ V = ∅ whenever Id = θ ∈ Θ. In what follows we need the following simple observation.
Lemma 8.1. Assume that Z is a topological space and let G be a countable group (considered with the discrete topology). Assume that G acts on Z as homeomorphisms in the properly discontinuous way. Assume moreover that Φ : R → G and that R ∋ t → Φ(t)z ∈ Z lift S −1 • σ −t • S • σ t is an element of the deck transformation group Θ f , so there exists a map R ∋ t → (θ(t), m(t)) ∈ Θ ⋊ γ Z such that
Now, for each ( x, r) ∈ X × R the map R ∋ t → S −1 • σ −t • S • σ t ( x, r) ∈ X × R is continuous. By Lemma 8.1 applied to Θ f we obtain that the map t → (θ(t), m(t)) is constant. Moreover, (θ(0), m(0)) = (id X , 0), so (8.1) S • σ t = σ t • S.
For every θ ∈ Θ f the homeomorphism S • θ • S −1 is a deck transformation of π sf , so there exists A : Θ f → Θ sf such that
Moreover, A : Θ f → Θ sf is a group isomorphism which can be identified with the automorphism A : Θ ⋊ γ Z → Θ ⋊ γ Z.
Let S = (S 1 , S 2 ), where S 1 : X × R → X and S 2 : X × R → R. Let A = (A 1 , A 2 ), where A 1 : Θ ⋊ γ Z → Θ and A 2 : Θ ⋊ γ Z → Z. In view of (8.1), S( x, t) = S • σ t ( x, 0) = σ t • S( x, 0) = (S 1 ( x, 0), S 2 ( x, 0) + t). Therefore, in view of (8.2), we have
Let us consider the action of the group Θ⋊ γ Z on X defined by (θ, m)( x) = θ• T m ( x). Then as a conclusion we have the following. Remark 8.4. If T is uniquely ergodic, then so is T f and therefore in this case I top (T f ) ⊂ I T f .
8.1. Special flows over irrational rotations. Suppose that T is the rotation by an irrational number α ∈ R on the additive circle X = T = R/Z. Then X = R and the deck transformation group is the group of translations of R by integer numbers, so Θ = Z with n(x) = x + n. As each such translation commutes with the lift T : R → R, T x = x + α, γ = id Z . Thus Θ f = Z × Z and the action of this group on X = R is given by (8.3) (n, m)x = x + n + mα.
We will now prove the following result describing topological self-similarities of T f whose second part is to be compared with Remark 2.3. Let us consider v : R → R, v(x) = V (x) − (a 11 + a 21 α) x. In view of (8.8), we obtain v(x + n + mα) = V (x + n + mα) − (a 11 + a 21 α)(x + n + mα) = v(x) + (a 12 + a 22 α − (a 11 + a 21 α)α) m.
It follows that v is Z-periodic, so v : T → R. Moreover (by taking n = 0 and m = 1 above), v(x + α) = v(x) + a 12 + a 22 α − (a 11 + a 21 α)α, so Thus a 12 + a 22 α = (a 11 + a 21 α)α, so (8.4) holds. Moreover, v is a constant function and V (x) = γx + δ with γ := a 11 + a 21 α and some real δ. Case 1. Suppose that a 12 or a 21 is equal to zero. As α is irrational and by (8.4), a 12 + (a 22 − a 11 )α − a 21 α 2 = 0, it follows that a 12 = a 21 = 0 and a 11 = a 22 = ±1. Hence V (x) = ±x + δ and, by (8.9), s f (±m) (±x + δ) − f (m) (x) = g(x) − g(x + n + mα).
Setting m = 0 we have g(x + n) = g(x), so g is Z-periodic. Therefore, g can be treated as a map on T and taking m = 1 we have sf (±1) (±x + δ) − f (x) = g(x) − g(x + α) for all x ∈ T.
need to show that j (or equivalently j δ (x) = j(x + δ/2)) is not a.e. equal to any continuous function. Some elementary arguments show that the Fourier series of j δ is not Cesàro summable at 0. Then, by classical Fejer's theorem, j δ is not a.e. equal to any continuous function, which completes the proof.
The following lemma is easily obtained by induction.
Lemma 8.8. Let 0 < |ρ| < 1 and let (x n ) n≥0 be a real sequence such that |ρx n+1 − x n | ≤ M for n ≥ 0.
By the unique ergodicity of the rotation T , the sequence F (n) /n tends uniformly to T F (t) dt = 0 as |n| → ∞. It follows that,
Therefore, passing to k → ∞ in (8.16), we have |F (m0) (x 0 )| ≤ C/(1 − |s|). Consequently, F (m) sup ≤ C/(1 − |s|) for every m ≥ 1. In view of the classical Gottschalk-Hedlund theorem (Theorem 14.11 in [14] ), F = f − T f (t) dt is a coboundary with a continuous transfer function.
Remark 8.10. Consider the quadratic number α ∈ (0, 1) satisfying 1 α = α + 1. Let T = (T t ) t∈R be the linear flow on T 2 given by (α, 1), that is T t (x, y) = (x+tα, y +t). Then 1/α ∈ I top (T ). Indeed, the rescaled flow S = (S t ) t∈R is given by the formula S t (x, y) = (x + t, y + 1 α t) and it is easy to see that the homeomorphism A :
given by the matrix A = 0 1 1 1 satisfies A • T t = S t • A for each t ∈ R.
