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Hubo árboles antes que hubiera libros, y acaso cuando acaben los libros continúen los 
árboles. Y tal vez llegue la humanidad a un grado de cultura tal que no necesite ya de 
libros, pero siempre necesitará de los árboles y entonces abonará los árboles con libros. 
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La Transformada Wavelet 
 
 
 Tal y como el apartado de análisis de texturas establecía, son muchas las 
aplicaciones de la transformada basada en funciones wavelet y algunas se relacionan de 
forma directa con otros métodos de extracción de características texturales. 
 Dada la importancia evidente de esta herramienta y las posibilidades prácticas 
apuntadas, se considera importante tener una noción clara de lo que es su aspecto 
teórico. En el presente capítulo se pretende que quede suficientemente clara toda la base 
teórica de esas funciones así como la forma de ser puesta en práctica mediante 
transformaciones. Para ello hay que empezar por lo más básico, entender qué son las 
funciones wavelet, conocer su historia, su relación con bancos de filtros, el primer 
acercamiento a la transformada realizado por Haar en 1909, la transformada base y sus 
propiedades y los tipos de transformada o formas de ser aplicada que pueden aparecer en 
la literatura específica. Estos serán, por tanto, los apartados principales de este capítulo. 
 
 
4.1. Introducción a la teoría Wavelet: historia y 
definiciones 
 En la historia de las matemáticas, el análisis wavelet no tiene un único punto de 
partida sino que han sido varias ramas de desarrollo, convergentes en tiempos no 
demasiado lejanos. Si bien la mayor parte del trabajo fue realizado en los años 30 del siglo 
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pasado, existen indicios anteriores que apuntaban a una nueva herramienta matemática 
por desarrollar en aquel entonces. Son los siguientes: 
• Se puede decir que el punto de partida matemático que conduciría a la teoría wavelet 
parte de Joseph Fourier (1807), con sus teorías del análisis de frecuencia. Él afirmaba 
que cualquier función f (t ) periódica cada 2π es el resultado de la suma ponderada 








kk tsenkωbtkωcosaatf  (4-1)
Esta premisa jugó un papel esencial en la evolución de las ideas matemáticas en 
torno a las funciones, si bien fue denegada la publicación de sus trabajos por 
Lagrange, Legendre y Laplace hasta 1822, cuando fueron finalmente publicados. 
Sus teorías han sido adoptadas tal y como fueron formuladas hasta que en 1965, 
Cooley y Tukey desarrollaron la transformada rápida de Fourier (Fast Fourier 
Transform). 
• Después de 1807, explorando el significado de las funciones, la convergencia de las 
series de Fourier y los sistemas ortogonales, los matemáticos gradualmente fueron 
orientándose desde la noción de análisis de frecuencia a la de análisis de escala. 
¿Cómo? Construyendo una función, ajustándola en alguna medida y cambiando su 
escala. 
La primera mención de "wavelet" aparece en el apéndice de la tesis de Alfred Haar 
(1909), convirtiéndose en el primer referente a las wavelets, al trabajar con funciones 
de soporte compacto, es decir, que se anulan fuera de un intervalo finito. 
Desafortunadamente la wavelet de Haar no es continuamente diferenciable, por lo 
que sus aplicaciones se vieron limitadas.  
• En la década de 1930, varios grupos, trabajando independientemente, investigaban 
la representación de funciones usando bases de escala variable. Un físico llamado 
Paul Levy usó funciones base de escala variable de Haar mientras investigaba el 
movimiento Browniano. Encontró la base de Haar superior a las funciones base de 
Fourier para el estudio de pequeños detalles en la señal.  
Otra investigación de los años 30, llevada a cabo por Littlewood, Paley y Satín se 







energía dxxf  (4-2)
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El cálculo producía diferentes resultados si la energía se calculaba concentrada 
alrededor de pocos puntos o a lo largo de un gran intervalo. Este resultado llamaba la 
atención de los científicos ya que esto indicaba que la energía no se conservaba. 
Posteriormente, los investigadores descubrieron una función que podía variar en 
escala conservando su energía. Este trabajo proporcionó a David Marr un algoritmo 
efectivo para el procesamiento numérico de imágenes a principios de los años 80.  
• En 1946, Gabor había obtenido la Short Time Fourier Transform (STFT), la cual 
permite analizar: 
– Componentes de altas frecuencias usando pequeñas ventanas, o bien 
– Componentes de bajas frecuencias usando ventanas mas anchas. 
• Además de lo anterior, Gabor introdujo una familia de wavelets no ortogonales con 
soporte infinito basadas en las traslaciones sobre una función gaussiana (Seppälä, 
2001). 
• El origen de la transformada wavelet se fecha a finales de los años 70, cuando J. 
Morlet (ingeniero geofísico) tenía planteados ciertos problemas: 
– El análisis tiempo-frecuencia de señales con componentes de altas frecuencias 
en pequeños fragmentos de tiempo y componentes de bajas frecuencias en 
amplios períodos de tiempo. 
– Se podía aplicar sobre esas señales la STFT por separado, pero no sobre 
ambas a la vez. La solución que halló usaba funciones de diferente soporte o 
amplitud para secciones de la señal con diferentes contenidos de frecuencia. 
– Las diferentes amplitudes eran generadas por dilatación o contracción de un 
pequeño prototipo de señal oscilatoria. De ello proviene el nombre de 
wavelet, el cual se podría traducir por “pequeña onda”.  
• Según la teoría desarrollada por David Marr a principio de los años 80, el tratamiento 
de imágenes en el sistema visual humano tiene una estructura jerárquica compleja y 
consta de varios niveles de tratamiento. El "tratamiento de bajo nivel", proporciona 
una representación sobre la que se realizan las etapas posteriores del tratamiento de 
la información visual. 
Partiendo de un análisis muy preciso de las capacidades de las células ópticas, Marr 
llegó a la hipótesis de que la representación proporcionada por el sistema retiniano 
está formada por una sucesión de diagramas efectuados a escalas diferentes, que 
constituyen una progresión geométrica. Esos diagramas están constituidos por líneas, 
denominados por Marr "zero crossings". La representación de base está relacionada 
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con la detección de cambios de intensidad, y la detección de estos cambios está 
determinada por dos ideas: 
– Los cambios de intensidad ocurren a escalas diferentes, de forma que su 
detección óptima exige la utilización de operadores de magnitudes diferentes. 
– Un cambio súbito de intensidad da lugar a un pico o valle en la derivada 
primera o, equivalentemente, a un "zero crossing" en la derivada segunda. 
Estas ideas sugieren que para detectar cambios de intensidad de manera eficiente se 
debe buscar un filtro con dos características fundamentales: 
(1) Debe ser un operador diferencial. 
(2) Debe poderse reescalar para actuar a cualquier escala deseada. 
El operador que satisface las condiciones expuestas de forma mas satisfactoria, es el 





















Figura 4-1. Operador Laplaciano del Gaussiano. 
Tal como se observa en la figura 4-1, ∆G es un operador de simetría radial, con la 
forma de un sombrero mejicano ("Mexican Hat "). Partiendo de ella se define la 
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La teoría de Marr, explicada sobre imágenes, permite entender el comportamiento de 
las funciones wavelet: Las imágenes naturales no tienen una clara estructura 
oscilatoria como las ondas. Al contrario, el contenido de las imágenes es una mezcla 
de varias texturas diferentes que definen bordes entre ellas. Los objetos pueden 
formar estructuras cuya identificación depende en gran medida de la escala a la que 
se analice la imagen. Muchas de esas estructuras son identificables a pequeñas 
escalas y son de bajo contraste o amplitud, mientras que otras pueden ser claras a 
media o gran escala por tener mayor contraste. Una representación de esas 
imágenes a diferentes escalas, con pequeños cambios en el contraste además de las 
mayores escalas permitiría un estudio más preciso de la información contenida en 
ellas. Esta idea se apoya en el hecho de que las imágenes tienen estadísticas muy 
variables en diferentes posiciones, con zonas homogéneas, bordes y zonas 
heterogéneas. Por contra, una imagen en el dominio wavelet, presenta estadísticas 
locales consistentes y constantes en cualquier parte y los coeficientes resultantes de 
la transformación son próximos a cero en su mayoría, lo cual representa ciertas 
ventajas. 
• También al principio de los años 80, Grossmann (físico teórico) formalizó la 
transformación de Morlet e ideó la transformación inversa. Acababa de nacer la 
primera Transformada Wavelet. En 1984 Morlet y Grossman publican un artículo 
donde introducen definitivamente el término "wavelet" en el lenguaje matemático. 
• Se redescubrió el trabajo de Calderón (1964) sobre análisis de armónicos de tal 
manera que el siguiente paso fue dado por Yves Meyer en 1984, encontrando: 
– Similitudes entre el trabajo de Calderón (1964) y Morlet. 
– Redundancia en la elección de las funciones base planteada por Morlet. 
– Que las funciones base wavelet ortogonales tienen una mejor localización en 
el tiempo y en la frecuencia. 
• Fueron reaplicados ciertos trabajos previos como el de J.O. Stromberg (1980) sobre 
las bases de funciones; y sobre todo el trabajo de Alfred Haar del año 1909 sobre 
bases de funciones ortogonales. En la actualidad se consideran las bases de Haar 
como las wavelets ortonormales más simples conocidas. 
• Evolución hacia el análisis de señales discretas. En el año 1976 Croisier, Esteban y 
Galand desarrollaron la descomposición diádica de una señal discreta creando el 
Análisis Multiresolución (MRA), mediante el empleo de Quadrature Mirror Filters en 
forma de banco de filtros. 
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• En las dos últimas décadas varios han sido los investigadores que han trabajado 
sobre la implementación en señales discretas. Se pueden destacar los resultados de: 
– Stéphane Mallat en 1986, cuando demuestra que la base de Haar, las 
frecuencias de Gabor, así como muchas otras investigaciones están todas 
relacionadas con algoritmos basados en wavelets. 
– Stéphane Mallat junto a Meyer (1986) sobre el análisis multiresolución y sobre 
la transformada wavelet discreta (DWT) y sobre algoritmos para su cálculo. 
– Ingrid Daubechies, sobre discretización del tiempo y escala de la transformada 
wavelet, sobre los Wavelets Frames (1986) o sobre bases ortonormales 
wavelets de soporte compacto (1988). 
– Martin Vetterli y Jelena Kovacevic, sobre wavelets y bancos de filtros (1986); 
sobre la reconstrucción perfecta de señales empleando bancos de filtros FIR 
(1988), sobre la descomposición subbanda o sobre bancos de filtros 
multidimensionales (1992). 
• A principios del año 2000 fue presentado el nuevo estándar de codificación de 
imágenes JPEG2000 después de importantes esfuerzos centrados en la teoría 
wavelet, de tal manera que este nuevo formato se basa en el uso de bancos de filtros 
wavelet y un avanzado esquema de cuantización llamado EBCOT (Larsen, 2001). 
• En el momento presente, la aplicabilidad de la transformada wavelet con diversas 
variantes es creciente en diversos campos científicos y tecnológicos.  
 
Como se puede apreciar tanto en el estudio de antecedentes del capítulo II como 
en la reseña histórica anterior, han sido numerosos los autores que han trabajado con 
funciones y transformadas wavelet. Es fácil encontrarse con diferentes definiciones de 
función wavelet y de cómo se aplica y aunque el significado es básicamente el mismo en 
todas, existen diferencias en ellas según intenten explicar su forma ondulatoria, o su 
tamaño (soporte), o sus frecuencias o las descomposiciones que pueden generar. Algunas 
de ellas son las que se comentan en los siguientes párrafos. 
 Si se tiene en cuenta la forma de la función, la palabra wavelet se podría traducir 
al castellano por “ondículas” o mejor expresado por “onda1 pequeña”, si bien se considera 
mejor adoptar el término anglosajón como tal y evitar traducciones que no son del todo 
                                                 
1Como bien es conocido, una onda es definida como una función oscilante del tiempo o del espacio, 
tal como una onda senoidal y algunas transformadas, como por ejemplo la transformada de Fourier, 
emplean funciones ondulatorias. 
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rigurosas. Una wavelet es una “función con forma de onda y de pequeña dimensión, finita 
y nula fuera de un determinado intervalo”. La forma de onda implica una integración a 
cero (oscilando por encima y por debajo del eje de abscisas X) y su tamaño pequeño 
implica que su amplitud decrece a medida que se aleja de su origen. También es definida 
como “forma de onda de duración limitada que tiene un valor medio cero”  (Pajares y de la 
Cruz, 2001), o incluso como “pequeña onda que tiene su energía concentrada en el tiempo 
para servir como herramienta de análisis de fenómenos cambiantes, no estacionarios o 
variables en el tiempo”  (Burrus et al., 1998). 
 En cuanto al soporte o dimensión de una función wavelet, se puede decir de 
ésta que es una “función que tiene un soporte compacto suficiente tanto en el tiempo 
como en el dominio de la frecuencia y presenta un comportamiento oscilatorio con una 
media igual a cero” (Van de Wouwer, 1998). También se puede decir que las funciones 
wavelet son “funciones de soporte compacto, a diferencia de las funciones base de la 
transformada de Fourier que tienen soporte infinito”. Este soporte compacto permite a la 
transformada wavelet trasladar una función desde el dominio temporal hasta el dominio 
frecuencial (Mangin, 2001) de tal manera que posea localización frecuencial y temporal a 
la vez. 
Analizando el contenido de frecuencia, una función wavelet es la base para 
“cortar datos o funciones en diferentes componentes de frecuencia y estudiar cada uno de 
esos componentes con una resolución ajustada a su escala” (Daubechies, 1992, Graps, 
1995). Para una señal cambiante en el tiempo (como un sonido de amplitud variable) la 
transformada wavelet depende de dos variables: la escala (o frecuencia) y el tiempo y es 
un buen análisis para la localización tiempo-frecuencia. Las imágenes naturales son una 
mezcla de texturas suaves o de bajas frecuencias, como el cielo, la superficie del agua, 
superficies homogéneas y uniformes, etc., además de otras texturas más cambiantes en 
menor espacio, es decir, de mayores frecuencias de cambio por su cantidad de bordes. Por 
ello su interacción con funciones wavelet permite “capturar las altas frecuencias de zonas 
de bordes y las bajas de zonas mas homogéneas, agrupando la mayor parte de la energía 
de la imagen en una pequeña porción de los coeficientes de la transformación” (Xiong y 
Ramchandran, 2000). 
Una propiedad importante de las funciones wavelet es su capacidad de localizar 
las características espectrales de una señal en el tiempo o el espacio (Materka y Strzelecki, 
1998), cosa que otras transformadas (como la de Fourier) no pueden hacer. Si se desea 
examinar el tiempo y frecuencia de una señal de forma simultánea se puede expandir esa 




Las funciones wavelet son la base para poder aplicar el análisis o transformada 
del mismo nombre, la cual permite descomponer señales jerárquicamente (Stollnitz et 
al., 1995) y su posterior reconstrucción, además de extraer ciertos tipos de información de 
ellas. Las wavelet son “herramientas para la descomposición de señales, tales como 
imágenes en una jerarquía de resoluciones crecientes de tal manera que al considerar 
niveles de mayor resolución, se obtengan más y más detalles de la imagen” (Xiong y 
Ramchandran, 2000). 
Una cualidad muy importante de las funciones wavelet es la de poder analizar una 
señal a diversas escalas. En el análisis wavelet, la escala juega un papel muy importante, 
ya que los diversos algoritmos procesan los datos en diferentes escalas y resoluciones 
espaciales. Si se observa una señal a una escala pequeña (poca resolución) se apreciarán 
únicamente aquellas entidades de mayores dimensiones. De igual manera, si se observa la 
misma señal a una escala grande (alta resolución) se podrán distinguir pequeños 
elementos o partes de la señal (Graps, 1995). Por ello, analizar una señal f (t ) consiste en 
su descomposición en una serie de versiones escaladas y trasladadas con el objetivo de 
representarla como la superposición de un conjunto de funciones base o wavelet escaladas 
y trasladadas (Pajares y de la Cruz, 2001). 
 Para poner en práctica el citado análisis wavelet se ha de adoptar una función 
wavelet prototipo llamada “wavelet madre” a partir de la cual se deriva toda una familia de 
versiones trasladadas y escaladas. El análisis de una señal en función del tiempo f (t ) se 
realiza desde dos puntos de vista: el análisis temporal, mediante una versión de la función 
madre contraída y de alta frecuencia; mientras que el análisis de frecuencias se desarrolla 
con una versión dilatada y de baja frecuencia. Como la citada señal original f (t ) puede ser 
representada en términos de una expansión wavelet (usando coeficientes en una 
combinación lineal de las funciones wavelets), las operaciones sobre los datos pueden ser 
realizadas empleando sólo los correspondientes coeficientes wavelet (Graps, 1995). 
 
 
4.2. Bancos de filtros 
 Tal y como se detalla en el capítulo “Metodología” la forma más sencilla y 
frecuente de poner en práctica las propiedades que las funciones wavelet poseen para el 
estudio de texturas en imágenes consiste en aplicar convoluciones sobre ellas mediante 
filtros cuyos coeficientes son derivados de las funciones wavelet. Ese conjunto de filtros, 
tanto de descomposición como de reconstrucción o síntesis, se denomina banco de 
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filtros y se considera oportuno conocer los rasgos básicos de ellos para poder entender 
cómo son puestos en práctica. 
 Una idea básica para procesos de filtrado es que la distribución de energía en el 
dominio de la frecuencia identifica a una textura. Por tanto, si el espectro de frecuencia es 
descompuesto en un número suficiente de subbandas, la energía de diferentes texturas 
serán desiguales (Randen, 1997). Aprovechando esta cualidad, se han diseñado varios 
tipos de bancos de filtros y entre ellos cabe citar los filtros separables de Laws (1980), los 
filtros circulares y en cuña (Coggins y Jain, 1985), los filtros diádicos de Gabor, los bancos 
de filtros críticamente muestreados para aplicar las wavelets, o los filtros que aplican la 
transformada discreta del coseno (DCT), por ejemplo. 
 
4.2.1. Preliminares sobre filtros 
Un filtro digital es una secuencia de valores que se emplea para destacar o 
suavizar ciertos aspectos en una señal, sea de una o dos dimensiones. En esencia, un filtro 
actúa sobre una señal mediante una convolución de ambos produciendo otra señal de 
salida diferente. El filtro es desplazado sobre la señal calculando un producto interno entre 
los coeficientes del filtro y aquellos de la señal sobre los que se encuentra el filtro. La 
representación digital de un filtro es conocida como impulse response o respuesta de 
impulso (o también respuesta impulsional, Mangin, 2001) y aquellos filtros que tienen un 
número finito de coeficientes son llamados Finite Impulse Response, filtros de respuesta 
de impulso finita, filtros finitos o simplemente filtros FIR. Los filtros con un número infinito 
de coeficientes se denominan filtros de impulso infinito, o filtros IIR. (Topiwala, 1998, 
Burrus et al., 1998). 
Los filtros digitales pueden ser simétricos o no. Los filtros simétricos y 
especialmente los que tienen una forma con pico en el centro, tienen una serie de ventajas 
a mencionar: preservan la localización de las transiciones agudas en las señales y facilitan 
el tratamiento de sus bordes. Los filtros simétricos son a veces llamados de fase lineal, ya 
que si no lo son, su desviación es evaluada por la magnitud de desviación de su fase 
desde una función lineal. Además, existen dos tipos de filtros simétricos, los simétricos 
respecto del valor central del filtro (tienen dimensión impar) y por tanto sus coeficientes 
cumplen la relación h (k ) = h (-k ), como por ejemplo el filtro de valores (1, 3, 6, 3, 1); y 
los simétricos en mitad del filtro (dimensión par), que cumplen la relación h (k ) = h (-k -1), 
como por ejemplo (-1, 2, 4, 4, 2, -1). Los filtros antisimétricos cumplen que h (k ) = -h (-k ) 
o bien h (k ) = -h (-k -1 ), como por ejemplo (1, 2, 3, -2, -1) o bien (4, 5, 3, -3, -5, -4). 
Del concepto de filtro se avanza al de banco de filtros, como conjunto de ellos 
que cumplen una finalidad dada. Los bancos de filtros son piezas elementales en la 
CAPÍTULO IV 
56 
construcción de la transformada wavelet (Moulin, 2000). Un banco de filtros M-channel 
equivale a decir que tiene M canales, es decir, se aplican M filtros (Nguyen, 1995) y el 
número de resultados del banco de filtros es M (no significa que haya M filtros distintos, 
sino que se aplican filtros un total de M veces). A modo de ejemplo se puede adelantar 
que la transformada wavelet discreta diádica está basada en un banco de filtros de 2 
canales. 
 En un banco de filtros en el que se defina un factor de remuestreo N y M sea el 
número de filtros aplicados, se pueden encontrar variedades en cuanto al número de 
canales (resultados). Así, el banco de filtros se puede denominar: 
- Críticamente submuestreado (o máximamente dividido) si: 
o N = M 
o El número total de elementos de las subbandas es igual al número de 
elementos de la imagen inicial. 
- No críticamente submuestreado o sobremuestreado (overcomplete u 
oversampled representations) (Vetterli, 1995), si: 
o N < M 
o La expansión sobremuestreada de una señal se produce cuando se 
emplea un conjunto de funciones de expansión mayor de lo necesario, 
de tal forma que aunque esas funciones sean bases, son linealmente 
dependientes. Aplicar esa transformación en forma de bancos de filtros 
significa emplear un banco de filtros no críticamente submuestreados, es 
decir, un banco de N filtros que tras ser aplicados son submuestreados 
por un factor M tal que N > M. Con ello se cumplirá que el número 
resultante de todos los elementos de las subbandas es mayor al número 
de elementos de la imagen inicial. 
 
El proceso de aplicar un banco de filtros es el equivalente al propuesto por 
González y Woods (2002) como “subband codding”. Según estos autores, el subband 
coding es una de las formas de construir un Análisis Multiresolución (MRA), ya que una 
imagen se descompone en un grupo de componentes o subbandas con información 
particular de la imagen inicial y que pueden ser reagrupadas para reconstruir la imagen 
inicial sin error. 
 Ese objetivo se consigue procesando la señal inicial con un conjunto de filtros 
(banco de filtros) paso banda. Como el ancho de banda de las subbandas resultantes es 
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menor del inicial, las subbandas pueden ser submuestreadas sin pérdida de información. 
La reconstrucción de la imagen requiere un proceso de sobremuestreo, filtrado y suma de 
los resultados parciales. La figura 4-2 muestra los principales componentes de un sistema 
de descomposición y reconstrucción con dos subbandas para x (n ) = (0, 1, 2, 3,…), señal 
unidimensional y discreta de ancho de banda limitado. 
Figura 4-2. Banco de filtros de dos bandas o canales unidimensionales aplicado en análisis y síntesis 
de una señal. 
 La salida del sistema 
∧
x (n ) es obtenida mediante la descomposición de x (n ) en 
dos señales y0 (n ) e y1 (n ) aplicando dos filtros de análisis o descomposición h0 (n ) y g0 (n ) 
y un submuestreo; el posterior sobremuestreo y empleo de los filtros de síntesis o 
reconstrucción h1 (n ) y g1 (n ) y su combinación nos genera la señal de salida. Los filtros    
h0 (n ) y g0 (n ) son filtros de la mitad de ancho de banda y sus valores característicos 
vienen definidos por los coeficientes de un filtro de paso bajo H0 y de paso alto G0. El 
resultado del filtro de paso bajo H0 es una aproximación de la señal de entrada, mientras 
que al aplicar el filtro de paso alto G0 se obtienen las altas frecuencias o detalles de x (n ). 
De la correcta elección de los filtros h0 (n ), g0 (n ), h1 (n ) y g1 (n ) o alternativamente H0, 
G0, H1, G1, depende la reconstrucción perfecta de la señal o imagen inicial. 
Cumpliendo la condición de biortogonalidad para conseguir la reconstrucción 
perfecta, se han logrado diferentes soluciones para que, partiendo de un filtro prototipo, el 
resto que conforman el banco de filtros se deriven de él. Así se pueden citar los 
Quadrature Mirror Filters (QMF) (Croisier, Esteban y Galand, 1976); los Conjugate 
Quadrature Filters (CQF) (Smith y Barnwell, 1986), también denominados por otros 
autores como Conjugate Mirror Filter (CMF), (Mallat, 1999, Burrus, 1998); y los filtros 
Ortonormales (base de la transformada wavelet rápida (FWT)), expresados en función de 
la transformada Z. Las relaciones fundamentales entre ellos se encuentran en la tabla 4-1. 
Estos filtros son a menudo llamados filtros de energía complementaria, debido a 













frecuencia y entre los filtros paso bajo y paso alto se define la propiedad de energía 
complementaria siguiente, válida para todas las frecuencias: 
2)()( 20
2
0 =+ ngnh  (4-6)
siendo h0 (n ) y g0 (n ) los filtros bidimensionales de paso bajo y paso alto respectivamente 
(Moulin, 2000). 
 Además de tener energía complementaria, los filtros ortonormales cumplen con la 
propiedad de ortonormalidad. Esto significa que para una base de funciones ortonormal, el 
producto interno de cualquier función base consigo misma es la unidad. 
 
QMF CMF (CQF) Ortonormales 
H0 (z ) H0 (z ) H0 (z ) = H1 (z -1) 
G0 (z ) = H0 (-z ) G0 (z ) = z -1H0 (-z -1) G0 (z ) = G1 (z -1) 
H1 (z ) = H0 (z ) H1 (z ) = H0 (z -1) H1 (z ) 
G1 (z ) = -H0 (-z ) G1 (z ) = z H0 (-z ) G1 (z ) = -z -2k+1 H1 (-z -1) 
Tabla 4-1: Relaciones entre los filtros para distintos bancos de filtros. 
 Tanto los QMF como los CMF realizan descomposiciones subbanda pero no se 
puede decir que sean la aplicación de la transformada wavelet, la cual se logra con los 
filtros ortonormales. 
 
4.2.2. Filtros QMF 
 El efecto denominado aliasing está directamente relacionado con la densidad de 
muestreo de una señal, de tal manera que si una señal es muestreada con un número 
suficiente de valores, podrá ser reconstruida fiablemente y de forma inequívoca. Si por 
contra se toman pocos valores, pueden existir diferentes reconstrucciones consistentes con 
las muestras. Para evitar este efecto, el porcentaje de muestreo debe ser mayor o igual a 
un determinado umbral, llamado ratio Nyquist, el cual es el doble de la frecuencia del 
componente de mayor frecuencia de la señal (Ward, 2000). 
 Si un filtro paso bajo de descomposición h0 utilizado es simétrico, h0 (n ) = h0 (-n ), 
se les denomina filtros espejo (mirror). Si hay finitos coeficientes de h (n ) distintos de 
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cero, entonces son filtros finitos FIR, si bien, al igual que los filtros Haar, los QMF pueden 
no tener una respuesta de impulso finita, es decir, puede no ser filtros FIR. 
 El primer esquema de descomposición subbanda (o subband coding) mediante 
bancos de filtros y que consigue evitar el efecto aliasing, fue propuesto por Esteban y 
Galand en 1977 y fue llamado Quadrature Mirror Filters (QMF) o traducido al castellano 
por algunos autores como “filtros espejo en cuadratura” (Colom, 2001). Consisten en un 
conjunto de filtros simétricos y finitos que permiten una reconstrucción adecuada de la 
señal inicial. Se puede resumir por tanto que los QMF permiten hacer descomposiciones de 
señales uni y bidimensionales en varias subbandas submuestreadas y reconstruirlas casi 
sin pérdida de información y sin efecto aliasing. La descomposición wavelet de una señal 
puede ser realizada convolucionándola con una familia de funciones derivadas de la 
wavelet madre, o bien usar los QMF para implementar un tipo de transformada wavelet en 
lugar de emplear explícitamente esa familia de funciones (Materka y Strzelecki, 1998). 
 Se pueden encontrar referencias al empleo de estos filtros en Randen (1997) y 
Randen (1999) donde se aplican los QMF en forma de filtros IIR y FIR de 8, 16 y 32 
coeficientes en descomposiciones diádicas de niveles 3, 4 y 5 y también como 
transformada wavelet packet. 
 Trabajando sobre los QMF, en 1984, Smith y Barnwell encontraron condiciones 
necesarias y suficientes para obtener filtros ortogonales de perfecta reconstrucción con 
una respuesta de impulso finita (FIR) y les llamaron Conjugate Mirror Filters (CMF). 
 
4.2.3. Filtros CMF (CQF) 
 Los Conjugate Mirror Filters (CMF) son filtros ortogonales que hacen posible 
descomponer señales discretas en bandas de frecuencias separadas mediante bancos de 
filtros. Además se les considera como filtros de reconstrucción que tienen una respuesta 
de impulso finita (filtros con un número de coeficientes finito). Son filtros discretos cuya 
función de transferencia satisface la siguiente ecuación: 
( ) ( ) ( ) 20y2
22
==++∈∀ ĥĥĥ,R πωωω  (4-7)
donde se cumple que el filtro paso bajo de descomposición h0  es igual al filtro paso bajo 
h1 de reconstrucción y donde ( )0ĥ  indica la transforma de Fourier de h para la frecuencia 
ω = 0. Juegan un papel importante en el procesado de señales discretas, ya que hacen 
posible descomponer señales discretas en bandas de diferentes frecuencias mediante 
bancos de filtros. La condición anterior es la requerida para que se puedan generar 
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wavelets ortogonales y conseguir una perfecta reconstrucción en el esquema de filtrado 
subbanda. 
 Estos filtros también son llamados Conjugate Quadrature Filters (CQF) y no solo 
consiguen una reconstrucción perfecta de la señal inicial sino que también eliminan el 
efecto aliasing al conseguirlo. Están directamente relacionados con los filtros ortonormales 
ya que cada base wavelet ortonormal genera un par de CQF, es decir, un esquema de 
filtrado y subbandas con reconstrucción exacta (Prasad, 1997). 
 
4.2.4. Filtros Ortonormales 
 Bajo determinadas condiciones de los filtros, la transformada asociada con los 
bancos de filtros de descomposición y de reconstrucción es ortonormal, es decir, la energía 
de la imagen inicial es preservada al hacer la transformación y se consigue la 
reconstrucción perfecta de la señal. Cuando esa característica se cumple los filtros tienen 
una propiedad interesante: los filtros de reconstrucción o de síntesis son versiones 
invertidas en el tiempo de los filtros de análisis o descomposición (copias de modulo 
cruzado de los filtros de análisis con signos invertidos en algunos de sus términos); y los 
filtros paso alto son versiones moduladas de los filtros paso bajo. 
Si se considera que 2K es el tamaño o soporte del filtro, se puede observar que los filtros 
genéricos H0 , G0 y G1 son derivados de H1: 
- H0 es el resultado de trasponer los términos o coeficientes de H1.   
- G1 se forma con los coeficientes traspuestos de H1 pero cambiando el signo de los 
términos impares. 
- H0 es el resultado de trasponer los términos o coeficientes de G1.  
Estas relaciones quedan particularizadas para sus términos individuales como: 
( ) ( ) ( )
( ) ( )













donde h0, g0, h1 y g1 son los coeficientes (o respuestas de impulso) de los filtros 
ortonormales definidos. 
Las ecuaciones anteriores, relaciones fundamentales entre los filtros que 
conforma un banco de filtros, pueden ser explicadas por la aplicación directa e inversa de 
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la transformada Z, (Topiwala, 1998), una generalización de la transformada discreta de 
Fourier sobre el modelo de análisis y síntesis de la figura 4-2. 
 Como ejemplo se pueden detallar de forma gráfica (figura 4-3) los coeficientes de 
los filtros ortonormales de 4 coeficientes expresados por Daubechies (1992) que 
claramente nos permite ver la modulación cruzada entre ellos y los cambios en los signos 
expresados por la ecuación (4-8). 
 
Figura 4-3. Coeficientes de los filtros ortonormales Daubechies 4. 
  
 De las expresiones de los tres grupos de filtros se deriva que cada base 
ortonormal wavelet asociada a un análisis multiresolución da pie a un par de filtros CMF, 
es decir, a un esquema de filtrado subbanda con perfecta reconstrucción. La relación 
contraria no se cumple. 
 Las funciones wavelet más importantes son ortonormales ya que permiten 
asegurar que cualquier señal x (t ) tiene una única transformada XTW, lo que asegura que 
se puede invertir la transformación de forma inequívoca y precisa. 
 Una transformación como la discreta wavelet corresponde a un banco de filtros 
críticamente muestreados, es decir, aquel en el que el factor de muestreo coincide con el 
número de filtros del banco (generalmente se emplean 2 filtros, uno de paso bajo y otro 
de paso alto). 
 Para concluir este apartado, decir que la relación entre los coeficientes de los 
filtros y las funciones wavelet viene definida y controlada por dos ecuaciones, la de 
dilatación y la ecuación wavelet, que son explicadas en el apartado 4.7.2. 
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4.3. Transformada de Haar 
 La transformada de Haar se considera la precursora de la transformada wavelet y 
el primer paso en la construcción de sus algoritmos de aplicación, al tratarse de una 
primera base de funciones muy sencillas y con importantes propiedades como la 
ortonormalidad, que permite una descomposición y reconstrucción perfecta de señales. 
 Se trata de una de las transformaciones más sencillas que se puede aplicar a una 
señal y cuyo objetivo es descomponer la citada señal en dos subseñales de dimensión 
mitad que la inicial y llamadas subseñal aproximación (obtenida calculando promedios o 
tendencias) y subseñal detalle (obtenida calculando diferencias o fluctuaciones). 
Si se parte de una señal discreta Nf R∈  tal que: 
( )Nf,,f,f,ff K321=  (4-9)




ffa += −  (4-10)




ffd −= −  (4-11)
para m = 1, 2, 3,…, N /2, 
 Se puede entender que la señal de entrada es dividida en dos subseñales: una de 
promedios (a ) y otra de detalles (d ) y que a partir de ellas se puede restaurar la señal 
original. Se interpreta que la señal de tendencia o promedios a es una representación de 
resolución menor de la señal inicial y que las diferencias o detalles d es la información 
necesaria para pasar de esa representación grosera o aproximada a la señal inicial original 
(Tsolmon, 2003). 
 
4.3.1. Transformada de Haar de nivel 1 
Con los anteriores coeficientes (4-10 y 4-11) se obtiene la transformada de Haar 
de nivel 1 (H1) sobre la señal f mediante la concatenación de los coeficientes de 
LA TRANSFORMADA WAVELET 
63 
tendencias (o aproximaciones) y los de las fluctuaciones (o detalles) según el ejemplo 
siguiente: 
Sea Nf R∈ : f = (7, 9, 10, 14, 11, 7, 5, 4) 
De ella se tiene que: 
a 1 = (8√2, 12√2, 9√2, 4.5√2)    d 1 = (√2, 2√2, 2√2, 1/√2) 
por lo que f → H1 → (a 1 d  1) y resulta 
(7, 9, 10, 14, 11, 7, 5, 4) → H1 → (8√2, 12√2, 9√2, 4.5√2 √2, 2√2, 2√2, 1/√2) 
Nótese que no se ha producido pérdida ninguna de información, ya que tanto la señal 
inicial como la descomposición presentan el mismo número de coeficientes. Además de 









al ser aplicada sobre el ejemplo anterior se tiene: 
E (f ) = 637 E (a 1) = 618.49 E (d 1) = 18.51 
cuya interpretación demuestra dos importantes propiedades: 
1ª: Compactación de la energía. La mayor parte de la energía total de una 
señal se acumula en la subseñal promedio o tendencia, de menor dimensión y 
con muy poca pérdida de información. Por el contrario, en la subseñal fluctuación 
o diferencia resta muy poca de la energía inicial. Se puede reducir la dimensión 
de las señales (de cualquier tipo) sin una pérdida notable de información. 
2ª: Conservación de la energía. La suma de las energías de tendencias y 
fluctuaciones es igual a la energía de la señal de partida, por lo cual se puede 
afirmar que la transformación de Haar de nivel 1 conserva la energía, ya que es 
una transformación ortogonal y todas ellas preservan las normas. 
 
4.3.2. Transformada de Haar de niveles sucesivos 
Una vez realizada la transformada de nivel 1 es sencillo repetir el proceso y 
realizar transformadas de varios niveles. Tras aplicar la transformada de nivel 1 sobre una 
señal f, se ha obtenido una primera tendencia a 1 y una primera fluctuación d 1. El segundo 
nivel de la transformada de Haar determina la segunda tendencia a 2 y la segunda 
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fluctuación d  2 para la primera tendencia a 1 tan solo. La transformada de niveles sucesivos 
calcula la tendencia y la fluctuación de un nivel s pero solamente sobre la tendencia del 
nivel anterior s-1. La transformada de un determinado nivel será por tanto la subseñal 
tendencia de ese nivel y las subseñales fluctuaciones de niveles anteriores. Por ejemplo, la 
transformada de nivel 3 de una señal f vendrá dada por: 
f → H3 →( a 3 d 3  d 2  d 1) 
 
4.3.3. Transformada Wavelet de Haar 
 La transformada wavelet de Haar (1910) emplea una base de funciones que es la 
más antigua y simple base ortonormal conocida y que presenta una serie de ventajas 
como su simplicidad, sus soportes muy pequeños y el hecho de usar funciones scaling y 
wavelet que no se superponen para un determinado nivel, aunque presenten poca utilidad 
en aplicaciones como edición de curvados y animación por su falta de continuidad 
(Stollnitz, 1995). La transformada wavelet de Haar se puede expresar en forma matricial 
como el producto T = H ·F ·H ·T,  siendo F  la imagen de entrada de tamaño N x N, H la 
matriz de transformación de N x N y T el resultado de la transformación. La matriz de 














Esta base de funciones define el banco de 2 filtros FIR (Finite Impulse Response) que 
satisface las condiciones de los QMF (Quadrature Mirror Filters). Los coeficientes de los 
filtros QMF de análisis h0(n ) y g0(n ) son los elementos de la primera y segunda fila de la 
matriz H2 respectivamente. 
 Conocida la matriz de transformación H, la transformada wavelet de Haar dice 









































0001 2 ,,...,,,w /N  
(4-14)
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donde el subíndice expresa el orden de la wavelet o desplazamiento de los coeficientes de 
la función que posteriormente será aplicada sobre la señal inicial. 
 De igual manera se definen las funciones scaling de Haar de nivel 1 cuyos 
coeficientes son los de la primera fila de la matriz H y donde el orden o desplazamiento de 
los coeficientes en la wavelet varía entre 1 y la mitad de la dimensión N o dimensión de la 











































0001 2 ,,...,,,v /N  
(4-15)
 Tanto las funciones wavelet como scaling de Haar a nivel 1 cumplen cinco 
propiedades básicas: 
a) Tienen energía igual a 1, es decir, tienen norma unitaria. 
b) El soporte de todas las funciones, scaling o wavelet de orden m es el mismo. 
c) Las funciones wavelet tienen una media igual a 0 y las scaling igual a 1/√2. 
d) Cada scaling se obtiene a partir de la primera scaling desplazando los 
coeficientes no nulos a la derecha 2m posiciones, siendo m el orden de la 
función (o traslación). 
e) La familia de funciones wavelet y scaling forman una base ortonormal de RN, 
ya que todas tienen norma unitaria y el producto interno entre ellas dos a 
dos es igual a 0. 
 
 Retomando la idea básica de la descomposición de Haar, se puede decir que una 
señal de entrada f  lleva asociada la subseñal d 1 llamada primera fluctuación de Haar y es 
expresada como: 
d 1=(d1, d2, …, dN/2) = (f ·w11, f ·w21, …, f ·wN/21) (4-16)
 La segunda subseñal es la llamada primera tendencia de Haar de la señal f y se 
define de forma análoga con las funciones scaling: 
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a1=(a1, a2, …, aN/2) = (f ·v11, f ·v21, …, f ·vN/21) (4-17)
 Este tipo de transformada permite un proceso repetitivo de tal forma que se 
pueden definir las funciones wavelet y scaling de Haar a niveles sucesivos (2, 3,…). En 
cada nivel se modifica el número de coeficientes no nulos así como el soporte de las 
funciones. Las propiedades a nivel 2 se mantienen iguales a las de nivel 1 si bien tanto las 
funciones wavelet como las scaling a nivel 2 se obtienen a partir de las scaling de nivel 1 


























para m = 1, 2, 3,…, N / 2. Se puede decir que las wavelet y scaling a nivel 2 se derivan de 
las de nivel 1 dilatando el soporte (que será el doble) y contrayendo sus valores al 
multiplicar por el factor 1/√2, que conserva la energía unitaria. El conjunto de las funciones 
de nivel 2 también forman una base ortonormal. La posibilidad de trabajar a diferentes 
niveles (o escalas) permite hablar del análisis multiresolución (apartado 4.7.2.) como 
eje principal del tratamiento de imágenes mediante wavelets. 
 Concluyendo este apartado y a modo de resumen se puede decir que la 
transformada wavelet de Haar es pionera por cuanto define la idea de análisis 
multiresolución, de descomposición de señales, de fluctuaciones y tendencias, de 
propiedades que cumple, etc. Cualquier otra familia de funciones base de la transformada 
wavelet se aplica de forma análoga y se ajusta a las mismas propiedades, si bien cambia la 
definición de los coeficientes de las funciones wavelt y scaling. 
 
 
4.4. La Transformada Wavelet Continua 
Unidimensional (CWT) 
 Como se detalla en el primer apartado del presente capítulo, una wavelet ψ (x ) es 
una función en forma de onda que está limitada en un cierto intervalo (o que tiene una 
extensión limitada). La función wavelet puede ser definida por cualquier función ψ (x ) que 
satisfaga tres condiciones: (1) que sea normalizada (||ψ ||=1); (2) que la integral de su 
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cuadrado sea finita (la función debe tener una energía finita o expresado de otra manera, 




∞<dxx 2ψ  (4-19)
y (3) la integral de la función ψ (x ) debe ser igual a cero y por tanto debe ser oscilatoria, 




= 0dxxψ  (4-20)
 Esta última condición viene justificada por el rápido decaimiento a cero de la 
transformada de Fourier de la función en la frecuencia ω = 0. 
 Es conocida la utilidad de las funciones wavelet para localizar una función dada en 
el espacio y a diferentes escalas. Aprovechando esta cualidad, la Transformada Continua 
Wavelet (CWT) convierte una función continua en otra función altamente redundante de 
dos variables continuas, traslación y escala. Si se desea analizar esa señal de diferentes 
frecuencias y por tanto no armónica es necesario emplear funciones de diferentes 
frecuencias para diferentes soportes espaciales o temporales. 
Así se construye una familia de funciones wavelets linealmente independientes, a 
partir de una función ψ (x ) llamada “wavelet madre”, la cual está confinada en un 
intervalo finito. Las “wavelets hijas” o simplemente “wavelets” ψa,b (x ) se forman por 
traslación y escalado de la función madre, siendo a la dilatación (la cual es inversamente 
proporcional a la frecuencia y debe cumplir que a ≠ 0) y b la traslación o desplazamiento 
(localización en el tiempo o en el espacio), obteniendo así la expresión de todas las 
versiones trasladadas y escaladas de ella, conocida como familia wavelet, considerando 















Todas las funciones de la familia wavelet también son normalizadas (||ψa,b|| = 1). 













1 ψψ  (4-22)
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 La transformada wavelet diádica mantiene la invariancia a la traslación 
muestreando o discretizando sólo el parámetro de escala de una transformada wavelet 
continua. La escala es muestreada generando una secuencia diádica {2a}, a ∈ Z para 
simplificar los cálculos.  
El término a -1/2 normaliza la energía para diferentes escalas mientras el segundo 
término define el ancho y la traslación de la función. Conforme el parámetro a varía, las 
wavelets ψa,b cubren diferentes rangos de frecuencias, de tal manera que valores altos de 
a se corresponden a pequeñas frecuencias (o escala grande), mientras que valores bajos 
de a corresponden a altas frecuencias o pequeñas escalas. Variar el valor del parámetro de 
traslación b implica desplazar el centro de localización en el tiempo a lo largo de la señal. 
Las funciones ψa,b tienen anchos adaptados a su frecuencia, funciones de altas frecuencias 
serán estrechas, mientras que las de bajas frecuencias serán más anchas, tal y como se 
aprecia en la figura 4-4. 
Figura 4-4. Diferentes funciones wavelet con variaciones en la traslación y escala. 
La función ψ (x ) es usualmente asociada a los coeficientes de un filtro de paso 
banda. Así, valores altos de la variable dilatación a (a>>1) corresponde a funciones de 
bases largas e identificarán tendencias de largo término en la señal analizada. Por el 
contrario, pequeños valores de esa misma variable (0<a<1) nos indica que las funciones 
tienen bases cortas y nos llevará al comportamiento de corto término de la señal. Se 
puede decir de todo ello que la escala es proporcional a la duración de las funciones bases 
empleadas en la dilatación de la señal. 
 Similar a la construcción de la familia de funciones wavelet se puede obtener una 
familia de scaling, que conformen bases ortonormales mediante traslación y dilatación de 
la función ϕ (x ): 












 Para funciones definidas en todo el espacio R, se define el producto interno entre 
dos de ellas f y g como: 
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( ) ( )∫
∞
∞−
= dxxgxfg,f  (4-24)
 Con ello se expresa la descomposición o transformada wavelet de una función de 
partida f (x )∈ L2(R), continua, de diferentes frecuencias y por tanto no armónica, como 
una combinación lineal de una familia de funciones base ortonormales ψa,b (x ), es decir, 
como el resultado del producto interno entre la propia señal y la familia wavelet: 
( ) ( ) ( )dxxxf,fb,aW * b,ab,a ψψ ∫==  (4-25)
o lo que es lo mismo 










= ∫ ψ1  (4-26)
donde * denota el complejo conjugado de la función ψ. Expresado de otra manera, se 
puede decir que la transformada wavelet W (a,b) de una señal f (x ) es el conjunto de 
coeficientes Ci,j que dependen de la dilatación (o escalado) y de la traslación de la señal 
(Materka y Strzelecki, 1998), (Chien-Chang y Chaur-Chin, 1999): 
( ) ( )∫
∞+
∞−
= dxxxfC b,ai,j ψ  (4-27)
Y de ella se tiene que la transformada wavelet se define como la suma sobre todo 
el intervalo de la señal multiplicada por la familia de wavelets hijas, versiones escaladas y 
desplazadas de la función wavelet madre ψ(x) (Pajares y de la Cruz, 2001). 
La expresión anterior de la transformada wavelet puede reformularse como un 
producto de convolución (denotada por ⊗): 


























la expresión general de un filtro paso banda y por ello se puede decir que la transformada 




Desde un punto de vista intuitivo, esta transformada calcula un índice de 
semejanza o correlación entre la señal de partida y la wavelet de análisis en la posición b y 
a la escala a. Si la señal tiene componentes espectrales (o de frecuencia) que se 
corresponden a la escala actual en determinados lugares, el producto de ambas en esos 
lugares dará valores relativamente altos. Si por contra esos componentes espectrales no se 
encuentran en la señal, el resultado será relativamente pequeño o incluso nulo.  
Dados los parámetros de una transformada wavelet, W (a,b), la señal inicial f (x ) 
puede ser reconstruida empleando la Transformada Wavelet Continua Inversa: 
























donde ( )ωψ̂  es la transformada de Fourier de ψ (x ). 
 Una importante propiedad de la transformada continua es su invarianza respecto 
a las traslaciones o cambios de escala de la señal, es decir, porciones similares (texturas 
en el caso de imágenes) serán detectadas de la misma forma, independientemente de su 
localización o escala. 
 
 
4.5. Propiedades de la Transformada Wavelet 
 El empleo de una determinada transformada wavelet en una tarea de extracción 
de características, detección de objetos o reconocimiento de formas viene condicionado en 
gran medida por el comportamiento de la transformada frente a la traslación y la rotación. 
La invarianza a la traslación expresa que la transformada de una señal y la de esa señal 
trasladada en el tiempo (o en el espacio) son simplemente versiones trasladadas una de 
otra. La falta de invarianza a la traslación junto a la invarianza a la rotación en la clave 
para su empleo o no. En cuanto a la invarianza a la rotación (Tsolmon, 2003), se 
conseguiría si los resultados del análisis no estuviesen influenciados por la orientación de 
la imagen de entrada. Una solución para resolver este problema es emplear una wavelet 
isotrópica (que tiene el mismo comportamiento para cualquier dirección) como la Mexican 
Hat, que es la segunda derivada de la función gaussiana. Esta wavelet no puede ser 
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implementada en la transformada discreta (DWT), no es ortogonal y sólo puede ser 
empleada en la continua (CWT). En general, la anisotropía es un importante aspecto de la 
mayoría de las texturas y aunque al clasificar buscamos resultados independientes de la 
orientación de la textura, para lograrlo tendríamos que obtener parámetros de textura que 
reflejasen la anisotropía de las mismas (Livens et al., 1997). 
 La función wavelet base ha de cumplir dos condiciones para poder ser empleada 
(Sepala, 2001): 
- Condición de admisibilidad: se define por la expresión 4-32 cuyas consecuencias 
son: (1) que la función está bien localizada en el tiempo o en el espacio; (2) que la 
transformación con esa función es invertible, es decir, se puede conseguir la 
reconstrucción perfecta; (3) que su transformada de Fourier es un filtro continuo paso 
banda, con rápido decaimiento hacia el infinito y hacia ω = 0; y (4) que la función 
debe tener un valor cero en la frecuencia cero, lo cual se cumplirá si la wavelet tiene 
una media de cero y se trata de una función oscilatoria donde los valores negativos 











- Condición de regularidad: Las dos propiedades básicas de las funciones wavelet, 
soporte compacto y correcta localización en frecuencia y tiempo, no son las únicas. La 
llamada condición de regularidad expresa que la wavelet madre ha de ser localmente 
suave y concentrada en los dominios del tiempo y la frecuencia. Como resultado de 
esta condición aparece el concepto de vanishing moment o momento nulo o momento 
de desaparición. Si se definen los p momentos de la wavelet ψ como: 
( )∫= dtttM pp ψ  (4-33)
entonces se dice que esa función tendrá p momentos nulos si la expresión anterior es 
igual a cero: 




significando ello que ψ es ortogonal a cualquier polinomio de grado p - 1. Por la 
condición de admisibilidad tenemos que el momento cero es nulo. Si los demás 
momentos se anulan, entonces los coeficientes de la transformada wavelet tendrán un 
decaimiento exponencial (an+2) para una señal suave f (t ). Esto es conocido como 
momentos nulos u orden de aproximación. Si una wavelet tiene N momentos nulos, 
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entonces el orden de aproximación de la transformada wavelet también será N. Los 
momentos no tienen que ser exactamente igual a cero, ya que pequeños valores son 
suficientes a menudo. 
Para medir la regularidad de una señal, además de usar una función wavelet con un 
soporte de frecuencias estrecho, es muy importante el número de momentos nulos. Si 
la wavelet tiene p vanishing moments entonces podemos interpretar la transformada 
wavelet como un operador diferencial multiescala de orden p (si una función wavelet 
ψ (t ) es p veces diferenciable y decrece bastante rápido, entonces los primeros p -1 
momentos desaparecen). Esto proporciona una primera relación entre la 
diferenciabilidad de la señal de partida f y el decaimiento o suavidad de la 
transformada wavelet en pequeñas o finas escalas: se cumple que si una función f es 
regular y ψ tiene suficientes momentos nulos, entonces los coeficientes wavelet        
〈f, ψj, n 〉 son pequeños en escalas finas 2j. La ventaja de tener un número alto de 
momentos nulos para una función ψ es que se deriva de ello una alta compresibilidad 
porque los coeficientes wavelet a escala pequeña de una función pueden ser 
esencialmente cero donde la función sea suave. 
Por lo que respecta a la transformada de Fourier, si dicha transformada para la 
función wavelet es p veces diferenciable, entonces se dice que dicha función tiene p 
momentos nulos. 
 Asociado a la definición anterior de momento de desaparición o momento nulo se 
encuentra el concepto de soporte de una función, de tal manera que si ψ es una función 
wavelet que presenta un total de p momentos nulos y genera una base ortonormal en 
L2(R), entonces tiene un soporte de tamaño mayor o igual que 2p -1. Una wavelet de la 
familia Daubechies, por ejemplo, tiene un soporte de tamaño mínimo igual a [-p+1, p]. El 
soporte de la correspondiente función scaling es [0, 2p - 1]. La tabla 10-1 del apartado 
10.2  muestra los distintos coeficientes de los filtros Daubechies para 2 ≤ p ≤ 10. 
Si la función wavelet que se utilice tiene soporte compacto, es decir, es distinta 
de cero para un número finito de valores, entonces se necesitarán un número finito de 
coeficientes wavelet en la descomposición de una señal. Unser (1995) expresa que el 
incremento del soporte de la función (número de vanishing moments) no parece tener una 
ventaja evidente para el análisis de texturas y su discriminación. Parecen más importantes 
las propiedades de los filtros aplicados que las propiedades de las funciones en sí. 
Resumiendo, las diferentes familias wavelet buscan el equilibrio entre un soporte 
compacto en su localización espacial y su suavidad o regularidad. En esa armonía tienen 
importancia aspectos como la estructura fractal y el número de momentos nulos, que está 
directamente relacionado con el número de coeficientes de la función (Graps, 1995).  
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4.6. Transformada Wavelet frente a 
Transformada de Fourier 
 La transformada de Fourier es una de las transformadas más empleadas para el 
análisis de señales unidimensionales e imágenes. Si bien en este trabajo no se ha aplicado 
como tal, se considera importante citar sus ideas clave para poder ver cómo la 
transformada wavelet (TW) puede sustituirla en determinados casos y analizar sus 
diferencias. 
 Una señal digital de frecuencia variable se puede descomponer como la suma de 
dos términos a diferentes escalas espaciales: la parte de las bajas frecuencias y la parte de 
las altas frecuencias (Schowengerdt, 1997). La transformada de Fourier permite extender 
esta idea a multitud de escalas, es decir, una señal unidimensional puede descomponerse 
en un conjunto infinito de señales periódicas seno y coseno de diferentes frecuencias y 
amplitudes. El primer término de esa descomposición representa la amplitud media de la 
señal y su frecuencia es nula, es decir, es una simplificación. El siguiente componente 
tiene la misma frecuencia que la señal inicial y los sucesivos términos van teniendo 
frecuencia mayores de tal manera que añadidos a los términos anteriores se va 
consiguiendo una aproximación a la señal inicial hasta que con infinitos términos se 
conseguiría la señal tal y como lo era la original. Al conjunto de todos esos términos se le 








kk tsenkωbtkωcosaatf  (4-37)





ω π=  (4-38)
Al añadir más elementos al anterior sumatorio, la señal se aproxima más a la original y el 
nivel de detalle mejora al ser la variable en el espacio de la frecuencia ω mayor. 
 Centrándonos en las señales bidimensionales, la frecuencia espacial de una 
imagen expresa la distribución espacial de las intensidades o niveles de gris y puede seguir 
una ley sinusoidal, con su amplitud, fase, frecuencia y orientación. Las altas frecuencias 
corresponden a bordes abruptos y las bajas frecuencias a la ausencia de bordes y por 
tanto a regiones de intensidades aproximadamente uniformes. La unidad de frecuencia es 
siempre la inversa de la unidad de distancia utilizada en el plano de la imagen, es decir, el 
píxel y por tanto la unidad de frecuencia es el píxel-1, mas comúnmente denominada ciclos 
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por píxel. Como en el caso unidimensional, la reconstrucción perfecta de la imagen se 
conseguiría sumando todos los términos de la serie de Fourier. La suma parcial de los 
primeros, de bajas frecuencias, produciría una versión de la imagen de bajas frecuencias 
similar a la obtenida tras un proceso de filtrado tipo paso-bajo. Igualmente, la suma de los 
últimos términos, de frecuencias mayores, produciría una versión de la imagen de altas 
frecuencias como si se aplicase un filtro de paso alto. 
 Aunque la transformada de Fourier y la transformada wavelet pueden ser 
consideradas como una rotación del espacio de funciones a un dominio diferente, éstos 
son distintos. La primera diferencia que se aprecia es que el análisis de Fourier está 
asociado al concepto de espectro o contenido de frecuencia de una señal, mientras que el 
análisis wavelet se asocia al concepto intuitivo de resolución o escala de la señal (Xiong y 
Ramchandran, 2000). Otra diferencia radica en que la transformada de Fourier 
descompone una señal mediante funciones base en una suma ponderada de senos y 
cosenos, mientras que la transformada wavelet emplea como funciones base a las 
wavelets, de frecuencia variable y duración limitada. La transformada wavelet de una señal 
que cambia con el tiempo depende de dos variables, a saber, la frecuencia y el tiempo y 
por ello es una herramienta para el análisis tiempo-frecuencia que presenta ventajas frente 
al método tradicional de Fourier, más evidentes cuando se analizan señales con 
discontinuidades y formas “afiladas” o “en pico”. Pero la principal diferencia, quizás 
radique en que las funciones seno y coseno de la TF no están localizadas en el espacio, 
mientras que las funciones wavelet de la TW sí. Ese comportamiento de localización de 
frecuencias en el espacio hace que operadores y funciones reducidas se comporten bien 
en el dominio wavelet, de tal manera que se puedan aplicar en compresión de datos, 
detección de características y eliminación de ruido (Graps, 1995). 
 Por ello, el análisis wavelet puede ser una alternativa al clásico análisis de Fourier, 
cuyo objetivo es medir el contenido de frecuencia local de una señal, mientras que la 
transformada wavelet analiza la frecuencia de la señal en cada escala (Meyer, 1993). 
 También es característico el hecho de que la transformada de Fourier asume que 
las señales a analizar son de duración infinita o al menos periódicas. Esta condición no 
siempre es así, ya que un sonido inconstante, como unas notas musicales, puede tener 
partes de diferentes amplitudes y frecuencias. En esos casos se requiere un estudio 
ajustado a la posición (o tiempo) y a la frecuencia, como lo hace la transformada wavelet. 
En la figura 4-5 se aprecia la diferencia entre dos señales unidimensionales, una periódica 
y otra no. 
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Figura 4-5. Dos señales unidimensionales, periódica (izquierda) y no periódica (derecha). 
 Respecto a la diferente localización de frecuencias en el espacio, se observa en la 
figura 4-6 la desigual división (o tiling) del plano tiempo-frecuencia para la transformada 
de Fourier Ventana (Windowed Fourier Transform) y la TW. Cada una de las celdas es 
denominada por determinados autores (Gonzalez y Woods, 2002) como celda o caja de 
Heisenberg (principio de incertidumbre de Heisenberg), mostrando el conjunto de ellas 
dónde está concentrada la energía de la función base. En la parte superior se puede ver la 
relación tiempo - frecuencia para la transformada de Fourier, en la que bases de diferentes 

























frecuencias tienen la misma resolución o longitud; y en la parte inferior para la 
transformada wavelet, donde el tamaño del soporte de las funciones base se ajusta a la 
frecuencia de tal manera que entre ellos existe una relación inversa. El área de cada uno 
de los polígonos es constante y distinta de cero. De esta manera, el análisis wavelet 
proporciona acceso a información que podría ser ocultada por el análisis de Fourier. 
 De todas maneras existen 
similitudes entre ambas transformadas, tal 
y como se puede apreciar en la figura 4-7, 
donde se representa la división espacio -
frecuencia para Fourier y wavelet. Las 
frecuencias horizontales vienen expresadas 
como f1 y las frecuencias verticales como 
f2. Esta gráfica indica el dominio donde la 
energía de las diferentes funciones wavelet 
y scaling está concentrada y la información 
de bajas frecuencias (LL), bajas frecuencias 
horizontales y altas verticales (LH), altas 
frecuencias horizontales y bajas verticales 
(HL) y altas frecuencias en ambas 
direcciones (HH) (Vetterli, 1995). 
Figura 4-7. Tiling espacio frecuencia para Fourier 
y Wavelet (adaptada de Vetterli, 1995). 
 
 
4.7. Modelos de aplicación de la Transformada 
Wavelet 
 A partir de las ideas generales de las funciones wavelet, su definición y el 
significado de la transformada wavelet continua, vistos en apartados anteriores, existen 
varios modelos mediante los cuales han sido puestos en práctica por la comunidad de 
usuarios, pero casi todos ellos centrados en su aplicación en forma discreta. Algunos de los 
más importantes (principalmente por su recurrencia de empleo) son los siguientes: 
• Transformada Wavelet Discreta (DWT), siendo el remuestreo diádico el más 
empleado. 
• Análisis Multiresolución (MRA). 
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• Wavelet Frames Discreta (DWF). 
• Otras transformadas redundantes: 
o Undecimated Wavelet Transform. 
o Algoritmo “à trous”. 
o Wavelet Packets. 
• Transformada Wavelet Rápida (FWT). 
• Bases ortonormales Wavelet bidimensionales. 
• Transformada Wavelet Rápida bidimensional. 
 
4.7.1. La Transformada Wavelet Discreta 
 Discretizar una variable consiste en reemplazar el muestreo continuo de 
información por un espectro, es decir, un conjunto finito o numerable de valores. La 
dificultad de esta tarea reside en conseguir el justo equilibrio entre densidad del muestreo 
y redundancia de la información, ya que un muestreo muy fino aproxima mejor a la señal 
pero implica alta redundancia. 
 Otro hecho evidente es que ni la transformada de Fourier ni la transformada 
wavelet continua pueden ser calculadas con facilidad para obtener todos los coeficientes 
para todas las escalas y todas las traslaciones sobre una señal, que es lo que se realiza en 
una transformada wavelet continua. 
 Para hacerlo posible se recurre a la transformada discreta (DWT) en la que se 
elige un conjunto de escalas y posiciones y las señales son muestreadas y convertidas en 
función de una variable discretizada, como puede ser el tiempo o la posición. 
Posteriormente se hacen los sucesivos cálculos de forma discreta (Walker, 1999). Por ello, 
hablar de la DWT es hablar de la CWT discretizada. A efectos computacionales, tampoco 
se va a realizar el cálculo de coeficientes a todas las escalas, sino que el análisis es mucho 
más eficiente y preciso cuando el subconjunto de escalas y posiciones son potencias 
enteras negativas de 2, lo cual se conoce como escalado diádico. 
 Las wavelets discretas no son continuamente escalables y trasladables ya que 
sólo pueden serlo en pasos discretos. Por ello la expresión de la wavelet continua (4-21) 





















1 τψψ  (4-37)
siendo j y k factores enteros de escalado (también denominado nivel de la transformada) y 
traslación y s0 > 1 un paso fijo de dilatación, del cual depende a su vez un factor de 
traslación τ0. Con dicha expresión se ha conseguido muestrear el espacio tiempo-escala en 
intervalos discretos. Si se elige s0 = 2 y τ0 = 1, entonces se habla de un muestreo diádico 
y los parámetros de traslación y escala se relacionan con sus homólogos continuos de la 
forma: 
a = 2j, b = 2j k, (j, z ) ∈ Z 
Aplicándolos a la expresión básica (4-37) se obtiene la familia wavelet discreta diádica: 
( ) ( ) ( ) Zk,j,kxx j/jk,j ∈−= −− 22 2ψψ  (4-38)
 Para una señal continua dependiente del espacio f (x ) que es uniformemente 
muestreada (o discretizada) en N partes en el intervalo [0, 1] su transformada wavelet 
podrá ser calculada solamente en las escalas N > s > 1, es decir, el parámetro de escala 
será s0 = a j (con a = 2 para escalas diádicas, factor de escalado doble o mitad), siendo j 
el nivel de la transformación. Una wavelet discreta escalada por a j y en una posición en 













n ψψ 1  (4-39)
 De forma genérica, se puede decir que la transformada wavelet de una señal 
discretizada f (n ) viene dada por la relación siguiente:  







Ck,jW ψ1  (4-40)
donde j es la dilatación y k la traslación, valores enteros y los valores de W (j, k ) también 
son llamados coeficientes wavelet. 
 Al generar de la función wavelet madre ψ una base ortonormal de wavelets se 
cumple que los coeficientes de la descomposición directa son los mismos que se necesita 
para reconstruir la señal de forma perfecta, consistiendo esta reconstrucción en la suma de 
las funciones base wavelet ortogonales ψj,k (n ) ponderadas por los coeficientes wavelet  
Cj,k : 
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( ) ( )∑∑=
j k
k,jk,j nCnf ψ  (4-41) 
La función f (n ) se expresa como una combinación lineal de funciones ψj,k (n ) y los Cj,k son 
los coeficientes wavelet de la señal f (n ) en la base formada por la familia wavelet, que 
indican la contribución relativa de cada función wavelet ψj,k (n ) en la descomposición. 
 En el caso de imágenes discretas de tamaño N x M, la variable n en la ecuación 
anterior es el par de coordenadas (n1, n2) que definen la posición de un píxel y el dominio 
de la función son las dimensiones de la imagen {0, 1, 2,..., N -1} x {0, 1, 2,...,M -1}. Las 
funciones base en este caso serán discretas y la descomposición de una imagen consistirá 
en una transformación lineal de los valores originales de los píxeles en un conjunto de 
coeficientes wavelet Cj,k . El subíndice j indica el nivel de la descomposición y k indica una 
posición concreta del coeficiente wavelet dentro de cada subbanda de la descomposición. 
Por ello y para analizar toda la imagen, las funciones bases ψj,k (n ) han de ser trasladadas 
por todos los píxeles. La forma de ψj,k (n ) dependerá de la escala y orientación de cada 
subbanda y por ello la función base en la subimagen obtenida por filtro paso bajo - paso 
bajo presenta un máximo centrado, mientras que las correspondientes a las subimágenes 
de detalles tienen media cero y presentan orientaciones verticales, diagonales y 
horizontales. Esta orientación cambiante permite emplear esas funciones para caracterizar 
patrones en las imágenes. 
La aplicación práctica de la DWT se realiza implementando bancos de filtros. Por 
ello es importante profundizar un poco más en el significado de la descomposición discreta 
tanto en las altas como en las bajas frecuencias y en su relación con las convoluciones. 
Considerando el planteamiento de Mallat (1989), si se entienden la señal de entrada f (n ) 
(discretización de una señal continua en el espacio f (x ) en N partes) y la función wavelet 
ψj, (n ) como periódicas de periodo N -1, los coeficientes de detalle de la transformada 
discreta pueden ser escritas como una convolución circular: 
( ) ( ) ( ) ( )nfnmmfa,nWf j*j
N
m






y ( ) ( )nn *jj −= ψψ (importante propiedad para definir algunos bancos de filtros). 
Pero hasta ahora no se puede decir que se tenga una completa representación de 
la señal de entrada ya que las funciones wavelet proporcionan información de las altas 
frecuencias y se hace necesario añadir las bajas frecuencias. Un función periódica de 















n ϕϕ 1  (4-43)
Siendo de forma análoga a las funciones wavelet una convolución circular donde 
( ) ( )nn *jj −= ϕϕ , y los coeficientes de aproximación (o contribución de las bajas 
frecuencias) son obtenidos según: 
( ) ( ) ( ) ( )nfnmmfa,nLf j*j
N
m






Las propiedades principales de la DWT se centran en su nivel de redundancia y en 
su comportamiento ortonormal. Una DWT se le denomina redundante si una señal de N 
muestras es transformada por la DWT en M > N muestras. Se le llama no redundante si la 
base wavelet es ortogonal. Las wavelets discretas pueden ser construidas ortogonales a 
sus propias dilataciones y traslaciones si se cumple que  





dttt * n,mk,j ψψ  (4-45)
 Las wavelets ortogonales pueden ser llamadas ortonormales si son normalizadas 
para tener la norma en L2: 
∫ ==∀ 12dti ii ψψ  (4-46)
 La ortonormalidad de las funciones tiene una gran importancia ya que cualquier 
función continua puede ser únicamente proyectada en la base de funciones wavelet y 
expresada como una combinación lineal de las funciones que definen esa base. Además, 
dos funciones son ortonormales cuando su producto interno es dado por: 
k'k'jj'k'jk,j , δδψψ =  (4-47)
donde δjk es la delta de Kronecker. Esto significa que para una base ortonormal, el 
producto interno de cualquier función base consigo misma es la unidad. El producto 
interno de una función consigo misma es la conocida “norma”. 
 Las dos ecuaciones 4-45 y 4-46 anteriores implican que el conjunto de funciones 
que definen una familia wavelet son ortonormales, lo que significa que es posible la 
reconstrucción perfecta aplicando la transformada inversa. 
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 Para terminar, decir que la discretización de la CWT hace perder la propiedad de 
invarianza a la traslación que presenta ésta, por lo que una imagen con pequeños 
desplazamientos generará diferentes coeficientes en la transformación.  
 Comparada con la transformada continua, la DWT es más útil en compresión y 
eliminación del ruido mientras que la CWT se emplea más en reconocimiento de formas y 
detección y extracción de características de imágenes (Tsolmon, 2003).  
 
4.7.2. Análisis Multiresolución 
 Al observar una imagen, nuestro sistema perceptivo visual conecta regiones de 
similares textura y nivel de gris para combinarlos y formar los diferentes objetos que 
conforman la imagen. Si esos objetos son pequeños o entre ellos hay pocas variaciones en 
el nivel de gris, la imagen tendrá que ser observada a una alta resolución espacial para 
poder ser percibidos. Si por contra los objetos son grandes o de importante contraste, se 
pueden analizar a una resolución menor. Si ambos tipos de objetos se presentan 
simultáneamente en la imagen puede ser útil analizar ésta a varias resoluciones, ya que la 
estructura de los detalles es la misma en cada escala y es tan solo la granulometría o la 
rugosidad lo que cambia (Topiwala, 1998). Esta es la justificación del análisis 
multiresolución, ya que las imágenes naturales generalmente tienen esa variabilidad de 
patrones espaciales.  
 El análisis multiresolución (MRA) se basa en la descomposición wavelet y permite 
descomponer una señal de entrada (bien unidimensional, bien bidimensional en forma de 
imagen) en sus componentes de distintas frecuencias y estudiar cada componente a una 
resolución distinta (González-Audicana et al., 2003). Los detalles de una imagen se 
corresponden con los componentes de altas frecuencias y a diferentes resoluciones se 
produce la caracterización de diversos elementos o estructuras presentes en la imagen. 
Con resoluciones bajas (píxel de gran tamaño), los detalles se corresponden con las 
estructuras de mayores dimensiones mientras que a resoluciones altas (píxeles de 
tamaños pequeños), los detalles se relacionan con los objetos de menor tamaño. Al aplicar 
la transformada wavelet al análisis multiresolución y realizar comparaciones entre niveles 
diferentes se está extrayendo el detalle espacial que se pierde al pasar de una resolución 
espacial a otra menor. 
Se puede decir por tanto, que el análisis multiresolución consiste en la 
representación y análisis de señales unidimensionales e imágenes en más de una 
resolución espacial o nivel de trabajo, ya que ciertas características de esas señales 
pueden no ser detectadas a una resolución pero pueden ser fácilmente identificadas a otra 
diferente. Se trata de un proceso completo de estudio y aplicación de la DWT en señales, 
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uni o bidimensionales en sentido directo (fase de análisis o descomposición) e inverso 
(fase de síntesis o reconstrucción) a lo largo de diversas escalas o niveles y por tanto a 
distintas resoluciones. Son varias las formas de llevar a cabo este análisis, descomposición 
subbanda, bancos de filtros ortonormales y análisis piramidal de imágenes (González y 
Woods, 2002). 
 Empleando un factor de escalado diádico, la aproximación de una función f a una 
resolución 2-j es especificada por una malla discreta de muestras que proporcionan 
promedios locales de f sobre vecindarios de tamaño proporcional a 2j. La variable j indica 
la escala a la que se encuentra una señal y no ha de ser confundida con el factor de escala 
a definido para las familias de funciones wavelet continuas. Por tanto, el parámetro j se 
refiere al nivel o escala de trabajo. 
 La expresión matemática del MRA fue formulada por primera vez por Mallat y 
Meyer en 1986. Consiste en una secuencia de sucesivos espacios aproximación Vj tal que 
la unión de todos ellos define el espacio L2(R), las intersecciones entre los sucesivos 
espacios es nula y todos los espacios son versiones escaladas del espacio central V0. Una 
aproximación multiresolución es una composición de las diferentes aproximaciones a otras 
escalas o niveles. La aproximación de una función a la resolución  2-j, nivel j, es definida 
como una proyección ortogonal en un espacio Vj ⊂ L2(R), donde este espacio Vj agrupa a 
todas las posibles aproximaciones en la resolución 2-j. La proyección ortogonal de f es la 
función fj ∈ Vj que minimiza f - fj. La aproximación multiresolución es plenamente 
caracterizada por la función scaling ϕ que genera una base ortogonal de cada espacio Vj . 
Las propiedades de la función scaling ϕ garantizan que los espacios Vj satisfacen todas las 
condiciones de una aproximación multiresolución.  
 Se ha demostrado que existe una función scaling ϕ perteneciente a V0, tal que su 
familia de funciones ϕ0,n (x ) es una base ortonormal de V0, es decir, que para cualquier 
nivel j y traslación n se define que la función siguiente es una base ortonormal de Vj : 
( ) ( )nxx j/jn,j −= −− 22 2ϕϕ  (4-48)
Como complemento a los espacios de aproximación, existe una base wavelet ortonormal 
de L2(R), 
( ) ( )nxx j/jn,j −= −− 22 2ψψ  (4-49)





− +=1  (4-50)
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indicando Pj la proyección ortogonal en Vj y Pj f es la aproximación de f en la resolución j. 
Se comprueba que si ψ0,n (x ) es una base ortonormal de W0, para el nivel j = 0 y una 
traslación n se cumple que la función (4-49) es base ortonormal de Wj y que ψj,n = 1. 
 Al ser Pj una proyección ortogonal, se tiene que Pj f es un elemento del espacio de 
vectores Vj definido por: 
( ){ }RffPV jj 2L| ∈=  (4-51)
 Un análisis multiresolución es entonces construido proyectando f en sucesivas 
aproximaciones de menor resolución. Una aproximación multiresolución de L2(R) consiste 
en una serie de subespacios anidados Vj ⊂ L2(R) para los cuales 
...... 21012 ⊂⊂⊂⊂⊂ −− VVVVV  (4-52)
con dos propiedades básicas: 






jj VV IU  (4-53)
Para construir esta escalera de subespacios como una representación multiescala se debe 
cumplir: 
( ) ( ) ZjVxfVxf jj ∈∀∈⇒∈ −12  (4-54)
es decir, que una señal reescalada pertenezca a subespacios diferentes. También se 
requiere invarianza de V0 bajo traslación: 
( ) ( ) ZnVnxfVxf ∈∀∈−⇒∈ 00  (4-55)
Para completar este modelo se requiere que exista una función ϕ (x ) ∈ V0, tal que 
{ϕ0,n}n∈Z sea una base ortonormal de V0 
Con los anteriores requerimientos se llega a concluir que la familia de funciones scaling 
( ) ( )nxx j/jn,j −= −− 22 2ϕϕ  (4-56)
es una base ortonormal para Vj .  
 Proyectar f desde Vj -1 hasta Vj genera una pérdida de información de la señal. Por 
este motivo se define el espacio Wj como complemento ortogonal de Vj en Vj -1, es decir: 
jjj WVV ⊕=−1  (4-57)
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y a Wj , que contendrá la diferencia de información entre Pj f y Pj -1 f , se le llama espacio 
de detalles en el nivel o escala j. 
 La ecuación anterior expresa la idea básica de que un análisis o espacio 
multiresolución es una serie de subespacios Vj anidados y expandidos por la base 
ortonormal ϕj,n (x ), n ∈Z. El subespacio Wj  es extendido por la base ortonormal ψj,n (x ), 
n∈Z y es el espacio complementario de Vj en el subespacio Vj -1. Los subespacios Vj y Wj 
son llamados espacio de aproximación y de detalle al nivel j.  
 De forma análoga, para cada aproximación multiresolución existe una base 
ortonormal de funciones wavelet {ψj,n}j∈Z para cada subespacio Wj que calcula la 
proyección de f en Wj . 
 Este modelo aplicado a un número d de niveles, permite entender cómo una señal 
de partida es descompuesta en los sucesivos subespacios de cada nivel j. Si se parte de un 









y una señal f (x ) ∈ V0 puede ser descompuesta como: 









donde el primer término es la señal de baja resolución o aproximación Ld = { ld,n }n ∈ Z; los 
coeficientes Dj = {dj,n }n ∈ Z forman la señal de detalle en la escala j. Al conjunto completo 
de coeficientes {Ld , {Dj }1 ≤ j ≤ d } se le llama representación wavelet a nivel d de la señal    
f (x ). 
 Recordando que una función de partida f (x ) puede ser reconstruida sumando las 
funciones de la base wavelet ortogonal ponderadas por los coeficientes de la transformada 
wavelet: 
( ) ( )∑∑=
j n
n,jn,j xCxf ψ  (4-60)
entonces en un nivel j  y para toda traslación n, el detalle Dj es el sumatorio: 




n,jn,jj xCxD ψ  (4-61)
Sumando los detalles a todos los niveles, la señal inicial es reconstruida: 







Para un determinado nivel de trabajo J, existen dos tipos de detalles. Aquellos de niveles o 
escalas j ≤ J, llamados detalles finos, o simplemente detalles; y otros correspondientes a    
j > J que son los más groseros y a los cuales se les denomina aproximaciones de la señal 





jJ DA  (4-63)
Por tanto, la señal original es obtenida por la suma de los detalles finos y la aproximación 





jJ DAxf  (4-64)
 Alguna de las propiedades de las funciones detalladas en este estudio 
multiresolución permiten relacionar funciones con los coeficientes de los filtros asociados. 




n,nh 1ϕϕ  (4-65)
siendo 
( ) ( )n,n,h n,n 11 −== ∫
∞+
∞−








que para una señal que sea función de x 
( ) ( )∑ −=
n
n nxhx 22 ϕϕ  (4-67)
Esta función es conocida por algunos autores como ecuación de dilatación (Strang, 
1996, Ward, 2000) y es una relación clara entre los coeficientes del filtro paso bajo hn (o 




 Siguiendo el desarrollo de Daubechies (1992) y al igual que para la función 
scaling, se puede definir ψ  en función de la scaling ϕ  y se llega a que la función wavelet 
ψ  es dependiente de la scaling ϕ  de la manera siguiente: 
∑ −=
n
n,ng 1ϕψ  (4-68)
( ) ( )∑ −=
n
n nxgx 22 ϕψ  (4-69)
Usando la condición de que las funciones wavelet amplían ortogonalmente a las funciones 
scaling se puede explicar la relación entre los coeficientes de los filtros paso bajo hn y paso 
alto gn: 
( ) 11 +−−= nnn hg  (4-70)
es decir, esta relación controla los valores de los filtros asociados tal y como se produce en 
los bancos de filtros ortonormales, de tal forma que se presentan modulaciones inversas y 
signos contrarios, es decir, los coeficientes del filtro paso alto gn son los de hn invertidos y 
de signo cambiado o no según su posición en el vector de coeficientes (el parámetro de 
traslación n ha de ser entendido como posición en el filtro) y sustituyendo obtenemos la 
también conocida como ecuación wavelet (Strang, 1996, Ward, 2000): 
( ) ( ) ( )∑ −−= −−−
n
n
n nxhx 212 1
1 ϕψ  (4-71)
que claramente muestra la dependencia de los coeficientes del filtro paso alto gn (o filtro G 
genéricamente) respecto de los del filtro paso bajo hn . 
 En los trabajos de algunos autores, Unser (1995), se demuestra que la 
transformada wavelet aplicada como análisis multiresolución en varios niveles es útil para 
la discriminación de texturas. Las características obtenidas de una descomposición MRA de 
nivel dos o tres generan mejores resultados que un análisis con una resolución tan solo. 
 
4.7.3. Wavelet Frames Discreta (DWF) 
 El término FRAME (traducido por “marco”) ha sido introducido en la transformada 
wavelet para expresar una variedad de ella que se centra básicamente en ser redundante. 
No debe ser confundido por tanto con el método-modelo FRAME (Filters, Random fields 
and Maximum Entropy) de síntesis imitativa de texturas, propuesto en 1996 por Chun Zhu 
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et al., y basado en la generación de una textura con las mismas funciones de densidad de 
probabilidad marginales en un conjunto de filtros (Chun Zhu et al., 1998).  
 El término frame hace referencia a un conjunto de vectores no independientes, N 
dimensionales definidos en el espacio RN, {fk }, con 1 ≤ k ≤ K y K ≥ N. Expresado en forma 
de matriz, un frame viene dado por una matriz F de tamaño N x N, K ≥ N, donde las 
columnas son los vectores del frame fk (Skretting y Husoy, 2002). En dimensiones finitas, 
cualquier grupo de vectores que abarque el espacio RN es un frame. Esa familia de 
vectores caracteriza cualquier señal a partir de sus productos internos. Al ser un conjunto 
de vectores no independientes pueden ser redundantes, por lo que están asociados con 
sobremuestreo o redundancia.  
 El punto de partida de este modelo se puede localizar en la discretización de la 
CWT, donde la reconstrucción perfecta de la señal inicial mediante la transformada inversa 
discreta no es fácilmente obtenible. Para lograr esa reconstrucción perfecta, la familia 
wavelet {ψm,n}, m, n ∈ Z debe constituir un frame, lo que significa que deben existir dos 
variables A y B  tal que 0 < A ≤ B < ∞ y para ∀f ∈ L2(R) se cumpla: 
222 fB,ffA
n,m
n,m∑ ≤≤ ψ  (4-72)
donde A y B son los límites del frame, que es esencialmente una generalización de una 
base (una base ortonormal es un frame ajustado para el que A = B = 1) 
 También es llamada Overcomplete Wavelet Decomposition y tiene buenas 
aplicaciones en caracterización de texturas, clasificaciones y segmentaciones. Su puesta en 
práctica se realiza como una descomposición wavelet sin remuestreos, mediante el empleo 
de bancos de filtros, de tal manera que las imágenes resultantes de aplicar esos bancos de 
filtros no son submuestreadas. Esto provoca que se presente una alta redundancia en los 
resultados. Empleada para crear representaciones de señales que no son invariantes a la 
traslación, aunque esto incremente su dificultad para su empleo en alguna aplicación como 
reconocimiento de patrones, genera descriptores de textura invariantes con respecto a la 
traslación de la imagen de entrada. Esta propiedad, que parece ser bastante deseable en 
el contexto de imágenes, puede proporcionar una mejor estimación de las estadísticas de 
textura y caracterización de texturas más detallada en las zonas próximas a los bordes. 
Los resultados de algunas comparaciones (Unser, 1995) entre la DWT y DWF apuntan a 
que la DWF es ligeramente mejor que DWT y que las características multiresolución con 
nivel 2 o 3 contribuyen en mejor medida que las de nivel 1 a la clasificación y 
discriminación de las texturas. Además, para la extracción de características, la DWF 
tiende a disminuir la variabilidad de las características de textura estimadas lo cual mejora 
la realización de la clasificación. Los algoritmos que aplican la transformación DWF se 
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prestan bastante bien a la segmentación de texturas, como ocurre con la wavelet discreta 
frame DWF (aplicada como la wavelet discreta ordinaria) o bien la wavelet packet discreta 
frame DWPF (variedad de la wavelet packet discreta), por citar algunos. 
 Los bancos de filtros críticamente muestreados (sin redundancias en los 
coeficientes obtenidos) implican imprecisiones en la identificación de bordes. El uso de 
representaciones sobremuestreadas, es decir, de wavelet frames, es una solución para 
minimizar ese problema. Algunos ejemplos los encontramos en las wavelets Mexican Hat 
(segunda derivada de una gaussiana) y Morlet (gaussiana modulada). 
 Un inconveniente de esta variedad de la transformada wavelet es que al ser 
redundante conlleva una cierta ineficiencia computacional y la definición de los coeficientes 
de los filtros requiere aplicar transformadas de Fourier, tanto directas como inversas. 
 
4.7.4. Otras transformadas redundantes 
 Uno de los inconvenientes de la Transformada Wavelet Discreta radica en que no 
es invariante a las traslaciones, es decir, una imagen inicial y otra en la que se haya 
realizado una pequeña traslación, presentarán diferentes coeficientes wavelet en la 
transformación (Moulin, 2000, Gyaourova, 2002). Este contratiempo es importante en 
aplicaciones como detección de bordes, determinación de patrones espaciales y 
reconocimiento de imágenes en general.  
Se puede evitar este efecto aplicando una transformada wavelet redundante o no 
dividida (Undecimated Wavelet Transform), de dos formas posibles: (1) no dividiendo la 
imagen de entrada, es decir no submuestreándola sino tan solo operando sobre ella 
mediante los correspondientes bancos de filtros, de tal forma que las subbandas 
resultantes de la transformada wavelet tengan las mismas dimensiones que la imagen 
inicial; o bien (2) aplicando sobre ella y sobre sus versiones desplazadas la DWT ordinaria 
(que implica submuestreo), consiguiendo una redundancia de información que es 
equivalente a no dividirla. 
Al hablar de versiones desplazadas de una señal bidimensional o imagen, se 
entiende que se ha realizado un desplazamiento de la imagen un número determinado de 
filas (desplazamiento vertical), columnas (desplazamiento horizontal) o de ambas 
(desplazamiento diagonal). En la figura 4-8 se puede apreciar un detalle de la imagen 
original y de la modificada diagonalmente mediante el desplazamiento de la 1ª fila hacia 
abajo y la inserción de la última en su lugar y de la 1ª columna hacia la derecha y la 
inserción de la última en su lugar. 
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Figura 4-8. Ejemplo de la modificación de una imagen por desplazamiento. 
 Son varias las aproximaciones al estudio de la transformada wavelet redundante, 
a saber, wavelet packet, algoritmo “à trous”, algoritmo de Beylkin, algoritmo undecimated, 
algoritmo “shift4”… (Gyaourova, 2002). Algunos de estos modelos de transformada son 
empleados en diferentes campos científicos, pudiendo destacar los tres siguientes:  
 Algoritmo “à trous” 
 Algoritmo “shift4” 
 Wavelet Packet 
 
4.7.4.1.  Algoritmo “à trous ” 
 Fue desarrollado por Holschneider, Kronland-Martinet, Morlet y Tchamitchian, en 
1989. Consiste en una descomposición basada en la transformación wavelet discreta en la 
que no se produce submuestreo de las imágenes, sino que éstas presentan siempre la 
misma resolución. Se realiza una convolución con los filtros básicos paso bajo H y paso 
alto G que son expandidos insertando un número apropiado de ceros entre los coeficientes 
(Unser, 1995, González-Audicana et al., 2003). De forma práctica se descompone la 
imagen convolucionándola mediante un filtro paso bajo bidimensional, obteniendo de esta 
manera una imagen de aproximaciones, mientras que los coeficientes de detalles resultan 
de la diferencia entre dos imágenes consecutivas filtradas con el citado filtro paso bajo 
(Núñez et al., 1999). De forma inversa se procedería para la reconstrucción.  
 El filtro bidimensional de paso bajo generalmente consiste en un filtro spline bi-
cúbico, asociado a la función scaling, si bien se pueden aplicar otros filtros cuyos 
coeficientes sean los correspondientes a los aplicados en la descomposición wavelet 
discreta. En la figura 4-9 se muestra la rutina de cálculos para obtener las imágenes de 
aproximaciones y detalles a diferentes niveles, con un filtro genérico de paso bajo de 5x5. 
Imagen original Imagen shifted
CAPÍTULO IV 
90 
Figura 4-9. Algoritmo “à trous” aplicado sobre una imagen de partida I0 e imágenes resultantes. 
 Dado que es uno de los algoritmos con los cuales se ha experimentado en el 
presente trabajo, los detalles de su aplicación práctica se detallan en el apartado 6.3.4.1. 
del capítulo “Metodología”. 
 
4.7.4.2.  Algoritmo “shift4 ” 
 Se trata de un algoritmo que presenta un buen comportamiento estadístico y 
visual en diferentes aplicaciones (Gyaourova, 2002). Consiste en la descomposición DWT a 
nivel 1 y posterior reconstrucción en aproximación y detalles, aplicado tanto sobre la 
imagen inicial como sobre otras imágenes ligeramente modificadas por desplazamientos de 
filas y columnas de píxel en píxel. Para la obtención de la imagen reconstruida se deberían 
promediar los resultados de la reconstrucción de cada una de las 4 imágenes de partida (la 
original, la desplazada en 1 fila, la desplazada en 1 columna y la desplazada en diagonal 1 
fila y 1 columna), tal y como detalla el gráfico de la figura 4-10. 
 Ha sido aplicado en el presente estudio y los detalles sobre la metodología de 
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Figura 4-10. Esquema de procedimiento del algoritmo shift4. 
 
4.7.4.3.  Transformada Wavelet Packet  
 Consiste en otra forma de aplicar la transformada wavelet que genera resultados 
redundantes por lo que a veces se le incluye dentro de la wavelet frame discreta (DWF). 
Corresponde a un esquema de descomposición en árbol sin submuestreo, en el que el 
resultado de cada proceso de filtrado sirve como entrada al siguiente, por lo que se genera 
una estructura arborescente desde una imagen inicial s que es descompuesta en 
aproximación (a1) y detalles (d1) y estos a su vez en aproximación y detalles y así 
sucesivamente (figura 4-11). Son varios los autores que la han aplicado con diferentes 
finalidades (Lain y Fan, 1993, Rajpoot, 2002, Randen, 1997, Chang y Kuo, 1993,...) tal y 
como se detalla en el análisis de antecedentes del capítulo II. 
Figura 4-11. Esquema de descomposición de la transformada wavelet packet. 
a1a2a3a1a2a3 a1a2d3a1a2d3 a1d2a3a1d2a3 a1d2d3a1d2d3 d1a2a3d1a2a3 d1a2d3d1a2d3 d1d2a3d1d2a3 d1d2d3d1d2d3







































4.7.5. La Transformada Wavelet Rápida (FWT) 
 También denominada algoritmo piramidal o algoritmo de Mallat (Mallat, 1989, 
Strang, 1996), se basa en una descomposición siguiendo un modelo piramidal, en el que 
en cada nivel de la descomposición se produce una disminución del tamaño de la imagen. 
La implementación de este algoritmo se realiza mediante filtros unidimensionales 
asociados a las funciones wavelet y scaling, cuyos coeficientes satisfacen los parámetros 
de dichas funciones. El filtro de paso bajo (h ) se asocia a la función de escala y permite 
analizar los componentes de bajas frecuencias, mientras que el filtro de paso alto (g ) se 
asocia a la función wavelet y extrae la información referente a las altas frecuencias, es 
decir, los detalles. Los parámetros de cada filtro dependen de la familia de funciones 
wavelet y scaling empleadas pero siempre son filtros de paso bajo y paso alto que se 
aplican mediante la convolución con la señal. 
 En este algoritmo de descomposición y para señales unidimensionales se cumple 
que M = L + 1, donde M es el número de canales o de salidas, resultados del algoritmo y L 
es el número de niveles del árbol. A cada salida se le suele denominar octava, porque 
realmente corresponde a una banda frecuencial de anchura una octava y la primera salida 
(la del primer filtro paso bajo) se corresponde a la octava de frecuencia más alta y la 
última salida (de todos los filtrados y submuestreos) a la octava de frecuencia mas baja. El 
comportamiento con imágenes será diferente al realizarse un proceso por filas y por 
columnas conjuntamente. 
 La transformada wavelet rápida (FWT) es una implementación bastante eficiente 
desde el punto de vista computacional de la transformada wavelet discreta (DWT) que se 
aprovecha de una relación entre los coeficientes de la DWT en escalas adyacentes. La FWT 
se asemeja mucho al esquema de codificación o descomposición subbanda de la figura    
4-2. 
Considerando de nuevo las ecuaciones que relacionan las funciones scaling y 
wavelet con los coeficientes de los filtros de paso bajo y paso alto, expresadas en el 
apartado del MRA: 
( ) ( ) ( )∑ −=
n
nxnhx 22 ϕϕ  (4-73)
( ) ( ) ( )∑ −=
n
nxngx 22 ϕψ  (4-74)
Escalando por 2j, trasladándola por k y siendo m = 2k + n, tenemos 
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( ) ( ) ( )∑ −−=− +
n
jj mxkmhkx 12222 ϕϕ  (4-75)
( ) ( ) ( )∑ −−=− +
n
jj mxkmgkx 12222 ϕψ  (4-76)
formulación que expresa la relación entre los coeficientes de dos niveles o escalas 
consecutivos j  y j +1.  
Partiendo de las ecuaciones de los coeficientes de detalle y de aproximaciones a un nivel j 














y entendiendo esa dependencia de los coeficientes de un nivel respecto de los anteriores, 
se tiene que esos coeficientes para un nivel j  y un desplazamiento k son: 
( ) ( ) ( )∑ +−=
m
m,jWkmhk,jW 12 ϕϕ  (4-79)
( ) ( ) ( )∑ +−=
m
m,jWkmgk,jW 12 ϕψ  (4-80)
que indica que tanto los coeficientes de detalle como los de aproximación de la DWT al ser 
aplicada sobre una señal de entrada y en la escala o nivel j serán función de los 
coeficientes de aproximación de DWT en el nivel j +1. Dada la ortonormalidad de la 
transformada wavelet, el número de coeficientes resultantes de la descomposición a un 
nivel es igual al número de coeficientes del nivel anterior. Estas dos últimas ecuaciones 
revelan una marcada relación entre coeficientes de escalas contiguas. Los coeficientes de 
aproximaciones y detalles a nivel j, Wϕ (j, k ) y Wψ (j, k ) pueden ser calculados 
convolucionando los coeficientes scaling a escala j +1, Wϕ (j +1, k ) con los filtros paso 
bajo y paso alto invertidos h (-n ) y g (-n ) y submuestreando los resultados. Este esquema 
de trabajo es el detallado en la figura 4-12, muy similar al de codificación subbanda, donde 
h0 (-n ) y g0 (-n ) son los filtros paso bajo y paso alto de descomposición respectivamente y 
h1 (n ) y g1 (n ) son los filtros paso bajo y paso alto de síntesis o reconstrucción. 
 El banco de filtros de la figura 4-12 puede ser iterado tantas veces como niveles 
de la descomposición (escalas) se deseen de tal forma que para 2p muestras de la señal y 
empleando p bancos de filtros se genera la transforma rápida wavelet a las escalas j  - 1, j  
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- 2,…, j - p. La figura 4-13 muestra una descomposición en dos niveles. En ella, se divide 
la señal original en un componente de aproximación o de tendencia Wϕ (j -1, n ) y un 
componente de detalle o de fluctuación Wψ (j -1, n ). El segundo lote de filtros, similar al 
primero, se aplica sobre los coeficientes de aproximación de la primera descomposición 
dividiéndola en otras dos componentes de coeficientes de aproximación y de detalle a la 
escala segunda (cada uno de ellos de tamaño un cuarto de la señal inicial) Wϕ (j -2, n ) y 
Wψ (j -2, n ). 
Figura 4-12. Descomposición de los coeficientes de aproximación en el nivel j+1. 
Figura 4-13. Descomposición en dos niveles. 
Figura 4-14. Reconstrucción en un solo nivel. 
La transformada inversa presenta la ventaja de que al seguir un modelo inverso al 
anterior se puede conseguir la reconstrucción perfecta de la señal de partida sin pérdida 
de información y evitando el efecto aliasing, ya que esta transformada se basa en bancos 
de filtros ortonormales. Denominada transformada wavelet rápida inversa (IFWT), se parte 
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la transformación directa, junto a los coeficientes de detalle y de aproximación de un 
determinado nivel j para generar los coeficientes de aproximación del nivel j + 1 (figura   
4-14).  
Cumpliendo la condición de la ecuación (4-8) para una perfecta reconstrucción 
mediante filtros ortonormales, se ha de verificar que gi (n ) = hi (-n ) para i = {0, 1}, es 
decir, los filtros de análisis y de síntesis han de ser versiones invertidas o traspuestas los 
unos de los otros. Si los filtros de análisis son h0 (-n ) y g0 (-n ), los filtros inversos de 
síntesis son h1 (n ) y g1 (n ). 
 Como la FWT directa, la FWT inversa puede ser iterada tantas veces como escalas 
de estudio se consideren de tal manera que siempre se consiga la reconstrucción perfecta 
de la señal. En la figura 4-15 se adjunta el esquema de reconstrucción desde el nivel j - 2 
para obtener los coeficientes de la transformada sobre una determinada señal f(x) 
unidimensional en el nivel j : 
Figura 4-15. Reconstrucción en dos niveles. 
 
4.7.6. Bases Ortonormales Wavelet Bidimensionales 
 Para entender el comportamiento de la transformada wavelet sobre señales 
bidimensionales (imágenes) hemos de considerar los fundamentos teóricos reseñados para 
funciones unidimensionales como son las bases de la DWT, el análisis multiresolución, etc. 
 Una base wavelet separable y ortonormal en L2(R2) es construida con productos 
separables de funciones scaling ϕ y wavelet ψ. La función scaling ϕ es asociada a un filtro 
paso bajo y a una aproximación en el esquema multiresolución unidimensional {Vj }j ∈ Z. La 
aproximación en la multiresolución bidimensional será {V 2j }j ∈ Z y vendrá definida por el 
producto tensorial de los espacios Vj : V 2j = Vj ⊗ Vj . Llamando W 2j al espacio de detalles 
que es complemento ortogonal del espacio de la aproximación de menor resolución V 2j en 
V 2j -1: 
Wϕ (j, n) 
g1 (n)
h1 (n)
Wψ (j −1, n)
Wϕ (j −1, n)
g1 (n)
h1 (n)
Wψ (j −2, n)










1 jjj WVV ⊕=−  (4-81)
Para construir una base wavelet ortonormal de L2(R2) se ha de partir de cada espacio de 
detalles W 2j . Sea ϕ una función scaling y ψ una función wavelet que generan una base 
wavelet ortonormal de L2(R). A partir de ellas se pueden definir tres wavelets separables 






1 xxxxxx,xxx ψψψϕψψψϕψ ===  (4-82)
que en conjunto forman una base ortonormal de W 2j y por extensión de L2(R2). La 
ecuación (4-81) se puede reescribir como: 
( ) 211 jjjjj WVVVV ⊕⊗=⊗ −−  (4-83)
y como el espacio V j -1 también se puede descomponer, reagrupando términos: 
( ) ( ) ( )jjjjjjj WWVWWVW ⊗⊕⊗⊕⊗=2  (4-84)
El espacio completo L2(R2) puede ser descompuesto como la suma ortogonal de los 
espacios de detalles a todas las resoluciones: 
( ) 222 RL jjj W+∞=−∞=⊕=  (4-85)
Y por tanto el conjunto de las tres wavelets bidimensionales definidas en la ecuación      
(4-82) forman una base ortonormal de L2(R2) y extraen de la imagen los detalles a 
diferentes escalas y orientaciones. 
 
4.7.7. Transformada Wavelet Rápida en dos dimensiones 
 La implementación de la transformada wavelet en imágenes se puede llevar a 
cabo mediante el uso de filtros (Mallat, 1989). Para muchas señales, sean imágenes o no, 
el contenido de bajas frecuencias es la parte más importante ya que proporciona su 
“identidad”, mientras el contenido de altas frecuencias matiza esa identidad. Para una 
imagen, el filtrado de bajas frecuencias suaviza la imagen mientras que el de altas 
frecuencias extrae los bordes. Se dice entonces que se puede descomponer la imagen en 
dos componentes, (1) tendencia, aproximación o imagen de baja resolución y (2) detalle 
de la imagen. Cada una de ellas también es denominada subbanda y por eso se dice que 
con la transformada wavelet se descompone una imagen en subbandas de diferentes 
frecuencias. La transformada wavelet en 2 dimensiones también produce la compactación 
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de la energía de tal manera que la subimagen de las tendencias acumula la mayor parte 
de la energía de la imagen. Esta propiedad es el fundamento de los métodos de 
compresión de imágenes y de eliminación de ruido. 
 En el caso bidimensional se parte de que la familia de wavelets o wavelets hijas 




















y,xb,a ψψ  (4-86)
con (x, y) ∈ R2 y se puede decir que la transformada bidimensional consiste en la 
extensión del algoritmo unidimensional a dos dimensiones. 
 Empleando la misma nomenclatura que en apartados anteriores, para aplicar la 
transformada wavelet sobre una imagen se necesita una función scaling bidimensional      
ϕ (x, y ) y tres funciones wavelet bidimensionales ψH (x, y ), ψV (x, y ) y ψD (x, y ), obtenidas 
del producto de las funciones unidimensionales scaling ϕ y wavelet ψ : 
( ) ( ) ( )yxy,x ϕϕϕ =  
( ) ( ) ( )yxy,xH ϕψψ =  
( ) ( ) ( )yxy,xV ψϕψ =  
( ) ( ) ( )yxy,xD ψψψ =  
(4-87)
Estas funciones bidimensionales son separables, al poder ser aplicadas de forma individual 
cada una de las funciones que las generan y las diferencias entre las 3 funciones wavelet 
radica en que cada una de ellas mide variaciones de intensidades o de niveles de gris en la 
imagen en 3 direcciones: ψH mide variaciones a lo largo de columnas (capta los bordes 
horizontales), ψV mide variaciones en filas captando así los bordes verticales y ψD refleja 
las variaciones en la diagonal de la imagen. Este comportamiento frente a la 
direccionalidad es consecuencia de la separabilidad de esas funciones al poder ser 
aplicadas sobre filas o columnas indistintamente. 
 Al tratar las imágenes como señales discretas estructuradas en filas y columnas, 
aplicar la transformada wavelet requiere de la definición de las bases de funciones 
escaladas y trasladadas siguientes: 
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( ) ( )
( ) ( )
( ) ( )
































siendo j  el nivel de la transformada y m y n traslaciones tal que m, n = 0, 1, 2,… 2j -1. La 
transformada wavelet discreta de una función o imagen f (x, y ) de tamaño M x N es: 


















n,m,jW ϕϕ  (4-89)

















1 ψψ  (4-90)
donde j0 es la escala de inicio de la transformación y los coeficientes Wϕ (j0, m, n ) definen 
una aproximación a f (x, y ) en la escala j 0. Los coeficientes W iψ (j, m, n ) aportan detalles 
horizontales, verticales y diagonales para las escalas j ≥ j0. La escala de partida es 
generalmente j 0 = 0 y si M = N = 2J se tendrán como niveles de transformación j = 0, 1, 
2,…, J -1 y m, n = 0, 1, 2, …, 2j -1, traslaciones o desplazamientos. 
 La implementación de la transformada wavelet discreta bidimensional puede ser 
llevada a cabo, tal y como en el caso unidimensional, mediante bancos de filtros y 
submuestreos y sobremuestreos. Al ser las funciones scaling y wavelet separables, se 
pueden aplicar como filtros separables de dos maneras, bien de forma separada por filas o 
columnas y posteriormente por columnas o filas; o bien de forma conjunta aplicando los 
filtros bidimensionales sobre toda la imagen. 
 En la figura 4-16 se puede observar el esquema operativo de la transformada 
wavelet discreta sobre una señal bidimensional en un solo nivel de escalado. Se parte de 
los coeficientes de aproximación de nivel j +1 para obtener los coeficientes de 
aproximación y de detalles verticales, horizontales y diagonales del nivel siguiente j. En 
primer lugar se aplican los filtros paso bajo y paso alto unidimensionales sobre las filas, se 
realiza un submuestreo sobre columnas con factor diádico y el resultado se filtra de nuevo 
en columnas y tras submuestrear las filas con el mismo factor se obtienen las imágenes de 
detalles diagonales, verticales y horizontales así como la de aproximación. Estas imágenes 
tienen una resolución menor, ya que son reducidas por un factor 2. Este modelo se puede 
ejecutar en varios niveles de tal forma que los coeficientes de aproximación de un nivel 
sirvan como entrada en la descomposición del nivel siguiente. Al tratarse de filtros 
separables, el modelo anterior es plenamente válido, así como el propuesto en la figura   
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4-17, en el que se aplican filtros bidimensionales directamente sobre la imagen y tras ellos 
un submuestreo diádico en filas y columnas para obtener los mismos resultados que al 
hacerlo mediante filtros unidimensionales. Los coeficientes de los filtros bidimensionales 
pueden obtenerse bien multiplicando entre sí los vectores de los coeficientes de los filtros 
unidimensionales o bien directamente como coeficientes de filtros bidimensionales no 
separables. En ambos casos el resultado será la misma matriz de coeficientes. 
Figura 4-16. Banco de filtros de descomposición en dos niveles y dos dimensiones. 
Figura 4-17: Banco de filtros de descomposición bidimensional. 
 Al aplicar los modelos anteriores de transformación directa se puede decir que la 
información de tendencias (bajas frecuencias) y de fluctuaciones (altas frecuencias) es 
obtenida por el producto interno de la señal de partida f con las funciones scaling y 
wavelet correspondiente. En todas las escalas 2j y para toda traslación (m, n ) se tiene: 
Wϕ (j+1,m,n)
g0 (−n) g0 (−m) 
2
2 W Hψ (j,m,n)
Wϕ (j,m,n)
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2 W Dψ (j,m,n)
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Dado que este producto interior se aplica en forma de filtros sobre la señal inicial, los 
coeficientes de las imágenes de aproximación y de detalle a una escala genérica j son 




























Partiendo de un nivel 0 (imagen inicial), la descomposición a nivel 1 generaría coeficientes 
como los de la figura 4-18. 
Figura 4-18: Descomposición de una imagen en 4 subimágenes de tendencia y fluctuaciones. 
 La subimagen tendencia de primer nivel, se ha construido calculando las 
tendencias a lo largo de las filas en primer lugar y a lo largo de las columnas a 
continuación. Es una versión de menor resolución, de menos detalle, y de menor tamaño 
(la cuarta parte) de la imagen original. 
 La subimagen primera fluctuación horizontal se ha creado calculando tendencias a 
lo largo de filas y fluctuaciones sobre columnas. Se suavizan los detalles al desplazarnos en 
sentido horizontal sobre la imagen mientras que se resaltan las variaciones en sentido 
vertical, por lo que esta imagen resalta los bordes y líneas horizontales en la imagen.  
 La subimagen primera fluctuación vertical se ha creado calculando fluctuaciones a 
lo largo de filas y tendencias sobre columnas. Se suavizan los detalles al desplazarnos en 
sentido vertical mientras que se resaltan las variaciones en sentido horizontal, por lo que 




= Fluctuación horizontal 
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 Por último, la subimagen primera fluctuación diagonal es el resultado de calcular 
fluctuaciones tanto en filas como en columnas. Tiende a borrar los bordes horizontales y 
verticales y a resaltar los diagonales. 
 La obtención de la imagen inicial f (x, y ) desde los coeficientes de fluctuaciones y 
tendencia es posible mediante la transformada inversa. La figura 4-19 muestra el banco de 
filtros que invierte el proceso anterior mediante filtros unidimensionales dando lugar a la 
transformada inversa. Se puede observar como se parte de la información de tendencia y 
fluctuaciones de un nivel j para, tras ser sobremuestreada insertando filas de ceros, ser 
filtrada en columnas, sumada, sobremuestreada en columnas, filtrada en filas y sumada, 
obtener la imagen de aproximación del nivel anterior j +1. 
Figura 4-19. Banco de filtros de reconstrucción en dos dimensiones. 
 El esquema de procedimiento reseñado al hablar de análisis multiresolución nos 
permite obtener las imágenes de aproximación o promedio y las de detalles mediante la 
aplicación de la transformada inversa, como muestra la figura 4-20. Estas imágenes tienen 
la misma resolución espacial y dimensiones que la original. Si se suman las cuatro, se está 
reconstruyendo la imagen inicial sin pérdida de información, si bien el interés práctico 
radica en la posibilidad de emplearlas por separado, es decir, emplear la información de 
detalles verticales, horizontales o diagonales para, entre otros objetivos, caracterizar las 
texturas presentes en las imágenes y extraer sus variables texturales. 
 
 Tras la presente introducción a las bases de la teoría wavelet y los procedimientos 



































y la metodología desarrollada en el presente trabajo, con el objetivo general de aplicar la 
transformada wavelet al estudio de texturas en imágenes de la superficie terrestre. 































Datos de trabajo 
 
 
5.1. Tipología de las superficies 
 Son varias las tipologías de superficies consideradas en el trabajo de cara a 
analizar una alta representatividad de la realidad de las cubiertas naturales o antrópicas 
presentes en las imágenes aéreas del territorio. Son 4 las áreas analizadas: 
- Zonas urbanas y peri-urbanas (Valencia). 
- Zonas rurales mediterráneas (Menorca). 
- Zonas agrícolas (Daimiel). 
- Zonas de montaña con vegetación natural (Espadán). 
- Zonas de montaña mixtas (Ayora). 
 
 Respecto al origen de los datos, básicamente se han empleado para los diversos 
análisis imágenes de dos tipos: unas de alta resolución espacial provenientes del satélite 
QuickBird y fotogramas aéreos georreferenciados y digitalizados. Las características de la 
plataforma espacial QuickBird se detallan en la tabla 5-1. 
 Otras imágenes provienen del SIG Oleícola (elaborado por la Subsecretaría de 
Agricultura, Pesca y Alimentación del Ministerio del mismo nombre), tratándose de 
ortofotogramas en blanco y negro, tomados en junio de 2001, con una resolución espacial 
nominal de 1 metro por píxel. Además se han escaneado fotogramas en blanco y negro de 
otros vuelos, como es el caso de la imagen de Daimiel y Espadán. 
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- Fecha de lanzamiento 
- Altitud orbital 
- Tipo de órbita 
- Velocidad 
- Hora de cruce con el Ecuador 
- Duración de la órbita 
- Ancho de escena 
- Resolución temporal 
- Precisión planimétrica 
- Resolución radiométrica 





- Resolución espacial 
 
18 de octubre de 2001 
450 km 
Heliosíncrona, con 98º de inclinación 
7.1 km/s 
10:30 a.m. (descendente) 
93.4 minutos 
16.5 km x 16.5 km 
1 – 3.5 días, según la latitud 
23 m en el nadir (CE90%) 
11 bits 
    PAN          450 - 900 nm. 
    Azul          450 - 520 nm. 
    Verde        520 - 600 nm. 
    Rojo          630 - 690 nm. 
    Infrarrojo   760 - 900 nm. 
PAN: de 61 cm en el nadir a 72 cm 
MS:  de 2.44 m en el nadir a 2.88 m 
Tabla 5-1. Características técnicas de la plataforma comercial QuickBird. 
 
5.1.1. Zonas urbanas y peri-urbanas 
Imagen QuickBird de Valencia 
 Esta imagen corresponde al área metropolitana norte de la ciudad de Valencia y 
parte de la comarca de L’Horta Nord, las cuales han experimentado un importante 
crecimiento urbano en las últimas décadas, por lo que se ha producido una notable mezcla 
entre parcelas de cultivos y áreas urbanas e industriales. 
 En la tabla 5-2 se recogen las características técnicas de la imagen pancromática, 
ya que la multiespectral se ha empleado a modo de referencia o para ciertas tareas 
fotointerpretativas. Algunos parámetros de las imágenes tienen el siguiente significado: 
 GSD: Ground Sample Distance, indica el tamaño de un píxel como una medida en 
el terreno. 
 PNIIRS: Calidad prevista de la imagen en el National Imagery Interpretability 
Rating Scale (NIIRS) calculada por la General Image Quality Equation (GICE). 
Puede oscilar entre 0.0 y 9.0.  
 
 Ha sido necesario aplicar a la imagen original un proceso de rectificación para 
corregir posibles errores geométricos, bien sean sistemáticos (efecto de rotación terrestre, 
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distorsión panorámica, curvatura de la Tierra u oblicuidad), o bien sean no sistemáticos 
(cabeceo, alabeo y guiñada), y serles asignada unas coordenadas en el sistema de 
referencia cartográfico oficial, proyección UTM, datum ED50. 
 
Fecha y hora de adquisición 17/02/2004 10:37:21 
Descriptor de la imagen Standard2A  
Número de filas y de columnas 31152 20000 
Nivel del producto LV2A  
Nivel radiométrico Corregido  
Formato de la imagen GeoTIFF  
GSD (Ground Sample Distance) medio 0.646 m  
Incertidumbre posicional de las 
coordenadas de la esquina (m) 
Filas:        37.50 
Columnas: 87.08 
 
Azimut y elevación solar 150.8º 33.7º 
Azimut y elevación del satélite 101.0º 74.5º 
% de cubierta nubosa 0.0  
PNIIRS (Calidad prevista de imagen) 4.5  
Datum, Proyección, Huso, Hemisferio WE (WGS84) UTM, 30, Norte 
Tamaño del píxel 0.60 m  
Coordenada superior izquierda X: 719897.100 Y: 4384792.499 
Coordenada inferior derecha X: 731896.500 Y: 4378797.899 
Tabla 5-2. Especificaciones técnicas de la imagen QuickBird pancromática de Valencia. 
 
 Tanto en la figura 5-1 como en la figura 5-2 se muestran algunos fragmentos de 
la imagen multiespectral, así como la equivalencia entre ésta y la pancromática en una 
porción de la primera, para poder comparar las diferencias en la definición de los 
elementos a dos resoluciones distintas. 































Figura 5-2. Fragmento de la imagen multiespectral y detalle equivalente en la imagen pancromática. 
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 Partiendo de la imagen pancromática se han elaborado mosaicos homogéneos 
con porciones de la imagen de una misma clase, para aplicar algunas rutinas como la de 
determinación de la mejor resolución espacial, pero también para sintetizar en una imagen 
de menores dimensiones toda la variabilidad de cubiertas y superficies presentes en el 
área completa. Se han construido otros mosaicos con la heterogeneidad propia de todas 
las cubiertas presentes en la imagen inicial, como el de la figura 5-3. 
 
Figura 5-3. Mosaico de la imagen pancromática remuestreada a 1.7 m por píxel. 
En la zona cubierta por esta imagen existen unas tipologías de superficies 
bastante definidas (figura 5-4): núcleo antiguo (áreas urbanas de edificación irregular y sin 
planeamiento urbanístico), ensanche (áreas urbanas de expansión urbanística planificada), 
urbanización con arbolado (áreas residenciales próximas a la ciudad con muchas zonas 
arboladas), polígono industrial (las construcciones se corresponden a naves industriales 
que en la mayor parte de los casos tienen formas rectangulares y una marcada regularidad 
en su distribución espacial), cítricos (cultivos básicamente de naranjos con marcos de 
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plantación cuadrados, en diamante o en línea y tamaños variables) y huerta (cultivos 
hortícolas sin arbolado y con edificaciones dispersas). 
 






Urbanización con arbolado 







Figura 5-4. Muestras de las clases analizadas en la zona metropolitana de Valencia. 
 
 
5.1.2. Zonas rurales mediterráneas 
Imagen QuickBird de Menorca 
Los datos técnicos de esta imagen se detallan en la tabla 5-3. Capta una porción 
de la isla de Menorca, en concreto de la vertiente sur, organizada hidrológicamente por un 
conjunto de barrancos vertientes al mar generando calas. Esta parte de la isla ha sido 
analizada en campo mediante un trabajo in situ realizado en octubre de 2004, fecha en la 
que la vegetación está menos influenciada por factores estacionales como el estío o la 
pérdida de masa foliar propia del invierno. Los datos que permiten caracterizar litología, 
tipo y características de suelo y vegetación han sido tomados según el modelo de ficha de 
campo adjuntada en el apartado 10.1 de los anejos. 
 La topografía de ese entorno se caracteriza por una pendiente media baja, entre 
3 y 5%. Los barrancos se han formado por procesos de disolución cárstica subsuperficial y 
posterior colapso de los materiales carbonatados que forman la plataforma sur de la isla 
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por lo que son bastante encajados, de paredes verticalizadas y cabeceras en fondo de 
saco. Al no presentar cursos fluviales continuos existe poco material aluvial en su fondo, 
siendo el existente de tipo coluvial principalmente. La litología dominante es calcárea y 
más concretamente se mezclan calcarenitas y materiales calcáreos de origen arrecifal 
coralino. El afloramiento directo de la base rocosa es bastante frecuente en forma de roca 
poco fisurada o poco alterada en un alto porcentaje (figuras 5-5 a, b y c), lo que conlleva 
que el nivel de pedregosidad llegue en algunos puntos de muestreo hasta el 80%. Dada 
esta meteorización de las calizas poco desarrollada pero evidente, en aquellos espacios 
que permitan la acumulación es fácil encontrar depósitos arcillosos de descalcificación, que 
suelen generar espesores de sedimentos a veces considerables (figura 5-5 d), si bien la 
profundidad media del suelo suele ser relativamente pequeña (20 - 30 cm), mientras que 
su textura predominante es franco arcillosa. El desarrollo del horizonte humífero no es muy 
alto y se podría calificar como medio (3 - 5 cm). En aquellos espacios donde se aprecia 
una mayor meteorización del roquedo y una acumulación de sedimentos es donde se han 
implantado cultivos (figuras 5-5 e, f y g) en parcelas de pequeñas dimensiones y 
generalmente delimitadas por muros de “piedra seca”, sin ningún tipo de material 
cementante. 
 
Fecha y hora de adquisición 25/12/02 10:32:12 
Descriptor de la imagen Standard2A  
Número de filas y de columnas 17500 13232 
Nivel del producto LV2A  
Nivel radiométrico Corregido  
Formato de la imagen GeoTIFF  
GSD (Ground Sample Distance) medio 0.614 m  
Incertidumbre posicional de las 
coordenadas de la esquina (m) 
Filas:        40.98 
Columnas: 35.18 
 
Azimut y elevación solar 162.0º 24.8º 
Azimut y elevación del satélite 206.5º 84.7º 
% de cubierta nubosa 0.0  
PNIIRS (Calidad prevista de imagen) 4.5  
Datum, Proyección, Huso, Hemisferio WE (WGS84) UTM, 31, Norte 
Tamaño del píxel 0.60  
Coordenada superior izquierda X: 596107.500 Y: 4418999.699 
Coordenada inferior derecha X: 604046.100 Y: 4408500.299 

















Figura 5-5. Diversos ejemplos de las cubiertas presentes en la isla de Menorca, área del Mitjorn. 
 
 Por lo que respecta a la vegetación, se podría hablar de 3 estratos claramente 
diferenciados, con especies como Pinus halepensis, Quercus ilex y Olea europaea var. 
sylvestris en mayor proporción y otras como Ceratonia siliqua, Savina turífera y Cupressus 
sempervirens para el estrato arbóreo (figura 5-5 h). Forman un paisaje con pequeñas 
áreas de bosque entremezclado con el estrato arbustivo, de tipo matorral mediterráneo 
(Pistacia lentiscus, Quercus coccifera y Rhamnus alaternus principalmente con otras 
especies como Ulex parviflorus, Arbutus unedo, Rubus ulmifolius, Smilax aspera, Erica 
multiflora, Phragmites communis y bastantes ejemplares de Olea europaea var. sylvestris 
de porte arbustivo) tal y como se aprecia en las figuras 5-5 h, i. En cuanto al estrato 
herbáceo, es de destacar la alta variedad de especies sin un predominio evidente de 
algunas de ellas, siendo las monocotiledóneas (como las gramíneas) y líquenes las que 
más abundan con presencia de otras como Rosmarinus officinalis, Thymus vulgaris, Stipa 
tenacissima, diversas variedades de cardos, Foeniculum vulgare, Asparagus officinalis, 
Ammophila arenaria, Hedera helix y Pteridium aquilinum en los lugares más húmedos. 
 Por lo que respecta a la influencia humana, se puede hablar de zonas de pasto 
extensivo y cereales que en su conjunto y combinado con los ámbitos de vegetación 
natural generan un paisaje fragmentado como se puede apreciar en la figura 5-5 j. Junto a 
ellas se deben citar las áreas residenciales tradicionales (pueblos y aldeas) y turísticas 
(urbanizaciones de chalets con trazados geométricos). 
 Tras el conocimiento detallado de la realidad de la superficie plasmada en la 
imagen de satélite se definieron las siguientes clases temáticas para su clasificación final: 
Bosque denso (áreas con vegetación arbórea de alta densidad espacial y alta ocupación de 
la superficie), bosque-matorral (lugares donde se produce alternancia de vegetación 
arbórea y matorrales sin olvidar las herbáceas), matorral denso (sólo hay matorrales y 
hierbas sin árboles y con una alta ocupación del suelo), árboles dispersos y herbáceas 
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(mezcla a partes iguales de estos dos tipos de plantas), herbáceas (donde hay un 
predominio claro de este grupo de vegetación), cereales y prados (destinados a la 
ganadería), agrícola sin cultivo (aquellas parcelas de cultivo que en el momento de captar 
la imagen se encontraban en reposo o barbecho, por lo que tienen muy poca vegetación 
herbácea), zonas residenciales (viviendas unifamiliares bajas con áreas verdes y viales de 
trazados geométricos) y mar (donde distintas profundidades generan reflectancias 
diferentes). Los patrones espaciales de estas clases en la imagen pancromática se 
corresponden a los de la figura 5-6. 
 







   
 




Cereales y prados 
   
 





Figura 5-6. Ejemplos de las clases definidas en la imagen de Menorca. 
 
 En la figura 5-7 se detalla un fragmento de la imagen multiespectral de Menorca a 
2.4 m por píxel. Además, en la parte inferior se muestra un fragmento de la pancromática 
de 60 cm por píxel, así como una porción de la imagen multiespectral con una 
combinación de bandas en falso color infrarrojo. 





























Figura 5-7. Diversos detalles de la imagen de Menorca, color natural, pancromática y falso color IR. 
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 Debido a la fecha y hora de toma de esta imagen, se genera un efecto importante 
de sombras por el bajo ángulo de elevación solar en el momento de captación de la 
radiancia por el sensor. Se probaron diferentes métodos de corrección del efecto 
topográfico como los de Minnaert y Lambert para reducir las sombras en los barrancos 
pero los resultados no fueron todo lo positivos que se deseó debido básicamente a la 
inexistencia de un modelo digital de elevaciones ajustado a la alta resolución espacial de la 
imagen. 
 
5.1.3. Zonas agrícolas 
Imagen mosaico de Daimiel 
Se trata de un área de estudio que proporciona variabilidad suficiente en la 
distribución de la información como para caracterizar diferentes tipos de texturas de 
cultivos. Los datos de partida son imágenes aéreas pancromáticas de la zona de Daimiel, 
en Ciudad Real. Dicha geografía se considera adecuada ya que se encuentra en ella 
vegetación natural de diferentes densidades, así como distintos tipos de agricultura, 
incluyendo cultivos intensivos y extensivos. Algunas áreas urbanas han sido incluidas para 
incrementar la diversidad a la hora de clasificar. La vegetación natural existente se 
corresponde principalmente a áreas de dehesa con ejemplares dispersos de encinas 
(Quercus ilex), algunas de ellas con cultivos de cereales, otras con un sustrato herbáceo 
formado principalmente por gramíneas de bajo porte. Por lo que respecta a cultivos, se 
han identificado cultivos de vid, de olivos, de vid con olivos (estos tres con un claro patrón 
geométrico), de cereal sin cosechar, de cereal cosechado, de maíz, de alfalfa y de alfalfa 
cosechada. Algunos de estos cultivos son de regadío por lo que las tonalidades que 
presentan son sensiblemente más intensas que los de secano. Se ha observado también la 
existencia de gran cantidad de flujos subsuperficiales de humedad, lo que genera distintas 
tonalidades en zonas de vegetación homogénea, sobre todo en las parcelas de secano. 
Los datos de partida son fotogramas aéreos, tomados en agosto de 1984, en un 
vuelo del Instituto Geográfico Nacional a unos 5000 m de altura y a una escala media de 
1/30.000, posteriormente digitalizados a dos resoluciones, 0.60 y 2 m por píxel, de tal 
manera que se pudiese trabajar sobre la influencia de la resolución de las imágenes. 
De esos fotogramas se han seleccionado 6 porciones con el criterio de preservar 
una alta variedad de clases de texturas y reducir la cantidad de datos a la hora de realizar 
las pruebas, sintetizando en una sola imagen todas las tipologías de texturas a emplear. 
Ésta consiste en el mosaico de esos 6 recortes y es la que se adjunta en la figura 5-8. 
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Figura 5-8. Mosaico de partida a resolución espacial de 2 metros por píxel. 
 









      
Vid y olivos 
 








Figura 5-9. Texturas finas (las 6 primeras) y gruesas (el resto) a una resolución de 60 cm. 
 De la imagen mosaico se han extraído a su vez muestras de cada una de las 
clases a analizar. En primer lugar es importante destacar una primera diferenciación entre 
todas las clases adoptadas en función de su variabilidad textural (figura 5-9). De esta 
manera, se puede hablar de texturas finas, como vid (plantas pequeñas con distribución 
cuadrada), cereal (plantas herbáceas donde no se aprecia ninguna geometría), cereal 
cosechado (la maquinaria de recolección deja alineaciones de la paja de la planta), alfalfa 
(cultivo herbáceo de alto requerimiento hidrológico y que por ello presentan tonalidades 
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más oscuras y homogéneas), alfalfa cosechada (al igual que con el cereal se aprecian 
marcas de la maquinaria tras la recolección) y maíz (cultivo homogéneo y de baja 
reflectividad); y texturas gruesas, como vid y olivo (plantas entremezcladas en la misma 
parcela y con marco cuadrado), olivo (árboles de grandes dimensiones y marco de 
plantación cuadrado), dehesa con cereal (áreas de encinas dispersas con suelo cultivado 
de cereal ya recolectado), dehesa de alta densidad (zonas con gran cantidad de encinas 
irregulares en su tamaño y distribución), dehesa de baja densidad (pocas encinas con 
plantas herbáceas en el suelo) y urbano (núcleos urbanos irregulares al no presentar 
ningún tipo de planeamiento urbanístico). 
Al disminuir la resolución espacial a 2 m se comienza a perder capacidad de 
discriminación visual en algunas texturas, sobre todo de las más finas y en todas ellas su 
aspecto es ligeramente diferente (figura 5-10), por lo que la resolución se considera una 
importante variable del estudio. 
 









      
Vid y olivos 
 








Figura 5-10. Texturas finas (las 6 primeras) y gruesas (el resto) a una resolución de 2 m. 
 
 
5.1.4. Zonas de montaña con vegetación natural 
Imagen aérea de Espadán 
 Los entornos montañosos presentan diferencias evidentes a los espacios 
considerados hasta ahora por su topografía, geología, vegetación asociada, posibles 
aprovechamientos, usos del suelo, etc. Por ello se considera importante su inclusión en el 
conjunto del proyecto de trabajo. 
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 En estas áreas la influencia humana sobre la distribución de la vegetación es 
menor de tal manera que no se habla tanto de tipos de texturas como de densidades de 
vegetación natural. Para ello se eligió una zona montañosa al sur de la provincia de 
Castellón, correspondiente a una porción de la Sierra de Espadán. Al tratarse de un área 
con desniveles considerables es muy importante el efecto topográfico conocido sobre la 
distribución de la vegetación, sobre todo el efecto de orientación de las laderas y su 
influencia sobre la insolación potencial y el crecimiento de la vegetación (Pardo Pascual, 
1999). Se partió de un fotograma aéreo a escala 1/25.000 de marzo de 1991, el cual se 
digitalizó a una resolución de 2 metros por píxel (figura 5-11). 
Figura 5-11. Muestra del área de estudio de texturas en zona montañosa (Espadán). 
 Desde el punto de vista geológico, la Sierra de Espadán se corresponde a un 
conjunto de pliegues con direccionalidad propia del Sistema Ibérico sobre materiales del 
Triásico y más concretamente sobre areniscas y argilitas de la facies Buntsandstein, con 
pequeños afloramientos de margas, dolomías y calizas propias de la facies Muschelkak. Al 
tratarse de una zona de sierra, las pendientes medias son elevadas, en torno a 30º - 40º y 
la cota media ronda los 600 m. En cuanto al análisis de las características de los depósitos 
superficiales y los suelos, se ha observado en los ensayos de campo que los afloramientos 
litológicos son en forma de roca medianamente alterada o fisurada y en un porcentaje del 
50% aproximadamente. El nivel de pedregosidad de los suelos es variable dependiendo 
del lugar concreto, variando desde un 80% hasta no tener prácticamente ninguno. Tanto 
el espesor medio del suelo como su textura son muy variables, si bien predominan las 
texturas francas o medias con un horizonte humífero de entre 1 y 3 cm (figura 5-12 a). La 
erosión se produce de forma laminar en la mayoría de los punto de muestreo 
considerados. 
 Por lo que respecta a la vegetación, los tres estratos que se pueden definir, 
arbóreo, arbustivo y herbáceo, se presentan con desigual ocupación de la cubierta. Así el 
estrato arbóreo ocupa entre el 50 y el 75% de la total posible. El arbustivo ocupa algo 
menos del 50% y el herbáceo varía desde una ocupación muy baja hasta un 50%. 
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 Las especies dominantes en cada estrato son las siguientes (figuras 5-12 b, c y 
d). En cuanto a árboles, predominan el Pinus pinaster, Quercus suber y el Pinus 
halepensis, con algunos ejemplares menos frecuentes de Quercus faginea y Quercus 
rotundifolia. Son los arbustos los que presentan una mayor variedad de especies. 
Predominan la Erica multiflora, Ulex parviflorus, Rosmarinus officinalis, Cistus albidus y 
Juniperus oxycedrus y se encuentran ejemplares de otras especies como Pistacia lentiscus, 
Lonicera implexa, Hedera helix, Rubus ulmifolius, Rhamnus alaternus, Crataegus 
monogyna, Quercus coccifera, así como ejemplares de porte arbustivo de Quercus suber. 
En cuanto a herbáceas, la variedad también es importante destacando las gramíneas, 
Thymus vulgaris, Asparagus officinalis, Lavandula stoechas, Rubia peregrina, Pteridium 






Figura 5-12. 4 ejemplos de las cubiertas presentes en la Sierra Espadán, Castellón. 
 Además de los entornos de vegetación natural se localizan en un porcentaje 
pequeño cultivos de olivos, pequeños núcleos de población así como áreas de suelo 
desnudo, donde se producen acumulaciones de fragmentos rocosos resultantes de la 
meteorización física del roquedo, en forma de canchales o pedreras. 
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 Tras el riguroso estudio de la información anterior y el análisis de las imágenes 
disponibles de este entorno se ha decidido establecer las siguientes clases temáticas para 
la posterior clasificación (figura 5-13): suelo desnudo (áreas de canchales o pedreras con 
fuertes pendientes y fruto de la acumulación de fragmentos rocosos desprendidos de los 
escarpes rocosos, básicamente por procesos de termoclastia y crioclastia), matorral de 
baja densidad (el porcentaje de ocupación del suelo por las diversas especies arbustivas es 
muy bajo, apreciándose el suelo desnudo en un alto porcentaje), matorral de media 
densidad (el porcentaje de ocultación del suelo por las plantas arbustivas o herbáceas es 
medio), matorral de alta densidad (donde se cubre prácticamente todo el suelo sin la 
presencia de árboles), arbolado de baja densidad (se aprecia el suelo desnudo, algo de 
arbustos y algunos árboles), arbolado de media densidad (donde también se pueden 
encontrar arbustos y herbáceas) y arbolado de alta densidad (aquellos que cubren 
prácticamente todo el suelo). 
 Además de las diferencias ya comentadas en la densidad y distribución de las 
texturas, también es evidente que en entornos montañosos la definición de los bordes es 
más complicada, ya que la vegetación natural no presenta límites geométricos y la 





Matorral baja densidad 
 
Matorral de media 
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Matorral de alta 
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densidad 
 
Arbolado de alta 
densidad 
Figura 5-13. Áreas típicas de texturas de montaña. 
 
Imagen mosaico de fotogramas aéreos de Espadán 
 Dado que los fotogramas anteriormente reseñados y empleados no permitían 
analizar toda la variabilidad de cubiertas presentes en la Sierra de Espadán y de posible 
interés de cara a la gestión forestal y de aprovechamientos agrícolas, se planteó la 
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posibilidad de crear un mosaico compuesto de porciones de varios ortofotogramas aéreos 
de 1 m de resolución del SIG Oleícola de junio de 2001. Se construyó una imagen 
pancromática con 9 subescenas combinadas para reflejar las cubiertas vegetales tipo 
identificadas (figura 5-14). 
Figura 5-14. Mosaico de fotogramas aéreos del área montañosa de Espadán. 
 
 Se han considerado un total de 6 clases, ligeramente diferentes a las reseñadas 
anteriormente, que se muestran en la figura 5-15 y que son: bosque denso (zonas 
arboladas con una alta densidad de ocupación del suelo), bosque de baja densidad 
(arbolados con huecos ocupados por especies arbustivas o herbáceas), arbolado sobre 
suelo desnudo (donde la baja densidad arbórea y arbustiva permite la visión directa del 
suelo), matorral sobre suelo desnudo (existe una baja densidad de matorrales y mucho 
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suelo desnudo o limpio de vegetación), matorral (de media o alta proporción de ocupación 
del suelo) y olivos (cultivos sin un claro marco de plantación y de tamaños variables e 
implantados en parcelas de escasas dimensiones, formas irregulares y con fuertes 
pendientes o en abancalamientos a mitad de ladera). 
 




Bosque poco denso 
 
Arbolado sobre suelo desnudo 
 





Figura 5-15. Clases definidas sobre el mosaico de la zona montañosa de Espadán. 
 
 
5.1.5. Zonas de montaña mixtas 
Imagen mosaico de fotogramas aéreos de Ayora 
 Este entorno de trabajo se corresponde con la zona de confluencia de la Muela de 
Cortes y los valles de los ríos Cabriel, Júcar y Cantabán, situada en la parte más occidental 
de la provincia de Valencia. Geográficamente se correspondería con la hoja 745 del MTN a 
escala 1/50000, denominada Jalance y delimitan la zona las coordenadas UTM (657000, 
4338000) y (685000, 4356000) del huso 30. Presenta un relieve importante, con 
gradientes altitudinales de hasta 800 metros y un sistema tectónico complejo, dominado 
por la existencia de 3 valles fluviales que vertebran la zona y generan sobre ellos relieves 
elevados en forma de muelas (figura 5-16 a). 
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 Litológicamente y muy esquematizado, se pueden encontrar por orden de 
antigüedad los materiales triásicos en los valles (Keuper principalmente) y sobre ellos 
calizas y dolomías básicamente del Cretácico y Terciario formando los relieves tabulares 
superiores. En cuanto a litologías, se presentan diferentes rocas, como arcillas, yesos, 
margas, areniscas y dolomías, si bien son las calizas las que predominan (figura 5-16 b, c y 
d). Por lo que respecta a las pendientes, son muy variables desde casi nulas en las partes 
altas de las muelas o los fondos de los valles hasta muy altas en la zonas de transición. En 
cuanto a los depósitos superficiales y los suelos, los ensayos de campo han permitido 
detectar los rasgos que siguen. La roca madre aflora medianamente alterada o fisurada 
entre un 20 y un 30% del total de las superficies muestreadas y el nivel de pedregosidad 
es muy variable dependiendo de que se analice un ámbito deposicional de materiales finos 
o un ámbito denudativo. La capa edáfica por norma general es escasa y de textura 
arcillosa, si bien en sectores de umbría se aprecia un mayor contenido de humus y un 
desarrollo más vigoroso de los diferentes estratos vegetativos, destacando la variación del 
suelo en función del sustrato rocoso en el que se ha originado y de la erosión, la cual se 






Figura 5-16. 4 ejemplos de las cubiertas presentes en el área montañosa de Ayora, Valencia. 
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 De los registros meteorológicos de los observatorios situados en este área se han 
deducido sus principales características climáticas (Pardo et al., 1999). Se trata de una 
región dominada por un clima semiárido y seco, mesotérmico, con un superávit de agua 
escaso o nulo y con una elevada concentración estival de la eficacia térmica, es decir, una 
elevada influencia del verano en las temperaturas medias anuales. Estos rasgos 
condicionan la tipología de la cubierta vegetal. 
Figura 5-17. Mosaico de fotogramas aéreos de la zona montañosa mixta de Ayora. 
 La vegetación potencial de la zona está dominada por carrascales (Quercus 
rotundifolia), pero la degradación fruto de incendios sucesivos ha provocado que ésta 
quede reducida a pequeños bosquetes, siendo escasas las superficies que no se han visto 
afectadas de alguna manera por alguno de ellos. Tras el análisis del II Inventario Forestal 
Nacional (1995) y las salidas a campo se ha comprobado que la vegetación predominante 
en este momento son arbustos xerófitos (Ulex parviflorus, Rosmarinus officinalis, Juniperux 
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oxycedrus, Erica multiflora, Quercus coccifera, Pistacia lentiscus, Arbutus unedo en zonas 
de umbría, Cistus albidus, etc.) como se aprecia en la figura 5-16 a, b y d. El estrato 
arbóreo está dominado por Pinus halepensis junto a Pinus pinaster en algunos sectores y 
ejemplares de Quercus rotundifolia (figura 5-16 c). Por lo que respecta a plantas 
herbáceas, son las gramíneas las dominantes, si bien se localizan bastantes Thymus 
vulgaris, Stipa tenacissima y algunos ejemplares de musgos. 
 La vegetación, y más concretamente, el arbolado de esta zona presenta una 
importante tasa de dispersión debido en parte a la recurrencia de incendios forestales en 
los últimos años. Además de la vegetación natural es importante la presencia de áreas de 
cultivos de montaña (Amigdalus communis, Olea europaea, Ceratonia siliqua) que en 
ocasiones se disponen en terrazas sobre las laderas. 
 Para obtener una representación suficiente y manejable de las distintas clases, se 
creó una imagen mosaico, a partir de los ortofotogramas aéreos de 1 m de resolución del 
SIG Oleícola, compuesta por 16 sub-zonas (figura 5-17). 
 





















Figura 5-18: Clases definidas en la imagen Ayora. 
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 Las clases definidas inicialmente fueron las siguientes (figura 5-18): Arbolado alta 
densidad (zonas de alta densidad de árboles y con predominio de coníferas), arbolado 
media densidad (las coníferas tienen una densidad media y se aprecia cierta vegetación 
herbácea en el suelo), arbolado baja densidad (la vegetación arbórea es escasa y dispersa 
y las plantas herbáceas también son poco abundantes), matorral alta densidad (sin apenas 
presencia de árboles, la vegetación cubre casi por completo el suelo), matorral baja 
densidad (las plantas arbustivas y las hierbas suponen un porcentaje bajo), cereales (áreas 
cultivadas de cereal y que ya han sido recolectadas, apreciándose el bandeado propio de la 
siega mediante máquinas cosechadoras), almendros (parcelas en las que los árboles 
presentan un claro patrón geométrico, generalmente cuadrado y a veces en diamante, en 
su disposición), zonas de repoblación forestal (donde el suelo presenta alineaciones al ser 
roturado para la repoblación mediante coníferas) y cultivos en terrazas (pequeñas parcelas 
de uso agrícola implantadas a mitad de las laderas mediante abancalamientos para plantas 
poco exigentes como olivos o algarrobos). 
 
 
 Tras la descripción de las superficies reflejadas en las diversas imágenes, se 











En este capítulo de la tesis se justifican y describen los diversos procesos de 
cálculo aplicados, las técnicas empleadas y las ideas que las han motivado. Todo ello se ha 
organizado para tener una secuencia lógica y estructurada. El esquema general de este 
capítulo se puede observar en la figura 6-1. 
Figura 6-1. Esquema general del capítulo. 
 Analizando dicho esquema se puede apreciar cómo existen unas fases claramente 

























1º- Preprocesado de la información: para eliminar errores en los datos de partida 
(capítulo V), unificarlos radiométricamente, dotarlos de coordenadas en el sistema UTM, 
ED50, elaborar los mosaicos, correcciones topográficas, etc. 
2º- Determinación de las variables de textura y los parámetros metodológicos: 
En esta fase se ha procedido a la elaboración de unos ensayos previos para la 
determinación de los parámetros metodológicos óptimos de cara a la clasificación final. El 
esquema general de los ensayos sobre diferentes parámetros es el siguiente:  
Figura 6-2. Esquema general de los ensayos metodológicos. 
3º- Validaciones globales sobre los ámbitos de estudio: La tercera fase ha 
consistido en la verificación de los parámetros anteriores mediante el estudio de su 
influencia en los diversos grupos de variables de textura y en diversas familias de 
funciones wavelet. Se han aplicado sobre 4 tipologías de superficies y cubiertas, tal y como 
muestra la figura 6-3.  
Figura 6-3. Esquema de las verificaciones globales. 
4º- Estudio de modelos post-clasificación: Con el fin de minimizar el efecto frontera 
se analizan hasta 4 procesos de extracción de bordes para su procesado mediante un 
algoritmo diferente al de las áreas internas a las imágenes. 
ENSAYOS
Variables de Textura
• Estadísticos 1er orden




• Filtros de Laws
• Filtros de Gabor
Parámetros Metodológicos
• Resolución espacial 
• Resolución radiométrica
• Vecindario cálculo de texturas























Verificación sobre grupos de 
variables texturales










6.1. Preprocesado de las imágenes de partida 
6.1.1. Correcciones geométricas 
 Permiten eliminar los errores de carácter geométrico que acompañan al proceso 
de adquisición, así como dotar a la imagen de coordenadas, de tal forma que sea posible 
compararla con otra imagen o con información extraída de un mapa, intentando que la 
imagen resultante de estos procesos conserve, en la medida de lo posible, los valores 
radiométricos de la imagen inicial. Los errores geométricos que se presentan con más 
frecuencia en las imágenes son agrupados en dos tipos: 
 Sistemáticos: distorsión panorámica, distorsión por la curvatura terrestre, 
distorsión por movimiento de rotación terrestre y distorsión de oblicuidad debida 
al tiempo de barrido. 
 No sistemáticos: distorsión provocada por los movimientos de la plataforma y 
deformación debida al relieve. 
 Las correcciones geométricas hacen referencia a cualquier cambio en la posición 
que ocupan los píxeles en una imagen. Los cambios pueden explicarse a través de una 
transformación numérica, cuya expresión puede ser:  
F (x, y ) = G (f, c ) 
donde (x, y ) hacen referencia a las coordenadas de la imagen corregida y (f, c ) son las 
coordenadas de la imagen de entrada. Estas correcciones se pueden realizar: 
a) Por una modelización escena-sensor: a partir de la información orbital disponible. 
b) De forma empírica, mediante un ajuste directo a partir de puntos de control cuyas 
coordenadas son conocidas tanto en la imagen de partida como en la imagen 
corregida. Este ha sido el modelo aplicado en la práctica totalidad de imágenes 
empleadas, transformando mediante un polinomio de grado 2 y con errores medios 
cuadráticos menores a 1 píxel. 
 
6.1.2. Correcciones radiométricas 
 La teledetección se fundamenta en la recepción de la energía electromagnética 
que, proveniente del sol, es reflejada o absorbida para después ser emitida por los objetos 
de la superficie terrestre. Entran en juego en este proceso una serie de elementos que 
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condicionan las características de los datos captados como son la energía solar, las 
particularidades de los elementos de la superficie, los componentes de la atmósfera 
atravesada por la energía (que provocan absorción y dispersión atmosférica) y las 
cualidades de los sensores (ganancias y desfases). La influencia de cada uno de ellos en la 
imagen resultante es evidente. Son los efectos atmosféricos y los posibles desajustes 
técnicos en el sensor los que pueden provocar anomalías o errores radiométricos, lo que 
implica que los valores codificados por el sensor no se corresponderán con los valores 
reales de reflectancia, es decir, existirán discrepancias entre los valores digitales de 
intensidad de la imagen y los que debería presentar. Por lo tanto, los datos obtenidos sólo 
en pocas ocasiones pueden utilizarse en estado original y deberán someterse a un 
conjunto de tratamientos previos. 
 Las correcciones radiométricas son esas operaciones previas que modifican los 
datos de origen, generando alteraciones en las medias, desviaciones típicas, varianzas o 
en los histogramas, por ejemplo. Esto puede provocar cambios en los resultados de los 
análisis por lo que estas correcciones, al igual que las geométricas, se deben aplicar en la 
fase previa al procesamiento de los datos. 
 El modelo de corrección empleado principalmente ha sido el consistente en 
establecer relaciones entre los valores de reflectancia de las diferentes bandas espectrales 
y definir rectas de regresión entre bandas. 
 
6.1.3. Elaboración de mosaicos 
 Los mosaicos consisten en combinaciones de varias imágenes, aéreas o de 
satélite, en una única composición, para generar publicaciones o composiciones de mapa, 
o como un medio de combinar imágenes georreferenciadas en una sola que cubra una 
gran extensión. Generalmente las imágenes a componer presentan zonas comunes que 
permiten el enlace de unas con otras y que facilitan las correcciones radiométricas de 
forma adecuada. 
 Con las imágenes empleadas en el presente trabajo se han elaborado algunos 
mosaicos para representar en imágenes más manejables toda la variedad de tipologías 






6.2. Análisis de las diferentes variables de 
textura 
6.2.1. Índices estadísticos de primer orden 
 Una imagen es una función bidimensional f (x, y) de dos variables espaciales x e 
y, donde x = 0, 1, 2,..., N -1 e y = 0, 1, 2, 3,…, M -1. La función puede tomar valores 
discretos (valor digital de cada píxel) i = 0, 1, 2,…, G -1, donde G es el número de niveles 
de gris o niveles de intensidad en la imagen. El histograma de la imagen o función 
bidimensional f (x, y) es una función que determina para cada nivel digital i su frecuencia 
de repetición h (i ) dentro de la imagen: 














i,y,xfih δ  (6-1)














 El histograma de frecuencias de los niveles de gris acumula toda la información 
estadística de primer orden sobre una imagen o cualquier fragmento de ella. De cada nivel 
de gris se puede determinar cuál es la probabilidad de que aparezca en la imagen (o de 
ocurrencia): 
( ) ( ) 1210 −== G,...,,,i,
NM
ihip  (6-3)
 A partir de ella se pueden determinar algunas variables de textura de la imagen 
relacionadas directamente con la forma del histograma, con su anchura, con la forma de 
su distribución, etc. Estas variables permiten describir cuantitativamente las propiedades 
estadísticas de primer orden de la imagen y están basadas en el cálculo de los momentos 
centrales: 












b. Varianza: describe la variación de la intensidad alrededor de la media: 









ipi µσ  (6-5)
c. Skewness, tercer momento o coeficiente de asimetría: Determina si una 
distribución es simétrica alrededor del nivel digital de máxima frecuencia. Valores 
positivos indican que la distribución está desplazada hacia la derecha con una 
mayor cola hacia la derecha del máximo. Valores negativos indican que la 
distribución está desplazada hacia la izquierda, con una forma más prolongada 
hacia ese lado del máximo. 






















d. Kurtosis o apuntamiento: se define como el grado en el que una distribución 
estadística de frecuencias es puntiaguda y se determina por la expresión: 

































f. Entropía: mide la uniformidad del histograma: 










g. Intervalo de datos: 
minmax iiR −=  (6-10)
 
De las variables anteriores, la media y la varianza son las que peor información 
aportan sobre la textura, ya que representan en mayor medida las condiciones del proceso 
de adquisición de la imagen, como iluminación o brillo general de la escena o la ganancia o 




6.2.2. Índices estadísticos de segundo orden 
 Los estadísticos de primer orden son una aproximación a las texturas bastante 
sencilla, pero no pueden por sí solos caracterizarlas completamente. El principal método 
estadístico de análisis de texturas se basa en la definición de las distribuciones de 
probabilidad de co-ocurrencia entre pares de píxeles vecinos (Haralick et al., 1973), si bien 
existen otros como la auto-correlación espacial, el covariograma y el semivariograma 
(Maillard, 2003). 
 Los estadísticos de segundo orden son los obtenidos de la Matriz de Co-
ocurrencia de Niveles de Gris (MCNG), la cual representa los cambios en la 
distribución de intensidades o niveles de gris de una imagen y cuyos elementos P (i, j ) 
indican la frecuencia con la que dos niveles de gris i y j se dan en la imagen, tomando los 
píxeles dos a dos y separados una distancia D según una determinada dirección. Esta 
matriz de frecuencias (representada por P ) es simétrica y está en función de la relación 
angular entre píxeles vecinos, así como de la distancia entre ellos. En la figura 6-4 se 




















































































º135º90º45º0 PPPP  
           c)           d)           e)             f) 
Figura 6-4. a) fragmento 4x4 de una imagen con sus niveles de gris y las 4 direcciones de cálculo. b) 
construcción de la matriz de co-ocurrencias de los 4 niveles de gris. c), d), e) y f) matrices de co-
ocurrencia para las cuatro direcciones. 
 La MCNG permite caracterizar la organización espacial de los niveles de gris de un 
patrón de textura, si bien no puede recoger los aspectos de forma de las primitivas de 
nivel de gris, por lo que no es adecuada para texturas formadas por patrones de grandes 
dimensiones o primitivas extensas. Una vez formada la MCNG de una imagen, la 
caracterización de los niveles de gris y de sus patrones se consigue mediante la extracción 
i\j 0 1 2 3 
0 (0,0) (0,1) (0,2) (0,3) 
1 (1,0) (1,1) (1,2) (1,3) 
2 (2,0) (2,1) (2,2) (2,3) 












de sus características o descriptores de textura, propuestos por Haralick et al. (1973 y 
1979). Para su cálculo se parte de los conceptos de matriz normalizada p (i, j ) y de la 
matriz de probabilidad marginal px(i ). 
 Matriz de co-occurencias normalizada p (i, j ): Se define como la obtenida al 
dividir cada elemento de la matriz de co-ocurrencias P (i, j ) por el número de transiciones 
totales que se producen en dicha matriz. Cada elemento p (i, j ) representa la probabilidad 
de co-ocurrencia de los niveles de gris i, j para las condiciones de distancia y dirección 
consideradas. La matriz normalizada viene dada por la expresión: 


















siendo N el rango de niveles de gris empleado. Siguiendo el ejemplo anterior, para la 
dirección 90º sería: 























ºº j,ij,i Pp  
 Matriz de probabilidad marginal, px(i ): la definida por los respectivos 
sumatorios de los elementos de cada fila de la matriz normalizada: 








x j,ipip  (6-12)
 Las principales características de textura propuestas por Haralick et al. (1973) son 
las 8 que se describen a continuación y que son obtenidas a partir de la MCNG 
normalizada: 
a. Media: proporciona información sobre el brillo global de la imagen, sensación 









x ipiµ  (6-13)
b. Varianza: mide la heterogeneidad, es decir, la variabilidad de las intensidades en 
la imagen y aumenta su valor cuando los niveles de gris difieren de la media: 
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j,ipi µ  (6-14)
c. Contraste: También llamado inercia, establece la diferencia de la frecuencia 
entre valores altos y bajos del nivel de gris. Está directamente relacionado con la 
frecuencia espacial de la imagen y en imágenes con pocas variaciones locales en 
los niveles de gris el valor del contraste será bajo: 
















d. Uniformidad, homogeneidad o momento angular de segundo orden: 
mide la homogeneidad textural de una imagen. Las imágenes homogéneas se 
caracterizan por tener pocas transiciones de niveles digitales entre píxeles vecinos 
y la uniformidad será alta en aquellos vecindarios que presenten un pequeño 
número de valores distintos de cero pero de gran magnitud. Es un parámetro 
















e. Entropía: indica la aleatoriedad, complejidad o desorden en la distribución de 
intensidades de una imagen, es decir, la existencia de variaciones de niveles de 
gris en entornos próximos: 















f. Momento de diferencia inverso: está inversamente relacionado con el 
contraste y valores altos indican que la frecuencia de ocurrencia en la imagen de 
niveles de intensidad similares es elevada, discriminando zonas de variación de 


















g. Momento producto o covarianza: valores positivos altos indican una mayor 
probabilidad de que se den juntos en la imagen valores de intensidad similar. Por 
el contrario, valores negativos son propios de imágenes donde píxeles vecinos 
difieren mucho en su nivel de gris: 
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j,ipji µµ  (6-19)
h. Correlación: equivale al momento producto normalizado respecto a la varianza. 
Mide la dependencia lineal de las intensidades en la imagen y es el coeficiente de 
correlación entre dos variables aleatorias i, j donde i representa el posible valor 
en nivel de gris para el primer elemento y j el nivel de gris para el segundo 
elemento, separados ambos por la distancia D. Será mayor en imágenes que 
presenten grandes áreas con intensidades similares que en aquéllas que 
presenten ruido: 
( ) ( ) ( )


































La correlación presenta valores bajos alrededor de los bordes de zonas 
homogéneas por lo que será un buen estadístico para discriminar esas áreas. 
 
 De todas ellas, los diversos resultados publicados en la literatura específica 
resaltan algunas de ellas como más usadas o populares, siendo en orden decreciente las 
siguientes: Segundo momento angular, entropía, contraste (o inercia) correlación y 
momento de diferencia inverso (Maillard, 2003). 
 
6.2.3. Signaturas o variables wavelet 
 Existen métodos que relacionan el tiempo y la frecuencia de las señales, sean uni 
o bidimensionales. Materka y Strzelecki, 1998 plantean la existencia de 3 métodos: 
distribuciones Wigner, funciones de Gabor y transformadas wavelet y de estos dos últimos 
analizan ciertas características. Los filtros de Gabor no son ortogonales y ello genera 
características redundantes en diferentes escalas. Por contra, la transformada wavelet, 
pese a ser una operación lineal, no produce interferencias entre términos. A diferencia de 
la transformada de Fourier, la transformada wavelet tiene capacidad de localizar en el 
tiempo (o espacio) las características espectrales de la señal. 
 La ventaja anterior, junto a otras detalladas en los correspondientes capítulos de 
este trabajo, sugieren el empleo de la transformada wavelet. Tras ser aplicada, de los 
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resultados obtenidos se pueden extraer ciertas características de textura como las 
anteriormente indicadas o como las de los bloques siguientes. 
 Un problema importante en el análisis de texturas mediante wavelets (Livens et 
al., 1997) es el número de características obtenidas para segmentar o clasificar sobre ellas, 
sobre todo al emplear la wavelet packet. Son diversos los enfoques propuestos para la 
reducción de ese volumen de información, si bien el problema radica en establecer un 
criterio para continuar aplicando la transformada y de esa manera extraer más variables 
de textura, o bien parar en un determinado nivel y emplear las variables obtenidas hasta 
dicho nivel. Este proceso es denominado como transformada wavelet adaptativa. Son 
varios los criterios citados, como el de la varianza, el de la energía, o el de separabilidades 
entre clases. 
 La descomposición wavelet de una imagen genera una información referente a las 
altas frecuencias espaciales en forma de imágenes de detalles horizontales, verticales y 
diagonales y de bajas frecuencias en forma de aproximaciones. A partir de dicha 
descomposición se puede calcular una serie de estadísticos de primer y segundo orden, 
cada uno de ellos obtenidos mediante procedimientos diferentes. Los estadísticos de 
primer orden se obtienen a partir de los propios valores digitales de la imagen y de la 
distribución frecuencial de dichos niveles de gris en forma de histograma. Los de segundo 
orden son obtenidos a partir de la matriz de co-ocurrencias de niveles de gris. Algunos 
autores (Van de Wouver, 1998) los han aplicado de forma conjunta de cara a clasificar y 
segmentar imágenes de textura, englobándolos a todos ellos bajo la denominación 
“Wavelet Signatures”. Bajo esta expresión podremos analizar por tanto las signaturas de 
energía (“Energy Signatures”), las signaturas extraídas de los histogramas (“Histogram 
Signatures”) y las obtenidas de la MCNG (“Coocurrence Signatures”). 
 
6.2.4. Signaturas de energía 
La energía calculada sobre un vecindario de cada píxel de la imagen es una 
característica de textura importante, de tal manera que el conjunto de energías a 
diferentes escalas es considerado un buen rasgo a analizar (Livens et al., 1997). Según 
estos autores, no existen claras conclusiones sobre las mejores características a emplear 
siendo algunas de las más usadas la energía y la entropía, segunda varianza y algunas de 
las derivadas de la MCNG. 
La energía es una de las características de textura más empleadas en la literatura 
(Laine y Fan, 1993, Van de Wouwer, 1998, Van de Wouwer et al., 1999, Porter, 1996, 
Materka, 1998). La energía normalizada de una imagen f (x, y ) es definida como: 
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siendo x e y los índices de columna y fila de la imagen y N  el número total de píxeles de la 





MD 1  (6-22)
Ambas son medidas de la dispersión de los valores de la imagen y están altamente 
correlacionadas. 
La aplicación práctica de estas dos medidas para la discriminación de texturas se 
realiza sobre las imágenes de detalle obtenidas al aplicar la transformada wavelet a 
diferentes niveles, de tal manera que se genere un vector de características, en el que 
cada miembro sea la energía o desviación media de cada una de las imágenes de detalles 
(verticales, horizontales o diagonales) en cada escala. 
Una variante a esos vectores de rasgos texturales consiste en la construcción de 
una imagen de energía o desviación media de cada imagen de detalle, calculando la 
medida correspondiente sobre un determinado vecindario de cada uno de los píxeles 
iniciales. Esta rutina operativa generará tantas imágenes de energía o de desviación media 
como imágenes de detalle se tengan y de las mismas dimensiones. Es la variante 
empleada en los ensayos prácticos sobre imágenes. 
 
6.2.5. Signaturas del histograma 
El empleo de variables derivadas de los histogramas es aplicado por diversos 
autores en diferentes vías. Así, además de los estadísticos de primer orden anteriormente 
reseñados, Fatemi-Ghomi (1997) define el histograma de distancia, básicamente una 
medida de la separabilidad de las características de textura para un conjunto de clases 
definidas, por lo que sirve para evaluar la validez del modelo de variables de textura a 
emplear. El histograma de distancia es un gráfico en el que en abscisas se representa el 
número de características de textura y en ordenadas las distancias tanto dentro de las 
clases de una clasificación, como entre ellas. 
 Existen otros modelos basados en histogramas. En concreto, Van de Wouwer 
(1998), Van de Wouwer et al. (1999), parten de las imágenes de detalle resultantes de 
aplicar la transformada wavelet y extraen información estadística de sus respectivos 
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histogramas o diagramas de frecuencias de sus coeficientes. La justificación del empleo del 
histograma se basa en que las imágenes de detalles provienen de sucesivas convoluciones 
con dos filtros paso bajo y paso alto, genéricamente denominados H y G respectivamente. 
El filtro G es un filtro paso alto puro y ello implica que la media de las imágenes de detalle 
que surgen de su aplicación será igual a cero. Por tanto, su energía será exactamente su 
varianza y emplear dicha energía como variable de textura (tal y como se indica en el 
apartado anterior) equivale a caracterizar el histograma de cada imagen de detalles por 
una función gaussiana. Emplear el histograma como fuente de rasgos de textura tiene la 
ventaja de aprovechar la invarianza a la traslación de las características derivadas. Mallat 
(1989), estableció que los histogramas de las imágenes de detalle pueden ser definidos 
















siendo h(u ) la frecuencia de un nivel digital u, β inversamente proporcional al decaimiento 
del pico del histograma (β = 2 equivale a una función gaussiana), α expresa el ancho del 
pico del histograma (es decir, la varianza) y K es una constante de normalización. Todas 
las estadísticas de primer orden del histograma vienen proporcionadas por esas dos 
variables α y β. 
Otra característica de textura extraída del histograma parte de su forma, es decir, 
de su simetría. Es la que Van de Wouwer (1998) denomina parámetro de asimetría y que 
se expresa como: 









donde umax es el nivel digital o coeficiente de frecuencia máxima. La anterior ecuación 
genera un único valor para toda una imagen, si bien se puede crear una imagen de 
asimetría calculando dicho parámetro sobre un vecindario de cada uno de los coeficientes 
de cada imagen de detalle. Este parámetro de asimetría es parecido al coeficiente de 
asimetría estadístico que la literatura denomina skewness y ambos han sido evaluados en 
los ensayos realizados. 
 
6.2.6. Filtros de energía textural o de Laws 
Este método (Laws, 1980, 1985) consiste en la convolución de la imagen con 
varios filtros, produciendo tantas imágenes como convoluciones realizadas. Si llamamos I a 
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la imagen inicial y g1,…,gn a los respectivos filtros, una imagen genérica resultante de la 
convolución vendrá definida por la expresión: Jn = I * gn. Cada uno de esos filtros resalta 
una característica textural distinta (bordes, forma, ondulación, rugosidad, etc.), por lo que 
las nuevas imágenes tendrán valores relacionados directamente con esas características. 
Las ventanas de filtro (kernel) definidas por Laws para vecindarios de 3x3, 5x5 y 
7x7 están representadas en su forma unidimensional en la tabla 6-1. Los filtros de energía 
estudiados han sido: media ponderada (L), que proporciona información del nivel de gris 
promedio en el vecindario; gradiente (E), que es un filtro de realce de bordes; forma (S), 
realza ciertas formas en la dimensión de los niveles de gris; ondulación (W); rugosidad 
(R); y para terminar, oscilación (O). Los tres últimos relazan formas ondulatorias en la 
imagen. A ellos se les ha añadido el laplaciano de un filtro gaussiano (LoG). 
3 x 3 
L = [  1 2  1 ]
E = [ -1 0  1 ]
S = [ -1 2 -1 ]
 
5 x 5 
L = [  1  4 6  4  1 ] 
E = [ -1 -2 0  2  1 ] 
S = [ -1  0 2  0 -1 ] 
W = [ -1  2 0 -2  1 ] 
R = [  1 -4 6 -4   1 ] 
 
7 x 7 
L = [  1  6 15 20 15 6 1 ] 
E = [ -1 -4  -5 0 5 4 1 ] 
S = [ -1 -2   1 4 1 -2 -1 ] 
W = [ -1  0   3 0 -3  0  1 ] 
R = [  1 -2  -1 4 -1 -2  1 ] 
O = [ -1  6 -15 20 -15  6 -1 ] 
 
Tabla 6-1. Ventanas de filtros de tres vecindarios. 
 
Para el estudio de la influencia del tamaño del filtro se realiza el filtrado con los 
vecindarios de 5x5 y de 7x7, ya que son los más adecuados a las dimensiones de los 
elementos texturales presentes en las imágenes. El principal problema de este método es 
la posibilidad de introducir errores significativos en las zonas de transición entre diferentes 
texturas (efecto de bordes), ya que en estas zonas se tienen en cuenta vecindarios con 
mezcla de clases texturales, pudiendo estimarse valores para las características texturales 
correspondientes a patrones intermedios no existentes en la imagen real. A fin de 
minimizar este efecto se ha utilizado el método propuesto por Hsaio y Sawchuk (1989), 
que consiste en un nivel más de procesado: Para cada píxel de la imagen Jn se calcula la 
media y la varianza de los cuatro cuadrantes para los que el píxel (r, c) es un vértice, 
consiguiendo una imagen de energía, en la que a cada elemento E(r, c) se le asigna el 
valor de la media del cuadrante que posee menor varianza (figura 6-5). De esta forma se 
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asegura que la clase asignada a cada píxel es aquélla en la cual está mayoritariamente 
incluido. 
En la realización de este segundo nivel de procesado se utilizan distintos tamaños 
de vecindario, en función del tamaño de los filtros de textura utilizados. Así pues, para las 
imágenes de características texturales obtenidas con filtros de tamaño 5x5 se ha realizado 
el post- procesado con vecindarios de 5x5, 7x7 y 11x11, mientras que para las imágenes 
obtenidas con filtros de 7x7, el post-procesado se ha hecho con vecindarios de 7x7, 11x11 
y 15x15. 
Figura 6-5. Método de post-procesado. 
 
La evaluación del poder discriminatorio de los distintos filtros de energía así como 
de los distintos tamaños de los vecindarios del post-procesado se hace mediante análisis 
de separabilidad (distancias de Jeffries-Matusita y Divergencia Transformada) de las 
muestras de aprendizaje representativas de las texturas a caracterizar. De las 
separabilidades obtenidas para cada una de las clases, con las combinaciones expuestas 
de tamaño de filtros y de post-procesado, se ha comprobado que la separabilidad mayor 
para el conjunto de las clases, se corresponde con la imagen obtenida con los filtros de 
7x7 y el post-procesado para un vecindario también de 7x7. 
 
6.2.6.1.  Densidad de bordes 
La textura puede caracterizarse en términos de la cuantía e intensidad de bordes 
por unidad de área. Una transición brusca en los niveles de gris de una imagen alrededor 
de un píxel dado puede detectarse comparando por pares los valores de los vecindarios del 
píxel. Para obtener la densidad de bordes para un vecindario de la imagen se ha utilizado 
la expresión propuesta por Sutton y Hall (1972), en la que para cada distancia d en la 
imagen I, con un vecindario N, se calcula para cada píxel (i, j ) el gradiente (suma de los 
valores absolutos de las diferencias entre píxeles vecinos): 
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Variando la distancia d con la que se calcula la densidad de bordes, pueden detectarse 
bordes de diferentes tamaños. En este caso, se han obtenido tres imágenes de densidad 
de bordes con tres valores de distancia entre píxeles: d = 1, d = 2 y d = 3.  
De nuevo se ha realizado el cálculo de separabilidades de las muestras de 
aprendizaje, para las imágenes resultantes de los filtros de energía, con un tamaño de 
filtro de 7x7 y post-procesado de 7x7, añadiendo el filtro del laplaciano del gaussiano y 
cada una de las tres imágenes de densidad de bordes obtenidas. Se comprueba que la 
imagen de densidad de bordes que más información aporta para las clasificaciones 
posteriores es la correspondiente a una distancia de 3 píxeles para el conjunto de las 
imágenes a analizar, si bien, de forma desglosada se obtiene una distancia de 2 píxeles 
para algunas imágenes de muy alta resolución espacial (60 cm), mientras que para otras 
de resolución menor (2 m), es mejor una distancia de 1 píxel. En la figura 6-6 se detallan 
algunos fragmentos de los diversos filtros de energía y densidad de bordes para la imagen 
de Daimiel. 
 
   




Media ponderada LoG Densidad de bordes 




6.2.7. Filtros de Gabor 
 El origen de las funciones de Gabor y por extensión de la Transformada de Gabor 
se remonta a 1946, cuando Dennis Gabor dedujo la formulación de la Short Time Fourier 
Transform (STFT), la cual permitía analizar: 
• Componentes de altas frecuencias usando pequeñas ventanas, o bien 
• Componentes de bajas frecuencias usando ventanas mas anchas. 
Gabor introdujo en la STFT una familia de wavelets no ortogonales con soporte 
infinito basadas en las traslaciones sobre una función gaussiana (Seppälä, 2001), por lo 
que se puede considerar a la transformada de Gabor como una STFT en la que se emplea 
una ventana gaussiana. 
La aplicación de las funciones de Gabor se puede realizar como filtros en el 
dominio de la frecuencia para extraer características de textura específicas de cada 
frecuencia y orientación (Maillard, 2003), o lo que es lo mismo, se puede aplicar la 
transformada de Gabor mediante bancos de filtros discretos. Un banco de filtros Gabor es 
un banco de filtros paso banda con forma gaussiana, con cobertura diádica del rango de 
frecuencias espaciales radiales y múltiples orientaciones, es decir, es un conjunto de filtros 
gaussianos que cubren el dominio frecuencial con distintas frecuencias radiales y 
orientaciones (figura 6-7). 
Figura 6-7. Orientaciones y frecuencias radiales de un banco de filtros de Gabor. 
 
En el dominio espacial, un filtro de Gabor consiste en una función gaussiana 
modulada por una curva sinusoidal (figura 6-8): 
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donde σg determina la extensión espacial del filtro. 
Figura 6-8. Parte real (izquierda) e imaginaria (derecha) de un filtro de Gabor. 
 
En el dominio frecuencial, la función Gabor es una curva gaussiana: 










































los parámetros σx σy, controlan el ancho espacial y espectral de la función, los parámetros 
fc y β controlan el desplazamiento en frecuencia en el dominio espectral y α controla la 
rotación de las coordenadas. 
La función de Gabor tiene la propiedad de tener un ancho efectivo finito tanto en 
el dominio espacial como en el espectral. Esto es importante en el análisis de texturas, 
especialmente en la segmentación, ya que diferentes texturas tienden a concentrar, en 
muchos casos, sus energías en rangos estrechos de frecuencias. La transformada de 
Fourier de la función de Gabor viene dada por la expresión: 
( ) ( ) ( )( )[ ]22222exp θθσπ FsenvcosFuv,uH g −+−−=  (6-29)
Los parámetros que definen cada uno de los filtros de Gabor son: la frecuencia 
radial F donde está centrado el filtro en el dominio frecuencial, la desviación típica σ de la 
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curva gaussiana y la orientación θ respecto al eje de abscisas. Por simplicidad, se supone 
que la curva gaussiana es simétrica. 
El banco de filtros aplicado sobre las diversas imágenes se ha construido con 6 
orientaciones (0º, 30º, 60º, 90º, 120º y 150º) y tres combinaciones de frecuencia y 
desviación típica: F = 0.3536 y σ = 2.865, F = 0.1768 y σ = 5.73, F = 0.0884 y               
σ = 11.444, dando lugar a un total de 18 filtros que cubren el dominio frecuencial. Una vez 
aplicado el banco de filtros sobre la imagen, se ha obtenido su magnitud, para a 
continuación aplicarle un filtro gaussiano (σ = 5) paso-bajo que reduce la varianza y, 
consecuentemente, el error de clasificación. 
 Dado que tanto la descomposición wavelet como la transformada de Gabor se 
aplican mediante bancos de filtros, puede analizarse la relación existente entre ellos. 
Algunas ventajas de los filtros de Gabor radican en su fácil diseño, la posibilidad de 
seleccionar la orientación y frecuencia y la definición de filtros con un determinado ancho 
de banda (Laine y Fan, 1993). Por contra, presentan desventajas frente a la transformada 
wavelet como son ineficiencia computacional y el requerimiento de un gran número de 
canales para cubrir de forma aproximada el plano de frecuencias en su totalidad. En 
cambio, los filtros usados en la transformada wavelet (o filtros wavelet) cubren 
exactamente todo el dominio de la frecuencia, permiten diseñar algoritmos de cálculo 
sencillos y se pueden incorporar mejor a un sistema integrado de tratamiento de imágenes 
que busque la compresión, detección de bordes, clasificación, segmentación, etc. Además 
y teniendo en cuenta el coste computacional, la transformada wavelet es recomendada por 
su mayor rapidez de cálculo frente a la descomposición de Gabor (Livens et al., 1997). 
Desde el punto de vista de la ortogonalidad de las funciones de una 
transformación, la principal desventaja de emplear Gabor es que la salida del banco de 
filtros de Gabor no es mutuamente ortogonal, lo que puede implicar una significante 
correlación entre características de textura. Esto puede ser evitado usando la transformada 
wavelet, la cual analiza una señal a diferentes escalas. Otra ventaja de wavelet frente a 
Gabor es que los filtros paso bajo y paso alto de la transformación wavelet permanecen 
constantes entre dos escalas consecutivas, mientras que el modelo de Gabor requiere 
filtros de diferentes parámetros en cada escala, lo que conlleva un análisis previo de 






6.2.8. Selección de variables de textura 
 De los estudios previos se ha determinado emplear tan sólo algunas de todas las 
variables propuestas en el apartado anterior, ya que no todas ellas contribuyen de la 
misma manera a la fiabilidad de las clasificaciones (ver capítulo VII). Para ello se han 
aplicado cálculos de separabilidades estadísticas entre las diferentes variables, se han 
determinado las correlaciones estadísticas entre las bandas y se han evaluado los 
resultados de las clasificaciones con diversas agrupaciones. 
 Las medidas de separabilidad se pueden emplear para 3 fines: (1) Analizar si la 
elección de las clases temáticas a obtener es adecuada, es decir, si son suficientemente 
diferenciables. (2) Determinar si las muestras tomadas para todas las clases son lo 
suficientemente representativas de ellas o si por contra son muy heterogéneas. Y (3) 
conocer la mejor combinación de variables texturales que optimicen la clasificación, es 
decir, para seleccionar las mejores bandas o para saber el número de bandas necesario 
para una buena clasificación. 
 Se han calculado las separabilidades entre áreas de entrenamiento del clasificador 
en cada clase mediante las distancias de Jeffries Matusita y la de divergencia transformada 
(Richards, 1999). Estas distancias presentan valores comprendidos entre 0 y 2 y a mayor 
valor, mejor separabilidad estadística entre las áreas de aprendizaje de dos clases y para 
dos bandas. Tendrán un valor bajo para clases próximas (poco separables) y alto para las 
clases que estén más aisladas (muy separables). 














jiij dx/x(p)/x(pJ ωω  (6-30)
Conceptualmente, esta distancia está directamente relacionada con el área no común de 
las curvas de distribución de probabilidad p(x/ω) para cada clase. Cuanto mayor sea el 
área, mayor separabilidad existirá entre las clases. 
 La distancia de divergencia transformada se basa en la relación entre las 
probabilidades de dos clases i  y j, según la expresión: 
[ ]812 /DT eD −−=  (6-31)
donde se define la divergencia como: 
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siendo Ci  y Cj las matrices de covarianzas para las clases i, j. 
 
 La información estadística básica obtenida de las imágenes compuestas de todas 
las variables de textura derivadas (imágenes multibanda) en forma de matriz de 
covarianzas permite conocer los vectores y valores propios, así como la matriz de 
correlación entre bandas en su totalidad. Esta matriz permite resaltar aquellas variables 
que están fuertemente correlacionadas y que al aportar información redundante al modelo 
de datos podrían ser simplificadas. 
 
 El último modelo de selección de variables ha sido un modelo a posteriori, es 
decir, tras generar un conjunto de clasificaciones con diferentes agrupaciones de todas las 
variables se han evaluado mediante el cálculo de estadísticas entre clases, matrices de 
confusión e índice kappa y se ha determinado cuáles de ellas son más discriminantes. Se 
ha dado más peso a este modelo dado que las diferentes variables texturales presentan 
valores digitales muy heterogéneos entre ellas (al proceder de diversas ecuaciones de 
cálculo) y por ello las separabilidades y las correlaciones no generan buenos resultados e 
incluso llegan a provocar errores matemáticos en determinados casos. 
 
 
6.3. Determinación de los parámetros 
metodológicos globales 
 El tratamiento digital de señales se puede realizar desde diversos enfoques y 
mediante un amplio abanico de técnicas y algoritmos de procesado. Todos ellos generan 
resultados en función de las propias rutinas de trabajo en sí pero también dependiendo de 
las características intrínsecas de los datos de partida, bien sean señales unidimensionales o 
bien sean imágenes. Por ello se considera de gran importancia una correcta selección de 
aquellas características de partida que nos optimizarán los resultados esperados y 




6.3.1. Determinación de la resolución espacial óptima 
La disponibilidad de información geoespacial de cualquier parte del territorio 
puede en determinados casos llegar a ser importante: cartografía analógica, digital, 
ortofotografías, ortoimágenes, modelos digitales del terreno, etc. y además pueden 
provenir de diversas fuentes, como distintas plataformas espaciales y sensores o bien de 
diferentes organismos. A su vez, el abanico de posibles aplicaciones con objetivos variados 
experimenta cada vez un incremento considerable. Por todo ello, el responsable de un 
determinado proyecto que requiera el empleo de imágenes raster, bien aéreas o de 
satélite, puede encontrarse en las primeras fases del organigrama de trabajo con la 
disyuntiva de qué fuentes de datos seleccionar en función, evidentemente de los objetivos 
buscados, pero también de las diversas resoluciones posibles así como del presupuesto 
asignado para la adquisición de esos datos. 
 La escala de trabajo, entendida como 4 tipos posibles de escala (Cao y Lam, 
1997) determina en gran medida el diseño de las rutinas de trabajo. Esas 4 escalas son (a) 
la escala cartográfica en sí; (b) la escala geográfica u observacional que se refiere a la 
dimensión del área de trabajo; (c) la escala operacional, entendida como la escala a la que 
cierta rutina opera en el terreno; y (d) la escala de medida o resolución espacial. La 
selección de estas escalas y resolución depende de la realidad de la escena, es decir, de la 
naturaleza de los objetos, sus formas, dimensiones, agrupaciones que pueden formar, etc. 
y de cómo varíen con el cambio de resolución. Cada porción de la superficie terrestre 
presenta unos patrones distintos dependiendo de los objetos, sus tamaños, sus formas, 
etc. y para cada escala de trabajo esos patrones pueden cambiar. Esto implica que sea 
importante seleccionar el mejor tamaño de píxel para conseguir un cierto equilibrio entre 
definición espacial de los objetos y variabilidad espectral de los tipos de coberturas, ya que 
una resolución espacial alta hace disminuir la separabilidad espectral de las clases y genera 
peores fiabilidades en una clasificación. 
Un trabajo previo de análisis del entorno de trabajo, de los datos disponibles y de 
los objetivos buscados puede evitar tareas innecesarias, poco relevantes o incluso que 
generen resultados erróneos. Uno de esos análisis previos es el que sigue a continuación. 
Método de la varianza local 
La varianza local es definida como el valor medio de las varianzas en un 
vecindario determinado desplazado sobre la totalidad de la imagen. 
En una imagen cuya resolución espacial sea alta, es decir, tamaño de los píxeles 
menor a las dimensiones de los objetos de la escena, la mayor parte de las medidas 
realizadas estarán claramente influenciadas y correlacionadas con sus vecinos y la varianza 
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local será baja. Si aumentamos el tamaño del píxel hasta que se aproxime al de los objetos 
de la imagen, los valores tenderán a ser independientes de sus vecinos y la varianza local 
se incrementará. Si el tamaño del píxel se aumenta hasta superar las dimensiones de los 
elementos de la escena, varios de esos elementos conformarán cada píxel y la varianza 
local comenzará a decrecer. Por tanto, para determinar el mejor tamaño del píxel de la 
imagen debemos encontrar la resolución a la cuál la imagen presenta una mayor varianza 
local, cuantificada como la media de la imagen de varianza. 









22 1  (6-33)
donde n es el número de elementos del vecindario. 
El método propuesto por Cao y Lam (1997) establece el cálculo de la varianza 
local en un vecindario de 3x3 píxeles. Este vecindario se muestra claramente pequeño para 
caracterizar la mayoría de las texturas, ya que empíricamente se ha demostrado que con 
ese vecindario las mejores varianzas locales se obtienen para píxeles de un tamaño 
superior a la media. Se han analizado vecindarios de cálculo de 3x3, 5x5, 7x7, 9x9, 11x11, 
15x15 y 25x25. Todos los cálculos para las distintas resoluciones y vecindarios han sido 
implementados en una rutina propia en lenguaje IDL1. 
La aplicación de este cálculo tiene su justificación en el hecho de que en las 
aplicaciones sobre el territorio a partir de información remota se suele plantear, entre 
otras, una cuestión importante en el esquema organizativo del trabajo: ¿cuál es la mejor 
resolución espacial para una aplicación y unos objetivos específicos? Pues bien, mediante 
la determinación de la varianza local para cada imagen se puede determinar a qué 
resolución se consigue maximizar dicha varianza para obtener los mejores resultados en 
cualquier tarea posterior de cálculo de variables de textura, clasificación, etc. 
Para contrastar si la mejor resolución espacial obtenida por el método de la 
varianza local es efectivamente la mejor a la hora de obtener los resultados finales, 
también se han realizado clasificaciones supervisadas mediante el método de máxima 
probabilidad basado en la regla de decisión de Bayes, aplicado sobre la imagen original y 
las 8 variables de textura obtenidas de la matriz de co-ocurrencias de niveles de gris 
(véase el capítulo de resultados). Los elementos de esta matriz P (i, j ) representan las 
                                                 
1 IDL (Interactive Data Language) es el lenguaje fuente de la aplicación ENVI 
(Environment for Visualizing Images), que permite tanto programar en el entorno propio 




frecuencias relativas de los niveles de gris i y j, tomando los píxeles dos a dos y separados 
una determinada distancia d en una dirección dada. Cuanto mayores sean los valores de 
su diagonal principal más homogénea será la textura, mientras que cuanto más repartidos 
estén los valores fuera de la diagonal, más heterogénea será. De esta matriz se han 
obtenido, según el método propuesto por Haralick (1973), 8 variables estadísticas de 
segundo orden que representan las propiedades texturales de una imagen y son: 
uniformidad, contraste, media, entropía, varianza, momento producto, correlación y 
momento diferencia inverso. El cálculo de estas variables se ha realizado con un vecindario 
de 25x25, ya que en la zona de trabajo ha demostrado ser el vecindario óptimo para 
clasificar (Ruiz et al., 2004). 
Para la clasificación mediante el método señalado se han tomado una serie de 
nuestras de aprendizaje para cada clase, lo suficientemente representativas pero lo más 
homogéneas posible, con las que se han obtenido las funciones de densidad de 
probabilidad y las funciones de decisión del método probabilístico. Se han considerado 
otras porciones de la imagen empleadas en el análisis a posteriori de la clasificación, 
generando la matriz de confusión o matriz de errores. 
Otros autores como Maillard (2003) también han aplicado la rutina de Cao y Lam 
(1997) para conseguir la resolución espacial óptima en un problema de clasificación de un 
mosaico de fragmentos de fotogramas aéreos (escala 1/25.000) escaneados, obteniendo 
un tamaño óptimo de píxel de 1.4 metros que preserva casi toda la variabilidad espacial 
sin aumentar excesivamente el tamaño de la imagen a procesar. Fdez.-Sarría et al. (2005) 
también aplican esta rutina sobre varias imágenes y constatan, mediante clasificaciones a 
las diferentes resoluciones, que la que maximiza la varianza media de la imagen es la que 
proporciona una mayor fiabilidad global. Estos resultados son bastante coherentes con los 
obtenidos en nuestros ensayos y parecen demostrar la validez de este planteamiento. 
 
6.3.2. Determinación de la resolución radiométrica óptima 
La resolución radiométrica de una imagen de satélite nos indica el intervalo de 
niveles digitales o niveles de gris que pueden tener todos los píxeles de dicha imagen. Las 
imágenes en formato binario representarán dichos valores como combinaciones de 0 y 1. 
En función de la dimensión de esas combinaciones se hablará de mayor o menor 
radiometría, de tal manera que una imagen con 2 bits por píxel podrá presentar en cada 
uno de ellos valores comprendidos en el rango de 22 = 4, es decir, en el rango [0, 3]. Otra 
que codifique los niveles digitales con 8 bits por píxel presentará un rango de valores de  
28 = 256, lo que es lo mismo, [0, 255]. La primera de ellas tendrá una pobre definición de 
las diferencias entre respuestas espectrales de los elementos de la superficie, mientras que 
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la segunda permitirá discriminar bastante mejor los diversos elementos de la realidad. En 
la figura 6-9 se puede apreciar la diferencia evidente para una misma escena codificada 
con 8, 5, 2 y 1 bits por píxel. 
Figura 6-9. Porción de una imagen Landsat TM en la que se aprecia parte del puerto de Valencia con 
distintos rangos de grises. De izquierda a derecha: con 256 ND, con 32 ND, con 4 ND y con 2 ND. 
 
Las diferencias en la radiometría de las imágenes influyen mucho en los cálculos 
posteriores de variables texturales, ya que dichas variables, sean estadísticos de primer 
orden, segundo, variables de energía, etc. se basan en los valores digitales de la imagen o 
en vecindarios de ella. En el caso de la MCNG, sobre una imagen con muchos niveles 
digitales no se encontrarán co-ocurrencias suficientes dentro de la matriz como para 
caracterizar una textura. Para un mismo conjunto de variables y en una imagen específica, 
cabe esperar que haya una resolución radiométrica a la cual la clasificación se maximice 
porque la discriminación entre los elementos del vecindario de análisis sea la óptima. 
Los ensayos realizados tendentes a encontrar la mejor resolución radiométrica 
sobre 4 tipologías de superficies parten de la naturaleza de cada una se esas imágenes. 
Así algunas de ellas (las provenientes del satélite QuickBird) presentan una resolución 
nominal de 11 bits por píxel, mientras que las imágenes escaneadas de ortofotogramas 
parten de 8 bits por píxel. En todas ellas se han realizado las correspondientes operaciones 
matemáticas para abarcar un abanico de resoluciones que van desde 5 hasta 11 bits en 
todas. El cálculo aplicado para el remuestreo radiométrico ha sido un ajuste lineal entre los 
valores mínimo y máximo, sin aplicar ningún otro tipo de realce de la imagen, ya que ello 
alteraría las comparaciones finales. 
Tras el ajuste a los diversos intervalos de niveles digitales se ha procedido a 
calcular el mismo conjunto de variables de textura en todos los niveles de remuestreo, en 
concreto las 8 variables de textura derivadas de la MCNG. La clasificación de esos 
conjuntos y su evaluación mediante las matrices de confusión, expresan, en términos de 
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fiabilidad global, que no hay una resolución radiométrica óptima para todas las imágenes, 
sino que la realidad de cada escena condiciona la mejor radiometría. 
 
6.3.3. Determinación del mejor vecindario de cálculo de textura 
De los entornos considerados en el presente trabajo se puede extraer una 
conclusión un tanto simple pero real y que va a condicionar en gran medida los ensayos: la 
heterogeneidad de las cubiertas reflejadas en todas las imágenes. Ello supone un reto 
frente a la mayoría de los trabajos que se pueden encontrar en la literatura específica, los 
cuales se nutren en un alto porcentaje de imágenes homogéneas (no existe mucha 
variabilidad dentro de un mismo tipo de textura) de la base de Brodazt, o de VisualTex, o 
de imágenes clásicas como Lena, Barb,…, donde la mayoría de ellas en absoluto presentan 
la variabilidad de los elementos reales de la superficie terrestre. A modo de ejemplo se 
pueden comparar las tres subimágenes de la figura 6-10, donde cada una de ellas tiene un 






a) b) c) 
Figura 6-10. 3 tipos de cubiertas reales: cítricos (a), urbano desordenado (b) e industrial (c). 
Los cálculos de las variables de textura que se detallan en apartados anteriores se 
basan en vecindarios, es decir, en calcular dichas variables en el vecindario de un píxel y 
asignarlas a él. Tal y como se ha referido anteriormente, las imágenes presentan cierta 
variabilidad y por ello se ha extendido este análisis previo a los 4 entornos analizados en el 
capítulo “Datos de trabajo”. Además se han considerado entre 4 y 5 vecindarios para los 
ensayos, de dimensiones 9x9, 11x11, 15x15, 17x17, 21x21 y 25x25. No se han tenido en 
cuenta vecindarios mayores ya que introducirían en los cálculos importantes influencias de 
los píxeles pertenecientes en realidad a otros elementos contiguos pero diferentes de la 
imagen. Tal y como se detalla en los resultados del apartado 7.3.3, el vecindario que 




6.3.4. Algoritmos de aplicación de la Transformada Wavelet 
En la literatura específica sobre la transformada wavelet, son varias las formas en 
que es aplicada, dependiendo del tipo de datos de partida y del objetivo buscado. De 
todas ellas y tal y como se explica a continuación, se han elegido 3 para realizar unos 
ensayos comparativos de cara a clasificar imágenes de alta resolución de diversas 
tipologías de superficies naturales del terreno. El objetivo de esta comparativa ha sido el 
de contrastar si alguna de las tres modalidades presenta claras ventajas sobre las demás, 
ya que las diferencias en su aplicación son tangibles, tanto desde el punto de vista 
matemático como operacional. En los apartados 4.7.4.1, 4.7.4.2 y 4.7.7 del capítulo IV se 
detallan la base teórica del algoritmo “à trous”, del llamado “shift4” (ambos redundantes) y 
de la “transformada wavelet rápida bidimensional”. 
 El algoritmo “à trous” ha sido aplicado en forma de filtros bidimensionales, en 
concreto un filtro paso bajo basado en un spline bi-cúbico de 5x5, cuyos coeficientes se 
asocian a la función scaling. 
De otros ensayos realizados en este trabajo se deduce que el nivel óptimo de 
aplicación de la transformada wavelet es el nivel 3 (apartado 6.3.5). Dado que de una 
transformada wavelet nos interesa la información de las altas frecuencias propia de los 
detalles, se ha aplicado el algoritmo “shift4” ampliado al nivel 3, extrayendo la 
información de los detalles en cada nivel. Se ha procedido a promediarlos para cada nivel 
de cada una de las 4 imágenes (1 original y 3 desplazadas), obteniendo de esta manera 
una información relevante de las altas frecuencias para las 4 imágenes y en cada nivel. 
La aplicación de la transformada wavelet rápida bidimensional se ha 
realizado según los modelos del apartado 4.7.7 y mediante un conjunto de bancos de 
filtros bidimensionales, dependientes de cada una de las familias de funciones empleadas, 
tal y como se detalla en el apartado 6.3.6. 
 
6.3.4.1.  Aplicación práctica de los algoritmos 
Trabajando sobre cualquiera de los tres algoritmos anteriormente reseñados, la 
metodología operativa presenta 3 fases claramente diferenciadas, a saber, una primera 
fase en la que se aplica el algoritmo específico; una segunda en la que se extraen las 
variables de textura óptimas; y una tercera donde se clasifican éstas. 
1ª- Aplicación de los 3 algoritmos de descomposición wavelet 
Se han realizado dos ensayos aplicando los tres algoritmos sobre 3 tipologías de cubiertas 
diferentes, como son el ámbito metropolitano del norte de la ciudad de Valencia; entornos 
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forestales de áreas montañosas (mosaico de Espadán) y entornos mixtos entre zonas 
forestales y cultivos (mosaico de Ayora). 
En el primer ensayo se han aplicado las tres transformaciones o algoritmos 
anteriormente citados de la siguiente manera: La DWT aplicada mediante los filtros de 
Coiflet de soporte 12; el algoritmo shift4 con la misma función Coif12; y el algoritmo “à 
trous” como una descomposición a nivel tres mediante el empleo de un filtro s-pline 
discreto de tamaño 5x5 en el que los coeficientes quedan definidos según el esquema 
adjunto, con todos sus coeficientes multiplicados por 1/256: 
 
1 4 6 4 1 
4 16 24 16 4 
6 24 36 24 6 
4 16 24 16 4 
1 4 6 4 1 
 
En el segundo ensayo se ha empleado la familia de funciones wavelet de Meyer y en 
concreto la Meyer3 con 13 coeficientes (tabla 6-2), tanto para la DWT como para shift4, 
mientras que en la rutina “à trous” se ha empleado un filtro de 13x13 cuyos coeficientes se 
ajustan con bastante precisión a los de la función de Meyer empleada en las otras rutinas. 
 
0.00059 -0.00155 -0.00074 0.00323 0.00085 -0.01080 -0.01809 -0.01080 0.00085 0.00323 -0.00074 -0.00155 0.00059 
-0.00155 0.00405 0.00195 -0.00845 -0.00223 0.02827 0.04735 0.02827 -0.00223 -0.00845 0.00195 0.00405 -0.00155 
-0.00074 0.00195 0.00094 -0.00406 -0.00107 0.01360 0.02277 0.01360 -0.00107 -0.00406 0.00094 0.00195 -0.00074 
0.00323 -0.00845 -0.00406 0.01761 0.00465 -0.05893 -0.09869 -0.05893 0.00465 0.01761 -0.00406 -0.00845 0.00323 
0.00085 -0.00223 -0.00107 0.00465 0.00123 -0.01556 -0.02607 -0.01556 0.00123 0.00465 -0.00107 -0.00223 0.00085 
-0.01080 0.02827 0.01360 -0.05893 -0.01556 0.19722 0.33030 0.19722 -0.01556 -0.05893 0.01360 0.02827 -0.01080 
-0.01809 0.04735 0.02277 -0.09869 -0.02607 0.33030 0.55316 0.33030 -0.02607 -0.09869 0.02277 0.04735 -0.01809 
-0.01080 0.02827 0.01360 -0.05893 -0.01556 0.19722 0.33030 0.19722 -0.01556 -0.05893 0.01360 0.02827 -0.01080 
0.00085 -0.00223 -0.00107 0.00465 0.00123 -0.01556 -0.02607 -0.01556 0.00123 0.00465 -0.00107 -0.00223 0.00085 
0.00323 -0.00845 -0.00406 0.01761 0.00465 -0.05893 -0.09869 -0.05893 0.00465 0.01761 -0.00406 -0.00845 0.00323 
-0.00074 0.00195 0.00094 -0.00406 -0.00107 0.01360 0.02277 0.01360 -0.00107 -0.00406 0.00094 0.00195 -0.00074 
-0.00155 0.00405 0.00195 -0.00845 -0.00223 0.02827 0.04735 0.02827 -0.00223 -0.00845 0.00195 0.00405 -0.00155 
0.00059 -0.00155 -0.00074 0.00323 0.00085 -0.01080 -0.01809 -0.01080 0.00085 0.00323 -0.00074 -0.00155 0.00059 
Tabla 6-2. Coeficientes de la función wavelet Meyer3. 
 
2ª- Cálculo de las variables de textura derivadas de las imágenes de detalle 
De la fase anterior se ha obtenido una imagen de detalle para cada nivel de la 
transformada. De ellas se han calculado 4 variables de textura obtenidas de las 
correspondientes matrices de co-ocurrencias de niveles de gris (MCNG), a saber, varianza, 
homogeneidad, contraste y correlación, de tal forma que para cada imagen y algoritmo se 
tienen, entre otras, 12 variables de textura, 4 de cada nivel. 
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3ª- Clasificación y comparación de resultados 
Las variables empleadas en las clasificaciones son las siguientes, obtenidas para cada 
algoritmo y área de estudio: 
- 1 imagen original pancromática 
- 8 variables de textura obtenidas de la MCNG 
- 4 variables de texturas de la MCNG de los detalles de nivel 1 
- 4 variables de texturas de la MCNG de los detalles de nivel 2 
- 4 variables de texturas de la MCNG de los detalles de nivel 3 
 
Del estudio de los resultados de la página 204 se puede concluir que las 
similitudes entre los 3 algoritmos son importantes, no destacando ninguno de ellos de 
forma llamativa. Entrando en detalle se puede apreciar cómo la DWT genera en las 3 áreas 
analizadas las mejores fiabilidades globales e índice Kappa. Las mejores fiabilidades de 
usuario para las clases por separado también se repiten con mayor frecuencia en esta 
variedad de la transformada frente a las otras dos analizadas, por lo que se puede afirmar 
que la aplicación de la DWT nos proporcionará, a priori, los mejores resultados posibles. 
 
6.3.5. Niveles de descomposición de la Transformada Wavelet 
La transformada wavelet discreta consiste en un modelo de aplicación de 
descomposiciones y reconstrucciones de una imagen a diferentes escalas, lo que se 
denomina multiresolución. Es conocido que de cada una de esas resoluciones o niveles se 
puede extraer la información de las altas o bajas frecuencias presentes en la imagen. Dado 
que las imágenes analizadas en este trabajo presentan variabilidad en sus patrones 
texturales, realizar una descomposición tan solo a nivel 1 no nos proporcionará toda la 
información deseada ya que quedarán objetos en la imagen que a esa nueva resolución no 
puedan ser exhaustivamente considerados. Por ello se considera importante determinar a 
qué nivel o niveles se debe extender el modelo de descomposición (con los 
correspondientes submuestreos de factor diádico) para sacar la máxima información de la 
imagen en forma de altas y bajas frecuencias y poder ser analizadas (en la figura 6-11 se 
puede ver un ejemplo de un fragmento de imagen y su descomposición a nivel 2). 
Se ha aplicado la descomposición discreta wavelet mediante bancos de filtros 
hasta el nivel 3 para, sobre las imágenes de detalles (que reflejan la información de las 
altas frecuencias) promediadas entre detalles verticales, horizontales y diagonales, calcular 
variables de textura obtenidas de las MCNG de cada imagen de detalle y proceder a las 
CAPÍTULO VI 
156 
clasificaciones. Los resultados muestran que el nivel óptimo de descomposición es el nivel 













Figura 6-11. Imagen (izquierda) y su descomposición a nivel 2 en detalles y aproximaciones. 
 
6.3.6. Aplicación de la Transformada Wavelet Rápida: 
implementación mediante bancos de filtros 
La aplicación práctica de la transformada wavelet rápida se puede orientar hacia 
el empleo de bancos de filtros unidimensionales, siendo aplicados por filas y por columnas 
de manera consecutiva; o bien hacia los filtros bidimensionales, resultantes del producto 
tensorial de los dos filtros unidimensionales expresados como vector fila o vector columna 
según corresponda. Los filtros paso bajo, como su nombre indica, dejan pasar las bajas 
frecuencias en la señal y filtran las altas, es decir, suavizan los bordes (altas frecuencias), 
por lo que su efecto es similar al de un suavizado. Por contra, el filtro paso alto permite 
pasar las altas frecuencias (bordes) de la señal y filtra las bajas, por lo que este filtro 
enfatiza los contornos o lugares donde la frecuencia cambie notablemente. 
La transformada wavelet más básica y elemental data de principios del siglo XX y 
es conocida como wavelet de Haar. De ella se derivan los filtros de Haar, cuyos 
coeficientes, junto a los de los filtros bidimensionales se especifican a continuación. 
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El filtro paso bajo de Haar (1/√2, 1/√2) aplicado en forma de vector fila sobre las 
filas de una imagen, suavizaría los cambios en dirección horizontal. Aplicado en forma de 
vector columna sobre las mismas, conseguiría el mismo efecto en dirección vertical. El 
efecto conjunto al ser aplicado en filas y columnas es una imagen promediada o suavizada. 
 El filtro paso alto de Haar (1/√2, -1/√2) aplicado sobre las filas resaltaría los 
cambios en dirección horizontal (bordes verticales de objetos) y sobre columnas los 
cambios en dirección vertical (bordes horizontales de los objetos). De forma conjunta, se 
destacarían bien los contornos o límites de los objetos de una imagen. 
 Al combinar los dos filtros anteriores, se enfatizan los bordes horizontales o los 
verticales de la siguiente manera: (1) el filtro paso bajo en filas, seguido del filtro paso alto 
en columnas resaltarían las altas frecuencias en columnas por lo que marcarían los bordes 
horizontales; (2) el filtro paso alto en filas, seguido del paso bajo en columnas resaltaría 
las altas frecuencias en filas por lo que marcarían los bordes verticales. 
Para obtener el filtro bidimensional equivalente a los dos unidimensionales 
(siempre y cuando sean separables) se debe realizar el producto de vectores para obtener 
la matriz cuadrada: 
- Paso Bajo de Haar: (1/√2, 1/√2) 
- Paso Alto de Haar: (1/√2, -1/√2) 





























































































































































































De las funciones base scaling y wavelet definidas en la teoría de la transformada 
wavelet se derivan los coeficientes de los filtros que se pueden emplear en diversas 
aplicaciones. A su vez, se establecen familias de funciones base obtenidas a partir de la 
función wavelet madre mediante muestreo al entorno discreto y traslaciones y escalados y 
con diversos parámetros propios de cada función, como suavidad, momentos nulos, 
tamaño del soporte de la función,… que a su vez definen subtipos de funciones y 
coeficientes dentro de cada familia wavelet. 
A continuación se detallan tanto las gráficas de algunas de las funciones wavelet 
y scaling, como los coeficientes de los cuatro filtros derivados y que forman el banco de 
filtros necesario para aplicar la transformada wavelet en su fase de descomposición y en la 
de síntesis. La literatura al respecto establece un alto número de familias, si bien son las 
de Daubechies (1992), las Coiflet, las Symlet, y algunas otras las más empleadas. 
 
6.3.6.1.  Familias de funciones wavelet empleadas en los cálculos 
Algunas funciones wavelet son simétricas, como la Meyer y la Battle-Lemarié, 
mientras que otras son casi simétricas y otras, las que tienen soportes compactos, no lo 
son. En algunas aplicaciones esto no tiene excesiva importancia, como en compresión de 
imágenes, mientras que en otras, como segmentación o clasificación de imágenes es 
preferible usar wavelets simétricas para que el resultado de los algoritmos aplicados no 
cambie para imágenes con cierta simetría (Van de Wouver, 1998). En líneas generales, las 
funciones wavelet simétricas parecen tener mejor comportamiento al ser aplicadas sobre 
imágenes que las que no son simétricas, comportamiento desigual atribuido a la propiedad 
de tener fase lineal de los filtros simétricos (Materka y Strzelecki, 1998). Existen tres 
niveles de simetría en las funciones wavelet: las funciones no simétricas, como las familias 
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Daubechies o Biortogonales; las funciones casi simétricas, como las familias Symlet o 
Coiflets; y las simétricas, como las de Haar, Meyer y Battle-Lemarié (Tsolmon, 2003). 
En la mayoría de aplicaciones, el diseño de la función wavelet ψ debe optimizarse 
para conseguir los objetivos buscados, de tal manera que dicha función produzca el 
máximo número posible de coeficientes wavelet (resultado del producto de la señal por la 
familia de funciones wavelet 〈f,ψj,n〉) que sean cercanos a cero (Mallat, 1999). Una función 
f  tiene pocos coeficientes wavelet significantes si la mayoría de los coeficientes wavelet a 
pequeña escala (alta resolución) son pequeños. Todo esto depende de varios aspectos: en 
primer lugar de la regularidad de la función f de partida, sea uni o bidimensional, del 
número de momentos nulos (vanishing moments) de la función ψ  y del tamaño del 
soporte de la función ψ. 
Por lo que respecta al número de momentos nulos, se cumple que si una función 
f es regular y ψ  tiene suficientes momentos nulos, entonces los coeficientes wavelet 
〈f,ψj,n〉 son pequeños en escalas finas 2j. 
 En cuanto al tamaño del soporte, para minimizar el número de coeficientes de 
gran amplitud podemos reducir el tamaño del soporte de ψ, sin olvidar que el soporte de 
la función scaling ϕ será compacto si y solo si el filtro h tiene un soporte compacto. Si el 
filtro h es FIR en [N1, N2], la función ψ tendrá un soporte de tamaño N2-N1 centrado en la 
mitad de esa diferencia. Para minimizar el tamaño del soporte, se deben crear filtros 
conjugados en espejo (conjugate mirror filters, CMF) con tantos coeficientes distintos de 
cero como sea posible. Por tanto, al hablar de las diferentes familias se puede diferenciar 
entre las de soporte compacto y aquellas que no lo tienen. 
 Se puede establecer una interdependencia entre el número de momentos nulos y 
el tamaño del soporte, si bien a priori son independientes. En las wavelets ortogonales, si 
la función ψ tiene un número p de momentos nulos, entonces su soporte es al menos de 
tamaño 2p -1. Al elegir una wavelet se debe conseguir un cierto equilibrio entre el número 
de momentos nulos y el tamaño del soporte. Por ejemplo, si la función de entrada f tiene 
pocas singularidades y aisladas y es regular entre ellas, se puede elegir una wavelet que 
tenga muchos momentos nulos para producir un alto número de pequeños coeficientes 
wavelet (〈f, ψj,n〉). Si por el contrario aumenta la densidad de singularidades de la señal, 
puede ser mejor disminuir el tamaño del soporte a cambio de reducir el número de 
momentos nulos, ya que las wavelets que se superpongan a las singularidades de la señal 
producirán coeficientes de alto valor o amplitud. Todas estas particularidades se pueden 





6.3.6.2.  Wavelet de HAAR 
 La función de Haar es el ejemplo más antiguo de una función ψ que define una 
familia wavelet ψm,n(x ) y constituye una base ortonormal de L2(R), si bien no tiene una 
perfecta localización tiempo-frecuencia. Recordando la expresión de una familia de 
funciones wavelet para una dilatación m y una traslación n, y considerando un factor de 
escala a = 2 y una traslación b = 1. 
( ) ( )nxx m/mn,m −= −− 22 2ψψ  (6-38)
 La expresión de las funciones scaling y wavelet de Haar es obtenida a partir de la 
formulación planteada en el análisis multiresolución sobre la función de Haar, que es 
constante a tramos. La función scaling es ϕ(x ) = 1 para 0 ≤ x < 1 y 0 en cualquier otro 
caso. El filtro de paso bajo h(n) tiene coeficientes no nulos e iguales a 1/√2 para n = 0 y  
n = 1. Por tanto: 




 ==−= ∫ casootro0
10si2122 ,n/nxxdxhn ϕϕ  (6-39)
y aplicando expresiones propias del MRA, como son la ecuación de dilatación y la ecuación 
wavelet, 
( ) 11 1con +−− −==∑ nnn
n
n,n hgg ϕψ  (6-40)
se tiene que 
gn = ((-1)0 h1, (-1)1 h0) = (h1, -h0) 
y por extensión 
ψ = g0 ϕ-1,0 + g1 ϕ-1,1 = (1/√2 ϕ-1,0 , - 1/√2 ϕ-1,1) 


















La wavelet de Haar tiene el menor soporte de todas las wavelets ortogonales y no 





Figura 6-12. Funciones scaling y wavelet de Haar. 
 
6.3.6.3.  Wavelet DAUBECHIES 
 Son una amplia familia de funciones ortogonales diseñadas por Ingrid 
Daubechies. Se adaptan bien a señales o imágenes que posean cierta “suavidad” y esa es 
una de sus principales ventajas, que mejoran sustancialmente el tratamiento de señales 
que posean esa cualidad. Las scaling y las wavelet pueden llegar a tener soportes grandes 
y ello produce promedios y diferencias empleando pocos valores de la señal. La 
normalización de estas funciones viene expresada como (Strang, 1996): 
( )∑ = 2nh  (6-42)
 Las wavelet de Daubechies son óptimas en el sentido de que tienen un tamaño de 
soporte mínimo para un número dado p de momentos nulos. Las wavelets de soporte 
compacto son calculadas con filtros de impulso finito en forma de filtros conjugados de 
espejo CMF (Conjugate Mirror Filters). Estos filtros tienen 2p = n coeficientes no nulos, 
siendo p el número de momentos nulos, estando esto justificado por el hecho de que un 
filtro h de este tipo, tal que su transformada de Fourier para una frecuencia ω tenga p 
valores nulos en ω = π, tendrá al menos 2p = n coeficientes no nulos. 
 Como demuestra Daubechies (Mallat, 1999), si una wavelet ψ tiene p momentos 
nulos y genera una base ortonormal de L2(R), entonces tiene un soporte de tamaño mayor 
o igual a 2p -1. Una wavelet Daubechies tiene un soporte de tamaño mínimo definido en el 
intervalo [-p+1, p] y el soporte de la función scaling ϕ está definido en [0, 2p -1]. 
 En la tabla 10-1 se detallan los coeficientes de algunos filtros de paso bajo 
derivados y aplicados. Estos coeficientes son los correspondientes a los filtros de paso bajo 
de reconstrucción h1 (n ) ya que al tratarse de filtros ortonormales (en los que se basa la 
FWT), el resto de filtros del esquema de descomposición-reconstrucción de obtienen de él 
según las relaciones expresadas en la tabla 4-1. 
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a)   
b)  
Figura 6-13. Funciones scaling y wavelet Daubechies 4 (a) y Daubechies 8 (b). 
Figura 6-14. Relación gráfica entre los coeficientes de los 4 filtros de un banco de filtros 
ortonormales, concretamente los de la función Daubechies 4. 
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 En los ensayos se han aplicado dos de las funciones Daubechies, en concreto las 
de soporte igual a 4 y 8 y con 2 y 4 momentos nulos respectivamente, representadas en 
las figuras 6-13 y 6-14, en las que se aprecia la forma de las funciones scaling y wavelet y 
las relaciones entre los coeficientes de los filtros derivados. Ese comportamiento de los 
filtros ortonormales se repite para todas las familias de funciones empleadas por lo que se 
omite su representación gráfica, bastando las tablas del apartado 10.2 para tener una 
clara interpretación de su realidad y posibles efectos sobre las imágenes. 
 
6.3.6.4.  Wavelet COIFLET 
 Este tipo de wavelets ortogonales pretenden mejorar las Daubechies consiguiendo 
una aproximación mejorada entre los valores de las tendencias y los de la señal original y 
siendo funciones casi simétricas. Son una familia de wavelets ψ que tienen p momentos 
nulos y un tamaño de soporte mínimo, pero cuyas funciones scaling ϕ además cumplen: 





<≤== pkdtttdtt k 1para0y1 ϕϕ  (6-43)
Esta condición complementaria requiere incrementar el soporte de ψ y por ello las 
wavelets Coiflet tienen un soporte de tamaño 3p -1 en vez de 2p -1 de las Daubechies. 
 Algunos ensayos previos (Abrishami et al., 2004) han mostrado que filtros como 
el laplaciano del gaussiano (LoG) no permite una reconstrucción completa de la imagen, 
justificando esto el empleo de una wavelet Coiflet de soporte 6, cuya forma es similar al 
LoG. En los ensayos realizados se han empleado las Coiflet de 6, 12, 18 y 24 coeficientes, 
ya que su soporte más amplio que el de otras funciones hace pensar que se puede adaptar 
mejor a las texturas de las imágenes. En las figuras 6-15 y las tablas 10-2, 10-3, 10-4 y 
10-5 se detallan las funciones wavelet, scaling y los coeficientes de los filtros asociados 
para las funciones Coiflet de soporte 6, 12, 18 y 24 coeficientes. 
 
6.3.6.5.  Wavelet SYMLET 
 La familia de funciones wavelet denominadas symlets, nombre derivado de 
“symmetrical wavelets”, fueron diseñadas con el objetivo fundamental de conseguir la 
mayor simetría posible en las funciones a aplicar. Si bien no son perfectamente simétricas, 
fueron diseñadas para tener la menor asimetría posible y el mayor número de momentos 
nulos en un soporte relativamente compacto. 
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a)    
b)    
c)    
d)    
Figura 6-15. Funciones scaling y wavelet Coiflet 6 (a), Coiflet 12 (b), Coiflet 18 (c) y Coiflet 24 (d). 
 Las wavelets de Daubechies anteriormente analizadas son bastante asimétricas y 
los filtros correspondientes tienen su energía concentrada cerca del inicio de su soporte. 
Las funciones wavelet casi simétricas, como las Coiflet o las Symlet, siguen teniendo un 
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soporte mínimo en el intervalo [-p+1, p] con p momentos nulos, pero tienen filtros 
asociados más simétricos respecto del centro de su soporte y por ello no se concentra la 
energía de la imagen en uno u otro extremo sino que se concentra en la parte central, tal 
y como puede observarse en la figura 6-16 y tablas 10-6 y 10-7, donde se aprecian las 
funciones Symlet de soporte 8 y 16.  
 Para las funciones Symlet de soporte 8 y 16 y partiendo de los coeficientes del 
filtro paso bajo de reconstrucción h1(n ) con 4 y 8 momentos nulos respectivamente se 
obtienen el resto de coeficientes de los filtros ortonormales restantes del proceso completo 
de descomposición - reconstrucción de la señal o imagen de entrada según las relaciones: 
siendo n la posición de cada coeficiente en el filtro (n = 0, 1, 2,…) y 2K el tamaño o 




Figura 6-16. Funciones scaling y wavelet Symlet 8 (a) y Symlet 16 (b). 
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6.3.6.6.  Wavelet de BATTLE-LEMARIÉ 
 Battle (1987) y Lemarié (1988) construyeron unas wavelets ortonormales usando 
funciones base simétricas con un decaimiento exponencial. Para ello, partieron de un B-
spline con valores enteros para la función scaling. Al provenir del proceso de 
ortogonalización de los B-splines se les llama también “wavelets splines”. 
 Al tratarse de funciones spline, y mas precisamente polinomios a tramos de grado 
k, tienen k -1 derivadas continuas en los nodos del polinomio. Son funciones asociadas a 
un análisis multiresolución consistente en espacios de funciones splines. En cada caso se 
toma un B-spline como la función scaling original. 
 Todas las wavelets Battle-Lemarié y sus correspondientes funciones scaling 
ortonormales tienen un decaimiento exponencial y el ratio de decaimiento disminuye al 
incrementar el orden k del espacio Ck donde se define. Ya que se trata de un spline 
polinomial de grado m, es m -1 veces continuamente diferenciable. Las wavelets spline 
polinomial son menos regulares que las wavelets de Meyer pero tienen un decaimiento 
asintótico más rápido en el tiempo. Si el grado del polinomio m es impar, ψ es simétrica 
sobre 1/2. Si m es par, es antisimétrica sobre 1/2. 
 La única función empleada de esta familia es la Battle-Lemarié de orden 6, cuyos 
coeficientes se adjuntan en la tabla 10-8. 
 Las funciones madre de las wavelets Daubechies, Coiflet, Symlet y Battle-Lemarié 
tienen soporte compacto (la función toma valores en un intervalo acotado) y por lo tanto 
el número de coeficientes a manejar es finito, evitando la pérdida de información al ser 
aplicada. Por el contrario, existen otras funciones wavelet madre, como las dos siguientes, 
que no tienen soporte compacto o finito y eso conlleva que a partir de un determinado 
momento se desprecian coeficientes considerándolos no significativos, y se produce un 
error de aproximación. El decaimiento de las wavelets no finitas debe ser por tanto lo más 
rápido posible en el tiempo para que el error cometido sea a su vez el menor posible. Pese 
a tener soporte infinito, su transformada de Fourier sí tiene soporte compacto, 
llamándoseles por ello de banda limitada y considerando que físicamente tienen energía 
finita. 
 
6.3.6.7.  Wavelet de SHANNON 
 Se define en el espacio de los números complejos C∞, siendo equivalente a la de 
Haar pero en el espacio de frecuencias, ya que aproxima la función restringiéndose a los 
intervalos de bajas frecuencias. Los coeficientes del filtro asociado a la función scaling, 




















2 ,,,,,,hk  (6-45)
 Esta wavelet es obtenida a partir de la aproximación multiresolución de Shannon, 
la cual aproxima la función por su restricción a intervalos de bajas frecuencias. Esta 
función pertenece al espacio C∞ y tiene un lento y asintótico decaimiento en el tiempo, 
además de que la función ψ tiene un número infinito de momentos nulos. 
 
6.3.6.8.  Wavelet de MEYER  
 Una wavelet de Meyer es una función de frecuencia limitada a una banda cuya 
transformada de Fourier es suave, al contrario que la de Shannon, por lo que tiene un mas 
rápido y asintótico decaimiento en el tiempo. Suaviza mediante interpolación el problema 
de discontinuidad que presentaba la wavelet de Shannon y al igual que ésta, las bases de 
Meyer tienen soporte infinito (Daubechies, 1992) y su función ψ tiene un número infinito 
de momentos nulos. 
Si la función de suavizado empleada es una función simple se obtiene la wavelet 
de Meyer de orden 0. Al emplear una función de suavizado polinómica de grado 5 se 
obtiene la wavelet de Meyer de orden 3, de la que tomando 13 de los coeficientes de la 
función scaling se define el filtro de paso bajo empleado (figura 6-17 y tabla 10-10). 
 
 
Figura 6-17. Funciones scaling y wavelet Meyer 3. 
 
6.3.6.9.  Esquema de trabajo aplicado mediante bancos de filtros 
La aplicación de la Transformada Wavelet Discreta Rápida mediante bancos de 
filtros bidimensionales se realiza según los modelos de descomposición y reconstrucción 
formulados por Mallat, 1989. En ellos, ver apartado 4.7.7 del capítulo 4, se aplican filtrados 
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por filas, submuestreos, filtrados por columnas y submuestreos para terminar el esquema 
a nivel 1. Su extensión a más niveles es análoga. Para la reconstrucción de la imagen 
inicial se aplican sobremuestreos y filtrados con los filtros de reconstrucción o síntesis 
para, en una última fase, sumar los resultados parciales y lograr la imagen inicial. El 
objetivo de nuestros ensayos no es reconstruir la imagen, sino extraer la información de 
altas frecuencias en forma de imágenes de detalles, por lo que el esquema de Mallat es 
adaptado a nuestros requerimientos de la forma que muestra el esquema de la figura 6-18  
donde se especifica el procedimiento de trabajo aplicado con los coeficientes de los filtros 
anteriormente reseñados. En amarillo se muestran los resultados parciales de la 
transformada directa como tendencias (Tend) y fluctuaciones horizontales, verticales y 
diagonales (FlucH, FlucV y FlucD). En morado los resultados finales, obtenidos al aplicar 
sobre los anteriores la transformada inversa, en forma de imágenes de aproximación 
(APROX) y detalles verticales, horizontales y diagonales (DET-H, DET-V y DET-D). 
 
6.3.7. Selección de parámetros asociados a las funciones 
wavelet 
 Para aplicar la transformada wavelet en los términos detallados en apartados 
anteriores es muy importante analizar el comportamiento de cada uno de los parámetros 
considerados frente a cada imagen o tipo de textura concreta. No todos ellos tienen la 
misma influencia en los resultados finales y por ello se han determinado, a partir de los 
resultados de una batería de clasificaciones, aquellos que más peso presentan para 
conseguir buenas fiabilidades. Si bien es importante destacar que no hay una 
preponderancia de unos parámetros frente a otros, sí es evidente que la mayor parte de 
las texturas son analizadas mejor con un tipo de función wavelets, o un soporte concreto o 
un nivel de descomposición determinado, etc. Se perfilan algunas ideas similares a las 
obtenidas por otros autores. Son las que siguen. 
 Se han realizado ensayos sobre todas las áreas de trabajo para comprobar si de 
todas las familias de funciones detalladas en el apartado anterior, con sus filtros asociados, 
hay alguna que conlleve a una mejor clasificación. Se han empleado las funciones 
Daubechies de soporte 4 y 8, las Symmlet 8 y 16, la Battle-Lemarié 6, la Shannon 7, la 
Meyer 3 y las Coiflet de tamaño 6, 12, 18 y 24. Los resultados muestran que no hay una 
función que claramente destaque sobre el resto moviéndose casi todas ellas en unas 
fiabilidades que divergen entre sí un porcentaje bajo (entre un 8-10% de promedio). 
Parece apuntarse no obstante, que la familia Coiflet y su función de soporte 24 se 
comporta algo mejor que el resto. Se puede decir, por tanto, que la elección de la función 
wavelet tiene sólo pequeños efectos en los resultados, como previamente apuntaban otros 
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trabajos (Chang y Kuo, 1993, Fatemi-Ghomi et al., 1996, Simard, 1999), si bien es 
frecuente el empleo de funciones de la familia Coiflet, de forma similar al LoG pero que 
permiten una reconstrucción completa de la imagen (Abrishami et al. 2004). Este buen 
comportamiento en el estudio de las texturas de las funciones Coiflet se justifica por su 
simetría casi total. 
 Por lo que respecta al tamaño de la función, parece que los soportes de mayor 
dimensión generan mejores resultados, sobre todo al analizar texturas rugosas o de 
patrones espaciales mayores. En el trabajo de Laine y Fan (1993) se experimenta con dos 
funciones de tamaños diferentes (20 y 6 coeficientes) encontrando resultados levemente 
mejores para la más grande. Se puede afirmar que para un conjunto de funciones de una 
misma familia, aquellas de mayor soporte generan fiabilidades mayores. 
 En cuanto al mejor nivel de descomposición, en los resultados obtenidos de los 
ensayos previos se apunta a que una descomposición multiescala de nivel 3 es la óptima, 
tal y como otros autores proponen (Unser, 1995). 
 
6.3.8. Método de clasificación empleado 
 Para la realización de las diversas clasificaciones se ha empleado un clasificador 
supervisado paramétrico y en concreto el de máxima probabilidad. Se ha elegido este 
método porque a diferencia de otros, tiene en cuenta la distribución de frecuencias de los 
niveles digitales y determina funciones de densidad de probabilidad que otorgan mayor 
consistencia a las asignaciones que si tan solo se consideran medias y desviaciones típicas. 
De hecho, es el más empleado en los diversos trabajos realizados. Este método se 
fundamenta en la Teoría de la decisión de Bayes, la cual define: 
- ix : vector de características del píxel i; i = 1, ..., n 
- ωi: clases de asignación;   i = 1, ..., m 
- p: nº de variables de entrada (bandas espectrales,...). 
- n: nº de píxeles en al imagen. 
- m: nº de clases (vegetación, urbano, agua,...). 
- P(ωi ): Probabilidad “a priori” de que un píxel tomado al azar pertenezca a la clase 
ωi. 
- p( x /ωi ): Función de densidad de probabilidad condicional del vector x  para la 
clase ωi. Es la probabilidad de que un píxel de la clase ωi tenga un vector de 
características x . 
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- p(ωi / x ): Probabilidad “ a posteriori “. Es la probabilidad de que, dado un vector 
de características x , el píxel en cuestión pertenezca a la clase ωi . 
 
Según la regla de decisión de Bayes: 
( ) ( ) ( )( )xp
P/xpx/p iii
ωωω ⋅=  (6-46)








Dados los valores espectrales de un píxel ( ix ), diremos que pertenece a la clase ωi si su 
probabilidad a posteriori es máxima, esto es, si cumple la condición: 
ij ≠∀        ( ) ( )x/px/p ji ωω >  (6-48)
o lo que es lo mismo, si: 
ij ≠∀        ( ) ( )
( )
( ) ( )
( )
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(6-49)
Es decir, la regla de decisión de Bayes se reduce a maximizar la probabilidad a posteriori 
de x . 
 Así pues, las funciones de decisión gi ( x ) y gj ( x ) se obtienen a partir de las 
probabilidades a priori de cada clase y de las funciones de densidad de probabilidad 
condicional de un vector de características dado, x  para cada clase ωi . Comparando las 
funciones de decisión, la de mayor valor corresponderá a la clase que maximiza la 
probabilidad de que el vector x  pertenezca a ella, por lo que se le asignará al píxel en 
cuestión por minimizar el riesgo de error. 
 La probabilidad a priori puede estimarse a partir de los datos iniciales o de 
información auxiliar. Su efecto es el de ponderar más unas clases que otras. 
 La densidad de probabilidad condicional de un vector x  para una clase ωi puede 
estimarse a partir de una muestra de aprendizaje. El proceso de estimación de las 
funciones de densidad de probabilidad condicional o de sus parámetros, a partir de 




 En términos de cálculo, en el proceso de clasificación supervisada por el método 
de máxima probabilidad bayesiana se seguirán los siguientes pasos: 
1. Selección de muestras de aprendizaje: selección de píxeles cuya clase es 
conocida, ya que la clasificación supervisada requiere el “entrenamiento” del 
clasificador mediante la extracción de una serie de muestras de aprendizaje. Tal 
conocimiento se adquiere a partir de datos auxiliares recogidos en campo, a partir de 
mapas, tras una fotointerpretación de las fotografías aéreas existentes de la zona, o 
bien a partir de la visualización de la propia imagen (suponiendo un conocimiento 
previo de la misma) con las diferentes composiciones de las bandas de la imagen (la 
composición en falso color infrarroja resalta la vegetación, etc.). Las muestras deben 
ser lo más representativas posible de cada clase. En general, cuantos mejores píxeles 
seleccionemos más representativa será la muestra para esa clase. 
2. Cálculo de la función de distribución de probabilidad p-dimensional para cada 
clase, p( x /ωi ), (equivalente al histograma normalizado en las p dimensiones). 
3. Estimación de las probabilidades a priori, P(ωi ), de cada clase, que se utilizarán 
para ponderar las p( x /ωi ). Se pueden obtener a partir de datos de la zona, o bien a 
partir de una observación de la imagen. La consideración de probabilidades a priori, 
estimadas a partir de información existente de anteriores trabajos sobre la zona 
(Pardo et al., 1999), permite una mejor determinación de la frontera de decisión entre 
clases, tal y como se muestra en la figura 6-19, donde las densidades de probabilidad 
de las clases 1 (p(x/ω1)) y 2 (p(x/ω2)) se ven afectadas por la estimación de 
probabilidades a priori de tal manera que la frontera de decisión entre esas dos clases 
se ve modificada de F a F’, mejorando el resultado de la clasificación. 





















4. Asignación de una clase a cada píxel en la imagen a partir del cálculo de las 
funciones de decisión, gi ( x ). 
 A la hora de estimar las funciones de densidad de probabilidad, p( x /ωi), si el 
vector de características, x  es p-dimensional, entonces p( x /ωi) será una función de p 
variables. Si su forma es desconocida se requieren métodos de teoría de probabilidad 
multivariante para su estimación, los cuales suelen ser difíciles de aplicar en la práctica, 
especialmente si las muestras de aprendizaje son pequeñas o si las funciones de densidad 
de probabilidad no siguen una forma estándar. 
 Por ello, una de las simplificaciones más comunes es considerar que las funciones 
de densidad de probabilidad condicional para cada clase siguen distribuciones normales. 
Cuanto más se aproxime esta suposición a la realidad, mayor será la probabilidad de 
acierto en la clasificación. En el caso unidimensional, los parámetros que deben estimarse 
son la media (µ) y la desviación típica (σ) de la distribución para esa dimensión. La forma 




















donde µi y σi se estiman a partir de las muestras de aprendizaje, independientemente para 
cada clase. 
 En el caso genérico de p bandas o variables de partida, µi se convierte en un 
vector p-dimensional de medias ( iµ ), y σi en una matriz de covarianzas Ci (p xp). La función 
de densidad normal multivariada se expresa entonces: 
( )
( )






















siendo |Ci | el determinante de la matriz Ci, y donde la función de densidad para cada clase 
quedaría completamente definida por su vector de medias iµ  y su matriz de covarianzas 
Ci estimados ambos a partir de las muestras de aprendizaje. Así, si para la clase ωi 























1 µµ  
(6-53)
 En el caso bidimensional, resulta una superficie gaussiana en forma de campana. 
Proyectando sobre el plano x1 x2 los puntos de corte de la función de densidad con planos 
horizontales a distintas alturas, se obtienen las curvas de isodensidad en forma de elipses 
concéntricas. La orientación y el tamaño relativo de los ejes de dichas elipses dependen de 
las varianzas y covarianzas entre x1 y x2. 
 Las funciones de decisión derivadas de este método son hipercuadráticas 
(funciones cuadráticas en el espacio p-dimensional). Por ello, un clasificador bayesiano 
basado en la máxima probabilidad y suponiendo funciones de distribución gaussianas, 
producirá superficies de decisión de segundo orden entre cada par de clases. Si las 
variables se distribuyen realmente según una función normal, este tipo de superficies 
producirá los mejores resultados. 
 
6.3.9. Evaluación de las clasificaciones 
Entre los métodos comunes para evaluar la precisión de una clasificación, el más 
extendido en teledetección es el de la matriz de errores o matriz de confusión, que 
consiste en la representación numérica bidimensional de las muestras utilizadas como 
evaluación, en la que las filas (o columnas) representan las clases asignadas en el proceso 
de clasificación y las columnas (o filas) las clases reales obtenidas a partir del muestreo de 
campo o de los datos de referencia. 
 A partir de esta matriz pueden deducirse varios índices. En primer lugar la 
fiabilidad global, que se obtiene dividiendo el total de píxeles correctamente clasificados 
(suma de la diagonal principal) entre el número total de píxeles en la muestra de 
evaluación. 
Además, pueden estudiarse las precisiones individuales de cada clase mediante 
dos índices complementarios. El primero de ellos se calcula dividiendo el número de 
píxeles correctos de una clase entre el número total de píxeles de esa clase obtenido a 
partir de los datos de referencia (el total de la columna correspondiente). Este valor 
expresa la proporción de píxeles pertenecientes a una clase que han sido correctamente 
clasificados, dando una idea de los errores por defecto. A este índice se le conoce como 
fiabilidad del productor, ya que a éste le interesará saber los aciertos en la clasificación 
de una determinada zona en el terreno. 
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Por otra parte, dividiendo el número total de píxeles de una clase correctamente 
clasificados entre el total de píxeles que fueron clasificados dentro de esa clase (la suma 
de la fila correspondiente) se obtiene información sobre los errores por exceso. A este 
índice se le denomina fiabilidad del usuario, y expresa la probabilidad de que un píxel 
clasificado dentro de una clase pertenezca realmente a dicha clase. En última instancia, al 
usuario de los datos le interesará conocer acerca de la veracidad de la información 
contenida en la imagen clasificada. 
 Otro índice para calcular la fiabilidad de una clasificación es el coeficiente 



























donde f representa el número de filas de la matriz, xii el número de observaciones en la fila 
i y la columna i ,xi+ y x+i los valores totales marginales de la fila i y de la columna i, 
respectivamente y N es el número total de observaciones. 
 El coeficiente kappa expresa la proporción en la reducción del error al aplicar la 
clasificación respecto al error que se hubiera producido realizando una asignación de 
clases completamente aleatoria. A diferencia de la fiabilidad global, este coeficiente lleva 
implícita información sobre los elementos marginales (fuera de la diagonal principal) de la 
matriz. Además, recoge en un solo valor información sobre el proceso y permite la 
comparación directa de varias matrices. 
 
 
6.4. Tratamientos post-clasificación de las 
zonas de bordes 
 El incorrecto tratamiento de bordes que se genera en imágenes donde la 
variabilidad entre y dentro de cubiertas es importante es un error común a la mayor parte 
de los algoritmos de tratamiento y clasificación de imágenes digitales mediante análisis de 
texturas. La literatura así lo refleja en numerosos trabajos (Jones, 1994; Ferro, 1998; Lin y 
Huang, 2004; Clausi y Yue, 2005). 
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 Algunas aproximaciones a este problema apuntan al empleo de modelos 
específicos basados en operadores que asignan valores altos de ciertas variables en áreas 
internas y bajos en las externas (Jones, 1994) o incluso el empleo de redes neuronales 
implementadas mediante bancos de filtros de Gabor (Lin y Huang, 2004). 
 En el presente trabajo se han aplicado varios métodos para minimizar en la 
medida de lo posible el efecto frontera que genera importantes confusiones en la 
asignación de cada píxel a las correspondientes clases cualitativas, sobre todo cuando las 
cubiertas no son muy diferentes y existe variabilidad interna (como puede ser el desigual 
nivel de área foliar, LAI, en una zona boscosa). 
 Los ensayos diseñados se basan en los siguientes preceptos y antecedentes. 
Hasta ahora se ha estimado como mejor vecindario de cálculo de variables de textura el de 
25x25 al ser el que mejor puede describirlas sobre la mayor parte de las superficies 
analizadas. Pero en los píxeles periféricos de un área homogénea, el cálculo con ese 
vecindario se verá fuertemente influenciado por la naturaleza de la clase adyacente, tal y 
como se puede apreciar en la figura 6-20 donde un fragmento de imagen pancromática 
inicial (izquierda) se ha clasificado en varias clases (centro) y tal y como se puede ver en 
la superposición de las anteriores existe un claro error de asignación en la zona frontera 
entre el área urbana (magenta) y el área de huerta (verde) habiéndose creado una franja 
de píxeles asignados a la clase industrial (cian) claramente inexistente. 
 Este se considera el origen de la baja fiabilidad en la clasificación de los bordes. 
Por ello, cualquier propuesta de mejora debe ir encaminada a evitar dicha interferencia de 
cálculo de texturas, empleando vecindarios menores en las áreas periféricas de las 
cubiertas. Con ello se realizaría un cálculo con un vecindario ajustado en las áreas 
internas, homogéneas y sin bordes, y un cálculo con un vecindario sensiblemente menor 
que recoja la variabilidad espacial de cada cubierta pero minimice la influencia de otras 
coberturas. 
   
Figura 6-20. Ejemplo de la incorrecta asignación de clases en una zona frontera entre dos clases 
(verde: huerta, cian: industrial, magenta: urbano). 
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 En el presente trabajo se han intentado discriminar las áreas de bordes de las 
internas para aplicar sobre cada una de ellas un procedimiento de trabajo particular (figura 
6-21). En las áreas internas se han tomado las variables de textura derivadas de las 
transformadas wavelet reseñadas en apartados anteriores. Las variables de la MCNG para 
toda la imagen y calculadas con un vecindario menor, han sido enmascaradas según el 
modelo de bordes, para evitar la influencia de los píxeles nulos en el cálculo de variables 
de textura si se hubiese realizado a la inversa. Posteriormente, se han clasificado por 
separado con muestras de aprendizaje definidas a tal efecto y distintas de las usadas en 
las evaluaciones.  
Figura 6-21. Algoritmo de trabajo. 
 Pero el principal reto del algoritmo de trabajo anteriormente citado consiste en la 
definición de las áreas frontera (o modelos de bordes). Para lograrlo se han establecido 
hasta 4 modelos, segundas varianzas, bordes de la media, filtros de Canny y bordes de la 
clasificación inicial, con resultados diferentes pero siempre mejores a los obtenidos sin su 
puesta en práctica. Son los que siguen a continuación. 
 
6.4.1. Segundas varianzas 
 Partiendo de una imagen pancromática, la variable varianza de la MCNG 
(ecuación 6-14) refleja la heterogeneidad, es decir, la variabilidad de las intensidades en la 
imagen y aumenta su valor cuando los niveles de gris difieren de la media. El cálculo de 
una segunda varianza sobre la primera y con un vecindario menor resalta los píxeles 
situados en zonas de transición entre texturas, es decir, donde la heterogeneidad es 
Clasificar con 
muestras de fronteras
Aplicar modelo de 
bordes



















mayor, dejando prácticamente nulos aquellos otros interiores a las texturas. El esquema 
operativo consta de varias fases y los modelos parciales se detallan en la figura 6-22: 
1º- Detalle de una de las imágenes pancromáticas empleadas en los ensayos (a). 
2º- Cálculo de la varianza de la MCNG con un vecindario de 25x25 y que comienza a 
destacar las zonas frontera, como se aprecia en (b). 
3º- Sobre la anterior se obtiene la varianza de MCNG con vecindario de 11x11, la cual 
asigna valores altos a los bordes y prácticamente nulos al resto (c). 
4º- Por último se realizaría una umbralización para definir el modelo de bordes, sobre el 
cual se aplicaría el patrón de análisis de la figura 6-21. 
   
a) b) c) 
Figura 6-22. Modelo de definición de bordes basado en segundas varianzas. 
 
6.4.2. Bordes de la media 
 La media de la MCNG (ecuación 6-13) proporciona información sobre el brillo 
global de la imagen, generando una sensación similar a la obtenida a partir del 
histograma. Permite intuir los límites de zonas homogéneas al tener valores similares en el 
interior de dichas zonas y variables en los contornos. Por otro lado, son conocidas las 
capacidades de los filtros de gradiente para determinar bordes, pudiendo destacar como 
más usuales los de Sobel, Roberts y Prewitt. De la unión de estas dos premisas surge este 
segundo modelo de definición de bordes al ser aplicados dichos filtros sobre la variable de 
media. En la figura 6-23 se presentan detalles de los modelos derivados, que siguen las 
siguientes fases:  
1º- Detalle de una de las imágenes pancromáticas empleadas en los ensayos (a). 
2º- Se calcula la media de MCNG con un vecindario de 25x25 (b). 
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3º- Sobre la media se aplica un filtro de Sobel de 3x3 (c). 
4º- Sobre la media se aplica otro filtro de bordes, en concreto el de Roberts (d). 
5º- Sobre la media se aplica un filtro de Prewitt de 3x3 (e). 
6º- Se procede a la intersección de los 3 filtros anteriores umbralizados para asegurar 
que los píxeles asignados a la zona de bordes sean resultados de los 3 filtros (f). 
   
a) b) c) 
   
d) e) f) 
Figura 6-23. Modelo de definición de bordes basado en filtros de gradiente sobre la media. 
 
6.4.3. Filtros de Canny 
 El operador de Canny (Canny, 1986) es considerado como uno de los mejores 
detectores de bordes. Se trata de un operador que trabaja en varios niveles o fases. La 
primera de ellas consiste en aplicar un suavizado a la imagen de entrada para eliminar el 
ruido presente mediante una convolución de tipo gaussiano. El siguiente paso determina la 
magnitud del borde calculando el gradiente de la imagen en las dos direcciones principales 
X e Y. Con esto se resaltan las regiones de la imagen con altas variaciones espaciales y los 
bordes quedan identificados como crestas en la imagen de gradiente. A partir de los 
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gradientes en X e Y se puede conocer la magnitud del borde, como magnitud absoluta del 
gradiente, además de su dirección. Dado que desde el punto de vista computacional, las 
direcciones en una imagen se cuantifican como múltiplos de 45º, la dirección real del 
borde se ha de reasignar a alguna de ellas. Se identifican entonces los puntos que sean 
máximos locales en la dirección del gradiente y a partir de ellos se eliminan aquellos otros 
que no sean máximos para de esta manera definir el borde como una delgada línea en la 
imagen de salida. Finalmente se aplica un proceso de histéresis controlada por dos 
umbrales, uno inferior y otro superior para eliminar líneas que no se correspondan 
realmente con bordes. Estas líneas o rayas incorrectas pueden aparecer al romperse un 
borde porque la salida del operador esté fluctuando por encima y por debajo de los 
umbrales. Se parte de los puntos cuyo gradiente están por encima del límite superior y 
buscando en las dos direcciones, se agregan aquellos puntos conexos y cuyo gradiente sea 
superior al límite inferior. 
 Para aplicar esta rutina se debe especificar la desviación típica que define los 
coeficientes del filtro de gaussiano de eliminación de ruido y los umbrales superior e 
inferior para la histéresis. De estos 3 parámetros, es el límite superior el que más influye 
en que el resultado final presente más o menos bordes interiores a las texturas, los cuales 
no son deseables. 
 De esta manera se obtiene una imagen binaria de bordes, bastante precisa para 
el caso de imágenes con texturas muy homogéneas y diferentes entre sí pero un poco 
menos fiable sobre imágenes de cubiertas del terreno, tal y como se puede apreciar en la 
figura 6-24. En ésta se observa como de la imagen original (a) se genera un modelo de 
bordes (b) que no es del todo correcto al no detectar todo el borde exterior al cultivo de 
almendros y sí hacerlo con otros dentro de la zona forestal. De los elementos lineales 
obtenidos se ha definido un modelo o franjas de bordes (c). 
   
a) b) c) 




6.4.4. Bordes de la clasificación inicial 
 La clasificación obtenida a partir de las variables wavelet se ha mostrado bastante 
precisa en la asignación temática a los píxeles interiores a las superficies. Por ello se puede 
plantear conservar esas áreas internas y reasignar las clases en las zonas exteriores, 
creando un modelo de ellas que se aplicará según el algoritmo de la figura 6-21. Para 
conseguir ese modelo se han de seguir unas fases, cuyos resultados parciales se aprecian 
en la figura 6-25: 
   
a) b) c) 
   
d) e) f) 
 Almendros           Bosque   Bosque ralo            Repob. forestal 
 Olivos           Matorral                  Matorral ralo           Cereal 
Figura 6-25. Modelo de definición de bordes basado en la clasificación de las variables wavelet. 
 
1º- Detalle de una de las imágenes pancromáticas empleadas en los ensayos (a). 
2º- Con las variables de textura analizadas en apartados anteriores se obtiene una 
clasificación (b) que se comporta bastante bien en las áreas internas a las texturas. 
3º- Se simplifica la clasificación anterior eliminando clusters de pequeñas dimensiones 
mediante filtros de moda (c). 
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4º- De este modelo simplificado se ha calculado la media de la MCNG con un vecindario 
de 11x11 (d) de tal manera que los píxeles de contornos presentan valores 
cambiantes y los interiores son constantes. 
5º- De la selección de los píxeles con valores variables y dentro de un determinado rango 
se obtiene el modelo de bordes (e) que tras introducirse en el algoritmo de trabajo 
de la figura 6-24 genera una clasificación final (f) bastante más fiable que la inicial 
(b), y si bien siguen existiendo incorrectas asignaciones en algunos píxeles, los 
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