Achieving an estimation of viscosity in crude oil binary mixtures is often difficult because the relationship of viscosity, to the fraction of each crude oil, and many other parameters and constants is comply. This relationship can be expressed by mathematical models with different variables. Besides the known models for predicting the viscosity of crude oil mixtures, the petroleum industry demands other models which give accurate predictions. In this work, two new empirical models have been developed for the calculation of the viscosity of binary crude oil blends. Two techniques-least square (LS) and genetic algorithm (GA)-were used to determine the parameters of the proposed models. Dynamic viscosity of 12 sets of crude oil blends at 298.15 K and 25 different shear rates were measured, resulting in 300 sets of binary data. Moreover, 700 sets of kinematic viscosity binary data were collected from literature sources and used along with 200 of the 300 sets of experimental binary data with a wide range of American Petroleum Institute (API) gravity (9.89-41.2) and viscosity (1.054-165,860 cSt) to examine existing available models as well as the newly developed models in this study. The remaining 100 experimental data points which were not used in the regression process were used for validating the models. The results in terms of the absolute average relative deviation (AARD%) were 33. 546 and 14.195 for the LS method and 13.113 and 13.672 for the GA method for proposed models one and two, respectively. The results of statistical parameters based on the GA and LS methods showed that the GA is a superior method for new model parameter estimation as compared with the traditional LS technique. The GA-based models developed in this study provided the highest accuracy for viscosity calculation of the crude oil blends over all existing models in the literature.
Introduction
Heavy crude oil is highly viscous under normal reservoir conditions, but its viscosity is reduced to avoid problems in transportation and reduce pumping costs. Heavy crude oil or bitumen is mixed with a solvent or diluent oil to achieve a crude oil blend with a certain viscosity. Thus, the viscosity of a crude oil blend depends on the viscosity and fraction of each crude oil. Predicting the viscosity of a crude oil blend is one of the greatest challenges in the petroleum industry, although the prediction can be expressed by mathematical models.
Several correlations have been proposed for calculating the viscosity of mixtures. Centeno et al. (2011) used 17 mixing rules reported in the literature to predict the viscosity of sample oil. They classified mixing rules as pure, with a viscosity blending index and with additional parameters. Pure mixing rules are easy to apply as they require experimental viscosity of the components and composition of mixtures in terms of volume, mole, or weight fractions. Models include those of Arrhenius (1887) , Bingham (1914) , and Koval (1963) . The models based on mixing rules with a viscosity blending index are (Prakash 2003; Refutas Baird 1989; Maxwell 1950; Wallace and Henry 1987; Chevron Riazi 2005 and Cragoe 1933) . Mixing rules with additional parameters include the calculation of extra parameters that are usually obtained by mathematical methods. Miadonye et al. (2000) and Han et al. (2007) developed models for predicting the viscosity of a crude oil mixture based on additional parameters. Al-Besharah (1989) correlated a model based on viscosity, mass fraction, and the API gravity of each component. The calculation of model parameters is a critical task in developing mathematical models of such applications.
Concerning parameter calculations, many different methods have been suggested in the literature. Most of the existing methods for solving problems are local or traditional search methods such as the least square (LS) objective function or maximization likelihood criterion (Stragevitch and Davila 1997) . In such problems, the objective function is in the form of a nonlinear expression containing several extremum points which are both local and global minima and within the specified bounds of variables (Sahoo et el. 2006) . Traditional local search methods often give local optima, and a global optimization routine often works for such problems. Some popular stochastic optimization techniques based on global optimization methods include the genetic algorithm (GA) (Holland 1992) ; simulated annealing (SA) (Kirkpatrick et al. 1983) , and differential evolution (DE) (Price et al. 2005) . These methods belong to the evolutionary algorithms category, which mimics the principle of survival of the fittest. In recent years, stochastic global optimization methods have been used extensively in fluid phase equilibrium problems and parameter estimation of models. Among these methods, GA is the most widely used (Alvarez et al. 2008; Bonilla-Petriciolet et al. 2013; Chamkalani et al. 2013; Maddinelli and Pavoni 2013; Rangaiah 2001; Singh et al. 2005; Sahoo et al. 2006; Sahoo et al. 2007; Tan et al. 2014; Vakili-Nezhaad et al. 2013; Vakili-Nezhaad et al. 2014; Vatani et al. 2012a; Vatani et al. 2012b; Xue et al. 2014) .
In this work, two new empirical models have been developed for calculation of the viscosity of binary crude oil blends. LS and GA techniques were used to determine the parameters of the proposed models. An accurate approach to determine the adjustable parameters of the models was found, and the results of the proposed models are compared with the results obtained using models available in the literature.
Genetic Algorithm (GA)
GA is considered a reliable algorithm for complex engineering calculations. GA is based on natural selection-the process that drives biological evolution-and is recommended for use with optimization problems that are not well suited to traditional optimization algorithms, especially problems in which the objective function is discontinuous, non-differentiable, or highly nonlinear. GA differs from traditional optimization algorithms as follows:
Traditional algorithms use only a single point in each iteration, while GA explores the search space using randomly generated multiple points. Derivative-based algorithms generate a new point by a deterministic computation while GA creates a new population by a probabilistic computation. The outcome of traditional algorithms depends both on initial guess work and on the step size used in the algorithm.
For the optimization of problems, the fitness function must be defined; for a standard optimization algorithm, this is the objective function. The algorithm begins by creating random initial populations and modifies a population of individual solutions between the values of the lower and upper bounds of the successive variables. The current population size determines the subsequent size of the population at each resultant generation. Increasing the population size enables the GA to search more points, thereby obtaining better results. As the population size increases, the computation time also increases. At each step, the GA selects individuals from the current population stochastically to be the parents of the children for the next generation based on genetic operators including selection, crossover, and mutation by exploring all regions of the search space. In the first step, an initial population is generated. Each individual is evaluated for its fitness in order to proceed, and the best individuals are chosen from the selection step.
Individuals with a high probability have a greater likelihood of producing offspring, which are then generated by a combination of selected individuals using a crossover step. In the mutation step, random changes are applied to some individuals. The purpose of the mutation operator is to prevent the GA from converging to a local minimum and to introduce new possible solutions into the population (Chamkalani et al. 2013; Preechakul and Kheawhom, 2009 ). The algorithm continues to find the minimum of the fitness function. A more complete discussion of the GA, including extensions and related topics, can be found in MATLAB's "Genetic Algorithm and Direct Search Toolbox" (The MathWorks, Inc., 2004).
Experimental and Literature Database
Three oil samples (light, medium, and heavy crude oils) were obtained from different Omani oil fields. Twelve binary mixture samples were prepared using different weight fractions (20, 40, 60, and 80%) . The viscosity of each binary mixture and three pure crude oils were measured at 25 different shear rates (10-100 s -1 ) with a Rotational Rheometer: RheolabQC (Anton Paar GmbH, Graz, Germany), while the density for each sample was measured by a DMA-5400M density meter (Anton Paar, GmbH). All of the measurements were carried out at 298.15 K. The viscosity and density of all samples are listed in Tables 1 and 2 , respectively.
The crude oil mixtures used in this work cover a wide range of API gravities (9.89-41.2) and viscosities (1.054-165,860 cSt) at various temperatures. As noted, the viscosity of 12 types of crude oil binary mixtures at 25 different shear rates were measured, and 300 binary data points were obtained. Prepared samples weighed 5-7 grams. In addition to the experimental data, 700 pieces of data were obtained from the literature (Al-Besharah, 1989; Centeno et al. 2011; Diaz et al. 1996; Rahmes and Nelson 1948; Yuan et al. 2005) . From these 1,000 data points, 900 binary data were used in regression of the proposed models, and 100 experimental data were used to validate them.
Viscosity Models
Among all existing models for predicting the viscosity of mixtures, the most well-known, including 13 models, are presented here and are a function of API gravity, mass, or volume fraction and the viscosity of each component (Table 3) . In these models, v is the kinematic viscosity, and V and W are the volume and mass fraction, respectively. Subscript i denotes the binary mixture components, so subscripts A, B, and mix are the more viscous component, the less viscous component, and the binary mixture viscosity, respectively.
Proposed Models
After trying multiple models and regression analysis, two empirical models were developed (Eqns. (1)-(8) ). These models are able to predict the viscosity of crude oil binary mixtures with high accuracy. The regression analysis of these models was performed based on the LS and GA methods. The model coefficients of the two methods are presented in Table 4 .
In the first model, the viscosity of the binary mixture is a function of mass fraction, API gravity, and the viscosity of each component and presented as: 
In the second model, the viscosity of the binary mixture is a function of the volume fraction and 
In these models, W, V, v and API are mass fraction, volume fraction, kinematic viscosity and API degree gravity, and subscripts A or B and mix denote to the each crude oil and binary mixture respectively. 
Results and Discussion
The accuracy of all models, including the new proposed models, has been examined using available experimental data. For this task, 900 kinematic viscosity binary data were taken from the database and the calculated values were compared with experimental data points. These comparisons were in terms of average absolute relative deviation percent (AARD %) which is expressed as follows:
The published models given in Table 3 , were used for calculating the viscosity of crude oil mixture. The statistical parameters of these models are presented in Table 5 which show that Koval and Parkash models with AARD<14% are the best models for the blend viscosity calculation. The new proposed models in the present work were developed based on the LS and GA methods using the same set of data. The objective function as the fitness function was defined. Parameter estimation is considered as a minimization of an objective function which minimizes the deviation between the experimental and predicted binary viscosities with the best model parameters. The objective function used in this work read as:
where v is the kinematic viscosity of crude oil blends and superscripts exp. and cal. refer to the experimental and calculated viscosity of blends, respectively. A flowchart for the calculation procedure for one run based on GA method is shown in Fig. 1 .
To find the minimum objective function value, more than 10 runs were applied with the random initial values of population at different values of the lower and upper bounds and various input parameters (which include crossover constant, mutation probability, and population size) in GA toolbox. Each new generation in GA decreases the objective function values. Due to different performance of each operator, the obtained results by each operator showed different values of the objective function. The algorithm continues to find the minimum of the evaluated fitness function until termination criteria were reached. The most frequently used termination criterion is the specified maximum number of generations. A more complete discussion and flowchart of GA toolbox can be found in a previous work (VakiliNezhaad et al. 2014) .
Finally after more than 10 runs, the lowest values of the objective function along with the corresponding parameters were selected as the final results. The final results in terms of equations (9) are presented in Table 5 . These findings showed that GA could produce more accurate and global results compared to the LS method, so parameters obtained using GA fitted the experimental data with higher accuracy. To validate the new models, the remaining 100 experimental data for the binary mixtures of B and C which were not used in the regression analysis were tested. Table 5 represents the AARD% values of the new models as well as available models for this data set. As shown in Table 5 , the GA based models proposed in this work provided the minimum AARD% compared to all available models in the literature. A comparison between AARD% for each model is shown in Fig. 2. 
Conclusions
Based on the existing literature and our experimental data, two new models were developed for predicting the viscosity of crude oil binary mixtures. In the first model, the viscosity of mixture is a function of mass function, API gravity and viscosity of each component, while the second model is a function of volume fraction and viscosity of each component. Adjustable parameters of the proposed models were calculated based on two approaches; genetic algorithm and least square methods. According to the calculated AARD%, the genetic algorithm based new proposed models have higher accuracy compared to the available published models, which shows the superiority of GA method over the traditional LS method for parameter estimation of the empirical models.
The present study while LS method uses only the single joint in each iteration, generates new point for next step by a de3terministic computation and outcome of it depends on initial guess, GA explores the search space using randomly generated multiple points, creates new population by a probabilistic computation and the outcome of it, is not related to initial guess, so the accuracy of GA is higher than LS in optimization problems and the results of the present work approved it. The proposed models can be used for better prediction of crude oil blends physical properties that are needed in the calculations of power required for crude oil transportation in pipelines.
