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Abstract
In this paper we introduce delay dynamics to a coupled system of
ordinary differential equations which represent two interacting species
exhibiting facultative mutualistic behaviour. The delays are represen-
tative of the beneficial effects of the indirect, interspecies interactions
not being realised immediately. We show that the system with delay
possesses a continuous solution, which is unique. Furthermore we show
that, for suitably-behaved, positive initial functions that this unique
solution is bounded and remains positive, i.e. both of the components
representing the two species remain greater than zero. We show that
the system has a positive equilibrium point and prove that this point
is asymptotically stable for positive solutions and that this stability
property is not conditional upon the delays.
1 Model construction
Although mutualism is widespread in nature, the theoretical, mathematical
work in this area is not quite so prolific as the theoretical work related to
predation and competition.
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Some early attempts at modelling mutualism involved taking a Lotka-
Volterra type model and changing negative coefficients to positive coefficients
to represent mutualism rather than competition. Murray [6] (on pages 83-
84) describes this quite succinctly and presents the following model as one
of the simplest attempts at turning a classical Lotka-Volterra model into a
mutualism model:
dx(t)
dt
= ax(t) + bx(t)y(t), (1)
dy(t)
dt
= cy(t) + dx(t)y(t), (2)
where x(t) and y(t) are the population sizes of the interacting species at
time t, and a, b, c, d are positive constants. The problem that can occur with
this approach, as can be seen from this example, is that both dx
dt
and dy
dt
are
positive, leading to unbounded growth.
Attempts to overcome such problems are discussed in a variety of texts,
including [3] and [5] (pages 220-236). For these models to be more realistic
some necessary conditions, such as weak or asymmetric interaction strengths,
must be created to ensure the existence of a positive steady state (the stable
coexistence). While these conditions on Lotka-Volterra models can prevent
unbounded growth, they also convey that the mutualism has little effect
on population dynamics. Due to these theoretical results, mutualism has
been perceived as an interesting interaction, but one of less importance to
ecological dynamics than predation or competition [3].
A model is described in [5] (and which also appears in [9]) where the
mutualist decreases the density dependence in the per capita birth rate of
the other species.
For the benefit of readers we describe how this model was constructed,
noting that further discussions are available in [5] and [9].
Consider the existence of a species, whose population at a given moment
in time is described by the continuous function N1(t). Suppose that the per
capita birth rate decreases with density, so that it may be described by the
relationship
B1(t) = b0 − bN1(t), (3)
where both b0 and b are positive constants. We also impose the restriction
that B1(t) ≥ 0 ∀ t ≥ 0. Similarly, we suppose that the per capita death
rate increases with density, and once again the constants we introduce are
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positive, with a restriction that D1(t) ≥ 0∀ t ≥ 0:
D1(t) = d0 + dN1(t). (4)
Therefore a growth rate of (B1(t) − D1(t))N1(t) leads to the very familiar
logistic differential equation
dN1(t)
dt
= rN1(t)− r
K
N21 (t), (5)
where r = b0 − d0, K = b0−d0b+d . The introduction of r and K in this manner
helpfully reduces the number of parameters.
We now introduce a facultative mutualist, i.e. a second species given
by N2(t) where, although interactions between members of N1(t) and N2(t)
provide a benefit to both populations, the interactions are not essential to
the survival of either species. The benefit that N2(t) provides to N1(t) is
realized through its ability to decrease the density dependence in the per
capita birth rate of N1:
B(t) = b0 − bN1(t)
1 + α12N2(t)
. (6)
The interaction therefore has no effect on the per capita death rate of N1(t).
Taking a symmetrical approach to constructing a differential equation for
describing the N2(t) population yields the model discussed in [5] and [9]:
dN1(t)
dt
=
(
r1 − b1N1(t)
1 + α12N2(t)
− d1N1(t)
)
N1(t), (7)
dN2(t)
dt
=
(
r2 − b2N2(t)
1 + α21N1(t)
− d2N2(t)
)
N2(t). (8)
This model is fundamentally different to a model appearing in [2]. Both
models avoid the unrealistic scenario of the orgy of mutual benefaction, which
is present in many Lotka-Volterra based models of mutualism. However they
have differing mutualistic mechanisms; they have a different biological mean-
ing. The model appearing in [2] models a situation where each species ben-
efits the other species directly. In the system (7), (8) each species decreases
the density dependence in the per capita rate of the other species, which is
an indirect benefaction.
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To be clear, in [4] direct interactions are deemed to be physical interac-
tions between two species; for example, a plant relying on an animal or bird
to transport their seeds to another location - thereby providing a food source
for the animal (positive interaction) and dispersing the seed to increase the
population level and geographic spread of the plant (again, positive inter-
action). In [10] it is noted that indirect interactions exist whereby, instead
of two species interacting physically, a third species (possibly more) conveys
the mutualistic effects. We describe two examples of indirect interactions in
the next section.
There may be times when it is sensible to construct a system of three
or more equations to model the interactions between the two mutualists and
an ‘intermediary’ species. However, a lack of data or information of these
intermediate interactions may make it difficult to formulate the necessary
equations. In such a case, one could hypothesize that it may be beneficial
to use a pair of equations where the construction takes account of indirect
benefits and the absence, therefore of pairwise interactions.
2 Examples of indirect interactions in nature
In [7], where ants and their ecosystem are discussed in detail, it is stated
that there are many occurrences of indirect mutualistic interactions. One
such proposition in that text is the following scenario.
Consider a population of ants, which may be sub-divided into two sub-
populations: dominant ants and sub-dominant ants. Some dominant ants
may be more closely associated with homopterans producing honeydew (such
as a myrmecophile species of aphid) whilst the sub-dominant ants may prefer
to collect their nectar from a plant with extrafloral nectaries. The authors
in [7] hypothesize that if the damage caused by the homopterans is low then
the constant provision of sugar resources might lead to a positive, indirect
interaction between homoptera and nectaries.
Another scenario described in [7] is one where ants attend a species pro-
viding honeydew or nectar and therefore provide protection to this species
from its natural enemies. A second species, feeding in this vicinity may then
be afforded the same protection, by virtue of proximity and could therefore
be described as gaining an indirect benefit from the ants. Further, if this
second species benefits the honeydew/nectar producing species then we can
think of the ants benefiting indirectly from the second species due to the
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boost to their food source.
3 Introducing delays to the model
We now introduce delay dynamics into the model (7), (8) and use an algebraic
approach to extend the previously mentioned stability result to this new
model.
Our approach is analogous to that used for the direct-benefaction model
proposed in [2]. We introduce delays in (7) and (8) to reflect the possibility
that mutualistic effects on the population are not realized instantaneously.
Our new model has the form
dN1(t)
dt
=
(
r1 − b1N1(t)
1 + α12N2(t− τ2) − d1N1(t)
)
N1(t), (9)
dN2(t)
dt
=
(
r2 − b2N2(t)
1 + α21N1(t− τ1) − d2N2(t)
)
N2(t). (10)
Naturally, in order to obtain a specific solution, this model must be coupled
with a pair of initial functions:
N1(t) = ϕ1(t) > 0 for − τ ≤ t ≤ 0, , (11)
N2(t) = ϕ2(t) > 0 for − τ ≤ t ≤ 0, , (12)
where τ = max {τ1, τ2} and each initial function is continuous over its domain
and its range is the set of positive real numbers.
The introduction of the delays and their place within the model struc-
ture can be justified as follows. We have already established that it is not
appropriate to consider pairwise interactions between the species and we are
only interested in delays occurring in the indirect interactions between the
species. Therefore this leaves only one place in each equation for introducing
the delay term. If we think about the previously described examples of such
interactions, it is easy to see how the benefits from indirect interactions can
be delayed. For example, in our second example, it may take some time for
the second species’ impact on the environment to take hold; this environ-
ment being the same environment on which the honeydew/nectar producing
species depends.
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4 Establishing the existence of a unique so-
lution
Before we consider questions about stability we first address the issue of
existence and uniqueness of a solution. We need to be sure that we have
constructed a system of equations for which there is a unique solution. Fur-
thermore, we show that such a solution is positive and bounded.
We may consider our system to be a special case of the following more
general system of a pair of delay differential equations, with associated initial
functions, written in vector form:
x′(t) = f (t,x(t),x (t− s1) ,x (t− s2)) , for 0 ≤ t ≤ T, (13)
x(t) = θ(t) for −max {s1, s2} ≤ t ≤ 0. (14)
Without loss of generality assume that 0 ≤ s1 < s2. Consider the following
existence-uniqueness theorem and associated proof, both adapted from [1]:
Theorem 4.1. Let f be continuous on [0, T ) × D3, where D3 is an open
set in R3. Assume also that either the second order partial derivatives of
each component of f exist and are continuous or that f satisfies a Lipschitz
condition of the form
‖ f (t, ξ(1), ξ(2))− f (t, ξ˜(1), ξ(2)) ‖≤ K ‖ ξ(1) − ξ˜(1) ‖ .
Additionally, assume that θ is continuous on [−max{s1, s2}, 0]. Then the
system (13), (14) possesses a unique solution on any interval [−max{s1, s2}, β1)
where 0 < β1 ≤ β.
Proof: We consider two cases: s1 > 0 and s1 = 0.
For s1 > 0 we actually do not need our additional assumptions about the
continuity of the partial derivatives or the existence of a Lipschitz condition.
We have, for 0 ≤ t ≤ s1,
x′(t) = f (t,θ(t− s1),θ(t− s2)) (15)
and x(0) = θ(0). This uniquely determines
x(t) = θ(0) +
∫ t
0
f (w,θ(w − s1),θ(w − s2)) dw (16)
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for 0 ≤ t ≤ s1, provided s1 < β and x(t) remains in D. Since we now know
x(t) for −s ≤ t ≤ s1, we can find x(t) for s1 ≤ t ≤ 2s1, provided 2s1 < β
and x(t) remains in D. This method of steps procedure continues until we
reach β or until x(t) reaches the boundary of D.
Now consider the s1 = 0 case. For 0 ≤ t ≤ s2 we have
x′(t) = f (t,x(t),θ(t− s2)) (17)
with x(0) = θ(0). As such, each step in the method-of-steps construction
process includes an ordinary differential equation and so, in order to demon-
strate existence and uniqueness of a solution, we must introduce the kinds of
conditions we see in existence-uniqueness theorems for ordinary differential
equations; i.e. we require either the existence and continuity of the second or-
der partial derivatives of each component of f or the aforementioned Lipschitz
condition to be satisfied. More detailed discussions of such classical ordinary
differential equation theory can be found in a variety of texts, including [1].
If s2 < β we then consider s2 ≤ t ≤ 2s2, and so on. 
We now state our own theorem which will require Theorem 4.1 to prove.
Theorem 4.2. The initial value problem consisting of the equations (9),
(10), the initial functions (11), (12) and the additional conditions
r1, r2, b1, b2, d1, d2 ∈ (0,∞),
α12, α21 ∈ [1,∞),
possesses a unique solution on the interval [0, T ) for some finite T > 0.
Furthermore, the components N1(t) and N2(t) of the solution are positive
and bounded on the interval of existence.
Proof: It is clear that the system under consideration satisfies the conditions
of Theorem 4.1 and so the existence of a unique solution is immediately
obvious. For the convenience of readers who may be working through the
detail, we present the second derivatives below: If we label the left hand
sides of the equations (9) and (10) as the functions f1 and f2, respectively
and consider each to be a function of t, N1(t), N2(t), N1(t − τ1), N2(t − τ2)
then the second derivatives will be as follows:
∂2f1
∂t2
=
∂2f2
∂t2
=
∂2f1
∂ (N2(t))
2 =
∂2f2
∂ (N1(t))
2 =
∂2f1
∂ (N1 (t− τ1))2
=
∂2f2
∂ (N2 (t− τ2))2
= 0,
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∂2f1
∂ (N1(t))
2 = r1 −
2b1
1 + α12N2 (t− τ2) ,
∂2f2
∂ (N2(t))
2 = r2 −
2b2
1 + α21N1 (t− τ1) ,
∂2f1
∂ (N2 (t− τ2))2
=
−2α212b1N21 (t)
(1 + α12N2 (t− τ2))3
,
∂2f2
∂ (N1 (t− τ1))2
=
−2α221b2N22 (t)
(1 + α21N1 (t− τ1))3
.
We require nonzero denominators in these derivatives. This is guaranteed
by the facts that our initial functions are positive and our analysis below
which demonstrates that N1(t), N2(t) remain positive, and indeed bounded,
for positive values of t.
We show positivity and boundedness for N1(t) and note that an identical
argument will establish the same property for N2(t). Firstly, we see that
dN1(t)
dt
≥ (r1 − (b1 + d1)N1(t))N1(t). (18)
Thus N1(t) will only grow if
r1
b1 + d1
> N1(t). (19)
In other words, should N1(t) grow beyond
r1
b1+d1
then it will cease to grow
any larger. Secondly, we can also see that
dN1(t)
dt
≤ r1N1(t)− d1N21 (t). (20)
Thus N1(t) will only decrease if
N1(t) >
r1
d1
. (21)
That is, should N1(t) fall below this non-zero threshold it will cease to de-
crease further. Thus we conclude that the populations N1(t) and, via a
similar argument N2(t) are both bounded and permanent, as required.
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5 Asymptotic stability of the positive equi-
librium point
It is well understood that the system (7), (8) has an asymptotically stable
nontrivial equilibrium for r1, r2, b1, b2, d1, d2 ∈ (0,∞), α12, α21 ∈ [1,∞). The
method of isoclines is discussed (for example in [5] and [9]) as a way to
demonstrate this. We now prove a stability result for our model with delays.
Another approach which yields success with some models is that of applying
Lyapunov functions or functionals; the text by Shaikhet [8], in particular
Chapter 10, demonstrates this approach with a number of ecological models.
Our approach here is inspired by some of Gopalsamy’s techniques in [2]. In
order to prove our stability result we need to prove the following inequality
is true.
Lemma 5.1. If r1, r2, b1, b2, d1, d2 ∈ (0,∞), α12, α21 ∈ [1,∞) then
α12α21b1b2 (N
∗
1N
∗
2 )
2
(1 + α12N∗2 )
2 (1 + α21N∗1 )
2 < r1r2, (22)
where (N∗1 , N
∗
2 ) is the positive steady state of the system (9),(10),(11),(12).
Proof: Note first that
N∗1N
∗
2 =
r1r2 (1 + α12N
∗
2 ) (1 + α21N
∗
1 )
(b1 + d1 (1 + α12N∗2 )) (b2 + d2 (1 + α21N
∗
1 ))
(23)
and
r1r2 =
(b1 + d1 (1 + α12N
∗
2 )) (b2 + d2 (1 + α21N
∗
1 ))N
∗
1N
∗
2
(1 + α12N∗2 ) (1 + α21N
∗
1 )
(24)
So
α12α21b1b2 (N
∗
1N
∗
2 )
2
(1 + α12N∗2 )
2 (1 + α21N∗1 )
2 <
α12α21N
∗
1N
∗
2 r1r2
(1 + α12N∗2 ) (1 + α21N
∗
1 )
< r1r2,
as required.
We now state and prove our stability theorem for this delay model.
Theorem 5.1. Assume that r1, r2, b1, b2, d1, d2 ∈ (0,∞), α12, α21 ∈ [1,∞).
Then the positive steady state E = (N∗1 , N
∗
2 ) of the delay differential system
(9),(10) with initial functions (11),(12) is asymptotically stable within the
positive quadrant.
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Proof: First, it is rather straightforward to solve dN1(t)
dt
= dN2(t)
dt
= 0 in order
to identify the non-trivial equilibrium point (i.e. that equilibrium point which
is in the positive quadrant) as
E = (N∗1 , N
∗
2 ) =
(
r1(1 + α12N2)
b1 + d1(1 + α12N2)
,
r2(1 + α21N1)
b2 + d2(1 + α21N1)
)
.
We also note that this is identical to the non-trivial equilibrium point for
the system without delay.
The Jacobian matrix of the system, evaluated at this equilibrium point is
JE =
 −r1
α12b1(N∗1 )
2
(1+α12N∗2 )
2 exp (−λτ2)
α21b2(N∗2 )
2
(1+α21N∗1 )
2 exp (−λτ1) −r2
 . (25)
Using det (JE − λI) = 0 we obtain the following characteristic equation:
λ2 + Aλ+B − C exp (−λτ) = 0, (26)
where
A = r1 + r2, (27)
B = r1r2, (28)
C =
b1b2α12α21 (N
∗
1N
∗
2 )
2
(1 + α12N∗2 )
2 (1 + α21N∗1 )
2 , (29)
τ = τ1 + τ2. (30)
Asymptotic stability of the point E is assured if the roots of the characteristic
equation have negative real part. Substituting λ = α + iβ into (26) and
separating the real and imaginary parts yields the following two equations:
(α2 − β2) + (αA+B) = C exp(−ατ) cos(βτ), (31)
2αβ + βA = −C exp(−ατ) sin(βτ). (32)
Squaring and adding (31), (32) yields the single equation
(α2 + β2)2 + α2A2 + β2(2αA+ A2 − 2B)+
2α(α2A+ αB + AB) +B2
(
1− C
2
B2
exp(−2ατ)
)
= 0 (33)
10
Using Lemma 5.1 we have the additional information that
0 < C < B. (34)
It is also clear that AB > 0 and A2 − 2B > 0. If, by way of contradiction,
we assume α ≥ 0 then (33) is only satisfied if α = β = 0 and B = C. This
contradicts (34) and so we conclude that every root of the characteristic
equation (26) has a negative real part. This concludes the proof. 
We note that the asymptotic stability is not conditional on the delay and
it is immediately obvious that asymptotic stability of the underlying ordinary
differential system proposed in [5] and [9] can be thought of as a special case
of this result, thus giving us an algebraic proof for the non-delay case as an
alternative to the method of isoclines.
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