A new version of Euclid's GCD algorithm is proposed. It matches the best existing parallel integer GCD algorithms since it can be achieved in O~ (n/log n) time using at most n TM processors on CRCW PRAM.
INTRODUCTION
The problem of the Greatest Common Divisor (or GCD) of two integers is important for two major reasons. First because it is widely included as a low operation in several arithmetic packages. On the other hand, despite its amazing simplicity, the complexity of the GCD problem in parallel is still unknown. We do not know whether it belongs to the NC class or if it is a P-complete problem.
The advent of practical parallel computers has caused the re-examination of many existing algorithms with the hope of discovering a parallel implementation. In 1987, Kannan, Miller and Rudolph (KMR) [7] gave the first sublinear time parallel integer GCD algorithm on a common CRCW PRAM model. Their time bound was O(n log log n~ log n) assuming there are n2(logn) 2 processors working in parallel, where n is the bit-length of the larger input. Since 1990, Chor and Goldreich [3] have the fastest parallel GCD algorithm; it is based on the systolic array GCD algorithm of Brent and Kung. The time complexity of their algorithm is O~ (n/log n) using only n TM processors on a CRCW PRAM. More recently (1994), Sorenson's right-and left-shift k-ary algorithms [13] match Chor and Goldreich's performance.
Euclid's algorithm is one of the simplest and most populax integer GCD algorithm. Its extended version called Extended Euclidean Algorithm or EEA for short [9] is tightly linked with the continued fractions [4, 9] and is important for its multiple applications (cryptology, modular inversion, etc..). In [7] , Kannan, Miller and Rudolph proposed a first parallelization of EEA. Their algorithm was based on a rePermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. However, one of the major drawbacks of their algorithm is the expensive cost of the computation (a, b). As a matter of fact, in order to reach an O(1) time computation for their reduction step, more than O(n 2 log 2 n) processors are needed to compare in pairs the O(n) numbers au -by of O(log 2 n) bits (see [7] for more details). The main results of the paper axe summarized below:
We propose a new reduction step which is easily obtained from the O(Iog n) first significant leading bits of the inputs.
Based on this reduction step, new sequential and parallel GCD algorithms are designed. The parallel algorithm matches the best known GCD algorithms: its time complexity is O~ (n/log n) using only n 1+~ processors on a CRCW PRAM, for any constant e > 0.
Moreover, a compression method may be considered to improve the complexity.
In Section 2, we recall the basic reduction step used in Kannan, Miller and Rudolph's algorithm [7] . In Section 3, we define a new reduction which uses the same Lehmer idea [10] . Basically, with the O(log n) most significant bits of u and v, we can easily find a couple (a, b) such that the associated reduction satisfies lau-bv I < 2v/k, with 1 < a < k, for a given parameter k = O(n). A new parallel integer GCD algorithm based on our reduction is designed in Section 4. Section 5 is devoted to the complexity analysis. Comparisons with other reductions as well as preliminary experiments are given in Section 6. We conclude with some remarks in Section 7.
BASIC REDUCTION STEPS 2.1 Notation
Throughout this paper, we restrict ourselves to the set of non-negative integers. Let u and v be two such (non-negative) integers, u and v are respectively n -bits and p -bits numbers with u > v. Let k be an integer parameter s.t. k = 2 m with m > 2 and m = O(logn).
EEA denotes the Extended Euclidean Algorithm. If many processors are in write concurrency then the Concurrent Read and Concurrent Write model "CRCW" of PRAM is considered. There are many submodels of CRCW PRAM for solving the write concurrency, however in order to allow the priority to the processor with the larger index, we choose the Priority sub-model [8] .
Most of serial integer GCD algorithms use one or several transformations (u, v) ~ (v, R(u, v) ) which reduce the size of current pairs (u, v), until a pair (u', 0) is eventually reached. The last value u' = gcd(u, v) is the result we want to find. These transformations will be called Reductions if they satisfy the following two properties: With (P1) and (P2), we are guaranteed that algorithms terminate and return the correct value gcd(u, v), up to a constant factor ~ which can easily be removed afterwards [5, 16] . Examples of such basic reductions are given in Table 1 .
Given a non-negative integer x E N, £2(x) represents the number of significant bits of an non-negative integer x, not counting leading zeros:
So n = ~2(u), p = ~2(v) and p satisfies 2 p-1 < v < 2 p.
Thus, we obtain 2 p-2 < u/v < 2 p. We assume that p > 2m 4-3.
As noticed by many authors the main difficulty in GCD algorithms happens when the input data u and v are roughly of the same size [7, 5, 16] . So we shall assume that when we apply our reduction: n -p < m -1 (or p < m). Otherwise, we apply a more efficient reduction: the brood, defined as: The numbers ul and vl are obtained with, respectively, the A + n -p and the A most significant leading bits of u and v.
The Kannan, Miller and Rudolph Reduction
The Kannan, Miller and Rudolph (KMR for short) integer GCD algorithm is based on the following lemma ( [7] , page 9): 
Thus any couple (a, b) found provides a reduction step called a KMR's reduction. Kannan, Miller and Rudolph proposed to compute in parallel all the O(k 2) numbers au -by, and select those for which 0 <_ au -by <_ u/k. But this latter relation implies lau -by I < u/k, thus the couple (a, b) must be chosen from a set of O(k) numbers satisfying this relation. However, the pair (a, b) in [7] is not easily obtained.
Although O(log 2 n)-bit numbers are considered at each step, O(n) numbers au -by must be compared in pairs. Therefore, more than O(n 2 log 2 n) processors are needed in order to compute their reduction in constant time.
THE IMPROVED LEHMER-EUCLID RE-DUCTION
The main difficulty in EEA is the expensive cost of long divisions when we deal with large size inputs. In 1938, Lehmer [10] suggested another way to compute the couple (a, b). Roughly speaking (see Knuth [9] for more details), working only with the leading bits of u and v, the author considers two single-precision rationals which approximate the quotient u/v, namely u'/v' < u/v < u"/v". Thus if we carry out EEA simultaneously on the single-precision rationals u'/v' and u"/v" until we get a different quotient, we obtain the same sequence of quotients had we applied the multi-precision numbers u and v.
Let (a, b) be the last couple obtained by EEA. Then the transformation R(u, v) = au + by is a reduction in the sense of Section 2. However, for random inputs u and v, the sequence of same quotients seems to be equally random. Although a first attempt was made by Sorenson [14] with a slightly modified version of Lehmer's algorithm, no a prior/ estimation of this reduction is known. The author only gave an asymptotic behavior of his reduction since he obtained (with our notation) [14] :
The reduction we propose in this paper is also based on leading bits and continuants but, by contrast, our reduction satisfies R(u, v) < 2v/k for any positive parameter k. We first specify how to compute the couple ( a, b) of the reduction then both a sequential and a parallel version of a GCD algorithm are proposed. • The constant 2 in the inequality is less precise and our first experiments show that, most of the time, we have R < v/k (see Table 2 ).
DEFINITION 3.1. Let (a, b) be one of the couples defined in Lemma 3.1. The RILE transformation is defined by
Many such couples can be found and RILE depends on the couple (a, b) considered, but for any one of them, RILE is a reduction which satisfies RILE (U, V) = [au--by[ < 2v/k. We propose in the next Section an easy way to compute one of these couples (a, b) and the reduction RILE.
The Algorithms
We give below a sequential and a parallel algorithm for computing our reduction RILE.
Input: u > v and k = 2"* s.t. p>2m+3.
Output: RILE(U, v). p= n-p+1< m and
Step Step 2 Run EEA with the couple (ul, vl) and compute successive triplets (% b, a), where r = aul + by1 until lal > 2 "~. Save the previous triplet (r, a, b). Note that ab < O.
Step 3 Compute RILE = lau + by[ ---It2 p-x + au2 + bv~l;
Return RILE.
Fig. 1 The Sequential Algorithm .for computing RILE.
All the triplets (r, a, b) computed in EEA satisfy b = LaulJ or b = [aulJ +1. Therefore r expresses as r = aul mod vl or r = vl -(aul rood vl) and the previous algorithm is easily parallelized as follows.
Input: u _> v and k = 2"* s.t. p> 2m+3.
Output: RILE(U, v).
p=n--p+l < mand
Step 1 Compute p, A, ul, u2, vl and v2 as in Figure 1 .
Step 2 Step 3 Compute in parallel RILE = lau --bvl = Iv2 "-x + au2 -bv2[; Return RILE. 
Remark:
Let m = O(log n). Even when u and v are very large numbers in size (up to 65,536-bits, n,p < 21~) the computations in Step 1 and 2 can be performed in constant time with a single precision since log n < 16 (see Section 5). 
An Example

ILE-GCD: THE IMPROVED LEHMER-EUCLID GCD ALGORITHM
Given integers u > v > k > 0 s.t. gcd(v, k) = 1, we assume that when the algorithm starts, u is n bits large. Recall that the parameter m is such that m = O(log n) for RILE thus this value yields at most O(n/log n) iterations.
As to the stop test in the routine, we use v _> 8k 2 (RILE is undefined when v < 8k2). We find it easier to take m as a "threshold" (the borderline choice between RILE and the brood reductions); likewise, we might choose a varying threshold, depending upon v and experimental data [5, 16] .
• Step
High Level Description 1: Let us note d = gcd(u,v). Find dx, s.t. dl equals the product of all common divisors of u and v which are less than k.
Step 2: Perform reductions until v < 8k2: if p < m, then perform RILE'S; else, perform the brood reduction.
Compute d = gcd(u, v) with Euclid's (or brood} algorithm, where (u, v) is the last pair satisfying v < 8k 2.
Step 3: Remove all divisors < k from d.
Step 4: Return d × dl. Fig. 3 The Parallel ILE-GCD Algorithm.
Step 1, 3 and 4 are similar to the phases in KMR algorithm.
Step 2 is designed in Figure 2 .
COMPLEXITY ANALYSIS
We give below the complexity analysis of the parallel ILF_, GCD Algorithm. First note that the computation of g2(u) and g2(v) can be computed in O(1) time in parallel with O(n) processors in CRCW (Priority). Observe that ux and vl can be found by extraction; 2 p-x is not needed, nor is the multiprecision division.
We compute r~ --iul -qivl and test ifrl < vl/k or vl -rl < vl/k to select the index i. The computation of RILE -~ liu --qivl requires (see Figure  2 ) only two products iu and qlv with the selected index i. Thus RILE can be computed in parallel in O41 / time with:
RILE reduces the size of the smallest input v by at least m-1 bits. Hence the ILE-GCD algorithm runs in O(n/m) iterations. For m = 1/2 e log n, (e > 0) the parallel ILE-GCD algorithm matches the best previous GCD algorithms in Or (n/log n) time using only n TM processors on a CRCW PRAM.
COMPARISON TO OTHER REDUCTIONS 6.1 Sorenson's Reduction
Sorenson's reduction Rs is based on the modular relation au + by =-0 (moo k) with 0 < lal, Ibl < v~ (1) and Rs is defined by Rs(u, v) 
The Weber's Algorithm
Sorenson suggested in [13] table lookup to find a couple of integers (a, b) satisfying relation (1) . By contrast, Jebelean [5] and Weber [16] both propose an easy algorithm which finds such couple (a, b). These couples (a, b) are obtained by running EEA (with one column added instead of two) until b < k. We give below this algorithm.
Input: x, y > 0, k > 1, and gcd(k, x) = gcd(k, y) = 1. The reductions RILE and Rs are theoretically quite similar.
However the key problem for reductions is the computation cost of the couples (a, b). It is worth noting that the computation of RILE is easier than that of Rs proposed by Weber.
As a matter of fact, if we compare the algorithms for computing both Rs and RILE, we can observe (see Fig. 3 
First Experiments
Due to the similarity between the GCD algorithms based on
Rs and RILE [16] , it is sufficient to compare the reductions Rs and RILE with each other rather than with all the GCD algorithms.
We have compared sequential algorithms for computing Rs and RILE reductions. The implementation is written in C with GNU C Compiler gcc (Stallman, 1991 [15] ) on Unix system. The average times are in seconds. The source files
were not optimized and Rs is used as a benchmark.
The experiments were done on N random numbers u and v of size 30 to 32 bits, 20 < N _< 50. The parameters were m ----3, A = 10, thus only the reductions Rs and RILE are considered since p < 3.
Our preliminary results are described in Table 2 . It seems that for the same average time, the average ratio R/v is slightly better when RILE is used.
CONCLUSION
This last decade, no major improvement has been made for parallel complexity of integer GCD computation and a performance of O~ (n/log n) time with n 1+~ processors on a CRCW PRAM seems to be a "limit" not easily surpassed.
Reduction methods are widely used as a tool in most integer GCD algorithms. We propose a new reduction called RILE where both theoretical and practical aspects are considered.
RILE reduction presented in this paper may be used as a basic transformation for the best current GCD algorithms, as in [13, 16] for example. We have designed an integer GCD algorithm based on this reduction which matches the best existing algorithms.
Although its complexity remains the same, a compression method may be suggested [7, 3] . It is worth noting that, as far as RILE reduction is considered, all the decisions are made only from the first O(m) leading bits of the current couple (u, v) at each step. Thus our algorithm adapts for such compression methods. We are currently investigating this idea with the hope of improving the performance of parallel integer GCD algorithms.
