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Abstract
Ambient systems are composed of many interacting entities, and their behaviour is constantly changing. Under these conditions,
static models are insuﬃcient to understand and control such systems. In this paper, we investigate the possibility to generate real-
time dynamic model of an ambient system. For this, we present AMOEBA, a multi-agent system designed to address this problem.
It is based on a set of cooperative mechanisms from the Adaptive Multi-Agent System theory. Experiments on simulated physical
systems highlight the interesting properties of AMOEBA.
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1. Introduction
In contexts of large scale systems composed of numerous connected objects, animals or people, called ambient
systems, the need of designers is to cope with dynamics due to mobile devices but also to users’ preferences evolution
and users’ current task. Designers have to model them in order to enable the software to ﬁnd its best behaviour to serve
the users. So an eﬃcient calibrated model for one typical user will not be eﬃcient in real time, and in real situations
with diﬀerent users. Static way to model systems are not relevant to deal with the dynamics of their environment
they are plunged into. The work presented in this paper proposes AMOEBA, a self-adaptive model generation which
enables the model to evolve in function of its interaction with its environment. The experiment presented in this paper
shows that the system is able to learn a behaviour. But AMOEBA aims at being deployed in a real ambient systems
applications in the scope of neOCampus project. neOCampus is a project which goal is to transform the Toulouse
university campus in a connected, smart and sustainable campus. One of the ﬁrst application will concern the well-
being of the user in terms of light, heating and purity of the air in a classroom. The next section is a positioning of
the work. Section 3 details our system called AMOEBA, a system based on multi-agent systems. Section 4 concludes
and proposes some perspectives.
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2. Model Generation
Ambient systems are complex systems. Establishing mathematical relationships to model a complex system, and
thus better understand it and control it, is a classic approach. In this paper, we consider a model as a mathematical
representation of a selected part of the world6. The building of such models requires to be able to recognise pattern,
and to map to speciﬁc pattern a speciﬁc output.
To build a model of an ambient system, it is possible to use the diﬀerent perceptions of systems (sensors, eﬀectors
state, etc ...) to establish correlations. We wish to establish a mapping of these perceptions (the system inputs), with
an output, which is the information that we want to model. To determine this mapping, we consider that we know the
output value during the learning phase, which puts us in the context of supervised learning10. Formally, we say that
the pair (x, f (x)) is an example, with x the input and f (x) the output12. It is therefore desired to generate a function h
(the hypothesis) such that for any x, the diﬀerence between f (x) and h(x) is as low as possible.
There are a variety of approaches trying to address this complex problem. Among them, one of the most widely
used (not only for supervised learning) is the artiﬁcial neural networks approach. Artiﬁcial neural networks (a detailed
description is provided by Haykin7) has a large number of interesting properties. In particular, artiﬁcial neural net-
works are adaptive, are able to treat nonlinear problems are easily parallelizable and are resistant to errors7. However,
these networks are limited by the learning time and the diﬃculty to adapt to a new application (need to choose a
suitable topology, etc ...).
Schema learning is another interesting approach. Designed by Drescher5, this approach comes from the philoso-
pher Jean Piaget’s work. It was recently improved by several authors like Chaput4, Perotto11 or Mazac8. It is inspired
by the learning mechanisms of the human brain. Schema learning is able to construct a model that associates to a
state of the world and an action performed on this world, a new state of the world as output. Among the strengths of
this approach we can note the ability to abstract new perceptions and the understandability of the generated model.
However, this approach requires direct interactions with the environment to learn.
Some works, based on AMAS (Adaptive Multi-Agent System) approach13, were performed using multi-agent
systems to interact with complex real world systems. Among the applications of this approach, we can mention engine
optimization2 or learning in robotics14. Although not directly seeking to build a model, these works are interested
in adaptation and openness properties and are based on the cooperation of autonomous agents. These agents have
only partial information about their environment. The approach proposed in the next section of this paper is directly
inspired of these works.
In the next section, we present an overview of the Agnostic MOdEl Builder by self-Adaptation (AMOEBA), a
multi-agent system designed to build models of ambient systems.
3. AMOEBA: Agnostic MOdEl Builder by self-Adaptation
Agnostic MOdEl Builder by self-Adaptation (AMOEBA) is a multi-agent system designed to generate models of
complex systems at real time. Real time generation needs to be able to adapt the model quickly. So, AMOEBA is built
using the Adaptive Multi-Agent System (AMAS) theory13, a bottom up approach based on cooperation mechanism,
designed to build self-adaptive systems. The cooperation between agents in an AMAS allows the system to self-
organize. The structure of AMOEBA was designed to be compatible with the SACL pattern1.
AMOEBA uses its entries to build a mapping between its perceptions and a desired output. To build this mapping,
AMOEBA uses some examples of correct outputs. The source of these correct outputs is called the oracle, and could
be enabled or disabled at any time. When the oracle is disabled, AMOEBA is in exploitation mode, and doesn’t learn
anymore. The oracle is only a source of data, and AMOEBA try to build a model of the behaviour of this oracle using
its own perceptions. It could be a sensor, a mathematical model, a database, etc... All inputs and outputs of AMOEBA
are real numbers.
3.1. AMOEBA Agents
Being an AMAS, AMOEBA is composed of a set of agents. Figure 1 presents a global view of AMOEBA. There
are three kinds of agents in the system:
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Fig. 1. Schema of AMOEBA. All circles are agents. Arrows between set of agents are communications between all agents.
Percept Agent: the Percept Agents are interface between the studied system and its environment. Each Percept
Agent is linked to one data source (a speciﬁc sensor for example in an ambient application). A Percept Agent is able to
provide to each Context Agent of AMOEBA the current perceived value coming from the associated data source (for
example a Percept Agent linked to a thermometer will provide the current perceived temperature at a given frequency).
Context Agent: the Context Agents are the main agents of the system, and their number may typically ranges from
a few dozen to several thousand. They are composed of a set of validity range, a conﬁdence value and a proposition
function.
A validity range is an interval associated to one Percept Agent. A validity range is said to be valid if, and only if,
the current perceived value of the associated Percept Agent is included in its interval. If all the validity ranges of a
given Context Agent are valid, the Context Agent is said to be valid too.
The conﬁdence value is an indicator of the conﬁdence of the Context Agent about its current structure.
The proposition function is a function using perceived values as parameters, used to compute the proposition of a
Context Agent.
Head Agent: the Head Agent exists in unique. This agent is able to communicate with the Context Agents and
with the environment. Its goal is to use information provided by Context Agent to give a correct solution for the model
value.
At the beginning of the learning process, AMOEBA is composed of a set of Percept Agents and a unique Head
Agent. There are no Context Agent. During the learning process, new Context Agents are created, allowing AMOEBA
to adapt its structure.
3.2. Adaptation
In AMAS, all the agents try to execute their nominal behaviour. The nominal behaviour is the behaviour enabling
the agent to perform its tasks in a cooperative situation3. According to the AMAS approach, we can model the nominal
behaviour of an agent through a Perception-Decision-Action cycle. When all agents are in a nominal behaviour, all
interactions between agents are cooperative and the system is able to perform its task. An agent unable to perform
its nominal behaviour, is in a Non Cooperative Situation (NCS). It must adjust its interactions and its internal state to
allow a return to the nominal state of its behaviour. It is this mechanism which allows the whole system to adapt.
3.2.1. Agent Nominal Behaviour
All agents of AMOEBA are characterized by a nominal behaviour. This section presents the diﬀerent nominal
behaviour of each type of agent.
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During its perception step, a Percept Agent retrieves data from an associated sensor. Then, in the decision and
action steps, it forwards these data to all relevant Context Agents. Here, a simple version of Percept Agent behaviour
is considered, where all Context Agents are considered relevant, but it is possible to have a more complex behaviour
in order to improve scalability.
Context Agent starts its cycle by receiving data from the Percept Agents. Then, it checks if it is valid or not using
perceived values received during the perception step. The Context Agent is valid if all its validity ranges are valid too.
If valid, the Context Agent sends a result proposition and its conﬁdence value to the Head Agent. The proposition and
the conﬁdence are real numbers.
A Head Agent starts by receiving all propositions from Context Agents during the perception step. Then, in the
decision step, it selects the proposition with the highest conﬁdence and, in the action step it provides the selected
proposition as output of AMOEBA.
3.2.2. Non Cooperative Situation
In some situations, a Context Agent or the Head Agent could be unable to perform its nominal behaviour correctly.
These situations are called Non Cooperative Situations (NCS) in the AMAS approach. NCSs must be solved to allow
the Context Agent to perform its nominal behaviour again. NCS resolution mechanisms allowing AMOEBA to self-
adapt, and are composed of two steps: the detection of the NCS, and its resolution.
NCS 1: Conﬂict of a Context Agent (wrong proposition)
• Detection: Using value provided by the oracle, a Context Agent is able to evaluate its proposition. If the
diﬀerence between the proposition and the oracle value is superior to the error margin, the Context Agent
considers that it has given wrong information to the Head Agent. This could impair the proper behaviour of the
Head Agent, so it’s a conﬂict NCS. The error margin is a value deﬁned by the system user.
• Resolution: The Context Agent estimates that it should not have been valid. To solve this NCS, the Context
Agent reduces one of its validity range to avoid to make a proposal in a context where it is unable to give a
good proposition. This is done by reducing one validity range suﬃciently to exclude the current situation. The
reduced validity range is chosen in order to maximise the product of the ranges size.
NCS 2: Conﬂict of a Context Agent (inexact proposition)
• Detection: As for NCS 1, a Context Agent is able to evaluate its proposition using oracle value. If the diﬀerence
between the proposition and the oracle value is inferior to the error margin, but superior to the inaccuracy
margin, the Context Agent considers that it has given inaccurate information to the Head Agent. This could
impair the proper behaviour of the Head Agent, so it’s a conﬂict NCS. As the error margin, the inaccuracy
margin is a value deﬁned by the system user.
• Resolution: For the Context Agent, this NCS is not considered as damaging as the NCS 1. So, the Context
Agent only needs to adapt its proposition function, in order to give a more accurate proposition in the same
context. Moreover, the Context Agent lower its conﬁdence value.
NCS 3: Uselessness of a Context Agent
• Detection: Sometimes, after successive adjustments of their validity ranges, Context Agents may have one or
more range greatly reduced. If this range becomes smaller than a user-deﬁned critical size (for instance: zero,
or very close to zero), the Context Agent considers itself as useless, since it has no chance of being valid again.
• Resolution: The agent self-destroys.
NCS 4: Improductivity of the Head Agent
• Detection: If the Head Agent doesn’t receive any proposition from Context Agent, it is unable to select a
solution value. This situation arises when no agent is valid in the current context.
• Resolution: If the last proposition selected by the Head Agent was send by the last created Context Agent and
if this Context Agent has always done a satisfactory proposal so far, the Head Agent requests this Context Agent
to expand its validity ranges toward the current context. Else, the Head Agent creates a new Context Agent,
initialising its proposition function using the oracle value, and initialising its validity ranges using the current
context.
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3.3. Proposition Function
Each Context Agent has a proposition function. When valid, it asks the proposition function to compute a propo-
sition (using the perceived values as parameters) and sends it to the Head Agent. When the NCS 2 is solved, the
proposition function is adapted to compute more accurate propositions, using the current context. The proposition
function could be implemented by any mechanism able to compute a regression.
An example of interesting algorithm to play this role is the Miller’s updating regression algorithm9. To adapt it,
a new point is added to the regression, with perceived values as coordinates and oracle value as result. Then the
algorithm recompute a new linear regression. This linear function is deﬁned by :
∑p
n=1(xnvn) + a, with p the number
of percepts, xn a coeﬃcient, vn the current value of a percept n, and a a real number.
4. Conclusion and Future Works
This paper addresses the issue of model generation in the context of ambient systems. Issues speciﬁc to this ﬁeld
of application impose to be able to generate models at real-time, respecting properties of genericity, openness and
scalability. AMOEBA is a model generator designed in order to meet these needs. It is based on a multi-agent
approach to correlate the collected data. To this end, agents are responsible for the storage of contexts in which a
function (determined by the agent) provides correct outputs. To perform this mapping between contexts and output,
the agents adapt their behaviour according to the AMAS approach.
The next step for AMOEBA involves the validation of the system. For this, the current version of AMOEBA is ap-
plied in several real applications : anomaly detection on sensor data, learning of the user’s needs or calculating energy
consumption of diﬀerent eﬀectors. This should enable us to evaluate the properties of scalability and adaptivity of
AMOEBA better than mere simulations. There are also many interesting perspectives for improvement of AMOEBA.
Among them, the ability to detect and remove unnecessary sensors for the learning, or the ability to dynamically
discover the need of another sensor to improve the generated model.
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