Automatic circuit placement has received renewed interest recently given the rapid increase of circuit complexity, increase of interconnect delay, and potential sub-optimality of existing placement algorithms [13] . In this paper we present a generalized force-directed algorithm embedded in mPL2's [12] multilevel framework. Our new algorithm, named mPL5, produces the shortest wirelength among all published placers with very competitive runtime on the IBM circuits used in [29] . The new contributions and enhancements are: (1) We develop a new analytical placement algorithm using a density constrained minimization formulation which can be viewed as a generalization of the force-directed method in [16] ; (2) We analyze and identify the advantages of our new algorithm over the force-directed method; (3) We successfully incorporate the generalized force-directed algorithm into a multilevel framework which significantly improves wirelength and speed. Compared to Capo9.0, our algorithm mPL5 produces 8% shorter wirelength and is 2X faster. Compared to Dragon3.01, mPL5 has 3% shorter wirelength and is 12X faster. Compared to Fengshui5.0, it has 5% shorter wirelength and is 2X faster. Compared to the ultrafast placement algorithm: FastPlace, mPL5 produces 8% shorter wirelength but is 6X slower. A fast mode of mPL5 (mPL5-fast) can produce 1% shorter wirelength than FastPlace1.0 and is only 2X slower. Moreover, mPL5-fast has demonstrated better scalability than FastPlace1.0.
INTRODUCTION
Automatic circuit placement has received renewed interest recently given the rapid increase of circuit complexity, increase of interconnect delay, and potential sub-optimality of existing placement algorithms [13] . As integrated circuit technology further scales, the design sizes are getting larger.
Recently, [15] shows the importance of building a good physical hierarchy from a flattened or nearly flattened logical netlist for performance optimization. Therefore, large-scale placement on a nearly flattened netlist is needed for physical hierarchy generation to achieve the best performance. This is even more critical for deep sub-micron or nanometer designs as the interconnect has become the performance bottleneck.
Typical techniques used in the current state-of-the-art placement tools consist of min-cut partitioning [7, 31] , simulated annealing [30, 14] , analytical methods with quadratic wirelength minimization [21, 11] , linear wirelength minimization [22, 12] and log-sum-exponential wirelength minimization [26, 18] . The first two techniques always produce a global placement with not much cell overlapping. On the other hand, analytical techniques for minimizing some unconstrained smoothed wirelength objectives usually introduce a lot of cell overlapping or area congestion during the global placement. Hence, area congestion removal techniques such as slot assignment [11, 12] , recursive bisection/quadrisection partition [32] , ripple-move [17, 12] , cell shifting [29] and grid warping [33] have been introduced. Algorithms [18, 16] are also proposed to minimize the wirelength objective and area congestion simultaneously. Usually, those placement techniques are embedded in a hierarchical/multilevel framework to speed up the placement process [18, 7, 30, 31, 11, 12, 14] .
In this paper, we use the multilevel technique [11, 12, 14, 9, 18] combining with a new analytical method for largescale placement. Multilevel/multigrid methods have been successfully applied to solve partial differential equations [5, 6] . Also, they have been successfully used to solve the hypergraph partitioning problem [19, 2] . We use the multilevel algorithm because it gives better scalability and better global optimization.
Our novel analytical placement algorithm is based on a mathematically sound foundation for supporting the density constraint, and can be viewed as a generalization of the force-directed method in [16] . In [16] , it uses a quadratic wirelength objective and adds forces on cells based on area density of the placement. Adding forces on cells is equivalent to modifying the right-hand side of the linear system arising from the quadratic wirelength minimization. Hence each iteration can be solved easily. However, it suffers from the inaccurate approximation by quadratic wirelength objective as illustrated in [20, 22, 24] and the ad hoc scaling of the spreading forces for supporting the density constraint.
The new contributions and enhancements presented in this paper are as follows:
• We develop a new analytical placement algorithm using a density constrained minimization formulation which can be viewed as a generalization of the forcedirected method in [16] .
• We analyze and identify the advantages of our new algorithm over the force-directed method in [16] .
• We successfully incorporate the generalized forcedirected algorithm into a multilevel framework which significantly improves the wirelength and speed. We use the multilevel framework proposed in mPL2 [12] . The new algorithm is named mPL5.
The remainder of this paper is organized as follows. Section 2 presents the constrained minimization formulation and how it is related to the force-directed method [16] . A generalized force-directed algorithm is proposed. Section 3 describes the multilevel framework and how the generalized force-directed algorithm is incorporated into the multilevel paradigm. In Section 4, experimental results are presented to demonstrate the effectiveness of our new algorithm. Comparisons with other state-of-the-art placers are given. Finally, the conclusion and future work are given in Section 5.
MATHEMATICAL MODEL
In this section we give an introduction to the circuit placement problem and present a nonlinear constrained optimization problem formulation for it.
Circuit Placement Problem Formulation
The circuit placement problem can be characterized as a hypergraph placement problem. Let H = (V, E) be the hypergraph. Let V = {v1, v2, . . . , vN , vN+1, . . . , vN+P } represent the set of cells/modules and E = {e1, e2, . . . , em} represent the set of nets/interconnects. The set {vN+1, . . . , vN+P } represents pads (fixed terminals) which are fixed throughout placement, and each ei is a subset of V that gives the connection/relation among the cells. Net with degree k is called k−pin net.
Let (x k , y k ) be the center coordinate of the cell v k . The wirelength of a net e, given by l(e) = max
is the half-perimeter of the smallest rectangle containing all the cells in e. The total wirelength of a given circuit is the sum of the wirelength of each net in E. Our objective is to place the cells, subject to some constraint such as cell non-overlapping, such that the total wirelength P e∈E l(e) is minimized. Currently, we assume standard cell placement to be that of all the cells having the same height and a number of standard rows is given. The cell non-overlapping constraint for the standard cell placement is to place all the movable cells on the given rows without overlapping each other. However, our algorithm can be easily generalized to the case where we have cells of different heights. Typically, the placement problem is divided into two stages: global placement and detailed placement. For global placement, one needs to place the cells evenly distributed on the placement region where cell overlapping is allowed. The global placement solution is then legalized by discrete methods in detailed placement, which can also further reduce the wirelength by local cell swapping without creating cell overlapping. In this paper, we mainly focus on global placement.
Constrained Minimization Formulation
In this section we present a constrained minimization formulation for the placement problem. We discuss smooth approximations to the wirelength objective eq(1) and smooth approximation to the pairwise non-overlapping constraint for the standard cell placement problem.
Smooth Wirelength Approximation
Since eq(1) is not differentiable and the constraints are highly non-convex, the minimizer is hard to locate. Therefore, using continuous differentiable functions to approximate eq(1) is necessary. Many studies, for example [21, 16, 11] , use a quadratic function approximation given by
The advantage of using the quadratic wirelength objective is that its unconstrained minimizer can be obtained by solving a positive definite linear system of equations. However, it over-penalizes the long nets which gives a bad half-perimeter wirelength placement solution.
In this paper we use the following better half-perimeter wirelength approximation objective
proposed in [26] and recently used in Aplace [18] , where the smaller η, the more accurate the approximation. However, we can not choose too small η due to machine precision and numerical stability. In experiments, we scale the placement problem so that all the cell locations are between 0 and 1. η is then set to 0.01. We have also proposed and studied another approximation to eq(1) using Lp-norm:
since the first term and the second term tend to max{x k } and min{x k } respectively as p tends to infinity. We set p = 32 in experiments so that x p and x 1 p can be computed efficiently. Numerical results verifying the effectiveness of different objectives are given in Table 4 . We remark that a slightly different approximation using Lp-norm is proposed in [20] .
Smooth Constraints Approximation
Since the pairwise non-overlapping constraints are highly nonconvex and difficult to satisfy during the global placement, we replace the constraints by bin density constraints discussed in the following.
Based on the placement region R, we divide the region into m × n uniform non-overlapping sub-regions (bins) Bij , 1 ≤ i ≤ m, 1 ≤ j ≤ n such that ∪i,j Bij = R. Let hx and hy be the bin width and bin height respectively. Define Dij to be the average density in the bin Bij which is given by
where aij (v k ) is the fractional area of cell v k lying inside bin Bij (see Figure 1 ).
Figure 1: Illustration of fractional cell area in a 3x4 bins region.
We consider the constrained minimization problem:
where Dij is the average density in Bij defined through eq (5) and K is the total cells area divided by the area of the placement region R 1 . The current problem is to find a placement that minimizes the wirelength W (x, y) such that the cells are evenly distributed over the region. However, it is difficult to solve the above problem since the density function is not differentiable. To make the problem easier to solve, we use the inverse Laplace transformation [10] to smooth the density function. The smoothing operator ∆ −1 d(x, y) is defined by solving the following Helmholtz equation:
where > 0, ν is the outer unit normal, ∂R is the boundary of R, d(x, y) is the continuous density function and ∆ is a differential operator given by
The inverse operator is well defined, as eq (7) has a unique solution for any > 0. Since the solution of eq (7) gains two 1 Note that in general we may set different density target Kij for bin Bij to reflect uneven density requirements due to pre-placed blocks etc. For all benchmarks we tested in the work, K is a constant for all bins.
more derivatives [10] than d(x, y), ψ is a smoothed version of the density function. We use the finite difference method [25] to discretize the problem eq(7) using the bin grids we defined above. The Neumann boundary condition is used for the discretization scheme. Let ψi,j be the value of ψ at the center of the bin Bij . The approximation scheme is given by
where
and Dij is the average density in Bij . Let L be the matrix corresponding to the above linear system. Then Ψ = (ψ11, ψ12, . . . , ψmn) t can be computed by solving the following linear system
where D = (D11, D12, . . . , Dmn) t . Note that the problem eq(11) can be solved in O(mn log mn) by fast discrete cosine transform [8, 27] . Now we can reformulate the problem eq(6) as
t . In next section, we discuss how to solve the above problem and how it is related to the forcedirected method [16] .
Problem Solver
There are many nonlinear programming techniques to solve eq (12) . We use the Uzawa algorithm [4] to solve eq (12) . The advantage is that it does not require a Hessian inversion to find a minimizer satisfying the KKT condition. Another reason is that the iterative scheme can be viewed as a generalization of the force-directed method [16] . By applying the Uzawa algorithm to solve eq(12) through the Lagrange multiplier, we get the following iterative scheme:
where λ k is the Lagrange multiplier at k−th iteration, α is a parameter to control the rate of convergence, and x k and y k are the cell locations at the k−th iteration. The gradient of ψij with respect to cell v k can be approximated by the difference scheme
if the center of cell v k is inside Bij and zero otherwise.
In [16] , it derives that the divergence of the forces f (x, y) is proportional to the density; that is,
where c is a constant. Also, there exists a scalar function φ(x, y) satisfying
Combining eq(15) and eq (16) gives the following equation
with boundary conditions that the magnitude of the forces ∇φ(x, y) is zero at infinity. Comparing eq(7) with eq(17), the main difference is the boundary condition if we choose small . The boundary condition in our formulation eq(7) tells that the forces pointing outside the boundary are zero, which makes more sense than assuming the forces being zero at infinity as in [16] since we want to place the cells inside a finite region.
Moreover, the force-directed method in [16] can be considered a special case of eq (13) . It uses the quadratic wirelength objective eq(2) for W (x, y) and iteratively solves "
until all cells are well distributed over the chip region. C, px and py are derived from ∇W (x, y). The τ k is a scalar to control the movement of cells in each iteration. 
One can expect the above fixed point iteration requiring a small enough τ k for convergence. But we know λ k is the Lagrange multiplier for eq(12) which has to be large enough to get a well-distributed placement. Also, the λ k is a vector in eq(13) and has each of its component acting as a scaling factor for the forces induced in the corresponding bins. These show that our new algorithm is more general and robust, and, overcomes the shortcoming of ad hoc force scaling selection used in [16] .
In each step of the iterative scheme eq(13), we have to solve a nonlinear equation which can be solved by the time marching scheme [28, 3] . The solution of the nonlinear equation is a steady solution of the following ordinary differential equation (ODE): 8 > < > :
where (x(t), y(t)) denotes the placement at time t. It can be considered a gradient descent scheme for the Lagrangian function
One can think of it as minimizing the wirelength objective and constraints penalty simultaneously at each iteration. We solve the above ODE by the explicit Euler method [25] . The algorithm we used to solve eq(12) is given in Table  1 . It is called GFD (Generalized Force-directed) algorithm. The algorithm takes in the number of outer iterations and the stopping criterion for inner iteration. α is a parameter to speed up the convergence. γ is the increasing rate for α. β is the percentage of non-zero density bins. N is the number of movable cells, and P is the number of pads. Since one can only get a local minimizer by solving eq(13), the initial solution is important. The outer iterations can be considered a continuation method where the solution at each outer iteration is used as an initial solution for the next iteration.
We use uniform bin grids, and the number of bins is roughly equal to the number of cells.
We remark that Aplace [18] uses a penalty method to solve eq(6). It uses a bell shape function [26] to smooth the density constraint locally. In our case, however, the inverse Laplace transformation eq(7) smoothes the density function globally.
Since the global placement produced by the GFD algorithm may contain cell overlapping, a discrete algorithm is used to legalize the solution. We use a simple greedy algorithm [23] to place the cells in standard rows without overlapping. Local greedy cell swapping, where each move does not create overlapping, is then applied to reduce wirelength.
GFD(outer iters, stop percent) if initial placement not given
use the unconstrained minimizer of the quadratic wirelength objective as an initial solution. endif compute nnb = number of non-zero density bins. set P = total number of pads. set N = total number of cells. set inner iters = N. set γ = 1.5. (Experiments show that it is a good trade-off between runtime and wirelength) for i = 1 to outer iters 
MULTILEVEL FRAMEWORK
Many studies [11, 12, 14, 9] show that multilevel algorithm is a promising technique to handle large-scale problems. It is not only used for speed-up, but also for better global optimization.
In this section we incorporate the GFD algorithm into the multilevel framework that is used in mPL [12] . The multilevel framework consists of coarsening, interpolation, relaxation, and multilevel flow. We review and discuss each component in the following sections.
Coarsening
The purpose of coarsening is to build a hierarchy for the multilevel paradigm. We use a modified first-choice (FC) hypergraph coarsening based on the FC first proposed in [19] . We define the affinity between vertex v and w as rvw = X e∈E|v,w∈e
where w(e) is the weight assigned to net e, area(e) denotes the sum of the areas of the cells in e, and |e| denotes the number of cells in net e. The vertices are first ordered in descending order of the vertex degree. Vertices are then examined sequentially, and the affinities eq(22) each vertex v has for vertices with which it shares hyperedges are computed. An affinity graph is then constructed by joining each vertex to exactly one of its neighbors for which it has maximal affinity. Each group of joined vertices is called a cluster and become the coarser level vertex. Hyperedges are defined on the clusters in the obvious way: each hyperedge on the finer level becomes a hyperedge (the set of clusters containing those vertices) at the coarser level, with the singleton hyperedge simply ignored. We hence get a smaller hypergraph at the coarser level.
Relaxation
mPL3 [12] solves nonlinear programming at the coarsest level. On the subsequent levels, it uses the GOTO swapping and quadratic relaxation on subsets with ripple-move to relieve area congestion. We replace those optimization techniques with the GFD algorithm. It is a more powerful relaxation, as it moves all cells simultaneously to reduce wirelength subject to the area density constraint.
Interpolation
Interpolation is used to transfer solutions from level to level. For example, given a placement solution at the coarse level, we use it to compute the placement solution at the finer level via interpolation.
A graph model of connectivity is employed to define the interpolation: the weight of edge eij is
For efficiency, only weights above a certain threshold (currently 1/4) are used. Finer-level vertices vi within each cluster with the highest vertex degree (using cell area to break the tie) are designated as "C-points" and are given the positions of their parent clusters. "C-point" locations are fixed during interpolation. The remaining points are designated as "F -points" and are placed at the weighted average of the positions of the C-points to which they are connected. Once an F -point has been placed, it can be treated like a C-point and used to influence the positioning of other F -points to which it has connections. Moreover, since the process depends on the vertex order, iterations are used to allow all interconnected nodes to influence each others' positions. For this purpose, the nodes are ordered by decreasing connectivity w(vi) = P j w(eij ), following eq(23).
Multilevel Flow
After the first V-cycle, an additional V-cycle is used to improve the result. During the reaggregation phase, spatial proximity is used in the FC affinity along with netlist connectivity. We re-define the affinity between vertex v and w to be
where dist(v, w) is the Euclidean distance between v and w. Thus, clusters are placed at the weighted average of their components' positions, the weights identical to those used in the interpolation eq (23) . Relaxation on this modified hierarchy is then used to further reduce the wirelength.
use modified FC (c.f. eq (22)) to coarsen the hypergraph until the number of cells < 500. set nl = number of levels. set stop percent = 97 % suppose level nl is the finest level corresponding % to the original hypergraph. for i = 1 to nl − 1 set distri percent = min(50 + 50 * i/nl, 90). at level i, call GFD(1, distri percent). interpolate placement from level i to level i + 1. endfor % start the second V-cycle. use modified geometric based FC (c.f. eq(24)) to coarsen the hypergraph until the number of cells < 500. placement from first V-cycle is interpolated to coarse levels during the coarsening. set nl = number of levels. for i = 1 to nl − 1 set distri percent = min(50 + 50 * i/nl, 90). at level i, call GFD(1, distri percent). interpolate placement from level i to level i + 1. endfor call GFD (1, stop percent) . call detailed placement. The multilevel GFD algorithm (mPL5) is shown in Table  2 . Figure 2 shows the multilevel flow in mPL5. A fast mode of mPL5 is obtained by: (1) set the stop percent = 95; (2) increase α in the GFD algorithm whether nnb is increased or not; (3) reduce the number of bins to half of the normal; (4) reduce cell swapping in the detailed placement.
NUMERICAL RESULTS
The benchmarks used in our experiments are the same as in [29] , and are provided by the authors of FastPlace1.0 [29] . They are originally derived from the ISPD-02 suite downloaded from [1] . The macro blocks are modified to be standard cells in a way that the height of macro blocks is brought down to the standard cell height and the width of macro blocks, if exceeding 4X average width, is changed to a value of 4X average width.
GFD (20) GFD (30) All the experiments are run on a Linux, 2.4GHz machine. In Table 3 , we run the GFD algorithm with a different number of outer iters shown in the parenthesis. It also shows comparisons with mPL5, the multilevel GFD. The wirelength and runtime are relative to GFD(10), the GFD algorithm with 10 outer iterations. The stop percent in the GFD algorithm is set to 97 in the comparisons. We can see the wirelength is getting shorter as we increase the number of outer iterations. We remark that keeping an increase in the number of outer iterations, though increasing the runtime, does not further significantly reduce the wirelength. However, the multilevel GFD (mPL5) significantly outperforms the GFD both in quality and runtime. This shows that our multilevel algorithm is a very effective technique that gives better scalability and better global optimization. Figure 3 shows the placement solutions of mPL5 at each level in the second V-cycle. We can see that cells are distributed more evenly from level to level. In Table 4 , we compare the performances of different objectives: LogSumExp eq(3), Lp-norm eq(4) and quadratic eq(2) under the mPL5 platform. It shows that the global placement wirelength by Lp-norm is 3% longer than LogSumExp and with a 67% longer runtime. The runtime for quadratic is around 20% shorter than LogSumExp, but its wirelength is 61% longer. This demonstrates that the LogsumExp gives the best approximation to eq(1). In Table 5 , we compare mPL5 with current state-of-theart placers: Capo9.0 [7] , Dragon3.01 [30] , FastPlace1.0 [29] and Fengshui5.0 [31] . We are also interested in comparing mPL5 with Aplace [18] ; however, Aplace's binary is not available for download. All the placers are run in default mode. Table 5 shows that overall mPL5 produces the shortest wirelength. Compared to Capo9.0, mPL5 has 8% shorter wirelength and is 2X faster. Compared to Dragon3.01, mPL5 produces 3% shorter wirelength and is 12X faster. Compared to FastPlace1.0, it outperforms the wirelength by 8% but is 6X slower. Compared to Fengshui5.0, mPL5 has 5% shorter wirelength and is 2X faster. The fast mode of mPL5 (mPL5-fast) can produce 1% shorter wirelength than FastPlace1.0 and is only 2X slower in average. A scalability plot of FastPlace1.0 and mPL5-fast is shown in Figure 5 . It shows that mPL5-fast is slightly more scalable and it is expected that mPL5-fast will be faster than FastPlace1.0 on design with millions of cells. Figure 4 shows the average performance of each placer. The wirelength and runtime shown are divided by mPL5's wirelength and runtime respectively. We remark that we do not compare with Dragon's fixed-die mode (routability congestion driven) results as in [29] , as it uses longer runtime and wirelength than the results of the default mode (wirelength driven). Also we compare to the latest binary of FastPlace1.0, which produces 5% shorter wirelength than the results published in [29] with similar runtime. We also run mPL5 on PEKO examples [13] which are a set of synthetic benchmarks used to evaluate how far placement tools are from optimal. In [13] , it shows that the quality of the current state-of-the-art placers is 50% to 150% from optimal. The results of mPL5 on PEKO suiteIII, circuits with pad connections, as well as other placers' results are shown in Figure 6 . mPL5 can produce placement solution that is very close to the optimal-only 20% away, which again is the best among all existing placers.
CONCLUSION AND FUTURE WORK
To conclude, we have developed a multilevel generalized force-directed placement algorithm, named mPL5. Experiments show that mPL5 is a fast placement algorithm producing the shortest wirelength among the state-of-the-art academic placers. We remark that the GFD algorithm presented in the paper is not limited to standard cell placement. It is a general algorithm that can handle different objectives and density constraints. In the future, we will conduct experiments on mixed-block placement and add in supports of other constraints such as routability and thermal.
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