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ABSTRACT Using automated imaging technologies, it is now possible to generate previously un-
precedented volumes of plankton image data which can be used to study the composition of plankton
assemblages. However, the current need to manually classify individual images introduces a bottleneck
into processing chains. Although Machine Learning techniques have been used to try and address this
issue, past efforts have suffered from accuracy limitations, especially in minority classes. Here we use
state-of-the-art methods in Deep Learning to investigate suitable architectures for training an automated
plankton classification system which achieves high efficacy for both abundant and rare taxa. We collected
live plankton from Station L4 in the Western English Channel and imaged 11,371 particles covering 104
taxonomic groups using the automated plankton imaging system FlowCam. The image set contained a
severe class imbalance, with some taxa represented by > 600 images while other, rarer taxa were represented
by just 14. We demonstrate that by allowing multiple Deep Learning models to collaborate in a single
classification system, classification accuracy improves for minority classes when compared with the best
individual model. The top collaborative model achieved a 6% improvement in F1 accuracy over the best
individual model, while overall accuracy improved by 3.2%. This resulted in a 97.4% overall accuracy score
and a 96.2% F1 macro score on a separate holdout test set containing 104 taxonomic groups. Based on a
survey of similar studies in the literature, we believe collaborative deep learning models can significantly
improve the accuracy of existing automated plankton classification systems.
INDEX TERMS Automated plankton identification, Convolutional Neural Networks, Deep Learning,
FlowCam, Multi-layer Perceptron Model, Station L4
I. INTRODUCTION
MARINE and freshwater plankton are a taxonomicallyand morphologically diverse group of organisms that
span many phyla and tens of thousands of species [1], [2].
Traditionally, microscopic analysis has been used to identify
and enumerate different types of plankton present within a
given environment at a given point in time. However, this
approach is both time-consuming and labour intensive, as it
relies on the manual processing and classification of plank-
ton present within water samples. Furthermore, it requires
highly-skilled specialists who are able to discern the often
subtle morphological differences that distinguish one taxa
from another [3]. Given these restrictions, over recent years
a considerable amount of effort has gone into automating
different steps in the sampling and classification process.
In the late 1970s, the introduction of silhouette photogra-
phy allowed plankton to be recorded electronically [4]. This
led to the first computing systems capable of automatically
enumerating and measuring planktonic particles within im-
ages [5], [6]. The following years saw the rapid development
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of plankton image recorders, including both in situ devices
such as the Video Plankton Recorder [7], SIPPER [8], and
FlowCytobot [9]; and laboratory devices such as FlowCam
[10] and ZooProcess [11]. Such systems can generate un-
precedented volumes of plankton image data. However, with-
out a technique to automatically and reliably classify objects
within the images, their identification remains reliant upon
manual classification, which introduces a bottle neck into
processing chains.
Over the last few decades a considerable amount of effort
has gone into developing software to automatically process
plankton image data; however, success in accurately classi-
fying plankton in natural conditions has often been mixed
[12], with the ability of different systems to correctly identify
minority or rare taxa being particularly poor [13], [14].
Until recently, plankton classification systems tended to be
based upon traditional computer vision techniques. These
involved extracting and calculating features from plankton
images such as moments (applied to extract certain geometric
information of interest from an image), texture and edges
using manually constructed algorithms. Following this, some
form of pattern recognition was implemented (i.e. a machine
learning model) such that a system can learn to map a set of
input features to a taxonomic group.
In one of the earliest studies, 41 morphological features
were automatically extracted from plankton images and anal-
ysed using discriminant analysis [15]. The work demon-
strated a 90% classification accuracy on 8 zooplankton taxa.
Later, Tang et al. developed the first automated, real-time
approach with a dataset consisting of 2000 images belonging
to 6 taxonomic groups [16]. The approach extracted four
unique features by applying custom convolution filters to
images. The resulting system, trained using a standard neural
network, achieved a 95% classification accuracy. Meanwhile,
a classification system presented by Blaschko et al. used
FlowCam to generate a dataset containing 982 images con-
sisting of 13 taxonomic groups [17]. Various shape, moment
and geometric features were extracted and presented to a
neural network, resulting in a 71% accuracy score. In addi-
tion, a study using ZooScan collected 1135 particles across
34 taxonomic groups from the Icelandic sea [18]. Using
26 features automatically extracted by the ZooScan system
the authors achieved 75% accuracy using a random forest
machine learning model.
More recently, automatic plankton classification systems
have utilised Convolutional Neural Networks (ConvNet /
ConvNets) [19]. The main difference between traditional
computer vision approaches and ConvNets is that ConvNets
combine automatic feature extraction and pattern recognition
into a single model. ConvNets represent an extension of a
more basic neural network, also referred to as Multi-layer
Perceptron (MLP), Fig. 1B. The neural network loosely
represents a biological brain in which groups of neurons
are organised in a hierarchy of layers. As an input signal
flows through the network, certain neurons are stimulated
which pass the signal on to all connected neurons in the
subsequent layer. Using a biological brain as an example,
a ConvNet can be thought of as adding a visual cortex to
this model. Key to ConvNets are the numerous convolutional
filters within each layer (Fig. 1Ai). These filters glide over an
image like a sliding window, extracting new feature spaces
from an input image. These new feature spaces are also
images, meaning that ConvNets may contain any number of
convolutional layers. The overarching goal of the ConvNet is
to learn the filter values for each convolution function, such
that the network will learn to extract important features that
will allow it to correctly predict a class label given an input
image.
In the field of visual object recognition research, the Ima-
geNet dataset and competition [20] have highlighted the per-
formance benefits of ConvNets over traditional computer vi-
sion methods. Although ConvNets are more computationally
expensive to run, AlexNet [19] demonstrated that by using
graphic processing units (GPU), it is now feasible to train
a ConvNet within a reasonable time period (e.g. less than
24 hours). Their entry into the 2012 ImageNet competition
showcased significant improvements over competitors using
traditional computer vision techniques. With recent studies
related to ImageNet all using ConvNets [21]–[24], research
into network designs is rapidly evolving leading to further
improvements in the performance of ConvNets.
There are several open source plankton image sets that
have been used to test the efficacy of different ConvNets
for automated plankton classification, although none are
currently as large as the ImageNet dataset. These include
the WHOI dataset [25], consisting of 3.4 million images
covering 103 taxonomic groups; and the Kaggle dataset [26],
consisting of 30,000 images covering 121 taxonomic groups.
As is often the case in the real world, the WHOI and Kaggle
datasets both contain many infrequently observed minority
taxa. Within the field of Machine Learning research, such
“class imbalances” are a long-standing issue [27], [28], that
result in the training phase being excessively influenced by
majority classes which are observed more frequently. Sev-
eral studies which use ConvNets to automatically identify
plankton have attempted to address the class imbalance issue.
Lee et al. applied dual training phases, the first using a
class-normalised dataset with a reduced number of images in
majority classes to match the minority classes, and the second
using the entire dataset [13]. This was shown to increase
accuracy, yet prediction quality in minority classes remained
a significant problem. Meanwhile, Dai et al. explored the use
of Image Augmentation to address class imbalance, in which
the size of the dataset was synthetically increased through
the controlled modification of images within the original
dataset, which boosted the number of training images for mi-
nority classes [29]. They demonstrated an approximate ten-
point improvement with this technique, ultimately reaching
a 93.7% accuracy score on a dataset containing 9460 images
covering 13 taxonomic groups.
A study by Wang et al. also addressed the class imbalance
issue by training a ConvNet only on minority classes, with
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FIGURE 1. Visual schematics of model architectures implemented. A) ConvNet where (i) demonstrates the operation performed in a typical convolution layer using
3x3 filters to produce a new feature space for a given input image. (ii) Abstract ConvNet model where the model can be made up of any of the modules shown in
Fig. 5 and described in Table 1. B) Multi-layer Perceptron architecture which was trained on the geometric features of each particle. C) Collaborative model
schematic whereby each model contains one or more unique trained ConvNet models and a trained MLP model. If two or more ConvNets are provided the MLP
model could optionally be omitted.
the entire dataset introduced after convergence [14]. Eventu-
ally, the authors proposed using the two models from this pro-
cess in parallel. Upon doing this, state-of-the-art performance
was achieved on the WHOI dataset, with a 95% accuracy
score. However, while there was some improvement in the
classification accuracy of minority classes, this remained a
problem. In more recent work, it was found that the addition
of contextual data can also provide improved classification
accuracy [31]. Using a small scale ConvNet architecture
known as VGGNet [21], the authors experimented fusing ge-
ometric, geo-temporal and hydrographic data with associated
images into the final two layers (non-convolutional) of the
ConvNet. Using a dataset containing 350,000 images the au-
thors obtained a 92.3% accuracy score across 27 taxonomic
groups with a notable 1.3-point improvement observed when
using metadata compared to runs without.
To the best of our knowledge, all existing attempts to use
ConvNets to automatically identify plankton within image
datasets have relied on using single ConvNet architectures.
However, as noted by [31], recent winners of the ImageNet
competition (e.g. [19]) have tended to exploit multiple Con-
vNets by forming an ensemble. This is where multiple neural
networks, trained with different initializations or architec-
tures, are combined and the output predictions are either
averaged or a majority voting system is implemented [32].
Within the literature, there are now multiple distinct ConvNet
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architectures each harbouring unique innovations and proper-
ties. While training different types of ConvNet on an identical
dataset, it is possible that each ConvNet will learn different
representations and patterns, which when combined, could
yield higher classification accuracies. This raises the ques-
tion: can similar methods be used to improve the efficacy of
current automated plankton classification systems?
Rather than constructing a typical ensemble, here we in-
vestigate the possibility of developing a classification system
which allows multiple unique deep learning models to col-
laborate when classifying plankton image data (Fig 1C). The
classification system is designed in such a way as to allow
multiple pre-trained individual deep learning models to be
accepted as inputs, which are then combined in an additional
learning phase, to help the individual models learn how to
effectively work together before forming a collective predic-
tion. At the same time, we include many of the innovations
that have previously demonstrated an improvement in clas-
sification accuracy when working with ConvNets, including
image augmentation and the inclusion of contextual metadata
(c.f. [31]). We test this system on an image set containing
11,371 images and covering 104 taxonomic groups, which
were collected using the automated plankton imaging system
FlowCam. The image set contained a severe class imbalance,
and particular attention was given to the performance of the
collaborative system in correctly predicting minority classes
when compared with non-collaborative architectures.
In this paper, we describe the image dataset, the four
unique ConvNet models configured within this study and
an MLP model for additional contextual data, along with
the approach that allows the individual models to work
collaboratively when classifying images. A description of the
approach used to prepare images for the classification system,
including image augmentation, is also included. Details of
the performance of individual learners compared against the
new collaborative models is provided. Finally, we discuss our
results, including the prediction quality of the collaborative
models compared to individual learners, with a focus on
minority taxonomic groups, and suggest new areas of re-
search that may further improve the use of machine learning
to accurately and efficiently identify and quantify natural
plankton communities.
II. METHODS
In this section we detail the full work flow required to
construct a plankton classification system, including the col-
lection of live plankton, the processing of samples through
a FlowCam imaging system, constructing a data processing
pipeline and developing suitable methods to construct novel
deep learning architectures suitable for use with the subse-
quent data.
A. DATA ACQUISITION
Live plankton samples have been collected using verti-
cal hauls of a standard WP2 net fitted with a 63µm
mesh net from station L4 in the western English Channel
(www.westernchannelobservatory.org.uk [33]; Fig. 2) on a
weekly basis since 2012. For this study we focussed on
data generated from the live analysis of samples collected
between 2016 and 2017. Sub-samples of the net material
were analysed using a FlowCam VS-IVc (Fluid Imaging
Technologies Inc.) fitted with a 300µm path length flow cell,
and a 4x microscope objective. Images were collected using
auto-image mode at a rate of 6-12 frames per second. Image
files were manually classified to determine the abundance
of protists and metazoa using VisualSpreadsheet® software
(Version 4.1.95). Image libraries were created for each taxon
or cell type with the number of images in each library ranging
between 14 and 637. The final dataset consisted of 11,371
sample images belonging to 104 taxonomic groups (Fig. 3).
Each image library contained single image collages with a
corresponding file consisting of geometric and time data. The
dataset contained a natural class imbalance (Fig. 4), with
several of the minority classes containing just 14 unique
particles while majority classes each contained more than
500 particles.
B. CONVNET ARCHITECTURES
The structure of ConvNets is an active area of research,
with new architectures being continuously developed. Here,
we investigate the use of four distinct architectures that are
commonly used within the literature (Table 1). These form
the basis for the four individual ConvNets used within the
current study. The first is VGGNet [21], which introduced
applying 3x3 convolution filters to shrink the number of
parameters required while still identifying similar patterns
within images compared to applying larger filters which
were common practise previously, e.g. AlexNet [34]. Various
best practises were also introduced in VGGNet which are
currently widely followed when setting up a new ConvNet
classification system. The second is based on the Inception
module, which formed the backbone of GoogLeNet [22]. The
Inception module contains numerous functions, whereby all
are operated in parallel on an input image. These include
various sized convolutional filters, a pooling function to
aggregate information to a smaller image dimension and 1x1
convolution filters to reduce the number of parameters used.
The third is the Residual Network [23], which introduced
a method to construct deeper networks without reducing
accuracy. By introducing an identity function between layers,
the learning algorithm can skip through the network when
updating weights between neuron connections. The fourth is
DenseNet [24], a network in which the output of each layer is
connected to every subsequent layer in the network, allowing
layers deep in the model to learn from an input image.
A straightforward approach would have been to implement
these models in full as described in the original papers.
However, initial exploration found the models to be too com-
plex for the FlowCam image data. This led to unnecessary
computation and models that tended to over fit, meaning
they learnt the training data almost perfectly, but had poor
classification accuracy when presented with novel data. The
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FIGURE 2. Map showing the location of the long-term monitoring site Station L4 which forms part of the Western Channel Observatory (WCO). The WCO is
located in coastal waters near to the city of Plymouth, UK.
four selected ConvNet models were originally tested against
the ImageNet dataset, containing more than 1 million high
resolution images spanning 1000 categories. Consequently,
these networks were wider and deeper to allow for complex
mappings between input and output signals. Similar observa-
tions were noted by Ellen et al [31]. Therefore, we extracted
the main innovation from each model in a way that meant the
ConvNet could be scaled to custom depths and widths.
While each of the four selected ConvNet architectures
introduced a new concept, they contain a similar character-
istic. The new concept is repeated throughout the network
to form a deep learning model. The only variable is usually
how many convolutions should occur at certain depths of
the network (the width). Therefore, we took the approach
of extracting the main innovation behind each selected Con-
vNet (Fig. 5) and implemented it in a standalone piece of
Python code. For each model type, the standalone Python
code was implemented in a way that made it possible to
stack modules when constructing a ConvNet of a given depth
(Fig. 1Aii). Each individual module was designed to accept
parameters so that the width of any layer in the module (i.e.
the number of convolution filters) could be adjusted; this was
done according to the configuration found in the original
paper that the module was based on [19], [21], [23], [24].
These implemented modules provided a basis for further
experimentation to learn suitable ConvNet depths for the
given FlowCam image data.
C. MULTI-LAYER PERCEPTRON CONFIGURATION
Following Ellen et al., we also investigated the impact of
passing numeric, geometric and environmental data to the
classification system [31]. The geometric data is generated
automatically by FlowCam (a full list of variables is provided
in Table S2). Since these variables are in an arbitrary order, a
ConvNet is not suitable for this type of data, hence we opted
to handle this data using fully connected layers. One option
was to let these data interact in the last few fully connected
layers of the ConvNet model, as proposed by Ellen et al [31].
However, when testing this approach, we observed that the
geometric data tended to have a disproportionate influence
during the early stages of training, suggesting that the data are
simpler to learn than the corresponding image data. Due to
uncertainty regarding how this would affect the final conver-
gence of the ConvNet model, we felt it necessary to perform
training on the geometric data in isolation. Therefore, we
constructed a separate MLP model to learn from the numeric
context data.
Unlike a typical ConvNet, training times are drastically
reduced using an MLP since only a one-dimensional array
is passed to the network. A single particle’s geometric data
input is approximately 440 times smaller than its associated
image (352 bytes vs 155,136 bytes) resulting in training times
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FIGURE 3. Sample images, resized for publication purposes, showing the 99 plankton and 5 non-plankton classes used in this study. Details of scientific names
and sizes (µm) for each class are provided in Table S1.
of minutes rather than hours on the workstation used for the
study (Table S3). This meant that a suitable architecture could
be learnt from a grid search on a range of different network
configurations. To learn a suitable design for the network
we tested all combinations of between one and five hidden
layers; and 256, 512, 1024 and 2048 neurons per layer. The
MLP model was highly susceptible to overfitting. Therefore,
we included a dropout layer [35] between the hidden layer
and output (SoftMax) layer. Dropout randomly deactivates a
certain ratio of neurons (decided by a parameter) from the
previous layer for every training step. These neurons then
play no role as a signal flows forward through the network
or during weight updates during the back-propagation phase.
This forces the network to be adaptive during training, al-
lowing it to learn robust features with less susceptibility to
noise in the training data. For the MLP model, the dropout
value had a high impact on validation accuracy; hence using
the model architecture learnt from the network configuration
grid search, we applied a second grid search to learn how
many neurons should be removed during a training step in the
last fully connected layer. Dropout was also included in the
ConvNet models with the commonly accepted default value
of 0.5 [13], [36]. Within the limits of the study, it was not
computationally feasible to perform the same tests using the
more complex ConvNet models.
D. COLLABORATIVE DEEP LEARNING MODELS
Each model contains novel design choices and was trained
in isolation on their respective datatypes to allow them to
converge in their own time with no interference. With these
steps complete, a method was implemented to allow multiple
deep learning models to effectively work together (Fig 1C).
To construct a collaborative model, each individual learner
(this term is used to help differentiate between previously
trained models and the collaborative model) is loaded with
their trained weights. Since each individual model had been
optimised in isolation and had already converged, there was
no need for the collaborative model to resume learning of the
weights for the individual learners. Therefore, the weights for
each individual learner were frozen when they were loaded
into the collaboration. Upon loading an existing model into
the collaborative model, the output SoftMax layer for every
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FIGURE 4. Variation in the number of particle objects across distinct phytoplankton and zooplankton taxonomic groups. A particle corresponds to a single image
and its accompanying geometric data, as generated by FlowCam. The cumulative number of particles is shown in red. In total, the dataset contained 11,371
particles covering 104 taxonomic groups.
individual learner was removed. In its place, every model’s
previous output before the SoftMax layer was connected to
a new concatenated layer. At the essence of the collaborative
model is a method that allows these individual learners to
effectively work together. To implement this, we introduced
a fully connected layer containing 512 neurons. This layer
acts as a new function for the collaborative model to learn
how each individual model should contribute to the final
prediction. Finally, a new single SoftMax layer was added
to form the output of the collaborative model, providing a
single probability distribution for the network. A learning
phase is then initiated with the same training and validation
set as earlier to learn the weights between the concatenated
and fully connected layer.
E. IMAGE PROCESSING
For each taxonomic group, one or more image collages were
collated and labelled by a specialist taxonomist. Within an
image collage there were several particles, with one image
saved per individual. Accompanying each image collage are
ASCII text files that record information about each sample,
including the image collage filename and the coordinal loca-
tion of the particle within the collage. Using this information,
we implemented an algorithm (Fig. 6A) to segment each
particle image and store the resulting image as a separate file.
A CSV file was also generated that stores the file location
of this image, alongside the additional geometric features
extracted from the text file.
To efficiently train a ConvNet, numerous inputs can be pre-
sented to the network in parallel. The caveat is that ConvNets
require all inputs to have identical dimensions. To ensure
the images were uniformly sized, we analysed the individual
particle images. The widths and heights were highly variable,
with the smallest size being just 14 pixels, while the largest
had 941 pixels. To improve results in the image resizing
process, images that had a width longer than their height
were flipped to portrait. To decide the new image resolution,
we calculated the new median value for each dimension
rather than the mean, since the extreme values were outliers.
This resulted in a new desired image resolution of 64x101.
Images were interpolated to this common size using bilinear
interpolation (examples of the resulting images can be seen
in Fig. 3). Adding borders to retain aspect ratio was tested
but initial tests using the ConvNets showed this decreased
performance, while there was some concern that the model
would learn border patterns in certain classes. Finally, as
an additional step every pixel value was divided by 255 to
normalise pixel intensities.
F. FEATURE ENGINEERING
We applied the following feature engineering steps (Fig. 6B)
to enhance the performance of the MLP model trained on the
additional contextual data FlowCam generated.
• Encoding cyclical features – FlowCam stores a times-
tamp as each particle is processed through the system,
this was converted to seasonal format. To preserve the
cyclical format of this data, cosine and sine transforma-
tions replaced the original seasonal value.
• Log transformation – Given the wide variation in geo-
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FIGURE 5. Schematics of the four types of ConvNet modules implemented, whereby each one can be stacked arbitrarily to form a full ConvNet model. Further
details are provided in Table 1. A) VGGNet inspired. B) DenseNet inspired. C) ResNet inspired. D) GoogLeNet inspired.
metric measures, which often spanned several order of
magnitude, we applied log transformations [37] on all
measurement based features such as length, area and
diameter.
• Derived features – Researchers can intuitively un-
derstand relationships between measurements such as
height and width. To provide the MLP model with the
same intuition we calculated ratios between two fea-
tures. Embleton et al. sets previous precedence for cre-
ating new features from existing features for a plankton
classification system [38]. These new features include
calculating the ratio between the perimeter and the area,
the ratio between the maximum and minimum ferret
measurements, and the ratio between the perimeter and
the length. The full feature list can be found in Table S2.
G. DATA STANDARDIZATION
The range and scale of measurements varied widely between
different features. This can result in some features having
more importance when training a machine learning model.
Therefore data standardization is a common technique which
can be applied to put all features in the dataset on an equal
footing [16], [39], [40]. To calculate this, the mean and
standard deviation are computed for each individual feature.
Then for each data point of the feature, the feature’s mean is
taken away and the result divided by the standard deviation.
This results in a normalised dataset in which every feature
has a mean of zero and a standard deviation of one.
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FIGURE 6. Flow charts showing the steps taken to prepare particle images for automatic classification. A) FlowCam processing steps, during which multiple
images of individual particles are taken and descriptive numeric data generated. One single image per particle is saved along with its accompanying numeric data.
B) FlowCam post-processing steps, during which the individual images and their accompanying numeric data are prepared for automatic classification. At the end
of this step, the image set is broken up into the training, validation and testing datasets.
H. DATASET SPLITTING
The images and geometric features were split into training,
validation and testing sets with taxonomic labels to match
accordingly. The training set is used during the learning stage
of a neural network to adjust the model’s weights between
neurons depending on how far it is from the ground truth (la-
bels provided to the network). The validation set is provided
such that at the end of each training epoch the model is tested
on a separate dataset to obtain a measure of how well the
model is generalising to novel data. We used this to identify
overfitting and to allow training to be halted as necessary to
save computation. By also checking the validation accuracy
the best model was saved if it had outperformed any previous
model. This is beneficial since occasionally models would
tend to overfit as training progresses leading to a model
with poor generalisation if a snapshot of the model was
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only saved after convergence. Finally, the testing set (also
known as a holdout set) was not used during training. This
set is used after all training has completed to indicate a
model’s performance on novel data that has not previously
been presented to the network. Eventually, 8187 images were
used in the training set and 1592 images in the validation and
test sets.
I. IMAGE AUGMENTATION
Lack of training data is a challenge for many real-world
datasets, and small imagesets are a widely recognised prob-
lem in the object detection and recognition field [41]. In
a realistic setting, plankton imagery belonging to the same
taxonomic group will inherit variability in posture, rotation
and size. However, for minority classes, this variability was
often missing, which prevents the ConvNet from gaining
a full understanding of a given class. Given this and the
relatively small size of the dataset, we applied image aug-
mentation to the dataset; a technique used to train most state-
of-the-art ConvNets [19], [21], [23], [24]. Image augmen-
tation artificially generates additional training images using
a variety of image processing techniques such as rotations,
translations, shears, and horizontal flips (Fig. 7). Since some
classes in the dataset contained so few particles, an aggres-
sive augmentation was implemented to allow the model the
opportunity to gain a deeper understanding of these classes.
All augmentations were applied randomly to original training
images just before they were presented to the network. The
parameters used for image augmentation can be found in
Table S3 in the supplementary information.
J. ASSIGNING CLASS WEIGHTS
The additional data gained from image augmentation is
beneficial; however, the imbalance throughout the dataset
remains since additional data are generated for all classes.
To address this problem, the optimization function can be
adapted to account for class imbalance [42]. In this study,
we supplied class weights according to prior knowledge of
class probabilities [43] to the neural network. These are set
appropriately such that samples from minority classes are
given a larger weight then those from a common class. These
weights are used when the model’s weights are updated
during the back-propagation phase of training. Therefore,
weights are adjusted more aggressively when the network is
presented with a minority class while only slight adjustments
of the weights are employed when a particle from a majority
class is presented. The calculation for a given class weight
value wi, where K is the total number of samples in the
dataset, N is the number of classes in the dataset and Ki is
the total number of samples belonging to class i is given by
the equation:
wi =
K
NKi
(1)
K. TRAINING CONFIGURATION
Training a deep neural network (especially ConvNets) is
computationally challenging, meaning it is extremely expen-
sive to do hyper parameter tuning. Despite this there are
commonly accepted defaults used throughout the literature
that we have also employed here:
• Activation function – Individual neurons are each a ba-
sic computational unit which decide whether to activate
depending on the input signal. The ReLU activation
function [44] is the most commonly used activation
function in the recent ConvNet literature due to short
computation and fast convergence times relative to com-
peting activation functions such as Tanh or Sigmoid.
ReLU is a simple linear function that returns the value
entering the neuron or 0.0 if the number is 0.0 or less.
The benefit of the function outputting a zero value is
that this creates sparse representation throughout the
network, which simplifies the model and assists in im-
proving the convergence rate. While another advantage
is that it drastically reduces the vanishing gradient prob-
lem, caused by the saturation of using other activation
functions.
• Optimization algorithm – During the back-propagation
phase of training, weighted connections between neu-
rons within a neural network are optimised using gra-
dient descent such that the loss function of the net-
work is minimized. Algorithms to implement this have
progressed with all current state-of-the-art ConvNets
applying the Adam (Adaptive Moment Estimation) op-
timiser [45]. Adam is an extension of stochastic gradient
descent, which applies techniques such as using the
first and second moments of gradients to calculate the
learning rate for each individual weight.
• Learning rate – This parameter indicates how much
the optimisation algorithm should adjust the weights.
A default of 1e-3 was selected for all networks, which
is a common default applied throughout the literature.
This allows the model to learn at a reasonable rate while
ensuring the algorithm finds a suitable local minimum
in the loss function. We also implemented plateau detec-
tion in training such that if the validation accuracy has
not improved for a set amount of epochs the learning
rate is decreased by a factor of 0.5 to allow the model to
find the minimum of the valley that the loss function is
residing in.
• Batch size – Due to the parallel nature of neural net-
works, numerous inputs may be presented to the net-
work simultaneously, yielding reduced training times.
The batch size describes how many inputs are given to
the network during a training step. This was set to 500
for ConvNet / collaborative models and 5000 for MLP.
• Epoch – An epoch corresponds to a network seeing all
data points in the training set once. Thus, the number of
training steps per epoch is the number of particles in the
training set divided by the batch size. At the end of each
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FIGURE 7. Image augmentation techniques as applied to individual images of three organism classes. Image augmentation is applied randomly to each image,
meaning images may be altered to a lesser or greater extent, or not at all, as shown in the figure.
epoch various functions are run, including calculating
the validation accuracy, adjusting the learning rate if
necessary, and saving a snapshot of the model if it’s
required. Early stopping was also implemented such that
if there was no improvement in validation accuracy after
13 epochs for ConvNet / collaborative models or 80
epochs for MLP, training was halted.
L. EVALUATING MODEL PERFORMANCE
An intuitive approach to measuring accuracy is calculating
the ratio between correctly classified taxa against the total
number of particles in the test set. However, this can give
misleading scores when working with imbalanced datasets,
since models can perform well on classes that have abundant
data, while their performance for minority classes is masked.
To put every class on an equal footing when contributing to
the model’s score regardless of size, we calculated the F1
macro score. This score is the harmonic mean of the recall
and precision scores. The kappa score was also calculated as
an additional metric to test the performance of the collabora-
tive models against individual models.
• Recall score - indicates the ratio of samples that were
positively predicted against the sum of all negative and
positive values. Recall calculates what proportion of a
specific class were correctly predicted and calculated as:
recall =
true positives
true positives+ false negatives
(2)
• Precision accuracy - describes the ratio of observations
that were positively predicted for a given class against
the false positives. This metric detects how precise the
model is at detecting certain classes and is calculated as:
precision =
true positives
true positives+ false positives
(3)
• F1 score - considers both the precision and recall by
calculating the harmonic mean between precision and
recall accuracy that emphasizes the minimum value. The
F1 score is calculated as:
F1 = 2 · precision · recall
precision+ recall
(4)
• Kappa score (κ) - provides a classification accuracy
score normalized by the imbalance of the dataset calcu-
lated as the following where po is the observed agree-
ment of a label, and pe the proportion of agreement
between each set of labels corrected for chance.
κ =
(po − pe)
(1− pe) (5)
III. RESULTS
A. SCALING CONVNET MODULES
For each ConvNet module implemented (Fig. 5), we assessed
the effect of scaling these to learn suitable depths and widths
for each ConvNet model. These were scaled based on config-
urations found in the original paper they were based on [21]–
[24]. To form a baseline for each model type we constructed
a simple model consisting of an input, one module and a
SoftMax output layer. After convergence of any model the
performance was recorded on a holdout test set and a decision
undertaken to determine whether tests on the current model
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type should continue to be scaled. The factors considered
included tracking the top-1 test accuracy (also referred to as
validation accuracy) and the F1 score to assess if both scores
were stagnating. The computational cost was also considered
such that if a certain model was going to take too long to
converge, testing for a model type was halted. However, if
scaling was computationally cheap, testing was continued
regardless as was the case with DenseNet models. It is worth
noting that due to the stochastic nature of neural networks,
the results could vary on different runs. Due to computational
restraints, we were unable to perform cross validation or
produce error bars.
The results of this process are shown in Table 2 and
confirm the consensus that arbitrarily constructing deeper
models does not guarantee improvement [23]. The models
based on the inception modules showed remarkable consis-
tency regardless of depth. This is attributed to the inception
stem where the model has carried out more learning than the
other models before the input even reached the first module.
The design of the inception modules enabled the construction
of deep networks without an exponential increase in the
parameters, allowing our tests on Inception inspired models
to reach eight modules. In comparison with DenseNet the
number of parameters increased so significantly in the five-
module version that testing had to be halted. We included
tests with residual connections to allow inception modules
deep in the network to learn from earlier Inception modules.
This adaptation offered arguably little improvement yet did
offer the best F1 score of all the models.
Despite offering worse results, DenseNet based models
showed resilience to overfitting compared to other models.
We eventually removed dropout since in this case it was a
hinderance, since the widths for each layer were smaller than
that of the competing models (for example 12 convolution
filters in the first layer compared to 64 in Residual Net),
removing neurons during the last layer restricted the possible
network mappings. Overfitting was still present so a small
dropout value could have been beneficial, but we lacked
resources to test this. The fact that DenseNet models were
unable to reach accuracy scores of the other models indicated
that the number of filters within each layer was too low. For
example, the reduced number of convolution functions in the
early layers were missing features in the input image such
as particular edges or colour patterns that other models were
identifying. In the future it may prove beneficial to test this
model based on the 169 or 201 configurations in the original
paper [24].
ResNet uses an identity function to allow layers deep in
the network to learn from the original input, resulting in the
construction of ever deeper networks capable of gaining ad-
ditional insight. The deepest Residual model containing five
modules demonstrate this with the top validation accuracy of
0.933 although it offered a negligible improvement over the
three or four module version. However, the F1 score appears
to peak at 0.899 in the three-module version meaning that
improvements in deeper models were coming from accuracy
improvements in majority classes. Furthermore, connecting
earlier layers to every other subsequent layer came at a
computational cost. The five-module version containing 20
million parameters took approximately 24 hours to train with
the resources available in the current study. The six-module
version at 78 million parameters would have taken several
days to converge (Table S3), therefore we were unable to
conclude if an even deeper network would have increased
prediction accuracy. It is worth noting that the claim in the
original ResNet paper was that the residual architecture fixes
problems affecting performance in very deep networks, so it
is unclear if this model type was much benefit for shallower
networks.
VGGNet offered the most surprising results given its com-
paratively simple architecture (we initially expected this to
act as more of a baseline model). Eventually the four-module
version provided 0.942 validation accuracy, the best results
posted by any model. While the 0.901 F1 score was only
just exceeded by the seven-module Inception (with residual
connections) model. This result suggests that when attempt-
ing to scale back existing ConvNet architectures to work
with plankton image data, further simplifications could have
been made. For example, each of the other ConvNet models
contained convolution layer and pooling layers designed to
extract large receptive fields and down sample 228x228 input
images. Considering the VGGNet inspired model did not
contain these layers, they were clearly not required for our
64x101 plankton images.
B. MLP GRID SEARCH
Two grid searches were constructed to learn a suitable MLP
architecture from the geometric data (Fig. 8). The initial
search consisted of learning the number of hidden layers in
the network and the number of neurons within each layer.
The simple nature of the input data meant that only a single
hidden layer containing 512 neurons was required for the
model to effectively learn representations for each class,
while clearly as can be seen in Fig. 7, performance degrades
as the model becomes too complex. The next grid search
was used to determine a suitable parameter for the dropout
value. We tested all values between 0.0 and 0.8 in 0.02
increments whereby 0.0 is effectively no dropout and 0.8
indicates 80% of the neurons will be dropped. A dropout
value of 0.62 provided a 0.906 validation accuracy and 0.836
F1 score. With a suitable model configuration and dropout
value learned, we allowed the model to fully converge and a
snapshot of the model’s weights were stored.
C. TESTING CONVNET COLLABORATIONS
The ConvNet scaling tests yielded four distinct model types
each with unique characteristics. For each ConvNet model
tested, a snapshot of the architecture and training weights
was saved. We used the results in Table 2 to decide which
model of each type to be included in the collaborative model.
F1 score was the main metric used to decide the best model
of each type. The models chosen to progress to collaborative
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FIGURE 8. Results of two grid search experiments using the geometric data on Multi-layer Perceptron models. A) A grid search testing all combinations of number
of hidden layers and number of hidden neurons within each layer. B) Using the top performing model from A, the effect of applying dropout before the last layer on
validation accuracy is tested.
model testing were DenseNet with two modules, Inception
(residual connections) with seven modules, ResNet with
three modules and VGGNet with four modules.
Although it would have been beneficial to test all combi-
nations of ConvNets in the collaborative model, this was un-
feasible due to computational limitations. Instead we initially
constructed the collaboration model with all four ConvNets.
Once the first training phase had completed, the weakest
individual learner (based on F1 accuracy) was removed for
the next test. This was repeated until there were only the two
strongest ConvNets in the collaborative model.
Throughout, the collaborative models were able to outper-
form individual learners (Fig. 9). Noticeably, the inclusion
of the weakest performing ConvNet (DenseNet with two
modules) negatively impacted the F1 score when compared
with the three model ConvNet collaboration. Eventually, the
collaborative model containing the three strongest ConvNets
offered a notable 3.9-point improvement in F1 score when
compared with the top individual model (Table 3). With the
overall accuracy improving by 2 points, this indicated that
most of the improvement in the model came from improved
accuracy within the minority classes.
D. INCLUSION OF THE GEOMETRIC DATA
With a suitable collaborative configuration for ConvNets
understood we included the MLP model that had previously
been trained on the geometric data. Like the ConvNets, the
MLP’s trained weights were frozen before the model was
loaded into the collaboration and the output SoftMax layer
removed. We assessed two new collaborative models, one
with the three ConvNets (Inception, Residual and VGGNet
inspired), and another using a collaboration with only the
VGGNet inspired to form a lightweight collaboration. After
training for each had converged, the models were assessed
using the holdout test set (Fig. 10, Table 3). While the
1.2 points classification accuracy over the ConvNet only
collaboration was modest, the notable 4.3 points gain in F1
score demonstrated a significant accuracy improvement in
minority classes. The lightweight VGGNet and MLP col-
laboration also provided improved results over the ConvNet
only collaboration, suggesting that the uniqueness of each
individual learner in the collaboration has the most effect on
performance since all ConvNets outperformed the MLP on
an individual basis.
IV. DISCUSSION
Within a given aquatic environment, it is natural for some
planktonic taxa to be numerically more dominant than others.
When sampling, dominant taxa are imaged more frequently
than rare and infrequently-encountered members of the com-
munity. This results in an imbalanced dataset, which reflects
natural imbalances within the environment.
Dealing with imbalanced datasets is a long-standing re-
search topic in machine learning [28], and within ConvNets
[42]. Realistically, it is challenging to build a plankton dataset
with ample particles for each taxa, especially when expert
knowledge is required to label images. In this paper the
plankton time series dataset inherited a severe imbalance,
with almost half of the taxa represented by 50 or fewer
sample images (Fig. 4). This creates two problems: firstly,
a model’s learning can easily be over-influenced by majority
classes since they are presented more often. Secondly, in the
minority classes there may not be enough data available for a
model to gain a full understanding of rare taxa.
The class imbalance problem is an active and varied area
of research, and several techniques to help improve classi-
fication accuracy for minority classes have been proposed.
Some of these techniques operate at the algorithm level,
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FIGURE 9. A comparison of collaborative ConvNet models against the top performing individual ConvNets for individual classes. The boxes represent the
interquartile range (IQR) (25% to 75% percentile) of the results. The solid line within the IQR is the median result. 1.5 times the F1 score from the IQR boundaries
are the whiskers. The diamonds represent outliers, defined as taxonomic groups with a low F1 score. A) Results of testing different ConvNet collaborations,
performed by initially collaborating the top four ConvNet models, then removing the worse performing model for the next experiment. B) Performance of the four
individual ConvNets chosen for the collaborative models.
including focal loss, which down weights loss values for
common classes [46]. Other techniques operate at the data
level, with a focus on boosting the amount of data associated
with minority classes. One of these techniques is image
augmentation, as used here. Another technique, called the
Synthetic Minority Oversampling Technique (SMOTE), in-
terlopes between minority classes in order to generate new
artificial samples [47].
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FIGURE 10. Comparison of F1 scores for the best performing collaborative and individual ConvNet models with the addition of MLP collaboration. The left-hand
side plot shows results for the best performing top-3 ConvNet collaboration model, with MLP collaboration. The right-hand plot shows results for the best performing
individual VGGNet inspired 4 module ConvNet with MLP collaboration.
In this paper we applied a number of established tech-
niques to deal with the issue of class imbalance, including
image augmentation in order to provide the ConvNets with
additional insight into certain taxa; and class weights to help
address the issue of certain classes being presented to a
deep learning model more often than others. Despite this,
individual ConvNets and the MLP still lacked understand-
ing of certain classes. However, although individual models
provided poor accuracy within certain minority classes this
did not equate to the model having no understanding of these
classes. We suggest that collaborative models can harness
the limited understanding of each individual to allow it to
form a collective, confident and more precise decision, as
demonstrated here.
Our proposed collaborative model still showed it had is-
sues with certain under-represented taxa. This can be seen
when breaking down the performance between phytoplank-
ton and zooplankton. With a larger majority of the zooplank-
ton taxa belonging to minority classes when compared with
phytoplankton, there was increased variability in F1 scores
(Fig. 11) highlighting that our model showed some prediction
weakness for certain classes.
In all tests, we found that collaborative models offered
improved performance over individual learners. The top col-
laborative model consisting of three distinct ConvNets and an
MLP gained a respectable 3.2-point improvement in overall
accuracy against the best individual learner. However, of
most significance is the 6-point improvement in F1 accu-
racy, leading to a 0.962 F1 score (Table 3). Meanwhile, a
typical ensemble containing the same models was able to
reach 0.963 overall accuracy and 0.941 F1 score. Given the
2.1 F1 score improvement over the ensemble approach, this
further demonstrates the effectiveness of teaching a model to
collaborate through an additional learning phase. This result
is also reflected in the kappa scores, which improved by 3.3
points when compared with the best individual learner. There
was also a 1.3 point improvement with the inclusion of the
MLP model. As such, this demonstrates that collaborative
models are an effective technique that can be applied when
dealing with imbalanced datasets.
We can reason this improvement from the uniqueness of
each individual learner present in the collaborative model.
The results of individual ConvNets were found to have
unique strengths and weaknesses at predicting certain taxa.
For example, the seven module Inception model (with resid-
ual connections) was the only individual model to cor-
rectly recall Trichodesmium yet offered poor performance
on classes such as Ctenophore ctene or Proboscia alata
compared to the other ConvNets. Examples such as these can
be found throughout, suggesting that each distinct model has
gained its own unique insight into the underlying structure
of the dataset despite all posting similar overall accuracy
scores. Therefore, by teaching these models to effectively
work together, not only can these models combine their
understanding, the trained model is able to harness the in-
dividual models that perform strongly for certain taxonomic
categories.
We examined 40 classes that contained 50 or fewer parti-
cles and compared the prediction results of the full collabo-
rative model against the VGGNet 4 module ConvNet. In 16
VOLUME 4, 2016 15
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2020.3022242, IEEE Access
Kerr et al.: Collaborative deep learning for plankton
FIGURE 11. Using the full ConvNet with MLP collaborative model, a comparison is shown of the results on two taxonomic groups. The wider variation in the
zooplankton results are a result of a large proportion of its training data belonging to minority classes.
cases there was no improvement; of the remaining 24 classes
we found 20 with improved F1 accuracy. The most striking
results were for taxa where individual models struggled most
(e.g. Trichodesmium and Trochophore, for which the collab-
orative model offered perfect accuracy). On investigation, of
the 4 taxonomic groups where the model offered slightly
worse results, we found that these were classes where results
across the individual models were indifferent. With no stand
out individual learner to harness, the collaborative model
lacked confidence in its prediction.
Within the dataset, there were several classes that had
similar morphological traits to other classes. These would
usually require a human expert to differentiate them based on
subtle differences in their features. In general the ConvNet’s
remarkable pattern recognition capability was able to sepa-
rate such classes successfully. However, it is clear the col-
laborative model struggled with certain groups. The classes
Tripos sp.1, Tripos sp.2 and Tripos meulleri (classes 3, 5 and
7 from Fig.3 respectively) are all morphologically similar.
The Inception based ConvNet offered perfect accuracy on
each of these classes while other models had a mixture of
F1 scores ranging from 0.0 to 1.0. The full collaborative
model (ConvNets and MLP) offered an F1 score of 0.857,
0.8 and 1.0 on the three classes respectively, showing a
reduction in prediction quality. In this case, it would appear
that weaker learners have introduced doubt into the model. In
contrast, the morphologically similar classes Proboscia alata
and Rhizosolenia styliformis (class 41 and 47 from Fig.3 re-
spectively) showed clear improvement with the collaborative
model. Individual models scored up to 0.89 and 0.93 F1
scores respectively while the collaborative model increased
this to 1.0 and 0.94 respectively. This improvement was par-
ticularly noticeable with the MLP model present, indicating
additional contextual insight was beneficial. A third group
of morphologically similar classes were Acartia copepodite
and Oithona copepodite. For these, the collaborative model
was unable to improve on the best individual F1 scores of 1.0
and 0.8 respectively, suggesting no additional insight were
discovered from any of the learners.
It is also worth noting that the individual learners included
within a collaborative model need not have the strongest
accuracy performance. Rather, how distinct their insight into
the dataset is, seems to be the main factor governing im-
provements in the collaborative model’s prediction quality.
This is supported by the inclusion of the MLP model trained
on geometric data; despite posting poorer accuracy scores
than any of the ConvNets, it was able to provide the most
noticeable improvement. Meanwhile, the DenseNet inspired
model posted higher accuracy scores than the MLP but was
unable to bring any benefit to the collaboration, indicating
that arbitrarily including models could potentially plateau or
even offer poorer performance than collaborations with fewer
models.
The ConvNet models are adept at locating and recognis-
ing abstract features, fine grain details and particle edges,
allowing it to learn patterns within objects that provide it with
the ability to make predictions. Despite this, a ConvNet has
no understanding of the additional context associated with
each image, such as geometric or seasonal data. Therefore, it
is useful to provide the collaborative model with additional
precise measurement information which allowed it to gain an
even deeper understanding of the taxa. This final collabora-
tive model has a 0.962 F1 score, 0.974 accuracy score and
0.973 kappa score on 104 classes.
Our method of including contextual data differed to that of
Ellen et al. [31] in that we utilized the collaborative model to
include this data. We noted improved gains by implementing
the model in this way. For example, interacting the data in
the last few fully connected layers in a network improved
convergence time and accuracy. Due to the drastically dif-
fering learning rates of the ConvNet and MLP models we
propose that for best accuracy results each individual model
should be trained on the relevant datatype in isolation. This
allows model training to converge without interference. For
this reason, it is important that each trained individual learner
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should have its weights frozen before being loaded into a
collaborative model as described in this paper, to remove the
chance of certain datatypes or models distorting the train-
ing of a collaborative model. When training a collaborative
model, the only concern should be how individual learners
contribute to the final decision given a certain input, and not
to learn new patterns in the dataset.
V. CONCLUSION
Gathering data from most real-world settings will result in
imbalanced datasets where observations in majority classes
outnumber those in the minority classes. This is especially
true when imaging planktonic particles in samples collected
from natural aquatic environments. ConvNets have proven
state-of-the-art performance at object detection and location
yet become challenging to effectively train when presented
with an imbalanced dataset [42]. In this paper we used
common techniques such as image augmentation and class
weights to combat this issue. However, the models still faced
problems with certain minority classes. To help further ad-
dress the problem, we have presented the application of col-
laborative deep learning models. The approach was shown to
significantly improve prediction quality in minority classes.
The individual learners within a collaborative model
should each contain distinct characteristics that will allow
each one to gain a unique insight into the provided dataset.
Therefore, we have also provided a suggested approach to
construct and scale unique ConvNet architectures based on
previous state-of-the-art designs that allow the approach to
be implemented using only image data. We found that adding
contextual data allows for a further improvement in accuracy,
which mirrors the findings of Ellen et al [31]. In the process,
we have also demonstrated a data processing pipeline for
FlowCam data that allows it to be converted into a format
that can be used with machine learning models.
ConvNets are an active topic of research, with new state-
of-the-art architectures being regularly released. EfficentNet
[48] is a recent example that provides an efficient approach
to scale ConvNets. Collaborative models can accept different
types of deep learning model, and performance gains are
realised as long as each individual learner gains a unique
insight into the data. Using the scaling method proposed
by the authors of EfficentNet to construct numerous unique
ConvNets may offer improved performance over the scaling
methods presented in this paper; in particular, by reducing the
number of parameters in the model and improving inference
times (Table 3).
The models presented here have been developed and tested
using a single dataset from Station L4 in the Western English
Channel. An obvious extension to the work is to test the same
model with different datasets from around the world, such as
the WHOI and Kaggle datasets. While many images will not
be accompanied by the same context data that FlowCam gen-
erates, the collaborative ConvNet model can still be applied.
However, due to the added performance achieved when using
context data, there are clear advantages to using it where
possible. It should also be noted that different areas of the
world are characterised by different plankton communities,
each adapted to local prevailing conditions; and it remains an
open question regarding how portable a given system is. In
this respect, having sufficient representative training data to
help alleviate the class imbalance problem remains vital.
VI. CODE AVAILABILITY
The code is available to reviewers upon request and will be
made publicly available after publication.
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FIGURE CAPTIONS
FIGURE 1. Visual schematics of model architectures implemented. A)
ConvNet where (i) demonstrates the operation performed in a typical
convolution layer using 3x3 filters to produce a new feature space for a given
input image. (ii) Abstract ConvNet model where the model can be made up of
any of the modules shown in Fig. 5 and described in Table 1. B) Multi-layer
Perceptron architecture which was trained on the geometric features of each
particle. C) Collaborative model schematic whereby each model contains one
or more unique trained ConvNet models and a trained MLP model. If two or
more ConvNets are provided the MLP model could optionally be omitted.
FIGURE 2. Map showing the location of the long-term monitoring site Station
L4 which forms part of the Western Channel Observatory (WCO). The WCO is
located in coastal waters near to the city of Plymouth, UK.
FIGURE 3. Sample images, resized for publication purposes, showing the 99
plankton and 5 non-plankton classes used in this study. Details of scientific
names and sizes (µm) for each class are provided in Table S1.
FIGURE 4. Variation in the number of particle objects across distinct
phytoplankton and zooplankton taxonomic groups. A particle corresponds to a
single image and its accompanying geometric data, as generated by
FlowCam. The cumulative number of particles is shown in red. In total, the
dataset contained 11,371 particles covering 104 taxonomic groups.
FIGURE 5. Schematics of the four types of ConvNet modules implemented,
whereby each one can be stacked arbitrarily to form a full ConvNet model.
Further details are provided in Table 1. A) VGGNet inspired. B) DenseNet
inspired. C) ResNet inspired. D) GoogLeNet inspired.
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FIGURE 6. Flow charts showing the steps taken to prepare particle images
for automatic classification. A) FlowCam processing steps, during which
multiple images of individual particles are taken and descriptive numeric data
generated. One single image per particle is saved along with its accompanying
numeric data. B) FlowCam post-processing steps, during which the individual
images and their accompanying numeric data are prepared for automatic
classification. At the end of this step, the image set is broken up into the
training, validation and testing datasets.
FIGURE 7. Image augmentation techniques as applied to individual images of
three organism classes. Image augmentation is applied randomly to each
image, meaning images may be altered to a lesser or greater extent, or not at
all, as shown in the figure.
FIGURE 8. Results of two grid search experiments using the geometric data
on Multi-layer Perceptron models. A) A grid search testing all combinations of
number of hidden layers and number of hidden neurons within each layer. B)
Using the top performing model from A, the effect of applying dropout before
the last layer on validation accuracy is tested.
FIGURE 9. A comparison of collaborative ConvNet models against the top
performing individual ConvNets for individual classes. The boxes represent the
interquartile range (IQR) (25% to 75% percentile) of the results. The solid line
within the IQR is the median result. 1.5 times the F1 score from the IQR
boundaries are the whiskers. The diamonds represent outliers, defined as
taxonomic groups with a low F1 score. A) Results of testing different ConvNet
collaborations, performed by initially collaborating the top four ConvNet
models, then removing the worse performing model for the next experiment. B)
Performance of the four individual ConvNets chosen for the collaborative
models.
FIGURE 10. Comparison of F1 scores for the best performing collaborative
and individual ConvNet models with the addition of MLP collaboration. The
left-hand side plot shows results for the best performing top-3 ConvNet
collaboration model, with MLP collaboration. The right-hand plot shows results
for the best performing individual VGGNet inspired 4 module ConvNet with
MLP collaboration.
FIGURE 11. Using the full ConvNet with MLP collaborative model, a
comparison is shown of the results on two taxonomic groups. The wider
variation in the zooplankton results are a result of a large proportion of its
training data belonging to minority classes.
TABLE CAPTIONS
TABLE 1. Brief summary of four recognised ConvNet architectures that
inspired the fundamental building blocks used in this study.
TABLE 2. Experimenting building up ConvNet architectures using the
fundamental building blocks inspired by recognised ConvNet architectures
described in Table 1. Top-1 Test acc, also referred to as the validation
accuracy is the performance of the model on previously unseen data.
TABLE 3. Comparing the performance of different collaborative models
against the best individual ConvNet, MLP models and a typical ensemble
where the outputs from each learner were averaged.
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