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ON A CLASS OF STOCHASTIC DIFFERENTIAL EQUATIONS
WITH JUMPS AND ITS PROPERTIES
ARI ARAPOSTATHIS, ANUP BISWAS, AND LUIS CAFFARELLI
Abstract. We study stochastic differential equations with jumps with no diffusion part. We
provide some basic stochastic characterizations of solutions of the corresponding non-local partial
differential equations and prove the Harnack inequality for a class of these operators. We also
establish key connections between the recurrence properties of these jump processes and the non-
local partial differential operator. One of the key results is the regularity of solutions of the Dirichlet
problem for a class of operators with weakly Ho¨lder continuous kernels.
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1. Introduction
Stochastic differential equations (SDEs) with jumps have received wide attention in stochastic
analysis as well as in the theory of differential equations. Unlike continuous diffusion processes,
SDEs with jumps have long range interactions and therefore the generators of such processes are
non-local in nature. These processes arise in various applications, for instance, in mathematical
finance and control [21, 32] and image processing [24]. There have been various studies on such
processes from a stochastic analysis viewpoint concentrating on existence, uniqueness, and stability
properties of the solution of the stochastic differential equation [1, 8, 19, 20, 27, 29], as well as from
a differential equation viewpoint focusing on the existence and regularity of viscosity solutions
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[5, 6, 15]. One of our objectives in this paper is to establish stochastic representations of solutions
of SDEs with jumps via the associated integro-differential operator.
Let us consider a Markov process X in Rd with generator A. Let D be a smooth bounded domain
in Rd. We denote the first exit time of the process X from D by τ(D) = inf{t ≥ 0 : Xt /∈ D}. One
can formally say that
u(x) := Ex
[∫ τ(D)
0
f(Xs) ds
]
(1.1)
satisfies the following equation
Au = −f in D, u = 0 in Dc , (1.2)
where Ex denotes the expectation operator on the canonical space of the process starting at x when
t = 0. An important question is when can we actually identify the solution of (1.2) as the right
hand side of (1.1). When A = ∆+b, i.e., X is a drifted Brownian notion, one can use the regularity
of the solution and Itoˆ’s formula to establish (1.1). Clearly then, one standard method to obtain a
representation of the mean first exit time from D is to find a classical solution of (1.2) for non-local
operators. This is related to the work in [9] where estimates on classical solutions are obtained
when D = Rd. The author in [9] also raises questions concerning the existence and regularity of
solutions to the Dirichlet problem for non-local operators. We provide a partial answer to these
questions in Theorem 6.1.
One of the main results of this paper is the existence of a classical solution of (1.2) for a fairly
general class of non-local operators. We focus on operators of the form
If(x) = b(x) · ∇f(x) +
∫
Rd
df(x; z)pi(x, z) dz , (1.3)
where
df(x; z) := f(x+ z)− f(x)− 1{|z|≤1}∇f(x) · z , (1.4)
with 1A denoting the indicator function of a set A. The kernel pi satisfies the usual integrability
conditions. When pi(x, z) = k(x,z)
|z|d+α
, with α ∈ (1, 2), and b, k and f are locally Ho¨lder in x with
exponent β, and k(x, ·) − k(x, 0) satisfies the integrability condition in (3.10), we show in Theo-
rem 3.1 that u defined by (1.1) is the unique solution of (1.2) in C2s+βloc (D)∩C(R
d). This result can
be extended to include non-zero boundary conditions provided that the boundary data is regular
enough. The proof is based on various regularity results concerning the Dirichlet problem, that are
of independent interest and can be found in Section 6. For the case k ≡ 1, with continuous f and
g, we characterize the solution of
Iu = −f in D, u = g in Dc (1.5)
in the viscosity framework. Theorem 3.2, which appears later in Section 3, asserts that
u(x) = Ex
[∫ τ(D)
0
f(Xs) ds+ g(Xτ(D))
]
, x ∈ Rd ,
is the unique viscosity solution to (1.5). One of the hurdles in establishing this lies in showing that
Ex[τ(D¯)] = 0 whenever x ∈ ∂D. When X is a drifted Brownian motion, this can be easily deduced
from the fact that Brownian motion has infinitely many zeros in every finite interval. But similar
crossing properties are not known for α-stable processes. We also have to restrict ourselves to the
regime α ∈ (1, 2), so that the jump process ‘dominates’ the drift, and this allows us to establish
that Ex[τ(D¯)] = 0 whenever x ∈ ∂D. The proof technique uses an estimate of the first exit time of
an α-stable process from a cone [30]. These auxiliary results can be found in Section 3.
Recall that a function h is said to be harmonic with respect to X in D if h(Xt∧τ(D)) is a
martingale. One of the important properties of nonnegative harmonic functions for nondegenerate
continuous diffusions is the Harnack inequality, which plays a crucial role in various regularity
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and stability estimates. The work in [12] proves the Harnack inequality for a class of pure jump
processes, and this is further generalized in [10] for non-symmetric kernels that may have variable
order. A parabolic Harnack inequality is obtained in [7] for symmetric jump processes associated
with the Dirichlet form with a symmetric kernel. In [33] sufficient conditions on Markov processes
to satisfy the Harnack inequality are identified. Let us also mention the work in [4,22,34] where a
Harnack inequality is established for jump processes with a non-degenerate diffusion part. Recently,
[25] proves a Harnack type estimate for harmonic functions that are not necessarily nonnegative in
all of Rd.
In this paper we prove a Harnack inequality for harmonic functions relative to the operator
I in (1.3) when k and b are locally bounded and measurable, and either k(x, z) = k(x,−z), or
|pi(x, z) − pi(x, 0)| is a lower order kernel (Theorem 4.1). The method of the proof is based on
verifying the sufficient conditions in [33]. Later we use this Harnack estimate to obtain certain
stability results for the process. Let us also mention that the estimates obtained in Section 3 and
Section 4 may also be used to establish Ho¨lder continuity for harmonic functions by following a
similar method as in [11]. However we don’t pursue this here.
In Section 5 we discuss the ergodic properties of the process such as positive recurrence, invariant
probability measures, etc. We provide a sufficient condition for positive recurrence and the existence
of an invariant probability measure. This is done via imposing a Lyapunov stability condition on
the generator. Following Has′minski˘ı’s method, we establish the existence of a unique invariant
probability measure for a fairly large class of processes. We also show that one may obtain a
positive recurrent process by using a non-symmetric kernel and no drift (see Theorem 5.3). In this
case, the non-symmetric part of the kernel plays the role of the drift. Let us mention here that
in [36] the author provides sufficient conditions for stability for a class of jump diffusions and this
is accomplished by constructing suitable Lyapunov type functions. However, the class of kernels
considered in [36] satisfies a different set of hypotheses than those assumed in this paper, and in
a certain way lies in the complement of the class of Le´vy kernels that we consider. Stability of
1-dimensional processes is discussed in [35] under the assumption of Lebesgue-irreducibility. Lastly,
we want to point out one of the interesting results of this paper, which is the characterization of
the mean hitting time of a bounded domain as a viscosity solution of the exterior Dirichlet problem
(Theorem 5.4). This is established for the class of operators with weakly Ho¨lder continuous kernels
in Definition 3.3.
The organization of the paper is as follows. In Section 1.1 we introduce the notation used in
the paper. In Section 2 we introduce the model and assumptions. Section 3 establishes stochastic
representations of viscosity solutions. In Section 4 we show the Harnack inequality. Section 5
establishes the connections between the recurrence properties of the process and solutions of the
non-local equations. Finally, Section 6 is devoted to the proof of the regularity of solutions to the
Dirichlet problem for weakly Ho¨lder continuous kernels. These results are used in Section 5.
1.1. Notation. The standard norm in the d-dimensional Euclidean space Rd is denoted by | · |,
and we let Rd∗ := R
d \{0}. The set of non-negative real numbers is denoted by R+, N stands for the
set of natural numbers, and 1A denotes the indicator function of a set A. For vectors a, b ∈ R
d, we
denote the scalar product by a · b. We denote the maximum (minimum) of two real numbers a and
b by a∨ b (a∧ b). We let a+ := a∨ 0 and a− := (−a)∨ 0. By ⌊a⌋ (⌈a⌉) we denote the largest (least)
integer less than (greater than) or equal to the real number a. For x ∈ Rd and r ≥ 0, we denote
by Br(x) the open ball of radius r around x in R
d, while Br without an argument denotes the ball
of radius r around the origin. Also in the interest of simplifying the notation we use B ≡ B1, i.e.,
the unit ball centered at 0.
Given a metric space S, we denote by B(S) and Bb(S) the Borel σ-algebra of S and the set of
bounded Borel measurable functions on S, respectively. The set of Borel probability measures on
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S is denoted by P(S), ‖ · ‖TV denotes the total variation norm on P(S), and δx the Dirac mass at
x. For any function f : S → Rd we define ‖f‖∞ := supx∈S |f(x)|.
The closure and the boundary of a set A ⊂ Rd are denoted by A¯ and ∂A, respectively, and |A|
denotes the Lebesgue measure of A. We also define
τ(A) := inf {s ≥ 0 : Xs /∈ A} .
Therefore τ(A) denotes the first exit time of the process X from A. For R > 0, we often use the
abbreviated notation τR := τ(BR).
We introduce the following notation for spaces of real-valued functions on a set A ⊂ Rd. The
space Lp(A), p ∈ [1,∞), stands for the Banach space of (equivalence classes) of measurable functions
f satisfying
∫
A|f(x)|
p dx < ∞, and L∞(A) is the Banach space of functions that are essentially
bounded in A. For an integer k ≥ 0, the space Ck(A) (C∞(A)) refers to the class of all functions
whose partial derivatives up to order k (of any order) exist and are continuous, Ckc (A) is the space
of functions in Ck(A) with compact support, and Ckb (A) is the subspace of C
k(A) consisting of
those functions whose derivatives up to order k are bounded. Also, the space Ck,r(A), r ∈ (0, 1], is
the class of all functions whose partial derivatives up to order k are Ho¨lder continuous of order r.
For simplicity we write C0,r(A) = Cr(A). For any γ > 0, Cγ(A) denotes the space C⌊γ⌋,γ−⌊γ⌋(A),
under the convention Ck,0(A) = Ck(A).
In general if X is a space of real-valued functions on a domain D, Xloc consists of all functions
f such that fϕ ∈ X for every ϕ ∈ C∞c (D).
For a nonnegative multiindex β = (β1, . . . , βd), we let |β| := β1 + · · ·+ βd and D
β := ∂β11 · · · ∂
βd
d ,
where ∂i :=
∂
∂xi
.
Let D be a bounded domain with a C2 boundary. Define dx := dist(x, ∂D) and dxy :=
min(dx, dy). For u ∈ C(D) and r ∈ R, we introduce the weighted norm
[u]
(r)
0;D := sup
x∈D
drx |u(x)| ,
and, for k ∈ N and δ ∈ (0, 1], the seminorms
[u]
(r)
k;D := sup
|β|=k
sup
x∈D
dk+rx
∣∣Dβu(x)∣∣
[u]
(r)
k,δ;D := sup
|β|=k
sup
x,y∈D
(
dk+δ+rxy
∣∣Dβu(x)−Dβu(y)∣∣
|x− y|δ
)
.
For r ∈ R and γ ≥ 0, with γ + r ≥ 0, we define the space
C
(r)
γ (D) :=
{
u ∈ Cγ(D) ∩ C(Rd) : u(x) = 0 forx ∈ Dc, |u|
(r)
γ;D <∞
}
,
where
|u|
(r)
γ;D :=
⌈γ⌉−1∑
k=0
[u]
(r)
k,D + [u]
(r)
⌈γ⌉−1, γ+1−⌈γ⌉;D ,
under the convention |u|
(r)
0;D = [u]
(r)
0;D . We also use the notation |u|
(r)
k,δ;D = |u|
(r)
k+δ;D for δ ∈ (0, 1].
It is straightforward to verify that |u|
(r)
γ;D is a norm, under which C
(r)
γ (D) is a Banach space.
If the distance functions dx or dxy are not included in the above definitions, we denote the
corresponding seminorms by [ · ]k;D or [ · ]k,δ;D and define
‖u‖Ck,δ(D) :=
k∑
ℓ=0
[u]ℓ;D + [u]k,δ;D .
Thus, ‖u‖Cγ(D) is well defined for any γ > 0, by the identification C
γ(D) = C⌊γ⌋,γ−⌊γ⌋(A).
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We recall the well known interpolation inequalities [23, Lemma 6.32, p. 30]. Let u ∈ C2,β(D).
Then for any ε there exists a constant C = C(ε, j, k, r) such that
[u]
(0)
j,γ;D ≤ C |u|
(0)
0;D + ε [[u]]
(0)
k,β;D
|u|
(0)
j,γ;D ≤ C |u|
(0)
0;D + ε [u]
(0)
k,β;D
j = 0, 1, 2, 0 ≤ β, γ ≤ 1 , j + γ < k + β .
2. Preliminaries
Let α ∈ (1, 2). Let b : Rd → Rd and pi : Rd × Rd → R be two given measurable functions where
pi is nonnegative. We define the non-local operator I as follows:
If(x) := b(x) · ∇f(x) +
∫
Rd
df(x; z)pi(x, z) dz , (2.1)
with df as in (1.4). We always assume that∫
Rd
(|z|2 ∧ 1)pi(x, z) dz < ∞ ∀x ∈ Rd .
Note that (2.1) is well-defined for any f ∈ C2b (R
d). Let Ω = D([0,∞),Rd) denote the space of all
right continuous functions mapping [0,∞) to Rd, having finite left limits (ca´dla´g). Define Xt = ω(t)
for ω ∈ Ω and let {Ft} be the right-continuous filtration generated by the process {Xt}. In this
paper we always assume that given any initial distribution ν0 there exists a strong Markov process
(X,Pν0) that satisfies the martingale problem corresponding to I, i.e., Pν0(X0 ∈ A) = ν0(A) for all
A ∈ B(Rd) and for any f ∈ C2b (R
d),
f(Xt)− f(X0)−
∫ t
0
If(Xs) ds
is a martingale with respect to the filtration {Ft}. We denote the law of the process by Px
when ν0 = δx. Sufficient conditions on b and pi to ensure the existence of such processes are
available in the literature. Unfortunately, the available sufficient conditions do not cover a wide
class of processes. We refer the reader to [8] for the available results in this direction, as well as
to [2, 19,20,27,29]. When b ≡ 0, well-posedness of the martingale problem is obtained under some
regularity assumptions on pi in [1].
Let us mention once more that our goal here is not to study the existence of a solution to the
martingale problem. Therefore, we do not assume any regularity conditions on the coefficients,
unless otherwise stated. Before we proceed to state our assumptions and results, we recall the
Le´vy-system formula, the proof of which is a straightforward adaptation of the proof for a purely
non-local operator and can be found in [12, Proposition 2.3 and Remark 2.4] (see also [19,22]).
Proposition 2.1. If A and B are disjoint Borel sets in B(Rd), then for any x ∈ Rd,∑
s≤t
1{Xs−∈A,Xs∈B} −
∫ t
0
∫
B
1{Xs∈A}pi(Xs, z −Xs) dz ds
is a Px-martingale.
3. Probabilistic representations of solutions of non-local PDE
The aim in this section is to give a rigorous mathematical justification of the connections be-
tween stochastic differential equations with jumps and viscosity solutions to associated non-local
differential equations.
Recall the generator in (2.1) where f is in C2b (R
d). We also recall the definition of a viscosity
solution [5, 15].
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Definition 3.1. Let D be a domain with C2 boundary. A function u : Rd → R which is upper
(lower) semi-continuous on D¯ is said to be a sub-solution (super-solution) to
Iu = −f in D ,
u = g in Dc ,
where I is given by (2.1), if for any x ∈ D¯ and a function ϕ ∈ C2(Rd) such that ϕ(x) = u(x) and
ϕ(z) > u(z)
(
ϕ(z) < u(z)
)
on Rd \ {x}, it holds that
Iϕ(x) ≥ −f(x)
(
Iϕ(x) ≤ −f(x)
)
, if x ∈ D ,
while, if x ∈ ∂D, then
max (Iϕ(x) + f(x), g(x) − u(x)) ≥ 0
(
min (Iϕ(x) + f(x), g(x) − u(x)) ≤ 0
)
.
A function u is said to be a viscosity solution if it is both a sub- and a super-solution.
In Definition 3.1 we may assume that ϕ is bounded, provided u is bounded. Otherwise, we may
modify the function ϕ by replacing it with u outside a small ball around x. It is evident that every
classical solution is also a viscosity solution.
Let f and g be two continuous functions on Rd, with g bounded. Given a bounded domain D,
we let
u(x) = Ex
[∫ τ(D)
0
f(Xs) ds+ g(Xτ(D))
]
for x ∈ Rd , (3.1)
where Ex denotes the expectation operator relative to Px. In this section we characterize u as a
solution of a non-local differential equation. As usual, we say that b is locally bounded, if for any
compact set K, supx∈K |b(x)| <∞.
3.1. Three lemmas concerning operators with measurable kernels.
Lemma 3.1. Let D be a bounded domain. Suppose X is a strong Markov process associated with
I in (2.1), with b locally bounded, and that the integrability conditions
sup
x∈K
∫
{|z|>1}
|z|pi(x, z) dz < ∞ , and inf
x∈K
∫
Rd
|z|2pi(x, z) dz = ∞ (3.2)
hold for any compact set K. Then supx∈D Ex[(τ(D))
m] <∞, for any positive integer m.
Proof. Without loss of generality we assume that 0 ∈ D. Otherwise we inflate the domain to
include 0. Let d¯ = diam(D) and MD = supx∈D |b(x)|. Recall that BR denotes the ball of radius R
around the origin. We choose R > 1 ∨ 2(d¯ ∨MD), and large enough so as to satisfy the inequality
inf
x∈D
∫
BR
|z|2 pi(x, z) dz > 1 + 2d¯MD + 2d¯ sup
x∈D
∫
{1<|z|≤R}
|z|pi(x, z) dz .
We let f ∈ C2b (R
d) be a radially increasing function such that f(x) = |x|2 for |x| ≤ 2R and
f(x) = 8R2 for |x| ≥ 2R+ 1. Then, for any x ∈ D, we have
If(x) = b(x) · ∇f(x) +
∫
Rd
df(x; z)pi(x, z) dz
≥ −2d¯MD +
∫
BR
(
f(x+ z)− f(x)−∇f(x) · z
)
pi(x, z) dz
+
∫
{1<|z|≤R}
∇f(x) · z pi(x, z) dz +
∫
BcR
(
f(x+ z)− f(x)
)
pi(x, z) dz .
Also, for any |z| ≥ R, it holds that |x+ z| ≥ d¯ ≥ |x|. Therefore f(x+ z) ≥ f(x). Hence
If(x) ≥ −2d¯MD +
∫
{1<|z|≤R}
∇f(x) · z pi(x, z) dz
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+
∫
BR
(
f(x+ z)− f(x)−∇f(x) · z
)
pi(x, z) dz
≥ −2d¯MD − 2d¯
∫
{1<|z|≤R}
|z|pi(x, z) dz +
∫
BR
|z|2 pi(x, z) dz
≥ 1 .
Thus
Ex[f(Xτ(D)∧t)]− f(x) = Ex
[∫ τ(D)∧t
0
If(Xs) ds
]
≥ Ex[τ(D) ∧ t] ∀x ∈ D .
Letting t→∞ we obtain Ex[τ(D)] ≤ 8R
2. Since x ∈ D is arbitrary, this shows that
sup
x∈D
Ex[τ(D)] ≤ 8R
2 .
We continue by using the method of induction. We have proved the result for m = 1. Assume
that it is true for m, i.e., Mm := supx∈D Ex[(τ(D))
m] <∞. Let h(x) =Mmf(x) where f is defined
above. Then from the calculations above we obtain
Ex[h(Xτ(D)∧t)]− h(x) ≥ Ex[Mm(τ(D) ∧ t)] ∀x ∈ D . (3.3)
Denoting τ(D) by τ we have
Ex[τ
m+1] = Ex
[∫ ∞
0
(m+ 1)(τ − t)m 1{t<τ} dt
]
= Ex
[∫ ∞
0
(m+ 1)Ex
[
(τ − t)m 1{t<τ}
∣∣ Ft∧τ ] dt]
= Ex
[∫ ∞
0
(m+ 1)1{t∧τ<τ} EXt∧τ [τ
m] dt
]
≤ sup
x∈D
Ex[τ
m] Ex
[∫ ∞
0
(m+ 1)1{t∧τ<τ} dt
]
≤ Mm(m+ 1) Ex[τ ] ,
and in view of (3.3), the proof is complete. 
Boundedness of solutions to the Dirichlet problem on bounded domains and with zero boundary
data is asserted in the following lemma.
Lemma 3.2. Let b and f be locally bounded functions and D a bounded domain. Suppose pi satisfies
(3.2). Then there exists a constant C, depending on diam(D), supx∈D |b(x)| and pi, such that any
viscosity solution u to the equation
Iu = f in D ,
u = 0 in Dc ,
satisfies ‖u‖∞ ≤ C supx∈D |f(x)|.
Proof. As shown in the proof of Lemma 3.1, there exists a nonnegative, radially nondecreasing
function ξ ∈ C2b (R
d) satisfying Iξ(x) > supx∈D |f(x)| for all x ∈ D¯. Let M > 0 be the smallest
number such that M − ξ touches u from above at least at one point. We claim that M ≤ ‖ξ‖∞.
If not, then M − ξ(x) > 0 for all x ∈ Dc. Therefore M − ξ touches u in D from above. Hence by
the definition of a viscosity solution we have I(M − ξ(x)) ≥ f(x), or equivalently, Iξ(x) ≤ −f(x),
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where x ∈ D is a point of contact from above. But this contradicts the definition of ξ. Thus
M ≤ ‖ξ‖∞. Also by the definition of M we have
sup
x∈D
u(x) ≤ sup
x∈D
(M − ξ(x)) ≤ M ≤ ‖ξ‖∞ .
The result then follows by applying the same argument to −u. 
Definition 3.2. Let Lα denote the class of operators I of the form
If(x) := b(x) · ∇f(x) +
∫
Rd
df(x; z)
k(x, z)
|z|d+α
dz , f ∈ C2b (R
d) , (3.4)
with b : Rd → Rd and k : Rd ×Rd → (0,∞) Borel measurable and locally bounded, and α ∈ (1, 2).
We also assume that x 7→ supz∈Rd k
−1(x, z) is locally bounded. The subclass of Lα consisting of
those I satisfying k(x, z) = k(x,−z) is denoted by Lsymα .
Consider the following growth condition: There exists a constant K0 such that
x · b(x) ∨ |x| k(x, z) ≤ K0 (1 + |x|
2) ∀x, z ∈ Rd . (3.5)
It turns out that under (3.5), the Markov process associated with I does not have finite explosion
time, as the following lemma shows.
Lemma 3.3. Let I ∈ Lα and suppose that for some constant K0 > 0, the data satisfies the growth
condition in (3.5). Let X be a Markov process associated with I. Then
Px
(
sup
s∈[0,T ]
|Xs| <∞
)
= 1 ∀T > 0 .
Proof. Let δ ∈ (0, α − 1), and f ∈ C2(Rd) be a non-decreasing, radial function satisfying
f(x) =
(
1 + |x|δ
)
for |x| ≥ 1 , and f(x) ≥ 1 for |x| < 1 .
We claim that ∣∣∣∣∫
Rd
df(x; z)
k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ κ0 (1 + |x|δ) ∀x ∈ Rd , (3.6)
for some constant κ0. To prove (3.6) first note that since the second partial derivatives of f are
bounded over Rd, it follows that
∣∣∣∫|z|≤1 df(x; z) k(x,z)|z|d+α dz∣∣∣ is bounded by some constant. It is easy
to verify that, provided z 6= 0, then∣∣|x+ z|δ − |x|δ∣∣ ≤ 2δ|z| |x|δ−1 , if |x| ≥ 2|z| ,∣∣|x+ z|δ − |x|δ∣∣ ≤ 8|z|δ , if |x| < 2|z| , (3.7)
for some constant κ. By the hypothesis in (3.5), for some constant c, we have
k(x, z) ≤ c (1 + |x|) ∀x ∈ Rd . (3.8)
Combining (3.7)–(3.8) we obtain, for |x| > 1,∣∣∣∣∫
|z|>1
df(x; z)
k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ ∫
1<|z|≤
|x|
2
2δ c (1 + |x|) |x|δ−1 |z|
1
|z|d+α
dz
+
∫
|z|>
|x|
2
8c (1 + |x|) |z|δ
1
|z|d+α
dz
≤ κ(d)
(
2 δ c
α− 1
(1 + |x|) |x|δ−1 +
23+α−δc
α− δ
(1 + |x|) |x|δ−α
)
for some constant κ(d), thus establishing (3.6).
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By (3.6) and the assumption on the growth of b in (3.5), we obtain
|If(x)| ≤ K1 f(x) ∀x ∈ R
d ,
for some constant K1. Then, by Dynkin’s formula, we have,
Ex
[
f(Xt∧τn)
]
= f(x) + Ex
[∫ t∧τn
0
If(Xs) ds
]
≤ f(x) +K1 Ex
[∫ t∧τn
0
f(Xs) ds
]
≤ f(x) +K1
∫ t
0
Ex
[
f(Xs∧τn)
]
ds ,
where in the second inequality we use the property that f is radial and non-decreasing. Hence, by
the Gronwall inequality, we have
Ex
[
f(Xt∧τn)
]
≤ f(x) eK1t ∀ t > 0 , ∀n ∈ N . (3.9)
Since Ex
[
f(Xt∧τn)
]
≥ f(n) Px(τn ≤ t), we obtain by (3.9) that
Px
(
sup
s∈[0,T ]
|Xs| ≥ n
)
= Px(τn ≤ T )
≤
f(x)
1 + nδ
eK1T ∀T > 0 , ∀n ∈ N ,
from which the conclusion of the lemma follows. 
3.2. A class of operators with weakly Ho¨lder continuous kernels. We introduce a class of
kernels whose numerators k(x, z) are locally Ho¨lder continuous in x, and z 7→ k(x, z) is bounded,
locally in x. We call such kernels pi weakly Ho¨lder continuous since they have the property that for
any f satisfying
∫
Rd
f(z)
|z|d+α
dz <∞ the map x 7→
∫
Rd
f(z) k(x,z)
|z|d+α
dz is locally Ho¨lder continuous.
Definition 3.3. Let λ : [0,∞) → (0,∞) be a nondecreasing function that plays the role of a
parameter. For a bounded domain D define λD := sup {λ(R) : D ⊂ BR+1}. Let Iα(β, θ, λ), where
β ∈ (0, 1], θ ∈ (0, 1), denote the class of operators I as in (3.4) that satisfy, on each bounded
domain D, the following properties:
(a) α ∈ (1, 2).
(b) b is locally Ho¨lder continuous with exponent β, and satisfies
|b(x)| ≤ λD , and |b(x)− b(y)| ≤ λD |x− y|
β ∀x, y ∈ D .
(c) The map k(x, z) is continuous in x and measurable in z and satisfies
|k(x, z) − k(y, z)| ≤ λD |x− y|
β ∀x, y ∈ D , ∀ z ∈ Rd
λ−1D ≤ k(x, z) ≤ λD ∀x ∈ D , ∀ z ∈ R
d .
(d) For any x ∈ D, we have∣∣∣∣∫
Rd
(
|z|α−θ ∧ 1
) |k(x, z) − k(x, 0)|
|z|d+α
dz
∣∣∣∣ ≤ λD . (3.10)
Remark 3.1. It is evident that if |k(x, z) − k(x, 0)| ≤ λ˜D|z|
θ′ for some θ′ > θ, then property (d) of
Definition 3.3 is satisfied .
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We may view I as the sum of the translation invariant operator I0 defined by
I0 u(x) := b(x) · ∇u(x) +
∫
Rd
du(x; z)
k(x, 0)
|z|d+2s
dz ,
which is uniformly elliptic on every bounded domain, and a perturbation that takes the form
I˜ u(x) :=
∫
Rd
du(x; z)
k(x, z)− k(x, 0)
|z|d+2s
dz .
We are not assuming that the numerator k is symmetric, as in the approximation techniques
in [13, 16, 28]. Moreover, these operators are not addressed in [17] due to the presence of the drift
term.
For operators in the class Iα(β, θ, λ), we have the following regularity result concerning solutions
to the Dirichlet problem.
Theorem 3.1. Let I ∈ Iα(β, θ, λ), D be a bounded domain with C
2 boundary, and f ∈ Cβ(D¯).
We assume that neither β, nor 2s + β are integers, and that either β < s, or that β ≥ s and
|k(x, z) − k(x, 0)| ≤ λ˜D |z|
θ ∀x ∈ D , ∀z ∈ Rd ,
for some positive constant λ˜D. Let Ex denote the expectation operator corresponding to the Markov
process X with generator given by I. Then u(x) := Ex
[∫ τ(D)
0 f(Xs) ds
]
is the unique solution in
Cα+β(D) ∩C(D¯) to the equation
Iu = −f in D ,
u = 0 in Dc .
Proof. For ε > 0, we denote by Dε the ε-neighborhood of D, i.e.,
Dε := {z ∈ R
d : dist(z,D) < ε} . (3.11)
Note that for ε small enough, Dε has a C
2 boundary. Then by Theorem 6.1 there exists uε ∈
Cα+β(D) ∩C(D¯) satisfying
Iuε = −f in Dε,
uε = 0 in D
c
ε .
In the preceding equation f stands for the Lipschitz extension of f . We also have the estimate
(recall the definition of | · |
(r)
β;D in Section 1.1)
|uε|
(−r)
α+β;Dε
≤ C0 ‖f‖Cβ(D¯ε) ,
with r some fixed constant in
(
0, α2
)
. As can be seen from the Lemma 3.2 and the proof of
Theorem 6.1, we may select a constant C0, that does not depend on ε, for ε small enough. Since
uε = 0 in D
c
ε, it follows that
‖uε‖Cr(Rd) ≤ c1 |uε|
(−r)
α+β;Dε
for some constant c1, independent of ε, for all small enough ε. Hence uε → u as ε→ 0, along some
subsequence, and u ∈ Cα+β(D) ∩ C(D¯) by Theorem 6.1. By Itoˆ’s formula, we obtain
uε(x) = Ex
[
uε(Xτ(D))
]
+ Ex
[∫ τ(D)
0
f(Xs) ds
]
.
Letting εց 0, we obtain the result. Uniqueness follows from Theorem 6.1. 
Theorem 3.1 can be extended to account for non-zero boundary conditions, provided the bound-
ary data is regular enough, say in C3(Rd) ∩ Cb(R
d).
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3.3. Some results concerning the fractional Laplacian with drift. In the rest of this section
we consider a smaller class of operators, but the data of the Dirichlet problem is only continuous. We
focus on stochastic differential equations driven by a symmetric α-stable process. More precisely,
we consider a process X satisfying
dXt = b(Xt) dt+ dLt , (3.12)
where Lt is a symmetric α-stable process with generator given by
−(−∆)
α/2f(x) = c(d, α)
∫
Rd
df(x; z)
1
|z|d+α
dz , f ∈ C2b (R
d) ,
with α ∈ (1, 2), and c(d, α) a normalizing constant. Then the solution of (3.12) is also a solution
to the martingale problem for I given by
If(x) := −(−∆)
α/2f(x) + b(x) · ∇f(x) , α ∈ (1, 2) .
The following condition is in effect for the rest of this section unless mentioned otherwise.
Condition 3.1. There exists a positive constant M such that
|b(x)− b(y)| ≤M |x− y| ∀x, y ∈ Rd ,
‖b‖∞ ≤M .
Under Condition 3.1, equation (3.12) has a unique adapted strong ca´dla´g solution for any initial
condition X0 = x ∈ R
d, which is a Feller process [2]. We need the following assertion whose proof
is standard, and therefore omitted.
Lemma 3.4. Assume Condition 3.1 holds and T > 0. Let xn → x as n →∞ and X
n, X denote
the solutions to (3.12) with initial data Xn0 = xn, X0 = x, respectively. Then
lim
n→∞
E
[
sup
s∈[0,T ]
|Xns −Xs|
2
]
= 0 .
The rest of the section is devoted to the proof of the following result.
Theorem 3.2. Let D ⊂ Rd be a bounded domain with C1 boundary, f ∈ Cb(D), and g ∈ Cb(D
c).
The function u(·) defined in (3.1) is continuous and bounded, and is the unique viscosity solution
to the equation
Iu = −f in D ,
u = g in Dc .
(3.13)
The proof of Theorem 3.2 relies on several lemmas which follow. The following lemma is a careful
modification of [34, Lemma 2.1].
Lemma 3.5. Let D be a given bounded domain. There exits a constant κ1 > 0 such that for any
x ∈ D and r ∈ (0, 1)
Px
(
sup
0≤s≤t
|Xs − x| > r
)
≤ κ1t r
−α ∀x ∈ D ,
where X satisfies (3.12), and X0 = x.
Proof. Let f ∈ C2b (R
d) be such that f(x) = |x|2 for |x| ≤ 12 , and f(x) = 1 for |x| ≥ 1. Let c1 be a
constant such that
‖∇f‖∞ ≤ c1 ,∣∣f(x+ z)− f(x)−∇f(x) · z∣∣ ≤ c1|z|2 ∀x, z ∈ Rd .
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Define fr(y) = f(
y−x
r ) where x is a point in D. For y ∈ B¯r(x), we obtain∣∣∣∣∫
Rd
dfr(y; z)
1
|z|d+α
dz
∣∣∣∣ ≤ ∣∣∣∣∫
|z|≤r
(
fr(y + z)− fr(y)−∇fr(y) · z
) 1
|z|d+α
dz
∣∣∣∣
+
∣∣∣∣∫
|z|>r
(
fr(y + z)− fr(y)
) 1
|z|d+α
dz
∣∣∣∣
≤ c1
1
r2
∫
|z|≤r
|z|2−d−α dz + 2
∫
|z|>r
|z|−d−α dz
≤
c2
rα
for some constant c2. Since α > 1, we have∣∣Ifr(y)∣∣ ≤ c3
rα
∀y ∈ B¯r(x) ,
where c3 is a positive constant depending on c2 and M . Therefore using Itoˆ’s formula we obtain
c3
rα
Ex
[
τ(B¯r(x)) ∧ t
]
≥ Ex
[
fr(Xτ(B¯r(x))∧t)
]
.
Since fr = 1 on B
c
r(x), we have Px(τ(B¯r(x)) ≤ t) ≤ c3r
−αt. This completes the proof. 
Remark 3.2. It is clear from the proof of Lemma 3.5 that the result also holds for operators I ∈ Lα.
However, in this case, the constant κ1 depends also on the local bounds of k and b.
We define the following process
Yt := x+ Lt . (3.14)
In other words, Y is a symmetric α-stable Le´vy process starting at x. It is straightforward to verify
using the martingale property that for any measurable function f : Rd → R, we have
Ex[f(Yt)] = Ex
a
[f(aYa−αt)] . (3.15)
We recall the following theorem from [30, Theorem 1].
Theorem 3.3. Let θ ∈ (0, π). Let G be a closed cone in Rd, d ≥ 2, of angle θ with vertex at 0.
For d = 1 we let the cone to be the closed half line. Define
η(G) = inf {t ≥ 0 : Yt /∈ G} .
Then there exists a constant pα(θ) > 0 such that
Ex[(η(G))
p] < ∞ for p < pα(θ) ,
Ex[(η(G))
p] = ∞ for p > pα(θ) ,
for all x ∈ G \ {0}.
The result in [30] is proven for open cones. The statement in Theorem 3.3 follows from the fact
that every closed cone is contained in an open cone except for the vertex of the cone and with
probability 1 the exit location from an open cone is not the vertex. The following result is also
obtained in [19] for d ≥ 2, using estimates of the transition density. Our proof technique is different,
so we present it here.
Lemma 3.6. Under the process X defined in (3.12), for any bounded domain D, satisfying the
exterior cone condition, and x ∈ ∂D, it holds that Px(τ(D¯) > 0) = 0.
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Proof. Let x0 ∈ ∂D be a fixed point. We consider an open cone G in the complement of D¯ at
a distance r from the boundary ∂D, such that the distance between the cone and the boundary
equals the length of the linear segment connecting x0 with the vertex of the cone at xr. In fact,
we may choose an angle θ and an axis for the cone that can be kept fixed for all r small enough
and the above mentioned property holds. It is quite clear that this can be done for some truncated
cone. So first we assume that the full cone G with angle θ and vertex xr lies in D
c. Let η(Gc)
denote the first hitting time of G. Since a translation of coordinates does not affect the first hitting
time, we may assume that xr = 0. Then from Theorem 3.3, there exists p ∈ (0, pα(θ)), satisfying
Ex0
[(
η(Gc)
)p]
= |x0|
αp
E x0
|x0|
[(
η(Gc)
)p]
< ∞ ,
where we used the property (3.15). Since G is open, by upper semi-continuity we have
sup
{
Ez
[(
η(Gc)
)p]
: z ∈ Gc, |z| = 1
}
< ∞ .
Therefore we can find a constant κ > 0 not depending on r (for r small) such that
Ex0
[(
η(Gc)
)p]
≤ κ|r|αp . (3.16)
Let α′ ∈ (1, α). Then by (3.16), for any ε > 0, we may choose r small enough so that
Px0
(
η(Gc) > rα
′)
≤ κr(α−α
′)p < ε . (3.17)
Using Condition 3.1 and (3.12), (3.14), we have
sup
s∈[0,rα′ ]
|Xs − Ys| ≤ Mr
α′ , (3.18)
with probability 1. Hence on {η(Gc) ≤ rα
′
} we have |Yη(Gc) − Xη(Gc)| ≤ Mr
α′ by (3.18). But
Yη(Gc) ∈ G and dist(x0, G) = r. Since Mr
α′ < r for r small enough we have Xη(Gc) ∈ (D¯)
c on
{η(Gc) ≤ rα
′
}. Therefore from (3.17) we obtain
Px0
(
τ(D¯) > rα
′)
< ε
for all r small enough. This concludes the proof for the case when we can fit a whole cone in Dc
near x0. For any other scenario we can modify the domain locally around x0 and deduce that the
first exit time from the new domain is 0. We use Lemma 3.5 to assert that with high probability the
paths spend rα amount of time in a ball of radius of order r. Combining these two facts concludes
the proof. 
Remark 3.3. The result of Lemma 3.6 still holds if X satisfies (3.12) in a weak-sense for some
locally bounded measurable drift b (see also [20]).
The following corollary follows from Lemma 3.6.
Corollary 3.1. Under the process X defined in (3.12), for any bounded domain D with C1 bound-
ary, Px
(
τ(D) = τ(D¯)
)
= 1 for all x ∈ D¯.
Lemma 3.7. Under the process X defined in (3.12), for any bounded domain D with C1 boundary,
and x ∈ D, we have
Px
(
Xτ(D)− ∈ ∂D, Xτ(D) ∈ D¯
c
)
= 0 ,
Px
(
Xs− ∈ ∂D, Xs ∈ D, Xt ∈ D¯ for all t ∈ [0, s]
)
= 0 .
Proof. We only prove the first equality, as the proof for the second one follows along the same lines.
Condition 3.1 implies that Xt has a density for every t > 0 [14]. We let
DˆR := {z ∈ D
c : dist(z,D) ≥ R} .
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It is enough to prove that Px
(
Xτ(D)− ∈ ∂D, Xτ(D) ∈ DˆR
)
= 0 for every R > 0. For any t > 0, we
obtain by Proposition 2.1 that
Px
(
Xt∧τ(D)− ∈ ∂D, Xt∧τ(D) ∈ DˆR
)
≤ Ex
[∑
s≤t
1{Xs−∈∂D,Xs∈DˆR}
]
= c(d, α) Ex
[∫ t
0
1{Xs∈∂D}
∫
DˆR
1
|Xs − z|d+α
dz ds
]
≤
κ
Rα
Ex
[∫ t
0
1{Xs∈∂D} ds
]
for some constant κ. But the term on the right hand side of the above inequality is 0 by the fact
the Xs has density. Hence Px
(
Xt∧τ(D)− ∈ ∂D, Xt∧τ(D) ∈ DˆR
)
= 0 for any t > 0. Letting t → ∞
completes the proof. 
Proof of Theorem 3.2. Uniqueness follows by the comparison principle in [18, Corollary 2.9]. Since
f and g are bounded, it follows from Lemma 3.1 that u is bounded. Also in view of Lemma 3.6,
u(x) = g(x) for x ∈ Dc. First we show that u is continuous in D. Let xn → x in D as n→∞. To
simplify the notation, we let τn denote the first exit time from D for the process Xn that starts at
xn. Similarly, τ corresponds to the process X that starts at x. From Lemma 3.4 we obtain
E
[
sup
s∈[0,T+1]
|Xns −Xs|
2
]
−−−→
n→∞
0 .
Passing to a subsequence we may assume that
sup
s∈[0,T+1]
|Xns −Xs| → 0 as n→∞, a.s. (3.19)
Recall the definition of Dε in (3.11). It is evident that, for any ε > 0, (3.19) implies that
lim inf
n→∞
τn ∧ T ≤ τ(Dε) ∧ T .
Since τ(Dε) −−−→
εց0
τ(D¯) a.s., we obtain
lim inf
n→∞
τn ∧ T ≤ τ(D¯) ∧ T . (3.20)
On the other hand, τ(D¯) = τ(D) a.s. by Corollary 3.1, and thus we obtain from (3.20) that
lim inf
n→∞
τn ∧ T ≤ τ ∧ T a.s.
The reverse inequality, i.e.,
lim inf
n→∞
τn ∧ T ≥ τ ∧ T a.s. ,
is evident from (3.19). Hence we have
lim
n→∞
τn ∧ T = τ ∧ T , (3.21)
with probability 1. It then follows by (3.19) and (3.21) that
E
[∫ τn∧T
0
f(Xns ) ds−
∫ τ∧T
0
f(Xs) ds
]
−−−→
n→∞
0 ∀T > 0 .
By Lemma 3.1 we can take limits as T →∞ to obtain,
E
[∫ τn
0
f(Xns ) ds−
∫ τ
0
f(Xs) ds
]
−−−→
n→∞
0 . (3.22)
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Since g is bounded, by Lemma 3.1 we obtain
E
[
1{τ≥T}
∣∣g(Xnτn)− g(Xτ )∣∣] ≤ 2 ‖g‖∞ P(τ ≥ T ) −−−−→
T→∞
0 .
From now on we consider a continuous extension of g on Rd, also denoted by g. We use the triangle
inequality
E
[
1{τ<T}
∣∣g(Xnτn)− g(Xτ )∣∣] ≤ E [1{τ<T} ∣∣g(Xnτn)− g(Xτn)∣∣]+ E [1{τ<T} ∣∣g(Xτn)− g(Xτ )∣∣ ]
≤ E
[
1{τn<T+ε}1{τ<T}
∣∣g(Xnτn)− g(Xτn)∣∣]
+ 2‖g‖∞ P(τ
n ≥ τ + ε) + E
[
1{τ<T}
∣∣g(Xτn)− g(Xτ )∣∣] . (3.23)
The second term on the right hand side of (3.23) tends to 0 as n → ∞, by (3.21). The first term
is dominated by
E
[(
sup
0≤t≤T+ε
∣∣g(Xnt )− g(Xt)∣∣)1{τn<T+ε}1{τ<T}] ,
so it also tends to 0 as n→∞, by (3.19), and the continuity and boundedness of g. For the third
term, we write
E
[
1{τ<T}
∣∣g(Xτn)− g(Xτ )∣∣] ≤ E [1{τ<T} ∣∣g(Xτn∧T )− g(Xτ∧T )∣∣]
+ E
[
1{τ<T}
∣∣g(Xτn)− g(Xτn∧T )∣∣] . (3.24)
The first term on the right hand side of (3.24) tends to 0, as n → ∞, by (3.21), Lemma 3.7, and
the continuity and boundedness of g. The second term also tends to 0 as T →∞, uniformly in n,
by Lemma 3.1. Combining the above, we obtain
E
[∣∣g(Xnτn)− g(Xτ )∣∣] −−−−→
T→∞
0 . (3.25)
By (3.1), (3.22) and (3.25), it follows that u(xn) → u(x), as n → ∞, which shows that u is
continuous.
Next we show that u is a viscosity solution to (3.13). By the strong Markov property of X, for
any t ≥ 0, we have
u(x) = Ex
[∫ τ(D)∧t
0
f(Xs) ds+ u(Xτ(D)∧t)
]
. (3.26)
Let ϕ ∈ C2b (R
d) be such that ϕ(x) = u(x) and ϕ(z) > u(z) for all z ∈ Rd \ {x}. Then by (3.26)
and Itoˆ’s formula we have
Ex
[∫ τ(D)∧t
0
Iϕ(Xs) ds
]
= Ex
[
ϕ(Xτ(D)∧t)
]
− ϕ(x)
≥ Ex
[
u(Xτ(D)∧t)
]
− u(x)
= − Ex
[∫ τ(D)∧t
0
f(Xs) ds
]
.
Dividing both sides by t and letting t→ 0 we obtain Iϕ(x) ≥ −f(x) and thus u is a sub-solution.
Similarly we can show that u is super-solution and so is a viscosity solution. 
The following theorem proves the stability of the viscosity solutions over a convergent sequence
of domains.
Theorem 3.4. Let Dn, D be a collection of C
1 domains such that Dn → D in the Hausdorff
topology, as n→∞. Let f, g ∈ Cb(R
d). Then un → u, as n→∞, where un and u are the viscosity
solutions of (3.13) in Dn and D, respectively.
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Proof. We only need to establish that for any T > 0, τ(Dn)∧T → τ(D)∧T with probability 1, and
that Xτ(Dn) → Xτ(D) on {τ(D) < T}, as n→∞. This can be shown following the same argument
as in the proof of Theorem 3.2. 
4. The Harnack property for operators containing a drift term
In this section, we prove a Harnack inequality for harmonic functions. The classes of operators
considered are summarized in the following definition.
Definition 4.1. With λ as in Definition 3.3, we let Lα(λ), denote the class of operators I ∈ Lα
satisfying
|b(x)| ≤ λD , and λ
−1
D ≤ k(x, z) ≤ λD ∀x ∈ D , z ∈ R
d ,
for a bounded domain D. As in Definition 3.2, the subclass of Lα(λ) consisting of those I satisfying
k(x, z) = k(x,−z) is denoted by Lsymα (λ). Also by Iα(θ, λ) we denote the subset of Lα(λ) satisfying∣∣∣∣∫
Rd
(
|z|α−θ ∧ 1
) |k(x, z) − k(x, 0)|
|z|d+α
dz
∣∣∣∣ ≤ λD ∀x ∈ D ,
for any bounded domain D.
A measurable function h : Rd → R is said to be harmonic with respect to I in a domain D if for
any bounded subdomain G ⊂ D, it satisfies
h(x) = Ex[h(Xτ(G))] ∀x ∈ G ,
where (X,Px) is a strong Markov process associated with I.
Theorem 4.1. Let D be a bounded domain of Rd and K ⊂ D be compact. Then there exists
a constant CH depending on K, D and λ, such that any bounded, nonnegative function which is
harmonic in D with respect to an operator I ∈ Lsymα (λ) ∪ Iα(θ, λ), θ ∈ (0, 1), satisfies
h(x) ≤ CH h(y) for all x, y ∈ K .
We prove Theorem 4.1 by verifying the conditions in [33] where a Harnack inequality is established
for a general class of Markov processes. We accomplish this through Lemmas 4.1–4.3 which follow.
Let us also mention that some of the proof techniques are standard but we still add them for
clarity. In fact, the Harnack property with non-symmetric kernel is also discussed in [33] under some
regularity condition on k(·, ·) and under the assumption of the existence of a harmonic measure.
Our proof of Lemma 4.1(b) which follows holds under very general conditions, and does not rely
on the existence of a harmonic measure. In Lemmas 4.1–4.3, (X,Px) is a strong Markov process
associated with I ∈ Lsymα (λ) ∪ Iα(θ, λ), and D is a bounded domain.
Lemma 4.1. Let D be a bounded domain. There exist positive constants κ2 and r0 such that for
any x ∈ D and r ∈ (0, r0),
(a) infz∈B r
2
(x) Ez[τ(Br(x))] ≥ κ
−1
2 r
α,
(b) supz∈Br(x) Ez[τ(Br(x))] ≤ κ2 r
α.
Proof. By Lemma 3.5 and Remark 3.2 there exists a constant κ1 such that
Px(τ(Br(x)) ≤ t) ≤ κ1tr
−α , (4.1)
for all t ≥ 0, and all x ∈ D2 := {y : dist(y,D) < 2}. We choose t =
rα
2κ1
. Then for z ∈ B r
2
(x), we
obtain by (4.1) that
Ez[τ(Br(x))] ≥ Ez[τ(B r
2
(z))]
≥
rα
2κ1
Pz
(
τ(B r
2
(z)) >
rα
2κ1
)
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≥
rα
4κ1
.
This proves the part (a).
To prove part (b) we consider a radially non-decreasing function f ∈ C2b (R
d), which is convex in
B4, and satisfies
f(x+ z)− f(x)− z · ∇f(x) ≥ c1|z|
2 for |x| ≤ 1 , |z| ≤ 3 ,
for some positive constant c1. For an arbitrary point x0 ∈ D, define gr(x) := f(
x−x0
r ). Then for
x ∈ Br(x0) and I ∈ L
sym
α (λ) we have∫
Rd
dgr(x; z)
k(x, z)
|z|α+d
dz =
∫
|z|≤3r
(
gr(x+ z)− gr(x)− z · ∇gr(x)
)k(x, z)
|z|α+d
dz
+
∫
|z|>3r
(
gr(x+ z)− gr(x)
)k(x, z)
|z|α+d
dz
≥
c1
r2
λ−1D
∫
|z|≤3r
|z|2−d−α dz
= c2
32−α
2− α
λ−1D r
−α
for some constant c2 > 0, where in the first equality we use the fact that k(x, z) = k(x,−z), and
for the second inequality we use the property that g(x+ z) ≥ g(x) for |z| ≥ 3r. It follows that we
may choose r0 small enough such that
Igr(x) ≥ c3r
−α for all r ∈ (0, r0) , x ∈ Br(x0) , and x0 ∈ D ,
with c3 :=
c2
2
32−α
2−α λ
−1
D .
To obtain a similar estimate for I ∈ Iα(θ, λ) we fix some θ1 ∈ (0, θ ∧ (α − 1)). Let kˆ(x, z) :=
k(x, z) − k(x, 0). We have∫
Rd
dgr(x; z)
k(x, z)
|z|α+d
dz =
∫
|z|≤3r
dgr(x; z)
k(x, z)
|z|α+d
dz −
∫
3r<|z|<1
z · ∇gr(x)
k(x, z) − k(x, 0)
|z|d+α
dz
+
∫
|z|>3r
(
gr(x+ z)− gr(x)
)k(x, z)
|z|α+d
dz
≥
c1
λD r2
∫
|z|≤3r
|z|2−d−α dz −
‖∇f‖∞
r
∫
3r<|z|<1
|z|
|kˆ(x, z)|
|z|d+α
dz
≥ c2
32−α
(2− α)λD rα
−
‖∇f‖∞
r
∫
3r<|z|<1
|z|α−θ1(3r)−α+θ1+1
|kˆ(x, z)|
|z|d+α
dz
≥ c2
32−α
(2− α)λD rα
−
‖∇f‖∞
r
∫
3r<|z|<1
|z|α−θ(3r)−α+θ1+1
|kˆ(x, z)|
|z|d+α
dz
≥ c2
32−α
(2− α)λD rα
− κ(d)3α−θ1+1r−α+θ1 λD ‖∇f‖∞
≥ c4 r
−α ∀x ∈ Br(x0) ,
for some constant c4 > 0 and r small, where in the third inequality we used the fact that θ1 < α−1.
Thus by Itoˆ’s formula we obtain
Ex
[
τ(Br(x0))
]
≤ c−14 r
α‖f‖∞ ∀x ∈ Br(x0) .
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This completes the proof. 
Lemma 4.2. There exists a constant κ3 > 0 such that for any r ∈ (0, 1), x ∈ D and A ⊂ Br(x)
we have
Pz
(
τ(Ac) < τ(B3r(x))
)
≥ κ3
|A|
|Br(x)|
∀ z ∈ B2r(x) .
Proof. Let τˆ := τ(B3r(x)). Suppose Pz(τ(A
c) < τˆ) < 1/4 for some z ∈ B2r(x). Otherwise there
is nothing to prove as |A||Br(x)| ≤ 1. By Lemma 3.5 and Remark 3.2 there exists t > 0 such that
Py(τˆ ≤ tr
α) ≤ 1/4 for all y ∈ B2r(x). Hence using the Le´vy-system formula we obtain
Py(τ(A
c) < τˆ) ≥ Ey
[ ∑
s≤τ(Ac)∧τˆ∧trα
1{Xs− 6=Xs,Xs∈A}
]
= Ey
[∫ τ(Ac)∧τˆ∧trα
0
∫
A
k(Xs, z −Xs)
|z −Xs|d+α
dz ds
]
≥ Ey
[∫ τ(Ac)∧τˆ∧trα
0
∫
A
λ−1D
(4r)d+α
dz ds
]
≥ κ′3 r
−α |A|
|Br(x)|
Ey[τ(A
c) ∧ τˆ ∧ trα] (4.2)
for some constant κ′3 > 0, where in the third inequality we use the fact that |Xs−z| ≤ 4r for s < τˆ ,
z ∈ A. On the other hand, we have
Ey[τ(A
c) ∧ τˆ ∧ trα] ≥ t rα Py(τ(A
c) ≥ τˆ ≥ trα)
= t rα
[
1− Py(τ(A
c) < τˆ)− Py(τˆ < tr
α)
]
≥
t
2
rα . (4.3)
Therefore combining (4.2)–(4.3), we obtain Pz(τ(A
c) < τˆ) ≥
tκ′3
2
|A|
|Br(x)|
. 
Lemma 4.3. There exists positive constants κi, i = 4, 5, such that if x ∈ D, r ∈ (0, 1), z ∈ Br(x),
and H is a bounded nonnegative function with support in Bc2r(x), then
Ez
[
H(Xτ(Br(x))
]
≤ κ4 Ez
[
τ(Br(x)
] ∫
Rd
H(y)
k(x, y − x)
|y − x|d+α
dy ,
and
Ez
[
H(Xτ(Br(x))
]
≥ κ5 Ez
[
τ(Br(x)
] ∫
Rd
H(y)
k(x, y − x)
|y − x|d+α
dy .
The proof follows using the same argument as in [33, Lemma 3.5].
Proof of Theorem 4.1. By Lemmas 4.1, 4.2 and 4.3, the hypotheses (A1)–(A3) in [33] are satisfied.
Hence the proof follows from [33, Theorem 2.4]. 
5. Positive recurrence and invariant probability measures
In this section we study the recurrence properties for a Markov process with generator I ∈ Lα
(see Definition 3.2 and 4.1). Many of the results of this section are based on the assumption of the
existence of a Lyapunov function.
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Definition 5.1. We say that the operator I of the form (3.4) satisfies the Lyapunov stability
condition if there exists a V ∈ C2(Rd) such that infx∈Rd V(x) > −∞, and for some compact set
K ⊂ Rd and ε > 0, we have
I V(x) ≤ −ε ∀x ∈ Kc. (5.1)
It is straightforward to verify that if V satisfies (5.1) for I ∈ Lα, then∫
|z|≥1
|V(z)|
1
|z|d+α
dz <∞ . (5.2)
Proposition 5.1. If there exists a constant γ ∈ (1, α) such that
b(x) · x
|x|2−γ supz∈Rd k(x, z) ∨ 1
−−−−→
|x|→∞
−∞ ,
then the operator I satisfies the Lyapunov stability condition.
Proof. Consider a nonnegative function f ∈ C2(Rd) such that f(x) = |x|γ for |x| ≥ 1, and let
k¯(x) := supz∈Rd k(x, z). Since the second derivatives of f are bounded in R
d, and k is also bounded,
it follows that ∣∣∣∣∫
|z|≤1
df(x; z)
k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ κ1 k¯(x)
for some constant κ1 which depends on the bound of the trace of the Hessian of f . Following the
same steps as in the proof of (3.6), and using the fact that k is bounded in Rd × Rd, we obtain∣∣∣∣∫
|z|>1
(|x+ z|γ − |x|γ)
k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ κ2 k¯(x) (1 + |x|γ−α) if |x| > 1 , (5.3)
for some constant κ2 > 0. Since also,∣∣∣∣∫
Rd
1B1(x+ z)
k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ κ3 k¯(x) (|x| − 1)−α for |x| > 2 , (5.4)
for some constant κ3, it follows by the above that∣∣∣∣∫
Rd
df(x; z)
k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ κ4 k¯(x) (1 + |x|γ−α) ∀x ∈ Rd , (5.5)
for some constant κ4. Therefore by the hypothesis and (5.5), it follows that If(x) → −∞ as
|x| → ∞. 
Lemma 5.1. Let X be the Markov process associated with a generator I ∈ Lα(λ), and suppose
that I satisfies the Lyapunov stability hypothesis (5.1) and the growth condition in (3.5). Then for
any x ∈ Kc we have
Ex[τ(K
c)] ≤
2
ε
(
V(x) + (inf V)−
)
.
Proof. Let R0 > 0 be such that K ⊂ BR0 . We choose a cut-off function χ which equals 1 on BR1 ,
with R1 > 2R0, vanishes outside of BR1+1, and ‖χ‖∞ = 1. Then f := χV is in C
2
b (R
d). Clearly if
|x| ≤ R0 and |x+ z| ≥ R1, then |z| > R0, and thus |x+ z| ≤ 2|z|. Therefore, for large enough
R1, we obtain∣∣∣∣∫
Rd
(
f(x+ z)− V(x+ z)
)k(x, z)
|z|d+α
dz
∣∣∣∣ ≤ 2∫
{|x+z|≥R1}
|V(x+ z)|
k(x, z)
|z|d+α
dz
≤ 2d+α+1λBR0
∫
{|x+z|≥R1}
|V(x+ z)|
1
|x+ z|d+α
dz
≤
ε
2
∀x ∈ BR0 .
20 ARI ARAPOSTATHIS, ANUP BISWAS, AND LUIS CAFFARELLI
Hence, for all R1 large enough, we have
If(x) ≤ −
ε
2
∀x ∈ BR0 \ K .
Let τ˜R = τ(K
c) ∧ τ(BR). Then applying Itoˆ’s formula we obtain
Ex
[
V(Xτ˜R0 )
]
− V(x) ≤ −
ε
2
Ex[τ˜R0 ] ∀x ∈ BR0 \ K ,
implying that
Ex[τ˜R0 ] ≤
2
ε
(
V(x) + (inf V)−
)
. (5.6)
By the growth condition and Lemma 3.3, τ(BR) → ∞ as R → ∞ with probability 1. Hence the
result follows by applying Fatou’s lemma to (5.6). 
5.1. Existence of invariant probability measures. Recall that a Markov process is said be to
positive recurrent if for any compact set G with positive Lebesgue measure it holds that Ex[τ(G
c)] <
∞ for any x ∈ Rd. We have the following theorem.
Theorem 5.1. If I ∈ Lα(λ) satisfies the Lyapunov stability hypothesis, and the growth condition
in (3.5), then the associated Markov process is positive recurrent.
Proof. First we note that if the Lyapunov condition is satisfied for some compact set K, then it
is also satisfied for any compact set containing K. Hence we may assume that K is a closed ball
centered at origin. Let D be an open ball with center at origin and containing K. We define
τˆ1 := inf {t ≥ 0 : Xt /∈ D} , τˆ2 := inf {t > τ : Xt ∈ K} .
Therefore for X0 = x ∈ K, τˆ2 denotes the first return time to K after hitting D
c. First we prove
that
sup
x∈K
Ex[τˆ2] < ∞ . (5.7)
By Lemma 5.1 we have Ex[τ(K
c)] ≤ 2ε [V(x) + (inf V)
−] for x ∈ Kc. By Lemma 3.1 we have
supx∈K Ex[τˆ1] < ∞. Let Pτˆ1(x, · ) denote the exit distribution of the process X starting from
x ∈ K. In order to prove (5.7) it suffices to show that
sup
x∈K
∫
Dc
(
V(y) + (inf V)−
)
Pτˆ1(x,dy) < ∞ ,
and since V is locally bounded it is enough that
sup
x∈K
∫
BcR
(
V(y) + (inf V)−
)
Pτˆ1(x,dy) < ∞ (5.8)
for some ball BR. To accomplish this we choose R large enough so that
|x− z|
|z|
>
1
2
for |z| ≥ R , x ∈ D .
Then, for any Borel set A ⊂ BcR, by Proposition 2.1 we have that
Px(Xτˆ1∧t ∈ A) = Ex
[ ∑
s≤τˆ1∧t
1{Xs−∈D,Xs∈A}
]
= Ex
[∫ τˆ1∧t
0
1{Xs∈D}
∫
A
k(Xs, z −Xs)
|Xs − z|d+α
dz ds
]
≤ 2d+αλD Ex
[∫ τˆ1∧t
0
∫
A
1
|z|d+α
dz ds
]
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= 2d+αλD Ex[τˆ1 ∧ t]µ(A) ,
where µ is the σ-finite measure on Rd∗ with density
1
|z|d+α
. Thus letting t→∞ we obtain
Pτˆ1(x,A) ≤ 2
d+αλD
(
sup
x∈K
Ex[τˆ1]
)
µ(A) .
Therefore, using a standard approximation argument, we deduce that for any nonnegative function
g it holds that ∫
BcR
g(y)Pτˆ1(x,dy) ≤ κ˜
∫
BcR
g(y)µ(dy)
for some constant κ˜. This proves (5.8) since V is integrable on BcR with respect to µ and µ(B
c
R) <∞.
Next we prove that the Markov process is positive recurrent. We need to show that for any
compact set G with positive Lebesgue measure, Ex[τ(G
c)] < ∞ for any x ∈ Rd. Given a compact
G and x ∈ Gc we choose a closed ball K, which satisfies the Lyapunov condition relative to V, and
such that G ∪ {x} ⊂ K. Let D be an open ball containing K. We define a sequence of stopping
times {τˆk , k = 0, 1, . . . } as follows:
τˆ0 = 0
τˆ2n+1 = inf{t > τˆ2n : Xt /∈ D} ,
τˆ2n+2 = inf{t > τˆ2n+1 : Xt ∈ K} , n = 0, 1, . . . .
Using the strong Markov property and (5.8), we obtain Ex[τˆn] <∞ for all n ∈ N. From Lemma 3.5
there exist positive constants t and r such that
sup
x∈K
Px(τ(D) < t) ≤ sup
x∈K
Px(τ(Br(x)) < t) ≤
1
4
.
Therefore, using a similar argument as in Lemma 4.2, we can find a constant δ > 0 such that
inf
x∈K
Px(τ(G
c) < τ(D)) > δ .
Hence
p := sup
x∈K
Px(τ(D) < τ(G
c)) ≤ 1− δ < 1 .
Thus by the strong Markov property we obtain
Px(τ(G
c) > τˆ2n) ≤ p Px(τ(G
c) > τˆ2n−2) ≤ · · · ≤ p
n ∀x ∈ K .
This implies Px(τ(G
c) <∞) = 1. Hence, for x ∈ K, we obtain
Ex[τ(G
c)] ≤
∞∑
n=1
Ex
[
τˆ2n1{τˆ2n−2<τ(Gc)≤τˆ2n}
]
=
∞∑
n=1
n∑
l=1
Ex
[
(τˆ2l − τˆ2l−2)1{τˆ2n−2<τ(Gc)≤τˆ2n}
]
=
∞∑
l=1
∞∑
n=l
Ex
[
(τˆ2l − τˆ2l−2)1{τˆ2n−2<τ(Gc)≤τˆ2n}
]
=
∞∑
l=1
Ex
[
(τˆ2l − τˆ2l−2)1{τˆ2l−2<τ(Gc)}
]
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≤
∞∑
l=1
pl−1 sup
x∈K
Ex[τˆ2]
=
1
1− p
sup
x∈K
Ex[τˆ2] < ∞ .
Since also Ex[τ(K
c)] <∞ for all x ∈ Rd, this completes the proof. 
Theorem 5.2. Let X be a Markov process associated with a generator I ∈ Lsymα (λ)∪ Iα(θ, λ), and
suppose that the Lyapunov stability hypothesis (5.1) and the growth condition in (3.5) hold. Then
X has an invariant probability measure.
Proof. The proof is based on Has′minski˘ı’s construction. Let K, D, τˆ1, and τˆ2 be as in the proof of
Theorem 5.1. Let Xˆ be a Markov process on K with transition kernel given by
Pˆx(dy) = Px(Xτˆ2 ∈ dy) .
Let f be any bounded, nonnegative measurable function on D. Define Qf (x) = Ex[f(Xτˆ2)]. We
claim that Qf is harmonic in D. Indeed if we define f˜(x) = Ex[f(Xτ(Kc))] for x ∈ D
c, then by the
strong Markov property we obtain Qf (x) = Ex[f˜(Xτˆ1)], and the claim follows. By Theorem 4.1
there exists a positive constant CH , independent of f , satisfying
Qf (x) ≤ CHQf (y) ∀x, y ∈ K . (5.9)
We note that Q1K ≡ 1. Let Q(x,A) := Q1A(x), for A ⊂ K. For any pair of probability measures µ
and µ′ on K, we claim that∥∥∥∥∫
K
(
µ(dx)− µ′(dx)
)
Q(x, · )
∥∥∥∥
TV
≤
CH − 1
CH
‖µ− µ′‖TV . (5.10)
This implies that the map µ →
∫
KQ(x, · )µ(dx) is a contraction and hence it has a unique fixed
point µˆ satisfying µˆ(A) =
∫
KQ(x,A)µˆ(dx) for any Borel set A ⊂ K. In fact, µˆ is the invariant
probability measure of the Markov chain Xˆ. Next we prove (5.10). Given any two probability
measure µ, µ′ on K, we can find subsets F and G of K such that∥∥∥∥∫
K
(
µ(dx)− µ′(dx)
)
Q(x, · )
∥∥∥∥
TV
= 2
∫
K
(
µ(dx)− µ′(dx)
)
Q(x, F ) ,
‖µ− µ′‖TV = 2(µ − µ
′)(G) .
In fact, the restriction of (µ − µ′) to G is a nonnegative measure and its restriction to Gc it is
non-positive measure. By (5.9), we have
inf
x∈Gc
Q(x, F ) ≥ sup
x∈G
Q(x, F ) (5.11)
Hence, using (5.11), we obtain∥∥∥∥∫
K
(
µ(dx)− µ′(dx)
)
Q(x, · )
∥∥∥∥
TV
= 2
∫
G
(
µ(dx)− µ′(dx)
)
Q(x, F ) + 2
∫
Gc
(
µ(dx)− µ′(dx)
)
Q(x, F )
≤ 2(µ − µ′)(G) sup
x∈G
Q(x, F ) + 2(µ − µ′)(Gc) inf
x∈Gc
Q(x, F )
≤ 2(µ − µ′)(G) sup
x∈G
Q(x, F )−
2
CH
(µ − µ′)(G) sup
x∈G
Q(x, F )
≤
(
1−C−1H
)
‖µ− µ′‖TV .
This proves (5.10).
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We define a probability measure ν on Rd as follows.∫
Rd
f(x) ν(dx) =
∫
K Ex
[∫ τˆ2
0 f(Xs) ds
]
µˆ(dx)∫
K Ex[τˆ2]µˆ(dx)
, f ∈ Cb(R
d) .
It is straight forward to verify that ν is an invariant probability measure of X (see for example, [3,
Theorem 2.6.9]). 
Remark 5.1. If k(·, ·) = 1 and the drift b belongs to certain Kato class, in particular bounded, (see
[14]) then the transition probability has a continuous density, and therefore any invariant probability
measure has a continuous density. Since any two distinct ergodic measures are mutually singular,
this implies the uniqueness of the invariant probability measure. As shown later in Proposition 5.3
open sets have strictly positive mass under any invariant measure.
The following result is fairly standard.
Proposition 5.2. Let I ∈ Lα, and V ∈ C
2(Rd) be a nonnegative function satisfying satisfying
V(x)→∞ as |x| → ∞, and I V ≤ 0 outside some compact set K. Let ν be an invariant probability
measure of the Markov process associated with the generator I. Then∫
Rd
|I V(x)| ν(dx) ≤ 2
∫
K
|I V(x)| ν(dx) .
Proof. Let ϕn : R+ → R+ be a smooth non-decreasing, concave, function such that
ϕn(x) =
{
x for x ≤ n ,
n+ 1/2 for x ≥ n+ 1 .
Due to concavity we have ϕn(x) ≤ |x| for all x ∈ R+. Then Vn(x) := ϕn(V(x)) is in C
2
b (R
d) and it
also follows that I Vn(x)→ I V(x) as n→∞. Since ν is an invariant probability measure, it holds
that ∫
Rd
I Vn(x) ν(dx) = 0 . (5.12)
By concavity, ϕn(y) ≤ ϕn(x) + (y − x) · ϕ
′
n(x) for all x, y ∈ R+. Hence
I Vn(x) =
∫
Rd
dVn(x; z)
k(x, z)
|z|d+α
dz + ϕ′n(V(x)) b(x) · ∇V(x)
≤
∫
Rd
ϕ′n(V(x)) dV(x; z)
k(x, z)
|z|d+α
dz + ϕ′n(V(x)) b(x) · ∇V(x)
= ϕ′n(V(x))I V(x) ,
which is negative for x ∈ Kc. Therefore using (5.12) we obtain∫
Rd
|I Vn(x)| ν(dx) =
∫
K
|I Vn(x)| ν(dx)−
∫
Kc
I Vn(x) ν(dx)
=
∫
K
|I Vn(x)| ν(dx) +
∫
K
I Vn(x) ν(dx)
≤ 2
∫
K
|I Vn(x)| ν(dx) . (5.13)
On the other hand, with An := {y ∈ R
d : V(y) ≥ n}, and provided V(x) < n, we have
|I Vn(x)| ≤ |I V(x)|+
∫
x+z∈An
|V(x+ z)− Vn(x+ z)|
k(x, z)
|z|d+α
dz
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≤ |I V(x)|+
∫
x+z∈An
|V(x+ z)|
k(x, z)
|z|d+α
dz .
This together with (5.2) imply that there exists a constant κ such that
|I Vn(x)| ≤ κ+ |I V(x)| ∀x ∈ K ,
and all large enough n. Therefore, letting n→∞ and using Fatou’s lemma for the term on the left
hand side of (5.13), and the dominated convergence theorem for the term on the right hand side,
we obtain the result. 
5.2. A class of operators with variable order kernels. It is quite evident from Theorem 5.2
that the Harnack inequality plays a crucial role in the analysis. Therefore one might wish to
establish positive recurrence for an operator with a variable order kernel, and deploy the Harnack
inequality from [10] to prove a similar result as in Theorem 5.2.
Theorem 5.3. Let pi : Rd×Rd → Rd be a nonnegative measurable function satisfying the following
properties, for 1 < α′ < α < 2:
(a) There exists a constant c1 > 0 such that 1{|z|>1}pi(x, z) ≤
c1
|z|d+α′
for all x ∈ Rd;
(b) There exists a constant c2 > 0 such that
pi(x, z − x) ≤ c2 pi(y, y − z) , whenever |z − x| ∧ |z − y| ≥ 1 , |x− y| ≤ 1 ;
(c) For each R > 0 there exists qR > 0 such that
q−1R
|z|d+α′
≤ pi(x, z) ≤
qR
|z|d+α
∀x ∈ Rd , ∀z ∈ BR ;
(d) For each R > 0 there exists R1 > 0, σ ∈ (1, 2), and κσ = κσ(R,R1) > 0 such that
κ−1σ
|z|d+σ
≤ pi(x, z) ≤
κσ
|z|d+σ
∀x ∈ BR , ∀z ∈ B
c
R1 ;
(e) There exists V ∈ C2(Rd) that is bounded from below in Rd, a compact set K ⊂ Rd and a
constant ε > 0, such that∫
Rd
dV(x; z)pi(x, z) dz < −ε ∀x ∈ Kc .
Then the Markov process associated with the above kernel has an invariant probability measure.
The first three assumptions guarantee the Harnack property for associated harmonic functions
[10]. Then the conclusion of Theorem 5.3 follows by using an argument similar to the one used in
the proof of Theorem 5.2.
Next we present an example of a kernel pi that satisfies the conditions in Theorem 5.3. We
accomplish this by adding a non-symmetric bump function to a symmetric kernel.
Example 5.1. Let ϕ : Rd → [0, 1] be a smooth function such that
ϕ(x) =
{
1 for |x| ≤ 12 ,
0 for |x| ≥ 1 .
Define for 1 < α′ < β′ < α < 2,
γ(x, z) := ϕ
(
2
x+ z
1 + |x|
)
(1− ϕ(4x))(α′ − β′) ,
and let
pi(x, z) :=
1
|z|d+β′+γ(x,z)
,
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pi(x, z) :=
1
|z|d+α
+ pi(x, z) .
We prove that pi satisfies the conditions of Theorem 5.3. Let us also mention that there exists a
unique solution to the martingale problem corresponding to the kernel pi [26, 27]. We only show
that conditions (b) and (e) hold. It is straightforward to verify (a), (c) and (d).
Note that α′ − β′ ≤ γ(x, z) ≤ 0 for all x, z. Let x, y, z ∈ Rd such that |x − z| ∧ |y − z| ≥ 1 and
|x− y| ≤ 1. Then |z − y| ≤ 1 + |z − x|. By a simple calculation we obtain
pi(x, z − x) ≤
(
1 +
1
|z − x|
)d+β′+γ(x,z−x) 1
|z − y|d+β′+γ(x,z−x)
≤ 2d+β
′ 1
|z − y|d+β
′+γ(y,z−y)
|z − y|−β
′(x,z−x)+γ(y,z−y) .
Hence it is enough to show that
|z − y|−γ(x,z−x)+γ(y,z−y) < ̺ (5.14)
for some constant ̺ which does not depend on x, y and z. Note that if |x| ≤ 2, which implies that
|y| ≤ 3, then for |z| ≥ 4 we have γ(x, z − x) = 0 = γ(y, z − y). Therefore for |x| ≤ 2, it holds that
|z − y|−γ(x,z−x)+γ(y,z−y) ≤ 7β
′−α′ . (5.15)
Suppose that |x| ≥ 2. Then |y| ≥ 1. Since we only need to consider the case where γ(x, z − x) 6=
γ(y, z − y) we restrict our attention to z ∈ Rd such that |z| ≤ 2(1 + |x|). We obtain
log(|z − y|)(−γ(x, z − x) + γ(y, z − y)) ≤ log
(
3(1 + |x|)
)
‖ϕ′‖∞
2|z|(β′ − α′)
(1 + |x|)(1 + |y|)
≤ log
(
3(1 + |x|)
)
‖ϕ′‖∞
4(1 + |x|)(β′ − α′)
(1 + |x|)|x|
. (5.16)
Since the term on the right hand side of (5.16) is bounded in Rd, the bound in (5.14) follows by
(5.15)–(5.16).
Next we prove the Lyapunov property. We fix a constant η ∈ (α′, β′), and choose some function
V ∈ C2(Rd) such that V(x) = |x|η for |x| > 1. Since pi(x, z) ≤ 1
|z|d+α′
for all x ∈ Rd and z ∈ Rd∗, it
follows that
x 7→
∣∣∣∣∫
|z|≤1
dV(x; z)pi(x, z) dz
∣∣∣∣
is bounded by some constant on Rd. By (5.5),∣∣∣∣∫
Rd
dV(x; z)pi(x, z) dz
∣∣∣∣ ≤ c0 (1 + |x|η−α) ∀x ∈ Rd ,
for some constant c0. Therefore, in view of (5.4), it is enough to show that for |x| ≥ 4, there exist
positive constants c1 and c2 such that∫
|z|>1
(
|x+ z|η − |x|η
)
pi(x, z) dz ≤ c1 − c2|x|
η−α′ . (5.17)
By the definition of γ it holds that
pi(x, z) =
1
|z|d+β′
, if |x+ z| ≥
3
4
|x| , and |x| ≥ 2 , (5.18)
while
pi(x, z) =
1
|z|d+α′
, if |x+ z| ≤
|x|
4
. (5.19)
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Suppose that |x| > 2. Since |x+ z| ≤ |x|4 implies that
3
4 |x| ≤ |z| ≤
5
4 |x|, we obtain by (5.19) that∫
|x+z|≤
|x|
4
, |z|>1
(
|x+ z|η − |x|η
)
pi(x, z) dz ≤ −
∫
|x+z|≤
|x|
4
(
1− 14η
)
|x|η
(
4
5
)d+α′ 1
|x|d+α′
dz
≤ −
(
1− 14η
) (
4
5
)d+α′
|x|η−α
′
∫
|x+z|≤
|x|
4
dz
|x|d
≤ −m1 |x|
η−α′ , if |x| > 2 , (5.20)
for some constant m1 > 0, where we use the fact that the integral in the second inequality is
independent of x due to rotational invariance. Also, |x + z| ≤ 34 |x| implies
1
4 |x| ≤ |z| ≤
7
4 |x|, and
in a similar manner, using (5.18), we obtain∫
|x+z|≤
3|x|
4
, |z|>1
(
|x+ z|η − |x|η
) 1
|x|d+β′
dz ≥ −
∫
1
4
|x|≤|z|≤ 7
4
|x|
|x|η 4d+β
′ 1
|x|d+β′
dz
≥ −m2 |x|
η−β′ , if |x| > 2 , (5.21)
for some constant m2 > 0. Let A1 :=
{
z : 14 |x| ≤ |x+ z| ≤
3
4 |x|
}
. Since η is positive, we have∫
{|z|≥1}∩A1
(
|x+ z|η − |x|η
)
pi(x, z) dz ≤ 0 .
Thus, combining this observation with (5.3) and (5.21), we obtain∫
|x+z|> |x|
4
, |z|>1
(
|x+ z|η − |x|η
)
pi(x, z) dz ≤
∫
|x+z|> 3
4
|x|, |z|>1
(
|x+ z|η − |x|η
) 1
|z|d+β
′ dz
=
∫
|z|>1
(
|x+ z|η − |x|η
) 1
|z|d+β
′ dz
−
∫
|x+z|≤
3|x|
4
, |z|>1
(
|x+ z|η − |x|η
) 1
|x|d+β′
dz
≤ m3 (1 + |x|
η−β′) (5.22)
for some constant m3 > 0. Combining (5.20) and (5.22), we obtain∫
|z|>1
(
|x+ z|η − |x|η
)
pi(x, z) dz ≤ m3 (1 + |x|
η−β′)−m1 |x|
η−α′ , if |x| > 2 . (5.23)
Therefore, (5.17) follows by (5.23), and the Lyapunov property holds.
Proposition 5.3. Let D be any bounded open set in Rd and X be a Markov process associated
with either I ∈ Lα, or a generator with kernel pi as in Theorem 5.3. Suppose that for any compact
set K and any open set G, it holds that supx∈K Px(τ(G
c) > T ) → 0 as T → ∞. Then for any
invariant probability measure ν of X we have ν(D) > 0.
Proof. We argue by contradiction. Suppose ν(D) = 0. Let x0 ∈ D and r ∈ (0, 1) be such that
B2r(x0) ⊂ D. By Lemma 3.5 and Remark 3.2 (see also [10, Proposition 3.1]), we have
sup
x∈Br(x0)
Px
(
τ(Br(x)) ≤ t
)
≤ κ t , t > 0 ,
for some constant κ which depends on r. Therefore there exists t0 > 0 such that
inf
x∈Br(x0)
Px
(
τ(Br(x)) ≥ t0
)
≥
1
2
.
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Let K be a compact set satisfying ν(K) > 12 . By the hypothesis there exists T0 > 0 such that
supx∈K Px(τ(B
c
r(x0) > T ) ≤ 1/2 for all T ≥ T0. Hence
0 = ν(D) ≥
1
T0 + t0
∫ T0+t0
0
∫
Rd
ν(dx)P (t, x;B2r(x0)) dt
=
1
T0 + t0
∫
Rd
ν(dx) Ex
[∫ T0+t0
0
1{B2r(x0)}(Xs) dt
]
≥
1
T0 + t0
∫
K
ν(dx) Ex
[
1{τ(Bcr(x0))≤T0} EXτ(Bcr(x0))
[
1{τ(B2r(x0))≥t0}
∫ T0+t0
τ(Br(x0))
1{B2r(x0)}(Xs) dt
]]
≥
1
T0 + t0
ν(K) inf
x∈K
Px
(
τ(Bcr(x0)) ≤ T0
)
inf
x∈Br(x0)
Px
(
τ(B2r(x0)) ≥ t0
)
t0
≥
1
T0 + t0
ν(K)
2
inf
x∈Br(x0)
Px
(
τ(Br(x)) ≥ t0
)
t0
≥
t0
T0 + t0
ν(K)
4
> 0 .
But this is a contradiction. Hence ν(D) > 0. 
5.3. Mean recurrence times for weakly Ho¨lder continuous kernels. This section is devoted
to the characterization of the mean hitting time of bounded open sets for Markov processes with
generators studied in Section 3.2. The results hold for any bounded domain D with C2 boundary,
but for simplicity we state them for the unit ball centered at 0. As introduced earlier, we use the
notation B ≡ B1.
For nondegenerate continuous diffusions, it is well known that if some bounded domain D is
positive recurrent with respect to some point x ∈ D¯c, then the process is positive recurrent and its
generator satisfies the Lyapunov stability hypothesis in (5.1) [3, Lemma 3.3.4]). In Theorem 5.4
we show that the same property holds for the class of operators Iα(β, θ, λ).
Theorem 5.4. Let I ∈ Iα(β, θ, λ). We assume that I satisfies the growth condition in (3.5).
Moreover, we assume that Ex[τ(B
c)] <∞ for some x in B¯c. Then u(x) := Ex[τ(B
c)] is a viscosity
solution to
Iu = −1 in B¯c ,
u = 0 in B¯ .
In order to prove Theorem 5.4 we need the following two lemmas.
Lemma 5.2. Let I ∈ Iα(β, θ, λ), and G a bounded open set containing B¯. Then there exist positive
constants r0 and M0 depending only on G such that∫
B¯c(x)
Ez[τ(B
c)]
1
|z|d+α
dz <
M0
rα
Ex[τ(B
c)]
for every r < dist(x,B) ∧ r0, and for all x ∈ G \ B¯, such that Ex[τ(B
c)] <∞.
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Proof. Let τ˘ := τ(Bc), and τˆr := τ
(
Br(x)
)
. We select r0 as in Lemma 4.1, and without loss of
generality we assume r0 ≤ 1. We have
Ex
[
1{τˆr<τ˘} EXτˆr [τ˘ ]
]
≤ Ex[τ˘ ] . (5.24)
By Definition 3.3 we have
k(y, z) ≥ λ−1G > 0 ∀y ∈ Br0(x) .
Let A ⊂ B¯cr(x) ∩ B¯
c be any Borel set. Using Proposition 2.1, we have
Px(Xτˆr∧t ∈ A) = Ex
 ∑
s≤τˆr∧t
1{Xs−∈Br(x), Xs∈A}

= Ex
[∫ τˆr∧t
0
1{Xs∈Br(x)}
∫
A
pi(Xs, z −Xs) dz ds
]
≥ λ−1G Ex
[∫ τˆr∧t
0
∫
A
1
|z|d+α
dz ds
]
≥ λ−1G Ex[τˆr ∧ t]
∫
A
1
|z|d+α
dz .
Letting t→∞, we obtain
Px(Xτˆr ∈ A) ≥ λ
−1
G Ex[τˆr]
∫
A
1
|z|d+α
dz . (5.25)
By Lemma 4.1 it holds that Ex[τˆr] > κ1 r
α for some positive constant κ1 which depends on G.
Hence combining (5.24) and (5.25) we obtain
λ−1G κ1 r
α
∫
B¯c(x)
Ez[τ˘ ]
1
|z|d+α
dz ≤ Ex
[
1{Xτˆr∈B¯c}
EXτˆr
[τ˘ ]
]
≤ Ex[τ˘ ] ,
where the first inequality follows by the standard approximation technique using step functions.
This completes the proof. 
Lemma 5.2 of course implies that if Ex[τ(B
c)] <∞ at some point x ∈ B¯c then Ex[τ(B
c)] is finite
a.e.-x. We can express the bound in Lemma 5.2 without reference to Lemma 4.1 as∫
B¯c(x)
Ez[τ(B
c)]
1
|z|d+α
dz ≤ λG
Ex[τ(B
c)]
Ex[B¯c]
.
Now let x′ be any point such that dist(x′, x) ∧ dist(x′, B) = 2r. We obtain
ω(r)
|2r|d+α
inf
z∈Br(x′)
Ez[τ(B
c)] ≤
M0
rα
Ex[τ(B
c)] .
Therefore for some y ∈ Br(x
′), we have Ey[τ(B
c)] < C1 Ex[τ(B
c)]. Applying Lemma 5.2 once more
we obtain ∫
Rd
Ex+z[τ(B
c)]
1
(1 + |z|)d+α
dz ≤ C0 Ex[τ(B
c)] ,
with the constant C0 depending only on dist(x,B) and the parameter λ, i.e., the local bounds on
k. We introduce the following notation.
Definition 5.2. We say that v ∈ L1(Rd, s) if∫
Rd
|v(z)|
(1 + |z|)d+α
dz < ∞ .
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Thus we have the following.
Corollary 5.1. If Ex0 [τ(B
c)] < ∞ for some x0 ∈ B¯
c, then the function u(x) := Ex[τ(B
c)] is in
L1(Rd, s).
In what follows, without loss of generality we assume that β < s. Then, by Theorem 3.1,
un(x) := Ex
[
τ(Bn ∩ B¯
c)
]
is the unique solution in Cα+β(Bn \ B¯) ∩ C(B¯n \B) of
Iun = −1 in Bn ∩ B¯
c ,
un = 0 in B
c
n ∪B .
(5.26)
The following lemma provides a uniform barrier on the solutions un near B.
Lemma 5.3. Let I ∈ Iα(β, θ, λ), and
τ˜n := τ(Bn ∩ B¯
c) , n ∈ N .
Then, provided that supx∈F Ex[τ(B
c)] <∞ for all compact sets F ⊂ B¯c, there exists a continuous,
nonnegative radial function ϕ that vanishes on B, and satisfies, for some η > 0,
Ex[τ˜n] ≤ ϕ(x) ∀x ∈ B1+η \B , ∀n > 1 .
Proof. The proof relies on the construction of barrier. Let kˆ(x, z) = k(x, z)−k(x, 0). By Lemma 6.2,
for q ∈ (α−1/2, α/2), there exists a constant c0 > 0 such that for ϕq(x) := [(1 − |x|)
+]q we have
(−∆)
α/2ϕq(x) > c0 (1− |x|)
q−α ∀x ∈ B .
We recall the Kelvin transform from [31]. Define ϕˆ(x) = |x|α−dϕq(x
∗) where x∗ := x|x|2 . Then
by [31, Proposition A.1] there exists a positive constant c1 such that
(−∆)
α/2ϕˆ(x) > c1 (|x| − 1)
q−α ∀x ∈ B2 \ B¯ .
We restrict ϕˆ outside a large compact set so that it is bounded on Rd. By Î we denote the operator
Îf(x) = b(x) · ∇f(x) +
∫
Rd
df(x; z)
kˆ(x, z)
|z|d+α
dz .
It is clear that |∇ϕˆ(x)| ≤ c2(|x| − 1)
q−1 for all |x| ∈ (1, 2), for some constant c2. Also, using the
fact that ϕˆ is Ho¨lder continuous of exponent q and (3.10) we obtain∣∣∣∣∫
Rd
dϕˆ(x; z)
kˆ(x, z)
|z|d+α
dz
∣∣∣∣ ≤ c3(|x| − 1)q+θ−α ∀x ∈ B2 \ B¯ ,
for some constant c3. Hence∣∣Îϕˆ(x)∣∣ ≤ c4 (|x| − 1)(q−1)∧(q+θ−α) , for x ∈ B2 \ B¯ ,
for some constant c4. Since θ > 0, α > 1, and I = Î − k(x, 0)(−∆)
α/2, it follows that we can find
η small enough such that
Iϕˆ(x) < −4 , for x ∈ B1+η \ B¯ .
Let K be a compact set containing B1+η. We define
ϕ˜(x) = ϕˆ(x)1K(x) + Ex[τ(B
c)]1Kc(x) .
Since the hypotheses of Lemma 5.2 are met, we conclude that 1Kc(x)Ex[τ(B
c)] is integrable with
respect to the kernel pi. For x ∈ B1+η \ B¯, we obtain
Iϕ˜(x) < −4 +
∫
Rd
(
Ex+z[τ(B
c)] − ϕˆ(x+ z)
)
1Kc(x+ z)pi(x, z) dz
= −4 +
∫
Kc
Ez[τ(B
c)]
pi(x, z − x)
pi(x, z)
pi(x, z) dz −
∫
Rd
ϕˆ(x+ z)1Kc(x+ z)pi(x, z) dz .
30 ARI ARAPOSTATHIS, ANUP BISWAS, AND LUIS CAFFARELLI
Since the kernel is comparable to |z|−d−α on any compact set, we may choose K large enough and
use Lemma 5.2 to obtain
Iϕ˜(x) < −2 ∀x ∈ B1+η \ B¯ .
Let
ψ(x) :=
(
1 ∨ sup
z∈K\B1+η
Ez[τ(B
c)]
)(
1 ∨ sup
z∈K\B1+η
1
ϕ˜(z)
)
ϕ˜(x) .
Then, Iψ < −2 on B1+η \ B¯, while ψ ≥ un on B
c
1+η ∪ B. Therefore, by the comparison principle,
un ≤ ψ on B1+η \ B¯ for all n ∈ N and the proof is complete. 
Proof of Theorem 5.4. Consider the sequence of solutions {un} defined in (5.26). First we note that
un(x) ≤ Ex[τ(B
c)] for all x. Clearly un+1 − un is bounded, nonnegative and harmonic in Bn \ B¯.
By Theorem 4.1 the operator I has the Harnack property. Therefore
sup
x∈F
∑
n≥1
(
un+1(x)− un(x)
)
< ∞
for any compact subset F in B¯c. Hence Lemma 3.3 combined with Fatou’s lemma implies that
supx∈F Ex[τ(B
c)] <∞ for any compact set F ⊂ B¯c.
We write
un = u1 +
n−1∑
m=1
(
um+1(x)− um(x)
)
,
and use the Harnack property once more to conclude that un ր u uniformly over compact subsets
of B¯c. Since u ≤ ϕ in a neighborhood of ∂B by Lemma 5.3, and ϕ vanishes on ∂B, it follows
that u ∈ C(Rd). That u is a viscosity solution follows from the fact that un → u uniformly over
compacta as n→∞ and Lemma 5.2. 
6. The Dirichlet problem for weakly Ho¨lder continuous kernels
This section is devoted to the study of the Dirichlet problem
Iu(x) = f(x) in D ,
u = 0 in Dc ,
(6.1)
where I ∈ Iα(β, θ, λ), f is Ho¨lder continuous with exponent β, and D is a bounded open set with
a C2 boundary. In this section, it is convenient to use s ≡ α2 as the parameter reflecting the order
of the kernel. Throughout this section, we assume s > 1/2.
Recall the definition of weighted Ho¨lder norms in Section 1.1. We start with the following lemma.
Lemma 6.1. Let D be a C2 bounded domain in Rd, and r ∈ (0, s]. Suppose k : Rd × Rd → R and
the constants β ∈ (0, 1), θ ∈
(
0, (2s−1)∧β
)
, and λD > 0 satisfy parts (c) and (d) of Definition 3.3.
We define
k˜(x, z) := c(d, 2s)
(
k(x, z)
k(x, 0)
− 1
)
,
H[v](x) :=
∫
Rd
dv(x; z)
k˜(x, z)
|z|d+2s
dz ,
where c(d, 2s) = c(d, α) is the normalization constant of the fractional Laplacian.
Suppose that either of the following assumptions hold:
(i) β ≤ r.
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(ii) β ∈ (r, 1) and k˜(x,z)
|z|θ
is bounded on (x, z) ∈ D × Rd, or, equivalently, it satisfies
|k(x, z) − k(x, 0)| ≤ λ˜D |z|
θ ∀x ∈ D , ∀z ∈ Rd , (6.2)
for some positive constant λ˜D.
Then, if v ∈ C
(−r)
2s−θ(D), we have [
H[v]
] (2s−r−θ)
0;D
≤ M0 |v|
(−r)
2s−θ;D ,
and if v ∈ C
(−r)
2s+β−θ(D), it holds that H[v] ∈ C
(2s−r−θ)
β (D), and∣∣∣∣H[v]∣∣∣∣(2s−r−θ)
β;D
≤ M1 |v|
(−r)
2s+β−θ;D (6.3)
for some constants M0 and M1 which depend only on d, s, β, r, and D.
Moreover, over a set of parameters of the form {(r, β) : r ∈ (ε, 1), β ∈ (0, 1)}, constants M0 and
M1 can be selected which do not depend on β or r, but only on ε > 0.
Proof. Let x ∈ D, and define R = dx4 . We suppose that R < 1. It is clear that k˜ satisfies (3.10),
and that it is Ho¨lder continuous. Abusing the notation, we’ll use the same symbol λD as a constant
in the estimates. We have,∣∣dv(x; z)∣∣ ≤ |z|2s−θ Rr+θ−2s [v](−r)2s−θ;D ∀ z ∈ BR . (6.4)
Also, since |z| ≥ R on BcR, we obtain∣∣dv(x; z)∣∣ ≤ (|z|r [v](−r)r;D + |z|Rr−1 [v](−r)1;D )1{|z|≤1} + 2 ‖v‖C(D) 1{|z|>1}
≤
(
|z| ∧ 1
)2s−θ
Rr+θ−2s
(
[v]
(−r)
r;D + [v]
(−r)
1;D
)
+ 2 ‖v‖C(D) 1{|z|>1} (6.5)
for all z ∈ BcR. Integrating, using (3.10), and (6.4)–(6.5), as well as the Ho¨lder interpolation
inequalities, we obtain
|H[v](x)| ≤ c1 (4 dx)
r+θ−2s |v|
(−r)
2s−θ;D ∀x ∈ D ,
for some constant c1. Therefore, for some constant M0, we have[
H[v]
] (2s−r−θ)
0;D
≤ M0 |v|
(−r)
2s−θ;D . (6.6)
Next consider two points x , y ∈ D. If |x − y| ≥ 4dxy, then (6.6) provides a suitable estimate.
Indeed, if x, y ∈ D are such 4dxy ≤ |x− y|, then, for any r we have
d2s−r−θxy d
β
xy
|H[v](x)−H[v](y)|
|x− y|β
≤
1
4β
d2s−r−θxy |H[v](x)−H[v](y)|
≤
1
4β
d2s−r−θx |H[v](x)| +
1
4β
d2s−r−θy |H[v](y)|
≤
2M0
4β
|v|
(−r)
2s−θ;D .
So it suffices to consider the case |x− y| < 4dxy. Therefore, we may suppose that x is as above
and that y ∈ BR(x). Then dxy ≤ 4R. With pi(x, z) :=
k˜(x,z)
|z|d+2s
, we write
F (x, y; z) := dv(x; z)pi(x, z) − dv(y; z)pi(y, z)
= F1(x, y; z) + F2(x, y; z) ,
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with
F1(x, y; z) :=
(
dv(x; z) + dv(y; z)
)
pi(x, z)− pi(y, z)
2
,
F2(x, y; z) :=
(
dv(x; z) − dv(y; z)
)
pi(x, z) + pi(y, z)
2
.
We modify the estimate in (6.4), and write∣∣dv(x; z) + dv(y; z)∣∣ ≤ 2 |z|γ0 Rr−γ0 [v](−r)γ0 ;D , if z ∈ BR ,
with γ0 = (2s+ β − θ) ∧ (s+ 1), and∣∣dv(x; z) + dv(y; z)∣∣ ≤ 2(|z|r [v](−r)r;D + |z|Rr−1 [v](−r)1;D )1{|z|≤1} + 4‖v‖C(D) 1{|z|>1} ,
if z ∈ BcR. We use the Ho¨lder continuity of x 7→ k˜(x, · ) to obtain∫
Rd
F1(x, y; z) dz ≤ c2R
r−2s |x− y|β |v|
(−r)
γ0;D
for some constant c2. We write this as
R2s−r−θRβ
∫
Rd
F1(x, y; z) dz
|x− y|β
≤ R2s−r−β Rβ
∫
Rd
F1(x, y; z) dz
|x− y|β
≤ c2 |v|
(−r)
γ0;D
. (6.7)
For F2, we use
dv(x; z) = z ·
∫ 1
0
(
∇v(x+ tz)−∇v(x)
)
dt ,
combined with the following fact: If f ∈ Cγ(B) for γ ∈ (0, 1] and x, y, x + z, y + z are points in
B and δ ∈ (0, γ), then adopting the notation ∆fx(z) := f(x + z) − f(x), we obtain by Young’s
inequality, that
|∆fx(z)−∆fy(z)|
|z|γ−δ |x− y|δ
≤
γ − δ
γ
|∆fx(z)|+ |∆fy(z)|
|z|γ
+
δ
γ
|∆fx+z(y − x)|+ |∆fx(y − x)|
|x− y|γ
≤ 2[f ]γ;B .
The same inequality also holds for γ ∈ (1, 2) and δ ∈ (γ − 1, 1). For this we use
|∆fx(z)−∆fy(z)|
|z|γ−δ|x− y|δ
≤
1− δ
2− γ
|z|
∣∣∣∫ 10 (∇f(x+ tz)−∇f(y + tz)) dt∣∣∣
|x− y|γ−1 |z|
+
1 + δ − γ
2− γ
|x− y|
∣∣∣∫ 10 (∇f(y + z + t(x− y))−∇f(y + t(x− y))) dt∣∣∣
|z|γ−1 |x− y|
Therefore, in either of the cases (i) or (ii) we obtain,∣∣∇v(x+ tz)−∇v(x)−∇v(y + tz) +∇v(y)∣∣ ≤ 2|tz|2s−θ−1|x− y|β [∇v]2s−θ−1+β;B2R(x)
for t ∈ [0, 1], and∣∣dv(x; z) − dv(y; z)∣∣ ≤ 2
2s− θ
|z|2s−θ |x− y|β Rr+θ−β−2s [v]
(−r)
2s+β−θ;D ∀ z ∈ BR . (6.8)
Concerning the integration on BcR, we use∣∣v(x) − v(y) − z · (∇v(x)−∇v(y))1{|z|≤1}∣∣
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≤ |x− y|β∨r dr−β∨rxy [v]
(−r)
β∨r;D +
(
|z| ∧ 1
)
|x− y|β dr−β−1xy [v]
(−r)
1+β;D
≤ c3
(
|z| ∧ 1
)2s−θ
|x− y|β Rr+θ−β−2s |v|
(−r)
1+β;D ∀ z ∈ B
c
R , (6.9)
for some constant c3, and
|v(x+ z)− v(y + z)| ≤ |x− y|β∨r (dx+z ∧ dy+z)
r−β∨r [v]
(−r)
β∨r;D ∀ z ∈ B
c
R . (6.10)
Integrating the terms on the right hand side of (6.8)–(6.9) is straightforward. Doing so, and using
the fact that 1 + β < 2s+ β − θ, one obtains the desired estimate.
Concerning the integral of |v(x+ z)− v(y + z)| on BcR, we distinguish between the cases (i) and
(ii). Let pi(z) := |pi(x,z)+pi(y,z)|2 . In case (i) we have∫
BcR
|v(x+ z)−v(y + z)|pi(z) dz
≤ |x− y|r [v]
(−r)
r;D
∫
BcR
pi(z) dz
≤ |x− y|β Rr−β Rθ−2s [v]
(−r)
r;D
∫
Rd
(
|z| ∧ diam(D)
)2s−θ
pi(z) dz , (6.11)
where we use the fact that |z| > R on BcR. In case (ii) the integral is estimated over disjoint sets.
We define
Zxy(a) := {z ∈ R
d : dx+z ∧ dy+z < a} for a ∈ (0, R) .
Since dx+z ∧ dy+z ∈ [R,diam(D)] for x ∈ Z
c
xy(R), integration is straightforward, after replacing
(dx+z ∧ dy+z)
r−β in (6.10) with Rr−β. Thus, similarly to (6.11), we obtain∫
BcR ∩Z
c
xy(R)
|v(x+ z)− v(y + z)|pi(z) dz
≤ |x− y|β Rr−β [v]
(−r)
β;D
∫
BcR ∩Z
c
xy(R)
pi(z) dz
≤ |x− y|β Rr+θ−β−2s [v]
(−r)
β;D
∫
Rd
(
|z| ∧ diam(D)
)2s−θ
pi(z) dz . (6.12)
Since Zxy(R) ⊂ B
c
R, it remains to compute the integral on Zxy(R). Recall the definition of Dε in
(3.11). We also define for ε > 0,
D˜(ε) = {z ∈ D : dist(z, ∂D) ≥ ε} .
In other words D˜(ε) = (Dc)cε. We’ll make use of the following simple fact: There exists a constant
C0, such that for all x ∈ D and positive constants R and ε which satisfy 0 < ε ≤ R and dx ≥ 3R,
it holds that ∫
x+z ∈Dε\D˜(ε)
dz
|z|d
≤
C0 ε
R
. (6.13)
Observe that the support of |v(x + z) − v(y + z)| in Zxy(R) is contained in the disjoint union of
the sets
Z˜xy(R) :=
{
z ∈ Zxy(R) : dx+z ∧ dy+z > 0
}
,
and
Ẑxy :=
{
z ∈ Rd : x+ z ∈ D|x−y| \D or y + z ∈ D|x−y| \D
}
.
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We also have the bound |v(x+ z)− v(y+ z)| ≤ |x− y|r[v]
(−r)
r;D for z ∈ Ẑxy. Therefore, using (6.13),
we obtain ∫
Ẑxy
|v(x+ z)− v(y + z)|pi(z) dz ≤ |x− y|r[v]
(−r)
r;D R
θ−2s
∫
Ẑxy
|z|2s−θ pi(z) dz
≤ |x− y|r[v]
(−r)
r;D R
θ−2s
∫
Ẑxy
dz
|z|d
≤ 2 λ˜D C0 |x− y|
r+1[v]
(−r)
r;D R
θ−2sR−1
≤ 2 λ˜D C0 |x− y|
β Rr+θ−β−2s [v]
(−r)
r;D . (6.14)
In order to evaluate the integral over Z˜xy(R), we define
G(z) :=
|v(x+ z)− v(y + z)|
|x− y|β [v]
(−r)
β;D
.
By (6.10) we have{
z ∈ Z˜xy(R) : G(z) > h
}
⊂
{
z ∈ Rd : x+ z ∈ D˜c
(
h
−1
β−r
)}
∪
{
z ∈ Rd : y + z ∈ D˜c
(
h
−1
β−r
)}
.
Therefore, by (6.13), we obtain
pi
({
z ∈ Z˜xy(R) : G(z) > h
})
≤ 2Rθ−2s
∫
Ẑxy
|z|2s−θ pi(z) dz
≤ 2 λ˜D C0R
θ−2s−1h
−1
β−r .
It follows that ∫
Z˜xy(R)
G(z)pi(z) dz =
∫ ∞
0
pi
({
z ∈ Z˜xy(R) : G(z) > h
})
dh
≤ 2 λ˜D C0R
θ−2s−1
∫ ∞
Rr−β
h
−1
β−r dh
≤
2 (β − r)
1 + r − β
λ˜D C0R
θ−2s−1R1+r−β . (6.15)
Thus, combining (6.8)–(6.9) with (6.11) in case (i), or with (6.12), (6.14) and (6.15) in case (ii),
and using the Ho¨lder interpolation inequalities, we obtain
R2s−r−θRβ
∫
Rd
F2(x, y; z) dz
|x− y|β
≤ c4 [v]
(−r)
2s+β−θ;D (6.16)
for some constant c4.
Therefore, by (6.6), (6.7) and (6.16) we obtain (6.3), and the proof is complete. 
Remark 6.1. It is evident from the proof of Lemma 6.1 that the assumption in (6.2) may be replaced
by the following: There exists a constant MD, such that for all x ∈ D and positive constants R
and ε which satisfy 0 < ε ≤ R and dx ≥ 3R, it holds that∫
x+z ∈Dε\D˜(ε)
k˜(x, z)
|z|d−θ
dz ≤ MD
ε
R
.
The same applies to Theorems 3.1 and 6.1.
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In order to proceed, we need certain properties of solutions of (−∆)s = f in a bounded domain
D, and u = 0 on Dc, with f not necessarily in L∞(D). We start with exhibiting a suitable
supersolution.
Lemma 6.2 (Supersolution). For any q ∈
(
s− 1/2, s
)
there exists a constant c0 > 0 and a radial
continuous function ϕ such that
(−∆)sϕ(x) ≥ dq−2sx , in B4 \ B¯1 ,
ϕ = 0 in B1 ,
0 ≤ ϕ ≤ c0(|x| − 1)
q in B4 \B1 ,
1 ≤ ϕ ≤ c0 in R
d \B4 .
Proof. In view of the Kelvin transform [31, Proposition A.1] it is enough to prove the following:
for q ∈
(
s− 1/2, s
)
, and with ψ(x) := [(1− |x|)+]q, we have
(−∆)sψ(x) ≥ c1 (1− |x|)
q−2s , for all x ∈ B1 , (6.17)
for some positive constant c1. To prove (6.17) we let x0 ∈ B1. Due to the rotational symmetry we
may assume x0 = re1 for some r ∈ (0, 1). Denote z = (z1, . . . , zd). Then
−(−∆)sψ(x0) = c(d, α)
∫
Rd
(
ψ(x0 + z)− ψ(x0)
) 1
|z|d+2s
dz
= c(d, α)
∫
Rd
([
(1− |re1 + z|)
+
]q
− (1− r)q
) 1
|z|d+2s
dz
≤ c(d, α)
∫
Rd
([
(1− |re1 + z1|)
+
]q
− (1− r)q
) 1
|z|d+2s
dz
= c2
∫
R
([
(1− |r + z|)+
]q
− (1− r)q
) 1
|z|1+2s
dz
≤ c2
∫
R
([
(1− r − z)+
]q
− (1− r)q
) 1
|z|1+2s
dz
= c2(1− r)
q−2s
∫
R
([
(1− z)+
]q
− 1
) 1
|z|1+2s
dz
for some constant c2, where in the first inequality we use the fact that (1− |z|)
+ ≤ (1− |z1|)
+ and
in the second inequality we use 1− |z| ≤ 1− z. Define
A(q) :=
∫
R
(
[(1 − z)+]q − 1
) 1
|z|1+2s
dz =
∫ ∞
0
zq − 1
|1− z|1+2s
dz −
∫ 0
−∞
1
|1− z|1+2s
dz ,
B(q) :=
∫ ∞
0
zq − 1
|1− z|1+2s
dz .
We need to show that A(q) < 0 for q close to s. It is known that A(s) = 0 [31, Proposition 3.1].
Therefore it is enough to show that B(q) is strictly increasing for q ∈
(
s− 1/2, s
)
. We have
B(q) =
∫ 1
0
zq − 1
|1− z|1+2s
dz +
∫ ∞
1
zq − 1
|1− z|1+2s
dz
=
∫ 1
0
(zq − 1)(1 − z2s−1−q)
|1− z|1+2s
dz .
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Therefore, for q ∈
(
s− 1/2, s
)
, we obtain
dB(q)
dq
=
∫ 1
0
(zq − z2s−1−q) log z
|1− z|1+2s
dz > 0 ,
where we use the fact that log z ≤ 0 in [0, 1]. This completes the proof. 
Lemma 6.3. Let f be a continuous function in D satisfying supx∈D d
δ
x|f(x)| <∞ for some δ < s.
Then there exists a viscosity solution u ∈ C(Rd) to
(−∆)su(x) = −f(x) in D ,
u = 0 in Dc .
Also, for every q < s we have
|u(x)| ≤ C1 [f ]
(δ)
0;D d
q
x ∀x ∈ D¯ , (6.18a)
‖u‖Cq(D¯) ≤ C1 sup
x∈D
dδx |f(x)| , (6.18b)
for some constant C1 that depends only on s, δ, q and the domain D. Moreover, since u = 0 on
Dc, it follows that the Ho¨lder norm of u on Rd is bounded by the same constant.
Proof. Existence of a continuous viscosity solution follows from Lemma 6.2 and Perron’s method,
since we can always choose q close enough to s in Lemma 6.2 so as to satisfy 2s− q > δ, and obtain
a bound on the solution u. From the barrier there exists a compact set K1 ⊂ D such that
|u(x)| ≤ κ1
(
sup
x∈K1
|u(x)|+ [f ]
(δ)
0;D
)
dqx ∀x ∈ K
c
1 , (6.19)
where the constant κ1 depends only on K1 and D. Also, using the same argument as in Lemma 3.2,
we can show that for any compact K2 ⊂ D, there exists a constant κ2, depending on D, and
satisfying
sup
x∈K2
|u(x)| ≤ κ2
(
sup
x∈K2
|f(x)|+ sup
x∈D\K2
|u(x)|
)
. (6.20)
We choose K2 and K1 ⊂ K2 such that supx∈Kc2∩D |d
q
x| <
1
2κ1κ2
. Then from (6.19)–(6.20) we obtain
sup
x∈K2
|u(x)| ≤ κ3 [f ]
(δ)
0;D (6.21)
for some constant κ3. Hence the bound in (6.18a) follows by combining (6.19) and (6.21).
The estimate in (6.18b) is easily obtained by following the argument in the proof of [31, Propo-
sition 1.1]. 
Our main result in this section is the following.
Theorem 6.1. Let I ∈ I2s(β, θ, λ), f be locally Ho¨lder continuous with exponent β, and D be a
bounded domain with a C2 boundary. We assume that neither β, nor 2s+ β are integers, and that
either β < s, or that β ≥ s and
|k(x, z) − k(x, 0)| ≤ λ˜D |z|
θ ∀x ∈ D , ∀z ∈ Rd ,
for some positive constant λ˜D. Then the Dirichlet problem in (6.1) has a unique solution in
C2s+βloc (D) ∩ C(D¯). Moreover, for any r < s, we have the estimate
|u|
(−r)
2s+β;D ≤ C0 ‖f‖Cβ(D¯)
for some constant C0 that depends only on d, β, r, s and the domain D.
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Proof. Consider the case β ≥ s. We write (6.1) as
(−∆)su(x) = T [u](x) :=
c(d, 2s)
k(x, 0)
(
−f(x) + b(x) · ∇u(x)
)
+H[u](x) in D ,
u = 0 in Dc ,
(6.22)
and we apply the Leray–Schauder fixed point theorem. Also, without loss of generality, we assume
θ < 2s − 1. We choose any r ∈ (0, s) which satisfies
r >
(
s−
θ
2
)
∨
(
1− s+
θ
2
)
,
and let v ∈ C
(−r)
2s+β−θ(D). Then H[v] ∈ C
(2s−r−θ)
β (D) by Lemma 6.1. Since ∇V ∈ C
(1−r)
2s+β−θ−1(D) and
(1− r) ∧ (2s− r− θ) < s by hypothesis, then applying Lemma 6.3 we conclude that there exists a
solution u to (−∆)su = T [v] on D, with u = 0 on Dc, such that u ∈ C
(−q)
0 (D) for any q < s.
Next we obtain some estimates that are needed in order to apply the Leray–Schauder fixed point
theorem. By Lemma 6.1 we obtain∣∣∣∣H[v]∣∣∣∣(2s−r−θ/2)
0;D
=
∣∣∣∣H[v]∣∣∣∣(2s−(r−θ/2)−θ)
0;D
≤ κ1 |v|
(−r+θ/2)
2s−θ;D ,
and similarly, ∣∣∣∣H[v]∣∣∣∣(2s−r−θ/2)
β;D
≤ κ1 |v|
(−r+θ/2)
2s+β−θ;D , (6.23)
for some constant κ1 which does not depend on θ or r. Thus, since by hypothesis 2s− r − θ/2 < s
and 1− r + θ/2 < s, we obtain by Lemma 6.3 that
‖u‖Cr(Rd) ≤ κ
′
1
(
‖f‖C(D¯) + |∇v|
(1−r+θ/2)
0;D + |v|
(−r+θ/2)
2s−θ;D
)
(6.24)
for some constant κ′1. Also, by Lemma 2.10 in [31], there exists a constant κ2, depending only on
β, s, r and d, such that
|u|
(−r)
2s+β;D ≤ κ2
(
‖u‖Cr(Rd) +
∣∣∣∣T [v]∣∣∣∣(2s−r)
β;D
)
. (6.25)
It follows by (6.24)–(6.25) that v 7→ u is a continuous map from C
(−r)
2s+β−θ to itself. Moreover, since
C
(−r)
2s+β(D) is precompact in C
(−r)
2s+β−θ(D), it follows that v 7→ u is compact.
Next we obtain a bound for |u|
(−r)
2s+β;D. By (6.23) we have∣∣∣∣H[v]∣∣∣∣(2s−r)
β;D
≤
(
diam(D)
)θ/2∣∣∣∣H[v]∣∣∣∣(2s−r−θ/2)
β;D
≤ κ1
(
diam(D)
)θ/2
|v|
(−r+θ/2)
2s+β−θ;D
)
.
Therefore, since also 2s − r > 1− r + θ/2, we obtain∣∣∣∣T [v]∣∣∣∣(2s−r)
β;D
≤ κ3
(
‖f‖Cβ(D¯) + [v]
(−r+θ/2)
1;D + |v|
(−r+θ/2)
2s+β−θ;D
)
(6.26)
for some constant κ3. By the Ho¨lder interpolation inequalities, for any ε > 0, there exists C˜(ε) > 0
such that
[v]
(−r+θ/2)
1;D + |v|
(−r+θ/2)
2s+β−θ;D ≤ C˜(ε) [v]
(−r+θ/2)
0;D + ε |v|
(−r+θ/2)
2s+β;D . (6.27)
Combining (6.24), (6.25), and (6.26), and then using (6.27) and the inequality
[v]
(−r+θ/2)
2s+β;D ≤
(
diam(D)
)θ/2
|v|
(−r)
2s+β;D
we obtain
|u|
(−r)
2s+β;D ≤ κ4(ε)
(
‖f‖Cβ(D¯) + |v|
(−r+θ/2)
0;D
)
+ ε |v|
(−r)
2s+β;D . (6.28)
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In order to apply the Leray–Schauder fixed point theorem, it suffices to show that the set of solutions
u ∈ C
(−r)
2s+β(D) of (−∆)
su(x) = ξ T [u](x), for ξ ∈ [0, 1], with u = 0 on Dc, is bounded in C
(−r)
2s+β(D).
However, from the above calculations, any such solution u satisfies (6.28) with v ≡ u. Moreover by
Lemma 3.2,
sup
x∈D
|u(x)| ≤ κ5 sup
x∈D
|f(x)| (6.29)
for some constant κ5. We also have that
|u|
(−r+θ/2)
0;D ≤ ε
−r+θ/2 sup
x∈D, dx≥ε
|u(x)|+ ε
θ/2 sup
x∈D, dx<ε
d−rx |u(x)|
≤ ε−r+
θ/2 sup
x∈D
|u(x)|+ ε
θ/2 |u|
(−r)
0;D . (6.30)
Choosing ε > 0 small enough, and using (6.29)–(6.30) on the right hand side of (6.28) with v ≡ u,
we obtain
|u|
(−r)
2s+β;D ≤ κ6 ‖f‖Cβ(D¯) (6.31)
for some constant κ6. Hence by the Leray–Schauder fixed point theorem the map v 7→ u given by
(6.22) has a fixed point u ∈ C
(−r)
2s+β(D), i.e.,
(−∆)su(x) = T [u](x) .
Hence, this is a solution to (6.1). Uniqueness is obvious as u is a classical solution. The bound
in (6.31) then applies and the proof is complete. The proof in the case β < s is completely
analogous. 
Optimal regularity up to the boundary can be obtained under additional hypotheses. The
following result is a modest extension of the results in [31, Proposition 1.1].
Corollary 6.1. Let I ∈ I2s(β, θ, λ) with θ > s, f be locally Ho¨lder continuous with exponent
β, and D be a bounded domain with a C2 boundary. Suppose in addition that b = 0 and that k
is symmetric, i.e., k(x, z) = k(x,−z). Then the solution of the Dirichlet problem in (6.1) is in
Cs(Rd). Moreover, for any β < s we have u ∈ C
(−s)
2s+β(D).
Proof. By Theorem 6.1, the Dirichlet problem in (6.1) has a unique solution in C2s+ρloc (D) ∩ C(D¯),
for any ρ < β ∧ s. Moreover, for any r < s, we have the estimate
|u|
(−r)
2s+ρ;D ≤ C0 ‖f‖Cβ(D¯) .
Fix r = 2s− θ. Then∫
R<|z|<1
|z|r
k˜(x, z)
|z|d+2s
dz =
∫
R<|z|<1
|z|2s−θ
k˜(x, z)
|z|d+2s
dz ≤ λD .
By (6.5) and the symmetry of the kernel, it follows that∣∣∣∣∫
R<|z|
du(x; z)
k˜(x, z)
|z|d+2s
∣∣∣∣dz ≤ κ1([u](−r)r;D + ‖u‖C(D¯) ∀x ∈ D ,
for some constant κ1. Combining this with the estimate in Lemma 6.1 we obtain[
H[u]
] (0)
0;D
≤ M0 |u|
(−r)
r;D < ∞ ,
implying that H[u] ∈ L∞(D). It then follows by [31, Proposition 1.1] that u ∈ Cs(Rd), and that
for some constant C depending only on s, we have
‖u‖Cs(Rd) ≤ C
∥∥T [u]∥∥
L∞(D)
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≤ C λ−1D c(d, 2s)
(
‖f‖L∞(D) + ‖H[u]‖L∞(D)
)
≤ C λ−1D c(d, 2s)
(
‖f‖L∞(D) +M0 |u|
(−r)
r;D
)
.
Using the Ho¨lder interpolation inequalities we obtain from the preceding estimate that
‖u‖Cs(Rd) ≤ C˜ ‖f‖L∞(D)
for some constant C˜ depending only on s, θ, and λD.
Applying Lemma 6.1 once more, we conclude that H[u] ∈ C
(s)
β′ (D) for any β
′ ≤ r, and that∣∣∣∣H[u]∣∣∣∣(s)
β′;D
≤ M1 |u|
(−r)
2s+β′−θ;D .
Hence, applying [31, Proposition 1.4], we obtain
|u|
(−s)
2s+β′;D ≤ C1
(
‖u‖Cs(Rd) +
∣∣∣∣T [u]∣∣∣∣(s)
β′;D
)
for some constant C1, and we can repeat this procedure to reach u ∈ C
(−s)
2s+β(D). 
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