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Abstract
Given the fantastic experimental effort, it is important to thoroughly explore the signature
space of inflationary models. The fact that higher derivative operators do not renormalize lower
derivative ones allows us to find a large class of technically natural single-clock inflationary
models where, in the context of the Effective Field Theory of Inflation, the leading interactions
have many derivatives. We systematically explore the 3-point function induced by these models
and their overlap with the standard equilateral and orthogonal templates. We find that in
order to satisfactorily cover the signature space of these models, two new additional templates
need to be included. We then perform the optimal analysis of the WMAP 9-year data for the
resulting four templates, finding that the overall significance of a non-zero signal is between 2–
2.5σ, depending on the choice of parameter space, partially driven by the preference for nonzero
forthNL in WMAP9.
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1 Introduction and Summary
Inflation represents the leading candidate mechanism for the sourcing of the primordial
fluctuations. Notwithstanding the great observational advances of the last two decades,
with spectacular experiments that recently culminated in the Planck satellite or BICEP
telescope, little is known about this primordial epoch. In an essential way, inflation can
be defined as a primordial phase of quasi de Sitter epoch where time-translations are
spontaneously broken [1], but little is known beyond this very general definition. The
measurement of the primordial power spectrum of the density perturbations as observed
with great precision in the Cosmic Microwave Background (CMB) or in Large Scale
Structure (LSS) is ultimately traceable to the quadratic Lagrangian of the fluctuations
during the primordial quasi de Sitter phase. It would be much more interesting to test
the interacting structure of the theory, in order to understand the nature of the physics
that drove inflation and its connections with other fundamental interactions. The leading
and most general way to test the interacting structure of the inflationary field is by
measuring the non-Gaussian signal that is induced by its self-interactions. Not only do
non-Gaussianities offer a signal that is directly associated to the interacting structure of
the theory, but they represent such a rich signal from the observational point of view so
that, if detected, a plethora of interesting measurements would be possible beyond the
first detection. For example, if we were to detect a primordial 3-point function, we would
be subsequently curious to know how strong is the signal as a function of the triangular
configurations in momentum space, the so-called shape of the non-Gaussianities; or if
there is also a non-trivial 4-point function.
So far, limits on inflationary 3-point function have been focussed on two different
approaches. The first is based on providing templates for 3-point functions that are
matched against the data; while the second attempts trying to reconstruct a generic
3-point function from the data. The advantage of the first method is that it can focus
directly on theoretically motivated models over which one can perform an optimal analysis.
It has however the disadvantage of potentially missing a signal present in the data simply
because it was not looked for. So far, this first approach has been used to search for the
equilateral [2] and orthogonal [3] templates from single field inflation [4, 1], as well as the
local template [5] from multi field inflation [6, 7, 8]. The second approach [9] is instead
based on reconstructing the primordial signal present in the data by matching it to a
basis of functions that can cover, at least in principle, any potential signal. This second
approach has the advantage of being very thorough, though it has the disadvantage of
being rather suboptimal, as the significance of a signal can be diluted away as many
independent shapes are matched to the data.
So far, the most constraining search for non-Gaussianities is provided by the analysis
of the Planck team [10], which finds no evidence of non-Guassianities. It should be
stressed however that this limit is still rather weak: the skewness of the distribution of
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the primordial fluctuations is constrained to be smaller than about 10−3. Apart from the
awe that is associated to us, mankind, being to be able to say anything about the first
instants of the universe, such a limit is not very strong from the particle physics point of
view: it constrains inflation to be more or less as interacting as the electron in Quantum
ElectroDynamics, or as the Pion at energies of order of its mass. It would be clearly
very interesting to be able to further constrain the level of non-Gaussianities by one or
two orders of magnitude, a sensitivity that the recently developed Effective Field Theory
of Large Scale Structures [11] has shown the potential to achieve with LSS surveys in
the next decade; but also to explore in an optimal way all possible signals potentially
produced by inflation.
The purpose of this paper is to present a more detailed exploration of the 3-point
functions that are theoretically predicted by the single field inflationary models. The
study of the phenomenology of inflation is greatly simplified by the so-called Effective
Field Theory of Inflation (EFTofI) [1, 8]. By postulating that inflation is the theory
associated to the spontaneous breaking of time-translation in a quasi de Sitter epoch, it
allows a description of the dynamics of the fluctuations during inflation, the so-called pi
field, without the need of describing the background solution, which is largely irrelevant
for the purpose of predicting the observations. With the EFTofI, the analysis of the signals
that are producible during inflation becomes much simpler. We will work in the context
of the EFTofI as applied to single field inflation 1, where we also impose an approximate
shift symmetry that forces each power of pi to appear with a derivative acting on it and
that makes therefore any interaction a higher-dimensional one. At leading order in the
derivative interactions, there are two operators: p˙i3 and p˙i(∂ipi)
3, and the signals that can
be produced are well described by the equilateral [2] and orthogonal templates [3]. Our
study kicks off from a simple field theoretic fact that we explain in section 2: a theory
where the leading interactions have a certain number of derivatives acting on each pi
will not induce, under renormalization, interactions with a smaller number of derivatives
acting on each pi. This allows us to construct a very large number of technically natural
inflationary models where the leading interactions have many derivatives acting on each pi,
while the interactions with a smaller number of derivatives are consistently suppressed.
We also discuss a symmetry that can be imposed on the theory and that partially justifies
these findings.
When applied to the EFTofI, with its own additional constraints coming from the non-
linear realization of Lorentz invariance, this sort of non-renormalization theorem opens up
1The same approach has been extended to cover multiple fields [8] and dissipative effects [12] in
inflation. The formalisms that lead to the Effective Field Theory of Inflation were first constructed in [13]
to study alternative cosmology and violation of the null energy condition, and in particular dark energy.
The application to dark energy has been subsequently re-taken and further developed in [14], which gave
the name to this application of this formalism already started in [13] as Effective Field Theory of Dark
Energy. Notice that while the presence of an additional degree of freedom is a necessary requirement in
Inflation, in the case of the current acceleration of the universe this fact needs to be postulated.
3
a plethora of technically natural inflationary models, each one with its own leading higher
derivative operators, and distinguished by its own non-Gaussian signals. However, as we
notice in section 3, many of these operators lead to identical shapes of non-Gaussianities
at tree level, a fact that can be made explicit by performing appropriate field redefinitions.
The degeneracy of signals becomes even more striking after we realize that many models
which include operators that produce in-principle-novel shapes of non-Gaussianities, in
reality induce a signal that is practically indistinguishable from a linear combination of
standard templates, as we discuss in section 4.
As we move to higher and higher numbers of derivatives, the complexity of the models
becomes larger and larger. We therefore develop some statistical ways of exploring the
parameter space of models, and include a new template only if there exist a natural
model for which an order one fraction of the parameter space produces a signal that is
not covered by the standard templates (we take a fraction to be order one if it is larger
than about 10%). This exploration concludes, since, as we move to higher derivative
operators and ask for them to produce a detectable signal, the mass scale suppressing them
becomes lower and lower, becoming dangerously close to Hubble scale. We, reasonably
but somewhat arbitrarily, decide to stop at the level of 9-derivative operators, and decide
that to consistently discuss models beyond this number of derivatives new light degrees
of freedom should be included.
The result of this analysis is that we find that up to 6-derivative operators, there is
no need to add any new template beyond the standard equilateral and orthogonal ones:
Fequil and Forth. At 7-derivatives, we need to add one template, that we call F7der. These
three templates are sufficient at 8-derivative level, while at the level of 9 derivatives we
need to add one more template, labelled F9der. In summary, we find that a total of four
templates is sufficient to analyze the signal produced by all technically natural single clock
inflationary models.
Finally, in the last section 5, we perform the optimal analysis of the WMAP 9 year
data for all the four templates, two of which have never been matched to the data before.
The “bottom line” results are given by
f eqNL = 51± 136 (−221 < f eqNL < 323 at 95% CL) ,
f orthNL = −245± 100 (−445 < f orthNL < −45 at 95% CL) ,
f 7derNL = −34± 56 (−146 < f 7derNL < 78 at 95% CL) ,
f 9derNL = 30± 16 (−1 < f 9derNL < 62 at 95% CL) .
We also perform a joint analysis of multiple templates, and find that deviations from
Gaussianity are favored at 2–2.5σ depending on the choice of parameter space. This
is not statistically significant, but could clearly become so with the Planck data. The
significance we find in the WMAP 9-year data is partially driven by the preference for
nonzero f orthNL in WMAP9, which is known to decrease in Planck [10]. We do not analyze
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Planck data in this paper, since Monte Carlo simulations of the foreground-cleaned Planck
maps (used by the Planck team in the non-Gaussianity paper [10]) are not yet publicly
available, and would be impractical to construct due to the complexity of the Planck noise
model. It will be interesting to perform an analysis of Planck data in the future.
Higher derivative operators were already considered in the context of the EFTofI in [15],
without giving explanations on how the models considered there would be technically
natural, and in [16], where the authors use the Galileian symmetry to suppress the lower
derivative operators. In both cases the authors stop at 6 derivative level, which we argue
is already covered by the standard templates.
2 The Effective Field Theory of Inflation
Let us begin with a review of the effective field theory of inflation (EFTofI) [1]. The
starting point is to choose constant time slices to coincide with constant clock slices (the
so-called unitary gauge). Then, the most general single clock field theory of inflation can
be described by the Einstein-Hilbert action plus terms that contain metric fluctuations
and their derivatives, and are invariant under all but time diffeomorphisms [1]:
S =
∫
d4x
√−g
[1
2
M2PlR +M
2
PlH˙g
00 −M2Pl(3H2 + H˙)
+
1
2!
M2(t)
4(g00 + 1)2 +
1
3!
M3(t)
4(g00 + 1)3 + · · ·
]
. (1)
Here, the coefficients of first three terms, which are the only ones which start linear in
the fluctuations, are determined in terms of cosmological history, H and H˙, but those of
the higher order terms are expected to be generic functions of time. One can restore a
non-linearly realized full reparametrization invariance by performing a time-diff. t→ t+pi
in (1), and promoting pi to a new field which non-linearly shifts under time-diffs. It is
then easily seen that on a quasi-de Sitter background (where  = −H˙/H2  1) and at
energies of order and higher than H, pi decouples from metric perturbations and captures
the dynamics of the inflaton field [1]. The relevant part of the action (1) then becomes
Spi = (2)∫
d4x
√−g
[
−M2PlH˙
(
p˙i2 − (∂ipi)
2
a2
)
+ 2M42
(
p˙i2 + p˙i3 − p˙i (∂ipi)
2
a2
)
− 4
3
M43 p˙i
3 + . . .
]
.
The interaction terms in the above action, which lead to non-Gaussian correlation func-
tions, are constrained by the requirement of non-linear realization of time diffs. That is
to say, the fact that the most general action for pi must arise from (1) enforces that (a)
all terms are linearly rotationally invariant, (b) once terms are non Lorentz invariant at
linear level, there are connections between terms of different order in pi so that Lorentz
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invariance is non-linearly realized (e.g. the terms multiplied by M42 in (2)), and (c) in-
teractions that contain pi without derivative acting on it (e.g. pip˙i2) must be multiplied
by time derivatives of the time-dependent coefficients in the Lagrangian. However, it is
technically natural to imagine that these derivatives are proportional to slow-roll param-
eters and small on a quasi-de Sitter background. It therefore suffices to concentrate on
the derivative interactions 2.
As it is shown explicitly in (2), the cubic interactions that satisfy the above constraints
and have the minimum number of derivatives, i.e. three, are p˙i3 and p˙ipi2,i. However, it
is crucial to be able to fully explore the space of non-Gaussian signatures of inflation,
as inflation is one of the pillars of the physics beyond the standard model, and non-
Gaussianities are the probe of the interaction structure of the theory. It is also important
to do this in light of the huge experimental effort in understanding the nature of the
primordial fluctuations, both in the CMB and in Large Scale Structures. For this reason,
in this paper we realize that higher derivative interactions can be the dominant source of
non-Gaussianity, and decide to focus on them. Before even beginning to study these mod-
els, one should ask how, without tuning, it is possible for the higher derivative operators
to be the leading ones, and not having observationally-more-important lower derivative
operators. The first answer to this question is to actually realize that a theory where the
leading interaction operator is a higher derivative one is technically natural. We explain
this simple fact here for Lorentz invariant theories, and we discuss in App. A how the
argument extends to the EFTofI. Let us consider the following Lorentz Invariant theory
of a scalar field in Minkowski space with a single higher derivative quartic interaction:
S =
∫
d4x
[
1
2
∂µφ∂
µφ+
1
Λ8
(∂ν∂µφ∂
ν∂µφ)2
]
. (3)
At loop level, even in the case in which we integrate the internal momenta all the way
up to the unitarity bound Λ, it is quite straightforward to realize that only opera-
tors with an higher number of derivatives acting on each φ will be generated, such as
1
Λ10
(∂ρ∂ν∂µφ∂
ρ∂ν∂µφ)(∂ν∂µφ∂
ν∂µφ), but no operator with a lower number of derivatives
acting of φ, such as 1
Λ4
(∂νφ∂
νφ)2. The proof of this fact at all orders in perturbation
theory is rather straightforward. Let us imagine to evaluate the connected correlation
function of 〈φ(k1) . . . φ(kn)〉c by inserting an arbitrary number of times the interaction
vertex. Each of the external φ(ki)’s will be contracted with one of the φ’s in the vertex,
which, being acted upon by two derivatives, will give rise to a factor of kµi k
ν
i (see Figure 1).
Neglecting the indexes, this means that the regularized (that is before renormalization)
expression of the 1PI correlation function is
〈φ(k1) . . . φ(kn)〉1PI = k21 . . . k2n f (k1, . . . kn; Λ,Λcutoff) (4)
2Resonant non-Gaussianity [17] models may seem as an exception to this rule, however they are shown
to have non-Gaussian signals that are subleading with respect to the signal in the power spectrum [22] (but
see [23]).
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where Λcutoff is the parameter of some form of UV regulator. If at some order n in
perturbation theory all divergent sub-diagrams that appear in the calculation of this
correlation function are systematically renormalized, the divergent part of f (in the limit
Λcutoff → ∞) is guaranteed to be local. This means that, as we send any of the external
momenta ki to zero, the correlation function vanishes at least as k
2
i . Therefore any
counterterm that will be needed to renormalize the theory will have at least two derivative
acting on each φ, as we wanted to show. In formulas, this means that a technically natural
version of the theory in (3) is
S =
∫
d4x
[
1
2
∂µφ∂
µφ+
c2
Λ2
∂ν∂µφ∂
ν∂µφ+ c3(∂µ∂
µφ)2 (5)
+
1
Λ8
(∂ν∂µφ∂
ν∂µφ)2 +
c4
Λ8
(∂µ∂
µφ)4
+
c5
Λ10
(∂ρ∂ν∂µφ∂
ρ∂ν∂µφ)(∂ν∂µφ∂
ν∂µφ) + . . .
]
,
where . . . represents higher dimension operators and ci are order one numerical coeffi-
cients 3. The purpose of this paper is to apply this novel quantum field theory fact to the
theory of inflation, by studying the theoretical and observational implications of higher
derivative operators. Being inflation a theory where Lorentz invariance is non-linearly re-
alized, there are some constraints in applying this quantum field theory fact, as discussed
in detail in Appendix A.
The fact that at least a fraction of the lower derivative operators are not generated
under renormalization by the higher derivative ones can be justified by imposing some
symmetries that offer a generalization of the shift symmetry of the Galileon [18]. Indeed,
one can impose the theory to be invariant under a shift
φ(x) → φ(x) + Cµ1...µn xµ1 . . . xµn . (6)
If the tensor C is ‘traceless’, in the sense that Cµµµ2µ3... = 0, then the kinetic term is
left invariant, and the leading derivative interactions that are obviously allowed are those
with n+1 derivatives acting on each φ. The case n = 1 is the so-called Galileon, for which
3The field theoretic realization above makes it interesting to explore the possibility of models that
have an higher unitary bound than in (5) and that, in the low energy regime, reproduce our technically
natural models. In fact, it is easy to realize that if we let the scalar field φ interact with a massive high
spin particles, rotational invariance will force the leading interactions to have many derivatives acting at
least on one of the φ’s, so that, once we integrate out the massive particle, we can imagine to be left
with a model like in (5). The problem with this candidate UV complete model is that, due to the well
known difficulties of UV completing theories with massive high spin particles, the unitarity bound of the
new model turns out to be not higher than the one in (5), at least for the cases we explored. A well
known theory which is UV complete and contains high spin particles is string theory, and it is therefore
tempting to try to UV complete these models directly into a string theory. We leave this study to future
work; we, who are most interested in the connection with data, content ourselves in this paper with the
Effective Field Theory.
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Figure 1: The non-renormalization theorem that we explain in the text: it is impossible
to generate operators with a lower number of derivatives acting on each φ-leg.
this symmetry does not forbid some lower derivative operators, such as (∂φ)2(∂µ∂
µφ), an
operator that is connected to potential superluminal propagation of the fluctuation [19].
Similar operators that involve φ-legs with only n derivatives acting on them may exist
also for n > 1 4.
Now that we have established that we can consider higher derivative operators as the
leading ones, there is a next natural question related to the fact that it seems that now we
have to analyze the observational consequences of an infinite number of operators. There
is a very natural limit beyond which it is not worth to proceed. Consider a general cubic
interaction with n derivatives, schematically,
L3 = 1
Λn−1
∂npi3c , (7)
where pic is the canonically normalized field and ∂ denotes either time or space derivative.
Λ is some mass scale representing the unitarity bound of the theory, and the high energy
cutoff of the theory ΛUV must satisfy ΛUV ≤ Λ 5. The non-Gaussianity generated by (7)
can be estimated by comparing L3 with the kinetic term L2 = p˙i2c at the energy scale H,
4Since this symmetry argument is alternative to our perturbation theory argument, we will not discuss
it for the non-relativistic case, though it is possible that a non-relativistic generalization might be found.
5 When cs < 1 some care should be taken in determination of the suppression scale Λ. Namely, one
should first replace ~x→ ~˜x = cs~x in the EFTofI action of goldstone mode pi and then canonically normalize
pic = (−2M2PlH˙cs)1/2pi to obtain the suppression Λ in (7) (see [24]).
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which yields
fNLζ ∼ L3L2 ∼
(
H
Λ
)n−1
, (8)
where ζ = H2/
√
−4M2PlH˙cs ' 5× 10−5 is the amplitude of scalar curvature fluctuations.
It follows from (8) that in order to get a fixed level of non-Gaussianity (fNL = const),
when increasing the number of derivatives, Λ and consequently ΛUV must approach H.
On the other hand, in order to have a reasonably local and weakly coupled theory at
Hubble scale we must stop at some point. We, somewhat arbitrarily, choose Λ ≥ 3H
which for fNLζ ∼ 10−4 leads to n ≤ 9. This is the maximum number of derivatives we
wish to consider, even though, at least in principle, the analysis can be continued further.
To consistently go beyond, however, we believe one should add an additional light degree
of freedom.
It is clear from (8) that in the presence of a lower derivative operator suppressed by the
same mass scale Λ the higher derivative operators are irrelevant and negligible. Therefore,
the interaction (7) is important only if lower derivative operators are suppressed by a larger
mass scale:
L′3 = 1
(Λ′)n−m−1
∂n−mpi3c , (9)
with Λ′n−m−1 > Λn−1/Hm. We will explain in Appendix A when and how such a hierarchy
of scales can be consistently realized in EFTofI, resulting in technically natural models in
which high-derivative operators lead to large non-Gaussianity.
In the next section, starting from 4-derivative interactions, we increase the total number
of derivatives and check for shapes of 3-point function that are significantly different from
the ones analyzed so far. We will encounter some explicit consequences of the requirement
of technical naturalness in our investigation.
3 Independent higher derivative operators
When studying the non-Gaussian signature induced by some higher derivative operators,
it is important to realize that there are cases in which the induced shape is equal to a
linear combination of shapes generated by lower derivative ones. For example, consider
the following four-derivative interactions
p¨ip˙ip˙i , ∂2pipi,ipi,i , ∂
2pip˙i2 . (10)
Since we are dealing with interactions with several derivatives, we adopt the shorthand
pi,i = ∂ipi for spatial derivatives. According to the discussion of Appendix A, there are
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natural models in which these are the leading operators and 3-derivative interactions are
either absent or suppressed by H/Λ. For instance, one can have a model in which the
cubic Lagrangian is given by
L(3) = 1
Λ3
(a1∂
2picp˙i
2
c + a2Hp˙i
3) , (11)
with ai’s being order one numerical coefficients, and where the suppression of the second
term compared to the first is natural since they have different t → −t symmetry, which
is softly broken by the background cosmology.
However, it is easy to see that all interactions in (10) reduce to linear combinations
of Hp˙i3 and Hp˙ipi2,i via integration by parts, and ignoring terms that are proportional
to the variation of the quadratic Lagrangian: δL(2)/δpi ∝ p¨i + 3Hp˙i − c2s∂2pi. The latter
means that a given interaction term can be removed by performing a field redefinition that
indeed removes this term from the cubic action and introduces new quartic and higher
order interactions. In calculating the correlation functions of pi (or of the curvature
perturbation ζ, which is equal to ζ = −Hpi at linear level), one has to keep track of
these field redefinitions [21], but since for us they always contain derivatives of fields,
their contribution to the late time correlators exponentially decays, and we can therefore
neglect it 6.
One can use similar manipulations and induction at higher derivative level to show
that the shapes of all interactions that respect the shift symmetry pi → pi + c can be
reduced to linear combinations of the shapes induced by the following terms
∂nt pi∂
n
t pi∂
m
t pi , with n ≥ m ≥ 1 , (12)
∂2n−1t pipi,ipi,i , with n ≥ 1. (13)
We show this in Appendix B. Hence, the shapes of these operators form a complete basis
for 3-point function in single-field inflation as long as the kinetic term is of the form
p˙i2 − c2spi2,i.
Let us now proceed to operators with at most five derivatives. According to (12,13)
there are two new independent operators at this level; namely, p¨i2p˙i and ˙¨pipi2,i. However,
theoretical considerations forbid both of them from being the leading interaction since if
L(3) ⊃ p¨i2c p˙ic/Λ4, (14)
then the loops of this operator generate p˙i3c/Λ
2, which, without fine-tuning, dominates the
3-point function. On the other hand ˙¨pipi2,i can only arise from quadratic unitary gauge
6For instance, in (11), p˙i2c∂
2
i pic can be replaced by p˙i
2
c (p¨ic+ 3Hp˙ic) via the redefinition pic → pic+ p˙i2c/Λ3,
and p˙i2c p¨ic is a total derivative which can be replaced by−3Hp˙i3c . The quadratic term in the field redefinition
p˙i2c gives an exponentially small contribution for the late time correlation functions. This means that the
operator p˙i2c∂
2
i pic induces the same shape of the 3-point function as the operator p˙i
3.
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operators such as
δg00∂0∂0g00, (15)
which inevitably induce the high derivative term ˙¨pip˙i in the kinetic term. It is easy to
see that in order for the non-Gaussianity to be detectably large the high time-derivative
correction to the kinetic term must be dominant. This introduces an additional light
degree of freedom, which is a ghost. So, we do not have new shapes at 5-derivative level
either 7.
Once the 6-derivative operators are considered, we not only get the new shape p¨i3
from (12), but also the 5-derivative terms can now arise in a technically natural way. For
instance, one can have a model
L(3) = 1
Λ5
(a1p¨i
3
c + a2Hp¨i
2
c p˙ic + a3H
3p˙i3c ) , (16)
with ai’s of order one, where now because of the H/Λ suppression of p¨i
2p˙i, its loops generate
p˙i3 with H3/Λ3 suppression, which leads to comparable level of non-Gaussianity as the
higher derivative term. Moreover, there are 6-derivative interactions that come from cubic
unitary gauge operators, and upon reduction to (12,13) have a non-zero coefficient of ˙¨pipi2,i
(e.g. p¨ipi2,ij which comes from ∂
0g00δE2ij). One, therefore, expects to have three new shapes
at this level. Similar arguments can be used to show that there are no new shapes at 7-,
two at 8-, and two at 9-derivative levels.
While in a strict mathematical sense this is the right conclusion we will next argue that
in practice the number of new shapes is much smaller since they are often very similar
and observationally indistinguishable.
4 New Templates
Consider a given cubic interaction I (for instance I can be p˙i3). The shape of 3-point
function, sI(k1, k2, k3), produced by I is defined in terms of the late time momentum
space correlator
〈pik1pik2pik3〉 = sI(k1, k2, k3)(2pi)3δ3(k1 + k2 + k3) , (17)
which because of invariance of the theory under spatial translations and rotations is only a
function of the lengths of the momenta of the three modes. The approximate scale invari-
ance of the quasi-de Sitter background implies that sI(k1, k2, k3) ' sI(1, k2/k1, k3/k1)/k61;
7In fact, even other 5-derivative interactions that are reducible and not included in (12) and (13) do
not pass our theoretical criteria, because in all of them at least one pi must have only one derivative. If
this is a p˙i, then loops generate p˙i3, and if it is pi,i, the operator can only come from a quadratic unitary
gauge operator.
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moreover, it is obviously invariant under permutations of {k1, k2, k3}. Correlation func-
tions of pi can easily be transformed into those of the gauge invariant scalar curvature ζ
using ζ = −Hpi to leading order in the slow roll parameters.
To constrain an inflationary model that contains I one can use sI as a template and
convolve it with the data. However, two different shapes can be correlated, in which case
a constraint on one also constrains the other. To quantify this concept one defines the
inner product of two shapes s and s′ according to [20]
(s, s′) =
∫ 1
1/2
dx2
∫ x2
1−x2
dx3 x
4
2x
4
3 s(1, x2, x3) s
′(1, x2, x3) , (18)
and the norm of a shape as |s| = √(s, s). The cosine between two shapes, which is a
normalized measure of their correlation, is then
cos(s, s′) = (s, s′)/(|s||s′|) . (19)
This notion can readily be generalized to the correlation (or maximum cosine) of a
shape s with a set of shapes (or templates) T = {ti}, which is defined as max{cos(s,
∑
αiti)
|∀{αi}}; it is given by
cos θs,T ≡ cos(s, T ) =
√
vTA−1v/|s| , (20)
where vi = (s, ti) and Aij = (ti, tj). The parallel s‖ and perpendicular s⊥ components of
s with respect to T are defined in terms of θs,T in an obvious way.
Let us check the correlation of the three new shapes of p¨i3, ˙¨pip˙i2, and ˙¨pipi2,i, which were
found at 6-derivative level, with the shapes of the lowest order interactions p˙i3 and p˙ipi2,i.
Rather surprisingly, we find that all the three shapes are more than 0.99 correlated with
the set {sp˙i3 , sp˙ipi2,i}. This implies that unless we consider linear combinations of the oper-
ators with abnormally large coefficients, the new models are practically indistinguishable
from the 3-derivative ones.
However, it is too soon to draw this conclusion since the process of reduction to the
form (12,13) does indeed produce large numerical factors, specially at high derivative
levels. On the other hand, it seems unnatural to allow linear combinations of operators
with arbitrarily large coefficients. One is, therefore, faced with the question of which linear
combinations are realistic and which ones are not. To answer this question, we make from
here on the explicit assumption that the coefficients of the operators in unitary gauge,
apart from appropriate mass parameters, vary in an order one range. Thus, we avoid any
reduction to (12,13) but at each derivative level we list all cubic interactions that can
be a dominant source of non-Gaussianity in a technically natural model. Call the set of
all these shapes U = {si}. Each technically natural model has a 3-point function which
is a linear combination of a subset S ⊂ U , and our assumption about the coefficients of
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the unitary-gauge operators implies that the coefficients in these linear combinations are
also O(1).
We then enlarge the set of linearly independent templates T until almost all of the
technically natural inflationary models with order one coefficients are covered. Note that
making subjective choices to define ‘almost all’ and ‘being covered’ is unavoidable unless
we take T to contain all operators that are given by (12,13). Our criterion for a shape s
to be considered covered is s‖ > s⊥ or equivalently cos θs,T > 0.7. To have a notion of
‘almost all’, one first needs to put a measure on the parameter space of the theory, for
instance, by postulating that all order one coefficients are equally likely, and then set a
threshold that we take to be of order 10%. That is, if more than 90% of the parameter
space has a correlation larger than 0.7 with T , we do not enlarge T .
To see an explicit example of how this program can in principle be accomplished, let
us review the construction of the orthogonal shape [3]. Consider the lowest derivative
inflationary models with cubic Lagrangian α1p˙ipi
2
,i + α2p˙i
3, and suppose T contains only
the equilateral shape, which is almost identical to the shape of p˙ipi2,i. Since p˙i
3 is not exactly
aligned with the equilateral shape (they have a cosine of 0.95), a fraction of about 10%
of the parameter space is not covered by T = {Equil.}. Very explicitly: as one varies the
coefficients {α1, α2} in an order one range, in a fraction of about 10% the overall shape
of the model has cosine of less than 0.7 with the equilateral shape. Thus, it is reasonable
to enlarge T by adding an orthogonal template based on sp˙i3 8.
While the procedure to determine the number of shapes to analyze that we just outlined
is satisfactory (at least to us), as we move on to consider higher derivative operators, the
number of operators and as a consequence the number of technically natural models
rapidly grows, and the above direct approach becomes less and less feasible (recall that
we avoid reduction to (12,13) and consider almost all interactions). We, therefore, use an
alternative method that allows us to carry out the analysis at higher orders. This is based
on exploiting geometrical connections that exist between the non-covered portion of the
parameter space of a model, and correlations of the individual shapes {si} in that model.
For instance, in the extreme case where all si have very large correlations with T , we are
ensured that no order one linear combination of them can lie noticeably outside T . In
Appendix C we study these geometric connections in more detail, and in Appendix D we
use them to find new templates that must be added to T = {Equil.,Ortho.} as we increase
the number of derivatives one by one. Here, we only report the result: at 6-derivative
level T = {Equil.,Ortho.} is sufficient to cover the parameter space, at 7-derivative level
we add one new template based on ˙¨pipi2,ij, at 8-derivative level the new 3-dimensional T
is sufficient to approximately cover the parameter space, and finally, at 9-derivative level
8In practice we first normalize shapes and then vary the coefficients in the range (−1, 1). This differs
from varying the coefficients of unitary gauge operators in (−1, 1) by the ratio of the norm of different
shapes, which is expected to be usually of order one. The advantage is that all shapes are treated on
equal footing, and the application of the geometric analysis of Appendix C is much easier.
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one new template based on the shape of ˙¨pip¨i2,i is needed. Therefore, we propose the 4-
dimensional T = {Equil.,Ortho., ˙¨pipi2,ij, ˙¨pip¨i2,i} to search for inflationary models with up to
9-derivative interactions. In the next section, we perform the optimal search for those
templates in the WMAP 9 year data.
5 Analysis of the WMAP data
In the former section, we have shown that the parameter space for inflationary non-
Gaussianities in single clock model should be enlarged to include two additional shapes.
In the rest of the paper, we will precisely compute the additional shapes and perform the
optimal analysis of WMAP data to search for a signal.
For the sake of summary, we can say that the results of the former sections amount to
us having to analyze the signatures of the following action:
S =
∫
d3x dt
√−g
(
−M2PlH˙
)[ p˙i2
c2s
− (∂ipi)
2
a2
+Cp˙i3 1
c2s
p˙i3 + Cp˙i(∂pi)2 1
a2
p˙i(∂ipi)
2
+C7der c
2
s
a4H4
˙¨pi(∂i∂jpi)
2 + C9der 1
a2H6
˙¨pi (∂ip¨i)
2
]
, (21)
which contains the new 7-derivative and 9-derivative cubic operators in addition to the
3-derivative operators p˙i3 and p˙i(∂ipi)
2. We have written the coefficient of each operator
as a dimensionless number C, multiplied by a combination of parameters cs, a,H chosen
so that the three-point function 〈ζ3〉 at the end of inflation will be proportional to C with
no dependence on cs. Note however that in single-clock models, the coefficient Cp˙i(∂pi)2 is
always related to the sound speed by Cp˙i(∂pi)2 = −(1− c2s)/c2s.
5.1 In-in calculation
In this section we will calculate the three-point function 〈ζk1ζk2ζk3〉 for the action (21) to
lowest order in slow-roll parameters. In this approximation the curvature perturbation at
the end of inflation is ζ = −Hpi and the primordial power spectrum is scale invariant.
The free QFT has the solution:
pik(τ) =
H
2(−H˙)1/2MPlc1/2s k3/2
(
u0(icskτ)
∗ak + u0(icskτ)a
†
k
)
=
A
1/2
ζ
Hk3/2
(
u0(icskτ)
∗ak + u0(icskτ)a
†
k
)
, (22)
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where Aζ is the power spectrum amplitude defined by Pζ(k) = Aζ/k
3, and the mode
function u0(x) is:
u0(x) = (1− x)ex . (23)
For taking proper (not conformal) time derivatives, it is useful to define
un(x) = (−x d/dx)nu0(x) . (24)
Then (d/dt)nu0(icskτ) = H
nun(icskτ). For reference, the first few ui’s are:
u1(x) = x
2ex , u2(x) = (−2x2 − x3)ex , u3(x) = (4x2 + 5x3 + x4)ex . (25)
Now a long but straightforward calculation using the in-in formalism gives:
〈ζk1ζk2ζk3〉 =
(
Cp˙i3Fp˙i3 + Cp˙i(∂pi)2Fp˙i(∂pi)2 + C7F7 + C9F9
)
(2pi)3δ3(k1 + k2 + k3) , (26)
where the F ’s are the following functions of momenta ki:
Fp˙i3(k1,k2,k3) = −
3A2ζ
k31k
3
2k
3
3
∫ 0
−∞
dτE
τ 4E
u1(k1τE)u1(k2τE)u1(k3τE) ,
Fp˙i(∂pi)2(k1,k2,k3) = −A2ζ
k2 · k3
k31k
3
2k
3
3
∫ 0
−∞
dτE
τ 2E
u1(k1τE)u0(k2τE)u0(k3τE) + 2 perm. ,
F7der(k1,k2,k3) = −A2ζ
(k2 · k3)2
k31k
3
2k
3
3
∫ 0
−∞
dτE u3(k1τE)u0(k2τE)u0(k3τE) + 2 perm. ,
F9der(k1,k2,k3) = −A2ζ
k2 · k3
k31k
3
2k
3
3
∫ 0
−∞
dτE
τ 2E
u3(k1τE)u2(k2τE)u2(k3τE) + 2 perm. . (27)
We have expressed each F as an integral over a Euclidean conformal time τE defined by
τE = icsτ . The integrals are straightforward to evaluate, but it will be convenient to
leave them unevaluated for reasons that will be apparent shortly. The shapes of these
four kinds of non-Gaussianities are given in Figure 2.
5.2 Making the shapes factorizable
Our WMAP analysis procedure will follow the framework of [25] (see also [26, 5, 2, 27,
28, 3]). We briefly outline the key steps, referring to [25] for details.
The first step is to approximate each bispectrum shape F (k1, k2, k3) being analyzed
by a sum of terms which are “factorizable”, in the sense that each term takes the form
f(k1)g(k2)h(k3)+perm.. This factorizability condition is needed for two reasons: to apply
a fast algorithm for calculating the angular CMB bispectrum 〈a`1m1a`2m2a`3m3〉 from the
initial curvature bispectrum F , and to apply a fast estimator for the bispectrum amplitude
given CMB data.
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Figure 2: The four shapes of non-Gaussianities from single-clock inflation.
Several approaches have been proposed for finding factorizable approximations to a
given shape F (k1, k2, k3). For the 3-derivative shapes (p˙i
3) and p˙i(∂pi)2, it is standard
practice to approximate each shape by a linear combination of the “equilateral” [2] and
“orthogonal” [3] templates:
Feq(k1, k2, k3) =
3
5
A2ζ
(
6
k31k
2
2k3
− 3
k31k
3
2
− 2
k21k
2
2k
2
3
)
+ 5 perm. ,
Forth(k1, k2, k3) =
3
5
A2ζ
(
18
k31k
2
2k3
− 9
k31k
3
2
− 8
k21k
2
2k
2
3
)
+ 5 perm. . (28)
More precisely, we approximate the three-point function by:
〈ζk1ζk2ζk3〉 =
(
f eqNLFeq(k1, k2, k3) + f
orth
NL Forth(k1, k2, k3)
)
(2pi)3δ3(k1 + k2 + k3) , (29)
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where f eqNL and f
orth
NL are related to the coefficients in the action by:(
f eqNL
f orthNL
)
=
( −0.0785 0.276
0.0163 −0.0157
)( Cp˙i3
Cp˙i(∂pi)2
)
. (30)
Although the equilateral and orthogonal templates are not precisely equal to the bispectra
Fp˙i3 and Fp˙i(∂pi)2 , the template approximation in Eq. (29) has been shown to be accurate
to ≈ 99% in the case where f eqNL  f orthNL and to ≈ 90% when f eqNL  f orthNL 9.
One minor technical point. So far we have assumed scale invariance, when writing
down the equilateral and orthogonal templates in Eq. (28) and when doing the in-in
calculations in Eq. (27). In the analysis of WMAP data, we will use the following slight
modification of these shapes:
Feq(k1, k2, k3) =
3
5
(
6Pζ(k1)Pζ(k2)
2/3Pζ(k3)
1/3 − 3Pζ(k1)Pζ(k2)
−2Pζ(k1)2/3Pζ(k2)2/3Pζ(k3)2/3
)
+ 5 perm. ,
Forth(k1, k2, k3) =
3
5
(
18Pζ(k1)Pζ(k2)
2/3Pζ(k3)
1/3 − 9Pζ(k1)Pζ(k2)
−8Pζ(k1)2/3Pζ(k2)2/3Pζ(k3)2/3
)
+ 5 perm. ,
F7der(k1,k2,k3) = −(k2 · k3)
2
k1k2k3
Pζ(k1)
2/3Pζ(k2)
2/3Pζ(k3)
2/3
×
∫ 0
−∞
dτE u3(k1τE)u0(k2τE)u0(k3τE) + 2 perm. ,
F9der(k1,k2,k3) = −k2 · k3
k1k2k3
Pζ(k1)
2/3Pζ(k2)
2/3Pζ(k3)
2/3
×
∫ 0
−∞
dτE
τ 2E
u3(k1τE)u2(k2τE)u2(k3τE) + 2 perm. . (31)
These definitions reduce to the previous one in the scale-invariant case Pζ(k) = Aζ/k
3,
but make sense if Pζ(k) deviates slightly from scale invariance.
To represent the 7-derivative and 9-derivative shapes in factorizable form, rather than
using templates, we use a physical approach based on the observation that the in-in for-
malism automatically represents each shape as a conformal time integral with factorizable
integrand. For each shape on the RHS of Eq. (27), we first replace each factor of the form
(k2 · k3) by
k2 · k3 → 1
2
(k21 − k22 − k23) , (32)
9A more precise template for forthNL was provided in the appendix of [3], whose use, given absence of
detection, has not so far been needed in CMB studies. This template is more accurate in the squeezed
limit, and it should be the one to use for studies of scale dependent bias in large scale structures.
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and then replace the τE integral by a finite sum which approximates it. This proce-
dure formally represents the shape F (k1, k2, k3) as a sum of factorizable terms; the key
issue is whether the number of terms needed to obtain an accurate approximation to
the integral is manageably small. We discretize the τE integrals using linear spacing in
log |τE| with 5 sampling points per decade, starting at τEmin = −106 Mpc and ending
at τEmax = −0.04 Mpc, for a total of 38 sampling points. We then take the resulting
factorizable approximation to F (k1, k2, k3) and compute the angular CMB bispectrum
〈a`1m1a`2m2a`3m3〉. To show that this discretization of the τE integrals has converged, we
do the following end-to-end test. We recompute the angular CMB bispectrum using a
coarser τE sampling, larger τEmin, and smaller τEmax. We then verify that the two CMB
bispectra agree (using the metric defined by the Fisher matrix, which corresponds to
observational distinguishability) at the ≈ 10−5 level. We have done an analogous con-
vergence test for other numerical parameters involved in the bispectrum calculation: the
CAMB [29] accuracy settings used to compute the CMB line-of-sight source function;
the spacing in the time integral used to compute the CMB transfer function ∆`(k) from
the source function; and the endpoints/spacing of the k-integral and r-integrals used to
compute the CMB angular bispectrum from the transfer function. Taken together, these
tests show that we have obtained factorizable representations for the 7-derivative and
9-derivative shapes which allow the CMB bispectra to be approximated with negligibly
small residual.
The above procedure represents the CMB bispectrum as a sum of terms which obey an
angular factorizability condition. This representation contains a large number of terms
but is redundant: most terms can be approximated as linear combinations of a small
subset of “independent” terms. The optimization algorithm from [25] takes advantage of
this redundancy to produce a more efficient factorizable representation while ensuring that
the bispectrum is unchanged within a small numerical threshold. In Table 1, we show the
improvement in the number of factorizable terms Nfact which results from the optimization
algorithm. After optimization, the 7-derivative and 9-derivative shapes have factorizable
representations with Nfact of order a few hundred, which is small enough for practical
data analysis. Furthermore, every step of the procedure used to obtain these factorizable
representations is a controlled approximation in which the residual is guaranteed to be
small 10.
10We note that the same procedure could have been applied to the p˙i3 and p˙i(∂pi)2 shapes, using
the integral representations in Eq. (27) obtained from the in-in formalism. We have not done this in
order to facilitate comparison with previous results, which use the equilateral and orthogonal template
approximations. As previously remarked, these approximations are accurate at the ≈99% and ≈90%
level, so the difference is not very important for practical purposes.
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Shape Nfact (pre-optimization) Nfact (post-optimization)
Equilateral template 1326 93
Orthogonal template 1326 120
7-derivative shape 126396 388
9-derivative shape 63198 222
Table 1: Number of terms Nfact in the factorizable representations for the angular CMB
bispectrum 〈a`1m1a`2m2a`3m3〉 for the four shapes analyzed in this paper.
5.3 WMAP results and interpretation
We analyze WMAP data using the same pipeline and analysis parameters as in the
WMAP9 results paper [30]. This pipeline optimally combines data from V -band and
W -band channels using inverse covariance weighting, removes regions of large foreground
contamination using the KQ75 mask, and projects out residual foregrounds by marginal-
izing spatial templates for synchrotron, free-free and dust emission. For more details of
the pipeline, see §8.1 of [30].
We will analyze the equilateral, orthogonal, 7-derivative, and 9-derivative shapes. The
equilateral and orthogonal shapes have already been analyzed on the same data set in [30],
but we include them here since we will consider parameter spaces which include equilateral
and orthogonal non-Gaussianity in addition to our new shapes.
For historical reasons, it is conventional to normalize bispectrum coefficients by defining
fNL parameters so that 〈ζk1ζk2ζk3〉 = (18/5)fNLPζ(k)2 on equilateral triangles satifying
k1 = k2 = k3 = k. The equilateral and orthogonal shapes have been defined in Eq. (31)
so that they have this normalization. To normalize our new shapes, we first evaluate
Eq. (31) on equilateral triangles, obtaining:
F7der(k, k, k) =
17
162
Pζ(k)
2 , F9der(k, k, k) =
8
729
Pζ(k)
2 , (33)
so we define fNL parameters in terms of coefficients of the action (21) by
f 7derNL =
85
2916
C7 , f 9derNL =
20
6561
C9 . (34)
Using these definitions and the pipeline described above, our “bottom line” WMAP con-
straints on fNL parameters are:
f eqNL = 51± 136 (−221 < f eqNL < 323 at 95% CL)
f orthNL = −245± 100 (−445 < f orthNL < −45 at 95% CL)
f 7derNL = −34± 56 (−146 < f 7derNL < 78 at 95% CL)
f 9derNL = 30± 16 (−1 < f 9derNL < 62 at 95% CL) (35)
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Parameter space χ2/(d.o.f.) p-value
{Equil} 0.14 / 1 0.71
{Equil, Orth} 7.3 / 2 0.026
{Equil, Orth, 7der} 9.7 / 3 0.022
{Equil, Orth, 7der, 9der} 9.7 / 4 0.046
Table 2: Statistical siginificance of deviation from Gaussian statistics, as quantified by
the χ2 statistic in Eq. (37), for a sequence of parameter spaces obtained by sequentially
adding shapes with increasing numbers of derivatives.
As reported in [30], there is a 2.5σ preference for nonzero f orthNL . Note that our estimates
of f eqNL and f
orth
NL agree perfectly with [30], since the maps and pipeline are identical.
Each “bottom line” constraint in Eq. (35) is actually the value of an estimator fˆNL
which is constructed assuming that the other three shapes are absent. To analyze mul-
tiparameter spaces, we need the correlation matrix of the four fˆNL estimators, which we
find using the WMAP pipeline to be:
1 0.29 −0.27 0.12
0.29 1 0.51 −0.73
−0.27 0.51 1 −0.58
0.12 −0.73 −0.58 1
 . (36)
We can quantify the total deviation of all four fNL parameters from zero by computing
χ2 = (fˆNL)
TC−1(fˆNL) . (37)
Here, (fˆNL) is a vector containing the four best-fit values in Eq. (35), Cij = rijσiσj is the
covariance matrix obtained by combining the 1σ errors σi in Eq. (35) and the correlation
matrix rij in Eq. (36). For a partial parameter space with N < 4 shapes, we compute χ
2
by reducing C to an N -by-N matrix (by removing rows and columns) before taking the
matrix inverse in Eq. (37).
In Table 2, we show χ2 values for a sequence of parameter spaces obtained by sequen-
tially adding shapes with increasing numbers of derivatives. The p-value associated with
each χ2 is the probability that a Gaussian simulation will give a χ2 larger than the WMAP
data. The small p-value in the second row of the table is driven by the preference for
nonzero f orthNL in WMAP9. It is interesting to observe that the p-value in the third row
is slightly lower, i.e. adding the 7-derivative shape to the {Equil, Orth} parameter space
slightly increases the statistical evidence for non-Gaussianity. However, the two p-values
are similar enough that our interpretation of Table 2 is that the marginal evidence for
non-Gaussianity in WMAP is mainly driven by f orthNL .
There is one counterintuitive aspect of this table which deserves further comment. The
“bottom line” result in Eq. (35) suggests that there is weaker evidence for f 7derNL than f
9der
NL
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Figure 3: Error ellipses in the (f 7derNL , f
9der
NL )-plane, with WMAP values shown (black point).
The ellipses labeled “uncond.” are 68% and 95% confidence regions obtained from an
ensemble of Gaussian simulations, and the ellipses labeled “cond.” are confidence regions
obtained by postselecting only those simulations whose values of (f eqNL, f
orth
NL ) agree with
the WMAP values.
(0.6σ versus 2σ), whereas Table 2 suggests the opposite (∆χ2 = 2.4 when the 7-derivative
shape is added, versus ∆χ2 < 0.1 for the 9-derivative shape). This can be understood as
follows. In Fig. 3 we show two sets of error ellipses in the (f 7derNL , f
9der
NL ) plane. The first
set (“uncond”) represents confidence regions that would be obtained from an ensemble
of Gaussian simulations, and the second set (“cond.”) represents confidence regions that
would be obtained by postselecting only those simulations whose values of (f eqNL, f
orth
NL ) lie
within narrow intervals centered on the WMAP values (f eqNL, f
orth
NL ) = (51,−245). The two
sets of ellipses differ significantly because f orthNL is nonzero at 2.5σ, and the two higher-
derivative shapes are significantly correlated with the orthogonal shape. Depending on
which set of ellipses one interprets the WMAP point (f 7derNL , f
9der
NL ) = (−34, 30) relative
to, either f 7derNL or f
9der
NL may appear to be more anomalous. This explains the apparent
discrepancy between Eq. (35), where each shape is estimated assuming the other three
shapes are zero, and Table 2, where the total statistical evidence for non-Gaussianity is
accumulated accounting for correlations between shapes.
As mentioned in the introduction, we do not analyze Planck data since Monte Carlo
simulations of the foreground-cleaned Planck maps are not yet public, and would be
impractical to construct due to complexity of the Planck noise model. We note that
the equilateral and orthogonal templates have been analyzed by the Planck collaboration
in [10], where it was found that the additional high-` information degrades the 2.5σ
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anomaly for f orthNL in WMAP9 data to 1.4σ in Planck:
f eq, PlanckNL = 63± 57 (−51 < f eq, PlanckNL < 177 at 95% CL)
f orth, PlanckNL = −52± 37 (−127 < f orth, PlanckNL < 21 at 95% CL)
Given that the low p-value that we see in WMAP 9yr after including the 7- and 9-derivative
shapes seems to be driven by the anomaly in the orthogonal shape, it will be interesting
to see the results of searching for the 7- and 9-derivative shapes in Planck data.
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A Technical Naturalness
In this appendix we apply the non-renormalization theorem that we have explained in the
main text to the context of the EFTofI, where, as explained below, additional constraints
arise because of non-linear realization of Lorentz invariance. Let us consider the following
high derivative inflationary model as a prototype and explain why it is a technically
natural model:
S =
∫
d4x˜ a3
[
pic
2 − pic2,i +
H6
Λ8
(a3p˙icpic
2
,i + a
′
3p˙i
3
c ) +
1
Λ8
(a9 ˙¨pi
3
c + a
′
9
˙¨picpic
2
,ijk)
]
. (38)
where a3,9 and a
′
3,9 are coefficients of order unity, and, pi is canonically normalized accord-
ing to the prescription of footnote 5 11. The generic features of this model that would
serve as a guide to build other technically natural models are the following:
i) We have only considered high derivative interactions that are not connected to the
quadratic action by time diffs. Otherwise there would be large high derivative corrections
11When cs . 1, we need to ensure that the induced p˙i∂ipi∂ipi operator induces a subleading level of
non-Gaussianity. By the way we wrote (38), this is automatically enforced.
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to the kinetic term, which, if time-like, would introduce a ghost in the theory, and we wish
in general to keep the kinetic term unaffected 12. In practice this is insured by studying
unitary gauge operators that start from cubic order in the perturbations. For instance,
the unitary gauge action that gives rise to (38), apart from operators that are written
in (1), must contain
(∂0
2
g00)3, and ∂0
2
g00(∇iδEjk)2 . (39)
ii) To realize time diffs. some of the high derivative cubic terms are accompanied
by lower derivative ones multiplied by derivatives of the metric. They can be obtained
by tedius expansions of unitary gauge operators like (39) in terms of pi (for instance
δEij = −pi,ij−g˙ijp˙i/2+· · · ). If the metric is evaluated on the background, these extra terms
are suppressed by powers of H/Λ and, despite having less derivatives, do not dominate
over the higher derivative terms we are interested in. Moreover, one can find linear
combinations of unitary gauge operators with O(1) coefficients in which those companions
are absent (e.g. δEij +Hgijδg
00/2).
iii) The unitary gauge operators of interest always contain higher than cubic inter-
actions of pi whose loops can renormalize the quadratic and cubic action (e.g. (39)
contains p¨i2pi2,ijk). However, after canonically normalizing pi, these higher order inter-
actions are suppressed by extra factors of 1/(−M2PlH˙cs)1/2, and as a result, these loops
are suppressed by powers of Λ2UV /(−M2PlH˙cs)1/2, as observed in [24]. Using the am-
plitude of power spectrum, ζ, introduced below eq. (8), this ratio can be written as
ζΛ2UV /H
2 ' 5 × 10−5Λ2UV /H2. This is much less than one in models with large non-
Gaussianity where the strong coupling scale is relatively close to H. We can therefore
safely ignore these higher order terms.
iv) Consider a high derivative interaction I and a lower derivative one I ′. A simple
generalization of argument in the main text for relativistic theories applies to the structure
of the counter-terms in a non-relativistic Lagrangian: if the derivative structures of I and
I ′ do not match, then I will not renormalize I ′. In other words, if there is no loop diagram
of I whose external legs are the same as the legs of I ′, no counterterm proportional to I ′ is
needed in renormalization of I. We thus conclude that the last interaction in (38) will not
modify the form of the lower derivative part of the action through loops. The coefficients
a3, a
′
3 are, therefore, independent of a9, a
′
9 and can be set to zero.
v) If there existed a loop of I that matched I ′ but I and I ′ had different parity
under t → −t, then I ′ will be renormalized with a suppression of H/Λ. For instance
p¨icpic,ijpic,ij/Λ
6 naturally comes with Hp¨i3c/Λ
6. This can be understood by noticing that in
this case H is the symmetry breaking scale of the t→ t′ symmetry.
In general, all technically natural models of single clock inflation can be written by
12We leave the extension of our analysis to the case of more complicated kinetic terms, such as the
ghost-condensate-like, ω2 ∼ k4/M2, to future work.
23
using the above rules, which amounts to scanning all derivative interactions (or their com-
binations with the hierarchy given by (9)) and rejecting those which cannot be constructed
out of unitary gauge operators, or get largely modified after renormalization. There is in
fact an enormous number of such models since there are many cubic interactions with at
most 9 derivatives.
B Classification of independent cubic operators
We consider cubic operators O where at least one derivative (either time or spatial) acts
on each of the three pi’s, so that the shift symmetry pi → pi + c is satisfied. We can
manipulate such operators using the classical equation of motion
p¨i + 3Hp˙i − c2s∂2pi = 0 , (40)
which, as we discussed, is equivalent for our purposes to a field redefinition, or by adding a
total derivative. When we add a total derivative of the form (∂tO′) or (∂iO′i), the operator
O′ which appears must satisfy the shift symmetry, i.e. at least one derivative must act on
each pi.
We define operators
O(1)mnp = (∂mt pi)(∂nt pi)(∂pt pi) (where m ≥ n ≥ p ≥ 1) , (41)
O(2)mn = (∂ipi)(∂i∂mt pi)(∂nt pi) (where m ≥ 0 and n ≥ 1) . (42)
The goal of this appendix is to prove that every shift-symmetric cubic operator O is a
linear combination of operators of the form O(1)nnp and O(2)0,2n−1. The proof will be split into
four steps as follows.
First we prove the weaker statement that every operator is a linear combination of op-
erators O(1)mnp and O(2)mn. We prove this by induction on the number S of spatial derivatives.
If S = 0, then O is already of the form O(1)mnp, so we can assume S ≥ 1. We can assume
that ∂2i does not act on any of the pi’s, since we can use the equation of motion (40)
to replace ∂2pi by a linear combination of p¨i, p˙i, decreasing S. Thus we can assume the
operator is of the form
O = (∂iDpi)(∂iD′pi)(D′′pi) , (43)
where D,D′,D′′ are differential operators. If D 6= 1 and D′ 6= 1, we write
O = 1
2
∂2(DpiD′pi)(D′′pi)− (∂2Dpi)(D′pi)(D′′pi)− (Dpi)(∂2D′pi)(D′′pi) , (44)
and then integrate by parts in the first term to put the ∂2 on D′′pi. Then we can use
the equation of motion to replace ∂2 by spatial derivatives and decrease S. Thus we can
assume that either D = 1 or D′ = 1 in Eq. (43), i.e. O is of the form
O = (∂ipi)(∂iD′pi)(D′′pi) . (45)
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If D′ and D′′ contain no spatial derivatives, then O is of the form O(2)mn. Otherwise, D′
and D′′ must each contain a factor ∂j, and the same argument that led to the form (45)
shows that the most general possibility is the operator
O = (∂ipi)(∂i∂j∂nt pi)(∂jpi) (n ≥ 0) . (46)
Up to total derivative terms
O = −(∂2pi)(∂j∂nt pi)(∂jpi)−
1
2
∂j(∂ipi∂ipi)(∂j∂
n
t pi)
= −(∂2pi)(∂j∂nt pi)(∂jpi) +
1
2
∂ipi∂ipi(∂
2∂nt pi) . (47)
Both terms on the r.h.s. reduce to O(2) operators when the equation of motion is used.
This completes the inductive proof that any O is a linear combination of O(1)mnp and O(2)mn.
Second, we prove that O(1)mnp is a linear combination of operators of the form O(1)nnp. We
prove this by induction on m. If m ≥ n + 2 then we can integrate by parts to decrease
m. If m = n+ 1 and n > p then we can write
f(t) O = f(t) 1
2
∂t
(
(∂nt pi)(∂
n
t pi)
)
(∂pt pi)
→ −f(t) 1
2
(∂nt pi)(∂
n
t pi)(∂
p+1
t pi)− f ′(t)
1
2
(∂nt pi)(∂
n
t pi)(∂
p
t pi) , (48)
which is of the desired form. If m = n+ 1 and n = p then we can write
f(t) O = f(t) 1
3
∂t
(
(∂nt pi)(∂
n
t pi)(∂
n
t pi)
)
= −f ′(t) 1
3
(∂nt pi)(∂
n
t pi)(∂
n
t pi) , (49)
which is of the desired form. If m = n, then O is already in the desired form O(1)nnp. This
covers all cases and completes the proof that O(1)mnp is a linear combination of operators
of the form O(1)nnp.
Third, we prove that O(2)mn is reducible to O(2)0,p operators with p ≤ m+n. We introduce
the notation ∼ to mean “equal up to integration by parts and terms of the form O(1)mnp”.
For m ≥ 1 and n ≥ 1, we have:
f(t) O(2)1n = f(t)
1
2
∂t
(
(∂ipi)(∂ipi)
)
(∂nt pi)
→ −f(t) 1
2
(∂ipi)(∂ipi)(∂
n+1
t pi)− f ′(t)
1
2
(∂ipi)(∂ipi)(∂
n
t pi)
= −1
2
f(t)O(2)0,n+1 −
1
2
f ′(t)O(2)0,n (50)
Similarly
f(t) O(2)mn ∼ −f(t) O(2)m−1,n+1 − f ′(t) O(2)m−1,n for m > 1. (51)
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By iterating we get the desired result.
Finally, we show that O(2)0,2n are reducible to combinations of O(2)0,2p+1 with 2p+ 1 < 2n
and O(1). Suppose all O(2)0,2m with m < n are reducible. By integrating by parts, we have
f(t)O(2)0,2n ∼ (−1)n2f(t)O(2)nn + linear combination of O(2)pq with p+ q < 2n. (52)
Using the third step above, the second class of terms can be reduced to O(1)’s and O(2)0,N
with N < 2n, which by induction can only contain odd N . The first term can be reduced
to O(1)’s by noting that
f(t)O(2)nn = f(t)(∂ipi)(∂i∂nt pi)(∂nt pi)
=
1
2
f(t)(∂ipi)∂i
(
(∂nt pi)(∂
n
t pi)
)
→ −1
2
f(t)(∂2pi)(∂nt pi)(∂
n
t pi) (53)
and using the equation of motion (40) to trade (∂2pi) for time derivatives. This completes
the proof.
So far, we have neglected cubic-in-pi operators that contain the ijk symbol to contract
some indexes. It is easy to check that these operators vanish. In fact, with only one ijk,
we can have
f(t) ijk(∂iDpi)(∂jD′pi)(∂kD′′pi) , (54)
where D, D′, D′′ are allowed to have time derivatives or spatial derivatives which contract
with each other. After we integrate by parts any of the spatial derivatives, the operator
vanishes. The same holds for any number of ijk’s we insert: they cannot be contracted
among themselves, as otherwise reduce to a sum of products of Kronecker-δ’s, decreasing
the number of ijk’s. Therefore each index in ijk need to be contracted with a spatial
derivative acting on each of the three different pi’s. Since we have only three pi’s, the
operator is zero after integrating by parts one of the spatial derivatives. This exhausts all
possible operators, as we wanted to show.
C Non-covered parameter space from a geometrical
viewpoint
In this appendix we describe a set of connections between the portion of the parameter
space of an inflationary model that is not covered by a template basis T , and correlations
of individual shapes appearing in that model among themselves and with T .
Let us start with the simplest case where T is one dimensional, T = {t1}, and we
have an inflationary model with two interactions. The shapes of these interactions form
a two-dimensional set S = {s1, s2}, where s1,2 are assumed to be normalized. Let us
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Figure 4: The non-covered region of parameter space (α1, α2) of a two dimensional model
with sin θs1,T = 0 and sin θs2,T = 0.8
further assume that s1 = t1; that is, s1 is completely parallel to T , which together with
the normalization assumption implies s1‖ = 1 (the perpendicular and parallel components
of a shape with respect to T are defined below (20)). Assuming that s2⊥ 6= 0, we want
to assess the portion of parameter space which is not covered by the one dimensional
T . Here, the parameter space is the two dimensional space (α1, α2) of the coefficients of
sα = α1s1 + α2s2, where α1,2 are of order unity. Taking as criterion for a shape sα not
being covered by T that cos(sα, T ) < 0.7, or |sα⊥| > |sα‖|, we get the condition
|α2s2⊥| > |α1 + α2s2‖| , (55)
which is a wedge between the lines α1 = (s2⊥ − s2‖)α2 and α1 = −(s2⊥ + s2‖)α2 in α
space (see Fig. 4 for the particular case where sin θs2,T = 0.8). As a result, at fixed α2,
α1 varies in a range of size
∆α1 = 2s2⊥α2. (56)
The opening angle of this wedge, β, is easily determined in terms of θ2 ≡ θs2,T and is
given by
β = − tan−1 1
sin θ2 + cos θ2
− tan−1 1
sin θ2 − cos θ2 ,
for θ2 ≤ pi/4, and
β = pi − tan−1 1
sin θ2 + cos θ2
− tan−1 1
sin θ2 − cos θ2 ,
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for θ2 > pi/4 (note that θ2 can always be defined to be in the range (0, pi/2)). The ratio
β/pi, which is an estimate of the non-covered parameter space, is plotted as a function
of cos θ2 in Fig. 5. It is seen that for cos θs2,T ≤ 0.95 more than about 10% of the
parameter space is not covered. One can therefore enlarge T by adding t2 = s2⊥/|s2⊥|.
This is how the orthogonal shape was originally constructed using I1 = p˙ipi
2
,i, I2 = p˙i
3, and
T = {Equil.}, where cos(s1, T ) ' 1 and cos(s2, T ) ' 0.95 [3].
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Figure 5: An estimate of the non-covered fraction of parameter space of two-dimensional
models as a function of cos θ2.
Before proceeding it is worth remarking that the choice of basis for the shapes has a
dramatic effect on this sort of analysis. Even if cos(s2, T ) > 0.95, in which case the above
procedure does not enlarge T , as long as cos(s2, T ) 6= 1, s1 and s2 span a two-dimensional
space. Therefore, if we had chosen a different basis (s1, s
′
2) with s
′
2 = s2⊥/|s2⊥|, the
outcome would have been to enlarge T . As mentioned in the text, we work with the
normalized shapes of interactions that arise directly from the unitary gauge operators
or linear combinations of them with order one coefficients. Choosing the basis with
s′2 = s2⊥/|s2⊥| in the case cos(s2, T ) is very close to one would correspond to having
large, not order one, coefficients in the unitary gauge Lagrangian.
Let us now consider what would happen if S contained an additional linearly dependent
shape s3 ' s1. The parameter space is now three dimensional, but the condition for having
non-covered linear combination is the same as (55) except that α1 is now replaced with
α¯ ≡ α1 + α3:
|α2s2⊥| > |α1 + α3 + α2s2‖| . (57)
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There is no dependence on the perpendicular direction in (α1, α3) plane; therefore, we
get, as non-covered part, the same wedge cut out of the 3d parameter space except that
the wedge is now squeezed along α¯ by a factor of |∇αα¯| = [(∂α1α¯)2 + (∂α3α¯)2]1/2 =
√
2.
To see this more clearly, choose a new orthonormal basis in (α1, α3) plane given by
αˆ± =
1√
2
(αˆ1 ± αˆ2). (58)
In this basis, we have α¯ =
√
2α+, so (57) becomes
|α2s2⊥| > |
√
2α+ + α2s2‖| . (59)
Since there is no dependence on α−, the problem of determining the non-covered fraction of
parameter space has now manifestly reduced to the previous 2-dimensional case. However,
for fixed α2, the condition (59) is now satisfied in a range of size ∆α+ =
√
2s2⊥α2, which
is smaller than (56) by a factor of
√
2. Generalizing, we therefore conclude that, for fixed
T , the non-covered portion of parameter space falls roughly as 1/√dimST for large ST .
Here, ST is defined as the subset of S that lies inside T , and dimST is the number of
shapes in our model that can be written as a linear combination of {ti}. Hence, keeping
all the other conditions fixed, models with fewer number of interactions are more likely
to have larger non-covered parameter space.
Finally consider the situation where we have added a second shape (say the Orthogonal
shape) to T and there is a model with a new shape s3: S = {s1, s2, s3}, where s1 and s2
are generic linearly independent shapes fully inside T . Similar to (55), the condition that
a linear combination
∑
αisi is not covered by T is given by
|α3s3⊥| > |α1s1 + α2s2 + α3s3‖| . (60)
From the one dimensional experience, we expect that at fixed α3, α1,2 vary in a range
∆α1,2 ∼ s3⊥α3 (c.f. (56)). However, since now s1 and s2 span a two dimensional plane,
the non-covered portion of parameter space is roughly proportional to ∆α1∆α2 ∝ s32⊥,
which is the square of the case with dim T = 1.
Although this scaling is not precise when s1 and s2 are not perpendicular, it can still
be considered as an estimate of the relation between the non-covered parameter space and
the dimensionality of T . Generalizing this result to cases with larger dim T and using
s⊥ = sin θs,T , we see that at fixed θs,T the non-covered portion of the parameter space
falls as
∝ (sin θs,T )dim T . (61)
Hence, as dim T is increased, the correlation cos θs3,T must rapidly decrease to satisfy
the criterion for adding a new template (that is, 10% of the parameter space not being
covered by T ). For dim T = 2, this is about cos θthreshold ' 0.8.
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In our analysis, it is also useful to define a notion of effective template subspace Teff .
For each inflationary model, Teff is the subspace of T that is spanned by the shapes in
that particular model. The above arguments are completely insensitive to the directions
in T that are perpendicular to all of the shapes in a given model, so in the presence of
such directions, all T ’s above must be replaced by Teff .
We, therefore, see that given a new shape s with cos(s, T ) different from 1, it is most
likely that we need to expand T if there exist a model that contains s and has dim Teff = 1.
Moreover, in this case we need cos(s, T ) < 0.95, so if we enlarge T to the extent that all
shapes are more than 0.95 correlated with T , it is extremely likely that we cover more than
90% of the parameter space of all models that are made from linear combination of those
shapes. As we discussed, the requirement cos(s, T ) < 0.95 is obtained for dim Teff = 1
and is therefore very conservative. For fixed maximum cosine the covered fraction of
the parameter space gets larger as the dimensionality of Teff and ST grow. We next use
the above results to analyze the space of technically natural models as the number of
derivatives is increased.
D Order by order search for new templates
Our practical strategy to decide if we need to include a new template can be summarized
as follows:
a) Since we start the analysis from the 2-dimensional T = {Equil.,Ortho.}, and be-
cause at higher derivative levels technically natural models usually have to contain many
operators that are connected to one another by loops, we expect the effective dimension
of template space Teff to be naturally larger than one. Even if it is 1, there is still the
suppression 1/
√
dimST that we need to consider, as we discussed above. So instead of
cos(s, T ) < 0.95, we adopt the more stringent condition of cos(s, T ) < 0.9, and consider
only these shapes s as candidate new shapes. Whenever an inflationary model contains
such a candidate shape in addition to some other shapes (or equivalently interactions),
there is a probability that the overall shape of the model be less than 0.7 correlated with
T for some range of parameters.
b) We enlarge T only if we can find at least one technically natural model such that
more than about 10% of its parameter space is not covered by T . Indeed, depending on
the dimensionality S of the model and its Teff , the criterion of cos(s, T ) < 0.9 might not
be enough to ensure a 10%-fraction of non-covered parameter space. In practice, however,
we are unable to check explicitly all the models due to their large number. Therefore there
is a risk of missing to include a new template simply because we are unable to identify
one such a model. However, the following point make us reasonably confident that this is
not the case.
c) At the end of our investigation up to the 9-derivative level, we find a 4-dimensional T .
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cosine with Equil Ortho T
pi,ijpi,jkpi,ik 0.07 - 0.81 0.84
Table 3: Candidate new shapes at 6-derivative
Only 3 out of 140 individual shapes that can appear in technically natural models have
a correlation less than 0.95 with T . As we are going to explain next in some detail, even
for models involving these three shapes, the arguments of appendix C suggest that we are
likely to cover more than 90% of the parameter space of technically natural models that
are considered here.
We start at 6-derivative level since it was shown in section 3 that no new shape can
appear at 4- or 5-derivative level in models that satisfy the criteria of appendix A. Follow-
ing step (a), we need to find all shapes that appear at 6-derivative level and have cosine
smaller than 0.9 with T = {Equil.,Ortho.}. There is only one such shape at this level,
and its individual correlations are shown in Table 3. The correlation is low enough that
this shapes become a candidate shape.
Following step (b), we need to find a model that contains this operator and more than
10% of its parameter space is not covered by T . It seems, however, that no such model
exists. First notice that in a technically natural model the interaction pi,ijpi,jkpi,ik must
come together with ∂2pipi2,ij and (∂
2pi)3, so the minimal model with our candidate new
shape is
L(3) = 1
Λ5
(a1pi,ijpi,jkpi,ik + a2∂
2pipi2,ij + a3(∂
2pi)3) . (62)
By varying the coefficients of this model in an order one range (see footnote 8), it is
easy to see that the fraction of parameter space of this model that is not covered by
T = {Equil.,Ortho.} is negligible. When we add more shapes to the model, this fraction
grows in some cases 13. For instance, in the following model
L(3) = 1
Λ5
(a1p¨i
3 + a2p¨ipi
2
,ij + a3∂
2pipi2,ij + a4(∂
2pi)3 + a5pi,ijpi,jkpi,ik + a6∂
2pip¨i2) , (63)
about 5% of the parameter space is not covered by T . Yet we could not find any model
with a larger fraction of non-covered parameter space, and it seems unlikely that any such
model exists since the dimensionality of S is already grown larger than 3 (as explained
above (62)); therefore, it is very probable that dim Teff > 1 or the 1/
√
dimST suppression
becomes important, and the above 5% seems to be the largest fraction that could be
obtained. We, therefore, move to the next level without extending T . Nonetheless, this
13This fact seems to contradict the arguments we gave in Appendix C. However, those augments apply
when the vectors are not particularly aligned, and so they are expected to be true in the limit in which
the dimensionality of the space is large.
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cosine with Equil Ortho T
˙¨pip˙i2,i 0.47 0.75 0.82
˙¨pipi2,ij 0.26 -0.65 0.76
pi,ijp¨i,ip˙i,j 0.65 -0.45 0.88
˙¨pi(∂2pi)2 0.66 0.70 0.87
pi,ijkpi,ijp˙i,k -0.72 0.36 0.89
∂2p˙ipi2,ij 0.72 -0.36 0.89
p˙i,ijpi,jkpi,ik 0.072 -0.81 0.84
Table 4: Candidate new shapes at 7-derivative level
cosine with Equil Ortho ˙¨pipi2,ij T
˙¨pip¨i2,i -0.24 0.78 0.68 0.88
˙¨pip˙i2,ij 0.65 0.30 0.34 0.89
˙¨pi∂2pi,ip¨i,i -0.74 0.19 0.26 0.87
˙¨pipi2,ijk 0.45 0.37 0.53 0.87
p¨i,ipi,ijkpi,jk 0.15 0.70 0.19 0.81
p˙i,ij∂
2pi,ip¨i,j 0.29 0.83 0.29 0.90
p˙i,ijpi,iklpi,jkl -0.05 -0.76 -0.25 0.89
Table 5: Candidate new shapes at 9-derivative level
5% of parameter space will eventually be covered by our final 4-dimensional T since the
correlation of pi,ijpi,jkpi,ik with that T is larger than 0.95.
At 7-derivative level, in addition to those listed in Table 3, there are many candidate
new shapes shown in Table 4. We find that about 20% of the parameter space of the
technically natural model
L(3) = 1
Λ5
(a1 ˙¨pipi
2
,ij + a2Hpi,ijpi,jkpi,ik + a3H∂
2pipi2,ij + a4H(∂
2pi)3) , (64)
is not covered by T = {Equil.,Ortho.}. Therefore, one can confidently add a template,
that we arbitrarily choose to be based on the shape of ˙¨pipi2,ij to T . After this, the correlation
of all technically permitted shapes at 7-derivative level with the new three-dimensional T
grows above 0.9. So we can move to the next level.
With the new 3-dimensional T , there is no candidate new shape (with cos(s, T ) < 0.9)
that can appear in a technically natural model with leading 8-derivative interactions.
However, at 9-derivative level we have several candidates listed in table 5.
Again, there is some freedom as how to enlarge T since adding each of the new shapes
causes the correlation of all the others to increase. Note, also, that at this level technically
natural models often contain many shapes, which are connected by loops. This makes the
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cosine with Equil Ortho ˙¨pipi2,ij ˙¨pip¨i
2
,i T
p¨i,ipi,ijkpi,jk 0.15 0.70 0.19 0.59 0.82
p¨i,ipi,ijkp˙i,jk -0.40 0.34 -0.04 0.48 0.92
p˙i,ijpi,iklpi,jkl -0.05 -0.76 -0.25 -0.49 0.94
Table 6: Remaining candidates at 9-derivative level
search for models with large non-covered parameter space rather difficult. An example of
a model with a relatively large non-covered parameter space is
L(3) = 1
Λ8
(a1 ˙¨pip¨i
2
,i + a2 ˙¨pi
3 + a3H
3pi,ijpi,jkpi,ik). (65)
About 8.4% of the parameter space of this model is not covered by the three dimensional
basis. Although this is slightly below the 10% criterion, we still enlarge T by adding a
new template based on ˙¨pip¨i2,i, also because the number of shapes with correlation less than
0.95 with T = {Equil.,Ortho., ˙¨pipi2,ij} is still statistically significant (17/138). Another
ancillary reason to justify this extension is that we are not continuing the analysis to
higher orders, and so adding a new template might accidentally cover for potential ones
that might appear at higher orders.
We think this is a reasonable point to stop extending T since except for three shapes
that are shown in Table 6, all other shapes have a correlation larger than 0.95 with the
4-dimensional T . Thus, the arguments of appendix C based on the dimensionality of the
candidate natural model suggest that T covers more than 90% of the parameter space of
all the models, even those which include the three shapes of table 6. Take, for instance,
I8 ≡ p¨i,ipi,ijkpi,jk which has the smallest correlation with T . It must come with an H
suppression compared to some 9-derivative operator, say I9 = ˙¨pi
3, otherwise it generates
the cubic pi3,ij interaction without suppression. Then we must also include the 8-derivative
interaction H ˙¨pi2∂2pi which will be generated by a loop with two I9 and one I8. Moreover,
loops with three I8 generate H
3∂2pipi2,ij, H
3(∂2pi)3, and H3pi,ijpi,jkpi,ik. Therefore, dimTeff is
very unlikely to be small, and there is a large 1/
√
dimST suppression 14. Thus, we expect
more than 90% of the parameter space of any model which includes I8 to be covered by
T = {Equil.,Ortho., ˙¨pipi2,ij, ˙¨pip¨i2,i}. Similar arguments apply to the other two operators in
Table 6. Explicit computations of the non-covered parameter space in a handful of models
were in agreement with the above expectations.
Let us conclude with a general remark. In this analysis we made a lot of rather
subjective choices, and we hope that the inevitability of them, once one realizes the
technical naturalness of models with higher derivative interactions, is appreciated by
the reader. Making different choices would lead to different outcomes for templates,
14For example, it is enough for the model to have dim Teff to be greater or equal to 2, for considering,
according to (61), this shape to be covered.
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and this may be interpreted as a sign of unreliability of the final result. However, we
should emphasize that there is a huge degree of degeneracy in this problem. Firstly, all
derivative interactions reduce to those of the form (12,13), which is a reduction from about
140 operators at 9-derivative level to only 9. Secondly, even that 9-dimensional basis is
redundant in practice, and we argue a 4-dimensional T is sufficient to cover the space
of these models. This 4-dimensional basis is not unique, as one can obviously redefine
the basis, and most importantly we can imagine a different set of criteria may even make
it 5-dimensional; but, regardless of this rather small arbitrariness, this set of templates
seems to be remarkably reliable in exploring the signatures of the possible inflationary
models with the observational data.
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