ABSTRACT Particle filters are vital tools to solve the nonlinear/non-Gaussian filtering problems. However, it suffers from the problems of sample degeneracy and impoverishment. This paper proposes a framework of particle filter with a hybrid sampling strategy, generates particles by means of deterministic and random sampling, and then, restores the fixed number particles by a resampling method. Compared with traditional sampling strategies in the particle filters, the hybrid sampling framework is more suitable for the characteristics of a time-varying system. In order to demonstrate the effectiveness of the proposed framework, a novel particle filter based on hybrid deterministic and random sampling (HDRSPF) is designed, where the deterministic sampling strategy is UT transform and the random sampling strategy is Mont Carlo sampling. Simulation results of single-dimensional and multi-dimensional scenarios show that the proposed filter HDRSPF has a higher filtering accuracy at the cost of lower computational complexity as compared with the existing methods.
I. INTRODUCTION
Sequential filtering is basically concerned with estimating a latent state from time series of observations in the presence of noise, which is of great significance in fields of signal/information processing and control. Since the landmark work of Kalman filter, considerable efforts have been devoted to parametric filters that seek exact analytical estimates based on closed-form Markov-Bayes recursion, e.g., recursion from a Gaussian or Gaussian mixture (GM) prior to a Gaussian/GM posterior, termed Gaussian conjugacy in [1] . In particle, deterministic sampling filters (e.g. unscented Kalman filter (UKF), Gauss-Hermite Kalman filter (GHKF) and cubature Kalman filter (CKF)) have good performances in the Gaussian problems, but it is vulnerable to the non-Gaussian system, and even its tracking accuracy does not converge [2] .
Different to the parametric filters, the particle filter (PF) [3] , [4] , based on Monte Carlo simulations, approximates the statistical distribution of states by using a set of weighted random samples, called particles. Since the Monte Carlo simulations have a wide range of applicability, the PF algorithm accommodate the nonlinearity and non-Gaussian systems. Given a sufficient number of particles, the PF algorithm can approximate the underlying distribution to arbitrary accuracy and has been widely used in many applications [4] - [7] .
One of the major challenges to the PF is referred to as particle degeneracy [8] . There are two typical ways to solve this problem. One method is to add the resampling step [9] , [10] such as the well-known bootstap particle filter [10] , which, however, may cause a lose of the particle diversity, and eventually lead to the particle depletion [9] , [11] . The other method is to select a better proposal distribution by using the information of the newest observation. A representative approach to do so is called the deterministic sampling filter, such as extended particle filter (EPF) [12] , unscented particle filter (UPF) [13] , Gauss-Hermite particle filter (GHPF), cubature particle filter (CPF) and so on; see also [4] .
The EPF and UPF can relieve the problem of particle degeneracy of the PF, as shown [14] , [15] , at the price of higher computational complexity. However, the performance of UPF is not always better than PF. For example, when the measurement noise is large or the measurement is inaccurate, the performance of EPF and UPF is not as good as the bootstrap PF algorithm such as demonstrated in [16] .
PF, EPF and UPF all draw samples from single proposal distribution. However, a multiple importance proposal (MIS) technique is proposed in [17] , where the samples are drawn from a set of different proposal distributions. In standard MIS, the multiple proposal is fixed, which is the simplest method to reduce computational load. To obtain better estimation accuracy, a deterministic mixture MIS [18] method is proposed, in which the samples are drawn from a mixture proposal distribution and the ratios of mixture components are controlled. However, this method has the problem of expensive computational load. Recently, a multimode sampling particle filter (MMSPF) is proposed [19] , which adopts a strategy of hybrid proposal distribution (HPD) with the weighted sum of multiple basic proposal distributions (BPDs), which yields better results than the standard PF using a single BPD. However, it is ad-hoc to initialize and to adapt the weights for each BPD and the calculation cost can be very high when the number of potential BPDs is large.
To address these problems, a new hybrid sampling framework consisting of both deterministic and random sampling of PF is proposed in this paper. The core of the framework is to generate particles by multiple deterministic sampling strategies and random sampling strategies. Since the proposed hybrid sampling framework can approximate the posterior distribution well, and it do not need to compute the weight of each basic proposal distribution, The proposed framework can obtain high estimation accuracy for a cheap computational load.
The remainder of this paper is organized as follows. In Section II, a standard PF algorithm is descripted briefly. A MMSPF is introduced in Section III. In Section IV, a novel particle filter (HDRSPF) is proposed, based on a new framework of particle filter with hybrid sampling strategy. The performances of the proposed PF are demonstrated by two simulation examples in Section V. In Section VI, concluding remarks are given.
II. STANDARD PARTICLE FILTER
Consider the discrete-time state space model with noises as follows:
where x k ∈ R n and z k ∈ R l represent state vector and measurement vector at time k, respectively while f (·) and h(·) are the konwn state transition equation and observation equation, respectively. w k−1 and v k , are independent of each other, denote the process noise and the observation noise.
The objective of filtering is to obtain the state estimate x k based on all measurements z 1:k . The state estimate x k can be obtained by calculating the posterior probability density function (PDF) p(x k |z 1:k ). the posterior PDF is obtained by performing predition and update recursively.
In the predition step, the PDF p(x k |z k−1 ) can be expressed as
The state transition p(x k |x k−1 ) can be obtained from Eq. (1) and p(x k−1 |z k−1 ) is the posterior distribution obtained at time k − 1.
In the update step, the posterior PDF p(x k |z 1:k ) can be given by
The likelihood function p(z k |x k ) can be obtained from Eq. (2) Given the posterior PDF p(x k |z 1:k ), the optimal state estimatex k , namely the minimum mean square error (MMSE) estimate, is obtained bŷ
Unfortunately, for general nonlinear/non-Guassian models, the posterior PDF does not admit a closed-form solution. In the PF, the posterior PDF is represented by a set of N weighted particles as
where,
k is the ith state with weight w
k at time k, and δ(·) denotes the Dirac delta function.
The basic steps of the standard PF (SPF) consists of importance sampling, weight updating and obtain state estimate:
Step 1: Importance sampling. In this step, the ideal sampling should directly sample from the posterior PDF p(x k |z 1:k ). However, the p(x k |z 1:k ) is actually unknown. Alternatively, we could draw the particles from a proposal distribution q(x k ).
Step 2: Weigh update. The update of the weight of the particle can be expressed as
Where ∝ is ''proportional to''. p(z k |x
is the state transition function.
In the SPF, the proposal distribution is the state transition function, that is q(
. So, the weight can be given by w
Step 3: State estimate. After obtaining the weighted particles, according to the MMSE estimate, the state can be VOLUME 6, 2018 expressed aŝ
The SPF suffers from a problem is sample degeneracy. In order to solve the problem, resampling steps and select a better proposal distribution can be added. The basic idea of resampling is to eliminate the particles with smaller weights, and to copy the particles with larger weights. The common method of select a good proposal distribution is by utilizing the deterministic sampling filter, such as UPF [13] .
III. MULTIMODE SAMPLING PARTICLE FILTER
The multimode sampling particle filter (MMSPF) has been proposed in the literature [19] , which is to replace the single proposal distribution by using HPD with the weighted sum of multiple BPDs in the PF.
Assume
is the predetermined m BPDs, then the HPD is defined as
where the tunable parameter λ
k is the weight of the j th BPD in the HPD.
According to the importance sampling theory [20] , in order to obtain good accuracy of estimation, the proposal distribution should be selected to the posterior distribution as close as possible. Therefore, the BPDs and their weights should be chosen carefully. A good proposal distribution should make full use of the predictive information and the measurement information [19] . p(y k |x (1:N ) k−1 ) denotes the predictive information of N particles, and p(y k |z k ) denotes the measurement information. Thus, the problem of finding the optimal HPD can be transformed into finding the minimum value of the following cost function:
where, c 0 is an experience constant. On the right side, the first term reflects the importance of measurement, and the second term reflects the importance of predictive information. In order to calculate, Eq. (10) can be converted to the following equation:
where
In Eq. (11), the last two terms do not depend on the weights of BPDs, and therefore can be omitted. Therefore, the minimum value of Eq. (11) can be transformed into solving jl , j and (j) . The solution of these integral forms can be approximated by the Monte Carlo method.
Once the weights of the BPDs are obtained, the HPD can be calculated. Particles are randomly selected from the BPDs according to the weights of each BPDs. So, the weights of the particles can be given now as
IV. THE PARTICLE FILTER BASED ON HYBRID DETERMINISTIC AND RANDOM SAMPLING
In order to obtain better state estimations, the predictive information and the measurement information should be considered comprehensively. Although the MMSPF combines predictive information and measurement information, it also has some defects. For example, the MMSPF has a large computation load in the weights of each proposal distribution, and also an experience constant is added, in the calculation of the weights of each BPDs. These all can lead to the poor filtering results [19] . The HDRSPF is proposed to solve the problems of the MMSPF. To increase the estimation performance, the proposed algorithm calculates the weights of each proposal distribution by resampling. To improve the estimation accuracy, the proposed algorithm make full use of the predictive and the measurement information. The HDRSPF based on hybrid deterministic and random sampling is proposed in the following context. Firstly, multiple particles are generated by deterministic sampling and random sampling; then the resampling method is employed to reduce the number of particles; and finally the state estimations can be calculated.
A. HYBRID DETERMINISTIC AND RANDOM SAMPLING FRAMEWORK
The core of deterministic and random sampling framework is to run multiple random sampling filters (e.g. SPF, UPF, etc.) and several deterministic sampling filters (e.g. UKF, CKF, etc.) at the same time. Then a set of new particles are generated by combine the particles in the random sampling filters with the gain of each deterministic sampling filters. The hybrid deterministic and random sampling framework is expected to avoid the problem of sample degeneracy and impoverishment in the PF. The specific framework is shown in Figure. The equation for generating m * n * N new particles
is as follows
Where K k denotes the gain of the deterministic sampling filter, and {ẑ
denotes measurements of the particles {x
. This is a combination of particle filter and Gaussian distribution.
In [21] and [22] , the Gaussian distribution and particle filter are well combined. In the proposed framework, after the deterministic sampling and the random sampling, the number of particles increases from m * N to (m + m * n) * N . In order to restore the number of particles to the original number, the resampling in the Gaussian sum particle filtering (GSPF) [22] is adopted. The step of the resampling is sorting the particles according to their weights in the descending order, and then retaining the first m * N particles.
B. THE HDRSPF ALGORITHM
In the hybrid deterministic and random framework, considering the estimation accuracy and computation load, we define m = 1, n = 1. The deterministic sampling filter is selected as the UKF algorithm and the random sampling filtering is taken as the PF algorithm. At first, the N particles are generated by transition density function as Eq (19) , and the new N particles are generated by combining the PF and UKF as Eq (20) . So, the number of the particles is 2 * N .
q(x k |x
. (20) The resampling in the GSPF is adopted to restore the number of particles to N . First, the likelihood of each particle is calculated. Then, the 2 * N particles are sorted according to their likelihoods in descending order. Finally, the first N particles are retained.
When the number of particles is reduced to N , the weight of each particle is required and normalized. Suppose that for N particles, a particles are generated by the random sampling filter algorithm, and b particles by the deterministic sampling filter algorithm (a + b = N ).
Then the expressions of weight are as follows
Then, at the k moment, the estimated value of the particle
k , the state covariance of the particle Therefore, the process of the HDRSPF can be expressed as Table 1 . VOLUME 6, 2018
V. SIMULATION RESULTS
In this section, the proposed HDRSPF is compared with the SPF [3] , UPF [13] and MMSPF [19] , for the single-dimensional and multi-dimensional simulation scenarios respectively. The root mean square error (RMSE) is used to measure the estimation accuracy.
A. SINGLE-DIMENSIONAL SCENARIO
Consider the following state space model, which is a classic example to measure the estimation accuracy of the filters. The model is also used in [19] . The equation of state and measurement can be expressed as
Where w k is a gamma Ga(3,2) random variable. and v k+1 is the Guassian noise with mean zero and covariance R = 10 −5 . The number of particles is set as N = 120. The simulation time is 30s, and the Monte Carlo simulation times are 300.
The simulation results are shown in Figure 2 . Figure 2 shows the RMSE of each algorithm in 300 Monte Carlo simulations. It can be seen that the state estimations of the SPF is the worst, because the measurement noise is small, which contains rich information of the true value. The performance of MMSPF is unstable, and the RMSE values are very large at 7s, 23s, 25s, 26s and so on. This is because there exists a random error in the selection of particles. The HDRSPF algorithm performs best, because the proposed algorithm combines the predictive information and measurement information, when generating the particles, and the measurements are taken into account when the particles are selected. Table 2 illustrates the performance comparison of each algorithm. It can be seen that the SPF algorithm has the least amount of computing time. The run time of HDRSPF algorithm is only 0.1s more than the SPF algorithm, which is much smaller than the MMSPF and UPF algorithm. In terms of RMSE, the proposed algorithm is the best. All numerical simulation results prove that the HDRSPF algorithm has a good performance in single-dimensional target tracking.
B. MULTI-DIMENSIONAL SCENARIO
Consider an example of uniform linear motion, which is a classic example to measure the estimation accuracy of the filters. The model is also used in [19] .and the state space model can be expressed as
Where
T denotes the state variable, which represents the position and the velocity of the x axis and the y axis respectively. w k denotes the process noise, which is the Guassian noise with mean zero and covariance matrix Q. The specific expression of F and Q as follows
In Eq. (25), Z k+1 = [r k+1 , θ k+1 ] T denotes the measurement variable, which represents the range and the bearing respectively. vC k+1 denotes measurement noise, which is the Guassian noise with mean zero and covariance R. The function h(·) and covariance R can be expressed as
In these simulations, the simulation time is selected as 30s. The Monte Carlo simulation times are 300 and the number of particles is 500. The initial value is [2000m, −50m/s, 2000m, −40m/s] T . The other parameters are set as: T = 1s, q = 0.5, σ r = 10m/s, σ θ = 0.004rad. The simulation results are illustrated in Figures 3-5 . Figure 3 shows a tracking effect of each algorithm. It can be seen that in terms of the uniform linear motion, each algorithm shows a good tracking effect. However, compared with other algorithms, the proposed algorithm is the closest to the true value. Figures 4 and 5 are the RMSE of position in the x direction and y direction respectively. It can be seen that the estimation effect of the UPF algorithm is much better than the SPF algorithm. The RMSE of the MMSPF algorithm is better than the SPF and UPF, because it takes advantage of the predictive and measurement information. The proposed HDRSPF algorithm is better than MMSPF, and the final filter accuracy of HDRSPF algorithm is also good, that is because the proposed algorithm is more reasonable in weight selection and particle selection. Table 3 demonstrates the performance comparison of each algorithm. It can be seen that the SPF algorithm has the least amount of computing time. The HDRSPF algorithm has a second less computing time and the UPF algorithm has the longest computing time. But in terms of RMSE, the proposed algorithm is the best, and the estimation effect of HDRSPF algorithm is obviously improved compared with other filter algorithms. These numerical results show that the proposed HDRSPF algorithm has a good performance in multi-dimensional target tracking.
VI. CONCLUSION
A framework of PF with hybrid sampling strategy has been proposed, where the particles are generated by hybrid deterministic and random sampling. The resampling strategy is used to reconstruct particles. Based on this framework, we developed a novel PF based on hybrid deterministic and random sampling, where the deterministic and random sampling are UT transform and Mont Carlo sampling, and the resampling method is the systemic sampling. Two numerical simulations are utilized to demonstrate the HDRSPF can always provide satisfactory estimation results, and compared with SPF, UPF and MMSPF, the proposed algorithm has much better overall performance.
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