In this contribution, we will analyse the importance of the fuzzy partition granularity for the linguistic variables in the design of Fuzzy Rule-Based Systems (FRBSs). In order to put this into e ect, we will study the FRBS behaviour considering uniform fuzzy partitions with the same number of labels for all the linguistic variables, and considering uniform fuzzy partitions with any number of labels for each linguistic variable. We will present a method based on Simulated Annealing in order to obtain a good uniform fuzzy partition granularity, that improves the FRBS behaviour. It is an e cient granularity search method nding a good number of labels per variable.
Introduction
Nowadays, one of the most important areas for the application of Fuzzy Set Theory is Fuzzy Rule-Based Systems (FRBSs). These kinds of systems constitute an extension of classical RuleBased Systems, because they deal with fuzzy rules instead of classical logic rules. Thanks to this, they have been succesfully applied to a wide range of problems presenting uncertainty and vagueness in di erent ways 2, 8, 14] .
An FRBS presents two main components: 1) the Inference System, which puts into e ect the fuzzy inference process needed to obtain an output from the FRBS when an input is speci ed, and 2) the Knowledge Base (KB) representing the known knowledge about the problem being solved, composed of the Rule Base (RB) constituted by the collection of fuzzy rules, and of the Data Base (DB) containing the membership functions of the fuzzy partitions asociated to the linguistic variables.
Therefore, two main tasks have to be performed in order to design an FRBS for a concrete problem: to select the fuzzy operators involved in the Inference System, i.e., to de ne the way in which the fuzzy inference process will be performed, and to derive an appropiate KB about the problem under solving. The accuracy of the FRBS in the solving of this problem will depend directly on both components.
Focusing on the second design task, many approaches have been presented to automatically learn the RB from numerical information (input-output data pairs representing the system behaviour) when there is no knowledge provided by an human expert. However, there is not much information about the way to derive the DB and most of these RB learning methods need of the existence of a previous de nition for it. A very common way to proceed involves considering uniform fuzzy partitions with the same number of terms for all the linguistic variables of the problem. Then, this DB will condition the behaviour of the nal FRBS. A method that obtain a good fuzzy partition for problems with a single input variable variable can be found in 17] .
The aim of this contribution is to analyse the in uence of the granularity of the fuzzy partitions in the FRBS performance. To be precise, we will deal with this problem from a double perspective:
We will try to give an answer to the question: is it a good operation mode to consider uniform fuzzy partitions with the same number of labels for all the linguistic variables?. We will also develop a method for obtaining good uniform fuzzy partitions nding a good granularity per linguistic variable. To do so, we will work with di erent RB automatic learning methods and we will compare their behavior when considering DBs with a di erent number of linguistic terms for each linguistic variable. The membership functions considered will always be triangular-shaped, symmetrical and uniformly distributed, thus making the granularity of the fuzzy partitions be the unique parameter of the DB having in uence on the learning method and, consequently, on the nal FRBS behaviour. Moreover, we propose a Simulated Annealing method that searchs a very good uniform fuzzy partition granularity, i.e., a granularity that produces an FRBS with good accuracy, and in some cases, the one with the best behaviour.
In order to put this into e ect, this paper is set up as follows. In section 2, we present the role of the DB in the FRBS design process. In section 3, we analyse the in uence of the uniform fuzzy partition granularity on the Fuzzy Rule-Based System behaviour. First, an study of the FRBS behaviour considering the same number of labels in each linguistic variable (section 3.1), and later, considering any number of labels in each linguistic variable (section 3.2). Finally the conclusions of the study are presented (section 3.3). In section 4, we present a Simulated Annealing method for obtaining a uniform fuzzy partition granularity with good behaviour. In section 5, some concluding remarks are pointed out. On the other hand, a short description of the learning methods used in the paper is given in Appendix A, while the characteristics of the problems considered as benchmarks are to be found in Appendix B. Finally, in Appendix C the Simulated Annealing procedure is shortly described.
The role of the Data Base in the design of FRBSs
The composition of the KB of an FRBS directly depends on the problem being solved. The best situation is when there is a human expert able to express its knowledge in the form of fuzzy rules, thus providing the de nitions for the DB (the relevant input and output linguistic variables for the system, the term sets for all of them and the membership functions of the fuzzy sets de ning their meaning) and for the RB (the fuzzy rules themselves). Unfortunately, this fact is not very common and either the expert is not usually able to provide all this information or there is no expert information about the problem under solving.
With the aim of solving this problem, in the last few years, many approaches have been presented to automatically learn the RB from numerical information (input-output data pairs representing the system behaviour) taking as a base di erent techniques such us: separate-andconquer algorithms based on data covering measures 2, 18] However, there is not much information about the way to derive the DB and most of these RB learning methods need of the existence of a previous de nition for it (although some of them are able to learn both the de nitions of the DB and the RB). A very common way to proceed involves considering uniform fuzzy partitions with the same number of terms (usually an odd number between three and seven) for all the linguistic variables existing in the problem. Triangular or trapezoidal-shaped membership functions are usually considered due to their simplicity.
Therefore, this operation mode makes the DB have a signi cant in uence on the FRBS performance. This is why some approaches try to improve the preliminary DB de nition considered once the RB have been derived. To put this into e ect a tuning process considering the whole KB obtained (the preliminary DB and the derived RB) is used a posteriori to adjust the membership function parameters to improve the FRBS behaviour (for some examples of these kinds of methods, based on Neural Networks and Genetic Algorithms, refer to 3, 9, 11]). Nevertheless, the tuning process usually only adjusts the membership functions shapes and not the number of linguistic terms in each fuzzy partition, which remains xed from the begining of the design process.
Although at rst sight, the selection of the granularity level in the input and output variable fuzzy partitions does not seem to be a DB design task as important as the choice of the membership function shapes for the linguistic terms, for example, it is really of signi cant importance. It plays an important role in many characteristics of the FRBS, such as the accuracy in Fuzzy Modeling or the smoothness in Fuzzy Control. Moreover, the granularity of the input variables speci es the maximum number of fuzzy rules that may compose the RB, thus having a strong in uence on aspects such us the complexity of the rule learning (a very large number of possible fuzzy rules makes it more complex), the interpretability of the FRBS (a desirable characteristic in some problems, such us Fuzzy Linguistic Modeling, which is di cult to achieve when the RB presents a large number of rules) or its accuracy (which is directly related to the granularity of the fuzzy input spaces).
3 Study of the in uence of the uniform fuzzy partition granularity on the Fuzzy Rule-Based System behaviour In order to compare the behaviour of the di erent FRBSs obtained, we have randomly divided the set of data pairs of all the benchmarks considered into two subsets denoted training set and test set. The former will be considered by the learning methods to derive the RB composition, while the later will be used to evaluate the prediction ability of the generated fuzzy models. The description of the benchmark problems can be found in Appendix B.
The mean square error of the FRBS over the training and test sets (MSE tra and MSE tst ) will be used as comparison measure for the di erent FRBSs obtained:
(ey l ? S(ex l )) 2 with E being the example set (training or test), S(ex l ) being the output value obtained from the FRBS when the input variable values are ex l = (ex l 1 ; : : : ; ex l n ), and ey l being the known desired value.
FRBSs with the same number of labels for each variable
In this part of the study, the three learning methods were run with the same number of labels for all the variables. Therefore each method was run seven times for each benchmark. The results, the MSE tra , the MSE tst and the number of rules (#Rul.), are shown in tables I, II, and III (where the best MSE tst value found in each method appears in bold type). Table II . Results for the optimal electrical network problem The analysis of these results leads us to point out two main conclusions:
Di erent learning methods design the FRBS with best behaviour (best MSE test ) using a di erent value for the fuzzy partition granularity. The di erence in the FRBS accuracy is signi cant enough to justify that the selection of fuzzy partition granularity is an important task, that must be adequately analysed during the RB learning process. The MSE tst obtained in tables I, II and III are showed also in Figure I . The general behaviour of the three learning methods is similar for each problem, but the best results are obtained using a di erent number of linguistic terms. On the other hand, it is interesting to observe that an excessively high number of labels can cause an over-learning problem. Particularly, considering the WM and D-Mogul methods in the electrical network distribution problem (table I), the FRBSs with best MSE tra use nine labels, while the value of the MSE tst in both cases is signi cantly worse than the one obtained by the Figure 1 : Comparative of the MSE tst obtained changing the number of labels FRBS with six labels (best MSE tst ). The over-learning problem is clear when is increased the number of labels per variable in the rice taste evaluation problem. The reason is the small set of data pairs available. When increasing the number of labels it is easier to learn the behaviour of the examples contained in the training set. However, the generalization capability is lost in the FRBS obtained. Hence, the more the granularity level is, the lesser the MSE tra and the higher the MSE tst are.
In view of these conclusions, an interesting operation mode to design an FRBS appears: to run the learning method as many times as posible values for the number of labels considered, maintaining this value equal for all the variables. Working in this way, we could nd the FRBS with best accuracy only with seven runs (3-9 labels). The cost of this study is relatively low, although it should be considered that some kinds of methods have a run time that grows exponentially with the number of labels.
FRBSs with any number of labels for each variable
Now, we are going to analyse the behaviour of the FRBSs obtained when considering all the posible number of labels for each individual variable. The study has only been achieved with the ad-hoc data covering methods (WM and EGM), because we try to nd the best granularity (according to the MSE tra or MSE tst ) and both are deterministic methods. Carrying out this study with non deterministic methods that can give a di erent FRBS in di erent runs (such as D-Mogul) is more complicated, because we could nd the best granularity for an initial seed, but we could not state that we have found the absolute optimal granularity for this problem and learning method. Moreover, non deterministic methods require a lot of run time in the most cases. In our case, considering the said interval (3-9 labels), it would be needed 7 n runs, being n the number of problem variables and 7 the number of possible values of labels. The best results obtained in this study are shown in We can see that the fuzzy partition granularity that shows the best results (both MSE tst and MSE tra ) is di erent in the two methods for all the benchmarks. The reason is that each method uses the information contained in the DB in a di erent way during the learning process.
At this point, it seems interesting to use the best fuzzy partition granularity for one learning method in the other learning methods, in order to check if these granularity levels produce FRBSs with good performance, or at least, with better behaviour than the best one obtained when considering the same number of labels for all the variables. For this comparison, we will use the fuzzy partition granularity that produce the FRBS with the best MSE tst .
The results are shown in table V, where the rst column ("Best Granul. . . . ) contains the results of the FRBS with best MSE tst obtained for each method considering the same number of labels for every variable. The remaining columns ("With best . . . ") show the parameters associated to the FRBS obtained using the best granularity found in the WM and the EGM method respectively. The latter two columns comprise three subcolumns: the number of labels getting the best MSE tst , the MSE tst obtained using the associated number of labels and the percentage improvement of this measure with respect to the MSE tst obtained in the rst column.
Best Granul.
With As it can be observed, the use of the granularity that produces the best MSE tst for an speci c learning method in other learning method relatively causes good behaviour. In some cases there is a high performance improvement with respect to the best MSE tst found considering the same number of labels for all the variables. In other cases, the improvement is very small, and there are some cases where the accuracy decreases. Now, we present a similar study, but considering the fuzzy partition granularity that produce the FRBS with the best MSE tra :
Best Granul. The results obtained using the best MSE tra are very similar to the obtained using the best MSE tst and the same conclusions can be drawn: To use the best fuzzy partition granularity in MSE tra for one learning method in other learning method not always cause good behaviour.
In view of these results, we can assert the following conclusion:
The granularity of an FRBS with good accuracy obtained with an speci c learning method do not have to produce an FRBS with good behaviour if it is used with other learning method, i.e., the granularity of an speci c problem depends not only on the problem itself but also on the learning method considered.
On the other hand, as shown in tables IV, V and VI, the accuracy di erence (both MSE tst and MSE tra ) among the FRBSs obtained with one granularity level and another clearly justi es the need of a granularity search in order to nd the FRBS with best performance, or at least, with an appropiate one. Obviously, it must be developed in a reasonable time. As was mentioned before, it seems to be di cult to run the learning method with all the possible granularity levels, especially with non-deterministic methods. To solve this problem, an e cient granularity search method based on Simulated Annealing will be presented in next section.
A Simulated Annealing Based Method to Obtain a Good Uniform Fuzzy Partition Granularity
Given a Rule Base learning method and an speci c problem, our aim is to nd the optimal granularity level for each problem variable maintaining uniform fuzzy partitions. Therefore, each candidate solution is a concrete granularity level (the number of labels for each variable), and the cost function (Cost()) is based on the MSE tra of the FRBS obtained with the learning method using that granularity. This is an NP-problem; where considering seven posible values per variable (f3-9g) and N variables, the search space is 7 N . To do so, we will consider the Simulated Annealing procedure (SA) described in Appendix C. The number of iterations is calculated depending on the maximum number of solutions that can be generated and the number of solutions (state transitions) in each iteration. In our proposal of SA procedure there is a relaxation of the number of state transitions for each iteration: as described in table VII, the number of accepted solutions is limited to N 2 . The reason is clear, when the temperature is high at the begining of the algorithm, a large number of accepted solutions can make the procedure go far away from the optimal solution. To solve this, a limited number of accepted solutions per iteration must be selected. Other experiments were made changing the number of state transitions in each cooling (N 4 ), and considering other parameters in the initial temperature calculus ( 2 0:1; 0:3] and 2 0:1; 0:3]). However, the results are similar, and sometimes worse, with a higher run time.
Three stopping criteria have been considered in order to reduce the run time of the procedure. They are shown in table VIII. It is interesting to point out that in all the runs done the procedure nished due to the rst or second stopping criteria.
Number

Stopping criteria 1
The maximum number of iterations allowed without global improvement is reached 2
No solutions was accepted in the last iteration 3
The maximum number of solutions have been generated The implementation of our SA procedure incorporates a taboo record of explored solutions, along with their cost, in order to eliminate the possibility of redundant executions of the learning method, with the consequent saving of run time. We have considered two possibilities for the initial solution: an information based one, wich considers the granularity with the same number of labels per variable producing the best MSE tra for the problem, and a random initial soution. The results are shown in tables IX, X and XI, with the following columns:
The initial granularity (denoted by S o ). The granularity found for the SA procedure (denoted by S f ).
The improvement percentage between the solution found and the initial solution (regarding to the MSE tra ).
The worsening percentage between the solution found and the best granularity for this method (again regarding to the MSE tra ). This last eld do not appear in the D-mogul problem. The number of solutions generated. The number of solutions evaluated (learning method runs). The last two elds allow us to know about the SA run time. In Table XI WM 9 9 9 9 9 32337.4 33504.9 9 7 7 8 9 26217.9 35800.8 23.3% 5.4% 978 114 9 9 9 9 9 32337.4 33504.9 9 7 7 8 9 26217.9 35800.8 23.3% 5.4% 633 115 S b : 9 9 9 9 9 32337.4 33504.9 9 3 7 7 9 25827.5 33205.3 25.2% 3.85% 833 91 5 7 7 7 9 9 9 9 9 9 32337.4 33504.9 7 7 6 9 9 26097.1 33403. gen. eval. method S f vs So S f vs S b sol. sol. Granul. MSEtra MSEtst Granul. MSEtra MSEtst (M SEtra) (M SEtra) WM 9 9 9 9 9 9 0.00052 0.03403 7 8 9 8 9 9 0.00043 0.02816 17.3% 2.3% 1512 70 9 9 9 9 9 9 0.00052 0.03403 9 9 9 8 7 9 0.00042 0.03771 19.2% 0% 1080 50 S b : 9 9 9 9 9 9 0.00052 0.03403 7 8 9 8 9 9 0.00043 0.02816 17.3% 2.3% 1276 141 9 9 9 8 7 9 9 9 9 9 9 9 0.00052 0.03403 7 8 9 8 9 9 0.00043 0.02816 17.3% 2.3% 1512 70 8 7 7 6 4 6 0.00168 0.01097 9 9 9 8 7 9 0.00042 0.03771 75.0% 0% 1946 382 MSEtra: 3 5 3 3 9 4 0.00401 0.00438 9 9 9 8 7 9 0.00042 0.03771 89.5% 0% 2614 961 0.00042 3 8 6 9 8 8 0.00150 0.03159 7 8 9 8 9 9 0.00043 0.02816 71.3% 2.3% 1061 493 9 4 4 8 6 9 0.00157 0.01054 9 9 9 8 7 9 0.00042 0.03771 73.2% 0% 1209 403 EGM 9 9 9 9 9 9 0.00033 0.02029 9 9 9 9 7 9 0.00032 0.01084 3.0% 0% 1455 66 9 9 9 9 9 9 0.00033 0.02029 9 9 9 9 7 9 0.00032 0.01084 3.0% 0% 1439 80 S b : 9 9 9 9 9 9 0.00033 0.02029 9 9 9 9 7 9 0.00032 0.01084 3.0% 0% 1487 117 9 9 9 9 7 9 9 9 9 9 9 9 0.00033 0.02029 9 9 9 9 7 9 0.00032 0.01084 3.0% 0% 1496 63 8 7 7 6 4 6 0.00102 0.01072 9 9 9 9 7 9 0.00032 0.01084 68.6% 0% 973 313 MSEtra: 3 5 3 3 9 4 0.00353 0.00268 9 8 9 9 8 9 0.00034 0.01029 90.3%
6.2% 938 676 0.00032 3 8 6 9 8 8 0.00085 0.00090 9 9 9 9 7 9 0.00032 0.01084 62.3% 0% 2191 386 9 4 4 8 6 9 0.00103 0.00170 9 9 9 9 7 9 0.00032 0.01084 68.1% 0% 2590 466 Table XI . Results for the rice taste evaluation problem According to the results of the SA procedure, we can state that our proposal satis es the inital objective: "to nd a good granularity level for a determinated problem and learning method in a reasonable time". The results are of signi cative importance in problems with a high number of variables, where the number of possible granularity levels is very high and the possibility of an exhaustive search is almost impossible. In fact, in the majority of the experiments developed for the optimal electrical network problem and the rice taste evaluation problem (5 and 6 variables respectively), the optimal granularity is found with a low cost with respect to the search space size.
Concluding Remarks
Our aim in this contribution was to show the signi cative importance of the fuzzy partition granularity in the FRBS accuracy and to propose an e cient granularity search method. Therefore, an FRBS with better performance can be designed with no need to change the learning method used and maintaining uniform fuzzy partitions.
As regards the analysis of the in uence of fuzzy partition granularity on the FRBSs behaviour, we can state that there is not an "absolute" granularity level that generates the FRBS with best behaviour (in both MSE tra and MSE test ) for all the learning methods, i.e., an appropiate DB depends not only on the problem, but also on the RB learning method considered. On the other hand, we have proved that the improvement obtained using a good fuzzy partition granularity is very high. Therefore, we can assert the next conclusion:
The choice of the fuzzy partition granularity is an important task for the FRBS design, that should be considered since the begining of the design process. With respect to the granularity search method proposed, our SA procedure nds a good granularity level (in some cases the best) with a very low cost if it is compared with an exhaustive search. It is interesting to say that the best results were obtained in the problems with more variables, i.e., those presenting a greater search space. On the other hand, the parameters used in the SA procedure only depend on the number of variables of the problem considered.
We think that the next step should be to relax the form of the membership functions and to consider not only a di erent number of labels but also non uniform fuzzy partitions. Our future work will be focused on this objective.
1. An iterative RB generation process of desirable fuzzy rules able to include the complete knowledge of the example set. 2. A genetic simpli cation process, which nds the nal RB able to approximate the inputoutput behavior of the real system. It is based on eliminating some unnecessary rules from the rule set obtained in the previous stage, avoiding thus the possible overlearning, by selecting the subset of rules best cooperating. 3. A genetic tuning process of the DB used that adjusts the membership functions in order to improve as far as possible the accuracy of the nal KB.
In order to compare all the RBs obtained by considering uniform fuzzy partitions, the third step of this method has not been used in the experiments presented in this paper.
Appendix B: Problems used as benchmarks in this paper B.1. Total low voltage line length installed in a rural town
The rst of the problems considered is that of nding a model that relates the total length of low voltage line installed in a rural town 6]. This model will be used to estimate the total length of line being maintained by an electrical company. We were provided with a sample of 495 towns in which the length of line was actually measured and the company used the model to extrapolate this length over more than 10.000 towns with these properties. We will limit ourselves to the estimation of the length of line in a town, given the inputs mentioned before. The training set contains 396 elements and the test set contains 99 elements. The second problem has a di erent nature, since we will not deal with real data but with estimations of minimum maintenance costs which are based on a model of the optimal electrical network for a town 6]. These values are somewhat lower than the real ones, but companies are interested in an estimation of the minimum costs. Obviously, real maintenance costs are exactly accounted and hence a model that relates these costs to any characteristic of real towns would not be of a great practical signi cance. We were provided with data concerning four di erent characteristics of the towns and their minimum maintenance costs in a sample of 1059 simulated towns. In this case, our objective was to relate the last variable (maintenance costs) with the other four ones. The training set contains 847 elements and the test set contains 212 elements. The Metropolis algorithm describes the process in which liquids crystallize: at high temperatures the energetic particles are free to move and rearrange; at low temperatures, the particles lose mobility as a result of decreasing energy, nally settling down to an equilibrium state resulting in the formation of a crystal having the minimum energy.
SA searches for the optimal solution or con guration of a combinatorial optimization problem. Let us suppose one needs to minimize a cost function described by many variables. A simple iterative scheme known as local search could be performed to nd the minimum cost. During a local search process, an initial solution is given and then a new solution is proposed at random. If the cost of the new solution is lesser than that of the current solution, then the current solution is replaced by the new solution. If the cost of the new solution is higher than that of the current solution, a new solution is proposed again at random. This procedure continues until the solution with the minimum cost is found. Unfortunately, a local search may get stack at local minima. To alleviate the problem of getting trapped at local minima, SA occasionally allows "uphill moves" to solutions of higher cost. This is the essence of SA.
The acceptance probability of a new generated solution (S cand ), respect to the actual solution considered (S act ) is governed by the Metropolis criterion: P accept: (S cand SA requires two operations: a thermostatic operation known as a cooling schedule, which guides the decrease of the temperature, and a stocastic relaxation process that searches for the equilibrium solutions at each temperature. It can be demostrated that SA is capable of reaching the optimal solutions asymptotically; that is, the proof assumes that the procedure undergoes an in nite number of transitions. To be practical, SA has to be implemented in nite-time. Otherwise, it will not have any advantage over a very simple random search.
Therefore, it is neccesary to specify an initial temperature, a cooling scheme to decrease the temperature, a criterion for determining the number of state transitions per temperature, the nal temperature and the stopping criterion of the procedure. There are di erent cooling schedule proposed in the specialiced literature 15]. As regards the initial temperature value, we will use the next formula:
T o = ? ln( ) Cost(S o ) with T o being the initial temperature, S o being the initial solution and being the probability of acceptance for a solution that can be per 1 worse than Cost(S o ). These two last parameters are de ned in the interval 0; 1].
The basic operation mode of SA, adapted to our problem, is described in gure II. 
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