Planning with sensing uncertainty is central to robotics. Sensor limitations often prevent accurate state estimation of the robot. Two general approaches can be taken for solving robotics tasks given sensing uncertainty. The first approach is to estimate the state and to solve the given task using the estimate as the real state. However, estimation of the state may sometimes be harder than solving the original task. The other approach is to avoid estimation of the state, which can be achieved by defining the information space, the space of all histories of actions and sensing observations of a robot system. Considering information spaces brings better understanding of problems involving uncertainty, and also allows finding better solutions to such problems. In this paper we give a brief description of the information space framework, followed by its use in some robotic tasks.
Introduction
Often robots have to plan and execute tasks while being uncertain about their configuration and the environment in which they are acting. From a robotic perspective, the state of a robot system, or simply the state, represents the information that together with the control input, fully specifies the situation of the robot system. It refers to the position in space, velocities in joints or wheels, levels of energy consumption, the environment in which the robot is in, etc. Classical approaches for robot planning assume a perfect knowledge of the robot state. Such perfect knowledge is virtually unattainable, given noisy readings from the available sensors and limitations on the number of sensors the robot can have. Therefore, some crucial information may simply be unavailable to the robot (for example, the information about the orientation is not available to the robot without a compass). Therefore, many research efforts have been focused on the estimation of the state. If such estimations are reliable, they can be considered as the true robot state, forgetting that there is uncertainty in the state information. In control theory, for example, the concept of an observer is well understood [2] , and if the observer converges sufficiently fast, the value of the state variables of the observer is taken as the value of the state variables of the system. In mobile robotics, simultaneous localization and mapping (SLAM) approaches have received considerable attention in recent years [3, 21] . The goal of the SLAM approaches is to correctly estimate the current state of the robot. However, an interesting approach is to avoid the state estimation all together. In fact, the necessity for the knowledge of the robot state can be considered as an artifact of a planning algorithm. While knowing the state of the robot is sufficient to solve a task, it may not be necessary. In other words, a robot may not know its current state, and still be able to solve a specific task. It has been shown in numerous robotics works that robots can efficiently solve complicated tasks with no estimation of its current state. Much of the early work in this direction was in the context of object manipulation [9, 20] . Other work includes information invariants [5] , sensor design [8] , bug algorithms for navigation [19, 13] , robot localization [6] , POMDPs [16] , and error detection and recovery [4] .
All of these works present seemingly different approaches for solving given robotics tasks. In this paper we describe a framework based on information spaces that generalizes planning strategies for robotic systems with sensing uncertainty. For this we first formulate the general planning problem presented to the robot. This usually includes: the state space, i.e. the set of states of the robotic system (robot and environment); the action space, i.e. the set of actions that the robot can perform; the observation space, i.e. the set of observations that is available to the robot from sensors; sensor mappings, which produce an observation for each state of the robot; state transition function, which produces Fifth International Workshop on Robot Motion and Control, June [23] [24] [25] 2005 a state for each action; and the goal, which is expressed in terms of the histories of actions and observations. Planning problems with sensing uncertainty are naturally expressed in terms of information states, and the space where they live, the information space. In this paper we explore some results for robot planning in the information space framework. There are many exciting open research problems with information spaces. It is our hope that this paper will stimulate further research in analyzing the information spaces for robotics systems and bring more efficient strategies for solving robotics tasks.
Preliminaries
In the following discussion, let X be a set called the state space, and let U(x) the set of actions available to the robot from state x e X. At each stage k, it is assumed that a nature action 9k is chosen from a set 8(xk, Uk), given the current state of the robot xk E X, and the action executed Uk E U(xk). The role of O(Xk, Uk) is to model events the robot cannot control. For example, it can model control execution inaccuracies, unpredictable changes in a dynamic environment, etc. Let f be the state transition equation, that produces a state, f(x, u, ) for every x E X, u E U and 0 eO(x, u). Note that f is not known for every planning problem. For simplicity of presentation, we assume that time is discrete. The continuous time case is developed in [17] . For a more extensive description see [17, 23] . A robot may retrieve information regarding its state from three sources:
1. Initial conditions. The initial conditions refer to all the information the robot is given prior to the planning task. For example, the initial state x1 e X may be given, or the initial state may lie in a given subset X1 C X. Also, the initial state may follow a given probability distribution P(xi) Given that the derived information state is always a subset of X, the derived information space denoted by 10, can be defined as 10 = 2X. Note that if X is finite, 10 is also finite, which makes it preferable if the number of stages is much larger than the size of X. The derived information space developed until now is nondeterrnirnistic. Derived information spaces can be obtained also from probabilities distributions. Examples of such spaces are presented in Section 3.5, and are described extensively in [17] .
Examples of Information Spaces
In this section we present several examples in which the state is unknown, and the concept of information space comes naturally. We do not intent to give a full range of applications, rather, the examples are drawn from our previous work instead. As we said in the introduction, we hope for an increased interest in information spaces, since they offer an exciting point of view from which robotic problems can be solved.
Visibility-based pursuit-evasion
In the pursuit-evasion problem, a robot, called the pursuer, has to move in such a way that it could find another robot, called the evader. In a complete antagonistic setting, the evader does not want to be found, and can move arbitrarily fast compared to the pursuer. Assume that the pursuer has a map of the environment, and it is perfectly localized with respect to this map. How should the pursuer plan its movements in order to find all of the evaders? The answer depends on which sensors are available to the pursuer. Since the pursuer does not know where the evaders are, we can provide the pursuer with an ideal sensor called the evader locator, which when used, will tell the location of the evaders to the pursuer. While this is a valid formulation of the pursuit-evasion problem, its solution is trivial, given that we provided the pursuer with perfect information of the state of the task. Thus, a more interesting formulation considers providing the robot with sensors that report robot only local information. For example, providing the pursuer with a camera, can only tell weather an evader is present in the current visible region, or not. This version of the pursuit-evasion problem was presented in [10] , and we describe it here from the information space framework. Formally, assume that the pursuer moves in a connected open set R C R2. The boundary, AR, of R is assumed to be polygonal and simply-connected. The evader is modeled as a moving point in R. as a point, with position p(t). The pursuer has an exact geometric representation of R, and it is perfectly localized with respect to R. The pursuer also has a visibility sensor, which returns the visibility region from its current position. For a point q E R, the visibility region W(q) includes all the points in R that can be joined with q through a line segment without intersecting JR. 
Since the pursuer position is always known, the interesting part is the subset of R in which the evader may lie. Thus, the derived information state can be expressed as Xt(nt) -(p(t), E(rt)), in which E(nt)) is the smallest subset of R that is known to contain the evader, given T7t- The visibility region divides R in several shadow regions, which are regions that are not visible to the robot (Figure 1) . When the evader may be hidden in one of these regions, the region is said to be contaminated, otherwise it is said to be cleared. As the pursuer moves, the shadow regions appear, disappear, merge or split. Such events, called visual events, are produced by combinatorial changes in the visibility region. The visual events provide the only way to vary E(77t). For example, if a shadow region disappears, it means that the given region is now visible to the pursuer, and thus does not contain the evader. Also, if a contaminated region merges with a cleared one, the new region should be labeled contaminated, and so on. The visual events induce a decomposition of R, called the aspect graph [14] , or the visibility-cell decomposition [11] . In these decompositions, if the robot moves inside a cell there is no significant change in information. The robot receives roughly the same information from the sensors. Such movements are called conservative in the sense that they preserve the current robot's information. In contrast, when the robot crosses one of the cells' boundary edges, the structure of the visibility region suffers a drastic change, and the robot's information may be modified [7] . In these case there are two kinds of visual events. One kind is triggered when the robot crosses an environment's boundary generalized inflection ray, and the other when it crosses the complement of bitangent line segments of the boundary. An inflection is a change in the sign of the curvature of the environment's boundary. We use the term "generalized," as in [18] , to include polygonal boundaries. Given a generalized inflection, an inflection ray is found by extending a ray from the inflection until it hits another point of the environment's boundary. A bitangent line segment is a segment completely contained in the environment representation, whose supporting line is tangent to two points of the boundary, and whose endpoints are these points of tangency. A common general position assumption is that no line is tangent to more than two points of the boundary (thus the term bitangent). For each bitanigent, its complement is found by extending outward from each point of tangency until the environment's boundary is hit again (see Figure 3 ).
With this decomposition we can collapse the information space even further. It was proved [11] [24] . As shown in [27, 12, 26] , a robot using a gap sensor, with no other sensing ability assumed (it has neither a compass nor a reliable odometer) can compute shortestpaths information for unknown environments, localize itself and perform pursuit-evasion. The ideal gap sensor can be easily realized through a range sensor (i.e., laser or sonar) or using computer vision techniques.
Each gap hides a connected region of the environment that is occluded to the robot from its current position. A label of "'" or "R" is assigned to a gap to indicate the direction of the part of R that is hidden behind the gap. This corresponds to transitions of the gap sensor from "far to near"' (left) or "near to far"' (right), if the gaps are detected by a counterclockwise scan with respect to the robot's heading (see Figure 2. (a)).
When the robot moves in the environment, the gaps, as reported by the gap sensor, may change. It is assumed that the robot can track the gaps at all times and record any topological change. There are four possible ways in which gaps change: If a gap appears, the region behind it was just visible to the robot, but now is "hidden" by the gap. Similarly, when a gap disappears, the region of the environment behind the gap is now visible to the robot. With bitangents, exactly two gaps may merge into one, and one gap splits exactly into two gaps. These four gap topological changes are called the gap critical events. Appearances and disappearances of gaps are related to generalized inflections of OR. As illustrated in Figure 3 (a), appearances and disappearances of gaps occur when the robot crosses inflection rays. Merges and splits of gaps, are related to the bitangents of OR, and they occur when the robot crosses bitangent complements. (Figure 3 (b) ). Note that R need not be a polygon, but may be any piecewise-analytic closed curve. In this sensing model, the observation space Y is defined by the set of all of the ordered circular sequences of possible readings of gaps. Thus, {L, L, R} E Y correspond to a sensor reading where two "left" gaps and a "right,' gap are detected. Note this sensor reading is indistinguishable from {R, L, L} and {L, R, L}, since a compass is not available. Even more, with only gap readings, the exact position of the robot cannot be determined, and different neighborhoods of points will generate the same sensor reading across the whole environment. The input space is determined by the gap chasing movements (commands to the robot to move towards a gap).
Encoding information states
Remember that the robot can track the gaps all of the time and record any of their topological changes. Thus, it can detect that from the transition {Li, R1, R2, L2} to {L1, R2, L2}, the gap R1 disappeared. The gap sensor only will report to the robot that a gap, detected before in this order, disappeared, for example. This identification of gaps is implicit at the sensor level, and it is possible if we assume coherency between the robot's motion and gap changes (i.e., small position changes of the robot will produce small angular position changes in the gaps). There is a very close relation between the visibility graph and the Gap Navigation Tree. Once the GNT is known for an environment, it can be shown that the robot follows optimal paths in distance, even though no distance information was ever measured [27] . Adding cleared and contaminated labels to the gaps, pursuitevasion in the absence of a map can also be solved [12] . One interesting observation is that the GNT induces an equivalence relation in the set of environments with piecewise-analytic closed curves boundaries. For example, all the environments in Figure 4 have the same family of GNTs. This means that with the GNT framework, the robot cannot disambiguate one from another.
Bitbots
In the previous examples, we used visibility information directly, either by computing it from a map, or by detecting visibility changes through the gap sensor. Now we present an example in which the robot solves visibility-tasks without any visibility related sensor. In fact, the robot, called a Bitbot [28] , has only one sensor, a contact sensor. The contact sensor indicates whether The state space is defined as X C R 2 x E, in which each valid state x -(q,e),q E Qe,e E E represents the Bitbot position q with respect to the environment e it is in. The set E represents all possible environments the Bitbot may be in. Since neither e nor q are known to the robot, the state is unknown. The observation space is determined by the output of the contact sensor. We assume that the contact sensor indicates if the robot is currently in contact with a reflex vertex (i.e., a corner) of the environment, in contact with a non-reflex vertex, or in contact with a wall. Thus Y -{reflex, nonReflex, wall, noContact}. The action space, U = {goRight, goLeft, goRightOff, goLeftOff}, represents the actions to move right and left along the walls, or right and left along the walls followed by going of from the reflex vertices. Given a reflex vertex v in the environment boundary, consider an edge incident to this vertex, with maximal extension inside the environment. When the robot decides to go straight of the reflex vertex, it follows exactly this segment, which is called a cut. For each reflex vertex there are two cuts, corresponding to the two incident edges at this vertex. An example of a polygon with the set of all of the cuts is shown on Figure 5 . Consider an environment representation in which nodes representing the polygon vertices are arranged in a circle, respecting its circular order along the boundary. Each edge in the polygon has its counterpart along the circle too. For each cut in the polygon, a chord is added to the circle, from a node corresponding to the reflex vertex to the corresponding edge. This representation, called the cut Figure 6 : Some polygons having the cut diagram shown in Figure 5 .
diagram of the polygon, contains the information related to inflections and bitangents of the environment boundary, as it is shown in [28] . Particularly, through the diagram we can conservatively determine weather two given reflex vertices may be endpoints of a bitangent in the environment. This test is conservative because two vertices may be said to form a bitangent when in fact they do not. This is because different polygons will share the same cut diagram, and for some of them the bitangent does exist ( Figure 6 ). Figure 9 shows a localization policy that originally appeared in [22] . This policy will eliminate segments from the information state first, then iteratively merge pairs of the remaining points until the information state is a single point. A more complex example appears in Figure 10 . Each Gaussian is specified by an n-dimensional mean vector, ,u, and an n x n symmetric covariance matrix, P(Xk n Yk) -P(XkI Yk)P(Yk) -P(Ykl Xk)P(Xk).
Probabilistic information spaces
Bayes rule requires the knowledge of P(xk), which is replaced by a derived information state1. Since each information state is a probability distribution over X, 1In this context, derived information states have been also called belief states.
it can be written as P(Xkl 77k), if it is derived from 77k.
As before, derived information states can be computed inductively [17] . In this case, the derived information space is the set of all probability distributions over X. Thus, the planning problem can be expressed again entirely in terms of the derived information space. A goal region can be specified as constraints on the probabilities. For example, for some particular x E X, the goal might be to reach any derived information state for which P(Xl7k) > 0. [16, 29] . The problem is clearly very difficult, since the dimension of the space grows linearly with the number of states.
Conclusions
In this paper we have presented information spaces, a notion which combines all planning problems for robots with sensing uncertainty into one framework. Each information state represents the current knowledge of the robot about its progress after taking each action and sensor measurement. We have described several examples of information spaces for different problems, such as pursuit-evasion tasks for robots with different sensing capabilities and robot localization. These examples show that considering planning problems in terms of information spaces allows a better understanding of the structure of the problem. Moreover, the solutions for robotics tasks naturally lie in the spaces of information states, which allows finding better plans for the robots. Considering information spaces opens new opportunities for characterizing the robotics tasks. It is possible to characterize sensors based on their power. By comparing generated information spaces, it is also possible to design robots with minimal sensor requirements for a given task. This was shown on the example of pursuitevasion task, which was solved with robots with hierarchy of sensors. Information spaces also characterize the essential information needed to solve the required tasks by allowing the design of task specific sensors, as was shown in the presented example on localization. There are many opportunities to contribute the research on planning for mobile robots using information spaces. It is our hope that this work will stimulate this direction to progress.
