We describe a GPU-based computational platform for sixdimensional configuration mapping, which is the description of the configuration space of rigid motions in terms of collision and contact constraints. The platform supports a wide range of computations in design and manufacturing, including three and six dimensional configuration space obstacle computations, Minkowski sums and differences, packaging problems, and sweep computations. We demonstrate dramatic performance improvements in the special case of configuration space operations that determine interference-free or containment-preserving configurations between moving solids. Our approach treats such operations as convolutions in the six dimensional configuration space that are efficiently computed using the Fast Fourier Transform (FFT). The inherent parallelism of FFT algorithms facilitates a straightforward implementation of convolution on GPUs with existing and freely available libraries, making all such six dimensional configuration space computations practical, and often interactive.
Introduction
One of the classical problems in solid modeling and robotics is the computation of configuration space maps, commonly encountered in spatial planning problems. The configuration space approach [20, 23] to spatial planning transforms the dynamic problem of finding free or non-colliding paths for a tool or robot moving with six degrees of freedom to the static problem of finding a one-parameter curve or path in the six dimensional configuration space of rigid motions. The path is found in the complement of the configuration space obstacle, which corresponds to all the configurations that cause collision with physical obstacles, bounded by a hypersurface in configuration space corresponding to all contacting configurations. The free, contacting, and colliding configurations thus form a partition of configuration space into disjoint components. The configuration space map is the classification of every possible configuration of the moving tool into one of these components of configuration space [46] . Rather than explicitly classifying every point in 6d configuration space, it is easier to implicitly define the configuration space map by constructing the configuration space obstacle and employing membership classification of all configurations relative to the obstacle and its boundary.
Computing the complete configuration space map for realworld engineering problems is considered impractical, since applications are limited by the ability to compute and represent manifolds in 6d configuration space. Practical approaches require workarounds such as simplifying geometry by either using the convex hull or a coarse bounding box, constraining the degrees of freedom of the tool, locally/stochastically sampling configuration space, or reducing the dimension of the problem. Nevertheless, in addition to motion planning applications, low di-mensional configuration space maps have been used to formulate many problems in design and manufacturing. For example, three dimensional configuration space maps of planar shapes are used in fixture design [3] and mechanism analysis [27] . Translational configuration space maps (in two and three dimensions) are considered particularly important since the translational configuration space obstacle is constructed in terms of the Minkowski sum [20, 23] , an operation used in applications as diverse as containment and packaging [17, 29] , layout design [2] , cutter path verification [15] , offsetting [22] , and image processing [41] .
In mechanical design and CAD, related operations of sweeps and the dual unsweep are used widely for shape representation [36] , shape design with motion constraints [17] , computing envelopes of moving shapes [26] , and constructing workspaces of mechanisms [28, 43] to name a few applications. Other applications of six dimensional configuration space map computations include determining motions that generate a swept set from a specified base shape, and symmetry detection of shapes [24, 34] .
All configuration space applications can be classified into one of three types using the framework provided by group morphology [24] . Defining a filter as a subset of configuration space interpreted as a set of transformations, and a shape as a closed and bounded subset of R 3 , the types of morphological problems that may be formulated in configuration space are of the form Filter × filter → filter. Such problems are computed entirely in 6d configuration space without any recourse to lower dimensional approaches. An example of such a problem is workspace computation of mechanisms and reconfigurable devices. These problems may be computed on the GPU by sampling primitive sets in configuration space and computing pairwise products of transformations in parallel as demonstrated in [34] Filter × shape → shape. Such problems amount to effective computations of dilations and erosions, which are generalizations of the one-parameter sweep and unsweep operations to transformations of shapes by arbitrary subsets of configuration space. We demonstrate how dilations and erosions can be effectively computed on the GPU as a consequence of the configuration space map computations. Shape × shape → filter. Such problems are formulated via configuration space operations that determine interference-free or containment-preserving configurations between moving solids. They typically involve computing the configuration space map in one form or the other, and constitute the target applications of computations presented in this paper. As we will subsequently discuss, computing 6d configuration space maps can be simplified in terms of several efficient 3d Minkowski sum computations.
The main contribution of this paper is a theoretically sound, efficient, and practical solution to the last problem: we present a GPU assisted method for rapid sampled approximation and exploration of the 6D configuration space map. The technique also subsumes fast voxelized Minkowski sum computations using convolutions on the GPU. The paper is organized as follows: in Section 3 we show the formulation of the configuration space map in terms of Minkowski sums with rotations. In Section 4 we discuss formulation of Minkowski sums in terms of convolutions and their implementation using Fast Fourier Transforms (FFT). In Section 5 we discuss the sampling of three dimensional rotations using the Hopf fibration as proposed in [47] , required for accurately approximating the configuration space map. In Section 6 we show the implementation of configuration space maps on the GPU using rotations and sliced convolutions implemented as FFTs. The Minkowski sum/convolution and rotation are both implemented in orders of milliseconds for voxelized shapes with sizes within GPU memory capacity. Finally in Section 7 we demonstrate an application in interactive 6d configuration space exploration for accessibility analysis involving industrial scale parts. The demonstrated computations and applications show that configuration space computations, while often considered intractable in the past, can be performed effectively and rapidly on modern computers.
Related Work
The configuration space approach to planning problems involves constructing a map that partitions configuration space into three disjoint components called the free space, contact space, and obstacle space [5, 6, 11, 39, 46] . The flagship application for spatial planning using configuration spaces has been the robot motion planning problem, where physical obstacles are mapped to configuration space such that planning the motion of the robot transforms into the problem of planning the motion of a point [20] around the six dimensional shape representing the obstacle space. For a detailed survey of configuration space maps applied to robot motion planning problems, readers are referred to [46] .
In practice the dimension and convexity (or the lack thereof) of the robot and obstacles significantly affect the difficulty of constructing the C-space map. Approximations of the exact motion planning problem are often obtained by either projecting the obstacles into a lower-dimensional subspace of configuration space thereby restricting the robot's degrees of freedom, or simplifying the shape and relying on more conservative motion planning. A third approach uses the property that the obstacle space can be constructed as a sequence of slices in the configuration space where each slice represents all the positions achievable in a particular orientation [5, 39] . Each slice is obtained by constructing the translational configuration space obstacle for the robot in the appropriate orientation. Furthermore, it is well known that the translational configuration space obstacle can be computed via the Minkowski sum [20] . Using the slicing approach, in this paper we show approximations of six dimensional configuration space maps without assumptions on the convexity of the input sets.
Minkowski sum computation is one of the fundamental problems in solid modeling due the vast scope of applications, with several approaches proposed by researchers. A comprehensive review of work on Minkowski sums is beyond the scope of this paper and readers are referred to [22, 29, 41, 44] for more in-depth treatment of the subject. One approach to computing Minkowski sums that has not received much attention is via the convolution of indicator functions [40] , which gives the basis for efficient algorithms using the FFT [18] . In solid modeling literature the term convolution is often used in the context of Minkowski sums [21, 32] as the superset of the Minkowski sum boundary obtained by taking the Minkowski sum of the boundaries of the primitive sets (
. This is a separate concept altogether from convolution of functions in three distinct ways: the primitive sets are represented as polyhedra or parametric surfaces and not as functions, only the boundaries of the primitive sets ∂ A, ∂ B are represented and therefore ∂ A ⊕ ∂ B must be pruned after convolution to obtain a correct representation of ∂ (A ⊕ B), and most importantly such a convolution does not admit an efficient subquadratic algorithm such as the ones available for FFT which we use in this paper. Whenever we refer to convolutions henceforth, we mean convolution of functions. We will make the concept more precise in Section 4. As discussed earlier, it is more practical to implicitly compute the configuration space map in terms of the bounded configuration space obstacle and its complement free space as opposed to explicitly partitioning configuration space based on contact and collision constraints. Given a pair (S, T ) of solids treated as closed regular subsets of R 3 in a common coordinate system, the configuration space obstacle S T corresponds to the set of all rigid transformations, treated as elements of the Special Euclidean Group SE(3) of rigid motions, applicable to T that will cause interference with S. Formally,
where gT represents the solid T transformed by g. Note that although we use terminology from robot motion planning, our goal in this paper is not devising a solution to the path planning problem although that is certainly an application requiring the presented computations. We denote each rigid transformation g as a tuple g ≡ (t, r) with t ∈ R 3 and r ∈ SO(3), the group of three dimensional rotations. Then we can express the configuration space obstacle as follows
We define the r-slice of S T as the expression in Equation 3 indexed by the rotations
Thus for any specified rotation r, the r−slice of S T is the Minkowski sum of S with the 'reflection' of rT 1 . Therefore, if T is the robot moving with six degrees of freedom in the presence of physical obstacles S, then the r−slice of the (6d) S T is the (3d) translational configuration space obstacle S ⊕ (rT ) −1 of rT translating in the presence of S.
There are three problems to be solved to effectively address computation of 6d configuration space obstacles, and hence the configuration space map. First and foremost is the efficient computation of n−dimensional (n = 2, 3) Minkowski sums. Second, isometries (rigid transformations and reflections) of voxelized shapes must be executed efficiently. Finally, there is a sampling issue to deal with in the context of rotations; SE(3) has the manifold of the product space R 3 × SO(3) and therefore can be sampled by sampling the three dimensional subspaces R 3 and SO (3) . While sampling R 3 is straightforward since the 3d group of integers Z 3 is a discrete subgroup of R 3 , the only 3d discrete subgroups of the spatial rotation group SO(3) are the rotations corresponding to the rotational symmetries of the five Platonic solids [33] . These subgroups are limited in resolution and therefore we must look for alternate sources of uniformly discretizing SO (3) to accurately compute six dimensional configuration space maps. (Figure 1(b) ). The r−slices are shown along the vertical axis and the rotations are indexed over the planar rotational group SO (2) . The r−slice at 2π should technically be identified with the r−slice at 0 but we omit the identification to help visualization
Minkowski operations as convolutions
The Minkowski sum is a fundamental operation for our computations in this paper. Dual to the Minkowski sum via de Morgan's laws, the operation of Minkowski difference (denoted ) is useful in inverse problems related to relative translations of moving shapes [29, 34, 41] . The popularity of the Minkowski sum and difference are mainly due to the rich algebraic structure that forms the foundation of mathematical morphology [41] . In this section we discuss how both the Minkowski sum and difference can be extracted as different sub-level sets of a single convolution function that can be computed rapidly. We will use the formalism developed in [24] , where the correspondence between group morphology and group convolutions has been rigorously analyzed. We briefly recall the important properties of group convolutions in the context of computing Minkowski sums. We state the theorems here without proof; the interested reader may refer [24] for more details. The convolution of two functions in
For a non-empty X ⊂ R n define µ(X) as the Lebesgue measure, which is the standard volume measure for subsets of R n . Then for any non-empty A, B ⊂ R n
Theorem 1 states that the volume of the set intersection A ∩ xB is the convolution (1 A 1 B )(x) of indicator functions, which is a piece of information not available directly with morphological statements. This information is crucial in proving the theorem which will form the basis of our Minkowski computations.
Theorem 2.
For a function f defined on R n , define the sublevel set
The importance of Theorem 2 is that both the Minkowski sum and difference can be computed as two distinct level sets of a single convolution operation. It is important to note that the strength of Theorem 2 can be harnessed while solving problems over any group where the generalization applies to morphological operations over the group. Many engineering applications of such problems are discussed in [8, 18, 24, 34, 37] . We do not focus on applications of Minkowski difference in this paper since they may be treated equivalently in terms of Minkowski sum, and moreoever applications requiring Minkowski difference computations [29, 34] can easily and efficiently be addressed using convolutions.
The configuration space obstacle can be expressed in terms of the convolution by expressing each r−slice as the zero sublevel set of a commutative convolution
For a group element g = (t, r), convolution therefore exhibits the property
Clearly efficient computations of convolution will translate to efficient computations of configuration space obstacles, given a sampling of the rotation group. Commutative convolution is one of the fundamental operations of modern mathematics and is applied in several diverse disciplines including signal and image processing, numerical methods, computer vision, statistics, and so on. Naively, convolutions require O(n 2 ) operations where n is the size of the group on which the functions of interest (in our case, indicator functions) are defined. However, the discovery of the Fast Fourier Transform (FFT) algorithm, used in conjunction with the convolution theorem reduced the complexity of convolution computation to O(n log(n)) and thus laid the foundation for much of modern signal processing. We restate this fundamental theorem below. 
Theorem 3 (Convolution theorem
An FFT algorithm computes the Discrete Fourier Transform (DFT) rapidly, typically using a divide and conquer algorithm. Whenever we refer to the Fourier Transform for computational purposes, we imply the DFT because we sample our binary indicator functions to a regular grid. Several 1d FFT algorithms have been proposed in research literature, many of which admit efficient parallel implementations. We briefly discuss one such algorithm in Section 6. Additionally, multi-dimensional FFTs exhibit the property that they can be computed by composing a sequence of one-dimensional FFTs. Therefore fast multidimensional convolutions can be also accomplished in parallel, which we will exploit for our computations.
Global sampling of SO(3)
To construct the r−slices of the configuration space obstacle, it is necessary to rotate the input solids by elements r of the three dimensional rotation group SO(3) 2 . While the implementation of the rotation itself is easy as we will discuss in Section 6, a more difficult problem arises in selecting the rotation samples according to some sense of uniformity. In the case of discretizing the subgroup R 3 , the solution is straightforward since the group of translations admits infinitely many discrete subgroups of the form pZ 3 for p ∈ R. The elements of pZ 3 constitute the samples and the distance between adjacent samples is p according to the Euclidean metric. Similarly the planar rotational group SO(2) admits infinitely many discrete subgroups of the form groups (particularly locally compact topological groups, including R 3 and SO(3)) have a lattice or regular grid structure and admit natural discretizations of the continuous group.
However, SO(3) does not have a vast choice of three dimensional discrete subgroups to choose rotational samples from. In fact, it is well known that the number of three dimensional discrete subgroups of SO (3) is finite and each subgroup is limited in resolution. The largest discrete three dimensional rotation subgroup consists of sixty points, and corresponds to the rotational symmetries of the icosahedron. To accurately sample SE(3) and the configuration space map, we therefore need a high resolution uniform sampling of SO (3) .
Recent work [31, 47] has addressed the problem of uniform grid generation on SO(3) by using Hopf coordinates, derived from the Hopf fibration of the three-sphere S 3 ⊂ R 4 . As a topological space, the rotation group is equivalent to S 3 with antipodal points identified. The resulting space is the three dimensional real projective space RP 3 [1] and we will use this space to describe the manifold of SO (3) . S 3 is a double cover of RP 3 and points in S 3 may be parameterized by the unit quaternions q = q 1 + q 2 i + q 3 j + q 4 k, q = 1. A simple metric between x, y ∈ RP 3 is defined by finding the shortest path (arc) between the corresponding points p, q ∈ S 3 . This is given as follows
where · represents the usual dot product in R 4 . It can be checked that this metric respects the topology of RP 3 , and is compatible with the Haar measure on SO(3) [31] required to perform integration as well as the Riemannian metric defined on the tangent space of SO(3) [4, 34] upto a scaling factor. For explicit calculations, one must endow RP 3 with a distinguished origin or identity thereby turning the topological space into the group SO(3). RP 3 is thus the principal homogeneous space of SO(3) [24] . The conversion between coordinates in SO(3) and unit quaternions in S 3 is standard.
The Hopf fibration describes the 3−sphere as a fiber bundle, that is, every point of S 3 can be realized as the inverse image or fiber of a point in the usual sphere S 2 . Each fiber π −1 : S 2 → S 3 is specified by the set of rotations that fix a p ∈ S 2 considered a unit vector in R 3 , and thus takes the form of the circle S 1 ⊂ S 3 . Distinct fibers are obtained for distinct points on the sphere. The projection π : S 3 → S 2 is defined by first identifying R 4 with C 2 and R 3 with C × R. Then one can identify a unit quaternion q with a pair of complex numbers (z 0 , z 1 ) and define
, where * denotes complex conjugation. The projection and fiber constructions together establish the Hopf fibration. The fibration suggests a nice method of sampling the rotation group. Once a sample point on S 2 is chosen, it is easy to extract the fiber S 1 ⊂ S 3 that is isomorphic to the two dimensional rotation group SO(2) and iteratively generate points on S 1 , repeating the process for all samples in S 2 . Noting that multi-resolution uniform grids can be generated for S 2 and S 1 , multi-resolution grids for S 3 can be generated by incrementally adding grid points to existing samples on S 2 and S 1 respectively. The quality of sampling in SO(3) can be measured according to metric criteria [47] .
To visualize the rotations, we use the angle-axis representation of SO (3) . With this representation, the set of all three dimensional rotations can then be visualized as a closed three dimensional ball of radius π with antipodal points identified. Points inside the ball are represented as vectors in R 3 corresponding to the axis of rotation, scaled by a magnitude corresponding to the rotation angle. Since a rotation of π about an axis n is equivalent to a rotation of −π about −n, the antipodal points of the ball are identified or 'glued together', yielding the topology of SO (3) . Figure 6 shows a visualization of SO(3) sampled with 576 rotations using the angle-axis representation. We have now collected all the ingredients required to implement the configuration space obstacle. N , the DFT is defined as
The DFT is split into two smaller sums
The left and right sub-sums are called the even-indexed sum X e ( j) and the odd-indexed sum X o ( j). The root of unity W j N is called the twiddle factor in the expression X( j) = X e ( j) + W j N X o ( j). Using the periodicity of the DFT X( j) = X( j + N), the overall scheme for computing the DFT is as follows
The radix-2 FFT algorithm is one of the most common FFT algorithms and is parallelizable in a straightforward manner. Notice that each of the even and odd transforms can be implemented concurrently, prior to multiplication by the twiddling factor. This concurrency falls nicely into the class of the Single Instruction Multiple Data programming paradigm, which is used in the NVIDIA CUDA API. Moreover, NVIDIA has already provided an API for multi-dimensional parallel FFT computation called CUFFT [9] and we also use python wrappers over CUDA and CUFFT, called pyCUDA and pyFFT [19] , all of which are freely available, to implement convolution.
Our inputs to CUFFT are the two solids S, T for which we wish to compute the Minkowski sum, both realized as the sublevel sets V 0 (1 S ) and V 0 (1 T ). Each indicator function is constructed by voxelizing the input solid meshes to a regular grid. There are several algorithms to voxelize 3d meshes, and we use the open-source binvox [30] to construct our binary indicator functions. By default, binvox voxelizes the solids to a (2 d ) 3 grid where each dimension has 2 d points and produces a proper indicator function as defined in Equation 7 . Thus the inputs to the radix-2 FFT algorithm are conveniently obtained as indicator functions sampled on a grid sized in powers of two. The voxelization can be slow for large models and grid sizes but fast parallel algorithms for binary voxelization of solid models have been proposed and implemented on the GPU [12, 13] , which can be used in future implementations. While constructing indicator functions of the input solids, care must be taken to ensure sufficient zero padding of the grid and correct positioning of the input sets. Otherwise, inverting the product of Fourier transforms will not produce the correct convolution. In particular, the size of the convolution grid equals the sum of the sizes of the input grids (compare this with the definition of Minkowski sum) and so each of the input sets must be resized accordingly. Zero padding is also used to cancel the wraparound of the DFT by appropriately positioning the input sets in the expanded grids. It should be remembered that the product of the two input DFTs corresponds to a periodic function, and incorrect positioning of the input sets leads to incorrect periodicity. Figure 7 (left) shows an example where wraparound of the convolution occurs because of improper positioning of the input sets in the expanded grid before applying the convolution theorem. The correct periodicity should be the spatial extents of the convolution because periodic replicas will then occur outside the padded borders, and thus will not exist in the array storing the convolution 3 .
To compute configuration space obstacles, it is required to reflect one of the input solids before computing the Minkowski sum. Denoting the complex conjugate as * the following property holds for Fourier transforms of real functions due to Hermitian symmetry of the DFT
Thus the Fourier transform of the reflected indicator function can be obtained by simply conjugating the Fourier transform of the unreflected function. Conjugation can be concurrently performed elementwise on the Fourier transform on the GPU. We use this approach whenever a shape must be reflected before convolution, for example in the case of computing configuration obstacles. This results in (nearly) instantaneous reflection of 3d sets when required.
On sampling the solids to a desired resolution we simply apply the FFT to each of the solids, with conjugation if necessary, followed by pointwise multiplication of the transforms (which is embarassingly parallel), and finally take the inverse Fourier transform of the product. The entire process facilitates easy implementation with freely available libraries. However, CUFFT does not implement any specialized algorithms for real data (exploiting symmetry of the transform) and so the memory used is the same as the Fourier transform of complex data [9] . This effectively doubles the memory storage for each function than strictly necessary, and limits the grid resolution that can be used in one GPU pass. For single pass convolutions on NVIDIA GTX 280 the solids are limited to a maximum 128 3 size grid to produce a voxelized convolution with resolution 256 3 . It is important to note that the time for computing the convolution is not dependent on the geometric complexity of the input solids, but rather on the grid size chosen. This property is exploited while computing convolutions of a large collection of solids, for example the convolution of a robot moving in the presence of tooling and fixtures as discussed in Section 7.
When larger convolutions can be stored on the video card, as in the case of the Tesla C2050 GPU, the accuracy of CUFFT tends to deteriorate. Stray noise may be generated with large voxel grids on which the convolution is performed with transform coefficients (roots of unity) stored as single precision complex data. This loss of accuracy is implementation specific and does not occur when the same algorithms are executed, for example, using serial FFT algorithms. Moreover, using double precision data increases storage on the device which in turn forces smaller array sizes. We quantify the loss of accuracy in parallel CUFFT convolution by taking the Hausdorff distance between the parallel convolution and the corresponding serial convolution. Our tests show that the Hausdorff error is zero for convolutions of resolution upto 256 3 but diverges significantly for higher resolution convolutions on the GPU using CUFFT. These issues are specific to CUFFT and can be improved with more efficient GPU FFT implementations.
Nonetheless, when convolutions with resolution greater than 256 3 are required, we can use the batching capabilities of the CUFFT framework. Batching on the GPU is used to compute several one dimensional FFTs while reusing the twiddle factors and transform coefficients for each parallel 1d FFT. This allows the transform data to be kept as long as possible on the device. Therefore for a batch of n FFTs of length m, n × m complex numbers have to be allocated on the device. High resolution 3d convolutions of size w × h × k can thus be computed by using the tensor product property of the multidimensional Discrete Fourier Transform. This is done by first taking the 2d FFT of size wh of each of the k slices in the 3d array, transposing the array, and then taking wh 1d FFTs of size k along the remaining dimension [35] . The 2d FFTs can themselves be batched efficiently thus leading to significant increase in speed for computing the 3d FFT. The drawback of the method is that there are several memory copies, which can be costly for performance. Using a parallel FFT im-plementation optimized for real transforms with larger on-card memory will improve the convolution sizes computable in a single pass on the GPU.
Rotations on the GPU
In addition to computing Minkowski sums, it is also important to efficiently rotate voxelized solids to correctly compute the r−slices of the configuration space obstacle (see Equation  5 ). Several techniques have been proposed in graphics literature for rotating 3d volumes [7, 10, 42, 45] but we adopt a fast, simple, highly parallel approach with the provision of adapting other methods in future implementations if necessary. In a nutshell, the process of rotating a solid S on the GPU involves binding the 3d voxel grid defining 1 S to a 3d texture, applying the inverse rotation to the grid coordinates, and reading the trilinearly interpolated values at the rotated coordinates from the texture.
On converting the accessed array coordinates to right handed Cartesian coordinates, the rotation r is applied to normalized coordinates centered at the grid center. Resampling is necessary because the applied transformation may move voxels off the grid points. Repeated resampling for successive rotations will degrade the rotated volume quality, but each r−slice requires only a single rotation of the input indicator function. To implement rotations, we bind the input voxel grid to a 3d texture and use the interpolation capabilities of the in-built texture hardware. This is done by applying the inverse rotation r T (treating r as an orthogonal matrix) to grid coordinates (for a grid point x rotated to x , rx = x ⇒ x = r T x ), addressing the rotated coordinates in the 3d texture and returing an interpolated function value. CUDA supports trilinear texture filtering for textures that are configured to return floating point data. Thus we have a simple technique to rotate a 3d volume grid that is embarrassingly parallel. It should be noted that general affine transformations can also be accomplished using this method. Note that we adopt this approach of rotation using GPU texture interpolation as opposed to rotating objects first outside of the GPU and subsequently using GPU based voxelization methods for the reason that rotation inside the GPU requires a single texture binding for all rotations, and therefore a single host to device memory copy for the voxelized robot. External rotation and voxelization will require more host to device copies, which we avoid.
Thus it can be seen that isometries and affine transformations of solids can be implemented efficiently on graphics hardware. Linear interpolation of the transformed coordinates causes some inevitable distortion of the shape but it is possible to improve the accuracy of the isometry by using higher order interpolation algorithms on the GPU for the transformed voxel grid [38] .
Each slice in the configuration space obstacle is computed by rotating the input solid and computing the Minkowski sum. The process is iterated over all the rotational samples induced by the Hopf fibration. Since the same 3d texture can be used to interpolate all rotations, only a single texture binding is required throughout the entire computation. Furthermore since the texture addressing is efficiently cached, the described process of rotation is fast for each slice of the obstacle.
Interactive Accessibility Analysis
In this section we demonstrate the application of the configuration space map to interactive accessibility analysis. The example application we choose is weld process planning but the method extends to manufacturing processes such as NC cutter verification, accessibility for coordinate measuring machining, painting, or any other operation involving the motion of a tool over a part surface.
An important requirement of any robot assisted welding process is to ensure that a set of weld locations on a work part surface can be reached by the robot weld gun assembly without colliding with the work part or surrounding tooling. The possibility of such a collision is determined by the shapes of the components in all assemblies and tooling and their configurations. Figure 8 shows an example of a typical work part and weld gun in the presence of surrounding fixtures. Recall that the configuration space map partitions SE(3) into three disjoint regions given by the free space, the obstacle space, and the contact space. For the purposes of accessibility analysis and planning it suffices to explore the contact space in order to examine the allowable configurations at a weld location where the robot contacts the work part surface.
Computing the configuration space obstacle amounts to a straightforward application of the convolution theorem for each r-slice of the sampled rotations. For implementation purposes we store the product in two separate lists corresponding to the rotations and the collection of r-slices. Given any position on the (voxelized) work part surface it is easy to query the indices of all the r-slices such that the convolution value at the required position is less than 1 + ε, i.e. where there is no overlap between the weld gun and the interior of the physical obstacles. A convolution value of 1 indicates surface contact, or equivalently, the boundary of the configuration obstacle. The rotations corresponding to the extracted indices then corresponds to the available rotations at the weld location of interest. Thus the available rotations at each position can be rapidly extracted and visualized, enabling interactive exploration of work part accessibility. The figures in Table 4 show the exploration of configuration space in accessibility analysis. Points are picked on the work part surface and the configuration space map is explored rapidly by querying each r−slice for colllision and contacting orientations for the specified position. This application is a clear example of the power of enabling six dimensional obstacle computation.
Often, finer accesibility analysis may be required depending on the complexity of the part/tooling and robot geometries. Figure 9 shows an example where a small change in the weld gun configuration corresponds to a significant change in the obstacle space. The figure shows a subset of SO(3) isomorphic to SO(2) at a chosen weld location. The rotations shown correspond to planar rotations about the part surface normal, and the planar rotations are partitioned into obstacle (red) and free (green) regions. Thus, as one would expect, while the exploration of work part accessibility can be done interactively, the accuracy of the results is limited by the inherent resolution of the solid models. However, with the availablility of more memory on GPU cards and more accurate parallel FFT implementations these difficulties may be ameliorated. FIGURE 9. Infinitesimal gun movement causes fragmentation of the freespace because of interference with the work part corner. The configurations shown correspond to rotations about the part surface normal and the free(green) and obstacle(red) spaces form a partition of SO (2) . Each point on the unit circle boundary corresponds to a planar rotation
Conclusions
In this paper we focused on implementation for a class of problems of the type shape × shape → filter formulated in configuration space. The proposed techniques are also useful in solving other types of configuration space problems. For example, the operations of dilation and erosion [24] can be formulated as operations in the class of problems of the type filter × shape → shape, and can be easily implemented on the GPU as a side effect of having implemented rigid (or affine) transformations of voxelized solids. Given a solid S and a set of transformations M ⊂ SE (3) , the dual operations of dilation and erosion of S by The pointwise sum is trivially implemented on the GPU. Similarly, erosions are defined in terms of set intersection, which for voxelized solids S 1 , S 2 can be implemented by pointwise multiplication of their indicator functions. Again, this can be trivially implemented on the GPU. Therefore the framework for computing configuration space maps also encompasses sweep computations, one-parameter or otherwise, as well as the usual boolean operations in solid modeling. Complete solution of problems of the type filter × filter → shape require additional methods from non-commutative morphology, which we have shown in [24, 34] .
Computations in 6d configuration space have widely been considered impractical owing to high dimensionality. In this paper, we have shown effective computations of six dimensional configuration space maps and demonstrated an application involving interactive exploration of configuration space with industrial scale parts. The configuration space map can be efficiently computed in terms of the convolution operation which in turn is computed via the FFT on the GPU. The special case of Minkowski sum and difference operations are computed nearly instantaneously and the speedups show dramatic improvement over existing algorithms. The GPU convolution times reported in this paper can be significantly improved with implementations exploiting Hermitian symmetry of the DFT, and the sizes of computable convolutions will only increase with evolving hardware.
