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Abstract
Text is ubiquitous in the artificial world and easily attain-
able when it comes to book title and author names. Using
the images from the book cover set from the Stanford Mo-
bile Visual Search dataset and additional book covers and
metadata from openlibrary.org, we construct a large scale
book cover retrieval dataset, complete with 100K distractor
covers and title and author strings for each.
Because our query images are poorly conditioned for
clean text extraction, we propose a method for extracting a
matching noisy and erroneous OCR readings and matching
it against clean author and book title strings in a standard
document look-up problem setup. Finally, we demonstrate
how to use this text-matching as a feature in conjunction
with popular retrieval features such as VLAD using a sim-
ple learning setup to achieve significant improvements in re-
trieval accuracy over that of either VLAD or the text alone.
1. Introduction
Large-scale image-based product look-up is an increas-
ingly sought after feature as more people begin to make fi-
nancial transactions through their mobile devices. In order
for such a feature to be practical, not only must it be accu-
rate, but also able to return results within a matter of sec-
onds for huge databases. The type of methods that best fit
this bill are generally built around Bag-of-Words features
as they are compatible with hash tables and approximate
nearest neighbor approaches. In this work, we attempt to
use text recognition techniques to treat image retrieval as an
actual text document look-up problem.
In this work, we focus on the book cover based image
retrieval. As is the case for many artificial products, there is
a significant amount of informative textual information on
almost every cover that would be extremely beneficial in the
retrieval process. This idea has been applied successfully in
book spine look-up [18], but there is no existing study to
our knowledge that tests this on a large-scale setting. Fur-
ther, unlike [18], we are interested in cases where the text
is much harder to localize, such as mobile snapshots taken
from suboptimal angles and lighting conditions.
Recognizing the dearth of large-scale book cover re-
trieval datasets with text annotations, we create our own for
this work. Using an existing retrieval dataset [2] comprising
mobile snapshots of book covers, we augment it with more
than 100K additional distractor book cover images to em-
ulate a large-scale use case. We then provide textual book
cover and author information for all book covers, includ-
ing for the distractors, which is not only readily available
but also extremely helpful in the retrieval task as we will
demonstrate.
In addition to providing a large-scale text-augmented
dataset, we look at how to robustly use text in cluttered
and poorly oriented images to match against clean text an-
notations. While there is extensive work in detecting text
in natural images, many have focused on performing well
in popular datasets such as ICDAR ’11 [15], which feature
mostly horizontal images. In our particular case of mobile
book cover images, we expect text to appear at random ori-
entations and viewing angles, as well as to have occasional
occlusions. Running off-the-shelf OCR software directly on
the image will generally yield no useful output as software
such as Tesseract generally assumes text to be horizontal
and well aligned. Using OCR software in conjunction with
state-of-the-art text localization methods, we still expect the
results to be riddled with transcription errors due to the awk-
ward viewing angles, thereby ruling out any matching tech-
nique that relies on full words. In our work, we demonstrate
a method to robustly extract and use noisy and erroneous
chunks of text from such images to match with clean text
strings using methods based on approximate string match-
ing.
Finally, we present a clean SVM-based formulation for
combining multiple ranking signals such as text with popu-
lar retrieval features such as VLAD [7]. While the parame-
ters for combining the signals can be easily determined with
grid search, our use of rankSVM [8] performs just as well
and is straightforward to extend to any additional set of fea-
tures.
In summary, our contributions are
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• use of noisy OCR output as a visual feature in conjunc-
tion with traditional visual search techniques to get big
performance gains for non-cooperative queries
• seamless integration of multiple techniques using
rankSVM
• augmentation of dataset for large scale book retrieval
with full text annotation.
2. Related Work
Popular datasets for image retrieval settings consist of a
set of query images and their ground truth, however the set
of query images are typically too small to emulate a large-
scale setting. For large scale testing, millions of distractor
images are usually added to the dataset. However, most of
the current available datasets contain only natural scene im-
ages such as the INRIA holiday dataset [6], Oxford build-
ings [14], and Zurich Building [16].
One notable product-retrieval dataset which we use to
build our own is the Stanford Mobile Visual Search dataset
(SMVS) proposed by Chandrasekhar et al. [2]. This dataset
contains smart-phone images of various products, CD cov-
ers, book covers and outdoor landmarks. For books, the
reference images are clean catalogue images obtained from
the product sites. The query images were taken indoors un-
der varied lighting conditions with cluttered backgrounds.
While the query images depict a realistic scenario of prod-
uct queries taken by the average smart-phone wielding con-
sumer, the dataset itself still lacks in both scale as well as
relevant textual annotations that we will be exploiting in this
work. In 3.1, we describe how we augment the book cover
portion of this dataset to better emulate real-world product
look-up scenarios.
On the whole, literature on large-scale product retrieval,
especially book covers, has been quite limited. One of the
few relevant works is Matsushita et al. [12] which intro-
duces an interactive bookshelf system. The system includes
cameras that can take pictures when a book is being stored
or removed from the shelf, and uses the standard Speeded
Up Robust Features (SURF) [1] feature to match the book
to database, which obtain invariance to scale, illumination
change, occlusion and rotation. However, the performance
of such systems is not satisfactory as the exclusive use of
such local image features as SURF, which are developed
primarily for natural/wholistic images, does not leverage
the rich text information [18] available in nearly every im-
age instance. Other available studies on book products fo-
cus on recognizing books on shelves [18, 3]. However,
these approaches focus on book-spines which have easily
localizable vertical text. Further, we are not aware of any
large-scale extensions of these works.
(a) (b) (c) (d) (e)
Figure 1: (a) Reference (b) Canon G11 (c) iPhone 4 (d)
Motorola Droid (e) Nokia N5800. Samples from Stanford
mobile visual search dataset. Each column corresponds to
pictures taken by a specific camera model. Note the ori-
entation, illumination, background variations. Some back-
grounds include other books, which makes this a challeng-
ing task.
3. Method
We describe a framework for book cover look-up given
a potentially poorly angled, lit, and focused query image.
Example queries can be seen in Fig. 1. The query image
is a mobile photo of a book taken from various angles and
orientations with significant background clutter. Given a
query image, we wish to quickly retrieve the corresponding
clean catalogue image from a database.
Our proposed algorithm has two main steps. We first
rank our retrieval results using an ensemble of several BoW
features (3.2, 3.3), as these can be matched quickly and
are robust to various distortions. We learn the combining
weights using a rankSVM [8] based formulation. Next,
we select a cutoff point in the ranking with sufficiently
high recall and perform more expensive linear-time tem-
plate matching on the top results (3.3.1).
3.1. Dataset
We apply our method on book cover queries provided
by Stanford Mobile Visual Search dataset [2]. For book
covers, this dataset provides up to 4 queries from differ-
ent mobile devices for 101 book titles, resulting in a total
of 404 queries. To demonstrate the benefit of text-based
features in product look-up, we added additional annota-
tions in the form of title and author names for each book
cover. Further, we created a distractor set of 104,132 addi-
tional distractor images taken from openlibrary.org to emu-
late large databases, each with title and author information
(when available). The distractor set was pruned for possible
duplicates with the original 101 titles. To our knowledge,
this is the first large-scale book cover retrieval dataset to
contain author and title text annotation for every single im-
age. The augmented text annotations and distractor images
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Figure 2: Illustration of clean catalogue distractors from
openlibrary.org. Using their database, we were able to ex-
tract over 100k book covers and their corresponding title
and author information.
will be released to public for other researchers to test on.
3.2. Ranking Features
We discuss the BoW features we use to rank catalogue
images in a database, given a query. As previously men-
tioned, we use BoW features as they can be quickly used to
generate feature vectors and are compatible with many fast
look-up algorithms such as approximate nearest-neighbors.
In this work, we focus on the use of VLAD [7] and our pro-
posed method of extracting textual N -grams from images.
Because the two methods differ significantly in the types
of mistakes they make, a hybrid ranking should be able to
perform noticeably better than either alone.
3.2.1 VLAD
To construct the Vector of Locally Aggregated Descriptors
(VLAD) [7], we first densely extract SURF descriptors, and
cluster them using k-means with k = 256 to generate the
vocabulary. When distractors are used, we use a subset of
15k distractor images to learn the dictionary, otherwise we
use only the 101 ground truth catalogue images. The sim-
ilarity metric is based on the L2 distance between normal-
ized VLAD descriptors.
3.2.2 OCR
Localizing Oriented Text. Performing OCR on non-
cooperative queries is especially challenging – lines of text
can be oriented any which way, appear in any location, and
vary significantly in font size and style within the same im-
age. Further, specularities and distortions can block out
important characters and text appearing in the background
can contribute significant noise. Here, we propose a robust
pipeline for matching text information given such adversar-
ial conditions.
We first use [4] to extract clusters of text in the form
of binary masks. Unlike most available text localization
methods, this extracts text in an orientation-agnostic man-
ner rather than assuming horizontal alignment.
Next, we need to re-orient the text so that we can extract
independent lines. We orient the text clusters to horizon-
tal alignment via projection analysis. We compute a radon
transform and select the angle of the line with the least pro-
jected area. The assumption behind this is that lines of text
will be longer than they are tall. This also works for clusters
with multiple lines, but occasionally fails for tall and slim
blocks of text. One such failed case can be seen in Fig. 3.
To extract individual lines of text, we use simple cluster-
ing of proximal characters. Our goal is to achieve as high
recall as possible, without regard to overalapping duplicates
and false positives. Initially, we identify MSER [11] re-
gions as potential characters within the segmented image.
To group character candidates into lines, we attempt to com-
bine regions of similar height if they are adjacent or if their
bases have a close y value. We rule out unrealistic line can-
didates based on aspect ratio (length/width > 15).
Finally, we crop out the lines of text and feed them
through Tesseract OCR [17] to extract text. Because the
oriented text lines could be upside down, we also feed in
the 180 degree rotated version of each cropped line to ob-
tain a separate output. We find that Tesseract works best
with pre-localized text lines as its internal text localization
isn’t robust enough to handle unoriented input.
Extracting Tokens. Because we expect the OCR output to
be very noisy and corrupted, we propose to match character
N-grams as opposed to entire words. Character N-grams
are commonly used as a low-computation and low memory
solution to approximate string-matching [13]. To do this,
we run a sliding window of size N across each word with
sufficient length and ignore non-alphabets. For a 3-gram
example, the phrase, “I like turtles” would be broken down
into “lik,” “ike,” “tur,” “urt,” “rtl,” “tle,” “les.” The benefit
of this method is that we can still achieve a match as long
as OCR is able to correctly return a sequence of at least 3
characters in a row. For simplicity, we also ignore case by
converting everything to lowercase.
Efficient Matching. In our dataset, we assume each book
cover to be annotated with book title and author informa-
tion. This information allows us to use a text-based docu-
ment retrieval approach.
As is common in document retrieval, we retrieve our
documents by taking the inner product of tf-idf [10]
weighted normalized histogram of N-grams. This normal-
ized inner product can be computed very efficiently using
inverted file indexing, and can be trivially converted to a
normalized euclidean distance.
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Figure 3: Two examples of text being extracted from adversarial mobile queries. Given a query image, blocks of text are first
identified and oriented using a radon-transform based heuristic. Then we identify roughly co-linear characters as lines and
feed them through Tesseract OCR to obtain text output. The entire set of extracted text from the image will be treated as a
text document in a standard document look-up problem to match against strings of author and book title annotations. The
shown text and detection outputs are only a subset of the actual output on the presented images.
Let ~f be the un-normalized histogram of N -grams for
each document. We use the following scheme to compute a
normalized similarity score between query and document:
Query Document
N2(N1(~f)
T~γ) N2(N2(~f)
T~γ)
where N1 and N2 are functions for computing L1 and L2
normalization respectively. The vector ~γ is the vector of
idf-weights. For each unique N -gram g, we compute its
corresponding idf weight as ~γ(g) = ln |D||d∈D:g∈d| : the natu-
ral log of the number of documents in the database divided
by the number containing the N -gram g. We found that the
choice of pre-idf weighting normalization matters little, but
that the final normalization should be L2 as we are using
euclidean distances.
Robustness to False Positives. Due to the nature of our
inner-product based matching mechanism, we are able to
have our OCR pipeline focus more on recall and to disre-
gard the existence of the false positives. As can be seen
in some of the example output in Fig. 3, many false posi-
tives will appear as either single characters or improbable
character sequences due to accidental recognition on back-
ground patches or our consideration of 180 degree rotated
text lines. The improbable sequences will have little effect
on the matching as said sequences will rarely occur in the
retrieval set. The single character false positives will be
completely ignored by setting a sufficiently large N -gram
length.
Runtime. While our code is not fully optimized for speed,
the main components of our OCR pipeline are fairly ef-
ficient and very easily parallelizable. This aspect is im-
portant for commercial search systems where query times
should not exceed a couple of seconds. Our main bottle-
neck is the extraction of multiple text candidates from each
query image. While fairly clean images will finish in 2-3
seconds, images with many blob-like regions will trigger
large amounts of false positives, each of which will need to
be independently run through Tesseract and may take up to
30 seconds total in our unoptimized setup. Further, while
it is clear that independent calls to Tesseract can be run in
parallel, which we have implemented, the runtime will then
be lower-bounded by that of a single call to Tesseract.
The matching component is implemented with an in-
verted file index and, when properly implemented with hash
tables, will compute all inner products with all 101 book ti-
tles in less than a second per query.
3.3. Re-Ranking
We define the vector:
Φ(x, y) = [S1(x, y) S2(x, y) · · · SM (x, y)]T
where each S(x, y) represents a similarity measure from
any feature type such as VLAD or OCR between query im-
age x and reference image y. We wish to learn an optimal
weighting for Φ(x, y) for the purposes of ranking and re-
trieval.
While the weighting can be easily determined through
trial-and-error for two or three distance measures, we for-
mulate the problem as a more scalable learning problem.
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Figure 4: Top 5 queried results on from the dataset for each feature type in descending rank from left to right using the mobile
image to the left of each ’V’. Rows starting with ’O’ refer to top results ranked only with OCR-3, ’V’ for only VLAD, and
’R’ for rankSVM re-ranking. Note the different types of mistakes made by OCR and VLAD. The former makes mistakes
based on similar words appearing in a book. The latter makes more visual pattern based mistakes.
Specifically we optimize the following objective:
arg min
~w
1
2
~wT ~w + C
∑
ξi,j
s.t.
~wT (Φ(xi, yi)− Φ(xi, yj)) > 1− ξi,j ∀i, j 6= i
ξi,j ≥ 0 ∀i, j
(1)
Simply put, we wish to learn the optimal weighting ~w
for our combined distance metric Φ(x, y) such that the sim-
ilarity between a correct query/reference match (i = j) is
always greater than that of an incorrect one (i 6= j). This
is very similar to the objective for structured-SVMs and can
be efficiently optimized using the SVMRANK package [8].
This model is referred to as the rankSVM model in later
sections.
Because our dataset does not have a train/test split, we
compute our final results using a simple two fold cross val-
idation. The query set of mobile book images is split into
two parts and we alternate their roles by training on one and
evaluating on the other. This ensures that no query image
was evaluated by a model trained on itself.
3.3.1 RANSAC rectification with HOG Matching
We finalize our pipeline with a brute-force RANSAC in-
stance matching and HOG template matching based search
on the top K results. If the BoW approach is sufficient to
bring the correct result within the top K, then it may be
worth it to incur a constant cost to refine the ranking using
a more expensive method. To match the HOG representa-
tion, we first resize the reference and rectified query to 256
by 256 pixels, and compute the inner product of normalized
HOG representations with 8 orientations, 8 by 8 pixels per
cell, and 2 by 2 cells per block.
4. Results
In the following section, we test performances of indi-
vidual components of our method on our data, first with-
out distractors, then with them in subsection 4.4. In our re-
sult figures, we look at how large a retrieval set needs to be
grown to obtain the correct catalogue image corresponding
to the mobile query image. To do this, we plot the fraction
of queries that were correctly matched against the size of
the retrieval set. In Table 1, we detail the exact retrieval
rate of various methods at sizes 1, 5, 10, and 20. Example
retrievals for select queries can be seen in Fig. 4.
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Figure 5: Retrieval performance of N -gram character OCR
at different N
4.1. OCR N-gram size
We test the performance of OCR for the N -gram char-
acter representation using varying sizes of N in Fig. 5. We
find N = 3 to perform best for our purposes on the anno-
tated books dataset. Little to no additional gain in perfor-
mance was observed at larger sizesN , while recall declined
as expected. N = 2 performed reasonably with better recall
than N = 3, but accuracy at top 1 retrievals dropped from
.65 to .31. N = 1 was mostly noise as it had few means
of dealing with the noise from our text-extraction process.
However, it is worth noting that by not pruning out any-
thing, N = 1 achieves near-perfect recall at the end. We
use N = 3 (ocr-3) in all future experiments unless other-
wise noted.
4.2. VLAD+OCR
First, we look at the results of combining OCR and
VLAD scores with our learned weights in Fig. 7. Here, we
compare our learned model with the model resulting from
several values of a hard-coded λ. The final scores of the
hard-coded models are SVLAD +λSOCR. Our learned model
results were generated with two-fold cross validation and
no distractors were used in this experiment. Results show
that the learned model performs comparably to the best-
performing hard-coded models.
Next, we compare the performance of a combined OCR
and VLAD rankSVM model to that of its individual features
in Fig. 6. The combined model performs at least as well as
the individual components, with a significant improvement
in the top-1 retrieval result. In Table 1, we see that the com-
bined model (rankSVM) has a retrieval rate of 0.84 using
only the top retrieval, as compared to 0.65 and 0.68 for ocr-
3 and VLAD respectively.
We visualize the top queries of each ranking feature in-
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Figure 6: Retrieval performance of combined OCR and
VLAD rankings
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Figure 7: Retrieval performance of combined OCR and
VLAD rankings comparing the learned rankSVM model
against models with hard-coded λ values.
dividually in Fig. 4 to try to understand the improvement.
As can be seen, OCR and VLAD make very different types
of errors. Most OCR-based errors involve assigning high
scores to other books with similar-sounding titles. VLAD
on the other hand tends to assign higher scores to candidates
with similar visual patterns. Often, the only candidate they
agree on is the correct one, a pattern that is exploited by the
rankSVM combined model.
4.3. Fine-Grained Reranking with RANSAC and
HOG
We look at the effects of our previously described
RANSAC+HOG reranking in Fig. 8. As this method is
time consuming compared to BoW approaches, we use it
to rerank the only the top K=5, 10, and 15 results. In most
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Figure 8: Retrieval performance of RANSAC reranking
cases, if the ground truth falls within the top K retrievals, it
will be re-ranked to the top if it isn’t already assuming the
RANSAC localization was successful. We also compute an
expensive upper bound by re-ranking over all 101 catalogue
images.
As can be seen in Fig. 8, the reranked result curves will
flatten out due to the fixed max window size K. However,
often it will flatten out even before reaching K retrievals.
This is because the method does not have a 100% success
rate even when the ground truth is included in the top K.
This can be easily seen in the curve for K = 101 in how it
performs worse than that of the smaller K values.
The problem with this method can be explained by its
two failure points. First, if RANSAC fails to localize, then it
will be impossible for HOG to find a match. Next, because
we are using raw unweighted HOG features instead of a
set of trained HOG weights, the model will tend to assign
high scores to highly textured candidates. While there is
little that can be done about the shortcomings of RANSAC,
it is likely that replacing the HOG filters with an exemplar
detector such as with [9] or [5] could rectify the latter issue.
4.4. Performance with Distractors
Finally, we evaluate our methods with the presence of
over 100K distractors. We looked at how the additional
distractor data affected individual feature performances, as
well as with everything combined.
As with previous evalutations, we plot the retrieval rate
against the size of the retrieval set in Fig. 9. While all as-
pects took a significant hit in performance, the combined
performance is now significantly better than that of VLAD
or OCR alone as compared to the relatively tight gap be-
tween curves in Fig. 7. Finally, we once again demonstrate
that with an inexpensive ransac reranking of just the top
15 retrieved candidates still yields up to 7% improvement
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Figure 9: Retrieval performance with distractors. Here,
Both refers to OCR+VLAD, K=15 is OCR+VLAD+ransac
reranking on top 15. We include the non-distracted curve
(Both*) for ease of comparison. Results were plotted up to
101 retrievals (number of non-distractor images).
for the accuracy of the top 1 result as seen in the last two
columns of Table 1.
Finally, we note that OCR was more robust to the ef-
fect of the added distractors than VLAD. At the top 1 re-
trieval, OCR dropped from 0.65 to 0.31, a difference of
0.34. VLAD on the other hand dropped from 0.68 to 0.18,
a much greater drop of 0.5. This suggests that OCR can
be more discriminative than VLAD overall on this specific
data. Nevertheless, the fact that the combined performance
is significantly better than either alone suggests that the
types of mistakes they made were different enough such that
combining was able to correct many of them.
5. Conclusion
We present a starting point for future research in large-
scale book cover retrieval. As existing work in book cover
retrieval is fairly limited and their datasets are lacking in
realistically readily available author and title text annota-
toions, we first augment an existing mobile-image based
book cover dataset to make-up for these shortcomings.
Building on the mobile book cover dataset provided by [2],
we first expand it with over 100K distractor cover images to
emulate large scales, then include author and title informa-
tion as a single string for each queryable cover (including
the originally provided 101 covers).
Using our augmented dataset, we then demonstrated
the general effectiveness of using text-based information
in conjunction with other traditional BoW features such
as VLAD. Because our query images are poorly condi-
tioned and ill-suited for off-the-shelf OCR techniques, we
demonstrate the use of characterN -grams to robustly match
7
retrieved ocr-1 ocr-2 ocr-3 ocr-4 ocr-5 VLAD rsvm rr-5 rr-10 rr-15 rr-101 ocr-3-d VLAD-d rsvm-d rr-15-d
1 0.03 0.31 0.65 0.62 0.59 0.68 0.84 0.9 0.93 0.94 0.92 0.31 0.18 0.6 0.67
5 0.09 0.6 0.73 0.7 0.65 0.87 0.93 0.93 0.96 0.96 0.96 0.41 0.26 0.69 0.69
10 0.17 0.65 0.75 0.71 0.65 0.93 0.96 0.93 0.96 0.98 0.96 0.46 0.31 0.73 0.7
20 0.31 0.72 0.78 0.72 0.65 0.96 0.99 0.93 0.96 0.98 0.97 0.5 0.33 0.77 0.71
Table 1: Detailed retrieval rate values at specific points of curves as seen in other figures. ocr-N represents the OCR-only
curves of gram size N . VLAD represents VLAD-only curves. rsvm refers to OCR+VLAD combined results with learned
weighting. rr-K refers to the RANSAC-reranked curves based on the top K on top of rsvm results. Columns suffixed with
a ’-d’ refer to retrieval rates with all distractor data included. The best performing values are bolded in each row (based on
un-rounded value). The distractor set results are bolded separately from the rest.
against clean text annotations while using erroneous and
noisy OCR output.
We recognize that many techniques we used can be eas-
ily improved upon and are far from comprehensive. How-
ever, our primary goal was to demonstrate the effective-
ness of text-based information in realistic retrieval set-
tings. Future work includes accelerating and improving the
RANSAC/HOG re-ranking procedure, improving the ro-
bustness of our text-line extraction procedure, and trying
new additional BoW features to further improve retrieval
accuracy.
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