ABSTRACT: The energy resolution of the barrel part of the CMS Electromagnetic Calorimeter has been studied using electrons of 20 to 250 GeV in a test beam. The incident electron's energy was reconstructed by summing the energy measured in arrays of 3×3 or 5×5 channels. There was no significant amount of correlated noise observed within these arrays. For electrons incident at the centre of the studied 3×3 arrays of crystals, the mean stochastic term was measured to be 2.8% and the mean constant term to be 0.3%. The amount of the incident electrons' energy which is contained within the array depends on its position of incidence. The variation of the containment with position is corrected for using the distribution of the measured energy within the array. For uniform illumination of a crystal with 120 GeV electrons a resolution of 0.5% was achieved. The energy resolution meets the design goal for the detector.
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Introduction
The Compact Muon Solenoid (CMS) experiment [1] is a general purpose detector which will operate at the 14 TeV proton-proton collider, LHC, at CERN. A main goal of the experiment is the discovery of the Higgs boson. If the Higgs mass is near the lower limit of 114 GeV currently established [2] , a favourable discovery channel is its decay into two photons. To observe this decay, the measurement of the photons' energies with high resolution and uniform response will be decisive. CMS is equipped with a hermetic homogeneous electromagnetic calorimeter (ECAL) [3] made of lead tungstate (PbWO 4 ) crystals. Lead tungstate has a fast response and is resistant to radiation; it has a high density (8.3 g.cm -3 ), a short radiation length (X 0 = 0.89 cm) and a small Moliere radius (R M = 2.0 cm), which allows a highly granular, compact detector to be built.
The ECAL consists of a cylindrical barrel containing 61,200 crystals, closed at each end with end-caps, each containing 7324 crystals. The barrel is made up of 36 supermodules, each with 1700 crystals arranged in a quasi-projective geometry. The principal axes of the crystals are at an angle of 3º to the vectors from the nominal proton-proton interaction vertex, in both the azimuthal and polar angle projections [4] . The individual crystals are truncated pyramids with a lateral size close to R M and a length of 25.8 X 0 .
In this paper, the energy resolution of the ECAL determined from data taken with electrons of 20 to 250 GeV, in October and November 2004, is discussed. The energy of the incident electrons is determined by summing the energy measured in an array of 3x3 or 5x5 crystals. However, these arrays do not fully contain the electron shower, and the amount of leakage out of the array depends on the electron's incident position. A correction for the variation of the amount of the energy contained in the array, based on the relative sizes of the signals within the array, has been developed and is also discussed in this paper.
Further details of the results presented here may be found in refs [5] , [6] .
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Experimental set up
A supermodule (SM10) was mounted on a movable, computer controlled table at the H4 beamline at CERN. The supermodule's position was adjusted such that beam electrons were incident at an angle of 3° to the axis of a selected crystal in both transverse directions. The beam could be directed at each crystal in the supermodule. A beam telescope defining an area of 20×20 mm 2 , slightly smaller than the front faces of the crystals (≈ 22×22 mm 2 ) was used to trigger the supermodule readout. A four plane scintillating fibre hodoscope with 150 µm spatial resolution was used to determine the transverse position of the incident particle. The transverse coordinates X and Y at the hodoscope correspond to the η (pseudorapidity) and Φ (azimuthal) directions across the supermodule in the CMS coordinate system. Figure 1 shows typical beam intensity profiles measured at the hodoscope.
The selected crystal was generally positioned in the beam such that the energy deposit in this crystal was maximized. Due to the 3° off-pointing of the crystal axis, in this position the centre of the crystal front face does not coincide with the beam axis. Nevertheless we refer to this geometry by saying that the beam is 'centred' on the crystal. Data were also taken with the crystals moved half way between the positions of maximum response of adjacent crystals; we refer in this case to the beam being centred on the edge (or corner if moved in both directions) of the crystal, although again the edge (or corner) of the front face is not on the beam axis.
The crystals form an array of 20×85 in the Φ × η directions in the supermodule, numbered such that crystals 1 -20 are at η ~ 0 in CMS and crystals 1681 -1700 are at maximum η (= 1.479).
The supermodule was fully equipped with the final front end electronics [4] as well as with the final high and low voltage supplies, cooling and temperature systems [7] , [8] , [9] , and laser monitoring system [10] . Each crystal is read out independently. The light produced in each crystal is detected by a pair of avalanche photodiodes [11] . The signal from the diodes is shaped and amplified in a Multi-Gain Pre-Amplifier (MGPA) with three parallel gain stages, of nominal gains 12, 6, and 1. The signals with all gains are sampled and digitized continuously at 25 ns intervals by Analogue to Digital Converters (ADCs) and the largest unsaturated ADC value is read out each time. (If the read-out switches to a lower gain as the pulse grows, the return to higher gain is delayed by five samples after the threshold is re-crossed.) In the analysis of the test beam data, the signal amplitude is reconstructed from up to five consecutive digitized samples, using a digital filtering method which minimizes the contribution of the electronics noise [12] . For signals read out at gain 12, pedestal-subtracting weights are used, which take samples before the pulse to perform an event-by-event pedestal subtraction. For an electron with energy above about 160 GeV, the readout of the crystal on which it is incident may switch to gain 6. To achieve good energy resolution in these cases the ratio of the two nominal gains, 6 and 12, must be precisely determined. This was done by finding the gain ratio giving the best energy resolution for data taken with 180 GeV electrons [6] . For gain 6, the pedestal is measured periodically in independent pedestal runs.
In order to equalize the response of each channel, an intercalibration procedure was carried out [4] , using data taken with beam in the same period. 
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Noise measurements
The electronics noise was measured by applying the amplitude reconstruction procedure to data taken with a random trigger, when there was no incident electron signal present (pedestal events).
The distribution of reconstructed amplitudes for a single channel is shown in figure 2a . The width of this distribution is obtained from a Gaussian fit and is a measure of the noise. The distribution of such noise measurements for a large number of channels is shown in figure 2b . The mean single channel noise is 41.5 MeV equivalent. This level of noise is consistent with the MGPA design goal [13] . 
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-5 -respectively, about 3 times and 5 times the single channel noise. This shows that there is little channel-to-channel correlated noise.
Energy resolution for central incidence

Resolution at 120 and 250 GeV
Central incidence is defined as incidence within a region 4×4 mm 2 around the point of maximum shower containment [5] . For electrons incident within this area the average amount of the shower energy contained in the array is almost constant. Hence using data restricted to central incidence can provide a measure of the energy resolution of the calorimeter without contributions from variations in containment losses or intercalibration errors. However, only 7% of the events taken with the 20×20 mm 2 trigger are within the central incidence boundaries. In this section, results are given for runs with 30,000 events taken in two crystals located at the same azimuth, but different pseudorapidity in CMS.
The spectra of energy reconstructed in arrays of 3×3 and 5×5 crystals centred on crystals 704 and 1104 are shown in figure 3 and figure 4, for 120 and 250 GeV electrons. For these plots the mean signal amplitude was normalised to the beam energy.
A tail towards low energy can be observed in all these distributions. Nothing abnormal could be found in the signals for the events in these tails, but it is possible that they are due to electrons showering upstream in the beam line.
The energy resolution was determined using a fit with a Gaussian combined with a polynomial tail. The resolutions obtained from the data shown in figure 3 and figure 4 are given in table 1. All these results have uncertainties of 0.01%, but have not been corrected for contributions from the energy spread of the beam.
Resolution as a function of energy
At all energies there is a spread in electron energy of ± 0.09% rms due to the beamline optics. In addition, fluctuations in synchrotron radiation make significant additional contributions to the energy spread [14] at the higher energies. These are 0.05%, 0.11% and 0.23% at 150, 180 and 250 GeV, respectively, with estimated uncertainties of half these values. The results given in this section have both these contributions to the observed energy resolutions quadratically subtracted. 
JINST 2 P04004
-7 -
The energy resolution was determined for central incidence for seven electron energies between 20 and 250 GeV. The results were then fitted as a function of energy according to:
where S is the stochastic term, N the noise and C the constant term, and E is the energy in GeV. The fit is performed with the noise term fixed for each crystal at the value measured in the pedestal runs.
The energy resolutions using the 3×3 arrays centred on crystal 704 and on 1104 are shown in figure 5 , together with the fitted resolution function curves. The error bars include both statistical and systematic errors, with the statistical uncertainties becoming large at the lower energies.
Data were also taken with the beam centred on each of the nine crystals forming the 3×3 arrays around each of the two reference crystals (704 and 1104). The mean values of the energy resolution measured for all 18 crystals are listed in table 2, for each incident energy.
The results for all 18 crystals were fitted using eq. 1. The values of stochastic and constant terms thus obtained are shown in figure 6 . The mean value of the stochastic term is 2.8% and that of the constant term is 0.30%.
The values of the stochastic and constant terms are as expected from the statistical fluctuations in the number of photo-electrons produced in the APDs, the effects of longitudinal non-uniformities of the crystal response and the statistical fluctuations of the containment losses [3] . Rms Spread (%) ± 0.058 ± 0.044 ± 0.025 ± 0.031 ± 0.021 ± 0.026 ± 0.027 Table 2 . Mean values of the energy resolution for arrays of 3×3 crystals centred on 18 different crystals, for each incident beam energy, and the rms spread over the 18 crystals. The contributions from the energy spread of the beam have been subtracted. 
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Correction for shower leakage
The 3×3 and 5×5 arrays of crystals used to determine an incident electron's energy do not fully contain the electron shower. The amount leaking out of the array depends on the electron's incident position, due to the finite size of the array and because of the small gaps between the crystals. To achieve the desired energy resolution and uniformity of response when the incident electrons are distributed over the full crystal front face a correction must be applied on an eventby-event basis [5] . The variation of the measured energy with the incident position is illustrated in figure 7 , which shows the energy measured in the 3×3 and 5×5 arrays centred on each of three adjacent crystals as a function of incident position (in the η direction, measured with the beam hodoscope). The maximum response has been normalized to the beam energy (120 GeV) in each case. The region of incident position where the central crystal has the largest energy deposit (indicated by the arrows) does not coincide with the position of that crystal's front face because of the 3º off-pointing, which is also responsible for the asymmetries observed. For each curve the envelope is determined largely by the variation of lateral leakage out of the array, while the dips near the vertical lines show the effect of the gaps between the crystals.
In the region indicated by the arrows (where the energy measured in the array around crystal 204 would be used) the maximum variation in the measured energy is about 2.5% for the 3×3 array and 1.6% for the 5×5 array. Similar distributions are obtained when plotting the measured energy as a function of incident position in the Φ direction.
The correction method
The method used to correct the non-uniform response illustrated in figure 7 uses the distribution of energy measured in the array itself to determine the correction [5] . Corrections are determined according to the distributions in the η and Φ directions independently. No position measurement external to ECAL is required, but instead a variable ln(E2/E1) is used, which is closely related to the electron's position of incidence. Knowledge of the energy of the incident particle is also not required.
The determination of the variable ln(E2/E1) is illustrated in figure 8 for a 3×3 array. By definition, the array is formed around the crystal with the largest energy deposit. To determine 
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-9 -the quantities E1 and E2 related to the energy distribution in the η direction, the energies measured in the single crystals on the high and low η sides of the central crystal (W1 and W2 respectively) are compared. Then the energies measured in each of the three columns of three crystals are summed, and the sum in the central column is added to the sum in the column containing the smaller of W1 and W2. This forms the two quantities E1 and E2:
• If W1 < W2 (figure 8a) E1 is the sum of the energy in the central and high η columns, and E2 is the sum of the energy in the column at low η. In this case E2 < E1.
• If W1 > W2 (figure 8b) E1 is the sum of the energy in the column at high η only, and E2 is the sum of the energy in the central and low η columns. In this case E2 > E1. The sum of the energy measured in the 3×3 array is then evaluated as a function of the variable ln(E2/E1). The logarithmic function is chosen because the energy density of electromagnetic showers falls off exponentially outside the shower core, making the distribution of events over ln(E2/E1) more uniform than that over, for example, the simple ratio E2/E1. Figure 9 shows the correspondence between ln(E2/E1) and the spatial coordinate X at the front of the crystal, as measured with the beam hodoscope. Large values of |ln(E2/E1)| occur for electrons near the centre of the crystal so that most of the energy is deposited in the central column of the matrix, belonging either to E2 (in which case E2>>E1) or E1 (in which case 
-10 -E1>>E2). For electrons incident near either edge of the crystal the energy is shared nearly equally between E1 and E2 and |ln(E2/E1)| approaches 0. To determine the correction, the mean measured energy is determined as a function of ln(E2/E1), and polynomials are fitted to the resulting distribuitions. Finally these polynomials are used to correct the data on an even-by-event basis.
Application of the method
The mean energies of 120 GeV electrons measured in the 3×3 and 5×5 arrays are plotted as a function of ln(E2/E1) in figure 10 and figure 11 , for both η and Φ directions. The mean energy is normalized to 1 at ln(E2/E1) = -3. The data were obtained with the electron beam incident in turn on the centre of crystal 204 and on the middle of each of its four edges (as defined in section 2). Only events where crystal 204 contained the largest energy deposit were used. The positive and negative ln(E2/E1) distributions are not symmetric because of the 3º off-pointing geometry of the crystals. The curves are the polynomials fitted to the each of the positive and negative regions of the η and Φ distributions independently.
The polynomial functions resulting from the fits are used to correct the energy measured in the array on an event-by-event basis. For each event the product of the corrections in η and in Φ 
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-11 -is applied. The maximum correction is about 0.5% larger in η than in Φ for both the 3×3 and the 5×5 arrays. The energy reconstructed in the 3×3 array after the corrections have been applied is plotted as a function of the X and Y positions measured by the beam hodoscope in figure 12 , with crystal 204 centred on the beam axis. The distributions obtained when the edge of the crystal is on the beam axis show a similar uniformity, as do all the distributions for the 5×5 array.
Simulations
Simulations were made using H4SIM [15] to define the geometry and GEANT4 to describe the electromagnetic showers. The results for 120 GeV electrons are shown in figure 13 and figure 14 for the 3×3 and 5×5 arrays. The observed asymmetries between the positive and negative regions of ln(E2/E1) are well reproduced, as well as the difference in the asymmetries for the two arrays. However, the 0.5% differences in the maximum correction between the η and Φ directions seen in the data are not reproduced. This is not yet understood.
Dependence on position in the calorimeter
The data taken for crystals 204, 704 and 1104 were used to investigate the dependence of the leakage correction on the position in η in the calorimeter. The results are shown in figure 15 for the 3×3 arrays. In the η view, the spread between the three sets of distributions is smaller than ~0.2%, while in Φ differences up to ~1% are seen. Broadly similar behaviour is seen for 5×5 arrays. This dependence on position in the calorimeter is also seen in simulations, although the effects are somewhat smaller. However, these effects are neglected here and the correction functions determined for crystal 204 at 120 GeV are used for all crystals and all incident energies. Figure 16 shows the effect of the corrections on the energy resolution when 120 GeV incident electrons are centred on crystal 204, using the full 20×20 mm 2 trigger. The data were 
Energy resolution
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-13 -normalised such that the mean signal after the correction equals the beam energy. The corrected distribution is fitted as the sum of a Gaussian and a polynomial to describe the low energy tail. The energy resolution, for the sum in the 3×3 array, defined as the ratio of the rms of the Gaussian fit to the energy, is 0.43%. In the case of the 5×5 array, it is not significantly different. Figure 17 compares the energy resolution for central incidence with that using the full 20×20 mm 2 trigger, with the shower leakage correction applied, as a function of incident energy, measured in the 3×3 array around crystal 1104. Crystal 1104 was taken for this plot to be different to the crystal from which the correction functions were evaluated. The energy resolution obtained using the full trigger is about 0.1% worse than that for central incidence.
Finally, figure 18 shows the effect of the corrections for data in which the beam was in turn centred on the centre of all crystals in the 3×3 array around crystal 204, on all four corners of the central crystal, and on the edges between the nine crystals. (As explained in section 2, the term centre refers to the position where the shower containment in the crystal is maximum, while edge and corner refer to positions mid way between the positions of maximum containment of two crystals.) This combination, with roughly equal amounts of beam in each position, approximates uniform coverage of the array. As for figure 16, the data have been normalised such that the mean signal after the correction equals the beam energy. The measured resolution is 0.50%. This value can be compared to 0.43% (figure 16) for electrons incident over the full 20×20 mm 2 trigger area centred on the crystal.
Conclusions
The average measured noise of the ECAL read-out electronics is 41.5 MeV equivalent, meeting the design goal of the electronics, and there is no significant correlated noise in arrays of 3×3 or 5×5 crystals used to reconstruct the energy of incident electrons. The energy resolution was measured for incident electrons of seven energies from 20 to 250 GeV. For electrons incident within a 4×4 mm 2 area about the point of maximum response, the measured resolutions are consistent with expectations, with mean values of the stochastic and constant terms of 2.8% and 0.3%, respectively.
A method to correct for shower leakage out of the array used to reconstruct the electron's energy has been developed, which uses only the distribution of energy measured within the array. Applying this correction for 120 GeV electrons incident on the central crystal of an array of 9 crystals, uniformly covered by the incident electrons, results in a energy resolution of 0.50%.
In CMS there will be an additional contribution to the constant term for the overall resolution from the precision of the intercalibration of all channels. However, with enough events the intercalibration errors are expected to be small [4] and the results in this paper show that the CMS ECAL should perform consistently with the design goals of the experiment.
