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Abstract 
Branch-decomposition Heuristics for Linear Matroids 
by 
Jing Ma 
This thesis present two new heuristics which utilize classification and max-flow algo-
rithm respectively to derive near-optimal branch-decompositions for linear matroids. 
In the literature, there are already excellent heuristics for graphs, however, no prac-
tical branch-decomposition methods for general linear matroids have been addressed 
yet. Introducing a "measure" which compares the "similarity" of elements of a linear 
matroid, this work reforms the linear matroid into a similarity graph. Then, two 
different methods, classification method and max-flow method, both basing on the 
similarity graph are developed into heuristics. Computational results using the clas-
sification method and the max-flow method on linear matroid instances are shown 
respectively. 
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Chapter 1 
Introduction 
Branch-decomposition and its associated connectivity invariant branch-width were 
introduced by Robertson and Seymour [1] as part of their graph minors project and 
played a fundamental role in their proof of the Wagner's conjecture. It has been 
shown that branch-decompositions open algorithmic possibilities for solving NP-hard 
problems for graphs. Theoretical work that used decompositions to solve the NP-
complete problems can be found in Bern et al. [2], Courcelle [3], Arnborg et al. [4], 
Borie et al. [5] and elsewhere. Most of the above theoretical work can be applied 
to branch-decompositions. Particularly, Courcelle showed that several NP-complete 
problems can be solved in polynomial time using dynamic-programming techniques 
on input graphs with bounded branch-width. The original result is about bounded 
tree-width, the invariant associated with tree-decomposition of the graph-another 
byproduct of Robertson and Seymour's proof of Wagner's conjecture. But it is equiv-
alent to bounded branch-width, since the branch-width and tree-width of a graph 
bound each other by constants [1]. 
When using the branch-decomposition to solve graph problems, branch-decompositions 
1 
2 
with small width (ie. order of the branch-decomposition) are always desirable. How-
ever, generally, finding the optimal branch-decompositions (ie. branch-decomposition 
with the smallest width possible) are NP-hard [17]. As a result, a branch of re-
searchers has been focusing on developing practical heuristics that produce branch-
decompositions with small widths. There has been plenty of work in the area. Par-
ticularly, there are the eigenvector heuristic based on spectral graph theory proposed 
by Cook and Seymour [18] and Hicks' diameter method along with a hybrid of the 
two [20]. 
Encouraged by the benefits of branch-decompositions for solving NP-hard graph 
problems, researchers generalized the branch-decomposition to any finite set where a 
symmetric submodular function is defined [10], intending to attack classes of NP-hard 
problems modeled on structures other other than graphs. Also, there has been branch-
decomposition-based algorithms on solving non-graph NP-hard problems afterwards. 
For example, recently Cunningham and Geelen proposed an integer programming 
algorithm in which branch-decompositions are used to help solve the integer pro-
grams [9]. However, unlike branch-decompositions for graphs, there has been much 
less work to drive near-optimal branch-decompositions for the general setting(ie. a 
symmetric submodular function defined on a finite set), and even less proves to be 
practical. 
The focus of this thesis is to develop near-optimal branch-decomposition heuris-
tics for linear matroids. In so doing, practically, one can apply the heuristics to any 
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branch-decomposition based algorithms for problems formulated by matrix, especially 
for integer programs via the Cunningham-Geelen algorithm. Despite a number of the-
oretical results on branch-decompositions and branch-decomposition based algorithms 
for solving NP-hard problems, there has been little effort to develop practical algo-
rithms to produce near-optimal branch-decompositions for linear matroids. Hence, 
in this thesis, I am proposing two new branch-decomposition heuristics for the linear 
matroid. To help the reader, I would like to first briefly introduce linear matroids 
and branch-decompositions. 
To introduce the linear matroid, one needs to introduce the matroid first, for the 
linear matroid is a special class of the matroid. A matroid is a pair, an element set 
and its independent sets, satisfying three axioms that characterize the matroid(see 
2.5). The linear matroid, the matroid associated with a linear matrix, is a setting 
more general than graphs to solve problems. Given any matrix A with dimension 
m x n, a linear matroid associated with the matrix A is the matroid with A's col-
umn indices {1,2, . . . n} being its element set, and the sets of the indices of linearly 
independent columns being its independent sets (see Oxley [8]). 
The branch-decomposition for a matroid, is a cubic tree where there is a bi-
jection from the leaves of the tree to the element set of the matroid. For each edge of 
the branch-decomposition, the width of this edge is the order of the partition of the 
elements of the matroid induced by deleting this edge from the branch-decomposition. 
The width of the branch-decomposition is simply the maximum width of all the edges 
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in the branch-decomposition. The branch-width of the matroid is the smallest width 
of all the branch-decompositions of the matroid, and the branch-decomposition of the 
matroid giving the branch-width is the optimal branch-decomposition. 
Most NP-hard graph problems can be modeled on linear matroids, by displaying 
the problems in the form of matrices (e.g. node-edge incidence matrices). Moreover, 
the large class of integer programming problems can be easily modeled on linear 
matroids, simply by associating the constraint matrix of the integer program with a 
linear matroid. Thus, branch-decomposition theories can be applied to these graph 
and integer program problems via linear matroid easily. Whenever in these occasions, 
the width of the branch-decomposition is desired to be as small as possible. 
Taking the Cunningham-Geelen algorithm for example, the algorithm has a com-
plexity of 0{{d+l)2kmn-\-m2n), where m and n are the number of rows and columns of 
the constraint matrix, k is the width of the input branch-decomposition, and d is a nu-
meric value of the matrix respectively. Thus, the solving time of the integer program 
using the Cunningham-Geelen algorithm is subject to change according to the width 
of the input branch-decomposition exponentially. Generally, the smaller the width of 
the input branch-decomposition, the faster the branch-decomposition based algorithm 
performs. However, it has been shown that finding an optimal branch-decomposition 
of the linear matroid for a general matrix is NP-hard [17]. Thus, to apply branch-
decomposition-based algorithms, finding near-optimal branch-decompositions is of 
practical needs. 
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Though the broad applications of branch-decompositions, there are not many prac-
tical works for finding the near-optimal branch-decomposition for a general setting 
such as linear matroid, in spite of success such as eigenvector method and diame-
ter method for branch-decompositions of graphs. In a previous work by Oum and 
Seymour, the authors constructed an algorithm to estimate the branch-width of a 
symmetric submodular function within a factor of 3. For example, the algorithm de-
cides either the branch-width is at least 6 or finds a branch-decomposition with width 
at most 15 for an instance with branch-width being 5 [10]. Hence, the error factor of 
three of Oum and Seymour's method shows that it is not practical when applied to 
branch-decomposition-based algorithms. Hence, new practical methods are needed 
for branch-decomposition of linear matroids. 
Inspired by Belkin and Niyogi's work [11, 12] and its application to image pro-
cessing by Arthur et al. [14], this thesis reforms the linear matroid into a similarity 
graph. Their work considered the data set as a finite weighted graph where nodes of 
the graph represent elements in the data set and two nodes are connected if and only 
if their corresponding data points are "similar" enough under the similarity measure. 
In this work, basing on the similarity graph reformed from the linear matrhod, two 
different methods, classification method and max-flow method, are developed and 
implemented. 
In the classification method, the Laplacian-Eigenmaps-based partially labeled 
classification theory by Belkin and Niyogi [11, 12] is introduced into this paper's 
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branch-decomposition techniques. In their work, Belkin and Niyogi consider the prob-
lem of classification under the assumption that the data resides on a low-dimensional 
manifold within a high-dimensional representation space. Drawing on the correspon-
dence between the graph Laplacian, the Laplace Beltrami operator on the manifold, 
and connections to the heat equation, they proposed an algorithmic framework to 
classify a partially labeled data set in a principled manner. The active role of graph 
Laplacian in heuristics or approximation algorithms for problems whose exact solu-
tions are NP-complete or coNP-complete has years' history. In the 1980s, Alon showed 
the significance of the eigenvector corresponding to the second smallest eigenvalue of 
the graph Laplacian (see [13] for the definition of graph Laplacian), and supplied an 
efficient algorithm for approximating the expanding properties of a graph [16]. In Shi 
and Malik's work, they explored the eigenvector with the second smallest generalized 
eigenvalue of the graph Laplacian to partition graphs [15]. In Cook and Seymour's 
eigenvector branch-decomposition heuristic for graphs, they use the eigenvector with 
the second smallest eigenvalue of the weighted graph Laplacian before calling the 
max-flow algorithm to identify the source and sink nodes. Classification, or partially 
labeled classification has previously been extensively applied in areas such as machine 
learning, data mining, pattern recognition, but not yet in branch-decomposition tech-
niques as an exclusive procedure without max-flow. Referring to Belkin and Niyogi's 
algorithmic framework, this thesis constructs a low-dimensional representation for the 
original high-dimensional elements of the linear matroid, where eigenvectors of the 
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Laplacian of the similarity graph are the basis, and build classifiers for partitioning 
the element set of the linear matroid. 
The max-flow method inherits the ingredients of the previous branch-decomposition 
heuristics especially the diameter method of the branch-decomposition heuristics for 
graphs by Hicks [20]. Based on the similarity graph, this work contracts the similarity 
graph into its corresponding graph minor as the heuristic evolves, and picks the small 
neighborhoods of a diameter pair (ie. a pair of nodes having their distance equal to 
the diameter of the graph) minimizing the max flow as the source and sink. Each 
separation induced by the output cut in the max-flow algorithm becomes a separation 
in the output branch-decomposition. 
Throughout this thesis, I assume that all graphs are simple and undirected unless 
otherwise stated. One is referred to the book by Diestel if unfamiliar with graph 
theory [7]. To set up the knowledge background of the thesis, fundamental definitions 
are given in Chapter 2. In Chapter 3, The Pushing Lemma and The Strong Closure 
Corollary are stated and proved. Then, a complete description of the two branch-
decomposition heuristics: the classification method and the max-flow method follows 
in Chapter 4. Computational results using the classification method and the max-flow 
method on linear matroid instances are reported and compared in Chapter 5. Some 
applications of the heuristics to integer programming and compressive sensing, future 
work and conclusions are given in Chapter 6. 
Chapter 2 
Preliminaries 
2.1 Submodularity 
Given some finite set E and some function / over E, the function / is symmetric 
if f(X) = f(E — X) for any subset X C E. The function / is submodular if 
f(X DY) + f(X U Y) < f(X) + f(Y) for any X,Y C E. Let A : 2E -> R+ be 
defined as A(X) = / ( X ) + / ( £ - X) - f(E) + 1 for X C £?. Note that the function 
A is submodular and symmetric, that is, \(X C\Y) + X(X U 7 ) < X(X) + X(Y) for 
all X,Y C E and X(X) = X(E - X) for any X C E. This function A is called 
connectivity function of / . A partition (X, Y) of E(M) is called a separation, 
and its order is defined to be X(X). 
2.2 Branch-decomposition and Branch-width 
A tree is an acyclic and connected graph. A node of degree 1 in the tree is called 
a leaf, otherwise, the node is a non-leaf node or inner node. Given some finite set 
E and a symmetric submodular function / defined over E, let T be a tree having 
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\E\ leaves and in which every non-leaf node has degree at least three. Associate with 
each leaf v of T one of the elements of E, say u(v), in such a way that each element of 
E is associated with a distinct leaf (u is bijection). The pair comprised of the tree T 
and the function v, is a partial branch-decomposition of / . If each non-leaf node 
of T has degree exactly three, then the pair (T, u) is a branch-decomposition. For 
a partial branch-decomposition T, if T" is a connected subgraph of T and X C E is 
the set labels the leaves of T", then we say that T" displays X. If T" is a leaf node, 
ie. |X| = 1, then the corresponding separation (X, E — X) is called a leaf separation. 
Obviously, there are \E\ such leaf separations in all. The width of an edge e of T is 
defined to be X(X) where X is the set displayed by one of the components of T \ e, 
and without any confusion, the width of e can be written as A(e). The width of 
T, denoted width(T), is the maximum among the widths of its edges. The branch-
width of the symmetric submodular function / is the minimum among the widths 
of all branch-decompositions of / . 
2.3 Tree building 
Given any partial branch-decomposition, any of the leaf separations can always 
be induced by deleting an edge incident to a leaf node from the partial branch-
decomposition tree. Thus, the star graph (a tree with only one inner node with all 
the other nodes adjacent to it) with a bijection from the element set to its leaves, 
is a trivial partial branch-decomposition, since no separations other than the leaf 
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separations can be induced by deleting any edge from the star graph. Given a star 
graph with inner node v as an initial partial branch-decomposition, if one finds a 
reasonable partition (X,Y) of the set D denoting the edges incident to the node v, 
split v into two nodes x and y, make X incident to x, Y incident to y and connect 
x and y by an edge e, one would have another partial branch-decomposition. In 
this new partial branch-decomposition, all the previous separations obtained in the 
star graph are preserved, and a new separation (X,Y) can be induced by deleting e 
from the new partial branch-decomposition. In addition, it is easy to see that the 
maximum degree has been reduced after such a procedure. This gives a hint of how 
to proceed in order to produce branch-decomposition heuristics. 
After a closer look at the partial branch-decompositions, one may find, as de-
scribed above, Tj+i preserves all the separations which can be induced in T». Thus, 
the width of Ti+\ is always greater or equal to the width of Tj. In an algorithmic 
point of view, at each iteration i, a "large" node with degree more than 3 is picked 
and split in a way that hopefully keeps the width of Ti+i small. 
To be more clear, let Tj be the partial branch-decomposition at the ith. iteration, 
the heuristic continues picking one node v of degree more than three of the tree T; 
and splitting it, unless every internal node of Tj has degree at most three then the 
heuristic stops. 
In the first iteration, a separation (A,B) is found such that |J4|, \B\ > 2 and a 
new partial branch decomposition (72,^) is created where v is replaced by nodes x 
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and y and edge (x, y) and x has the leaves corresponding to A and y has the leaves 
corresponding to B. The above split is called initial split, and later splits are called 
sequential splits. 
2.4 /c-split 
In the case of fc-split of the node v, let D be the edge set incident with v in Ti; 
and the heuristic partitions D into k subsets X\, X2,... and Xk, both with cardinality 
at least one. In Tj+i, generate a new node Xj if \Xj\ > 2 and connect node v with 
Xj. Keep the edges in Xj incident with Xj, generate a new edge xtv between Xi and 
v, for any \Xj\ > 2, and keep the edges in Xj incident with v for any \Xj\ = 1 (see 
Figure 2.1 for example of 2-split and 3-split). The new tree Tj+i is formed by the 
above procedure. Moreover, (Ti+i,v) is a partial branch-decomposition. One may 
notice that in the case of 2-split, node v turns out to be of degree 2 in T i+1, thus to 
keep T i+i a partial branch-decomposition, one needs to contract node v before next 
iteration. Then, the zth iteration is finished. We say that Tj is extended from T; for 
any pair of i and j , such that i < j (See Cook and Seymour[18]). 
Figure 2.2 shows a sample decomposition process which terminates in 3 iterations. 
The size of the element set is 6. Using a 2-split and a 3-split, one goes from the star 
graph to the third partial branch-decomposition. Note that, every inner node of T3 
has degree 3, thus T3 is a branch-decomposition. There is no need to proceed, thus 
the decomposition process is finished. For the case in Figure 2.2, the widths relation 
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Figure 2.1: 2-split and 3-split 
Figure 2.2: Sample Tree construction 
is width(Ti) < width{T2) < width{%). 
2.5 Matroid 
Let E b e a finite set and X be the family of subsets of E, called independent 
sets. A matroid M = (E,l) is defined to be a matroid if the following axioms are 
satisfied: 
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(MO) 0 e l 
(Ml) HJ'CJel, then J' e I. 
(M2) For every H C E, every maximal independent subset of H has the same 
cardinality. 
A circuit of a matroid is a minimally dependent subset, i.e. deleting any member 
results in an independent set. For more explanations and examples of matroid, please 
refer to Oxley[8]. 
Now, I would like to introduce the linear matroid. Let T be a field, A = 
(A1A2 • • • A„) be a matrix over T. Let the element set E be the columns indices 
of A and T — {J C E : the columns indexed by elements of J are linearly inde-
pendent }. Then, this M = (E,X) is a matroid, and a matroid of such kind is a 
linear matroid. A circuit of a linear matroid is the set of indices of a minimal set 
of linearly dependent columns. Further, the connectivity function can be endowed 
with the linear matroid, and is defined as X(X) = r(X) + r(E — X) — r(E) + 1 for 
X C E, where r is the linear rank function over field T. One can easily find that 
X(X) =r(X)+r(E-X)-r(E) + l = dxm(S(A,X))+l,whereS(A,X) is denned to 
be the space which is the intersection of the space spanned by the columns indexed 
by X and the space spanned by the columns indexed by E — X of the matrix A, ie. 
S(A,X) = span(A\X) n span(A\(E — X)). Thus, to minimize X(X), one only need 
to minimize the dimension of 5(A, X). 
Chapter 3 
Pushing 
Let's say that (T, v) is k-extendible if there is some way to (repeatedly) split 
the nodes of T having degree greater than three, to obtain a branch-decomposition 
of width equal to or smaller than k. Without loss of generality, assume k to be the 
smallest width of the branch-decomposition from which the current partial branch-
decomposition can be extended to. Certainly (7\, v) is fc-extendible with k equals to 
the branch-width. In the zth iteration, X and Y are desired to be chosen so that 
if (Ti,v) is ^-extendible then so is (Ti+i,v). If (Ti+i,v) is also fc-extendible, then 
the split from T; to Ti+i is a greedy one. Every separation of the element set E 
arising from (Ti+i, u) also arises from (Tj, v) except the separations comprised of the 
newly generated edges X\V, x2v . . . . Repeatedly choosing separations with order small, 
without regard to other considerations, turns out to be too short-sighted in practice. 
Indeed, there might always be a "safe" way to split. By "safe" I mean that if the 
current partial branch-decomposition is /^-extendible, then the new partial branch-
decomposition will be /c-extendible as well. There is no obviously direct method 
to check if a given (T, v) is ^-extendible, thus, "The Pushing Lemma" and "The 
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Strong Closure Corollary" are developed to maintain the fc-extendibility. The name 
"Pushing" is extended from Cook and Seymour [18], but their pushing lemma can 
not be applied to the case of linear matroid. Thus, here in this thesis, I have a new 
pushing lemma and its corresponding proof. 
3.1 A small variation of the terminology 
To make the later statements easier, Let's accommodate our previous definition of 
partial branch-decomposition in the following way. A partial branch-decomposition 
for a finite set E is a cubic tree T whose leaves are labeled by the elements of E. 
That is, each element of E labels some leaf of T, but leaves may be unlabeled or 
multi-labeled. A branch-decomposition is a partial branch-decomposition without 
multi-labeled leaves. 
Let D be the edge set incident with v in Tj, and edges e\, e2 G D be distinct edges. 
Consider the 2-split of node v which partitions D into 2 subsets X = {ei,e2} and 
Y = D\X, makes edges in X incident to a new node x and Y incident to a new node 
y and connects x and y. This 2-split of v yields a new partial branch-decomposition 
Ti+\. Let A(ei Ue2) be the short form representing the order of the separation induced 
by deleting the edge xy from Ti+\. Also, recall that A(ei) and A(e2) are the orders of 
the separations induced by deleting e\ from Tj and deleting e2 from T; respectively. 
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3.2 The Pushing Lemma 
The Pushing Lemma: Let A be any symmetric submodular set function on the 
set E. Consider the partial branch-decompositions with A defined on its edges as the 
connectivity function. Let v be a node with degree more than three inTi} D be the set 
of edges in Ti incident with the node v and edges e\, e2 G D be distinct edges. Suppose 
A(ei U e2) < max{A(ei), A(e2)}, (3.1) 
holds. Then taking the partition X — {ex, e2}, Y = D \ X of D for the 2-split of node 
v yields a tree Ti+i which is k-extendible ifTi is k-extendible. 
Proof: Let A\ be the set displayed by e\ not containing v, A2 be the 
set displayed by e2 not containing v, A = A\ U A2 and B = E \ A. 
Without loss of generality, assume that X(Ai) > A(A2), thus X(Ai) > 
X(A). Hence, (A,B) is a separation of order at most k. Since T, is k-
extendible, there exists a branch-decomposition T of M extended from 
Ti, such that width{T) < k. If in T, ex and e2 have a common end, 
then we are done. So we can assume that in T, e\ and e2 do not have a 
common end. Here, we aim to construct a new branch decomposition T" 
with width at most that of T, where e\ and e2 have a common end. To 
finish the proof, we need the help of Claim 1 and Claim 2. 
Claim 1 Let e be any edge of T, if (Xi,X2)) is a separation caused by 
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T-e, then either X(B n Xx) < k or X{B n X2) < k. 
Proof: If XiDAj ^ 0, where i G { 1 , 2 } , J G {1,2}, then either 
Xi C Aj or A,- C Xi, since T is extended from Tj. If X; C Aj, 
then A(B l~l Xi) < k. If A^ C Xu then A(A n Xt) = X(Aj) or 
A ^ f l l . ) = X(A). Since A(AX) = max{X(Al),X{A2)}, then 
there exists i, such that Xi f\ A\ ^ 0. Then, if Xi C Ai, 
A(5 n Xi) < fc; else if Ax c X;, then A(A n X*) > A(A), and by 
submodularity, we get A(A U X,) < X(Xt) < fc, so A(5 n X,-) = 
A(A U Xi) < k, where i ^ j , as required. | 
We can assume that T has degree-3 vertices, as otherwise the lemma holds 
trivially. For the same reason, we can assume k > 2. If v is a vertex of T 
and e is an edge of T, let Xev denote the set of elements of M displayed 
by the component of T \ e that does not contain v. 
Claim 2 There exists a degree-3 vertex sofT such that, for each edge e 
ofT, A(Xes D B) < k, and denote the three edges incident with s by f, g 
and h, none of Xfs,Xgs,Xhs is a proper subset of Ai or A2. 
Proof: Here we construct an orientation of T. Let e be an 
edge of T, and u and v be the ends of e. If X(Xev C\B) < k, then 
e is oriented from u to v, and if X(Xeu D B) < k, e is oriented 
from v to u. Thus, by Claim 1 each edge receives at least one 
orientation, maybe two. 
Here we place a restriction that for any edge e such that Xeu C 
At, we only follow the direction derived by the fact that X(Xeur\ 
B) < k. As k > 2, each edge incident with a leaf can also be 
restricted to be oriented away from that leaf. First assume that 
there exists a node v of T such that every other vertex can 
be connected to v by a directed path. As each edge incident 
with a leaf has been oriented away from that leaf, and any u, 
st Xeu C Ai, \(Xeu fl B) — 1 < k. Thus e is oriented away 
from Xeu C Ai, particularly, e; is oriented away from At, then 
the claim follows with s = v. Next, we assume that there is 
no vertex reachable from every other vertex. Then there exists 
a vertex w and two edges e,/ incident to w, such that neither 
e nor / is oriented towards w. Let Vi = Xew, Y3 — XfW, and 
y2 = E \ (Yi U Y3). Since e and / are oriented away from w, 
X((Y2 U y3) n B) < k and A(V3 U A) = \{(Yi U Y2) n B) < k. 
The intersection and union of (Y2 U Y3) D B and Y3 U A are 
Y3 n B and Y2 U I3 U A. So by submodularity, A(r3 fl B) < k 
or A(Yi n 5 ) = A(V2 U I3 U A) < k. This contradicts with 
the fact that neither e nor f is oriented towards w. So, there 
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exists a degree-3 vertex v of T such that every other vertex can 
be connected to v by a directed path, then for each e of T, 
X(Xev n B) < k and Xev is not a proper subset of A\ or A2. I 
Let s be a vertex satisfying Claim 2, / i , /2 and fe be the edges of T 
incident with s, and Xi denote XjiS for each i £ {1,2,3}. So there exist 
i0 G {1,2,3}, such that Xio n Ax ^ 0 . Say, z0 = 1. Thus Xi n A = Ai, or 
Xi fl A — A. In either case, A(XX n A) > A(A). Then by submodularity, 
A p 2 U l 3 ) n B ) = A(XiUA) < \{Xi) < k. Then construct V by taking 
a copy of T keeping only the labels of B, subdividing / t with a new vertex 
b, adding a new leaf a incident with b, and labeling a with A. It is easy 
to see width(T') < k. Thus, Ti+i is ^-extendible. | 
Inequality (3.1) is called The Pushing Inequality. Besides, the 2-split described 
in The Pushing Lemma has a name: "push". The method used in this proof of The 
Pushing Lemma is adapted from a method used in the excluded minors project of 
Jeelen et al. (2003) [19]. Figure 3.1 is illustrated as an example of applying The 
Pushing Lemma. In Figure 3.1, D — {vc,vb,vw,v5,vl3}, &\ = vc, e2 = v5, and 
A(ei U e2) = \{xy) in Tj+i, suppose A(ei U e2) < max{A(ei), A(e2)}, then taking the 
partition X = {ei,e2}, Y = D \ X of D for the 2-split of node v yields a new tree 
Tj+i. Thus, by The Pushing Lemma, Ti+i is ^-extendible if T, is /c-extendible. 
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Figure 3.1: An example of applying The Pushing Lemma 
3.3 The Strong Closure Corollary 
Before introducing the corollary, I will first introduce some notations and defini-
tions to simplify the later statements. Let D be the edge set incident with node v in 
Ti which has degree greater than 3, and let e, / G D be distinct edges. The strong 
closure of any edge e in D is defined to be Co(e) = {/ G D | A(eU/) < A(e)}. Given 
e\ G D with Co(ei) = {fi, f2, • • • f s } , for 1 < j < s, generating a new node Xj which 
is made incident with e,- and fj, keeping D' = D \ {/i, • • • fj} incident with node 
v and connecting Xj and v by a new edge e^+i yields partial branch-decomposition 
Ti+j. This partial branch-decomposition Ti+j is called element-wise-pushed from T; 
with respect to the strong closure of e\. 
The Strong Closure Corollary: Let D be the edge set incident with node v in 
Tit and given e\ G D with Co(ei) = {/i, f2, • • • f s } , for 1 < j < s, element-wise-push 
a partial branch-decomposition Ti+j from Ti with respect to the strong closure of t\. 
Then, Ti+j is k-extendible ifTi is k-extendible, and width(Ti+j) < width(Ti). 
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Proof: If |Co(ei)|=l, then it follows directly from the pushing lemma. 
Thus we can start our induction, if the corollary is true for j , then 
for C = { / i . / a . - . - W , define A™ 4 e ^ U S / t , thus, A ^ = 
e i u Ut=i+1 ft — A^ U (ei U fj+i). By the submodularity of A, we have 
A(^'+1>) < \(A&) + A(ei U fj+1) - A(ei) < \{A&), use pushing lemma, 
Ti+j+i is fc-extendible because Ti+j is ^-extendible. Also, very obviously, 
width(Ti+j+i) < width(Ti+j). | 
In Figure 3.2, D = {vc,vb,vw,v5,vl3}, e\ = vc and suppose Co(ei) = {vb,vl3}, 
then generating a new node x which is made incident with e\ and x5 = vb, keeping 
D' = D\ {v5} incident with node v and connecting x and v by a new edge e% yields 
partial branch-decomposition Ti+\. For T i+1, generating a new node y which is made 
incident with e2 = vx and yl3 = i>13, keeping D' = D\ {v5, i;13} incident with node 
v and connecting y and v by a new edge e3 yields partial branch-decomposition T i+2. 
By the strong closure corollary, both this partial branch-decomposition Ti+i and Ti+2 
are fc-extendible if Tj is fc-extendible and have width no more than width(Ti). 
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Q v.y >A Pushing 
co(yc) = {v5,vl3} 
Figure 3.2: an example application of Strong Closure Corollary 
Chapter 4 
Methods 
4.1 Similarity graph 
4.1.1 Brief introduction to the two methods 
This thesis focuses on the heuristics for finding near-optimal branch-decompositions. 
In the following discussion, we will always focus on linear matroid M = {E,X) as-
sociated with matrix A = (AiA2 • • • A„) € j^mxn^ w h e r e jr j s ^n e fliec|. Thus, the 
element set E = {1,2, ...n}. 
A branch-decomposition can be regarded as a global arrangement of the elements 
in the element set E. Recall the section 'tree building', the heuristics start with 
a star partial branch-decomposition, by adding separations to the partial branch-
decomposition, the heuristics end up with a branch-decomposition after several iter-
ations. As stated before, the width of the partial branch-decomposition grows after 
each iteration. Thus, the difficulty is how to introduce low order new separations when 
pushing is unavailable, so that the width of the new partial branch-decomposition 
keeps small. To tackle the above difficulty, I developed two methods: classification 
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and max-flow method, both basing on the similarity graph. To introduce the simi-
larity graph, one needs to define the similarity measure first. 
4.1.2 Similarity measure 
For an edge e of T, recall that the order of the separation (X, Y) induced by 
T \ e is X(X) = r(X) + r(E - X) - r(E) + 1 = dim(S(A, X))+l, where S{A, X) = 
span(A\X) f}span(A\(E — X)). Thus, a "good" partition (X,Y) always features a 
small dimension of S(A,X), that is, a small similarity between the spanning space 
of sets displayed by X and Y. From now on, I would say X instead of the columns 
displayed by X, column instead of the column indexed by the element for convenience. 
No matter what method is chosen to generate a separation of the branch-decomposition, 
the above "similarity" between the spanning space of X and Y is desired to be small. 
Thus there should be a way to qualitatively measure the "similarity" between the 
elements of the matroid. Particularly, I identify the similarity measure between two 
columns by the potential of the subspaces generated by a set including each column 
being near-parallel, ie. the value of sine of the angle between the two columns. Thus, 
given an initially labeled set B C E, which is comprised of the set Bx of elements 
from X and the set By of elements from Y. Intuitively, by putting the most similar 
columns to Bx in X, and the most similar columns to By in V, one can expect a 
small dimension of S(A, X). 
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4.1.3 Node-edge-incidence and node-identification of the similarity graph 
Let 1,2,... ,n be the nodes of the similarity graph. Then, define the distance 
between node i and node j to be the sine of the angle between A; and Aj, ie. 
dist(i,j) = Wl — (||A JuiA ii)2)- An ed&e *s pla c ed between nodes i and j if Aj and 
Aj are "close". Nodes i and j are connected by an edge if and only if i is among 7 
nearest neighbors of j or j is among 7 nearest neighbors of i for parameter 7 £ N, 
and the distance between i and j is strictly less than 1. 
For a sequential split in the A;th iteration, let v be the node to split in the iteration 
k, and D be the edges incident to v in 7^. For each edge e in D, delete e from T, 
choose the component Te of T without node v, and denote the elements displayed by 
Te to be Ae. If \Ae\ > 2, identify the nodes in Ae into one node ve, else ve represents 
Ae. An edge is placed between vei and ve. if and only if there exists some node in Aei 
and some node in Ae. connected to each other in the similarity graph. As a result, 
the constructed graph Gv is a minor of the similarity graph. 
The diameter of a graph G is the smallest number k such that the shortest path 
between any nodes of G gas distance at most k where the edges all have length equal 
to one. The diameter pair of the graph G is a pair of nodes having their distance 
equal to k. 
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4.2 Classification method 
In this section, I am introducing the Laplacian Eigenmap techniques of data clas-
sification to the branch-decomposition heuristics. The linear matroid M = (E,l) is 
associated with matrix A = (Ai A2 • • • A„) G Jrmxn. The element set E = {1, 2, ...n}. 
Regard {Ax, A2, • • • , A„} as the data set to be classified. A complete subroutine of 
classification can be divided into the following 5 steps. 
Step 1 : Constructing the similarity graph with 7 nearest neighbors 
For the initial split, Let {1, 2 , . . . ,n} be the nodes of the similarity graph. Let the 
distance between nodes i and j be the sine of the angle between A* and Aj, ie. 
dist(i,j) = 4/1 — (||A-ii'||^.|i)2)- An edg e *s placed between nodes i and j if Aj and 
Aj are "close". Nodes i and j are connected by an edge if and only if i is among 7 
nearest neighbors of j or j is among the 7 nearest neighbors of i , for the parameter 
7 G N, and the distance between i and j is strictly less than 1. 
Step 2 : Choosing the weights 
For the initial split, Wy = 1 if vertices i and j are connected by an edge. If nodes i 
and j are not connected, Wy = 0. 
Step 3 : Computing the Eigenfunctions of the Laplacian 
For the initial split, assume the graph G, constructed above, is connected. Other-
wise proceed with step 3 for each connected component. Compute eigenvalues and 
27 
eigenvectors for the generalized eigenvector problem 
Lf=ADf, (4.1) 
where D is the diagonal weight matrix, and its entries are column sums of W, D r i = 
^2 • Wjj. L = D — W is the Laplacian matrix. Laplacian is a symmetric, positive 
semidefinite matrix that can be thought of as an operator on functions defined on the 
vertices of G. 
Let f0, • • • , f„_i be the solutions of equation 4.2, ordered according to the gener-
alized eigenvalues: 
Lf0 = A0Df0 
Lfi = AiDfj 
(4.2) 
Lin-i — An_i 
where 0 = A0 < Ai < ... < \n-i. I leave out the eigenvector f0 corresponding to 
eigenvalue 0 and use the p eigenvectors corresponding to the p smallest non-zero 
eigenvalues for embedding in p-dimensional Euclidean space. 
Step 4 : Building the classifier 
If k = 2, let clah be the charismatic vector of the elements. Let Cl^b be the labeled 
elements in the zth class, i = 1,2, and then clab(x) = 1 if x G the first class, and 
28 
c
lab(x) = — 1 if x G the second class. 
If k > 3, pick the initially labeled set, let d, i G {1, • • • , k}, be the classes, let 
Clab be the labeled elements in the ith class, and let c'ab be the characteristic function 
of those d, ie. clfb(x) = 1 if x G d, and cf 6(x) = 0 otherwise. 
Given a specific class Ci, to approximate the class, one needs to minimize the error 
function Errfa) = Ylj=i(ci(xj) ~ 5Zf=i ^(O^C?))2! where s is the cardinality of the 
labeled set, and without loss of generality the labeled set is denoted to be {1,2,..., s}. 
The minimization is considered over the space of coefficients a^  = (a;(l), ...,aj(p)). 
The solution is given by 
a, = ( E L E ^ E W 6 (4.3) 
where c'a6 = (ci, C2,..., cs)T and E ^ is an s x p matrix whose q, r entry is fr(q)- Also, 
Uj = X)?=i a i 0 ) ^ ' f°r a n y ^ G {1,2, • • • , A;}. The vector Uj is called extended label of 
the ith class. 
Similarly, for k = 2, 
R=(ElbElab)-1Kbclab (4.4) 
Also,u = Y7j=i a(i)fj. 
Step 5 : Classifying unlabeled elements 
For A; = 2, assign the j - th element to the first class if u(j) > = 0. Assign the j-tb. 
element to the second class otherwise. For k > 3, assign the j'-th element to the class 
argmaXiUi(j). 
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This finishes a call of classification subroutine. According to k, the number of 
classes to be classified, The above subroutine is called a k-classification subroutine. 
4.2.1 Applying classification method and pushing 
In the initial split, first construct the similarity grpah G of the linear matroid, 
then compute the diameter pairs of G. There might be multiple diameter pairs. For 
each diameter pair (i,j), sort all of the nodes such that their distance to i is in non-
decreasing order. Let A be the [|£V(G)|] first terms and B be the |"|(5V(G)|] last 
terms. Given A, B C V(G), use 2-classification subroutine to compute a separation 
(X, Y) of G such that A C X, B C Y and the corresponding order of the separation. 
Among the orders computed, pick the minimum and its corresponding separation X 
and Y. Taking a 2-split partitioning the edge set incident with v into X and Y, one 
would have T2. 
For a sequential split in the A;th iteration, let v be the node in Tj. to split in the 
iteration k, and D be the edges incident to v in Tjt, construct the corresponding minor 
of the similarity graph Gv. In D, there should be only one edge not incident to a leaf, 
and denote this edge and its corresponding separation by e and (X, Y). Without loss 
of generality, assume that X = {x\, • • • , x^} are the leaves adjacent to v. Then Gv 
should be of size N +1, with a node S identified Y from G and each one of the other 
nodes representing a node from X. Find nodei in Gv that is among the sth most 
distant nodes from S, and find node2 in Gv distinct from S that is either among the 
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sth most distant nodes from S or the sth most distant nodes from node\. 
For each pair of nodei and node2, let node\ and indices in Y together be the 
labeled elements in the first class, compute the extended label Ui of the first class 
using the formula in Step 4. Let node-i and Y together be the labeled elements in 
the second class, compute the extended label U2 of the second class using the formula 
in Step 4. Compare the two extended labels and assign the element j to the class 
i, i = 1,2 having grater value of Ui(j). Thus, X is split into the part in the first 
class W\ and the part in the second class W2, and correspondingly (X U W ,^ W2) 
and (X LiW2,Wi) are two separations of the element sets. Also, extended labels ui 
for separation (X U W2, W\) and U2 for separation (XUWi , W2) are stored. In T2, 
connect node v with 3 new nodes x\, X2 and x3, keep the edges in Y incident with 
x\, W\ incident with X2 and W2 incident with X3. For any 1 < i < 3, generate a new 
edge XiV between Xj and v, then, partial branch-decomposition Tk+i is formed. 
After the initial split (X, Y) of the current classification method, one can compute 
the strong closure of the X and Y, and push the elements in the closure, then continue 
classification. For the sequential splits, try applying "The Strong Closure Corollary" 
first, and use classification to find the split if the closures are all empty. 
4.2.2 Justification 
The Laplacian eigenmaps handles the problem of embedding the similarity graph 
into p-dimensional Euclidean space. The embedding is given by the n x p matrix 
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Y = [y1y2, • • • , yp], where the ith row provides the embedding coordinates of the ith 
vertex. It provides a choice to minimize the following objective function, 
£ | y W - y ( j ) H 2 W y = *r(YTLY), 
ij 
where yW = [yi(i), • • • ,yp(i)}T is the p-dimensional representation of the ith node, 
under appropriate constraints. The objective function with our choice of weights 
Wy incurs a heavy penalty if neighboring points Xj and Xj are far apart. Therefore, 
minimizing it is an attempt to ensure that if x» and x7- are "close", then yW and yd) 
are close as well. This reduces to finding 
arg minir (YTLY). 
YTDY=I 
Y r D l = 0 
The constraint Y T D Y = I prevents collapse onto a subspace of dimension less than 
p, and by the constraint Y r D l = 0 we require orthogonality to the constant vector. 
Standard methods show that the solution is provided by the matrix of eigenvectors 
corresponding to the lowest non-zero eigenvalues of the generalized eigenvalue problem 
Ly = ADy [12]. 
4.2.3 Connection to the eigenvector method 
It is worthwhile to mention that in Cook and Seymour's eigenvector branch-
decomposition heuristic for graphs, they use Laplacian eigenmaps too, though just for 
identifying the source and sink nodes before calling max-flow algorithm. Unlike this 
work's case that the adjacency matrix of the similarity graph is the weight matrix, 
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for the line graph L{G) of the original graph G, they use W ^ — "^{deg(u) — 1)_1 : 
« e V and i,j € adj(u) if distinct i and j are connected in L(G), else Wy = 0. The 
classification method in this work computes the Laplacian only once before the initial 
split, and then use the same p eigenvectors of the Laplacian as basis of the maps 
in every split when pushing is unavailable for the entire method. By contract, they 
compute the weighted Laplacian in every initial and sequential splits when pushing is 
unavailable and use the only eigenvector corresponding to the second smallest eigen-
value of the Laplacian every time. Of course, the way they choose their weighted 
matrix makes the eigenvector method unapplicable to the setting of linear matroid. 
4.3 Max-flow method 
The max-flow method inherits the ingredients of diameter method of the branch-
decomposition heuristics for graphs by Hicks [20], and is based on the similarity graph. 
The linear matroid M = (E, 1) is associated with matrix A = (Ai A2 • • • A„) G Jrmxn. 
The element set E = {1, 2, ...n}. A complete subroutine of max-flow method can be 
divided into the following 3 steps. 
4.3.1 Max-flow subroutine 
Stepl: Construction or node-identification of the similarity graph 
For the initial split, let {1,2, . . . ,n} be the nodes of the similarity graph. Let 
the distance between nodes i and j be the sine of the angle between Aj and Aj, ie. 
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dist(i,j) = i / l — (MA IIIIA II)2)' ^ n edge is placed between nodes i and j if A, and 
Aj are "close". Nodes i and j are connected by an edge if and only if i is among 
7 nearest neighbors of j or j is among 7 nearest neighbors of i, for the parameter 
7 G N, and the distance between i and j is strictly less than 1. 
For a sequential split in the kth iteration, let v be the node to split in the iteration 
k, and D be the edges incident to v inTk- Construct the graph Gv which is a minor 
of the similarity graph as described in section 4.3. 
Step 2: Compute diameter and diameter pairs 
Compute the diameter of the current graph G or Gv (either similarity graph for 
initial split or minor of similarity graph in sequential split) and the diameter pairs of 
the current graph. 
Step 3: Compute the separation using max-flow 
There might be multiple diameter pairs. For each diameter pair (i,j), sort all 
of the nodes such that their distance to i is in non-decreasing order. Let A be the 
n<JV(G)H first terms and B be the n<5F(G)H l a s t t e r m s - G i v e n A->B £ V(G)> u s e 
max-flow algorithm to compute a separation (X, Y) of G such that A C X, B C Y 
and E(X, Y) ie. the cut between X and Y, is minimized. Among the max-flow 
computed, pick the minimum and its corresponding separation X and Y. Split v into 
two nodes x and y, make X incident to re, Y incident to y and connect x and y by 
an edge e, one would have another partial branch-decomposition. 
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4.3.2 Applying max-flow method and pushing 
For the initial split, run the 3-step max-flow subroutine. In the i-th sequential 
splits, for splitting a node v, denote the edges incident to v in the current partial 
branch-decomposition Ti+i to be D, compute strong closures for all the edges in D 
and push according to The Strong Closure Lemma. If strong closures are all empty 
sets, apply max-flow method again to generate new partial branch-decompositions. 
Repeat splitting nodes until a branch-decomposition is formed. 
o 
Chapter 5 
Computational Results 
It has been shown by previous researchers that if a graph has a cycle with length at 
least 2, then the branch-width of the linear matroid associated with the binary node-
edge incidence matrix of the graph has the same branch-width as the branch-width 
of the graph itself. This observation provides a feasible way to check the performance 
of the heuristics because there are a number of graph instances with branch-width 
known in previous literatures [20, 21]. These node-edge incidence matrices can be 
treated as linear matroid instances to test the performance of our heuristics. All the 
results in this section are run using MATLAB by the same computer. 
In Tables 5.1, 5.2, 5.3, 5.4 and 5.5, for each instance named in the first column, the 
second column and the third column are the size of matrix associated with the linear 
matroid instance, the forth column is the branch-width of the linear matroid instance, 
the fifth and seventh columns report the output width and computational time for 
the classification method, and those due to the max-flow method are reported in the 
fifth and seventh columns. Branch-width is denoted by (3 in the tables for simplicity. 
In Table 5.1, the linear matroid instances are all node-edge incidence matrices 
35 
36 
of the planar graphs. Thus, the number of columns are about three times of the 
number of rows for the instances( because a planar graph with m nodes can have at 
most 3m — 6 edges). In Table 5.2, 5.3, 5.4 and 5.5, the linear matroid instances are 
of compiler graphs. The number of columns are about the same as the number of 
rows for the instances. The known branch-width of the compiler instances are small, 
ranging from 2 to 4. 
For the classification method, the key is to map the original high-dimensional 
elements into a lower dimensional space, a space spanned by the p most significant 
eigenvectors of the normalized Laplacian. For all the instances in the tables, I use 
p = 2 x [J2I.] + 4, where m is the number of columns. Also, the parameter of the 
similarity graph is 7 = 4 for all the instances. Besides, for all instances 6 = | for the 
initial split and 5 = j for the sequential splits. More specifically, in table 5.1, I use 
p = 6 when m < 500, p = 8 when 501 < m < 1000, p = 10 when m > 1001, and 
p = 6 for all the instances in Table 5.2, 5.3, 5.4, 5.5 and 5.6, since the number of rows 
is at most 465. 
For the max-flow method, I use 7 = 4 for instances in Table 5.1, and 7 = 3 for 
instances in Table 5.2, 5.3, 5.4 and 5.5. Small 7 may cause unconnected similarity 
graph although the original graph is connected. Large 7 may cause the diameter of 
the similarity graph minor become one too many times hence the max-flow method 
may be inefficient in that case. For all instances S — | for the initial split and S = | 
for the sequential splits. 
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For the instances in Table 5.1, the width of the branch-decomposition found by 
the heuristics is usually within nine of the branch-width of the instance. For the 
small instances in Table 5.2, 5.3, 5.4 and 5.5, the results of the heuristics are usually 
within two of the branch-width of the instance. Averagely, both of the two methods 
are four away from the branch-width for the planar instances and one away from the 
branch-width for the compiler instances. 
More clearly, the error and relative error(ie. the error over the branch-width) 
versus the size of the element set for each planar instance are shown in Figure 5.1, 
and the error and relative error versus the size of the element size for each compiler 
instance are shown in Figure 5.2. The blue squares in the figures are the performances 
of the classification method, and red circles are the performances of the max-flow 
method. They both have relative errors smaller than one for all these instances with 
the branch-width known. 
In terms of the output width, it is not easy for one to make out which method is 
better either by the tables or the figures. Indeed, the two methods beat each other 
alternatively. The statistics are out of the 39 planar instances, classification method 
beats max-flow method 13 times, 18 times vise vasa and 8 ties. The mean relative 
error of the classification method for planar instances is 0.43 and that of the max-
flow method is 0.39. The mean relative error of the classification method for compiler 
instances is 0.60 and that of the max-flow method is 0.48. 
These results indicate that both of the two heuristics are near-optimal yet there 
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Figure 5.1: Planar Graph Node-edge Incidence Matrix Instances 
is certainly room to improve the practical performance of the heuristics. But by 
all means, the max-flow method seems to be faster than the classification method. 
Another improvement that could be probably be made in the future is reducing the 
time for the two methods, checking only the necessary cases and decreasing the rounds 
of for loops. 
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Figure 5.2: Compiler Graph Node-edge Incidence Matrix Instances 
Table 5.6 offers the width and time of the classification method and max-flow 
method respectively for the linear matroid instances truncated from the instance 
lOteams of MIPLIB2003. All the results were run using MATLAB and the parameter 
are 7 = 4, p = 6 for the classification method and 7 = 4 for the max-flow method. 
In Step 3 of the ^-classification subroutine, we use the eigenvectors correspond-
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ing to the generalized eigenvalue problem, which is commonly used in Eigenmaps 
classification. Then one interesting question aroused would be what if the standard 
eigenvectors are used in the classification method, ie. solving Lf = Af in Step 3 of 
^-classification subroutine, where L is the graph Laplacian. We investigate this by 
using the completely same procedure and parameters as the classification method for 
the linear matroid instances, except that we directly compute the standard eigen-
vectors of the Laplacian in Step 3 of the ^-classification subroutine. This difference 
seems not to affect the output the classification method much for instances in this 
thesis. 
Figure 5.3 reports the error versus the size of the element set for each planar 
instance (the upper image)and planar instances (the lower image). The black squares 
in the figures are the results using the generalized eigenvectors, and red circles are 
the results using the standard eigenvectors. For most of the instances the two cases 
produce the same results. There is only a very slight tendency that the generalized 
eigenvectors beats the standard eigenvectors when the size of the element set is getting 
larger. The mean relative error of the standard eigenvectors for planar instances is 
0.40(compared with 0.43 for the case of generalized eigenvectors) and that for the 
compiler instances is 0.59(compared with 0.60 for the case of generalized eigenvectors). 
Table 5.7 reports the width and time using the generalized eigenvectors and the 
standard eigenvectors respectively for the classification method for the same instances 
as in Table 5.6. These results of the two cases are very much the same too. In sum, 
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Figure 5.3: Generalized eigenvector and eigenvector 
confined to the frame of this paper, using standard eigenvectors for Step 3 of the 
/c-classification subroutine is also suggested for the classification method. 
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Table 5.1: Results of the two heuristics for planar graph node-edge incidence matrix 
instances 
Names 
eil51 
eil76 
eillOl 
bierl27 
chl30 
chl50 
d493 
gil262 
dl98 
A417 
kroAlOO 
kroA150 
kroA200 
kroBlOO 
kroB150 
kroB200 
kroClOO 
kroElOO 
linl05 
a280 
prl07 
prl24 
prl36 
prl44 
prl52 
pr226 
pr264 
pr299 
pr76 
ratl95 
rat99 
rat575 
rat783 
rdlOO 
rd400 
tsp225 
ul59 
u724 
vml084 
rows columns ft 
51 150 8 
76 215 10 
101 290 10 
127 567 14 
130 377 10 
150 432 12 
493 1467 20 
262 773 15 
198 571 12 
417 1179 9 
100 285 9 
150 432 11 
200 586 11 
100 284 9 
150 436 10 
200 580 12 
100 286 9 
100 283 8 
105 292 9 
280 788 13 
107 283 6 
124 318 8 
136 377 10 
144 393 9 
152 428 8 
226 586 7 
264 772 13 
299 864 11 
76 218 9 
195 562 12 
99 279 9 
575 1609 17 
783 2322 20 
100 286 11 
400 1183 17 
225 622 12 
159 431 10 
724 2117 18 
1084 2869 15 
classification method 
width gap time(s) 
8 0 4 
12 2 21 
12 2 50 
19 5 88 
11 1 99 
15 3 177 
27 7 8887 
20 5 1157 
19 7 454 
18 9 7092 
13 4 52 
14 3 146 
17 6 414 
12 3 37 
15 5 153 
17 5 447 
13 4 41 
11 3 44 
13 4 39 
17 4 1099 
11 5 40 
9 1 191 
14 4 83 
15 6 99 
13 5 105 
12 5 339 
17 4 802 
18 7 2351 
14 5 17 
15 3 241 
12 3 29 
25 8 15115 
32 12 43368 
13 2 36 
26 9 4950 
17 5 509 
17 7 161 
28 10 38065 
24 9 127816 
max-flow method 
width gap time(s) 
8 0 2 
12 2 12 
14 4 37 
20 6 63 
14 4 84 
14 2 99 
24 4 1871 
23 8 328 
14 2 142 
18 9 2479 
10 1 24 
14 3 81 
14 3 205 
15 6 34 
13 3 86 
18 6 207 
12 3 26 
14 6 25 
12 3 24 
13 0 268 
11 5 22 
12 4 2 
11 1 66 
10 1 51 
15 7 42 
11 4 130 
19 6 305 
13 2 399 
14 5 2 
15 3 2195 
12 3 25 
26 9 3894 
29 9 6813 
15 4 33 
23 6 1136 
16 4 292 
19 9 93 
27 9 7275 
20 5 12653 
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Table 5.2: Results of the two heuristics for compiler graph node-edge incidence matrix 
nstances 
Graphs 
abrt 
aclear 
advbnd 
arret 
bcndb 
bcndl 
bcndr 
bcndt 
bilan 
bilsla 
buts 
cardeb 
clrdt 
coeray 
colbur 
cosqbl 
cosqb 
cosqfl 
cosqf 
cosqi 
dcoera 
debflu 
debico 
decomp 
denitl 
denitr 
denpt 
dens 
densx 
densy 
drepvi 
drigl 
dyeh 
ecrd 
ecwr 
efill 
energy 
endrun 
error 
exact 
rows columns /3 
3 3 2 
9 10 2 
196 242 NP 
12 15 2 
25 34 2 
25 34 2 
25 34 2 
25 34 2 
37 49 3 
18 22 2 
66 82 3 
48 64 3 
3 3 2 
11 14 2 
40 54 NP 
63 74 2 
8 10 2 
63 74 2 
8 10 2 
21 24 2 
11 14 2 
108 141 3 
60 76 3 
117 150 NP 
15 18 2 
15 18 2 
80 102 2 
6 7 2 
6 7 2 
6 7 2 
71 96 3 
21 29 3 
27 35 3 
21 24 2 
21 24 2 
102 136 3 
74 89 2 
3 3 2 
30 36 2 
6 6 2 
classification method 
width gap time(s) 
2 0 0.00 
3 1 0.05 
5 NP 22.42 
3 1 0.05 
3 1 0.03 
4 2 0.14 
4 2 0.13 
4 2 0.13 
4 1 0.39 
3 1 0.05 
4 1 1.12 
6 3 0.53 
2 0 0.00 
3 1 0.03 
5 NP 0.42 
3 1 0.75 
3 1 0.01 
3 1 0.1 
3 1 0.01 
4 2 0.06 
3 1 0.03 
4 1 3.33 
5 2 0.93 
5 NP 6.06 
3 1 0.03 
3 1 0.03 
4 2 1.97 
3 1 0.02 
3 1 0.01 
3 1 0.01 
5 2 1.66 
5 2 0.10 
3 0 0.17 
4 2 0.06 
4 2 0.06 
5 2 4.56 
4 2 1.18 
2 0 0.00 
3 1 0.14 
2 0 0.02 
max-flow method 
width gap time(s) 
2 0 0.00 
3 1 0.03 
5 NP 9.99 
3 1 0.05 
4 2 0.17 
4 2 0.14 
4 2 0.15 
4 2 0.15 
4 1 0.28 
3 1 0.07 
4 1 1.01 
4 1 0.58 
2 2 0.00 
3 1 0.03 
5 NP 0.43 
4 2 0.57 
3 1 0.04 
4 2 0.4 
4 2 0.57 
3 1 0.09 
3 1 0.06 
4 1 2.38 
4 1 0.80 
4 NP 2.93 
3 1 0.06 
3 1 0.05 
4 2 1.36 
2 0 0.03 
2 0 0.02 
2 0 0.01 
4 1 1.12 
4 1 0.19 
3 0 0.19 
3 1 0.09 
3 1 0.09 
4 1 3.65 
4 2 0.89 
2 0 0.00 
3 1 0.16 
2 0 0.02 
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Table 5.3: More compiler instances results 
Graphs 
fehl 
fftb 
fftf 
fmtset 
fpppp 
gamgen 
genb 
genprb 
hmoy 
ibin 
ihbtr 
ilsw 
inideb 
iniset 
inithx 
injbat 
injchk 
integr 
intowp 
inter 
jacld 
jacu 
jobtim 
lasden 
laser 
laspow 
lclear 
linj 
lissag 
main 
nprio 
numb 
orgpar 
paroi 
pintgr 
prophy 
putb 
putdt 
rows columns (3 
39 45 2 
60 73 2 
57 59 2 
28 55 3 
3 3 2 
20 25 3 
18 24 2 
6 7 2 
6 7 2 
6 7 2 
56 75 3 
3 3 2 
35 45 3 
465 465 2 
118 151 3 
51 69 2 
33 44 2 
55 70 NP 
3 3 2 
16 21 2 
25 32 2 
25 32 2 
3 3 2 
66 85 NP 
19 25 2 
14 18 3 
9 10 2 
27 35 NP 
20 22 2 
34 44 2 
17 22 3 
27 32 2 
56 72 2 
102 134 3 
90 114 3 
48 65 2 
138 175 NP 
53 65 2 
classification method 
width gap time(s) 
3 1 0.23 
3 1 0.80 
3 1 0.67 
4 1 0.0 
2 0 0.00 
4 1 0.07 
4 2 0.07 
3 1 0.01 
3 1 0.02 
3 1 0.01 
4 1 0.87 
2 0 0.00 
4 1 0.25 
2 0 200.02 
4 1 5.81 
3 1 0.74 
4 2 0.27 
5 NP 0.71 
2 0 0.00 
4 2 0.05 
4 2 0.11 
4 2 0.10 
2 0 0.00 
5 NP 1.14 
4 2 0.07 
3 0 0.06 
3 1 0.02 
4 NP 0.14 
3 1 0.08 
3 1 0.25 
3 0 0.05 
4 2 0.10 
4 2 0.80 
5 2 4.27 
4 1 2.46 
4 2 0.63 
5 NP 8.45 
4 2 0.60 
max-flow method 
width gap time(s) 
4 2 0.23 
4 2 0.64 
4 2 0.58 
3 0 0.14 
2 0 0.00 
3 0 0.11 
3 1 0.11 
2 0 0.01 
2 0 0.01 
2 0 0.03 
4 1 0.58 
2 0 0.00 
3 0 0.27 
2 0 52.15 
4 1 3.33 
4 2 0.65 
3 1 0.23 
4 NP 0.53 
2 0 0.00 
3 1 0.09 
3 1 0.14 
3 1 0.14 
2 0 0.00 
4 NP 1.21 
4 2 0.07 
3 0 0.09 
3 1 0.02 
4 NP 0.20 
4 2 0.09 
3 1 0.20 
4 1 0.08 
3 1 0.14 
4 2 0.62 
5 2 2.45 
4 1 1.60 
4 2 0.63 
5 NP 4.34 
4 2 0.49 
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Table 5.4: More compiler instances results 
Graphs 
radb2 
radb3 
radb4 
radb5 
radf2 
radf3 
radf4 
radf5 
ranf 
recre 
rewdt 
rfftbl 
rfftb 
rfftfl 
rfftf 
rffti 
rhs 
rinj 
rkf45 
saturr 
saxpy 
setb 
setbv 
setinj 
setiv 
seval 
si 
sinqb 
sinqi 
sinqf 
solv2y 
solve 
sortie 
spline 
ssor 
subb 
sudtbl 
supp 
rows columns /3 
130 158 NP 
113 138 NP 
130 158 NP 
113 138 NP 
130 158 NP 
113 138 NP 
130 158 NP 
113 138 NP 
3 3 2 
27 35 NP 
3 3 2 
55 71 2 
6 7 2 
55 71 2 
6 7 2 
6 7 2 
202 249 3 
27 35 NP 
3 3 2 
17 23 2 
11 13 2 
33 40 2 
39 48 2 
18 23 2 
28 36 2 
24 31 NP 
23 31 3 
41 48 2 
3 3 2 
41 48 2 
3 3 2 
29 36 2 
44 62 NP 
37 45 3 
81 106 3 
3 3 2 
11 14 3 
12 15 2 
classification method 
width gap time(s) 
6 NP 5.76 
6 NP 3.98 
6 NP 5.76 
6 NP 3.97 
6 NP 5.76 
6 NP 3.97 
6 NP 5.77 
6 NP 3.97 
2 0 0.00 
4 NP 0.15 
2 0 0.00 
3 1 0.79 
3 1 0.02 
3 1 0.79 
3 1 0.01 
3 1 0.02 
5 2 24.73 
4 NP 0.15 
2 0 0.00 
4 2 0.08 
4 2 0.03 
3 1 0.20 
4 2 0.29 
4 2 0.29 
4 2 0.15 
4 1 0.12 
4 1 0.14 
3 1 0.29 
2 0 0.00 
3 1 0.29 
2 0 0.00 
4 2 0.15 
6 NP 0.55 
4 1 0.25 
5 2 0.16 
2 0 0.00 
4 1 0.03 
3 1 0.03 
max-flow method 
width gap time(s) 
6 NP 3.45 
5 NP 2.63 
6 NP 3.44 
5 NP 2.63 
6 NP 3.45 
5 NP 2.63 
6 NP 3.44 
5 NP 2.64 
2 0 0.00 
4 NP 0.26 
2 0 0.00 
4 2 0.69 
2 0 0.01 
4 2 0.71 
2 0 0.02 
2 0 0.01 
5 2 11.35 
4 NP 0.22 
2 0 0.00 
3 1 0.07 
3 1 0.02 
3 1 0.22 
4 2 0.29 
3 1 0.10 
3 1 0.16 
3 0 0.16 
4 1 0.15 
3 1 0.31 
2 0 0.00 
3 1 0.31 
2 0 0.00 
4 2 0.19 
6 NP 0.41 
4 1 0.26 
6 3 0.70 
2 0 0.00 
3 0 0.05 
2 0 0.05 
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Table 5.5: More compiler instances results 
Graphs 
tcomp 
tpart 
trans 
urand 
vavg 
verify 
vgjyeh 
vnewl 
x21y21 
yeh 
zeroin 
rows columns /? 
38 50 NP 
14 18 2 
73 95 4 
18 22 2 
6 7 2 
55 73 2 
6 7 2 
9 10 2 
6 6 2 
50 68 3 
43 56 NP 
classification method 
width gap time(s) 
6 NP 0.32 
4 2 0.04 
5 1 1.49 
3 1 0.05 
3 1 0.01 
4 2 0.78 
3 1 0.01 
3 1 0.03 
2 0 0.00 
6 3 0.67 
4 NP 0.46 
max-flow method 
width gap time(s) 
5 NP 0.34 
3 1 0.06 
5 1 1.06 
3 1 0.07 
2 0 0.01 
3 1 0.60 
2 0 0.01 
3 1 0.02 
2 0 0.02 
5 2 0.64 
5 NP 0.62 
Table 5.6: More linear matroid results for the two heuristics 
rows columns 
15 100 
15 150 
20 200 
30 200 
30 300 
40 400 
50 400 
50 500 
70 700 
90 900 
100 1000 
classification method 
width time(s) 
3 0 
3 0 
4 4 
6 11 
7 55 
9 118 
10 376 
10 697 
13 643 
14 2709 
17 2837 
maxflow method 
width time(s) 
3 0 
3 1 
4 2 
6 3 
7 7 
9 18 
11 19 
11 31 
13 59 
13 102 
15 165 
Table 5.7: More linear matroid results using generalized eigenvectors and standard eigen-
vectors. 
rows columns 
15 100 
15 150 
20 200 
30 200 
30 300 
40 400 
50 400 
50 500 
70 700 
90 900 
100 1000 
generalized eigenvectors 
width time(s) 
3 0 
3 0 
4 4 
6 11 
7 55 
9 118 
10 376 
10 697 
13 643 
14 2709 
17 2837 
standard eigenvectors 
width time(s) 
3 0 
3 1 
5 4 
6 12 
7 32 
9 113 
10 130 
11 318 
14 645 
14 1750 
15 1905 
Chapter 6 
Application, Future Work, and Conclusions 
6.1 Application 
6.1.1 Application to integer program via Cunningham-Geelen algorithm 
For solving an integer programming problem: (IP) Find x £ Z™ maximizing cTx 
subject to Ax = b, x > 0, where A G Zm x" , b € Zm , and c <E Z™, methods and 
techniques such as branch-and-bound, branch-and-cut, branch-and-price and branch-
price-and-cut have been extensively studied [6]. Branch-decomposition is offering 
another approach for solving integer programs. 
Given an integer program (IP), one can simply treat the constraint matrix as a 
linear matroid, with the indices of the columns of the matrix being the element set 
of the linear matroid (see Oxley [8]). Thus, the branch-decomposition of this linear 
matroid can be utilized to solve the integer program (IP). The Cunningham-Geelen 
algorithm is a dynamic programming algorithm that solves the integer program (IP) 
when the constraint matrix A is nonnegative [9]. Taking a branch-decomposition 
of the linear matroid of (IP) as input, the algorithm has a complexity of 0((d + 
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l)2kmn + m2n), where m is the number of rows of the constraint matrix A, n is the 
number of columns of the constraint matrix A, k is the width of the input branch 
decomposition of A, and d is the maximum entry of b respectively. Thus, theoretically, 
when A is non-negative and the linear matroid of A has bounded branch-width, 
the integer program (IP) can be solved in pseudo-polynomial time. And further, in 
the case of binary integer programs where d = 1, the integer program (IP) can be 
solved in polynomial time for the linear matroid of A having constant branch-width, 
theoretically. 
However, in practice, finding an optimal branch-decomposition of the linear ma-
troid of a general matrix A is known to be NP-hard. Also, the solving time of the 
integer program (IP) using the Cunningham-Geelen algorithm is subject to change 
according to the width of the input branch decomposition exponentially. Thus, the 
near-optimal branch-decomposition heuristics presented in this thesis provides a prac-
tical approach to implement the Cunningham-Geelen algorithm: the output of the 
heuristic can be taken as input the Cunningham-Geelen algorithm, and thus be ap-
plied to generate the subproblems in the dynamic programming process to solve 
integer programs. According to the analysis in the introduction, the heuristic will 
allow a near-optimal performance of the Cunningham-Geelen algorithm. 
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6.1.2 Compressive sensing 
For image processing, a lot of work has been focused on decomposing an observed 
signal s € Rm as s = $ a where $ is an m by n transform matrix. If n 3> m, then the 
problem is underdetermined and the solution a with the fewest nonzero elements is 
the desired. Mathematically, the formulation of the problem is (PI): min||x||0, such 
that Ax=b . When b = 0 , the set of nonzero elements in a sparse solution forms a 
circuit of the linear matroid represent by A. Furthermore, if one wants the solution 
with the fewest nonzero elements, then the smallest circuit of the linear matroid is 
desired. In addition, for nonzero b, consider the new linear matroid associated with 
the matrix A' = (A b) and the problem becomes finding the shortest circuit of the 
new linear matroid containing b. 
Via a small variation of the Cunningham-Geelen algorithm, problem(PI) can be 
solved with the same complexity of the original Cunningham-Geelen algorithm al-
though the objective function of (PI) is not linear. 
6.2 Future work 
6.2.1 For the heuristics 
The most general setting for branch-decomposition is any symmetric submodular 
function. Theoretically, both of my two heuristic methods can be generalized to any 
symmetric submodular function / , if I let the similarity measure between element x 
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and element y defined in terms of / , ie. dist(x,y) = 1 - fM+fty) • * a m So m§ t o 
find some instances of symmetric submodular function to test this. 
6.2.2 For the Cunningham-Geelen algorithm 
The C++ implementation of the Cunningham-Geelen algorithm has already been 
finished by Dr. Margulies and Dr. Hicks and me. Further, I am going to couple the 
branch-decomposition heuristics with the C++ implementation of the Cunningham-
Geelen algorithm, and then apply to integer programming instances and compressive 
sensing. 
6.3 Conclusions 
This thesis present two new near-optimal branch-decomposition heuristics for lin-
ear matroids, classification method and max-fiow method. In the literature, there are 
already excellent heuristics for graphs, however, no practical branch-decomposition 
methods for general linear matroids have been addressed yet. Reforming the linear 
matroid into a similarity graph, the two heuristics are able to draw its connections to 
the classic graph theory as well as the spectral graph theory. Thus, the two heuristics 
are sufficiently supported in theory. Besides, this work develops The Pushing Lemma 
and its corresponding corollary for any symmetric submodular function, which hope-
fully can be helpful to future branch-decomposition based work of mine and other 
researchers' too. Though there's still room to improve the practical performance of 
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the two heuristics, the computational results for both heuristics are always within the 
error factor of one, which shows hope to apply the heuristics to branch-decomposition 
based algorithms for linear matroids such as the Cunningham-Geelen algorithm. 
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