We derive the asymptotic behavior for an additive functional of two independent self-similar Gaussian processes when their intersection local time exists, using the method of moments.
Introduction
The aim of this paper is to show a central limit theorem for an additive functional of two independent identically distributed Gaussian processes. Let X = {X t , t ≥ 0} be a d-dimensional centered Gaussian process. We assume that X is H-self-similar for some parameter H ∈ (0, 1) such that Hd < 2. That is, X satisfies the scaling property
for all c > 0.
We will denote by X (1) and X (2) two independent copies of X. For any rectangle E ⊂ R 2 + , we will denote by L(x, E) the local time of the two-parameter process Z = {Z(t, s) = X (1) t −X (2) s , s, t ≥ 0}, defined, if it exists, as the density of the occupation measure, that is,
for any measurable and bounded function ϕ : R d → R, see [16] for fractional Brownian motion case. When E = [0, t 1 ] × [0, t 2 ], I(t 1 , t 2 ) = L(0, E) is the intersection local time of X (1) and X (2) that can be defined as I(t 1 , t 2 ) = v ) du dv, where δ is the Dirac delta function, see [9] for fractional Brownian motion case. * D. Nualart is supported by the NSF grant DMS1512891.
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Given an any integrable function f : R d → R, we are interested in the asymptotic behavior as n → ∞ of the additive functional f (x) dx, t 1 , t 2 ≥ 0 .
In fact, letting E = [0, t 1 ] × [0, t 2 ] and using the self-similarity and the existence and continuity of the intersection local time at zero, we get n Hd−2 nt 1 0
If we assume that R d f (x) dx = 0, then n Hd−2 nt 1 0
v ) du dv converges to 0. It is interesting to know if there is a α > Hd − 2 such that n α nt 1 0 nt 2 0 f (X (1) u − X (2) v ) du dv converges to a nonzero process. It turns out that the natural choice is α = Hd−2 2 , the convergence is in distribution and the limit is a mixture of Gaussian laws. The purpose of this paper is to show the corresponding functional central limit theorem for a large class of Gaussian processes X. We will first describe the class of processes we will consider.
Along the paper X = {X t , t ≥ 0} is a d-dimensional H-self-similar centered Gaussian stochastic process whose components X ℓ , 1 ≤ ℓ ≤ d, are independent and identically distributed. We will assume that the process X ℓ satisfies the following hypotheses:
(H1) Nondeterminism property: there exists a positive constant κ depending only on n and H, such that for any 0 = t 0 < t 1 < · · · < t n and x i ∈ R, 1 ≤ i ≤ n, we have 
for all h ∈ [0, t/γ 0 ].
(H3) Bounds on the covariance of increments on disjoint intervals: there exists a nonnegative decreasing function β(γ) : (1, ∞) → R with lim γ→∞ β(γ) = 0, such that, for any 0 < t 1 < t 2 < t 3 < t 4 < ∞ such that 
From results in [14] , we see that the following Gaussian processes satisfy the above hypotheses:
(i) Bifractional Brownian motion. The covariance function of this process is given by
where H 0 ∈ (0, 1) and K 0 ∈ (0, 1]. See [6, 13] for the main properties of this process, and note that K = 1 gives the classic fractional Brownian motion case with Hurst parameter H = H 0 . Hypotheses (H1)-(H3) hold with H = H 0 K 0 .
(ii) Subfractional Brownian motion. The covariance function of this process is given by
where H ∈ (0, 1). This Gaussian process has been studied in [4, 12] and it satisfies (H1)-(H3).
(iii) More generally, the Gaussian self-similar processes considered in [5] satisfy Hypotheses (H2) and (H3) in the particular case α = 2β = 2H.
It can be proved that if the components of X satisfy Hypothesis (H1) and Hd < 2, then local time L(x, E) exists and is continuous in x. Indeed, this property can be established using the arguments of the proof of Theorem 8.1 in [1] , together with the lower bound for the variance based on the nondeterminism property obtained in Subsection 3.1 below.
In order to formulate our result we introduce the following space of functions. Fix a number β ∈ (0, 2), define
We will denote by f the Fourier transform of a function f .
The next theorem is the main result of this paper, which is a functional version of the central limit theorem in the case where X = B H is a d-dimensional fractional Brownian motion (fBm) with Hurst parameter H, proved in [11] .
, as n → ∞, where, conditionally on X (1) and X (2) , Λ(t 1 , t 2 ) is a two-parameter centered Gaussian process with covariance function
Let us discuss the role of our hypotheses in this theorem. The nondeterminism property (H1) guarantees the existence and continuity of the self-intersection local time. Hypothesis (H2) means that Var(X ℓ t+h − X ℓ t ) behaves as α 2 h 2H as h → 0 and is well tailored for Gaussian processes with nonstationary increments. The independent normal random phenomenon appearing in the secondorder limit law for functionals of Gaussian processes is caused by the increments in Hypothesis (H2). On the other hand, Hypothesis (H3) characterizes the covariance of increments having no contribution to the limiting distribution.
In the Brownian motion case (H = 1 2 and d = 3), Theorem 1.1 can be proved using a theorem by Weinryb and Yor [15] . Note that the constant D f,H,d is finite for any H > 2 d+2 . In [7] , we proved the following central limit theorem when X = B H , assuming Hd < 1
where L t (0) is the local time at 0 of B H and W is a Brownian motion independent of B H . Using the methodology we develop here, the above result could be extended to a centered d-dimensional self-similar Gaussian process X satisfying hypotheses (H1)-(H3), that is,
So it is natural to guess that, for N independent copies X (1) , . . . , X (N ) of a centered d-dimensional self-similar Gaussian process X satisfying hypotheses (H1)-(H3), assuming
, the following result should hold
and, conditionally on X (1) , . . . , X (N ) , Λ(t 1 , . . . , t N ) is a two-parameter centered Gaussian process having covariance function
with I(t 1 , . . . , t N ) being the local time of the multiparameter process
The interested readers could prove this easily by using our methodology. This paper can be viewed as an extension of the result in [7] . The limit here is different from that in [7] , which, conditionally on X (1) and X (2) , is a two-parameter Gaussian process. To prove our main result Theorem 1.1, we use Fourier analysis and the method of moments. Some techniques in [7] will be applied, but new ideas are also needed. For example, we use the paring technique introduced in [14] to prove the convergence of moments. On the other hand, this paper sheds light on proving asymptotic behavior of additive functionals of multi-parameter processes or random fields when intersection local time or local time exists.
A second-order result for two independent Brownian motions in the critical case d = 4 and H = 1 2 was proved by Le Gall [8] . General asymptotic results for additive functionals of k independent Brownian motions were obtained by Biane [3] . A first-order result for two independent fBms in the critical case Hd = 2 with H ≤ 1/2 was given in [2] . Recently, both first-order and second-order results for two independent general Gaussian processes in the critical case Hd = 2 were proved in [14] , where the functional limit theorems are still unknown. Extensions to functionals of k independent Gaussian processes in the critical case Hd = k are also mentioned in [14] .
After some preliminaries in Section 2, Section 3 is devoted to the proof of Theorem 1.1, based on the method of moments. Throughout this paper, if not mentioned otherwise, the letter c, with or without a subscript, denotes a generic positive finite constant whose exact value is independent of n and may change from line to line. We use ι to denote √ −1.
Preliminaries
Let X t = (X 1 t , . . . , X d t ), t ≥ 0 be a d-dimensional centered Gaussian process defined on some probability space (Ω, F, P ), whose components are independent, identically distributed and satisfy Hypotheses (H1)-(H3), with Hd < 2.
We will denote by X (1) and X (2) two independent copies of X. Conditionally on X (1) and X (2) , let Λ(t 1 , t 2 ) be a two-parameter centered Gaussian process with covariance function
where I(t 1 , t 2 ) is the intersection local time of the processes X (1) and X (2) on the rectangle [0,
The next lemma gives a formula for the moments of increments of the process {Λ(t, s), t, s ≥ 0} on disjoint rectangles.
Lemma 2.1 Fix a finite number of disjoint rectangles
where A(w, τ ) is the covariance matrix of the Gaussian random vector
Proof. This follows from the definition of the two-parameter process Λ(t 1 , t 2 ).
We next claim that the law of the random vector ∆ E i Λ : 1 ≤ i ≤ N is determined by the moments computed in Lemma 2.1. This is a consequence of the following estimates. Fix an even integer n = 2k, and set
be the covariance matrix of the Gaussian random vector
where σ and π are two permutations of indices i = 1, . . . , k such that
, and by convention u σ(0) = v π(0) = 0. As a consequence of (2.1) and (2.2),
, and this easily implies the desired characterization of the law of the increments of the two-parameter process {Λ(t, s) : t ≥ 0, s ≥ 0} on disjoint rectangles by its moments.
We will make use of the following property of the space
Proof. We can write
Then, if |z| ≤ 1, we estimate |z| α by 1, and if |z| ≥ 1 we use |z| α ≤ |z| 
Estimates and convergence of even moments
Fix a 1 , a 2 , b 1 , b 2 ≥ 0 with a 1 < b 1 and a 2 < b 2 . We consider the random variable
Using the Fourier transform of f , denoted by f , we can write, for any integer m ≥ 1,
where
and we have used that X (1) and X (2) are independent copies of X.
In order to estimate this expectation we proceed in several steps.
Lower bound for the variance using nondeterminism
In order to apply the nondeterminism property we would like to replace the integral on the rectangles [na 1 , nb 1 ] m and [na 2 , nb 2 ] m by (m!) 2 times the integrals over the associated simplexes
Unfortunately, we cannot do this because both exponential factors are linked through the same coefficients y i 's. To overcome this difficulty, we will make use of the Cauchy-Schwarz inequality after some rearrangements of the terms.
Let P be the set of all permutations of {1, 2, . . . , m}. For ℓ = 1, 2, set
and define
for any σ ∈ P. Then, expression (3.1) for the moment of order m can be also written as
By the Cauchy-Schwarz inequality, we obtain
Taking into account that
| is a symmetric function of the y i 's, the second factor in the above expression does not depend on σ and we obtain
For ℓ = 1, 2, making the change of variables x i = m j=i y j (with the convention x m+1 = 0) and using the notation
Applying the nondeterminism property (1.1) and making the change of variables
Chaining argument
The next step consists of using the chaining argument introduced in the reference [10] . The main idea is to replace each product f (
We are going to make these substitutions recursively. We can write
for k = 1, 2, . . . , m − 1, and
In this way, we obtain the decomposition
Fix a nonnegative constant λ such that
The estimation of each term A k,m is given in the next lemma. 
and if m is even,
Proof. When a = 0, b = t and λ > 0, the above estimates were obtained in Lemma 3.1 of [11] in the case where X = B H is a d-dimensional fBm with Hurst parameter H ∈ (0, 1). Using similar arguments as in [11] , we could obtain our results.
Paring Technique
The estimates obtained by using the chaining argument play a critical role when deriving limit theorems for an additive functional of the fractional Brownian motion (fBm), see [10, 17] . In fact, using some estimates on the covariance of increments of the fBm on disjoint intervals (see Lemma 2.4 in [14] ), the convergence of even moments in [7, 10] can be easily obtained applying the method given in the proof of Proposition 4.2 of [17] . However, these estimates could not help us to obtain the central limit theorems for an additive functional of two independent fBms, or more generally of two independent copies of a Gaussian process X satisfying conditions (H1)-(H3), because the methodology developed in [11] only allows us to derive obtain central limit theorems when times are fixed.
A new technique will be introduced to extend the result in [11] to functional central limit theorems, which is called the paring technique and was original developed in [14] to get limit laws for functionals of two independent fBms in the critical case Hd = 2. Here is a rough description of this technique. When showing the convergence of even moments, we first use the Fourier transform and arrange the ordering of the first process X (1) according to the ordering of its time points. Then we would see that the spatial variable y with odd index 2k − 1 multiplying an increment of X (1) is very close to the one with the index 2k. The same paring also works for the second process X (2) .
More interestingly, the paring for the first process would also match the paring for the second one. These parings finally let us obtain the desired convergence of even moments in [14] . In this paper, we consider the case Hd < 2, where the intersection local exists, and the approach will be different from the one in [14] and new ideas and tools will be required to derive the functional central limit theorem.
In the following, we would illustrate how to use the paring technique in computing the limit of even moments.
Proposition 3.2 If m is even, then
Proof. We divide the proof into several steps. We can assume that a 1 , a 2 > 0.
Step 1. We show that E [F n (a 1 , b 1 ; a 2 , b 2 ) m ] is asymptotically equivalent to I n m defined in (3.5), where we impose the upper bound n λ 0 ε for some λ 0 > 0 to the even differences ∆u 2i and ∆v 2i and the lower bound n 1/2 ε to the odd differences ∆u 2i−1 and ∆v 2i−1 , respectively. Note that
For ε ∈ (0, 1) and ℓ = 1, 2, we let 
where in the last inequality we applied Cauchy-Schwartz inequality and then used the symmetry of the product of the Fourier transforms.
Applying the estimate (3.2) in Lemma 3.1 to the right hand side of the above inequality, we obtain
there exist 1) some ℓ ∈ {1, . . . , m/2} such that ∆u 2ℓ ≥ n λ 0 ε or ∆v 2ℓ ≥ n λ 0 ε; or 2) some ℓ ∈ {2, . . . , m/2} such that ∆u 2ℓ−1 ≤ n 1/2 ε or ∆v 2ℓ−1 ≤ n 1/2 ε. Therefore, the right hand side of (3.6) is less than a constant multiple of lim sup
where a = min{a 1 , a 2 } and b = max{b 1 , b 2 }.
Using Cauchy-Schwarz inequality as in Subsection 3.1 and then doing some calculation yield
dy 2ℓ ds 2ℓ dr 2ℓ = 0, and
Step 2. We next show that I n m is asymptotically equal to I x j for i = 1, 2, . . . , m, we can write
For any ε ∈ (0, 1), define
Recall the change of variables y i = m j=i x j for i = 1, 2, . . . , m. Then I n m in (3.7) can also be written as
Using Cauchy-Schwarz inequality as in Subsection 3.1 and then making the change of variables
x j for i = 1, 2, . . . , m, we obtain
Now, by Lemma 3.1 and the nondeterminism property (1.1), we can write
Step 3. For any σ ∈ P, let
m and in the sequel we will study the asymptotic behavior of I n,σ m for a fixed σ. To do this we consider a partition of the set of permutations
where P 1 is the set of permutations σ ∈ P such that the collection of pairs {2k, 2k − 1}, k = 1, 2, . . . , m/2 is invariant by σ, in the sense that {2k, 2k − 1}, k = 1, 2, . . . , m/2 = {σ(2k), σ(2k − 1)}, k = 1, 2, . . . , m/2 .
Step 4. We first study I n,σ m for σ ∈ P 0 . For any σ ∈ P 0 , there exist j, k, ℓ ∈ {1, 2, . . . , m/2} with k = ℓ such that σ(2j) ∈ {2k, 2k − 1} and σ(2j − 1) ∈ {2ℓ, 2ℓ − 1}. 
We claim that
In fact, from (3.9), there are only four possibilities for the values of σ(2j) and σ(2j − 1): (1) σ(2j) = 2k and σ(2j − 1) = 2ℓ; (2) σ(2j) = 2k and σ(2j − 1) = 2ℓ − 1; (3) σ(2j) = 2k − 1 and σ(2j − 1) = 2ℓ; (4) σ(2j) = 2k − 1 and σ(2j − 1) = 2ℓ − 1. In the first case, the claim follows from (3.10) directly. In the second and third cases,
In the last case,
We next show that |y 2k − y 2ℓ | ≤ 4mε or |y 2k − y 2ℓ | ≤ 4mε.
Without loss of generality, we can assume that k < ℓ. Then
if |x 2k − x 2ℓ | ≤ 2mε, and
Using arguments similar as those in Subsection 3.1 and then Lemma 3.1, we can get
Integrating with respect to all u, v, and y i with i = 2k, 2ℓ gives lim sup
for all σ ∈ P 0 . Taking into account that ε is arbitrary, we see that there will be no contribution in the limit for σ ∈ P 0 .
Step 5. Now we analyze I n,σ m for σ ∈ P 1 . Note that I n,σ m can be written as
and define Proof of (3.12) : This follows from Lemma 3.1 and arguments similar to those in Subsection 3.1.
Proof of (3.13) : Using Cauchy-Schwarz inequality and the boundedness of f ,
On the other hand, using the nondeterminism property (1.1) and integrating with respect to y gives Step 6. We will finally derive the limit of I n m as n → ∞. Consider the decomposition
By the definition of O m,ℓ in (3.4), if i is odd and j is even, then if i > j we have
On the other hand, by the definition of O m,ℓ in (3.4), if i < j are even, then
. Therefore, by Hypothesis (H3) we can write m i,j=2, even,i =j
By hypothesis (H2), there exists
Now by Hypothesis
Using Hypothesis (H2) and the definition of O m,ℓ in (3.4), Var
where β(n) = c 20 β(n 1 2
where β(n) = c 21 β(n 1 2 on the right-hand side of (3.15) after simplification only has two possibilities. One is that it consists of only variables y with odd indices when i is odd. The other is that there is only one variable y with even index in its expression when i is even. Note that all variables y with odd indices are in the ball centered at the origin with radius ε and ε is a positive constant which could be arbitrary small. Recall the definition of T σ ε,2 in (3.11). Choosing γ large enough gives
where σ(i) = σ(i) if σ(i) is even and σ(i − 1) otherwise.
So the right hand-side of (3.15) is less or equal than lim sup
As a consequence, lim sup n→∞ σ∈P 1 I n,σ m,γ,3 is less than or equal to the product of 
By the self-similarity property and a change of variables, and taking into account Lemma 2.1, we can show that the lim sup in (3.16) is equal to
is less than
Using similar arguments as above, lim inf 
Taking ε → 0 first and then γ → ∞,
Recall lim sup
We obtain the desired convergence of even moments.
4 Proof of Theorem 1.1
The proof of Theorem 1.1 will be done in two steps. We first show tightness and then establish the convergence of moments. Tightness will be deduced from the following result. 
where C is a positive constant depending only on H, d, m and T .
Proof. Consider the decomposition
v ) du dv
So it suffices to show E I 2m 1
Note that
Using the arguments as in Subsection 3.1, we obtain
By Lemma 3.1, taking λ = 0, we can write
Therefore,
This completes the proof.
In the remaining of this section, we prove that the moments of F n (t 1 , t 2 ) converge to the corresponding moments of Λ(t 1 , t 2 ). 
We need to consider the following sequence of random variables
and compute lim n→∞ E (G n ). Note that the expectation of G n can be written as
To establish the convergence of moments, we need to consider two cases. One is that at least one of the exponents m i is odd. The other is that all exponents m i are even. We start with the convergence of moments in the first case.
Proposition 4.2 Suppose that at least one of the exponents m i is odd. Then
Proof. The proof will be done in several steps.
Step 1 We subdivide the disjoint rectangles {E i : 1 ≤ i ≤ N } in such a way that
can be represented as the union of sets of the form
We also impose a α ≤ b α+1 and c β ≤ d β+1 for each α, β. From the assumption, we see that at least one of the exponents m α,β is odd. Therefore, to prove (4.6), it suffices to consider the convergence of moments of F n (t 1 , t 2 ) on disjoint rectangles {E α,β = (na α , With the above notation we need to estimate
For the simplicity of notation, we set
and
Then, Step 2 We first consider the case when one of m α s or m β s is odd. Let
Then,
Applying Cauchy-Schwarz inequality to the right-hand side of (4.8) gives
With loss of generality, we can assume that one of the m α s is odd. Let α 0 = min{α : m α is odd},
Note that m 1 is odd and
It suffices to show (4.9) in the case that L = 2, M = 1 and m 1,1 is odd. This follows easily from Lemma 3.1.
If one of the m β s is odd, we can use the above argument to show that
If all of m β s are even, we can replace Step 3 Recall the definitions of m α and m β . We now consider the case when all m α and m β are even. We know that at least one of the exponents m α,β is odd. Let β 0 = min{β : m α,β is odd} and α 0 = min{α : m α,β 0 is odd}. Then we let P be the set of all bijections R from D L,M to {1, . . . , |m|} such that R(α, β, j) < R(α ′ , β ′ , j ′ ) if and only if s α,β,j < s α ′ ,β ′ ,j ′ , P the set of all bijections R from D L,M to {1, . . . , |m|} such that R(α, β, j) < R(α ′ , β ′ , j ′ ) if and only if u α,β,j < u α ′ ,β ′ ,j ′ .
Define P = {(R, R) : R ∈ P, R ∈ P} and P 1 to be the subset of P with its elements (R, R) satisfying {R −1 (2i), R −1 (2i − 1)} : i = 1, . . . , |m|/2 = {R −1 (2i), R −1 (2i − 1)} : i = 1, . . . , |m|/2 , (4.13)
where R −1 and R −1 are inverses of R and R, respectively.
For any (R, R) ∈ P, define So we only need to find the limit of as n tends to +∞. For any (R, R) ∈ P 1 , we claim that (a) R −1 (2i) and R −1 (2i − 1) only differ in the last element for all i = 1, . . . , |m|/2; (b) R −1 (2i) and R −1 (2i − 1) only differ in the last element for all i = 1, . . . , |m|/2. This claim will be proved by induction. When M = 1, using the ordering of u α,β,j s and (4.13), we can easily see that the claim is true. Assume that the claim is true when M = M 0 . We only need to show that it is also true when M = M 0 + 1. In this case, for elements (s α,β,j , u α,β,j ) in E m α,β α,β with α = 1, . . . , L, β = 2, . . . , M 0 + 1 and j = 1, . . . , m α,β , by induction, the claim is true. Recall that u α ′ ,1,j ′ s are strictly less than u α,β,j s whenever β ≥ 2. This implies that the claim is true for all elements (s α,β,j , u α,β,j ) in E 2 )!.
