Abstract. Bridging the gap between the specification of software requirements and actual execution of the behavior of the specified system has been the target of much research in recent years. We have created a natural language interface, which, for a useful class of systems, yields the automatic production of executable code from structured requirements. In this paper we describe how our method uses static and dynamic grammar for generating live sequence charts (LSCs), that constitute a powerful executable extension of sequence diagrams for reactive systems. We have implemented an automatic translation from controlled natural language requirements into LSCs, and we demonstrate it on two sample reactive systems.
Introduction
Live Sequence Charts are a visual formalism that describes natural "pieces" of behavior and are similar to telling someone what they may and may not do, and under what conditions. The question we want to address here is this: can we capture the requirements for a dynamic system in a far more natural style than is common? We want a style that is intuitive and less formal, and which can also serve as the system's executable behavioral description [1] .
To be able to specify behavior in a natural style, one would require a simple way to specify pieces of requirements for complex behavior, without having to explicitly, and manually, integrate the requirements into a coherent design. In [2] , the mechanism of play-in was suggested as a means for making programming practical for lay-people. In this approach, the user specifies scenarios by playing them in directly from a graphical user interface (GUI) of the system being developed. The developer interacts with the GUI that represents the objects in the system, still a behavior-less system, in order to show, or teach, the scenariobased behavior of the system by example (e.g., by clicking buttons, changing properties or sending messages). As a result, the system generates automatically, and on the fly, live sequence charts (LSCs) [3] , a variant of UML sequence diagrams [4] that capture the behavior and interaction between the environment and the system or between the system's parts. In the current work we present an initial natural language interface that generates LSCs from structured English requirements.
behavior -what may happen (with a cold temperature). The LSC language [3] has its roots in message sequence charts (MSC) [12] or its UML variant, sequence diagrams [4] , where objects are represented by vertical lines, or lifelines, and messages between objects are represented by horizontal arrows between objects. Time advances along the vertical axis and the messages entail an obvious partial ordering. Figure 1 shows a sample LSC. In this LSC the prechart events, those that trigger the scenario, appear in the top blue hexagon; in this case, a cold (dashed blue) click event from the user to the c button. If the prechart is satisfied, i.e., its events all occur and in the right order, then the main chart (in the black solid rectangle) must be satisfied too. In the example, there is a hot (solid red) event where the light state changes to on and a cold condition, in the blue hexagon, with a hot event in the subchart it creates. The meaning is that if the display mode is not time, then it must change to time. There is no particular order between the events in the main chart in the example, although in general there will be a partial order between them, derived from the temporal constraints along the vertical lifelines. Fig. 1 . A simple LSC. The prechart (the blue dashed hexagon) contains the cold event (blue dash arrow) "user clicks the c button", while the main chart (the black solid rectangle) shows two hot events (red solid arrow): one shows the light state changing to on and the other is a hot event with a cold condition (blue dashed hexagon) that specifies that if the mode is not time then it must change to time.
The basic LSC language also includes conditions, loops and switch cases. In [2] , it has been significantly enriched to include time, scoped forbidden elements, and symbolic instances that allow reference to non-specific instances of a class.
Later, we will be describing a context-free grammar for behavioral requirements that will serve as our controlled English language. To recall, a context-free grammar (CFG) is a tuple G = (T, N, S, R), where T is the finite set of terminals of the language, N is the set of non-terminals, that represent phrases in a sentence, S ∈ N is the start variable used to represent a full sentence in the language, and R is the set of production rules from N to (N ∪ T ) * . In the LSC grammar, parts of the grammar are static T S and other parts are dynamic T D .
Overview of LSC Grammar
Requirements are a way of describing scenarios that must happen, those that can happen, and those that are not allowed to happen. The static terminals describe the flow of the scenario; e.g., "when something happens then another thing should happen", or "if a certain condition holds then something cannot occur". The dynamic terminals refer to the model, the objects and their behaviors.
The static terminal symbols are if, then, must, may etc. They are relevant for inferring the semantics of LSCs. The dynamic terminals are all unrecognized terminals processed by a dictionary and transformed from part of speech to possible parts of the model. They are grouped into objects, properties, methods and property values which are not mutually exclusive.
For example in: "The user presses the button", user and button are both objects. Similarly, presses is a verb that is added to the methods terminal list. Other types of terminals are properties and property values. These can be identified as in the following example: "the display color changes to red", where the noun color, which is part of the noun phrase, is a property of the display object and the adjective red is a possible property value. Property values may also include possible variables for methods. Fig. 2 . The parse tree for the sentence "when the user clicks the button, the light turns on". The parts of the LSC grammar detected are shown. There is one message Msg which is a message from object phrase (OP ) user to object phrase button, and another self message SelfMsg of object light with method turn and argument on. Figure 2 displays the parse tree for the requirement: "when the user clicks the b button, the light turns to on". When analyzing the parse tree, the when and then hint to where the prechart ends and the main chart begins, the messages added are click from the user to the button in the prechart and turn with a parameter on in the main chart, as seen in Fig. 3(a) . The grammar is inherently ambiguous, due to use of dictionary terminals. The same word could be used for noun, object or property value. We therefore parse each sentence separately and update the grammar as the user resolves ambiguities relevant to the model. Our parser is an active chart parser, bottom-up with top-down prediction [13] . We detect errors and provide hints for resolving them using the longest top-down edge with a meaningful LSC construct. For example a message or a conditional expression that have been partially recognized provide the user with meaningful information.
LSC Grammar Constructs

Example Requirements Translation
We now describe the main parts of our method for automatically translating structured requirements into LSCs. We demonstrate the main language phrases by constructing a simplified version of a digital watch described in [14] . There, the watch behavior was described using statecharts formalism. Here, we describe the same system in natural language and then automatically transform it into LSCs. Generally, the watch displays the time and can switch between different displays that show (and allow changes to) the alarm, date, time and stopwatch. It has an option to turn on a light, and it has an alarm that beeps when the set time arrives.
An example, taken verbatim from [14] is this: "[The watch] has an alarm that can also be enabled or disabled, and it beeps for 2 seconds when the time in the alarm is reached unless any one of the buttons is pressed earlier". This requirement is ambiguous and unclear for our purposes: when a button is pressed should the alarm time be cancelled or should the beeping stop? Basic user knowledge of the system helps us infer that the beeper should stop. Also, the fact that the alarm beeps only when it is enabled is deduced by common knowledge, as it is not explicit in the text. The structured requirements for these will be: "when the time value changes, if the time value equals the alarm value and the alarm state is enabled, the beeper turns on"; "when the beeper turns on, if two minutes have elapsed, the beeper turns to off"; "when the user presses any button, the beeper shall turn off". Although the original requirement is fragmented and separated into several requirements, the combined effect of these requirements will achieve the same goal.
Translating Constructs
In this section we show how our initial grammar translates controlled natural language to LSCs. The grammar is structured and required rigid and clear requirements, however they are natural to understand and compose. Since we allow multiple generations of similar constructs we hope to enlarge the possible specifications. We shall describe how the basic structures -messages and property changes, and some of the less trivial ideas that include parsing temperature, conditions, loops and symbolic objects. Few advanced ideas such as asserts and synchronization are not supported at the current time, nevertheless, the current grammar allows implementing executable systems and has been tested on the digital watch example and on an ATM machine example.
Messages. The simplest language construct in LSCs is the message between objects, or from an object to itself. Messages can be method calls or property changes. In the case of methods, the verb specifies the method to call. For example "the c button is clicked" is mapped into a self message from the c button to itself. Messages can also be specified between objects as in "the user presses the c button". Parameters can also be used as in: "the light turns to on", in which case the turn method of the light is invoked with a value of on as a parameter. When a sentence can be fully parsed into more than one basic structure, the user is notified of the location and selects the terminal to use for the word. For example is the button an argument for press or an object with the method press. The user selection is integrated into the dictionary using weights which effectively cause the button in the rest of the text to be an object, unless specified differently.
Temperature. LSCs allow the user to specify whether something may happen, for which we use a cold temperature (depicted in dashed blue lines), or what must happen, which is hot (depicted by solid red lines). The grammar allows the user to specify the temperature explicitly by using the English language constructs may or must and some of their synonyms. If the user does not explicitly specify the temperature of the event, it is inferred from the sentence structure. For example, the when part is cold and the then part is hot. In English it is obvious that the when part may or may not happen, but that if it does then the then part must happen. See Fig. 4 for an example. Conditions. Conditions, that are frequent in system requirements are readily translated into conditions in the LSC formalism. The grammar accepts expressions that query an object's property values, such as "if the display mode is time". The condition is implemented in the LSC as a cold condition, and all phrases that occur in the then part of the phrase appear in the subchart of the condition. The dangling-else ambiguity that appears frequently in programming languages is resolved similar to most parsers by choosing the 'else' that complete the most recent 'if', which is reasonable also in natural text. We allow the user to manipulate the hierarchical structure of the sentence using commas and conjunctions, see, for example, Fig. 5 .
Symbolic Objects. In English, definite or indefinite determiners are used to specify a specific object or a non-specific object respectively. The determiners are part of the static terminals that differentiate between objects and symbolic objects. Consider the sentence "when the user presses any button, the beeper shall turn to off". The requirement is translated into the LSC of Fig. 6 , where the button is symbolic (drawn with a dashed borderline) and can be any of the buttons. The LSC semantics also requires that a symbolic object becomes bound using an interaction with another object or a property. Thus, the sentence "when the user presses a button, a display turns on" is not valid, since the display is not bound at all and is supposedly symbolic. It is clear that the sentence is ambiguous also to an English reader, and the user is prompt to resolve the problem.
Forbidden Elements. Our grammar also supports forbidden elements when using negation of messages. For example, "the display mode cannot change" would result in a forbidden element. The scope of forbidden elements is important to the semantics of LSCs; i.e., to what parts of the LSC they are relevant. We use the syntax tree and the location of the forbidden statement in it to resolve the scope, conjunction can be used to verify that a forbidden phrase is inside a subchart. See Fig. 3 (b) for an example.
Forbidden Scenarios. In addition to specifying negative events as forbidden elements, one can also specify forbidden scenarios -scenarios that cannot happen. These are specified using language phrases such as "the following can never happen", prefixing the scenario that is to be forbidden. In the LSC, the scenario described is created in the prechart with a hot false condition in the main chart, which entails a violation if the prechart is completed. To separate the 'when' from the 'then' parts of the scenario, we add a synchronization of all the objects Fig. 6 . The LSC created for the sentence "when the user presses any button, the beeper shall turn to off". The button object referred to by the user is a non-specific object and is therefore translated as a symbolic object of the button class, shown using a dashed box.
referenced in the scenario at the end of the 'when' part as extracted from the syntax tree.
Additional Constructs. The grammar supports translation into additional LSC constructs, such as local variables, time constraints, loops and non-determinism. It is currently of preliminary nature and is being extended to deal with additional ways of specifying new and existing constructs to make it more natural to users. The fact that sentences are parsed separately allows the use of the ambiguous grammar. Resolution of ambiguity is achieved by interaction with the user to obtain information about the model and by propagating model information between different sentences.
Implementation and Execution
Once the requirements are parsed and the model is known, the objects and their basic methods are implemented separately with the names extracted from the text. We use the dictionary to extract word stems and we also support word phrases for methods or objects by concatenating the words with a hyphen. We implemented the watch's simple interface with the Play-Engine GUIEdit tool described in [2] . In the final implementation, logical objects that have properties or methods, that do not effect the system visually and do not need additional implementation, are created automatically in the Play-Engine.
The GUI was set up to include the objects low level behavior (e.g., the button's click, the light's turn on, the time's increase). In the future we plan to attempt to connect directly to an existing model by extracting the object names and methods by using reflection on the model and matching them to the specification using synonyms [15] .
Requirements were written to describe all aspects of the watch's behavior depicted in the statechart of the watch. A demonstration of the implemented watch is available in [16] . We also implemented another system -an ATMto test the grammar. Since currently the grammar requires explicit repetition of objects and often needs the user to specify the behavior using a particular sentence, we would like to extend the grammar and also integrate some form of reference resolution.
Related Work
NLP has been used to aid software engineering in many ways. In [17] controlled natural language use case templates are translated into specifications in CSP process algebra that may be used for validating the specified use cases. Use cases are specified in a table containing different steps of user action, system state and system response. Our approach allows inputting information of multiple steps in a single sentence more naturally and integrating different requirements. Our LSCs can also be validated or run (see smart play-out [5] ) using model checkers.
There are approaches that generate executable object oriented code from natural language. The approach in [8] uses two-level-grammar (TLG) to first extract the objects and methods (a scheme that may be used for our initial phase as well) and it then extracts classes, hierarchies and methods. In [11] , TLG is used to output UML class diagrams and Java code. The methods are described in natural language as a sequence of intra-object behaviors. (In contrast, our approach connects inter-object requirements and appears to be more fitting for reactive systems.)
Attempto Controlled English (ACE) [18, 19] is a user-friendly language, based on first-order logic with rich English syntax, for translating NL into Prolog. It can by used for basic reasoning and queries but not for reactive systems.
Other works assist UML modeling and the design procedures with support tools that help extract the main objects and message sequences from natural language [20, 21] , thus making the transition from a NL specification to design less prone to errors. In [21] the scenarios in use cases are parsed to extract a tight representation of the classes and objects for the class diagram.
By and large, we have not encountered a translation that can create a reactive system from fragmented requirements.
Conclusions and Future Work
Creating complex reactive systems is not a simple task and neither is understanding natural language requirements. We have presented a method that allows one to translate controlled NL requirements into LSCs, with which a reactive system can be specified. The implementation of the system is thus a set of fragmented yet structured requirements -namely the LSCs, which are both natural and fully executable.
The current situation regarding the execution of LSCs is not without its limitations. For example, LSCs do not always result in a deterministic execution and the execution is also not always optimal. However, there is progress in many directions regarding the execution of LSCs; e.g., using an AI planning algorithm [6] can help the user choose one deterministic and complete path for system execution.
