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Abstract
We introduce mixed Morrey spaces and show some basic properties. These
properties extend the classical ones. We investigate the boundedness in these
spaces of the strong maximal operator and the fractional integtral operator. Fur-
thermore, as a corollary, we obtain the boundedness of the strong maximal opera-
tor in classical Morrey spaces. We also establish a version of the Fefferman-Stein
vector-valued maximal inequality and some weighted inequalities for the strong
maximal operator in mixed Lebesgue spaces.
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1 Introduction
In 1961, Benedek and Panzone [1] introduced Lebesgue spaces with mixed norm. Bagby
[9] showed the boundedness of the Hardy-Littlewood maximal operator for the functions
taking values in the mixed Lebesgue spaces. Meanwhile, Morrey spaces are used to
consider the boundedness of the elliptic differential operators [16]. Later, many authors
investigated Morrey spaces, for example [17].
In this paper, we introduce the mixed Morrey space Mp~q(Rn). This space coincides
with the mixed Lebesgue space L~p(Rn) and the classical Morrey space Mpq(Rn), when
we take a particular parameter. Our main target is the strong maximal operator, which
is obtained by repeatedly acting the one-dimentional maximal operator. We show the
boundedness of the strong maximal operator in the mixed spaces. Moreover, we prove
some inequalities in harmonic analysis for the mixed spaces.
Throughout the paper, we use the following notation. The letters ~p, ~q, ~r, . . . will
denote n-tuples of the numbers in [0,∞] (n ≥ 1), ~p = (p1, . . . , pn), ~q = (q1, . . . , qn), ~r =
(r1, . . . , rn). By definiton, the inequality, for example, 0 < ~p <∞ means that 0 < pi <
∞ for each i. Furthermore, for ~p = (p1, . . . , pn) and r ∈ R, let
1
~p
=
(
1
p1
, . . . ,
1
pn
)
,
~p
r
=
(p1
r
, . . . ,
pn
r
)
, ~p′ = (p′1, . . . , p
′
n),
where p′j =
pj
pj−1 is a conjugate exponent of pj . Let Q = Q(x, r) be a cube having center
x and radius r, whose sides parallel to the cordinate axes. |Q| denotes the volume of
the cube Q. By A . B, we denote that A ≤ CB for some constant C > 0, and A ∼ B
means that A . B and B . A.
In [1], Benedek and Panzone introduced mixed Lebesgue spaces. We recall some
properties and examples in Section 2.
Definition 1.1 (Mixed Lebesgue spaces). [1] Let ~p = (p1, . . . , pn) ∈ (0,∞]n. Then
define the mixed Lebesgue norm ‖ · ‖~p or ‖ · ‖(p1,p2,...,pn) by
‖f‖~p = ‖f‖(p1,p2,...,pn)
≡
∫
R
· · ·
(∫
R
(∫
R
|f(x1, x2, . . . , xn)|p1dx1
) p2
p1
dx2
) p3
p2
· · · dxn

1
pn
,
where f : Rn → C is a measurable function. If pj =∞, then we have to make appropri-
ate modifications. We define the mixed Lebesgue space L~p(Rn) or L(p1,p2,...,pn)(Rn) to be
the set of all f ∈ L0(Rn) with ‖f‖~p <∞, where L0(Rn) denotes the set of measureable
functions on Rn.
Remark 1.2. Let ~p ∈ (0,∞]n.
(i) If for each pi = p, then
‖f‖~p = ‖f‖(p1,p2,...,pn) =
(∫
Rn
|f(x)|pdx
) 1
p
= ‖f‖p
2
and
L~p(Rn) = Lp(Rn).
(ii) Let f be a measureable function on Rn. For any (x2, x3, . . . , xn) ∈ Rn−1,
‖f‖(p1)(x2, . . . , xn) ≡
(∫
R
|f(x1, . . . , xn)|p1dx1
) 1
p1
is a measureable function and defined on Rn−1. Moreover, we define
‖f‖~q = ‖f‖(p1,p2,...,pj) ≡ ‖[‖f‖(p1,p2,...,pj−1)]‖(pj),
where ‖f‖(p1,p2,...,pj−1) denotes |f |, if j = 1 and ~q = (p1, . . . , pj), j ≤ n. Note that
‖f‖~q is a measureable function of (xj+1, . . . , xn) for j < n.
First, we define Morrey spaces. Let 1 ≤ q ≤ p < ∞. Define the Morrey norm
‖ · ‖Mpq by
‖f‖Mpq ≡ sup
{
|Q| 1p− 1q
(∫
Q
|f(x)|q dx
) 1
q
: Q is a cube in Rn
}
(1)
for a measurable function f . The Morrey space Mpq(Rn) is the set of all measurable
functions f for which ‖f‖Mpq is finite.
Next, we define mixed Morrey spaces, whose properties and examples will be inves-
tigated in Section 3.
Definition 1.3 (Mixed Morrey spaces). Let ~q = (q1, . . . , qn) ∈ (0,∞]n and p ∈ (0,∞]
satisfy
n∑
j=1
1
qj
≥ n
p
.
Then define the mixed Morrey norm ‖ · ‖Mp
~q
(Rn) by
‖f‖Mp
~q
(Rn) ≡ sup
{
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ‖~q : Q is a cube in Rn
}
.
We define the mixed Morrey space Mp~q(Rn) to be the set of all f ∈ L0(Rn) with
‖f‖Mp
~q
(Rn) <∞.
For all measureable functions f , we define the Hardy-Littlewood maximal operator
M by
Mf(x) = sup
Q∈Q
χQ(x)
|Q|
∫
Q
|f(y)|dy,
where Q denotes the set of all cubes in Rn. Let 1 ≤ k ≤ n. Then, we define the
maximal operator Mk for xk as follows:
Mkf(x) ≡ sup
xk∈I
1
|I|
∫
I
|f(x1, . . . , yk, . . . , xn)|dyk,
3
where I is an interval. Furthermore, for all measurable functions f , define the strong
maximal operator Mt by
Mtf(x) ≡
(
Mn · · ·M1
[|f |t] (x)) 1t
for every t > 0 and x ∈ Rn.
Remark 1.4. Let R be a set of all rectangles in Rn. By MR, denote the maximal
operator generated by a rectangle R:
MRf(x) = sup
R∈R
χR(x)
|R|
∫
R
|f(y)|dy.
Then, the followings follow [10]:
MRf(x) ≤Mn · · ·M1f(x) =M1f(x),
and
MRf(x) ≤M1 · · ·Mnf(x),
and so on. But, the relation between M1 · · ·Mn and Mn · · ·M1 seems unknown.
We investigate the boundedness of the strong maximal operator in mixed spaces.
The boundedness in mixed Lebesgue space is showed by Sto¨ckert in 1978.
Theorem 1.5. ([15]) Let 0 < ~p <∞. If 0 < t < min(p1, . . . , pn), then
‖Mtf‖~p ≤ C‖f‖~p, (2)
for f ∈ L~p(Rn).
Theorem 1.6. Let 0 < ~q ≤ ∞ and 0 < p <∞ satisfy
n
p
≤
n∑
j=1
1
q j
,
n− 1
n
p < max(q1, . . . , qn).
If 0 < t < min(q1, . . . , qn, p), then
‖Mtf‖Mp
~q
(Rn) ≤ C‖f‖Mp
~q
(Rn) (3)
for all f ∈Mp~q(Rn).
As a corollary, we obtain this boundedness in classical Morrey spaces.
Corollary 1.7. Let
0 <
n− 1
n
p < q ≤ p <∞.
If 0 < t < q, then
‖Mtf‖Mpq(Rn) ≤ C‖f‖Mpq(Rn),
for all f ∈Mpq(Rn).
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Note that Chiarenza and Frasca showed the boundedness in classical Morrey spaces
of the Hardy-Littlewood maximal operator [4]. This corollary extends it. Furthermore,
the following theorem extends Theorem 1.5. The classical case is proved by Feffferman
and Stein in 1971 [3].
Theorem 1.8 (Dual inequality of Stein type for L~p). Let f be a measurable function
on Rn and wj be a non-negative measurable function on R. Let
w(x) =
n∏
j=1
wj(xj) =
n⊗
j=1
wj(x).
Then, for 1 ≤ ~p <∞, if 0 < t < min(p1, . . . , pn) and wtj ∈ Apj ,∥∥∥Mtf · w 1~p∥∥∥
~p
≤ C
∥∥∥∥∥∥f ·
n⊗
j=1
(Mjwj)
1
pj
∥∥∥∥∥∥
~p
,
where w(x)
1
~p =
∏n
j=1wj(xj)
1
pj as before.
We can also extend the Feffferman-Stein vector-valued maximal inequality for mixed
spaces.
Theorem 1.9 (Fefferman-Stein vector-valued maximal inequality). Let 0 < ~p < ∞,
0 < u ≤ ∞ and 0 < t < min(p1, . . . , pn, u). Then,
∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u
∥∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
~p
. (4)
Theorem 1.10. Let 1 < ~q < ∞, 1 < u ≤ ∞, and 1 < p ≤ ∞ satisfy np ≤
∑n
j=1
1
q j
.
Then, for every sequence {fj}∞j=1 ⊂ L0(Rn),∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj ]
u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
Theorem 1.11. Let 0 < ~q ≤ ∞ and 0 < p <∞ satisfy
n
p
≤
n∑
j=1
1
q j
,
n− 1
n
p < max(q1, . . . , qn).
If 0 < t < min(q1, . . . , qn, p), then∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
≤ C
∥∥∥∥∥∥
( ∞∑
k=1
|fj |u
) 1
u
∥∥∥∥∥∥
Mp
~q
(Rn)
(5)
for all f ∈Mp~q(Rn).
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Corollary 1.12. Let
0 <
n− 1
n
p < q ≤ p <∞.
If 0 < t < q, then∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u
∥∥∥∥∥∥∥
Mpq(Rn)
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
Mpq(Rn)
,
for all f ∈Mpq(Rn).
Finally, we investigate the boundedness of the fractional integral operator Iα. Its
boundedness in classical Morrey spaces is proved by Adams [7]. Let 0 < α < n. Define
the fractional integral operator Iα of order α by
Iαf(x) ≡
∫
Rn
f(y)
|x− y|n−αdy
for f ∈ L1loc(Rn) as long as the right-hand side makes sense.
Theorem 1.13. Let 0 < α < n, 1 < ~q,~s < ∞ and 0 < p, r < ∞. Assume that
n
p ≤
∑n
j=1
1
qj
, and nr ≤
∑n
j=1
1
sj
. Also, assume that
1
r
=
1
p
− α
n
,
~q
p
=
~s
r
.
Then,
‖Iαf‖Mr
~s
(Rn) . ‖f‖Mp
~q
(Rn).
We organize the remaining part of this paper as follows: In Sections 2 and 3, we
investigate some properties and present examples of mixed Lebesgue spaces and mixed
Morrey spaces, respectively. We prove the boundedness of the strong maximal operator
in mixed spaces in Section 4. In Section 5, we show the dual inequality of Stein type for
mixed Lebesgue spaces. Section 6 is devoted to the vector-valued extension of Section
4. Finally, we prove the boundedness of the fractional integral operator in Section 7.
2 Preliminaries
In this section, we recall some properties and examples of the elements in mixed
Lebesgue spaces.
Proposition 2.1. Let 0 < ~p ≤ ∞. The mixed Lebesgue norm has the dilation relation:
for all f ∈ L~p(Rn) and t > 0,
‖f(t·)‖~p = t−
∑n
j=1
1
pj ‖f‖~p. (6)
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Proof. In fact, letting y = tx, we get
‖f(t·)‖~p =
∫
R
· · ·
(∫
R
(∫
R
|f(tx)|p1dx1
) p2
p1
dx2
) p3
p2
· · · dxn

1
pn
=
t−1 ∫
R
· · ·
(
t−1
∫
R
(
t−1
∫
R
|f(y)|p1dy1
) p2
p1
dy2
) p3
p2
· · · dyn

1
pn
= t
−∑nj=1 1pj
∫
R
· · ·
(∫
R
(∫
R
|f(y)|p1dy1
) p2
p1
dy2
) p3
p2
· · · dyn

1
pn
= t
−∑nj=1 1pj ‖f‖~p.
Example 2.2. Let f1 . . . , fn ∈ L0(R) \ {0}. Then f =
⊗n
j=1 fj ∈ L~p(Rn) if and only
if fj ∈ Lpj (R) for each j = 1, . . . , n. In fact,
‖f‖~p =
∫
R
· · ·
∫
R
∫
R
n∏
j=1
|fj(xj)|p1dx1

p2
p1
dx2

p3
p2
· · · dxn

1
pn
=
n∏
j=1
(∫
R
|fj(xj)|pjdxj
) 1
pj
=
n∏
j=1
‖fj‖pj .
Example 2.3. Let Q be a cube. Then, for 0 < ~p ≤ ∞,
‖χQ‖~p = |Q|
1
n
( 1
p1
+···+ 1
pn
)
.
In fact, since we can write Q = I1 × · · · × In, where each Ij is an interval of equal
length, χQ(x) =
∏n
j=1 χIj (xj). Using Example 2.2, we have
‖χQ‖~p =
n∏
j=1
‖χIj‖pj =
n∏
j=1
(∫
Ij
dxj
) 1
pj
=
n∏
j=1
|Ij |
1
pj .
Notice that since Q is a cube, |Ij | = `(Q) = |Q| 1n . Thus,
‖χQ‖~p =
n∏
j=1
|Ij |
1
pj = |Q| 1n ( 1p1 +···+ 1pn ).
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Example 2.4. Let m = (m1, . . . ,mn) ∈ Zn and {am}m∈Zn ⊂ C. Define
f(x) =
∑
m∈Zn
amχm+[0,1]n(x).
Then,
‖f‖~p =
∫
R
· · ·
(∫
R
∣∣∣∣∣ ∑
m∈Zn
amχm+[0,1]n(x)
∣∣∣∣∣
p1
dx1
) p2
p1
· · · dxn

1
pn
=
 ∑
mn∈Z
∫ mn+1
mn
· · ·
∑
m1∈Z
∫ m1+1
m1
∣∣∣∣∣ ∑
m∈Zn
amχm+[0,1]n(x)
∣∣∣∣∣
p1
dx1

p2
p1
· · · dxn

1
pn
=
 ∑
mn∈Z
∫ mn+1
mn
· · ·
∑
m1∈Z
∫ m1+1
m1
∣∣a(m1,...,mn)∣∣p1 dx1

p2
p1
· · · dxn

1
pn
=
 ∑
mn∈Z
· · ·
∑
m1∈Z
∣∣a(m1,...,mn)∣∣p1

p2
p1
· · ·

1
pn
We can consider the last term as a mixed sequence norm, which computes respec-
tively `pi-norm with respect to mi. We denote it by ‖{am}m∈Zn‖`(p1,...,pn) :
‖{am}m∈Zn‖`(p1,...,pn) = ‖a(m1,...,mn)‖`(p1,...,pn)
≡
 ∑
mn∈Z
· · ·
∑
m2∈Z
∑
m1∈Z
∣∣a(m1,...,mn)∣∣p1

p2
p1

p3
p2
· · ·

1
pn
(7)
Furthermore, this norm is also defined inductively:
‖a(m1,...,mn)‖`(p1,...,pj) ≡
∥∥∥[‖a(m1,...,mn)‖`(p1,...,pj−1)]∥∥∥`(pj) ,
where ‖a(m1,...,mn)‖`(p1,...,pj−1) = |a(m1,...,mn)| if j = 1 and
‖a(m1,...,mn)‖`(pj) ≡
∑
mj∈Z
|a(m1,...,mn)|pj
 1pj
for j = 1, . . . , n.
Next, we consider the properties of mixed Lebesgue spaces.
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Proposition 2.5 (Fatou’s property for L~p(Rn)). Let 0 < ~p ≤ ∞. Let {fj}∞j=1 be a
sequence of non-negative measurable functions on Rn. Then,∥∥∥∥∥ limj→∞ fj
∥∥∥∥∥
~p
≤ lim
j→∞
‖fj‖~p
Proof. We induct on n. Let n = 1. Then this is classical Fatou’s lemma. Suppose that
the result holds for n− 1: for {hj}∞j=1 ⊂ L0(Rn−1) and 0 < (p1, . . . , pn−1) ≤ ∞,∥∥∥∥∥ limj→∞hj
∥∥∥∥∥
(p1,...,pn−1)
≤ lim
j→∞
‖hj‖(p1,...,pn−1).
Then, by induction assumption,∥∥∥∥∥ limj→∞ fj
∥∥∥∥∥
~p
=
∥∥∥∥∥∥
∥∥∥∥∥ limj→∞ fj
∥∥∥∥∥
(p1,...,pn−1)
∥∥∥∥∥∥
(pn)
≤
∥∥∥∥∥ limj→∞ ‖fj‖(p1,...,pn−1)
∥∥∥∥∥
(pn)
.
Using classical Fatou’s lemma, we obtain∥∥∥∥∥ limj→∞ fj
∥∥∥∥∥
~p
≤
∥∥∥∥∥ limj→∞ ‖fj‖(p1,...,pn−1)
∥∥∥∥∥
(pn)
≤ lim
j→∞
∥∥∥‖fj‖(p1,...,pn−1)∥∥∥(pn) = limj→∞ ‖fj‖~p.
Proposition 2.6. ([1]) L~p(Rn) is a Banach space for 1 ≤ ~p ≤ ∞.
Proof. First, we will check the triangle inequality. For f, g ∈ L~p(Rn), applying succes-
sively Minkowski’s inequality, we get
‖f + g‖~p
=
∫
R
· · ·
(∫
R
(∫
R
|f(x) + g(x)|p1dx1
) p2
p1
dx2
) p3
p2
· · · dxn

1
pn
≤
(∫
R
· · ·
(∫
R
(‖f‖(p1)(x2, . . . , xn) + ‖g‖(p1)(x2, . . . , xn))p2 dx2) p3p2 · · · dxn
) 1
pn
≤ · · ·
≤
(∫
R
(‖f‖(p1,...,pn−1)(xn) + ‖g‖(p1,...,pn−1)(xn))pn dxn) 1pn
≤ ‖f‖~p + ‖g‖~p.
The positivity and the homogeneity are both clear. Thus, L~p(Rn) is a normed space.
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It remains to check the completeness. Let {fj}∞j=1 ⊂ L~p(Rn) and
∑∞
j=1 ‖fj‖~p <∞.
Then, ∥∥∥∥∥∥
J∑
j=1
|fj |
∥∥∥∥∥∥
~p
≤
J∑
j=1
‖fj‖~p ≤
∞∑
j=1
‖fj‖~p <∞.
By Proposition 2.5,∥∥∥∥∥∥
∞∑
j=1
|fj |
∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥ limJ→∞
J∑
j=1
|fj |
∥∥∥∥∥∥
~p
≤ lim
J→∞
∥∥∥∥∥∥
J∑
j=1
|fj |
∥∥∥∥∥∥
~p
≤ lim
J→∞
J∑
j=1
‖fj‖~p =
∞∑
j=1
‖fj‖~p <∞.
Thus, for almost everywhere x ∈ Rn,
∞∑
j=1
|fj(x)| <∞.
Therefore, there exists a function g such that the limit
g(x) ≡ lim
J→∞
J∑
j=1
fj(x)
exists for almost everywhere x ∈ Rn. If ∑∞j=1 |fj(x)| = ∞, then it will be understood
that g(x) ≡ 0. Again, by Proposition 2.5, for m > 1∥∥∥∥∥∥g −
m−1∑
j=1
fj
∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥
∞∑
j=m
fj
∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥ limJ→∞
J∑
j=m
fj
∥∥∥∥∥∥
~p
≤ lim
J→∞
∥∥∥∥∥∥
J∑
j=m
fj
∥∥∥∥∥∥
~p
≤ lim
J→∞
J∑
j=m
‖fj‖~p =
∞∑
j=m
‖fj‖~p.
Letting m→∞, we conclude
g =
∞∑
j=1
fj
in L~p(Rn).
Proposition 2.7 (Ho¨lder’s inequality). ([1]) Let 1 < ~p, ~q <∞ and define ~r so that
1
~p
+
1
~q
=
1
~r
.
If f ∈ L~p(Rn), g ∈ L~q(Rn), then fg ∈ L~r(Rn), and
‖fg‖~r ≤ ‖f‖~p‖g‖~q.
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Proof. We use induction on n. When n = 1, this is the classical Ho¨lder inequal-
ity. Suppose that the result holds for n − 1: for ϕ ∈ L(p1,...,pn−1)(Rn−1) and ψ ∈
L(q1,...,qn−1)(Rn−1),
‖ϕψ‖(r1,...,rn−1) ≤ ‖ϕ‖(p1,...,pn−1)‖ψ‖(q1,...,qn−1).
Thus, letting ϕ = f(·′, xn) and ψ = g(·′, xn), we get
‖fg‖~r =
∥∥[‖fg‖(r1,...,rn−1)]∥∥(rn)
≤ ∥∥[‖f‖(p1,...,pn−1)‖g‖(q1,...,qn−1)]∥∥(rn)
≤ ∥∥[‖f‖(p1,...,pn−1)]∥∥(pn) ∥∥[‖g‖(q1,...,qn−1)]∥∥(qn)
= ‖f‖~p‖g‖~q.
The following proposition is important when we show the boundedness of the Hardy-
Littlewood maximal operator.
Proposition 2.8. ([12]) For all measurable functions f and cubes Q, we have
M [χRn\5Qf ](y) . sup
Q⊂R∈Q
1
|R|
∫
R
|f(x)|dx (y ∈ Q). (8)
Proof. To prove (8), we write out M [χRn\5Qf ](y) in full:
M [χRn\5Qf ](y) = sup
R∈Q
χR(y)
|R|
∫
R
χRn\5Q(x)|f(x)|dx
= sup
R∈Q
χR(y)
|R|
∫
χR\5Q(x)|f(x)|dx
= sup
R∈Q
χR(y)
|R|
∫
R\5Q
|f(x)|dx,
where R moves over all cubes. In order that
χR(y)
|R|
∫
R\5Q
|f(x)|dx
be not zero, we need to have y ∈ R and R\5Q 6= ∅. Thus, R meets both Q and Rn\5Q.
If R ∈ Q is a cube that meets both Q and Rn \ 5Q, then `(R) ≥ 2`(Q) and 2R ⊃ Q.
Thus,
M [χRn\5Qf ](y) = sup
R∈Q
χR(y)
|R|
∫
R\5Q
|f(x)|dx
≤ sup
R∈Q
2n
χR(y)
|2R|
∫
R
|f(x)|dx
. sup
R∈Q
1
|2R|
∫
2R
|f(x)|dx
= sup
Q⊂R∈Q
1
|R|
∫
R
|f(x)|dx (y ∈ Q).
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3 Mixed Morrey spaces
In this section, we discuss some properties and examples of mixed Morrey spaces. We
recall the definition of mixed Morrey spaces. Let 0 < ~q ≤ ∞, 0 < p ≤ ∞ satisfy
n∑
j=1
1
qj
≥ n
p
.
Then define the mixed Morrey norm ‖ · ‖Mp
~q
(Rn) by
‖f‖Mp
~q
(Rn) ≡ sup
{
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ‖~q : Q is a cube in Rn
}
.
We define the mixed Morrey space Mp~q(Rn) to be the set of all f ∈ L0(Rn) with
‖f‖Mp
~q
(Rn) <∞.
Remark 3.1. Let ~q ∈ (0,∞]n.
(i) If for each qi = q, then by Remark 1.2
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ‖~q = |Q|
1
p
− 1
n
(∑n
j=1
1
q
)
‖fχQ‖~q = |Q|
1
p
− 1
q ‖fχQ‖q.
Thus, taking supremum over the all cubes in Rn, we obtain
‖f‖Mp
~q
(Rn) = ‖f‖Mpq(Rn),
and
Mp~q(Rn) =Mpq(Rn),
with coincidence of norms.
(ii) In particular, let
p =
n
1/q1 + · · ·+ 1/qn .
Then, since
‖f‖Mp
~q
(Rn) = sup
{
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ‖~q : Q is a cube in Rn
}
= sup
{‖fχQ‖~q : Q is a cube in Rn} = ‖f‖~q,
we obtain
L~q(Rn) =Mp~q(Rn),
with coincidence of norms.
(iii) Let 1 ≤ ~q ≤ ∞ and 0 < p ≤ ∞. By Proposition 2.6, we see that Mp~q(Rn) is also
a Banach space.
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Proof. First, we will check the triangle inequality. For f, g ∈Mp~q(Rn),
‖f + g‖Mp
~q
(Rn) = sup
Q
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖(f + g)χQ‖~q
≤ sup
Q
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
) (
‖fχQ‖~q + ‖gχQ‖~q
)
≤ ‖f‖Mp
~q
(Rn) + ‖g‖Mp
~q
(Rn).
The positivity and the homogeneity are both clear. Thus, Mp~q(Rn) is a normed
space. It remains to check the completeness.
Let {fj}∞j=1 ⊂Mp~q(Rn) and
∑∞
j=1 ‖fj‖Mp~q(Rn) <∞. Then,∥∥∥∥∥∥
J∑
j=1
|fj |
∥∥∥∥∥∥
Mp
~q
(Rn)
≤
J∑
j=1
‖fj‖Mp
~q
(Rn) ≤
∞∑
j=1
‖fj‖Mp
~q
(Rn) <∞.
By Proposition 2.5,∥∥∥∥∥∥
∞∑
j=1
|fj |
∥∥∥∥∥∥
Mp
~q
(Rn)
=
∥∥∥∥∥∥ limJ→∞
J∑
j=1
|fj |
∥∥∥∥∥∥
Mp
~q
(Rn)
≤ lim
J→∞
∥∥∥∥∥∥
J∑
j=1
|fj |
∥∥∥∥∥∥
Mp
~q
(Rn)
≤ lim
J→∞
J∑
j=1
‖fj‖Mp
~q
(Rn) =
∞∑
j=1
‖fj‖Mp
~q
(Rn) <∞.
Thus, for almost everywhere x ∈ Rn,
∞∑
j=1
|fj(x)| <∞.
Therefore, there exists a function g such that the limit
g(x) ≡ lim
J→∞
J∑
j=1
fj(x)
exists for almost everywhere x ∈ Rn. If ∑∞j=1 |fj(x)| = ∞, then it will be
understood that g(x) ≡ 0. Again, by Proposition 2.5, for m > 1∥∥∥∥∥∥g −
m−1∑
j=1
fj
∥∥∥∥∥∥
Mp
~q
(Rn)
=
∥∥∥∥∥∥
∞∑
j=m
fj
∥∥∥∥∥∥
Mp
~q
(Rn)
=
∥∥∥∥∥∥ limJ→∞
J∑
j=m
fj
∥∥∥∥∥∥
Mp
~q
(Rn)
≤ lim
J→∞
∥∥∥∥∥∥
J∑
j=m
fj
∥∥∥∥∥∥
Mp
~q
(Rn)
≤ lim
J→∞
J∑
j=m
‖fj‖Mp
~q
(Rn)
=
∞∑
j=m
‖fj‖Mp
~q
(Rn).
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Letting m→∞, we obtain
g =
∞∑
j=1
fj
in Mp~q(Rn).
First, we give the inclusion of the mixed Morrey spaces.
Proposition 3.2. Let 0 < ~q ≤ ~r ≤ ∞, and 1r1 + · · ·+ 1rn ≥ np . Then,
Mp~r(Rn) ⊂Mp~q(Rn).
Proof. To get this inclusion, it suffices to show that for all f ∈ L0(Rn) and all cubes
Q,
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ‖~q ≤ |Q|
1
p
− 1
n
(∑n
j=1
1
rj
)
‖fχQ‖~r. (9)
Once we can show (9), taking supremum over the all cubes in Rn, we have
‖f‖Mp
~q
(Rn) ≤ ‖f‖Mp
~r
(Rn).
This implies that
Mp~r(Rn) ⊂Mp~q(Rn).
So we shall show (9). Note that we can write Q = I1 × · · · × In, where each Ij is an
interval. Using Ho¨lder’s inequality, we have
‖fχQ‖~q
=
∫
In
· · ·
(∫
I2
(∫
I1
|f(x)|q1dx1
) q2
q1
dx2
) q3
q2
· · · dxn

1
qn
≤
∫
In
· · ·
∫
I2
[(∫
I1
|f(x)|q1
r1
q1 dx1
) q1
r1
(∫
I1
dx1
)1− q1
r1
] q2
q1
dx2

q3
q2
· · · dxn

1
qn
=
(∫
In
· · ·
(∫
I2
‖fχI1×Rn−1‖(r1)(x2, . . . , xn)q2 |I1|
q2
q1
− q2
r1 dx2
) q3
q2 · · · dxn
) 1
qn
.
Since |I1| = `(Q),
‖fχQ‖~q ≤
(∫
In
· · ·
(∫
I2
‖fχI1×Rn−1‖(r1)(x2, . . . , xn)q2`(Q)
q2
q1
− q2
r1 dx2
) q3
q2 · · · dxn
) 1
qn
= `(Q)
1
q1
− 1
r1
(∫
In
· · ·
(∫
I2
‖fχI1×Rn−1‖(r1)(x2, . . . , xn)q2dx2
) q3
q2 · · · dxn
) 1
qn
.
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Iterating this procedure, we get
‖fχQ‖~q ≤ `(Q)
(∑n−1
j=1
1
qj
)
−
(∑n−1
j=1
1
rj
)(∫
In
‖fχI1×···×In−1×R‖(r1,··· ,rn−1)(xn)qndxn
) 1
qn
≤ `(Q)
(∑n
j=1
1
qj
)
−
(∑n
j=1
1
rj
)
‖fχQ‖~r.
Thus, we obtain
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ‖~q ≤ |Q|
1
p
− 1
n
(∑n
j=1
1
rj
)
‖fχQ‖~r.
Proposition 3.3. Let ~q ∈ (0,∞]n and p ∈ (0,∞]. The mixed Morrey norm has the
following dilation relation: for all f ∈ L0(Rn) and t > 0,
‖f(t·)‖Mp
~q
(Rn) = t
−n
p ‖f‖Mp
~q
(Rn). (10)
Proof. To see (10), using (6), we obtain
‖f(t·)‖Mp
~q
(Rn) = sup
Q
|Q(x, r)|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖f(t·)χQ(x,r)‖~q
= sup
Q
|Q(x, r)|
1
p
− 1
n
(∑n
j=1
1
qj
)
t
−∑nj=1 1qj ‖fχQ(tx,tr)‖~q
= sup
Q
|Q(tx, tr)|
1
p
− 1
n
(∑n
j=1
1
qj
)
t
−n
p ‖fχQ(tx,tr)‖~q
= t
−n
p ‖f‖Mp
~q
(Rn).
Let us give some examples.
Example 3.4. In the classical case, it is known that f(x) = |x|−np ∈Mpq(Rn) if q < p.
Let ~q = (q1, . . . , qn). Using the above embedding, we have
Mpq˜(Rn) =Mp(q˜,...,q˜)(Rn) ⊂Mp~q(Rn),
where q˜ = max(q1, . . . , qn). Thus, if max(q1, . . . , qn) = q˜ < p,
f(x) = |x|−np ∈Mp~q(Rn).
Remark 3.5. In Example 3.4, the condition
max(q1, . . . , qn) = q˜ < p (11)
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is a sufficient condition but is not a necessary condition for f(x) = |x|−np ∈ Mp~q(Rn).
In fact, let ~s = (s1,∞, . . . ,∞) and s1 < q1n . Then, by Proposition 3.3,
‖f‖Mp
~s
(Rn) = sup
Q
|Q(x, r)|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ(x,r)‖~s
= sup
r>0
|Q(0, r)|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ(0,r)‖~s
= |Q(0, 1)|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ(0,1)‖~s
= |Q(0, 1)|
1
p
− 1
n
(∑n
j=1
1
qj
) ∥∥∥∥∥
(∫ 1
−1
|x|−np s1dx1
) 1
s1
χ[−1,1]n−1
∥∥∥∥∥
(∞,...,∞)
.
Since s1 <
q1
n , ‖f‖Mp~s(Rn) <∞ and f ∈M
p
~s(R
n). But ~s does not satisfy (11).
Example 3.6. Let 0 < ~q ≤ ∞ and assume that qj < pj if pj <∞ and that qj ≤ ∞ if
pj =∞ (j = 1, . . . , n). Let
n∑
j=1
1
pj
=
n
p
. (12)
Then,
f(x) =
n∏
j=1
|xj |−
1
pj ∈Mp~q(Rn).
In fact, letting Q = Q1 × · · · ×Qn, we obtain
‖fχQ‖~q =
∫
Qn
· · ·
∫
Q2
∫
Q1
n∏
j=1
|xj |−
q1
pj dx1

q2
q1
dx2

q3
q2
· · · dxn

1
qn
=
n∏
j=1
(∫
Qj
|xj |−
qj
pj dxj
) 1
qj
.
To estimate this integral, letting `(Q) = r, we have∫
Qj
|xj |−
qj
pj dxj ≤
∫ r/2
−r/2
|xj |−
qj
pj dxj = 2
∫ r/2
0
|xj |−
qj
pj dxj . r
1− qj
pj .
Thus,
‖fχQ‖~q .
n∏
j=1
(
r
1− qj
pj
) 1
qj
=
n∏
j=1
r
1
qj
− 1
pj = r
∑n
j=1
1
qj
−∑nj=1 1pj .
Since
∑n
j=1
1
pj
= np ,
r
n
p
−∑nj=1 1qj ‖fχQ‖~q . 1.
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Taking supremum over all the cubes, we obtain
‖fχQ‖Mp
~q
(Rn) . 1,
that is,
f(x) =
n∏
j=1
|xj |−
1
pj ∈Mp~q(Rn).
Remark 3.7. In Example 3.6, condition (12) is necessary and sufficient condition for
f(x) =
∏n
j=1 |xj |
− 1
pj to be a member in Mp~q(Rn). In fact, let f ∈ Mp~q(Rn) and f 6= 0.
Applying Proposition 3.3, we have
‖f(t·)‖Mp
~q
(Rn) = t
−n
p ‖f‖Mp
~q
(Rn). (13)
On the other hand, since f(tx) = t
−∑nj=1 1pj f(x),
‖f(t·)‖Mp
~q
(Rn) = t
−∑nj=1 1pj ‖f‖Mp
~q
(Rn). (14)
By (13) and (14), for all t > 0,
t
−∑nj=1 1pj = t−np .
Thus, we obtain (12).
Example 3.8. Let Q be a cube and ~q ∈ (0,∞]n. Then,
‖χQ‖Mp
~q
(Rn) = |Q|
1
p
Put
∑n
j=1
1
qj
= q¯. First, using Example 2.3, we get
‖χQ‖Mp
~q
(Rn) = sup
R
|R| 1p− q¯n ‖χQχR‖~q ≥ |Q|
1
p
− q¯
n ‖χQ‖~q = |Q|
1
p
− q¯
n |Q| q¯n = |Q| 1p .
On the other hand,
‖χQ‖Mp
~q
(Rn) = sup
R
|R| 1p− q¯n ‖χQ∩R‖~q = sup
V >0
sup
|R|=V
|R| 1p− q¯n ‖χQ∩R‖~q. (15)
We estimate ‖χQ∩R‖~q. Since ‖χQ∩R‖~q ≤ ‖χR‖~q and ‖χQ∩R‖~q ≤ ‖χQ‖~q,
‖χQ∩R‖~q ≤ min
(
|Q| q¯n , |R| q¯n
)
.
Therefore, by (15)
‖χQ‖Mp
~q
(Rn) ≤ sup
V >0
sup
|R|=V
|R| 1p− q¯n min
(
|Q| q¯n , |R| q¯n
)
= max
(
sup
0<V≤|Q|
(
sup
|R|=V
|R| 1p− q¯n |R| q¯n
)
, sup
V >|Q|
(
sup
|R|=V
|R| 1p− q¯n |Q| q¯n
))
= |Q| 1p .
Combining the above two inequalities, we obtain
‖χQ‖Mp
~q
(Rn) = |Q|
1
p .
17
4 Proof of Theorems 1.5 and 1.6
In this section, we investigate the boundedness of the strong maximal operator in
L~p(Rn) andMp~q(Rn). First, to show Theorem 1.5, we prepare lemma. This lemma was
proved by Bagby in 1975 [9].
Lemma 4.1. ([9]) Let 1 < qi < ∞(i = 1, . . . ,m) and 1 < p < ∞. Let (Ωj , µi) be
σ-finite measure spaces, and let t = (t1, . . . , tm) ∈ Ω1 × · · · × Ωm = Ω. For f(x, t) ∈
L0(Rn × Ω), ∫
Rn
‖Mf(x, ·)‖p(q1,...,qm) dx .
∫
Rn
‖f(x, ·)‖p(q1,...,qm) dx,
Let us show Theorem 1.5.
Proof. Since
‖Mtf‖~p =
∥∥∥(Mn · · ·M1 [|f |t]) 1t ∥∥∥
~p
=
∥∥Mn · · ·M1 [|f |t]∥∥ 1t( p1
t
,..., pn
t
)
,
we have only to check (2) for t = 1 and 1 < ~p <∞.
Let t = 1. Then the result can be written as
‖M1f‖~p = ‖Mn · · ·M1f‖~p ≤ C‖f‖~p.
We use induction on n. Let n = 1. Then, the result follows by the classical case of the
boundedness of the Hardy-Littlewood maximal operator.
Suppose that the result holds for n−1, that is, for h ∈ L0(Rn−1) and 1 < (q1, . . . , qn−1) <
∞,
‖Mn−1 · · ·M1h‖(q1,...,qn−1) ≤ C‖h‖(q1,...,qn−1).
By Lemma 4.1,
‖Mnf‖~p =
∥∥∥[‖Mnf‖(p1,...,pn−1)]∥∥∥(pn) .
∥∥∥[‖f‖(p1,...,pn−1)]∥∥∥(pn) = ‖f‖~p. (15)
Thus, by induction assumption, we obtain
‖MnMn−1 · · ·M1f‖~p = ‖Mn[Mn−1 · · ·M1f ]‖~p
. ‖Mn−1 · · ·M1f‖~p
=
∥∥∥‖Mn−1 · · ·M1f‖(p1,...,pn−1)∥∥∥pn
.
∥∥∥‖f‖(p1,...,pn−1)∥∥∥pn . ‖f‖~p.
Remark 4.2. In 1935, Jessen, Marcinkiewicz and Zygmund showed the boundedness
of the strong maximal operator in the classical Lp spaces [10]. Also, Bagby showed
the boundedness of the Hardy-Littlewood maximal operator for the functions taking
values in the mixed Lebesgue spaces in 1975 [9].
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Remark 4.3. Sto¨ckert showed the boundedness of the strong maximal operator M1
in [15]. But, the proof may not be correct. Its proof uses the following estimate:
‖Mkf‖(pj) ≤Mk‖f‖(pj) (16)
for f ∈ L0(Rn) and ~p ∈ (1,∞)n. Let us follow the proof. For the sake of simplicity, let
n = 2, k = 2 and j = 1.
‖M2f‖(p1) =
(∫
R
M2f(x1, x2)
p1dx1
) 1
p1
=
(∫
R
[
sup
x2∈I2
∫
I2
|f(x1, y2)|dy2
]p1
dx1
) 1
p1
=
(∫
R
[
lim
k→∞
1
|I(k)2 |
∫
I
(k)
2
|f(x1, y2)|dy2
]p1
dx1
) 1
p1
(x2 ∈ I(k)2 ),
where {I(k)2 } is a sequence of intervals which attains supremum.
Here, we want to change the integrals. But, since I
(k)
2 depends on x1, we can’t use the
Minkowski inequality. Thus, (16) seems not to hold.
We can prove the boundedness of the Hardy-Littlewood maximal operator in mixed
Morrey spaces. The boundedness of the Hardy-Littlewood maximal operator in classical
Morrey spaces is showed by Chiarenza and Frasco in 1987 [4].
Theorem 4.4. Let 1 < ~q <∞ and 1 < p ≤ ∞ satisfy
n
p
≤
n∑
j=1
1
q j
.
Then
‖Mf‖Mp
~q
(Rn) ≤ C‖f‖Mp
~q
(Rn),
where M is the Hardy-Littlewood maximal operator.
Proof. It suffices to verify that, for any cube Q,
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖(Mf)χQ‖~q ≤ C‖f‖Mp
~q
(Rn).
Now, we decompose
|f(y)| = χQ(x,5r)(y)|f(y)|+ χQ(x,5r)c(y)|f(y)| ≡ f1(y) + f2(y) (y ∈ Rn).
Using the subadditivity of M , we obtain
Mf(y) ≤Mf1(y) +Mf2(y) (y ∈ Rn).
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First, the boundedness of M on the mixed Lebesgue space L~q(Rn) [9] yields
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖(Mf1)χQ‖~q ≤ |Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖Mf1‖~q
≤ C|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖f1‖~q
= C|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ(x,5r)‖~q
= C|Q(x, 5r)|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖fχQ(x,5r)‖~q
≤ C‖f‖Mp
~q
(Rn).
Second, by Proposition 2.8, we get
Mf2(y) = M [χRn\5Qf ](y) . sup
Q⊂R∈Q
1
|R|
∫
R
f(x)dx (y ∈ Q).
Taking into account Mp~q(Rn) ↪→Mp(1,··· ,1)(Rn) =Mp1(Rn) with embedding constant 1,
we see that
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
‖(Mf2)χQ‖~q
. sup
Q⊂R∈Q
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
) ∥∥∥∥ 1|R|
∫
R
|f(x)|dx× χQ
∥∥∥∥
~q
= sup
Q⊂R∈Q
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
1
|R|
∫
R
|f(x)|dx× ‖χQ‖~q
= sup
Q⊂R∈Q
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
1
|R|
∫
R
|f(x)|dx× |Q|
1
n
(∑n
j=1
1
qj
)
≤ sup
R∈Q
|R| 1p−1
∫
R
|f(x)|dx
= ‖f‖Mp1(Rn)
≤ ‖f‖Mp
~q
(Rn).
Thus, taking supremum over all the cubes, we obtain
‖Mf2‖Mp
~q
(Rn) . ‖f‖Mp
~q
(Rn).
Next, we show the boundedness of the strong maximal operator for mixed Morrey
spaces. To show this, we need to prepare some lemmas and propositions.
Lemma 4.5. Let w ∈ Ap. Then, for 1 < qi <∞(i = 1, . . . ,m) and 1 < p <∞,∥∥∥[∥∥Mf(j1,...,jm)∥∥`(q1,...,qm) w 1p ]∥∥∥p . ∥∥∥[∥∥f(j1,...,jm)∥∥`(q1,...,qm) w 1p ]∥∥∥p ,
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that is, ∥∥∥∥∥∥∥∥∥
 ∞∑
jm=1
· · · ∞∑
j2=1
 ∞∑
j1=1
(Mf(j1,...,jm))
q1

q2
q1
· · ·

qm
qm−1

1
qm
w
1
p
∥∥∥∥∥∥∥∥∥
p
.
∥∥∥∥∥∥∥∥∥
 ∞∑
jm=1
· · · ∞∑
j2=1
 ∞∑
j1=1
|f(j1,...,jm)|q1

q2
q1
· · ·

qm
qm−1

1
qm
w
1
p
∥∥∥∥∥∥∥∥∥
p
.
Proof. We induct on m. Let m = 1. Then, this is the weighted Fefferman-Stein
maximal inequality [8]. Suppose that the result holds for m− 1:∥∥∥[∥∥Mf(j1,...,jm−1)∥∥`(q1,...,qm−1) w 1p ]∥∥∥p . ∥∥∥[∥∥f(j1,...,jm−1)∥∥`(q1,...,qm−1) w 1p ]∥∥∥p .
Let p = qm. We calculate∥∥∥[∥∥Mf(j1,...,jm)∥∥`(q1,...,qm) w 1p ]∥∥∥pp = ∥∥∥[∥∥Mf(j1,...,jm)∥∥p`(q1,...,qm−1,1) w]∥∥∥1 .
By the Lebesgue convergence theorem,∥∥∥[∥∥Mf(j1,...,jm)∥∥`(q1,...,qm) w 1p ]∥∥∥pp =
∞∑
jm=1
∥∥∥[∥∥Mf(j1,...,jm)∥∥p`(q1,...,qm−1) w]∥∥∥1
=
∞∑
jm=1
∥∥∥[∥∥Mf(j1,...,jm)∥∥`(q1,...,qm−1) w 1p ]∥∥∥pp .
Using induction assumption, we obtain∥∥∥[∥∥Mf(j1,...,jm)∥∥`(q1,...,qm) w 1p ]∥∥∥pp .
∞∑
jm=1
∥∥∥[∥∥f(j1,...,jm)∥∥`(q1,...,qm−1) w 1p ]∥∥∥pp
=
∞∑
jm=1
∥∥∥[∥∥f(j1,...,jm)∥∥p`(q1,...,qm−1) w]∥∥∥1
=
∥∥∥[∥∥f(j1,...,jm)∥∥p`(q1,...,qm−1,1) w]∥∥∥1
=
∥∥∥[∥∥f(j1,...,jm)∥∥`(q1,...,qm) w 1p ]∥∥∥pp
Thus, the result holds when p = qm. Using the result by Anderson and John [8], we
conclude the result for all 1 < p <∞.
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Lemma 4.6. Let wk ∈ Aqk . Then, for 1 < qi <∞(i = 1, . . . ,m) and k = 1, . . . , n,∥∥∥∥∥
[∥∥∥∥[∥∥Mkf(j1,...,jm)∥∥`(q1,...,qk)]w 1qkk
∥∥∥∥
qk
]∥∥∥∥∥
`(qk+1,...,qm)
.
∥∥∥∥∥
[∥∥∥∥[∥∥f(j1,...,jm)∥∥`(q1,...,qk)]w 1qkk
∥∥∥∥
qk
]∥∥∥∥∥
`(qk+1,...,qm)
. (17)
Proof. By Lemma 4.5,∥∥∥∥[∥∥Mkf(j1,...,jm)∥∥`(q1,...,qk)]w 1qkk
∥∥∥∥
qk
.
∥∥∥∥[∥∥f(j1,...,jm)∥∥`(q1,...,qk)]w 1qkk
∥∥∥∥
qk
.
Taking `(qk+1,...,qm)-norm for jk+1, . . . , jm, we conclude (17).
Lemma 4.7. Let wn ∈ Aqn. Then, for 1 < qi <∞(i = 1, . . . , n),∥∥∥∥[‖Mng‖(q1,...,qn−1)]w 1qnn ∥∥∥∥
(qn)
.
∥∥∥∥[‖g‖(q1,...,qn−1)]w 1qnn ∥∥∥∥
(qn)
. (18)
Proof. Assume that f ∈ L~p(Rn) is a function of the form:
f(x1, x2, . . . , xn) =
∑
m′∈Zn−1
χm′+[0,1]n−1(rx
′)fm′(xn)
where r > 0 and {fm′}m′∈Zn−1 ⊂ L0(R). Then
Mnf(x1, x2, . . . , xn) =
∑
m′∈Zn−1
χm′+[0,1]n−1(rx
′)Mnfm′(xn)
since the summand is made up of at most one non-zero function once we fix x′. Define
v > 0 by
1
v
=
1
p1
+
1
p2
+ · · ·+ 1
pn−1
.
Then, by Lemma 4.5,∥∥∥‖Mnf‖(p1,...,pn−1)wn(·n) 1pn ∥∥∥(pn)
=
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
m′∈Zn−1
χm′+[0,1]n−1(rx
′)Mnfm′(·n)
∥∥∥∥∥∥
(p1,...,pn−1)
wn(·n)
1
pn
∥∥∥∥∥∥∥
(pn)
= r−
1
v
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
m′∈Zn−1
χm′+[0,1]n−1(x
′)Mnfm′(·n)
∥∥∥∥∥∥
(p1,...,pn−1)
wn(·n)
1
pn
∥∥∥∥∥∥∥
(pn)
= r−
1
v
∥∥∥‖Mnfm′(·n)‖`(p1,...,pn−1) wn(·n) 1pn ∥∥∥(pn)
. r− 1v
∥∥∥‖fm′(·n)‖`(p1,...,pn−1) wn(·n) 1pn ∥∥∥(pn) =
∥∥∥‖f‖(p1,...,pn−1)wn(·n) 1pn ∥∥∥(pn) .
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Let f ∈ L~p(Rn) be arbitrary. Write
fr(x) =
1
rn−1
∑
m′∈Zn−1
χrm′+[0,r]n−1(x
′)
∫
rm′+[0,r]n−1
f(y′, xn) dy′.
Since by the Lebesgue differentiation theorem
f(x′, xn) = lim
r↓0
fr(x
′, xn)
for almost every x′ ∈ Rn−1, by the Fatou lemma, we obtain
Mnf(x) ≤ lim inf
r↓0
Mnfr(x).
Meanwhile, for all r > 0, since fr ≤Mn−1 · · ·M1f , by Theorem 1.5,∥∥∥∥‖fr‖~sw 1pnn ∥∥∥∥
(pn)
≤
∥∥∥∥‖Mn−1 · · ·M1f‖~sw 1pnn ∥∥∥∥
(pn)
.
∥∥∥∥‖f‖~sw 1pnn ∥∥∥∥
(pn)
where ~s = (p1, . . . , pn−1). As a consequence, by the Lebesgue differentiation theorem
and the Fatou lemma, we obtain∥∥∥∥‖Mnf‖~sw 1pnn ∥∥∥∥
(pn)
≤ lim inf
r↓0
∥∥∥∥‖Mnfr‖~sw 1pnn ∥∥∥∥
(pn)
. lim inf
r↓0
∥∥∥∥‖fr‖~sw 1pnn ∥∥∥∥
(pn)
.
∥∥∥∥‖f‖~sw 1pnn ∥∥∥∥
(pn)
.
Proposition 4.8. Let 1 < ~q <∞ and wk ∈ Aqk(R) for k = 1, . . . , n. Then,∥∥∥∥∥M1f ·
n⊗
k=1
w
1
qk
k
∥∥∥∥∥
~q
.
∥∥∥∥∥f ·
n⊗
k=1
w
1
qk
k
∥∥∥∥∥
~q
.
Proof. We induct on n. Let n = 1. Then, the result is the boundedness of the Hardy-
Littlewood maximal operator on weighted Lp spaces. Suppose that the result holds for
n− 1: ∥∥∥∥∥(Mn−1 · · ·M1h) ·
n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥
(q1,...,qn−1)
.
∥∥∥∥∥h ·
n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥
(q1,...,qn−1)
.
By Lemma 4.7, we obtain∥∥∥∥∥M1f ·
n⊗
k=1
w
1
qk
k
∥∥∥∥∥
~q
=
∥∥∥∥∥(Mn · · ·M1f) ·
n⊗
k=1
w
1
qk
k
∥∥∥∥∥
~q
=
∥∥∥∥∥∥
∥∥∥∥∥Mn
(
[Mn−1 · · ·M1f ] ·
n−1⊗
k=1
w
1
qk
k
)∥∥∥∥∥
(q1,...,qn−1)
w 1qnn
∥∥∥∥∥∥
(qn)
.
∥∥∥∥∥∥
∥∥∥∥∥[Mn−1 · · ·M1f ] ·
n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥
(q1,...,qn−1)
w 1qnn
∥∥∥∥∥∥
(qn)
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By induction assumption, we get∥∥∥∥∥M1f ·
n⊗
k=1
w
1
qk
k
∥∥∥∥∥
~q
.
∥∥∥∥∥∥
∥∥∥∥∥[Mn−1 · · ·M1f ] ·
n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥
(q1,...,qn−1)
w 1qnn
∥∥∥∥∥∥
(qn)
.
∥∥∥∥∥∥
∥∥∥∥∥f ·
n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥
(q1,...,qn−1)
w 1qnn
∥∥∥∥∥∥
(qn)
=
∥∥∥∥∥f ·
n⊗
k=1
w
1
qk
k
∥∥∥∥∥
~q
.
Proposition 4.9. Let 0 < p <∞, 0 < ~q ≤ ∞ and η ∈ R satisfy
0 <
n∑
j=1
1
qj
− n
p
< η < 1.
Then
‖f‖Mp
~q
∼ sup
Q∈Q
|Q|
1
p
− 1
n
∑n
j=1
1
qj ‖f(M1χQ)η‖~q.
Proof. One implication is clear:
‖f‖Mp
~q
≤ sup
Q∈Q
|Q|
1
p
− 1
n
∑n
j=1
1
qj ‖f(M1χQ)η‖~q.
We need to show the opposite inequality. To this end, we fix a cube Q = I1×I2×· · ·×In.
Given (l1, l2, . . . , ln) ∈ Nn, we write max l = max(l1, l2, . . . , ln). Then we have
|Q|
1
p
− 1
n
∑n
j=1
1
qj ‖f(M1χQ)η‖~q
. |Q|
1
p
− 1
n
∑n
j=1
1
qj
∥∥∥∥∥∥f
n∏
j=1
(
`(Ij)
`(Ij) + | ·j −c(Qj)|
)η∥∥∥∥∥∥
~q
. |Q|
1
p
− 1
n
∑n
j=1
1
qj
∞∑
l1,l2,...,ln=1
1
2(l1+l2+···+ln)η
∥∥fχ2l1I1×2l2I2×···×2lnIn∥∥~q
. |Q|
1
p
− 1
n
∑n
j=1
1
qj
∞∑
l1,l2,...,ln=1
1
2(l1+l2+···+ln)η
∥∥fχ2max lQ∥∥~q
.
∞∑
l1,l2,...,ln=1
2
max l 1
n
∑n
j=1
1
qj
− 2max l
p
2(l1+l2+···+ln)η
|2max lQ|
1
p
− 1
n
∑n
j=1
1
qj
∥∥fχ2max lQ∥∥~q
. ‖f‖Mp
~q
.
We recall Theorem 1.6.
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Theorem 4.10. Let 0 < ~q ≤ ∞ and 0 < p <∞ satisfy
n
p
≤
n∑
j=1
1
q j
,
n− 1
n
p < max(q1, . . . , qn).
If 0 < t < min(q1, . . . , qn, p), then
‖Mtf‖Mp
~q
(Rn) ≤ C‖f‖Mp
~q
(Rn) (19)
for all f ∈Mp~q(Rn).
Proof. We have only to check for t = 1, 1 < p < ∞ and 1 < ~q < ∞ as we did in
Theorem 1.5. For η ∈ R satisfying
0 <
n∑
j=1
1
qj
− n
p
< η < 1, (20)
once we show
‖M1f(M1χQ)η‖~q . ‖f(M1χQ)η‖~q, (21)
we get
|Q|
1
p
− 1
n
∑n
j=1
1
qj ‖M1f(M1χQ)η‖~q . |Q|
1
p
− 1
n
∑n
j=1
1
qj ‖f(M1χQ)η‖~q.
Taking supremum for all cubes and using Proposition 4.9, we conclude the result.
We shall show (21). Let Q = I1 × I2 × · · · × In. Then,
(M1χQ)η =
 n⊗
j=1
MjχIj
η = n⊗
j=1
(
MjχIj
)η
.
Here, (MjχIj )
η is A1-weight if and only if
0 ≤ ηqj < 1, (22)
and so (MjχIj )
η ∈ A1 ⊂ Aqj for all qj . Thus, by Proposition 4.8,
‖M1f(M1χQ)η‖~q =
∥∥∥∥∥∥(M1f)
n⊗
j=1
(
MjχIj
)η∥∥∥∥∥∥
~q
.
∥∥∥∥∥∥f
n⊗
j=1
(
MjχIj
)η∥∥∥∥∥∥
~q
= ‖f(M1χQ)η‖~q.
Thus, (21) holds. Moreover, by (20) and (22), we get the condition
n− 1
n
p < max(q1, . . . , qn).
In Theorem 4.10, letting qj = q for all j = 1, . . . , n, we get the following result.
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Corollary 4.11. Let
0 <
n− 1
n
p < q ≤ p <∞.
If 0 < t < q, then
‖Mtf‖Mpq(Rn) ≤ C‖f‖Mpq(Rn),
for all f ∈Mpq(Rn).
5 Proof of Theorem 1.8 and related inequalities
Next, we shall show the dual inequality of Stein type [3] for the strong maximal operator
and L~p(Rn).
Proposition 5.1. Let f, w be measurable functions. Suppose in addition that w ≥ 0
almost everywhere. Let 1 ≤ i1 < i2 < · · · < ik ≤ n (1 ≤ k ≤ n). Then for all
1 < p <∞,∫
Rn
Mik · · ·Mi1f(x)p · w(x)dx ≤ C
∫
Rn
|f(x)|p ·Mi1 · · ·Mikw(x)dx.
Proof. We use induction on k. Let k = 1. Fix (x1, . . . , xi1−1, xi1+1, . . . , xn). Then, by
the dual inequality of Stein type for Mi1 , we get∫
R
Mi1f(x)
p · w(x)dxi1 .
∫
R
|f(x)|p ·Mi1w(x)dxi1 .
Integrating against (x1, . . . , xi1−1, xi1+1, . . . , xn), we have∫
Rn
Mi1f(x)
p · w(x)dx .
∫
Rn
|f(x)|p ·Mi1w(x)dx.
Suppose that the result holds for k− 1. Then, fix (x1, . . . , xik−1, xik+1, . . . , xn). Again,
by the dual inequality of Stein type for Mik , we get∫
R
Mik · · ·Mi1f(x)p · w(x)dxik .
∫
R
Mik−1 · · ·Mi1f(x)p ·Mikw(x)dxik .
Integrating against (x1, . . . , xik−1, xik+1, . . . , xn) and using induction hypothesis, we
have ∫
Rn
Mik · · ·Mi1f(x)p · w(x)dx .
∫
R
Mik−1 · · ·Mi1f(x)p ·Mikw(x)dx
.
∫
Rn
|f(x)|p ·Mi1 · · ·Mikw(x)dx.
The following corollary is an extensin of the dual inequality of Stein type for Lp(Rn).
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Corollary 5.2. Let f, w be measurable functions. Suppose in addition that w ≥ 0
almost everywhere. Then for all 0 < p <∞ and 0 < t < p,∫
Rn
Mtf(x)p · w(x)dx ≤ C
∫
Rn
|f(x)|p ·M1 · · ·Mnw(x)dx (f ∈ L0(Rn)).
Proof. Using Proposition 5.1, we have∫
Rn
Mtf(x)p · w(x)dx =
∫
Rn
(
Mn · · ·M1[|f |t](x)
) p
t · w(x)dx
.
∫
Rn
(|f(x)|t) pt ·M1 · · ·Mnw(x)dx
=
∫
Rn
|f(x)|p ·M1 · · ·Mnw(x)dx.
Theorem 5.3 (Dual inequality of Stein type for L~p). Let f be a measurable function
on Rn and 1 ≤ ~p <∞. Let
w(x) =
n∏
j=1
wj(xj) =
n⊗
j=1
wj(x).
Then if 0 < t < min(p1, . . . , pn) and w
t
j ∈ Apj ,∥∥∥Mtf · w 1~p∥∥∥
~p
≤ C
∥∥∥∥∥∥f ·
n⊗
j=1
(Mjwj)
1
pj
∥∥∥∥∥∥
~p
, (23)
where w(x)
1
~p =
∏n
j=1wj(xj)
1
pj as before.
Proof. We have only to check when t = 1 and 1 < ~p <∞. We use induction on n. Let
n = 1. Then the result follows from the classical case of the dual inequality of Stein
type. Suppose that the result holds for n − 1. Then, the following inequality follows:
for 1 < (q1, . . . , qn−1) <∞, h ∈ L0(Rn−1) and vj(xj) ∈ L0(R),∥∥∥∥∥∥(Mn−1 · · ·M1h) ·
n−1⊗
j=1
v
1
qj
j
∥∥∥∥∥∥
(q1,...,qn−1)
≤ C
∥∥∥∥∥∥h ·
n−1⊗
j=1
(Mjvj)
1
qj
∥∥∥∥∥∥
(q1,...,qn−1)
. (24)
We rewite (23).∥∥∥∥∥∥(Mn · · ·M1f) ·
n⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥∥

∥∥∥∥∥∥(Mn · · ·M1f) ·
n⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
(p1,...,pn−1)

∥∥∥∥∥∥∥
(pn)
=
∥∥∥∥∥∥∥

∥∥∥∥∥∥Mn
(Mn−1 · · ·M1f) · n−1⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
(p1,...,pn−1)
w 1pnn
∥∥∥∥∥∥∥
(pn)
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Then, by Lemma 4.7 and the Lebesgue differention theorem, since wn ≤Mnwn,∥∥∥∥∥∥(Mn · · ·M1f) ·
n⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥∥

∥∥∥∥∥∥(Mn−1 · · ·M1f) ·
n−1⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
(p1,...,pn−1)
w 1pnn
∥∥∥∥∥∥∥
(pn)
≤
∥∥∥∥∥∥∥

∥∥∥∥∥∥(Mn−1 · · ·M1f) ·
n−1⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
(p1,...,pn−1)
 (Mnwn) 1pn
∥∥∥∥∥∥∥
(pn)
.
Thus, by induction hypothesis (24),∥∥∥∥∥∥(Mn · · ·M1f) ·
n⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥∥

∥∥∥∥∥∥(Mn−1 · · ·M1f) ·
n−1⊗
j=1
w
1
pj
j
∥∥∥∥∥∥
(p1,...,pn−1)
 (Mnwn) 1pn
∥∥∥∥∥∥∥
(pn)
.
∥∥∥∥∥∥∥

∥∥∥∥∥∥f ·
n−1⊗
j=1
(Mjwj)
1
pj
∥∥∥∥∥∥
(p1,...,pn−1)
 (Mnwn) 1pn
∥∥∥∥∥∥∥
(pn)
=
∥∥∥∥∥∥∥

∥∥∥∥∥∥f ·
n⊗
j=1
(Mjwj)
1
pj
∥∥∥∥∥∥
(p1,...,pn−1)

∥∥∥∥∥∥∥
(pn)
=
∥∥∥∥∥∥f ·
n⊗
j=1
(Mjwj)
1
pj
∥∥∥∥∥∥
~p
.
Thus, we conclude the result.
6 Proof of Theorems 1.9 and 1.10
Next, we shall prove the Fefferman-Stein vector-valued maximal inequality for L~p(Rn).
First, we define mixed vector-valued norm and show its duality argument.
Definition 6.1 (Mixed vector-valued norm). Let 0 < ~p ≤ ∞ and 0 < q ≤ ∞. For a
system {fj}∞j=1 ⊂ L0(Rn), define
‖fj‖L~p(`q) ≡ ‖{fj}∞j=1‖L~p(`q) =
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |q
 1q
∥∥∥∥∥∥∥
~p
.
The space L~p(`q,Rn) denotes the set of all collections {fj}∞j=1 for which the quantity
‖{fj}∞j=1‖L~p(`q) is finite. A natural modification is made in the above when q =∞.
This vector-valued norm can be written by the form of duality.
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Lemma 6.2. Let 1 < ~p ≤ ∞ and 1 < q ≤ ∞, and let {fj}∞j=1 be a sequence of L~p(Rn)-
functions such that fj = 0 a.e. if j is large enough. Then we can take a sequence
{gj}∞j=1 of L~p′(Rn)-functions such that
‖fj‖L~p(`q) =
∞∑
j=1
∫
Rn
fj(x)gj(x)dx, ‖gj‖L~p′ (`q′ ) = 1.
If {fj}∞j=1 is nonnegative, then we can arrange that {gj}∞j=1 is nonnegative.
Proof. There is nothing to prove if fj(x) = 0 for all nonnegative integers j and for
almost all x ∈ Rn; assume otherwise. In this case, we recall the construction of the
duality L~p(Rn)-L~p′(Rn) [1]; for x ∈ Rn, set
gj(x) ≡ sgn(fj)(x) |fj(x)|q−1
 ∞∑
j=1
|fj(x)|q

p1
q
−1
n∏
k=1
∥∥∥∥∥∥
 ∞∑
j=1
|fj |q
∥∥∥∥∥∥
pk+1−pk
(p1,...,pk)
(x′),
where we let pn+1 = 1 and x
′ = (xk+1, . . . , xn). Since
 ∞∑
j=1
|gj |q′

p′1
q′
=
 ∞∑
j=1
|fj |q

p1
q n∏
k=1
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |q
 1q
∥∥∥∥∥∥∥
pk+1−pk
(p1,...,pk)
,
we have ‖gj‖L~p′ (`q′ ) = 1. Furthermore, since
∞∑
j=1
fjgj =
 ∞∑
j=1
|fj |q

p1
q n∏
k=1
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |q
 1q
∥∥∥∥∥∥∥
pk+1−pk
(p1,...,pk)
,
we have
‖fj‖L~p(`q) =
∞∑
j=1
∫
Rn
fj(x)gj(x)dx.
To prove the Fefferman-Stein vector-valued maximal inequality for L~p(Rn), we use
the following lemma, which was proved by Bagby [9] and this lemma is unweighted
version of Lemma 4.5.
Lemma 6.3. ([9]) For 1 < qi <∞(i = 1, . . . , n) and 1 < p <∞,∥∥∥[∥∥Mf(j1,...,jn)∥∥`(q1,...,qn)]∥∥∥p . ∥∥∥[∥∥f(j1,...,jn)∥∥`(q1,...,qn)]∥∥∥p ,
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that is, ∥∥∥∥∥∥∥∥∥
 ∞∑
jn=1
· · · ∞∑
j2=1
 ∞∑
j1=1
(Mf(j1,...,jn))
q1

q2
q1
· · ·

qn
qn−1

1
qn
∥∥∥∥∥∥∥∥∥
p
.
∥∥∥∥∥∥∥∥∥
 ∞∑
jn=1
· · · ∞∑
j2=1
 ∞∑
j1=1
|f(j1,...,jn)|q1

q2
q1
· · ·

qn
qn−1

1
qn
∥∥∥∥∥∥∥∥∥
p
.
Theorem 6.4 (Fefferman-Stein vector-valued maximal inequality). Let 0 < ~p < ∞,
0 < u ≤ ∞ and 0 < t < min(p1, . . . , pn, u). Then,
∥∥∥∥∥∥
( ∞∑
k=1
[Mtfk]u
) 1
u
∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥
( ∞∑
k=1
|fk|u
) 1
u
∥∥∥∥∥∥
~p
. (25)
Proof. As we did in Theorem 1.5, we can reduce the matters to the case t = 1 and
1 < ~p <∞.
(i) Let u =∞. Then, simply using
sup
k∈N
M1fk ≤M1
[
sup
k∈N
fk
]
,
we get the result.
(ii) Let 1 < u <∞. We may assume that fk = 0 for k  1, so that at least we know
that both sides are finite since we already showed that M1 is L~p-bounded. We
induct on n. If n = 1, then this is nothing but the Fefferman-Stein vector-valued
inequality. Assume that for all {gk}∞k=1 ⊂ L0(Rn−1)∥∥∥∥∥∥
( ∞∑
k=1
[Mn−1 · · ·M1gk]u
) 1
u
∥∥∥∥∥∥
(p1,...,pn−1)
≤ C
∥∥∥∥∥∥
( ∞∑
k=1
|gk|u
) 1
u
∥∥∥∥∥∥
(p1,...,pn−1)
.
Assume that f ∈ L~p(Rn) is a function of the form:
fk(x1, x2, . . . , xn) =
∑
m′∈Zn−1
χm′+[0,1]n−1(rx
′)fk,m′(xn)
where r > 0 and {fk,m′}m′∈Zn−1 ⊂ L0(R). Then
Mnfk(x1, x2, . . . , xn) =
∑
m′∈Zn−1
χm′+[0,1]n−1(rx
′)Mnfk,m′(xn)
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since the summand is made up of at most one non-zero function once we fix x′.
Define v > 0 by
1
v
=
1
p1
+
1
p2
+ · · ·+ 1
pn−1
.
We observe∥∥∥∥∥∥
( ∞∑
k=1
[Mnfk]
u
) 1
u
∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥∥
 ∞∑
k=1
 ∑
m′∈Zn−1
χm′+[0,1]n−1(r·′)Mnfk,m′(·n)
u
1
u
∥∥∥∥∥∥∥
~p
= r−
1
v
∥∥∥∥∥∥∥
 ∞∑
k=1
 ∑
m′∈Zn−1
χm′+[0,1]n−1(·′)Mnfk,m′(·n)
u
1
u
∥∥∥∥∥∥∥
~p
Setting ~s = (p1, . . . , pn−1), we get∥∥∥∥∥∥∥
 ∞∑
k=1
 ∑
m′∈Zn−1
χm′+[0,1]n−1(·′)Mnfk,m′(·n)
u
1
u
∥∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥∥
∥∥∥∥∥∥∥
 ∞∑
k=1
 ∑
m′∈Zn−1
χm′+[0,1]n−1(·′)Mnfk,m′(·n)
u
1
u
∥∥∥∥∥∥∥
~s
∥∥∥∥∥∥∥
(pn)
=
∥∥∥∥∥∥
∥∥∥∥∥∥
( ∞∑
k=1
[
Mnfk,m′(·n)
]u) 1u∥∥∥∥∥∥
`(p1,...,pn−1)
∥∥∥∥∥∥
(pn)
=
∥∥[∥∥Mnfk,m′(·n)∥∥`(u,p1,...,pn−1)]∥∥(pn) .
Thus by Lemma 6.3, we obtain∥∥∥∥∥∥
( ∞∑
k=1
[Mnfk]
u
) 1
u
∥∥∥∥∥∥
~p
. r− 1v
∥∥[∥∥Mnfk,m′(·n)∥∥`(u,p1,...,pn−1)]∥∥(pn)
. r− 1v
∥∥[∥∥fk,m′(·n)∥∥`(u,p1,...,pn−1)]∥∥(pn)
=
∥∥∥∥∥∥
∥∥∥∥∥∥
( ∞∑
k=1
[
fk,m′(·n)
]u) 1u∥∥∥∥∥∥
`(p1,...,pn−1)
∥∥∥∥∥∥
(pn)
=
∥∥∥∥∥∥
( ∞∑
k=1
|fk|u
) 1
u
∥∥∥∥∥∥
~p
.
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Here the constant is independent of r > 0.
Let f ∈ L~p(Rn) be arbitrary. Write
f
(r)
k (x) =
1
rn−1
∑
m′∈Zn−1
χrm′+[0,r]n−1(x
′)
∫
rm′+[0,r]n−1
fk(y
′, xn) dy′
Since by the Lebesgue differentiation theorem
fk(x
′, xn) = lim
r↓0
f
(r)
k (x
′, xn)
for almost every x′ ∈ Rn−1, by the Fatou lemma, we obtain
Mnfk(x) ≤ lim inf
r↓0
Mnf
(r)
k (x).
Meanwhile, for all r > 0, since f
(r)
k ≤Mn−1 · · ·M1fk, by induction assumption,∥∥∥∥∥∥
( ∞∑
k=1
|f (r)k |u
) 1
u
∥∥∥∥∥∥
~p
≤
∥∥∥∥∥∥
( ∞∑
k=1
[Mn−1 · · ·M1fk]u
) 1
u
∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥
( ∞∑
k=1
|fk|u
) 1
u
∥∥∥∥∥∥
~p
where ~s = (p1, . . . , pn−1). As a consequence, by the Lebesgue differentiation
theorem and the Fatou lemma, we obtain∥∥∥∥∥∥
( ∞∑
k=1
[Mnfk]
u
) 1
u
∥∥∥∥∥∥
~p
≤ lim inf
r↓0
∥∥∥∥∥∥
( ∞∑
k=1
[Mnf
(r)
k ]
u
) 1
u
∥∥∥∥∥∥
~p
. lim inf
r↓0
∥∥∥∥∥∥
( ∞∑
k=1
|f (r)k |u
) 1
u
∥∥∥∥∥∥
~p
≤
∥∥∥∥∥∥
( ∞∑
k=1
|fk|u
) 1
u
∥∥∥∥∥∥
~p
.
Therefore, by induction assumption,∥∥∥∥∥∥
( ∞∑
k=1
[MnMn−1 · · ·M1fk]u
) 1
u
∥∥∥∥∥∥
~p
=
∥∥∥∥∥∥
( ∞∑
k=1
[Mn(Mn−1 · · ·M1fk)]u
) 1
u
∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥
( ∞∑
k=1
[Mn−1 · · ·M1fk]u
) 1
u
∥∥∥∥∥∥
~p
.
∥∥∥∥∥∥
( ∞∑
k=1
|fk|u
) 1
u
∥∥∥∥∥∥
~p
.
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We can also show the vector-valued inequality for the Hardy-Littlewood maximal
operator in the mixed Morrey spaces.
Theorem 6.5. Let 1 < ~q < ∞, 1 < u ≤ ∞, and 1 < p ≤ ∞ satisfy np ≤
∑n
j=1
1
q j
.
Then, for every sequence {fj}∞j=1 ∈ L0(Rn),∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj ]
u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
Proof. (i) Let u =∞. Then, simply using
sup
j∈N
Mfj ≤M
[
sup
j∈N
fj
]
,
we get the result.
(ii) Let 1 < u <∞. We have to show that
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
) ∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj ]
u
 1u χQ
∥∥∥∥∥∥∥
~q
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
Let fj,1 = fjχ5Q and fj,2 = fj − fj,1. Using subadditivity of M , we have∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj ]
u
 1u χQ
∥∥∥∥∥∥∥
~q
≤
∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj,1]
u
 1u χQ
∥∥∥∥∥∥∥
~q
+
∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj,2]
u
 1u χQ
∥∥∥∥∥∥∥
~q
≡ J1 + J2.
First, using Theorem 1.9, we have
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
J1 ≤ |Q|
1
p
− 1
n
(∑n
j=1
1
qj
) ∥∥∥∥∥∥∥
 ∞∑
j=1
[Mfj,1]
u
 1u
∥∥∥∥∥∥∥
~q
. |Q|
1
p
− 1
n
(∑n
j=1
1
qj
) ∥∥∥∥∥∥∥
 ∞∑
j=1
|fj,1|u
 1u
∥∥∥∥∥∥∥
~q
= |Q|
1
p
− 1
n
(∑n
j=1
1
qj
) ∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u χ5Q
∥∥∥∥∥∥∥
~q
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
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Second, let y ∈ Q. By Proposition 2.8,
Mfj,2(y) . sup
Q⊂R
1
|R|
∫
R
|fj(y)|dy . sup
`∈N
1
|2`Q|
∫
2`Q
|fj(y)|dy.
We decompose
2`Q =
2`⋃
k=1
Q(k), |Q(k)| = |Q|.
Thus,
Mfj,2(y) . sup
`∈N
2`∑
j=1
1
|2`Q|
∫
Q(k)
|fj(y)|dy ≤ sup
`∈N
max
k=1,...,2`
1
|Q(k)|
∫
Q(k)
|fj(y)|dy.
Using Minkowski’s inequality, we get ∞∑
j=1
Mfj,2(y)
u
 1u . sup
`∈N
max
k=1,...,2`
1
|Q(k)|
 ∞∑
j=1
(∫
Q(k)
|fj(y)|dy
)u 1u
≤ sup
`∈N
max
k=1,...,2`
1
|Q(k)|
∫
Q(k)
 ∞∑
j=1
|fj(y)|u
 1u dy.
Multiplying χQ and taking L
~q-norm, we have∥∥∥∥∥∥∥
 ∞∑
j=1
Mfj,2(y)
u
 1u χQ
∥∥∥∥∥∥∥
~q
. sup
`∈N
max
k=1,...,2`
1
|Q(k)|
∫
Q(k)
 ∞∑
j=1
|fj(y)|u
 1u dy×‖χQ‖~q.
Therefore, using relation Mp~q(Rn) ↪→Mp(1,··· ,1)(Rn) =Mp1(Rn), we obtain
|Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
J2
. |Q|
1
p
− 1
n
(∑n
j=1
1
qj
)
sup
`∈N
max
k=1,...,2`
1
|Q(k)|
∫
Q(k)
 ∞∑
j=1
|fj(y)|u
 1u dy × |Q| 1n(∑nj=1 1qj )
= sup
`∈N
max
k=1,...,2`
|Q(k)| 1p−1
∫
Q(k)
 ∞∑
j=1
|fj(y)|u
 1u dy
≤
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj(y)|u
 1u
∥∥∥∥∥∥∥
Mp1(Rn)
≤
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj(y)|u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
Thus, the result holds.
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We can also prove the Fefferman-Stein vector-valued inequality for the strong max-
imal operator in mixed Morrey spaces. The way is similar to Theorem 4.10. First, we
prepare the following proposition, which is vector-valued case for Proposition 4.8.
Proposition 6.6. Let 1 < ~q <∞ and wk ∈ Aqk(R) for k = 1, . . . , n. Then,∥∥∥∥∥∥∥
 ∞∑
j=1
[M1fj ]u
 1u · n⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
~q
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u · n⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
~q
.
Proof. We induct on n. Let n = 1. Then, this is clear by Lemma 4.5. Suppose that
the result holds for n− 1, that is,∥∥∥∥∥∥∥
 ∞∑
j=1
[Mn−1 · · ·M1hj ]u
 1u · n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
(q1,...,qn−1)
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|hj |u
 1u · n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
(q1,...,qn−1)
,
for hj ∈ L0(Rn−1). Then, again by Lemma 4.5 and induction assumption,∥∥∥∥∥∥∥
 ∞∑
j=1
[M1fj ]u
 1u · n⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
~q
=
∥∥∥∥∥∥∥∥

∥∥∥∥∥∥∥
 ∞∑
j=1
[Mn{Mn−1 · · ·M1fj}]u
 1u w 1q11
∥∥∥∥∥∥∥
(q1)
 · n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥∥
(q2,...,qn)
.
∥∥∥∥∥∥∥∥

∥∥∥∥∥∥∥
 ∞∑
j=1
[Mn−1 · · ·M1fj ]u
 1u w 1q11
∥∥∥∥∥∥∥
(q1)
 · n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥∥
(q2,...,qn)
=
∥∥∥∥∥∥∥∥

∥∥∥∥∥∥∥
 ∞∑
j=1
[Mn−1 · · ·M1fj ]u
 1u · n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
(q1,...,qn−1)
w 1qnn
∥∥∥∥∥∥∥∥
(qn)
.
∥∥∥∥∥∥∥∥

∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u · n−1⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
(q1,...,qn−1)
w 1qnn
∥∥∥∥∥∥∥∥
(qn)
=
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u · n⊗
k=1
w
1
qk
k
∥∥∥∥∥∥∥
~q
.
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Theorem 6.7. Let 0 < ~q ≤ ∞ and 0 < p <∞ satisfy
n
p
≤
n∑
j=1
1
q j
,
n− 1
n
p < max(q1, . . . , qn).
If 0 < t < min(q1, . . . , qn, p), then∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u
∥∥∥∥∥∥∥
Mp
~q
(Rn)
.
∥∥∥∥∥∥
( ∞∑
k=1
|fj |u
) 1
u
∥∥∥∥∥∥
Mp
~q
(Rn)
(26)
for all f ∈Mp~q(Rn).
Proof. We have only to check for t = 1, 1 < p < ∞ and 1 < ~q < ∞ as we did in
Theorem 1.5. For η ∈ R satisfying
0 <
n∑
j=1
1
qj
− n
p
< η < 1, (27)
once we show∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u (M1χQ)η
∥∥∥∥∥∥∥
~q
.
∥∥∥∥∥∥
( ∞∑
k=1
|fj |u
) 1
u
(M1χQ)η
∥∥∥∥∥∥
~q
, (28)
we get
|Q|
1
p
− 1
n
∑n
j=1
1
qj
∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u (M1χQ)η
∥∥∥∥∥∥∥
~q
. |Q|
1
p
− 1
n
∑n
j=1
1
qj
∥∥∥∥∥∥
( ∞∑
k=1
|fj |u
) 1
u
(M1χQ)η
∥∥∥∥∥∥
~q
.
Taking supremum for all cubes and using Proposition 4.9, we conclude the result.
We shall show (28). Let Q = I1 × I2 × · · · × In. Then,
(M1χQ)η =
 n⊗
j=1
MjχIj
η = n⊗
j=1
(
MjχIj
)η
.
Here, (MjχIj )
η is A1-weight if and only if
0 ≤ ηqj < 1. (29)
By (27) and (29), we get the condition
n− 1
n
p < max(q1, . . . , qn).
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Since (MjχIj )
η ∈ A1 ⊂ Aqj for all qj , by Proposition 6.6, we obtain∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u (M1χQ)η
∥∥∥∥∥∥∥
~q
=
∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u n⊗
j=1
(
MjχIj
)η∥∥∥∥∥∥∥
~q
.
∥∥∥∥∥∥
( ∞∑
k=1
|fj |u
) 1
u n⊗
j=1
(
MjχIj
)η∥∥∥∥∥∥
~q
=
∥∥∥∥∥∥
( ∞∑
k=1
|fj |u
) 1
u
(M1χQ)η
∥∥∥∥∥∥
~q
.
Thus, (28) holds.
Corollary 6.8. Let
0 <
n− 1
n
p < q ≤ p <∞.
If 0 < t < q, then∥∥∥∥∥∥∥
 ∞∑
j=1
[Mtfj ]u
 1u
∥∥∥∥∥∥∥
Mpq(Rn)
.
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj |u
 1u
∥∥∥∥∥∥∥
Mpq(Rn)
,
for all f ∈Mpq(Rn).
Proof. In Theorem 6.7, letting qj = q, we conclude the result and the condition
0 <
n− 1
n
p < q ≤ p <∞.
7 Proof of Theorem 1.13
Finally, we show the boundedness of the fractional integral operator. We follow the
idea of Proffessor Hitoshi Tanaka [11].
Proof. Fix x ∈ Rn. Without loss of generality, we may asuume that f is non-negative
and Iαf(x) is finite. Then, we see that there exists R > 0 such that∫
{|x−y|≤R}
f(y)
|x− y|n−αdy =
Iαf(x)
2
.
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We shall obtain two estimates. First,
Iαf(x)
2
=
∫
{|x−y|≤R}
f(y)
|x− y|n−αdy
=
0∑
j=−∞
∫
{2j−1R<|x−y|≤2jR}
f(y)
|x− y|n−αdy
.
0∑
j=−∞
(2jR)α
(2jR)n
∫
{|x−y|≤2jR}
f(y)dy
≤Mf(x)
0∑
j=−∞
(2jR)α
∼ RαMf(x).
Second,
Iαf(x)
2
=
∫
{|x−y|≤R}
f(y)
|x− y|n−αdy
=
∞∑
j=1
∫
{2j−1R<|x−y|≤2jR}
f(y)
|x− y|n−αdy
.
∞∑
j=1
(2jR)α
(2jR)n
∫
{|x−y|≤2jR}
f(y)dy
=
∞∑
j=1
(2jR)α
(2jR)
n
p
(2jR)
n
(
1
p
−1
) ∫
{|x−y|≤2jR}
f(y)dy
≤ ‖f‖Mp1(Rn)
∞∑
j=1
(2jR)α
(2jR)
n
p
∼ Rα−np ‖f‖Mp1(Rn) ≤ R
α−n
p ‖f‖Mp
~q
(Rn) = R
−n
r ‖f‖Mp
~q
(Rn).
Thus, we obtain
Iαf(x) . min(RαMf(x), R−
n
r ‖f‖Mp
~q
(Rn)).
We now delete the factor R by the following argument:
Iαf(x) . min(RαMf(x), R−
n
r ‖f‖Mp
~q
(Rn))
≤ sup
t>0
min(tαMf(x), t−
n
r ‖f‖Mp
~q
(Rn))
= ‖f‖
pα
n
Mp
~q
(Rn)Mf(x)
1− pα
n ,
where we use the condition 1r =
1
p − αn . It follows from the conditions
1
r
=
1
p
− α
n
,
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that
1− pα
n
=
p
r
.
Thus, we get
Iαf(x) . ‖f‖1−
p
r
Mp
~q
(Rn)Mf(x)
p
r .
This pointwise estimate gives us that
‖Iαf‖Mr
~s
(Rn) . ‖f‖1−
p
r
Mp
~q
(Rn)‖ [Mf ]
p
r ‖Mr
~s
(Rn).
Since
q1
s1
=
q2
s2
= · · · = qn
sn
=
p
r
,
we have
‖ [Mf ] pr ‖Mr
~s
(Rn) = ‖Mf‖
p
r
Mr
p
r
p
r ~s
(Rn)
= ‖Mf‖
p
r
Mp
~q
(Rn).
Thus using Theorem 4.4, we obtain
‖Iαf‖Mr
~s
(Rn) . ‖f‖1−
p
r
Mp
~q
(Rn)‖ [Mf ]
p
r ‖Mr
~s
(Rn)
= ‖f‖1−
p
r
Mp
~q
(Rn)‖Mf‖
p
r
Mp
~q
(Rn)
. ‖f‖1−
p
r
Mp
~q
(Rn)‖f‖
p
r
Mp
~q
(Rn)
= ‖f‖Mp
~q
(Rn).
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