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Zusammenfassung
In dieser Arbeit wird das Erfu¨llbarkeitsproblem von Systemen der modalen Aus-
sagenlogik komplexita¨tstheoretisch untersucht. Um dies vorzubereiten, wird auf die
erforderlichen Aspekte der Theorie modaler Logiken eingegangen und eine Hierar-
chie wichtiger normaler modaler Systeme anhand semantischer Gesichtspunkte auf-
gestellt. Das Hauptaugenmerk der komplexita¨tstheoretischen Betrachtungen richtet
sich auf normale unimodale Logiken, die fu¨r die Klasse NP vollsta¨ndig sind. Neben
aus der Literatur bekannten Resultaten wird die NP-Vollsta¨ndigkeit der Systeme
D4E, K4B und K4E gezeigt. Außerdem wird ein U¨berblick u¨ber bisher bekannte
PSPACE-Vollsta¨ndigkeitsergebnisse gegeben. Vermutet wird die NP-Vollsta¨ndigkeit
der Logiken K4.2 und S4.2 sowie die PSPACE-Vollsta¨ndigkeit von KE, KB, DE,
DB, B. Eine weitere offene Frage ist die nach einer einheitlichen Reduzierbarkeit
zwischen modalen Systemen, die ineinander enthalten sind.
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9Vorwort
Altbekannt und doch brandneu. Modale Logik kennt man in der Philosophie
seit mehr als einem halben Jahrhundert. Sie wird auch
”
Logik der Notwendigkeit und
Mo¨glichkeit“ genannt und stellt eine aussagekra¨ftigere Erweiterung der klassischen
Aussagenlogik dar.
Seit la¨ngerer Zeit weiß man die Vorzu¨ge, die modale Aussagenlogik zu bieten hat,
auch in der Informatik zu scha¨tzen. Mit ihrer Hilfe kann man u¨ber das Wissen von
Personen und Personengruppen urteilen, Aussagen u¨ber die zeitliche Vera¨nderung
von Dingen treffen oder das Verhalten von Computerprogrammen untersuchen. Da-
durch ist modale Logik ein wertvolles und modernes Hilfsmittel fu¨r die ku¨nstliche
Intelligenz und andere Bereiche der theoretischen Informatik.
Modale Logik und Komplexita¨tstheorie. So wie die klassische Aussagenlogik
das bekannte Erfu¨llbarkeitsproblem
SAT = {ϕ : ϕ ist eine erfu¨llbare aussagenlogische Formel}
besitzt, kann man fu¨r modale Aussagenlogik ein a¨hnliches Problem betrachten und
sich nach dessen Entscheidbarkeit und gegebenenfalls auch dessen Komplexita¨t fra-
gen. Wa¨hrend das klassische Problem SAT bereits hinreichend bekannt ist und kom-
plexita¨tstheoretisch untersucht wurde, ist das Erfu¨llbarkeitsproblem der modalen
Aussagenlogik bei Weitem noch nicht erscho¨pfend untersucht. Das liegt mo¨glicherweise
zum einen daran, dass modale Logiken
”
ju¨nger“ und teilweise weniger bekannt sind
als die klassische Aussagenlogik. Zum anderen gibt es sehr viele verschiedene Sy-
steme und
”
Typen“ modaler Aussagenlogik, die sich durch ihre syntaktische und
semantische Charakterisierung mehr oder weniger stark unterscheiden und dadurch
verschiedene Herangehensweisen bei der Untersuchung der Komplexita¨t des Erfu¨ll-
barkeitsproblems erfordern.
Diese Arbeit hat das Ziel, bisher bekannte Komplexita¨tsresultate fu¨r eine Reihe
modaler Logiken zusammenzutragen und neue Ergebnisse zu finden.
Dazu wird im ersten Kapitel erkla¨rt, was man unter modaler Aussagenlogik versteht.
Es wird außerdem gezeigt, wie diese Logiken syntaktisch und semantisch charakte-
risiert werden und welche Beziehungen zwischen ihnen bestehen. Daru¨ber hinaus
werden Eigenschaften modaler Logiken aufgefu¨hrt, die fu¨r die spa¨teren Komple-
xita¨tsbeweise grundlegend sind. Außerdem wird eine Hierarchie wichtiger normaler
unimodaler Systeme aufgestellt und begru¨ndet. Die dazu erforderlichen umfangrei-
chen Details werden in den Anhang
”
ausgelagert“.
Das zweite Kapitel befasst sich mit normalen modalen Systemen, deren Erfu¨llbar-
keitsprobleme fu¨r eine der Komplexita¨tsklassen NP und PSPACE vollsta¨ndig sind.
Dazu werden bereits bekannte Ergebnisse aus der Literatur zusammengetragen und
eigene Ergebnisse bewiesen. Der letzte Abschnitt dieses Kapitels zeigt offene Fragen
auf und gibt Anregungen, in welche Richtungen die Untersuchungen dieser Arbeit
fortgefu¨hrt werden ko¨nnen.
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Einige private Worte. Seit ich im vergangenen Jahr wa¨hrend eines Auslandsse-
mesters an der University of Cape Town (UCT) eine Vorlesung u¨ber modale Logiken
geho¨rt habe, bin ich von diesem Gebiet fasziniert. Ich wollte unbedingt meine Di-
plomarbeit u¨ber
”
Etwas mit modalen Logiken“ schreiben, hatte aber zuna¨chst keine
genaue Idee, wie ich dieses
”
Etwas“ pra¨zisieren und zu einem geeigneten Thema
einschra¨nken ko¨nnte. Umso mehr freute ich mich, als Herr Professor Mundhenk mir
vorschlug, mich mit der Komplexita¨t modaler Systeme zu bescha¨ftigen.
Ein erstes Literaturstudium zeigte, dass dieses Gebiet bisher bei Weitem noch nicht
erscho¨pfend untersucht ist und es allein schon reizvoll wa¨re, ein wenig U¨bersicht
in die bisher gefundenen Ergebnisse zu bringen und vielleicht das eine oder andere
Ergebnis selbst zu finden. Ich ha¨tte zwar gern noch mehr
”
Neues“ herausgefunden,
aber das ist vielleicht spa¨ter im Rahmen einer Promotion immer noch mo¨glich . . .
Ich bedanke mich ganz herzlich bei Herrn Professor Mundhenk, der mich ein halbes
Jahr lang sehr gut beraten, angeho¨rt und motiviert hat, bei Frau Dr. Rewitzky
aus dem Department of Mathematics and Applied Mathematics der UCT fu¨r die
interessante Vorlesung und die anregenden U¨bungen dazu, bei den Teilnehmern des
Oberseminars Theoretische Informatik, die mir die Gelegenheit gaben, in einem
Vortrag eine Zwischenbilanz meiner Arbeit zu ziehen, bei Herrn Dipl.-Math. Andre´
Große fu¨r wertvolle Anregungen und natu¨rlich bei meiner Freundin, Renate Stein,
fu¨r ein immer offenes Ohr bei Hochs und Tiefs.
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1 Modale Aussagenlogik
Ziel dieses Kapitels ist es, modale Aussagenlogik sowohl syntaktisch als auch se-
mantisch zu erkla¨ren und alle in den folgenden Kapiteln beno¨tigten Eigenschaften
modaler Logiken anzugeben. Der behandelte Stoff ist Grundwissen aus einer Vor-
lesung u¨ber modale Logik an der University of Cape Town ([6]) oder stammt aus
Fachbu¨chern ([1], [4]).
1.1 Syntax der modalen Grundsprache
In diesem Abschnitt wird die modale Grundsprache eingefu¨hrt. Sie erweitert die
klassische Aussagenlogik um zwei zueinander duale modale Operatoren 2 und 3,
denen je nach Anwendung Bedeutungen wie
”
notwendigerweise wahr“ bzw.
”
mo¨gli-
cherweise wahr“ zukommen.
Um Formeln bilden zu ko¨nnen, werden folgende Bestandteile beno¨tigt:
• atomare Formeln: Φ = {p, q, r, . . .} (Φ ist abza¨hlbar.)
• klassische Operatoren: ∧, ∨, ¬, →, ↔
• modale Operatoren: 2, 3
•
”
wahr“,
”
falsch“: ⊤, ⊥
Definition 1.1
(1) Eine Formel ist ein Wort ϕ, das aus den genannten Zeichen besteht und eine
der folgenden Gestalten hat:
(i) ⊤,
(ii) p, fu¨r ein beliebiges p ∈ Φ,
(iii) ¬ψ, fu¨r eine beliebige Formel ψ,
(iv) ψ1 ∧ ψ2, fu¨r beliebige Formeln ψ1, ψ2,
(v) 3ψ, fu¨r eine beliebige Formel ψ.
(2) Daru¨ber hinaus werden folgende Kurzschreibweisen vereinbart:
ϕ ∨ ψ = ¬(¬ϕ ∧ ¬ψ) ⊥ = ¬⊤
ϕ→ ψ = ¬ϕ ∨ ψ 2ϕ = ¬3¬ϕ
ϕ↔ ψ = (ϕ→ ψ) ∧ (ψ → ϕ)
(3) Die Menge aller Formeln u¨ber Φ wird mit Fma(Φ) bezeichnet.
(4) Eine Teilformel von ϕ ∈ Fma(Φ) ist eine Formel, die ein Teilwort von ϕ ist.
Die Menge aller Teilformeln von ϕ heißt Sub(ϕ).
1.2 Interpretation der modalen Operatoren
Je nach Anwendung einer modalen Logik gibt es verschiedene Mo¨glichkeiten, die mo-
dalen Operatoren 2 und 3 zu lesen. Durch die verschiedenen Interpretationsweisen
werden Erweiterungen der modalen Grundsprache bedingt, welche in Abschnitt 1.6
behandelt werden.
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Klassische Interpretation. In der reinen Grundsprache liest man 2ϕ bzw. 3ϕ
als
”
ϕ ist notwendigerweise wahr“ bzw.
”
ϕ ist mo¨glicherweise wahr“. Mit dieser
Interpretation erhalten Formeln Bedeutungen wie etwa:
2(ϕ→ ψ)→ (2ϕ→ 2ψ) (Wenn ϕ→ ψ notwendig wahr, dann folgt:
Wenn ϕ notwendig wahr, dann ψ notwendig wahr.)
2ϕ→ 3ϕ (Was notwendig wahr ist, ist mo¨glich.)
ϕ→ 3ϕ (Was wahr ist, ist mo¨glich.)
Man ko¨nnte anhand der genannten Interpretationen und mit menschlicher Intuition
zu dem Schluss kommen, dass alle Instanzen der oben aufgefu¨hrten Formeln wahr
sein mu¨ssen. Dass diese Schlussweise nicht immer gelingt (hier versagt sie z. B. in
den letzten beiden Fa¨llen), zeigt sich mit dem entsprechenden Wissen der folgenden
Abschnitte u¨ber Semantik modaler Aussagenlogik und deren Axiomatisierungen.
Epistemische Logik – Multimodale Logik. In epistemischer Logik wird die
modale Grundsprache verwendet, um u¨ber Wissen zu urteilen. Hier wirdKϕ an Stel-
le von 2ϕ geschrieben, was man als
”
der Agent weiß, dass ϕ“ interpretiert. Epistemi-
sche Logik wird zumeist multimodal (also mit n modalen Operatoren K1, . . . , Kn)
verwendet, um u¨ber das Wissen verschiedener Agenten und von Gruppen von Agen-
ten etwas aussagen zu ko¨nnen.
Temporale Logik. Hier gibt es vier modale Operatoren, die wie folgt interpretiert
werden:
Fϕ :
”
ϕ ist zu irgendeinem Zeitpunkt in der Zukunft wahr.“
Pϕ :
”
ϕ war zu irgendeinem Zeitpunkt in der Vergangenheit wahr.“
Gϕ :
”
ϕ ist zu allen Zeitpunkten in der Zukunft wahr.“
Hϕ :
”
ϕ war zu allen Zeitpunkten in der Vergangenheit wahr.“
Dabei sind F, P (wegen Future, Past) vom Typ
”
3“ und G, H (wegen Going to,
Has been) vom Typ
”
2“. Man kann sich leicht vom Sinn der Dualita¨tenGϕ = ¬F¬ϕ
und Hϕ = ¬P¬ϕ u¨berzeugen.
1.3 Semantik unimodaler Aussagenlogik
Wenn man die Semantik modaler Logiken betrachtet, genu¨gt es nicht, die
”
globale“
Wahrheit einer Formel mittels einer Belegungsfunktion festzulegen. Man beno¨tigt
vielmehr eine Menge von Welten (auch Punkte oder Zusta¨nde genannt), eine bina¨re
Relation zwischen den Welten (
”
Welt v sieht Welt w“) und eine Belegungsfunktion.
Dabei entspricht jede Welt w ∈ W einer Interpretation der Aussagenlogik, weist
also mittels der Belegungsfunktion jeder atomaren Aussage p einen Wahrheitswert
w(p) ∈ {0, 1} zu. Der (
”
lokale“) Wahrheitswert einer zusammengesetzten Formel
in einer beliebigen Welt wird dann a¨hnlich wie in der klassischen Aussagenlogik
induktiv festgelegt. Dazu beno¨tigt man fu¨r den Fall, dass die entsprechende Formel
eine 3-Formel ist, zusa¨tzlich die gegebene bina¨re Relation.
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Daru¨ber hinaus kennt die Semantik modaler Logiken
”
globale“ Formen der Gu¨l-
tigkeit von Formeln. Formal werden die zugrunde liegenden Strukturen und die
Wahrheit von Formeln wie folgt definiert:
Definition 1.2 Seien W eine nicht leere Menge von Welten und R ⊆W ×W eine
bina¨re Relation, die Sichtbarkeitsrelation.
(1) Die Struktur F = (W, R) heißt Kripke-Struktur oder Rahmen.
(2) Eine Funktion V : A → P(W ) heißt Belegungsfunktion und weist jeder
atomaren Aussage p ∈ A die Menge aller Welten zu, in denen p wahr ist.
(3) Sind F = (W, R) ein Rahmen und V eine Belegungsfunktion, so heißt eine
Struktur M = (W, R, V ) ein Modell. Man sagt dann auch, M basiert auf
F bzw. F liegt M zugrunde.
Definition 1.3 Seien F = (W, R) ein Rahmen und M = (W, R, V ) ein auf F
basierendes Modell. Eine Formel ϕ heißt
(1) wahr in einer Welt w ∈W (M, w |= ϕ) genau dann, wenn einer der folgenden
Fa¨lle eintritt:
(i) ϕ = p und w ∈ V (p), wobei p ∈ Φ,
(ii) ϕ = ⊤,
(iii) ϕ = ¬ψ und M, w 6|= ψ,
(iv) ϕ = ψ1 ∧ ψ2 und M, w |= ψ1 und M, w |= ψ2,
(v) ϕ = 3ψ und es gibt ein v mit wRv und M, v |= ψ.
(2) wahr in M (M |= ϕ) genau dann, wenn ϕ in allen Welten w ∈W wahr ist.
(3) wahr in F (F |= ϕ) genau dann, wenn ϕ in allen auf F basierenden Modellen
wahr ist.
(4) wahr ( |= ϕ) genau dann, wenn ϕ in allen Rahmen wahr ist.
Beispiel. Gegeben seien folgende Strukturen gema¨ß Abbildung 1.1:
Φ = {p, q},
W = {w1, . . . , w5},
R = {(w1, w2), . . . , (w4, w5)},
F = (W, R).
Wa¨hlt man nun die Belegungs-
funktion V1 auf F mit
V1(p) = {w1, w2},
V1(q) = {w2, . . . , w5}
und betrachtet das Modell
w1 w2 w3 w4 w5
w1 w2 w3 w4 w5
w1 w2 w3 w4 w5
p p, q q q q
p, q p, q
F
M
M
1
2
Abbildung 1.1: Beispiel-Rahmen F und darauf
basierende Modelle M1, M2.
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M1 = (W, R, V1), so kann man u. a. folgende Aussagen treffen:
M1, w1 |= p, 3p, 2p, 3q, 33q, 3
3q, 34q, 2q, 22q, 23q, 24q, 25q, . . . ,
M1, w2 |= p, q, 3¬p, 2¬p, 3q, 33q, 3
3q, 2q, 22q, 23q, 24q, 25q, . . . ,
...
M1, w5 |= ¬p, q, 2q, 22q, 2
3q, 24q, 25q, . . .
Damit gilt M1 |= 2q, 22q, 2
3q, 24q, 25q, . . . Diese Formeln sind aber nicht in
ganz F wahr, wie Modell M2 = (W, R, V2) belegt. Dort ist na¨mlich beispielsweise
2q in w2 nicht wahr.
Nach la¨ngerer Betrachtung kann
man Formeln finden, die in ganz
F wahr sind. Eine solche Formel
ist 3p → 2p, welche aber wie-
derum nicht generell wahr ist, wie
der Rahmen F ′ und das darauf
basierende Modell M′ aus Abbil-
dung 1.2 belegen.
w1
w2
w3
w1
w2
w3
p
¬p
F M′ ′
Abbildung 1.2: Beispiel-Rahmen F ′ und darauf
basierendes Modell M′.
Generell gu¨ltige Formeln sind beispielsweise das Axiom
K 2(p→ q)→ (2p→ 2q)
sowie alle Formeln, die man daraus erha¨lt, wenn man simultan alle Vorkommen von
p durch eine beliebige Formel β1 und alle Vorkommen von q durch eine Formel β2
ersetzt. Darauf wird im folgenden Abschnitt na¨her eingegangen. ◦
Neben dem Begriff der Wahrheit einer Formel gibt es auch den Begriff der Erfu¨llbar-
keit, der mit ersterem nicht zu verwechseln ist. Die folgende Definition gilt analog
fu¨r Rahmen.
Definition 1.4 Seien ϕ eine Formel, M ein Modell, M eine Klasse von Modellen.
(1) M erfu¨llt ϕ (ϕ ist in M erfu¨llbar) genau dann, wenn es eine Welt von M
gibt, in der ϕ wahr ist.
(2) M erfu¨llt ϕ (ϕ ist in M erfu¨llbar) genau dann, wenn es ein ϕ erfu¨llendes
Modell in M gibt.
Die Erfu¨llbarkeit und die Wahrheit von Formeln sind in gewisser Weise zueinander
dual: ϕ ist erfu¨llbar in einem Modell (oder einem Rahmen) genau dann, wenn ¬ϕ
in diesem Modell (bzw. Rahmen) nicht wahr ist.
1.4 Axiomatisierungen
Axiome. Axiome legen die grundlegenden Eigenschaften der Anwendung einer
modalen Logik auf syntaktischer Ebene fest. Wichtige Axiome der unimodalen Aus-
sagenlogik sind beispielsweise:
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Taut alle aussagenlogischen Tautologien
K 2(p→ q)→ (2p→ 2q) Abgeschlossenheit von Wissen unter Implikation
Dual 3p↔ ¬2¬p Dualita¨t der Bedeutung der Operatoren
T 2p→ p Notwendigkeit
4 2p→ 22p Positive Selbsteinsicht
5 ¬2p→ 2¬2p Negative Selbsteinsicht
Inferenzregeln. Mit folgenden Regeln kann man aus Axiomen und bereits bewie-
senen Formeln (Theoremen) neue Theoreme erhalten:
MP Modus Ponens: Aus ϕ→ ψ und ϕ beweise ψ
NR Notwendigkeitsregel: Aus ϕ beweise 2ϕ
US uniforme Substitution: Aus ϕ beweise ϕ [β1/p1, . . . , βn/pn]
In der Regel US bezeichnet die Schreibweise ϕ [β1/p1, . . . , βn/pn] diejenige Formel,
die man erha¨lt, wenn man in ϕ gleichzeitig alle Vorkommen der atomaren Aussagen
p1, . . . , pn durch die (beliebigen) Formeln β1, . . . , βn ersetzt. Diese Inferenzregel
wird nur beno¨tigt um abzusichern, dass fu¨r ein Axiom auch dessen Ersetzungsinstanz
beweisbar ist. Es ist also auch mo¨glich (und in der Literatur zuweilen u¨blich), auf die
uniforme Substitution zu verzichten und an Stelle jedes Axioms ein Axiomenschema
anzugeben, in dem statt der atomaren Aussagen beliebige Formeln vorkommen.
Dieser Zugang ist a¨quivalent zu dem hier gewa¨hlten. Das bedeutet, dass die Systeme,
die durch beide Zuga¨nge mit gleichen Axiomen(-schemata) gebildet werden, auch
gleich sind.
Systeme. Das klassische modale System K wird durch die Axiome Taut, K und
Dual sowie die Inferenzregeln MP, NR und US charakterisiert. Das heißt, dass zum
Beweis einer K-Formel die Axiome Taut, K und Dual sowie alle drei Inferenzregeln
zur Verfu¨gung stehen. Formal werden logische Systeme wie folgt definiert:
Definition 1.5
(1) Eine Menge Γ von Formeln heißt abgeschlossen bezu¨glich einer Inferenzregel
IR genau dann, wenn alle Formeln, die man durch Anwendung von IR auf
beliebige Formeln aus Γ beweisen kann, wieder in Γ sind.
(2) Ein modales System (oder eine modale Logik) Λ ist eine Menge von
Formeln, die alle aussagenlogischen Tautologien entha¨lt und abgeschlossen
bezu¨glich der Inferenzregeln MP und US ist.
Die Elemente von Λ werden Theoreme genannt. Statt ϕ ∈ Λ schreibt man
auch ⊢Λ ϕ.
(3) Ein modales System heißt konsistent genau dann, wenn 6⊢Λ ⊥ gilt.
(4) Ein modales System Λ heißt normal, falls es die Axiome K und Dual entha¨lt
und abgeschlossen bezu¨glich NR ist.
(5) Das kleinste normale System heißt K.
Die Betrachtungen dieser Arbeit werden sich auf normale modale Systeme beschra¨n-
ken. Deshalb wird eine besondere, nur fu¨r normale Systeme gu¨ltige Schreibweise
eingefu¨hrt:
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Definition 1.6 Λ sei ein normales modales System, und F sei eine Menge von
Formeln (z. B. von Axiomen). Dann bezeichnet Λ+F das kleinste normale System,
das Λ und F entha¨lt.
Man erha¨lt also gro¨ßere Systeme als K, indem man Formeln, die nicht in K beweis-
bar sind, als Axiome hinzunimmt und dann den Abschluss der neuen Formelmenge
bezu¨glich der drei Inferenzregeln bildet. Auf diese Weise kann man beispielsweise
die klassischen Systeme T = K + T, S4 = T + 4, S5 = S4 + 5 und noch viele
weitere Logiken bilden.
Korrespondenztheorie. Wie in der klassischen Aussagenlogik und Pra¨dikaten-
logik spiegeln Axiome auch in der modalen Logik gewu¨nschte Eigenschaften der
Anwendung bestimmter modaler Systeme wider. So stellen beispielsweise die Inter-
pretationen, die den Axiomen K und Dual zugrunde liegen, Eigenschaften dar, die
in den meisten klassischen Anwendungen normaler Systeme gefordert werden (s. a.
Abschnitt 1.2). Die Bedeutungen von T, 4 und 5 werden am deutlichsten, wenn man
die epistemische Betrachtungsweise benutzt: Die Feststellung
”
Wenn jemand etwas
weiß, dann gilt es“ entspricht T und ist erforderlich, wenn die Anwendung voraus-
setzt, dass der Agent korrektes Wissen hat. Die Interpretationen von 4 und 5 aus
Abschnitt 1.2 ko¨nnen a¨hnlich beleuchtet werden.
Wegen dieser engen Verknu¨pfung zwischen Axiomen und ihrer (intuitiven) Interpre-
tation ist es nicht verwunderlich, dass auch enge Zusammenha¨nge zwischen Axiomen
und Eigenschaften von Rahmen bestehen. Die Korrespondenztheorie besagt fu¨r viele
Paare von Axiomen A und pra¨dikatenlogischen Aussagen P , dass folgende Eigen-
schaft gilt:
A ist in einem Rahmen F = (W, R) genau dann wahr, wenn P fu¨r R bezu¨glich W
gilt.
Solche Korrespondenzeigenschaften gelten fu¨r viele bekannte Axiome, insbesondere
fu¨r diejenigen, mit denen die in dieser Arbeit verwendeten Systeme definiert sind. Im
Folgenden sind alle diese Axiome und die korrespondierenden Aussagen angegeben.
Dabei werden fu¨r die Axiome T, 4 und E = 5 Schreibweisen verwendet, die zu denen
auf Seite 15 a¨quivalent sind.
Fu¨r Beweise der Korrespondenzresultate sei auf die Literatur ([1], [4]) verwiesen.
Name Axiome und korrespondierende Eigenschaft
K 2(p→ q)→ (2p→ 2q)
R ist beliebige Relation
Dual 3p↔ ¬2¬p
R ist beliebige Relation
T p→ 3p
∀u(uRu) (Reflexivita¨t)
4 33p→ 3p
∀u∀v∀w((uRv ∧ vRw)⇒ uRw) (Transitivita¨t)
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E 3p→ 23p
∀u∀v∀w((uRv ∧ uRw)⇒ vRw) (Euklidizita¨t)
B p→ 23p
∀u∀v(uRv ⇒ vRu) (Symmetrie)
D 2p→ 3p
∀u∃v(uRv) (Totalheit)
Tc 3p→ p
∀v∀w(vRw ⇒ v = w).
Triv 3p↔ p
∀v∀w(vRw ⇔ v = w).
Ver ¬3p
∀v∀w(¬vRw).
Altn 2p1 ∨ 2(p1 → p2) ∨ . . . ∨ 2((p1 ∧ . . . ∧ pn)→ pn+1)
∀u∀v1 . . .∀vn+1((uRv1 ∧ . . . ∧ uRvn+1)⇒ ∃i, j ≤ n+ 1(i 6= j ∧ vi = vj))
(Jede Welt hat ho¨chstens n R-Nachfolger.)
.2 3(p ∧ 2q)→ 2(p ∨3q)
∀u∀v∀w((uRv ∧ uRw ∧ v 6= w)⇒ ∃x(vRx ∧ wRx))
.3 3p ∧3q → 3(p ∧3q) ∨3(p ∧ q) ∨3(3p ∧ q)
∀u∀v∀w((uRv ∧ uRw)⇒ (vRw ∨ v = w ∨ wRv))
Die zu .2 und .3 korrespondierenden Eigenschaften werden mit Namen versehen,
damit spa¨ter besser auf sie zuru¨ckgegriffen werden kann. Dabei gilt jeder Name
sowohl fu¨r Relationen als auch fu¨r alle Rahmen mit solchen Relationen.
Definition 1.7
(1) Eine Relation R heißt zusammenlaufend genau dann, wenn sie folgende
Eigenschaft erfu¨llt:
∧
u, v, w
(
(uRv ∧ uRw ∧ v 6= w)⇒
∨
x
(vRx ∧ wRx)
)
(2) Eine Relation R hat keine Vorwa¨rtsverzweigung genau dann, wenn sie
folgende Eigenschaft erfu¨llt:
∧
u, v, w
((uRv ∧ uRw)⇒ (vRw ∨ v = w ∨ wRv))
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1.5 Modale Systeme
Die fu¨r diese Arbeit relevanten modalen Systeme sind wie folgt axiomatisiert:
K
K4 = K + 4
KE = K + E
KB = K + B
D = K + D
T = K + T
Tc = K + Tc
Triv = K + Triv
Ver = K + Ver
K4E = K + 4 + E
K4B = K + 4 + B
D4 = K + D + 4
DE = K + D + E
DB = K + D + B
S4 = K + T + 4
S5 = K + T + E
B = K + T + B
KAltn = K + Altn
D4E = K + D + 4 + E
K4.2 = K + 4 + .2
K4.3 = K + 4 + .3
S4.2 = K + T + 4 + .2
S4.3 = K + T + 4 + .3
Um die Komplexita¨t modaler Systeme zu untersuchen, ist es hilfreich zu wissen, wel-
che der aufgefu¨hrten Systeme mit anderen in Inklusionsbeziehung stehen oder sogar
zusammenfallen. Es muss also fu¨r jedes Paar Λ1, Λ2 von Logiken gepru¨ft werden, ob
die Beziehung Λ1 ⊆ Λ2 (bzw. wenn ⊢Λ1 ϕ, dann ⊢Λ2 ϕ) gilt oder nicht.
Dieses Kriterium ist auf syntaktischem Weg jedoch nur sehr schwer zu u¨berpru¨fen.
So mu¨sste man fu¨r Λ1 ⊆ Λ2 zeigen, dass sich alle Axiome, die Λ1 definieren, aus
denen fu¨r Λ2 mittels der Inferenzregeln beweisen lassen. Solch einen modallogischen
Beweis zu finden, ist mitunter kompliziert. Um jedoch zu zeigen, dass es keinen
modallogischen Beweis fu¨r alle Axiome von Λ1 aus denen fu¨r Λ2 gibt, reichen die
zur Verfu¨gung stehenden syntaktischen Mittel nicht aus.
Deshalb ist ein semantisches Kriterium erforderlich, um das Gelten oder Nichterfu¨llt-
sein einer Inklusionsbeziehung zwischen zwei Logiken zu zeigen. Die Grundlage dafu¨r
bilden die Begriffe der Korrektheit und Vollsta¨ndigkeit logischer Systeme, die eine
Verbindung von Syntax und Semantik schaffen und damit in vieler Hinsicht von
großer Bedeutung fu¨r die Theorie modaler Logiken sind.
Definition 1.8 Seien Λ ein logisches System und F eine Klasse von Rahmen.
(1) LF bezeichnet die Menge aller Formeln ϕ, fu¨r die F |= ϕ fu¨r alle F ∈ F gilt.
(2) Λ heißt korrekt bezu¨glich F, falls Λ ⊆ LF gilt.
(3) Λ heißt vollsta¨ndig bezu¨glich F, falls Λ ⊇ LF gilt.
(4) Λ heißt durch F bestimmt, falls Λ korrekt und vollsta¨ndig bezu¨glich F ist.
Alle in dieser Arbeit behandelten Systeme sind bestimmt durch die Klasse aller
Rahmen mit derjenigen Eigenschaft, die mit der Axiomatisierung des entsprechen-
den Systems korrespondiert. So sind beispielsweise K durch die Klasse aller Rahmen,
T durch die Klasse aller reflexiven Rahmen und S5 durch die Klasse aller reflexi-
ven und euklidischen Rahmen und (da jede reflexive und euklidische Relation eine
A¨quivalenzrelation ist und umgekehrt) damit durch die Klasse aller Rahmen mit
A¨quivalenzrelationen bestimmt.
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Die Beweise fu¨r die Vollsta¨ndigkeit bedu¨rfen umfangreicher Vorbetrachtungen und
werden im Anhang A ausgefu¨hrt. Wie man die Korrektheit zeigt, wird im Folgenden
angedeutet:
Sei Λ = K + A ein normales System, wobei A ein Axiom (oder eine Konjunktion
von Axiomen) ist, mit welchem eine Eigenschaft P von Rahmen korrespondiert. Die
Klasse aller Rahmen mit P heiße F. Die Korrespondenzeigenschaft bedeutet also
F |= A genau dann, wenn F ∈ F
fu¨r alle Rahmen F gilt. Das heißt insbesondere auch, dass A in allen Rahmen aus
F wahr ist. Um zu beweisen, dass alle Theoreme von Λ in allen Rahmen aus F
wahr sind, muss noch gezeigt werden, dass die Inferenzregeln die Wahrheit in einem
beliebigen Rahmen bewahren. Letzteres ist eine allgemein bekannte Eigenschaft und
wird hier nicht bewiesen. Wichtig ist die Folgerung
F |= A genau dann, wenn F |= Λ (1.1)
fu¨r alle Rahmen F .
Mit Hilfe der Korrektheit und Vollsta¨ndigkeit aller betrachteten Systeme la¨sst sich
nun ein leichter zu u¨berpru¨fendes Kriterium dafu¨r angeben, welche Inklusionsbezie-
hungen bestehen und welche nicht:
Lemma 1.9 Seien A1, A2 Axiome (bzw. Konjunktionen von mehreren Axiomen),
P1 bzw. P2 die korrespondierenden Eigenschaften von Rahmen sowie F1 und F2
die Klassen aller Rahmen, die die Eigenschaft P1 bzw. P2 haben. Ferner seien die
normalen modalen Systeme Λ1 = K + A1 und Λ2 = K + A2 durch die Klassen F1
bzw. F2 von Rahmen bestimmt. Dann gilt:
Λ1 ⊆ Λ2 genau dann, wenn F2 ⊆ F1
Beweis.
”
⇒“: Wenn Λ1 ⊆ Λ2, dann gilt fu¨r alle Rahmen F : wenn F |= Λ2, dann F |= Λ1.
Wegen (1.1) folgt daraus: wenn F |= A2, dann F |= A1. Auf Grund der
Korrespondenzeigenschaften folgt daraus: wenn F ∈ F2, dann F ∈ F1, also
F2 ⊆ F1.
”
⇐“: Aus F2 ⊆ F1 folgt LF1 ⊆ LF2 , und da beide Systeme durch F1 bzw. F2
bestimmt sind, folgt daraus wiederum Λ1 ⊆ Λ2.

Dieses Kriterium erlaubt nun eine rein semantische Pru¨fung, ob ein modales System
ein anderes entha¨lt oder nicht. So kann man beispielsweise die Beziehung S4 ⊂ S5
beweisen, indem man zeigt, dass alle Rahmen mit A¨quivalenzrelation auch reflexiv
und transitiv sind, aber dass es reflexive, transitive Rahmen gibt, deren Relation kei-
ne A¨quivalenzrelation ist. Das Vergleichen von Logiken wird also auf das Vergleichen
von Klassen von Relationen zuru¨ckgefu¨hrt.
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Im Anhang B werden alle no¨tigen Vergleiche zwischen den fu¨r diese Arbeit relevanten
normalen modalen Systemen vorgenommen. Abbildung 1.3 gibt alle Beziehungen
zwischen diesen Systemen wieder. Dabei fu¨hrt genau dann ein Pfeil von Λ1 nach Λ2,
wenn Λ1 ⊆ Λ2 gilt.
K K4
KB K4B
KE K4E
D D4
DB
DE D4E
T S4
B S5
K4.2
K4.3
S4.2
S4.3
KAlt1
KAlt2
KAlt3
Tc
Triv Ver
Abbildung 1.3: Hierarchie normaler modaler Logiken.
1.6 Erweiterungen der modalen Grundsprache
Multimodale Logik. Besonders in der epistemischen Logik – also dann, wenn
man modale Logik zur Wissensrepra¨sentation anwendet – entsteht ha¨ufig das Be-
du¨rfnis nach mehreren Modalita¨ten, um beispielsweise u¨ber das Wissen mehrerer
Agenten urteilen zu ko¨nnen. Eine einfache Erweiterung der (uni-)modalen Grund-
sprache macht das mo¨glich: Anstelle der Operatoren 2 und 3 werden n Operatoren
21, . . . , 2n bzw. 31, . . . , 3n verwendet. Oftmals schreibt man statt 2iϕ auch Kiϕ
und liest das als:
”
Agent i weiß, dass ϕ.“
Die Semantik multimodaler Logik unterscheidet sich von derjenigen der unimo-
dalen dadurch, dass ein Rahmen nicht mehr eine Relation, sondern eine Menge
R = {R1, . . . , Rn} von n Relationen entha¨lt. Dabei entspricht jedes Ri dem moda-
len Operator Ki, d. h. eine Formel Kiϕ ist wahr in einer Welt w genau dann, wenn
fu¨r alle v gilt: Wenn wRiv, dann ist ϕ in v wahr.
Multimodale Logik kennt noch mehr Erweiterungen: Betrachtet man eine Menge
G ⊆ {1, . . . , n} (die man als
”
Gruppe“ von Agenten auffassen kann), so kann man
einen weiteren Operator EG fu¨r das Wissen aller Agenten aus G einfu¨hren. EGϕ
ist dann eine Kurzschreibweise fu¨r die Konjunktion
∧
i∈GKiϕ. Will man u¨ber das
”
Allgemeinwissen“ der Gruppe G urteilen (also
”
jeder weiß ϕ, und jeder weiß das,
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und jeder weiß wiederum das usw.“), so kann man den Operator CG verwenden,
der mit der Schreibweise CGϕ die (unendliche!) Konjunktion EGϕ ∧ EGEGϕ ∧ . . .
zusammenfasst. Fu¨r Wissen, das in der Gruppe G verteilt ist, gibt es den Operator
DG.
Systeme mit n modalen K-Operatoren werden so axiomatisiert, dass jedes Axiom in
n verschiedenen
”
Ki-Versionen“ auftritt. Solche Systeme werden mit dem Index n
am Ende oder in der Mitte des Namens versehen. Treten zusa¨tzliche Operatoren etwa
der Sorten E, C oder D auf, dann wird entweder der Name des Systems zusa¨tzlich
gekennzeichnet oder diese Tatsache explizit vermerkt.
Temporale Logik. Wenn man modale Logik verwendet um zu beru¨cksichtigen,
dass Aussagen zu unterschiedlichen Zeitpunkten verschiedene Wahrheitswerte haben
ko¨nnen, dann bedient man sich der modalen Operatoren F , P und G, H an Stelle
von 3 bzw. 2, wie in Abschnitt 1.2 erwa¨hnt. Diese Erweiterung kennzeichnet man
mit einem t im Namen des entsprechenden modalen Systems.
Auch hier ist zu beachten, dass jedes Axiom, das ein temporales System charakte-
risiert, in einer F -G- und einer P -F -Variante auftritt. Will man von bestimmten
Axiomen nur eine der beiden Varianten zulassen (z. B. beim Axiom .3), dann kenn-
zeichnet man die entsprechende Stelle im Namen mit dem Index l (fu¨r F und G)
oder r (fu¨r P und F ).
Auf semantischer Ebene bezeichnet man die Welten, in denen Formeln ausgewertet
werden, als (Zeit-)Punkte. Die Relation, in der Zeitpunkte zueinander stehen, wird
mit < bezeichnet, und der Sachverhalt s < t wird interpretiert als
”
Zeitpunkt s ist
fru¨her als Zeitpunkt t“.
Je nachdem, welche Eigenschaften der
”
natu¨rlichen“ Zeit man fu¨r eine Anwendung
voraussetzt, gibt es die vielfa¨ltigsten Mo¨glichkeiten, temporale Systeme zu charakte-
risieren. Eine typische temporale Logik ist Kt4.3, die fu¨r Anwendungen geeignet ist,
in denen die
”
fru¨her als“-Relation der Zeit transitiv und ohne Vorwa¨rtsverzweigung
ist. Wichtig ist in diesem Zusammenhang die Feststellung, dass sich bestimmte Ei-
genschaften wie Irreflexivita¨t, Asymmetrie und Antisymmetrie nicht axiomatisieren
lassen. Der Beweis dieser Tatsache benutzt Techniken, auf die in dieser Arbeit nicht
na¨her eingegangen werden kann.
Auch die temporale Sprache kennt noch mehr Erweiterungen, wie den
”
next time“-
Operator fu¨r diskrete Zeit oder die
”
since“-/
”
until“-Operatoren. Darauf wird hier
ebenfalls nicht weiter eingegangen.
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1.7 Mehr u¨ber Rahmen und Modelle
Um die Komplexita¨t modaler Logiken untersuchen zu ko¨nnen, sind einige Begriffe
und Eigenschaften erforderlich, die sich auf Rahmen und Modelle beziehen.
Definition 1.10 Sei R eine bina¨re Relation u¨ber W , und seien v, w ∈ W sowie
n ≥ 1. Dann heißt v von w aus in n Schritten sichtbar (kurz: wRnv) genau
dann, wenn Folgendes gilt:
(1) wRv, falls n = 1,
(2) Es existieren u1, . . . , un−1 mit wRu1, u1Ru2, . . . , un−2Run−1, un−1Rv, falls
n > 1.
Definition 1.11 Sei Λ ein modales System.
(1) Ein Rahmen F heißt Λ-Rahmen (oder Rahmen fu¨r Λ) genau dann, wenn
F |= Λ gilt, d. h. F |= ϕ fu¨r alle ϕ ∈ Λ.
(2) Ein Modell M heißt Λ-Modell (oder Modell fu¨r Λ) genau dann, wenn es auf
einem Λ-Rahmen basiert.
Definition 1.12 Seien F = (W, R) ein Rahmen und M = (W, R, V ) ein Modell.
(1) Ein Rahmen F ′ = (W ′, R′) ist ein Teilrahmen von F genau dann, wenn
W ′ ⊆ W und R′ = R ∩ (W ′ ×W ′) gelten.
(2) Ein Modell M′ = (W ′, R′, V ) ist ein Teilmodell von M genau dann, wenn
es auf einem Teilrahmen von F basiert.
(3) Fu¨r eine Teilmenge W ′ von W bezeichnet das auf W ′ eingeschra¨nkte Mo-
dell M↾W ′ dasjenige Teilmodell von M, dessen Menge von Welten W ′ ist.
In vielen Anwendungen modaler Logiken mo¨chte man von zwei Modellen oder Rah-
men feststellen, ob sie a¨hnliche Struktur haben oder ob sie sich hinsichtlich der
Menge aller Formeln, die in ihnen wahr sind, gleichen. Dafu¨r sind spezielle Ar-
ten von Teilmodellen und -rahmen sowie bestimmte Arten von Morphismen sehr
nu¨tzlich. Da diese Begriffe und die dadurch implizierten Eigenschaften auch fu¨r
manche der spa¨teren Komplexita¨tsbetrachtungen wichtig sind, werden sie im Fol-
genden eingefu¨hrt. Die nur fu¨r Modelle angegebenen Definitionen lassen sich analog
auch auf Rahmen u¨bertragen.
Definition 1.13 Seien M = (W, R, V ) ein Modell und W ′ ⊆W .
(1) Ein Teilmodell M′ = (W ′, R′, V ) von M heißt erzeugtes Teilmodell von
M genau dann, wenn fu¨r alle w ∈ W ′ und alle v ∈ W gilt: Wenn wRv, dann
v ∈W ′.
(2) Das kleinste erzeugte Teilmodell vonM, dessen Menge von WeltenW ′ entha¨lt,
heißt das von W ′ erzeugte Teilmodell von M.
(3) Ein von einer einelementigen Menge erzeugtes Teilmodell heißt punktgene-
riertes Teilmodell.
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Sind M = (W, R, V ) ein Modell, M′ = (W ′, R′, V ) ein erzeugtes Teilmodell von
M und F bzw. F ′ die zugrunde liegenden Rahmen, so gilt fu¨r jede Formel ϕ und
jede Welt w ∈W ′:
M, w |= ϕ genau dann, wenn M′, w |= ϕ.
Diese Aussage ist allgemein bekannt und la¨sst sich per Induktion u¨ber den Aufbau
von ϕ beweisen. Sie impliziert auch die Feststellungen
Wenn M |= ϕ, dann M′ |= ϕ und
Wenn F |= ϕ, dann F ′ |= ϕ.
Der U¨bergang zu einem erzeugten Teilmodell bewahrt also die Gu¨ltigkeit modaler
Formeln. Daraus folgt auch, dass alle axiomatisierbaren semantischen Eigenschaften
des urspru¨nglichen Modells (wie z. B. Transitivita¨t, Reflexivita¨t u. v. a.) ebenfalls fu¨r
das erzeugte Teilmodell gelten.
Die folgenden drei Begriffe bezeichnen Abbildungen zwischen Modellen, die deren
Struktur bewahren:
Definition 1.14 Seien M1 = (W1, R1, V1) und M2 = (W2, R2, V2) zwei Modelle
und f : W1 →W2 eine Abbildung.
(1) f heißt Homomorphismus von M1 nach M2 genau dann, wenn folgende
Eigenschaften erfu¨llt sind:
(i) Fu¨r alle v, w ∈W1 gilt: Wenn vR1w, dann f(v)R2f(w),
(ii) Fu¨r alle p ∈ Φ und alle w ∈W1 gilt: Wenn w ∈ V1(p), dann f(w) ∈ V2(p).
(2) f heißt Isomorphismus von M1 nach M2 genau dann, wenn f bijektiv ist
und folgende Eigenschaften erfu¨llt sind:
(i) Fu¨r alle v, w ∈W1 gilt: vR1w genau dann, wenn f(v)R2f(w),
(ii) Fu¨r alle p ∈ Φ und alle w ∈ W1 gilt: w ∈ V1(p) genau dann, wenn
f(w) ∈ V2(p).
(3) f heißt beschra¨nkter Morphismus von M1 nach M2 genau dann, wenn
folgende Eigenschaften erfu¨llt sind:
(i) Fu¨r alle v, w ∈W1 gilt: Wenn vR1w, dann f(v)R2f(w),
(ii) Fu¨r alle p ∈ Φ und alle w ∈ W1 gilt: w ∈ V1(p) genau dann, wenn
f(w) ∈ V2(p).
(iii) Fu¨r alle v1 ∈ W1 und w2 ∈ W2 mit f(v1)R2w2 existiert ein w1 ∈ W1 mit
v1R1w1 und f(w1) = w2.
Homomorphismen bewahren einen großen Teil der Struktur von Modellen, aber nicht
notwendigerweise die Wahrheit modaler Formeln.
Zueinander isomorphe Modelle besitzen die gleiche Struktur und die gleichen Theo-
rien. Ist f ein Isomorphismus von M1 nach M2, so gelten folgende Aussagen:
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(1) Fu¨r alle ϕ ∈ Fma(Φ) und alle w ∈W1 gilt: M1, w |= ϕ ⇔ M2, f(w) |= ϕ.
(2) Fu¨r alle ϕ ∈ Fma(Φ) gilt: M1 |= ϕ ⇔ M2 |= ϕ.
Beschra¨nkte Morphismen bewahren einen großen Teil der Struktur von Modellen und
die Wahrheit modaler Formeln. Ist f : M1 → M2 ein beschra¨nkter Morphismus
(wobei die Modelle M1 und M2 auf den Rahmen F1 bzw. F2 basieren), so gilt
Aussage (1) von den beiden obigen. Fu¨r surjektive beschra¨nkte Morphismen f :
M1 ։M2 ist bekannt, dass die Aussagen
Wenn M1 |= ϕ, dann M2 |= ϕ und
Wenn F1 |= ϕ, dann F2 |= ϕ.
gelten. Hieraus folgt wieder, dass alle axiomatisierbaren semantischen Eigenschaften
von M1 ebenfalls fu¨r M2 gelten.
1.8 Eigenschaften modaler Logiken
Modelleigenschaften. Fu¨r viele logische Systeme ergibt sich aus dem Beweis fu¨r
die Vollsta¨ndigkeit quasi als
”
Nebenprodukt“ eine weitere wichtige Eigenschaft, die
fu¨r Betrachtungen des Erfu¨llbarkeitsproblems von großer Bedeutung ist: die endliche
Modelleigenschaft (englisch: finite model property). Eine Verscha¨rfung ist die kleine
Modelleigenschaft (polysize model property), die vor allem fu¨r die in Abschnitt 2.1
bewiesenen NP-Resultate wichtig ist.
Definition 1.15 Seien Λ ein logisches System und M eine Klasse von Modellen.
(1) Λ hat die endliche Modelleigenschaft bezu¨glich M genau dann, wenn
M |= Λ gilt und jede erfu¨llbare Formel von einem Modell aus M erfu¨llt wird,
das endlich viele Welten besitzt.
(2) Λ hat die endliche Modelleigenschaft genau dann, wenn es die endliche
Modelleigenschaft bezu¨glich irgendeiner Klasse von Modellen besitzt.
(3) Λ hat die kleine Modelleigenschaft bezu¨glich M genau dann, wenn
M |= Λ gilt und ein Polynom f existiert, so dass jede erfu¨llbare Formel ϕ
von einem Modell aus M erfu¨llt wird, das ho¨chstens f(|ϕ|) Welten besitzt.
Die endliche Rahmeneigenschaft mit und ohne Bezug auf eine Klasse von Rahmen
ist analog definiert. Ohne Bezug auf eine Klasse von Rahmen ist die endliche Rah-
meneigenschaft a¨quivalent zur endlichen Modelleigenschaft.
Fu¨r die meisten der in dieser Arbeit auftretenden modalen Systeme ist die endliche
Modelleigenschaft bezu¨glich derjenigen Klasse von Modellen, die der Axiomatisie-
rung entsprechen, bekannt. Auf die Techniken, die man fu¨r das Beweisen dieser
Eigenschaften beno¨tigt, kann hier nicht weiter eingegangen werden.
Eigenschaften spezieller Systeme. Fu¨r die spa¨teren Kapitel ist die endliche
Modelleigenschaft von Kt4.3 bezu¨glich der Klasse aller Modelle mit transitiven und
trichotomen Relationen von besonderer Bedeutung. Dabei sind die Trichotomie und
weitere Begriffe fu¨r diese Art von Relationen wie folgt definiert:
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Definition 1.16
(1) Eine Relation R heißt trichotom genau dann, wenn fu¨r alle x, y gilt:
xRy ∨ x = y ∨ yRx.
(2) Eine transitive, trichotome Relation heißt schwache Totalordnung.
(3) Ist R eine schwache Totalordnung u¨ber der MengeW, so heißt eine Welt w ∈W
maximal (bzw. minimal) bezu¨glich einer Teilmenge V von W genau dann,
wenn fu¨r alle v ∈ V gilt: vRw (bzw. wRv).
Des Weiteren soll hier auf einige wichtige Eigenschaften von S4.3 und aller Syste-
me, die diese Logik enthalten, eingegangen werden. Diese Eigenschaften sind in [1,
Abschn. 4.9] aufgestellt und bewiesen.
Sei Λ ein beliebiges modales System, das S4.3 entha¨lt. Die Logik S4.3 ist durch
die Axiome 4, T und .3 charakterisiert. Nach den Betrachtungen in Abschnitt 1.4
heißt das, dass jedes S4.3-Modell (und damit auch jedes Λ-Modell) transitiv, reflexiv
und ohne Vorwa¨rtsverzweigung ist. Daraus folgt wiederum, dass jedes punktgene-
rierte Teilmodell eines Λ-Modells diese drei Eigenschaften hat und u¨berdies noch
zusammenha¨ngend ist. Letztere Eigenschaft ist wie folgt definiert:
Definition 1.17
(1) Eine Relation R heißt zusammenha¨ngend genau dann, wenn fu¨r alle x, y
gilt: xRy ∨ yRx.
(2) Ein Rahmen, der punktgeneriert, transitiv und zusammenha¨ngend ist, heißt
spezieller S4.3-Rahmen.
Dabei ist Punkt (2) durch den Sachverhalt gerechtfertigt, dass die Eigenschaft, zu-
sammenha¨ngend zu sein, die Reflexivita¨t und das Fehlen von Vorwa¨rtsverzweigungen
impliziert.
Jedes System Λ, das S4.3 entha¨lt, hat nach dem Satz von Bull ([1, Th. 4.96]) die
endliche Rahmeneigenschaft. Außerdem gelten folgende Resultate:
Satz 1.18 ([1, Th. 4.101]) Jede normale modale Logik, die S4.3 entha¨lt, wird von
einer endlichen Menge von Axiomen generiert.
Satz 1.19 ([1, Th. 4.103]) Fu¨r jede normale modale Logik Λ mit S4.3 ⊆ Λ gibt es
eine endliche Menge N endlicher spezieller S4.3-Rahmen mit folgender Eigenschaft:
Fu¨r jeden endlichen Rahmen F gilt F |= Λ genau dann, wenn F ein spezieller S4.3-
Rahmen ist und kein surjektiver beschra¨nkter Morphismus von F auf einen Rahmen
in N existiert.
27
2 Komplexita¨t
Fu¨r ein System Λ und eine Formel ϕ betrachte man die folgenden Fragestellungen:
(1) Ist ϕ in Λ beweisbar?
(2) Ist ϕ in allen Λ-Modellen wahr?
(3) Gibt es ein Λ-Modell, das ϕ erfu¨llt?
Bei jedem dieser Probleme (und noch weiteren) interessiert man sich zuna¨chst dafu¨r,
ob es entscheidbar ist. Kann man das bejahen, so wird dadurch die Frage nach der
Komplexita¨t dieser Entscheidung in Abha¨ngigkeit von der La¨nge der Formel ϕ auf-
geworfen. Um diese Fragestellungen untersuchen zu ko¨nnen, mu¨ssen die genannten
Probleme zuna¨chst genau definiert werden:
Definition 2.1
(1) Das Beweisbarkeitsproblem der modalen Logik Λ ist die Menge
Λ-PROVABLE = {ϕ : ⊢Λ ϕ}.
(2) Das Gu¨ltigkeitsproblem der modalen Logik Λ ist die Menge
Λ-VALID = {ϕ : ϕ ist in allen Λ-Modellen wahr}.
(3) Das Erfu¨llbarkeitsproblem der modalen Logik Λ ist die Menge
Λ-SAT = {ϕ : ϕ wird von einem Λ-Modell erfu¨llt}.
Einige wenige semantische U¨berlegungen zeigen, dass die beiden letzteren Probleme
zueinander dual sind: Eine Formel ϕ ist genau dann in allen Λ-Modellen wahr, wenn
es kein Λ-Modell gibt, dass ¬ϕ erfu¨llt. Deshalb genu¨gt es, die Komplexita¨t eines der
beiden Probleme zu untersuchen.
In diesem Kapitel wird das Erfu¨llbarkeitsproblem modaler Systeme betrachtet. Wie
E. Gra¨del in [2] feststellt, ist dieses Problem fu¨r das grundlegende uni- wie multi-
modale System K(n) entscheidbar und bleibt dies auch, wenn man bestimmte Erwei-
terungen zur modalen Grundsprache hinzunimmt. Dies bezeichnet er als
”
robuste“
Entscheidbarkeitseigenschaft modaler Logiken. Eine detaillierte Untersuchung ein-
zelner Systeme bezu¨glich der Entscheidbarkeit ihres Erfu¨llbarkeitsproblems nehmen
P. Blackburn, M. de Rijke und Y. Venema in [1, Abschn. 6.2–6.4] vor.
Die folgenden Untersuchungen werden sich mit der Komplexita¨t des modalen Er-
fu¨llbarkeitsproblems bescha¨ftigen. Begriffe wie Ha¨rte, Vollsta¨ndigkeit, Zugeho¨rigkeit
zu einer Komplexita¨tsklasse oder auch die Komplexita¨t selbst, die sich auf das
Erfu¨llbarkeitsproblem einer modalen Logik beziehen, werden synonym auf die Lo-
gik angewendet. Fu¨r die Ha¨rte bezu¨glich einer Komplexita¨tsklasse wird dabei die
m-Reduzierung zugrunde gelegt:
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Definition 2.2 Seien A, B Mengen und C ein Mengensystem.
(1) A heißt auf B in polynomialer Zeit many-one-reduzierbar genau dann,
wenn es eine in polynomialer Zeit berechenbare Funktion f gibt mit∧
x
(x ∈ A ⇔ f(x) ∈ B).
Dann schreibt man auch A ≤Pm B.
(2) A heißt C-hart genau dann, wenn fu¨r alle X ∈ C gilt: X ≤Pm A.
(3) A heißt C-vollsta¨ndig genau dann, wenn A in C liegt und C-hart ist.
Die Abschnitte dieses Kapitels bescha¨ftigen sich mit der Frage, welche normalen
modalen Systeme fu¨r die Komplexita¨tsklassen NP und PSPACE vollsta¨ndig sind.
Dabei werden vor allem unimodale Systeme untersucht. Wenn in Einzelfa¨llen ein
allgemeineres Ergebnis (etwa fu¨r ein temporales oder multimodales System) vorliegt,
wird ausnahmsweise dieses angegeben.
Wenngleich PSPACE die wohl gro¨ßte Bedeutung fu¨r modale Erfu¨llbarkeitsprobleme
hat, richtet sich das Hauptaugenmerk hier auf NP. Fu¨r diese Klasse werden im ersten
Abschnitt Resultate aus der Literatur zusammengetragen und eigene Ergebnisse
bewiesen. Der zweite Abschnitt gibt einen U¨berblick u¨ber PSPACE-vollsta¨ndige
Systeme. Im letzten Abschnitt werden nach einer Zusammenfassung weiterfu¨hrende
und offene Fragestellungen behandelt.
2.1 NP-vollsta¨ndige Systeme
Jede modale Logik Λ kann als eine Erweiterung der klassischen Aussagenlogik auf-
gefasst werden. Deshalb ist das Erfu¨llbarkeitsproblem fu¨r Λ mindestens so schwer
wie SAT, also NP-hart. Diese Aussage, die in a¨hnlicher Formulierung in [1, S. 374]
getroffen wird, soll hier genau bewiesen werden:
Lemma 2.3 Jede modale Logik hat ein NP-hartes Erfu¨llbarkeitsproblem.
Beweis. Sei Λ ein modales System. Es wird gezeigt, dass
SAT ≤Pm Λ-SAT
gilt, wobei die reduzierende Funktion die identische Funktion ist. Diese ist polyno-
mial berechenbar, und es muss gezeigt werden, dass die A¨quivalenz
ϕ ∈ SAT ⇔ ϕ ∈ Λ-SAT
fu¨r alle aussagenlogischen Formeln ϕ gilt:
”
⇒“: Wenn eine aussagenlogische Formel ϕ eine erfu¨llende Belegung β hat, dann
wa¨hle man einen beliebigen nicht leeren Λ-Rahmen F = (W, R), eine (moda-
le) Belegungsfunktion V und eine Welt w ∈W derart, dass fu¨r alle atomaren
Aussagen p gilt: w ∈ V (p) ⇔ β(p) = 1. Dann ist ϕ, als modale Formel auf-
gefasst, im Modell (W, R, V ) erfu¨llbar, na¨mlich in w.
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”
⇐“: Ist eine aussagenlogische Formel ϕ in der Welt w eines Modells M =
(W, R, V ) erfu¨llt, dann wird ϕ von der aussagenlogischen Belegung β erfu¨llt,
fu¨r die β(p) = 1⇔ w ∈ V (p) fu¨r alle p ∈ Φ gilt.

Es bleibt zu kla¨ren, welche normalen modalen Systeme in NP liegen. Gesucht sind in
diesem Kapitel also nichtdeterministische Algorithmen, die das Erfu¨llbarkeitsprob-
lem fu¨r bestimmte Logiken in polynomialer Zeit entscheiden. Eine wichtige Rolle
spielt dabei die kleine Modelleigenschaft, die in Abschnitt 1.8 eingefu¨hrt wurde.
Die Verwendung dieser Eigenschaft fu¨r den Beweis, dass eine modale Logik in NP
liegt, geht zuru¨ck auf P. Blackburn, M. de Rijke und Y. Venema. Aus [1,
Abschn. 6.6] stammen die folgenden beiden Lemmata mit hinreichenden Kriterien
fu¨r die Zugeho¨rigkeit eines modalen Systems zu NP.
Lemma 2.4 ([1, Lemma 6.35]) Sei Λ eine konsistente modale Logik mit der kleinen
Modelleigenschaft bezu¨glich einer Klasse M von Modellen. Wenn das ProblemM∈
M in bezu¨glich |M| polynomialer Zeit entscheidbar ist, dann hat Λ ein NP-vollsta¨n-
diges Erfu¨llbarkeitsproblem.
Anmerkung. Fu¨r ein ModellM = (W, R, V ) werden hier folgende Schreibweisen
verwendet: |M| = |W | und ||M|| = |W |+|R|. |M| wird im Folgenden auch alsGro¨ße
von M bezeichnet.
Beweis. Wie schon festgestellt, genu¨gt es, einen NP-Algorithmus anzugeben, der
fu¨r eine Formel ϕ entscheidet, ob diese in M erfu¨llbar ist. Wegen der kleinen Mo-
delleigenschaft von Λ gibt es also ein Polynom f , so dass fu¨r jede in M erfu¨llbare
Formel ϕ ein Modell M ∈ M existiert, das ho¨chstens f(|ϕ|) Welten besitzt und
ϕ erfu¨llt. Dieses Polynom ist dem Algorithmus bekannt, der zum Entscheiden der
Erfu¨llbarkeit einer Formel ϕ die folgenden Schritte durchfu¨hrt:
(1) Wa¨hle nichtdeterministisch ein Modell M, das ho¨chstens Gro¨ße f(|ϕ|) hat;
(2) Pru¨fe, ob M ϕ erfu¨llt – falls nicht: verwirf;
(3) Pru¨fe, ob M in M liegt – falls ja: akzeptiere, falls nein: verwirf.
Dass alle diese Schritte in polynomialer Zeit durchzufu¨hren sind, wird durch folgende
U¨berlegungen sichergestellt:
(1) Um ein solches Modell zu wa¨hlen, sind folgende Teilschritte erforderlich:
(i) Wa¨hle n < f(|ϕ|). W = {1, . . . , n} bildet die Menge der Welten vonM.
Dazu muss lediglich die Bina¨rdarstellung von n geraten werden, was
bezu¨glich |ϕ| logarithmische Zeit beno¨tigt.
(ii) Fu¨r je zwei Welten w1, w2 ∈W rate, ob w1Rw2. Das sind n2 Einzelschrit-
te.
(iii) Fu¨r jedes w ∈ W und jede atomare Aussage p, die in ϕ vorkommt, rate,
ob w ∈ V (p). Das sind ho¨chstens |ϕ| · f(|ϕ|) Einzelschritte.
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(2) Mit |M| ist auch ||M|| polynomial in |ϕ|. Seien weiterhin alle Teilformeln
von ϕ in aufsteigender La¨nge mit ψ1, . . . , ψk durchnummeriert. Daraus folgt
k ≤ |ϕ| und ψk = ϕ. Außerdem gilt fu¨r alle j ≤ k: Wenn ψi Teilformel von ψj ,
dann i < j.
Nun kann man fu¨r jedes m ≤ k induktiv zeigen, dass man in O(m · ||M||) fu¨r
j = 1, . . . , m jede Welt w in M mit ψj bzw. ¬ψj markieren kann, abha¨ngig
davon, ob ψj in w wahr ist oder nicht. Fu¨r den einzigen interessanten Fall
ψm+1 = 3ψj , j < m + 1, wird w genau dann mit 3ψj markiert, falls es ein
v mit wRv gibt, das mit ψj markiert ist. Dieser Schritt ist in Zeit O(||M||)
ausfu¨hrbar.
Nun wird ϕ von M genau dann erfu¨llt, wenn es eine Welt w gibt, die mit ϕ
markiert ist. Die gesamte U¨berpru¨fung, obM ϕ erfu¨llt, ist somit in bezu¨glich
|ϕ| polynomialer Zeit durchfu¨hrbar.
(3) Dieser Schritt beno¨tigt nach Voraussetzung polynomiale Zeit.

Fu¨r die wichtige Forderung, dass die Zugeho¨rigkeit zu M in polynomialer Zeit ent-
scheidbar ist, geben P. Blackburn, M. de Rijke und Y. Venema noch ein leichter
zu u¨berpru¨fendes hinreichendes Kriterium an:
Lemma 2.5 ([1, Lemma 6.36])Wenn F eine Klasse von Rahmen ist, die man durch
eine pra¨dikatenlogische Aussage1 α definieren kann, dann ist das Problem F ∈ F in
bezu¨glich der Gro¨ße von F polynomialer Zeit entscheidbar.
Beweis. Per Induktion u¨ber die Struktur von α wird gezeigt, dass die U¨berpru¨-
fung, ob α im Rahmen F = (W, R) gilt, in bezu¨glich der Gro¨ße von F polynomialer
Zeit durchfu¨hrbar ist. Dabei gelte W = {w1, . . . , wn}.
Induktionsanfang.
1. Fall: α = (t1 = t2). Dann ko¨nnen die Terme t1 und t2 nur Welten w1, w2 ∈ W
sein, und w1 = w2 ist in linearer Zeit entscheidbar.
2. Fall: α = t1Rt2. Analog zum 1. Fall.
Induktionsschritt.
1. Fall: α = ¬β. Dann wird α genau dann von F erfu¨llt, wenn F nicht β erfu¨llt.
Nach Induktionsvoraussetzung ist das in polynomialer Zeit entscheidbar.
2. Fall: α = β1 ∧ β2. Analog zum 1. Fall.
3. Fall: α =
∧
x β. Dann darf β ho¨chstens eine freie Variable enthalten, na¨mlich x.
Damit die Formel sinnvoll fu¨r die Charakterisierung von F ist, muss α a¨quivalent
zur Formel
∧
x∈W β sein, welche man wiederum a¨quivalent zu α
′ = β1 ∧ . . . ∧ βn
umformen kann. Dabei wird jedes βi, 1 ≤ i ≤ n, durch Substitution von x mit
wi gebildet. Die βi haben dann keine freien Variablen, und somit folgt aus der
Induktionsvoraussetzung, dass die U¨berpru¨fung, ob α′ in F gilt, in polynomialer
Zeit durchfu¨hrbar ist.

1Gemeint ist hier eine pra¨dikatenlogische Formel mit Gleichheit und ohne freie Variablen.
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Diese beiden Lemmata sind wichtige Hilfsmittel, um die Zugeho¨rigkeit modaler Sy-
steme zu NP zu zeigen. Der anspruchsvollste Schritt dabei ist der Nachweis der
kleinen Modelleigenschaft einer Logik. Zwei mo¨gliche Techniken dafu¨r werden in
den folgenden Teilabschnitten behandelt.
2.1.1 Einfache Auswahlverfahren
In diesem Abschnitt werden einfache Auswahlverfahren angegeben, mit deren Hilfe
man fu¨r die Logiken KnAlt1, S5, D4E, K4B, K4E, Tc, Triv und Ver aus einem
erfu¨llenden Modell ein (ebenfalls erfu¨llendes) Modell polynomialer Gro¨ße konstruie-
ren kann.
Satz 2.6 ([1, Th. 6.37]) KnAlt1 hat ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem.
Beweis. Um die kleine Modelleigenschaft zu zeigen, wird eine Auswahlfunktion
angegeben, die fu¨r eine gegebene Formel ϕ ein erfu¨llendes Modell M = (W, R, V )
auf ein Teilmodell einschra¨nkt, das ϕ ebenfalls erfu¨llt und bezu¨glich |ϕ| nur polyno-
mial viele Welten hat.
Eine solche Auswahlfunktion s : Sub(ϕ) × W → P(W ) wird induktiv u¨ber den
Aufbau von ϕ wie folgt definiert:
s(p, w) = {w}, fu¨r p ∈ Φ,
s(¬ψ, w) = s(ψ, w), (2.1)
s(ψ1 ∧ ψ2, w) = s(ψ1, w) ∪ s(ψ2, w),
s(3iψ, w) = {w} ∪
⋃
v:wRiv
s(ψ, v).
Intuitiv kann man diese Funktion s so verstehen, dass s(ϕ, w) nur diejenigen Welten
auswa¨hlt, die zum Wahrheitswert von ϕ in w u¨berhaupt beitragen.
Anhand der Definition (2.1) ist ersichtlich, dass s(ϕ, w) auch w enthalten muss.
Geht man nun zu M↾s(ϕ,w) u¨ber, so gilt fu¨r alle Formeln ϕ, alle Modelle M und
alle Welten w von M:
M, w |= ϕ genau dann, wenn M↾s(ϕ,w), w |= ϕ. (2.2)
Diese Aussage ist hier pra¨ziser wiedergegeben als in [1]. Der zugeho¨rige Beweis
per Induktion u¨ber den Formelaufbau ist keineswegs so trivial, dass er wie eben-
da u¨bergangen werden ko¨nnte:
Induktionsanfang.
1. Fall: ϕ = p fu¨r p ∈ Φ. (2.2) gilt:M↾s(ϕ,w) erbt die Belegungsfunktion vonM.
2. Fall: ϕ = ⊤. (2.2) gilt, da ⊤ immer wahr ist.
Induktionsschritt.
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1. Fall: ϕ = ¬ψ. Dann gilt
M, w |= ϕ ⇔ M, w 6|= ψ
⇔ M↾s(ψ,w), w 6|= ψ (Induktionsvoraussetzung = IV)
⇔ M↾s(ϕ,w), w |= ϕ (da s(ϕ, w) = s(ψ, w)).
2. Fall: ϕ = ψ1 ∧ ψ2. Dann gilt
M, w |= ϕ ⇔ M, w |= ψ1 und M, w |= ψ2
⇔ M↾s(ψ1, w), w |= ψ1 und M↾s(ψ2, w), w |= ψ2 (IV)
⇔ (M↾s(ϕ,w))↾s(ψ1, w), w |= ψ1 und (M↾s(ϕ,w))↾s(ψ2, w), w |= ψ2
(da s(ψi, w) ⊆ s(ϕ, w))
⇔ M↾s(ϕ,w), w |= ψ1 und M↾s(ϕ,w), w |= ψ2 (IV)
⇔ M↾s(ϕ,w), w |= ϕ.
3. Fall: ϕ = 3iψ. Dann gilt
M, w |= ϕ ⇔ Es ex. v ∈W : wRiv und M, v |= ψ
⇔ Es ex. v ∈ s(ϕ, w) : wRiv und M, v |= ψ
(nach Konstruktion von s)
⇔ Es ex. v ∈ s(ϕ, w) : wRiv und M↾s(ψ, v), v |= ψ (IV)
⇔ Es ex. v ∈ s(ϕ, w) : wRiv und (M↾s(ϕ,w))↾s(ψ, v), v |= ψ
(da fu¨r v mit wRiv: s(ψ, v) ⊆ s(ϕ, w))
⇔ Es ex. v ∈ s(ϕ, w) : wRiv und M↾s(ϕ,w), v |= ψ (IV)
⇔ M↾s(ϕ,w), w |= ϕ.
DassM↾s(ϕ,w) wieder ein KnAlt1-Modell ist, ist sofort ersichtlich. Fu¨r jedes KnAlt1-
Modell M hat M↾s(ϕ,w) tatsa¨chlich polynomiale Gro¨ße bezu¨glich |ϕ|, denn nach
Konstruktion von s gilt sogar |s(ϕ, w)| ≤ |ϕ| + 1. Das induktive Argument hierfu¨r
liegt auf der Hand und benutzt die Eigenschaft, dass jede Relation Ri in KnAlt1-
Modellen eine partielle Funktion ist.
Da außerdem die Klasse aller KnAlt1-Rahmen mittels der pra¨dikatenlogischen Aus-
sage ∧
i∈{1,...,n}
∧
u,v,w∈W
((uRiv ∧ uRiw)⇒ v = w)
definierbar ist, folgt wegen Lemma 2.5, dass das Problem
”
Ist M ein KnAlt1-
Modell?“ in polynomialer Zeit entscheidbar ist.
Nach Lemma 2.4 hat somit KnAlt1 ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem. 
P. Blackburn, M. de Rijke und Y. Venema erwa¨hnen in [1] auch, dass man
das NP-Resultat fu¨r S5 auf a¨hnliche Weise erha¨lt, fu¨hren jedoch keine Details dazu
aus. Das gleiche Resultat mit Beweis findet man bei R.E. Ladner in [5] sowie bei
J.Y. Halpern und Y. Moses in [3]. Im Folgenden wird eine an die hier verwendete
Notation angepasste Variante des Beweises aus [3] vorgestellt.
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Satz 2.7 ([5, Th. 6.2], [3, Prop. 6.2]) S5 hat ein NP-vollsta¨ndiges Erfu¨llbarkeits-
problem.
Beweis. Um die kleine Modelleigenschaft von S5 zu zeigen, wird die gleiche Idee
wie im vorhergehenden Beweis zugrunde gelegt: Betrachtet man eine Formel ϕ mit
m Vorkommen modaler Operatoren, so kann man mittels eines relativ einfachen
Auswahlverfahrens aus jedem erfu¨llenden S5-Modell ein erfu¨llendes S5-Teilmodell
mit ho¨chstens m+ 1 Welten bilden.
Sei also eine solche Formel ϕ in einer Welt w eines S5-Modells erfu¨llt. Dann kann
man zum von {w} erzeugten Teilmodell u¨bergehen, das ebenfalls ϕ in w erfu¨llt und
ein S5-Modell ist (s. dazu die Bemerkungen nach Def. 1.13). Dieses Teilmodell sei
mit M = (W, R, V ) bezeichnet.
Wenn W = {w}, dann hat M trivialerweise ho¨chstens m+ 1 Welten.
Entha¨lt W außer w noch andere Welten, dann sind alle diese Welten von w aus in
endlich vielen Schritten sichtbar. Da R eine A¨quivalenzrelation ist (jede reflexive,
euklidische Relation ist transitiv und symmetrisch, s. a. Anhang B.1), bedeutet das,
dass in M jede Welt mit jeder in Relation steht. Daraus folgt insbesondere, dass
eine Formel 3ψ genau dann in w wahr ist, wenn sie in allen Welten aus W wahr ist.
Nun sei die Menge aller Teilformeln der Form 3ψ von ϕ, die in w wahr sind, mit
F bezeichnet. Fu¨r jedes 3ψ ∈ F sei eine Welt wψ mit M, wψ |= ψ gewa¨hlt. Dann
bilde manW ′ = {w}∪{wψ : 3ψ ∈ F} undM
′ =M↾W ′.M
′ hat nach Konstruktion
ho¨chstens m+ 1 Welten und ist wieder ein S5-Modell.
Im Folgenden wird gezeigt, dass fu¨r alle Welten w′ ∈ W ′ und alle Teilformeln ψ von
ϕ die Beziehung
M, w′ |= ψ genau dann, wenn M′, w′ |= ψ (2.3)
gilt. Daraus folgt wegen w ∈ W ′ und M, w |= ϕ die gewu¨nschte Eigenschaft
M′, w |= ϕ. Der Nachweis der Beziehung (2.3) geschieht per Induktion u¨ber den
Aufbau von ψ:
Induktionsanfang.
1. Fall: ψ = p fu¨r p ∈ Φ. (2.3) gilt, da M′ die Belegungsfunktion von M erbt.
2. Fall: ϕ = ⊤. (2.3) gilt, da ⊤ immer wahr ist.
Induktionsschritt.
1. Fall: ψ = ¬ϑ. Dann gilt
M, w′ |= ¬ϑ ⇔ M, w′ 6|= ϑ
⇔ M′, w′ 6|= ϑ (nach Induktionsvoraussetzung)
⇔ M′, w′ |= ¬ϑ.
2. Fall: ψ = ϑ1 ∧ ϑ2. Beweis analog zum vorhergehenden Fall.
3. Fall: ψ = 3ϑ. Sei w′ ∈ W ′. Die Gu¨ltigkeit beider Richtungen der A¨quivalenz
(2.3) ist durch folgende U¨berlegungen ersichtlich:
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”
⇒“: Wenn M, w′ |= 3ϑ, dann gilt wegen der oben angefu¨hrten Eigenschaften
eines S5-Modells auch M, w |= 3ϑ. Folglich ist die Formel 3ϑ ein Ele-
ment von F , und nach Konstruktion von W ′ existiert ein wϑ ∈ W ′ mit
M, wϑ |= ϑ. Nach Induktionsvoraussetzung gilt dann auch M′, wϑ |= ϑ
und somit M′, w′ |= 3ϑ.
”
⇐“: WennM′, w′ |= 3ϑ, dann existiert ein v′ ∈W ′ mitM′, v′ |= ϑ. Nach In-
duktionsvoraussetzung gilt dann auchM, v′ |= ϑ, und somit giltM, w′ |=
3ϑ.
Außerdem ist das Problem
”
Ist der Rahmen, auf dem M basiert, ein S5-Rahmen?“
nach Lemma 2.5 in polynomialer Zeit entscheidbar, da die fu¨r die Definition ei-
ner A¨quivalenzrelation erforderlichen Eigenschaften selbstversta¨ndlich durch eine
pra¨dikatenlogische Aussage charakterisierbar sind (s. a. Abschnitt 1.4). Somit folgt
die NP-Vollsta¨ndigkeit von S5 nach Lemma 2.4. 
Mit wenigen zusa¨tzlichen U¨berlegungen la¨sst sich der Beweis fu¨r die NP-Vollsta¨n-
digkeit von S5 auf die Systeme D4E und K4B u¨bertragen, da deren Semantik der
von S5 sehr a¨hnlich ist. Mit weiteren U¨berlegungen kommt man sogar zu einem
NP-Resultat fu¨r K4E.
Die folgenden drei Sa¨tze haben die NP-Vollsta¨ndigkeit dieser drei Systeme zum
Inhalt, wobei der erste schon von J.Y. Halpern und Y. Moses in [3] formuliert,
aber nicht bewiesen wurde.
Satz 2.8 ([3, Prop. 6.4]) D4E hat ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem.
Beweis. Es genu¨gt, die kleine Modelleigenschaft von D4E zu zeigen. Da die Klasse
aller D4E-Rahmen durch eine pra¨dikatenlogische Aussage definierbar ist, folgt die
NP-Vollsta¨ndigkeit nach den Lemmata 2.4 und 2.5.
Sind eine Formel ϕ und ein D4E-Modell, das ϕ in einer Welt w erfu¨llt, gegeben, dann
kann man wieder zum von {w} erzeugten Teilmodell u¨bergehen, das ebenfalls ϕ in w
erfu¨llt und ein D4E-Modell ist (s. dazu auch die Bemerkungen nach Def. 1.13). Dieses
Teilmodell sei mit M = (W, R, V ) bezeichnet. m sei die Anzahl der Vorkommen
modaler Operatoren in ϕ.
Wenn W = {w}, dann hat M trivialerweise ho¨chstens m+ 1 Welten.
Entha¨lt W außer w noch andere Welten, dann sind alle diese Welten von w aus in
endlich vielen Schritten und wegen der Transitivita¨t von R sogar in einem Schritt
sichtbar. Wegen der Euklidizita¨t folgt daraus, dass alle diese Welten untereinander
und mit sich selbst in Relation stehen. Nun tritt genau einer der folgenden beiden
Fa¨lle ein:
1. Fall: wRw. Da jede Welt v 6= w von w aus sichtbar ist, folgt wegen der Eukli-
dizita¨t auch vRw. Damit steht in M jede Welt mit jeder in Relation, und M ist
ein S5-Modell, das ϕ erfu¨llt. Nach dem Beweis von Satz 2.7 existiert dann ein ϕ
erfu¨llendes S5-Modell, das ho¨chstens m+ 1 Welten hat. Dieses Modell ist auch ein
D4E-Modell.
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2. Fall: Nicht wRw. In diesem Fall istM zwar kein S5-Modell, aber da alle Welten
außer w untereinander und mit sich selbst in Relation stehen, kann man das Aus-
wahlverfahren aus dem Beweis von Satz 2.7 dennoch auf das Modell M anwenden.
Der einzige Unterschied besteht darin, dass die Welten wψ nun aus W\{w} gewa¨hlt
werden. Das konstruierte Teilmodell M↾W ′, das ho¨chstens m + 1 Welten hat, ist
dann auch wieder ein Modell fu¨r D4E und erfu¨llt ϕ in w. 
Satz 2.9 K4E hat ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem.
Beweis. Wie im vorangehenden Beweis genu¨gt es, die kleine Modelleigenschaft
von K4E zu zeigen. Ausgehend von einer Formel ϕ mit m Vorkommen modaler
Operatoren und einem K4E-Modell, das ϕ in w erfu¨llt, kann man wieder zum von
{w} erzeugten Teilmodell M = (W, R, V ) u¨bergehen. Wegen der Eigenschaften
erzeugter Teilmodelle ist M ebenfalls ein K4E-Modell, das ϕ in w erfu¨llt.
Wenn W = {w}, dann hat M trivialerweise ho¨chstens m+ 1 Welten.
Entha¨lt W außer w noch andere Welten, dann sind alle anderen Welten von w aus
in endlich vielen Schritten und wegen der Transitivita¨t von R sogar in einem Schritt
sichtbar. Wegen der Euklidizita¨t stehen dann alle diese Welten untereinander und
mit sich selbst in Relation. M ist dann ein D4E-Modell, und nach dem Beweis des
vorangehenden Satzes existiert ein ϕ erfu¨llendes D4E-Modell mit ho¨chstens m + 1
Welten. Dieses Modell ist auch ein K4E-Modell. 
Satz 2.10 K4B hat ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem.
Beweis. Es genu¨gt wieder, die kleine Modelleigenschaft vonK4B zu zeigen. Ausge-
hend von einer Formel ϕ mit m Vorkommen modaler Operatoren und einem K4B-
Modell, das ϕ in w erfu¨llt, kann man wieder zum von {w} erzeugten Teilmodell
M = (W, R, V ) u¨bergehen, das ebenfalls ein K4B-Modell ist und ϕ in w erfu¨llt.
Wenn W = {w}, dann hat M trivialerweise ho¨chstens m+ 1 Welten.
Entha¨lt W außer w noch andere Welten, dann sind alle diese Welten von w aus in
endlich vielen Schritten und wegen der Transitivita¨t von R sogar in einem Schritt
sichtbar. Wegen der Symmetrie ist dann w auch von allen diesen Welten aus sichtbar,
und wegen der Transitivita¨t folgt daraus nun, dass alle Welten ausW mit sich selbst
und untereinander in Relation stehen. M ist dann ein S5-Modell, und nach dem
Beweis von Satz 2.7 existiert ein ϕ erfu¨llendes S5-Modell mit ho¨chstensm+1Welten.
Dieses Modell ist auch ein K4B-Modell. 
Das folgende Resultat stellt die wohl einfachste Anwendung der kleinen Modellei-
genschaft dar:
Satz 2.11 Die Logiken Tc, Triv und Ver sowie ihre multimodalen Entsprechungen
haben NP-vollsta¨ndige Erfu¨llbarkeitsprobleme.
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Beweis. Sei Λ eines der genannten Systeme.
Λ besitzt die kleine Modelleigenschaft, denn wenn es fu¨r eine Formel ϕ ein Λ-Modell
gibt, das ϕ in einer Welt w erfu¨llt, dann kann man zum von {w} erzeugten Teilmodell
u¨bergehen, das ebenfalls ϕ in w erfu¨llt und ein Λ-Modell ist. (Falls Λ multimodal ist,
muss man dazu Definition 1.13 fu¨r multimodale Semantik verallgemeinern.) Ein sol-
ches punktgeneriertes Teilmodell besteht jedoch fu¨r jedes der betrachteten Systeme
aus genau einer Welt.
Da außerdem die Klasse von Λ-Rahmen mittels einer pra¨dikatenlogischen Aussage
definierbar ist, folgt die NP-Vollsta¨ndigkeit von Λ nach den Lemmata 2.4 und 2.5.

2.1.2 Auswahlverfahren mit Hilfe endlicher Modelle
In [1] findet sich auch das NP-Resultat fu¨r die temporale Logik Kt4.3, die in Ab-
schnitt 1.8 einer genaueren Betrachtung unterzogen wurde. Der Beweis des folgenden
Satzes benutzt die endliche Modelleigenschaft von Kt4.3 bezu¨glich der Klasse aller
Modelle mit schwachen Totalordnungen, um aus einem erfu¨llenden Modell ein sol-
ches polynomialer Gro¨ße zu konstruieren.
Satz 2.12 ([1, Th. 6.38]) Kt4.3 hat ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem.
Beweis. Um die kleine Modelleigenschaft von Kt4.3 zu zeigen, betrachte man wie-
der eine Formel ϕ, in der m verschiedene Modalita¨ten auftreten und die in einem
beliebigen Modell dieser Logik erfu¨llbar ist. Wegen der endlichen Modelleigenschaft
von Kt4.3 existiert ein endliches Modell M = (T, <, V ) mit einer schwachen To-
talordnung, so dass fu¨r ein t ∈ T gilt: M, t |= ϕ. Aus M wird nun wie folgt durch
Auswahl von Punkten ein Modell polynomialer Gro¨ße gebildet:
Seien Fψ1, . . . , Fψk und Pϑ1, . . . , Pϑl alle Teilformeln von ϕ, die die Form Fψ
bzw. Pϑ haben und in M erfu¨llt sind. Dann wa¨hle man fu¨r jede Formel Fψi einen
Zeitpunkt ui ∈ T derart, dass M, ui |= ψi und ui ein maximaler Punkt in der <-
Ordnung mit dieser Eigenschaft ist. Analog wa¨hlt man fu¨r jedes Pϑj ein vj ∈ T , so
dass M, vj |= ϑj und vj minimal bezu¨glich dieser Eigenschaft ist.
Schra¨nkt man nun das Modell M mit der Menge T ′ = {t, u1, . . . , uk, v1, . . . , vl}
auf das Teilmodell M′ =M↾T ′ ein, so kann man feststellen, dass dieses wieder eine
schwache Totalordnung und zudem nur ho¨chstens m + 1 Zeitpunkte besitzt. Die
noch ausstehende Forderung M′, t |= ϕ erha¨lt man mit der Aussage, dass fu¨r alle
Teilformeln ψ ∈ Sub(ϕ) und alle Zeitpunkte t ∈ T ′
M, t |= ψ genau dann, wenn M′, t |= ψ (2.4)
gilt, was sich wie folgt durch Induktion u¨ber die Struktur von ϕ zeigen la¨sst:
Induktionsanfang.
1. Fall: ψ = p fu¨r p ∈ Φ. (2.4) gilt, da M′ die Belegungsfunktion von M erbt.
2. Fall: ϕ = ⊤. (2.4) gilt, da ⊤ immer wahr ist.
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Induktionsschritt.
1. Fall: ψ = ¬ϑ. Dann gilt
M, t |= ¬ϑ ⇔ M, t 6|= ϑ
⇔ M′, t 6|= ϑ (nach Induktionsvoraussetzung)
⇔ M′, t |= ¬ϑ.
2. Fall: ψ = ϑ1 ∧ ϑ2. Beweis analog zum vorhergehenden Fall.
3. Fall: ψ = Fϑ. Sei t ∈ T ′. Die Gu¨ltigkeit beider Richtungen der A¨quivalenz
(2.4) ist durch folgende U¨berlegungen ersichtlich:
”
⇒“: Wenn M, t |= Fϑ, dann ist ϑ eines der anfangs eingefu¨hrten ψi. Folglich
gilt M, ui |= ϑ sowie t < ui, da ui gerade ein maximaler Zeitpunkt
bezu¨glich der Eigenschaft M, ui |= ϑ ist. Nach Induktionsvoraussetzung
gilt dann auch M′, ui |= ϑ, also M′, t |= Fϑ.
”
⇐“: Wenn M′, t |= Fϑ, dann existiert ein u ∈ T ′ mit t < u und M′, u |= ϑ.
Nach Induktionsvoraussetzung folgt M, u |= ϑ, also M, t |= Fϑ.
4. Fall: ψ = Pϑ. Beweis analog zum vorhergehenden Fall.
Hiermit und aufgrund der Tatsache, dass sich auch die Klasse aller Rahmen mit
schwachen Totalordnungen durch eine pra¨dikatenlogische Aussage charakterisieren
la¨sst, folgt nach den Lemmata 2.4 und 2.5 die NP-Vollsta¨ndigkeit von Kt4.3. 
Das nun folgende Resultat aus [1] ist das wohl umfassendste: Alle normalen modalen
Logiken, die S4.3 enthalten, haben ein NP-vollsta¨ndiges Erfu¨llbarkeitsproblem.
Um dieses Resultat zu beweisen, muss auf die im Abschnitt 1.8 behandelten Eigen-
schaften von Logiken, die S4.3 enthalten, zuru¨ckgegriffen werden. Bevor die kleine
Modelleigenschaft solcher Systeme gezeigt werden kann, ist das folgende Lemma
erforderlich:
Lemma 2.13 ([1, Lemma 6.39]) Seien F1 = (W1, R1) und F2 = (W2, R2) zwei
endliche S4.3-Rahmen. Dann sind folgende Aussagen a¨quivalent:
(1) Es existiert ein surjektiver beschra¨nkter Morphismus von F1 nach F2.
(2) Es existiert ein Teilrahmen F ′1 von F1, der eine maximale Welt von F1 entha¨lt
und zu F2 isomorph ist.
Beweis. Seien f ein surjektiver beschra¨nkter Morphismus von F1 nach F2 und
x eine maximale Welt aus F1. (Eine solche maximale Welt existiert immer, da F1
transitiv, endlich und punktgeneriert ist.) Weiterhin sei W ′1 ⊆ W1 gebildet aus x
und je genau einer maximalen Welt aus jedem vollen Urbild f−1({w}) von Welten
w aus W2 mit w 6= f(x).
Mit Hilfe der so gebildeten Menge W ′1 wird F1 auf F
′
1 := F1↾W ′1 eingeschra¨nkt. Nun
ist noch zu zeigen, dass F ′1 isomorph zu F2 ist. Setzt man dazu f
′ := f |W ′
1
, so bleibt
zu zeigen, dass f ′ der gesuchte Isomorphismus ist.
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Die Abbildung f ′ ist bijektiv, da die Menge W1 so konstruiert wurde, dass sie fu¨r
jedes w ∈W2 genau eine Welt aus dessen Urbildmenge entha¨lt. Fu¨r die Isomorphis-
museigenschaft von f ′, na¨mlich
∧
v1, w1∈W ′1
(v1R1w1 ⇔ f
′(v1)R2f
′(w1)) ,
folgt Richtung
”
⇒“ daraus, dass f ein beschra¨nkter Morphismus ist.
Richtung
”
⇐“ ergibt sich wie folgt: Wenn fu¨r beliebige v1, w1 ∈ W ′1 die Beziehung
f ′(v1)R2f
′(w1) gilt, dann auch f(v1)R2f(w1). Da f ein beschra¨nkter Morphismus
ist, muss es ein u1 ∈ W1 geben mit v1R1u1 und f(u1) = f(w1). Aus letzterem folgt
aber, dass sowohl u1 als auch w1 in der Urbildmenge von f(w1) liegt. Da w1 nach
Konstruktion maximal in f−1({f(w1)}) ist, gilt u1R1w1 und wegen der Transitivita¨t
von R1 auch v1R1w1.
Fu¨r
”
(2) ⇒ (1)“ seien W ′1 ⊆ W1 und x ∈ W
′
1 ein maximaler Punkt von F1. Sei
weiterhin F ′1 := F1↾W ′1 und f
′ ein Isomorphismus von F ′1 nach F2. Gesucht ist nun
ein surjektiver beschra¨nkter Morphismus von F1 nach F2. Dazu sei eine Abbildung
f : W1 → W
′
1 wie folgt definiert:
f(w1) :=
{
w1, falls w1 ∈W ′1,
w′1 : w
′
1 minimal in W
′
1 bzgl. w1R1w
′
1, sonst.
Dass dadurch tatsa¨chlich eine (totale) Abbildung definiert wird, ist leicht einzusehen:
Fu¨r den
”
kritischen“ Fall w1 6∈W ′1 gilt mit Sicherheit w1R1x, und x ist ausW
′
1. Also
gibt es auch ein w′1 ∈W
′
1, das minimal bezu¨glich der Eigenschaft w1R1w
′
1 ist.
Zeigt man nun, dass f ein surjektiver beschra¨nkter Morphismus von F1 nach F ′1 ist,
so erha¨lt man mit der Verkettung von f und f ′ den gewu¨nschten Morphismus von
F1 nach F2. Surjektiv ist f nach Definition, und ein beschra¨nkter Morphismus ist f
wegen folgender U¨berlegungen:
(1) Seien v1, w1 ∈ W1 mit v1R1w1. Falls w1 6∈ W ′1, so gilt w1R1f(w1) nach Defi-
nition von f . Fu¨r w1 ∈W ′1 folgt diese Beziehung aus der Reflexivita¨t von R1.
Da R1 transitiv ist, folgt v1R1f(w1).
Ist nun v1 aus W
′
1, so gilt wegen der Reflexivita¨t f(v1)R1v1, und damit folgt
f(v1)R1f(w1).
Fu¨r v1 6∈ W ′1 ist f(v1) nach Definition das minimale Element in W
′
1 mit
v1R1f(v1). Also muss auch hier f(v1)R1f(w1) gelten.
(2) Seien v1 ∈W1 und w2 ∈W ′1 mit f(v1)R1w2. Da v1R1f(v1) (s. oben), gilt wegen
der Transitivita¨t v1R1w2. Nach Konstruktion von f ist nun w2 die gesuchte
Welt mit v1R1w2 und f(w2) = w2.

Nun sind alle no¨tigen Vorbereitungen getroffen um zu zeigen, dass jede normale
modale Logik, die S4.3 u¨bersteigt, die kleine Modelleigenschaft besitzt:
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Lemma 2.14 ([1, Lemma 6.40]) Sei Λ eine normale modale Logik mit S4.3 ⊆ Λ.
Dann gilt: Jede Formel ϕ, die in einem Rahmen fu¨r Λ erfu¨llbar ist, ist in einem
Rahmen fu¨r Λ erfu¨llbar, der ho¨chstens m + 2 Welten besitzt. Dabei bezeichnet m
die Anzahl des Auftretens modaler Operatoren in ϕ.
Beweis. Sei ϕ eine in einem Rahmen fu¨r Λ erfu¨llbare Formel mit m Vorkommen
modaler Operatoren. Nach dem Satz von Bull (siehe Abschnitt 1.8) hat Λ die
endliche Rahmeneigenschaft. Es existiert also ein endliches Modell, das auf einem
Λ-Rahmen basiert und ϕ in einer Welt w0 erfu¨llt.
Man gehe nun von diesem Modell zuM = (W, R, V ), dem von w0 erzeugten Teilm-
odell, u¨ber. Auch dieses Modell erfu¨llt ϕ in w0 und basiert auf einem Λ-Rahmen, da
aufgrund der Feststellungen nach Definition 1.13 der U¨bergang zu erzeugten Teilm-
odellen und -rahmen modale Gu¨ltigkeit bewahrt.
Ausgehend von diesem Modell M wa¨hle man nun wie folgt Welten aus:
• Seien 3ψ1, . . . , 3ψk alle 3-Teilformeln von ϕ, die in w0 wahr sind. Fu¨r jedes
i = 1, . . . , k sei wi eine Welt, die maximal bezu¨glich der Eigenschaft, ψi zu
erfu¨llen, ist.
• wk+1 sei eine maximale Welt des M zugrunde liegenden Rahmens.
Nun sei M′ :=M↾{w0, ..., wk+1}. M
′ hat nach Konstruktion ho¨chstens m+ 2 Welten
und basiert wieder auf einem Λ-Rahmen: Sind F und F ′ die M bzw. M′ zugrunde
liegenden Rahmen, dann ist F ′ ein Teilrahmen von F mit einem maximalen Punkt.
Damit gibt es nach Lemma 2.13 einen surjektiven beschra¨nkten Morphismus von
F nach F ′. Da solche Morphismen modale Gu¨ltigkeit bewahren (s. a. Bemerkungen
nach Definition 1.14) und F ein Λ-Rahmen ist, ist F ′ auch einer.
Es bleibt zu zeigen, dass ϕ in M′ an der Stelle w0 wahr ist. Dies folgt aus der
Aussage ∧
ψ∈Sub(ϕ)
∧
i=0, ..., k+1
(M, wi |= ψ ⇔M
′, wi |= ψ) , (2.5)
die mittels vollsta¨ndiger Induktion u¨ber die Struktur von ϕ bewiesen wird:
Induktionsanfang.
1. Fall: ψ = p fu¨r p ∈ Φ. (2.5) gilt, da M′ die Belegungsfunktion von M erbt.
2. Fall: ϕ = ⊤. (2.5) gilt, da ⊤ immer wahr ist.
Induktionsschritt.
1. Fall: ψ = ¬ϑ. Dann gilt
M, t |= ¬ϑ ⇔ M, t 6|= ϑ
⇔ M′, t 6|= ϑ (nach Induktionsvoraussetzung)
⇔ M′, t |= ¬ϑ.
2. Fall: ψ = ϑ1 ∧ ϑ2. Beweis analog zum vorhergehenden Fall.
3. Fall: ψ = 3ϑ. Sei i ∈ {0, . . . , k + 1}. Die Gu¨ltigkeit beider Richtungen der
A¨quivalenz in (2.5) ist durch folgende U¨berlegungen ersichtlich:
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”
⇒“: Es gelteM, wi |= 3ϑ. Da R transitiv ist undM von w0 erzeugt wird, gilt
w0Rwi und somit M, w0 |= 3ϑ (auch wegen der Transitivita¨t). Folglich
ist ϑ eines der ψj .
Die Voraussetzung M, wi |= 3ψj bedeutet auch, dass es eine Welt x gibt
mit wiRx und M, x |= ψj . Da wj eine maximale Welt ist bezu¨glich der
Eigenschaft, ψj zu erfu¨llen, gilt xRwj und somit auch wiRwj . Da nach
Induktionsvoraussetzung M′, wj |= ψj , folgt M
′, wi |= 3ϑ.
”
⇐“: Es gelte M′, wi |= 3ϑ. Das heißt, es gibt ein j ∈ {0, . . . , k + 1} mit
wiRwj und M′, wj |= ϑ. Nach Induktionsvoraussetzung gilt dann auch
M, wj |= ϑ, also M, wi |= 3ϑ.

Satz 2.15 (Satz von Hemaspaandra) ([1, Th. 6.41])
Jede normale modale Logik Λ, die S4.3 entha¨lt, hat ein NP-vollsta¨ndiges Erfu¨llbar-
keitsproblem.
Beweis. Wegen Lemma 2.14 hat Λ die kleine Modelleigenschaft bezu¨glich der
Klasse aller Λ-Rahmen. Nach Lemma 2.4 genu¨gt es zu zeigen, dass die Zugeho¨rigkeit
zur Klasse von Λ-Rahmen in polynomialer Zeit entscheidbar ist. Das geschieht mit
Hilfe von Satz 1.19 wie folgt:
Um zu pru¨fen, ob ein gegebener Rahmen F ein Λ-Rahmen ist, muss man demnach
zuerst pru¨fen, ob F ein spezieller S4.3-Rahmen im Sinne der Definition 1.17 ist.
Das ist nach Lemma 2.5 in polynomialer Zeit mo¨glich, da die Klasse der speziellen
S4.3-Rahmen mittels einer pra¨dikatenlogischen Aussage definierbar ist.
Danach muss gepru¨ft werden, ob es einen surjektiven beschra¨nkten Morphismus
auf einen Rahmen aus N gibt. Da N fu¨r Λ eine feste endliche Menge ist, genu¨gt
es zu zeigen, dass man fu¨r jeden einzelnen (festen) Rahmen N in polynomialer
Zeit pru¨fen kann, ob es einen beschra¨nkten Morphismus von F auf N gibt. Diese
Pru¨fung ist nach Lemma 2.13 a¨quivalent zur Pru¨fung, ob es eine Menge V von
Welten in F gibt, die eine maximale Welt entha¨lt und fu¨r die F↾V isomorph zu N
ist. Dafu¨r braucht man aber nur ho¨chstens |F||N | verschiedene injektive Abbildungen
f : F ֌ N zu u¨berpru¨fen. Da N fest ist, sind das polynomial viele. Da jede einzelne
U¨berpru¨fung ho¨chstens O(|F|) Zeit beno¨tigt, ist also auch der gesamte zweite Schritt
in polynomialer Zeit durchfu¨hrbar. 
2.2 PSPACE-vollsta¨ndige Systeme
PSPACE ist die Komplexita¨tsklasse mit der wohl gro¨ßten Bedeutung fu¨r modale
Logiken. Viele wichtige modale Erfu¨llbarkeitsprobleme liegen in PSPACE, und viele
bekannte modale Logiken haben PSPACE-harte Erfu¨llbarkeitsprobleme. Unter der
Voraussetzung, dass PSPACE-harte Mengen nicht in NP liegen, sind Erfu¨llbarkeits-
probleme modaler Logik damit schwieriger als das der klassischen Aussagenlogik.
Da das Hauptaugenmerk dieser Arbeit auf die Klasse NP gerichtet ist, werden die
aus der Literatur ([1, Abschn. 6.7], [3], [5]) zusammengetragenen PSPACE-Resultate
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ohne Beweise angefu¨hrt. Der einzige Sachverhalt, auf den detailliert eingegangen
wird, ist der folgende:
Satz 2.16 ([1, Th. 6.42]) K hat nicht die kleine Modelleigenschaft.
Beweis. Zum Beweis wird fu¨r jedesm ∈ N eine erfu¨llbare Formel ϕKm mit folgenden
Eigenschaften konstruiert:
(1) |ϕKm| ist polynomial in m,
(2) Wenn ϕKm in einer Welt w0 eines Modells M wahr ist, dann hat M ein Teil-
modell, das w0 entha¨lt und isomorph zum vollsta¨ndigen bina¨ren Baum der
Tiefe m ist.
Damit ist die Gro¨ße des kleinsten erfu¨llenden Modells von ϕKm exponentiell in |ϕ
K
m| .
Um ϕKm zu konstruieren, werden die atomaren Aussagen q1, . . . , qm und p1, . . . , pm
verwendet. Die qi kennzeichnen die Tiefe im Baum, also den Abstand zu w0 im
erfu¨llenden Modell. Die pi sind dafu¨r zusta¨ndig, dass es auf der k-ten Ebene 2
k
Welten gibt, die sich hinsichtlich der Belegungsfunktion paarweise unterscheiden.
Des Weiteren werden folgende Kurzschreibweisen vereinbart:
• 2iψ =
{
ψ, falls i = 0,
22
i−1ψ, sonst,
2
(i)ψ = ψ ∧ 2ψ ∧ . . . ∧ 2iψ, jeweils fu¨r beliebige Formeln ψ.
• Di = 2(m) (qi → (¬q0 ∧ . . . ∧ ¬qi−1 ∧ ¬qi+1 ∧ . . . ∧ ¬qm)), i = 0, . . . , m:
Hiermit wird sichergestellt, dass in jeder Welt genau eines der qi wahr ist.
• Bi = qi → (3(qi+1 ∧ pi+1) ∧3(qi+1 ∧ ¬pi+1)), i = 0, . . . , m− 1:
Diese Formeln erzwingen eine Verzweigung in jeder Welt der i-ten Ebene zu
zwei Welten der (i+1)-ten Ebene, die sich hinsichtlich der Belegungsfunktion
unterscheiden.
• Si = (pi → 2pi) ∧ (¬pi → 2¬pi), i = 0, . . . , m− 1:
Die Si bewirken, dass die ”
Wahrheitswerte“ der pi auf die na¨chste Ebene wei-
tergeleitet werden. Dadurch und durch die Bi wird erreicht, dass auf der (i+1)-
ten Ebene doppelt so viele verschiedene Welten no¨tig sind wie auf der i-ten
Ebene.
Die Formel ϕKm setzt sich nun wie folgt aus den angefu¨hrten Bestandteilen zusammen:
ϕKm = q0 ∧
∧ D0 ∧ . . . ∧ Dm ∧
∧ B0 ∧ 2B1 ∧ 2
2B2 ∧ 2
3B3 ∧ . . . ∧ 2
m−1Bm−1 ∧
∧ 2S1 ∧ 2
2S1 ∧ 2
3S1 ∧ . . . ∧ 2
m−1S1 ∧
∧ 22S2 ∧ 2
3S2 ∧ . . . ∧ 2
m−1S2 ∧
∧ 23S3 ∧ . . . ∧ 2
m−1S3 ∧
...
∧ 2m−1Sm−1
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Die erste Zeile bewirkt, dass in der Welt, in der ϕKm erfu¨llt wird, Ebene 0 festge-
legt wird. Die zweite Zeile stellt sicher, dass jede Ebene mit genau einer Nummer
versehen wird. Durch die dritte und die letzten Zeilen werden, einfach ausgedru¨ckt,
Verzweigungen in jeder Ebene erzeugt beziehungsweise von Ebene zu Ebene weiter-
gegeben.
Am einfachsten ist dieses komplizierte Gebilde wahrscheinlich zu verstehen, wenn
man beispielsweise ϕK2 ausfu¨hrt und ein erfu¨llendes Modell dazu konstruiert (s. dazu
Abb. 2.1):
ϕK2 = q0 ∧
∧ (q0 → (¬q1 ∧ ¬q2)) ∧ 2(q0 → (¬q1 ∧ ¬q2)) ∧ 2
2(q0 → (¬q1 ∧ ¬q2)) ∧
∧ (q1 → (¬q0 ∧ ¬q2)) ∧ 2(q1 → (¬q0 ∧ ¬q2)) ∧ 2
2(q1 → (¬q0 ∧ ¬q2)) ∧
∧ (q2 → (¬q0 ∧ ¬q1)) ∧ 2(q2 → (¬q0 ∧ ¬q1)) ∧ 2
2(q2 → (¬q0 ∧ ¬q1)) ∧
∧ (q0 → (3(q1 ∧ p1) ∧3(q1 ∧ ¬p1))) ∧
∧ 2(q1 → (3(q2 ∧ p2) ∧3(q2 ∧ ¬p2))) ∧
∧ 2((p1 → 2p1) ∧ (¬p1 → 2¬p1))
Ebene 0: q0, ¬q1, ¬q2
Ebene 1: ¬q0, q1, ¬q2
Ebene 2: ¬q0, ¬q1, q2
w0
p1 ¬p1
p1
p2
p1
¬p2
¬p1
p2
¬p1
¬p2
Abbildung 2.1: Beispiel-Modell fu¨r ϕK
2
.
Man sieht nun leicht, dass ϕKm immer erfu¨llbar ist und dass jedes erfu¨llende Modell
ein Teilmodell hat, das isomorph zum vollsta¨ndigen bina¨ren Baum der Tiefe m ist.
Folglich hat jedes ϕKm erfu¨llende Modell mindestens 2
m Welten. Da die La¨nge von
ϕKm aufgrund der angegebenen Konstruktionsvorschrift in O(m
3) liegt, ist die Gro¨ße
des kleinsten erfu¨llenden Modells exponentiell in |ϕKm|. 
R.E. Ladner beweist in [5], dass die Erfu¨llbarkeitsprobleme der Systeme K, T
und S4 PSPACE-vollsta¨ndig sind. Der zugeho¨rige Satz [5, Th. 5.1] ist zwar fu¨r das
Beweisbarkeitsproblem formuliert, aber wie der Autor auch selbst angibt, fu¨hrt er
den Beweis eigentlich fu¨r das Erfu¨llbarkeitsproblem. Die Aussage fu¨r das Beweis-
barkeitsproblem folgt unter der Voraussetzung der Korrektheit und Vollsta¨ndigkeit
der betrachteten Systeme und wegen der Beziehung PSPACE = coPSPACE.
P. Blackburn, M. de Rijke und Y. Venema verallgemeinern das Ergebnis von
Ladner wie folgt:
Satz 2.17 (Satz von Ladner) ([1, Th. 6.50])
Jede normale modale Logik Λ mit K ⊆ Λ ⊆ S4 hat ein PSPACE-vollsta¨ndiges
Erfu¨llbarkeitsproblem.
Zum Beweis der Zugeho¨rigkeit zu PSPACE wird dort ein Algorithmus namens
”
Wit-
ness“ angegeben. Die PSPACE-Ha¨rte wird mittels einer Polynomialzeitreduktion auf
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das bekannte Problem QBF gezeigt, welches PSPACE-hart ist und wie folgt definiert
ist:
Die Menge QBF besteht aus pra¨dikatenlogischen Ausdru¨cken der Form
Q(1)p1 Q
(2)
p2
. . .Q(n)pn α(p1, . . . , pn),
wobei α(p1, . . . , pn) eine aussagenlogische Formel und Q
(1)
p1 Q
(2)
p2 . . .Q
(n)
pn ein Wort aus
alternierenden Quantoren ist. Die Zugeho¨rigkeit solcher Ausdru¨cke zu QBF wird
induktiv erkla¨rt:
•
∨
p1
α(p1) ∈ QBF genau dann, wenn α erfu¨llbar ist.
•
∧
p1
α(p1) ∈ QBF genau dann, wenn α eine Tautologie ist.
•
∨
p1
Q
(2)
p2 . . .Q
(n)
pn α(p1, . . . , pn) ∈ QBF genau dann, wenn einer der Ausdru¨cke
Q
(2)
p2 . . .Q
(n)
pn α(⊥, p2, . . . , pn) und Q
(2)
p2 . . .Q
(n)
pn α(⊤, p2, . . . , pn) in QBF liegt.
•
∧
p1
Q
(2)
p2 . . .Q
(n)
pn α(p1, . . . , pn) ∈ QBF genau dann, wenn jeder der Ausdru¨cke
Q
(2)
p2 . . .Q
(n)
pn α(⊥, p2, . . . , pn) und Q
(2)
p2 . . .Q
(n)
pn α(⊤, p2, . . . , pn) in QBF liegt.
Laut [1] lassen sich die angegebenen PSPACE-Algorithmen auf die temporalen und
multimodalen Entsprechungen der Systeme K, T, K4 und S4 u¨bertragen. Folglich
liegen diese Systeme ebenfalls in PSPACE. Da ihre Erfu¨llbarkeitsprobleme aber die
unimodalen als Spezialfall enthalten, folgt die PSPACE-Vollsta¨ndigkeit aller dieser
Logiken.
Die PSPACE-Vollsta¨ndigkeit der multimodalen Systeme Kn, Tn und S4n wird eben-
falls von J.Y. Halpern und Y. Moses in [3] gezeigt. Dort wird sogar bewiesen, dass
die (streng) multimodalen Systeme S5n und D4En (n ≥ 2) PSPACE-vollsta¨ndige
Erfu¨llbarkeitsprobleme besitzen.
2.3 Ausblicke
Zusammenfassung. In den vorangehenden beiden Abschnitten wurden Komple-
xita¨tsresultate fu¨r die folgenden Systeme zusammengetragen:
• NP-vollsta¨ndig sind
Kt4.3, K4E, K4B, D4E, Λ ⊇ S4.3, KnAlt1, Tc, Triv, Ver,
• PSPACE-vollsta¨ndig sind
K, . . . , S4, Kn, Tn, K4n, S4n, Kt, Tt, K4t, S4t, D4Em, S5m (m ≥ 2).
Markiert man nun in der im Anhang B aufgestellten Hierarchie modaler Systeme die
bereits untersuchten, so erha¨lt man die in Abbildung 2.2 wiedergegebene U¨bersicht.
Dabei wurden die Systeme KAltn, n ≥ 2, ebenfalls als PSPACE-vollsta¨ndig markiert,
da eine Folgerung aus dem Satz von Ladner, die in einer Entwurfsfassung von [1,
Kap. 6] auftritt, dieses Resultat vermuten la¨sst. Diese Folgerung erscheint aber nicht
in der Druckversion von [1], weshalb diesem Ergebnis kritisch begegnet werden sollte.
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K K4
KB K4B
KE K4E
D D4
DB
DE D4E
T S4
B S5
K4.2
K4.3
S4.2
S4.3
KAlt1
KAlt2
KAlt3
Tc
Triv Ver
NP-Vollsta¨ndigkeit
PSPACE-Vollsta¨ndigkeit
Abbildung 2.2: Hierarchie modaler Logiken mit Komplexita¨tsresultaten.
Offene Fragen. Wenn man die in dieser Arbeit vorgenommenen Betrachtungen
weiterfu¨hren mo¨chte, dann ist es zuna¨chst von Interesse herauszufinden, welche
Komplexita¨t die in Abbildung 2.2 noch nicht gefa¨rbten Systeme haben.
So ist es durchaus mo¨glich, dass die Logiken K4.2 und S4.2 noch NP-vollsta¨ndig
sind. Wenn dies der Fall ist, dann ist zu vermuten, dass ein entsprechender Beweis
nicht ohne die endliche Modelleigenschaft dieser Systeme auskommt. Es besteht
sogar die Hoffnung, dass der Beweis fu¨r die NP-Vollsta¨ndigkeit von Kt4.3 aus Ab-
schnitt 2.1.2 in a¨hnlicher Form auf die Logik K4.2 u¨bertragbar ist, da eine gewisse
A¨hnlichkeit zwischen den semantischen Eigenschaften besteht, die mit den Axiomen
.2 und .3 korrespondieren.
Um dieser Idee nachgehen zu ko¨nnen, muss aber zuna¨chst die endliche Modelleigen-
schaft von K4.2 (und ggf. auch von S4.2) gezeigt werden. Dies erfordert eine tiefere
Einarbeitung in die Theorie der endlichen Modelle. Um die endliche Modelleigen-
schaft von bestimmten Systemen zu zeigen, gibt es zwei grundlegende Ansa¨tze: Zum
einen kann man die Idee der kanonischen Modelle weiter verfolgen, deren Grund-
lagen im Anhang A vorgestellt werden. Dies ist jedoch noch keine Garantie fu¨r
das Gelingen eines Beweises, denn fu¨r jedes System ist ein ganz bestimmter kon-
struktiver Beweisschritt no¨tig, der nicht unbedingt immer gefunden werden kann.
Der zweite Ansatz besteht darin, aus einem erfu¨llenden Modell mittels so genann-
ter Filtrationen ein endliches erfu¨llendes Modell zu konstruieren. Jede dieser beiden
Herangehensweisen allein wa¨re schon ausgiebig genug fu¨r eine Diplomarbeit!
Des Weiteren besteht die Vermutung, dass die noch ausstehenden Systeme KB, KE,
DB, DE, B (sowie KAltn, n ≥ 2) PSPACE-vollsta¨ndig sind. Um dies zu untersuchen,
ist eine genaue Einarbeitung in die Theorie, die dem Satz von Ladner zugrunde
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liegt, erforderlich. Wahrscheinlich ist es nicht allzu schwierig, den im Abschnitt 2.2
erwa¨hnten Algorithmus
”
Witness“ auf diese Systeme (und womo¨glich auf alle nor-
malen modalen Systeme) zu u¨bertragen, um deren Zugeho¨rigkeit zu PSPACE zu
zeigen. Ob jedoch ein Beweis fu¨r die PSPACE-Ha¨rte dieser Systeme leicht zu finden
ist, ist nach dem Stand dieser Arbeit nicht zu beurteilen.
Weiterfu¨hrende Fragen. Es ist ebenfalls von Interesse, wie sich weitere normale
Systeme, die in dieser Arbeit nicht betrachtet werden, in die aufgestellte Hierarchie
einordnen und bezu¨glich ihrer Komplexita¨t verhalten. Besonders interessant sind
dabei Fragestellungen wie die folgenden:
• Welche weiteren normalen Systeme sind NP-vollsta¨ndig?
• Gibt es fu¨r Klassen der Polynomialzeithierarchie vollsta¨ndige Systeme?
Außerdem la¨sst Abbildung 2.2 vermuten, dass ein Zusammenhang zwischen dem
Platz eines Systems in der Hierarchie und dessen Komplexita¨t besteht: Es fa¨llt auf,
dass das Erfu¨llbarkeitsproblem der
”
ho¨heren“ Logiken (also derjenigen, die mehr
Theoreme und damit weniger erfu¨llbare Formeln enthalten – letzteres unter der
Voraussetzung der Korrektheit und Vollsta¨ndigkeit) leichter zu entscheiden ist als
das der
”
niedrigeren“. Diese Auffa¨lligkeit gibt Anlass zur Vermutung, dass es fu¨r
zwei Systeme Λ1 und Λ2 mit Λ1 ⊆ Λ2 einen direkten Zusammenhang zwischen
deren Komplexita¨t, beispielsweise Λ2-SAT ≤
P
m Λ1-SAT, gibt.
Leider blieben Versuche, im Rahmen dieser Arbeit eine solche Beziehung zu bewei-
sen, erfolglos. Ein Ansatz und die Gru¨nde fu¨r sein Scheitern seien hier umrissen:
Fu¨r die normalen Systeme Λ1 und Λ2 sei angenommen, dass es ein Axiom A gibt mit Λ2 = Λ1+A.
Außerdem gelte 4 ∈ Λ1, und beide Systeme seien korrekt und vollsta¨ndig bezu¨glich der ihrer
Axiomatisierung entsprechenden Klassen von Rahmen.
Die Idee ist nun, fu¨r eine m-Reduzierung von Λ2-SAT auf Λ1-SAT die Funktion f : Fma(Φ) →
Fma(Φ) mit f(ϕ) = ϕ ∧ A ∧ 2A zu verwenden. Wa¨hrend die Richtung
”
⇒“ der zu zeigenden
A¨quivalenz ϕ ∈ Λ2-SAT⇔ f(ϕ) ∈ Λ1-SAT einfach nachzupru¨fen ist, scheitert die Richtung ”
⇐“ an
einer entscheidenden Stelle: Wenn f(ϕ) in einem Λ1-Modell erfu¨llt ist, so kann man zu demjenigen
Teilmodell M dieses Modells u¨bergehen, das durch die f(ϕ) erfu¨llende Welt w0 erzeugt wird.
Neben der Tatsache, dass dieses Modell ebenfalls eines fu¨r Λ1 ist und f(ϕ) in w0 erfu¨llt, kann man
feststellen, dass M dann auch ϕ, A und 2A in w0 erfu¨llt. Da M aber punktgeneriert und wegen
4 transitiv ist, ist damit A in allen Welten von M wahr. Daraus kann man aber nicht schließen,
dassM ein Λ2-Modell ist (was den Beweis vollenden wu¨rde), denn dazu mu¨sste A in dem Rahmen
F wahr sein, auf dem M basiert. Dass aber M |= A nicht F |= A impliziert, kann man fu¨r viele
Axiome A anhand einfacher Gegenbeispiele erkennen.
Sollte es trotzdem mo¨glich sein, unter bestimmten Anforderungen an Λ1 und Λ2
eine solche Reduzierbarkeit zu beweisen, so wu¨rde dies in manchen Fa¨llen eine
U¨bertragbarkeit bereits gewonnener Resultate auf andere Systeme sichern. So ko¨nn-
te man etwa aus dem Satz 2.12 u¨ber die NP-Vollsta¨ndigkeit von Kt4.3 sofort auf
die NP-Vollsta¨ndigkeit aller daru¨berliegenden normalen Systeme schließen. Auch
der Algorithmus
”
Witness“, der zum Beweis der Zugeho¨rigkeit von K zu PSPACE
dient, braucht nicht fu¨r andere normale Systeme modifiziert zu werden, da deren
Zugeho¨rigkeit zu PSPACE dann aus der Reduzierbarkeitseigenschaft folgen wu¨rde.
Es ist also durchaus erstrebenswert, eine Reduzierbarkeit zwischen zwei in Inklusion
stehenden Systemen zu zeigen, die man (mo¨glichst ohne weitere Anforderungen) aus
den Axiomen erha¨lt, durch die sich die beiden Systeme unterscheiden.
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Erweiterung des Blickfeldes. Diese Arbeit beschra¨nkt sich – abgesehen von
wenigen Ausnahmen – auf normale unimodale Systeme. Es ist aber auch interes-
sant, die Komplexita¨t nichtnormaler Logiken sowie temporaler oder multimodaler
Systeme zu untersuchen.
Auf dem Gebiet der nichtnormalen Logiken sind bisher kaum Komplexita¨tsresultate
bekannt, wa¨hrend fu¨r die beiden zuletzt genannten Klassen schon viele Ergebnisse
vorliegen. Diese sind aber bei Weitem noch nicht erscho¨pfend, denn gerade temporale
und multimodale Logik besitzen ein breites Spektrum an Erweiterungsmo¨glichkeiten
der Grundsprache (wie Operatoren fu¨r
”
Allgemeinwissen“,
”
verteiltes Wissen“,
”
sin-
ce“,
”
until“,
”
next time“ und viele weitere), deren Hinzunahme die Komplexita¨t eines
Systems mehr oder weniger stark vera¨ndert. Daru¨ber hinaus kann man zu noch aus-
sagekra¨ftigeren Erweiterungen multimodaler Logik wie beispielsweise dynamischer
Logik u¨bergehen und damit in Komplexita¨tsklassen wie EXPTIME vordringen.
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Anhang A
Vollsta¨ndigkeit modaler Systeme
In diesem Kapitel wird gezeigt, dass jedes der in dieser Arbeit verwendeten modalen
Systeme vollsta¨ndig bezu¨glich der Klasse von Rahmen ist, die im Sinne der Korre-
spondenztheorie seinen Axiomen entspricht. Die Theorie, die beno¨tigt wird, um die
Vollsta¨ndigkeit zu zeigen, ist allgemein bekannt ([1, Kap. 4], [4, Kap. 6], [6]) und
wird im ersten Abschnitt wiedergegeben.
Im zweiten Abschnitt werden alle Systeme auf die Vollsta¨ndigkeit hin untersucht.
Dafu¨r findet sich in der Literatur kaum eine zusammenha¨ngende Darstellung, da
die Vollsta¨ndigkeit zumeist nur fu¨r einige klassische Systeme (K, T, S4, S5) gezeigt
wird.
A.1 Kanonische Modelle und Vollsta¨ndigkeit von K
Nach Definition 1.8 ist ein modales System Λ genau dann vollsta¨ndig bezu¨glich einer
Klasse F von Rahmen, wenn jede Formel, die in allen Rahmen aus F wahr ist, ein
Theorem von Λ ist. Dies ist a¨quivalent zur Aussage:
”
Fu¨r jede Formel ϕ, die kein
Theorem von Λ ist, gibt es einen Rahmen aus F, in dem ϕ nicht wahr ist.“ Das heißt,
es gibt ein Modell, das auf einem Rahmen aus F basiert und in dem ¬ϕ in einer
Welt wahr ist. Um ein solches Modell zu finden, bedient man sich der kanonischen
Modelle, die aus maximalen konsistenten Mengen von Formeln gebildet werden.
Definition A.1 Seien Γ eine Menge von Formeln und Λ ein modales System.
(1) Γ heißt Λ-inkonsistent genau dann, wenn es Formeln ϕ1, . . . , ϕn ∈ Γ gibt,
aus denen man einen Widerspruch der Form ⊢Λ ¬(ϕ1 ∧ . . . ∧ ϕn) beweisen
kann.
Anderenfalls heißt Γ Λ-konsistent.
(2) Γ heißt maximal Λ-konsistent genau dann, wenn Γ Λ-konsistent und jede
Formelmenge, in der Γ echt enthalten ist, Λ-inkonsistent ist.
Eine maximale Λ-konsistente Menge sei als Λ-MKM bezeichnet.
Es folgen einige wichtige Eigenschaften von MKM.
Lemma A.2 ([1, Prop. 4.16]) Seien Λ ein normales modales System, Γ eine Λ-MKM
sowie ϕ, ψ beliebige Formeln. Dann gelten folgende Aussagen:
(1) Es ist genau eine der Formeln ϕ, ¬ϕ in Γ.
(2) ϕ ∨ ψ ∈ Γ genau dann, wenn ϕ ∈ Γ oder ψ ∈ Γ.
(3) ϕ ∧ ψ ∈ Γ genau dann, wenn ϕ ∈ Γ und ψ ∈ Γ.
(4) Wenn ϕ ∈ Γ und ϕ→ ψ ∈ Γ, dann ψ ∈ Γ.
(5) Λ ⊆ Γ.
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Beweis.
(1) Angenommen, ϕ und ¬ϕ seien beide in Γ. Da aber die Formel ¬(ϕ ∧ ¬ϕ) aus
einer aussagenlogische Tautologie beweisbar ist, ergibt sich ein Widerspruch
zur Voraussetzung, dass Γ Λ-konsistent ist. Folglich ist ho¨chstens eine der
Formeln ϕ, ¬ϕ in Γ.
Angenommen, keine der Formeln ϕ und ¬ϕ sei in Γ. Dann ist jede der Mengen
Γ ∪ {ϕ} und Γ ∪ {¬ϕ} Λ-inkonsistent. Folglich existieren ψ1, . . . , ψm und
ψm+1, . . . , ψn aus Γ mit
⊢Λ ¬(ψ1 ∧ . . . ∧ ψm ∧ ϕ) und ⊢Λ ¬(ψm+1 ∧ . . . ∧ ψn ∧ ¬ϕ),
also
⊢Λ (ψ1 ∧ . . . ∧ ψm)→ ¬ϕ und ⊢Λ (ψm+1 ∧ . . . ∧ ψn)→ ϕ.
Mit Hilfe geeigneter aussagenlogischer Tautologien folgt daraus
⊢Λ (ψ1 ∧ . . . ∧ ψn)→ ¬ϕ und ⊢Λ (ψ1 ∧ . . . ∧ ψn)→ ϕ,
und daraus kann man ⊢Λ (ψ1∧. . .∧ψn)→ ϕ∧¬ϕ schließen. Da die rechte Seite
dieser Implikation eine falsche Aussage ist, muss auch ⊢Λ ¬(ψ1∧. . .∧ψn) gelten,
was einen Widerspruch zur Voraussetzung, dass Γ Λ-konsistent ist, darstellt.
Folglich ist genau eine der Formeln ϕ, ¬ϕ in Γ.
(2) Zuna¨chst sei angenommen, ϕ ∨ ψ ∈ Γ, aber weder ϕ noch ψ sei in Γ. Dann
wa¨ren wegen Punkt (1) sowohl ¬ϕ als auch ¬ψ in Γ. Wegen der aussagenlogi-
schen Tautologie ¬((p∨ q)∧¬p ∧¬q) gilt aber ⊢Λ ¬((ϕ∨ ψ)∧¬ϕ∧¬ψ), was
im Widerspruch dazu steht, dass Γ Λ-konsistent ist.
Sei nun angenommen, eine der Formeln ϕ, ψ sei in Γ (o. B. d.A. sei das ϕ),
aber ϕ ∨ ψ 6∈ Γ. Dann wa¨re wieder wegen (1) ¬(ϕ ∨ ψ) in Γ, und das wu¨rde
wegen der aussagenlogischen Tautologie ¬(p∧¬(p∨q)) die Λ-Inkonsistenz von
Γ bedeuten.
(3) Hier argumentiert man analog zum vorhergehenden Punkt, wobei man die
Dualita¨t der Operatoren ∨ und ∧ benutzt.
(4) Angenommen, ϕ und ϕ→ ψ seien in Γ, aber nicht ψ. Dann wa¨re ¬ψ in Γ, was
wegen der aussagenlogischen Tautologie ¬(p∧(p→ q)∧¬q) die Λ-Inkonsistenz
von Γ bedeutete.
(5) Da jede Formel ϕ ∈ Λ beweisbar ist, ist jede Menge, die ¬ϕ entha¨lt, Λ-
inkonsistent. Folglich entha¨lt keine Λ-konsistente Menge solch ein ¬ϕ, und
jede Λ-MKM muss deshalb alle ϕ ∈ Λ enthalten.

Das folgende Lemma besagt, dass jede konsistente Menge zu einer MKM erweitert
werden kann.
Lemma A.3 (Lemma von Lindenbaum) ([1, Lemma 4.17])
Fu¨r jede Λ-konsistente Menge Γ existiert eine Λ-MKM ∆ mit Γ ⊆ ∆.
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Beweis. Sei ϕ0, ϕ1, ϕ2, . . . eine Nummerierung der Formeln aus Fma(Φ). Dann sei
∆ als Vereinigung einer aufsteigenden Kette von Λ-konsistenten Mengen definiert:
∆0 = Γ,
∆n+1 =
{
∆n ∪ {ϕn}, falls diese Menge Λ-konsistent ist
∆n ∪ {¬ϕn}, sonst
∆ =
⋃
n≥0
∆n.
Per Induktion u¨ber n kann man nun zeigen, dass alle ∆n Λ-konsistent sind: Der
Induktionsanfang folgt aus der Voraussetzung, dass Γ Λ-konsistent ist. Fu¨r den In-
duktionsschritt nehme man an, dass ∆n+1 Λ-inkonsistent sei. Nach Konstruktion von
∆n+1 bedeutet dies, dass sowohl ∆n∪{ϕn} als auch ∆n∪{¬ϕn} Λ-inkonsistent sind.
Wie in Punkt (1) des vorangehenden Beweises folgt daraus aber die Λ-Inkonsistenz
von ∆n.
Aus der Λ-Konsistenz aller ∆n folgt nun auch die Λ-Konsistenz von ∆. Denn wa¨re
∆ Λ-inkonsistent, dann existierten Formeln ψ1, . . . , ψn aus ∆, aus denen man einen
Widerspruch ableiten ko¨nnte. Nach Konstruktion ga¨be es dann aber ein ∆n, in dem
alle diese Formeln la¨gen, und das ist wegen der Λ-Konsistenz der ∆n nicht mo¨glich.
Um zu zeigen, dass ∆ auch maximal Λ-konsistent ist, mache man sich klar, dass nach
Konstruktion der ∆n fu¨r jede Formel ϕ entweder ϕ oder ¬ϕ in ∆ ist. Betrachtet
man nun eine beliebige Menge ∆′, in der ∆ echt enthalten ist, so gibt es eine Formel
ϕ ∈ ∆′\∆.Wegen ϕ 6∈ ∆ ist ¬ϕ ∈ ∆, also ist ∆′ wegen ϕ, ¬ϕ ∈ ∆′ Λ-inkonsistent. 
Die MKM bilden nun die Welten des zu konstruierenden kanonischen Modells.
Definition A.4 Sei Λ eine normale modale Logik. Das kanonische ModellMΛ =
(WΛ, RΛ, V Λ) ist definiert durch:
• WΛ = {∆ : ∆ ist Λ-MKM}.
• ΓRΛ∆ genau dann, wenn fu¨r alle ϕ gilt: Wenn ϕ ∈ ∆, dann 3ϕ ∈ Γ.
RΛ heißt die kanonische Relation.
• V Λ(p) = {∆ ∈WΛ : p ∈ ∆}, fu¨r alle p ∈ Φ.
V Λ heißt die kanonische Belegungsfunktion.
Nach dieser Definition gilt fu¨r alle atomaren Aussagen p und alle Welten ∆ des
kanonischen Modells die Beziehung
MΛ, ∆ |= p genau dann, wenn p ∈ ∆.
Mit Hilfe des Wahrheitslemmas wird es spa¨ter mo¨glich sein, diese Beziehung fu¨r alle
Formeln zu beweisen.
Nun zeichnet sich ab, dass MΛ eine Art
”
universelles Modell“ fu¨r Λ ist: Da WΛ
aus allen Λ-MKM besteht, ist jede Λ-konsistente Menge in einer Welt ∆ von MΛ
enthalten und – aufgrund des Wahrheitslemmas – auch in ∆ wahr.
Die folgenden Aussagen fu¨hren schrittweise zum Wahrheitslemma.
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Lemma A.5 ([1, Lemma 4.19]) Fu¨r jedes normale modale System Λ und alle
Λ-MKM Γ, ∆ gilt ΓRΛ∆ genau dann, wenn alle Formeln ϕ die Implikation
2ϕ ∈ Γ⇒ ϕ ∈ ∆
erfu¨llen.
Beweis.
”
⇒“: Gelte ΓRΛ∆. Um die Kontraposition der Implikation zu zeigen, sei ϕ 6∈ ∆
angenommen. Dann muss nach Lemma A.2 ¬ϕ in ∆ sein. Wegen ΓRΛ∆ folgt
daraus 3¬ϕ ∈ Γ. Wegen der Konsistenz von Γ kann ¬3¬ϕ nicht in Γ liegen,
also 2ϕ 6∈ Γ.
”
⇐“: Gelte 2ϕ ∈ Γ ⇒ ϕ ∈ ∆ fu¨r alle Formeln ϕ. Um ΓRΛ∆ zu zeigen, wird die
Kontraposition der Implikation ϕ ∈ ∆⇒ 3ϕ ∈ Γ gezeigt.
Sei also 3ϕ nicht in Γ. Nach Lemma A.2 liegt das Axiom Dual und damit
auch die Implikation ¬2¬ϕ → 3ϕ in Γ. Wiederum nach Lemma A.2 folgt
nun ¬2¬ϕ 6∈ Γ, also muss 2¬ϕ in Γ sein. Nach Voraussetzung folgt ¬ϕ ∈ ∆,
also ϕ 6∈ ∆.

Lemma A.6 (Existenzlemma) ([1, Lemma 4.20])
Fu¨r jede normale modale Logik Λ, jede Welt Γ ∈WΛ und jede Formel ϕ gilt:
Wenn 3ϕ ∈ Γ, dann existiert eine Welt ∆ ∈WΛ mit ΓRΛ∆ und ϕ ∈ ∆.
Beweis. Seien Λ ein normales System, Γ ∈ WΛ und ϕ eine Formel mit 3ϕ ∈ Γ.
Dann wird ∆ wie folgt konstruiert:
Sei ∆0 = {ϕ} ∪ {ψ : 2ψ ∈ Γ}. Zuna¨chst wird angenommen, dass diese Menge Λ-
inkonsistent ist. Dann gibt es Formeln ψ1, . . . , ψm aus ∆0 mit ⊢Λ ¬(ψ1 ∧ . . .∧ ψm).
Ist nun ϕ nicht unter den ψ1, . . . , ψm, so kann man wegen Taut folgern, dass auch
⊢Λ ¬(ψ1 ∧ . . . ∧ ψm ∧ ϕ) gilt.
Ohne Beschra¨nkung der Allgemeinheit kann man also davon ausgehen, dass es For-
meln ψ1, . . . , ψn aus ∆0 gibt mit ⊢Λ (ψ1 ∧ . . . ∧ ψn)→ ¬ϕ. Dann ist aber auch die
Implikation 2(ψ1 ∧ . . . ∧ ψn) → 2¬ϕ in Λ beweisbar, und zwar mittels der Regel
NR, des Axioms K und der Regel MP. Nun ist aber die Formel (2ψ1 ∧ . . .∧2ψn)→
2(ψ1 ∧ . . .∧ψn) ein Theorem jeder normalen modalen Logik (sie ist ebenfalls aus K
ableitbar). Folglich ist auch die Implikation (2ψ1∧. . .∧2ψn)→ 2¬ϕ in Λ beweisbar.
Da aber die Formeln 2ψ1, . . . , 2ψn aus der Λ-MKM Γ sind, folgt nach Lemma A.2,
dass auch deren Konjunktion und damit 2¬ϕ in Γ ist. Folglich ist ¬2¬ϕ 6∈ Γ, also
mit Dual 3ϕ 6∈ Γ, was im Widerspruch zur Voraussetzung steht.
Da ∆0 also Λ-konsistent ist, existiert nach dem Lemma von Lindenbaum eine Λ-
MKM, die ∆0 entha¨lt. Sei ∆ eine solche Λ-MKM. Nach Konstruktion ist sofort
ϕ ∈ ∆, und es gilt fu¨r alle Formeln ψ: wenn 2ψ ∈ Γ, dann ψ ∈ ∆0, also auch
ψ ∈ ∆. Folglich gilt ΓRΛ∆ nach Lemma A.5. 
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Lemma A.7 (Wahrheitslemma) ([1, Lemma 4.21])
Fu¨r jede normale modale Logik Λ, jede Welt Γ ∈WΛ und jede Formel ϕ gilt:
MΛ, Γ |= ϕ genau dann, wenn ϕ ∈ Γ.
Beweis. Per Induktion u¨ber den Aufbau von ϕ. Der Induktionsanfang folgt direkt
aus der Definition der kanonischen Belegungsfunktion. Die Fa¨lle ϕ = ¬ψ und ϕ =
ψ1 ∧ ψ2 lassen sich ganz einfach mit Hilfe von Lemma A.2 behandeln. Der Fall
ϕ = 3ψ wird wie folgt bewiesen:
”
⇒“: MΛ, Γ |= 3ψ bedeutet, dass es ein ∆ ∈ WΛ mit ΓRΛ∆ und MΛ, ∆ |= ψ
gibt. Nach Induktionsvoraussetzung ist dann auch ψ ∈ ∆, und wegen ΓRΛ∆
folgt 3ψ ∈ Γ.
”
⇐“: Wenn 3ψ ∈ Γ, dann gibt es wegen des Existenzlemmas ein ∆ ∈ WΛ mit
ΓRΛ∆ und ψ ∈ ∆. Nach Induktionsvoraussetzung gilt dann auch MΛ, ∆ |=
ψ, also MΛ, Γ |= 3ψ.

Mit Hilfe der Theorie u¨ber kanonische Modelle la¨sst sich nun die Vollsta¨ndigkeit von
K zeigen:
Satz A.8 K ist vollsta¨ndig bezu¨glich der Klasse aller Rahmen.
Beweis. Um zu beweisen, dass jede Formel, die in jedem Rahmen wahr ist, auch
ein Theorem von K ist, wird gezeigt: wenn 6⊢K ϕ, dann 6|= ϕ.
Gelte also 6⊢K ϕ. Dann ist {¬ϕ} K-konsistent, und es existiert nach dem Lemma von
Lindenbaum eine K-MKM Γ mit ¬ϕ ∈ Γ. Wegen des Wahrheitslemmas gilt dann
auch MK, Γ |= ¬ϕ, also 6|= ϕ. 
A.2 Anwendung auf andere Systeme
Selbstversta¨ndlich folgt aus der Vollsta¨ndigkeit von K nach Satz A.8 auch die Voll-
sta¨ndigkeit aller anderen normalen modalen Logiken bezu¨glich der Klasse aller Rah-
men. Doch um zu zeigen, dass ein System
”
u¨ber“ K durch eine gewisse Klasse von
Rahmen bestimmt ist, muss die Vollsta¨ndigkeit bezu¨glich einer Klasse von Rahmen
gezeigt werden, bezu¨glich derer diese Logik korrekt ist. Da im Abschnitt 1.5 bereits
die Korrektheit aller fu¨r diese Arbeit relevanten Systeme bezu¨glich gewisser Klassen
von Rahmen gezeigt wurde, muss fu¨r die Vollsta¨ndigkeit nur noch bewiesen werden,
dass das kanonische Modell fu¨r die entsprechende Logik wieder in der zugeho¨rigen
Klasse von Rahmen liegt.
Satz A.9 Gegeben sei eine normale modale Logik Λ = K + A1 + . . . + An, wobei
A1, . . . , An Axiome aus {T, D, 4, B, E, .2, .3, Altn, Tc, Triv, Ver} sind. Ferner sei P
die Konjunktion aller Eigenschaften von Rahmen, die im Sinne der Korrespondenz-
theorie den Axiomen A1, . . . , An entsprechen.
Dann ist Λ vollsta¨ndig bezu¨glich der Klasse aller Rahmen mit P .
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Beweis. Fu¨r die Vollsta¨ndigkeit aller dieser Systeme muss gezeigt werden: Wenn
eine Logik Λ das Axiom Ai entha¨lt, dann hat der Rahmen, auf dem das kanonische
Modell fu¨r Λ basiert, diejenige Eigenschaft, die mit Ai korrespondiert. Daraus folgt,
dass fu¨r Λ = K+A1+ . . .+An das kanonische Modell gerade die im Satz eingefu¨hrte
Eigenschaft P hat, und der Beweis fu¨r die Vollsta¨ndigkeit von Λ bezu¨glich der Klasse
aller Rahmen mit P verla¨uft wie der Beweis von Satz A.8.
Es ist also fu¨r alle Axiome A und deren korrespondierende Eigenschaft PA zu zeigen,
dass fu¨r jede Logik Λ, die A entha¨lt, das kanonische Modell auf einem Rahmen
mit PA basiert. Diese U¨berpru¨fung wird im Folgenden exemplarisch fu¨r die Axiome
B, E, Alt1 und Tc vorgenommen. Fu¨r die u¨brigen Axiome ist analog zu verfahren,
wenngleich der Schwierigkeitsgrad der anzustellenden U¨berlegungen unterschiedlich
ist.
B Sei Λ ein normales System mit B. Dann ist fu¨r jedes ϕ die Formel ϕ→ 23ϕ
ein Theorem von Λ und damit auch in jeder Λ-MKM enthalten. Folglich ist
jede Formel ϕ → ¬3¬3ϕ in jeder Welt des kanonischen Modells fu¨r Λ
enthalten.
Um zu zeigen, dass dieses kanonische Modell auf einem symmetrischen Rah-
men basiert, nehme man fu¨r beliebige Γ1, Γ2 ∈ WΛ an, dass Γ1RΛΓ2 gilt.
Um Γ2R
ΛΓ1 zu zeigen, sei ϕ ∈ Γ1 angenommen. Wegen der Vorbetrachtun-
gen folgt daraus ¬3¬3ϕ ∈ Γ1. Wa¨re nun 3ϕ nicht in Γ2, so wa¨re ¬3ϕ in
Γ2. Das bedeutet aber wegen Γ1R
ΛΓ2, dass 3¬3ϕ ∈ Γ1 gelten wu¨rde, was
im Widerspruch zu ¬3¬3ϕ ∈ Γ1 steht. Folglich ist 3ϕ ∈ Γ2.
Da damit fu¨r beliebige Formeln ϕ die Beziehung
”
wenn ϕ ∈ Γ1, dann 3ϕ ∈
Γ2“ gezeigt wurde, folgt Γ2R
ΛΓ1. Folglich basiert das kanonische Modell fu¨r
Λ auf einem symmetrischen Rahmen.
E Sei Λ ein normales System mit E. Dann ist fu¨r jedes ϕ die Formel 3ϕ →
23ϕ ein Theorem von Λ und damit auch in jeder Λ-MKM enthalten. Folg-
lich ist jede Formel 3ϕ → ¬3¬3ϕ in jeder Welt des kanonischen Modells
fu¨r Λ enthalten.
Um zu zeigen, dass dieses kanonische Modell auf einem euklidischen Rah-
men basiert, nehme man fu¨r beliebige Γ1, Γ2, Γ3 ∈ WΛ an, dass Γ1RΛΓ2
und Γ1R
ΛΓ3 gilt. Um Γ2R
ΛΓ3 zu zeigen, sei ϕ ∈ Γ3 angenommen. Wegen
Γ1R
ΛΓ3 folgt daraus 3ϕ ∈ Γ1, was wiederum wegen der Vorbetrachtungen
¬3¬3ϕ ∈ Γ1 impliziert. Wa¨re nun 3ϕ nicht in Γ2, so wa¨re ¬3ϕ in Γ2.
Das bedeutet aber wegen Γ1R
ΛΓ2, dass 3¬3ϕ ∈ Γ1 gelten wu¨rde, was im
Widerspruch zu ¬3¬3ϕ ∈ Γ1 steht. Folglich ist 3ϕ ∈ Γ2.
Da damit fu¨r beliebige Formeln ϕ die Beziehung
”
wenn ϕ ∈ Γ3, dann 3ϕ ∈
Γ2“ gezeigt wurde, folgt Γ2R
ΛΓ3. Folglich basiert das kanonische Modell fu¨r
Λ auf einem euklidischen Rahmen.
Alt1 Sei Λ ein normales System mit Alt1. Dann ist fu¨r jedes ϕ die Formel 2¬ϕ∨
2(¬ϕ → ϕ) (oder a¨quivalent ¬3ϕ ∨ ¬3(¬ϕ ∧ ¬ϕ)) ein Theorem von Λ
und damit auch in jeder Λ-MKM enthalten. Folglich ist jede Formel 3ϕ→
¬3(¬ϕ) in jeder Welt des kanonischen Modells fu¨r Λ enthalten.
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Um zu zeigen, dass in diesem kanonischen Modell jede Welt ho¨chstens einen
RΛ-Nachfolger hat, nehme man fu¨r beliebige Γ1, Γ2, Γ3 ∈ WΛ an, dass
Γ1R
ΛΓ2 und Γ1R
ΛΓ3 gilt. Um Γ2 = Γ3 zu zeigen, sei ϕ ∈ Γ2 angenommen.
Wegen Γ1R
ΛΓ2 folgt daraus 3ϕ ∈ Γ1, was wiederum wegen der Vorbetrach-
tungen ¬3(¬ϕ) ∈ Γ1 impliziert. Wegen Γ1R
ΛΓ3 folgt daraus ¬ϕ 6∈ Γ3, also
ϕ ∈ Γ3.
Da somit fu¨r beliebige Formeln ϕ die Beziehung
”
wenn ϕ ∈ Γ2, dann ϕ ∈ Γ3“
und analog dazu auch die Umkehrung gilt, folgt Γ2 = Γ3. Folglich hat im
kanonischen Modell fu¨r Λ jede Welt ho¨chstens einen RΛ-Nachfolger.
Tc Sei Λ ein normales System mit Tc. Dann ist fu¨r jedes ϕ die Formel 3ϕ→ ϕ
ein Theorem von Λ und damit auch in jeder Λ-MKM enthalten. Folglich ist
jede solche Formel in jeder Welt des kanonischen Modells fu¨r Λ enthalten.
Um zu zeigen, dass in diesem kanonischen Modell jede Welt ho¨chstens mit
sich selbst in Relation steht, nehme man fu¨r beliebige Γ1, Γ2 ∈WΛ an, dass
Γ1R
ΛΓ2 gilt. Um Γ1 = Γ2 zu zeigen, sei zuna¨chst ϕ ∈ Γ2 angenommen.
Wegen Γ1R
ΛΓ2 folgt daraus 3ϕ ∈ Γ1, was wiederum wegen der Vorbetrach-
tungen ϕ ∈ Γ1 impliziert. Nimmt man hingegen an, dass ϕ 6∈ Γ2 gilt, so
folgt daraus ¬ϕ ∈ Γ2, also 3¬ϕ ∈ Γ1 (wegen Γ1R
ΛΓ2) und somit ¬ϕ ∈ Γ1
(wegen der Vorbetrachtungen). Das impliziert ϕ 6∈ Γ1.
Da somit fu¨r beliebige Formeln ϕ die Beziehung
”
ϕ ∈ Γ1 genau dann, wenn
ϕ ∈ Γ2“ gilt, folgt Γ1 = Γ2. Folglich steht im kanonischen Modell fu¨r Λ jede
Welt ho¨chstens mit sich selbst in Relation.

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Anhang B
Beziehungen zwischen modalen Systemen
Dieses Kapitel erkla¨rt alle in der Arbeit verwendeten modalen Systeme und die
zwischen ihnen herrschenden Inklusionsbeziehungen. Dabei wird das Kriterium aus
Lemma 1.9 benutzt, mit dessen Hilfe es mo¨glich ist, Inklusionen und Nicht-Inklusio-
nen auf semantischem Weg zu zeigen. Die Grundlage hierfu¨r bilden die in den Ab-
schnitten 1.5 und A.2 bewiesenen Resultate fu¨r die Korrektheit und Vollsta¨ndigkeit
der einzelnen Systeme bezu¨glich der Klasse aller Rahmen mit den Eigenschaften,
die mit der jeweiligen Axiomatisierung korrespondieren.
B.1 Normale Systeme mit T, D, 4, B, E
Es ist zu erwarten, dass sich durch beliebige Kombinationen dieser fu¨nf Axiome
bis zu 25 = 32 verschiedene normale Systeme (K eingeschlossen) bilden lassen. Da
jedoch in jedem normalen System D mit Hilfe von T beweisbar ist (und entsprechend
auf semantischer Ebene jede reflexive Relation total ist), ko¨nnen aus den genannten
Axiomen nur ho¨chstens 3 · 23 = 24 Logiken gebildet werden:
kein zusa¨tz-
liches Axiom
K
1 Axiom
K4 = K + 4
KE = K + E
KB = K + B
D = K + D
T = K + T
2 Axiome
K4E = K + 4 + E
K4B = K + 4 + B
KBE = K + B + E
D4 = K + D + 4
DE = K + D + E
DB = K + D + B
S4 = K + T + 4
S5 = K + T + E
B = K + T + B
3 Axiome
D4E = K + D + 4 + E
D4B = K + D + 4 + B
DBE = K + D + B + E
S4E = K + T + 4 + E
S4B = K + T + 4 + B
SBE = K + T + B + E
K4BE = K + 4 + B + E
4 Axiome
D4BE = D + 4 + B + E
S4BE = T + 4 + B + E
Im Folgenden wird gezeigt, dass die in geneigter Schrift hervorgehobenen Syste-
me mit den u¨brigen zusammenfallen und dass genau die Inklusionsbeziehungen aus
Abbildung B.1 gelten.
Zusammenfallende Systeme.
(1) Jede symmetrische, euklidische Relation ist transitiv:
Sei R symmetrisch und euklidisch, und seien u, v, w beliebig mit uRv, vRw.
Dann folgt vRu wegen der Symmetrie von R. Aus vRu und vRw folgt nun
wegen der Euklidizita¨t von R, dass uRw gilt. Damit ist R transitiv.
Deshalb gelten die Beziehungen KBE ⊇ K4BE , DBE ⊇ D4BE und SBE ⊇
S4BE . Da die umgekehrten Inklusionen wegen der Axiomatisierungen gelten,
fa¨llt jedes dieser drei Paare von Systemen zusammen.
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(2) Jede transitive, symmetrische Relation ist euklidisch: Sei R transitiv und sym-
metrisch, und seien u, v, w beliebig mit uRv, uRw. Dann folgt vRu wegen der
Symmetrie von R. Aus vRu und uRw folgt nun wegen der Transitivita¨t von
R, dass vRw gilt. Damit ist R euklidisch.
Deshalb gelten die Beziehungen K4B ⊇ K4BE , D4B ⊇ D4BE und S4B ⊇
S4BE . Da die umgekehrten Inklusionen wegen der Axiomatisierungen gelten,
fallen unter Beru¨cksichtigung von (1) die folgenden Systeme zusammen: KBE
und K4BE mit K4B, DBE und D4BE mit D4B , SBE und S4BE mit S4B .
(3) Jede reflexive, euklidische Relation ist symmetrisch: Sei R reflexiv und eukli-
disch, und seien u, v beliebig mit uRv. Dann folgt uRu, da R reflexiv ist. Aus
uRv und uRu folgt nun wegen der Euklidizita¨t von R, dass vRu gilt. Damit
ist R symmetrisch.
Deshalb gelten die Beziehungen S5 ⊇ SBE und S4E ⊇ S4BE . Da die umge-
kehrten Inklusionen wegen der Axiomatisierungen gelten, fallen unter Beru¨ck-
sichtigung der vorangehenden Punkte die Systeme S4E , SBE (und alle damit
zusammenfallenden Logiken) mit S5 zusammen.
(4) Jede transitive, symmetrische, totale Relation ist reflexiv und euklidisch: Sei R
transitiv, symmetrisch und total. Dann ist R wegen (2) auch euklidisch. Sei nun
w beliebig. Da R total ist, existiert ein v mit wRv. Wegen der Symmetrie von
R folgt vRw, und aus diesen beiden Beziehungen folgt wegen der Transitivita¨t
wRw. Damit ist R reflexiv.
Deshalb gilt D4B ⊇ S5. Außerdem ist jede reflexive, euklidische Relation total
und wegen (3) und (1) auch symmetrisch und transitiv.
Deshalb fa¨llt D4B mit S5 zusammen, und man erha¨lt die allgemein bekannte
Eigenschaft von S5, dass dieses System durch A¨quivalenzrelationen charakte-
risiert ist.
Inklusionen. Selbstversta¨ndlich wird hier und im na¨chsten Absatz die Transiti-
vita¨t der Inklusionsbeziehung genutzt, auch wenn darauf nicht immer explizit ver-
wiesen wird.
(1) Wegen der Axiomatisierungen der einzelnen Systeme gelten die folgenden In-
klusionen:
K ⊆ K4, KE, KB, D
K4 ⊆ K4E, K4B, D4
KE ⊆ K4E, DE
KB ⊆ K4B, DB
D ⊆ D4, DE, DB, T
T ⊆ S4, B
K4E ⊆ D4E
D4 ⊆ D4E, S4
DE ⊆ D4E
DB ⊆ B
(2) Wegen der Ausfu¨hrungen in den Punkten (2), (3) und (4) gelten auch die
folgenden Inklusionen:
KE, K4E ⊆ K4B, T, K4B, S4, B, D4E ⊆ S5
Diese Inklusionsbeziehungen rechtfertigen das Aufstellen einer Hierarchie, wie sie in
Abbildung B.1 wiedergegeben ist. Dabei bedeutet ein Pfeil von System Λ1 zu System
Λ2, dass Λ1 ⊆ Λ2 gilt.
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K K4
KB K4B
KE K4E
D D4
DB
DE D4E
T S4
B S5
Abbildung B.1: Hierarchie modaler Logiken zwischen K und S5.
Keine Inklusionen. Nun bleibt noch zu kla¨ren, dass fu¨r alle Systeme Λ1, Λ2, fu¨r
die in Abbildung B.1 kein Pfeil von Λ1 zu Λ2 fu¨hrt, die Beziehung Λ1 * Λ2 gilt. Im
Folgenden werden alle diese Nicht-Inklusionen systematisch gezeigt.
(1) Da es reflexive, symmetrische, nicht-transitive Relationen gibt (z. B. R =
{(u, u), (u, v), (v, u), (v, v), (v, w), (w, v), (w, w)} u¨ber W = {u, v, w}),
gilt B + K4. Daraus folgt, dass keine der Logiken B, T, DB, D, KB, K
eines der Systeme K4, D4, K4E, D4E, K4B, S4, S5 entha¨lt.
(2) Da es reflexive, symmetrische, nicht-euklidische Relationen gibt (z. B. R =
{(u, u), (u, v), (u, w), (v, u), (v, v), (w, u), (w, w)} u¨ber W = {u, v, w}),
gilt B + KE. Daraus folgt, dass keine der Logiken B, T, DB, D, KB, K
eines der Systeme KE, DE entha¨lt.
(3) Da es reflexive, transitive Relationen gibt, die nicht euklidisch sind (z. B. R =
{(u, u), (u, v), (u, w), (v, v), (w, w)} u¨ber W = {u, v, w}), gilt S4 + KE.
Daraus folgt, dass keine der Logiken S4, D4, K4 eines der Systeme KE, DE,
K4E, D4E, K4B, S5 entha¨lt.
(4) Da es reflexive, transitive Relationen gibt, die nicht symmetrisch sind (z. B.
R = {(u, u), (u, v), (v, v)} u¨ber W = {u, v}), gilt S4 + KB. Daraus folgt,
dass keine der Logiken S4, T, D, D4, K4, K eines der Systeme KB, DB, B
entha¨lt.
(5) Da es totale, transitive, euklidische Relationen gibt, die nicht reflexiv sind
(z. B. R = {(u, v), (v, v)} u¨ber W = {u, v}), gilt D4E + T. Daraus folgt,
dass keine der Logiken D4E, DE, D, KE, D4, K4E, K4, K eines der Systeme
T, B, S4, S5 entha¨lt.
(6) Da es totale, transitive, euklidische Relationen gibt, die nicht symmetrisch sind
(z. B. R = {(u, v), (v, v)} u¨ber W = {u, v}), gilt D4E + KB. Daraus folgt,
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dass keine der Logiken D4E, DE, KE, K4E eines der Systeme KB, DB, K4B
entha¨lt.
(7) Da es transitive, symmetrische Relationen gibt, die nicht total sind (z. B. die
leere Relation u¨ber einer beliebigen Menge von Welten), gilt K4B + D. Daraus
folgt, dass keine der Logiken K4B, K4E, KE, K4, KB, K eines der Systeme
D, D4, DE, D4E, DB, B, T, S4, S5 entha¨lt.
(8) Da es totale, symmetrische Relationen gibt, die nicht reflexiv sind (z. B. R =
{(u, v), (v, u)} u¨ber W = {u, v}), gilt DB + T, woraus auch DB + B folgt.
(9) Da es totale, euklidische Relationen gibt, die nicht transitiv sind (z. B. R =
{(u, v), (v, v), (v, w), (w, v), (w, w)} u¨ber W = {u, v, w}), gilt DE + K4.
Daraus folgt, dass keine der Logiken DE, KE eines der Systeme K4, K4E, D4,
D4E entha¨lt.
Damit sind alle Nicht-Inklusionen gezeigt (einige davon mehrfach). Abbildung B.1
gibt somit die Beziehungen zwischen den 15 Systemen exakt wieder.
B.2 Normale Systeme mit .2, .3
Hier werden folgende Systeme zueinander und zu den bisher betrachteten in Bezie-
hung gesetzt:
K4.2 = K + 4 + .2
K4.3 = K + 4 + .3
S4.2 = K + T + 4 + .2
S4.3 = K + T + 4 + .3
Wie sich im Folgenden zeigen wird, fallen von diesen Systemen keine zwei zusam-
men. Es fa¨llt auch keine dieser Logiken mit einem der bisher untersuchten Systeme
zusammen.
Inklusionen.
(1) Aufgrund der Axiomatisierungen gelten folgende Inklusionsbeziehungen:
K4 ⊆ K4.2, K4.3 K4.2 ⊆ S4.2
S4 ⊆ S4.2, S4.3 K4.3 ⊆ S4.3
(2) Jede euklidische Relation hat keine Vorwa¨rtsverzweigung:
Sei R euklidisch, und seien u, v, w beliebig mit uRv und uRw. Dann folgt
wegen der Euklidizita¨t von R, dass vRw gilt. Folglich gilt auch die schwa¨chere
Bedingung vRw ∨ v = w ∨ wRv. Damit hat R keine Vorwa¨rtsverzweigung.
Somit gilt K4.3 ⊆ K4E sowie S4.3 ⊆ S5.
(3) Jede transitive, reflexive Relation ohne Vorwa¨rtsverzweigung ist zusammen-
laufend:
Sei R transitiv, reflexiv, ohne Vorwa¨rtsverzweigung, und seien u, v, w beliebig
mit uRv, uRw und v 6= w. Da R keine Vorwa¨rtsverzweigung hat, folgt vRw
oder wRv. Wegen der Reflexivita¨t von R gilt also o. B. d.A. vRw und wRw.
Damit nimmt w die Rolle der Variable x in der Formel fu¨r das Zusammenlaufen
von R ein.
Somit gilt S4.2 ⊆ S4.3.
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(4) Jede euklidische Relation ist zusammenlaufend:
Sei R euklidisch, und seien u, v, w beliebig mit uRv, uRw, v 6= w. Dann folgt
wegen der Euklidizita¨t von R auch vRv und wRv. Damit nimmt v die Rolle
der Variable x in der Formel fu¨r das Zusammenlaufen von R ein.
Somit gilt K4.2 ⊆ K4E.
Diese Inklusionsbeziehungen rechtfertigen das Erweitern der bisherigen Hierarchie
wie in Abbildung B.2 angegeben.
K K4
KB K4B
KE K4E
D D4
DB
DE D4E
T S4
B S5
K4.2
K4.3
S4.2
S4.3
Abbildung B.2: Erweiterte Hierarchie modaler Logiken zwischen K und S5.
Nicht-Inklusionen.
(1) Da es transitive, reflexive Relationen ohne Vorwa¨rtsverzweigung gibt, die nicht
euklidisch sind (z. B. R = {(u, u), (u, v), (u, w), (v, v), (v, w), (w, w)} u¨ber
W = {u, v, w}), gilt S4.3 + KE. Daraus folgt, dass keine der Logiken S4.3,
K4.3, S4.2, K4.2 eines der Systeme KE, K4E, DE, D4E, K4B, S5 entha¨lt.
(2) Da es transitive, reflexive Relationen ohne Vorwa¨rtsverzweigung gibt, die nicht
symmetrisch sind (z. B. R = {(u, u), (u, v), (v, v)} u¨ber W = {u, v}), gilt
S4.3 + KB. Daraus folgt, dass keine der Logiken S4.3, K4.3, S4.2, K4.2 eines
der Systeme KB, DB, B entha¨lt.
(3) Da es transitive, reflexive, zusammenlaufende Relationen gibt, die nicht oh-
ne Vorwa¨rtsverzweigung sind (z. B. R = {(u, u), (u, v), (u, w), (u, x), (v, v),
(v, x), (w, w), (w, x), (x, x)} u¨berW = {u, v, w, x}), gilt S4.2 + K4.3. Dar-
aus folgt, dass keine der Logiken S4.2, K4.2, S4, T, D4, D, K4, K eines der
Systeme K4.3, S4.3 entha¨lt.
(4) Da es transitive, reflexive Relationen gibt, die nicht zusammenlaufend sind
(z. B. R = {(u, u), (u, v), (u, w), (v, v), (w, w)} u¨ber W = {u, v, w}), gilt
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S4 + K4.2. Daraus folgt, dass keine der Logiken S4, T, D4, D, K4, K eines
der Systeme K4.2, S4.2 entha¨lt.
(5) Da nach Abschnitt B.1 B + K4 gilt, entha¨lt keine der Logiken B, DB, KB
eines der Systeme K4.2, K4.3, S4.2, S4.3.
(6) Da nach Abschnitt B.1 D4E + T gilt, entha¨lt keine der Logiken D4E, DE,
KE, K4E, K4.3, K4.2 eines der Systeme S4.2, S4.3.
(7) Da nach Abschnitt B.1 DE + K4 gilt, entha¨lt keine der Logiken DE, KE eines
der Systeme K4.2, K4.3.
(8) Da nach Abschnitt B.1 K4B + D gilt, entha¨lt keine der Logiken K4B, K4.3,
K4.2 eines der Systeme D, D4, T, S4, S4.2, S4.3.
(9) Da es transitive Relationen ohne Vorwa¨rtsverzweigung gibt, die nicht zusam-
menlaufend sind (z. B. R = {(u, v), (u, w), (v, w)} u¨ber W = {u, v, w}), gilt
K4.3 + K4.2.
Damit sind alle Nicht-Inklusionen gezeigt (einige davon mehrfach). Abbildung B.2
gibt somit die Beziehungen zwischen den 19 Systemen exakt wieder.
B.3 Normale Systeme mit Altn, Tc, Triv, Ver
Hier werden folgende Systeme zueinander und zu den bisher betrachteten in Bezie-
hung gesetzt:
KAltn = K + Altn Tc = K + Tc Triv = K + Triv
Ver = K + Ver
Wie sich im Folgenden zeigen wird, fallen von diesen Systemen keine zwei zusam-
men. Es fa¨llt auch keine dieser Logiken mit einem der bisher untersuchten Systeme
zusammen.
Inklusionen.
(1) Wenn fu¨r eine Relation R jede Welt ho¨chstens n R-Nachfolger hat, dann hat
selbstversta¨ndlich jede Welt auch ho¨chstens n + 1 R-Nachfolger. Deshalb gilt
die Inklusionskette K ⊆ . . . ⊆ KAlt2 ⊆ KAlt1.
(2) Da fu¨r jede Relation R mit der Eigenschaft ∀v∀w(vRw ⇒ v = w) jede Welt
aus W ho¨chstens einen Nachfolger hat, gilt KAlt1 ⊆ Tc.
(3) Da jede Relation R mit der Eigenschaft ∀v∀w(vRw ⇒ v = w) auch transitiv
und symmetrisch ist, gilt K4B ⊆ Tc.
(4) Da jede Relation mit der Eigenschaft ∀v∀w(vRw ⇔ v = w) auch eine A¨qui-
valenzrelation ist, gilt S5 ⊆ Triv.
(5) Selbstversta¨ndlich gelten auch die Beziehungen Tc ⊆ Triv, Ver.
Diese Inklusionsbeziehungen rechtfertigen das Erweitern der bisherigen Hierarchie
wie in Abbildung B.3 angegeben.
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K K4
KB K4B
KE K4E
D D4
DB
DE D4E
T S4
B S5
K4.2
K4.3
S4.2
S4.3
KAlt1
KAlt2
KAlt3
Tc
Triv Ver
Abbildung B.3: Hierarchie modaler Logiken zwischen K und Triv bzw. Ver.
Nicht-Inklusionen.
(1) Da es fu¨r jedes n ≥ 1 Relationen u¨ber Mengen gibt, bezu¨glich derer jede Welt
ho¨chstens, aber eine Welt genau n+ 1 Nachfolger hat, gilt KAltn+1 + KAltn.
(2) Da es Relationen gibt, bezu¨glich derer jede Welt ho¨chstens einen Nachfol-
ger hat, die aber weder total noch symmetrisch noch euklidisch noch tran-
sitiv sind (z. B. R = {(u, v), (v, w)} u¨ber W = {u, v, w}), gilt KAlt1 +
D, KB, KE, K4. Daraus folgt, dass alle Logiken KAltn keines der u¨brigen Sy-
steme (außer K und KAltm, m ≥ n) enthalten.
(3) Da es fu¨r jedes n A¨quivalenzrelationen gibt, bezu¨glich derer eine Welt mehr
als n Nachfolger hat (z. B. R = W ×W fu¨r W = {w1, . . . , wn+1}), gilt S5 +
KAltn. Daraus folgt, dass keine der Logiken KAltn, Tc, Triv, Ver in einem der
Systeme zwischen K und S5 enthalten ist.
(4) Da die leere Relation u¨ber einer beliebigen MengeW nicht total ist, gilt Ver +
D. Daraus folgt, dass keine der Logiken Ver, Tc eines der Systeme zwischen D
und Triv entha¨lt.
(5) Selbstversta¨ndlich gelten auch die Beziehungen Tc + Ver und Ver + Triv.
Damit sind alle Nicht-Inklusionen gezeigt (einige davon mehrfach). Abbildung B.3
gibt somit die Beziehungen zwischen allen Systemen exakt wieder.
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