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A section K on a genus g canonical curve C is identified as the key tool to prove new results
on the geometry of the singular locus Θs of the theta divisor. The K divisor is characterized by
the condition of linear dependence of a set of quadrics containing C and naturally associated to
a degree g effective divisor on C. K counts the number of intersections of special varieties on
the Jacobian torus defined in terms of Θs. It also identifies sections of line bundles on the moduli
space of algebraic curves, closely related to the Mumford isomorphism, whose zero loci characterize
special varieties in the framework of the Andreotti-Mayer approach to the Schottky problem, a
result which also reproduces the only previously known case g = 4.
This new approach, based on the combinatorics of determinantal relations for two-fold prod-
ucts of holomorphic abelian differentials, sheds light on basic structures, and leads to the explicit
expressions, in terms of theta functions, of the canonical basis of the abelian holomorphic differ-
entials and of the constant defining the Mumford form. Furthermore, the metric on the moduli
space of canonical curves, induced by the Siegel metric, which is shown to be equivalent to the
Kodaira-Spencer map of the square of the Bergman reproducing kernel, is explicitly expressed in
terms of the Riemann period matrix only, a result previously known for the trivial cases g = 2 and
g = 3. Finally, the induced Siegel volume form is expressed in terms of the Mumford form.
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1. Introduction
In this paper we introduce a new approach leading to the characterization of the geometry
of the singular locus of the theta divisor. The starting point concerns the determinantal relations
satisfied by the two-fold products of holomorphic abelian differentials of combinatorial nature
introduced in [1] and here fully developed. The approach also leads to several results concerning
canonical curves, we will summarize shortly. The key object in the investigation is the sectionK of a
suitable line bundle on a canonical curve, which is naturally defined in terms of the determinantal
relations and encodes the geometry of the singular locus Θs of the theta divisor. It satisfies
remarkable properties and identifies sections on the moduli space of canonical curves characterizing
the geometry of Θs. For g = 4 it leads to the Hessian of the theta function, evaluated at Θs, whose
vanishing characterizes the Jacobian locus. While this was the only previously known case of the
explicit characterization of the Jacobian, it turns out that K has similar properties which extend
to arbitrary genus. In other words, the section K is the key building block to construct the higher
genus generalization of the sections on the moduli space of algebraic curves characterizing the
geometry of Θs that for g = 4 reduces to the Hessian of the theta function.
In the present investigation a central role is played by Petri’s work [2] and the Andreotti-Mayer
paper [3]. Petri’s Theorem determines the ideal of canonical curves of genus g ≥ 4 by means of
relations among holomorphic differentials (see also [4][5]). As emphasized by Mumford, Petri’s
relations are fundamental and should have basic applications (pg.241 of [6]). Petri’s construction
relies on the definition of a basis of holomorphic abelian differentials which is, in some sense, “dual”
to a g-tuple of distinct points on the curve. Schematically, for a canonical curve C of genus g ≥ 3,
distinct points p1, . . . , pg ∈ C ←→ basis σ1, . . . , σg of H
0(KC) ,
where p1, . . . , pg ∈ C and {σi}1≤i≤g is basis of H
0(KC), with KC the canonical line bundle on
C, such that σi(pj) = 0 if and only if i 6= j, 1 ≤ i, j ≤ g. Such a condition determines the basis
{σi}1≤i≤g up to a non-singular diagonal transformation.
Max Noether’s Theorem assures that, for non-hyperelliptic Riemann surfaces, the space of
holomorphic n-differentials, with n > 1, is generated by n-fold products of abelian differentials.
Under general conditions on the dual g-tuple of points, Petri’s basis can be used to explicitly con-
struct bases of holomorphic n-differentials. Such a procedure leads to the Enriques-Babbage-Petri
Theorem, according to which the ideal of a (non-singular) canonical curve, with few exceptions,
is generated by quadrics. The exceptions are the trigonal curves and the smooth plane quintics,
which can be obtained as complete intersections of quadrics and cubics.
The idea of constructing bases of holomorphic n-differentials in terms of n-fold products of
abelian differentials is very powerful; in some sense, it may be used to mimic analogous construc-
tions in the hyperelliptic case, which, for example, lead to explicit results for the Mumford form at
genus 2. In particular, it would be useful to connect determinants of n-differentials to determinants
of 1-differentials. This amounts to a non-trivial combinatorial problem which is of interest on its
own, and is solved in section 2.3. Determinants of holomorphic n-differentials can be used to the
definition of some Petri-like bases of n-differentials, with also provides a standard normalization
procedure which is lacking in the original Petri approach. This is crucial in order to ensure the
modular invariance of such Petri-like bases, once one chooses a marking for the Riemann surface
and define such bases in terms of Riemann theta functions.
As the most direct application of the construction, we will determine a necessary and sufficient
condition for suitable sets of two-fold and three-fold products of holomorphic abelian differentials
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to be linear independent generators for the spaces of, respectively, holomorphic quadratic and cubic
differentials. The analysis of such a condition is developed in several steps in section 4, and results
in Theorem 4.18. In particular, in the case of two-fold products, such a condition is deeply related
to the geometry of the singular locus of the theta divisor associated to the Riemann surface. This
leads to the definition of two sections of suitable line bundles on the curve, we will denote by H and
K, depending on the points “dual” to the basis of abelian differentials, which vanish exactly when
the two-fold products fail to be a basis of holomorphic 2-differentials. The divisor of such sections
(in particular, of the section K) represents the key for a deeper understanding of the geometry of
the singular locus Θs of the theta divisor; Theorem 4.19 is a remarkable application of such an
approach and one of the main results of this paper.
The two-fold products of holomorphic 1-differentials also correspond to the generators of the
symmetric product Sym2(H0(KC)), which is a M -dimensional vector space, with M := g(g+1)/2.
On the other hand, the space H0(K2C) is N -dimensional, with N = 3(g − 1), so that the natural
homomorphism ψ: Sym2(H0(KC))→ H
0(K2C) has a kernel of dimensionM−N = (g−2)(g−3)/2.
A basis of kerψ can be described in two different ways:
a) A set of M −N linearly independent relations among holomorphic quadratic differentials
g∑
i,j=1
Cηk,ijηiηj = 0 , k = N + 1, . . . ,M ,
where {ηi}1≤i≤g is a basis ofH
0(KC) and {C
η
k}N<k≤M is a set of linearly independent elements
of P(Sym2H0(KC)
∗).
b) The choice of a basis {ηi}1≤i≤g of H
0(KC) determines a canonical embedding of a non-
hyperelliptic Riemann surface as a canonical curve into Pg−1 via C ∋ p→ (η1(p), . . . , η2(p)) ∈
Pg−1; in other words, each ηi, 1 ≤ i ≤ g, is identified with a projective coordinate Xi of Pg−1.
Under such an identification, a basis of kerψ corresponds to a set of generators
g∑
i,j=1
Cηk,ijXiXj = 0 , k = N + 1, . . . ,M ,
of I2, the ideal of quadric passing through the curve C.
As mentioned above, by the Enriques-Babbage-Petri Theorem, in most cases, canonical curves
are complete intersections of quadrics in Pg−1, so that the knowledge of the generators of I2
completely determines the curve.
However, this is not the only motivation for the interest in I2. A classical result due to Riemann
shows that each double point e on the singular locus of the theta divisor connected to the Riemann
surface (with marking) corresponds to a relation among holomorphic quadratic differentials
g∑
i,j=1
θij(e)ωiωj = 0 , (1.1)
with respect to the canonical basis {ωi}1≤i≤g of H
0(KC). Equivalently, such a relation represents
an element in I2, which can be easily proved to be a quadric of rank r ≤ 4. The interest in
the study of the ideal I2 was renewed by the work of Andreotti and Mayer [3]. The motivation
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for their analysis is strictly related to the Schottky problem, which amounts to the definition of
necessary and sufficient conditions for a principally polarized abelian variety (ppav) to correspond
to the Jacobian torus of a Riemann surface. In their beautiful construction, Andreotti and Mayer
proposed to characterize the Jacobian locus (denoted by Jg for the non-hyperelliptic Riemann
surfaces andHg for hyperelliptic ones) inside the moduli space Ag of ppav’s, through the dimension
of the singular locus of the theta divisor. More precisely, they showed that Jg (resp., Hg) is a
component of Ng−4 ⊂ Ag (resp., Ng−3 ⊂ Ag), where Nk is the locus of the ppav’s such that
dimΘs ≥ k. As a crucial point in such a construction, they proved that, for each trigonal curve,
the ideal I2 is generated by relations in the form (1.1), as e varies in Θs. Such a result has received
many remarkable generalizations, among which at least two deserve citation: Arbarello and Harris
[5] proved that the relations (1.1) generate I2 for g ≤ 6 and that, for all g, they generate all the
quadrics of rank ≤ 4; finally, Green [7] proved that such relations generate I2 for all genera, so
that, as a consequence, I2 can be generated by quadrics of rank ≤ 4 only.
In this respect, some fundamental problems are still unsolved. First of all, a procedure to
determine a finite set of (possibly linearly independent) generators for I2 in the form (1.1), is still
lacking. More generally, no explicit expression of the coefficients Cηk,ij in terms of the Riemann
period matrices, that is, in terms of theta constants or modular forms, is actually known. In view
of the Andreotti and Mayer construction, such a result may represent a key step toward an explicit
solution of the Schottky problem, i.e. as a characterization of the Jacobian locus by algebraic
conditions on suitable modular forms, similar to the Schottky relation at genus 4 [8].
1.1. Main results
In this paper we introduce a new approach to the above problems and the definition of some
powerful tools for their analysis. The main results of the present investigation concern:
– Several alternative expressions for M −N = (g− 2)(g− 3)/2 linearly independent coefficients
Cηk,ij, k = N + 1, . . . ,M , depending both on the Riemann period matrix and on g − 2 points
p3, . . . , pg ∈ C (Theorem 5.7 and Corollary 5.12).
– The correspondence between each relation and a combinatorial identity among Riemann theta
functions evaluated on points of the Riemann surface (Theorem 5.10).
– The expansion of the relation (1.1), for all e ∈ Θs, with respect to the relations given by the
coefficients Cηk,ij (Lemma 5.16).
– The connection between a zero of the section K, which corresponds to a point e ∈ Θs, and
the relation among holomorphic quadratic differentials given by (1.1) at e. More precisely,
it turns out that K = 0 is a sufficient condition for the existence of a linear relation among
a suitable set of N holomorphic 2-differentials; Theorem 5.17 identifies such a relation with
Eq.(1.1), with respect to the corresponding point e ∈ Θs.
– A long standing problem in the study of Riemann surfaces, which arises for example in inves-
tigating the Schottky problem or in constructing modular forms, is that some basic constants,
such as the Mumford form, have an expression that needs the use of points on C. On the other
hand, such quantities should be expressed in terms of Thetanullwerte and, via the higher genus
generalization of the Jacobi identities, of the related Jacobian Nullwerte. Here we introduce
a new general strategy which is based on the idea of identifying the divisors with the one
defining spin structures. In doing this one has to consider several intermediate problems. For
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example, the Mumford form, as many other basic quantities, is expressed in terms of determi-
nants of holomorphic differentials and, in particular, of the determinant of the canonical basis
{ωi}i∈Ig of H
0(KC). Looking for expressions where only the Thetanullwerte and the Jacobian
Nullwerte appear, requires expressing detωi(pj) in terms of theta functions only. Further-
more, another problem concerning detωi(pj) is to consider the g-points p1, . . . , pg as defining
spin structures associated to divisors of degree g − 1. As we will see, this question is strictly
related to the problem of expressing detωi(pj) without the use of the g/2-differential σ and
of the constant κ[ω]. It turns out that there exists a natural solution leading to the explicit
expression of basic quantities in terms of divisors defining spin structures. In particular, we
first explicitly express the abelian holomorphic differentials in terms of theta functions only,
a result previously known in the trivial elliptic case. This also implies the expression for the
basic constant κ[ω] (that, as we will see, needs an important refinement leading to our κν [ω],
a problem also related to the definition of the g/2-differential σ, the carrier of the holomorphic
and gravitational Liouville anomalies, well-known in string theories) usually defined in terms
of detωi(pj), corresponding to the main building block of the Mumford form. We then will
obtain the explicit expression for products of κνk [ω] in terms of theta functions with spin
structures whose arguments involve the difference of points belonging to the divisors of such
spin structures. The present approach seems having interesting consequences which extend
to branches related to the theory of Riemann surfaces, including the theory of Siegel modular
forms.
– The metric ds2
|Mˆg
on the moduli space Mˆg of genus g canonical curves induced by the Siegel
metric, is expressed in terms of the Riemann period matrix, a result previously known for the
trivial cases g = 2 and g = 3. It turns out that such a metric is equivalent to the Kodaira-
Spencer map of the square of the Bergman reproducing kernel. Furthermore, the induced
Siegel volume form is expressed in terms of the Mumford form.
– The combinatorial Lemma 2.5, regarding the expansion of a determinant of holomorphic 2-
differentials in terms of determinants holomorphic abelian differentials, is related to the Mum-
ford isomorphism λ2 ∼= λ
13
1 , where λi, i ≥ 1, is the determinant line bundle on the moduli
space Mg, with fiber
∧top
H0(KiC) at the point representing C. In particular, the section K
plays again a key role. For g = 3, K is in fact a constant on C, and is proportional to Ψ9, a
square root of the modular form Ψ18 of weight 18. For g = 4, by taking a suitable product
of the sections K’s, the dependence on the points of C can be eliminated, and the resulting
quantity is proportional to the Hessian of the theta function detij θij(e), where e is one of the
two (generally distinct) points of Θs.
– Remarkably, a conjecture by H. M. Farkas [9] has been recently proved [10], according to
which, the vanishing of such a Hessian characterizes the elements in J4 among the ppav’s
with a vanishing theta-null. Note that all such ppav’s are elements of N0 (i.e. the locus of
ppav’s with non-empty Θs); according to [11] it turns out that for g = 4, N0 is given by the
union of such a locus and J4 and in this case such a result, together with the Andreotti-Mayer
criterium, completely characterizes J4. Sections with well-defined properties under modular
transformations can similarly be constructed in terms of the section K for g ≥ 5; in this sense,
K appears as a powerful tool for the study of Θs and, more generally, of the geometry of the
moduli space. We provide explicit examples for g = 5 and for any even genus.
The above construction was initiated in [12][1], in relation to the investigation in [13] concern-
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ing the g > 2 generalization of the remarkable D’Hoker and Phong formula [14] for the four point
superstring amplitude.
Before reporting on the plan of the paper we remind some other basic facts about the Schottky
problem. According to the Novikov’s conjecture, a indecomposable ppav is the Jacobian of a genus
g curve if and only if there exist vectors U 6= 0, V,W ∈ Cg such that u(x, y, t) = 2∂2x log θ(Ux +
V y+Wt+z0, Z), satisfies the Kadomtsev-Petviashvili (KP) equation 3uyy = (4ut+6uux−uxxx)x.
Relevant progresses on such a conjecture are due, among the others, to Krichever [15], Dubrovin
[16] and Mulase [17]. Its proof is due to Shiota [18]. A basic step in such a proof concerned the
existence of the τ -function as a global holomorphic function in the {ti}, as clarified by Arbarello
and De Concini in [19], where it was shown that only a subset of the KP hierarchy is needed.
Their identification of such a subset is based on basic results by Gunning [20] and Welters [21] [22],
characterizing the Jacobians by trisecants (see also [23] and [24]).
The Schottky problem is still under active investigation, see for example [25][26][27][28][29] [30]
for further developments. In particular, Arbarello, Krichever and Marini proved that the Jacobians
can be characterized in terms of only the first of the auxiliary linear equations of the KP equation
[31][32]. Very recently Krichever [33] has proved the conjectures by Welters [22].
1.2. Plan of the paper
– In section 2 we first present some useful result on tensor products of vector spaces. Then,
in subsection 2.3, two combinatorial lemmas are proved. Consider a finite set of functions
from an arbitrary set S to a commutative field, and consider the two-fold products ff of
such functions. Under certain conditions, we will prove that the determinant of such two-fold
products det ffi(xj) evaluated on a suitable number of elements xj ∈ S, can be obtained by
skew-symmetrization of a product of determinants of the form det fi(xj). Such a result, which
reveals new structures concerning determinantal properties, whose interest is not restricted to
the theory of algebraic curves, plays a central role in the present investigation.
– In section 3, after introducing some facts on theta functions and the Jacobian torus we derive
relations among higher order theta derivatives and holomorphic differentials which will be
used later.
– In section 4, Petri-like bases of holomorphic n-differentials are defined. Then, we consider
the construction of sets of quadratic and cubic differentials in terms of two- and three-fold
products of holomorphic abelian differential and give necessary and sufficient conditions for
such sets to be bases of H0(K2C) and H
0(K3C). Such considerations will lead to the definitions
of two sections, denoted by H and K (Eqs.(4.34) and (4.37)). The section K will then lead
to the characterization of the special locus of the theta divisor (Theorem 4.19).
– The bases defined in section 4 are the basic tool for the derivation, developed at the beginning
of section 5, of M −N linear independent relations among holomorphic quadratic differentials
obtained as two-fold products of holomorphic abelian differentials. The coefficients appearing
in such relations depend on the points p1, . . . , pg determining the basis of H
0(KC) by propo-
sition (4.6). After considering the consistency conditions on such coefficients, it is shown that
such relations correspond to new non-trivial identities among theta functions and prime forms
evaluated on arbitrary points of the Riemann surface (Theorems 5.9 and 5.10). It should be
emphasized that such identities follow by the combinatorial Lemmas 2.5 and 2.7, and by the
Fay’s trisecant identity, so that no analogous result is expected for theta functions defined on
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arbitrary ppav’s (i.e., outside the Jacobian locus). Furthermore, the coefficients are shown to
be related to the section K, so leading to two main consequences. First, the dependence on
a pair of points p1, p2 can be eliminated (Corollary 5.12). Then, the connection among the
relations obtained and Eq.(1.1) is clarified: each point on Θs corresponds, in some sense, to
a zero of the section K, that is, to the failure for the associated set of holomorphic quadratic
differentials, built in proposition 4.5, to be a basis of H0(K2C). The linear relation arising
among such holomorphic quadratic differentials just corresponds to Eq.(1.1).
The case of the curves of genus four is somewhat special, since a unique relation exists. This
subject is considered in a separate subsection, where it is shown that in this case K is deeply
related to the Hessian of the theta function evaluated on a singular point. Furthermore, an
expression for the coefficients completely independent of the points p1, . . . , p4 is obtained.
Finally, in the last subsection, the techniques developed in this section and the bases defined
in proposition 4.8 are applied to the derivation of the relations among holomorphic cubic
differentials. In view of the Enriques-Babbage-Petri Theorem, this is a very interesting subject
which deserves further study along the lines described in this article.
– In section 6 it is shown that the use of the distinguished bases for the holomorphic differentials
leads to a straightforward derivation of the Fay’s trisecant identity. We then show that the
canonical basis of the abelian holomorphic differentials can be expressed purely in terms of
theta functions. This also implies an expression for the basic building block of the Mumford
form given in terms of theta functions only.
– In section 7 we first provide the explicit expression of the metric ds2
|Mˆg
on the moduli space
Mˆg of genus g canonical curves induced by the Siegel metric, which was known only in trivial
cases g = 2 and g = 3. It turns out that ds2
|Mˆg
can be also expressed as the Kodaira-Spencer
map of the square of the Bergman reproducing kernel (times 4π2). By Wirtinger Theorem
the explicit expression for the volume form on Mˆg is also obtained. Furthermore, a notable
relation satisfied by the determinant of powers of the Bergman reproducing kernel is proved.
Such results are a natural consequence of the present approach, which also uses, as for the
derivation of ds2
|Mˆg
, the isomorphisms introduced in section 2.
– In section 8 we first use the construction of section 6.2 to derive an expression for the Mumford
form which does not involve any determinant of holomorphic 1-differentials. Furthermore,
we express the volume form dν|Mˆg
, induced by the Siegel metric, in terms of the Mumford
form. Next, by means of the Mumford isomorphism we investigate the modular properties
of K(p3, . . . , pg) in order to construct sections of bundles on Mg. For g = 2 and g = 3
such sections reproduce the building blocks for the Mumford form. For g = 4, a modular
form on the Jacobian locus is obtained, which is proportional to the Hessian of the theta
function evaluated on Θs. This is a remarkable result in view of [9][10], where it is shown
that the vanishing of such a Hessian on the Andreotti-Mayer locus N0 = J4 ∪ θnull, where
θnull ⊂ A4 is the locus of the ppav’s with a vanishing theta-null, characterizes the intersection
J4 ∩ θnull. This indicates that the sections on Mg built in terms of K may be considered
as generalizations to g > 4 of such a Hessian, thus providing a tool for the analysis of the
geometry of Θs and of the Andreotti-Mayer locus Ng−4. We explicitly construct such sections
for even genus and for the case g = 5.
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2. Two combinatorial lemmas on determinants of symmetric products
Determinants of holomorphic quadratic differentials play a crucial role in our construction.
In particular, in the following sections, we will construct bases of H0(K2C) in terms of two-fold
products of holomorphic abelian differentials. In this section, we will consider the purely combina-
torial problem concerning the determinants of a basis of a two-fold symmetric product of a finite
dimensional space of functions. We first introduce a very useful notation for symmetric tensor
products of vector space, which we will adopt all along the paper; then we derive two lemmas on
determinants which are of interest on their own.
2.1. Identities induced by the isomorphism CMn ↔ SymnCg
Definition 2.1. For each n ∈ Z>0, set In := {1, . . . , n} and let Pn denote the group of permuta-
tions of n elements.
Let V be a g-dimensional vector space and let
Mn :=
(g + n− 1
n
)
,
be the dimension of the n-fold symmetrized tensor product SymnV . We denote by
SymnV ∋ η1 · η2 · · · ηn :=
∑
s∈Pn
ηs1 ⊗ ηs2 ⊗ . . .⊗ ηsn ,
the symmetrized tensor product of an n-tuple (η1, . . . , ηn) of elements of V .
Fix a surjection m : Ig × Ig → IM , M := M2 = g(g + 1)/2, such that
m(i, j) = m(j, i) , (2.1)
i, j ∈ Ig. Such a surjection corresponds to an isomorphism C
M → Sym2Cg with e˜m(i,j) 7→ ei · ej .
A useful choice for such an isomorphism is considered in the following definition.
Definition 2.2. Let A : CM → Sym2Cg, M ≡ M2, be the isomorphism A(e˜i) := e1i · e2i , with
{e˜i}i∈IM the canonical basis of C
M and
(1i, 2i) :=


(i, i) , 1 ≤ i ≤ g ,
(1, i− g + 1) , g + 1 ≤ i ≤ 2g − 1 ,
(2, i− 2g + 3) , 2g ≤ i ≤ 3g − 3 ,
...
...
(g − 1, g) , i = g(g + 1)/2 ,
so that 1i2i is the i-th element in the M -tuple (11, 22, . . . , gg, 12, . . . , 1g, 23, . . .). Similarly, let
{e˜i}i∈IM3 be the canonical basis of C
M3 , and fix an isomorphism A : CM3 → Sym3Cg, M3 :=
g(g + 1)(g + 2)/6, with A(e˜i) := (e1i , e2i , e3i)S, whose first 6g − 8 elements are
(1i, 2i, 3i) :=


(i, i, i) , 1 ≤ i ≤ g ,
(1, 1, i− g + 2) , g + 1 ≤ i ≤ 2g − 2 ,
(2, 2, i− 2g + 4) , 2g − 1 ≤ i ≤ 3g − 4 ,
(1, 2, i− 3g − 4) , 3g − 3 ≤ i ≤ 4g − 4 ,
(1, i− 4g + 6, i− 4g + 6) , 4g − 3 ≤ i ≤ 5g − 6 ,
(2, i− 5g + 8, i− 5g + 8) , 5g − 5 ≤ i ≤ 6g − 8 .
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As we will see, we do not need the explicit expression of A(e˜i) for 6g−8 < i ≤M3. In general,
one can define an isomorphism A : CMn → SymnCg, with A(e˜i) := (e1i , . . . , eni), by fixing the
n-tuples (1i, . . . , ni), i ∈ IMn , in such a way that 1i ≤ 2i ≤ . . . ≤ ni.
For each vector u := t(u1, . . . , ug) ∈ C
g and matrix B ∈Mg(C), set
u · · · ui︸ ︷︷ ︸
n times
:=
∏
m∈{1,...,n}
umi , (B · · ·B︸ ︷︷ ︸
n times
)ij :=
∑
s∈Pn
∏
m∈{1,...,n}
Bmis(m)j ,
i, j ∈ IMn , where the product is the standard one in C. In particular, let us define
χi ≡ χ
(n)
i :=
g∏
k=1
( ∑
m∈{1,...,n}
δkmi
)
! = (δ · · · δ)ii ,
i ∈ IMn , (we will not write the superscript (n) when it is clear from the context) where δ denotes
the identity matrix, so that, for example,
χ
(2)
i = 1 + δ1i2i , χ
(3)
i = (1 + δ1i2i + δ2i3i)(1 + δ1i3i) .
Such a single indexing satisfies basic identities, repeatedly used in the following.
Lemma 2.3. Let V be a vector space and f an arbitrary function f : Ing → V , where I
n
g :=
Ig × . . . × Ig (n times). Then, the following identity holds
g∑
i1,...,in=1
f(i1, . . . , in) =
Mn∑
i=1
χ−1i
∑
s∈Pn
f(s(1)i, . . . , s(n)i) , (2.2)
that, for f completely symmetric, reduces to
g∑
i1,...,in=1
f(i1, . . . , in) = n!
Mn∑
i=1
χ−1i f(1i, . . . , ni) . (2.3)
Proof. Use
g∑
i1,...,in=1
f(i1, . . . , in) =
g∑
in≥...≥i1=1
∑
s∈Pn
f(is1 , . . . , isn )∏g
k=1(
∑n
m=1 δkim)!
.

Note that u⊗n ≡ u ⊗ . . . ⊗ u is an element of SymnCg ∼= CMn , for each u ∈ Cg. By (2.2), the
following identities are easily verified
u⊗n ∼=
Mn∑
i=1
χ−1i u · · · uie˜i , (Bu)
⊗n ∼=
Mn∑
i,j=1
χ−1i χ
−1
j (B · · ·B)iju · · · uj e˜i ,
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where CMn ∋ e˜i ∼= e · · · ei ∈ Sym
n
Cg, i ∈ IMn . Furthermore,
Mn∑
j=1
χ−1j (B · · ·B)ij(C · · ·C)jk = ((BC) · · · (BC))ik , (2.4)
where B,C are arbitrary g × g matrices. This identity yields, for any non-singular B
Mn∑
j=1
χ−1j χ
−1
k (B · · ·B)ij(B
−1 · · ·B−1)jk = (δ · · · δ)ikχ
−1
k = δik , (2.5)
and then
detij
(
(B · · ·B)ijχ
−1
j
)
detij
(
(B−1 · · ·B−1)ijχ
−1
j
)
= 1 . (2.6)
Also observe that
Mn∏
i=1
u · · · ui =
g∏
k=1
u
n
g
Mn
k , (2.7)
where the product and the exponentiation are the standard ones among complex numbers; in
particular,
M∏
i=1
uui =
g∏
k=1
ug+1k .
In the following we will denote the minors of (B · · ·B) by
|B · · ·B|i1...imj1...jm := deti∈i1,...,im
j∈j1,...,jm
(B · · ·B)ij ,
i1, . . . , im, j1, . . . , jm ∈ IMn , with m ∈ IMn .
Definition 2.4. Fix g, n ∈ Z>0. Set
IMn ⊃ I
diag
n := {i ∈ IMn | 1i = 2i = . . . = ni} .
Fix l < g and a, a1, . . . , al ∈ Ig and define the following subsets of IMn
Ian := {i ∈ IMn | 1i = a ∨ 2i = a ∨ . . . ∨ ni = a} ,
Ia1...aln :=
⋃
k∈Il
Iakn ,
Ia1a2N := I
diag
2 ∪ I
a1a2
2 ,
IMn,l := I
1...l
n .
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2.2. Determinantal combinatorics
In this section, we will consider a general surjection m : Ig × Ig → IM , satisfying Eq.(2.1).
For example, by using the construction of section 2, it is possible to define m so that m(1i, 2i) =
m(2i, 1i) = i, i ∈ IM ; the corresponding isomorphism is A, defined in Definition 2.2.
For each morphism s : IM → IM consider the g-tuples d
k(s), k ∈ Ig+1, where
dij(s) = d
j+1
i (s) = sm(i,j) , (2.8)
i ≤ j ∈ Ig. Note that if s is a monomorphism, then each g-tuple consists of distinct integers, and
each i ∈ IM belongs to two distinct g-tuples.
Consider Pg+1g ≡ Pg × · · · × Pg︸ ︷︷ ︸
g+1 times
and define κ : Pg+1g × IM → IM , depending on m, by
κm(i,j)(r
1, . . . , rg+1) = m(rij , r
j+1
i ) , (2.9)
i ≤ j ∈ Ig, where (r
1, . . . , rg+1) ∈ Pg+1g . Note that
dij(κ(r
1, . . . , rg+1)) = dj+1i (κ(r
1, . . . , rg+1)) = m(rij , r
j+1
i ) ,
i ≤ j ∈ Ig. Consider the subset of IM determined by
IM,n := {m(i, j)|i ∈ In, j ∈ Ig} ,
n ∈ Ig, with the ordering inherited from IM , and denote by
L := M − (g − n)(g − n+ 1)/2 , (2.10)
its cardinality. The elements κl(r
1, . . . , rg+1), l ∈ IM,n, are independent of r
j
i , with n+1 ≤ i, j ≤ g,
and κ can be generalized to a function κ : IM,n × P˜
g,n → IM , where P˜
g,n := Png ×P
g−n+1
n , by
κi(r˜
1, . . . , r˜g+1) := κi(r
1, . . . , rg+1) , (2.11)
i ∈ IM,n, (r˜
1, . . . , r˜g+1) ∈ P˜g,n, where rj ∈ Pg, j ∈ Ig+1, are permutations satisfying r
j = r˜j ,
j ∈ In, and r
j
i = r˜
j
i , i ∈ In, n + 1 ≤ j ≤ g. Furthermore, if {κi(r˜
1, . . . , r˜g+1)}i∈IM,n consists of
distinct elements, then it is a permutation of IM,n. By a suitable choice of the surjection
m(j, i) = m(i, j) := M − (g − j)(g − j − 1)/2 + i , (2.12)
j ≤ i ∈ Ig, we obtain IM,n = IL as an equality among ordered sets. Note that this choice for m,
which is convenient to keep the notation uncluttered, does not correspond to the one introduced
in subsection 2.
Consider the maps s : I → I, where I is any ordered subset of IM ; if s is bijective, then it is
a permutation of I. We define the function ǫ(s) to be the sign of the permutation if s is bijective,
and zero otherwise.
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2.3. Combinatorial lemmas
Let F be a commutative field and S a non-empty set. Fix a set fi, i ∈ Ig, of F -valued functions
on S, and xi ∈ S, i ∈ IM . Set
ffm(i,j) := fifj ,
i, j ∈ Ig, and
det f(xdj(s)) := detik fk(xdj
i
(s)) ,
j ∈ Ig+1, where xi ∈ S, i ∈ IM . Furthermore, for any ordered set I ⊆ IM , we denote by
detI ff(x1, . . . , xCard(I)) ,
the determinant of the matrix (ffm(xi))i∈ICard(I)
m∈I
.
Lemma 2.5. Choose n ∈ Ig and L points xi in S, i ∈ IL, with L given by (2.10). Fix g−n points
pi ∈ S, n+ 1 ≤ i ≤ g and g F -valued functions fi on S, i ∈ Ig. The following g(g − n) conditions
fi(pj) = δij , (2.13)
1 ≤ i ≤ j, n+ 1 ≤ j ≤ g, imply
detIM,n ff(x1, . . . , xL) =
1
cg,n
∑
s∈PL
ǫ(s)
n∏
j=1
det f(xdj(s))
g+1∏
k=n+1
det f(xdk1(s), . . . , xdkn(s), pn+1, . . . , pg)
(2.14)
where
cg,n :=
∑
(r˜1,...,r˜g+1)∈P˜g,n
g+1∏
k=1
ǫ(r˜k)ǫ(κ(r˜1, . . . , r˜g+1)) . (2.15)
In particular, for n = g
cg det ff(x1, . . . , xM ) =
∑
s∈PM
ǫ(s)
g+1∏
j=1
det f(xdj(s)) , (2.16)
where
cg := cg,g =
∑
r1,...,rg+1∈Pg
g∏
k=1
ǫ(rk) ǫ(κ(r1, . . . , rg)) .
Proof. It is convenient to fix the surjection m as in (2.12), so that IM,n = IL. Next consider
cg,n detIL ff(x1, . . . , xL) = cg,n
∑
s∈PL
ǫ(s)ff1(xs1) · · · ffL(xsL) . (2.17)
Restrict the sums in (2.15) to the permutations (r˜1, . . . , r˜g+1) ∈ Pg,n, i ∈ In, such that
ǫ(κ(r˜1, . . . , r˜g+1)) 6= 0, and set s′ := s ◦ κ(r˜1, . . . , r˜g+1), so that
ff1(xs1) · · · ffL(xsL) = ffκ1(xs′1) · · · ffκL(xs′L) ,
12
where κi is to be understood as κi(r˜
1, . . . , r˜g+1). Note that, for all l ∈ IM , there is a unique pair
i, j ∈ Ig, i ≤ j, such that l = m(i, j), and by (2.8) and (2.9) the following identity
ffκl(r1,...,rg+1)(xs′l) = ffm(rij,r
j+1
i
)(xs′m(i,j)) = frij (xdij(s′))frj+1i
(xdj+1
i
(s′)) ,
holds for all (r1, . . . , rg+1) ∈ Pg+1g . On the other hand, if l ∈ IL, then i ≤ n and by Eq.(2.11)
ff1(xs1) · · · ffL(xsL) =
n∏
i=1
fr˜i1(xdi1(s′)) · · · fr˜ig(xdig(s′))
g+1∏
j=n+1
fr˜j1
(xdj1(s′)
) · · · fr˜jn(xdjn(s′)) .
The condition fi(pj) = δij , i ≤ j, implies∑
r˜j∈Pn
ǫ(r˜j)fr˜j1
(xdj1(s′)
) · · · fr˜jn(xdjn(s′)) = det f(xdj1(s′)
, . . . , xdjn(s′), pn+1, . . . , pg) ,
n + 1 ≤ j ≤ g + 1. Hence, Eq.(2.14) follows by replacing the sum over s with the sum over s′ in
(2.17), and using
ǫ(s) = ǫ(s′) ǫ(κ(r˜1, . . . , r˜g+1)) .
Eq.(2.16) is an immediate consequence of (2.14). 
Remark 2.6. The summation over PM in Eq.(2.16) yields a sum over (g + 1)! identical terms,
corresponding to permutations of the g+1 determinants in the product. Such an overcounting can
be avoided by summing over the following subset of PM
P ′M := {s ∈ PM , s.t. s1 = 1, s2 < s3 < . . . < sg, s2 < si, g + 1 ≤ i ≤ 2g − 1} ,
and by replacing cg by cg/(g + 1)!.
Direct computation gives
cg,1 = g! , cg,2 = g!(g − 1)!(2g − 1) , c2 = 6 , c3 = 360 , c4 = 302400 . (2.18)
For g = 2, cg/(g + 1)! = 1 and P
′
M=3 = {(1, 2, 3)}, so that
det ff(x1, x2, x3) = det f(x1, x2) det f(x1, x3) det f(x2, x3) . (2.19)
A crucial point in proving Lemma 2.5 is that if κi(r˜
1, . . . , r˜g+1), i ∈ IM,n, are pairwise distinct
elements in IM , then they belong to IM,n ⊆ IM , with κ a permutation of such an ordered set.
For a generic ordered set I ⊆ IM , one should consider κ as a function over g + 1 permutations r˜
i,
i ∈ Ig+1, of suitable ordered subsets of Ig. In particular, r˜
i should be a permutation over all the
elements j ∈ Ig such thatm(i, j) ∈ I, for j ≥ i, or m(i−1, j) ∈ I, for j < i. However, the condition
that the elements κi(r˜
1, . . . , r˜g+1), i ∈ I, are pairwise distinct does not imply, in general, that they
belong to I and Lemma 2.5 cannot be generalized to a determinant of products ffi, i ∈ I. On the
other hand, the subsets
I := IM,n ∪ {m(i, j)} , (2.20)
satisfy such a condition for n < i, j ≤ g and yield the following generalization of Lemma 2.5.
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Lemma 2.7. Assume the hypotheses of Lemma 2.5 for n < g, and choose a point xL+1 ∈ S, and
a pair i, j, n < i, j ≤ g. Then the following relation
detI ff(x1, . . . , xL+1)
=
1
c′g,n
∑
s∈PL+1
ǫ(s)
n∏
k=1
det f(xdk(s)) det f(xdn+11 (s)
, . . . , xdn+1
n+1
(s), pn+1, . . . , pˇi, . . . , pg)
· det f(xdn+21 (s)
, . . . , xdn+2
n+1
(s), pn+1, . . . , pˇj , . . . , pg)
g+1∏
l=n+3
det f(xdl1(s), . . . , xdln(s), pn+1, . . . , pg) ,
(2.21)
where
c′g,n :=
∑
(r˜1,...,r˜g+1)∈P˜I
g+1∏
i=1
ǫ(r˜i)ǫ(κ(r˜1, . . . , r˜g+1)) ,
P˜I := Png ×P
2
n+1 × P
g−n−1
n , and I is defined in (2.20), holds.
Proof. A straightforward generalization of the proof of Lemma 2.5. 
2.4. Examples of the combinatorial lemmas
We now show some examples of the combinatorial construction described in the last subsection.
Set g = 4, so that M = g(g + 1)/2 = 10. Fix a surjection m : I4 × I4 → I10 with m(i, j) = m(j, i),
for example by setting m(i, j) = [m]ij , with [m] the symmetric matrix
[m] =


1 2 3 4
2 5 6 7
3 6 8 9
4 7 9 10

 .
For each function s : I10 → I10, the 4-tuples d
i(s), i = 1, . . . , g + 1 = 5, are determined by
dij(s) = d
j+1
i (s) = sm(i,j) ,
i ≤ j ∈ Ig, so that, with the above choice of m,
d1(s) = (s1, s2, s3, s4) ,
d2(s) = (s1, s5, s6, s7) ,
d3(s) = (s2, s5, s8, s9) ,
d4(s) = (s3, s6, s8, s10) ,
d5(s) = (s4, s7, s9, s10) .
Let Pg be the group of permutations of g elements. The function κ : P
5
4 × I10 → I10 is defined by
κm(i,j)(r
1, . . . , r5) = m(rij , r
j+1
i ) , (2.22)
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i ≤ j ∈ Ig, where (r
1, . . . , r5) ∈ P54 . For example, fix
r1 = (3, 4, 1, 2) ,
r2 = (1, 2, 4, 3) ,
r3 = (2, 4, 1, 3) ,
r4 = (1, 2, 3, 4) ,
r5 = (2, 4, 1, 3) .
To determine κ1(r
1, . . . , r5), note that 1 = m(1, 1), so that, by definition,
κm(1,1)(r
1, . . . , r5) = m(r11, r
2
1) = m(3, 1) = 3 .
As a further example note that 2 = m(1, 2) = m(2, 1), so that
κm(1,2)(r
1, . . . , r5) = m(r12, r
3
1) = m(4, 2) = 7 ,
(observe that Eq.(2.22), which defines κ, holds only for i ≤ j). The 4-tuples di(κ(r1, . . . , r5)) are
d1(κ) = (3, 7, 1, 5) ,
d2(κ) = (3, 7, 7, 9) ,
d3(κ) = (7, 7, 3, 3) ,
d4(κ) = (1, 7, 3, 9) ,
d5(κ) = (5, 9, 3, 9) .
It is readily verified the general relation
dij(κ(r
1, . . . , r5)) = dj+1i (κ(r
1, . . . , r5)) = m(rij , r
j+1
i ) ,
i ≤ j ∈ Ig. Note that if κ(r
1, . . . , r5) : I10 → I10, for some fixed r
1, . . . , r5, is a monomorphism,
then it determines a permutation of I10. Hence, we can define the function ǫ(κ(r
1, . . . , r5)) to be
the sign of the permutation κ(r1, . . . , r5) if it is a monomorphism, and zero otherwise.
Consider the subset
IM,n = {m(i, j) | i ∈ In, j ∈ Ig} ,
for some n ∈ Ig. κ can be generalized to a function from P˜
g,n×IM,n, where P˜
g,n := Png ×P
g−n+1
n ,
into IM . As an example, consider κ : P˜
4,2 × I10,2 → I10, where I10,2 = {1, 2, 3, 4, 5, 6, 7} (the
precise form of I10,2 depends on the choice of m). Fix (r˜
1, . . . , r˜5) ∈ P˜4,2 = P24 ×P
3
2 , e.g. by
r˜1 = (3, 4, 1, 2) ,
r˜2 = (1, 2, 4, 3) ,
r˜3 = (2, 1) ,
r˜4 = (1, 2) ,
r˜5 = (1, 2) .
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As a specific case, say κ6, note that 6 = m(2, 3) = m(3, 2) and set
κm(2,3)(r˜
1, . . . , r˜5) = m(r˜23, r˜
4
2) = m(4, 2) = 7 .
For general choices of r˜1, . . . , r˜5, κ(r˜1, . . . , r˜5) : I10,2 → I10 may not be a monomorphism. It can be
verified that if the image κ(r˜1, . . . , r˜5)(I10,2) 6⊆ I10,2, then κ(r˜
1, . . . , r˜5) is not a monomorphism.
Therefore, if κ(r˜1, . . . , r˜5) is a monomorphism, then it determines a permutation of I10,2. Hence,
we can define the function ǫ(κ(r˜1, . . . , r˜5)) to be the sign of κ(r˜1, . . . , r˜5) if it is a monomorphism,
and zero otherwise.
Let us apply Lemma 2.5 to the previous examples. Consider four linearly independent func-
tions f1, . . . , f4 : C→ C, and set
ffm(i,j)(z) := fi(z)fj(z) .
Next, fix x1, . . . , x10 ∈ C and consider
det

 ff1(x1) . . . ff10(x1)... . . . ...
ff1(x10) . . . ff10(x10)

 = det

 f1(x1)f1(x1) . . . f4(x1)f4(x1)... . . . ...
f1(x10)f1(x10) . . . f4(x10)f4(x10)

 ,
so that m(i, j) determines the column where fifj appears. It is easily verified that the above
determinant is proportional to∑
s∈P10
ǫ(s) det fi(xd1
j
(s)) det fi(xd2
j
(s)) det fi(xd3
j
(s)) det fi(xd4
j
(s)) det fi(xd5
j
(s)) . (2.23)
This expression, after expanding each determinant, consists of a summation over products of
twenty factors fi(xj), where each xk appears twice. After skew-symmetrization of the xk’s, this
expression is necessarily proportional to the original determinant.
In Lemma 2.5 it is also considered the more general case of determinants made up of functions
ffi, where i varies in a subset IM,n ⊂ IM of L < M elements. For example, let us consider the
subset I10,2 = {1, . . . , 7} and fix the points x1, . . . , x7 ∈ C. We are interested in the determinant
det

 ff1(x1) . . . ff7(x1)... . . . ...
ff1(x7) . . . ff7(x7)

 = det

 f1(x1)f1(x1) . . . f2(x1)f4(x1)... . . . ...
f1(x7)f1(x7) . . . f2(x7)f4(x7)

 . (2.24)
By repeating the above construction, this determinant can be expressed as (a sum over) products
of two determinants of 4×4 matrices times three determinants of lower-dimensional 2×2 matrices∑
s∈P10
ǫ(s) detI4 fi(xd1j (s)) detI4 fi(xd2j (s)) detI2 fi(xd3j (s)) detI2 fi(xd4j (s)) detI2 fi(xd5j (s)) ,
where detIn fi(xj) := detij∈In fi(xj). In order to obtain products of five determinants of 4 × 4
matrices in the form similar to Eq.(2.23), one has to impose some conditions on the functions fi.
In particular, it is sufficient to require that there exist two points, p3, p4 ∈ C, such that
f1(pi) = f2(pi) = 0 , i = 3, 4 ,
f3(p4) = f4(p3) = 0 ,
f3(p3) = f4(p4) = 1 .
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In this case, the following identity
det
(
f1(x1) f2(x1)
f1(x2) f2(x2)
)
= det


f1(x1) f2(x1) f3(x1) f4(x1)
f1(x2) f2(x2) f3(x2) f4(x2)
f1(p3) f2(p3) f3(p3) f4(p3)
f1(p4) f2(p4) f3(p4) f4(p4)

 ,
holds and the determinants in (2.24) are proportional to∑
s∈P7
ǫ(s) det fi(xd1
j
(s)) det fi(xd2
j
(s)) det f(xd31(s), xd32(s), p3, p4)
· det f(xd41(s), xd42(s), p3, p4) det f(xd51(s), xd52(s), p3, p4) ,
(2.25)
where det f(z1, . . . , z4) := detij∈I4 fi(zj). Lemma 2.5 generalizes such a result to any g and n.
Proportionality of Eqs.(2.24) and (2.25) can be understood as follows. Upon expanding the deter-
minants in (2.25) and using the conditions on fi, this expression corresponds to a summation of
products of the form
f1f2f3f4 · f1f2f3f4 · f1f2 · f1f2 · f1f2 , (2.26)
with the fi’s evaluated at x1, . . . , x7 (each xi appears twice). Such a product can be re-arranged
as
ffi1(x1)ffi2(x2) . . . ffi7(x7) ,
for some i1, . . . , i7 ∈ I10. After skew-symmetrization over the variables xi, only the products
with distinct i1, . . . , i7 contribute. But this implies i1, . . . , i7 ∈ I10,2, since the only possibility to
construct seven different functions fifj out of the fourteen functions in Eq.(2.26) is
f21 (x1)f1f2(x2)f1f3(x3)f1f4(x4)f
2
2 (x5)f2f3(x6)f2f4(x7) , (2.27)
up to permutations of the xi’s. This is strictly related to the observation that if κ(r˜
1, . . . , r˜5) is a
monomorphism, then it corresponds to a permutation of I10,2. The skew-symmetrization of (2.27)
with respect to x1, . . . , x7 is exactly the determinant we were looking for.
Note that Lemma 2.5 may not be generalized to the case of determinants of matrices with
rows ffi1 , . . . , ffiL , when I := {i1, . . . , iL} is a generic subset of I10. One can always define a
generalization of the κ function as κ(r˜1, . . . , r˜5) : I → I10, with r˜
1, . . . , r˜5 in some suitable subset
of P54 . However, the necessary condition for the generalization of Lemma 2.5 is that if κ is a
monomorphism, then κ(I) = I. Such a condition is verified, for example, if I = I10,n, as showed
before for I10,2. The condition still holds when I = I10,n ∪ {j}, for all the elements j ∈ I10 \ I10,n,
which is the content of Lemma 2.7. An example for which the analog of Lemma 2.5 does not exist
is for I = {1, 5, 8, 10}, corresponding to determinants of matrices with rows f21 , f
2
2 , f
2
3 , f
2
4 . Actually,
defining a formula similar to (2.23) in order to obtain terms in the form f21 (x1)f
2
2 (x2)f
2
3 (x3)f
2
4 (x4),
some unwanted terms, such as f1f2(x1)f2f3(x2)f3f4(x3)f4f1(x4), do not cancel on the RHS.
3. Divisors of higher order theta derivatives on Riemann surfaces
After reminding some basic facts about theta functions, we investigate the divisor structures
of the theta function and its derivatives that will be used in the subsequent sections.
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Set AZ := C
g/LZ , LZ := Z
g + ZZg, where Z belongs to the Siegel upper half-space
Hg := {Z ∈Mg(C)|
tZ = Z, ImZ > 0} ,
and consider the theta function with characteristics
θ [ab ] (z, Z) : =
∑
k∈Zg
epii
t(k+a)Z(k+a)+2pii t(k+a)(z+b)
= epii
taZa+2pii ta(z+b)θ
[
0
0
]
(z + b+ Za,Z) ,
(3.1)
where z ∈ AZ , a, b ∈ R
g. It has the quasi-periodicity properties
θ [ab ] (z + n+ Zm,Z) = e
−pii tmZm−2pii tmz+2pii( tan− tbm)θ [ab ] (z, Z) ,
m, n ∈ Zg. Denote by Θ ⊂ AZ the divisor of θ(z, Z) := θ
[
0
0
]
(z, Z) and by Θs ⊂ Θ the locus where
θ and its gradient vanish. Geometrically θ [ab ] (z, Z) is the unique holomorphic section of the bundle
LΘab on AZ defined by the divisor Θab = Θ + b + Za of θ [
a
b ] (z, Z). A suitable norm, continuous
throughout AZ , is given by
||θ||2 (z, Z) = e−2pi
tIm z(ImZ)−1 Im z¯|θ|2 (z, Z) .
Computing c1(LΘ) and using the Hirzebruch-Riemann-Roch Theorem, it can be proved that θ is
the unique holomorphic section of LΘ. It follows that (AZ ,LΘ) is a principally polarized abelian
variety.
3.1. Riemann theta functions and the prime form
Let {α, β} ≡ {α1, . . . , αg , β1, . . . , βg} be a symplectic basis of H1(C,Z) and {ωi}i∈Ig the basis
of H0(KC) satisfying the standard normalization condition
∮
αi
ωj = δij, forall i, j ∈ Ig. Let τ ∈ Hg
be the Riemann period matrix of C, τij :=
∮
βi
ωj . A different choice of the symplectic basis of
H1(C,Z) corresponds to a Γg := Sp(2g,Z) transformation(
α
β
)
7→
(
α˜
β˜
)
=
(
D C
B A
)(
α
β
)
,
(
A B
C D
)
∈ Γg ,
τ 7→ τ ′ = (Aτ +B)(Cτ +D)−1 . (3.2)
We denote by Ag := Hg/Γg the moduli space of principally polarized abelian varieties.
Choose an arbitrary point p0 ∈ C and let I(p) := (I1(p), . . . , Ig(p))
Ii(p) :=
∫ p
p0
ωi ,
p ∈ C, be the Abel-Jacobi map. It embeds C into the Jacobian J0(C) := C
g/Lτ , Lτ := Z
g + τZg,
and generalizes to a map from the space of divisors of C into J0(C) as I(
∑
i nipi) :=
∑
i niI(pi),
pi ∈ C, ni ∈ Z. By Jacobi Inversion Theorem the restriction of I to Cg is a surjective map onto
J0(C). The Hodge metric of the polarization of J0(C) has the Ka¨hler form
ν =
i
2
g∑
i,j=1
(τ−12 )ijdzi ∧ dz¯j , (3.3)
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whose pullback I∗ν = gµ defines the Bergman two-form on C
µ =
i
2g
g∑
i,j=1
(τ−12 )ijωi ∧ ω¯j . (3.4)
If δ′, δ′′ ∈ {0, 1/2}g, then θ [δ] (z, τ) := θ
[
δ′
δ′′
]
(z, τ) has definite parity in z
θ [δ] (−z, τ) = e(δ)θ [δ] (z, τ) ,
where e(δ) := e4pii
tδ′δ′′ . There are 22g different characteristics for which θ [δ] (z, τ) has definite
parity. By Abel Theorem each one of such theta characteristics determines the divisor class of a
spin bundle Lα ≃ K
1
2
C , so that we may call them spin structures. There are 2
g−1(2g +1) even and
2g−1(2g − 1) odd spin structures.
Consider the vector of Riemann constants
Kpi :=
1
2
+
1
2
τii −
g∑
j 6=i
∮
αj
ωj
∫ x
p
ωi , (3.5)
i ∈ Ig, for all p ∈ C. For any p we define the Riemann divisor class by
I(∆) := (g − 1)I(p)−Kp , (3.6)
which has the property 2∆ = KC .
In the following, we will consider θ(D + e) := θ
[
0
0
]
(I(D) + e, τ), for all e ∈ J0(C), evaluated
at some 0-degree divisor D of C. We will also use the notation
θ∆(D) := θ(I(D − n∆)) ,
for each divisor D of degree n(g − 1), n ∈ Z.
According to the Riemann Vanishing Theorem, for any p ∈ C and e ∈ J0(C)
i. if θ(e) 6= 0, then the divisor D of θ(x − p − e) in C is effective of degree g, with index of
specialty i(D) = 0 and e = I(D − p−∆);
ii. if θ(e) = 0, then for some ζ ∈ Cg−1, e = I(ζ −∆).
By Riemann’s Singularity Theorem it follows that the dimension of Θs for g ≥ 4 is g − 3 in
the hyperelliptic case and g − 4 if the curve is canonical.
Let ν a non-singular odd characteristic. The holomorphic 1-differential
h2ν(p) :=
g∑
1
ωi(p)∂ziθ [ν] (z)|z=0 , (3.7)
p ∈ C, has g − 1 double zeros. The prime form
E(z,w) :=
θ [ν] (w − z, τ)
hν(z)hν(w)
, (3.8)
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is a holomorphic section of a line bundle on C × C, corresponding to a differential form of weight
(−1/2,−1/2) on C˜ × C˜, where C˜ is the universal cover of C. It has a first order zero along the
diagonal of C × C. In particular, if t is a local coordinate at z ∈ C such that hν = dt, then
E(z,w) =
t(w)− t(z)√
dt(w)
√
dt(z)
(1 +O((t(w)− t(z))2)) .
Note that I(z + tαn+ tβm) = I(z) + n+ τm, m,n ∈ Zg, and
E(z + tαn+ tβm,w) = χe−pii
tmτm−2pii tmI(z−w)E(z,w) ,
where χ := e2pii(
tν′n− tν′′m) ∈ {−1,+1}, m,n ∈ Zg.
We will also consider the multi-valued g/2-differential σ(z) on C with empty divisor, that is
a holomorphic section of a trivial bundle on C, and satisfies the property
σ(z + tαn+ tβm) = χ−gepii(g−1)
tmτm+2pii tmKzσ(z) .
Such conditions fix σ(z) only up to a factor independent of z; the precise definition, to which we
will refer, can be given, following [34], on the universal covering of C (see also [35]). Furthermore,
σ(z,w) :=
σ(z)
σ(w)
=
θ∆(
∑g
1 xi − z)
θ∆(
∑g
1 xi − w)
g∏
i=1
E(xi, w)
E(xi, z)
, (3.9)
for all z,w, x1 , . . . , xg ∈ C, which follows by observing that the RHS is a nowhere vanishing section
both in z and w with the same multi-valuedness of σ(z)/σ(w).
Definition 3.1. For all z ∈ C and ν non-singular theta characteristics, set
σν(z) := hν(z)
g exp
(
−
g∑
i=1
∮
αi
ωi(w) log θ [ν] (w − z)
)
. (3.10)
Such a g/2-differential satisfies the same general properties of σ, and is defined directly on C.
Under the modular transformations z → z′ = z(CZ +D)−1, Z → Z ′ = (AZ +B)(CZ +D)−1 the
theta characteristics transform as(
a
b
)
→
(
a˜
b˜
)
=
(
D −C
−B A
)(
a
b
)
,
G :=
(
A B
C D
)
∈ Γg, for all a, b, z ∈ C
g, and the theta functions transform as [36]
θ[ab ](z, Z)→ θ[
a′
b′ ](z
′, Z ′) = ǫG(det(CZ +D))
1
2 e2piiφ[
a
b ](G)+pii
tz(CZ+D)−1Czθ[ab ](z, Z) ,
where ǫG is an eighth root of 1 depending only on G,(
a′
b′
)
:=
(
a˜
b˜
)
+
1
2
(
diag (C tD)
diag (A tB)
)
,
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and
2φ[ab ](G) := (
ta tb)
(
− tBD tBC
tBC − tAC
)(
a
b
)
+ diag(A tB) · (Da− Cb) .
Let ω(z,w) be the unique symmetric differential on C × C, with only a double pole along
z = w, satisfying
∮
αj
ω(z,w) = 0 and
∮
βj
ω(z,w) = 2πiωj , j ∈ Ig. The latter conditions imply that
under a modular transformation
ωˆ(z,w) = ω(z,w) − 2πi tω(z)(Cτ +D)−1ω(w) .
Since E(z,w) is the unique antisymmetric solution of ∂z∂w logE = ω(z,w) which is consistent
with the expansion of ω(z,w) for z ∼ w, it follows that
Eˆ(z,w) = E(z,w)e
pii(Cτ+D)−1C
∫
w
z
ω·
∫
w
z
ω
,
for all z,w ∈ C.
Lemma 3.2. (Fay [34]) If {α, β} and {α˜, β˜} are two markings of C related by (3.2) and Kq and
Kq
′
denote the respective vectors of Riemann constants for q ∈ C, then there are a0, b0 ∈ (
1
2
Z)g,
depending on the markings, such that
a0 −
1
2
diag (C tD) ∈ Zg , b0 −
1
2
diag (A tB) ∈ Zg ,
Kq
′
= t(Cτ +D)−1Kq + τ ′a0 + b0 ∈ C
g ,
and
θ(z′+Kq
′
, τ ′) = ǫ′(det(Cτ +D))
1
2 epii
t(z+Kq)(Cτ+D)−1C(z+Kq)−pii ta0τ
′a0−2pii
t(Cτ+D)−1(z+Kq)θ(z, τ) ,
for all z = t(Cτ +D)z′ ∈ Cg, with ǫ′ an eighth root of 1 depending on the markings.
Theta functions and, in particular, Thetanullwerte, i.e. theta constants θν(0), with ν even
characteristics, can be used to construct modular forms, i.e. meromorphic functions on Hg which are
invariant under modular transformations. Some regularity conditions at infinity are also required
for g = 1, which are not necessary for g > 1 due to the Koecher principle. More generally, one
considers modular forms of weight k < 0, i.e. holomorphic functions f on Hg which transform as
f(Z ′) = det(CZ +D)−kf(Z) , (3.11)
under modular transformations or other discrete subgroups of Sp(2g,R)/Z2, the group of auto-
morphisms of Hg.
3.2. Determinants in terms of theta functions
Set
S(p1 + . . . + pg) :=
θ∆(
∑g
1 pi − y)
σ(y)
∏g
1 E(y, pi)
, (3.12)
y, p1, . . . , pg ∈ C.
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Lemma 3.3. For all p1, . . . , pg ∈ C, S(p1+ . . .+ pg) is independent of y. For each fixed d ∈ Cg−1,
consider the map πd : C → Cg, πd(p) := p+ d. The pull-back π
∗
dS vanishes identically if and only
if d is a special divisor; if d is not special, then π∗dS is the unique (up to a constant) holomorphic
1/2-differential such that [(π∗dS) + d] is the canonical divisor class.
Proof. If p1 + . . . + pg is a special divisor, the Riemann Vanishing Theorem implies S = 0
identically in y; if p1 + . . . + pg is not special, S is a single-valued meromorphic section in y with
no zero and no pole. It follows that, in any case, S is a constant in y. This also shows that
S(p1 + . . .+ pg) = 0 if and only if p1 + . . .+ pg is a special divisor. Hence, if d ∈ Cg−1 is a special
divisor, S(p+d) = 0 for all p ∈ C. On the contrary, if d is not special, then h0(KC ⊗O(−d)) = 1,
and S(p+ d) = 0 if and only if p is one of the zeros of the (unique, up to a constant) holomorphic
section of H0(KC ⊗O(−d)), and this concludes the proof. 
Proposition 3.4. Fix n ∈ N+, set Nn := (2n−1)(g−1)+δn1 and let {φ
n
i }i∈INn be arbitrary bases
of H0(KnC). There are constants κ[φ
n] depending only on the marking of C and on {φni }i∈INn such
that
κ[φ1] =
detφ1i (pj)σ(y)
∏g
1 E(y, pi)
θ∆
(∑g
1 pi − y
)∏g
1 σ(pi)
∏g
i<j E(pi, pj)
=
detφ1i (pj)
S
(∑g
1 pi
)∏g
1 σ(pi)
∏g
i<j E(pi, pj)
, (3.13)
and
κ[φn] =
detφni (pj)
θ∆
(∑Nn
1 pi
)∏Nn
1 σ(pi)
2n−1
∏Nn
i<j E(pi, pj)
, (3.14)
for n ≥ 2, for all y, p1, . . . , pNn ∈ C.
Proof. κ[φn] is a meromorphic function with empty divisor with respect to y, p1, . . . , pNn . 
Remark 3.5. Replacing the g/2-differential σ in (3.13) and (3.14) by σν , defined in (3.10), defines
the new constants κν [φ
n].
For each set {φni }i∈INn ⊂ H
0(KnC), consider W [φ
n](p1, . . . , pNn) := detφ
n
i (pj), and the Wron-
skian W [φn](p) := det ∂j−1p φ
n
i (p). If W [φ
n](p1, . . . , pNn) does not vanish identically, then, for each
{φn
′
i }i∈INn ⊂ H
0(KnC), we have the constant ratio
κ[φn]
κ[φn′ ]
=
W [φn
′
](p1, . . . , pNn)
W [φn](p1, . . . , pNn)
=
W [φn
′
](p)
W [φn](p)
. (3.15)
3.3. Relations among higher order theta derivatives and holomorphic differentials
By Riemann Vanishing Theorem it follows that
θ(np+ cg−n − y −∆)
n ∈ Ig, as a function of y, has a zero of order n at p for all the effective divisors cg−n of degree
g − n. In particular, ∑
i
θi(p+ cg−2 −∆)ωi(p) = 0 . (3.16)
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Theorem 3.6. Fix x1, . . . , xg−1 ∈ C. The following relations hold
∑
i
θi(x1 + . . .+ xg−1 −∆)ωi(x1) = 0 ,
∑
i,j
θij(x1 + . . .+ xg−1 −∆)ωi(x1)ωj(x2) = 0 ,
...∑
i1,...,ig−1
θi1...ig−1(x1 + . . . + xg−1 −∆)ωi1(x1) · · ·ωig−1(xig−1) = 0 .
Proof. Without loss of generality, we can assume distinct x1, . . . , xg−1; the general case follows
by continuity arguments. The first relation is just Eq.(3.16). Let us assume that the equation∑
i1,...,in
θi1...in(x1 + . . . + xg−1 −∆)ωi1(x1) . . . ωin(xn) = 0 ,
holds, for all n ∈ IN−1, with 1 < N ≤ g − 1. Then by taking its derivative with respect to xn+1
one obtains the subsequent relation. 
Corollary 3.7. Fix p ∈ C and a set of effective divisors ck, k ∈ Ig−2 of degree k. The following
relations hold
∑
i
θi(p+ cg−2 −∆)ωi(p) = 0 ,
∑
i,j
θij(2p+ cg−3 −∆)ωiωj(p) = 0 ,
...∑
i1,...,ig−1
θi1...ig−1((g − 1)p−∆)ωi1 · · ·ωig−1(p) = 0 .
We denote by λ := {λ1, . . . , λl} a partition of length |λ| := l of some integer d > 0, that is
l∑
i=1
λi = d , λ1 ≥ . . . ≥ λl > 0 .
On the set of the partitions of an integer d, a total order relation can be defined by setting
λ′ > λ ⇐⇒ ∃i, 0 < i ≤ min{|λ|, |λ′|}, s.t.
{
λ′j = λj , 1 ≤ j < i ,
λ′i > λi .
With respect to such a relation, the minimal and the maximal partitions λmin and λmax of d, are
λmin1 = . . . = λ
min
d = 1 , λ
max
1 = d .
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Also observe that λmin and λmax have, respectively, the maximal and minimal lengths |λmin| = d,
|λmax| = 1.
For a general holomorphic d differential η, let η(z) be its trivialization around a point p ∈ C, with
respect to some local coordinate z and let us define
η(0)(p) := η(z) , η(n)(p) :=
∂nη
∂zn
(z) , n > 0 .
Theorem 3.8. Fix d ∈ Ig−1, a point p ∈ C and a effective divisor cg−d of degree g− d. Then, for
each partition λ of d, there exists c(λ) ∈ Z independent of C, p, cg−d, such that
g∑
i1,...,il
θi1...il((d− 1)p+ cg−d −∆)ω
(λ1−1)
i1
· · ·ω
(λl−1)
il
(p)
= c(λ)
g∑
j1,...,jd
θj1...jd((d− 1)p+ cg−d −∆)ωj1 · · ·ωjd(p) ,
(3.17)
where l := |λ|.
Proof. The theorem is just an identity for λ = λmin, with c(λmin) = 1. Let us consider a partition
λ > λmin of d, and set l := |λ| < d (|λ| = d necessarily implies λ = λmin). Fix c = x1+ . . .+xg−1,
with x1, . . . , xg−1 ∈ C, and apply the derivative operator
D(λ) :=
( d
dx1
)λ1
· · ·
( d
dxl
)λl
,
to the identity
θ(c −∆) = 0 . (3.18)
Upon taking the limit x1, . . . , xl → p, we obtain a sum, such that each term can be associated to
a partition λ′ of d and written as
g∑
i1,...,il′
θi1...il′ (lp+ cg−1−l −∆)ω
(λ′1−1)
i1
· · ·ω
(λ′
l′
−1)
il′
(p) ,
with l′ := |λ′| and cg−1−l = xl+1 + . . . + xg−1. The sum is over a set of partitions λ
′ satisfying
λ′ ≤ λ and l′ ≥ l, so that λ is the maximal partition appearing. Thus, the sum can be rearranged
as ∑
i1,...,il
θi1...il(lp+ cg−1−l −∆)ω
(λ1−1)
i1
· · ·ω
(λl−1)
il
(p)
=
∑
λ′<λ
b(λ, λ′)
∑
i1,...,il′
θi1...il′ (lp+ cg−1−l −∆)ω
(λ′1−1)
i1
· · ·ω
(λ′
l′
−1)
il′
(p) ,
(3.19)
for some coefficients b(λ, λ′) ∈ Z. If the only non-vanishing contribution to the RHS corresponds
to λ′ = λmin, the theorem follows after taking the limit xl+1, . . . , xd−1 → p. Otherwise, for each
λ′ > λmin, one can obtain a further identity by applying the operator D(λ
′) to the identity (3.18)
and taking the limit x1, . . . , xl′ → p. This procedure leads to an expression for∑
i1,...,il′
θi1...il′ (l
′p+ cg−1−l′ −∆)ω
(λ′1−1)
i1
· · ·ω
(λ′
l′
−1)
il′
(p) ,
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analogous to Eq.(3.19), where the RHS is a sum of terms corresponding to partitions λ′′ < λ′.
This expression can be used to replace the term corresponding to λ′ in Eq.(3.19), considered in
the limit xl+1, . . . , xl′ → p, with a sum over a set of partitions λ
′′ < λ′. After a finite number of
steps, the RHS of Eq.(3.19) reduces to a term corresponding to λmin times an integer coefficient
c(λ) :=
∑
λ′<λ
∑
λ′′<λ′
. . .
∑
λ...
b(λ, λ′)b(λ′, λ′′) · · · b(λ..., λmin) .
The arguments of the θ-functions on both sides are
l′p− cg−1−l′ −∆ ,
where l′ is the length of the minimal partition λ′ > λmin appearing in any intermediate step of the
procedure. Therefore, l′ ≤ d− 1 and the theorem follows. (Actually, with some more effort, it can
be proved that the bound d− 1 cannot be improved). 
Corollary 3.9. Fix d ∈ Ig−1, a point p ∈ C and an effective divisor cg−d−1 of degree g − d − 1.
Then, for each partition λ of d,
g∑
i1,...,il
θi1...il(dp+ cg−d−1 −∆)ω
(λ1−1)
i1
· · ·ω
(λl−1)
il
(p) = 0 ,
where l := |λ|.
Proof. A trivial application of Eq.(3.17), with cg−d := p+ cg−d−1, and Corollary 3.7. 
4. Special loci in Cg and the section K
In this section, we first introduce the basis of holomorphic 1-differentials (as a particular case
of a definition which holds for bases of holomorphic n-differentials, for arbitrary n ∈ N+), whose
n-fold product can be used to construct bases of holomorphic n-differentials. Next, we focus on
the construction of sets of two- and three-fold products of holomorphic abelian differentials and
discuss the condition under which they correspond to bases of H0(K2C) and H
0(K3C). We then
introduce the function K, which plays a key role in the present investigation, in particular for
what concerns the study of Θs. Theorem 4.18 summarizes some of the main results of the present
section, while Theorem 4.19 shows that K counts the number of intersections of special varieties
on J0(C) defined in terms of Θs.
4.1. Duality between Nn-tuples of points and bases of H
0(KnC)
Let C be a canonical curve of genus g and let Cd, d > 0, be the set of effective divisors of
degree d. Let {η}i∈Ig be a basis of H
0(KC) and fix the divisor c := p1 + . . . + pg−1 in such a way
that the matrix [ηi(pj)]i∈Ig
j∈Ig−1
be of maximal rank. The ratio
σc(p, q) :=
det η(p, p1, . . . , pg−1)
det η(q, p1, . . . , pg−1)
,
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is a meromorphic function on Cg−1 and a meromorphic section of the bundle
L := π∗1KC ⊗ π
∗
2K
−1
C ,
on C×C, where π1, π2 are the projections of C×C onto its first and second component, respectively.
Note that δ∗(L), where δ : C → C × C is the diagonal embedding δ(p) := (p, p), p ∈ C, is the
trivial line bundle on C. Furthermore, δ∗σc has neither zeros nor poles, and σc(p, p)/σc′(p, p) = 1,
c, c ′ ∈ Cg−1. Hence, there exists an isomorphism H
0(δ∗(L)) → C such that σc(p, p) → 1, for all
c ∈ Cg−1 for which σc is well-defined.
Proposition 4.1. Fix n ∈ Z>0 and let p1, . . . , pNn be a set of points of C such that
det φn(p1, . . . , pNn) 6= 0 ,
with {φni }i∈INn an arbitrary basis of H
0(KnC). Then
γni (z) :=
det φn(p1, . . . , pi−1, z, pi+1, . . . , pNn)
det φn(p1, . . . , pNn)
, (4.1)
i ∈ INn , for all z ∈ C, is a basis of H
0(KnC) which is independent of the choice of the basis
{φni }i∈INn and, up to normalization, on the local coordinates on C.
Proof. Since the matrix [φn]ij := φ
n
i (pj) is non-singular, it follows that
γni =
Nn∑
j=1
[φn]−1ij φ
n
j , (4.2)
i ∈ INn , is a basis of H
0(KnC). 
Observe that
det γni (p1, . . . , pj−1, z, pj+1, . . . , pNn) = γ
n
j (z) , (4.3)
for all z ∈ C, and
γni (pj) = δij , (4.4)
i, j ∈ INn . Furthermore,
det γni (zj) =
det φni (zj)
det φni (pj)
, (4.5)
for all z1, . . . , zg ∈ C. For n = 1, for each choice of p1, . . . , pg ∈ C with det ηi(pj) 6= 0, we set
σi(z) := γ
1
i (z) , i ∈ Ig . (4.6)
The bases {γni }i∈INn , in some sense, can be considered as dual to the Nn-tuple of points
p1, . . . , pNn involved in their definition. In facts, each point p ∈ C corresponds to the element of
P(H0(KnC)
∗) given by
p[φ] := φ(p) , φ ∈ H0(KnC) . (4.7)
By Eq.(4.7), we mean that a generic representative of p in H0(KnC)
∗ is given by φ→ φ(p), where
φ(p) is determined with respect to the choice of a local trivialization and a local coordinate around
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p. Hence, the choice of a Nn-tuple of points p1, . . . , pNn ∈ C satisfying the conditions of Proposition
4.1, together with the choice of local trivializations of KC and coordinates around each pi, i ∈ INn ,
determines a basis of H0(KnC)
∗. On the other hand, by Proposition 4.1, such data also determine
the basis {γni }i∈IN of H
0(KC), which satisfies the property
pi[γ
n
j ] = δij , ∀i, j ∈ INn ,
so that
pi ≡ γ
n
i
∗ ,
where {γni
∗}i∈INn if the basis dual to {γ
n
i }i∈IN .
Such a construction also extends to symmetric products of H0(KnC); we will only consider
the case of Sym2(H0(KC)), but the generalizations are straightforward. Each basis {ηi}i∈Ig of
H0(KC) naturally defines a basis in Sym
2(H0(KC)), given by (η ·η)i := η1i ·η2i , i ∈ IM . Similarly,
each element p+ q ∈ C2 ∼= Sym
2C corresponds to an element p · q ∈ P(Sym2(H0(KC))
∗) by
(p · q)
[∑
k
ηk · ρk
]
:=
∑
k
(ηk(p)ρk(q) + ηk(q)ρk(p)) ,
∑
k
ηk · ρk ∈ Sym
2H0(KC) , (4.8)
with the same notation of Eq.(4.7). In this sense, with respect to an arbitrary choice of local
coordinates around p1, . . . , pg, we have
pi[σj ] = δij , (p · p)k[σ · σl] = χkδkl , (4.9)
i, j ∈ Ig, k, l ∈ IM , so that
pi ≡ σ
∗
i , χ
−1
k (p · p)k ≡ (σ · σ)
∗
k , ∀i ∈ Ig, k ∈ IM ,
where {σ∗i }i∈Ig and {(σ · σ)
∗
k}k∈IM are the dual bases of {σi}i∈Ig and {σ · σk}k∈IM , respectively.
The results of section 3 can be used to derive an explicit expression for the matrix [ω]−1ij , with
{ωi}i∈Ig the dual basis of the symplectic basis of H1(C,Z).
Definition 4.2. For each fixed g-tuple (p1, . . . , pg) ∈ C
g let us define the following effective
divisors
a :=
∑
j∈Ig
pj , ai := a− pi , b := a− p1 − p2 ,
i ∈ Ig. Define the subset of C
g
A := {(p1, . . . , pg) ∈ C
g | det ηi(pj) = 0} ,
with {ηi}i∈Ig an arbitrary basis of H
0(KC).
Fix g+1 arbitrary points p1, . . . , pg, z ∈ C. By taking the limit y → z in Eq.(3.13), we obtain
det η(z, p1, . . . , pˇi, . . . , pg) = κ[η]
g∑
l=1
θ∆,l(ai)ωl(z)
∏
j,k 6=i
j<k
E(pj , pk)
∏
j 6=i
σ(pj) , (4.10)
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for all i ∈ Ig, where θ∆,i(e) := ∂ziθ∆(z)|z=e, e ∈ C
g. Furthermore,
θ(Kw + w − z) =
σ(z)E(z,w)g
κ[ω]σ(w)g
W [ω](w) , (4.11)
for all w, z ∈ C, with W [ω](z) the Wronskian of {ωi}i∈Ig at z. Note that, by (4.10), the condition
(p1, . . . , pg) ∈ C
g \ A implies ∑
j
θ∆,j(ai)ωj(pi) 6= 0 , (4.12)
for all i ∈ Ig.
Proposition 4.3. Fix (p1, . . . , pg) ∈ C
g \ A, with A defined in 4.2. Set [ω]ij := ωi(pj). We have
[ω]−1ij =
∮
αj
σi =
θ∆,j (ai)∑
k θ∆,k (ai)ωk(pi)
, (4.13)
i, j ∈ Ig, so that
σi(z) = σ(z, pi)
θ∆(a+ z − y − pi)
θ∆(a− y)E(z, pi)
E(y, pi)
E(y, z)
g∏
1
E(z, pj)
∏
j 6=i
1
E(pi, pj)
, (4.14)
and
κ[σ] =
σ(y)
∏g
1 E(y, pi)
θ∆(a− y)
∏g
i<j E(pi, pj)
∏g
1 σ(pk)
, (4.15)
for all z, y, xi, yi ∈ C, i ∈ Ig, with a, ai as in Definition 4.2. Furthermore, fix p1, . . . , pNn ∈ C such
that det φn(p1, . . . , pNn) 6= 0, with {φ
n
i }i∈INn an arbitrary basis of H
0(KnC). Then,
γni (z) = σ(z, pi)
2n−1
θ∆
(∑Nn
1 pj + z − pi
)∏Nn
j=1
j 6=i
E(z, pj)
θ∆
(∑Nn
1 pj
)∏Nn
j=1
j 6=i
E(pi, pj)
, (4.16)
i ∈ INn , and
κ[γn] =
1
θ∆
(∑Nn
1 pi
)∏Nn
1 σ(pi)
2n−1
∏Nn
i,j=1
i<j
E(pi, pj)
. (4.17)
Proof. By (4.2) and (4.6) we have σi =
∑
j [ω]
−1
ij ωj , and (4.13) follows by (3.13) and (4.10).
Eqs.(4.14)(4.15) follow by (3.13) and by detσi(pj) = 1, respectively. Similarly, (4.16) follows by
(4.1) and (3.14). Eq.(4.17) follows by det γni (pj) = 1. 
Corollary 4.4. Fix (p1, . . . , pg) ∈ C
g \ A. Then
∑
i∈Ig
θ∆,j (ai)∑
l θ∆,l (ai)ωl(pi)
ωk(pi) = δjk ,
j, k ∈ Ig.
Proof. This is just the identity
∑
i∈Ig
[ω]−1ij [ω]ki = δjk with [ω]
−1
ij given by (4.13). 
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4.2. Special loci in Cg from the condition of linear independence for holomorphic differentials
There exist natural homomorphisms from Symn(H0(KC)) to H
0(KnC), which, for n = 2, we
denote by
ψ: Sym2(H0(K2C))→ H
0(K2C)
η · ρ 7→ ηρ .
By Max Noether’s Theorem, if C is a Riemann surface of genus two or non-hyperelliptic with
g ≥ 3, then ψ is surjective. Set
vi := ψ(σ · σ)i = σ1iσ2i , (4.18)
i ∈ IM , so that
vi(pj) =
{
δij , i ∈ Ig ,
0 , g + 1 ≤ i ≤M ,
(4.19)
j ∈ Ig. By dimensional reasons, it follows that for g = 2 and g = 3 in the non-hyperelliptic case,
the set {vi}i∈IN is a basis of H
0(K2C) if and only if {σi}i∈Ig is a basis of H
0(KC). On the other
hand, for g ≥ 3 in the hyperelliptic case, there exist holomorphic quadratic differentials which
cannot be expressed as linear combinations of products of elements of H0(KC), so that v1, . . . , vN
are not linearly independent. The other possibilities are considered in the following proposition.
Proposition 4.5. Fix the points p1, . . . , pg ∈ C, with C non-hyperelliptic of genus g ≥ 4. If the
following conditions are satisfied
i. det ηi(pj) 6= 0, with {ηi}i∈Ig an arbitrary basis of H
0(KC);
ii. b :=
∑g
i=3 pi is the greatest common divisor of (σ1) and (σ2), with {σi}i∈Ig defined in (4.6),
then {vi}i∈IN is a basis of H
0(K2C).
Conversely, if there exists a set {σˆi}i∈Ig of holomorphic 1-differentials, such that
a. i 6= j ⇒ σˆi(pj) = 0, for all i, j ∈ Ig;
b. {vˆi}i∈IN is a basis of H
0(K2C), with vˆi := σˆσˆi, i ∈ IN ;
then i) and ii) hold.
Proof. To prove that i) and ii) imply that {vi}i∈IN is a basis of H
0(K2C), we first prove that
σi is the unique 1-differential, up to normalization, vanishing at ci := (σi) − b, i = 1, 2. Any
1-differential σ′i ∈ H
0(KC) vanishing at ci corresponds to an element σ
′
i/σi of H
0(O(b)), the space
of meromorphic functions f on C such that (f)+b is an effective divisor. Suppose that there exists
a σ′i such that σ
′
i/σi is not a constant, so that h
0(O(b)) ≥ 2. By the Riemann-Roch Theorem
h0(KC ⊗O(−b)) = h
0(O(b))− deg b − 1 + g ≥ 3 ,
there exist at least 3 linearly independent 1-differentials vanishing at the support of b and, in par-
ticular, there exists a linear combination of such differentials vanishing at p1, . . . , pg. This implies
that det ηi(pj) = 0, with {ηi}i∈Ig an arbitrary basis of H
0(KC), contradicting the hypotheses. Fix
ζi, ζ1i, ζ2i ∈ C in such a way that
g∑
i=3
ζiσ
2
i +
g∑
i=1
ζ2iσ1σi +
g∑
i=2
ζ1iσ2σi = 0 .
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Evaluating this relation at the point pj , 3 ≤ j ≤ g yields ζj = 0. Set
t1 := −
g∑
j=2
ζ1jσj , t2 :=
g∑
j=1
ζ2jσj , (4.20)
so that σ1t2 = σ2t1. Since the supports of c1 and c2 are disjoint, ti must be an element of
H0(KC ⊗O(−ci)), i = 1, 2 and then, by the previous remarks, t1/σ1 = t2/σ2 = ζ ∈ C. By (4.20)
ζσ1 +
g∑
j=2
ζ1jσj = 0 , ζσ2 −
g∑
k=1
ζ2kσk = 0 ,
and, by linear independence of σ1, . . . , σg, it follows that ζ = ζ1j = ζ2k = 0, 2 ≤ j ≤ g, k ∈ Ig.
Let us now assume that a) and b) hold for some set {σˆi}i∈Ig . Then {σˆi}i∈Ig is a basis of H
0(KC)
if and only if det ηi(pj) 6= 0. If {σˆi}i∈Ig is not a basis of H
0(KC), the corresponding vˆi, i ∈ IN ,
cannot span a N -dimensional vector space. Then i) is satisfied and the basis {σˆi}i∈Ig corresponds,
up to a non-singular diagonal transformation, to the basis {σi}i∈Ig , defined in (4.6).
Without loss of generality, to prove ii) we can assume that σˆi ≡ σi, i ∈ Ig and then vˆi ≡ vi,
i ∈ IN . Suppose there exists p ∈ C such that p+ b ≤ (σi), for all i ∈ I2. If p ≡ p1 or p ≡ p2, then
σi(p) = 0, for all i ∈ Ig, and therefore {σi}i∈Ig would not be a basis, which contradicts b).
Suppose there exists i, 3 ≤ i ≤ g, with p ≡ pi. In this case, each vj , j ∈ IN \ {i}, has a
double zero in pi, whereas vi(pi) 6= 0; therefore, an element of H
0(K2C) with a single zero in pi
(such as, for example, σiσj , with 3 ≤ j ≤ g, j 6= i) cannot be expressed as a linear combination of
v1, . . . , vN , in contradiction with the assumptions.
Finally, suppose that p 6= pi, for all i ∈ Ig. In this case, there exists at least one σi, 3 ≤ i ≤ g,
with σi(p) 6= 0, since, on the contrary, {σi}i∈Ig would not be a basis of H
0(KC). Suppose that
σi(p) 6= 0 and σj(p) 6= 0 for some 3 ≤ i, j ≤ g, i 6= j. Then σiσj cannot be expressed as
a linear combination of vk, k ∈ IN . In fact, σiσj(pk) = 0, for all k ∈ Ig, would imply that
σiσj = σ1ρ1 + σ2ρ2, for some ρ1, ρ2 ∈ H
0(KC); but this is impossible, since σ1(p) = 0 = σ2(p),
whereas σiσj(p) 6= 0. Therefore, there should exist exactly one i ∈ Ig with σi(p) 6= 0. It follows
that σj(p) = 0 = σj(pi), for all j ∈ Ig \ {i}; then h
0(KC ⊗O(−p− pj)) ≥ g − 1 and, by Riemann-
Roch Theorem, there exists a non-constant meromorphic function on C, with only single poles in
p and pj . But this would imply that C is hyperelliptic, in contradiction with the hypotheses. 
The proof that i) and ii) imply that {vi}i∈IN is a basis is due to Petri [2] (see also [37]). It
can be proved that on a non-hyperelliptic curve there always exists a set of points {p1, . . . , pg}
satisfying the hypotheses of Proposition 4.5. This is related to the classical result dimΘs = g − 4
for non-hyperelliptic surfaces of genus g ≥ 4, as will be shown in Corollary 4.14.
In view of Theorem 4.5, it is useful to introduce the following subset of Cg ≡ C × . . . × C︸ ︷︷ ︸
g times
.
Definition 4.6. Let B be the subset of Cg
B := {(p1, . . . , pg) ∈ C
g | det ηi(pj) = 0 ∨ gcd((σ1), (σ2)) 6= b} ,
for an arbitrary basis {ηi}i∈Ig of H
0(KC).
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Corollary 4.7. Fix (p1, . . . , pg) ∈ C
g \ A such that the greatest common divisor of (σ1) and (σ2)
be b + q1 + . . . + qn, for some q1, . . . , qn ∈ C, n ≥ 1. Then the dimension r of the vector space
generated by {vi}i∈IN is r = N − n.
Proof. Let us prove that n is the number (N−r) of independent linear relations among v1, . . . , vN .
Set d := q1 + . . . + qn. By det ηi(pj) 6= 0, the quadratic differentials σ
2
i , i ∈ Ig, are linearly
independent and independent of σ1σ2, σ1σi, σ2σi, i ∈ Ig \ {1, 2}. Therefore, all the independent
linear relations have the form
σ1t2 = σ2t1 , (4.21)
for some t1, t2 ∈ H
0(KC), with the condition t1(p1) = 0 in order to exclude the trivial relation
ti = σi, i = 1, 2. Consider the effective divisors cˆ1, cˆ2 of degree g − n with no common points,
defined by cˆi := (σi) − d − b, i = 1, 2. By det ηi(pj) 6= 0, it follows that h
0(KC ⊗ O(−b)) =
2, so that h0(KC ⊗ O(−b − d)) = 2 too. This implies that σ1/σ2 and σ2/σ1 are the unique
elements of H0(O(cˆ1)) and H
0(O(cˆ2)), respectively. Then, by Riemann-Roch Theorem, we have
h0(KC ⊗O(−cˆi)) = n+ 1, i = 1, 2. By Eq.(4.21), the divisors of t1, t2 satisfy
cˆ1 + (t2) = cˆ2 + (t1) ,
so that ti ∈ H
0(KC ⊗O(−cˆi)). In particular, a basis σ1, α1, . . . , αn of H
0(KC ⊗ O(−cˆ1)) can be
chosen in such a way that αi(p1) = 0, for all i ∈ In. Hence, t1 is a linear combination of α1, . . . , αn
and there are at most n linearly independent relations of the form (4.21). This implies N − r ≤ n.
Let us now prove that such n linearly independent relations exist. By the Riemann-Roch
Theorem, since h0(KC⊗O(−b−d)) = 2, we obtain h
0(O(b+d)) = n+1; a basis forH0(O(b+d)) is
given by α1/σ1, . . . , αn/σ1 and the constant function. On the other hand, if σ2, β1, . . . , βn is a basis
for H0(KC⊗O(−cˆ2)), then β1/σ2, . . . , βn/σ2 are n linearly independent elements of H
0(O(b+d)).
Hence, there exist n linearly independent relations
βi
σ2
=
n∑
j=1
cij
αj
σ1
+ ci0 ,
i ∈ In, for some cij ∈ C, 0 ≤ j ≤ n. By multiplying both sides by σ1σ2, we obtain
σ1βi =
n∑
j=1
cijσ2αj + ci0σ1σ2 .
Therefore, N − r ≥ n and the corollary follows. 
Consider the holomorphic 3-differentials (with the notation defined in section 2)
ϕi = σσσi := σ1iσ2iσ3i , (4.22)
i ∈ IM3 , with {σi}i∈Ig a basis ofH
0(KC). By the Max Noether’s Theorem and dimensional reasons,
it follows that the first N3 := 5g − 5 of such differentials are a basis of H
0(K3C) for g = 3 in the
non-hyperelliptic case, whereas they are not linearly independent for g ≥ 2 in the hyperelliptic
case. The other possibilities are considered in the following proposition.
Proposition 4.8. Fix the points p1, . . . , pg ∈ C, with C non-hyperelliptic of genus g ≥ 4. If the
following conditions are satisfied for a fixed i ∈ Ig \ {1, 2}:
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i. det ηj(pk) 6= 0, with {ηj}j∈Ig an arbitrary basis of H
0(KC);
ii. b :=
∑g
j=3 pj is the greatest common divisor of (σ1) and (σ2), with {σj}j∈Ig defined in (4.6);
iii. pk is a single zero for σ1, for all k 6= i, 3 ≤ k ≤ g;
then the set {ϕj}j∈IN3−1 ∪ {ϕi+5g−8} is a basis of H
0(K3C). In particular, if i), ii) and
iii’. p3, . . . , pg are single zeros for σ1,
are satisfied, then, for each i, 3 ≤ i ≤ g, the set {ϕj}j∈IN3−1 ∪ {ϕi+5g−8} is a basis of H
0(K3C).
Conversely, if for some fixed i ∈ Ig \{1, 2} there exists a set {σˆj}j∈Ig of holomorphic 1-differentials,
such that
a. j 6= k ⇒ σˆj(pk) = 0, for all j, k ∈ Ig;
b. {ϕˆj}j∈IN3−1 ∪ {ϕˆi+5g−8} is a basis of H
0(K3C), with ϕˆj := σˆσˆσˆj , j ∈ IM3 ;
then i), ii) and iii) hold.
Proof. We first prove that if i), ii) and iii) hold for a fixed i, 3 ≤ i ≤ g, then {ϕj}j∈IN3−1 ∪
{ϕi+5g−8} is a basis of H
0(K3C). To this end it is sufficient to prove that the equation
g∑
j=3
(ζjσ
3
j + ζ1jσ1σ
2
j + ζ12jσ1σ2σj) + σ
2
1µ+ σ
2
2ν + ζ2iσ2σ
2
i = 0 ,
is satisfied if and only if ζj , ζ1j , ζ2i, ζ12j ∈ C, 3 ≤ j ≤ g, and µ, ν ∈ H
0(KC) all vanish identically (no
non-trivial solution). Evaluating such an equation at pj ∈ C, 3 ≤ j ≤ g, gives ζj = 0. Furthermore,
note that, by condition iii), for each j 6= i, 3 ≤ j ≤ g, σ1σ
2
j is the unique 3-differential with a single
zero in pj , so that ζ1j = 0. We are left with
ζ1iσ1σ
2
i + ζ2iσ2σ
2
i + σ
2
1µ+ σ
2
2ν +
g∑
j=3
ζ12jσ1σ2σj = 0 . (4.23)
By Riemann-Roch Theorem, for each k, 3 ≤ k ≤ g, h0(KC ⊗ O(−b − pk)) ≥ 1; the condition
ii) implies that h0(KC ⊗ O(−b − pk)) ≤ 1, so that, in particular, there exists a unique (up to a
constant) non-vanishing β in H0(KC ⊗O(−b − pi)). Furthermore,
H0(KC ⊗O(−b)) 6=
g⋃
k=3
H0(KC ⊗O(−b − pk)) ,
because the LHS is a 2-dimensional space and the RHS is a finite union of 1-dimensional subspaces;
then, there exists α ∈ H0(KC ⊗ O(−b)) such that p3, . . . , pg are single zeros for α. Note that α
and β span H0(KC ⊗O(−b)) and α
2, β2 and αβ span H0(K2C ⊗O(−2b)). Hence, the existence of
non-trivial ζ1i, ζ2i, ζ12j , ν, µ satisfying Eq.(4.23) is equivalent to the existence of non-trivial ν
′, µ′ ∈
H0(KC) and ζα, ζβ , ζαβj ∈ C satisfying
ζαασ
2
i + ζββσ
2
i + α
2µ′ + β2ν′ +
g∑
j=3
ζαβjαβσj = 0 .
Note that ασ2i is the unique 3-differential with a single zero in pi, so that ζα = 0. Condition ii)
implies that b is the greatest common divisor of (α) and (β). Then α 6= 0 on the support of cβ ,
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where cβ := (β)− b− pi. Hence, µ
′ ∈ H0(KC ⊗O(−cβ)), which, by Riemann-Roch Theorem, is a
1-dimensional space, so that µ′ = ζ ′µβ, for some ζ
′
µ ∈ C. Since, by construction, β 6= 0, we have
ζβσ
2
i + ζ
′
µα
2 + βν′ +
g∑
j=3
ζαβjασj = 0 .
By evaluating such an equation at pi gives ζβ = 0. Furthermore, since β 6= 0 on the support of cα,
where cα := (α)− b, it follows that ν
′ = ζ ′να, for some ζ
′
ν ∈ C. Since α 6= 0
ζ ′µα+ ζ
′
νβ +
g∑
j=3
ζαβjσj = 0 ,
which implies that ζ ′µ = ζ
′
ν = ζαβj = 0, for all 3 ≤ j ≤ g.
Conversely, suppose that a) and b) hold for some fixed i, with 3 ≤ i ≤ g, and for some set
{σˆj}j∈Ig . If det ηj(pk) = 0, then {σˆj}j∈Ig is not a basis of H
0(KC) and {ϕˆj}j∈IN3−1 cannot span
a (N3 − 1)-dimensional vector space. Then i) is satisfied and the basis {σˆj}j∈Ig corresponds, up
to a non-singular diagonal transformation, to the basis {σj}j∈Ig , defined in (4.6).
Without loss of generality, we can prove ii) and iii) for σˆj ≡ σj , j ∈ Ig and then φˆj ≡ φj , j ∈ IM3 .
Since the 3-differentials σ1vj , j ∈ IN , are distinct elements of a basis of H
0(K3C), then vj , j ∈ IN ,
are linearly independent elements of H0(K2C) and, by Proposition 4.5, also condition ii) is satisfied.
Finally, assume that there exists k 6= i, 3 ≤ k ≤ g, such that σ1 has a double zero in pk. Then,
apart from ϕk ≡ σ
3
k, which satisfies ϕk(pk) 6= 0, all the other 3-differentials of the basis have a
double zero in pk. Therefore, an element of H
0(K3C) with a single zero in pk cannot be a linear
combination of the elements of such a basis, which is absurd. (An example of a holomorphic 3-
differential with a single zero in pk is σ2σ
2
k, since, by condition ii), σ2 cannot have a double zero
in pk). 
4.3. Combinatorial lemmas and determinants of holomorphic differentials
Applying Lemmas 2.5 and 2.7 to determinants of symmetric products of holomorphic 1-
differentials on an algebraic curve C of genus g leads to combinatorial relations. By Eq.(3.13)
and (3.14), such combinatorial relations yield non trivial identities among products of theta func-
tions.
Proposition 4.9. The following identities
det ηη(x1, x2, x3) = det η(x1, x2) det η(x1, x3) detη(x2, x3) , g = 2 , (4.24)
det ηη(x1, . . . , x6) =
1
15
∑
s∈P′6
ǫ(s)
4∏
i=1
det η(xdi
1
(s), xdi
2
(s), xdi
3
(s)) , g = 3 , (4.25)
∑
s∈PM
ǫ(s)
g+1∏
i=1
det η(xdi(s)) = 0 , g ≥ 4 , (4.26)
where {ηi}i∈Ig is an arbitrary basis of H
0(KC) and xi, i ∈ IM , are arbitrary points of C, hold.
Furthermore, they are equivalent to
det ηη(x1, x2, x3) = −κ[η]
3
∏3
i=1 θ∆(
∑3
j=1 xj − 2xi)
∏3
1 σ(xj)∏
i<j E(xi, xj)
, (4.27)
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for g = 2
det ηη(x1, . . . , x6) =
κ[η]
15
4 6∏
i=1
σ(xi)
2
∑
s∈P′6
ǫ(s)
4∏
k=1
θ∆
(∑3
i=1 xdki (s) − yk,s
)∏3
i<j E(xdki (s), xdkj (s))∏3
i=1E(yk,s, xdki (s))σ(yk,s)
,
(4.28)
for g = 3
κ[η]
cg
g+1 M∏
l=1
σ(xl)
2
∑
s∈PM
ǫ(s)
g+1∏
k=1
θ∆
(∑g
i=1 xdki (s) − yk,s)
∏g
i<j E(xdki (s), xdkj (s))∏g
i=1E(yk,s, xdki (s))σ(yk,s)
= 0 , (4.29)
for g ≥ 4, where yk,s, k ∈ Ig+1, s ∈ PM , are arbitrary points of C.
Proof. Eqs.(4.24)-(4.26) follow by applying Lemma 2.5 to det ηη(x1, . . . , xM ) and noting that it
vanishes for g ≥ 4. Eqs.(4.27)-(4.29) then follow by Eq.(3.13). 
In [38] D’Hoker and Phong made the interesting observation that for g = 2
detωω(x1, x2, x3) = detω(x1, x2) detω(x1, x3) detω(x2, x3) , (4.30)
that proved by first expressing the holomorphic differentials in the explicit form and then using the
product form of the Vandermonde determinant. Eq.(4.30) corresponds to (4.24) when the generic
basis η1, η2 of H
0(KC) is the canonical one. On the other hand, the way (4.24) has been derived
shows that (4.30) is an algebraic identity since it does not need the explicit hyperelliptic expression
of ω1 and ω2. Eq.(4.30) is the first case of the general formulas, derived in Lemmas 2.5 and 2.7,
expressing the determinant of the matrix ffi(xj) in terms of a sum of permutations of products of
determinants of the matrix fi(xj). In particular, by (4.25), for g = 3 we have
detωω(x1, . . . , x6) =
1
15
∑
s∈P′6
ǫ(s)
4∏
i=1
detω(xdi(s)) .
For n < g, a necessary condition for Eq.(2.14) to hold is the existence of the points pi,
3 ≤ i ≤ g, satisfying Eq.(2.13); in particular, Lemmas 2.5 and 2.7 can be applied to the basis
{σi}i∈Ig , of H
0(KC), defined in Eq.(4.6).
Theorem 4.10. Fix the points p1, . . . , pg ∈ C, and σˆi ∈ H
0(KC), i ∈ Ig, in such a way that
σˆi(pj) = 0, for all i 6= j ∈ Ig. Define vˆi ∈ H
0(K2C), i ∈ IN , by
vˆi := ψ(σˆ · σˆ)i = σˆ1i σˆ2i ,
and let {ηi}i∈Ig be an arbitrary basis of H
0(KC). Then, the following identity
det vˆ(p3, . . . , pg, x1, . . . , x2g−1)
( det ηi(pj)
σˆ1(p1)σˆ2(p2)
)g+1 g∏
i=3
σˆi(pi)
−4
=
(−)
cg,2
g+1 ∑
s∈P2g−1
ǫ(s) detη(xd1(s)) detη(xd2(s))
g+1∏
i=3
det η(xdi1(s), xdi2(s), p3, . . . , pg) ,
(4.31)
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holds for all x1, . . . , x2g−1 ∈ C, where, according to (2.18), cg,2 = g!(g − 1)!(2g − 1).
Proof. Assume that p1, . . . , pg satisfy the hypotheses of Proposition 4.1, so that {σˆi}i∈Ig is a basis
of H0(KC) and σˆi(pi) 6= 0, for all i ∈ Ig. Since the points p1, . . . , pg satisfying such a condition
are a dense set in Cg, it suffices to prove Eq.(4.31) in this case and then conclude by continuity
arguments. A relation analogous to (4.19) holds
vi(pj) =
{
σˆi(pi)
2δij , i ∈ Ig ,
0 , g + 1 ≤ i ≤M ,
j ∈ Ig, so that
det vˆ(p3, . . . , pg, x1, . . . , x2g−1) = (−)
g+1
g∏
i=3
σˆi(pi)
2 det
IM,2
σˆσˆ(x1, . . . , x2g−1) .
By Lemma 2.5 for n = 2, detIM,2 σˆσˆ(x1, . . . , x2g−1) is equal to the RHS of (2.14) divided by∏g
i=3 σˆi(pi)
g−1. Eq.(4.31) then follows by the identity
det σˆi(zj) =
det ηi(zj)
det ηi(pj)
det σˆi(pj) =
det ηi(zj)
det ηi(pj)
g∏
i=1
σˆi(pi) .

Remark 4.11. If det ηi(pj) 6= 0, then Theorem 4.10 holds for σˆi ≡ σi, so that σˆi(pi) = 1, i ∈ Ig,
and vˆi ≡ vi, i ∈ IN .
Corollary 4.12. Let b :=
∑g
i=3 pi be a fixed divisor of C and define vˆi, i ∈ IN , as in Theorem
4.10. Then for all x1, . . . , xN ∈ C
det vˆ(x1, . . . , xN ) = −
F
cg,2
θ∆
(∑N
1 xi
)∏N
i=2g(σ(xi)
3
∏i−1
j=1E(xj , xi))
θ∆
(∑2g−1
1 xi + b
)∏g
i=3
∏2g−1
j=1 E(pi, xj)
2g−1∏
i=1
σ(xi)
2
·
∑
s∈P2g−1
ǫ(s)S
( g∑
i=1
xsi
)
S
(2g−1∑
i=g
xsi
) g∏
i,j=1
i<j
E(xsi , xsj )
2g−1∏
i,j=g
i<j
E(xsi , xsj )
·
g−1∏
k=1
(
S(xsk + xsk+g + b)E(xsk , xsk+g )
g∏
i=3
E(xsk , pi)E(xsk+g , pi)
)
,
(4.32)
where F ≡ F (p1, . . . , pg) is
F :=
( σˆ1(p1)σˆ2(p2)
S(a)σ(p1)σ(p2)E(p1, p2)
)g+1 g∏
i=3
σˆi(pi)
4
σ(pi)5(E(p1, pi)E(p2, pi))g+1
∏g
j>iE(pi, pj)
3
.
Proof. Apply Eq.(4.31) to
det vˆ(x1, . . . , xN ) =
det ρ(x1, . . . , xN )
det ρ(p3, . . . , pg, x1, . . . , x2g−1)
det vˆ(p3, . . . , pg, x1, . . . , x2g−1) ,
with {ρi}i∈IN an arbitrary basis of H
0(K2C). Eq.(4.32) then follows by Eqs.(3.13)(3.14). 
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4.4. Characterization of the B locus and the divisor of K
Proposition 4.1 shows that det ηi(pj) 6= 0, for an arbitrary basis {ηi}i∈Ig of H
0
C(K), is a
necessary and sufficient condition on the points p1, . . . , pg for the existence of a basis of holomorphic
1-differentials {σˆi}i∈Ig , such that i 6= j ⇒ σi(pj) = 0, i, j ∈ Ig. By Eq.(3.13) and (3.12) it follows
that the subset A ⊂ Cg, for which such a condition is not satisfied, corresponds to the set of
solutions of the equation
S(a)
g∏
i<j
E(pi, pj) = 0 .
It is more difficult to characterize the locus B ⊂ Cg, whose elements are the g-tuples of points
p1, . . . , pg which do not satisfy the conditions of Proposition 4.5. The following theorems show
that such a locus can be characterized as the set of solutions of the equation H = 0 for a suitable
function H(p1, . . . , pg).
Theorem 4.13. Fix g − 2 distinct points p3, . . . , pg ∈ C such that
{I(p+ b −∆)|p ∈ C} ∩Θs = ∅ , (4.33)
b :=
∑g
3 pi. Then, for each p2 ∈ C \ {p3, . . . , pg}, there exists a finite set of points S, depending on
b and p2, with {p2, . . . , pg} ⊂ S ⊂ C, such that, for all p1 ∈ C \ S, the holomorphic 1-differentials
{σi}i∈Ig , associated to the points p1, . . . , pg by Proposition 4.1, is a basis of H
0(KC) and the
corresponding quadratic differentials {vi}i∈IN is a basis of H
0(K2C). Conversely, if for some fixed
g − 2 arbitrary points p3, . . . , pg ∈ C, there exist p1, p2 ∈ C such that the associated {σi}i∈Ig and
{vi}i∈IN are bases of H
0(KC) and H
0(K2C), then (4.33) holds.
Proof. Eq.(4.33) implies that h0(KC⊗O(−b−p)) = 1, for all p ∈ C. Hence, h
0(KC⊗O(−b)) = 2
and, for each pair of linearly independent elements σ1, σ2 of H
0(KC ⊗ O(−b)), the supports of
(σ1) − b and (σ2) − b are disjoint. Fix p2 ∈ C \ {p3, . . . , pg} and let σ1 be a non-vanishing
element of H0(KC ⊗ O(−b − p2)). Define the finite set S as the support of (σ1) or, equivalently,
as the union of {p2, . . . , pg} and the set of zeros of S(x + p2 + b). Then, for all p1 ∈ C \ S, fix
σ2 ∈ H
0(KC⊗O(−b−p1)) so that σ1 and σ2 are linearly independent. Then p1, . . . , pg satisfy the
conditions i) and ii) of Proposition 4.5, and {vi}i∈IN , as defined in (4.18), is a basis of H
0(K2C).
Conversely, if I(p + b −∆) ∈ Θs for some p ∈ C, then, for each pair σ1, σ2 ∈ H
0(KC ⊗ O(−b)),
their greatest common divisor satisfies gcd(σ1, σ2) ≥ p+ b and the condition ii) of Proposition 4.5
does not hold. 
The classical result that the dimension of Θs is g − 4 for a non-hyperelliptic Riemann surface
of genus g ≥ 4, immediately gives the following corollary by simple dimensional considerations.
Corollary 4.14. In a non-hyperelliptic Riemann surface C of genus g ≥ 4, there always exist g
points p1, . . . , pg ∈ C such that the corresponding {vi}i∈IN is a basis of H
0(K2C).
Proof. By Theorem 4.13, it is sufficient to prove that there exists b ∈ Cg−2 satisfying the condition
(4.33). Suppose, by absurd, that this is not true. Then, a translation of Wg−2 = I(Cg−2) is a
subset of Θs ⊖W1 := {e − I(p) | e ∈ Θs, p ∈ C}. The corollary then follows by observing that
Wg−2 has dimension g − 2, whereas the dimension of each component of Θs ⊖ W1 is less than
dimΘs + dimW1 = g − 3. 
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Theorem 4.15. Fix p1 . . . , pg ∈ C. The function H ≡ H(p1, . . . , pg)
H :=
S(a)5g−7E(p1, p2)
g+1
θ∆
(
b +
∑2g−1
1 xi
)∏2g−1
i=1 σ(xi)
g∏
i=3
E(p1, pi)
4E(p2, pi)
4
∏g
j>iE(pi, pj)
5
σ(pi)
·
∑
s∈P2g−1
S
(∑g
i=1 xsi
)
S
(∑2g−1
i=g xsi
)∏g
i=3E(xsg , pi)
g−1∏
i=1
S(xsi + xsi+g + b)∏
g−1
j=1
j 6=i
E(xsi , xsj+g )
,
(4.34)
is independent of the points x1, . . . , x2g−1 ∈ C. Furthermore, the set {vi}i∈IN , defined as in (4.18),
is a basis of H0(K2C) if and only if H 6= 0.
Proof. Consider the holomorphic 1-differentials
σˆi(z) := A
−1
i σ(z)S(ai + z)
g∏
j=1
j 6=i
E(z, pj) = A
−1
i
g∑
j=1
θ∆,j(ai)ωj(z) ,
i ∈ Ig, with ai as in Definition 4.2 and A1, . . . , Ag non-vanishing constants. If the points p1, . . . , pg
satisfy the hypotheses of Proposition 4.1, then {σˆi}i∈Ig corresponds, up to a non-singular diagonal
transformation, to the basis defined in (4.6). Let {ρi}i∈IN be an arbitrary basis of H
0(K2C). By
(3.14) the following identity
det ρ(p3, . . . , pg, x1, . . . , x2g−1)
= κ[ρ]ǫ(s)
2g−1∏
i,j=1
i<j
E(xsi , xsj )θ∆
(2g−1∑
1
xi + b
) 2g−1∏
i=1
σ(xi)
3
g∏
i=3
σ(pi)
3
g∏
i,j=3
i<j
E(pi, pj)
g∏
i=3
2g−1∏
j=1
E(pi, xj) ,
holds for all s ∈ P2g−1. Together with Eq.(4.32) and the above expression for σˆi, it implies that
H = κ[ρ]cg,2(A1A2)
g+1
g∏
i=3
A4i
det vˆ(p3, . . . , pg, x1, . . . , x2g−1)
det ρ(p3, . . . , pg, x1, . . . , x2g−1)
. (4.35)
Hence, H is independent of x1, . . . , x2g−1, and H 6= 0 if and only if {vˆi}i∈IN is a basis of H
0(K2C).
On the other hand the vector (vˆ1, . . . , vˆN ) corresponds, up to a non-singular diagonal transforma-
tion, to (v1, . . . , vN ), with vi, i ∈ IN , defined in (4.18). 
Remark 4.16. By (4.35)
κ[vˆ] =
H(p1, . . . , pg)
cg,2(A1A2)g+1
∏g
i=3A
4
i
.
Furthermore, if (p1, . . . , pg) /∈ A, then one can choose
Ai = σ(pi)S(a)
g∏
j=1
j 6=i
E(pi, pj) =
g∑
j=1
θ∆,j(ai)ωj(pi) ,
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to obtain σˆi ≡ σi, i ∈ Ig, and
κ[v] =
H(p1, . . . , pg)
cg,2
∏2
i=1
(∑g
j=1 θ∆,j(ai)ωj(pi)
)g+1∏g
i=3
(∑g
j=1 θ∆,j(ai)ωj(pi)
)4
=
H(p1, . . . , pg)
cg,2S(a)6g−6
∏2
i=1
(
σ(pi)
∏g
j=1
j 6=i
E(pi, pj)
)g+1∏g
i=3
(
σ(pi)
∏g
j=1
j 6=i
E(pi, pj)
)4 .
(4.36)
Observe that A ⊂ B. Theorem 4.13 shows that if (p1, . . . , pg) /∈ A, a necessary and sufficient
condition for (p1, . . . , pg) to be in B is that there exists p ∈ C such that I(b+ p−∆) ∈ Θs. Hence,
B is the union of A together with the pull-back of a divisor in Cg−2 by the projection Cg → Cg−2
which “forgets” the first pair of points: (p1, . . . , pg)→ (p3, . . . , pg). Such a divisor is characterized
by the equation K = 0, where K is defined in the following corollary.
Corollary 4.17. Define
K(p3, . . . , pg) :=
1
θ∆
(
b +
∑2g−1
1 xi
)∏2g−1
1 σ(xi)
∏g
i=3 σ(pi)
·
∑
s∈P2g−1
S
(∑g
i=1 xsi
)
S
(∑2g−1
i=g xsi
)∏g
i=3E(xsg , pi)
g−1∏
i=1
S(xsi + xsi+g + b)∏
g−1
j=1
j 6=i
E(xsi , xsj+g )
.
(4.37)
a. K ≡ K(p3, . . . , pg) is independent of x1, . . . , x2g−1 ∈ C.
b. For any p1, . . . , pg ∈ C such that det ηi(pj) 6= 0, the set {vi}i∈IN , defined in (4.18), is a basis
of H0(K2C) if and only if K 6= 0.
c.
S(p1 + p2 + b) = 0 , ∀p1, p2 ∈ C =⇒ K = 0 . (4.38)
d. If p3, . . . , pg are pairwise distinct and K 6= 0, then there exist p1, p2 ∈ C such that H 6= 0.
Proof.
– a. The ratio
H
K
= S(a)5g−7E(p1, p2)
g+1
g∏
i=3
(E(p1, pi)E(p2, pi))
4
g∏
i,j=3
i<j
E(pi, pj)
5 , (4.39)
is independent of x1, . . . , x2g−1, so that a) follows by Theorem 4.15 or, equivalently, noticing
that by Eqs.(4.15)(4.34)(4.36) and (4.39)
K(p3, . . . , pg) := (−)
g+1cg,2
κ[v]
κ[σ]g+1
g∏
i,j=3
i<j
E(pi, pj)
2−g
g∏
i=3
σ(pi)
3−g . (4.40)
– b. By (3.13) and (4.39) the condition det ηi(pj) 6= 0 implies H/K 6= 0. In this case K 6= 0 if
and only if H 6= 0, and b) follows by Theorem 4.15.
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– c. If S(p1 + p2 + b) = 0, for all p1, p2 ∈ C, then the numerators in each term of the sum
in (4.37) vanish for all x1, . . . , x2g−1 ∈ C. Since K is independent of x1, . . . , x2g−1, it follows
that the proof of point c) is equivalent to prove that there exist x1, . . . , x2g−1 ∈ C such
that the denominators in (4.37) do not vanish. On the other hand, the possible zeros of such
denominators are the ones corresponding of the zeros of the primes forms, which are avoided by
simply choosing p3, . . . , pg, x1, . . . , x2g−1 pairwise distinct, and the ones of θ∆(b +
∑2g−1
1 xi).
Fix an arbitrary y ∈ C and set w := I(b +
∑2g−1
g+1 xi + y − 2∆). Then
θ
(
b +
2g−1∑
1
xi − 3∆
)
= θ
(
w +
g∑
1
xi − y −∆
)
,
and, by the Jacobi Inversion Theorem, by varying the points x1, . . . , xg ∈ C one can span
the whole Jacobian variety. Then, one can always choose x1, . . . , x2g−1 pairwise distinct and
distinct from p3, . . . , pg in such a way that θ
(
w+
∑g
1 xi−y−∆
)
6= 0, so that the denominator
does not vanish and c) follows.
– d. Since K 6= 0, by c) there exist p1, p2 ∈ C such that S(p1 + p2 + b) 6= 0. By continuity
arguments, it follows that there exist some neighbourhoods Ui ⊂ C of pi, i = 1, 2, such
that S(x1 + x2 + b) 6= 0 for all (x1, x2) ∈ U1 × U2. Hence, we can choose p1, p2 so that
S(p1 + p2 + b) 6= 0 and p1, . . . , pg are pairwise distinct. Then, by Eq.(4.39), H/K 6= 0 and,
since K 6= 0, we conclude that H 6= 0. 
In view of Eq.(4.40), it is useful to define
k(p3, . . . , pg) := K(p3, . . . , pg)
g∏
i,j=3
i<j
E(pi, pj)
g−2
g∏
i=3
σ(pi)
g−3 = (−)g+1cg,2
κ[v]
κ[σ]g+1
, (4.41)
which is a holomorphic (g − 3)-differential in each of its g − 2 arguments.
Theorem 4.18. Fix p1, . . . , pg ∈ C, with C non-hyperelliptic of genus g ≥ 4 and let {σˆi}i∈Ig be
a set of non-vanishing holomorphic 1-differentials such that i 6= j ⇒ σˆi(pj) = 0, for all i, j ∈ Ig.
The following statements are equivalent
i. The conditions
i′. (p1, . . . , pg) /∈ A;
i′′. b :=
∑g
i=3 pi is the greatest common divisor of (σ1) and (σ2);
are satisfied;
ii. H(p1, . . . , pg) 6= 0, where H is defined in Eq.(4.34);
iii. {vˆi}i∈IN is a basis of H
0(K2C), with vˆi := σˆσˆi, i ∈ IM .
More generally, fix p3, . . . , pg ∈ C. The following statements are equivalent:
iv. p3, . . . , pg are pairwise distinct and {I(p+ b −∆)|p ∈ C} ∩Θs = ∅;
v. p3, . . . , pg are pairwise distinct and K(p3, . . . , pg) 6= 0, where K is defined in Eq.(4.37);
vi. There exist p1, p2 ∈ C such that p1, . . . , pg satisfy i), ii) and iii);
vii. For all p ∈ C, S(x+p+b) does not vanish identically as a function of x; furthermore, for each
p2 ∈ C \ {p3, . . . , pg}, the points p1, . . . , pg satisfy i), ii) and iii) if and only if p1 is distinct
from p2, . . . , pg and from the g − 1 zeros of S(x+ p2 + b).
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Proof.
– i) ⇔ iii) is proved in Proposition 4.5 (in the direction i) ⇒ iii), only the case of normalized 1-
differentials σi(pi) = 1, for all i ∈ Ig is considered; however, by the hypothesis i
′), the general
case can be reduced to this choice by a non-singular diagonal transformation on {σˆi}i∈Ig );
– ii) ⇔ iii) is proved in Theorem 4.15;
– vii) ⇒ vi) is obvious;
– iv) ⇔ vii) follows by first noting that S(x + p + b) identically vanishes as a function of x if
and only if I(p+ b−∆) ∈ Θs, and then by Theorem 4.13; in particular, in such a theorem it
is proved that for each fixed p2 ∈ C \ {p3, . . . , pg}, the points p1, . . . , pg satisfy i) if and only
if the conditions p1 /∈ {p2, . . . , pg}, S(p1 + p2 + b) 6= 0 and iv) hold;
– vi) ⇒ iv) also follows by Theorem 4.13, where it is proved that if iv) does not hold, then i′′)
cannot be satisfied;
– v) ⇔ vi), finally, follows by Corollary 4.17, where it is proved that i′) and v) are equivalent to
ii) and that if v) holds, then there exist p1, p2 ∈ C such that p1, . . . , pg satisfy ii). 
The function K(p3, . . . , pg) defined in Eq.(4.37), whose zero divisor is characterized in the
theorem above, is the fundamental tool in the proof of the following theorem. Such a result heavily
relies on the properties of Θs in the case the sublying ppav is the Jacobian torus of a canonical
curve. By the Riemann Singularity Theorem,
Θs =W
1
g−1 +K
p0 ≡ I(C1g−1)− I(∆) ,
where p0 ∈ C is the base point for I, W
1
g−1 := I(C
1
g−1) and C
1
g−1 ⊂ Cg−1 is the subvariety of
codimension 2 in Cg−1, whose elements are the special effective divisors of degree g− 1. Note that
each effective divisor d ∈ Cg−3 of degree g − 3 canonically determines an embedding πd : C2 →֒
Cg−1, C2 ∋ c 7→ c + d ∈ Cg−1 of C2 as a subvariety of dimension 2 in Cg−1. Hence, by a simple
dimensional counting, we expect the intersection C1g−1 ∩ πd(C2) to have (in general) dimension
0. The following theorem shows that, in the general case in which such an intersection does not
contain any component of dimension greater than 0, C1g−1 ∩πd(C2) corresponds (set-theoretically)
to a set of g(g − 3)/2 points; furthermore, a remarkable relation of such a set of points with
the canonical divisor is given. Since the restriction of the Abel-Jacobi map to C2 is an injection
(because C is non-hyperelliptic), such points are in one to one correspondence with the points in
the intersection Θs ∩ (W2 + I(d −∆)), where W2 = I(C2).
Theorem 4.19. Let C be non-hyperelliptic of genus g ≥ 4 and fix p4, . . . , pg ∈ C. Then, either:
a. For each point p ∈ C, there exists a point q ∈ C such that
I(p+ q + p4 + . . . + pg −∆) ∈ Θs ;
or:
b. There exist k := g(g − 3)/2 effective divisors c1, . . . , ck ∈ C2 of degree 2, such that
ei := I(ci + p4 + . . . + pg −∆) ∈ Θs , ∀i ∈ Ik . (4.42)
Moreover,
∑k
i=1 ci + (g − 2)
∑g
i=4 pi is the divisor of a holomorphic (g − 3)-differential on C.
Proof. Consider K(z, p4, . . . , pg) as a function of z. It vanishes at z ≡ p if and only if there exists
a point q ∈ C such that I(p+ q + p4 + . . . + pg −∆) ∈ Θs. Then, K = 0 for all z ∈ C if and only
if statement a) holds.
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Now, assume that K(z, p4, . . . , pg) is not identically vanishing and consider
φ(z) := K(z, p4, . . . , pg)
g∏
i=4
E(z, pi)
g−2σ(z)g−3 . (4.43)
By (4.40), φ is a holomorphic (g− 3)-differential on C. Therefore, the divisor d of K(z, p4, . . . , pg)
is effective (K has no poles) of degree g(g − 3) and d + (g − 2)
∑g
i=4 pi is the divisor of a (g − 3)-
differential. It only remains to prove that d is the sum of all the effective divisors of degree 2
satisfying Eq.(4.42). By the equivalence of iv) and v) in Theorem 4.18, if c := q1 + q2 satisfies
Eq.(4.42), then q1 and q2 are both zeros of K. By construction, K(z, p4, . . . , pg) can be written as
K(z, p4, . . . , pg) = F (z, p4, . . . , pg, x1, . . . , x2g−1) detϕi(xj) ,
where ϕ1, . . . , ϕ2g−1 is a set of generators (depending on z, p4, . . . , pg) of H
0(K2C⊗O(−z−p4−. . .−
pg)) and x1, . . . , x2g−1 are arbitrary points in C; F is such that, by Corollary 4.17, K do not depend
on x1, . . . , x2g−1. It is easy to verify thatK vanishes only if detϕi(xj) = 0 for all x1, . . . , x2g−1 ∈ C;
the multiplicity of such a zero is 2g− 1− r, where r := h0(K2C ⊗O(−z− p4− . . .− pg)). The space
H0(K2C ⊗O(−z− p4 − . . .− pg)) is generated by elements σ1η, σ2ρ, as η, ρ vary in H
0(KC); here,
σ1, σ2 is a basis for the 2-dimensional spaceH
0(KC⊗O(−z−p4−. . .−pg)) (note that if there exists
q ∈ C such that q+p4+. . .+pg is special, thenK(z, p4, . . . , pg) identically vanishes). Proposition 4.5
shows thatK(z, p4, . . . , pg) 6= 0, that is r = 2g−1, if and only if h
0(KC⊗O(−q−z−p4−. . .−pg)) = 1
(or, equivalently, q + z + p4 + . . . + pg is not special) for all q ∈ C. Let q1 be a zero of K and
denote by n the maximal integer for which there exist n − 1 points q2, . . . , qn ∈ C such that
h0(KC ⊗ O(−q1 − . . . − qn − p4 − . . . − pg) = 2. By the considerations above, since q1 is a zero,
n ≥ 2; furthermore, q2, . . . , qn are zeros of K too. Corollary 4.7 shows that
r ≡ h0(K2C ⊗O(−q1 − p4 − . . . − pg)) = h
0(K2C ⊗O(−q1 − . . . − qn − p4 − . . . − pg)) = 2g − n ,
so that the multiplicity of each qi, i ∈ In, is 2g − 1 − r = n − 1. Now, consider a zero q
′
1 of
K(z, p4, . . . , pg), distinct from q1, . . . , qn; by the same construction, if q
′
1 has multiplicity n
′ − 1,
with n′ ≥ 2, then it is an element of a set of n′ (possibly coincident) zeroes {q′1, . . . , q
′
n} with
the same multiplicity. By repeating this procedure, we obtain a finite number l of disjoint sets of
zeroes; for each i ∈ Il, the i-th set contains ni ≥ 2 zeroes, we denote by q
i
1, . . . , q
i
ni , each one with
multiplicity ni − 1. Therefore, we have
d =
l∑
i=1
ni∑
j=1
(ni − 1)q
i
j =
l∑
i=1
ni∑
j<k
(qij + q
i
k) ,
and, since h0(KC⊗O(−q
i
j−q
i
k−p4− . . .−pg)) = 2, each c := q
i
j+q
i
k satisfies Eq.(4.42); conversely,
it follows immediately that if an element of C2 satisfies Eq.(4.42), then it is the sum of a pair of
zeroes of K(z, p4, . . . , pg) in the same set. 
5. Determinantal relations and combinatorial θ-identities
Denote by φ˜n : H0(KnC) → C
Nn the isomorphism φ˜n(φni ) = ei, with {ei}i∈INn the canonical
basis of CNn . The isomorphism η˜ induces an isomorphism η˜ · η˜ : Sym2(H0(K2C))→ Sym
2
Cg. The
natural map ψ : Sym2(H0(K2C))→ H
0(K2C) is surjective if C is canonical.
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The choice of a basis {ηi}i∈Ig of H
0(KC) determines an embedding of the curve C in Pg−1
by p 7→ (η1(p), . . . , ηg(p)), so that the elements of {ηi}i∈Ig correspond to a set of homogeneous
coordinates X1, . . . ,Xg on Pg−1. Each holomorphic n-differential corresponds to a homogeneous
n-degree polynomial in Pg−1 by
φn :=
∑
i1,...,in
Bi1,...,inηi1 · · · ηin 7→
∑
i1,...,in
Bi1,...,inXi1 · · ·Xin ,
whereX1, . . . ,Xg are homogeneous coordinates on Pg−1. A basis of H
0(KnC) corresponds to a basis
of the homogeneous polynomials of degree n in Pg−1 that are not zero when restricted to C. The
curve C is identified with the ideal of all the polynomials in Pg−1 vanishing at C. Enriques-Babbage
and Petri’s Theorems state that, with few exceptions, such an ideal is generated by quadrics
M∑
j=1
CηijXXj = 0 ,
N +1 ≤ i ≤M , where XXj := X1jX2j . Here, {C
η
i }N<i≤M , with C
η
i := (C
η
i1, . . . , C
η
iM ), is a set of
linearly independent elements of P(Sym2Cg) ∼= PM , each one defining a quadric. The isomorphism
η˜ · η˜ induces the identification P(Sym2(H0(KC))) ∼= PM , under which each quadric corresponds to
an element of kerψ or, equivalently, to a relation among holomorphic quadratic differentials
M∑
j=1
Cηijηηj = 0 .
Canonical curves that are not cut out by such quadrics are trigonal or isomorphic to smooth
plane quintic. In these cases, Petri’s Theorem assures that the ideal is generated by the quadrics
above together with a suitable set of cubics.
This section is devoted to the study of such relations among quadratic and cubic differentials.
5.1. Relations among holomorphic quadratic differentials
In the following we derive the matrix form of the map v˜ ◦ ψ ◦ (σ˜ · σ˜)−1, with respect to the
basis {σi}i∈Ig constructed in the previous subsection. This will lead to the explicit expression of
kerψ. Set
ψ˜ij :=
κ[v1, . . . , vi−1, vj , vi+1, . . . , vN ]
κ[v]
. (5.1)
i ∈ IN , j ∈ IM .
Lemma 5.1. v1, . . . , vM satisfy the following (g − 2)(g − 3)/2 linearly independent relations
vi =
N∑
j=1
ψ˜jivj =
N∑
j=g+1
ψ˜jivj , (5.2)
i = N + 1, . . . ,M .
Proof. The first equality trivially follows by the Cramer rule. The identities (4.19) imply ψ˜ji = 0
for j ∈ Ig and i = N + 1, . . . ,M , and the lemma follows. 
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Eq.(5.2) implies that the diagram
Sym2(H0(K2C))
ψ
−→ H0(K2C)
σ˜ · σ˜ ↓ ↓ v˜
CM
ψ˜
−→ CN
where ψ˜ : CM → CN is the homomorphism with matrix elements ψ˜ij and Sym
2
C
g is isomorphic
to CM through A, introduced in Definition 2.2, commutes.
Let ι : CN → CM be the injection ι(ei) = e˜i, i ∈ IN . The matrix elements of the map
ι ◦ ψ˜ : CM → CM are
(ι ◦ ψ˜)ij =
{
ψ˜ij , 1 ≤ i ≤ N ,
0 , N + 1 ≤ i ≤M ,
j ∈ IM . Noting that (ι ◦ ψ˜)ij = δij , for all i, j ∈ IN , we obtain
M∑
i=1
(ι ◦ ψ˜)ji(ι ◦ ψ˜)ik =
N∑
i=1
(ι ◦ ψ˜)jiψ˜ik = (ι ◦ ψ˜)jk ,
j, k ∈ IM . Hence, ι ◦ ψ˜ is a projection of rank N and, since ι is an injection,
ker ψ˜ = ker ι ◦ ψ˜ = (id− ι ◦ ψ˜)(CM) . (5.3)
Lemma 5.2. The set {u˜N+1, . . . , u˜M}, u˜i := e˜i −
∑N
j=1 e˜jψ˜ji, N + 1 ≤ i ≤M , is a basis of ker ψ˜.
Proof. Since (id − ι ◦ ψ˜)(e˜i) = 0, i ∈ IN , by (5.3), the M − N vectors u˜i = (id − ι ◦ ψ˜)(e˜i),
N < i ≤M , are a set of generators for kerψ and, since dimkerψ = M −N , the lemma follows. 
Set ηηi := ψ(η · η)i, i ∈ Ig, and let X
η be the automorphism on CM in the commutative diagram
Sym2(H0(K2C))
id−→ Sym2(H0(K2C))
σ˜ · σ˜ ↓ ↓ η˜ · η˜
CM
Xη−→ CM
whose matrix elements are
Xηji = χ
−1
j ([η]
−1[η]−1)ij =
[η]−1
1i1j
[η]−1
2i2j
+ [η]−1
1i2j
[η]−1
2i1j
1 + δ1j2j
, (5.4)
i, j ∈ IM , so that
vi =
M∑
j=1
Xηji ηηj , (5.5)
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i ∈ IM . Since ηηi, i ∈ IM , are linearly dependent, the matrix X
η
ij is not univocally determined
by Eq.(5.5). More precisely, an endomorphism Xη
′
∈ End(CM) satisfies Eq.(5.5) if and only if the
diagram
CM
ψ˜
−→ CN
Xη
′
↓ ↓ id
C
M Bη−→ CN
where Bη := ψ˜ ◦ (Xη)−1, commutes or, equivalently, if and only if
(Xη
′
−Xη)(CM ) ⊆ Xη(ker ψ˜) . (5.6)
Next theorem provides an explicit expression for such a homomorphisms. Consider the following
determinants of the d-dimensional submatrices of Xη
|Xη|
j1...jd
i1...id
:= det


Xηi1j1 . . . X
η
i1jd
...
. . .
...
Xηidj1 . . . X
η
idjd

 ,
i1, . . . , id, j1, . . . , jd ∈ IM , d ∈ IM .
Theorem 5.3.
M∑
j=1
Cηijηηj = 0 , (5.7)
N + 1 ≤ i ≤M , where
Cηij :=
M∑
k1,...,kN=1
|Xη|
1 ... Ni
k1...kN j
κ[ηηk1 , . . . , ηηkN ]
κ[v]
, (5.8)
are M −N independent linear relations among holomorphic quadratic differentials. Furthermore,
for all p ∈ C
W [v](p) =
M∑
i1,...,iN=1
|Xη|
1 ... N
i1...iN
W [ηηk1 , . . . , ηηkN ](p) . (5.9)
Proof. By (5.2) and (5.5)
M∑
j=1
(Xηji −
N∑
k=1
ψ˜kiX
η
jk)ηηj = 0 ,
for all N + 1 ≤ i ≤M , and by (5.1)
M∑
j=1
[ N∑
k=1
(−)k
κ[vi, v1, . . . , vˇk, . . . , vN ]
κ[v]
Xηjk +X
η
ji
]
ηηj = 0 .
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By (5.5)
κ[vi1 , . . . , viN ]
κ[v]
=
M∑
k1,...,kN=1
|Xη|
i1...iN
k1...kN
κ[ηηk1 , . . . , ηηkN ]
κ[v]
,
i1, . . . , iN ∈ IM , and we get (5.7) with
Cηij =
M∑
k1,...,kN=1
[ N∑
l=1
(−)lXηjl |X
η|
i 1 ...lˇ... N
k1......kN
+Xηji |X
η|
1 ... N
k1...kN
]
κ[ηηk1 , . . . , ηηkN ]
κ[v]
,
which is equivalent to (5.8) by the identity
N∑
l=1
(−)lXηjl |X
η|
i 1 ...lˇ...N
k1......kN
+Xηji |X
η|
1 ... N
k1...kN
= |Xη|
i1 ... N
jk1...kN
.
Eq.(5.9) follows by (5.5). 
The homomorphisms (Xη
′
−Xη) ∈ End(CM ), satisfying (5.6), are the elements of aM(M−N)
dimensional vector space, spanned by
(Xη
′
−Xη)ij =
M∑
k=N+1
ΛjkC
η
ki ,
i, j ∈ IM , with Λjk an arbitrary M × (M −N) matrix. An obvious generalization of (5.2) yields
ηηi =
N∑
j=1
vjB
η
ji , (5.10)
i ∈ IM , implying that B
η
ij = κ[v1, . . . , vj−1, ηηi, vj+1, . . . , vN ]/κ[v], are the matrix elements of the
homomorphism Bη = ψ˜ ◦ (Xη)−1. Such coefficients can be expanded as
Bηij =
M∑
k1,...,kN−1=1
(−)j+1|Xη|
1...ˇ...N
k1...kN−1
κ[ηηi, ηηk1 , . . . , ηηkN−1 ]
κ[v]
. (5.11)
Define Cη,ijkl , 3 ≤ i < j ≤ g, k, l ∈ Ig, by
Cη,1m2m
1n2n
:= Cηmn ,
m, n ∈ IM , m > N .
The following result is a direct consequence of the Petri-like approach. The bound r ≤ 6
for the rank of quadrics is not sharp, however: M. Green proved that the ideal of quadrics of a
canonical curve is generated by elements of rank 4 [7].
Theorem 5.4. All the relations among holomorphic quadratic differentials have rank r ≤ 6.
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Proof. The statement is trivial for g ≤ 6, so let us assume g ≥ 7. Each relation can be written as
0 =σiσj + C
σ,ij
12 σ1σ2 + C
σ,ij
1i σ1σi + C
σ,ij
1j σ1σj + C
σ,ij
2i σ2σi + C
σ,ij
2j σ2σj
+
∑
k 6=1,2,i,j
Cσ,ij1k σ1σk +
∑
k 6=1,2,i,j
Cσ,ij2k σ2σk ,
where 3 ≤ i < j ≤ g and Cη,1i2i1j2j := C
η
ij . Set η1 ≡ σ1, η2 ≡ σ2, η3 ≡ σi, η4 ≡ σj , η5 ≡∑
k 6=1,2,i,j C
σ,ij
1k σk, η6 ≡
∑
k 6=1,2,i,j C
σ,ij
2k σk. Then the relations can be written as
6∑
k<l
Cη,ijkl ηkηl = 0 ,
for suitable Cη,ijkl , and the theorem follows. 
5.2. Consistency conditions on the quadrics coefficients
In the construction in section 4, the points p1 and p2 play a special role with respect to
p3, . . . , pg. Relations among holomorphic quadratic differentials can be obtained by replacing p1
and p2 with pa and pb, a, b ∈ Ig, a < b, (a, b) 6= (1, 2). In the following of this section, we will
consider the relationships between the coefficients Cσ obtained in section 4 and the analogous
coefficients obtained upon replacing (1, 2) by (a, b).
Proposition 5.5. There exist g distinct points p1, . . . , pg ∈ C such that
K(p1, . . . , pˇi, . . . , pˇj , . . . , pg) 6= 0 ,
for all i, j ∈ Ig, i 6= j.
Proof. Consider the function in Cg
F (p1, . . . , pg) :=
∏
i<j
K(p1, . . . , pˇi, . . . , pˇj , . . . , pg) ,
and set Z := {(p1, . . . , pg) ∈ C
g | F (p1, . . . , pg) = 0}. Note that Z =
⋃
i<j{(p1, . . . , pg) ∈ C
g |
K(p1, . . . , pˇi, . . . , pˇj , . . . , pg) = 0}, so that it is a finite union of varieties of codimension 1 in C
g
and, in particular, Z 6= Cg. Suppose that Cg \ (
⋃
i<j Πij) ⊆ Z, where Πij := {(p1, . . . , pg) ∈ C
g |
pi = pj}, 1 ≤ i < j ≤ g. Since C
g \ (
⋃
i<j Πij) is dense in C
g, it would follow that Z ≡ Cg, which
is absurd. Hence, there exist pairwise distinct p1, . . . , pg ∈ C such that F (p1, . . . , pg) 6= 0. 
By Proposition 5.5 and Proposition 4.5, one can choose the points p1, . . . , pg in such a way
that
{v
(ab)
i }i∈IN := {σ
2
i }i∈Ig ∪ {σaσb} ∪ {σaσi, σbσi}i∈Ig\{a,b} ,
is a basis of H0(K2C). Furthermore, one can obtain M −N independent linear relations∑
1≤k≤l≤g
(ab)ijklσkσl = 0 , (5.12)
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where i, j ∈ Ig \ {a, b}, i 6= j. The coefficients (ab)
ij
kl are defined by setting (ab)
ij
ij := 1,
(ab)ijkl :=
κ[v
(ab)
1 , . . . , σˇkσˇl, σiσj , . . . , v
(ab)
N ]
κ[v
(ab)
1 , . . . , v
(ab)
N ]
, (5.13)
if k 6= l and σkσl ∈ {v
(ab)
i }i∈IN , and (ab)
ij
kl := 0 for all the other (k, l) ∈ Ig × Ig. In this notation,
the coefficients Cσij defined in (5.8), with N < i ≤ M , j ∈ IM , correspond to (12)
1i2i
1j2j
. Eqs.(5.12)
and (5.13) can be derived by a trivial generalization of the same construction considered in section
2 in the particular case a = 1, b = 2.
Proposition 5.6. The coefficients (ab)ijkl satisfy the following consistency conditions
(ij)abkl =
∑
m≤n
(ij)abmn(ab)
mn
kl =
∑
m≤n
(ij)abmn(ai)
mn
kl =
∑
m≤n
(ij)abmn(aj)
mn
kl
=
∑
m≤n
(ij)abmn(bi)
mn
kl =
∑
m≤n
(ij)abmn(bj)
mn
kl ,
(5.14)
for all i, j, a, b ∈ Ig pairwise distinct, and for all k, l ∈ Ig.
Proof. Choose i, j, a, b ∈ Ig, with a < b < i < j, and consider the relations
∑
k≤l(ij)
ab
klσkσl = 0
and
∑
k≤l(ab)
ij
klσkσl = 0, that is
0 = (ij)abij σiσj + σaσb + (ij)
ab
aiσaσi + (ij)
ab
ajσaσj + (ij)
ab
bi σbσi
+ (ij)abbjσbσj +
∑
k 6=a,b,i,j
(ij)abikσiσk +
∑
k 6=a,b,i,j
(ij)abjkσjσk ,
(5.15)
0 = σiσj + (ab)
ij
abσaσb + (ab)
ij
aiσaσi + (ab)
ij
ajσaσj + (ab)
ij
biσbσi
+ (ab)ijbjσbσj +
∑
k 6=a,b,i,j
(ab)ijakσaσk +
∑
k 6=a,b,i,j
(ab)ijbkσbσk .
(5.16)
Replace the differentials σiσk and σjσk, k 6= i, j, a, b, in Eq.(5.15) by
σiσk = −
∑
m≤n
(m,n) 6=(i,k)
(ab)ijmnσmσn , k 6= i, j, a, b ,
and the analogous expression for σjσk. Then multiply Eq.(5.16) by (ij)
ab
ij and consider the differ-
ence between (5.15) and (5.16). We obtain
0 =
(
(ij)abab −
∑
m≤n
(ij)abmn(ab)
mn
ab
)
σaσb +
∑
k 6=a,b
(
(ij)abak −
∑
m≤n
(ij)abmn(ab)
mn
ak
)
σaσk
+
∑
k 6=a,b
(
(ij)abbk −
∑
m≤n
(ij)abmn(ab)
mn
bk
)
σbσk .
(5.17)
Since the holomorphic quadratic differentials appearing in Eq.(5.17) are linearly independent, it
follows that each coefficient vanishes, yielding the first identity in (5.14), in the cases in which at
least one between k and l is equal to a or b. On the other hand, in the case k, l 6= a, b, the only
non-vanishing term in the sum
∑
m≤n(ij)
ab
mn(ab)
mn
kl is (ij)
ab
kl (ab)
kl
kl = (ij)
ab
kl , and the first identity
in (5.14) follows. The other identities can be proved by applying the analogous procedure to the
relation
∑
k≤l(ij)
ab
klσkσl = 0 and one of the relations
∑
k≤l(ai)
bj
klσkσl = 0,
∑
k≤l(bi)
aj
klσkσl = 0,
and so on. 
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5.3. A correspondence between quadrics and θ-identities
Theorem 5.7. Fix p1, . . . , pg satisfying the equivalent conditions i), ii), iii) of Theorem 4.18.
Then, the associated holomorphic quadratic differentials vi, i ∈ IM , satisfy
vi =
M∑
j=1
Xωji ωωj , (5.18)
i ∈ IN , where
Xωij =
θ∆,1j (a1i)θ∆,2j (a2i) + θ∆,1j (a2i)θ∆,2j (a1i)
(1 + δ1j2j )
∑
l,m θ∆,l(a1i)θ∆,m(a2i)ωl(p1i)ωm(p2i)
, (5.19)
i, j ∈ IM , with ai as in Definition 4.2, correspond to the coefficients defined in (5.4) for ηi ≡ ωi,
i ∈ Ig. Furthermore, the M −N independent linear relations
M∑
j=1
Cωijωωj = 0 , (5.20)
N + 1 ≤ i ≤M , hold, where
Cωij =
M∑
k1,...,kN=1
|Xω|
1 ... Ni
k1...kNj
κ[ωωk1 , . . . , ωωkN ]
κ[v]
. (5.21)
correspond to the coefficients defined in (5.8).
Proof. Eq.(4.13) implies that Eq.(5.19) is equivalent to (5.4), and the theorem follows by Theorem
5.3. 
Remark 5.8. Choose p1, . . . , pg as in Corollary 4.7, with n = 1 and set q := q1. Then, there
exists a non-trivial relation
aσ1t2 + bσ2t1 + cσ1σ2 = 0 ,
where a, b, c ∈ C. Without loss of generality, we can assume that t1(p1) = 0 and t2(p2) = 0. Set
(σ1) = p2 + p3 + . . . + pg + q +
g−2∑
i=1
ri ,
and
(σ2) = p1 + p3 + . . . + pg + q +
g−2∑
i=1
si ,
for some ri, si ∈ C, i ∈ Ig−2. Then, (t1) > p1 +
∑g−2
i=1 ri and (t2) > p2 +
∑g−2
i=1 si, so that
t1 ∼ −
θ∆(p1 +
∑
i ri + z − y)
σ(y)E(y, z)E(y, p1)
∏
iE(y, ri)
σ(z)E(z, p1)
∏
i
E(z, ri)
∼ −
θ∆(p2 + b + q + y − p1 − z)
σ(y)E(y, z)E(y, p1)
∏
iE(y, ri)
σ(z)E(z, p1)
g∏
i=3
E(z, ri)
=
g∑
i=1
θ∆,i(p2 + b + q − p1)ωi(z) ,
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where, in the second line, we used I(
∑
i ri) = I(2∆−p2−b−q) in J0(C). An analogous calculation
yields
t2 ∼
g∑
i=1
θ∆,i(p1 + b + q − p2)ωi(z) .
(By the symbol ∼, we denote the equality up to a factor independent of z; such a factor is not
meaningful, since it can be compensated by a redefinition of the constants a, b.)
Theorem 5.9. Let C be a canonical curve of genus g ≥ 4 and {ωi}i∈Ig the canonically normalized
basis of H0(KC), and let the points p3, . . . , pg ∈ C satisfy one of the equivalent conditions i), ii)
and iii) in Theorem 4.18. Then, the following (g − 2)(g − 3)/2 independent relations∑
s∈P2g
ǫ(s) detω(xs1 , . . . , xsg ) detω(xsg , . . . , xs2g−1 ) detω(xs1 , xsg+1 , xs2g , p3, . . . , pˇi, . . . , pg)
· detω(xs2 , xsg+2 , xs2g , p3, . . . , pˇj , . . . , pg)
g−1∏
k=3
detω(xsk , xsk+g , p3, . . . , pg) = 0 ,
(5.22)
3 ≤ i < j ≤ g, hold for all xk ∈ C, 1 ≤ k ≤ 2g.
Proof. Fix i, j, 3 ≤ i < j ≤ g, and choose p1, p2 in such a way that {σi}i∈Ig is a basis of
H0(KC). Observe that, due to Eq.(5.2), detI σσ(x1, . . . , x2g) = 0, for all x1, . . . , x2g ∈ C, where
I := IM,2 ∪ {m(i, j)}. Applying Lemma 2.7, with n = 2, such an identity corresponds to Eq.(5.22)
with the canonical basis {ωi}i∈Ig of H
0(KC) replaced by {σi}i∈Ig . Eq.(5.22) is then obtained by
simply changing the base. 
The relations of Theorem 5.9 can be directly expressed in terms of theta functions.
Theorem 5.10. Fix p3, . . . , pg ∈ C in such a way that the equivalent conditions iv), v), vi), and
vii) of Theorem 4.18 are satisfied. The following (g − 2)(g − 3)/2 independent relations
Vi1i2(p3, . . . , pg, x1, . . . , x2g) :=
∑
s∈P2g
ǫ(s)
{
2∏
k=1
S(xˆk + xˆg+k + xˆ2g + bik)E(xˆk, xˆ2g)E(xˆk+g, xˆ2g)
E(xˆk, pik)E(xˆk+g, pik)E(xˆ2g, pik)
·
g−1∏
k=1
(
E(xˆk, xˆk+g)
g∏
j=3
E(xˆk, pj)E(xˆk+g, pj)
)
· S
( g∑
k=1
xˆk
) g∏
k,j=1
k<j
E(xˆk, xˆj)S
(2g−1∑
k=g
xˆk
) 2g−1∏
k,j=g
k<j
E(xˆk, xˆj)
·
g−1∏
k=3
S(xˆk + xˆk+g + b)
g∏
j=3
E(xˆ2g, pj)
2
}
= 0 ,
(5.23)
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3 ≤ i1 < i2 ≤ g, where xˆi := xsi , i ∈ I2g, bi := b − pi, 3 ≤ i ≤ g, hold for all xi ∈ C, i ∈ I2g.
Proof. By (3.13) Vij(p3, . . . , pg, x1, . . . , x2g) is equivalent to (5.22). 
Remark 5.11. Note that Vii 6= 0 for i = 3, . . . , g, since for i = j the LHS of (5.22) is proportional
to a determinant of 2g linearly independent holomorphic quadratic differentials on C, evaluated at
general points xi ∈ C, i ∈ I2g.
By a limiting procedure we derive the original Petri’s relations, now written in terms of the
canonical basis {ωi}i∈Ig of H
0(KC) and with the coefficients expressed in terms of theta functions.
Corollary 5.12. Fix p1, . . . , pg ∈ C in such a way that p3, . . . , pg satisfy the equivalent conditions
iv), v), vi), and vii) of Theorem 4.18. The following (g− 2)(g− 3)/2 linearly independent relations
M∑
j=1
Cωijωωj(z) :=
κ[σ]
κ[v]
g+1
F (p, x)
V1i2i(p3, . . . , pg, x1, . . . , x2g−1, z)
θ∆
(∑2g−1
1 xj + b
) = 0 , (5.24)
N + 1 ≤ i ≤M , where
F (p, x) := c′g,2
∏g
j,k=3
j<k
E(pj , pk)
g−4
∏g
j=3
j 6=1i
E(p1i , pj)
∏g
j=3
j 6=2i
E(p2i , pj)∏2g−1
j=1 (σ(xj)
∏g
k=3E(xj , pk)
∏2g−1
k=j+1E(xj , xk))
,
hold for all z ∈ C. Furthermore, Cωij are independent of p1, p2, x1, . . . , x2g−1 ∈ C and correspond
to the coefficients defined in (5.8) (with ηi ≡ ωi, i ∈ Ig) or, equivalently, in (5.21).
Proof. Consider the identity
detI σσ(x1, . . . , x2g−1, z)
det v(p3, . . . , pg, x1, . . . , x2g−1)
= 0 , (5.25)
I := IM,2 ∪ {i}, N + 1 ≤ i ≤ M . Upon applying Lemma 2.7, with n = 2, and Eq.(3.13) to the
numerator and Eq.(3.14) to the denominator of (5.25), Eq.(5.24) follows by a trivial computation.
On the other hand, for arbitrary points z, y1, . . . , yg−1 ∈ C,
S(y1 + . . . + yg−1 + z) =
∑g
i=1 θ∆,i(y1 + . . . + yg−1)ωi(z)
σ(z)
∏g−1
1 E(z, yi)
.
Upon replacing each term of the form S(dg−1+z) in V1i2i(p3, . . . , pg, x1, . . . , xg−1, z) by its expres-
sion above, for any effective divisor dg−1 of degree g− 1, the dependence on z only enters through
ωiωj(z) and the relations (5.24) can be written in the form of Eq.(5.7).
To prove that Cωij are the coefficients in (5.8), with ηi ≡ ωi, i ∈ Ig, first consider the identity
κ[ωωk1 , . . . , ωωkN ]
κ[v]
=
deti∈{k1,...,kN} ωωi(p3, . . . , pg, x1, . . . , x2g−1)
det v(p3, . . . , pg, x1, . . . , x2g−1)
,
then recall that
vi := σσi =
M∑
j=1
Xωjiωωj ,
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i ∈ IM , so that one obtains
M∑
k1,...,kN ,j=1
|Xω|
1 ... Ni
k1...kNj
κ[ωωk1 , . . . , ωωkN ]
κ[v]
ωωj(z) =
detI σσ(x1, . . . , x2g−1, z)
det v(p3, . . . , pg, x1, . . . , x2g−1)
,
as an algebraic identity (in the sense that it holds as an identity in Sym2(H0C(K)) after replacing
σiσj → (σi⊗σj)S and ωiωj → (ωi⊗ωj)S , i, j ∈ Ig). Hence, the coefficients of ωωj(z) on the LHS,
given by (5.8) or, equivalently, by (5.21) and the ones on the RHS, given by (5.24), are the same.
Eq.(5.8) explicitly shows that the coefficients Cωij are independent of x1, . . . , x2g−1. By (5.24)
it follows that they may depend on p1 and p2 only through the term κ[σ]
g+1/κ[v]. The dependence
of κ[σ] and κ[v] on p1 and p2 is due to the dependence of the basis {σi}i∈Ig and {vi}i∈IN on the
choice of p1, . . . , pg ∈ C. On the other hand, Eq.(4.40) implies that κ[σ]
g+1/κ[v] is independent of
p1, p2 and the proof of the corollary is complete. 
5.4. K = 0 as a quadric from a double point on Θs
Choose p3, . . . , pg ∈ C pairwise distinct and such that K(p3, . . . , pg) 6= 0. Let C2 ∋ c := u+ v,
u, v ∈ C, be an effective divisor of degree 2, such that u is distinct from p3, . . . , pg and
∑g
i=3 pi+c is
special. Then there exists x ∈ C such that (x, u, p3, . . . , pg) ∈ C
g \ A (or, otherwise, K(p3, . . . , pg)
would vanish); let {σi}i∈Ig be the basis of H
0(KC) associated to x, u, p3, . . . , pg by Proposition 4.1.
Let A(c) ⊂ Ig \ {1, 2} be the set
A(c) := {i ∈ Ig \ {1, 2} | σi(v) 6= 0} ,
and A¯(c) := {3, . . . , g} \A(c) its complement.
Lemma 5.13. The set A(c) is independent of x, provided that (x, u, p3, . . . , pg) ∈ C
g \A. Further-
more, for each subset A′ ⊆ Ig \ {1, 2}, the divisor
∑
i∈A′ pi + c is special if and only if A(c) ⊆ A
′,
and A(c) is the unique set satisfying such a property.
Proof. An effective divisor D, with degD ≤ g, is special if and only if h0(KC ⊗ O(−D)) >
g − degD. Consider the divisor d :=
∑
i∈A(c) pi + c of degree deg d = a + 2, where a is the
cardinality of A(c). Since H0(KC ⊗O(−d)) is generated by σ1 and by the elements of {σi}i∈A¯(c),
h0(KC ⊗O(−d)) = g − 1− a > g − 2− a = g − deg d ,
and d is special. It follows that if A(c) ⊆ A′ ⊆ {3, . . . , g}, then
∑
i∈A′ pi + c ≥ d is special.
Conversely, set d :=
∑
i∈A′ pi and suppose that d + c is special. Note that, since d + u is not
special,
h0(KC ⊗O(−d − u)) = g − deg d − 1 ≤ h
0(KC ⊗O(−d − c)) ,
and by H0(KC ⊗ O(−d − c)) ⊆ H
0(KC ⊗ O(−d − u)), it follows that H
0(KC ⊗ O(−d − c)) =
H0(KC⊗O(−d−u)); in other words, each element of H
0(KC⊗O(−d−u)) also vanishes at v. Now,
H0(KC⊗O(−d−u)) is generated by σ1 and by the elements of {σi}i∈A¯′ , where A¯
′ := {3, . . . , g}\A′.
Then, σi(v) = 0 for all i ∈ A¯
′, so that A¯′ ⊆ A¯(c) and then A(c) ⊆ A′.
Uniqueness follows by noting that if A˜ satisfies the same property, then A˜ ⊆ A(c) (because∑
i∈A(c) pi + c is special) and A(c) ⊆ A˜ (because A˜ ⊆ A˜ implies that
∑
i∈A˜ pi + c is special).
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Finally, by defining A(c) as the unique set satisfying such a property, it follows that A(c) is
independent of x. 
Lemma 5.14. Suppose that A¯(c) 6= ∅ and fix i ∈ A¯(c) and j 6= i, 3 ≤ j ≤ g. Let k + 1, with
k ≥ 0, be the order of the zero of σ1 in pj . Then, the holomorphic 1-differential
λ
(c)
i (z) :=
∑
a,b∈Ig
θab(c +
∑
l6=i
pl −∆)ωa(pi)ωb(z) ,
has a zero of order n ≥ k in z = pj , and n > k if and only if j ∈ A¯(c).
Proof. Define the points x˜1, . . . , x˜g−2−k by
(σ1) =
g∑
l=3
pl + u+ v + kpj +
g−2−k∑
l=1
x˜l ,
so that I(
∑g
l=3 pl + u + v + kpj +
∑g−2−k
l=1 x˜l − 2∆) = b + τa, for some a, b ∈ Z
g. Consider the
identities
∑
l∈Ig
θl,∆(u+ v +
g∑
m=3
pm − w)ωl(z)
= −ηae
−2pii taI(∆−w−kpj−
∑
m
x˜m) θ∆(
∑
m x˜m + kpj + w + z − y)E(z, pj)
kE(z,w)
∏
l E(z, x˜l)σ(z)
E(y, z)E(y,w)E(y, pj )k
∏
l E(y, x˜l)σ(y)
= e−2pii
taI(z−y) θ∆(y + u+ v +
∑
m pm − w − z)E(z, pj)
kE(z,w)
∏
l E(z, x˜l)σ(z)
E(y, z)E(y,w)E(y, pj )k
∏
l E(y, x˜l)σ(y)
,
where ηa := e
taτa, which hold for arbitrary w, y ∈ C. Dividing by E(pi, w) and taking the limit
w → pi one obtains
λ
(c)
i (z) =
e−2pii
taI(z−y)E(z, pj)
kE(pi, z)
∏
m E(z, x˜m)σ(z)
E(y, z)E(y, pi)E(y, pj)k
∏
m E(y, x˜m)σ(y)
∑
l∈Ig
θl,∆(y + u+ v +
∑
m 6=i
pm − z)ωl(pi) .
Since the right hand side does not depend on y, the factor E(z, pj)
k cannot be compensated by
any factor in the denominator and the 1-differential has a zero of order at least k in z = pj .
Furthermore, such a zero if of order strictly greater than k if and only if∑
l∈Ig
θl(y + u+ v +
∑
m∈A′
pm −∆)ωl(pi) = 0 ,
for all y ∈ C, with A′ := {3, . . . , g} \ {i, j}. In particular, for y ≡ x, this implies that the
holomorphic 1-differential ∑
l∈Ig
θl(x+ u+ v +
∑
m∈A′
pm −∆)ωl(z) ,
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vanishes at pi. Therefore, such a differential vanishes at x, u, v and pl, for all l 6= j, 3 ≤ l ≤ g;
hence, it is proportional to σj , which is the generator of H
0(KC ⊗ O(−u− x −
∑
l6=j pl)), and it
must be σj(v) = 0, so that j ∈ A¯(c). Conversely, if j ∈ A¯(c), then A(c) ⊆ A
′ and, by Lemma
5.13, y + u + v +
∑
l∈A′ pl is a special divisor for all y ∈ C. Then, for each y ∈ C, there exist
q1, . . . , qg−2 ∈ C such that I(y + u+ v +
∑
l∈A′ pl) = I(pi +
∑
l ql), so that∑
l∈Ig
θl(y + u+ v +
∑
m 6=i,j
pm −∆)ωl(pi) =
∑
l∈Ig
θl(pi +
∑
m
qm −∆)ωl(pi) = 0 ,
for all y ∈ C, and the lemma follows. 
Set
Λ
(i)
jk (c) :=
∑
a,b∈Ig
θab(c +
∑
l6=i
pl −∆)ωa(pj)ωb(pk) , (5.26)
i, j, k ∈ Ig \ {1, 2}. Note that, if i ∈ A¯(c), then Λ
(i)
jk (c) = 0 for j = k and for j, k 6= i, and
Λ
(i)
ij (c) = λ
(c)
i (pj) ,
j 6= i.
Theorem 5.15. Choose p3, . . . , pg ∈ C, C2 ∋ c := u + v and x ∈ C as above. Suppose A¯(c) 6= ∅
and fix i ∈ A¯(c). If u is a single zero for K( · , p3, . . . , pˇi, . . . , pg), then the holomorphic quadratic
differentials σσk, k ∈ I
1i
N (see Definition 2.4 for notation), satisfy a unique linear relation∑
k∈I1i
N
C˜
σ(i)
k (c)σσk = 0 ,
where
C˜
σ(i)
k (c) =
∑
j∈Ii
2
j>N
Λ
(i)
j (c)C
σ
jk ,
k ∈ I1iN , with Λ
(i)
j (c) := Λ
(i)
1j2j
(c), j ∈ IM , defined in Eq.(5.26).
Proof. By Theorem 4.19 and Corollary 4.7, since u is a single zero of K( · , p3, . . . , pˇi, . . . , pg),
then σσk, k ∈ I
1i
N , span a (N − 1)-dimensional vector space in H
0(K2C), and then satisfy a relation∑
k∈I1i
N
C˜
σ(i)
k (c)σσk = 0 .
Such a relation determines, up to normalization, an element
kerψ ∋ φ :=
∑
k∈I1i
N
C˜
σ(i)
k σ · σk ,
where ψ : Sym2H0(KC)→ H
0(K2C); by Theorem 5.3, kerψ is spanned by {
∑M
k=1 C
σ
ikσ ·σk}N<i≤M ,
so that ∑
k∈I1i
N
C˜
σ(i)
k (c)σ · σk =
M∑
j=N+1
L
(i)
j (c)
∑
l∈IM
Cσjlσ · σl , (5.27)
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for some complex coefficients L
(i)
j (c), N < j ≤ M . Note that, for all j, k, with N < j, k ≤ M ,
Cσjk = δjk. Then, by applying (p ·p)j (see Eq.(4.8)), j = N +1, . . . ,M , to both sides of (5.27), and
by using Eq.(4.9), we obtain
L
(i)
j =
{
C˜
σ(i)
j (c) , for j ∈ I
1i
N ,
0 , for j 6∈ I1iN ,
N < j ≤M .
Observe that if j ∈ I1iN and j > N , then j ∈ I
i
2 (see Def. 2.4), that is, at least one between 1j and
2j is equal to i; furthermore, the condition j > N implies 1j 6= 2j and 1j , 2j 6= 1, 2. Therefore, it
remains to prove that L
(i)
j (c) ≡ C
σ(i)
j = Λ
(i)
1j2j
(c) for all j ∈ Ii2, j > N , with respect to a suitable
normalization of φ.
The vector φ can be expressed as
φ ≡
∑
k∈I1i
N
C˜
σ(i)
k (c)σ · σk = σ1 · η + σi · ρ+ cσ1 · σi , (5.28)
for some η, ρ ∈ H0(KC), c ∈ C, so that the relation ψ(φ) = 0 corresponds to
σ1η + σiρ+ cσ1σi = 0 . (5.29)
Note that, by the redefinition η → η + ασi, c → c − α, for a suitable α ∈ C, we can assume
η(pi) = 0. Applying pi · pj , 3 ≤ j ≤ g, j 6= i, to both sides of (5.28), it follows that
L
(i)
ij (c) = pi · pj [φ] = ρ(pj) ,
where L
(i)
1k2k
(c) = L
(i)
2k1k
(c) := L
(i)
k (c), N < k ≤M . Define d ∈ Cg−2 in such a way that
(σ1) = b + c + d ,
and observe that, by (5.29), ρ ∈ H0(KC⊗O(−d)) (since u is a single zero forK(·, p3, . . . , pˇi, . . . , pg),
it follows that the gcd of (σ1) and (σi) is c +
∑
k 6=i pk). Furthermore, ρ cannot be a multiple of
σ1, since, in this case, the only possibility for Eq.(5.29) to hold would be φ = 0. Finally, L
(i)
ij (c)
is invariant under the redefinition ρ → ρ + aσ1, since σ1(pj) = 0 for all j = 3, . . . , g. Then, we
can fix an arbitrary y ∈ C \ supp(σ1) and assume that ρ is an element of the 1-dimensional space
H0(KC ⊗O(−d − y)). By using the relation I(b + c − y −∆) = −I(d + y −∆), such an element
can be expressed as follows
ρ(z) =
a(y)
A
∑
k∈Ig
θk(b + c − y −∆)ωk(z)
E(y, pi)
, (5.30)
where the normalizing constant A can be arbitrarily fixed, and a is a function such that
L
(i)
ij =
a(y)
A
∑
k∈Ig
θk(b + c − y −∆)ωk(pj)
E(y, pi)
, (5.31)
3 ≤ j ≤ g, j 6= i, is independent of y. In other words, we assume that, under the change
y → y˜ , y, y˜ ∈ C \ supp(σ1)
ρ→ ρ˜ ,
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ρ(pi) is equal to ρ˜(pi); this property, together with the fact that ρ˜ ∈ H
0(KC ⊗ O(−d)), which is
generated by σ1 and ρ, implies that
ρ˜ = ρ+ f(y, y˜)σ1 , (5.32)
for some function f . Though Eq.(5.30) only holds for y ∈ C \ supp(σ1), the RHS of Eq.(5.31) is a
constant and can be continued to all y ∈ C and, in particular, in the limit y → pi.
It is now sufficient to prove that a(pi) := limy→pi a(y) is finite and non-vanishing (by Eq.(5.31)
such a limit necessarily exists); in fact, in this case, after fixing the normalization A ≡ a(pi), we
obtain
L
(i)
ij = limy→pi
∑
k∈Ig
θk(b + c − y −∆)ωk(pj)
E(y, pi)
= Λ
(i)
ij (c) .
Then, to conclude, it remains to prove that limy→pi a(y) 6= 0,∞. Since L
(i)
ij and Λ
(i)
ij are finite,
limy→pi a(y) = 0 would imply that L
(i)
ij = 0 for all j and then that Eq.(5.28) is trivial, which is
absurd.
In order to prove that limy→pi a(y) 6=∞, let us choose j 6= i, 3 ≤ j ≤ g, in such a way that, at
the point pj , σ1 has a zero of order k+1 and λ
(c)
i (z) has a zero of order k, for some k ≥ 0. Suppose,
by absurd, that such a j does not exist. Then, by Lemma 5.14, σl(v) = 0, for all l ∈ Ig \ {2}.
On the other hand, such differentials also vanish at u, so that h0(KC ⊗ O(−u − v)) = g − 1.
By the Riemann-Roch Theorem, this would imply that h0(O(u + v)) = 1 and then C would be
hyperelliptic, counter the hypotheses.
As discussed above, the hypotheses of the theorem imply that the greater common divisor of
(σ1) and (σi) is c +
∑
m 6=i pm; in particular, if k > 0, then pj is a single zero for σi. Hence, by
Eq.(5.29), ρ(z) has a zero of order at least k in pj . By expanding ρ(z) in the limit z → pj , we
obtain
ρ(z) ∼ βζkdζ + o(ζk) ,
with respect to some coordinates ζ(z) centered in pj . Here, β does not depend on y, since, by
Eq.(5.32), ρ(z) depends on y only through a term proportional to σ1(z), which is of order ζ
k+1.
By using Eq.(5.30), in the limit z → pj we have∑
a∈Ig
θa(u+ v +
∑g
m=3 pm − y −∆)ωa(z)
E(pi, y)
∼
Aβ
a(y)
ζkdζ + o(ζk) .
In the limit y → pi, the LHS gives λ
(c)
i (z), which, by Lemma 5.14, has a zero of order exactly k in
z = pj . Therefore,
lim
y→pi
Aβ
a(y)
6= 0 ,
that concludes the proof. 
A classical result known by Riemann is the relation∑
a,b∈Ig
θab(e)ωaωb = 0 ,
which holds for an arbitrary e ∈ Θs. The connection of such a relation to the ones considered in
this paper is given by the following lemma.
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Lemma 5.16. Choose p1, . . . , pg satisfying conditions i), ii) or iii) of Theorem 4.18. Then, for all
e ∈ Θs, the relation ∑
a,b∈Ig
θab(e)ωaωb = 0 ,
is equivalent to
M∑
i=N+1
Ai(e)
∑
j∈IM
Cσijσσj = 0 ,
where
Ai(e) :=
∑
a,b∈Ig
θab(e)ωa(p1i)ωb(p2i) ,
i ∈ IM .
Proof. Two relations are equivalent if they correspond to the same vector in kerψ, up to normal-
ization. Since kerψ is spanned by {
∑M
k=1 C
σ
ikσ · σk}N<i≤M , then
∑
a,b∈Ig
θab(e)ωa · ωb =
M∑
i=N+1
Ai(e)
∑
j∈IM
Cσijσ · σj ,
for some complex coefficients Ai(e), i ∈ IM . By applying p · pi, i = N + 1, . . . ,M , to both sides of
this equation, and using Cσij = δij , for N < i, j ≤M , we conclude. 
Theorem 5.17. Choose p3, . . . , pg ∈ C, C2 ∋ c := u + v and x ∈ C as above. Suppose A¯(c) 6= ∅
and fix i ∈ A¯(c). If u is a single zero for K( · , p3, . . . , pˇi, . . . , pg), then the linear relation∑
k∈I1i
N
C˜
σ(i)
k (c)σσk = 0 ,
is equivalent to ∑
a,b∈Ig
θab(c +
∑
j 6=i
pj −∆)ωaωb = 0 .
Proof. By construction, I(c+
∑
j 6=i pj −∆) ∈ Θs. Then, use Theorem 5.15 and Lemma 5.16, and
note that
Ak(I(c +
∑
j 6=i
pj −∆)) = Λ
(i)
k (c) ,
k = N + 1, . . . ,M . 
Theorem 5.18. If C is a trigonal curve, then there exist 2g − 4 pairwise distinct points
p3, . . . , pg, u3, . . . , ug ∈ C such that K(p3, . . . , pg) 6= 0 and K(uj , p3, . . . , pˇi, . . . , pg) = 0 if and
only if j 6= i, for all i, j ∈ Ig \ {1, 2}. Furthermore, if, for each i ∈ Ig \ {1, 2}, the points uj ,
j ∈ Ig \ {1, 2, i}, are single zeros for K(·, p3, . . . , pˇi, . . . , pg), then the following statements hold:
a. For each 3 ≤ j ≤ g, there exists a unique vj ∈ C such that
I(cj +
∑
k 6=i
pk −∆) ∈ Θs ,
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for all i 6= j, 3 ≤ i ≤ j, where cj := uj + vj , 3 ≤ j ≤ g;
b. The relations ∑
k∈I1i
N
C˜
σ(i)
k (cj)σσk = 0 ,
3 ≤ i < j ≤ g, considered in Lemma 5.15, are linearly independent and then generate the
ideal I2 of quadrics in Pg−1 containing the curve C.
Proof. Since C is trigonal, there exists a unique (up to a fractional linear transformation) mero-
morphic function f with three poles. Hence, for each p ∈ C, f−1(f(p)) consists of three (possibly
coincident) points; note that, trivially, the sum of such three points (counting multiplicity) cor-
responds to the unique effective divisor of degree three which is special and containing p in its
support.
Fix x4, . . . , xg ∈ C, and consider the function
Fx4,...,xg (p) :=
∏
x∈f−1(f(p)))
K(x, x4, . . . , xg) , p ∈ C .
Denote by [K]x4,...,xg ⊆ C and [F ]x4,...,xg the sets of zeros of K(·, x4, . . . , xg) and Fx4,...,xg , respec-
tively. Then, one of the following alternatives holds: if K(·, x4, . . . , xg) is not identically vanishing,
then both [K]x4,...,xg and
[F ]x4,...,xg =
⋃
x∈[K]x4,...,xg
f−1(f(x)) ,
are finite sets; otherwise, both [K]x4,...,xg and [F ]x4,...,xg coincide with C.
For each n, 1 ≤ n ≤ g − 2, let N
(n)
xn+3,...,xg ⊆ C
n denote the set of n-tuples (p3, . . . , pn+2) such
that
F (n)xn+3,...,xg (p3, . . . , pn+2) :=
n∏
i=1
Fp3,...,pˇi,...,pn+2,xn+3,...,xg (pi) ,
is not zero. Note that F (1) ≡ F and N (1) = C \ [F ].
Now, assume that, for some m, 1 ≤ m < g− 2, the set N (n) is dense in Cn for all n ≤ m. The
set [F (m+1)]xm+4,...,xg of zeros of
F (m+1)xm+4,...,xg(p3, . . . , pm+2, p) = Fp3,...,pm+2,xm+4,...,xg (p)
m∏
i=1
Fp3,...,pˇi,...,pm+2,p,xm+4,...,xg (pi) ,
as a function of p, is given by
[F (m+1)]xm+4,...,xg =
m⋃
i=1
( ⋃
x∈f−1(f(pi))
[K]p3,...,pˇi,...,pm+2,x,xm+4,...,xg
)
∪ [F ]p3,...,pm+2,xm+4,...,xg .
If (p3, . . . , pm+2) ∈ N
(m), then the functions
K(·, p3, . . . , pm+2, xm+4, . . . , xg) ,
and
K(·, p3, . . . , pˇi, . . . , pm+2, x, xm+4, . . . , xg) ,
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for each i = 1, . . . ,m, and x ∈ f−1(f(pi)), vanish identically on C (for example, xm+3 is not a
zero). Hence, [F (m+1)]xm+4,...,xg ⊆ C is a finite set and, therefore,N
(m+1)
xm+4,...,xg is dense in C
m+1. We
proved that if K(·, x4, . . . , xg) does not identically vanish for some x4, . . . , xg ∈ C, then N
n
xn+3,...,xg
is dense in Cn for all n, 1 ≤ n ≤ g− 2. It follows that Ng−2, which does not depend on x4, . . . , xg ,
is dense in Cg−2. Also note that the subset of Cg−2 for which
g⋃
i=3
f−1(f(pi)) ,
consists of pairwise distinct points is dense Cg−2. Hence, its intersection with N
(g−2) is not
empty. Let us choose (p3, . . . , pg) in such an intersection and fix ui ∈ f
−1(f(pi)), ui 6= pi, for all
i ∈ Ig \{1, 2}. Then, the points p3, . . . , pg, u3, . . . , ug are pairwise distinct and satisfy the condition
K(ui, p3, . . . , pˇj , . . . , pg) = 0 ⇔ i 6= j ,
for all i, j ∈ Ig \ {1, 2}. Furthermore, if ui, i ∈ Ig \ {1, 2}, is a single zero of K(·, p3, . . . , pˇj , . . . , pg),
for all j ∈ Ig \ {1, 2, i}, then there exists a unique point vij such that vij + ui+
∑
k 6=j pk is special.
Such a point satisfies necessarily f−1(f(pi)) = {pi, ui, vij}, so that it is independent of j, and the
statement a. follows.
Finally, note that A(cj) = pj and A¯(cj) = {pi | 3 ≤ i ≤ g, i 6= j}. Hence, by Theorem 5.15,
for each k, N < k ≤M the coefficients C
σ(1k)
l (c2k), l ∈ IM , are given by
C
σ(1k)
l (c2k) = Λ
(1k)
k (c2k)C
σ
kl ,
where Λ
(1k)
k (c2k) 6= 0. Linear independence of the C˜
σ(i)(cj)’s, 3 ≤ i < j ≤ g, follows by linear
independence of the Cσk ’s. 
5.5. The case of genus 4
Consider the case of a non-hyperelliptic curve C of genus 4. The identity (4.40) reduces to
K(p3, p4) := −c4,2
κ[v]
κ[σ]5E(p3, p4)2σ(p3)σ(p4)
,
where c4,2 = 1008, and can be used to express Eq.(5.7) in terms of the function K. For g = 4
Eq.(5.7) reduces to a unique relation
10∑
i=1
Cσi σσi = 0 .
It can be derived from the identity
deti,j∈I10 σσi(xj)
deti,j∈I9 vi(xj)
= 0 ,
by expanding the determinant at the numerator with respect to the column corresponding to
x10 ≡ z. One obtains ∑
i∈I10
(−)i
detj∈I10\{i}
k∈I9
σσj(xk)
detj,k∈I9 vj(xk)
σσi(z) = 0 ,
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where the ratios of determinants do not depend on x1, . . . , x9 and correspond to
detj∈I10\{i}
k∈I9
σσj(xk)
detj,k∈I9 vj(xk)
=
κ[σσ1, . . . , ˇσσi, . . . , σσ10]
κ[v]
.
Now, note that for 1i = 2i, κ[σσ1, . . . , ˇσσi, . . . , σσ10] = 0. This can be checked by observing that
all the elements in {σσj}j∈I10\{i} vanish at pi, so that it cannot be a basis of H
0(K2C). Hence,
we can restrict the summation over all the i ∈ I10 with 1i 6= 2i. By a re-labeling of the points
p1, . . . , p4, the relation between κ[v] and K at genus four is
K(p1i , p2i ) = (−)
i+1c4,2
κ[σσ1, . . . , ˇσσi, . . . , σσ10]
κ[σ]5E(p1i , p2i)
2σ(p1i)σ(p2i)
,
for all i, 5 ≤ i ≤ 10. Hence,
Cσi =
K(p1i , p2i)E(p1i , p2i)
2σ(p1i)σ(p2i)
K(p3, p4)E(p3, p4)2σ(p3)σ(p4)
=
k(p1i , p2i)
k(p3, p4)
, (5.33)
5 ≤ i ≤ 10, with k defined in Eq.(4.41), whereas Cσi = 0 for i ≤ 4. Since σσi =
∑10
j=1Xjiωωj , it
follows that
Cωi =
10∑
j=5
XωijC
σ
j ,
i ∈ I10, and we obtain
Cωi = χ
−1
i
4∑
k,l=1
k(pk, pl)
k(p3, p4)
θ∆,1i(ak)θ∆,2i(al)∑
m,n θ∆,m(ak)θ∆,n(al)ωm(pk)ωn(pl)
, (5.34)
i ∈ I10. Note that Cˆ
ω
i := k(p3, p4)C
ω
i is symmetric under any permutation of p1, . . . , p4. On the
other hand, Corollary 5.12 shows that Cωi , and therefore also Cˆ
ω
i , are independent of p1, p2. We
conclude that Cˆωi , whose explicit form is
Cˆωi = −
χ−1i
S(a)2
∏7
1 σ(xi)
4∑
k,l=1
k 6=l
θ∆,1i(ak)θ∆,2i(al)
θ∆
(
pk + pl +
∑7
1 xi
)
σ(pk)σ(pl)
∏
i 6=k,l
(
E(pk, pi)E(pl, pi)
)
·
∑
s∈P7
S
(∑4
i=1 xsi
)
S
(∑7
i=4 xsi
)
E(xsg , pk)E(xsg , pl)
3∏
i=1
S(xsi + xsi+4 + pk + pl)∏
3
j=1
j 6=i
E(xsi , xsj+4)
,
does not depend on p1, . . . , p4, for all i ∈ I10.
Note that, at genus 4, the equivalent relations∑
i∈IM
Cωi ωωi = 0,
and ∑
i∈IM
Cˆωi ωωi = 0 ,
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must be proportional to Eq.(1.1), with e one of the two points in Θs; in other words, C
ω
i and
Cˆωi must be proportional to χ
−1
i θ1i2i(e). In the following proposition, such a proportionality is
precisely derived.
Proposition 5.19. Let C be non-hyperelliptic of genus 4 and fix (p1, . . . , p4) ∈ C
4 \ B. The
coefficients Cσi , i ∈ IM , correspond to
Cσi =
∑
a,b∈Ig
θab(e)ωa(p1i)ωb(p2i)∑
a,b∈Ig
θab(e)ωa(p3)ωb(p4)
, (5.35)
for all i ∈ IM , and
k(p, q) ≡ K(p, q)E(p, q)2σ(p)σ(q) = A
∑
a,b∈Ig
θab(e)ωa(p)ωb(q) , (5.36)
for all p, q ∈ C, where e ∈ Θs and A is a complex constant (depending on the moduli). Furthermore,
Cωi = χ
−1
i
θ1i2i(e)∑
a,b∈Ig
θab(e)ωa(p3)ωb(p4)
, (5.37)
for all i ∈ IM .
Proof. Lemma 5.16 gives∑
a,b∈Ig
θab(e)ωa · ωb = 2
∑
a,b∈Ig
θab(e)ωa(p3)ωb(p4)
∑
i∈IM
Cσi σ · σi ,
and, by applying χ−1i (p · p)i, i ∈ IM , to both sides, one obtains Eq.(5.35) (note that χi 6= 1 if
and only if p1i = p2i , and in this case both sides of (5.35) vanish). By comparing Eq.(5.35) and
Eq.(5.33), we obtain Eq.(5.36). Finally, by using Eq.(5.34) and Eq.(5.36), we have
Cωi = χ
−1
i
∑
c,d∈Ig
(
θcd(e)∑
a,b∈Ig
θab(e)ωa(p3)ωb(p4)
4∑
k=1
θ∆,1i(ak)ωc(pk)∑
m θ∆,m(ak)ωm(pk)
4∑
l=1
θ∆,2i(al)ωd(pl)∑
n θ∆,n(al)ωn(pl)
)
and, by Corollary 4.4, we obtain Eq.(5.37). 
5.6. Relations among holomorphic cubic differentials
According to Petri’s Theorem, in the most general case the ideal of a canonical curve C is
generated by its ideals of quadrics together with the ideal of cubics. As discussed in the introduction
of this section, such cubics correspond to linear relations among holomorphic 3-differentials on C;
a generalization of the previous construction is necessary in order to explicitly determine such
relations.
Fix p1, . . . , pg ∈ C satisfying the conditions i), ii) and iii) of Proposition 4.8 with respect to
some fixed i, 3 ≤ i ≤ g, and let {ϕj}j∈IN3−1 ∪ {ϕi+5g−8} be the corresponding basis of H
0(K3C).
The kernel of the canonical epimorphism from Sym3H0(KC) onto H
0(K3C) has dimension (g −
3)(g2+6g− 10)/6, and each element corresponds to a linear combination of the following relations
σjσkσl =
∑
m∈IN3−1
Bjkl,mϕm +Bjkl,i+5g−8σ2σ
2
i , (5.38)
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3 ≤ j, k, l ≤ g, j 6= k, and
σ2σ
2
j =
∑
m∈IN3−1
B2jj,mϕm + B2jj,i+5g−8σ2σ
2
i , (5.39)
3 ≤ j ≤ g, j 6= i, where Bjkl,m, B2jj,m ∈ C, are suitable coefficients. On the other hand, a trivial
computation shows that the relations (5.38) are generated by (5.39) and by the relations among
holomorphic quadratic differentials,
M∑
j=1
Cσkjσσj = 0 , (5.40)
k = N+1, . . . ,M . Therefore, relations among holomorphic 3-differentials, modulo relations among
holomorphic quadratic differentials, provide at most g − 3 independent conditions on products of
elements of H0(KC).
The relations (5.39) can be restated in terms of an arbitrary basis {ηj}j∈Ig of H
0(KC). Let
Y η be the automorphism of CM3 , determined by
Y ηkj := χ
−1
k ([η]
−1[η]−1[η]−1)jk , (5.41)
j, k ∈ IM3 , so that
ϕj =
M3∑
k=1
Y ηkjηηηk ,
j ∈ IM3 . Consider the following determinants of d-dimensional submatrices of Y
η
|Y η|
j1...jd
i1...id
:= det


Y ηi1j1 . . . Y
η
i1jd
...
. . .
...
Y ηidj1 . . . Y
η
idjd

 ,
i1, . . . , id, j1, . . . , jd ∈ IM3 , d ∈ IM3 .
Proposition 5.20.
M3∑
j=1
Dηkjηηηj = 0 , (5.42)
N3 ≤ k ≤ N3 + g − 3, k 6= i where
Dηkj :=
M3∑
k1,...,kN3=1
|Y η|
1...(N3−1) i k
k1 ... kN3
j
Rϕ[ηηηk1 , . . . , ηηηkN3 ] , (5.43)
j ∈ IM3 , are g − 3 independent linear relations among holomorphic 3-differentials.
Proof. Without loss of generality, we can assume i = N3; such an assumption can always be
satisfied after a re-ordering of the points p3, . . . , pg. FixN3+1 arbitrary points x1, . . . , xN3 , xN3+1 ≡
z ∈ C and consider the singular matrix [ϕl(xm)]l∈I
m∈IN3+1
with I := IN3 ∪ {k}, with N3 < k ≤
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N3 + g − 3. By expressing the determinant with respect to the column (ϕl(z))l∈I , the identity
detϕl(xm) = 0, l ∈ I, m ∈ IN3+1, yields
M3∑
m=1
[ N3∑
l=1
(−)l+1Rϕ[ϕ1, . . . , ϕˇl, . . . , ϕN3 , ϕk]Y
η
ml − Y
η
mk
]
ηηηm = 0 .
The proposition follows by combinatorial identities analogous to the proof of Theorem 5.3. 
Whereas for g = 4 the relations (5.42) are independent of the relation among holomorphic
quadratic differentials, for g ≥ 5, (5.42) are generated by (5.40) in all but some particular curves.
Set ψ˜1i2i,1j2j := ψ˜ij and C
σ
1i2i,1j2j := C
σ
ij , N + 1 ≤ i ≤ M , j ∈ IM . Consider the 3-differentials
σiσjσk with 3 ≤ i < j < k ≤ g (g ≥ 5). By Eq.(5.40) and by C
σ
ij = ψ˜ij − δij , N + 1 ≤ i ≤ M ,
j ∈ IM ,
σiσjσk =
2∑
m=1
g∑
n=3
ψ˜ij,mnσmσnσk + ψ˜ij,12σ1σ2σj ,
so that
2∑
m,p=1
g∑
q=3
( g∑
n=3
n6=j
ψ˜ik,mnψ˜nj,pq
)
σmσpσq + ψ˜ik,12σ1σ2σk +
2∑
m=1
ψ˜ik,mjσmσ
2
j
=
2∑
m,p=1
g∑
q=3
( g∑
n=3
n6=i
ψ˜jk,mnψ˜ni,pq
)
σmσpσq + ψ˜jk,12σ1σ2σk +
2∑
m=1
ψ˜jk,miσmσ
2
i .
The above equation yields
Cσik,2jσ2σ
2
j =
2∑
m,p=1
g∑
q=3
( g∑
n=3
n6=i
Cσjk,mnC
σ
ni,pq −
g∑
n=3
n6=j
Cσik,mnC
σ
nj,pq
)
σmσpσq
+Cσjk,12σ1σ2σk − C
σ
ik,12σ1σ2σk + C
σ
jk,1iσ1σ
2
i − C
σ
ik,1jσ1σ
2
j + C
σ
jk,2iσ2σ
2
i .
If Cσik,2j 6= 0 for some k, the above identity shows that the relation (5.39) is generated by Eqs.(5.40).
On the other hand, it can be proved [37] that if Cσik,2j = 0 for all 3 ≤ k ≤ g, k 6= i, j, the relation
(5.39) is independent of the relations among holomorphic quadratic differentials. This case occurs
if and only if the curve C is trigonal or a smooth quintic.
Proposition 5.21. Fix g points p1, . . . , pg ∈ C satisfying the conditions of theorem 4.8. The
coefficients Y ωij , defined in Eq.(5.41) with η ≡ ω, are given by
Y ωij =
(1 + δ1j2j + δ2j3j )(1 + δ1j3j )
6
∏
m∈{1,2,3}
∑
l θ∆,l(ami)ωl(pmi)
∑
s∈P3
( ∏
m∈{1,2,3}
θ∆,s(m)j (ami)
)
, (5.44)
i, j ∈ IM .
Proof. The proposition follows immediately by the definition (5.41) and by Eq.(4.13). 
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6. The canonical basis of H0(KC) and κ[ω] in terms of theta functions
We saw that the bases for holomorphic differentials we introduced satisfy several properties.
Here we first show that the use of such bases leads to a straightforward derivation of the Fay’s
trisecant identity. We then consider a basic problem in the study of Riemann surfaces. This arises,
for example, in investigating the Schottky problem or in constructing modular forms, where basic
quantities, in spite of being constants, e.g. the Mumford form, have an expression that needs the
use of points on C. We introduce a new general strategy which is based on the idea of identifying
the divisors with the ones defining spin structures. In doing this one has to consider several
intermediate problems, such as expressing the determinants of the canonical holomorphic abelian
differentials in terms of theta functions only. Furthermore, another problem concerning detωi(pj)
is to consider the g-points p1, . . . , pg as defining spin structures which are associate to divisors of
degree g−1. Such a question is strictly related to the problem of expressing detωi(pj) without the
use of the g/2-differential σ and of the constant κ[ω]. We will see that there exists an elegant and
natural solution leading to the explicit expression of basic quantities in terms of divisors defining
spin structures. We also express the abelian holomorphic differentials in terms of theta functions
only. This also implies the expression for products of the basic constants κνk [ω], corresponding
to the main building block of the Mumford form, in terms of theta functions with spin structures
whose arguments involve the difference of points belonging to the divisors of such spin structures.
6.1. Determinants and Fay’s identity
In this section, we will use the bases introduced in section 4 to derive a combinatorial proof
of the Fay’s trisecant identity.
Theorem 6.1. The following are equivalent
a) Proposition 3.4 holds;
b) The Fay’s trisecant identity [35]
θ(w +
∑m
1 (xi − yi))
∏
i<j E(xi, xj)E(yi, yj)
θ(w)
∏
i,j E(xi, yj)
= (−)
m(m−1)
2 detij
θ(w + xi − yj)
θ(w)E(xi, yj)
, (6.1)
m ≥ 2, holds for all x1, . . . , xm, y1, . . . , ym ∈ C, w ∈ J0(C).
Proof. (a⇒ b) Fix x1, . . . , xm, y1, . . . , ym ∈ C and w ∈ J0(C), with θ(w) 6= 0. Choose y1, . . . , ym
distinct, otherwise the identity is trivial. Set pi := yi, i ∈ Im, and fix n ∈ N+, with d := Nn−m ≥ g,
and pm+1, . . . , pNn ∈ C, in such a way that
I(
Nn∑
1
pi − (2n− 1)∆) = w .
By Jacobi Inversion Theorem, such a choice is always possible. Note that the set of divisors
pm+1 + . . . + pNn , such that pi = pj for some i 6= j ∈ INn , is the set of points of a subvariety in
the space of positive divisors of degree d. Then the image of such a variety under the Jacobi map,
which is analytic, corresponds to a proper subvariety W of J0(C). Hence, the conditions θ(w) 6= 0
and
w − I(
m∑
1
yi + (2n− 1)∆) ∈ J0(C) \W ,
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are satisfied for w a dense subset in J0(C). It is therefore sufficient to prove Eq.(6.1) on such a
subset and the theorem follows by continuity arguments.
Let us then choose the points pm+1, . . . , pNn to be pairwise distinct and distinct from y1, . . . , ym
and fix a basis {φni }i∈INn of H
0(KnC). Since p1, . . . , pNn are pairwise distinct and
θ∆(
Nn∑
1
pi) = θ(w) 6= 0 ,
it follows by Eq.(3.14) that detφni (pj) 6= 0. Therefore, by Proposition 4.1, one can define the basis
{γni }i∈INn of H
0(KnC) with the property γ
n
i (pj) = δij , i, j ∈ INn . On the other hand, note that
det γn(x1, . . . , xm, pm+1, . . . , pNn) = det
ij∈Im
γni (xj) ,
can be expressed either by means of Eq.(4.16)
m∏
i=1
σ(xi, yi)
2n−1
Nn∏
j=m+1
E(xi, pj)
E(yi, pj)
∏m
i,j=1 E(xi, yj)∏m
i,j=1
i6=j
E(yi, yj)
det
ij
θ(w + xi − yj)
θ(w)E(xi, yj)
,
or by means of (3.14) and (4.17)
m∏
i=1
σ(xi, yi)
2n−1
Nn∏
j=m+1
E(xi, pj)
E(yi, pj)
θ
(
w +
∑m
1 (xi − yi)
)∏m
i<j E(xi, xj)
θ(w)
∏m
i,j=1
i<j
E(yi, yj)
.
Eq.(6.1) then follows by observing that
m∏
i,j=1
i6=j
E(yi, yj) = (−)
m(m−1)/2
m∏
i,j=1
i<j
E(yi, yj)
2 . (6.2)
(b⇒ a) Fix p1, . . . , pNn ∈ C, n ≥ 2, in such a way that the hypothesis of Proposition 4.1 is satisfied.
Let {γni }i∈INn be the corresponding basis of H
0(KnC) satisfying (4.4). det γ
n
i (zj) can be evaluated,
for arbitrary z1, . . . , zNn ∈ C, by expressing γ
n
i (zj) by means of (4.16). In particular, by using
(6.1) with m = Nn, xi = zi, yi = pi, i ∈ INn , and w = I(
∑Nn
1 pi− (2n−1)∆), after a computation
analogous to the previous one, (3.14) follows, with κ[γn] given by Eq.(4.17). Therefore, (3.14)
holds for an arbitrary basis {φni }i∈INn of H
0(KnC), with κ[φ
n] = κ[γn] detφni (pj). The same result
holds for (3.13) by using (6.1) with w = I(
∑g
1 pi − y −∆). 
6.2. {ωi}i∈Ig and κν [ω]: from divisors on C
g to spin structures
Integrating (4.10) along the α-cycles of C leads to expressions of the minors of ωi(pj) in
terms of theta functions. In particular, denoting by ωˆk(p1, . . . , pˇi, . . . , pg) the cofactor of ωk(z) in
detω(z, p1, . . . , pˇi, . . . , pg), we have
Proposition 6.2.
ωˆl(p1, . . . , pˇi, . . . , pg) =
∮
αl,z
detω(z, p1, . . . , pˇi, . . . , pg) = κ[ω]θ∆,l(ai)
∏
j,k 6=i
j<k
E(pj , pk)
∏
j 6=i
σ(pj) ,
(6.3)
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l ∈ Ig, where
∮
αl,z
denotes integration in z along αl. Furthermore,
ωl(z) = (−)
l+1
∮
α1,p1
· · ·
∮
αl−1,pl−1
∮
αl+1,pl
· · ·
∮
αg−1,pg−2
ωˆg(z, p1, . . . , pg−2) , (6.4)
l ∈ Ig.
For g = 2 the divisors of ω1 and ω2 coincide with the ones of θ∆,2 and θ∆,1, respectively. In
particular
ω1(z) = κ[ω]θ∆,2(z)σ(z) , ω2(z) = −κ[ω]θ∆,1(z)σ(z) . (6.5)
This is a particular case of more general relations considered in the following theorem.
Theorem 6.3. Fix (p1, . . . , pg) ∈ C
g and set ai as in Definition 4.2. Then
det θ∆,i
(
aj
)
6= 0 ,
if and only if (p1, . . . , pg) /∈ A. In this case
ωi(z) =
g∑
j=1
ξ−1ij
θ∆(aj + z − yj)θ∆(a− z)
θ∆(a− yj)
E(pj , yj)
E(pj , z)E(yj , z)
, (6.6)
i ∈ Ig, for all yi, z ∈ C, i ∈ Ig, where ξij := θ∆,j(ai). Furthermore, if αi, i ∈ Ig, are elements of Θ
such that
det θi(αj) 6= 0 ,
and νi := (ν
′
i, ν
′′
i ), i ∈ Ig, are odd theta characteristics satisfying
det θi[νj ](0) 6= 0 ,
then
ωi(z) =
E(p, q)
E(p, z)E(q, z)
g∑
j=1
λ−1ij
θ(αj + z − q)θ(αj + p− z)
θ(αj + p− q)
=
E(p, q)
E(p, z)E(q, z)
g∑
j=1
µ−1ij
θ[νj ](z − q)θ[νj ](p− z)
θ[νj ](p− q)
,
(6.7)
i ∈ Ig, for all p, q, z ∈ C, where λij := θj(αi) and µij := θj [νi](0). The three conditions, and in
particular det θi[νj ](0) 6= 0, can always be satisfied for any C.
Proof. Fix i ∈ Ig and consider the limit y → pi of (3.12)∑
j
θ∆,j(ai)ωj(pi) = S(a)σ(pi)
∏
j 6=i
E(pi, pj) . (6.8)
Independence of ξij := θ∆,j(ai) on pi implies that the above relation also holds whether pi is
replaced by an arbitrary point q ∈ C, and therefore replacing also a by a − pi + q. In particular,
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since
∏
j 6=iE(pi, pj) vanishes at pi = pj , j ∈ Ig, j 6= i, it follows that
∑
k ξikωk(pj) is a diagonal
matrix, so that
det ξij detωi(pj) = S(a)
g
g∏
1
σ(pi)
g∏
i,j=1
i6=j
E(pi, pj) . (6.9)
Expressing detωi(pj) by Eq.(3.13), and using (6.2) we obtain
det ξij = (−)
g(g−1)/2κ[ω]−1S(a)g−1
∏
i<j
E(pi, pj) , (6.10)
implying that det ξij 6= 0 if and only if S(a) 6= 0 and p1, . . . , pg are pairwise distinct. Now, (6.8)
with z ≡ pi and (3.9) give
g∑
j=1
ξijωj(z) =
θ∆(ai + z − y)θ∆(a− z)
θ∆(a− y)
E(pi, y)
E(pi, z)E(y, z)
,
i ∈ Ig, that, if det ξij 6= 0, coincides with (6.6).
Furthermore, by Fay’s trisecant identity it immediately follows that if α is a non-singular
element of Θ, then for any four points xi ∈ C, i ∈ I4, the “cross ratio”
θ(α+ x1 − x2)θ(α+ x3 − x4)
θ(α+ x1 − x4)θ(α+ x3 − x2)
,
is independent of α. In particular, by (3.1)
θ(αi + p− q)θ(αi + x− z)
θ(αi + p− z)θ(αi + x− q)
=
θ[ν](p− q)θ[ν](x− z)
θ[ν](p− z)θ[ν](x− q)
,
holds for all p, q, x, z ∈ C and ν, non-singular odd theta characteristics and αi, i ∈ Ig, a non-singular
element of Θ. In the limit x→ z, we have
θ(αi + p− q)
θ(αi + p− z)θ(αi + z − q)
g∑
j=1
θj(αi)ωj(z) =
θ[ν](p− q)
θ[ν](p− z)θ[ν](z − q)
g∑
j=1
θj [ν](0)ωj(z) , (6.11)
and the first equation in (6.7) follows by noticing that the right hand side of (6.11) coincides with
E(q, p)/E(z, p)E(q, z). The second equation follows by replacing in the above equations αi by a
non-singular theta characteristic νi. Each theta function gets a phase factor that however cancels
in the cross ratio. Alternatively, the second equation in (6.7) can be obtained by comparing the
expression for E(q, p)/E(z, p)E(q, z), given by the right hand side of (6.11), with the analogous
expression with ν replaced by νi. Incidentally, this shows that independence of the prime form
on the specific non-singular odd spin structure is a property related to the Fay trisecant identity.
It is clear that the conditions det ξij 6= 0 and detλij 6= 0 can be always satisfied. Existence of
odd theta characteristics such that detµij 6= 0, follows by Lefschetz Theorem for abelian varieties
which implies that the rank of the rectangular matrix θi[νj ](0), i ∈ Ig, with {νj}j∈I2g−1(2g−1) the
full set of odd characteristics, is always of rank g [39]. 
An immediate consequence of the previous theorem is that the determinant of the holomor-
phic 1-differentials can be expressed without the use of any constant, such as κ[ω] and of the
σ-differential.
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Corollary 6.4. Let νi, i ∈ Ig, be odd theta characteristics satisfying det θi[νj ](0) 6= 0, then
detωi(pj) =
1
det θi[νj ](0)
E(p, q)g det(θ[νi](pj − q)θ[νi](p− pj))∏g
i=1E(p, pi)E(q, pi)θ[νi](p− q)
, (6.12)
holds for all p, q, pi ∈ C, i ∈ Ig.
Proof. Immediate by (6.7). 
A basic implication of the above relations is that also κ[ω] can be expressed without the use
of detωi(zj).
Corollary 6.5.
κ[ω] = (−)g(g−1)/2
( θ∆(a− y)
σ(y)
∏
k E(y, pk)
)g−1∏
i<j E(pi, pj)
det θ∆,j(ai)
. (6.13)
Proof. Immediate by (6.10). 
Remark 6.6. Such a relation was previously known only for g = 1 [34], a consequence of the
triviality of detωi(zj) on the torus.
Let ν1, . . . , νg be g odd spin structures and denote by p
j
i , j ∈ Ig−1, the corresponding points
on C, that is
ν′′i + τν
′
i = I(
g−1∑
j=1
pji −∆) , (6.14)
i ∈ Ig. Set hi ≡ hνi , and recall that (hi) =
∑g−1
j=1 p
j
i . Define the symbol
{pji}n := κ[ω]
g(1−g)epii(g−1)
∑
g
1
tν′iτν
′′
i +2pii(g−1)
∑
g
1
tν′iν
′′
i
g−1∏
l=1
g∏
k=1
det
ij
ωi(p
j
k)|pg
k
≡pl
k+n
, (6.15)
n ∈ Ig−1, p
j
g+l ≡ p
j
l , l ∈ In, j ∈ Ig−1, which is a holomorphic g-differential in each one of the p
j
i ’s.
By (4.10)
det
ij
ωi(p
j
k) = (−)
g−1e−pii
tν′kτν
′
k−2pii
tν′kν
′′
k κ[ω]h2k(p
g
k)
g−1∏
i<j=1
E(pik, p
j
k)
g−1∏
i=1
σ(pik) . (6.16)
It follows that the expression of (6.15) for, say n = 1, is equivalent to
{pji}1 =
g−1∏
i=1
h21(p
i
2)h
2
2(p
i
3) · · · h
2
g(p
i
1)
g∏
k=1
g−1∏
i<j=1
E(pik, p
j
k)
g−1
g−1∏
i=1
σ(pik)
g−1
=
g∏
k=1
g−1∏
i=1
σ(pik)
g−1
g−1∏
i<j=1
θ[νk](p
j
k+1 − p
i
k+1)
g−1
hk(p
j
k+1)
g(g−3)
.
(6.17)
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Such an expression contains only points belonging to the divisors defining non-singular odd spin
structures. A more symmetric expression is obtained by multiplying over n
g−1∏
n=1
{pji}n =
g∏
k=1
g−1∏
i=1
σ(pik)
(g−1)2
g−1∏
n=1
g−1∏
i<j=1
θ[νk](p
j
k+n − p
i
k+n)
g−1
hk(p
j
k+n)
g(g−3)
. (6.18)
According to Remark 3.5 Eqs.(3.13) and (3.14) define new constants κν [φ
n], once the g/2-
differential σ in (3.13) and (3.14) is replaced by σν . Explicitly, there are constants κν [φ
n] depending
only on the marking of C and on {φni }i∈INn such that
κν [φ
1] =
detφ1i (pj)σν(y)
∏g
1 E(y, pi)
θ∆
(∑g
1 pi − y
)∏g
1 σν(pi)
∏g
i<j E(pi, pj)
, (6.19)
and
κν [φ
n] =
detφni (pj)
θ∆
(∑Nn
1 pi
)∏Nn
1 σν(pi)
2n−1
∏Nn
i<j E(pi, pj)
, (6.20)
for n ≥ 2, for all y, p1, . . . , pNn ∈ C. As we noticed, a property of σν is that, unlike σ, it is
directly defined on C. This allows us to express κν [ω] in terms of theta functions only. Most
importantly, products of κνk [ω] have expressions where only points belonging to divisors defining
odd spin structures appear.
Theorem 6.7. The relation
κν [ω] = e
−pii tν′τν′
∏g
i<j θ[ν](pi − pj) exp
∑g−1
j=1(
2pii
g−1
tν′Kyj +
∑g
i=1
∮
αi
ωi(w) log θ[ν](w − yj))∏g−1
i,j=1 θ[ν](pi − yj) detij θj [ν](pg − pi)
,
(6.21)
holds for all the non-singular odd spin structures
ν′′ + τν′ = I(
g−1∑
i=1
pi −∆) ,
and pg, yi, i ∈ Ig−1, arbitrary points of C. In particular, if
ν′′k + τν
′
k = I(
g−1∑
i=1
pik −∆) ,
k ∈ In, n > 2, are non-singular odd spin structures, then
n∏
k=1
κνk [ω] , (6.22)
where yik ≡ p
i
k+1, p
g
k ≡ p
1
k+2, k ∈ In, i ∈ Ig−1, and p
i
n+j ≡ p
i
n, j = 1, 2, depends only on the
divisors associated to {νk}k∈In .
Proof. First note that
κν [ω]σν(y)
g−1 = κ[ω]σ(y)g−1 ,
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so that Corollary 6.5 still holds whether κ[ω] and σ are replaced by κν [ω], defined in (6.19), and
σν , defined in (3.10), respectively. Next, identify a with the divisor
∑g
i=1 pi, with the first g − 1
points, defining, as in (6.14), the non-singular odd spin structure ν. It then follows that
I(a− pg −∆) = I(ai + pi − pg −∆) = ν
′′ + τν′ ,
so that, recalling the expression of the prime form (3.8),
θ∆(a− y)
E(y, pg)
= e−pii
tν′τν′−2pii tν′(pg−y+ν
′′)h(p)h(y) , (6.23)
and
det θ∆,j(ai) = e
−piig tν′τν′−2pii tν′(gpg−
∑
g
i=1
pi+gν
′′) det
ij
θj [ν](pg − pi) .
On the other hand, by (3.6)
I(pg − a+ (g − 1)pg) = −ν
′′ − τν′ + I((g − 1)pg −∆) = −ν
′′ − τν′ + Kpg ,
so that, if a =
∑g
i=1 pi and ν
′′+ τν′ = I(
∑g−1
j=1 pj −∆), then det θ∆,j(ai) admits the following nice
expression
det θ∆,j(ai) = e
−pii(g−2) tν′τν′−2pii(g−1) tν′ν′′−2pii tν′Kpg det
ij
θj [ν](pg − pi) . (6.24)
Replacing (6.23) and (6.24) in (6.13), with κ[ω] and σ replaced by κν [ω] and σν , respectively, and
then observing that
(−)g(g−1)/2
g−1∏
i<j
θ[ν](pj − pi)
g−1∏
i=1
θ[ν](pg − pi) = (−)
g(g−1)
g∏
i<j
θ[ν](pi − pj) ,
and that (−)g(g−1) = 1, yields
κν [ω] = e
−pii tν′τν′+2pii tν′Ky
∏g
i<j θ[ν](pi − pj)e
(g−1)
∑
g
i=1
∮
αi
ωi(w) log θ[ν](w−y)∏g−1
i=1 θ[ν](pi − y)
g−1 detij θj [ν](pg − pi)
. (6.25)
Next, independence of κν [ω] on the points, implies the identity
e
2pii tν′Ky+(g−1)
∑
g
i=1
∮
αi
ωi(w) log θ[ν](w−y)∏g−1
i=1 θ[ν](pi − y)
g−1
=
e
∑
g−1
j=1
( 2πi
g−1
tν′Kyj+
∑
g
i=1
∮
αi
ωi(w) log θ[ν](w−yj))∏g−1
i,j=1 θ[ν](pi − yj)
, (6.26)
that, together with (6.25), reproduces (6.21).
Remark 6.8. Theorem 6.7 also provides an immediate derivation of the only previously known
solution, namely the one of the elliptic case. On the other hand, g = 1 corresponds to the only
case where κ[ω] can be defined independently of σ, and so it does not need the definition on the
universal covering of C. In the elliptic case we in fact have κ[ω] = κν [ω]. By (3.5)
K =
1 + τ
2
,
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and using θ1
[
1/2
1/2
]
(0) = −2πη3(τ), Eq.(6.25) yields
κν [ω] =
e−pii
tν′τν′+2pii tν′K
θ1
[
1/2
1/2
]
(0)
= −
e−
πi
2 (1−
τ
2 )
2πη3(τ)
, (6.27)
that coincides with the derivation in [34] (see pg.21 there and note that κ[ω] corresponds to κ−10 ).
We also note that (6.22) admits alternative versions depending on the choice of the identification
among the points pik and y
i
k.
An analysis similar to the one for κν [ω] can be done also for κν [φ
n], n ≥ 2. However, in
this case the degree Nn of the effective divisor appearing in (6.20) is a multiple of g − 1, so that
I(
∑Nn
1 pi − (2n− 1)∆) can be directly identified with the summation of 2n− 1 non-singular odd
spin structures. It is convenient to change the notation and to denote the set of points {pi}i∈INn
as {pji}i∈I2n−1,j∈Ig−1 , so that
ν′′k + τν
′
k = I(
g−1∑
i=1
pik −∆) , (6.28)
k ∈ I2n−1, n ≥ 2. The previous investigation naturally leads to introduce the following constants.
Definition 6.9. Fix n ≥ 2 such that a set {ν} ≡ {νk}k∈I2n−1 of non-singular odd spin structures,
as in (6.28), is defined and set
κ{ν}[φ
n] :=
detφni (pj) exp[(2n− 1)
∑2n−1
k=1
∑g−1
j=1
∑g
i=1
∮
αi
ωi(w) log θ[νk](w − p
j
k)]
θ
(∑2n−1
1 νk
)∏2n−1
k<l=1
∏g−1
i,j=1E(p
i
k, p
j
l )
∏2n−1
k=1
∏g−1
i=1
(
hνk(p
i
k)
(2n−1)g
∏g−1
j>i E(p
i
k, p
j
k)
) ,
(6.29)
where the points pi, i ∈ INn , in the determinant are given by pi+j(g−1) ≡ p
i
j , i ∈ Ig−1, j ∈ I2n−1.
7. Siegel metric induced on Mˆg and Bergman reproducing kernel
In this section we derive the explicit expression of the metric ds2
|Mˆg
on the moduli space Mˆg
of genus g canonical curves induced by the Siegel metric. This was previously known only for
the trivial cases g = 2 and g = 3. By Wirtinger Theorem the explicit expression for the volume
form on Mˆg is also obtained. A remarkable property of ds
2
|Mˆg
is that it is given by the Kodaira-
Spencer map of the square of the Bergman reproducing kernel (times 4π2). This is one of the basic
properties of the Bergman reproducing kernel derived in this section. Such an approach will led
to a notable relation satisfied by the determinant of powers of the Bergman reproducing kernel.
The results are a natural consequence of the present approach, which also uses, as for the present
derivation of ds2
|Mˆg
, the isomorphisms introduced in section 2.
The Torelli space Tg of smooth algebraic curves of genus g can be embedded in Hg by the
period mapping, which assigns to a curve C, with a fixed basis of H1(C,Z), representing a point
in Tg, the corresponding period matrix. The period mapping has maximal rank 3g − 3 on the
subspace Tˆg of non-hyperelliptic curves and therefore a metric on Hg induces the pull-back metric
on Tˆg. It is therefore natural to consider the Siegel metric on Hg [40]
ds2 := Tr (Y −1dZY −1dZ¯) , (7.1)
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where Y := ImZ, Z ∈ Hg. Such a metric is Sp(2g,R) invariant, and since Mˆg ∼= Tˆg/Γg, it also
induces a metric on Mˆg. The Siegel volume form is [40]
dν =
iM
2g
∧g
i≤j(dZij ∧ dZ¯ij)
(detY )g+1
. (7.2)
The explicit expression of the volume forms on Mˆg induced by the Siegel metric, which
coincides with (7.2) for g = 2 and g = 3 non-hyperelliptic curves, is given in Theorem 7.7. It is
simply written in terms of the Riemann period matrix τij and of the basis {dτij} of T
∗Tˆg.
The Laplacian associated to the Siegel’s symplectic metric were derived, ten years after Siegel’s
paper [40], by H. Maass [41]
∆ = 4Tr
(
Y
t
(
Y
∂
∂Z¯
) ∂
∂Z
)
. (7.3)
As we will see, as a byproduct of the present approach, and of the formalism developed in section
2 in particular, both (7.2) and (7.3) are straightforwardly derived.
7.1. Derivation of the volume form and the Laplace-Beltrami operator on Hg
Proposition 7.1. The Siegel metric (7.1) can be equivalently expressed in the form
ds2 =
M∑
i,j=1
gSijdZidZ¯j , (7.4)
where
gSij(Z, Z¯) := 2
Y −1
1i1j
Y −1
2i2j
+ Y −1
1i2j
Y −1
2i1j
(1 + δ1i2i)(1 + δ1j2j )
= 2χ−1i χ
−1
j (Y
−1Y −1)ij , (7.5)
i, j ∈ IM .
Proof. For n = 2 the identity (2.3) reads
g∑
i,j=1
f(i, j) =
M∑
k=1
(2− δ1k2k)f(1k, 2k) ,
where we used the identity
2− δij =
2
1 + δij
.
Hence
ds2 =
g∑
i,j,k,l=1
Y −1ij dZjkY
−1
kl dZ¯li
=
g∑
i,j=1
dZ¯ji
M∑
m=1
Y −1i1mY
−1
j2m
+ Y −1i2mY
−1
j1m
1 + δ1m2m
dZ1m2m
=
M∑
m,n=1
(2− δ1n2n)dZ¯1n2n
Y −1
1n1m
Y −1
2n2m
+ Y −1
1n2m
Y −1
2n1m
1 + δ1m2m
dZ1m2m
=
M∑
m,n=1
2χ−1m χ
−1
n (Y
−1Y −1)nmdZmdZ¯n .
(7.6)
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Let
ω :=
i
2
M∑
i,j=1
gSijdZi ∧ dZ¯j , (7.7)
be the (1, 1)-form associated to the Siegel metric on Hg, so that the volume form on Hg is
1
M !
ωM =
( i
2
)M
det gSij
g∧
i≤j
(dZij ∧ dZ¯ij) .
Proposition 7.2.
det gSij =
2M−g
(detY )g+1
.
Proof. Since Y is symmetric and positive-definite, we have PY −1P−1 = diag (λ1, . . . , λg) ≡ D,
for some non-singular g × g matrix P and some positive λ1, . . . , λg . By (7.5) and (2.6)
det gSij =2
M detij
(
(Y −1Y −1)ijχ
−1
i χ
−1
j
)
=2M detij
(
(PP )ijχ
−1
j
)
detij
(
(P−1P−1)ijχ
−1
j
)
detij
(
(Y −1Y −1)ijχ
−1
i χ
−1
j
)
,
and by (2.4)
det gSij = 2
M detij
(
(DD)ijχ
−1
i χ
−1
j
)
= 2M detij
(
λλi(δδ)ijχ
−1
i χ
−1
j
)
.
The proposition then follows observing that (δδ)ij = χjδij and that (2.7) yields
det gSij = 2
M
M∏
i=1
λλiχ
−1
i = 2
M−g
( g∏
k=1
λk
)g+1
.

Proposition 7.3. The Laplace-Beltrami operator acting on functions on Hg is
∆ =
1
2
M∑
i,j=1
(Y Y )ij
∂
∂Zi
∂
∂Z¯j
.
Proof. Just use the definition of ∆ and note that gS ij = (Y Y )ij/2. 
7.2. Basis of the fiber of T ∗Tˆg and Siegel metric on Mˆg
The following theorem provides a modular invariant basis of the fiber of T ∗Tˆg at the point
representing C.
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Theorem 7.4. If p3, . . . , pg ∈ C are g − 2 pairwise distinct points such that K(p3, . . . , pg) 6= 0,
then
Ξi :=
M∑
j=1
Xωjidτj , (7.8)
i ∈ IN , with X
ω
ij , i, j ∈ IM , defined in Eq.(5.19), is a modular invariant basis of the fiber of T
∗Tˆg
at the point representing C.
Proof. Consider the Kodaira-Spencer map k identifying the space of quadratic differentials on
C with the fiber of the cotangent bundle of Mg at the point representing C. Next, consider a
Beltrami differential µ ∈ Γ(K¯C⊗K
−1
C ) (see [42] for explicit constructions) and recall that it defines
a tangent vector at C of Tg. The derivative of the period map τij : Tg → C at C in the direction
of µ is given by Rauch’s formula
dCτij(µ) =
∫
C
µωiωj .
It follows that
k(ωjωk) =
1
2πi
dτjk ,
j, k ∈ Ig, so that, by (5.18),
k(vj) =
1
2πi
M∑
k=1
Xωkjdτk , (7.9)
j ∈ IN , where
dτi := dτ1i2i ,
i ∈ IM . It follows that the differentials
Ξj := 2πi k(vj) , (7.10)
j ∈ IN , are linearly independent. Furthermore, since by construction the basis {vi}i∈IN is inde-
pendent of the choice of a symplectic basis of H1(C,Z), such differentials are modular invariant,
i.e.
Ξi 7→ Ξ˜i = Ξi , (7.11)
i ∈ IN , under (3.2). 
Let ds2
|Mˆg
be the metric on Mˆg induced by the Siegel metric. Set
gτij := g
S
ij(τ, τ¯ ) = 2χ
−1
i χ
−1
j (τ2
−1τ2
−1)ij . (7.12)
Corollary 7.5.
ds2
|Mˆg
=
N∑
i,j=1
gΞijΞiΞ¯j , (7.13)
where
gΞij :=
M∑
k,l=1
gτklB
ω
ikB¯
ω
jl , (7.14)
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and Bω is the matrix defined in (5.11) with ηi ≡ ωi, i ∈ Ig. Furthermore, the volume form on Mˆg
induced by the Siegel metric is
dν|Mˆg =
( i
2
)N
det gΞ dw ∧ dw¯ , (7.15)
where
dw :=
M∑
iN>...>i1=1
|Xω|
1 ... N
i1...iN
dτi1 ∧ · · · ∧ dτiN . (7.16)
Proof. By (7.4) and (7.5)
ds2
|Mˆg
=
M∑
k,l=1
gτijdτidτ¯j . (7.17)
Furthermore, by applying the Kodaira-Spencer map to both sides of Eq.(5.10), one obtains
dτi =
N∑
j=1
Bωji Ξj , (7.18)
i ∈ IM , and (7.13) follows. On the other hand, by (7.13)
dν|Mˆg =
( i
2
)N
det gΞ
∧N
1 (Ξi ∧ Ξ¯i) , (7.19)
and by Theorem 7.4 the proof is completed. 
Applying the Kodaira-Spencer map to (5.20) yields the linear relations satisfied by dτi, i ∈ IM .
Corollary 7.6. The (g − 2)(g − 3)/2 linear relations
M∑
j=1
Cωijdτj = 0 , (7.20)
N + 1 ≤ i ≤M , where the matrices Cω are defined in (5.21), hold.
Set τ2 := Im τ and consider the Bergman reproducing kernel
B(z, w¯) :=
g∑
i,j=1
ωi(z)(τ
−1
2 )ijω¯j(w) ,
for all z,w ∈ C., and Set K(φψ¯) := k(φ)k¯(ψ), k¯(ψ¯) = k(ψ), for all φ,ψ ∈ H0(K2C), where k is the
Kodaira-Spencer map.
Theorem 7.7.
ds2
|Mˆg
= 4π2K(B2) . (7.21)
Furthermore, the volume form on Mˆg induced by the Siegel metric is
dν|Mˆg = i
N
M∑
iN>...>i1=1
jN>...>j1=1
∣∣τ−12 τ−12 ∣∣i1...iNj1...jN∏N
k=1(1 + δ1ik2ik )(1 + δ1jk2jk )
N∧
l=1
(dτil ∧ dτ¯jl) . (7.22)
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Proof. Eq.(7.21) is an immediate consequence of Proposition 7.1 and of the application of the
Kodaira-Spencer map to the identity
M∑
i,j=1
ωωi(z)g
τ
ijω¯ω¯j(w) = B
2(z, w¯) . (7.23)
Consider the (1, 1)-form ω defined in Eq.(7.7). By Wirtinger’s Theorem [43], the volume form on
a d-dimensional complex submanifold S is
1
d!
ωd ,
so that the volume of S is expressed as the integral over S of a globally defined differential form
on Hg. Note that
dν|Mˆg =
iN
2NN !
M∑
i1,...,iN=1
j1,...,jN=1
N∏
k=1
gτikjk
N∧
l=1
(dτil ∧ dτ¯jl)
=
iN
2NN !
M∑
iN>...>i1=1
jN>...>j1=1
∑
r,s∈PN
ǫ(r)ǫ(s)
N∏
k=1
gτir(k)js(k)
N∧
l=1
(dτil ∧ dτ¯jl) ,
and Eq.(7.22) follows by the identity
∑
r,s∈PN
ǫ(r)ǫ(s)
N∏
k=1
gτir(ks)js(k) = N ! |g
τ |i1...iNj1...jN .

Fix the points z1, . . . , zN ∈ C satisfying the conditions of Proposition 4.1. The basis {γi}i∈IN
of H0(K2C), with γi ≡ γ
2
i , i ∈ IN , defined by Eq.(4.1) in the case n = 2, satisfies the relations
ωωi =
N∑
j=1
ωωi(zj)γj , vi =
N∑
j=1
vi(zj)γj ,
i ∈ IM . Set Γi := (2πi)
−1k(γi) and [v]ij := vi(zj), i, j ∈ IN .
Corollary 7.8. Fix the points z1, . . . , zN ∈ C in such a way that detφi(zj) 6= 0, for any arbitrary
basis {φi}i∈IN of H
0
C(K
2). The metric on Mˆg induced by the Siegel metric is
ds2
|Mˆg
=
N∑
i,j=1
B2(zi, z¯j)ΓiΓ¯j , (7.24)
and the volume form is
dν|Mˆg =
( i
2
)N
det B2(zi, z¯j)
∧N
1 (Γi ∧ Γ¯i) =
( i
2
)N detB2(zi, z¯j)
|det vi(zj)|2
dw ∧ dw¯ , (7.25)
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where {vi}i∈IN is the basis of H
0(K2C) defined in Proposition 4.5 and dw is defined in Eq.(7.16).
Proof. Eq.(7.24), and therefore the first equality in Eq.(7.25), follows substituting
dτi =
N∑
j=1
ωωi(zj)Γj ,
i ∈ IM , in (7.17) and then using the identity (7.23). Next, note that comparing (7.24) and (7.13),
and by Ξi =
∑N
j=1[v]ijΓj , i ∈ IN , yields
N∑
k,l=1
[v]kig
Ξ
kl[v¯]lj = B
2(zi, z¯j) ,
which also follows by the definition (7.14) of gΞ and by Eq.(5.10), with ηi ≡ ωi, i ∈ Ig, and
Eq.(7.23). Hence
det gΞ =
detB2(zi, z¯j)
|det vi(zj)|2
, (7.26)
which also follows by det γi(zj) = 1 and
Ξ1 ∧ · · · ∧ ΞN = det vi(zj)Γ1 ∧ · · · ∧ ΓN ,
and the second equality in Eq.(7.25) follows. 
7.3. Determinants of powers of the Bergman reproducing kernel
Corollary 7.8, in particular Eq.(7.25), implies that the ratio detB2(zi, z¯j)/|det vi(zj)|
2 does
not depend on zi, i ∈ IN , and therefore detB
2(zi, z¯j) factorizes into a product of a holomorphic
times an antiholomorphic function of z1, . . . , zN . This is a special case of a more general theorem.
Theorem 7.9. Fix n ∈ N+ and set
BA(z, w¯) :=
g∑
i,j=1
ωi(z)Aijω¯j(w) ,
where A is a complex g × g matrix. Then, for all zi, wi ∈ C, i ∈ INn ,
detBnA(zi, w¯j) =
∣∣κ[φn]∣∣−2 detφn(z1, . . . , zNn) det φ¯n(w1, . . . , wNn)Kn(A) , (7.27)
where {φni }i∈INn is an arbitrary basis of H
0(KnC) and
Kn(A) =
Mn∑
iNn
>...>i1=1
jNn
>...>j1=1
κ[ω · · ·ωi1 , . . . , ω · · ·ωiNn ]
·
|A . . . A|
i1...iNn
j1...jNn∏Nn
k=1 χikχjk
κ¯[ω · · ·ωj1 , . . . , ω · · ·ωjNn ] .
(7.28)
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Furthermore, for n ≥ 2
detBnA(zi, z¯j) =
∣∣∣θ∆(Nn∑
1
zi
) Nn∏
i<j
E(zi, zj)
Nn∏
1
σ(zi)
2n−1
∣∣∣2Kn(A) . (7.29)
Proof. Observe that
BnA(zi, w¯j) =
g∑
k1,...,kn=1
l1,...,ln=1
ωk1(zi) · · ·ωkn(zi)Ak1l1 · · ·Aknln ω¯l1(wj) · · · ω¯ln(wj)
=
Mn∑
k,l=1
ω · · ·ωk(zi)
(A · · ·A)kl
χkχl
ω¯ · · · ω¯l(wj) ,
with the notation of section 2. Then
detBnA(zi, w¯j) =
Mn∑
k1,...,kNn
=1
l1,...,ln=1
∑
s∈PNn
ǫ(s)
Nn∏
i=1
ω · · ·ωki(zi)ω¯ · · · ω¯li(wsi)
(A · · ·A)kili
χkiχli
,
and by defining msi := li, i ∈ IMn ,
detBnA(zi, w¯j) =
Mn∑
k1,...,kNn
=1
m1,...,mNn
=1
|A . . . A|
k1...kNn
m1...mNn∏Nn
i=1 χkiχmi
Nn∏
i=1
ω · · ·ωki(zi)ω¯ · · · ω¯mi(wi)
=
Mn∑
kNn
>...>k1=1
mNn
>...>m1=1
|A . . . A|
k1...kNn
m1...mNn∏Nn
i=1 χkiχmi
∑
r,s∈PNn
ǫ(r)ǫ(s)
Nn∏
i=1
ω · · ·ωkri (zi)ω¯ · · · ω¯msi (wi)
=
Mn∑
kNn
>...>k1=1
mNn
>...>m1=1
|A . . . A|
k1...kNn
m1...mNn∏Nn
i=1 χkiχmi
det
i∈{k1,...,kNn
}
j∈INn
ω · · ·ωi(zj) det
i∈{m1,...,mNn
}
j∈INn
ω¯ · · · ω¯i(wj) .
By Eq.(3.15), for an arbitrary basis {φni }i∈INn of H
0(KnC)
det
i∈{k1,...,kNn
}
j∈INn
ω · · ·ωi(zj) = detφ
n(z1, . . . , zNn )
κ[ω · · ·ωk1 , . . . , ω · · ·ωkNn ]
κ[φn]
,
leading to (7.27). Eq.(7.29) then follows by Eq.(3.14). 
Remark 7.10. Since by (7.25) detB2(zi, z¯j) is positive definite, it follows that the K2(τ
−1
2 ) > 0.
Even if there are stringent arguments suggesting that Kn(τ
−1
2 ) > 0 also for n > 2, a complete
proof is still lacking.
Corollary 7.11. Let {φni }i∈INn be an arbitrary basis of H
0(KnC) and fix the points w1, . . . , wNn ∈
C in such a way that det φni (wj) 6= 0.
αni (z) = B
n
A(z, w¯i) , (7.30)
i ∈ INn , is a basis of H
0(KnC) whenever Kn(A) 6= 0.
Proof. Immediate by Theorem 7.9. 
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8. Geometry of Θs, K(p3, . . . , pg) and Mumford isomorphism
In this section, we first use the construction of section 6.2 to derive an expression for the
Mumford form which does not involve any determinant of holomorphic 1-differentials. Furthermore,
we express the volume form dν|Mˆg
in terms of the Mumford form, a result previously known for
g = 2 and g = 3 only. Next, by means of the Mumford isomorphism we investigate the modular
properties of K(p3, . . . , pg) in order to construct sections of bundles on Mg. For g = 2 and g = 3
such sections reproduces the building blocks for the Mumford form. In the case of g = 4, a modular
form on the Jacobian locus is obtained, which is proportional to the Hessian of the theta function
evaluated on Θs. This is a remarkable result in view of [9][10], where it is shown that the vanishing
of such a Hessian on the Andreotti-Mayer locus N0 = J4 ∪ θnull, where θnull ⊂ A4 is the locus
of the ppav’s with a vanishing theta-null, characterizes the intersection J4 ∩ θnull. This indicates
that the sections onMg built in terms of K may be considered as generalizations to g > 4 of such
a Hessian, thus providing a tool for the analysis of the geometry of Θs and of the Andreotti-Mayer
locus Ng−4. We explicit construct such sections for even genus and for the case g = 5.
8.1. Mumford isomorphism and Siegel volume form
Let Cg
pi−→Mg be the universal curve over Mg and Ln = Rπ∗(K
n
Cg/Mg
) the vector bundle
on Mg of rank (2n− 1)(g − 1) + δn1 with fiber H
0(KnC) at the point of Mg representing C. Let
λn := detLn be the determinant line bundle. According to Mumford [44]
λn ∼= λ
⊗cn
1 ,
where cn = 6n
2−6n+1, which corresponds to (minus) the central charge of the chiral b− c system
of conformal weight n [42]. The Mumford form µg,n is the unique, up to a constant, holomorphic
section of λn ⊗ λ
−⊗cn
1 nowhere vanishing on Mg.
Theorem 8.1. Let {φni }i∈INn be a basis of H
0(KnC), n ≥ 2. For any set {ν} ≡ {νi}i∈I2n−1 of
non-singular odd spin structures, the Mumford form is, up to a universal constant,
µg,n = Fg,n[φ
n]
φn1 ∧ · · · ∧ φ
n
Nn
(ω1 ∧ · · · ∧ ωg)cn
,
where
Fg,n[φ
n] :=
∏2n−1
k=1 κ
2n−1
νk
[ω]
κ{ν}[φn]
, (8.1)
where
ν′′k + τν
′
k = I(
g−1∑
i=1
pik −∆) ,
k ∈ I2n−1, where κ{ν}[φn] is defined in (6.29) and κ
2n−1
νk
[ω] in (6.21), with yik ≡ p
i
k+1, p
g
k ≡ p
1
k+2,
k ∈ In, i ∈ Ig−1, and p
i
n+j ≡ p
i
n, j = 1, 2.
Proof. By construction Fg,n may depend only on the marking of C. However, the transformation
properties of the theta functions derived in section 3, Lemma 3.2 in particular, show that µg,n is
independent of the marking of C. 
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Remark 8.2. Eq.(8.1) expresses, for any n ≥ 2 and g ≥ 2, the Mumford form in terms of points
defining odd spin structures only. Explicit expressions of the Mumford form were derived in [45-48]
and [34]. In particular, Fay in [34] provides the following expression
Fg,n[φ
n] :=
θ∆
(∑Nn
1 pi
)∏Nn
i<j E(pi, pj)
detφni (pj)
∏Nn
1 c(pi)
2n−1
g−1
=
θ((2n− 1)Kp)
W [φn](p)c(p)(2n−1)2
, (8.2)
where
c(p) :=
θ∆
(∑g
1 pi − y
)∏g
1 σ(pi, p)
∏
i<j E(pi, pj)
detωi(pj)σ(y, p)
∏g
1 E(y, pi)
=
1
κ[ω]σ(p)g−1
, (8.3)
for all p, p1, . . . , pg, y ∈ C. By (3.13) and (3.14), such an expression corresponds to
Fg,n[φ
n] =
κ[ω]
κ[φn]
(2n−1)2
. (8.4)
Note that while detωi(pj) explicitly appears as a building block in Eqs.(8.2) and (8.4), Theorem
8.1 provides an expression without such a determinant.
The previous investigations allow now a straightforward derivation of the relation between the
Mumford form and the volume form on Mˆg, induced by the Siegel metric.
Theorem 8.3.
|κ[φ2]|−2|φ21 ∧ · · · ∧ φ
2
N |
2 =
(2
i
)N dν|Mˆg
K2(τ
−1
2 )
, (8.5)
where K2 is given in Eq.(7.28). In particular,
|µg,2|
2|ω1 ∧ · · · ∧ ωg|
26 =
(2
i
)N |κ[ω]|18
K2(τ
−1
2 )
dν|Mˆg . (8.6)
Proof. By (7.19)(7.26) and (7.27)
∧N
1 (Ξi ∧ Ξ¯i) =
(2
i
)N |det vi(zj)|2
detB2(zi, z¯j)
dν|Mˆg =
(2
i
)N
|κ[v]|2K−12 (τ
−1
2 )dν|Mˆg ,
which reproduces (8.5) after the base change {vi}i∈IN → {φ
2
i }i∈IN . 
It has been shown in [49][50] that
F2,2[ωω] =
c2,2
Ψ10(τ)
, (8.7)
where Ψ10 is the modular form of weight 10
Ψ10(τ) :=
∏
a,b even
θ [ab ] (0)
2 ,
where the product is over the 10 even characteristics of g = 2. It has been shown in [38] that
c2,2 = 1/π
12. Furthermore, it has been conjectured that [49][50]
F3,2[ωω] =
c3,2
Ψ9(τ)
, (8.8)
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with Ψ9(τ)
2 ≡ Ψ18(τ)
Ψ18(τ) :=
∏
a,b even
θ [ab ] (0) ,
where the product is over the 36 even characteristics of g = 3 and c3,2 = 1/2
6π18 [51].
Proposition 8.4. For g = 2
κ[ω]6 = −
1
π12
θ∆(p1 + p2 − p3)θ∆(p1 + p3 − p2)θ∆(p2 + p3 − p1)
Ψ10(τ)θ∆(p1 + p2 + p3)[E(p1, p2)E(p1, p3)E(p2, p3)σ(p1)σ(p2)σ(p3)]2
. (8.9)
For g = 3
κ[ω]5 =
∑
s∈P′6
ǫ(s)
∏4
k=1[θ∆
(∑3
i=1 pdki (s) − y
)∏3
i<j E(pdki (s), pdkj (s))]
2615π18Ψ9(τ)θ∆
(∑6
1 pi
)∏6
i=1 σ(pi)σ(y)
4
∏6
i=1E(y, pi)
2
∏6
i<j E(pi, pj)
. (8.10)
Furthermore, for g = 2
(detωωi(pj))
2 = −
1
π12
∏3
i=1 θ∆(
∑3
j=1 pj − 2pi)
3
Ψ10(τ)θ∆(
∑3
1 pi)
∏
i<j E(pi, pj)
4
. (8.11)
Proof. Eq.(8.9) follows by simply replacing the expression of detωωi(pj) in (4.27) in F2,2[ωω],
then using c(p) = σ(p)1−g/κ[ω]. Similarly, by (4.28)
detωω(p1, . . . , p6)
κ[ω]4
=
∏6
1 σ(pi)
2
∑
s∈P′6
ǫ(s)
∏4
k=1[θ∆
(∑3
i=1 pdki (s)
− y
)∏3
i<j E(pdki (s)
, pdk
j
(s))]
15σ(y)4
∏6
i=1E(y, pi)
2
,
and (8.10) follows by the identity
6∏
i=1
c(pi)
− 32 = κ[ω]9
6∏
i=1
σ(pi)
3. Eq.(8.11) follows by direct com-
putation. 
8.2. Modular properties of K(p3, . . . , pg) and the geometry of Θs
For each n ∈ Z>0, let us consider the rank Nn vector bundle Ln on Mg, defined in the
previous subsection, whose fiber at the point corresponding to a curve C is H0(KnC). A general
section s ∈ Lmn , i > 1, admits the local expression on an open set U ⊂Mg
s(p) =
∑
i1,...,im∈INn
si1...im(p)φi1 ⊗ φi2 ⊗ · · · ⊗ φim , p ∈ U ⊂Mg , (8.12)
with respect to a set {φi}i∈INn of linearly independent local sections of Ln on U .
For each non-hyperelliptic C of genus g ≥ 3, k(p3, . . . , pg) as defined in (4.41), is a holomorphic
(g− 3)-differential in each variable, and is symmetric (for g even) or anti-symmetric (for g odd) in
its g − 2 arguments. Hence,
k :=
∑
i1,...,ig−2∈INg−3
ki1...ig−2φi1 ⊗ · · · ⊗ φig−2 , (8.13)
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can be naturally seen as an element of Eg, where
Eg :=
{
Symg−2H0(Kg−3C ) , g even ,∧g−2
H0(Kg−3C ) , g odd ,
for a fixed basis {φi}i∈INg−3 of H
0(Kg−3C ). The definition can be extended in a continuous way to
hyperelliptic curves, by setting ki1...ig−2 ≡ 0 in this case. At genus g = 3, k(p3) is a holomorphic
function on C and therefore is a constant. Furthermore, Eq.(4.41) also makes sense at genus g = 2;
in this case, k is again a constant. For g > 3, let us define Eg by
Eg :=
{
Symg−2Lg−3 , g even ,∧g−2
Lg−3 , g odd .
In view of Eqs.(8.12) and (8.13), it is natural to seek for a section k ∈ Eg such that, at the point
pC ∈Mg corresponding to the curve C, it satisfies
Eg ∋ k(p3, . . . , pg) ∼= k(pC) ∈ (Eg)|pC ,
under the identification (Eg)|pC
∼= Eg. On the other hand, k(p3, . . . , pg) is not modular invariant,
and then it does not correspond to a well-defined element of Eg for each pC ∈ Mg. The correct
statement is given by the following theorem.
Theorem 8.5.
k := κ[ω]g−8k ⊗ (ω1 ∧ . . . ∧ ωg)
12−g ,
is a holomorphic section of λ12−g1 for g = 2, 3 and of Eg ⊗ λ
12−g
1 for g > 3, which vanishes only in
the hyperelliptic locus for g ≥ 3.
Proof. Let us derive the modular properties of
κ[ω]g−8k(p3, . . . , pg) .
Eq.(4.41) and the identity κ[σ] = κ[ω]/ detωi(pj) yield
κ[ω]g−8k(p3, . . . , pg) = (−)
g+1cg,2
κ[v]
κ[ω]9
(detωi(pj))
g+1 .
By Eq.(8.4), it follows that κ[v]/κ[ω]9 has a simple modular transformation
κ[v]
κ[ω]9
→
κ[v]
κ[ω]9
(det(Cτ +D))−13 ,
(
A B
C D
)
∈ Sp(2g,Z) ,
and, by using the modular transformation detωi(pj)→ detωi(pj) det(Cτ +D), we obtain
κ[ω]g−8k → κ[ω]g−8k(det(Cτ +D))g−12 .
Hence, κ[ω]g−8k⊗(ω1∧. . .∧ωg)
12−g is modular invariant and determines a section of Symg−2Eg−3⊗
λ12−g1 on Mg. Since κ[ω] 6= 0 for all C, k = 0 at the point corresponding to the C if and only if
k(p3, . . . , pg) = 0 for all p3, . . . , pg ∈ C, or, equivalently, if and only if C is hyperelliptic. 
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For g = 2 the section k corresponds to
k = κ[ω]6k(ω1 ∧ ω2)
10 ,
and for g = 3
k = κ[ω]5k(ω1 ∧ ω2 ∧ ω3)
9 .
Note that, for g = 2, 3, Eqs.(4.24) and (4.25) lead to the following relations
κ[v]
κ[σ]g+1
=
κ[ωω]
κ[ω]g+1
,
and, together with (8.7) and (8.8), we obtain the identification
k = 6π12κ[ω]6Ψ10 , g = 2 ,
k = 15 · 26κ[ω]5π18Ψ9 , g = 3 ,
recovering the results of Proposition 8.4.
Let C be a non-hyperelliptic curve of genus g = 4. In this case, k(p3, p4) is a holomorphic
1-differential in both p3 and p4, symmetric in its arguments. Then,
k(4) :=
det k(pi, pj)
(detωi(pj))2
= det kij ,
is a meromorphic function on C in each pi, i ∈ I4.
Proposition 8.6. The function k(4) is a constant on C that depends only on the choice of the
marking. Furthermore, k(4) = 0 if and only if C is hyperelliptic or if C is non-hyperelliptic and
admits a (necessarily even) singular spin structure.
Proof. Let us suppose that, for a suitable choice of p1, . . . , p4 ∈ C, {k(pi, z)}i∈I4 is a basis of
H0(KC). Then, the determinant
det k(pi, zj)
detωi(zj)
,
does not depend on the points z1, . . . , z4 ∈ C. Hence, the ratio
det k(pi, zj)
detωi(zj) detωi(pj)
,
is a non-vanishing constant on C. In particular, by taking pi = zi, it follows that such a constant
is k(4). On the contrary, if for all p1, . . . , p4 ∈ C, the holomorphic 1-differentials k(pi, z), i ∈ I4,
are linearly dependent, then k(4) vanishes identically.
Such a construction shows that k(4) vanishes if and only if k(pi, z), i ∈ I4, are linearly depen-
dent for all p1, . . . , p4 ∈ C. If C is hyperelliptic, then k(pi, pj) = 0 for all pi, pj ∈ C and k
(4) = 0.
Assume that C admits a singular spin structure α and let Lα be the corresponding holomorphic line
bundle with L2α
∼= KC . This implies that Θs consists of a unique point of order 2 in the Jacobian
torus. For each p ∈ C, the holomorphic 1-differential k(p, z) is the square of an element of H0(Lα);
by varying p ∈ C, such 1-differentials span the image of the map ϕ : Sym2H0(Lα)→ H
0(KC). If
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α is even, then h0(Lα) = 2 and Sym
2H0(Lα) has dimension three, so that ϕ cannot be surjective
and k(4) = 0. If α is odd, then h0(Lα) = 3 so that, for each point p ∈ C, h
0(Lα ⊗ O(−p)) ≥ 2;
if h1, h2 span H
0(Lα ⊗O(−p)), then h1/h2 is a non-constant meromorphic function with 2 poles
and C is hyperelliptic.
Suppose that C is non-hyperelliptic and does not admit a singular spin structure. Then, Θs
consists of 2 distinct points, e and −e. Let us first observe that if there exist two points p, q ∈ C
such that I(p−q) = 2e, then they are unique. For, if I(p˜−q˜) = 2e = I(p−q), then p+q˜−p˜−q is the
divisor of a meromorphic function on C. But, since C is non-hyperelliptic, the unique meromorphic
function with less that 3 poles are the constants and, since p 6= q (because 2e 6= 0 in J0(C)), it
follows that p˜ = p and q˜ = q.
Also, observe that K(z, z) is not identically vanishing as a function of z; since C is compact,
K(z, z) has only a finite number of zeros. Fix a point p1 ∈ C and define x1, x2, y1, y2 ∈ C by
I(p1 + x1 + x2 −∆) = e , I(p1 + y1 + y2 −∆) = −e .
Then the divisor of k(p1, z) with respect to z is 2p1 + x1 + x2 + y1 + y2. Observe that at least one
between x1 and x2 is distinct from y1 and y2, since otherwise we would have e = −e. We choose
p1 in such a way that p1, x1, x2, y1, y2 are distinct from the zeros of K(z, z) and from the points
p, q such that I(p− q) = 2e (if they exist). Note that such a condition can always be fulfilled, since
it is equivalent to require that p1 is distinct from the zeros of k(p, ·), k(q, ·) and k(w, ·) for each w
such that K(w,w) = 0. Then, the points for which such a condition is not satisfied is a finite set.
Set p2 := x1 and p3 := y1. The divisor of k(p3, z) is (k(p3, z)) = 2p3+ p1+ y2+ z1+ z2, where
z1, z2 satisfy
I(p3 + z1 + z2 −∆) = e .
Since the condition on the choice of p1 implies K(p3, p3) 6= 0, it follows that z1 and z2 are distinct
from p3. Set p4 := z1, so that det k(pi, pj) = k(p1, p4)
2k(p2, p3)
2. The identities
I(p1 + p2 + x2 − p3 − p4 − z2) = 0 , I(p4 + z2 − p1 − y2) = 2e ,
imply that p4 and z2 are distinct from p1, p2, x2 (for example, if p4 = x2, then p1+p2−p3−z2 is the
divisor of a meromorphic function and C is hyperelliptic) and from y2 (if p4 = y2, then I(z2−p1) =
2e, counter the requirement that p1 is distinct from q and p). Therefore, k(p1, p4)k(p2, p3) 6= 0 and
then k(4) 6= 0. 
By Propositions 8.6 and 8.5, it follows that, for g = 4,
k(4) := κ[ω]−16 det kij(ω1 ∧ · · · ∧ ω4)
34 ,
is a holomorphic section of λ341 vanishing only on the hyperelliptic locus, with a zero of order
4[(3g − 3) − (2g − 1)] = 8, and on the locus of Riemann surfaces with an even singular spin
structure, with a zero of order 1. By Eq.(5.36), the following relation holds
k(4) = A4 det
ij∈I4
θij(e) ,
where the constant A depends on the moduli. Recently, it has been shown that the Hessian
detij∈I4 θij(e) plays a key role in the analysis of the Andreotti-Mayer loci at genus 4 and in the
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corresponding applications to the Schottky problem [9][10]. Whereas no natural generalization of
such a Hessian exists at genus g > 4, the section k(4) is the g = 4 representative of a set of sections
k(g) of a tensor power of λ1 on Mg, defined for each even g ≥ 4.
Definition 8.7. Let C be a curve of even genus g ≥ 4. Fix Ng−3 = h
0(Kg−3C ) points
p1, . . . , pNg−3 ∈ C and let {φi}i∈INg−3 be a basis of H
0(Kg−3C ). Set
k(g) :=
κ[φ]g−2
∑
s1,...,sg−2∈PNg−3
∏g−2
i=1 ǫ(s
i)
∏Ng−3
j=1 k(ps1j , . . . , psg−2j
)
Ng−3!κ[ω](2g−7)
2(g−2)+(8−g)Ng−3
(
detφ(p1, . . . , pNg−3)
)g−2 (ω1 ∧ · · · ∧ ωg)dg ,
where dg := (12− g)Ng−3 + (g − 2)[6(g − 3)(g − 4) + 1].
Proposition 8.8. For all the even g ≥ 4, k(g) does not depend on the points p1, . . . , pNg−3 ∈ C
and on the basis {φi}i∈INg−3 of H
0(Kg−3C ) and determines a section of λ
dg
1 on Mg.
Proof. Choose (g − 2)Ng−3 points p
i
1, . . . , p
i
Ng−3
∈ C, i ∈ Ig−2 and note that
∑
s1,...,sg−2∈PNg−3
g−2∏
i=1
ǫ(si)
Ng−3∏
j=1
k(pis1
j
, . . . , pi
sg−2
j
) , (8.14)
is a product of g−3 differentials in each pij , i ∈ Ig−2, j ∈ INg−3 . Such a product is completely anti-
symmetric with respect to the permutations of each Ng−3-tuple (p
i
1, . . . , p
i
Ng−3
), for all i ∈ Ig−2,
so that it must be proportional to the determinant detφ(pi1, . . . , p
i
Ng−3
). Therefore, the ratio of
Eq.(8.14) and ∏
i∈Ig−2
detφ(pi1, . . . , p
i
Ng−3
) ,
does not depend on the points pi1, . . . , p
i
Ng−3
∈ C, i ∈ Ig−2; in particular, by choosing, for each
j ∈ INg−3 , p
1
j ≡ p
2
j ≡ . . . ≡ p
g−2
j ≡ pj , where p1, . . . , pNg−3 are the points in the definition 8.7, it
follows that k(g) is a constant as a function of CNg−3 . The proposition follows trivially by Theorem
8.5 and by the expression (8.4) of the Mumford form, with n = g − 3. 
Definition 8.7 and Proposition 8.8 makes sense also at odd genera; however, simple algebraic
considerations show that, in this case, k(g) is identically null on Mg. In general, there exist some
non-trivial generalizations of k(4) at odd genus, but they are not as simple as the ones at even g.
An example at genus g = 5 is
(ω1 ∧ · · · ∧ ω5)
164κ[φ]4
κ[ω]84
(
detφ(p1, . . . , p12)
)4 ∑i,j,k,l∈P12 ǫ(i)ǫ(j)ǫ(k)ǫ(l)
· k(pi1 , pi2 , pi3)k(pi4 , pi5 , pj1)k(pi6 , pi7 , pk1)k(pi8, pi9 , pl1)
· k(pi10 , pj2 , pj3)k(pi11 , pk2 , pk3)k(pi12, pl2 , pl3)k(pj4 , pj5 , pj6)
· k(pj7 , pj8 , pk4)k(pj9 , pj10 , pl4)k(pj11 , pk5 , pk6)k(pj12 , pl5 , pl6)
· k(pk7 , pk8 , pk9)k(pk10 , pk11 , pl7)k(pk12 , pl8 , pl9)k(pl10, pl11 , pl12) ,
which does not depend on the points p1, . . . , p12 ∈ C and corresponds to a section of λ
164
1 onM5.
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