Abstract. We prove that the uniform probability measure µ on every (n−k)-dimensional projection of the n-dimensional unit cube verifies the variance conjecture with an absolute constant C Varµ|x| 2 ≤ C sup
Introduction and notation
The (generalized) variance conjecture states that there exists an absolute constant C such that for every centered log-concave probability µ on R n (i.e. of the form dµ = e −v(x) dx for some convex function v : R n → (−∞, ∞])
where E µ and Var µ denote the expectation and the variance with respect to µ and λ µ is the largest eigenvalue of the covariance matrix, i.e. λ 2 µ = max θ∈S n−1 E µ x, θ 2 where S n−1 denotes the unit Euclidean sphere in R n . This conjecture was first considered in the context of the so called Central Limit Problem for isotropic convex bodies in [BK] and it is a particular case of a more general statement, known as the Kannan, Lovász, and Simonovits or KLS-conjecture, see [KLS] , which conjectures the existence of an absolute constant C such that for any centered log-concave probability in R n and any locally Lipschitz function g : R n → R such that Var µ g(x) is finite
probabilities on unconditional bodies and on hyperplane projections of the crosspolytope and the cube (see [K] and [AB1] ). The best general estimate for the variance conjecture is the one given by Lee and Vempala for the KLS-conjecture. We would like to remark that, while in the case of the KLS-conjecture one can assume without loss of generality that µ is isotropic (since then every linear transformation of the measure verifies it) this is not the case when we restrict to the variance conjecture, as we are considering only the function g(x) = |x| 2 . Before stating our results let us introduce some more notation. Let
denote the n-dimensional unit cube and, for any 1 ≤ k ≤ n, let G n,n−k be the set of all (n − k)-dimensional subspaces of R n . For any E ∈ G n,n−k we will denote by K := P E B where we have denoted by | · | the relative volume of a convex body to the affine subspace in which it lies, E Fi and by E PE (Fi) the expectation with respect to the uniform probability on the face F i and on its projection P E (F i ). In particular
Notice that the (n − k)-dimensional faces of B n ∞ are the sets of the form
For any E ∈ G n,n−k we write S E = S n−1 ∩ E and denote by σ E the Haar probability measure on S E .
2. The variance conjecture on (n − k)-dimensional projections of the cube
In this section we shall prove Theorem 1.1. We start with the following lemma, which can be proved by direct computation:
We will estimate the two summands appearing in (2). The following lemma provides upper and lower bounds to some of parameters involved.
Lemma 2.2. Let E ∈ G n,n−k . Then, for any θ ∈ S E and any
Proof. For every θ ∈ S E , straightforward computations yield
This proves the first identity. Now, by integrating on θ ∈ S E with respect to the uniform probability mealonsodsure and using Fubini's theorem, we obtain
which proves the second identity. The bounds
prove the upper and lower bound for E F |P E x| 2 and by using formula (1) we deduce the estimates for E µ |x| 2 . Finally, notice that
which proves the last inequality.
We now focus on the first summand in (2). We take into account the fact that for any (n − k)-dimensional face F = F (i1,ε1,...,i k ,ε k ) we can write
The effect of the translation map in our problem is the content of the next Lemma 2.3. Let ν be a symmetric measure in R n , a ∈ R n and ν a the translate measure ν a (A) :
Proof.
Taking expectations and using symmetry we have,
Taking in the previous lemma ν as the uniform probability measure on
and
Proof. Notice that
On the other hand, by Lemma 2.2
and we obtain the result. By integrating in θ ∈ S E with respect to the uniform measure and using Fubini's theorem we obtain the second identity.
As a consequence we have the following lemma, which gives an upper bound for the first term in (2) of the right order for the variance conjecture to be true as long
Consequently, there exists an absolute constant C such that if k ≤ n 3 and
is the set of (n − k)-dimensional faces described in (1) then
Proof. By Corollary 2.1, we have that for any such F
Since B n−k ∞ verifies the Kannan-Lovász-Simonovits conjecture, every linear transform of it verifies the variance conjecture and therefore there exists an absolute constant C such that
Since by Lemma 2.4 the two factors involved are bounded by 
Therefore, there exists an absolute constant C such that
which proves the first part of the Lemma. For the second part, notice that by Lemma 2.2 we have
and now the second part of the Lemma easily follows. For the second summand of (2) we invoke once again Lemma 2.2. The estimates therein provide an upper bound of the right order for the variance conjecture to hold as long as k ≤ √ n.
Lemma 2.6. Let E ∈ G n,n−k and let µ be the uniform probability on
Consequently, there exists an absolute constant C such that if k ≤ √ n and
is the set of (n − k)-dimensional faces described in (1),
Proof. By Lemma 2.2 we have that for any (n − k) dimensional face F
On the other hand, using as above the bound λ
Lemmas 2.5 and 2.6, together with formula (2) prove Theorem 1.1.
The variance conjecture on random (n − k)-dimensional projections of the cube
We will show that we can improve the range of the codimension k for which the variance conjecture remains true on a random subspace E ∈ G n,n−k . In order to do that we will consider, for any (n − k)-dimensional face F of B n ∞ , the function f : G n,n−k → R given by f (E) = E F |P E x| 2 and make use of the concentration of measure theorem, proved by Gromov and Milman, on G n,n−k (see, for instance, [MS] ). O(n) denotes the orthogonal group equipped with the Hilbert-Schmidt distance · HS and we represent any U ∈ O(n) by U = (u 1 , . . . , u n ), where (u i ) is an orthonormal basis of R n .
Theorem 3.1 (Concentration of measure). Let f : G n,n−k → R be a Lipschitz function with Lipschitz constant σ with respect to the distance
Then, for every λ > 0
where c 1 and c 2 are positive absolute constants.
In the following lemma we compute the expected value of f . Let us point out that what matters to us for our purposes is that, due to the symmetries of B n ∞ , its value does not depend on the face F . Nevertheless, we compute its exact value.
Proof. Notice that, by Fubini's theorem and the uniqueness of the Haar measure σ on S n−1 we have
In the following lemma we estimate the Lipschitz constant of f with respect to the distance defined in Theorem 3.1. Notice that, as before, its value does not depend on F .
Lemma 3.2. Let F = F (i1,ε1,. ..,i k ,ε k ) be an (n − k)-dimensional face of B n ∞ and let f : G n,n−k → R be the function f (E) = E F |P E x| 2 . For any E 1 , E 2 ∈ G n,n−k we have
Proof. Let E 1 , E 2 ∈ G n,n−k . By Lemma 2.2 we have
Notice that for any U, V ∈ O(n) such that E 1 = span{u 1 , . . . , u n−k } and E 2 = span{v 1 , . . . , v n−k } we can write P E1 = n−k j=1 u j ⊗ u j and P E2 = n−k j=1 v j ⊗ v j , and then, for any such U, V
2d(E 1 , E 2 ) and we obtain the result. . There exist positive absolute constants C, c 1 , c 2 such that the set E ∈ G n,n−k : E F |P E x| 2 − (n − k)(n + 2k) 3n > C √ n , for some F has measure µ n,n−k smaller than c 1 e −c2n 2 3 (log n) Proof. Let F be a fixed (n − k)-dimensional face of B n ∞ . Then, taking λ = C √ n we obtain, using Theorem 3.1 that µ n,n−k E ∈ G n,n−k : E F |P E x| 2 − (n − k)(n + 2k) 3n
Since the number of (n − k)-dimensional faces of B n ∞ equals 2 k n k , using the union bound we have that for any C > 0 µ n,n−k E ∈ G n,n−k : E F |P E x| 2 − (n − k)(n + 2k) 3n > C √ n , for some F ≤ c 1 e − c 2 C 2 n 2 k 2 +k log 2+k log if we choose C a constant big enough.
As a consequence, we obtain the following lemma, which gives an estimate of the right order for most subspaces, for the second term in (2).
Lemma 3.4. There exists an absolute constant C such that for any 1 ≤ k ≤ n
