We treat with Krylov subspace methods for efficiently solving linear equations. AZMJ variant of Orthomin(2) [1, 2] (abbreviated as AZMJ) has been proposed for solving the linear equations. In this paper, we redesign an alternative AZMJ variant, i.e., propose an alternative minimum residual method for symmetric matrices using the coupled twoterm recurrences formulated by Rutishauser. The recurrence coefficients are determined by imposing the A-orthogonality on the residuals as well as the Conjugate Residual (CR) method. The proposed variant is referred to as MrR. It is mathematically equivalent to CR and AZMJ, but the implementations are different; the recurrence formulas contain alternative expressions for the auxiliary vector and the recurrence coefficients. Moreover, we derive a preconditioned MrR algorithm. By numerical experiments on the linear equations with real symmetric matrices, we demonstrate that the residual norms of MrR converge faster than those of CG and AZMJ, and the preconditioned MrR algorithm is effective.
Introduction
We treat with Krylov subspace methods for solving linear equations
for a solution vector x, where A ∈ R n×n is a given coefficient matrix and b ∈ R n is a given vector. The Krylov subspace methods for solving the linear equations with symmetric matrices such as the Conjugate Gradient (CG) [3] and Conjugate Residual (CR) [4] methods use the Lanczos orthogonalization algorithm [5] . The residual vectors and approximate solutions are updated by using the short recurrence, in which the preceding two vectors and constants are stored. The recurrence coefficients of CG and CR are determined by imposing the orthogonal and A-orthogonal conditions on the residual vectors, respectively. AZMJ variant of Orthomin(2) [6] (abbreviated as AZMJ) [1, 2] has been proposed. It is mathematically equivalent to CR and Orthomin (2) , but their implementations are different each other. AZMJ uses the different recurrence formulas from those of CR and Orthomin (2) for updating the residual vectors; they contain alternative expressions for the auxiliary vector and the recurrence coefficients. The recurrence coefficients of AZMJ are determined by minimizing the residual norms. Minimizing the residual norms for AZMJ is mathematically equivalent to the A-orthogonality condition for CR, but the explicit expressions of the recurrence coefficients are different. It results from the condition imposed for determining the recurrence coefficients that AZMJ is called not an alternative CR variant but an Orthomin(2) variant.
We therefore redesign an alternative AZMJ variant, i.e., propose an alternative Minimum residual method using the coupled two-term recurrences formulated by Rutishauser [7] , who suggested it for stabilizing the ORTHODIR method [8] , and imposing the A-orthogonality on the residual vectors for symmetric matrices. Our proposed variant is referred to as MrR (it is called "Mister R"). It is mathematically equivalent to CR and AZMJ, but the implementations are different; MrR uses alternative expressions for the recurrence coefficients and the recurrence formulas. Note that it contains the same recurrence formulas as AZMJ for updating the residual vectors. Moreover, we derive a preconditioned algorithm of MrR since applying preconditioning is important for obtaining successful and rapid convergence. Numerical experiments show that the residual norms of our proposed MrR converge fairly faster than those of CG and AZMJ, and the preconditioned MrR algorithm is more effective than that without preconditioning, and useful as well as the preconditioned CG and AZMJ.
In the following section, we outline AZMJ. In Section 3, we redesign the alternative AZMJ variant, i.e., propose MrR using the coupled two-term recurrences formulated by Rutishauser and imposing the A-orthogonality condition as well as that of CR. We summarize the computational costs and the difference between AZMJ and MrR. Moreover, we derive the preconditioned MrR algorithm. In Section 4, we present the results of numerical experiments: we compare the convergence behavior among CG, AZMJ and MrR, and then examine the convergence behavior of the preconditioned MrR algorithm. Finally, in Section 5 we have concluding remarks.
AZMJ variant of Orthomin(2)
In this section, following [1, 2] , we outline AZMJ variant of Orthomin (2) .
The residual vectors r cr/cg k of CR/CG are expressed by
with the so-called Lanczos polynomial R k (λ) [5] , which satisfies the recurrence relation
for certain coefficients α k and β k−1 . Here r 0 denotes an initial residual, which is defined by r 0 ≡ b − Ax 0 , where x 0 is an arbitrary vector.
With ζ k ≡ α k and η k ≡ β k−1 α k α k−1 , the three-term recurrence (2) for CR/CG can be rewritten into a three-term recurrence for the CR/CG residuals:
or, in terms of the CR/CG residual polynomials P k (λ) [5, 9, 10] ,
The residual vectors r az k of AZMJ are expressed by
By introducingḠ k (λ) with degree k, i.e.,
Eq. (3) gives the coupled two-term recurrences
Introducing an auxiliary vector y az k+1 ≡ ζ k λḠ k (A)r 0 transforms (4) to y az k+1 = ζ k Ar az k + η k y az k , r az k+1 = r az k − y az k+1 . By introducing p az k =Ḡ k (A)r 0 , Eq. (4) gives the recurrence formulas
for the approximate solutions. In Orthomin(2) the recurrence coefficients α k and β k are determined by minimizing the residual norm. This is equivalent to minimizing the residual in the plane spanned by Ar az k and y az k in AZMJ. The recurrence coefficients ζ k and η k are the solution of the two-dimensional minimization problem
This approach is analogous to that in [9] and [10] . In terms of the two-column matrix
the solution of (5) is given by
Explicit expressions for the above are
.
The condition (5) reveals the orthogonalities for r az k and y az k as
(r az k+1 , y az k ) = 0.
By using these orthogonalities (6) and (7), we can obtain the orthogonality properties
By the conditions (6)-(8), the calculation for the recurrence coefficients ζ k and η k can be transformed to
3 MrR method
In this section, we design MrR, i.e., the alternative minimum residual method using the coupled two-term recurrences formulated by Rutishauser [7] and imposing the A-orthogonality. Moreover, we derive the preconditioned MrR algorithm since applying preconditioning is important for obtaining successful and rapid convergence.
Algorithm of MrR
Eq. (3) is a scaled version of the three-term recurrence for the Lanczos polynomials and has been exploited in the ORTHODIR algorithm [8] for symmetric systems: CG can be viewed as a coupled two-term variant of ORTHODIR. To stabilize ORTHODIR, Rutishauser [7] suggested an alternative coupled two-term variant. Applying Rutishauser's suggestion to (3) gives the couple two-term recurrences
where the CR/CG formulations correspond tõ
The residual vectors r k of MrR are expressed by
The residual vectors and approximate solutions for MrR are updated by (11) . The stabilizing polynomial [11] used in the Generalized Product-type method based on Bi-Conjugate Gradient (GPBiCG) [10] is satisfied the coupled two-term recurrenceŝ
The G k of (11),G k (λ) of (12) andĜ k of (13) are related as G k+1 (λ) = λĜ k (λ), andĜ k (λ) = ζ kGk (λ). Note that (4) can be regarded as to be coincide with (12) .
Introducing an auxiliary vector
transforms (11) to
The update formulas for the approximate solutions
are obtained from (15) for the residual by using r k ≡ b − Ax k and y k = −Az k . The recurrence coefficients ζ k and η k are computed so as to minimize the residual norm, i.e., arg min
We apply the following equivalence.
By replacing x, a and b with r k , Ar k and y k , respectively, (17) is rewritten to
When introducing two vectorsr ands:
the residual vector r k+1 is expressed by
To facilitate computation and selection, we first orthogonalize against y k since this is required for both vectorsr ands.r
Then we can obtain the computations of γ 1 and γ 2 as
Next from (18) when imposing the orthogonalityr − ζ ks ⊥s, we obtain
The vectors r k and y k generated by MrR satisfy the orthogonalities
The orthogonalities (19) and (20) in MrR are the same as those in AZMJ. MrR and CR can be viewed as the methods for solving the linear equations with the symmetric matrices because of imposing the condition such that the next residual r k+1 is orthogonal to Ar k , but MrR as well as CR can also be applied to the linear equations with nonsymmetric matrices since the A-orthogonality is mathematically equivalent to the minimum residual approach. Thus MrR is mathematically equivalent to CR and AZMJ, but the implementations are different each other.
The algorithm of MrR is summarized as follows:
MrR Algorithm
Let x 0 be an initial guess, and put r 0 = b − Ax 0 .
Note that in this algorithm we do not apply the property (20). When applying (20), ω = γ 1 = 0, r = r k , ζ k = (r k , s)/(s, s) and η k = −ζ k γ 2 are held. Table 1 summarizes the computational costs, i.e., the number of matrix vector products (indicated as MVs), inner products (indicated as Dots) and vector updates (indicated as AXPYs) for CG, AZMJ and MrR. Updates of the form αx and x + y are counted as 0.5 AXPY. The computation of r k 2 for the termination criterion requires 1 Dot per step. Note that the Dots and AXPYs in parentheses for MrR in the Table 1 are the case of applying (20). MrR has the disadvantage for the computational costs since the number of Dots and AXPYs for MrR is more than that for CG and AZMJ. (5) Note that the difference between MrR and AZMJ can be described as follows:
1. Since the auxiliary vector y az k updated in AZMJ is introduced with y az k ≡ ζ k−1 λḠ k−1 (A)r 0 , it is different from (14) updated in MrR. However, the resulting recurrence formulas for the residual vectors in MrR coincide with those in AZMJ.
2. The approximate solutions in MrR and AZMJ are updated by (11) and (4), respectively. Thus the recurrences for the approximate solutions are different.
3. The computations of the coefficients ζ k and η k in AZMJ and MrR are obtained by minimizing the residual norms and by imposing the A-orthogonality on the residual vectors, respectively. Thus the explicit expressions of the coefficients ζ k and η k are different each other. We expect that the convergence behavior of MrR is different from that of AZMJ.
Note that we can obtain the MrR variant for nonsymmetric matrices, i.e., the modified AZMJ, when replacing the recurrence formulas for the approximate solutions in AZMJ by (16) . In other words, it uses the same recurrences (15) and (16) as MrR and the expressions (9) and (10) of the recurrence coefficients.
Preconditioned Algorithm
Applying preconditioning is important for obtaining successful and rapid convergence. Preconditioning can be included by replacing (1) with
and applying the MrR algorithm to the preconditioned systemÂx =b withÂ = K −1 1 AK −1 2 , x = K 2 x andb = K −1 1 b, where A ≈ K = K 1 K 2 and K is a preconditioner. Note that K 2 = K 1 holds when the coefficient matrix is symmetric. The preconditioned MrR algorithm can be derived by rewritingx k ,ẑ k ,ŷ k andr k , which can find in the MrR algorithm applied to the preconditioned systems, by K 2 x k , K 2 z k , K −1 1 y k and K −1 1 r k . Then μ, ν, ω, ζ k , s , y k+1 and z k+1 are rewritten by
In the both left and right preconditioned algorithm, three forward and back substitutions for preconditioning, i.e., K −1 s , K −1 r k and K −1 y k need to be computed. Therefore we set K 1 to an identity matrix I, and thus the right preconditioned MrR algorithm can be derived as one of preconditioned MrR algorithms. The preconditioned MrR algorithm is found below.
Preconditioned MrR Algorithm
end Note that the both left and right preconditioned algorithm using K 1 and K 2 can be converted to that with one forward and back substitution when updating K −1 s , K −1 y k+1 and K −1 r k+1 by
Numerical Experiments
In this section, we compare the convergence behavior among CG, AZMJ and MrR on the problem (1) with real symmetric matrices, and then show that MrR is effective. Moreover we examine the convergence behavior of the preconditioned MrR algorithm.
Numerical experiments were carried out in double-precision floating-point arithmetic on CX400 (CPU: Intel Xeon E5-2690, clock: 2.7GHz, main memory: 128 GB, OS: Fedora Linux Enterprise) equipped with a Fujitsu compiler for a first example of Section 4.1 and Section 4.2, and on a PC (CPU: Intel Xeon X-5650, clock: 2.67GHz, main memory: 8 GB, OS: Fedora) equipped with a Fujitsu compiler for a second example of Section 4.1. The code was implemented using Fortran90. Optimized option of the compiler "-O3" was used.
The iteration is started with x 0 = 0.
Example 1
We apply CG, AZMJ and MrR to the linear equation (1) with real symmetric matrices, and compare the convergence behaviors. First, the real symmetric matrices s3dkq4m2 and N112K, which are offered in our joint work and the data base of Florida university, and the given right-hand side vectors are treated. Table 2 shows the characteristic of the coefficient matrices, i.e., the dimension (indicated as N), the total number of nonzero entries (indicated as NNZ), and the average NNZ per row. The iteration is stopped when the relative residual norms ||r k || 2 /||r 0 || 2 become less than 10 −12 . The linear system is solved by CG, AZMJ and MrR, and then the convergence behaviors among CG, AZMJ and MrR are compared. Table 3 shows the number of iterations (indicated as Iterations), the computation time (indicated as Time (sec.)) required to obtain successful convergence, and the true relative residual norms (log 10 (||b−Ax k || 2 /||b−Ax 0 || 2 )) (abbreviated as True res.) at the final iteration.
From Table 3 , we can observe the following: the number of iterations and the computation time required to obtain the successful convergence for MrR are fewer 78% and less 78% than those of CG and AZMJ at most, respectively, on the problem N112K. The convergence speed of MrR is almost the same as that of AZMJ and CG on the problem s3dkq4m2. MrR is more effective than CG and AZMJ.
Next, we treat with the linear system with the coefficient matrix obtained by applying the 5-point central differences to the Helmholtz equation (in case of σ = 0, it is called the Poisson equation)
over the square Ω = (0, π) × (0, π) with the Dirichlet boundary conditions (u | ∂Ω = 0). The mesh size is chosen as 101 (= M + 1) in both directions of Ω, so that the resulting system has an M 2 × M 2 coefficient matrix. The right-hand side vector b is determined by substituting a solution vectorx = (1, . . . , 1) T into the equation b = Ax. We carry out the numerical computations for the parameters σ = 0, −100, −200. The iteration is stopped when the relative residual norms ||r k || 2 /||r 0 || 2 become less than 10 −12 . The linear system is solved by CG, AZMJ and MrR, and then the convergence behaviors among CG, AZMJ and MrR are compared. Table 4 shows the number of iterations (indicated as Iterations) and the true relative residual 2-norms log 10 ( b − Ax k 2 / r 0 2 ) (abbreviated as True res.) at the final iteration. From Table 4 , we can observe the following: the number of iterations required to obtain the successful convergence increases when the coefficient matrix has more negative eigenvalues, and the growth rate of the number of the iterations for MrR is less than that of AZMJ and CG. The number of iterations for MrR required to obtain the successful convergence is fewer 77% than that for CG and AZMJ at most on the problems with σ = −100 and −200. Note that in the case of the right-hand sides naturally determined so that the exact solution sin(π(x + y)) is given, the number of iterations for CG, AZMJ and MrR is 351, 513 and 139 on the problem with σ = −100, respectively, and 81, 146 and 94 on the problem with σ = −200, respectively. The numerical results show that MrR is more effective than CG and AZMJ on the problem with the indefinite matrix.
Example 2
We apply the preconditioned algorithms of CG, AZMJ and MrR to the linear equation (1) with real symmetric matrices, and show the effectiveness of the preconditioned algorithms.
The real symmetric matrices bcsstk17, ela-pla-35-100 and N2K, which are offered in our joint work and the data base of Florida university, and the given right-hand side vectors are treated. Table 5 shows the characteristic of the coefficient matrices, i.e., the dimension (indicated as N), the total number of nonzero entries (indicated as NNZ), and the average NNZ per row. The linear system is solved by the preconditioned CG, AZMJ and MrR (the preconditioned MrR algorithm given in Section 3.2) algorithms, and then we compare the convergence behaviors among the preconditioned CG, AZMJ and MrR algorithms.
A number of strategies to generate preconditioners such as diagonal scaling, symmetric successive over relaxation (abbreviated as SSOR) preconditioner, IC factorization [12] , Her- mitian and skew-Hermitian splitting (abbreviated as HSS) [13, 14] have been proposed. We adopt SSOR preconditioner with Eisenstat trick [15, 16] , which is referred to as E-SSOR. Numerical experiments were executed with E-SSOR with the relaxation parameter ω set to 0.2, 0.5, 0.8, 1.0, 1.2, 1.5, 1.8 and 2.0. Then, in Table 6 we display only the results with the relaxation parameter ω when obtaining the shortest computation time. The iteration is stopped when the relative residual norms ||r k || 2 /||r 0 || 2 become less than 10 −10 . Table 6 shows the relaxation parameter (indicated as ω), the number of iterations (indicated as Iterations), the computation time (indicated as Time (second)) required to obtain successful convergence, and the true relative residual norms (log 10 (||b − Ax k || 2 /||b − Ax 0 || 2 )) (abbreviated as True res.) at the final iteration.
From Table 6 , we can observe the following: the residual norms of CG, AZMJ and MrR with E-SSOR converge faster than those of their methods without preconditioning. The E-SSOR preconditioner is effective for this problem. The number of iterations and the computation time required to obtain the successful convergence for MrR with E-SSOR are fewer and less than those of CG and AZMJ with E-SSOR. The preconditioned MrR algorithm is useful. Note that the computation time could not drastically be reduced by E-SSOR.
Concluding remarks
We have redesigned the alternative AZMJ variant, i.e., have proposed the alternative minimum residual method (referred to as MrR) for symmetric matrices. MrR has been designed by imposing the A-orthogonality and using the coupled two-term recurrences formulated by Rutishauser. MrR is mathematically equivalent to CR and AZMJ, but the implementations are different; the recurrence formulas contain alternative expressions for the auxiliary vector and the recurrence coefficients. Moreover, we have derived the preconditioned MrR algorithm. Numerical experiments demonstrate that the residual norms of MrR converge fairly faster than those of CG and AZMJ, and the preconditioned MrR algorithm is useful as well as the preconditioned CG and AZMJ.
