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Zusammenfassung
Die stetige Entwicklung und Verbesserung neuer wissenschaftlicher Messmethoden
haben dazu geführt, dass uns eine Fülle an Daten aus heterogenen Quellen zur
Verfügung steht. Dazu zählen unter anderem Daten unterschiedlicher zeitlicher und
struktureller Skalen wie die verschiedenen Omik-Ebenen. Durch die Integration
solcher sogenannten Multiskalen- und Multi-Omik-Daten ist es möglich, ein um-
fassendes Verständnis für die Komplexität und Dynamik biologischer Systeme und
deren Prozesse zu entwickeln. Jedoch stellt die Integration aufgrund der biologisch
und methodisch bedingten Datenheterogenität eine wohlbekannte Herausforderung
in den Biowissenschaften dar.
Ziel der vorliegenden Dissertation war es, unter Zuhilfenahme verschiedener computer-
gestützter Integrationsansätze neue Erkenntnisse im Bereich der Infektionsbiologie
bezüglich der Wirt-Pathogen-Interaktionen zu erlangen. Der Fokus lag dabei auf
pathogenen Pilzen, die eine Vielzahl lokaler und systemischer Infektionen hervorrufen
können. Anhand von aktuellen Forschungsbeispielen wurden einerseits einige bereits
gut etablierte Analysemethoden von Multiskalen- und Multi-Omik-Daten aufgezeigt.
Andererseits wurde der neu entwickelte ModuleDiscoverer-Algorithmus zur Iden-
tifikation von regulatorischen Modulen in Protein-Protein-Interaktionsnetzwerken
vorgestellt. Es konnte gezeigt werden, dass ModuleDiscoverer die Integration von
Multi-Omik-Daten effektiv unterstützt und auch die Detektion potenzieller Schlüssel-
faktoren gestattet, deren Identifizierung über andere klassische Ansätze nicht möglich
ist.
Mit dieser Dissertation konnte ein tieferer Einblick in die komplexen Zusammen-
hänge und Dynamiken biologischer Systeme erhalten und so ein wichtiger Beitrag
zur Erforschung von Wirt-Pathogen-Interaktionen im Kontext pathogener Pilze
geleistet werden. Die Komplexität der Interaktionen, das nur eingeschränkt über
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Datenbanken zur Verfügung stehende Wissen und die methodischen Grenzen der
bioinformatischen Werkzeuge zeigen allerdings auch den Bedarf an weiterführenden




The ongoing development and improvement of novel measurement techniques for
scientific research result in a huge amount of available data coming from hetero-
geneous sources. Amongst others, these sources comprise diverse temporal and
spatial scales including different omics levels. The integration of such multiscale
and multi-omics data enables a comprehensive understanding of the complexity and
dynamics of biological systems and their processes. However, due to the biologically
and methodically induced data heterogeneity, the integration process is a well-known
challenge in nowadays life science.
Applying several computational integration approaches, the present doctoral thesis
aimed at gaining new insights into the field of infection biology regarding host-
pathogen interactions. In this context, the focus was on fungal pathogens causing a
variety of local and systemic infections. Based on current examples of research, on the
one hand, several well-established approaches for the analysis of multiscale and multi-
omics data have been presented. On the other hand, the novel ModuleDiscoverer
approach was introduced to identify regulatory modules in protein-protein interac-
tion networks. It has been shown that ModuleDiscoverer effectively supports the
integration of multi-omics data and, in addition, allows the detection of potential
key factors that cannot be detected by other classical approaches.
This thesis provides deeper insights into the complex relationships and dynamics of
biological systems and, thus, represents an important contribution to the investigation
of host-pathogen interactions. Due to the interactions’ complexity and the limitations
of the currently available knowledge databases as well as the bioinformatic tools,
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1.1 Multiskalen- und Multi-Omik-Daten im Kreislauf
der Systembiologie
Von ganzen Populationen bis hin zur einzelnen Zelle – biologische Systeme lassen
sich in allen Bereichen des Lebens finden. Sie bestehen aus einer Vielzahl von
Komponenten, die miteinander auf verschiedenen Ebenen interagieren. Um die Un-
tersuchung dieser komplexen biologischen Systeme zu ermöglichen, können sie als
ein Zusammenspiel einzelner Ebenen unterschiedlicher zeitlicher und struktureller
Größenordnungen (Skalen) beschrieben werden [Castiglione et al., 2014]. Ein Beispiel
aus dem molekularen Bereich sind sogenannte Omik-Ebenen. Diese werden durch die
Gesamtheit ihrer Komponenten (Gene, Proteine, Metabolite etc.) einer strukturellen
Skala (Zelle, Gewebe, Organ, Organismus etc.) charakterisiert. Auf einer zeitlichen
Skala (Sekunden, Minuten, Tage etc.) lässt sich die Dynamik ihrer Interaktionen
beschreiben. Von Multiskalen oder Multi-Omik ist die Rede, wenn mehrere Skalen
bzw. Omik-Ebenen betrachtet werden, die mit dem gleichen biologischen System
assoziiert sind [Schleicher et al., 2016].
Die vorliegende Arbeit ist der integrierten Analyse von Multiskalen- und Multi-Omik-
Daten gewidmet. Unter Zuhilfenahme sowohl experimenteller als auch computerge-
stützter Ansätze kann ein umfassendes Verständnis der Komplexität und Dynamik
biologischer Systeme und deren Prozesse erlangt werden. Noch bis vor einigen Jahren
wurden die einzelnen Komponenten als jeweils separate Einheiten untersucht (z. B.
ein einzelnes Gen oder Protein). Neue Omik-Technologien ermöglichen es, mehrere
Komponenten einer bestimmten Omik-Ebene gleichzeitig zu analysieren und sie so
als Teil eines komplexen Netzwerks zu betrachten [De Keersmaecker et al., 2006].




Informationen entsprechend ihrer Qualität und Relevanz leistet einen wesentlichen
Beitrag für das tiefere Verständnis der Komplexität eines biologischen Systems.





























Abbildung 1.2: Publikationen Omik-Daten-basierter Studien der letzten 20 Jahre
(basierend auf PubMed-Informationen 2)
1.2 Die Bedeutung von Pilzinfektionen
Ob im Wasser, in der Luft, im Boden oder sogar im Menschen selbst – überall in
der Umwelt befinden sich Mikroorganismen, von denen einige für den Menschen
„nützlich“ sind, aber andere eine Vielzahl von Krankheiten und Schädigungen auslö-
sen können. Letztere werden als Pathogene bezeichnet [Pirofski et al., 2012]. Dazu
zählen Viren sowie pathogene Bakterien und Pilze. Schätzungsweise gibt es etwa
1400 bekannte Spezies von humanpathogenen Erregern, die unter den unterschied-
lichsten Bedingungen wachsen und sich Umgebungsänderungen mithilfe von diversen
Überlebens- und Infektionsstrategien gezielt anpassen können [„Microbiology by
2 https://www.ncbi.nlm.nih.gov/pubmed/, Stand vom 01.05.2019
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numbers“, 2011]. Der Ausgang einer Infektion mit Erregern hängt oftmals vom
Immunstatus der betroffenen Individuen ab. Problematisch wird es vor allem dann,
wenn die Erreger auf immunsupprimierte Individuen treffen. Deren Immunsystem ist
unter anderem durch Vorerkrankungen oder immunsupprimierende Therapien bereits
geschwächt und somit anfälliger gegenüber Eindringlingen [Heinekamp et al., 2015].
Mortalitätsraten über 50% wurden beispielsweise mit invasiven Pilzinfektionen
(Mykosen) assoziiert. Weltweit sterben jährlich etwa 1.5 Millionen Menschen durch
invasive Mykosen. Über 90% dieser Todesfälle gehen auf die Gattungen Candida,
Aspergillus, Cryptococcus und Pneumocystis zurück. Dabei zählen Candida albicans
und Aspergillus fumigatus in den Industrienationen Europas und Nordamerikas zu den
bedeutendsten humanpathogenen Pilzen, die eine Vielzahl lokaler und systemischer
Infektionen hervorrufen [Brown et al., 2012].
1.2.1 Candida albicans
C. albicans ist der vermutlich am häufigsten vorkommende humanpathogene Pilz.
Hierbei handelt es sich um einen meist harmlosen kommensalen Organismus, der im
Magen-Darm-Trakt sowie in der oralen und vaginalen Schleimhaut vieler gesunder
Individuen zu finden ist [Kim et al., 2011]. Doch in immunsupprimierten Individuen
kann C. albicans zu lebensbedrohlichen Infektionen führen. Dazu zählen sowohl Infek-
tionen des Blutkreislaufs, Candidämie genannt, als auch die Kolonisierung von inneren
Organen als Folge der Candidämie (disseminierte Candidose). Die Sterblichkeitsrate
solcher Erkrankungen liegt zwischen 30% und 50% [Kim et al., 2011]. Die Virulenz
eines Pathogens, also das Maß seiner krankmachenden Wirkung, wird maßgeblich
über seine Virulenzfaktoren bestimmt. Zu den bisher identifizierten Virulenzfaktoren
von C. albicans gehört beispielsweise die Fähigkeit, in den drei verschiedenen Morpho-
logien Hefe, Pseudohyphe und echte Hyphe aufzutreten, wachsen und zwischen ihnen
wechseln zu können. Besonders in ihrer Hyphenform kann C. albicans zu schwer-
wiegenden Infektionen führen [Jacobsen et al., 2017]. Weitere Virulenzmerkmale sind
unter anderem die Produktion von Molekülen speziell für die Invasion des Wirts, die
Evasion des Immunsystems des Wirts, die Bildung von Biofilmen und Toxinen oder
die Fähigkeit, sich essentielle Nährstoffe und Spurenelemente (z. B. Metalle) vom




A. fumigatus ist ein im Erdreich und Kompost befindlicher saprotropher Schimmelpilz,
der komplexes organisches Material abbaut [Krüger et al., 2015]. Seine Sporen, auch
Konidien genannt, werden über die Luft übertragen und stellen die eigentlichen
Infektionserreger dar. Aufgrund ihrer geringen Größe können sie leicht vom Wirt ein-
geatmet werden. Daher sind vor allem die Atemorgane das häufigste primär betroffene
Organsystem. Wie C. albicans stellt der Pilz für gesunde Individuen im Regelfall
keine Bedrohung dar. Ist das Immunsystem jedoch geschwächt, kann A. fumigatus
verschiedenste Krankheitsformen auslösen – angefangen mit der lokal begrenzten
allergischen Reaktion bis hin zur disseminierten Infektion. Invasive Aspergillose kann
zu Sterblichkeitsraten von 50% bis nahezu 100% führen [Brown et al., 2012]. Zu den
bekanntesten Virulenzfaktoren von A. fumigatus gehört unter anderem die Beschaf-
fung von essentiellen Nährstoffen und Metallen [Krüger et al., 2015]. Darüber hinaus
hat der Pilz spezielle Schutzmaßnahmen entwickelt, um der Erkennung durch die
wirtseigenen Immunzellen zu entgehen. Solche Immunevasionsmechanismen betreffen
beispielsweise die Erkennung von Konidien oder die Regulierung der Phagozytose
[Heinekamp et al., 2015].
1.3 Wirt-Pathogen-Interaktionen am Beispiel
pathogener Pilze
Wirt-Pathogen-Interaktionen (WPI) beschreiben das Zusammenspiel und die Wechsel-
wirkungen zwischen dem eindringenden Erreger und dem jeweiligen Wirt. Im vor-
angegangenen Kapitel wurde auf die Bedeutung der Pilze als Erreger eingegangen.
Dementsprechend liegt der Fokus dieser Dissertation auch auf Interaktionen zwischen
Wirt und pathogenen Pilzen, im Folgenden WPPI (Wirt-Pilzpathogen-Interaktionen)
genannt. Solche WPPI finden auf unterschiedlichen zeitlichen und strukturellen
Skalen statt und involvieren Mechanismen, die entweder von der Wirts- oder von




Einer der wichtigsten Ausgangspunkte für WPPI ist das Immunsystem des Wirts. Da-
zu zählen sowohl die Prozesse der angeborenen unspezifischen als auch die der erworbe-
nen spezifischen Immunantwort. Beide sind maßgeblich für die Erkennung, Kontrolle
und Eliminierung der eingedrungenen Pathogene verantwortlich [Murphy et al., 2014].
Die Initiierung der Immunantwort erfolgt meist über die Erkennung hoch konser-
vierter Erregerstrukturen, den so genannten pathogen-associated molecular patterns
(PAMPs) oder damage-associated molecular patterns (DAMPs). Letztere werden
unter anderem durch infektionsinduzierte oder traumataverursachte Zellschädigungen
freigesetzt. DAMPs und PAMPs können von den Immunzellrezeptoren (z. B. pattern
recognition receptors) des angeborenen Immunsystems detektiert werden. Durch
die dadurch hervorgerufene Aktivierung verschiedener zellulärer Signalkaskaden
werden weitere Immunzellen rekrutiert. Ebenfalls aktivierte Transkriptionsfaktoren
tragen zu einer gezielten Transkription, Synthese und Sekretion von bestimmten
Entzündungsmediatoren, wie Zytokinen, Chemokinen oder Lipidmediatoren, bei.
So wird, entweder direkt oder indirekt, auch die erworbene Immunantwort initiiert
[Krüger et al., 2015].
1.3.2 Pilzinitiierte Wirt-Pilzpathogen-Interaktionen
Pathogene Pilze haben verschiedene Virulenzstrategien entwickelt, um der Immun-
verteidigung des Wirts entgegenzuwirken. Sie sekretieren z. B. bestimmte Effektor-
proteine, die mit wirtseigenen Enzymen, zellulären Rezeptoren oder anderen biologi-
schen Makromolekülen interagieren. Auf diese Weise können sie in den Wirtsmetabo-
lismus eingreifen und ein erleichtertes Eindringen und Überleben im Wirt ermöglichen.
Um sich vor der Erkennung durch die Immunzellen zu schützen, hat beispielswei-
se A. fumigatus eine Abschirmungsstrategie entwickelt. Die Zellwand der Konidien
besteht unter anderem aus β-1,3,-Glucanen, Galactomannanen und Chitinen, die
von den Immunzellrezeptoren als PAMPs erkannt werden. Durch die Ummantelung
der Konidien mit 1,8-Dihydroxynaphthalin-Melanin und dem hydrophoben Protein
RodA werden sie immunologisch inert (inaktiv). Andere Pilzstrategien zielen auf die
Beschaffung bestimmter Nährstoffe ab, die für das Überleben und die Vermehrung be-
nötigt werden. Darüber hinaus rufen Pathogene durch ihr Eindringen schwerwiegende
Schäden im wirtseigenen Gewebe hervor. Diese können über Organschädigung zum
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Organversagen und Tod des Wirts führen [Krüger et al., 2015].
1.4 Heterogenität von
Wirt-Pilzpathogen-Interaktionsdaten
1.4.1 Biologische Prozesse auf verschiedenen strukturellen
Skalen
WPPI sind hochkomplexe biologische Prozesse, die sich über verschiedene strukturell
voneinander getrennte Skalen erstrecken (Abbildung 1.3). Eine dieser Skalen ist
die Wirt- oder Pilzpathogenpopulation selbst, deren Wachstums- und Interaktions-
dynamiken sich in Abhängigkeit von ihrer Umgebung untersuchen lassen. Diese
Populationsskala ist eng mit der Organismusskala verknüpft, auf der ein einzelnes
Individuum entsprechend seines Phänotyps und Verhaltens analysiert werden kann.
Die Organskala beschreibt zum einen die spezifischen Gegebenheiten der einzelnen
Organe, zum anderen aber auch die Art und Weise, wie Organe miteinander in Ver-
bindung stehen und gegenseitig Signale austauschen. Organe setzen sich wiederum
aus verschiedenen Geweben und einer Vielzahl von Zellen zusammen, die ebenfalls als
eigene Skalen betrachtet werden können. Die „unteren“ Skalen bilden die zelluläre und
die molekulare Skala, die die Aktivitäten und biologischen Prozesse einzelner Zellen
beschreiben. Um Informationen aus den verschiedenen Skalen gewinnen zu können,
werden unter anderem bildgebende Verfahren angewendet, mikrobiologische Kulturen
angelegt oder Körperflüssigkeiten und Gewebeproben im Labor untersucht. Speziell
für die molekulare Skala sind Knockout-Verfahren, Perturbationsexperimente und
die Anwendung von Hochdurchsatztechnologien zur Beobachtung auf verschiedenen




bzw. biologischen Prozessen eine wichtige Rolle. Während regulatorische Interak-
tionen auf der molekularen Skala innerhalb von Sekunden oder wenigen Minuten
stattfinden können, umfassen die daraus hervorgehenden Effekte auf Zell-, Gewebe-,
Organ- oder Ganzkörperskala Zeitspannen von wenigen Stunden bis mehreren Tagen
[Schleicher et al., 2016].
1.4.2 Experimentdesign und Messung von Omik-Daten
In experimentellen Studien spielt das zugrunde liegende Design eine wichtige Rolle
für die Vergleichbarkeit der resultierenden Ergebnisse. So kann beispielsweise die
Wahl der Kontrollen, die Anzahl der Replikate oder die Wahl der Messzeitpunkte
zu Heterogenität der Daten führen. Auch die jeweils angewendeten Methoden zur
Datenerhebung stellen eine große Herausforderung für die Datenintegration dar.
So haben sich beispielsweise für die Untersuchung des Transkriptoms Microarray-
oder Next Generation Sequencing-Ansätze (z. B. RNA-Seq) etabliert. Für Proteom-
messungen werden unter anderem zweidimensionale Gelelektrophoresen, Western
Blots oder Massenspektrometrie verwendet. Die unterschiedlichen Ansätze und auch
deren methodische Grenzen wirken sich maßgeblich auf die Quantität und die Qualität
der Ergebnisse aus. Eine direkte Vergleichbarkeit der erhaltenen Daten ist somit meist
nicht möglich [Hasin et al., 2017]. Hierauf wird in Kapitel 3 detaillierter eingegangen.
1.4.3 Notwendigkeit der Datenintegration
Jede Omik-Technologie für sich ermöglicht es, einzelne Bereiche des biologischen
Gesamtsystems näher zu betrachten und daraus neue Hypothesen für weitere For-
schungsansätze zu entwickeln. Allerdings steigt durch die Fokussierung auf einzelne
Aspekte nicht automatisch auch das Verständnis für die Struktur und Dynamik
des Gesamtsystems. Da die globale Organisation auf den Interaktionen der einzel-
nen Ebenen und Komponenten basiert, können bereits kleine Änderungen in den
„untersten“ Ebenen enorme Auswirkungen auf das Gesamtverhalten des biologi-
schen Systems haben [Castiglione et al., 2014]. Um diese Interebenenkomplexität zu
verstehen, sollten möglichst viele Informationen aus den zur Verfügung stehenden
Daten extrahiert und miteinander in Relation gesetzt werden. Die Schwierigkeit
liegt darin, die zuvor beschriebene biologisch und methodisch bedingte Datenhete-
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rogenität zu berücksichtigen und die Analysen entsprechend darauf auszurichten.
Ein Vorteil ist, dass mit der integrierten Analyse einer Vielzahl von Datensätzen
die biologische Variabilität und das experimentell bedingte Messrauschen innerhalb
der einzelnen Datensätze erkannt und dann zumindest teilweise eliminiert werden
kann (z. B. durch sogenannte globale Normalisierungsmethoden). So können auch
jene Datensätze in die Analysen einbezogen werden, die sonst aufgrund übermäßigen
Rauschens nur bedingt nutzbar sind [De Keersmaecker et al., 2006; Hasin et al., 2017].
1.5 Methoden zur Multi-Omik-Datenanalyse
Die in den letzten Jahrzehnten entwickelten Methoden zur Einzel- und Multiskalen-
datenanalyse lassen sich wie folgt klassifizieren: Globale oder fragestellungsspezifische
Analysen, Bottom-Up- oder Top-Down-Ansätze, überwachtes oder unüberwachtes
Lernen, sequentielle oder simultane Analysen. Diese Klassen werden im Folgenden
nach dem Review von De Keersmaecker et al. aus dem Jahr 2006 näher beschrieben.
Globale Analysen beziehen alle verfügbaren Daten mit ein, ohne dabei einen Fokus
auf z. B. einen bestimmten Signalweg zu legen. Sie eignen sich besonders für die
Untersuchung globaler, d. h. skalenübergreifender Muster, oder um eine ganzheitliche
Sicht auf das Verhalten eines Organismus zu erhalten. Ein intuitiver und weit ver-
breiteter Ansatz zur Aufdeckung von Gemeinsamkeiten zwischen den Datensätzen
verschiedener Skalen ist der Vergleich ihrer jeweiligen Komponenten und gegebenen-
falls deren Regulation. Gene ontology (GO)-Term- oder Signalweganalysen können
Rückschlüsse darauf liefern, welche biologischen Prozesse oder Signalwege mit den
Datensätzen korreliert oder assoziiert sind [Ashburner et al., 2000]. Die fragenge-
steuerte Analyse bezieht sich dagegen auf Daten und Informationen, die einen ganz
bestimmten Prozess betreffen [De Keersmaecker et al., 2006].
Bei Top-Down-Ansätzen werden große Datenmengen (z. B. Hochdurchsatz-Omik-
Daten) eines biologischen Systems auf konkrete Informationen für ein spezielles
Anwendungsbeispiel heruntergebrochen. Bei Bottom-Up-Ansätzen verhält es sich
genau andersherum. Hier werden Detailinformationen zusammengefasst, sodass all-
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gemeinere Aussagen zu einem System getroffen werden können. Am Beispiel von
Netzwerkrekonstruktionen starten Bottom-Up-Ansätze mit einem detaillierten, vor-
wissensbasierten oder hypothetischen Netzwerk, um so das Verhalten des biologischen
Systems als Ganzes vorhersagen zu können. Dagegen zielen Top-Down-Ansätze auf
die hypothesenfreie Rekonstruktion von einzelnen Interaktionen ab. Diese beruht auf
allen verfügbaren Daten, die global und somit ohne Berücksichtigung von Vorwissen
oder Hypothesen gemessen wurden [De Keersmaecker et al., 2006].
Ziel des überwachten Lernens ist die Abschätzung einer mathematischen Funktion
auf Grundlage eines Trainingsdatensatzes mit Paaren von Ein- und Ausgabevariablen.
Diese Funktion soll in der Lage sein, für neue Eingabevariablen die zugehörigen Aus-
gabevariablen bestmöglich vorherzusagen. Klassifikations- und Regressionsprobleme
sind typische Anwendungsbeispiele für das überwachte Lernen. Beim unüberwachten
Lernen wird nicht zwischen Ein- und Ausgabevariablen unterschieden. Hier soll die
zugrunde liegende Struktur oder Verteilung der vorliegenden Daten analysiert werden,
um auf diese Weise mehr über die Daten selbst in Erfahrung zu bringen. Beispiele
für unüberwachte Lernmethoden sind die Hauptkomponentenanalyse oder diverse
Clustering-Methoden [De Keersmaecker et al., 2006].
Bei einer sequentiellen Analyse wird eine Datenquelle nach der anderen genutzt, bei
einer simultanen erfolgt die Nutzung gleichzeitig. So kann etwa das Clustering von
Daten und die Suche nach überrepräsentierten Motiven in den jeweiligen Clustern
entweder gleichzeitig oder nacheinander erfolgen. Die Entscheidung darüber, welcher
Ansatz der geeignetere ist, hängt unter anderem von den jeweiligen Qualitätsan-
forderungen, aber auch von den unterschiedlichen Berechnungskomplexitäten und
verfügbaren Rechnerressourcen ab [De Keersmaecker et al., 2006].
Im Folgenden werden einige der Methoden vorgestellt, die auch in den Manuskripten
des Hauptteils Anwendung finden.
1.5.1 Clustering-basierte Ansätze
In der heutigen Forschung hat sich das Clustering als ein bewährter Ansatz in der WPI-
Datenanalyse erwiesen. Clustering ist eine Technik des unüberwachten Lernens und
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gruppiert Komponenten basierend auf Ähnlichkeits- bzw. Distanzmaßen (oder auch
Kriterien des Zusammenhangs, der Kompaktheit bzw. der Separierbarkeit). Kompo-
nenten innerhalb eines Clusters weisen dabei eine große Ähnlichkeit (z. B. Korrelation)
und geringe Distanz zueinander auf, Komponenten verschiedener Cluster eine größt-
mögliche Distanz und geringe Ähnlichkeit. Damit ist es möglich, jene Komponenten
zu identifizieren, die eine ähnliche Funktion oder ein gemeinsames Profil (z. B. in der
Genexpression) aufweisen [Oyelade et al., 2016]. So können auch solche Signalwege
oder Komponenten detektiert werden, die bisher noch nicht mit der jeweils zugrunde
liegenden Fragestellung in Verbindung gebracht wurden. Oyelade et al. beschreiben
in ihrem Review aus dem Jahr 2016 einige der gebräuchlichsten Clustering-Methoden,
auf die in den folgenden Absätzen etwas näher eingegangen werden soll.
Grundlegend kann zwischen partiellem und komplettem Clustering mit entweder klar
voneinander abgegrenzten oder aber überlappenden Clustern unterschieden werden.
Im Gegensatz zum kompletten Clustering müssen beim partiellen nicht alle zu be-
trachtenden Komponenten tatsächlich auf die einzelnen Cluster verteilt werden. Bei
klar voneinander abgegrenzten Clustern kann jede Komponente genau einem Cluster
zugeordnet werden. Entsprechend erlaubt das überlappende Clustering die Zuord-
nung zu mehreren Clustern. Eine der ältesten Ansätze ist das hierarchische Clustern,
bei dem die vorliegenden Daten in hierarchisch geordnete Cluster aufgeteilt werden.
Dabei wird entweder nach einem Bottom-Up- oder einem Top-Down-Verfahren vor-
gegangen. Bei dem Bottom-Up-Ansatz des agglomerativen Clusterns (agglomerative
nesting, kurz AGNES) stellt jedes Objekt des vorliegenden Datensatzes zunächst
ein eigenes Cluster dar. Auf Grundlage von minimaler Distanz bzw. der größten
Ähnlichkeit werden die einzelnen Cluster dann schrittweise zu immer größeren zusam-
mengefasst, bis nur noch ein einziges großes Cluster vorliegt. Ein Top-Down-Ansatz
ist das divisive Clustern, bei dem zunächst alle Komponenten einem einzigen großen
Cluster angehören und dann nach und nach entsprechend ihrer Distanzen in kleinere
Cluster aufgesplittet werden. Beispiele hierfür sind die Methoden DIANA (divisive
analysis) und SOTA (self-organization tree algorithm) [Oyelade et al., 2016].
Eine weitere große Gruppe von Clustering-Methoden nutzt den Partitionierungsan-
satz. Bei diesem wird bereits zu Beginn eine bestimmte Anzahl von resultierenden
Clustern festgelegt. Über die Verschiebung der Clusterzentren und der Minimierung
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einer Fehlerfunktion werden dann die jeweiligen Komponentenzugehörigkeiten be-
stimmt. Im Unterschied zu hierarchischem Clustern, bei dem eine einmal festgelegte
Zugehörigkeit nicht mehr verändert wird, ist hier ein Wechsel möglich. Der einfachste
und weit verbreitetste Partitionierungsalgorithmus ist k-Means, der auf der zufälli-
gen Auswahl der initialen Clusterzentren basiert. Neben k-Means gibt es z. B. auch
das k-Medoids Clustering (PAM, partitioning around medoids). In PAM wird jedes
Cluster durch eines seiner Elemente, das sogenannte Medoid, repräsentiert. Dabei
wird das Medoid so gewählt, dass die durchschnittliche Distanz zwischen ihm und
allen anderen Elementen des Clusters minimal ist. Eine Erweiterung von PAM ist
CLARA (clustering large applications). CLARA kann auch für große Datensätze
genutzt werden, da jeweils nur ein kleiner, repräsentativer Teil der tatsächlichen
Daten für das Clustering verwendet wird. Neben den eben genannten gibt es noch
viele weitere Methoden wie model-, dichte-, grid-basierte oder kombinierte Verfahren,
auf die hier aber nicht näher eingegangen werden soll [Oyelade et al., 2016].
Ein Beispiel aus der aktuellen Wirt-Pathogen-Forschung ist die Studie von Roy et al.
aus dem Jahr 2018. Sie befasst sich mit den Interaktionen zwischen murinen
Makrophagen und Mycobacterium tuberculosis während einer Infektion. Dabei liegt
das Hauptaugenmerk auf der zeitlichen Dynamik des Makrophagentranskriptoms
sowie dem Einfluss von Interferon-γ und den Zytokinen IL-4 und IL-13. Mithil-
fe des k-Means-Clustering konnten Gruppen von Genen identifiziert werden, die
die gleichen Genexpressionsmuster im Zeitverlauf aufweisen. Das erhaltene Genex-
pressionsprofil der infizierten Makrophagen konnte zu einem besseren Verständnis
der Wirt-Pathogen-Dynamiken während einer M. tuberculosis-Infektion beitragen
und gleichzeitig wichtige Hinweise auf potenzielle transkriptionelle Biomarker einer
solchen liefern [Roy et al., 2018].
1.5.2 Interaktionsnetzwerkbasierte Ansätze
Die Zelle als biologisches System besteht aus einer Vielzahl unterschiedlicher Kom-
ponenten (Gene, Proteine, Metabolite etc.), die miteinander interagieren. Mit ihrer
Hilfe kann die Zelle umweltbedingte Änderungen wahrnehmen, die jeweiligen Signale
verarbeiten, weiterleiten und schließlich dynamisch auf die Änderungen reagieren.
All diese Komponenten und deren direkte (z. B. physikalische Verbindungen) und
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indirekte Interaktionen (z. B. regulatorische Funktionen) spannen ein umfangreiches
Netzwerk auf [De Keersmaecker et al., 2006]. Graphisch wird ein solches Netzwerk
typischerweise über Knoten, die die Komponenten repräsentieren, und gerichtete
oder ungerichtete Kanten dargestellt, die die Interaktionen zwischen ihnen wider-
spiegeln. Weitverbreitet sind vor allem genregulatorische Netzwerke (GRN) und
Protein-Protein-Interaktionsnetzwerke (PPIN). Die Problematik besteht darin, dass
solche Netzwerke selten in ihrer kompletten Struktur bekannt sind. Häufig fehlt
Teilwissen über alle tatsächlich beteiligten Komponenten und/oder deren Inter-
aktionen. Durch die Rekonstruktion von Netzwerken gelingt es, Zusammenhänge
innerhalb des realen biologischen Netzwerks besser zu verstehen und mathematische
oder Computermodelle zu entwickeln, die ein bestimmtes Verhalten simulieren oder
vorhersagen können.
Netzwerkinferenz
In einem GRN werden Gene und deren direkte oder indirekte Beeinflussung unterein-
ander dargestellt. Bei einer indirekten Interaktion kann beispielsweise ein Gen einen
Transkriptionsfaktor kodieren, der an die Promoterregion eines anderen Gens binden
und somit dessen Regulation beeinflussen kann. Auch Signalkaskaden oder ganze
Stoffwechselwege können durch Kanten repräsentiert werden. Netzwerkinferenz wird
genutzt, um solche, teilweise sehr komplexen, Interaktionen zwischen den Genen
vorherzusagen. Sie setzt sich zusammen aus der Identifikation von potenziellen Re-
gulatoren, der Vorhersage von Zielgenen und der Vorhersage der jeweiligen Art der
Interaktion. Dafür spielen vor allem Genexpressionsintensitäten, Zeitreihendaten und
die Verwendung von Vorwissen eine wichtige Rolle. Je nach Größe und Dynamik des
Netzwerks, der Richtung der Kanten und der Verwendung von Vorwissen wurde eine
Vielzahl von Methoden entwickelt, um die Netzwerkinferenz zu ermöglichen. Darunter
finden sich beispielsweise Methoden wie Boolesche Modellierung, probabilistische
Modellierung, informationstheoretische Methoden, Regression oder Optimierung
[Linde et al., 2015].
Ein Beispiel für die Rekonstruktion von großen (z. B. genomweiten), gerichteten
Netzwerken ist der ExTILAR-Algorithmus [Vlaic et al., 2012]. Er kombiniert dy-
namische Modellierungsansätze mit linearen Regressionsmethoden, um dynamische
Netzwerke auf der Basis von gewöhnlichen Differentialgleichungen zu inferrieren.
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ExTILAR konnte unter anderem bereits erfolgreich auf Genexpressionsdaten von
Maushepatozyten angewendet werden, die auf einem Wechsel von nährstoffarmem zu
nährstoffreichem Kulturmedium beruhen. Auf Grundlage dieser Daten und zusätz-
lichem Vorwissen war es möglich, ein Transkriptionsfaktornetzwerk zu generieren, das
die biologischen Hauptprozesse in den Hepatozyten widerspiegelt. Darüber hinaus
konnten bisher unbekannte Interaktionen zwischen den zwei Transkriptionsfaktoren
Tgif1 und Atf3 identifiziert werden, die Hinweise auf deren Rolle in weiteren bio-
logischen Prozessen geben [Vlaic et al., 2012]. Erste Ansätze zur Netzwerkinferenz
sind auch zur Erforschung von WPPI etabliert [Guthke et al., 2016]. Auch hier
konnten neue Interaktionen vorhergesagt werden, die anschließend experimentell
bestätigt wurden [Altwasser et al., 2015; Linde et al., 2010; Linde et al., 2012].
Netzwerkmodule
Ist ein Netzwerk durch vorhandenes Vorwissen oder Inferenz bereits größtenteils
bekannt, spiegelt es die komplexen strukturellen und funktionellen Zusammenhänge
seiner Komponenten wider. Um diese detaillierter untersuchen zu können, werden
zusammenhängende Subnetzwerke aus den größeren Interaktionsnetzwerken extra-
hiert. Solche Subnetzwerke enthalten Gruppen von eng miteinander in Verbindung
stehenden Komponenten und werden als Module bezeichnet [Lin et al., 2015]. Die
Zerlegung eines Netzwerks in seine modulare Struktur hat auch den Vorteil, dass
weitere Subnetzwerke integriert werden können, die von anderen Omik-Datentypen
stammen. So ist es möglich, in ein bereits bestehendes PPIN, basierend auf Pro-
teomdaten, ein GRN, basierend auf Transkriptomdaten, einzubeziehen. Auf diese
Weise werden nicht nur die einzelnen molekularen Ebenen wie Transkriptom oder
Proteom analysiert, sondern eine Verbindung zwischen beiden geschaffen, sodass eine
zusammenhängende Betrachtung möglich ist [Joyce et al., 2006].
Module können anhand der zugrunde liegenden Annahmen kategorisiert werden
(Abbildung 1.4). So gibt es beispielsweise funktionelle Module, deren Komponenten
mit spezifischen biologischen Funktionen assoziiert sind. Andere Module beziehen
sich dagegen auf die topologische Struktur des Netzwerks, wie sie beispielsweise
durch maximale Cliquen charakterisiert wird. Eine Clique ist eine Gruppe von
Komponenten, wobei jedes Paar von Komponenten miteinander durch eine Kante




zeitkontinuierliche und zeitdiskrete Gruppen einteilen. Bei den zeitunabhängigen
Methoden wird der Zeitfaktor bei der Modellierung vernachlässigt. Beispiele sind die
bedingungsbasierte Modellierung sowie Spieltheorieansätze. Da jedoch oftmals die
WPI-Dynamik über eine bestimmte Zeitspanne hinweg untersucht werden soll, kann
die Zeit abhängig von der jeweiligen Fragestellung entweder als kontinuierliche oder
diskrete Größe in das Modell integriert werden. Gewöhnliche Differentialgleichungen
für die zeitkontinuierliche Modellierung sind hier eine weitverbreitete Methode.
Kommt zusätzlich zum Zeitfaktor auch der räumliche Aspekt hinzu, eignen sich
beispielsweise partielle Differentialgleichungen. Agentenbasierte, zustandsbasierte,
zellulär-automatenbasierte, Boolesche und probabilistische Ansätze sind hingegen
Beispiele für die zeitdiskrete Modellierung [Schleicher et al., 2016].
Ein aktuelles Beispiel für die Modellierung von WPPI ist das von Dühring et al.
entwickelte spieltheoretische Modell aus dem Jahr 2017. Der biologische Hintergrund
ist hierbei die wirtsinitiierte Aufnahme eingedrungener C. albicans-Zellen durch die
Makrophagen (auch Phagozytose genannt). Ziel des Modells ist es, die verschiedenen
(Überlebens-) Strategien von Makrophagen und C. albicans nach der Phagozytose zu
beschreiben und in Abhängigkeit davon Nash-Gleichgewichte (Lösungen des Spiels)
zu bestimmen. Da die Nash-Gleichgewichte direkte Konsequenzen der Modellpara-
metrisierung sind, lassen sich daraus verschiedene biologische Szenarien ableiten.
Dabei wird unter Zuhilfenahme dynamischer Optimierung die Populationsdynamik
der Makrophagen-C. albicans-Interaktionen untersucht, um die optimale Kontrolle
der Pilze durch die Makrophagen zu erreichen [Dühring et al., 2017].
Für die Integration von Multiskalen-WPI-Daten hat sich in den vergangenen Jahren
die Generierung von Hybridmodellen – also die Kombination verschiedener Ansätze –
als vorteilhaft erwiesen. Blickensdorf et al. haben beispielsweise ein Modell entwickelt,
das sowohl die agentenbasierte Modellierung als auch partielle Differentialgleichungen
miteinander vereint. Hintergrund des Modells ist, dass oftmals Mäuse als Modellorga-
nismen für die Untersuchung von WPPI genutzt werden. Um allerdings Rückschlüsse
auf Infektionen im Menschen ziehen zu können, müssen die unterschiedlichen phy-
siologischen Faktoren von Mensch und Maus sowie die verschiedenen Inhalations-
bzw. Infektionsdosen berücksichtigt werden. Die Simulierung einer A. fumigatus-
Infektion in einer humanen und in einer murinen Lunge ermöglicht die vergleichende
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Quantifizierung der Infektionsbekämpfung in den beiden Wirten. Mithilfe des ent-
wickelten Hybridmodells erhielten Blickensdorf et al. Hinweise darauf, dass die
Beseitigung der A. fumigatus-Konidien in der Maus effizienter erfolgt als im Men-
schen [Blickensdorf et al., 2019].
1.6 Zielstellung
In den letzten Jahren wurden immer neue Ansätze entwickelt, um die Integration von
Daten aus heterogenen Quellen, d. h. aus verschiedenen zeitlichen und strukturellen
Skalen, zu ermöglichen. Allerdings bezieht sich deren Anwendung hinsichtlich der
Untersuchung von WPI zumeist auf Interaktionen zwischen Wirt und bakteriellen
Erregern. Dagegen steht die Erforschung von Interaktionen zwischen Wirt und
pathogenen Pilzen unter Zuhilfenahme solcher Integrationsansätze derzeit noch am
Anfang. Daher behandelt die vorliegende Dissertation die Integration von Multiskalen-
und Multi-Omik-Daten, um neue Erkenntnisse im Bereich der WPPI zu erlangen.
Es wird auf Beispiele der aktuellen infektionsbiologischen Forschung eingegangen, an
denen ich im Rahmen der Dissertation mitgewirkt habe. Anhand dieser Beispiele
werden die Vorteile und die Wichtigkeit sowie bewährte Methoden der Integration
von Multiskalen- und Multi-Omik-Daten aufgezeigt. Dabei werden nicht nur einige
gängige Methoden zur Analyse dieser Daten vorgestellt, sondern auch der neu
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Übersicht
Im ersten Manuskript dieser Dissertation wird das Projekt von Hebecker und
Vlaic et al. vorgestellt. In diesem sollten die WPPI in mit C. albicans-infizierten
Mäusen auf Basis von Multiskalendaten (d. h. Transkriptomdaten verschiedener
Organe und Zeitpunkte) untersucht werden. Mithilfe von klassischen Methoden
(z. B. Komponentenvergleich oder Signalweganalyse), Clustering-Verfahren sowie der
Inferenz eines Interspezies-GRN wurden die Daten analysiert und integriert. So war
es möglich, umfassende Genexpressionsprofile für Wirt und Pilz zu erstellen und
als WPPI in Zusammenhang zu bringen. Die Studie hat gezeigt, dass die Antwort
des Wirts und die Anpassung des Pilzes während einer disseminierten Candidose




kommt es beispielsweise in der Niere zu einer späteren Aktivierung der angebore-
nen Abwehrmechanismen, dafür aber auch zu einer stärkeren proinflammatorischen
Antwort als im Vergleich zur Leber. Die verschiedenartigen Umgebungen von Leber
und Niere tragen auch zu einer unterschiedlichen Aktivität von zellwand- und zell-
oberflächenmodifizierenden Enzymen bei. Die dadurch hervorgerufenen strukturellen
Veränderungen können die Interaktionen von Immunzellen beeinflussen und somit zu
einem spezifischen Infektionsverlauf in den jeweiligen Organen beitragen.
Beiträge
JID und HeB konzipierten und planten die Experimente. HeB war für die Maus-
versuche, die RNA-Isolation und die C. albicans-Microarrays zuständig. Zytokin-
und Phagozytose-Assays wurden durch HeB und KM durchgeführt. VS analysierte
die Genexpressionsdaten der Wirtsseite. Die Cluster- und Inferenznetzwerkanaly-
sen wurden von VS und CT durchgeführt. CT, HeB und LJ waren für die Gen-
expressionsanalyse der Pathogenseite zuständig. BS und HeB führten eine GSEA
durch. HeB, HuB, BM und JID interpretierten die Daten. HeB und JID schrieben
das Manuskript, wobei alle Autoren an der Überprüfung und Überarbeitung des
Manuskripts beteiligt waren.
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Dual-species transcriptional 
profiling during systemic 
candidiasis reveals organ-specific 
host-pathogen interactions
Betty Hebecker1,2,*,†, sebastian Vlaic3,4,5,*, theresia Conrad4, Michael Bauer2,6, 
sascha Brunke7, Mario Kapitan1, Jörg Linde4, Bernhard Hube2,7,8 & Ilse D. Jacobsen1,2,8
Candida albicans is a common cause of life-threatening fungal bloodstream infections. In the murine 
model of systemic candidiasis, the kidney is the primary target organ while the fungal load declines 
over time in liver and spleen. To better understand these organ-specific differences in host-pathogen 
interaction, we performed gene expression profiling of murine kidney, liver and spleen and determined 
the fungal transcriptome in liver and kidney. We observed a delayed transcriptional immune response 
accompanied by late induction of fungal stress response genes in the kidneys. In contrast, early 
upregulation of the proinflammatory response in the liver was associated with a fungal transcriptome 
resembling response to phagocytosis, suggesting that phagocytes contribute significantly to fungal 
control in the liver. Notably, C. albicans hypha-associated genes were upregulated in the absence of 
visible filamentation in the liver, indicating an uncoupling of gene expression and morphology and  
a morphology-independent effect by hypha-associated genes in this organ. Consistently, integration 
of host and pathogen transcriptional data in an inter-species gene regulatory network indicated 
connections of C. albicans cell wall remodelling and metabolism to the organ-specific immune 
responses.
Candida albicans is the most common cause of life-threatening fungal bloodstream and disseminated infections. 
The crude mortality of disseminated infections caused by Candida is > 50%, higher than for bacterial blood stream 
infection1. The murine model of hematogenously disseminated candidiasis is most commonly used to study 
systemic candidiasis and to evaluate efficacy of antifungal therapy. Following intravenous infection, C. albicans 
initially infects almost all organs; however, while the fungal load increases over time in kidneys, it declines in 
liver and spleen2,3. Moreover, C. albicans is able to form filaments – a hallmark of pathogenicity - in the kidney 
within two hours after intravenous infection, whereas no hypha formation is observed in liver and spleen4. Thus, 
the kidney appears to be the prime target organ for disseminated candidiasis in mice. In contrast, disseminated 
candidiasis in humans affects kidneys but also commonly leads to infection of liver and spleen5.
The relative susceptibility of the kidneys in murine candidiasis has been linked to the specific immunological 
setup of this organ: Neutrophils and macrophages are present in higher numbers in liver and spleen than in 
the kidneys of naive animals2. In addition, in comparison to spleen and liver, leukocytes are recruited later to 
C. albicans-infected kidneys2. Early accumulation of neutrophils has a protective effect and mononuclear 
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phagocytes can directly kill C. albicans in vitro and in vivo2,6,7. As kidney-resident macrophages and inflammatory 
monocytes are important for fungal clearance in the kidney, the delay in the early phagocytic response in the kid-
ney seems to be critical for progression of infection6,7. However, at later stages of infection continued neutrophil 
recruitment induced by locally produced cytokines and chemokines in the kidney directly contributes to immu-
nopathology3. Thus, the immune response, fungal clearance and pathological consequences vary significantly in 
different organs during systemic C. albicans infection in the murine model.
C. albicans expresses a variety of virulence factors that contribute to pathogenesis, including the morpho-
logical transition between yeast and hypha, the expression of hypha-associated virulence factors and metabolic 
flexibility6,8,9. In addition to morphogenesis, the C. albicans cell wall structure is strongly influenced by environ-
mental factors, such as available carbon sources or environmental stresses, leading to rapid cell wall remodelling 
processes in vitro and in vivo that affect interaction with immune cells10–12. Furthermore, C. albicans rapidly 
adapts to the changing environments encountered during infection by changes in gene expression, translation, 
and post-translational modifications13,14.
Thus, both the host and the fungus respond rapidly to the changing conditions during systemic candidiasis. 
Such changes can be monitored on the transcriptional level by in vivo gene expression profiling to estimate the 
functional adjustments during invasive growth of C. albicans. Recently, Xu et al. analysed 479 C. albicans and 46 
mouse genes from kidney samples using the NanoString technology15. Although less than 2% of the Candida 
genome was covered, a clear induction of C. albicans hypha-associated as well as zinc and iron responsive genes 
was observed. Similarly, RNASeq of C. albicans cells infecting the mouse kidney revealed regulation of iron 
metabolism, hypha formation, and metabolic adaptation during infection16.
Even though these studies significantly contributed to our understanding of disseminated candidiasis, they 
focused on the kidney as the main target organ. However, given the different immune responses in different organs, 
it is likely that organ-specific host-pathogen interactions occur and contribute to the different course of infection in 
murine organs. Understanding these differences may be crucial in understanding pathogenicity of life-threatening 
systemic C. albicans infections. Therefore, we performed a time-course transcriptional analysis of liver, spleen, 
and kidney samples from mice infected intravenously with C. albicans. Our results demonstrate not only a delayed 
immune response in the kidney compared to liver and spleen, but also qualitative differences in the responses of 
these organs. Microarray analyses of C. albicans cells likewise showed organ-specific adaptation processes. This 
includes an increased expression of hypha-associated genes in the liver in the absence of visible filamentation, sug-
gesting that gene expression and morphogenesis is uncoupled under these specific conditions in vivo.
Results and Discussion
Murine spleen, liver, and kidney show different kinetics of transcriptional responses to systemic 
candidiasis. Transcriptional profiling is a powerful tool to elucidate host-pathogen interactions during infection17,18 
that has been successfully applied to the murine model of disseminated candidiasis15,16,19–21. However, previous 
studies focused on the kidney as the main target organ. Given the differing progression of infection in kidney, 
liver, and spleen in mice and the frequent involvement of liver and spleen in human disseminated candidiasis, we 
performed a transcriptional profiling of these three organs over the time course of infection in mice.
Principal component analysis (PCA) of the murine transcriptional data sets showed that 54% of the variance 
(PC1 and PC2) among all transcripts in the data sets could be attributed to organ-specific expression differences 
(Fig. 1A). Temporal changes also contributed to variance (7%) and biological replicates from individual organs 
clustered according to time point (Fig. 1A). PCA reflects general expression trends in the data which are due to 
alterations in the expression of the majority of genes represented on the microarray. When specifically analyzing 
differentially expressed genes (DEGs), organ-specific kinetics of transcriptional changes became evident: Most of 
the changes in gene expression in liver and spleen were observed already 24 h p.i., whereas in kidney the number 
of DEGs continuously increased over time (Fig. 1B). We thus performed cluster analysis to categorize the genes 
according to organ expression kinetics and analysed these clusters for enriched GO terms. All organs responded 
to infection by regulation of genes associated with immune processes and stress response (Suppl. Fig. 1A, 
Suppl. data 1 and 2) and, more specifically, upregulation of genes associated with the response to interferon β 
and cytokine biosynthesis (represented by cluster 5, Suppl. Fig. 1B). However, the expression kinetics differed 
between organs: As shown in Fig. 2A, several genes in TLR and NLR pathways were upregulated from 8 h to 24 h 
p.i. in the liver, while in the kidney sizable induction of these pathways was detected only after 24 h and further 
increased towards 72 h p.i. At 72 h p.i., complement activation was significantly induced in the liver. In the spleen, 
especially genes in T- and B-cell receptor signalling pathways were enriched; however, the involved genes were 
mainly downregulated compared to the control. The subset of genes displayed in Fig. 2B highlights the differences 
in the expression kinetics of genes associated with inflammation: Expression of most of these genes in the liver 
increased strongly early after infection with a tendency to return to control sample expression levels at later time 
points, whereas in kidney samples the largest changes were detected 72 h p.i.
Thus, while all organs responded to infection by downregulation of genes associated with organ-specific func-
tions and upregulation of immune processes, the kinetics and type of immune responses differed.
Organ-specific transcriptional changes in systemic candidiasis reflect activation of local 
immune responses and organ damage. As discussed above, the transcriptional changes in the kid-
ney were characterised by late upregulation of proinflammatory pathways, consistent with the reported delayed 
recruitment of immune cells in this organ2. Notable exceptions were the chemokine CXCL1 (also known as kerat-
inocyte cell–derived chemokine [KC]) and the intercellular adhesion molecule ICAM-1, which is important for 
leukocyte transmigration. These genes were highly upregulated after 8 h in the kidney (Fig. 2B). As we analysed 
the transcriptome of whole organs, the precise cellular source of early immune transcripts is not clear. It has, how-
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MyD8822. In comparison to liver and spleen, the number of resident immune cells in the kidney is low2 and even 
though transcript abundance of CXCL1 increased in the kidney 8 h p.i., protein levels are known to increase more 
steeply only after 24 h3. This suggests that the potential of resident renal macrophages to produce this chemokine 
is not sufficient to drive early neutrophil recruitment at high levels. The progressive upregulation of proinflam-
matory pathways in the kidney over the course of infection can be explained partially by the increasing or persis-
tent fungal burden which leads to ongoing immune stimulation. Fungal growth is furthermore associated with 
progressive renal damage3,23, reflected in our data set by (i) the upregulation of genes involved in wound healing 
and (ii) the downregulation of genes in “renal system processes”, “transport processes”, and “ion homeostasis” 
observed at later time points (Suppl. Fig. 1).
Organ-specific immune responses included the induction of the acute phase response in the liver (Suppl. Fig. 1A) 
and the TGF-β pathway and genes associated with lymphocyte activation and leukocyte proliferation in the kid-
ney (Suppl. Fig. 1A). While the latter were upregulated at late time points in the kidney, their expression was 
continuously decreasing until 24 h in the spleen, with a tendency to return to basal levels towards 72 h p.i. As a 
secondary lymphoid organ, main functions of the spleen are associated with leukocyte activation and prolifera-
tion. Therefore, transiently reduced expression of these genes could be interpreted as reduced expression of genes 
with organ-specific functions. The transient nature of these alterations might thus reflect the successful control 
Figure 1. Principle component (PC) analysis of mouse expression data (A) and numbers of differentially 
expressed genes (DEGs) (B). (A) Left: Approximately 54% of the variation between data sets was captured by 
the first two PCs and coincided with the organ the sample was obtained from. Right: The third PC captured 
about 7% of the variance in the data and correlated with the temporal effects in the data set. (B) Numbers of 
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of fungal growth in the spleen. Downregulation was also observed in the liver for genes involved in liver function 
(“monocarboxylic acid metabolism” and “lipid homeostasis”, cluster 9, Suppl. Fig. 1). While these genes also 
showed a trend to return to basal levels at 72 h p.i., it was not as pronounced as for the spleen, indicating that the 
transcriptional response of this organ was continuing even though infection is controlled to a similar degree in 
liver and spleen. Furthermore, although the kinetics of fungal burden and immune cell recruitment in liver and 
spleen are similar during systemic candidiasis, the transcriptional immune response of these organs differed sig-
nificantly: Components of the innate immune response, such as TLR and NLR signalling pathways, were induced 
to a higher extend in the liver. The lack of strong induction of genes associated with proinflammatory responses 
is consistent with the comparatively low and transient production of proinflammatory cytokines in the spleen 
during systemic candidiasis3. We find it noteworthy, however, that systemic responses were clearly induced in the 
liver, e.g. the acute phase response, and that genes involved in complement activation were upregulated especially 
after 72 h p.i. This might indicate the role of the liver for the systemic immune response during ongoing candidia-
sis independent of local pathogen control, and might explain why expression of genes involved in metabolic liver 
function (cluster 9, Suppl. Fig. 1) did not return to steady-state levels by 72 h p.
In summary, all organs showed downregulation of genes associated with organ function, likely as a result of 
organ impairment and/or as consequence of upregulation of genes dedicated to immune responses. Consistent 
with the development of fungal burden, these changes were transient in spleen and liver but increased over time 
in the kidney.
Transcriptional profiles of C. albicans indicate organ specific fungal adaptation in kidney and 
liver. One of the largest challenges for in vivo fungal transcription analysis is the relative abundance of host 
transcripts hampering the recovery of sufficient amounts of fungal RNA17. We used an enrichment protocol based 
on sequential lysis of host and fungal cells on ice. Determination of genome wide transcription levels by microar-
rays and of selected genes (TSP1, HSP90, HSP104) by quantitative RT-PCR (q RT-PCR) revealed approximately 
10% variation between RNA isolated from spiked murine organs using our enrichment protocol and RNA iso-
lated from the spiking culture by standard methods24. We were able to isolate sufficient amounts of high-quality 
fungal RNA to perform microarray analysis from C. albicans cells retrieved from the liver 8 h p.i., the kidneys 12 h 
p.i., and the kidneys 24 h p.i., enabling us to detect 6569 genes in the arrays. The amounts recovered at other time 
points were sufficient only for q RT-PCR.
The lower amounts of fungal RNA obtained from the kidney at 8 h p.i. or the liver at later time points are 
possibly due to lower amounts of total fungal biomass and RNA at these time points in the organs. We further-
more detected no cross-hybridization of uninfected kidney samples with the C. albicans microarrays, indicating 
Figure 2. Gene expression changes in immune response pathways after systemic C. albicans infection. 
(A) Number of differentially regulated genes in distinct immune pathways. The org.Mm.eg.db package 
for R was used to identify differentially expressed genes associated with the pathways “TLR signaling 
pathway” (GO:0002224), “NLR signaling pathway” (GO:0035872), “chemokine mediated signaling pathway” 
(GO:0070098), “complement activation” (GO:0006956), “T-cell receptor signaling pathway” (GO:0050852) 
and “B-cell receptor signaling pathway” (GO:0050853) including associated child-terms, respectively. (B) Gene 
expression of selected differentially expressed immune genes. For each organ, log2 fold-changes were gene-wise 
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that the detected transcripts originate from C. albicans. The microarray data were verified by qPCR analyses of 
selected genes (Suppl. Table 1).
Compared to YPD culture (control), 917 C. albicans genes were differentially expressed in liver, 908 in kidney 
12 h p.i., and 875 in kidney 24 h p.i., with 80 genes differentially expressed in all organs (Fig. 3, Suppl. data 3). 
These included infection-associated, highly upregulated individual genes, such as HWP1, ECE1, ALS1, ALS3, 
HYR1, and SOD5 (Table 1). Furthermore, GO categories related to cell wall and cell surface were significantly 
enriched in positively regulated genes of all samples (Fig. 4, Suppl. data 4), indicating remodelling of the cell wall 
and reflecting the upregulation of hypha-associated genes involved in adhesion such as ALS1, ALS3, DIF1, and 
HWP1 (Table 1).
While this demonstrates common regulation of a set of virulence-associated genes, most DEGs displayed 
organ- or time point-specific regulation (Fig. 3B). Some of the organ-specific differences might be due to the dif-
ferences in the time points analysed (liver 8 h p.i. vs. kidney 12 h and 24 h p.i.), which is a limitation of this study; 
however, the higher similarity among gene expression profiles at two time points in the kidney compared to the 
liver (Suppl. Fig. 2A) still suggests organ-specific adaptations.
The transcriptional response of C. albicans during growth in the kidney is characterized by iron 
acquisition and metabolic adaptation. To elucidate which processes were affected by the DEGs, we 
performed GO term enrichment analysis and gene set enrichment analysis (GSEA) using published lists of in vivo 
and in vitro regulated C. albicans genes. Specific expression patterns deduced from GO term enrichment analysis 
included upregulation of “iron assimilation” in kidney samples at both time points, supported by GSEA results 
matching gene regulation in the kidney with iron homeostasis25 and consistent with two recently published 
in vivo transcriptional profiles of C. albicans cells infecting the mouse kidney15,16. This correlates well with local 
iron sequestration shown in kidney lesions26 and the upregulation of lactoferrin and haptoglobin by the host 
(Suppl. data 1), supporting the concept of nutritional immunity as a host defence mechanism27.
During early kidney infection, according to GO terms C. albicans furthermore upregulated translational pro-
cesses (e.g. “ribosome biogenesis”, Fig. 4), which was supported by GSEA (ribosomal proteins in a set of puta-
tive targets of the transcription factor Fhl128). After 24 h in the kidney, the transcriptional profile of C. albicans 
indicated a response to starvation (Fig. 4), possibly as a result of rapid growth and hypha formation. In contrast, 
metabolic genes differentially expressed in the liver indicated catabolic processes and carbohydrate transport 
(Fig. 4). Some of the organ-specific metabolic adaptations of C. albicans could be a response to organ-specific 
nutrient supply. For example, while the glycerol biosynthetic gene RHR2 showed decreased expression in kidney, 
possibly reflecting the presence of the renal osmoprotectant glycero-phosphocholine15, RHR2 expression was 
increased in the liver (Suppl. data 3). Indeed, it has been shown that the ability of C. albicans to utilize external 
glycero-phosphocholine is important for virulence in murine systemic candidiasis29 and that RHR2 is essential 
for proliferation of C. albicans in the liver of intraperitoneally infected mice30.
Inference modelling identified three inter-species pathogen-host gene-regulatory networks 
linking fungal metabolism with the host immune response. Metabolic adaptation of C. albicans  
might also be influenced by immune reactions, especially restriction of nutrient availability upon phago-
cytosis13,31. To determine which fungal and host activities may directly influence each other, we inferred an 
inter-species pathogen-host gene-regulatory network32 using the ExTILAR algorithm33. This method integrates 
transcriptional data (DEGs of both species clustered by k-means; Suppl. Fig. 2B,C) with existing knowledge 
Figure 3. C. albicans genes differentially expressed during systemic candidiasis in mice. (A) Number of 
differentially expressed C. albicans genes in liver and kidney samples 8 h, 12 h and 24 h p.i. relative to common 
reference (log phase SC5314 grown in YPD at 37 °C). (B) Venn diagram representing the overlap of C. albicans 
DEGs in liver 8 h, kidney 12 h and kidney 24 h p.i. Within all three samples, 80 genes were differentially 
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on transcription factor-dependent regulation of the genes to infer a regulatory network between DEGs of host 
(Suppl. data 5) and pathogen (Suppl. data 6). The resulting network showed three disconnected sub-networks 
each composed of mouse and Candida clusters.
The first network (Fig. 5A) was composed of a murine cluster containing downregulated genes involved in 
tissue homeostasis, remodelling and renal function, and thereby reflecting parts of the renal response to infec-
tion. This host cluster was both regulated by and regulating a cluster of upregulated fungal genes affecting iron 
homeostasis and biofilm formation (as observed in the kidney). This C. albicans cluster in turn was connected to 
the second C. albicans cluster, comprising downregulated genes involved in amino acid metabolism, similar to 
the observed changes in the liver. Thus, this sub-network suggests a link between host tissue function on the one 
side and fungal iron homeostasis and amino acid metabolism on the other, and reflects the organ-specific fungal 
transcription. Amino acid biosynthesis is affected by iron starvation in S. cerevisiae in a complex feedback loop 
involving transcription factors and biosynthesis gene containing iron-sulfur clusters34. Cysteine is important for 
the formation of iron-sulfur clusters and the C. albicans key iron regulator Sfu1 contains a cysteine-rich central 
domain that is typical for GATA-type transcription factors35. Cysteine might thus possibly link Sfu1 and amino 
acid biosynthesis via iron-sulfur clusters; this is however highly speculative. Alternatively, tissue damage caused 
by invasive fungal growth and the subsequent host response might significantly affect nutrient availability for and 
metabolism of the fungus.
In the second network (Fig. 5B) the central C. albicans cluster contained genes related to metabolic processes 
that were upregulated in the liver but downregulated in the kidney. This cluster was predicted to negatively affect 
the expression of genes in both, another fungal and a host gene cluster. In the host cluster, genes were associated 
with immune system processes and included genes such as IL6, CXCL10 and Interferon- and TNF-receptors, 
which were upregulated only in the kidney. The second C. albicans cluster also showed organ-specific regula-
tion, with increased expression in the kidney and decreased expression in the liver. This cluster was significantly 
enriched for terms associated with the cell surface and included genes like CDC12, CHS3, and MYO2, that influ-
ence filamentation and cell wall composition and thereby could affect interaction with the immune system36. 
Moreover, binding sites for the transcription factor BCR1, which regulates biofilm formation and cell-surface 
associated genes37, was over-represented in the promoter region of genes in this cluster. Biofilm-associated genes 
were also found to be enriched in the kidney by GO term analysis (Fig. 4). Taken together, this sub-network 
indicates an organ-specific regulatory relationship between host immune responses, fungal metabolism and 
C. albicans morphology.
Similarly, the C. albicans clusters within the third network (Fig. 5C) also contained genes with organ-specific 
transcription patterns and functions for metabolic adaptation, while two of the four connected murine clusters 
(#1 and #3) were enriched in genes with functions for the immune response and organ-specific transcription.
orf Name Liver 8 h Kidney 12 h Kidney 24 h
orf19.3374 ECE1 10.535 4.930 7.899
orf19.2060 SOD5 8.370 4.242 4.074
orf19.5741 ALS1 6.613 2.065 2.277
orf19.6037 ASM3 5.801 2.351 2.414
orf19.1321 HWP1 5.765 4.585 3.079
orf19.2942 DIP5 4.992 1.723 1.530
orf19.6993 GAP2 3.758 − 1.404 − 1.459
orf19.4975 HYR1 3.708 1.906 2.603
orf19.2355 ALS3 3.657 2.471 2.412
orf19.85 GPX2 3.203 1.483 1.783
orf19.5760 IHD1 3.180 1.850 1.870
orf19.6367 SSB1 2.925 1.975 1.637
orf19.711 2.802 3.277 1.592
orf19.7469 ARG1 2.762 1.222 1.276
orf19.7114 CSA1 2.669 8.687 9.024
orf19.5916 2.599 1.439 − 1.435
orf19.4456 GAP4 2.314 1.896 2.056
orf19.7084 DFI1 2.286 1.371 1.479
orf19.6844 ICL1 2.268 1.562 1.637
orf19.2608 ADH5 2.075 − 2.394 − 1.873
orf19.6837 FMA1 2.047 1.376 − 1.635
orf19.3384 2.040 1.273 1.526
orf19.3829 PHR1 2.014 1.542 1.604
orf19.5170 ENA21 1.931 1.478 2.167
Table 1.  List of fungal genes significantly upregulated by C. albicans in the liver 8 h p.i. Values indicate 
absolute log2-FC. Note, that ADH5 and GAP2 were significantly upregulated in the liver 8 h p.i., but 
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Figure 4. GO terms enriched in positively regulated differentially expressed genes of C. albicans during 
systemic candidiasis. The most significantly regulated ontologies were determined by the adjusted p-value  
(BP - biological process (orange); CC - cellular component (green), MF - molecular function (blue)). A full list 
of enriched GO terms is provided in Suppl. data 4.
Figure 5. Inferred inter-species pathogen-host gene-regulatory networks. Nodes represent clusters of co-
regulated genes for M. musculus (diamond) and C. albicans (triangle). Edges between two clusters represent 
directed regulatory interactions that are either positive (arrow) or negative (blunt end). A full list of genes and 
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Thus, all deduced networks support an organ-specific interplay between fungal metabolism and immune 
processes during infection. Immune reactions likely affect the availability of nutrients, e.g. upon phagocytosis and 
by iron sequestration13,27 but metabolic adaptations of C. albicans in turn can affect the interaction of the fungus 
with the immune system38.
Expression of hypha-associated genes in the absence of filamentation in the liver. This link 
between fungal metabolism and interaction with immune cells is likely to be mediated by changes of the fungal 
surface and cell wall38. Genes involved in biofilm formation were enriched at later time points in the kidney, con-
sistent with observations by others15,16. GSEA furthermore identified a significant overlap of the in vivo transcrip-
tome 24 h p.i. with genes differentially regulated in C. albicans ccr4∆ /∆ and sit4∆ /∆ 39,40, both involved in cell wall 
maintenance and filamentation. The cell wall composition of C. albicans is also linked to morphogenesis, a central 
virulence attribute of C. albicans, and filamentation occurs early upon systemic infection of the murine kidney3. 
Not surprisingly, filamentation-associated genes were among the most strongly upregulated Candida genes in 
the kidney (Tables 1 and 2). In the liver, however, filamentation does not occur after intravenous infection2,41  
(and own unpublished data). Thus, we were surprised to observe induction of hypha-associated genes (HAGs) 
and core filamentation response genes42 in the liver (Tables 1 and 2). To confirm the results obtained by microar-
rays, we performed qPCR on our RNA samples to analyse the expression levels of the six genes of the core fila-
mentation response42. With the exception of DCK1, all core filamentation response genes showed a moderate to 
strong induction in both organs at all time-points under investigation and, with the exception of RBT1, similar 
expression levels in all samples (Table 2; Suppl. Fig. 3).
Expression of hypha-associated genes by C. albicans yeast cells in the liver could indicate cell 
wall remodelling. In addition to the core filamentation response genes, several genes encoding cell wall 
remodelling factors were specifically induced in C. albicans in the liver, e.g. CRH11 (cell wall transglycosylase), 
MP65 (cell surface mannoprotein), PHR1, BGL2 and PGA4 (glucanosyltransferases), and the chitinase gene 
CHT1.
It is known that the C. albicans cell wall is highly dynamic. In vitro, the exposure of C. albicans to differ-
ent stresses that are encountered following phagocytosis can lead to rapid architectural changes and structural 
realignments of the cell wall43. Changes observed in vivo include altered exposure of chitin and β -glucan11,12. 
Both morphology and cell wall composition can influence the interaction with immune cells. For example, 
murine macrophages phagocytose C. albicans yeast cells more efficiently than hyphae44 and preferentially ingest 
O- and N-linked mannan-deficient mutants14. Cell wall glycosylation also affects phagosome maturation in 
macrophages45. We thus hypothesized that the induction of HAGs in yeast cells, as observed in the liver, could 
influence the interaction of the fungus with macrophages. To test this hypothesis, we inoculated log-phase yeast 
cells grown in YPD (0 min) into RPMI at 37 °C. In this condition, increased expression of ALS3, ECE1, HWP1, 
and IHD1 was detected by qPCR as early as 15 min after induction (data not shown), even though first germ tube 
formation only became visible after 45 min (Suppl. Fig. 4A). These C. albicans yeasts were then used in a phago-
cytosis assay with human monocyte-derived macrophages. We observed a significant increase in the phagocy-
tosis rate of MDMs challenged with RPMI-induced yeast cells (Suppl. Fig. 4B,C) and alterations in the release 
of cytokines by macrophages stimulated with thimerosal-killed cells (Suppl. Fig. 4D). While this suggests that 
the induction of the filamentation program is indeed associated with changes that influence the interaction with 
immune cells, this hypothesis requires further investigation.
It has, however, been well established that both phagocytosis and cytokine production depend on the inter-
action of the fungal surface and components of the cell wall with host cell pattern recognition receptors. As the 
cell wall of C. albicans responds to numerous environmental cues45, it is plausible that the yeast cells found in 
the liver differ from both, cells grown in vitro under yeast-favouring conditions and the yeasts grown under 
hypha-inducing conditions in our in vitro experiment. Morphology-independent expression of HAGs has also 
been observed during growth in the intestinal tract46, suggesting that hypha-like modification of the yeast sur-
face can occur in specific host niches, and GSEA revealed a significant overlap of DEGs in the liver with genes 
Gene name
Liver 8 h Liver 12 h Kidney 12 h Liver 24 h Kidney 24 h
qPCR Microarray qPCR qPCR Microarray qPCR qPCR Microarray
ALS3 80.6 1.9 84.8 89.2 1.1 139.3 62.4 1.2
DCK1 1.8 1.6 1.3 0.9 1.2 1.2 0.8 1.5
ECE1 793.5 10.5 629.3 3061.2 4.9 1817.4 3654.9 7.9
HGT2 150.3 5.3 288.5 71.2 1.4 194.6 127.4 1.5
HWP1 292.2 5.8 128.2 201.4 4.6 81.6 172.0 3.1
IHD1 17.2 3.2 9.2 10.1 1.9 9.2 13.9 1.9
RBT1 1.1 1.0 9.6 7 0.9 2.0 7.2 0.9
orf19.2457 3.7 1.8 5.1 2.7 1.4 4.3 3.3 1.4
Table 2.  Gene expression of the core filamentation response determined by qPCR and microarray. Values 
in italic were not detected as significant differentially expressed by microarray analysis. Overall, gene expression 
quantified by qPCR (fold change determined by 2∆∆Ct method) and microarray (absolute log2-FC), respectively, 
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upregulated in the caecum46. It is however difficult to predict to which extent the interaction with immune cells in 
the liver might be influenced by the observed changes of the transcriptome. Given that HAGs were upregulated in 
the liver 8 h p.i., after prolonged exposure to a likely hypha-inducing environment, it nonetheless appears striking 
that visible hypha were absent in this organ – especially as they readily form in the kidney and in vitro within 
this time span. Possibly, phagocytosis of C. albicans yeasts in the liver exposes the fungus to an environment that 
prevents hyphal growth.
C. albicans likely faces phagocytosis early after infection of the liver. According to GSEA, the 
greatest overlap of analysed transcriptomes was observed between C. albicans DEGs specific for liver and the 
transcriptional response to phagocytosis by bone marrow-derived macrophages (Suppl. data 7)47. The upregu-
lation of catabolic and transport processes by C. albicans in the liver (Fig. 4) furthermore resembled previously 
observed transcriptional changes upon phagocytosis13,31. Stress responsive genes that were upregulated follow-
ing phagocytosis by PMNs, e.g. SOD5, YHB1, GPX2, ASR1, and CAT1, were also significantly upregulated by 
C. albicans cells in the liver (Suppl. data 8). In the kidney, in contrast, SOD5 and SSB1 were upregulated while 
other core stress response genes showed decreased expression (e.g. HSP70, HSP90 and CCP1; Suppl. data 8). 
All of the stress-responsive genes with increased expression in the kidney 24 h p.i. are also known to be induced 
upon oxidative stress48, possibly indicating interaction with immigrating phagocytes at later stages of infection 
in the kidney. These organ-specific differential expression kinetics of stress-associated fungal genes might reflect 
the higher abundance of immune cells in the liver. Residential immune cells likely induce an early profound 
stress response in C. albicans, which we were able to detect in the liver 8 h p.i. It has been shown that interaction 
between C. albicans and resident macrophages also occurs in the kidney within 2 h p.i.49; however, this interac-
tion does not inhibit fungal filamentation and could not be detected on day 1 p.i. The low transcription of fungal 
stress genes in the kidney 12 h p.i. observed by us further supports that the interaction with resident phagocytes 
in the kidney is only transient and that additional phagocytes need to be recruited upon infection to this organ2,49. 
Thus, low transcription of fungal stress genes in the kidney at the 12 h time point, followed by delayed induction 
(compared to liver infection) could reflect a fatal later onset of interaction with recruited immune cells in the 
kidney, whereas early phagocytosis by resident or rapidly recruited immune cells may contribute significantly to 
the control of C. albicans in the liver.
As discussed above, phagocytosis of Candida yeasts in the liver possibly exposes the fungus to an environment 
that prevents hyphal growth. Even though C. albicans filaments within macrophages in vitro31, recent findings in 
a zebrafish model50 suggest that some macrophages can inhibit filamentation in vivo51 and C. albicans DEGs in the 
zebrafish model showed a significant overlap with the transcriptome in the liver. Furthermore, phagocytosis by 
PMNs prevents C. albicans filamentation13,52. It therefore appears plausible that C. albicans responds to the hepatic 
environment by induction of a hypha-associated program while physical formation of hypha is counteracted by 
the activity of phagocytes. This hypothesis is supported by the observation that combined neutropenia and C5 
deficiency in mice led to the development of foci of fungal invasion in liver and spleen. This was not observed in 
neutropenic C5-sufficient mouse strains, indicating that in the absence of neutrophils other phagocytes control 
Candida in the liver53. However, further studies are needed to determine the type of immune cells and exact 
mechanisms that prevent hypha formation and facilitate fungal clearance in the liver.
Comparability of gene expression profiles across different studies. One very surprising result of 
the GSEA was that we did not observe a significant overlap with transcriptional data from C. albicans in the 
murine data published previously15,16,21. One explanation could be the approach used for our GSEA analysis, 
in which we combined data from both time points for the kidney to compare this data set to the DEGs in the 
liver. This initial comparison, designed to detect inter-organ differences, might partially explain why no signif-
icant enrichment was observed with other in vivo transcription data sets from individual organs referenced to 
pre-infection samples.
To analyse the comparability of our and published data sets in more detail, we performed a direct compar-
ison (Suppl. Data 9), revealing a 31–44% overlap of DEGs identified in the different studies, with 73–90% of 
the overlapping DEGs displayed similar trends in expression (up- or downregulated, respectively). While this 
overlap may appear to be low, it should be interpreted considering that technical differences between the different 
studies influence the fold-change gene expression and thereby the DEGs identified depending on the cut off. For 
example, the NanoString technology used by Xu et al.15 is highly sensitive and might thus detect low-expression 
DEGs missed in our study, but is also limited to the set of genes included in the methodological set up. Similarly, 
RNASeq after specific enrichment procedures, as performed by Amorim-Vaz et al.16, is likely to be superior in 
sensitivity compared to microarrays. Amorim-Vaz et al. furthermore analysed time points different to our study, 
which will affect the direct comparison. Further technical differences hampering a meaningful comparison are 
the different control conditions chosen for C. albicans in vitro and the fungal strain used19.
While all these factors influence the DEGs identified in the different studies, it should be highlighted that 
distinct pathways (generally identified by GO analysis) were found to be induced in the kidney in all studies. This 
includes the upregulation of iron acquisition systems, filamentation and cell wall modification as well as specific 
virulence factors. This demonstrates that these pathways can be robustly identified in different settings and by 
different technologies and thus underlines their importance for the infection process. It also shows that pathway 
analyses (via GO-analysis or other bioinformatical approaches) are able to produce more robust and often more 
informative results than individual analysis of selected genes, for which expression levels might be strongly influ-
enced by the chosen method.
In summary, our study clearly shows that at the transcriptional level both host responses and fungal adap-
tation during disseminated candidiasis are organ-specific. In the kidney, late onset of innate defence mecha-
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effector cells, facilitates fungal proliferation accompanied by filament formation, upregulation of iron acquisition 
mechanisms, and metabolic adaptation. Failure to control fungal growth likely drives the observed exacerbated 
induction of proinflammatory responses, thereby contributing to immunopathology. In contrast, innate immune 
factors are quickly upregulated in the liver and the fungal response indicates possible phagocytosis that might 
help to explain the noteworthy lack of filamentation in this organ. The distinct environments in the different 
organs likely drive the observed differential expression of cell wall and cell surface modifying enzymes. This in 
turn may lead to structural alterations that can affect interaction with immune cells and thus possibly contribute 
to the specific course of infections in different organs.
Material and Methods
Ethics statement. All animal experiments were performed in accordance with the German ani-
mal protection law and were approved by the responsible Federal State authority (Thüringer Landesamt 
für Lebensmittelsicherheit und Verbraucherschutz) ethics committee (beratende Komission nach §15 Abs. 
1 Tierschutzgesetz; permit no. 03–009/13). The animals were cared for in accordance with the European 
Convention for the Protection of Vertebrate Animals Used for Experimental and Other Scientific Purposes.
Strains and culture condition. Candida albicans SC5314 and the GFP expressing strain M137 (Fradin 
et al., 2005) were maintained as glycerol stocks at − 80 °C. For experiments, single colonies obtained from YPD 
agar (1% w/v peptone, 1% w/v yeast extract, 2% w/v glucose, 2% w/v agar) were grown overnight in liquid YPD 
(without agar) at 30 °C or in RPMI 1640 at 37 °C in a shaking incubator.
Murine infection model. The infection was performed as described previously54. Briefly, SC5314 cells from 
liquid YPD overnight cultures were washed twice with ice-cold PBS and adjusted to the desired concentration. 
The infection dose was confirmed by plating. On Day 0, three mice per time point were infected via the lateral tail 
vein with C. albicans ranging from 2.5 × 104 to 6.25 × 106 cfu/g body weight. Female BALB/c mice of 10–12 weeks 
were used for infection. The remaining infection solution was centrifuged and the pellet was snap frozen in liquid 
nitrogen and stored at − 80 °C for later RNA extraction.
After infection, the health status of the mice was examined twice a day by a veterinarian, and surface temper-
ature and body weight were recorded daily. Mice were humanely sacrificed 8 h, 12 h, 24 h, and 72 h post infection. 
Immediately after euthanasia, kidneys, spleen, and liver were removed aseptically, rinsed with sterile PBS and 
snap frozen in liquid nitrogen. PBS mock-infected animals served as controls.
RNA isolation. We designed an RNA isolation protocol for isolation of both fungal and murine RNA from 
the same sample based on step-wise isolation of host and fungal RNA (Suppl. Fig. 5). First, organs were aseptically 
homogenized in RLT buffer (Qiagen) with 1% β -Mercaptoethanol (β -ME) on ice water using an Ika T10 basic 
UltraTurrax homogenizer. Then, homogenates were centrifuged at 3,000 g at 4 °C for 3 min. The supernatant 
was used for mouse tissue RNA isolation with the RNeasy Mini Kit (Qiagen) as described by the manufacturer. 
The remaining pellets were vortexed on a mini-beadbeater (Precellys) for 5 sec at 5000 m/s in 1 ml RLT buffer 
(Qiagen) with 1% β -ME. After centrifugation at 4 °C, fungal RNA was isolated from the remaining pellets as 
previously described24. The RNA quality was determined using a Bioanalyzer (Agilent Inc.), the quantity was 
measured with a Nanodrop ND1000 (Peqlab).
Gene expression profiling. Genome-wide gene expression of C. albicans was analysed with C. albicans- 
specific microarrays (ClinEuroDiag). The red channel represents hybridization with Cy5-labeled C. albicans RNA 
from experimental mouse sepsis while the green channel always shows hybridization with Cy3-labeled RNA from 
C. albicans yeast cells growing logarithmically in standard YPD medium at 37 °C with shaking (common control). 
C. albicans RNA labelling, microarray hybridization, and scanning were performed as previously described24.
Genome-wide gene expression profiling of mouse samples was performed using the MouseRef-8 Expression 
and MouseWG6 v2.0 BeadChips (Illumina) according to the manufacturer’s instruction. From the RNA isolation, 
200 ng total RNA with a Bioanalyzer RIN greater than seven were used for amplification prior to chip hybrid-
ization. Samples were analysed using the iScan platform (Illumina) measuring the variation of expression rate 
of > 42,000 transcripts. All microarray data are MIAME compliant and raw data have been deposited at GEO 
(GSE83682). The gene expression of liver, spleen, and kidney tissue 8 h, 12 h, 24 h, and 72 h after intravenous 
infection was compared to control samples of mock infected mice 24 h after PBS injection.
Expression data analyses. All analyses were performed in R using packages provided by Bioconductor 
2.2655. C. albicans two-colour microarray data were pre-processed using the limma package56. “Printtiplowess” 
normalisation was used on each array separately to correct for spatial effects or cross-hybridization. Array 
spots corresponding to the same gene were summarized using the duplicated correlation function of limma. 
Normalization of the arrays was performed using between-array quantile normalization. Log2 fold-changes 
(log2-FC) were calculated between in vivo samples and the common reference using limma. Genes with 
Benjamini-Yekutieli corrected p-value < 0.05 were considered as differentially expressed.
Mouse data was annotated using appropriate Illumina manifest files. For each platform raw data were 
pre-processed independently using the lumi package57 for R, including background correction (bgAdjust) and 
subsequent data normalization using variance stabilization transformation and quantile normalization. Detection 
calls for each probe were performed at default parameters settings and probes detected as absent in all samples 
were removed. Subsequently, the illuminaMousev2.db package for R was used for re-annotation and probe 
filtering. We retained only probes with a quality grade of “good” or “perfect”. The normalized and pre-processed 
data set for the two different microarray platforms was integrated into a combined data set by probe ID matching 
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0.1. Quality of the integration procedure was verified by analysis of the expression values of known housekeep-
ing genes and identified stable reference genes before and after loess normalisation. Differential expression was 
assessed using limma with a Benjamini-Yekutieli corrected p-value below 0.05 and an absolute log2-FC of 0.5 for 
each organ and time-point. To compare expression values of the control samples between organs we included the 
within-donor correlation for samples derived from the same animal estimated using the duplicate Correlation 
function provided by limma.
GO-term analysis of C. albicans expression data was performed using FungiFun259. The results contain 
GO-categories with Fisher’s exact test determined, Benjamini-Hochberg corrected p-values below 0.05.
Cluster analysis. Clustering of differentially expressed genes was performed using the clValid package60 for R, 
allowing direct comparison of the results from various clustering methods. For our analysis, we compared the 
results of 5 clustering algorithms (Hierarchical clustering, k-means, SOTA61, Diana and Clara62) for 3 to 15 clusters. 
The resulting scores of each validation measure were scaled between 0 and 1 and transformed such that a score of 
1 represents the best result. Subsequently, all scores were combined using the average of the mean internal score 
and the mean stability score. Finally, we selected the clustering method and the number of clusters according to 
the maximal overall score. Subsequent gene ontology enrichment analyses for the genes of each cluster were per-
formed using the GOstats package63 excluding all terms with less than 10 or more than 500 genes.
Gene Set Enrichment Analysis (GSEA). For gene set enrichment analysis (GSEA) a gene list was pro-
duced from (i) the combined DEGs of C. albicans in kidney 12 h and 24 h and (ii) liver 8 h p.i., which were 
imported as “phenotypes” to be compared into the GSEA software v2.2.0 (Broad Institute)64. Analysis parameters 
were as follows: norm, meandiv; scoring_scheme, weighted; Metric:Diff_of_Classes; set_min, 15; nperm, 1000; 
set_max, 5000. Gene sets with an FDR < 25% were considered as significant enriched. This set was used for a 
gene set enrichment analysis (GSEA) based on the recently published list of regulated genes compiled from the 
literature16 expanded with another recently performed in vivo transcriptional profile of C. albicans15 and the 
gene list “GSEA_Nantel_2012” kindly supplied to CGD by Andre Nantel (www.candidagenome.org/download/
community/GSEA_Nantel_2012/).
Inference of pathogen-host gene-regulatory network. The ExTILAR algorithm33 was used for the 
inference of an inter-species pathogen-host gene-regulatory network (GRN) based on prior knowledge about 
transcription factor binding sites (TFBSs) and about genes known to affect the activity of transcription factors. 
oPOSSUM 3.065 was used to detect over-represented TFBSs for each cluster. For clusters formed by the genes of 
M. musculus we restricted the promoter region of the target genes between 2,000 base pairs (bp) upstream and 
0 bp downstream of the transcription start site. TFs corresponding to TFBSs with a Z-score of 10 or more and a 
Fisher-score of 7 or more (default values) were considered as potential regulators of the respective cluster. For 
C. albicans, the S. cerevisiae tool required the mapping of ORF-IDs to gene symbols of the Saccharomyces Genome 
Database (SGD). oPOSSUM was then used at default values restricting the number of background genes to 5,000 
randomly selected. TFs corresponding to TFBSs with a Z-score of 10 or more and a Fisher score of 5 or more were 
considered as potential regulators of the respective cluster.
Based on the temporal mean cluster expression profile and the respective standard deviation (SD) as well 
as the TF-to-gene information obtained from oPOSSUM we inferred 10,000 networks. For each inference, we 
sampled expression data from a normal distribution using the mean and SD of the respective cluster profile/time 
point. ExTILAR was applied at default parameters including stepwise forward selection for the optimization of 
the structure-template. The final stable consensus network was derived by selection of edges between clusters that 
were inferred in more than 50 percent of all networks. Using the stable consensus network structure as a template 
we applied an ordinary least squares approach for parameter estimation of the final network model.
Real time qPCR. For microarray validation and expression analysis of core filamentation response genes, 
qRT-PCR was performed using the my-Budget 5 × EvaGreen QPCR Mix II (Bio&Sell) in a C1000TM Thermal 
Cycler (BioRad) according to manufacture recommendations. Gene specific primers are listed in Suppl. Table 2. 
Relative gene expression levels were determined by the 2∆∆Ct method with ACT1 and EFB1 as housekeeping 
genes. RNA isolated from the C. albicans infection solution served as reference. Murine RNA from mock-infected 
mice served as negative control.
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Übersicht
Besonderes Augenmerk dieser Dissertation liegt auf der Entwicklung und Anwendung
des moduldetektierenden Algorithmus ModuleDiscoverer. Mit seinem heuristischen
Ansatz stellt er ein nützliches Werkzeug für die Identifikation von regulatorischen
Modulen in großen, gesamtgenomischen PPIN und Hochdurchsatzgenexpressions-
daten dar. Seine Anwendbarkeit und Effektivität bei der Datenanalyse einzelner
Ebenen konnte auf Grundlage von Rattus norvegicus-Genexpressionsdaten bezüglich
einer diätinduzierten, nicht-alkoholischen Fettleberhepatitis demonstriert werden.
Die identifizierten Module sind stabil, biologisch relevant und reflektieren die be-
reits in anderen Studien getätigten klinischen und histologischen Beobachtungen
bezüglich der nicht-alkoholischen Fettleberhepatitis. Die von ModuleDiscoverer er-
zeugten Ergebnisse sind vergleichbar mit denen von anderen moduldetektieren-
den Ansätzen wie DEGAS, MATISSE oder KeyPathwayMiner. Allerdings liefert
das mit ModuleDiscoverer erzeugte regulatorische Modul signifikant mit der nicht-
alkoholischen Fettleberhepatitis assoziierte Einzelnukleotidpolymorphismen. Diese
konnten weder über die anderen drei Algorithmen noch durch die Analyse von
ausschließlich differenziell regulierten Genen detektiert werden. Die Ergebnisse des
Manuskripts lassen vermuten, dass ModuleDiscoverer auch für andere Organismen
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ModuleDiscoverer: Identification 
of regulatory modules in protein-
protein interaction networks
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Uta Dahmen3, Reinhard Guthke1 & Stefan Schuster2
The identification of disease-associated modules based on protein-protein interaction networks (PPINs) 
and gene expression data has provided new insights into the mechanistic nature of diverse diseases. 
However, their identification is hampered by the detection of protein communities within large-scale, 
whole-genome PPINs. A presented successful strategy detects a PPIN’s community structure based on 
the maximal clique enumeration problem (MCE), which is a non-deterministic polynomial time-hard 
problem. This renders the approach computationally challenging for large PPINs implying the need 
for new strategies. We present ModuleDiscoverer, a novel approach for the identification of regulatory 
modules from PPINs and gene expression data. Following the MCE-based approach, ModuleDiscoverer 
uses a randomization heuristic-based approximation of the community structure. Given a PPIN of 
Rattus norvegicus and public gene expression data, we identify the regulatory module underlying 
a rodent model of non-alcoholic steatohepatitis (NASH), a severe form of non-alcoholic fatty liver 
disease (NAFLD). The module is validated using single-nucleotide polymorphism (SNP) data from 
independent genome-wide association studies and gene enrichment tests. Based on gene enrichment 
tests, we find that ModuleDiscoverer performs comparably to three existing module-detecting 
algorithms. However, only our NASH-module is significantly enriched with genes linked to NAFLD-
associated SNPs. ModuleDiscoverer is available at http://www.hki-jena.de/index.php/0/2/490 (Others/
ModuleDiscoverer).
Structural analysis of intracellular molecular networks has attracted ample interest over several decades1. This 
includes cellular networks such as protein interaction maps2, metabolic networks3,4 transcriptional regulation 
maps5, signal transduction networks6,7 as well as functional association networks8. Recent advances in the field of 
network medicine have focused on the identification of disease-associated modules within the organism-specific 
interactome9. The interactome captures interactions between all molecules of a cell10 and is represented by a graph 
composed of nodes denoting cellular molecules that are connected by edges representing interactions between 
them. Within the interactome, modules are sub-graphs that can be linked to phenotypes such as diseases or traits. 
Up to date, the identification of disease-associated modules has been applied mostly based on protein-protein 
interaction networks (PPINs) of Homo sapiens. They have been successfully identified for, e.g., asthma11, inflam-
matory and malignant diseases12, obesity and type-2-diabetes (among others)13 as well as different subtypes of 
breast cancer14–16, providing new in-depth insights into the underlying molecular mechanisms of the respective 
disease. For example, biomarker identification for the classification of 402 breast tumor samples into their respec-
tive subtype was successfully performed based on subtype-specific protein signaling networks15. Furthermore, the 
same study highlighted that strongly connected genes (i.e., hub genes) present in either subtype-specific network 
are valid drug targets for the respective subtype.
There are three fundamental assumptions underlying the identification of disease modules17 (Fig. 1). Firstly, 
entities forming dense clusters within the interactome (topological modules) are involved in similar biological 
functions (functional modules). Secondly, molecules associated to the same disease, such as disease-associated 
proteins, tend to be located in close proximity within the network, which defines the disease module. Thirdly, 
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disease modules and functional modules overlap. Thus, a disease relates to the breakdown of one or more con-
nected functional modules.
A variety of approaches have been presented specifically for the identification of disease modules. They 
can be categorized into two different groups. On the one hand, there are algorithms that make use of known 
disease-associated molecules or genetic loci, the known interactome as well as some association function for the 
identification of disease modules and/or new disease-associated molecules18–22. For example, the disease module 
detection (DIAMOnD) algorithm20 utilizes known disease-associated proteins (seed proteins) to identify proteins 
(DIAMOnD proteins) significantly connected to seed proteins. Iterative application of the algorithm results in a 
growing disease module with a ranked list of DIAMOnD proteins, i.e., candidate disease-associated proteins. On 
the other hand, there are algorithms that identify disease modules as well as disease-associated molecules ‘ab initio’ 
based on the projection of omics data onto the interactome in conjunction with a community structure detecting 
algorithm12,13,23. Like topological modules, communities are groups of proteins with higher within-edge den-
sity compared to the edge density connecting them24. For example, the approach presented by Barrenäs et al.13  
identifies protein communities by decomposition of the human PPIN into sub-graphs of maximal cliques. A 
clique is a sub-graph of the PPIN, where each pair of proteins is connected by an edge. A maximal clique is a 
clique that is not part of a larger clique. The regulatory module is then formed by the union of all maximal cliques 
that are significantly enriched with disease-associated-proteins, e.g., differentially expressed genes.
The idea of disease modules can obviously be generalized towards the detection of regulatory modules 
underlying an arbitrary phenotype of any organism. This can be of high interest, e.g., for the molecular char-
acterization of animal models of diverse human diseases. This includes animal models of infectious diseases 
such as fungal infections with Candida albicans and Aspergillus fumigatus25, animal models of inflammation26, 
asthma27 as well as metabolic diseases such as fatty liver disease (FLD)28. Since animal models reflect only cer-
tain aspects of the human disease phenotype29, identification of the underlying regulatory module can provide 
additional information regarding the functional context in which such models are valid. A variety of algorithms 
for the identification of such phenotype (or condition)-specific modules in PPINs have been published30. Like 
the MCE-based approach by Barrenäs et al.13, so called ‘module cover approaches’ (see Batra et al.31) such as 
MATISSE32, DEGAS33 and KeyPathwayMiner34 consider the detection of differential gene expression as a sep-
arate pre-processing step and can handle proteins in the PPIN with missing expression information. In con-
trast to the MCE-based approach, these algorithms avoid assumptions about the community structure. In turn, 
they introduce additional parameters controlling, e.g., the allowed noise in the network structure (DEGAS and 
KeyPathwayMiner) or the module size (MATISSE), or introduce additional assumptions such as the expected 
fraction of similarly expressed genes in the regulatory module (MATISSE). The optimization problem underlying 
these approaches is non-deterministic polynomial time (NP)-hard (see Batra et al.31, Ulitsky et al.32 and Eblen 
et al.35, respectively). Thus, application of any of these algorithms to large-scale PPINs becomes computationally 
challenging. While heuristics were presented for DEGAS, KeyPathwayMiner and MATISSE, an efficient heuristic 
following the idea of the MCE-based approach is missing.
We present ModuleDiscoverer, a new approach to the ab initio identification of regulatory modules. 
ModuleDiscoverer is a heuristic that, based on the idea of the MCE-based approach, approximates the PPIN’s 
underlying community structure by iterative enumeration of cliques starting from random seed proteins in the 
Figure 1. The concept of disease modules exemplified using a sample PPIN. One or more topological modules 
(highlighted red) contain proteins involved in similar biological processes forming functional modules 
(highlighted blue). A disease module (highlighted green) is a sub-network of proteins enriched with disease-
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network. We identify the regulatory module underlying a diet-induced rat model of non-alcoholic steatohepatits 
(NASH), the severe form of the non-alcoholic fatty liver disease (NAFLD). The identified NASH-regulatory mod-
ule is then validated using NAFLD-associated single nucleotide polymorphism (SNP) data from independent 
genome-wide association studies (GWASs) as well as gene enrichment tests based on known gene-to-disease 
relations. We compare our results to those derived from DEGAS, MATISSE and KeyPathwayMiner. Finally, we 
show that our NASH-module reflects histological and clinical parameters as reported by Baumgardner et al.36, 
who first introduced the animal model.
Results
ModuleDiscoverer: detection of regulatory modules. The detection of regulatory modules is divided 
into three steps I–III (Fig. 2). Starting with a PPIN (Fig. 2, Input) the algorithm first approximates the underly-
ing community structure by iterative enumeration of protein cliques from random seed proteins in the network 
(Fig. 2, I). Next, DEGs obtained from high-throughput gene expression data in conjunction with sets of ran-
domly sampled genes (Fig. 2, Input) are used to calculate a p-value for each clique (Fig. 2,II). Finally, significantly 
enriched cliques are assembled (Fig. 2,III) resulting in the identified regulatory module (Fig. 2, Output).
Step I: Approximation of the PPIN’s community structure. Approximation of the community structure under-
lying the PPIN (Fig. 2, I) is composed of three phases: transformation, identification and extension. In brief, the 
PPIN is transformed into a graph with labeled nodes and edges (Fig. 3A,B). Starting from one or more random 
seed nodes, the algorithm then identifies minimal cliques of size three (Fig. 3C,E). Finally, all minimal cliques are 
stepwise extended competing for nodes in the network until no clique can be extended further (Fig. 3F).
The number of seed nodes used defines two strategies for the enumeration of cliques, the single-seed and the 
multi-seed approach. Notably, there are advantages as well as disadvantages for both strategies (Supplementary 
File S1). The single-seed approach identifies cliques using only one seed node in the PPIN. This is suitable for 
the identification of regulatory modules that are comparable to the results of current, MCE-based algorithms. 
However, in dense regions of highly overlapping cliques, the single-seed approach favors the enumeration of large 
maximal cliques. Consequently, proteins that are part of only small cliques can be missed. In contrast, the use of 
two or more seed nodes (the multi-seed approach), which compete for nodes during the enumeration of cliques, 
leads to a breakdown of large maximal cliques. While this increases the probability for proteins contained in small 
cliques only to become part of the final regulatory module, it also leads to an inflation of the regulatory module 
with proteins not associated to DEGs. Concluding, the multi-seed based regulatory modules can be seen as a 
comprehensive extension to the single-seed based regulatory modules. In the following example we will illustrate 
our approach showing one iteration of ModuleDiscoverer using three seed proteins (p4, p6 and p9).
Phase 1 of Step I: Transformation of the PPIN into a labeled graph: Figure 3(A) shows a PPIN as provided by 
databases such as STRING37. It consists of 10 nodes representing the proteins p1 to p10 and 26 connecting edges. 
These edges refer to prior-knowledge interactions between connected proteins. First, the network is transformed 
into an undirected labeled graph G(V, E) (Fig. 3B). The graph G consists of 10 vertices V(G) =  {v1, …, v10} and 26 
edges E(G) = {e1, …, e26}. Each vertex is labeled with one protein (p1–p10). Notably, a vertex can be labeled with 
more than one protein. In such case, the proteins in the label form a clique in the PPIN (e.g., vertex p1, p2, p4 in 
Fig. 3D). Two vertices vx and vy (with x, y ∈ 1, …, 10 and x ≠ y) are connected by an edge if there is at least one 
Figure 2. Given a PPIN and gene expression data (Input), the algorithm works in three steps. Step I) The 
community structure underlying the PPIN is approximated by the identification of protein cliques. Step II) 
Identification of cliques significantly enriched with DEGs. Step III) Assembly of the regulatory module based on 
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known relation in the PPIN between the proteins represented by vx as well as the proteins represented by vy. The 
weight of the edge connecting vx and vy denotes for the number of relations between the proteins represented by 
vx and the proteins represented by vy. Initially, all edges have weight 1.
Phase 2 of Step I: Identification of minimal cliques of size three: Starting with randomly selected seed proteins, 
the algorithm first identifies minimal cliques of size three. A seed is dropped if it is not part of a minimal clique. In 
Fig. 3(C), we start with p4 (colored red) as a seed and search for any minimal clique of size three by exploring its 
neighbors (colored yellow) as well as their neighbors. The order in which vertices are explored is random. In our 
example, the first clique identified is formed by p1, p2 and p4 and the corresponding vertices are merged into the 
vertex p1, p2, p4 (Fig. 3D). Next, the weights of the edges are updated. In our example (Fig. 3D), the edge between 
p1, p2, p4 and p3 is now weighted 3, since the proteins p1, p2 and p4 are all connected to protein p3 (Fig. 2A). 
The edge’s weight connecting p1, p2, p4 with p5 remains 1, since only p4 is connected to p5. Following the same 
strategy, the minimal clique p5, p6, p7 is identified starting from the seed p6 (Fig. 3D) while the seed p9 is merged 
with p8 and p10 into p8, p9, p10 (Fig. 3E). All edge weights are updated accordingly.
Phase 3 of Step I: Extension of all minimal cliques: All minimal cliques of size three (Fig. 3E; green) are now 
iteratively extended in random order until they cannot be enlarged further. Once a node becomes part of a clique, 
Figure 3. Clique enumeration using ModuleDiscoverer. (A) Sample PPIN with 10 proteins and 26 known 
relations. (B) Representation of the PPIN as an undirected labeled graph with each vertex representing one of 
the proteins in (A). The edge weight denotes for the number of existing relations between its connecting nodes. 
(C–F) Red vertices denote for seed nodes. Yellow vertices are first neighbors of seed nodes. Green vertices 




5SCIENTIFIC REPORTS |  (2018) 8:433  | DOI:10.1038/s41598-017-18370-2
it cannot become part of another clique, i.e., cliques compete for nodes in the graph. Starting from Fig. 3(E), p1, 
p2, p4 is processed first. p1, p2, p4 is connected to p3 by an edge of weight 3. Thus, all proteins p1, p2 and p4 are 
connected to p3 (Fig. 3A). Therefore, both vertices can be merged to form the new vertex p1, p2, p3, p4 (Fig. 3F). 
Next, the clique represented by p5, p6, p7 is processed. The edge connecting p5, p6, p7 with p8, p9, p10 has a 
weight of 9. This indicates that all proteins of p5, p6, p7 are connected with all proteins of p8, p9, p10. Therefore, 
both vertices are merged to form p5, p6, p7, p8, p9, p10 (Fig. 3F). Finally, no clique can be enlarged any further. 
The algorithm terminates reporting two cliques, i.e., the clique formed by the proteins p1, …, p4 as well as the 
clique formed by the proteins p5, …, p10.
Phases 1–3 of step I of the algorithm are repeated for n iterations with random seed proteins in each iteration 
until the set of obtained cliques sufficiently approximates the community structure underlying the PPIN.
Step II: Identification of significantly enriched cliques. In step II (Fig. 2II) all enumerated cliques are tested for 
their enrichment with phenotype-associated proteins, e.g., proteins corresponding to DEGs from 
high-throughput gene expression data (Fig. 2, Input). The p-value for each clique is calculated using a 
permutation-based test38. In detail, for a gene expression platform measuring N genes, with D ∈ N being the set of 
DEGs, the gene sets B are created, each containing |D| genes sampled from N. For each clique in C, the p-value pi,D 
of clique ci (i = 1, …, |C|) is calculated using the one-sided Fisher’s exact test. Accordingly, the p-value pi,b of clique 
ci is calculated for each gene set b in B. The final p-value 
⁎p
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Step III: Assembly of the regulatory module. Based on an user-defined p-value cutoff we filter significantly 
enriched cliques. Since cliques can overlap in their proteins, the union of all significantly enriched cliques 
(Fig. 2III) results in a large regulatory module (Fig. 2, Output). This module summarizes biological processes and 
molecular mechanisms underlying the respective phenotype.
Reproducibility of regulatory modules. ModuleDiscoverer is a heuristic that approximates the underlying com-
munity structure. Since the exact solution is unknown, quality of the approximation cannot be assessed directly. 
Instead, we can test if additional iterations of the algorithm, i.e., the enumeration of more cliques, has a qualitative 
impact on the regulatory module in terms of additional nodes and edges. To this end, non-parametric bootstrap-
ping sampling (with replacement) is applied to assess reproducibility of the regulatory module. Based on the 
results of n iterations of ModuleDiscoverer, we create bootstrap samples of n iterations and identify the respective 
regulatory modules. Pairwise comparison of the regulatory modules in terms of shared edges and nodes then 
provides a distance between the two regulatory modules. The median of all distances divided by the average 
number of nodes and edges reflects the stability of the regulatory module. See Supplementary File S1 section 1.4 
for details.
ModuleDiscoverer: application to biological data. To demonstrate the application of 
ModuleDiscoverer we used the PPIN of R. norvegicus in conjunction with gene expression data of a rat model 
of diet-induced NASH for the identification of a NASH-regulatory module. The results will be presented in 
three sections: (i) processing of the PPIN (Fig. 2, I), (ii) identification of significantly enriched cliques based on 
high-throughput expression data (Fig. 2, II) and iii), assembly of the regulatory module based on the union of all 
significantly enriched cliques (Fig. 2, III). Finally, the NASH-regulatory module will be analyzed and validated.
Processing of the PPIN. The PPIN of R. norvegicus (STRING, version 10) was filtered for high-confidence 
relations with a score >0.7. This retained 15,436 proteins connected by 474,395 relations. Next, we used the 
single-seed approach of ModuleDiscoverer to enumerate maximal cliques using 2,000,000 iterations. This iden-
tified 1,494,126 maximal cliques in total, enclosing 185,178 unique maximal cliques. Additionally, we applied 
ModuleDiscoverer with 1,020,000 iterations using the multi-seed approach with 25 seed proteins per iteration. 
This resulted in 18,807,344 cliques in total enclosing 2,269,022 unique cliques.
Identification of significantly enriched cliques. Based on the expression data, we identified 286 DEGs 
(p-value < 0.05) out of 4,590 EntrezGeneID-annotated genes on the microarray platform (Supplementary 
File F2). 10,000 data sets were created sampling 286 random genes out of 4,590 genes in the statistical back-
ground. Finally, genes of all data sets were translated into EnsemblProteinIDs using the R-package org.Rn.eg.db.
P-value calculation according to equation 1 was performed for each clique satisfying the following two prop-
erties. First, at least one protein in the clique is associated to a DEG. Second, at least half of the proteins in the 
clique are associated to genes in the statistical background. For the p-value cutoff 0.01 we identified 696 signifi-
cantly enriched cliques for the single-seed approach and 5,386 significantly enriched cliques for the multi-seed 
approach. Notably, permutation-based calculated p-values were similar to p-values calculated using the one-sided 
Fisher’s exact test (Supplementary Figure F1).
Assembly and analysis of the regulatory module. The single-seed regulatory modules contains five disconnected 
sub-networks composed of 311 proteins connected by 3,180 relations. 175 of the 311 proteins are associated to 
background genes and 60 are associated to DEGs. Similar, the regulatory module of the multi-seed approach con-
tains five sub-networks composed of 415 proteins and 4,975 relations in total (Fig. 4). 210 of these 415 proteins are 
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significantly enriched (p < 10−4) with proteins associated to DEGs. Based on 100 bootstrap samples we found that 
both regulatory modules are reproducible with an average variability of less than 5% (Supplementary Figure F2). 
Furthermore, we investigated the robustness of the modules to changes in the edge score cutoff of the PPIN, 
i.e., the robustness of the algorithm to noise in the PPIN. We found that both regulatory modules are composed 
of a reproducible set of core proteins (Supplementary File S1), which contribute to a strong similarity among 
these regulatory modules compared with the similarity to regulatory modules identified with other algorithms. 
Apart from a single edge, the multi-seed regulatory module encloses the single-seed regulatory module. Thus, 
we decided to focus on the multi-seed regulatory module as an extension to the single-seed regulatory module.
Next, we identified pathways significantly enriched with proteins for the regulatory module shown in Fig. 4. 
The results (Supplementary File S3) highlighted NASH-relevant pathways such as fatty acid degradation and 
elongation, PPAR signaling pathway39, arachidonic acid metabolism40, the metabolism of diverse amino acids41 
as well as insulin signaling pathway42,43. Identification of sub-modules based on the edge-betweenness centrality 
measure44 in the network revealed 10 sub-modules. These sub-modules are sparsely connected with each other 
but densely connected within themselves. In Fig. 4, the sub-module membership of each protein (and thus its 
associated biological process) is shape-coded. We performed an enrichment analysis for the proteins of each 
sub-module to identify its potential biological functions (Supplementary File S4).
We found that the most central sub-module (Fig. 4, circles) is associated with the lipid biosynthetic process. 
For example, the KEGG PPAR-signaling pathway is significantly enriched with proteins from the module. This 
pathway plays a key-role in the development of FLD by regulating the beta-oxidation of fatty acids, the activa-
tion of anti-inflammatory pathways and the interaction with insulin signaling45. In agreement with these find-
ings, the sub-module is directly connected to sub-modules associated to fatty acid beta-oxidation (diamonds), 
icosanoid-metabolic processes (parallelogram) and cellular signal transduction such as the insulin signaling 
pathway (triangles). Another directly connected sub-module is associated to the metabolism of cellular amino 
acids (V-shaped) such as alanine, aspartate and glutamate metabolism as well as phenylalanine, tyrosine and 
tryptophan metabolism.
Another two sub-modules are associated to proteolysis (hexagons) and the metabolism of cellular proteins 
(round rectangle) with the latter being directly connected to the sub-module associated with signal transduction 
(triangles). The connection between cellular protein metabolic processes such as the response to unfolded pro-
teins (Supplementary File S4, sub-module 8) and NAFLD as well as NASH has been studied extensively and is 
reviewed in46.
Detection of regulatory modules using module cover approaches. We compared the identified NASH-regulatory 
module with the regulatory modules identified by three ‘module cover algorithms’ (see Batra et al.31), namely 
MATISSE, DEGAS and KeyPathwayMiner (see methods for details).
The identified modules were compared based on EnsemblProteinIDs and results are summarized in Table 1. We 
found that DEGAS produced the smallest module composed of 42 proteins, followed by KeyPathwayMiner with 
100 proteins. The modules produced by MATISSE (314) and ModuleDiscoverer (single-seed: 311; multi-seed 415) 
are similar in size. With app. 24%, the modules of MATISSE and KeyPathwayMiner show the highest overlap with 
the set of proteins associated to all DEGs, followed by ModuleDiscoverer (app. 9%) and DEGAS (app. 2%). The 
regulatory module by MATISSE overlaps with the modules of ModuleDiscoverer and KeyPathwayMiner to about 
22%–26%. The module of KeyPathwayMiner overlaps with the modules of ModuleDiscoverer by app. 13%–16%. 
Figure 4. The identified NASH-regulatory module. Nodes (proteins) are labeled with the official gene symbol. 
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Thus, modules produced by ModuleDiscoverer are more related to the modules produced by MATISSE compared 
to KeyPathwayMiner.
Next, we were interested in the module’s mutual agreement regarding the underlying biology. Hierarchical 
clustering was used to visualize the correlation-based distance measure (see methods) between regulatory mod-
ules obtained from lists of significantly enriched GeneOntology (GO)-terms. Figure 5 outlines the results for 
the ontologies biological process (BP), molecular function (MF) and cellular compartment (CC). Compared 
to random lists of GO-terms (Fig. 5, Random), KeyPathwayMiner, MATISSE and ModuleDiscoverer show a 
positive average correlation for all three ontologies. For BP and CC (Fig. 5, left and right) the regulatory mod-
ules of KeyPathwayMiner and MATISSE show a higher agreement in the derived GO-term lists compared to 
ModuleDiscoverer. With respect to MF (Fig. 5, middle), the GO-term list of the KeyPathwayMiner module shows 
a high correlation with the GO-term list derived from the set of DEGs. The GO-term list of the MATISSE module 
are correlated with the GO-term lists of both ModuleDiscoverer modules. Overall, GO-term lists derived from 
the modules of MATISSE, KeyPathwayMiner as well as ModuleDiscoverer show a positive average correlation 
with the GO-term lists derived from the set of DEGs.
Literature validation of the regulatory module. We corroborated both NASH-modules (single-seed and 
multi-seed) using curated disease-to-SNP associations (see methods). Disease-to-SNP associations are based on 
DNA-sequence information. Thus, they can be considered independent from the gene expression data used to 
identify the module. In contrast to the set of DEGs as well as the set of proteins captured by the modules identified 
using DEGAS, MATISSE or KeyPathwayMiner, we found that both NASH-modules are significantly enriched 
(p-value <0.05) with genes associated to NAFLD-relevant SNPs (Supplementary File S5).
Next, we performed a gene enrichment analysis using a list of curated disease-to-gene associations (see meth-
ods). The results are outlined in Fig. 6. Both of our NASH-modules show significantly enriched FLD-associated 
diseases such as obesity, (non-insulin dependent) diabetes mellitus type-2, liver carcinoma and insulin resistance. 
Notably, for the set of DEGs almost all of these disease-terms (with the exception of ‘Fatty liver’) show a slight, 
but non-significant enrichment (p-value ≥ 0.05). Compared to ModuleDiscoverer, the modules produced by 
KeyPathwayMiner and MATISSE show increasing similarity to the results of ModuleDiscoverer.
Discussion
We have presented ModuleDiscoverer, an algorithm for the identification of regulatory modules based on 
large-scale, whole-genome PPINs and high-throughput gene expression data. To show applicability of the 
DRPs MD-SS MD-MS DEGAS MATISSE KPM
DRPs 410 9.08% 8.84% 2.26% 23.55% 23.79%
MD-SS 311 74.49% 3.22% 22.79% 15.77%
MD-MS 415 2.47% 21.50% 13.44%
DEGAS 42 3.19% 8.40%
MATISSE 314 26.22%
KPM 100
Table 1. Node-wise overlap between identified regulatory modules of DEGAS, MATISSE, KeyPathwayMiner 
(KPM), ModuleDiscoverer single-seed (MD-SS) and multi-seed (MD-MS) as well as the set of DEG-associated 
proteins, i.e., differentially regulated proteins (DRPs). The overlap (given in %) is defined as fraction of the 
intersection of the module’s nodes from the union of the module’s nodes. The diagonal of the matrix contains 
the total number of proteins in the module.
Figure 5. Similarity of modules given by the correlation-based distance measure of ranked lists of significantly 
enriched GO-terms. The height corresponds to the correlation-based distance (see methods), where values <1 
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algorithm, we identified a non-alcoholic steatohepatitis (NASH)-regulatory module for which we relied on the 
STRING resource only. STRING integrates information from a variety of resources, such as primary interaction 
databases, algorithms for interaction prediction, pathway databases, text-mining and knowledge transfer based 
on orthology. Reported relations are thus based on known physical interaction as well as associative information. 
To ensure quality of the relations, we selected a high cutoff (>0.7) for the combined edge score. Additionally, 
we found that a small increase/decrease of the selected cutoff has no substantial effect on our results. To further 
assure robustness of the identified regulatory modules, a comparison of the modules based on different PPINs 
should be considered. If working with human data, for example, our algorithm could be applied to the human 
signaling network provided by the Wang Lab47. If there is no comparative PPIN or even no PPIN at all for the 
organism of interest, a yet to explore alternative might be the use of whole-genome gene regulatory networks 
(GRNs). Algorithms such as presented in Altwasser et al.48 are based on mathematical models that combine 
expression data and prior-knowledge interaction data. In such GRNs, relations denote for functional relationships 
between genes/proteins acting in common biological contexts, which equals networks derived from STRING37. 
This corresponds to the idea of regulatory modules as shown in Fig. 1.
We compared the ModuleDiscoverer-identified NASH-modules to the modules detected by DEGAS, 
KeyPathwayMiner and MATISSE. Based on the comparison of rank-transformed lists of significantly enriched 
GO-terms, the DEGAS-, KeyPathwayMiner-, MATISSE- and ModuleDiscoverer-produced modules as well 
as the set of DEGs correlate in their underlying biology. Interestingly, the module by MATISSE (followed by 
KeyPathwayMiner) overlaps most with the ModuleDiscoverer-identified module. This can be explained by the 
methodology underlying the algorithms. KeyPathwayMiner identifies connected sub-networks of proteins asso-
ciated to DEGs. Exception nodes, i.e., nodes not associated to DEGs, are included as ‘bridges’ to identify the 
overall maximal connected sub-network. Thus, modules by KeyPathwayMiner are always centered around pro-
teins associated to DEGs. In contrast, MATISSE calculates weights for the PPIN’s edges based on a probabilistic 
model estimating the similarity between proteins given the underlying expression data. Proteins without expres-
sion information do not contribute to the score during the module finding process. Thus, MATISSE-identified 
modules contain also peripheral exception nodes. This relates to the ‘guild-by-association’ principle of 
ModuleDiscoverer, which includes an exception gene in the module if a significant amount of measured genes 
in its direct neighborhood, i.e., the set of genes that form the maximal clique, is associated to a DEG. In contrast 
to MATISSE however, the clique assumption by ModuleDiscoverer naturally limits the number of exception 
nodes to those that are part of the clique. In consequence, we cannot state the best performing algorithm since 
the results strongly depend on the underlying assumptions. However, based on the validation, we found that 
only the ModuleDiscoverer-identified NASH-modules contain a significant number of proteins associated to 
NAFLD-relevant SNPs.
We find that the identified NASH-module (Fig. 4) reflects the experimental clinical and histological observa-
tions by Baumgardner et al. For example, the NASH-module highlights the disease-term ‘Obesity’ as significantly 
enriched with proteins of the module (Fig. 5). In agreement, Baumgardner et al.36 observed a significant increase 
in body weight in the treatment group compared to control (p ≤ 0.05). Moreover, they reported a significant 
increase in fat mass as percentage of body weight between treatment and control reflecting adiposity. Additionally, 
serum leptin levels were observed to be significantly increased in the treatment group. The serum leptin level is 
a marker that positively correlates with obesity49. Other significantly enriched disease terms include ‘Insulin 
Resistance’, ‘Diabetes Mellitus Type-2’ and ‘Diabetes Mellitus, Experimental’. Baumgardner et al.36 reported sig-
nificantly increased serum insulin concentrations compared to control rats that were overfed with a high-fat 5% 
corn oil diet at (220 kcal*kg−3/4*day−1~17%) for 21 days. They concluded that this observation points towards 
hyperinsulinemia, which can be due to insulin resistance and is often associated with type-2 diabetes. Finally, 
we found the disease-term ‘Fatty Liver’ significantly enriched in proteins of the module. Baumgardner et al.36 
reported that histological examination of the liver samples showed steatosis, macrophage infiltration and focal 
necrosis in the treatment samples. This was accompanied by significantly elevated serum alanine aminotrans-
ferase (ALT) levels and significantly increased serum and liver triglyceride concentrations. Notably though, 
other inflammation-associated scores such as hepatocellular ballooning and lobular inflammation/necrosis 
Figure 6. Enrichment of FLD-related diseases with proteins of modules produced by ModuleDiscoverer 
(single-seed and multi-seed), DEGAS, KeyPathwayMiner and MATISSE as well as the set of DEGs. Higher 
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were reported to be elevated but not statistically significant. This could explain the non-significantly enriched 
disease-terms such as ‘Inflammation’ and ‘Liver Cirrhosis’.
To further evaluate our algorithm, we used a small sub-network of the high-confidence PPIN of R. norvegicus 
(Supplementary File S1). We showed that the single-seed approach as well as the multi-seed approach work well 
in principle and highlighted their advantages as well as disadvantages. In summary, in cases where large-scale, 
genome-wide PPINs cannot be processed by MCE-solving algorithms, i.e., the regulatory module based on the 
exact solution cannot be determined, the use of ModuleDiscoverer becomes inevitable. In such situations, the 
regulatory module of the single-seed and the multi-seed approach should be identified. While single-seed-based 
regulatory module is more consistent with results of MCE-based approaches, the multi-seed regulatory module 
will extend the single-seed based regulatory module with proteins that may have been missed due to a PPIN 
structure of highly overlapping maximal cliques.
Conclusion
We presented ModuleDiscoverer, a heuristic approach for the identification of regulatory modules in large-scale, 
whole-genome PPINs. The application of ModuleDiscoverer becomes favorable with increasing size and density 
of PPINs. Compared to the MCE-based approach, we demonstrated that ModuleDiscoverer identifies modules 
that can be identical (single-seed approach) or even more comprehensive (multi-seed approach). We applied 
our algorithm to experimental data for the identification of the regulatory module underlying a rat model of 
diet-induced NASH. The identified NASH-regulatory module is stable, biologically relevant, reflects experimen-
tal observations on the clinical and histological level and is comparable to the results of three published module 
detection algorithms. In contrast to any of the modules identified by these algorithms or the set of DEGs alone, 
our NASH-module is significantly enriched with NAFLD-associated SNPs derived from independent GWASs. 
Altogether, we consider ModuleDiscoverer a valuable tool in the identification of regulatory modules based on 
large-scale, whole-genome PPINs and high-throughput gene expression data.
Methods
Microarray data, pre-processing and differential gene expression analysis. Affymetrix microar-
ray gene expression data of a rodent model of diet-induced NASH published by Baumgardner et al.36 was down-
loaded from Gene Omnibus Express50 (GSE8253). In brief, the animal model was obtained by overfeeding 
rodents with a high-fat diet based on 70% corn oil at moderate caloric excess (220 kcal*kg−3/4*day−1~17%) for 21 
days via total enteral nutrition (TEN)36. They compared the treatment group against a control group of rats fed a 
diet based on 5% corn oil at normal caloric levels (187 kcal*kg−3/4*day−1) for 21 days via TEN. Gene expression in 
each experimental group was measured using three microarrays.
Affymetrix Rat Genome U34 arrays were annotated with custom chip definition files from Brainarray version 
1551. Raw data was pre-processed using RMA52. Differential gene expression was assessed using limma53 with a 
p-value <0.05 (Supplementary File S2).
SNP-gene-disease and gene-disease association data. Disease-to-SNP relations as well as 
curated disease-to-gene associations for H. sapiens were obtained from DisGeNET54. All text-mining based 
disease-to-SNP associations were removed. Furthermore, we removed all associations involving genes without 
an orthologue in R. norvegicus. Orthology information was obtained from the RGD55. For the disease-to-gene 
associations we created a disease network similar to Goh et al.56. In this network, two diseases (nodes) are con-
nected if they share ≥10 genes. Selecting the first neighbors of the terms ‘Fatty Liver’ and ‘Non-alcoholic Fatty 
Liver Disease’ yielded a list of 31 NAFLD-relevant diseases.
Algorithms for phenotype-specific module identification. We tested three different 
phenotype-specific module identification algorithms named MATISSE32, DEGAS33 and KeyPathwayMiner34. 
MATISSE and DEGAS are implemented in the MATISSE toolbox57. For KeyPathwayMiner we downloaded the 
stand-alone application (version 4.0)58. For all algorithms, the high-confidence interactome of R. norvegicus from 
STRING was converted to sif-format. EntrezGeneID-based gene identifiers of the microarray were converted to 
EnsemblProteinIDs using the org.Rn.eg.db database.
Matisse. Matisse aims at the identification of connected components (connected sub-networks) composed of 
nodes associated with genes of high similarity, e.g., genes with similar expression profiles. MATISSE starts from 
small, high-scoring groups of proteins (as defined by a probabilistic model estimating the similarity between 
genes). These seed groups are step-wise modified (extended, reduced, exchanged or merged) until the overall 
score is maximized. We applied MATISSE to expression data of all six samples (three control, three case) for all 
DEGs. Starting from seed protein groups with minimal/maximal size of 5/50, MATISSE was run to identify reg-
ulatory modules with minimal/maximal size of 5/100. Pearson correlation was used to assess similarity between 
gene expression patterns (default parameter settings). A total of four regulatory modules was identified, which we 
combined into a single regulatory module for further analysis.
Degas. Degas aims at the identification of minimal (k, l)-components (connected sub-networks) where at least k 
genes are differentially expressed in all but l cases. The algorithm was run using expression data of all six samples 
(three control, three case) for the full set of genes available on the microarray. The CUPS heuristic was used to 
identify all regulatory modules with at least k = 40 genes differentially expressed (p-value <0.05) in all but l = 1 
case. k was optimized automatically within a range of 10 and 50 using k-steps of 10 (default parameter settings). 
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KeyPathwayMiner. KeyPathwayMiner identifies maximal (k, l)-components (connected sub-networks) with at 
most k genes that are not differentially expressed in all but l cases. The algorithm was applied using the full set of 
genes available in the data. Instead of using expression data for all six samples we provided an indicator flag (0/1) 
to mark differentially expressed genes (1). The algorithm identified regulatory modules containing a maximum 
of k = 2 genes, which are not differentially expressed (l = 0) using the INES strategy. The best-scoring module was 
selected for further analysis.
Comparing modules based on lists of GO-term. The distance between regulatory modules from dif-
ferent algorithms was estimated based on the correlation of ranked lists of significantly enriched GO-terms. For 
each identified regulatory module we performed a gene enrichment analysis using GOstats with the org.Rn.eg.
db package. P-values > = 0.05 were set to 1 and p-value-ordered GO-term lists were rank-transformed. Indices 
corresponding to ties were ordered at random. The ranking was repeated 1,000 times. Spearman’s rank correlation 
coefficient was calculated for each repeat. The final correlation between the GO-term lists of two methods was 
averaged over all 1,000 repeats. We defined the distance as 1 minus the correlation coefficient.
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Übersicht
In der Studie von Conrad et al. konnte die Vermutung bestätigt werden, dass
ModuleDiscoverer auch auf andere Organismen und Omik-Daten anwendbar ist. Es
wurde der Frage nachgegangen, inwieweit die Integration von Multi-Omik-Daten über
moduldetektierende Ansätze, Vorteile bringt gegenüber der Analyse von einzelnen
Omik-Datensätzen und der Anwendung klassischer Ansätze, wie dem Komponenten-
vergleich. Zur Beantwortung dieser Frage wurde die Stressantwort von A. fumigatus
auf das antifungale Medikament Caspofungin untersucht und zu verschiedenen Zeit-
punkten Daten bezüglich der Transkriptom-, Proteom- und Sekretomantwort des
Pilzes erhoben. Die von ModuleDiscoverer generierten regulatorischen Module weisen
eine wesentlich höhere Übereinstimmung zwischen den verschiedenen Omik-Ebenen
und Zeitpunkten auf als die Ergebnisse des klassischen Ansatzes. Die zusätzlichen
strukturellen Informationen der regulatorischen Module ermöglichten außerdem ein
Clustering der Modulkomponenten auf der Grundlage der Netzwerktopologie. So
konnten biologische Prozesse identifiziert werden, die signifikant mit der Stressant-
wort des pathogenen Pilzes assoziiert sind, wie beispielsweise die Regulation der
Kinaseaktivität, Transportmechanismen oder der Aminosäuremetablismus. Darüber
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hinaus wurden potenzielle Schlüsselfaktoren der Immunantwort bzw. der WPPI
identifiziert, die zu medikamentinduzierten Nebenwirkungen beitragen können.
Beiträge
CT, HSG, KT, LJ und VS führten die Datenanalysen durch. KO, MDJ und VV
waren für die Durchführung der Experimente zuständig. CT, KO, HSG, GR, JID,
BAA, VS und LJ interpretierten die Ergebnisse. CT, KO, KT, VS und LJ schrieben
das Manuskript. Alle Autoren waren an der Überprüfung und Überarbeitung des
finalen Manuskripts beteiligt.
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Abstract
Background: Omics data provide deep insights into overall biological processes of organisms. However, integration
of data from different molecular levels such as transcriptomics and proteomics, still remains challenging. Analyzing
lists of differentially abundant molecules from diverse molecular levels often results in a small overlap mainly due to
different regulatory mechanisms, temporal scales, and/or inherent properties of measurement methods. Module-
detecting algorithms identifying sets of closely related proteins from protein-protein interaction networks (PPINs)
are promising approaches for a better data integration.
Results: Here, we made use of transcriptome, proteome and secretome data from the human pathogenic fungus
Aspergillus fumigatus challenged with the antifungal drug caspofungin. Caspofungin targets the fungal cell wall
which leads to a compensatory stress response. We analyzed the omics data using two different approaches: First,
we applied a simple, classical approach by comparing lists of differentially expressed genes (DEGs), differentially
synthesized proteins (DSyPs) and differentially secreted proteins (DSePs); second, we used a recently published
module-detecting approach, ModuleDiscoverer, to identify regulatory modules from PPINs in conjunction with the
experimental data. Our results demonstrate that regulatory modules show a notably higher overlap between the
different molecular levels and time points than the classical approach. The additional structural information
provided by regulatory modules allows for topological analyses. As a result, we detected a significant association of
omics data with distinct biological processes such as regulation of kinase activity, transport mechanisms or amino
acid metabolism. We also found a previously unreported increased production of the secondary metabolite
fumagillin by A. fumigatus upon exposure to caspofungin. Furthermore, a topology-based analysis of potential key
factors contributing to drug-caused side effects identified the highly conserved protein polyubiquitin as a central
regulator. Interestingly, polyubiquitin UbiD neither belonged to the groups of DEGs, DSyPs nor DSePs but most
likely strongly influenced their levels.
Conclusion: Module-detecting approaches support the effective integration of multilevel omics data and provide a
deep insight into complex biological relationships connecting these levels. They facilitate the identification of
potential key players in the organism’s stress response which cannot be detected by commonly used approaches
comparing lists of differentially abundant molecules.
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The permanent growth in the development and im-
provement of new measurement techniques have led to
a wealth of data from heterogeneous sources. The inte-
gration of all available data obtained from diverse studies
has the potential to provide a more comprehensive and
deeper understanding of the studied subject [1–3]. One
example is the investigation of an organism’s response to
an external stimulus at different molecular levels.
Large-scale studies at molecular levels like transcripto-
mics, proteomics, lipidomics or metabolomics can be
summarized by the term ‘omics levels’. These omics
levels are linked to each other and are considered in
their entirety. They describe the overall biological pro-
cesses which occur in the analyzed organism. Potential
links can be characterized by level-shared (‘overlapping’)
components (such as genes or proteins) or the participa-
tion of components of different molecular levels in
level-shared pathways.
As widely reported, the integration and analysis of data
from multiple levels measured with diverse techniques
at different time points are challenging. In an intuitive
and commonly used approach (‘simple approach’), the
analysis of several sets of omics data is based on the
comparison of lists of differentially expressed genes
(DEGs) and differentially synthesized proteins (DSyPs)
identified in experimental datasets. However, the use of
only DEGs and DSyPs is threshold-dependent and
usually incomplete due to experimental limitations. For
example, the use of liquid chromatography-mass
spectrometry (LC-MS/MS)-based shotgun proteomics
analysis for the identification of DSyPs is usually limited
in the quantification of low abundant proteins due to
the large dynamic range of protein abundances that
needs to be covered [4, 5]. Other approaches, including
diverse pathway enrichment analyses, assign both differ-
entially and non-differentially expressed genes or their
synthesized proteins to specific pathways which are part
of biological processes. The level of activity of such
pathways can be estimated by taking into account mea-
surements of changes in gene expression or protein syn-
thesis. However, as these approaches are based on
pre-defined lists of pathways, they exclude unknown
pathways which may also have important functions [6].
Over the last decades, the analysis of protein-protein
interaction networks (PPINs) has become a useful ap-
proach [7]. By identifying direct (physical) contacts and
indirect interactions (e.g., via regulatory cascades) be-
tween two or more proteins, PPINs point to structural
and functional relationships between their nodes [8].
Several de novo network enrichment approaches were
developed to extract connected sub-networks from larger
interaction networks. Such sub-networks containing sets
of closely related proteins are defined as modules [9].
There are many examples in the literature demonstrating
the usefulness of modules in research data interpretation.
For instance, Stuart et al. analyzed genetic modules to de-
tect co-expressed genes that are involved in similar bio-
logical processes [10], while Trevino et al. [11] have shown
the usefulness of investigating inter-module connectivity
to identify molecular cross-talk between normal prostate
epithelial and prostate carcinoma cells.
Another very interesting application of modules is the
identification of prognostic or drug response biomarkers
[12]. In this context, modules also show their potential
for the characterization of drug-caused side effects oc-
curring in addition to effects on the intended primary
drug target. Wang et al. [13] demonstrated that major
contributing factors of such side effects can be investi-
gated by considering the primary drug target and its
local network structure.
Several categories of modules have been described
until now (Fig. 1). Examples are topological modules
composed of proteins showing a high degree of
inner-connectiveness or functional modules that contain
proteins associated to specific biological functions [14,
15]. So-called regulatory modules are defined as sets of
co-expressed genes which share a common function
[16]. Popular methods for the detection of regulatory
modules are: DEGAS [17], MATISSE [15], KeyPathway-
Miner [18] and ModuleDiscoverer [19]. Among them,
the recently published ModuleDiscoverer (MD) includes
a heuristic that approximates the PPIN’s underlying
community structure based on maximal cliques. While a
community defines a group of proteins featuring a
higher within-edge density in comparison to the edge
density connecting them, a clique represents a set of
proteins with edges between each pair of them. A clique
is maximal if no node (e.g., protein) exists which extends
that clique. MD was shown to be very efficient in the de-
tection of regulatory modules for gene expression data
in the context of animal models of non-alcoholic fatty
liver disease [19].
In this study, we applied the simple approach (SA), the re-
cently published module-detection approach MD as well as
KeyPathwayMiner to experimental data of different molecu-
lar levels, measurement techniques and time points. As a
case study, we analyzed the molecular response of the hu-
man pathogenic fungus Aspergillus fumigatus to the antifun-
gal drug caspofungin. A. fumigatus causes local and systemic
infections in immunocompromised individuals [20]. One
therapeutic approach is the use of the lipopeptide caspofun-
gin of the group of echinocandins. Caspofungin specifically
targets the fungal cell wall by inhibiting the synthesis of the
polysaccharide β-(1,3)-D-glucan [21]. Fungal cells respond to
caspofungin by the adaption of gene expression and, conse-
quently, protein biosynthesis and secretion of molecules [22].
Therefore, we analyzed the transcriptomic, proteomic and
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secretomic response of A. fumigatus to caspofungin at sev-
eral time points to gain a deeper understanding of the overall
molecular response of this fungus to this drug.
We demonstrated the so far untested capacity of MD
to integrate multilevel omics data and showed that this
level of integration is not achievable using SA. Moreover,
module-detecting approaches facilitate the identification
of potential key players in the organism’s stress response
which are not detectable by commonly used approaches
comparing lists of differentially abundant molecules.
Methods
Omics data and data processing
Data analyses were performed in R version 3.4.1 using
packages provided by Bioconductor [23].
Strain and culture conditions
Mycelia of the Aspergillus fumigatus strain CEA17 ΔakuB
[24] were pre-cultured for 16 h in Aspergillus minimal
medium (AMM, [25]) containing 50 mM glucose and
70 mM NaNO3 and then stressed with a sub-inhibitory
concentration of caspofungin (100 ng/ml) as described in
Altwasser et al. [26]. Liquid cultures were inoculated with
1 × 106 conidia/ml and cultivated at 37 °C with shaking at
200 rpm. Samples for analyzing the transcriptomic, prote-
omic and secretomic response of the fungus were taken at
the indicated time points after treatment. Secreted pro-
teins were precipitated overnight from culture superna-
tants as described below.
Transcriptome data
RNA extraction, cDNA library construction and RNA-Seq
analysis by Illumina next-generation sequencing of samples
taken at 0 h, 0.5 h, 1 h, 4 h and 8 h after caspofungin treat-
ment were performed as described in [26]. Likewise, data
were pre-processed as described in [26]. Genes were anno-
tated by identifiers provided by the Aspergillus Genome
Database (AspGD, as of September 2015 [27]). In addition,
identifiers provided by the Central Aspergillus Data Reposi-
tory (CADRE) [28] were obtained using the package bio-
maRt [29] provided by Bioconductor as of February 2017.
For each time point, expression values were compared to
the control sample taken at 0 h. Only those genes with an
absolute log2 Fold Change (log2FC) value greater 1 and a
False Discovery Rate (FDR) corrected p-value below 0.05
were considered to be differentially expressed.
Proteome and secretome data
Samples for proteome analysis were taken at 0 h, 4 h
and 8 h after treatment. The mycelium was collected by
filtering through Miracloth (Merck Millipore), subse-
quently washed with water and snap frozen with liquid
nitrogen. Sample preparation of the mycelium for the
proteome analysis was performed as previously de-
scribed [30]. Samples for secretome analysis were taken
at 0 h and 8 h after treatment and prepared as follows:
Cell free-filtered supernatant of AMM medium from A.
fumigatus cultures was precipitated by trichloroacetic
acid (TCA) at 15% (w/v) final concentration (4 °C, over-
night). Precipitates were washed with acetone and reso-
lubilized in trifluoroethanol (TFE) mixed 1:1 with
100 mM triethylammonium bicarbonate (TEAB). Sam-
ples containing 100 μg of total protein (in 100 μl) were
reduced with 50 mM tris(2-carboxyethyl)phosphine
(TCEP) for 1 h at 55 °C and subsequently cysteine thiols
were alkylated with 12.5 mM iodoacetamide for 30 min
at room temperature. Proteins were digested at 37 °C for
18 h with trypsin+LysC mix (Promega) at 1:25 protease:-
protein ratio. Proteome samples were labeled with tan-
dem mass tags (TMT) 6plex and secretome samples
Fig. 1 Module categories. Exemplarily selected categories of modules within protein-protein interaction networks. Proteins are represented by
circles, interactions by edges
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were labeled with isobaric tags for relative and absolute
quantification (iTRAQ) 4plex according to the manufac-
turer’s protocols.
LC-MS/MS analysis was performed as previously de-
scribed [30] with the following modifications: Eluents A
(0.1% v/v formic acid in H2O) and B (0.1% v/v formic
acid in 90/10 ACN/H2O v/v) were mixed for 10 h gradi-
ent elution: 0–4 min at 4% B, 15 min at 5.5% B, 30 min
at 6.5%, 220 min at 12.5% B, 300 min at 17% B, 400 min
at 26% B, 450 min at 35% B, 475 min at 42% B, 490 min
at 51% B, 500 min at 60% B, 515–529 min at 96% B,
530–600 min at 4% B. Precursor ions were monitored at
m/z 300–1500, R = 140 k (FWHM), 3e6 AGC (automatic
gain control) target, and 120 maximum injection time
(maxIT). Top ten precursor ions (0.8 Da isolation width;
z = 2–5) underwent data-dependent higher-energy colli-
sional dissociation (HCD) fragmentation at normalized
collision energy (NCE) 36% using N2 gas. Dynamic ex-
clusion was set to 40 s. MS2 spectra were monitored at
R = 17.5 k (FWHM), 2e5 AGC target, and 120 maxIT.
The fixed first mass was set to m/z 110 to match the
iTRAQ reporter ions (m/z 114–117).
Database searches were performed by Proteome Discoverer
(PD) 1.4 (Thermo Fisher Scientific, Dreieich, Germany)
using the AspGD protein database of A. fumigatus
Af293 [31] and the algorithms of MASCOT 2.4.1
(Matrix Science, UK), SEQUEST HT (integral search
engine of PD 1.4), and MS Amanda 1.0. Two missed
cleavages were allowed for tryptic digestion. The pre-
cursor mass tolerance and the integration tolerance
(most confident centroid) were set to 5 ppm and the
MS2 tolerance to 0.02 Da. Static modifications were
carbamidomethylation of cysteine and either TMT6plex
(proteome) or iTRAQ4plex (secretome) at lysine
residues and the peptide N-terminus. Dynamic modifi-
cations were oxidation of methionine and either
TMT6plex of threonine or iTRAQ4plex of tyrosine.
Percolator and a reverse decoy database were used for
q-value validation of the spectral matches (Δcn < 0.05).
At least two peptides per protein and a strict target
FDR < 1% were required for confident protein hits. The
significance threshold for differential protein abun-
dances for TMT and iTRAQ experiments was set to
factor 1.5.
With the aid of the biomaRt package, proteins were
annotated using identifiers provided by AspGD as of
September 2015 and CADRE as of February 2017.
Chemical analysis of secondary metabolites
For quantification of fumagillin, fungal cultures were ex-
tracted and run on a LC-MS system consisting of an
HPLC, UltiMate 3000 binary RSLC with photo diode array
detector (Thermo Fisher Scientific, Dreieich, Germany)
and the mass spectrometer (LTQ XL Linear Ion Trap
from Thermo Fisher Scientific, Dreieich, Germany) with
an electrospray ion source as described in Jöhnk et al.
[32]. Data were obtained from three biological replicates
and three technical replicates. A standard curve (1000,
500, 250, 125 and 62.5 μg/mL) using an authentic fumagil-
lin standard (Abcam, United Kingdom) was calculated.
The Xcalibur Quan Browser software (Thermo Fisher
Scientific, Dreieich, Germany) was used to calculate the
amounts of fumagillin.
Application of module-detecting approaches
A high-confidence (score > 0.7) PPIN of A. fumigatus
strain A1163 was downloaded from STRING version 10
[33]. Both the PPIN and the pre-processed omics data
were taken as input for the module-detecting ap-
proaches. Thereby, protein identifier annotations pro-
vided by CADRE were used.
ModuleDiscoverer
In order to apply MD for transcriptome data, the back-
ground contains all known A. fumigatus proteins de-
scribed in AspGD. Analyzing proteome and secretome
data, all proteins detected via LC-MS/MS were taken as
background. The single-seed MD algorithm was applied
to the input data as described by Vlaic et al. [19]. In brief,
maximal cliques were identified using only one seed node
in the PPIN. Cliques were tested for their enrichment with
DEGs/DSyPs/DSePs using a permutation-based test as de-
scribed in Vlaic et al. [19]. Cliques with a p-value < 0.01
were considered significantly enriched. Based on the
union of these significantly enriched cliques, the regula-
tory module was assembled.
For the integration of different omics datasets, all regula-
tory modules were merged by forming the union of all
nodes and edges. The resulting union regulatory module is
defined as ‘overall regulatory module’ (ORM). Sub-modules
with a number of nodes < 10 were not considered. Cytos-
cape version 3.2.1 [34] was used to visualize and analyze
regulatory modules, for example, regarding their nodes’ de-
gree and betweenness centrality.
KeyPathwayMiner
KeyPathwayMiner (KPM) detects maximal connected
sub-networks. In these sub-networks, all but a specific
number K components are DEGs, DSyPs or DSePs in all
but at most a specific number L cases [18]. In this study,
cases are defined as the available time points. In a first
analysis (I), KPM was applied to each single experimen-
tal dataset to receive one module for each time point of
the respective molecular level. In the single-level analysis
(II), the modules for each molecular level over all time
points were identified. A third analysis (III) directly
combined all of the experimental datasets to get the
overall regulatory module. For the KPM input, one
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matrix for each time point (I) or molecular level ((II)
and (III)) were generated consisting of information about
the components’ regulation at the respective time points.
For (II) and (III), only those components were consid-
ered that were DEGs/DSyPs/DSePs in at least one of the
time points of the respective molecular level. With these
matrices, the A. fumigatus PPIN and with the aid of
KeyPathwayMiner Cytoscape App [18], sub-networks
were computed using following settings: Ant colony
optimization meta heuristic (ACO) as search algorithm,
individual node exceptions (INEs) as search strategy,
maximum of exception nodes K = 2. For (I) and (II), the
maximal case exception parameter was set to L = 0. For
the multilevel omics analysis (III), the logical connector
of the different levels was set to the logical ‘OR’ and L
was set to L1 = 3 (transcriptome data), L2 = 1 (proteome
data) and L3 = 0 (secretome data). These L values were
based on the number of time points of the respective mo-
lecular level. The assumption was that the considered
component is a DEG/DSyP/DSeP in at least one measured
time point. For instance, as four measured transcriptome
time points were available, a gene was allowed to be not
differentially expressed in maximal three out of four time
points. The top ten best-scoring sub-networks were
selected for further analysis. A KPM regulatory module
describes the union of these top ten sub-networks of the
respectively considered datasets.
Comparison of the simple approach and a module-
detecting approach
Overlap of components
The overlap (percentage value) is defined as fraction of
the intersection of the respective datasets from the
union of the datasets. For the simple approach (SA), the
overlap of different molecular levels was analyzed by
comparing lists of DEGs, DSyPs and DSePs at the con-
sidered time points. For the module-detecting approach,
the overlap of all components of the respective regula-
tory modules was considered.
In addition to the comparison of percentage values
of overlapping components, a more objective meas-
urement based on a permutation-based test was con-
sidered. Considering all known A. fumigatus proteins
(N) described in AspGD, D ∈ N is a set of compo-
nents (DEGs, DSyPs or DSePs) for each of the mo-
lecular levels. In I = 100,000 iterations, datasets B
were created where each set consists of |D| compo-
nents sampled from N. In every iteration, the overlap
P of the molecular levels was calculated based on the
generated datasets for transcriptome, proteome and
secretome. The p-value was calculated by dividing the
number of iterations in which P ≥O, where O repre-
sents the overlap received by SA or MD, and the
total number of iterations I.
Correlation of the components’ regulation
All components detected in at least one of the transcrip-
tomic and one of the proteomic time points were consid-
ered for correlation analyses. The distance between results
obtained for different molecular levels and time points was
estimated based on the correlation of ranked lists of the
components’ absolute gene expression or protein synthesis
regulation values (absolute log2FCs). Lists of ordered, abso-
lute regulation values were rank-transformed. Indices corre-
sponding to ties (equal values) were randomly ordered.
Spearman’s rank correlation coefficient r was calculated.
The ranking was repeated 1000 times. Over all repeats, the
final correlation between the regulation lists was averaged.
The distance d is defined as d = 1 - r.
Generalized topological overlap
The ORM was clustered via the generalized topological
overlap measure (GTOM) as described in [35]. Matrix
T ½m ¼ ½t
½m
ij  is called the m-th order GTOM matrix and
includes the overlap of nodes reachable from the nodes i




Nm ið Þ∩Nm jð Þj j þ aij þ I i¼ j
min Nm ið Þj j; Nm jð Þj jf g þ 1−aij
A = [aij] is defined as adjacency matrix, Nm(i) as the
set of neighbors of i, the Identity matrix Ii = jequals 1 if i = j
and zero else, |·| denotes the number of elements (cardin-
ality) in its argument j. The clustering was performed for
second-order connections. With the aid of the hclust func-
tion (method = average), a dendrogram based on all dis-
tances between proteins were generated. A cutoff of 0.65
was chosen to receive the clusters. R packages Rcolor-
Brewer [36] and WGCNA [37] were applied for coloring
the single clusters.
Enrichment analysis (functional annotation of biological
processes)
Gene Ontology (GO) terms were applied for functional
annotation concerning biological processes. Gene (gene
product) terms of A. fumigatus were retrieved from
AspGD as of October 2017. In particular, GO informa-
tion about the Af293 strain was extracted and imported
into R and was transformed into custom annotation ob-
jects by packages AnnotationDbi [38] and GSEABase
[39] (each of version 1.38.2 as part of Bioconductor
package collection version 3.5). In addition, the packages
GO.db [40], GOstats [41] as well as the helper function
GSEAGOHyperGParams of package Category [42] were
applied for the enrichment analysis. For SA, all A. fumi-
gatus proteins described in AspGD were taken as back-
ground. For the MD approach, all proteins which are
part of the PPIN downloaded from STRING, were taken
as background. GO terms composed of at least two
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members, associated with at least two components and




We used experimental omics data of a A. fumigatus study
that investigated the stress response to the antifungal drug
caspofungin at different molecular levels (transcriptome,
proteome, secretome) including different time points. Fig-
ure 2a provides an overview of the available datasets includ-
ing all genes and proteins detected by RNA-Seq and
LC-MS/MS. Over all considered time points, 9881 genes
were measured for the transcriptomic response, 3858 pro-
teins for the proteomic response and 1110 proteins for the
secretome. Filtering the data for DEGs, DSyPs and DSePs
resulted in 1058 DEGs (498 upregulated (↑), 560 downregu-
lated (↓)) at 0.5 h, 1237 DEGs (876 ↑, 361 ↓) at 1 h, 1322
DEGs (784 ↑, 538 ↓) at 4 h and 1068 DEGs (600 ↑, 468 ↓)
at 8 h after caspofungin treatment. In the proteome, 230
DSyPs (88 ↑, 142 ↓) were identified at 4 h after treatment,
and 204 DSyPs (114 ↑, 90 ↓) at the 8 h time point.
136 DSePs (118 ↑, 18 ↓) were detected for the secretome at
8 h after treatment (Fig. 2b). Complete lists of DEGs, DSyPs
and DSePs are provided in the Additional file 1.
Overlap of datasets of the different molecular levels
We started to analyze the molecular level overlap by com-
paring all measured genes or proteins (hereafter called
‘components’) independently of their differential regula-
tion and time points. This comparison showed that the
overlap of all three molecular levels amounted to 10.5%
(Fig. 2a). Applying SA and MD to the experimental data
(Fig. 3), this level overlap accounted for 0.5% (SA) and
6.1% (MD). Considering only two out of three molecular
levels (including data of all considered time points, re-
spectively), both approaches resulted in the highest over-
lap for the proteome/secretome comparison (11.2% SA,
21.4% MD). This observation was not surprising as the se-
creted proteins are also included in the global proteome.
We found that MD provided an up to 12-fold higher over-
lap than SA.
A further analysis of overlapping components considered a
more objective measurement based on a permutation-based
test. In 100,000 iterations, random datasets for transcrip-
tome, proteome and secretome were generated and the over-
lap of all three datasets was calculated. The median-value of
all 100,000 random overlaps equaled 3. Thus, the level over-
lap accounted for 0.1%. For the SA-obtained overlap (11
components or 0.5% as presented in Fig. 3), we calculated a
p-value = 2.8 × 10− 4 which is statistically significant in com-
parison to random overlaps. In contrast, the MD-received
overlap (58 components or 6.1% as presented in Fig. 3) re-
sulted in the smaller p-value = 1.0 × 10− 5. Comparing the
overlap percentage values, SA produced 5-fold and MD even
61-fold higher overlap values than random overlaps. The
comparison of the SA- and MD-received overlap values re-
sulted in the above-mentioned 12-fold higher values for MD.
Estimation of the best match of transcriptomic and
proteomic time points
The selection of measured time points was based on the
following assumption: The expression of a gene and the
synthesis of its corresponding protein do not occur at the
same time since they are consecutive processes. Thus,
changes in the transcriptional regulation are also reflected
in the differential synthesis of proteins at the proteomic
level but most likely at a later time point. Therefore, dif-
ferent time points at the transcriptomic and proteomic
level were selected to consider the delay between tran-
scription and translation during the fungal response.
Hence, we analyzed our results regarding best matches of
level- and time point-dependent sub-responses.
We tested two approaches for estimating the best
transcriptome-proteome time point match: Comparison
of components, and correlation of the components’
(A) (B)
Fig. 2 Overview of the available datasets. a Number and overlap of all measured genes and proteins. b Number of differentially expressed genes
(DEGs), differentially synthesized proteins (DSyPs) and differentially secreted proteins (DSePs) in all available experimental datasets
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regulation. The first estimation approach aimed at ana-
lyzing overlapping components in the transcriptome and
proteome which can be observed, for instance, as tran-
scripts and their synthesized proteins. For the second es-
timation approach, the correlation of the components’
regulation was calculated based on absolute gene expres-
sion or protein synthesis regulation values. This ap-
proach represents the regulation of response pathways
which not necessarily contain overlapping components
but also other genes or proteins contributing to these
pathways. Therefore, in this approach not only the
overlapping components were analyzed but also com-
ponents which are part from at least one of the re-
spectively compared transcriptome and proteome time
points. This leads to a higher number of considered
components.
Starting with the comparison of components (Fig. 4a),
both SA and MD demonstrated the best match for the
transcriptomic response 1 h and the proteomic response
4 h after caspofungin treatment (5.3% SA, 16.5% MD).
While SA resulted in the best match of transcriptome at
8 h with proteome at 8 h (7.3%), MD showed the best
match with transcriptome at 4 h (16.8%). Consequently,
for both time point comparisons, MD-produced results
indicated a delay of 3–4 h between the different
sub-responses. Taking into account also the correlation
of components’ regulation, Fig. 4b shows that similar to
the previous analyses MD provided a better, i.e., here
lower, distance for MD values than for SA. Oppositely to
SA, the MD results confirmed the best time point match
of transcriptome at earlier time point (1 h) and prote-
ome at the later one (8 h) (Fig. 4b), similarly to the
aforementioned comparison of components (Fig. 4a).
Fig. 3 Overlap of molecular levels. Overlap of transcriptome (T),




Fig. 4 Transcriptome-proteome time point match. Estimation of the best time point match for transcriptome (T) and proteome (P) time points
regarding a comparison of components and b correlation of the components’ regulation. Distance is defined as 1 minus correlation coefficient
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The lowest distances were observed for the proteome at
8 h and transcriptome at 1 h (Fig. 4b, highlighted in dark
green), followed by the proteome at 4 h and transcrip-
tome at 1 h (Fig. 4b, dark green). These findings were
also in agreement with the highest and second highest
overlap values in Fig. 4a. Together with the observation
that both approaches showed very high distance values
(yellow and light yellow) between the same transcrip-
tome and proteome time points, our results support the
assumption of a time delay between level-dependent
sub-responses (transcription and translation). Tenden-
cies in the coherence of time points and an estimation
of the resulting time delay between molecular levels may
be helpful for further wet-lab studies regarding time-
and cost-saving by focusing on the most relevant time
points.
Another observation can be made by comparing the re-
spective results of the two estimation approaches: There is
a tendency that the correlation-based approach resulted in
best matches for earlier transcriptome time points than the
overlap-based approach. This observation may be based on
the activation of stress response pathways induced by the
fungus shortly after the caspofungin treatment. As such re-
sponse pathways could involve components from both mo-
lecular levels transcriptome and proteome, we assume that
the actual regulation of response pathways represented by
the correlation-based approach already starts before the
main translation process of potentially involved compo-
nents occurs (represented by the overlap-based approach).
Integration of multilevel omics data
Analysis of the overall fungal response to caspofungin
All regulatory modules of each molecular level and time
point identified by MD (Table 1 and Additional file 2:
Table S1) can be considered to be part of the overall fun-
gal response to caspofungin. Forming the union of them,
the resulting overall regulatory module (ORM) was com-
posed of five sub-modules including 894 components
(Fig. 5). For a focused enrichment analysis based on the
ORM’s underlying topology, we performed a generalized
topological overlap measurement regarding the main
sub-module 1. Figure 5 represents the ORM with its five
sub-modules and the 15 clusters of sub-module 1, where
the cluster membership of each protein is color-coded. An
overview of all components of the ORM including
sub-modules and clusters is available in Additional file 2:
Table S2). GO term enrichment analyses showed that the
clusters were significantly enriched with distinct biological
functions (see Additional file 2: Tables S3–21) for a list of
all significantly associated biological processes of each cluster
and the remaining sub-modules). Examples of such
processes are protein phosphorylation and response to oxi-
dative stress (cluster 2, Additional file 2: Table S4), actin
filament-based process (cluster 3, Additional file 2: Table S5),
regulation of kinase activity (cluster 5, Additional file 2:
Table S7), amino acid metabolic processes (cluster 6,
Additional file 2: Table S8 and cluster 9, Additional file 2:
Table S11), (1,3)-alpha-D-glucan biosynthesis (cluster 7,
Additional file 2: Table S9), secondary and lipid metabolic
process (cluster 12, Additional file 2: Table S14 and cluster
13, Additional file 2: Table S15) or transport mechanisms
(cluster 15, Additional file 2: Table S17 and sub-module 5,
Additional file 2: Table S21).
Polyubiquitin and CBF/NF-Y family transcription factor as
potential key factors contributing to the caspofungin-
induced response
To investigate potential key factors in the fungal re-
sponse contributing to, e.g., caspofungin-caused side ef-
fects, we analyzed the underlying topological network
structure of the ORM. We took into account the net-
work node-associated degree (number of edges con-
nected to the node) and betweenness centrality (number
of shortest paths that go through each node) [13]. We
identified the node representing polyubiquitin UbiD with
the fifth highest degree (Table 2) and the third highest
betweenness centrality (Table 3). It was furthermore the
only node that could be found in the top ten lists of
both measures. Ubiquitin is a highly conserved 76-residue
protein which can be found in all eukaryotic organisms [43].
In Saccharomyces cerevisiae, the orthologous gene UBI4, one
out of four ubiquitin genes in yeast, was shown to be essen-
tial for resistance to different stresses including high temper-
atures and starvation [44].
In addition to this topology-based approach, we also
applied an approach focused on transcription factors.
Transcription factors play an important role in regulating
the compensatory stress response to drugs. However, in
many cases, it is difficult to measure transcription factors’ ac-
tivity since they are often constitutively expressed and/or ac-
tivated posttranscriptionally. Therefore, we scanned the
ORM for transcription factors connected to DEG-associated
Table 1 Regulatory modules generated by ModuleDiscoverer




Transcriptome 0.5 h 511 2967
Transcriptome 1 h 256 1336
Transcriptome 4 h 313 1604
Transcriptome 8 h 256 1208
Proteome 4 h 147 845
Proteome 8 h 124 520
Secretome 8 h 293 2413
Overall regulatory module 894 6111
Number of nodes (representing gene or protein components) and edges
(representing interactions between the components) of the regulatory
modules received by ModuleDiscoverer
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proteins, DSyPs or DSePs (Table 4). Among them, we de-
tected the CBF/NF-Y family transcription factor. It shows
similarities to DNA polymerase epsilon subunit DPB4 of S.
cerevisiae and Schizosaccharomyces pombe.
Both polyubiquitin and the CBF/NF-Y family transcrip-
tion factor were detected in all transcriptome and, in case
of the CBF/NF-Y family transcription factor, proteome
time points but neither as DEG nor as DSyP. Figure 6 rep-
resents these two nodes and their respective first neigh-
bors (including DEGs, DSyPs or DSePs) within the ORM.
The investigation of potential key factors in the
drug-induced response, like polyubiquitin and CBF/
NF-Y family transcription factor, may help to better
understand the position and dynamics of drug targets
and associated proteins in the interaction network and
can potentially contribute to increase the safety of drugs.
Caspofungin induces increased production of the
secondary metabolite fumagillin
As described above, the ORM contained two clusters,
cluster 12 and 13, which included several enzymes that
are involved in the biosynthesis of secondary metabo-
lites. In particular, transcripts and their corresponding
proteins of the antimicrobial agent fumagillin biosyn-
thesis gene cluster (11 out of 15 cluster genes) showed
increased levels after exposure of A. fumigatus to caspo-
fungin. To verify whether caspofungin triggers the pro-
duction of this meroterpenoid, we extracted A.
fumigatus cultures exposed for 8 h to caspofungin
(100 ng/ml) and control cultures with ethyl acetate and
determined the fumagillin concentration by LC-MS. In
cultures without caspofungin the concentration of fuma-
gillin was 67.3 ± 21.7 μg/ml, while in cultures with cas-
pofungin the concentration increased by 3-fold to 208.1
± 63.8 μg/ml (Fig. 7). The level of other secondary me-
tabolites such as pseurotin A stayed almost unchanged
(Additional file 3).
Comparison of ModuleDiscoverer- and KeyPathwayMiner-
generated regulatory modules
To estimate the comprehensiveness of MD-generated regula-
tory modules, we applied another available module-detecting
approach, KeyPathwayMiner (KPM), to our experi-
mental datasets and compared the identified regula-
tory modules with those identified by MD (Table 5).
Table 5 shows the numbers of components of the
KPM-produced regulatory modules for each time point and
the overall regulatory module in comparison with those
based on MD. Exemplarily, the comparison showed that the
ORM received by MD contains a 1.5-fold higher number of
Fig. 5 Overall regulatory module representing the response of A. fumigatus to caspofungin. The overall regulatory module identified by
ModuleDiscoverer is composed of five sub-modules including 894 components (see Additional file 2: Table S2). Clusters with exemplarily selected
significantly enriched biological processes are color-coded
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Table 2 Nodes of the overall regulatory module with highest degree
CADRE-IDs AspGD-IDs Protein names Degree BC log2FC
T 0.5 h T 1 h T 4 h T 8 h P 4 h P 8 h S 8 h
CADAFUBP00004294 AFUB_043760 Fatty acid synthase beta subunit, putative 146 0.126 −1.159 −0.628 − 0.693 − 0.828 − 0.006 − 0.136 0.534
CADAFUBP00004295 AFUB_043770 Fatty acid synthase alpha subunit FasA, putative 142 0.082 −1.008 −0.517 − 0.678 − 0.726 −0.038 − 0.105 1.448
CADAFUBP00002402 AFUB_024590 Acetyl-CoA carboxylase 124 0.122 −1.697 −0.812 −1.285 − 1.380 − 0.456 −0.628 1.518
CADAFUBP00004404 AFUB_044900 Nonribosomal peptide synthase SidE 114 0.048 1.077 1.918 1.613 1.229 NA NA NA
CADAFUBP00006564 AFUB_067450 Polyubiquitin UbiD/Ubi4, putative 111 0.396 −0.762 0.238 −0.248 −0.688 NA NA NA
CADAFUBP00007473 AFUB_076690 ATP citrate lyase, subunit 1, putative 98 0.037 −1.636 −0.705 −0.698 − 0.584 −0.474 − 0.521 0.683
CADAFUBP00007537 AFUB_077330 Bifunctional pyrimidine biosynthesis protein
(PyrABCN), putative
82 0.073 −0.438 −0.468 − 0.214 −0.974 − 0.206 −0.340 1.586
CADAFUBP00000761 AFUB_007730 Glutamate synthase Glt1, putative 74 0.035 −2.168 −0.525 −0.119 − 0.483 −0.255 − 0.234 1.135
CADAFUBP00001006 AFUB_010250 Succinyl-CoA synthetase, alpha subunit, putative 72 0.021 −0.497 −0.273 0.167 −0.011 0.234 0.069 NA
CADAFUBP00003062 AFUB_031240 Sulfite reductase, putative 68 0.047 −0.900 −0.774 − 0.103 −0.598 − 0.016 −0.022 1.5
Top ten nodes of the overall regulatory module showing the highest degree and additional information regarding their betweenness centrality (BC) and gene- or protein-associated log2 Fold Change (log2FC)















































Table 3 Nodes of the overall regulatory module with highest betweenness centrality
CADRE-IDs AspGD-IDs Protein names Degree BC log2FC
T 0.5 h T 1 h T 4 h T 8 h P 4 h P 8 h S 8 h
CADAFUBP00007914 AFUB_081260 Peptidyl-arginine deiminase domain protein 4 0.6 0.696 3.125 2.328 1.647 NA NA NA
CADAFUBP00001626 AFUB_016580 Long-chain-fatty-acid-CoA ligase, putative 11 0.405 −1.395 −1.605 −0.406 −0.750 NA NA NA
CADAFUBP00006564 AFUB_067450 Polyubiquitin UbiD/Ubi4, putative 111 0.396 −0.762 0.238 −0.248 −0.688 NA NA NA
CADAFUBP00008739 AFUB_089890 Mandelate racemase/muconate lactonizing
enzyme family protein
10 0.304 1.791 0.546 0.247 0.055 NA NA NA
CADAFUBP00003378 AFUB_034540 Lysophospholipase 3 5 0.303 0.906 1.357 1.185 1.357 0.706 0.937 1.513
CADAFUBP00002707 AFUB_027690 Lysophospholipase 10 0.273 −1.454 −0.217 −0.854 −1.700 0.387 0.192 NA
CADAFUBP00006379 AFUB_065540 Patatin-like phospholipase domain-containing
protein
10 0.273 −0.639 − 0.570 −0.931 −1.460 NA NA NA
CADAFUBP00008747 AFUB_089980 Ribosome biogenesis protein (Rrs1), putative 26 0.259 1.045 −0.096 −0.154 0.413 0.185 0.045 NA
CADAFUBP00004062 AFUB_041460 Plasma membrane ATPase 4 0.25 −1.535 −0.670 −1.002 −1.152 0.041 −0.023 1.910
CADAFUBP00005096 AFUB_052070 Plasma membrane ATPase 4 0.25 −0.378 − 0.299 0.441 0.463 NA NA NA
CADAFUBP00000491 AFUB_004970 Alcohol dehydrogenase, zinc-containing,
putative
3 0.167 −1.712 −1.178 −1.125 −0.941 −0.759 −0.454 0.914
Top ten nodes of the overall regulatory module showing the highest betweenness centrality (BC) and additional information regarding their node degree and gene- or protein-associated log2 Fold Change (log2FC)















































Table 4 Transcription factors within the overall regulatory module
CADRE-IDs AspGD-IDs Protein names log2FC
T 0.5 h T 1 h T 4 h T 8 h P 4 h P 8 h S 8 h
CADAFUBP00000978 AFUB_009970 CBF/NF-Y family transcription factor, putative 0.230 0.447 −0.124 0.002 −0.034 −0.150 NA
CADAFUBP00001789 AFUB_018340 HLH transcription factor, putative −1.441 −0.236 0.128 −0.355 NA NA NA
CADAFUBP00003751 AFUB_038290 Zinc knuckle transcription factor/splicing
factor MSL5/ZFM1, putative
0.366 0.062 0.111 0.143 −0.368 −0.322 3.379
CADAFUBP00004232 AFUB_043140 Transcription elongation factor SPT6, putative −0.369 −0.235 − 0.177 −0.563 0.143 0.188 NA
CADAFUBP00005084 AFUB_051950 PHD transcription factor (Rum1), putative −1.069 0.036 0.089 −0.780 −0.071 − 0.042 NA
CADAFUBP00007653 AFUB_078520 Stress response regulator/HFS transcription
factor, putative
0.317 −0.271 0.034 −0.102 −0.130 0.072 NA
CADAFUBP00001318 AFUB_013400 TFIIH complex helicase Rad3, putative 0.154 0.034 −0.055 − 0.226 −0.032 0.222 NA
CADAFUBP00003811 AFUB_038920 Ccr4-Not transcription complex subunit
(NOT1), putative
−0.786 −0.076 0.038 −0.834 − 0.100 −0.041 NA
















































Fig. 6 Potential key factors within the overall regulatory module contributing to the caspofungin-caused fungal response. a Polyubiquitin and b
CBF/NF-Y family transcription factor (centrally arranged, respectively) and their first neighbors in the overall regulatory module. DEG-associated
proteins, DSyPs and DSePs are highlighted with a yellow border
Fig. 7 Caspofungin-induced increased production of the secondary metabolite fumagillin. LC-ESI-ITMS extracted ion chromatograms (EIC) at m/z
459.0–459.4 amu (left), HPLC-UV/PDA chromatograms (center) and UV/PDA spectra at RT = 13.67 min (right) of 250 μg/ml fumagillin reference
standard (top) and crude extract of A. fumigatus without (center) and with caspofungin treatment (bottom)
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components by covering more than 60% of KPM module
components. Considering the modules of the single time
point datasets, e.g. secretome at 8 h, we found an up to
6.5-fold higher component number by covering up to 93%
of KPM components. Hence, we focused on the results re-
ceived by MD. Nevertheless, additional KPM analyses re-
garding the overlap of molecular levels and the estimation
of the best match of transcriptomic and proteomic time
points are shown in Additional file 2: Figures S1 and S2
and Additional file 4.
Discussion
In this study, we focused on the integration of omics data
derived from heterogeneous sources. Therefore, we used
experimental data of an A. fumigatus study investigating
the stress response to the antifungal drug caspofungin at
different molecular levels and time points. For the ana-
lyses, we applied SA considering only DEGs/DSyPs/DSePs
and the regulatory module-detecting single-seed MD ap-
proach considering DEGs/DSyPs/DSePs, non-DEGs/
DSyPs/DSePs as well as structural PPIN information. We
focused on the single-seed approach instead of the also
available multi-seed MD approach since the single-seed
approach is comparable with other well-established max-
imal clique enumeration problem-based algorithms (e.g.,
Barrenäs et al. [45] or Gustafsson et al. [46]). In addition,
Vlaic et al. showed that the multi-seed-identified modules
can be essentially considered as an extension of the
single-seed modules. However, we also applied the
multi-seed approach to our experimental data set. In sum-
mary, the multi-seed MD approach allows for effectively
integrating multilevel omics data. Multi-seed-generated
results contain the regulatory modules received by the
single-seed approach and are even more comprehensive.
The overall regulatory module generated by the
multi-seed approach confirms the already observed key
players and significantly associated processes. Details on
the analyses can be found in the Additional files 2 and 5.
Relation of transcriptomic, proteomic and secretomic
data
The comparison of all three molecular levels regarding
all measured, SA- or MD-considered components re-
sulted in only small overlap values. This observation is
in agreement with other integrative transcriptomic and
proteomic studies reporting that there is no or only a
weak correlation between different molecular levels [47–
49]. Potential explanations are biological (e.g., transla-
tional regulation or differences in protein and mRNA
half-lives in vivo) or methodological origins (e.g., detec-
tion limits of the techniques or the choice of measured
time points) [48, 49]. Figures 2a and 3 show an appar-
ently contradictory outcome regarding the overlap of
datasets of different molecular levels: Fig. 2a shows the
highest overlap percentage value for transcriptome and
proteome, Fig. 3 for proteome and secretome. This can
be explained by the fact that Figs. 2a and 3 are based on
analyses that considered diverse datasets. For Fig. 2a, all
detected genes and proteins were analyzed. In contrast,
Fig. 3 comprises only a fraction of these components be-
cause of a further filtering step to only compare DEGs/
DSyPs/DSePs (SA) or regulatory module components
(DEGs/DSyPs/DSePs and associated background pro-
teins, MD). Actually, in Fig. 3, both approaches MD and
SA showed the highest overlap between proteome and
secretome. On the one hand, this highest overlap per-
centage reflects the same underlying measurement tech-
nique. In this study, the transcriptome was measured by
RNA-Seq, the proteome and secretome by LC-MS/MS.
As the techniques themselves are very different, also dif-
ferences in their respective outcome can be expected.
Therefore, as the intracellular proteome and secretome
are based on the same measurement technique, they are
more similar to each other than, for instance, transcrip-
tome and proteome. On the other hand, the highest
overlap also demonstrates the biological similarity in
terms of immediately consecutive protein-based levels.
Thus, both levels consist of proteins which differ only in
the secretion step via classical (i.e., N-terminal secretory
signal peptide triggered) or non-classical (i.e., without
involvement of N-terminal signal peptides) secretory
pathways [50]. Hence, proteome and secretome can be
considered as immediately consecutive levels which can
both be measured by LC-MS/MS.
By a general comparison of MD- and SA-received re-
sults, we determined up to 12-fold higher overlap values
provided by MD than those calculated by SA. This is
reasonable as SA focuses on the comparison of lists of
DEGs, DSyPs and DSePs, exclusively. Hence, non-DEGs/














Transcriptome 0.5 h 511 134 (75.7%) 177
Transcriptome 1 h 256 62 (63.9%) 97
Transcriptome 4 h 313 123 (74.1%) 166
Transcriptome 8 h 256 89 (65.0%) 137
Proteome 4 h 147 36 (75.0%) 48
Proteome 8 h 124 30 (63.8%) 47
Secretome 8 h 293 42 (93.3%) 45
Overall regulatory
module
894 343 (59.6%) 576
Comparison of ModuleDiscoverer (MD) and KeyPathwayMiner (KPM) regarding
their number of module components. The overlap is defined as fraction of the
intersection of the respective datasets from the KPM datasets
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DSyPs/DSePs measured in the experimental background
were not considered which results in a high loss of data
for the analyses. In contrast, the additional information
considered by MD led to a much higher number of
(overlapping) components.
Analysis of the overall fungal response and potential key
factors
With the aid of the ORM, we analyzed the A. fumigatus re-
sponse to caspofungin over all molecular levels and time
points. We found that ORM clusters are significantly
enriched with biological functions like (1,3)-alpha-D-glucan
biosynthesis and carbohydrate metabolic processes, actin
filament-based processes, activation of protein kinase activity
and response to oxidative stress. These results are in agree-
ment with a genome-wide expression profiling study of
Aspergillus niger in response to caspofungin [51]. Here, many
of the upregulated genes were predicted or confirmed to
function in cell wall assembly and remodeling, cytoskeletal
organization, signaling and oxidative stress response. Also,
genes and proteins of the electron transport chain were spe-
cifically enriched which supports the hypothesis that caspo-
fungin acts as an effector of mitochondrial oxidative
phosphorylation [52]. This is consistent with results from
Cagas et al. [47] who analyzed the proteomic response of A.
fumigatus to caspofungin and identified the largest change in
a mitochondrial protein that has a role in mitochondrial re-
spiratory chain complex IV assembly. The significant enrich-
ment of genes and proteins of the amino acid metabolic
process is best explained by the growth inhibitory activity of
caspofungin that leads to the downregulation of the primary
metabolisms including amino acid biosynthesis [53].
The cluster 5 represents (gene-associated) proteins in-
volved in the activation of protein kinase activity.
Mitogen-activated kinases (MAPK) are important regula-
tors in the fungal response to stress that is induced by en-
vironmental changes or the disruption of cell wall integrity
([54], and references therein) which are both consequences
of the caspofungin treatment. Also cellular transport mech-
anisms were influenced by this antifungal drug leading to
osmotic stress as already reported in Altwasser et al. [26].
In addition, we observed the association of ORM cluster
components with the (1,3)-alpha-D-glucan biosynthesis as
well as carbohydrate metabolic processes. Consistently, cas-
pofungin inhibits the synthesis of β-(1,3)-glucan which is
the principal component of the fungal cell wall [55]. As a
compensatory response, the production of other cell wall
polymers was stimulated. Another interesting finding was
the increased production of the secondary metabolite fuma-
gillin upon exposure of A. fumigatus to caspofungin. So far,
only the release of the secondary metabolite gliotoxin has
been reported for cultures of A. fumigatus in the presence
of caspofungin [56]. Fumagillin has anti-angiogenic activity
[57] and induces cell death in erythrocytes [58]. It is
therefore possible that administration of caspofungin in-
duces the production of secondary metabolites that have
adverse effects on host cells during the infection. Another
interesting aspect of our finding is that the induction of
fumagillin production upon caspofungin exposure may rep-
resent a form of ‘microbial communication’ between fungi,
in particular taking into account that echinocandins like
caspofungin are produced by a diverse set of fungi [59].
As Wang et al. [13] reported, studying key factors of a
drug-induced response by analyzing the underlying net-
work structure may help to better understand the position
and dynamics of drug targets and associated proteins po-
tentially involved in drug-caused side effects. Here, in
addition to the main target β-(1,3)-D-glucan synthase, we
detected polyubiquitin UbiD among the top five nodes of
the ORM ranked by both node degree and betweenness
centrality. Polyubiquitin is known to encode multiple
ubiquitin units in tandem, each of these transcribed as a
single transcript. It is involved in several metabolic path-
ways and plays an important role in the regulation of the
proteasome-based protein degradation processes [43, 60].
Some recent studies have already reported the importance
of polyubiquitin in the fungal stress response. In the patho-
genic yeast Candida albicans, Leach et al. [61] have shown
that polyubiquitin is required for the adaption to sudden
stress induced, e.g., by heat or caspofungin and is critical
for the fungus’ pathogenicity. In another study in S. cerevi-
siae, Lesage et al. [62] described ubiquitin-related protein
degradation as an important process in the compensation
for defects in glucan biosynthesis. We hypothesize that
polyubiquitin is an important player in the compensatory
response of A. fumigatus to caspofungin. In line, the corre-
sponding gene ubi4 was shown to be induced upon
heat-shock in A. nidulans [43].
Exemplarily, CBF/NF-Y family transcription factor was
detected among the list of TFs. Its C. albicans ortholog
DPB4 represents a putative DNA polymerase epsilon
subunit D and was shown to be involved in filamentous
growth and maintenance of the mitochondrial DNA
genome [63]. This role in mitochondrial processes in
conjunction with caspofungin treatment is in agreement
with the in previous studies shown importance of mito-
chondrial functions for drug tolerance and virulence of
fungal pathogens ([47], and references therein). Also for
C. albicans, Khamooshi et al. [64] have reported that de-
letion of DPB4 results in a decreased resistance to cas-
pofungin in drop plate assays. These facts could indicate
an involvement of CBF/NF-Y family transcription factor
in the resistance of A. fumigatus to caspofungin.
Interestingly, in our study, both the polyubiquitin and
the CBF/NF-Y family transcription factor were detected
in all transcriptome and, in case of CBF/NF-Y family
transcription factor, proteome time points but neither as
DEG nor as DSyP. However, their location within the
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ORM had shown that they are closely related to DEGs,
DSyPs or DSePs. Consequently, by considering DEGs,
DSyPs or DSePs for data analyses by SA, these proteins
would not have been taken into account as factors in the
fungal response despite the fact that they likely have a
strong influence on DEGs, DSyPs or DSePs as shown in
the ORM. To our knowledge, the role of both the polyu-
biquitin and the CBF/NF-Y family transcription factor
has not been examined yet in the context of
caspofungin-induced stress in A. fumigatus. Hence, our
analyses offer novel hypotheses which have to be verified
in future studies.
The module-detecting approach KeyPathwayMiner
In addition to MD, also other approaches identifying regu-
latory modules are available, for instance, KPM. Similar to
MD, KPM can be used for the analyses of both,
single-level and multilevel omics data. However, it does
not make assumptions about community structures. KPM
combines DEGs, DSyPs or DSePs with non-DEG/DSyP/
DSeP exception nodes acting as ‘bridges’ to detect max-
imal connected sub-networks [15]. The comparison of
MD- and KPM-generated regulatory modules showed that
MD generates modules with a significant higher number
of components than KPM. Additionally, these MD module
components cover most of the KPM components. As
these findings indicate that MD-generated modules are
more comprehensive than modules derived by KPM, we
focused on the results obtained by MD.
PPIN information as limiting factor
The basis of module-detecting approaches like MD or
KPM is information from underlying organism-specific
PPINs. Hence, the quality of results provided by these
approaches also depends on the comprehensiveness of
the underlying PPIN itself. Only those components of
the experimental data which do also occur in the PPIN
are considered for the regulatory module. For example,
the PPIN of A. fumigatus strain A1163 downloaded from
STRING consists of 4123 proteins. But according to
current information provided by CADRE, the fungus it-
self is known to comprise 9916 protein-coding genes.
Hence, more than half of the known fungal components
cannot be considered for analyses based on this PPIN.
Consequently, the available PPIN information can be
considered as limiting factor in the data analyses. Thus,
while our results highlight the benefits and potential
provided by the regulatory module detection-based ana-
lysis of multilevel omics data, future studies will have to
focus on the expansion of organism-specific PPINs.
Conclusion
PPINs enable the consideration of both structural and func-
tional relationships between network proteins. Thus, they
facilitate a focused view on closely related components in
terms of modules. In this study, we demonstrated so far un-
tested capacity of the module-detecting MD approach to
integrate omics data coming from different molecular levels
and time points. Moreover, we showed that this level of in-
tegration is not achievable using a simple approach of com-
paring lists of DEGs/DSyPs/DSePs. The integration of these
data in one ORM can provide an overview of the overall or-
ganism’s response to an external stimulus. We presented
several approaches for analyzing this response and potential
key factors contributing to, e.g., drug-caused side effects in
more detail. With the aid of the regulatory module-detect-
ing approach, it is possible to identify potential response
key factors which cannot be detected in commonly used
approaches comparing DEGs, DSyPs and DSePs,
exclusively.
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In der Arbeit von Kämmer et al. konnte mit der Untersuchung dynamischer Zusam-
menhänge ein weiteres Merkmal des ModuleDiscoverers aufgezeigt werden. In dieser
Studie wurden die WPPI im humanen Vollblutmodell untersucht, wobei das Vollblut
mit den vier verschiedenen Candida-Spezies C. albicans, C. glabrata, C. parapsilosis
und C. tropicalis infiziert wurde. Es sollte die Frage geklärt werden, welche Infektions-
strategien in den pathogenen Pilzen konserviert sind und welche einer evolutionären
Entwicklung unterliegen. Mithilfe eines dualen RNA-Seq-Ansatzes wurden Transkrip-
tomdaten von sowohl Wirt als auch Pathogen gleichzeitig gemessen. Am Beispiel von
C. albicans wurde ein gesamtregulatorisches Modul erzeugt, das alle zur Verfügung
stehenden Zeitreihendaten des Pilzes integriert. So war es zum einen möglich, einen
zeitlich globalen Überblick auf alle stattfindenden Interaktionen zu erlangen. Zum
anderen konnten die zeitbedingten Änderungen in der Aktivität biologischer Prozesse
nachvollzogen werden. Die Arbeit von Kämmer et al. hat gezeigt, dass die angeborene
menschliche Immunantwort auf Transkriptionsebene größtenteils speziesunabhängig
stereotyp agiert. Im Gegensatz dazu verfolgen die einzelnen pathogenen Pilze über-
wiegend unterschiedliche Strategien, um ihr Überleben im Wirt zu sichern. Die
Ergebnisse weisen darauf hin, dass die Anpassung der Candida-Spezies als Antwort
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Abstract: Only four species, Candida albicans, C. glabrata, C. parapsilosis, and C. tropicalis,
together account for about 90% of all Candida bloodstream infections and are among
the most common causes of invasive fungal infections of humans. However, virulence
potential varies among these species, and the phylogenetic tree reveals that their
pathogenicity may have emerged several times independently during evolution. We
therefore tested these four species in a human blood infection model to determine, via
comprehensive dual-species RNA-sequencing analyses, which fungal infection
strategies are conserved and which are evolutionary recent developments. The ex vivo
infection progressed from initial immune cell interactions to nearly complete killing of all
fungal cells. During the course of infection, we characterized important parameters of
pathogen-host interactions, like fungal survival, types of interacting immune cells, and
cytokine release. On the transcriptional level, we obtained a predominantly uniform and
species-independent human response governed by a strong up-regulation of pro-
inflammatory processes, which was down-regulated at later time points after most fungi
had been killed. In stark contrast, we observed that the different fungal species pursue
predominantly individual strategies and show significantly different global transcriptome
patterns. Among other findings, our functional analyses revealed that the fungal
species rely on different metabolic pathways and virulence factors to survive the host-
imposed stress. These data show that adaptation of Candida species as response to
the host is not a phylogenetic trait, but rather has likely evolved independently as a
prerequisite to cause human infections.
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Only four species, Candida albicans, C. glabrata, C. parapsilosis, and C. tropicalis, together 23 
account for about 90% of all Candida bloodstream infections and are among the most 24 
common causes of invasive fungal infections of humans. However, virulence potential varies 25 
among these species, and the phylogenetic tree reveals that their pathogenicity may have 26 
emerged several times independently during evolution. We therefore tested these four 27 
species in a human blood infection model to determine, via comprehensive dual-species 28 
RNA-sequencing analyses, which fungal infection strategies are conserved and which are 29 
evolutionary recent developments. The ex vivo infection progressed from initial immune cell 30 
interactions to nearly complete killing of all fungal cells. During the course of infection, we 31 
characterized important parameters of pathogen-host interactions, like fungal survival, types 32 
of interacting immune cells, and cytokine release. On the transcriptional level, we obtained a 33 
predominantly uniform and species-independent human response governed by a strong up-34 
regulation of pro-inflammatory processes, which was down-regulated at later time points after 35 
most fungi had been killed. In stark contrast, we observed that the different fungal species 36 
pursue predominantly individual strategies and show significantly different global 37 
transcriptome patterns. Among other findings, our functional analyses revealed that the 38 
fungal species rely on different metabolic pathways and virulence factors to survive the host-39 
imposed stress. These data show that adaptation of Candida species as response to the 40 
host is not a phylogenetic trait, but rather has likely evolved independently as a prerequisite 41 
to cause human infections. 42 





Author summary 44 
To ensure their survival, pathogens have to adapt immediately to new environments in their 45 
hosts, for example during the transition from the gut to the bloodstream. Here we investigate 46 
the basis of this adaptation in a group of fungi which are among the most common causes of 47 
hospital-acquired infections, the Candida species. In a human full blood infection model we 48 
studied which genes and processes are active over the course of an infection in both, the 49 
host and four different Candida pathogens. To our surprise we found that, while the human 50 
host response is predominantly uniform, the pathogens pursue largely individual strategies 51 
and each regulate genes involved in largely disparate processes in the blood. Since the host 52 
environment is very similar for each fungus, our results reveal that C. albicans, C. glabrata, 53 
C. parapsilosis, and C. tropicalis all have developed individual strategies in the host. This 54 
indicates that their pathogenicity in humans has evolved several times independently, and 55 
that genes which are central for survival in the host for one species may be irrelevant in 56 
another. 57 






An inadequate and dysregulated systemic inflammatory immune response to microbial 60 
bloodstream infections can lead to severe organ dysfunctions, also termed as sepsis [1], 61 
which is a major public health concern with high mortality rates [2, 3]. While mostly bacterial 62 
in origin, fungi are also known to be a major cause of sepsis, and among them Candida 63 
species are most common [4]. However, of more than 150 different known Candida species, 64 
only four account for at least 90% of all bloodstream infections, namely C. albicans, 65 
C. glabrata, C. parapsilosis, and C. tropicalis [5-7]. 66 
With the exception of C. glabrata, which is more closely related to the baker’s yeast 67 
Saccharomyces cerevisiae, these species can all be found in the so-called CTG clade of 68 
fungi, sharing a unique difference in codon translation. This hints towards an at least partially 69 
shared basis of their pathogenicity, mediated by strategies which have evolved at the root of 70 
this branch of the phylogenetic tree. However, non-pathogenic species are present 71 
interspersed with the pathogens [8, 9], which rather suggests independent evolutionary 72 
origins of their pathogenicity. Comparative genomic analyses suggest that certain lineages 73 
are predisposed by previous adaptations to develop pathogenicity, but it is unclear so far 74 
whether these species then follow parallel strategies in the host [10]. 75 
Common to the pathogenic Candida species is that they are usually commensals which 76 
colonize human skin or intestinal and oral mucosal surfaces without causing clinical 77 
symptoms. In patients with immunodeficiencies or damaged anatomical barriers, 78 
dissemination into the bloodstream can occur from these sites or from biofilms on medical 79 
devices [11, 12]. Some clinical differences exist among the infecting species: While 80 
C. glabrata has a high incidence in elder individuals, C. parapsilosis causes high mortality 81 
rates in low-birth-weight neonates [13, 14]. C. tropicalis is more often associated with 82 
neutropenia or malignancy and more frequently isolated in some regions of Asia than other 83 
Candida species [15, 16]. C. albicans remains the most prevalent cause of invasive 84 





18]. Notably, non-albicans Candida species, in particular C. glabrata, are often more 86 
resistant against commonly used antifungals [19, 20] and thus require different antifungal 87 
therapies. However, due to the lack of differentiable clinical symptoms and slow diagnostic 88 
tools, the discrimination between infections caused by different Candida species remains a 89 
challenge. Detecting distinct differences in the host or fungal response to infection may 90 
therefore hold the potential to find specific biomarkers for a quick determination of the 91 
infecting species. 92 
Upon entering the bloodstream, Candida cells face an entirely new environment 93 
characterized by harsh conditions: Access to nutrients is strictly limited and the innate 94 
immune system combats invading pathogens immediately. The complement system enables 95 
opsonization and promotes phagocytosis [21]. Monocytes and particularly neutrophils act as 96 
the first line of cellular defense to clear fungi from the bloodstream [22]. Consequently, 97 
neutropenia is associated with poor prognosis in candidemic patients [23] and neutrophils 98 
have been shown to be pivotal in governing the transcriptional response of C. albicans and 99 
eliminating this fungus in human blood [24, 25]. It is currently unclear to which extent these 100 
observations are specific for C. albicans or also apply to other pathogenic Candida species. 101 
Models to investigate clinical events in the laboratory have various limitations. In vitro 102 
infection models of primary immune cells have identified important virulence factors of 103 
Candida species [26-31], but lack in the complex interplay among the different components 104 
of the immune response. Animal in vivo models, mainly mice, give a better understanding of 105 
the onset and progress of disseminated candidiasis [28, 32-39], but most Candida species 106 
are not normal commensals or pathogens of these model hosts [40], and the animals' 107 
immune system differs in important aspects from humans [reviewed in 41]. Using human 108 
whole blood ex vivo can overcome some of these limitations [42]: Our own previous studies 109 
explored the transcriptional responses of C. albicans or the host during blood infections [24, 110 
43-45], or characterized the interplay of innate immune cells and molecular blood 111 





various aspects of Candida-phagocyte interactions using isolated immune cells [for example, 113 
reviewed in 22, 49, 50-52]. 114 
Here, we employ a complex time-resolved ex vivo whole blood infection model, which mimics 115 
the early dissemination stage of candidemia [24, 25], to (i) characterize molecular and 116 
cellular events during infection and to (ii) investigate the interdependent transcriptional 117 
patterns of both, the human host and the most common Candida species, C. albicans, 118 
C. glabrata, C. parapsilosis and C. tropicalis by a dual-species RNA-sequencing (RNA-seq) 119 
approach. With the exception of some distinct species-specific fungal association with innate 120 
immune cells, we show that the human host responds predominantly uniformly to the 121 
challenge with Candida spp. A strong pro-inflammatory cytokine response is accompanied by 122 
highly similar transcriptional changes upon infection with any of the four Candida species. In 123 
contrast, the fungal responses are dominated by species-specific adaptations, indicating that 124 
their pathogenicity has evolved independently. Based on these data sets, we determined 125 
interspecies regulatory networks of C. albicans (as the predominant cause of candidemia) 126 
and its host to predict new species-specific molecular markers of host-pathogen interactions. 127 






Mimicking main features of human Candida bloodstream infections ex vivo 130 
Dissemination via the bloodstream is a hallmark of invasive Candida infection [46, 53]. We 131 
applied an improved ex vivo blood infection model [described in 25] to simulate early 132 
dissemination stages of Candida species, using an up to fifty times less infection dose 133 
(106 cells/ml) than previous studies [24, 43, 44]. That way we mimicked more closely the 134 
clinical situation and were able to characterize fungal killing kinetics, interactions with blood 135 
cells and immunological parameters. As C. parapsilosis and C. tropicalis have never been 136 
characterized in this model, we compared fungal killing kinetics, interactions with blood cells 137 
and immunological parameters of these species with C. albicans and C. glabrata. 138 
Within 30 minutes post infection (mpi), a substantial part of the fungal population of all 139 
species had been killed, demonstrating the efficiency of the antifungal activity of blood 140 
(Figure 1A). Within 60 mpi, about 80% of fungal cells were killed, with the notable exception 141 
of C. albicans (57.3% killing). This trend continued for up to four hours post infection with a 142 
significantly higher proportion of surviving C. albicans (19.1%) than C. tropicalis, 143 
C. parapsilosis or C. glabrata cells (5.2, 1.7 or 2.7%, respectively). Therefore, the immune 144 
response is able to largely clear the infecting pathogens in our ex vivo whole blood infection 145 
model. 146 
 147 
Immediately after entering the bloodstream, invading pathogens face cells of the innate 148 
immune system that contribute to fungal killing. We characterized these interactions using 149 
FITC-labeled Candida yeasts and immunofluorescence-stained immune cells. Candida cells 150 
interacted rapidly with leukocytes in human blood: 60 mpi (Figure 1B) the vast majority of 151 
fungal cells was in contact predominantly with neutrophils (45.1 – 73.1%), and to a much 152 
lower extent with monocytes (3.1 – 9.5%). We observed some species-specific differences in 153 
these associations, both at the early and late time points: C. albicans was more frequently 154 





time, we found fewer C. albicans cells which were not associated with any immune cell 156 
based on the lack of concurrent FITC- and immune cell staining (14.1% vs. 29.7 – 38%). 157 
C. glabrata interacted much more avidly with monocytes than the other species starting at 158 
60 mpi (9.6% vs. 3.1 – 3.9%), which is in line with previous results [46, 48]. At 240 mpi, 159 
C. parapsilosis was also more frequently associated with monocytes than C. albicans and 160 
C. tropicalis (7.5% vs. 3.4 – 3.7%). The flow cytometry-based data were qualitatively 161 
validated by blood smears. For each fungal species, contact to blood cells was observed 162 
microscopically (Figure S 1A), and only C. albicans formed its typical filaments starting at 163 
60 mpi. 164 
As Candida cells interacted predominantly with neutrophils in blood, we determined 165 
neutrophil activation via presence of specific surface markers. Surface levels of the general 166 
early activation marker CD69 (AIM) were slightly elevated 240 mpi in presence of all four 167 
Candida species, with C. glabrata inducing the largest increase (Figure S 1B). CD11b 168 
(CR3A/ITGAM), mediating leukocyte adhesion, and the degranulation marker CD66b 169 
(CEACAM8) were also increased, compared to mock infection, with significantly elevated 170 
CD66b upon C. albicans infection. In contrast, CD16 (FcγRIII) decreased noticeably under all 171 
four fungal infection regimes. Together these results demonstrate significant neutrophil 172 
activation upon Candida blood infection by all four species. 173 
The human transcriptional response is mainly species-independent 174 
Having characterized the overall interaction pattern of Candida species and blood-borne 175 
immune cells and having identified some differences, we next monitored the global 176 
transcriptional response of host and fungal cells in a kinetic, dual-species RNA-seq 177 
approach. In total, we acquired 1.3 to 2.3 billion high-quality mixed human and fungal raw 178 
reads, and another 225 million from three mock-infected blood samples, to reach 14- to 25-179 
fold transcriptome coverage for fungi and host, respectively (Table S 1). 180 
A first global overview of the human samples by principle component analyses (PCA) 181 





transcriptional variance, which clearly differed from the non-infected control samples (Figure 183 
2A). This human host response is characterized initially by a small number of regulated 184 
genes that rapidly increased over time from only 30 – 50 at 15 mpi for all species to a 185 
maximum of 1,940 differentially expressed genes (DEGs) at 240 mpi during C. parapsilosis 186 
infection (Figure 2B). For C. albicans, C. tropicalis, and C. glabrata similar maxima of 1,513, 187 
1,599, and 1,609 DEGs were observed at 240 mpi, respectively (Table S 2). 188 
By comparing host transcriptional changes over all time points (Figure 2C) we found a 189 
common core response to fungal infections of about 670 up- and 490 down-regulated genes; 190 
here called “quadruple” genes, differentially regulated at least once in all four infection 191 
kinetics. There are smaller numbers of genes which are only differentially expressed for one 192 
Candida species compared to the respective infection control for each species, from a 193 
maximum of 381 DEGs down-regulated for C. parapsilosis to a minimum of 9 DEGs down-194 
regulated for C. glabrata infection. In summary, the human transcriptional response to 195 
infecting Candida species is predominantly uniform, with few detectable unique regulations. 196 
 197 
Immune system processes govern the human transcriptional response 198 
We went on to characterize the human core response. Functional gene ontology (GO) term 199 
analyses showed that this response is governed by innate immune system processes: In 200 
particular genes involved in inflammatory responses, cytokine-mediated signaling, and 201 
chemotaxis were significantly up-regulated 240 mpi (Figure 3A). In apparent contradiction, 202 
genes associated with other immune processes like endocytosis and Toll-like receptor 203 
signaling pathway were down-regulated 240 mpi. This likely indicates a shift from pro- to anti-204 
inflammatory processes when most fungal cells were killed, dampening the immune 205 
response. 206 
As we found mainly immune system processes differentially expressed in response to all four 207 
Candida infections, we thus investigated the regulation of immunoregulatory genes of the 208 





uniformly regulated in response to different Candida species, including an immediate up-210 
regulation of major pro-inflammatory cytokine- and chemokine-encoding genes like IL1B, IL6, 211 
CXCL8, and TNF, which increased up to 2,000-fold. Among the pattern recognition receptor 212 
genes (PRR), galectin-3 (LGALS3, recognizing β-mannan of Candida spp.) transcription was 213 
up-regulated in response to all species. Except for CLEC5A, several C-type lectin family 214 
member genes were down-regulated (e.g. CLEC10A, CLEC11A, CLEC12A), as were the 215 
Toll-like receptor genes TLR1, TLR5, TRL6, TLR7, TLR8, and TLR10. The gene coding for 216 
TLR2, known to be critical for immune responses during candidiasis [54], was predominantly 217 
up-regulated in response to C. glabrata, C. parapsilosis, and C. tropicalis (and to a lesser 218 
extend in response to C. albicans). Thus, the human transcriptional response was found to 219 
be mainly uniform to early Candida blood infections. 220 
As we detected an up-regulation of major pro-inflammatory cytokine-encoding genes upon 221 
Candida blood infections (Figure S 2), we measured plasma cytokine levels at 240 mpi. Pro-222 
inflammatory IL-1β, IL-6 and TNF-α were markedly increased upon any infection compared 223 
to mock control and higher during C. glabrata or C. parapsilosis infections (Figure 3B) as 224 
compared to C. albicans and C. tropicalis infections. Since this triad of cytokines is mainly 225 
released by monocytes [55], we propose that this may reflect their higher association rates 226 
with C. glabrata and C. parapsilosis. Of note, C. glabrata induced lower plasma levels of IL-8, 227 
a potent chemoattractant for neutrophils, than any of the other three species (Figure 3B). 228 
In summary, similar immune system activation by different Candida species was detected on 229 
several levels in the whole blood infection model: Immune cells, mainly neutrophils and 230 
monocytes, associated rapidly with Candida cells, which were efficiently killed during the 231 
course of infection. Concurrently, surface activation markers and pro-inflammatory cytokines 232 
were up-regulated. This was accompanied by a predominantly uniform response on the 233 





The few commonly regulated fungal pathways are highly conserved 235 
Concurrently to the host approach, we went on to analyze the transcriptomes of C. albicans, 236 
C. glabrata, C. parapsilosis, and C. tropicalis during blood infection. Given the similar host 237 
response and the relationship of the fungal species, we expected that the fungi employ 238 
comparable survival strategies in blood. However, we found significant differences: In 239 
contrast to their host, Candida species, except C. glabrata, regulated a significant fraction of 240 
their transcriptome already 15 mpi (Table S 4). This response was robust during the whole 241 
course of infection: For C. albicans, C. tropicalis, and C. parapsilosis 38.6% (2427 of 7074), 242 
35.7% (2236 of 6258), and 46.3% (2759 of 5984) of their genetic repertoire was differently 243 
regulated compared to the pre-culture at least at one time point, respectively. In stark 244 
contrast, only 10% of C. glabrata genes (541 of 5566) were differentially expressed at any 245 
time point during infection. Moreover, the direction of regulation differed significantly: While 246 
the majority of genes was down-regulated in C. albicans, C. glabrata and C. parapsilosis, 247 
most transcripts were up-regulated in C. tropicalis (Figure 4A). For example, 60 mpi 57% of 248 
C. tropicalis genes were up-regulated, compared to only 13.4 – 34.3% in the other species. 249 
Although the genomes of the four Candida species share among them more than 3,500 250 
orthologs, surprisingly, only 189 of these were commonly regulated (Figure 4B) at any time. 251 
Interestingly, the transcriptional variance of this fungal core response was neither determined 252 
by the time point post-infection nor the infecting species, as indicated by PCA (Figure 4C). 253 
To characterize this conserved regulation, we performed GO term analyses (Figure 4D). A 254 
key feature of this fungal core response is an extensive shutdown of protein biosynthesis and 255 
related processes like rRNA processing, translation initiation, and purine biosynthesis. The 256 
glycolytic genes ENO1, HXK2, and PFK1 were likewise universally down-regulated, as were 257 
genes associated with fatty acid synthesis (FAS1, FAS2), indicating a metabolic 258 
rearrangement. In contrast, genes of the general stress response, e.g. coding for heat shock 259 
proteins (HSP78, HSP104), were commonly up-regulated. Likewise, all four species also 260 
increased the expression of genes encoding hydrolytic enzymes such as secreted aspartyl 261 





Candida pathogenicity [56, 57]. We consider these responses, based on similar regulations 263 
of orthologous genes, to be a common evolutionary trait which preceded and likely helped to 264 
enable the appearance of individual pathogenicity in the different Candida species. 265 
 266 
Candida species pursue custom tailored strategies to survive in blood 267 
As the fungal transcriptome adaptation was found to be surprisingly individual for each 268 
Candida species, we went on to characterize these individual responses in more detail. We 269 
aimed to estimate whether the overall strategies for survival in the host, based on functional 270 
annotations of the regulated genes, differed significantly between the species – which would 271 
indicate independent evolutionary adaptations. Using the well-annotated C. albicans genome 272 
as a model, we first obtained a regulatory module to demonstrate the kinetics in the fungal 273 
response. Regulatory modules are sub-networks of protein-protein interaction networks 274 
comprising sets of co-expressed genes sharing a common function [58]. Via GO term 275 
analyses of clusters within the regulatory module containing strongly connected network 276 
components (Figure 5, Table S 5), we were thus able to characterize C. albicans' overall 277 
response to the host. Using this as a template, we compared the responses of all species 278 
based on orthologous genes. 279 
A first hallmark of C. albicans response was an immediate (within the first 15–30 minutes) 280 
and stable up-regulation of the glyoxylate cycle (ICL1 and MLS1) and fermentative energy 281 
production (ADH2 and ALD6) (Figure 5, cluster 3), indicating fast glucose restriction and 282 
alternative carbon source utilization upon phagocytosis by neutrophils or monocytes. Both 283 
C. tropicalis and C. parapsilosis responded similarly and furthermore strongly up-regulated 284 
genes involved in β-oxidation (POX1-3, PXP2, FOX2, FOX3, POT1, and ECI1) as an 285 
immediate reaction. However, C. parapsilosis significantly down-regulated the glyoxylate 286 
cycle in the later phase and strikingly, C. glabrata did not react with nutrient acquisition 287 
markers in the early phase, but rather down-regulated transporters for carbohydrates, amino 288 





Similar to the carbon starvation response, C. albicans up-regulated the expression of several 290 
amino acids biosynthesis genes early during infection, including glutamate and branched-291 
chain amino acids (cluster 11), and its arginine biosynthesis genes were constantly highly 292 
expressed until 240 mpi (cluster 12). Interestingly, both patterns were, at least partially, also 293 
found for C. tropicalis and C. parapsilosis, but not for C. glabrata. 294 
Like carbon, metals are strictly limited in the host, and efficient metal acquisition is 295 
recognized as a key pathogenic trait [59]. We found that, to a large extent, the iron-related 296 
response of C. tropicalis is similar to that of the well-studied [60] C. albicans (Figure 6A): 297 
Hemoglobin uptake (PGA7, RBT5), the ferric reductase genes FRP1 and FRP2 and vacuolar 298 
iron transport (FTH1) were up-regulated, while the multicopper ferroxidase and iron 299 
permease genes were down-regulated. Strikingly, for C. glabrata, none of the recently 300 
described iron uptake-related genes [61] was found regulated upon blood infection (Figure 301 
6A), with the only exception of SIT1 (60 mpi: log2FC 2.43; p=0.051), again indicating different 302 
survival strategies. 303 
Upon engulfment by phagocytes, fungal cells are exposed to harmful reactive oxygen 304 
species (ROS) to which Candida species have a variety of generally conserved detoxifying 305 
enzymes. However, we found unique patterns in the regulation of these genes in each 306 
species (Figure 6B): While C. albicans strongly expressed the superoxide dismutase genes 307 
SOD1, SOD4, and, in particular, SOD5, C. parapsilosis and C. tropicalis most of all up-308 
regulated an alkyl hydroperoxide reductase (AHP1) and putative glutathione S-transferase 309 
(GTT12, GTT13) genes. In contrast to the other fungi, C. glabrata exhibits a very restrained 310 
oxidative stress response with only a very slightly up-regulation of CTA1 (240 mpi: log2FC 311 
1.09). Evidently, the Candida species evolved to use very different strategies to detoxify ROS 312 
during blood infection. 313 
Finally, adhesion to endothelial cells is an essential prerequisite for escape from the 314 
bloodstream. Large families of adhesin genes are found in the genomes of all investigated 315 
Candida species, and several of them were regulated during blood infection. C. albicans up-316 





decreased over time, transcriptional levels of HWP1 and ALS3 remained almost stable at a 318 
high level. Although HWP1 is the second most highly up-regulated C. albicans gene during 319 
blood infection (30 mpi: log2FC 12.6), its orthologs were either not regulated or even down-320 
regulated in C. tropicalis and C. parapsilosis, respectively. Remarkably, of the 67 predicted 321 
genes for adhesin-like proteins in C. glabrata [62] only EPA6, EPA7, and PWP1 were 322 
immediately up-regulated. Thus, each fungus expresses a different subset of adhesin genes, 323 
and even closely related genes differ in their regulation. 324 
 325 
Gene regulatory networks depict host pathogen interactions on a 326 
transcriptional level 327 
Overall, we thus found predominantly individual fungal host adaptation mechanisms, 328 
indicating that most of the survival strategies in blood evolved independently in response to 329 
the host. We assume that genes involved in these specific adaptations should have a 330 
significant influence on both the host response and fungal survival. Consequently, we 331 
leveraged our simultaneous acquisition of both fungal and host transcriptomes over the 332 
course of an infection to generate an interdependent gene regulatory network of both 333 
partners which reflect their mutual transcriptional responses. We then predicted so far 334 
unknown intra- and interspecies regulatory connections [33, 63] in the computationally 335 
accessible subnetwork of the infection-relevant process oxidative stress response, which is 336 
highly induced in C. albicans, but not in C. glabrata (Figure 6B), and thus shows hallmarks of 337 
a recent adaptation processes, possibly as a result of co-evolution during host-pathogen 338 
interactions. 339 
As a first result our interspecies regulatory network confirmed several previously known 340 
interactions (Figure 7A), and more importantly, it predicted a multitude of novel intra- and 341 
interspecies regulatory interactions. For example, the up-regulation of C. albicans SOD5 was 342 
predicted to (indirectly) promote transcription of the human proinflammatory cytokines IL6 343 
and IL1B, while SOD5 itself seemed positively linked to CAT1 expression levels and 344 





predicted to promote fungal HSP21 transcription, which in turn is repressed by SOD5, putting 346 
the SOD5 gene at a central position of this host-pathogen gene regulatory network. 347 
We therefore obtained a sod5∆∆ deletion mutant and quantified transcription levels of human 348 
and fungal genes by quantitative PCR (qPCR) during infection. This largely confirmed our 349 
RNA-seq results (Figure 7B). While contrary to our mathematical model the deletion of fungal 350 
SOD5 did not change expression of human NFKB1, IL1B, and IL6, it did in fact result in 351 
higher transcript levels of C. albicans GPX2 and HSP21. Given the predicted importance of 352 
the oxidative stress network in interactions between host and C. albicans, we tested the 353 
survival of sod5∆∆, cat1∆∆, and cap1∆∆, as CAP1 being the central regulator of C. albicans 354 
oxidative stress response [64], deletion mutants in human blood. Already 15 mpi, sod5∆∆ 355 
survival was reduced compared to the wild type (46.8 vs. 64.3%, Figure 7C) and continued to 356 
be significantly diminished at 30 and 60 mpi. Similarly, a clear trend to a fitness defect was 357 
observed between 60 and 240 mpi upon CAT1 deletion and for all time points except 358 
240 mpi when CAP1 was deleted. These results support the important role of Sod5 and 359 
possibly Cat1 in infection, as indicated by our transcriptome models. Accordingly, although 360 
catalases are well-conserved among fungal species, the lack of strong up-regulation of CTA1 361 
in C. glabrata (Figure 6B) was reflected in the survival of a C. glabrata cta1∆ strain in blood: 362 
In contrast to C. albicans cat1∆∆, cta1∆ showed no discernable fitness defect during the 363 
whole course of infection (Figure 7D). All in all, these data therefore support our 364 
transcriptome-based notion that the fungal pathogens, although equipped with a partially 365 
conserved genetic repertoire, pursue unique strategies to survive in blood that are largely 366 
divergent for each fungus. 367 






We aimed to investigate the strategies employed by different pathogenic Candida in a central 370 
step of a disseminating infection, and determine whether these are evolutionary conserved, 371 
have evolved analogously along trajectories dictated by common ancestral adaptations, or 372 
evolved completely independently. To this end, we applied an ex vivo whole blood infection 373 
model to simulate a key step of dissemination. 374 
Upon entering the bloodstream, Candida cells face a new and hostile environment: Nutrients 375 
are restricted, pH and other physical factors change, and arguably most importantly, the host 376 
immune system starts to combat the invaders. In this study we have used a whole blood 377 
infection model developed and refined in our laboratories [24, 25] for a global comparative 378 
transcriptional analysis of the four most common pathogenic Candida species causing life 379 
threatening bloodstream infections. The model has previously been used, among others, to 380 
confirm the central role of neutrophils in the immune response against C. albicans, to 381 
describe the complement component C5a as a central player in C. albicans blood infections 382 
and to dissect differences in host cell association of C. albicans versus C. glabrata [24, 25, 383 
44, 46, 47]. Data on immune cell interactions, cytokine release, fungal survival rates, and 384 
kinetics of the mutual host and Candida spp. transcriptional responses obtained in this study 385 
revealed an unexpected level of unique regulation on the fungal side facing a mostly uniform 386 
host response. 387 
In detail, previous studies showed fast and efficient killing of C. albicans and C. glabrata [24, 388 
25, 48] which we here extended systematically to include C. parapsilosis, and C. tropicalis. 389 
These showed an even lower overall survival than C. albicans, indicating that the latter is 390 
slightly better adapted to survive in human blood. We also detected significant differences in 391 
the types of immune cells which were associated with fungal cells in the early infection 392 
phase. Although the cellular immune response to all Candida spp. was dominated by 393 
neutrophils, monocytes were associated with a measurable proportion of C. glabrata and 394 





findings confirmed and corroborated earlier in vitro and in vivo studies where C. glabrata 396 
attracted monocytes more strongly than neutrophils and was more efficiently phagocytosed 397 
than C. albicans [46, 48]. Similarly, a higher rate of macrophage migration towards 398 
C. parapsilosis (compared to C. albicans) as well as intracellular replication of C. parapsilosis 399 
was shown by Tóth et al. [65]. Consequently, it has been suggested that phagocytosis by 400 
and survival in monocytes is a fungal-driven mechanism of C. glabrata [26, 56, 66, 67] and 401 
C. parapsilosis [65] to evade immune surveillance. This model would predict an early high 402 
association rate to blood monocytes, which is supported by our ex vivo data. 403 
Infection of human blood with any Candida species led to the release of the chemokine IL-8 404 
and pro-inflammatory cytokines (IL-1β, IL-6, TNF-α). This triad of cytokines is mainly 405 
produced by blood monocytes and is crucial for driving the acute phase response to 406 
pathogens [55]. C. glabrata and C. parapsilosis induced more IL-1β, IL-6, and TNF-α, 407 
suggesting stronger activation of monocytes, in agreement with their higher association 408 
rates. The higher release of the neutrophil attractant IL-8 during C. albicans infection 409 
confirms previous work [46] and reflects our observed frequent association of C. albicans 410 
with neutrophils. 411 
On the transcriptional level, the host responded slowly and with steadily increasing 412 
transcriptional changes to all Candida infections. We showed that – with very few exceptions 413 
– the response is time- rather than species-dependent. This indicates the recognition of a 414 
common pattern, leading to a uniform response by the immune system in the early phase of 415 
any Candida blood infection. We detected mainly functional categories of innate immunity to 416 
be significantly regulated in our transcriptional data, like inflammatory response or regulation 417 
of cytokine secretion. In the short term at least, the transcriptional immune reaction is thus 418 
largely independent of the infecting Candida species. Pro-inflammatory cytokine genes like 419 
IL6 and TNF and chemokine genes like CCL20 were among the most up-regulated genes. A 420 
previous study found the same genes up-regulated in infections with species as diverse as 421 
C. albicans, Aspergillus fumigatus, Escherichia coli and Staphylococcus aureus [45]. Genes 422 





similarly regulated in our experimental setting with all Candida species. This supports their 424 
potential role as general immune response markers for fungal infections. On the host side, 425 
the ex vivo whole blood infection model therefore mimics vital characteristics of an early 426 
Candida bloodstream infection: Rapid association of immune with fungal cells trigger efficient 427 
Candida killing and pro-inflammatory cytokine release, which does not require immediate and 428 
major changes in the transcriptional response [25]. Most importantly, we found that the 429 
restrained transcriptional response to infection with different Candida species follows a 430 
strikingly uniform program – despite measurable differences in physical immune cell 431 
interactions and a severe divergence of the fungal transcriptome kinetics. 432 
Fradin et al. were the first to interrogate the fungal transcriptional response to human blood 433 
in a C. albicans infection [43]. By using a refined blood infection model [25], we looked 434 
beyond C. albicans to determine whether Candida species follow evolutionary conserved 435 
transcriptional patterns or pursue different strategies to survive in blood. All species, except 436 
C. glabrata, showed an immediate (15 mpi) and highly divergent regulation of a substantial 437 
subset of their genomes. We found a smaller core response of commonly regulated 438 
orthologs, comprised mainly of translational shutdown, up-regulation of extracellular 439 
hydrolytic enzymes and onset of a general heat shock response, which altogether we 440 
consider an evolutionary older response preceding and enabling the development of 441 
individual pathogenicity programs. The translational shutdown especially is likely a response 442 
to the nutrient limitation in blood, and corroborates earlier studies of C. albicans blood [24] 443 
and macrophage [68] infections, C. glabrata infection of macrophages [56] as well as 444 
A. fumigatus blood infection [69]. This indicates that down-regulation of translation in the 445 
early infection phase is a common principle in Candida or even fungal pathogenesis. 446 
Interestingly, most of the fungal transcriptional regulations were diverse between or even 447 
unique to one of the Candida species, which concerns almost all aspects of fungal 448 
adaptation to the host environment, from the use of alternative energy sources to the 449 
expression of pathogenicity mechanisms. For instance, while glycolytic enzymes were 450 





four tested species early upon infection with the exception of C. glabrata, which increased 452 
expression of respective genes only in the later phase. The glyoxylate cycle has been 453 
suggested as a potential drug target due to its ubiquitous up-regulation in microbial infections 454 
[70-74]. For some fungi, fatty acids may serve as energy and – via the glyoxylate cycle – 455 
carbon source during infection, as indicated by the up-regulation of genes for β-oxidation, 456 
lipases and carnitine transport most prominently by C. parapsilosis and, to a somewhat 457 
lesser extent, by C. tropicalis. The carbon metabolic response of these fungi is therefore 458 
quite distinct from C. albicans, where we did not observe strong induction of fatty acid 459 
catabolism, and especially from C. glabrata. Similar observation can be made with other 460 
central processes: 461 
Trace metal access via sophisticated metal uptake systems plays a major role for the 462 
outcome of fungal infections [reviewed in 59]. We therefore expected a comprehensive metal 463 
deprivation response, and indeed observed a strong iron uptake response in C. albicans and 464 
C. tropicalis, indicated by the up-regulation of hemoglobin uptake systems [75] and reductive 465 
iron transport [60], but no such response in C. parapsilosis nor C. glabrata: While 466 
C. parapsilosis seems to rely on vacuolar iron storage, C. glabrata regulated none of the 467 
known iron homeostatic genes [60, 61, 76]. Thus, the strategies of Candida spp. to overcome 468 
iron limitation are highly diverse with few overlaps, and C. parapsilosis and C. glabrata do not 469 
seem to require extracellular iron uptake during early blood infection – or use mechanisms 470 
that are unknown yet. 471 
The expression of adhesins enables attachment to the blood vessel endothelium. In 472 
agreement with previous findings, we found strong and rapid induction of adhesin gene 473 
families in C. albicans [43] known to be involved in endothelial cell adherence [reviewed in 474 
77, 78]. Among the members of the gene families in C. albicans, C. tropicalis and 475 
C. parapsilosis, we found clearly different expression patterns, in accordance with the high 476 
genetic variability of ALS and IFF/HYR gene families within the CTG clade members [79]. 477 
The C. glabrata genome contains a repertoire of unrelated adhesion-mediating genes, 478 





mediate adherence to endothelial cells [80], were early up-regulated in our model. These 480 
species-specific expression patterns of adhesin genes indicate that each Candida species 481 
follows the same strategy of adhesion, but acquired its adhesion capability to host cells 482 
independently. 483 
The presence of such diverse solutions to a similar host environment led us to conclude that 484 
based on a common core response, the individual realization of pathogenesis has evolved 485 
mostly independently in the four Candida species and was not necessarily following the 486 
same evolutionary trajectories. We thus targeted a functional module with species-specific 487 
adaptations, the oxidative stress response, where only C. albicans seems to rely mainly on 488 
superoxide dismutases. 489 
Our dual-species approach allowed us to leverage the transcriptome data and create 490 
interspecies regulatory networks to reveal new intra- and interspecies interactions. In the 491 
oxidative stress response of C. albicans during infection SOD5 inhabited a central position in 492 
the network. While its deletion caused no change in human gene expression, it still led to 493 
increased expression of its predicted fungal network targets GPX2 and HSP21, suggesting a 494 
compensatory role of these genes upon SOD5 deletion, in agreement with previously 495 
ascribed functions [68, 81]. Importantly, SOD5 as well as CAT1 deletion was detrimental to 496 
C. albicans survival in blood, while deletion of the catalase gene CTA1 did not have an effect 497 
on C. glabrata survival, as predicted by its lack of up-regulation in our model. The same 498 
functional units therefore had different effects in Candida bloodstream infections, supporting 499 
our notion of independently evolved strategies. 500 
Taken together, we created a comprehensive dataset of Candida blood infections showing 501 
that the human transcriptome, governed by an innate immune system response, is largely 502 
species-independent and highly stereotypical. In stark contrast, strategies of different 503 
Candida species of different evolutionary relatedness differ strongly when facing human 504 
blood. As indicated by the presence of interspersed non-pathogenic species in the 505 
phylogenetic tree [10], the investigated Candida species have evidently independently 506 





indications of a smaller common set of reactions, including stress and metabolic responses, 508 
which may have enabled the fungi to evolve their independent strategies by allowing basic 509 
survival in the host, including as commensals. 510 
These findings also have several important consequences. For example, while it will be 511 
difficult to identify fungal gene products as general biomarkers for fungal bloodstream 512 
infections, it is more likely that species-specific fungal markers and general host biomarkers 513 
for fungal infections can be identified. Our data further suggest that the use of C. albicans as 514 
the model organism for Candida virulence can lead to inaccurate concepts of pathogenicity. 515 
This is, for example, demonstrated by C. glabrata with its very limited transcriptional 516 
response. As all four pathogens are major causes of candidemia, our concept of fungal 517 
virulence in general, even within the Candida species, likely needs to change even more 518 
toward the concept of multiple virulence strategies. 519 






Ethics approval and consent to participate 522 
Human peripheral blood was collected from healthy volunteers with written informed consent. 523 
This study was conducted according to the principles expressed in the Declaration of 524 
Helsinki. The blood donation protocol and use of blood for this study were approved by the 525 
institutional ethics committee of the University Hospital Jena (permission number 2207-526 
01/08). 527 
Strains and culture conditions 528 
C. albicans SC5314, C. glabrata ATCC2001, C. tropicalis DSM 4959 and C. parapsilosis 529 
GA1 strains (Table 1) were maintained as glycerol stocks and re-streaked on YPD agar 530 
plates. For experiments, single colonies were grown overnight in YPD at 30 °C and 531 
reinoculated in fresh YPD at 30 °C to reach mid-log phase. 532 
Table 1. Strains used in the study. 533 
Strain Description Reference 
C. albicans C. albicans WT strain SC5314 [105] 
C. glabrata C. glabrata WT strain ATCC2001 [106] 
C. parapsilosis C. parapsilosis WT strain GA1 [107] 
C. tropicalis C. tropicalis WT strain DSM 4959 [108] 
cat1∆∆ SC5314, ura3::imm434/ura3::imm434 his1::hisG/his1::hisG cat1::loxP-URA3-loxP/cat1::HIS1 
A. Brown 
(unpublished) 
cap1∆∆ SC5314, Δcap1 / Δcap1 A. Brown (unpublished) 
sod5∆∆ SC5314, Δsod5::hisG / Δsod5::hisG [24] 
cta1∆ ATCC2001, CAGL0K10868g::NAT1 [109] 
 534 
Whole blood infection model 535 
Cells of respective strains were harvested in 1x PBS (phosphate buffered saline) and diluted 536 
in an appropriate concentration. Human whole blood was freshly drawn from healthy 537 
volunteers and anticoagulated with recombinant Hirudin (Sarstedt, Nuremberg Germany). 538 
Immediately, yeast cells were added at a concentration of 1 x 106 cells per ml blood and 539 





Flow cytometry of immune cell interaction and activation 541 
C. albicans, C. glabrata, C. tropicalis, and C. parapsilosis strains were grown as previously 542 
described (strains and culture conditions). Aliquots were stained with FITC (fluorescein 543 
isothiocyanate), added at a concentration of 1 × 106 cells per ml blood and incubated at 37 °C 544 
as indicated. To distinguish different immune cell populations, whole blood was stained with 545 
mouse anti-human CD3-PerCP (clone SK7, T cells), CD19-PE (clone HIB19, B cells), CD45-546 
PE-Cy7 (clone HI30, leukocytes), CD56-V450 (clone B159, NK cells) and CD66b-PE (clone 547 
G10F5, PMN) obtained from BioLegend®. Monocytes were stained with mouse anti-human 548 
CD14-PerCP (clone 47-3D6) from Abcam. Stained samples were treated with FACS Lysing 549 
Solution (BD), washed and acquired immediately. For raw data analysis FlowJo v10.0.8 550 
software was used. The presence of activation markers was determined with mouse anti-551 
human CD11b-V450 (clone ICRF44) from BD and CD16-BV510 (clone 3G8), CD69-APC 552 
(clone FN50) from BioLegend®. Stained samples were treated with FACS Lysing Solution 553 
(BD), washed and acquired immediately. For raw data analysis FlowJo v10.0.8 software was 554 
used. 555 
Blood smears 556 
Blood smears of C. albicans-, C. glabrata-, C. tropicalis- and C. parapsilosis-infected 557 
samples were prepared at indicated time points and stained with May-Grünwald-Giemsa 558 
staining, dried and microscopically visualized. 559 
RNA isolation 560 
At indicated time points infected blood samples were split into aliquots for separated fungal 561 
and human RNA isolations. For mock infections aliquots were used for human RNA isolation 562 
at 240 mpi only. To isolate human RNA aliquots were added to a PAXgene® Blood RNA 563 
Tube (PreAnalytiX) and processed with the PAXgene® Blood RNA Kit (PreAnalytiX) 564 
according to the manufacturer’s protocol. For fungal RNA isolation aliquots were added to 565 
ice-cold water, centrifuged and immediately frozen in liquid nitrogen. The cell pellet was 566 
further processed with the RiboPure™-Yeast Kit (Thermo Fisher Scientific) according to the 567 





Spectrophotometer (Thermo Fisher Scientific) and RNA quality was verified with an Agilent 569 
2100 Bioanalyzer (Agilent Technologies). Fungal and human RNA samples were pooled 570 
subsequently in a quantitative ratio of 1:10. All samples were prepared in three biological 571 
replicates with independent donors at independent time points. 572 
RNA sequencing 573 
Library preparation and RNA sequencing was carried out at GATC Biotech (Konstanz, 574 
Germany). After poly(A) filtering, mRNA was fragmented and cDNA libraries were generated 575 
for each sample. 50 bp single sequence reads were produced using the Illumina HiSeq 2500 576 
platform. 577 
RNA-seq data preprocessing 578 
Single-end, 50 bp Illumina HiSeq 2500 raw reads were quality trimmed with Trimmomatic 579 
v0.32 [82]. The H. sapiens genome GRCh38 and annotation were downloaded from the 580 
ENSEMBL database [83]. C. albicans SC5314 assembly 22, C. glabrata CBS138, 581 
C. parapsilosis CDC317 and C. tropicalis MYA-3404 genomes and corresponding genome 582 
annotations were downloaded from the Candida Genome Database (CGD, [84]. For 583 
C. albicans transcriptionally active regions identified by RNAseq [85] were added to the 584 
annotation. All sequencing reads were mapped against concatenated genomes of H. sapiens 585 
and one out of four Candida species using TopHat v2.1.0 [86]. Read mapping was carried 586 
out and only uniquely aligned hits were kept for further analysis. Transcriptome coverage 587 
was calculated as mapped reads multiplied by read length and divided by transcriptome 588 
length. featureCounts v1.4.3 [87] was applied to count the number of reads within annotated 589 
genes. Human and pathogen genes were tested individually for significant differential 590 
expression. DESeq2 [88] was used to calculate adjusted p-values based on count values. 591 
Mean RPKM and log2FC values were calculated manually. Afterwards the following cutoffs 592 
were applied: adjusted p-value ≤ 0.01, abs(log2FC) ≥ 1.5 and RPKM ≥ 1 on at least one time 593 
point. The RNA-seq dataset generated and analyzed during the current study has been 594 
deposited in NCBI’s Gene Expression Omnibus [89]. The accession number will be given as 595 





Expression data analyses 597 
The “prcomp” function provided by the GNU R package Stats [90] was utilized to apply PCA 598 
of log2FC values for all host genes to any Candida or mock infection. The mock infection 599 
samples (240 mpi) have no dedicated counterpart at 0 mpi. We calculated four separate 600 
log2FC values for the comparison against 0 mpi infected with C. albicans, C. glabrata, 601 
C. parapsilosis, and C. tropicalis. 602 
Functional Gene ontology categories enriched for DEGs were identified with FungiFun2 [88] 603 
using hypergeometric distribution and Benjamini-Hochberg corrected p-values < 0.05 and 604 
REVIGO [91]. Ortholog information of Candida species was retrieved from the CGD. DEGs 605 
with orthologs in C. albicans, C. glabrata, C. parapsilosis and C. tropicalis were quantitatively 606 
compared. DEGs of H. sapiens datasets were quantitatively compared. 607 
Quantification of cytokines 608 
The amount of IL-1β, IL-6, IL-8, and TNF-α was determined by ELISA according to the 609 
manufacturer’s protocol (eBioscience). After 240 mpi infected blood samples were 610 
centrifuged to obtain plasma and immediately frozen in liquid nitrogen. Cytokine levels were 611 
calculated from standard dilutions of the respective recombinant cytokine. 612 
Module 613 
ModuleDiscoverer was applied as described [58] to identify the regulatory module. For this 614 
analysis, only genes which were differentially expressed in at least one of the measured time 615 
points were considered. In addition, a high-confidence (score > 0.7) PPIN of C. albicans was 616 
downloaded from STRING version 9.1 [92]. Both DEGs and the C. albicans PPIN were taken 617 
as input for ModuleDiscoverer. Identifier annotations provided by CGD [93] were used. Sub-618 
modules of the resulting regulatory module with a number of network components < 10 were 619 
not considered. The clustering of the regulatory module was performed in the programming 620 
language R version 3.4.1 using the generalized topological overlap measure regarding 621 
second-order connections as described in [94]. A cutoff of 0.65 was chosen to receive the 622 





performing GO term enrichment analyses concerning biological processes, FungiFun2 [88] 624 
including Fisher’s exact test and Benjamini-Hochberg False Discovery Rate correction was 625 
applied to each sub-module and cluster. GO terms composed of at least two members, 626 
associated with at least two components and leading to adjusted p-values > 0.05 were 627 
considered as significantly enriched. 628 
Gene selection for network inference and network prediction 629 
All GO categories corresponding to the keyword ‘oxidative stress’ were retrieved through the 630 
advanced search of AmiGo [96] and filtered for the ontology source ‘biological process’. 631 
Differentially expressed members of a GO category were identified for C. albicans through a 632 
GO term gene association file retrieved from the CGD. For human candidate genes, 633 
members of a GO category ‘oxidative stress’ were retrieved through biomaRt [97] and filtered 634 
for DEGs. In total, ten human and ten C. albicans DEGs were selected for the prediction of a 635 
gene regulatory network (network inference). 636 
We applied the extended NetGenerator tool [63, 98-100] to predict a small-scale gene 637 
regulatory network. The main inputs are (i) log2FCs of candidate genes over time and (ii) 638 
prior knowledge about candidate gene interactions. Prior knowledge for human genes was 639 
gathered from the following sources: Transcription factor binding sites were retrieved from 640 
oPOSSUM [101] and Qiagen website (http://www.sabiosciences.com/chipqpcrsearch.php). 641 
Regulator-target interactions were extracted from TRANSFAC version 2015.4 [102]. 642 
Furthermore, known interactions of the type ‘promoter binding’ were extracted from Pathway 643 
Studio 10 (ResNet11, Version/Update von Q3 2015) [103]. C. albicans prior knowledge was 644 
manually extracted from gene descriptions provided by CGD [93]. Again, regulator-target 645 
interactions were extracted from TRANSFAC (version 2015.4). Interactions of genes involved 646 
in oxidative stress response were extracted from [104]. A score of 0.5 was assigned to prior 647 
knowledge supported by ≥ 2 prior knowledge sources. Otherwise the prior knowledge score 648 





Reverse transcription quantitative real-time PCR (RT-qPCR) 650 
500 ng of high quality DNase I-treated RNA samples were reversely transcribed into cDNA 651 
by using oligo-dT primers and SuperScript™ III Reverse Transcriptase (Invitrogen). 652 
Subsequently 1 µl of diluted cDNA was used for gene expression analyses with GoTaq® 653 
Green Master Mix (Promega) and a C1000 thermocycler (Bio-Rad CFX96™). Expression 654 
levels of biological triplicates were normalized to the reference genes B2M (H. sapiens) or 655 
ACT1 (C. albicans). Primers uses for qPCR analyses are listed in Table 2. 656 
Table 2. Primers used for gene expression analyses. 657 





























Statistical analyses (not RNA-seq data) 659 
All experiments were done in at least three biological replicates with blood from non-identical 660 
donors and independent fungal cell cultures. Data sets are reported as mean ± standard 661 
deviation (SD). Statistical significance was calculated using 2way ANOVA (killing, immune 662 
cell association and activation, qPCR) or 1way ANOVA (cytokine release) with multiple 663 
comparison correction. Probability values are indicated as follows: * p < 0.05; ** p < 0.01; *** 664 
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Figure legends 1096 
Figure 1. Candida species interact with human immune cells and are killed 1097 
immediately upon blood exposure. 1098 
(A) Within one hour of blood infection the majority of fungal cells are killed. Although the 1099 
killing kinetics between the fungal species are similar, C. albicans survives to an overall 1100 
larger extent. (B) Already 60 mpi the majority of fungal cells are associated with immune cells 1101 
of human blood, predominantly with neutrophils. C. glabrata and C. parapsilosis associate to 1102 
monocytes in a higher amount than C. tropicalis and C. albicans 240 mpi. Results show 1103 
means of four (A) or three (B) independent experiments from different donors ± SD. *P<0.05, 1104 
**P<0.01, ***P<0.001, ****P<0.0001 (2way ANOVA test). 1105 
 1106 
Figure 2. Candida species induce a mainly species-independent human transcriptional 1107 
core response. 1108 
(A) Principle component analyses (PCA) reveal a higher similarity between samples of one 1109 
time point (same color) than one species (same icon). Mock infected control samples () are 1110 
clustered together and clearly separated from all infection samples. (B) The transcriptional 1111 
host response starts restrained with a few regulated genes 15 mpi but distinctly increases 1112 
during the time course of infection with similar kinetics between the four Candida infections. 1113 
(C) Venn diagrams illustrate that in response to Candida blood infections about 670 and 490 1114 
human genes are commonly up- (left) and down- (right) regulated, respectively. 1115 
 1116 
Figure 3. Immune system processes govern the human core response of up- and 1117 
down-regulated genes and pro-inflammatory cytokines and chemokines are released 1118 
upon Candida blood infection. 1119 
(A) Functional gene ontology (GO) analyses were performed to identify enriched biological 1120 





inflammatory response, cytokine-mediated signaling (both up-regulated) or toll-like receptor 1122 
signaling (down-regulated) govern the human core response indicating a strong but balanced 1123 
response to Candida blood infections. (B) Plasma levels of the pro-inflammatory cytokines 1124 
IL-1β, IL-6 and TNF-α and the chemokine IL-8 were increased 240 mpi compared to mock 1125 
infection. C. parapsilosis and C. glabrata cause higher levels of the pro-inflammatory 1126 
cytokines compared to C. albicans and C. tropicalis infections. IL-8 plasma levels were lower 1127 
upon C. glabrata-infection than infection with the other three Candida species. Results show 1128 
means of at least three (B) independent experiments from different donors ± SD (1way 1129 
ANOVA test). 1130 
 1131 
Figure 4. Species-specific responses govern fungal transcriptomes upon blood 1132 
infection. 1133 
(A) Candida genes are regulated with different kinetics in response to blood infection. With 1134 
exception of C. glabrata, substantial subsets of the fungal genomes are immediately 1135 
regulated. Furthermore, the proportions of up- (left graph) and down-regulated (right graph) 1136 
genes vary between the four species. (B) A Venn diagram shows that only 189 orthologs are 1137 
commonly regulated in response to Candida blood infection. (C) PCA analyses of the fungal 1138 
core response reveal no clear similarity between samples of one time point (same color) or 1139 
one species (same icon). (D) Enriched categories of the common fungal core response 1140 
comprise, among others, the up-regulation of the unfolded protein response and the down-1141 
regulation of several translational processes. 1142 
 1143 
Figure 5. Transcriptional regulation of genes within clusters of a regulatory module is 1144 
a highly dynamic process. 1145 
C. albicans DEGs were used to generate a protein-protein interaction network-based 1146 
regulatory module containing sets of co-expressed genes sharing a common function. Color-1147 





which are significantly associated with distinct biological processes (Table S 5), e.g. cluster 1149 
12 arginine biosynthesis. The regulation of each single gene is indicated by intense 1150 
(differentially expressed) or transparent (not differentially expressed) colouring, according to 1151 
the respective time point. The regulation of most of the clusters is highly dynamic during the 1152 
infection process. Figure 5 is also provided as animated Figure 5.gif. 1153 
 1154 
Figure 6. Candida species regulate species-specific subsets of genes involved in iron 1155 
acquisition and oxidative stress response. 1156 
(A) Candida species exploit miscellaneous iron sources during blood infection. Note, genes 1157 
without a respective ortholog are shown in white. (B) C. albicans, C. tropicalis and 1158 
C. parapsilosis up-regulate several genes of oxidative stress response, while C. glabrata 1159 
does not. Note, genes without a respective ortholog are shown in white. 1160 
 1161 
Figure 7. C. albicans oxidative stress response genes contribute to C. albicans 1162 
survival in blood. 1163 
(A) An interspecies network of human (red circles) and C. albicans (blue circles) genes 1164 
involved in oxidative stress response predicts a multitude of new interspecies interactions on 1165 
the transcriptional level (green lines). Activation of gene expression is indicated by arrow 1166 
heads and repression by bars. Prior knowledge is shown in black lines (dashed: not re-1167 
inferred, solid: re-inferred). (B) Gene expression (qPCR) of NFKB1, IL1B, and IL6 are not 1168 
changed due to SOD5 deletion compared to C. albicans wild type-infection 240 mpi. 1169 
Expression of C. albicans GPX2 and HSP21 are increased upon sod5∆∆ blood infection. 1170 
(C) Whole blood infection with mutants of the oxidative stress response but change the 1171 
survival of respective mutants in whole blood. (D) In contrast to its C. albicans ortholog 1172 
CAT1, the catalase encoding gene CTA1 is dispensable for C. glabrata survival in blood. 1173 
Indeed, CTA1 lacking mutant (cta1∆, light grey) showed better survival than the respective 1174 





independent experiments from different donors ± SD. *P<0.05, **P<0.01, ***P<0.001 (B, D: 1176 
2way ANOVA test, C: 1way ANOVA test). 1177 
 1178 
Supporting information 1179 
Figure S 1 Candida cells associate with immune cells and activate neutrophils during 1180 
blood infection. 1181 
(A) Blood smears of Candida spp. blood infections display the interaction of host and fungal 1182 
cells. C. albicans changes the morphology by forming germ tubes 60 mpi and filaments 1183 
120 mpi, respectively. Morphological alterations were not observed for C. tropicalis, 1184 
C. parapsilosis, and C. glabrata. Scale bar: 10 µm. (B) The PMN activation markers CD69, 1185 
CD66b, CD11b are increased and CD16 decreased upon Candida blood infection compared 1186 
to mock infection. 1187 
 1188 
Figure S 2. Candida blood infections cause comprehensive regulations of the immune 1189 
system. 1190 
A multitude of immunomodulatory genes of the human common core response is similarly 1191 
up- (red) or down-regulated (blue) in response to Candida blood infections 240 mpi with IL1A 1192 
is the most strongly up-regulated human gene (almost 100,000 times upon C. parapsilosis 1193 
infection). 1194 
 1195 
Table S 1. Statistics of dual species RNA-sequencing. 1196 
This table provides an overview of the RNA-seq statistics for all four Candida infections. 1197 
 1198 
Table S 2. Differentially expressed human genes. 1199 






Table S 3. Regulation of immunoregulatory genes of the human core response. 1202 
Immunoregulatory genes of the human core response 240 mpi are listed in an xlsx-file. 1203 
 1204 
Table S 4. Differentially expressed fungal genes. 1205 
DEGs from C. albicans in response to Candida blood infection are listed in an xlsx-file. 1206 
 1207 
Table S 5. Clusters and cluster-associated enriched biological processes of 1208 
C. albicans DEG-based regulatory module. 1209 
Cluster-associated enriched biological processes of all clusters and the respective cluster-1210 
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Übersicht
Das Review von Schleicher und Conrad et al. konzentriert sich auf einen weiteren
Ansatz zur Integration von Multiskalen- und Multi-Omik-Daten: Die Modellierung.
In dieser Arbeit wird ein Überblick über die derzeit verfügbaren, computergestützten
Modellierungsansätze für WPI-basierte Daten und die dabei zu bewältigenden Heraus-
forderungen gegeben. Es werden sowohl zeitkontinuierliche, zeitdiskrete als auch
zeitunabhängige Modellierungsansätze betrachtet. Daneben werden verschiedene Bei-
spiele für kombinierte Ansätze vorgestellt. Eine Recherche in der aktuellen Literatur
hat gezeigt, dass vor allem die Forschung bezüglich bakterieller Infektionen schon weit
vorangeschritten ist. Im Gegensatz dazu befindet sich die Modellierung von WPPI
derzeit noch am Anfang. Somit liefert dieses Review einen Ausblick darauf, inwiefern
die Anwendung und die Kombination verschiedener Modellierungsansätze die Daten-
integration unterstützen und zu einem tieferen Verständnis der WPPI beitragen
können. Die im Review vorgestellten Ansätze zur Multiskalen- und Multi-Omik-
Modellierung stellen einen guten Ausgangspunkt für weitere Forschungsarbeiten dar,
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Abstract
Recent and rapidly evolving progress on high-throughput measurement techniques and computational performance has
led to the emergence of new disciplines, such as systems medicine and translational systems biology. At the core of these
disciplines lies the desire to producemultiscale models: mathematical models that integrate multiple scales of biological or-
ganization, ranging frommolecular, cellular and tissue models to organ, whole-organism and population scale models.
Using such models, hypotheses can systematically be tested. In this review, we present state-of-the-art multiscale model-
ling of bacterial and fungal infections, considering both the pathogen and host as well as their interaction. Multiscale
modelling of the interactions of bacteria, especiallyMycobacterium tuberculosis, with the human host is quite advanced. In
contrast, models for fungal infections are still in their infancy, in particular regarding infections with the most important
human pathogenic fungi, Candida albicans and Aspergillus fumigatus. We reflect on the current availability of computational
approaches for multiscale modelling of host–pathogen interactions and point out current challenges. Finally, we provide an
outlook for future requirements of multiscale modelling.
Key words: infection; host–pathogen interaction; mathematical modelling; multiscale modelling
Introduction
A computational model is a simplified representation of a more
complex, real system. Usingmodels and data from the real system,
one can deduct and infer properties about that system. Modelling
has successfully been applied in various areas ranging from phys-
ics and economics to biology. There are numerous examples where
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even simple models are sufficient to draw conclusions that could
not have been drawn without the models, or where previous con-
clusions drawn without the models have led to erroneous results
[1, 2]. However, sometimes the structure of the underlying problem
requires the use of more complexmodels: multiscale models.
Multiscale modelling is applied to systems that have import-
ant features across many orders of magnitude in time and
space. For instance, computational weather forecasts became
more realistic in the early 1980s by including the interactions of
soil and vegetation with the atmosphere. The development of
multiscale modelling started in the 1970s in various disciplines
such as physics, meteorology and chemistry. This was driven by
the advent of powerful computing platforms and the availability
of a huge amount of measured data. In 2013, the Nobel Prize in
Chemistry was awarded for the development of multiscale
models of large complex chemical systems and biochemical
reactions such as protein folding [3]. After 2000, with the devel-
opment of more holistic approaches in biology and medicine
(so-called ‘systems biology’ [4] and ‘systems medicine’), the
practice of multiscale modelling became more common in the
life sciences. Its aim is to describe and support the understand-
ing of human (patho)physiological functions. In the past few
years, multiscale modelling has been applied successfully to the
dynamics of the heart [5], liver [6–8], human metabolism [9–11]
and immune system [12–15], which all are systems regulated at
multiple scales of time and space and involve multiple com-
partments (e.g. cells, tissues and organs). This progress in the
life sciences has been driven by the availability of a vast quan-
tity of high-throughput measurements, so-called omics data, at
the genome, transcriptome (i.e. microarray and RNA-Seq data),
proteome and metabolome scales as well as progress in imaging
technologies [16]. Walpole et al. [17] and Castiglione et al. [14] re-
viewed best practices in multiscale modelling of complex biolo-
gical systems, coupling continuous and discrete modelling
techniques. The ‘Coordinating Action for the Implementation of
Systems Medicine’ across Europe published recommendations
for multiscale modelling in systems medicine, including the es-
tablishment of ontologies, suitable information technology in-
frastructure and the development of standard operating
procedures for data management and modelling [18].
Recently, we reviewed computational methods for model-
ling host–pathogen interactions (HPIs) [19]. It was highlighted
that the systems biology of immune defence and pathogen
activities needs to model HPI by including multiple scales. For
example, models of the interplay between pathogens and im-
mune cells have to include cellular interactions elucidated by
the emerging image-based systems biology of infection [20, 21].
Current research in infection biology focuses on the involve-
ment of multiple spatial and temporal scales in HPI as well as in
the diagnosis and treatment of infections. Multiscale modelling
in biology is the computational requisite for functional genomics
studies with clinical applications; it is based on genome-wide
approaches involving high-throughput methods rather than the
more traditional ‘gene-by-gene’ approach. Here, systems medi-
cine aims to develop multiscale computational models that inte-
grate data and knowledge from the clinical and basic sciences. In
other words, knowledge and data derived from in vitro experi-
ments and animal models will be translated to the situation of
individual patient’s [18]. To cope with this task, modelling of HPI
has to be carried out at different scales (Figure 1):
i. Molecular scale, including the genome, transcriptome,
proteome and metabolome. This scale encompasses the
interactome and complex molecular processes such as
gene expression, gene regulatory networks, signalling and
metabolic pathways involved in immunity and
inflammation.
ii. Cellular scale, including the activities and behaviour of the
different immune cells (e.g. T-cells and neutrophils) and
different pathogen processes (e.g. bacteria or fungal conidia
and hyphae formation).
iii. Inter-cellular and tissue scale, including inflammation
processes and biofilm formation (e.g. quorum sensing
mechanisms).
iv. Organ scale, including specific environmental conditions in
each organ relevant for the infection process and the con-
nection between organs (e.g. transfer of signals, toxins).
v. Body system scale, including multi-organ failure in sepsis
and the population dynamics of the pathogen.
Our review provides a summary of state-of-the-art multiscale
modelling of the interactions of microbial pathogens with the
human host. While previous reviews mainly focus on bacterial
infection, we additionally include results from the evolving mod-
elling approach for fungal infections. Epidemiological studies and
multiscale modelling of viral infections [22–24] are out of the
scope of the present review. Vodovotz et al. ([25] and references
therein) mainly focus on inflammation in the body, including
multiscale models of sepsis. However, there is a lack of models
considering both sides of HPI, i.e. both the pathogen and the host
side. In future, research has to be focused more on these inter-
action, but bearing in mind that the interaction between patho-
gens themselves (see e.g. [26, 27]) is also important. Since the
2000s, papers have been published on multiscale modelling of
bacterial HPIs (e.g. [28]), in particular for tuberculosis [29–38],
whereas for fungal infections, the integration of multiple scales is
currently in its early stages [39]. The low number of multiscale
models simulating the interaction between a fungal pathogen
and its host can be attributed to the more complex fungal genome
and cell structure in comparison with bacteria, putting challenges
on the development of suitable technical as well as computational
approaches. But also important, research on fungal pathogens
has attracted attention just in the past few decades, whereas bac-
terial pathogens had a longer research history. The increased
attention may be attributed to the increasing infection rate of
fungal pathogens [40]. We present—to our knowledge—the first
overview of these early fungal HPI models. Our aim is to discover
core areas for further research efforts and to identify the main
challenges in the field of multiscale modelling.
The benefit of state-of-the-art multiscale
models
Systems biology of microbial infections intents to describe and
analyse the confrontation of a host with bacterial and fungal
pathogens [41]. Therefore, the interactions of the host s
immune system with components of the pathogen should be
elucidated by iteratively using computational approaches and
experimental studies that provide spatiotemporal data. The
ultimate aim of systems biology is to unravel the key mecha-
nisms of pathogenicity and then apply this knowledge to iden-
tify diagnostic biomarkers and potential drug targets, thereby
improving the treatment of infectious diseases. For instance,
multiscale and multicompartment models of tuberculosis were
used for integration of data from multiple model systems over
multiple length and time scales of the in vivo immune response
to Mycobacterium tuberculosis [29–38]. Modelling development of
decades has reached a state that allows the application of
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model predicted hypothesis in clinical settings. With help of
model-based simulations, Linderman et al. [37] designed thera-
peutic interventions by immunomodulation with tumor
necrosis factor alpha and interleukin 10, i.e. pro-inflammatory
and anti-inflammatory cytokines, by antibiotic administration
and, finally, the effect of vaccination. Cilfone et al. [36] applied
such models to compare different therapeutic regimes for the
treatment of tuberculosis. They found that inhaled formulation
of the antibiotic isoniazid given at a significantly reduced dose
frequency has better sterilizing efficacy and reduced toxicity
than the conventional oral regimen. For modelling, they com-
bined dynamics of lung granuloma, carrier release kinetics,
pharmacokinetics and pharmacodynamics.
In general, multiscale models of HPI share the same benefits
as other models in systems biology. They provide a deeper in-
sight into the complex interplay of hosts and pathogens by pro-
viding a mechanistic understanding of the interaction network.
In particular, agent-based models (ABMs) are used to model the
interaction between hosts and pathogens and to improve our
understanding of the underlying mechanisms (see below
‘Multiscale modelling approaches of HPI’). This is because the
investigated system can be modelled in a natural way by inter-
acting individuals, and the model output allows us to capture
emergent phenomena (i.e. complex patterns emerge on a higher
scale through the interaction of individuals on a lower scale;
[42]). HPI models can also be used to guide the setting up of ex-
periments by in silico generation of hypotheses, which can be ex-
perimentally validated, frequently in an iterative cycle [43, 44].
In the field of translational systems biology, multiscale models
are used to improve diagnosis of infectious diseases by bio-
marker discovery or to predict the clinical outcome of infec-
tions. Furthermore, such models can be used to make
predictions about how a patient reacts under defined conditions
or how a therapy can be optimized (i.e. therapy decision support
and therapy optimization [25]).
For decades, multiscale models have been applied in
pharmaceutical research and industry for drug development to
predict the absorption, distribution, metabolism and excretion
of synthetic or natural substances in the host [45]. Historically,
such models have only been multiscale in the sense that they
include both descriptions of the internal drug dynamics within
an individual and the variation of key parameters across the
population. In other words, in such models, which often are for-
mulated using so-called non-linear mixed-effects models, the
pharmacokinetics and pharmacodynamics are captured using
simple quasi-phenomenological descriptions (PKPD models). In
the past one to two decades, there has been an increasing push
to also develop more realistic models, based on the physio-
logical understanding of the involved processes. Such so-called
physiologically based pharmacokinetic (PBPK) models are
Figure 1. Schematic diagram of the complex spatiotemporal nature of HPIs, including a summary of experimental methods, which can be used at each scale.
PAMP¼pathogen-associated molecular pattern; PRR¼pattern recognition receptor; PET¼positron emission tomography; CT¼ computer tomography;
CLSM¼ confocal laser scanning microscopy; MALDI¼matrix-assisted laser desorption/ionization.
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compartmental and regression models, which include human
or animal anatomy, physicochemical and biochemical mechan-
isms or toxicological effects. This push has gained further mo-
mentum through the rise of the field Systems Pharmacology,
which attempts to combine intracellular systems biology mod-
els with whole-body scale PBPK models. In general, these kinds
of pharmacometric models, independently of the degree of de-
tail, have been used to successfully optimize the drug adminis-
tration regimes and to extrapolate from animal models to the
human host.
A typical application of multiscale models in infection biol-
ogy is antibiotic administration. Frequently, different drugs
with different molecular features are compared. Predictive
chemistry models, namely the so-called quantitative structure–
activity relationship (QSAR) models, may be integrated in
multiscale models. QSAR models have been used for risk man-
agement. They are recommended by regulatory authorities for
registration, evaluation, authorization and restriction of chem-
icals [46].
An important potential and benefit of multiscale modelling
of HPI is the replacement, refinement and reduction of animal
trials in research, the so-called ‘3Rs’, by in silico experiments
during the transition from in vitro experiments to clinical trials.
Regarding this, a major breakthrough was recently achieved in
type 1 diabetes: now the Food and Drug Administration allows
for the usage of a multi-PBPK model for glucose homeostasis in-
stead of test animals when certifying certain insulin treatments
[47].
Experimental methods relevant for
computational modelling
A central requirement for multiscale modelling in HPIs is the
availability of suitable measurement data (Figure 1). These data
are necessary to estimate model parameter values and to refine
model structure, as well as to validate the models by testing the
model-derived predictions.
At the molecular scale, various high-throughput measure-
ment techniques have been developed over the past decades.
Next-generation sequencing [48] allows us to assemble com-
plete high-quality genomes of microbes, to structurally and
functionally annotate genomes [49] and to identify genomic
changes as risk factors on the host side [50]. Expression data
can be used for diagnosis. For instance, in a genome-wide ex-
pression study, a supervised machine learning approach was
applied for classification of bacterial and fungal whole-blood in-
fections [51]. The latest advances in hybrid tandem mass spec-
trometry [e.g. triple quadrupole, quadrupole time-of-flight,
Orbitrap hybrid mass spectrometer (tandem-in-space instru-
ments) and ion-trapping mass spectrometers (tandem-in-time
instruments)] make it possible to analyse complex proteoms
with a high resolution, sensitivity and mass accuracy. In add-
ition, various mass spectrometry imaging [e.g. matrix-assisted
laser desorption/ionization (MALDI imaging)] and Raman spec-
troscopic imaging techniques can be used to measure the abun-
dances and spatial distributions of proteins and metabolites in
a tissue.
As eukaryotes, fungi have larger and more complex genomes
than bacteria. Therefore, complete sequenced genomes of fungi
were available at a later time point than bacterial genomes.
Availability of the genome sequence allows identification of
specific infection and interaction pathways, the discovery of
drug targets, as well as species-specific microarrays. Moreover,
genetic manipulations (knock-out, knock-down, overexpres-
sion) of fungi are more challenging.
A challenge in connecting the molecular scale to the cellular
scale is the heterogeneous nature of biological samples, i.e.
samples are composed of cell types with different gene expres-
sion profiles. In infection biology, this issue is most pronounced
for organ samples (e.g. lung, liver and brain) and blood assays.
To deal with mixed samples in gene expression analyses, in the
past decade, several groups developed expression deconvolu-
tion algorithms, e.g. [52–57]. These algorithms allow the extrac-
tion of information on a cell-based scale from heterogeneous
biological samples (for an introduction see [58, 59]). A variety of
these algorithms were combined in the R package CellMix [60],
which allows for an efficient estimation of cell type proportions
and cell type-specific expression profiles in mixed samples.
Similarly, the R package DeconRNASeq also enables deconvolu-
tion of mRNA-Seq data frommixed samples [61].
For storage and access of omics data, several data reposito-
ries are available (e.g. GenBank, Gene Expression Omnibus,
ArrayExpress, PRIDE). Other repositories provide knowledge on
functional genomics, i.e. genome annotation of both hosts and
pathogens [19, 39, 62]. The database PHISTO, a web-based HPI
search tool, stores known molecular relations between patho-
gens and the human host, extracted by text mining from scien-
tific papers [63]. Such molecular biological databases have been
used to infer interolog-based networks for the molecular inter-
action of the pathogen Candida albicans with its animal and
human hosts [64, 65].
While advances in omics techniques drive the progress of
multiscale modelling on the molecular scale, there has also
been significant progress on the cellular scale based on imaging
data from positron emission tomography/computer tomog-
raphy, bioluminescence imaging, confocal laser scanning mi-
croscopy, live cell imaging, time-lapse microscopy, single-cell
tracking, digital holographic microscopy and MALDI mass spec-
trometric imaging. Although the automated analysis of image
and video data from HPI remains a challenging task [66–68], it
holds great potential because it automatically extracts import-
ant parameters such as velocity or turning angles for individual
cells. Moreover, automatic analysis identifies interactions be-
tween individual host and pathogen cells, such as touching
events, adherence or phagocytosis. Such data drive the emerg-
ing image-based systems biology of infection [20, 21]. The inte-
gration of both omics and image-based sub-models in multiscale
models is challenging owing to the requirement of combining
different modelling techniques. Here, an outstanding task is to
combine the non-spatial omics data with the image-based sub-
models that generally have an inherent spatial scale.
For modelling at the cellular, tissue and organ scales, bio-
mechanical, rheological and physicochemical parameters be-
come important. For example, cytometric data and data
quantifying the deformability of erythrocytes (e.g. Plasmodium
falciparum-parasitized red blood cells) were analysed and mod-
elled using a particle-based simulation technique (i.e. dissipa-
tive particle dynamics) for different stages of malaria [69].
In general, the analysis tools to investigate HPI at the cellu-
lar, tissue, organ and whole body scales stem from various med-
ical disciplines such as radiology, clinical/medical microbiology,
clinical immunology, cytopathology, clinical chemistry/medical
biochemistry, haematology and clinical pathology. Diagnostics
of infectious diseases affecting the whole body are based on the
laboratory analysis of body fluids, such as blood, urine, sputum
and tissue extracts by macroscopic or microscopic analysis.
Clinical scores summarize the status of an infection by
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Table 1: A selection of modelling approaches used to examine HPIs

































Human host Candida albicans 2: Macrophages, ingested
yeast cells,
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Human host Aspergillus fumigatus 1: Chemical communication
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2: Infected cells
3: Liver, spleen, blood;





























































Combined application of different modelling approaches




1: Cytokines, granuloma function,
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Human host Candida albicans 1: Drug treatment, environmental
conditions, virulence factors
2: Immune cells, virulence factors




Murine host Helicobacter pylori 1: Virulence factors, cytokines
2: Immune cells, gastric lumen, epithelium,
lamina propria, lymph nodes








2: Leucocytes, alveoli, conidia
x**
Besides introducing models that only use one modelling approach to simulate various scales, we also provide references of models in which multiple approaches were combined. These models provide valuable ideas how the prob-
lem of combining different models of various scales can be sorted out.
ODE¼ordinary differential equation; PDE¼partial differential equation.
*1: Molecular scale; 2: Cellular and tissue scale; 3: Organ and whole body scale, population scale.





















combining clinical parameters with observation of the infected
individual. For example, the ‘Clinical Pulmonary Infection
Score’ (CPIS) and the ‘Sepsis-related Organ Failure Assessment
Score’ (SOFA) [70], used to classify patients with severe sepsis,
are sometimes recorded as easily attainable data on the host
side. Clinical scores are also used in animal trials of infection
studies and usually include body temperature, weight, activity
and feeding patterns. In contrast, pathogens are identified in
the laboratory using microbiological cultures. The multiscale
model-based personalized treatment of infectious diseases will
be based on the stratification of patients by analysing both
observed clinical phenomena of physiologic variability and mo-
lecular patterns that characterize the immunological state.
In general, for experimental validation of multiscale models,
adequate experimental systems that focus on individual mod-
ules of interest are needed. To make model results reliable and
useful, for example for clinics, verification of a multiscale model
has to be conducted on each implemented scale. Therefore, it is
necessary to obtain experimental data from the different spatio-
temporal scales (Figure 1). In the future, so-called microphysio-
logical systems, e.g. organs-on-chips or tissue-engineered 3D
organ constructs that use human cells, provide an alternative to
animal testing [71]. On the bioinformatics side of validation,
Paˆrvu and Gilbert [72] developed a methodology for automatic
validation of multiscale computational models.
Multiscale modelling approaches of HPI
Dada and Mendes [73] and Walpole et al. [17] have characterized
the main modelling approaches; here, we provide an overview
of their application in multiscale HPI modelling (Table 1).
Simple modelling approaches, which can include multiple
scales of HPI but neglect time, are (evolutionary) game theoret-
ical concepts and constraint-based models. Often, HPI model-
ling requires the behaviour of the simulated system over time
to be considered (e.g. with regard to infection time or time for
immune response). In dynamic modelling, a system can be
simulated in a continuous or discrete-time context, depending
on the model aim and the chosen computational approach. In
this section, we start by reviewing time-independent models of
HPI, followed by models in continuous time and models using
discrete time. Finally, combining the advantages of different
modelling approaches on different scales offers an opportunity
for multiscale modelling. Thus, we introduce mixed models
linking different modelling approaches and exemplify their ap-
plication to HPI.
In general, game theory concepts [87] are used to examine
the possible outcomes of interactions, in which real world enti-
ties are represented as ‘players’ who take part in a ‘game’ with
the aim of optimizing some sort of pay-off. Players can choose
between different strategies. To find an optimal solution for the
game, the approach takes into account the costs and benefits of
each strategy in relation to the strategy chosen by the other
player. The application of this concept to evolving organisms or
populations is termed evolutionary game theory. With this ap-
proach the evolutionary dynamics of strategy changes of inter-
acting species can be examined depending on the frequencies
of strategies and the fitness gain for each strategy. As a recently
published example, Li et al. [88] studied the in vitro population
dynamics of two commensal bacteria that synergistically pro-
tect the metazoan host Hydra vulgaris from fungal infection.
Another example is the modelling of interplay of drug-resistant
and drug-sensitive pathogens under antibiotic treatment [89].
In HPI, evolutionary game theory may be used in future to eluci-
date the adaptation of evasion strategies of pathogens or
defence strategies of the host over time. With a more pheno-
typic and generalized view, game theory can also be applied to
model the interaction between pathogens and humans or the
interaction between different pathogens. For example, this ap-
proach was used to understand what advantages the human
fungal pathogen C. albicans experiences by changing its mor-
phological form [75, 90] in the context of interacting with the
Figure 2. Schematic overview of a multiscale model structure. Sub-models on various scales are used to examine multiscale HPIs. In each sub-model the iterative cycle
of modelling and experimental calibration and validation has to be passed through.
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host’s immune cells. Additionally, persistent bacterial infection
was described by developing a game theoretical model; predic-
tions regarding persistent bacterial infections were drawn by
considering the ability of a pathogen to survive extracellularly
and intracellularly, within an immune cell [76].
Another knowledge-based approach for large-scale model-
ling is so-called constraint-based modelling. The idea of con-
straint-based modelling is to describe a biological system by a
set of knowledge-based constraints, which characterize its pos-
sible behaviours but in general do not allow a precise prediction
to be made. This modelling approach has mainly been applied
to the modelling of metabolic networks [91–93]. Jamshidi and
Raghunathan [94] outlined a systematic procedure to produce
constraint-based HPI models. Interestingly, a constraint-based
network model of HPI was also presented to describe the dy-
namic outcome of the interplay between host immune compo-
nents and Bordetella bronchiseptica virulence factors [74].
Typical modelling approaches using a continuous time con-
text consist of ordinary differential equations (ODEs) or, if space
is included in the model, partial differential equations. ODE-
based modelling is widely used at the molecular scale, such as
for gene regulatory network models [95]. Here, gene expression
analysis by RNA-Seq offers the opportunity to monitor and
model the transcriptome of both the pathogen and host, as
shown for the interaction of C. albicans with murine dendritic
cells using an ODE-based approach [77]. Generalizing this work,
methods for exploiting dual RNA-Seq data for the inference of
gene regulatory networks of HPI has been presented [96].
In addition to their utility at the molecular scale, ODE
modelling is also applicable for whole cell simulations and at
the body scale (e.g. pathogen population scale; PBPK models
[45]). Palsson et al. [13] published a fully integrated immune re-
sponse model (FIRM) consisting of multiple sub-models, a
multi-organ structure, circulating blood, lymphoid tissue,
different immune cell types and cytokines and immune cell re-
cruitment. FIRM was tested by simulating the response to a
blood-borne pathogen (i.e. tuberculosis infection). An ODE-
based simulator has the flexibility to be expanded. It is suitable
for step-by-step interactive integration of further sub-models,
describing the processes within the pathogen and their inter-
action with the host. FIRMmay be a starting point for multiscale
modelling of HPI.
In addition, the Lotka-Volterra model, well known for simu-
lations of predator–prey interactions, can be used for multiscale
modelling of HPI. The system consists primarily of a pair of
first-order, non-linear ODEs, but the equations can be general-
ized to include, for example, trophic interactions, spatial struc-
tures and more than two species (e.g. [97]). Stein et al. [98]
studied the dynamic stability of intestinal microbiota by use of
a generalized Lotka-Volterra model for focal species to account
for external perturbations representing antibiotics or diet.
Some aspects of HPI require the application of discrete time
intervals, therefore permitting the use of agent-based [99],
state-based [80] and cellular automata-based [81] Boolean [82]
or probabilistic models [83, 100]. These approaches were used to
model the HPI taking into account individual genes or cells (e.g.
immune and pathogen cells) in time and, partly, space [20, 21].
In an ABM, the behaviour and interaction of autonomous
agents are simulated over time to examine the emergence of
complex phenomena on a higher scale. Each agent gets a set of
rules determining its method of interaction and behaviour, thus
making ABMs a promising tool for studying HPI and, more gen-
erally, infectious diseases and inflammatory processes [101].
The advantage of the agent-based modelling approach is the
possibility of relatively easily integrating space (e.g. as a discrete
grid) and, additionally, accounting for variability (e.g. in behav-
iour or movement) among individual cells and/or cell types.
HPI in anastomotic leaks was examined by using the agent-
based modelling approach [102]. An ABM of epithelial restitu-
tion was augmented by individual Pseudomonas aeruginosa
agents interacting with the epithelium. The simulation of differ-
ent killing mechanisms leads to a mechanistic understanding
of tissue destruction.
An agent-based approach was also used by Tokarski et al.
[79] to investigate the clearance efficiency of Aspergillus fumiga-
tus conidia by neutrophil granulocytes. A combination of live
imaging and grid-based modelling of individual cells allows in
silico testing of different hypotheses for hunting strategies of
immune cells. This modelling approach demonstrated that che-
mokine sensing by immune cells is the most efficient strategy.
The ABM was implemented in the free software tool NetLogo
[103, 104]. This well-established tool facilitates a user-friendly
and efficient programming of ABMs. SPARK (Simple Platform for
Agent-based Representation of Knowledge) is an alternative
tool for multiscale ABMs that runs faster [105].
Besides the ABM approach, theoretical modelling in discrete
time can also be realized by the use of Boolean networks [106].
In the past, Boolean models were developed to describe and
simulate within-host immune interactions (reviewed by [82]).
This heuristic modelling approach allows prediction of new
interaction pathways or drug targets within the host–pathogen
infection system. For example, a Boolean modelling technique
was applied to model the signal transduction of the hepatocyte
growth factor pathway of the human host in response to infec-
tion by Helicobacter pylori [107]. This model predicts new molecu-
lar targets against H. pylori infection, which were
experimentally verified.
The combined application of different modelling approaches
on multiple scales may facilitate multiscale modelling of HPI.
As a prominent example, for multiscale modelling ofM. tubercu-
losis infection, a system of ODEs to capture intracellular signal-
ling pathways was combined with a discrete probabilistic ABM
that describes cellular behaviour at the tissue scale [29–38] and
references therein). Also, for the interaction of C. albicans with
the human host, ODE-based, agent-based and game theory-
based modelling methods were compared and partially com-
bined [84].
A combination of ODE-based modelling with ABM was used
to model the mucosal responses during H. pylori infection [85].
This hybrid model considers immune effector cells (i.e. macro-
phages, T-helper cells and pro-inflammatory epithelial cells)
that secrete cytokines and chemokines, which recruit immune
cells and promote their activation and differentiation to inflam-
matory phenotypes, and, finally, secrete effector molecules that
destroy bacteria and may cause tissue damage.
A multiscale model simulating the distribution of chemo-
kine concentrations in A. fumigatus-infected human alveoli was
developed by combining an ABM of migration and interaction in
continuous space with spatiotemporal modelling on a discrete
grid [86].
In general, multiscale modelling has to reuse and link differ-
ent sub-models (Figure 2). This requires a multiscale computa-
tional infrastructure and (sub-)model repositories. The systems
biology markup language is the most developed standard con-
cept at the moment and is increasingly used to support the ex-
change of models in the modelling community. In future, this
concept may be expanded to support also multiscale models.




Systems biology of microbial infection encompasses all scales
of the pathogen and the host’s immune system, leading to a
complex interaction network on multiple scales. A common
challenge in systems biology is the successful combination of
both experimental and theoretical approaches. In this context,
an iterative cycle should be applied in which model develop-
ment and refinement, parameter calibration and in silico experi-
ments alternate with experimental data collection and
hypothesis/prediction validation (Figure 2). The application of
an iterative cycle of experiments and model refinement for fun-
gal pathogens is at the moment connected to more effort than
for bacterial pathogens. In bacteria, genes of the same pathway
and also virulence genes are often clustered together in an op-
eron allowing a shared regulation. This clustering facilitates the
study of regulatory mechanisms and enables a relatively simple
mathematical replication of the regulatory processes in bac-
teria. Such structured, regulatory units are not present in fungi
which makes it more difficult to find virulence genes, to under-
stand their regulation and finally to develop a representative
mathematical model of the regulatory network. In addition, in
fungi there are secondary metabolite gene clusters character-
ized by complex structures of co-regulation [108, 109].
Moreover, fungi have complex life cycles with multiple mor-
phological forms. They may occur as unicellular yeast or in a
filamentous form (dimorphism). This indicates the need of im-
plementing a broader spatial scale in fungal models than in bac-
terial interaction models. Furthermore, fungi have developed
multiple sophisticated, specific and unique pathogenicity
mechanisms including immune evasion strategies. Only a few
of them are modelled by game-theoretical methods and ABMs
[110] and many of the pathogenicity mechanisms are not well
understood, e.g. the production of hydrophobins on the spore
surface as an immune evasion strategy of the environmental
fungus A. fumigatus.
At the start of developing a multiscale model of a complex
biological system, researchers have to bear in mind that the
aim of a model is not to completely mirror the real system.
Essentially, the most important aspect of modelling relates to
the wise reduction of the complexity of the investigated sys-
tem to identify key properties. The parts to be implemented in
a model and the parts to be left out are dictated by the biolo-
gical question(s) that will be addressed with the model.
Kirschner et al. proposed a ‘tunable resolution’ for multiscale
models [111], in which sub-models at different scales are
defined and connected. In case a specific question requires
additional parameters, these can be added to one of the sub-
models. Vice versa, more coarse-grained sub-models can be
applied if the details on lower scales are not needed for the
question in focus.
A further challenge in multiscale modelling of HPI is the
combination of different time scales. While regulatory inter-
actions on the transcriptomic scale take place in minutes, it
may cause effects on the cell-, tissue- or organ-scale hours or
days later. Approaches allowing a transition from one time
scale to another need to be developed. For example, Chaves
et al. [112] presented three asynchronous algorithms to meet
this challenge for genetic regulatory networks using the ex-
ample of Boolean models, which could also be applicable to
multiscale problems.
Moreover, the number of features per scale is variable.
The human body consists of several organs; each organ itself
consists of millions of cells, and each cell has several
thousands of proteins and transcripts. Thus, to develop an
efficient multiscale model, stringent feature selection with a
strong focus on the simulated phenomenon and model aim is
essential.
A large number of parameters is an integral part of multi-
scale models, but the many parameters are also associated
with some problems that must be overcome. The allowance of
many parameters has positive implications, because it allows
for a more realistic description of the system. In contrast, few
parameters and minimal models may often imply that overly
simplified and lumped descriptions of states and processes
have to be used, which may be hard to interpret physiologic-
ally. One of the reasons why a high degree of parameters is
negative is that it is hard to ensure that all of them have realis-
tic values. Granted, some of the parameters may have values
that can be determined in independent experiments, but in
biology, and especially for large multiscale models, there are
often many parameters that have to be inferred simultan-
eously from systems-wide dynamic data. This determination is
often not unique: a problem known as parameter unidentifi-
ability [113]. If untreated, such unidentifiability implies that all
model predictions come with an arbitrarily large uncertainty
range, i.e. the predictions are suggestions and not unique con-
sequences of the model and data. Fortunately, recent progress
in model analysis has allowed for the identification of such
uniquely inferred predictions. Such predictions, sometimes
called core predictions, are predictions that are uniquely deter-
mined from the data, even though the parameter values are
non-unique. In practice, a three-step approach has been pro-
posed by Cedersund, which allows for the accurate identifica-
tion of the outer boundaries of such predictions [113].
Nevertheless, these methods are still only applicable to small-
and medium-sized models, ranging between 1 and 50 param-
eters. For truly large multiscale models, further method devel-
opments are needed.
For ethical reasons, experiments designed to calibrate par-
ameter values in a human model might not be realizable in the
human body or in animals. In these cases, the parameter values
have to be identified using sub-models and exploiting data
measured under in vitro conditions despite the fact that the
value may be different in vivo. The same may be true for model
validation, especially for HPI models. Suitable in vitro systems
that mimic the pathophysiology of infection in humans have to
be used.
In summary, HPIs should be described by a combination of
spatiotemporal models with interacting molecular networks of
both the host and the pathogen. Considerable advances in
multiscale modelling of microbial HPI have been made in the
study of tuberculosis. In this case, and for other human infec-
tions including fungal infection by C. albicans and A. fumigatus,
ODE-based, state-based and ABMs are the main techniques for
successful modelling at the molecular and cellular scales. In
the future, high-throughput omics and image data should be
simultaneously considered and modelled in an integrated
manner.
A promising approach to multiscale modelling is hierarch-
ical modelling (see also Figure 2), in which the sub-models at
each scale appear in a well-defined place in a super-model, in a
so-called tree-structure. Such models have a natural modular
structure, where one version of sub-models can be replaced for
one another, to better suit the particular data and question that
is studied. This approach has been relatively well-developed in
technical systems, and in biological systems an important ap-
plication involves glucose homeostasis and diabetes [9]. By
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combining input–output data with the data for a sub-module,
one can consider the modelling of a sub-module as an isolated
modelling problem. Any model for the sub-module can be ex-
pected to fit into the dynamics of the super-model as long as
the sub-model reproduces the measured output when exposed
to the measured input. Thus, these input–output data also
allow for a meaningful way of combining both in vitro and
in vivo data. This approach was presented in [9] and [10], and in
[11] the approach was used to unravel both where insulin re-
sistance appears inside individual fat cells, and how this resist-
ance spreads to the rest of the body.
Regarding hierarchical modelling of HPI, the software tool
SPARKS [106] might be useful, but the development of easy-to-
use software applications for multiscale modelling will be an
important task in the coming decades. Currently, there are fur-
ther initiatives to establish a computational framework for mul-
tiscale modelling [114]. Andasari et al. [115] presented a
multiscale, individual-based simulation environment that inte-
grates a lattice-based Cellular Potts Model on the cellular scale
(CompuCell3D) and an ODE-based Bionetsolver for intracellular
modelling of reaction-kinetic network dynamics. This hybrid
system has been applied to cancer research. The system may
also be suitable for HPI modelling. Furthermore, the
WholeCellKB is an open-source web-based software program
for multiscale omics modelling and, in particular, WholeCellKB-
MG enables whole-cell modelling of the human pathogen
Mycoplasma genitalium by integrating diverse data sources into a
single database [116, 117].
From a systems medicine perspective, the multi-layered HPI
models should ideally also make use of all the available clinical
information at hand, such as information regarding a patient’s
disease history and life-style factors, which probably will be ex-
tended to genotype information in the future. These factors
may affect the system’s response to stimuli via differences in
the initial conditions of the state variables or by altering the ef-
fective regulatory interactions.
Finally, we want to highlight the fact that interactions also
take place between different populations of bacteria and fungi
(e.g. quorum sensing), which may positively or negatively in-
fluence the infection process in the host and determine the
outcome of HPI (e.g. [118]). It is a future task to develop models
that account for the interactions among three or more species
(i.e. parasites, fungi, bacteria, viruses and host) by integrating
the species and their unique characteristics at various tem-
poral and spatial scales. Additionally, multiscale models need
to combine models for intra-species communication (e.g. [26,
27]) with models for HPI.
Key Points
• Multiscale modelling of host–pathogen interactions
has to consider processes at various temporal and spa-
tial resolutions.
• The scales range from minutes to days and include
the molecular, cellular, tissue and organism scales of
the host and the molecular, cellular and population
scales of the pathogen.
• Integrating across these scales requires multiple mod-
elling approaches, such as ordinary and partial differ-
ential equations, state-based models and agent-based
models.
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Die Zielstellung dieser Dissertation ist es, anhand verschiedener Integrationsansätze
für Multiskalen- und Multi-Omik-Daten neue Erkenntnisse im Bereich der WPPI
zu erlangen. Um diese Zielstellung erfüllen zu können, wurden im Hauptteil einige
der Publikationen vorgestellt, an denen ich im Rahmen der Dissertation mitgewirkt
habe. In diesem Kapitel soll näher auf die Frage eingegangen werden, welche biologi-
schen und methodischen Ursachen der Heterogenität von Daten zugrunde liegen. Im
Anschluss daran erfolgt eine kritische Betrachtung der in den vorgestellten Arbeiten
angewandten Ansätze zur Integration von Multiskalen- und Multi-Omik-Daten.
3.1 Gründe für die Heterogenität von Multiskalen-
und Multi-Omik-Daten
3.1.1 Biologische Aspekte
Die zeitlich und strukturell bedingte zelluläre Antwort auf externe
Stimuli
Ein wichtiger Aspekt für alle in dieser Dissertation vorgestellten Manuskripte zur
Integration von Multiskalen- und Multi-Omik-Daten ist deren Heterogenität. Als
biologische Ursachen spielen vor allem strukturelle und zeitliche Faktoren innerhalb
des biologischen Systems eine bedeutende Rolle. Am Beispiel einer Zelle sollen diese
Faktoren in vereinfachter Form erläutert werden (Abbildung 3.1). Aktiviert ein
Stimulus einen zellulären Rezeptor, wird ein intrazelluläres Signal erzeugt. Diese
Information wird mittels Signalkaskaden zu ihrem jeweiligen Bestimmungsort trans-
portiert und löst dort eine entsprechende zelluläre Reaktion aus. Signalkaskaden




[Liu et al., 2016]. Für experimentelle Studien spielt die Wahl der Messzeitpunkte
also eine entscheidende Rolle dafür, ob bzw. in welchem Ausmaß Zusammenhänge
zwischen den Omik-Ebenen beobachtet werden können. Dabei sind diese Zusammen-
hänge jedoch nicht nur von übereinstimmenden Omik-Ebenenkomponenten geprägt
(z. B. Genen und deren zugehörigen synthetisierten Proteinen), sondern werden auch
durch Signalwege charakterisiert, die auf die Transkription mehrerer Gene und, in
der Folge, mehrerer Proteine wirken. Ein Beispiel hierfür wird im Kapitel 3.2.4,
Abbildung 3.3 gezeigt. Die Komponenten dieser Signalwege, insbesondere Proteine,
müssen nicht zwingend miteinander übereinstimmen, können sich aber gegenseitig
beeinflussen und im Zusammenspiel eine konzertierte zelluläre Antwort erzeugen
[Conrad et al., 2018].
Proteinumsatz
Einer der hauptverantwortlichen posttranslationalen Faktoren, welche die Korrelation
zwischen Transkriptom- und Proteomebene beeinflussen können, ist der Abbau der
Transkripte und Proteine, charakterisiert durch deren Halbwertszeit. Damit im Zu-
sammenhang steht der Proteinumsatz. Der Proteinumsatz beschreibt die Bilanz von
Proteinsynthese und Proteinabbau. Er stellt einen effektiven Weg für die Erhaltung
eines funktionellen Proteoms dar, wobei alte und/oder möglicherweise geschädigte
und toxische Proteine abgebaut und durch neu synthetisierte ersetzt werden. Je-
des Protein verfügt über eine individuelle Umsatzrate, die Zeitspannen von einigen
Sekunden bis hin zu mehreren Tagen umfassen kann. Sie hängt von Faktoren ab
wie der intrinsischen Proteinstabilität, der N-terminalen Aminosäure mit ihrem Ein-
fluss auf die Proteinabbaugeschwindigkeit, der posttranslationalen Verarbeitung, der
Ubiquitinierung oder der Lokalisation des Proteins [Liu et al., 2016; Maier et al., 2009].
Analog ist die Halbwertszeit der Transkripte zu betrachten. Auch deren Abbau-
geschwindigkeit ist von Transkript zu Transkript unterschiedlich. Zudem kann sie
durch verschiedene Einflussfaktoren geregelt werden, wie beispielsweise durch die
Reduktion des mRNA-Poly(A)-Schwanzes oder durch verschiedene Enzyme, die den




In den vorgestellten Manuskripten wurden Organismen wie z. B. A. fumigatus und
C. albicans auf der Pathogenseite sowie Maus und Mensch auf der Wirtsseite unter-
sucht. Sowohl zwischen den Organismen als auch innerhalb eines einzelnen Orga-
nismus muss die interindividuelle und die intraindividuelle biologische Variabilität
berücksichtigt werden. Faktoren wie Spezies, Alter, Größe, Geschlecht, genetische
Variabilität oder auch Umweltbedingungen spielen hier eine Rolle. Die genetische
Variabilität wird unter anderem durch Polymorphismen in der Gensequenz beeinflusst
und trägt maßgeblich zur Stabilität und Funktionalität von einzelnen Proteinen,
Proteinkomplexen etc. bei. Bekannte Beispiele sind Einzelnukleotidpolymorphis-
men, Insertions-/Deletionspolymorphismen, Inversionen oder Kopienzahlvarianten
[Fraser, 2001; Fraser, 2017].
3.1.2 Methodische Aspekte
Neben den biologischen Aspekten tragen auch methodische Faktoren zur Quantität,
Qualität und der letztendlichen Vergleichbarkeit der Daten bei. Dazu zählen etwa das
Experimentdesign inklusive der Wahl der Kontrollen, Replikate und Messzeitpunkte
sowie die Wahl der Messmethoden [Hasin et al., 2017]. Zusätzliche Fehler- oder
Heterogenitätsquellen können bei der Probenaufbereitung entstehen, unter anderem
durch den proteolytischen Verdau und das Aufkonzentrieren oder Derivatisieren von
Komponenten einer Probe. Ein Beispiel hierfür liefert die Studie von Müller et al.
aus dem Jahr 2017. Sie beschäftigt sich mit Glykoproteinen und deren Beitrag
zur Endotoxintoleranz in Monozyten. Glykoproteine spielen eine wichtige Rolle in
der molekularen und zellulären Erkennung sowie der Modulation von intra- und
interzellulärem Crosstalk. Dadurch repräsentieren sie wichtige Angriffspunkte für
medikamentöse Behandlungen. Die Schwierigkeit bei der Untersuchung von Gly-
koproteinen und auch anderen membranständigen Proteinen besteht darin, dass
sie aufgrund ihrer geringen Häufigkeit und ungünstigen biochemischen Eigenschaf-
ten nur schwer über Methoden wie der Massenspektrometrie zu untersuchen sind.
Müller et al. konnten in der Arbeit jedoch zeigen, dass die Verwendung einer hydra-
zidbasierten Methode die Anreicherung von Glykoproteinen ermöglicht und somit
den Grundstein für umfassende Analysen von Glykoproteinen und deren Regulation




Seit ihrer Einführung in den 1990er Jahren haben sich Microarrays als Hochdurchsatz-
technologie für Genexpressionsuntersuchungen etabliert. In der Studie von Hebecker
und Vlaic et al. aus dem Jahr 2016 (Manuskript 1) bilden sie die Grundlage für
die Erstellung eines umfassenden Genexpressionsprofils von Maus und C. albicans
in verschiedenen Organen und zu unterschiedlichen Zeitpunkten. Microarrays als
hybridisierungsbasierte Ansätze sind im Vergleich zu anderen Ansätzen wie RNA-Seq
verhältnismäßig kostengünstig, weisen allerdings auch einige Nachteile auf. So führt
beispielsweise die Benutzung von speziell designten, vorwissensbasierten Sonden
dazu, dass für bisher im Genom nicht-annotierte Gene in der Regel keine Sonden
eingesetzt werden und diese Gene somit auch nicht detektiert werden. Die Affinität
und Intensität einer Sonde hängen stark von den gegebenen Hybridisierungsbe-
dingungen ab. Außerdem liefert die Signalstärke einer Sonde nur relative Werte der
Transkriptkonzentration, sofern sich Signalstärke und Konzentration (in bestimmten
Wertebereichen) proportional verhalten. Allerdings ist eine lineare Proportionalität
aufgrund von Hybridisierungskinetiken nicht immer gegeben, sodass eine direkte
Vergleichbarkeit der Intensitäten nicht möglich ist. Liegen hohe Konzentrationen der
zu bindenden Sequenzen vor, kommt es zur Signalsättigung und damit zu einem
nichtlinearen Zusammenhang zwischen Signalstärke und Konzentration. Bei niedrigen
Konzentrationen besteht das Problem, dass entweder die Hybridisierung gar nicht
erst stattfindet oder das Signal durch Rauschen überdeckt wird. Somit verfügen die
Sonden nur über einen beschränkten Detektionsbereich. Neben der Konzentration
tragen unter anderem auch Kreuzhybridisierung, fehlerhafte Sondenannotationen,
alternatives Spleißen oder Polymorphismen dazu bei, dass die Signalstärke der Sonden
und die tatsächliche Genexpression, d. h. die Konzentration der Transkripte, nicht
miteinander korrelieren [Bumgarner, 2013; Zhao et al., 2014].
Limitationen der RNA-Seq-Analyse
Seit einigen Jahren löst die RNA-Seq-Technologie die Microarrays zunehmend ab.
Sie wurde beispielsweise in der Arbeit von Conrad et al. (Manuskript 3) angewandt,
um die caspofungininduzierte transkriptionelle Stressantwort von A. fumigatus über
mehrere Zeitpunkte hinweg zu untersuchen. Kämmer et al. (Manuskript 4) haben mit-
hilfe eines dualen RNA-Seq-Ansatzes sowohl wirts- als auch pilzinduzierte WPPI im
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humanen Vollblutmodell untersucht, wobei das Vollblut mit verschiedenen Candida-
Spezies infiziert wurde. RNA-Seq ermöglicht es, alle in einer Probe enthaltenen RNAs
gleichzeitig zu identifizieren, ihre Sequenzen zu charakterisieren und die Häufigkeit
zu quantifizieren. Im Gegensatz zu Microarrays benötigt diese Technologie keine
Sonden, wodurch die damit zusammenhängenden Bias vermieden werden. Es können
mit RNA-Seq auch neue Transkripte, allelspezifische Expressionen, Sequenzvarian-
zen oder Isoformen detektiert sowie Exon-Intron-Grenzen ermittelt werden. Diese
Technologie ist empfindlicher gegenüber Genen mit geringer Expression und genauer
bei der Detektion von Genen, deren Transkripte in großer Menge vorliegen. Nichts-
destotrotz weist auch die RNA-Seq-Technologie einige Limitationen bzw. Bias auf.
So beschreibt beispielsweise ein sequenzspezifisches Bias die aufgrund unterschiedlich
präferierter Genregionen ungleiche Verteilung von Reads (d. h. RNA-Fragmente).
Damit kann es die Sequenziertiefe beeinflussen. Genetische Variationen, Sequenz-
wiederholungen, sehr kurze und/oder untereinander sehr ähnliche Read-Sequenzen
sowie Sequenzierfehler führen zu Unsicherheiten und damit potenziellen Schwan-
kungen beim Ermitteln der Genabundanzen. Auch die Softwareeinstellungen der
verschiedenen Schritte einer RNA-Seq-Analyse sowie methodische und biologische
Variabilität haben Einfluss auf die Ergebnisse [Finotello et al., 2015; Zhao et al., 2014].
Limitationen der Massenspektrometrie
Massenspektrometrie ermöglicht die Hochdurchsatzidentifizierung und -quantifizierung
von Proteinen und hat sich damit für die Untersuchung von Proteomproben bewährt.
In Conrad et al. (Manuskript 3) z. B. ist die Massenspektrometrie ein wichtiger
Bestandteil der Multi-Omik-Datenerhebung bezüglich der caspofungininduzierten
Stressantwort von A. fumigatus. Die Methode wurde sowohl für die Untersuchung
des Proteoms als auch des Sekretoms (d. h. von potenziell sekretierten Proteinen, die
sich in der Zellumgebung befinden) verwendet. Aber auch in anderen Studien findet
die Massenspektrometrie Anwendung [Aebersold et al., 2016], so beispielsweise in der
zu Beginn des Kapitels erwähnten Arbeit zur Glykoproteinanalyse von Müller et al.
aus dem Jahr 2017. Für die Bewertung der durch die Massenspektrometrie erzeugten
Ergebnisse müssen allerdings einige Limitationen der Methode berücksichtigt werden.
Das Detektionslimit des Instruments spielt dabei eine wichtige Rolle. Es beschreibt
die benötigte Konzentration einer Probe, um sich von dem vom Instrument selbst
erzeugten Rauschen abzuheben. Dem Rauschen liegen Fluktuationen des Instru-
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menthintergrundniveaus zugrunde, die auch auftreten, wenn keine Probe vorliegt.
Darüber hinaus ist das sogenannte Undersampling ein wohlbekanntes Problem in
der Massenspektrometrie. Es beruht zum einen auf der nicht ausreichenden Auf-
nahmerate für hochkomplexe Proben, zum anderen auf den technisch bedingten
Schwankungen am Detektionslimit. So führen wiederholte Messungen von ein und
derselben Probe trotz gleicher Bedingungen zu voneinander abweichenden Ergeb-
nissen. Undersampling tritt umso stärker auf, je komplexer und dynamischer die
zu untersuchenden Proben sind. Die Dynamik bezieht sich hierbei auf das Inter-
vall zwischen dem kleinsten und dem größten Konzentrationswert für die einzelnen
Komponenten der Probe. Auch das Zeitfenster für den Messprozess ist entschei-
dend. Dieses wird vor allem durch die angewandten (im Messgerät implementierten)
Algorithmen und deren zugrunde liegenden Ionenstatistik limitiert [Wells et al., 2011].
3.2 Bioinformatisch-methodische Aspekte
3.2.1 Klassische Ansätze: Komponentenvergleich und
Signalweganalyse
Ein intuitiver und weit verbreiteter Ansatz für die Analyse multipler Datensätze
basiert auf dem Vergleich von Listen differenziell regulierter Komponenten. Dieser
klassische Ansatz kommt in vielen Studien zur Anwendung, wie beispielsweise in der
von Hebecker und Vlaic et al. (Manuskript 1), Conrad et al. (Manuskript 3) oder
Kämmer et al. (Manuskript 4). Er erlaubt es, Aussagen über die Gemeinsamkeiten
der untersuchten Datensätze zu treffen. Aussagen über potenzielle Unterschiede sind
dagegen kritisch zu betrachten, da es diverse Gründe für das Vorhandensein oder
auch Nicht-Vorhandensein von differenziell regulierten Komponenten gibt. Einige bio-
logische (z. B. der Proteinumsatz und die biologische Variabilität) und methodische
(z. B. das Experimentdesign und die Limitationen der jeweiligen Analysemethode)
Ursachen wurden bereits im vorangegangenen Kapitel erläutert. Indem bei einer
Analyse ausschließlich differenziell regulierte Komponenten betrachtet werden, wird
vor allem auf solche Komponenten fokussiert, die einen direkten biologischen Zusam-
menhang mit der zugrunde liegenden Fragestellung aufweisen. Diese biologischen
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Zusammenhänge können als Signalwege beschrieben werden, mit denen die Kompo-
nenten signifikant assoziiert sind. Dabei tragen allerdings nicht nur die unter den
gegebenen Bedingungen (z. B. das Vorhandensein bzw. Nicht-Vorhandensein eines
externen Stimulus) als differenziell reguliert identifizierten Komponenten zur Aktivi-
tät eines Signalwegs bei. Auch andere Komponenten könnten einen entscheidenden
Einfluss haben, wurden aber aufgrund der genannten Ursachen fälschlicherweise
als nicht-differenziell reguliert identifiziert und somit nicht weiter berücksichtigt. Je
nach Verhältnis der differenziell/nicht-differenziell regulierten Signalwegkomponenten
und in Abhängigkeit der gewählten Grenzwerte bestimmt die angewandte Statistik
maßgeblich, ob ein Signalweg als signifikant mit der Fragestellung assoziiert wird
oder nicht. Daher kann der Fokus auf ausschließlich differenziell regulierte Komponen-
ten dazu führen, dass ein Großteil der potenziell mit der Fragestellung assoziierten
Signalwege nicht erkannt wird [García-Campos et al., 2015; Pavlidis et al., 2004].
Ein großer Vorteil von Signalweganalysen liegt darin, dass Daten verschiedener
Omik-Technologien miteinander verknüpft und somit Zusammenhänge zwischen
diesen Daten im Hinblick auf den biologischen Kontext aufgedeckt werden können.
Dafür wird als Eingabe neben den experimentell gemessenen Daten auch Vorwis-
sen aus Wissensdatenbanken benötigt. Damit haben Umfang bzw. Qualität des
Vorwissens einen maßgeblichen Einfluss auf die Ergebnisse [García-Campos et al.,
2015; Hasin et al., 2017]. Ein Beispiel hierfür liefert die Arbeit von Conrad et al.
(Manuskript 3). Um regulatorische Module detektieren zu können, werden sowohl ex-
perimentelle Daten als auch ein von der Datenbank STRING [Szklarczyk et al., 2019]
bereitgestelltes A. fumigatus-PPIN genutzt. Dieses PPIN besteht aus 4123 Proteinen.
Laut dem Central Aspergillus Data Repository (CADRE) [Gilsenan et al., 2012]
umfasst das Genom von A. fumigatus allerdings 9916 proteinkodierende Gene. Somit
werden mehr als die Hälfte der eigentlich für den Pilz bekannten Komponenten nicht
durch das PPIN betrachtet. Sie fließen daher nicht mit in das regulatorische Modul
ein, obwohl sie eventuell sogar experimentell gemessen wurden.
Eine weitere Schwierigkeit besteht darin, eine gemeinsame Terminologie zwischen
den verschiedenen Datensätzen und auch der Wissensdatenbanken zu schaffen. Oft-
mals geht durch die Verwendung unterschiedlicher Annotationen (Zuordnungen von
biologischen Informationen) eine Vielzahl an Daten verloren. Auch die Überset-
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zung einer Annotation in eine andere stellt durch fehlende Zuordnungen oder durch
Mehrfachzuordnungen eine potenzielle Fehlerquelle dar. Darüber hinaus können
verschiedene Autoren voneinander abweichende Bezeichnungen für den gleichen Sach-
verhalt verwenden. Das erhöht die Falsch-Negativ-Rate in den Ergebnissen. Das
Gleiche gilt im umgekehrten Fall, wenn mehrere Autoren für verschiedene Sach-
verhalte dieselbe Bezeichnung nutzen. Das erhöht die Falsch-Positiv-Rate in den
Ergebnissen [Furnham et al., 2012; Gillis et al., 2013; Heyer et al., 2017;]. Einen
Nachteil stellen auch die fehlenden einheitlichen Vorschriften dar, nach denen neue
Forschungserkenntnisse zeitnah bzw. überhaupt in die vorhandenen Wissensdaten-
banken eingepflegt werden müssten. Dadurch entsteht eine Diskrepanz zwischen dem
tatsächlich vorhandenen und dem in Datenbanken zur Verfügung stehenden Wissen
[García-Campos et al., 2015; Hasin et al., 2017].
3.2.2 Clustering-basierte Ansätze
Ein typisches Beispiel für die Anwendung von Clustering-Ansätzen liefert die Stu-
die von Hebecker und Vlaic et al. (Manuskript 1). In dieser wurden verschiedene
Clustering-Verfahren angewendet, um zeitlich bedingte Genexpressionsänderungen
in den Zellen von Wirt und Pathogen in verschiedenen Organen nachvollziehen
zu können. Aufgrund der Vielfältigkeit der verfügbaren Clustering-Ansätze (siehe
Kapitel 1.5.1) und der damit einhergehenden Vor- und Nachteile stellt die Auswahl
eines passenden Ansatzes für die jeweilige Fragestellung oftmals eine Herausforde-
rung dar. Eine Limitation von hierarchischen Clustering-Verfahren wie DIANA und
AGNES ist beispielsweise, dass einmal getroffene ungünstige Entscheidungen bezüg-
lich der Zusammenlegung oder dem Aufsplitten von Clustern nicht mehr rückgängig
gemacht und so algorithmisch (automatisch) optimiert werden können. Folglich
tendieren die Ansätze dazu, in lokalen Optima gefangen zu sein und das globale
Optimum nicht zu finden. Darüber hinaus sind hierarchische Verfahren und auch
Partitionierungsansätze empfindlich gegenüber Rauschen und Ausreißern in den
Eingabedaten. Die k-Means-Methode hat zusätzlich den Nachteil, dass die Auswahl
der Startpunkte für die Clustergenerierung vom Nutzer festgelegt werden muss oder
zufällig erfolgt. Das trägt zu einer starken Abhängigkeit der Ergebnisse von der Wahl
dieser Punkte bei. Dem kann durch wiederholte Clustering-Prozesse mit zufälligen
Startpunkten entgegengewirkt werden, wobei allerdings die Reproduzierbarkeit der
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Ergebnisse nicht zwingend gegeben ist. Außerdem besteht auch hier das Problem der
lokalen Optima. Eine weitere Herausforderung bei der Anwendung von Clustering-
Ansätzen ist die Anzahl der zulässigen Cluster. Diese muss durch den Nutzer oder
computergestützt abgeschätzt werden und sollte so gewählt sein, dass sie die Struktur
der zu untersuchenden Daten optimal widerspiegelt. Auch die Wahl der zugrunde
liegenden Metrik (Abstandsfunktion) zur Berechnung von Distanzen zwischen den
Clustern obliegt meist dem Nutzer [Embrechts et al., 2013; Oyelade et al., 2016;
R Core Team, 2018].
Die vorgenannten Parameter (Startpunkte, Clusteranzahl etc.) können algorith-
misch optimiert werden, verlangen dafür aber ein Optimalitätskriterium. Dessen
Auswahl muss der Nutzer treffen, da es viele verschiedene und keine allgemein gül-
tigen Kriterien gibt. Für die Wahl des optimalen Clustering-Ansatzes wird eine
Validierungsmethode angewandt. Ziel dabei ist die Generierung von Clustern, die
neben der Bereitstellung biologisch relevanter Ergebnisse auch gute statistische Ei-
genschaften bezüglich Dichte, Kompaktheit, Separierung oder Stabilität aufweisen.
Um eine Validierung von solchen intrinsischen bzw. Stabilitätsmaßen zu ermöglichen,
wurden verschiedene Indizes (Optimalitätskriterien, Validierungsmaße) definiert,
die beispielsweise über das R-Paket [R Core Team, 2018] clValid von Brock et al.
aus dem Jahr 2008 berechnet werden können. Das Maß für die Dichte bezieht sich
darauf, dass benachbarte Datenpunkte auch die gleiche Clusterzugehörigkeit erhalten.
Kompaktheit bewertet Intra-Cluster-Distanzen, die Aussagen darüber treffen, wie
eng die einzelnen Datenpunkte zusammenliegen. Separierung hingegen beschreibt die
Inter-Cluster-Distanzen, welche die Cluster voneinander trennen. Indizes, die Kom-
paktheit und Separierung miteinander kombinieren, sind der Dunn-Index oder der
Silhouettenkoeffizient. Validierungsmaße für die Stabilität vergleichen die Clustering-
Ergebnisse basierend auf allen zu clusternden Daten mit denen, die durch die Löschung
einzelner Proben aus den zugrunde liegenden Daten erzeugt werden. Beispiele hier-
für sind average proportion of non-overlap (APN), average distance (AD), average
distance between means (ADM) oder figure of merit (FOM) [Brock et al., 2008;
Oyelade et al., 2016].
Die genannten Validierungsmaße zur Bewertung der Clustering-Ergebnisse und der
gewählten Anzahl an Clustern wurden von Hebecker und Vlaic et al. (Manuskript 1)
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für die Untersuchung der WPPI von Maus und C. albicans eingesetzt. Abbildung 3.2
zeigt die einzelnen Validierungsindizes der Clustering-Ergebnisse für die Wirtsseite.
Hier wurden fünf Clustering-Algorithmen aus dem clValid-Paket (hierarchisches
Clustering, k-Means, SOTA, DIANA und CLARA) entsprechend ihrer Ergebnisse
für die Anzahl von 3 bis 15 Cluster verglichen. Die resultierenden Werte von jeder
Validierungsmessung wurden skaliert und so transformiert, dass ein Wert von 1 das
beste Ergebnis repräsentiert. Alle Indizes wurden schließlich miteinander kombiniert
und als Durchschnitt der Mittelwerte der internen und Stabilitätsvalidierungsmaße
dargestellt. Der maximale Wert dieser Kombination verweist auf den jeweils geeig-
netsten Clustering-Ansatz und die Anzahl an benötigten Clustern. Im konkreten Fall




Omik-Daten mithilfe von Experimental- und Wissensdatenbanken zu integrieren, zum
anderen ermöglichen sie die Vorhersage bisher unbekannter Interaktionen zwischen
Komponenten mittels Netzwerkinferenz. Hierzu wird im Review von Guthke et al.
aus dem Jahr 2016 ein umfassender Überblick zum aktuellen Forschungsstand daten-
basierter Rekonstruktionen von GRN gegeben. Der Vorteil bei der Integration von
heterogenen Datensätzen liegt in der Fähigkeit, ein gewisses Maß an verrauschten
oder fehlenden Daten zu kompensieren. Wird beispielsweise ein bestimmtes Pro-
tein nicht in den Proben detektiert, so kann es aufgrund seiner durch Vorwissen
bekannten Konnektivitätsmuster trotzdem im resultierenden Netzwerk integriert
werden. Allerdings wird durch die Benutzung von Vorwissen auch eine starke Ab-
hängigkeit von dessen Umfang und Qualität geschaffen. So beruhen beispielsweise
die vorgestellten ModuleDiscoverer-Anwendungen in den Manuskripten 2, 3 und 4
auf PPIN, die von der Datenbank STRING bereitgestellt wurden. Werden nun in
experimentellen Datensätzen Komponenten detektiert, die nicht Teil des PPIN sind,
so werden diese Komponenten nicht in das regulatorische Modul aufgenommen. Vor
allem, wenn Schlüsselkomponenten im zugrunde liegenden PPIN fehlen, ist es schwer,
Zusammenhänge zwischen den Datensätzen zu identifizieren. Auch andere bereits in
Kapitel 3.2.1 beschriebene Faktoren bezüglich des Vorwissens oder der Verwendung
verschiedener Terminologien oder Annotationen rufen bei den netzwerkbasierten
Ansätzen Probleme hervor. An dieser Stelle soll noch einmal auf die Schwierigkeit
der Übersetzung verschiedener Annotationen ineinander eingegangen werden. Ein
Beispiel dafür ist die Integration von Genexpressionsdaten in ein PPIN. Dafür müs-
sen zunächst die Gennamen der experimentellen Daten in die Proteinnamen des
Netzwerks übersetzt werden. Durch z. B. alternatives Spleißen kommt es aber vor,
dass ein Gen mehrere Proteine kodiert. Eine eineindeutige Gen-Protein-Zuordnung
ist somit nicht möglich. Mehrfachzuordnungen können auch auftreten, wenn das in
den PPIN abgebildete Wissen auf verschiedenen Spezies basiert. Das hat zur Folge,
dass orthologe Relationen betrachtet werden müssen, die nicht selten mehrdeutig
sind [Guthke et al., 2016; Hasin et al., 2017; Priebe et al., 2013].
Die resultierenden Mehrfachzuordnungen sowie die Einbeziehung von Daten, die nicht
zwingend mit der zugrunde liegenden Fragestellung in Verbindung stehen, können zur
Generierung uneindeutiger Netzwerke führen, die mehrere gleichwahrscheinliche und
möglicherweise unspezifische Erklärungen für eine Fragestellung bieten. Durch die
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Integration verschiedener Datensätze lässt sich diese Problematik allerdings steuern
und erlaubt eine höhere Fokussierung auf die tatsächlich für die experimentelle
Fragestellung relevanten Komponenten und deren Zusammenhänge. So bietet die
Identifikation von regulatorischen Modulen den Vorteil, dass sie Vorwissen und
differenziell regulierte Komponenten aus den experimentellen Daten eng miteinander
verknüpft. Damit können sie maßgeblich dazu beitragen, dass nur eine reduzierte
Anzahl potenziell nicht mit der Fragestellung assoziierter Komponenten in das
regulatorische Modul aufgenommen wird.
3.2.4 Der Umgang mit fehlenden Omik-Ebenen am Beispiel von
ModuleDiscoverer
Ein kritischer Punkt bezüglich der Integration von Multiskalen- und Multi-Omik-
Daten ist der Umgang mit einzelnen fehlenden Daten oder kompletten Ebenen. In
der Statistik wurden dafür Methoden der sogenannten Imputation entwickelt, die
auch in der Systembiologie angewendet werden [Albrecht et al., 2010]. Ein Beispiel
für eine Studie mit einer fehlenden Omik-Ebene ist die Arbeit von Lehmann et al. aus
dem Jahr 2018. In dieser haben sich die Autoren mit der Frage beschäftigt, inwieweit
Toll-like-Rezeptoren (TLR) humaner Epithelzellen ähnliche oder auch spezifische
Signalkaskaden als Antwort auf TLR-spezifische Stimuli aufweisen. Dabei wurden
sowohl das Transkriptom als auch das Sekretom berücksichtigt und unter anderem
mittels Komponentenvergleich und Signalweganalysen in Zusammenhang gebracht
[Lehmann et al., 2018]. Proteine innerhalb der Zelle, die einen potenziellen Zwischen-
schritt zwischen Transkriptom und Sekretom darstellen können (Abbildung 3.3),
wurden nicht betrachtet. Es stellt sich daher die Frage, inwiefern sich die fehlende





(1) Sie sind als Komponenten im vorwissensbasierten PPIN enthalten; (2) sie sind
differenziell reguliert und/oder weisen eine hohe Konnektivität mit anderen dif-
ferenziell regulierten Netzwerkkomponenten auf; (3) sie sind Teil einer Clique im
vorwissensbasierten PPIN. Sind die Bedingungen (1) bis (3) erfüllt und handelt es
sich um den Zusammenhang der übereinstimmenden Komponenten, lässt sich die
fehlende Proteinebene über das jeweils exprimierte Gen und/oder das sekretierte
Protein im regulatorischen Modul abbilden. Wird der Ebenenzusammenhang aller-
dings durch Signalwege charakterisiert, müssen komplexere Szenarien berücksichtigt
werden. Einzelne fehlende Komponenten können gegebenenfalls mithilfe ihrer durch
Vorwissen bekannten Konnektivitätsmuster im Netzwerk bzw. Modul ergänzt werden.
Allerdings können die bereits zuvor diskutierten Faktoren wie Proteinumsatz, Rück-
kopplung, die Wahl der Zeitpunkte etc. die Szenarien zusätzlich verkomplizieren.
Grundsätzlich ist die Abbildung einer fehlenden Ebene im regulatorischen Modul
davon abhängig, ob die Komponenten der fehlenden Ebene eine hohe Konnektivität
zu den gemessenen Komponenten der untersuchten Ebenen aufweisen. Dementspre-
chend lassen sich fehlende Ebenen nur bedingt und in Abhängigkeit vom Vorwissen
sowie der experimentellen Daten rekonstruieren.
3.3 Schlusswort
Die Integration von Daten aus heterogenen Quellen, wie den Multiskalen- und
Multi-Omik-Daten, stellt eine wohlbekannte Herausforderung in der heutigen Bio-
wissenschaft dar. Durch die Integration ist es möglich, ein tieferes Verständnis für
die Organisation und das Zusammenspiel biologischer Systeme zu entwickeln. Die
in dieser Arbeit vorgestellten Ansätze stellen zum einen bereits etablierte Herange-
hensweisen zur Analyse und Interpretation von Daten heterogener Quellen dar. Zum
anderen wurde mit dem moduldetektierenden ModuleDiscoverer ein erst kürzlich
entwickeltes, bisher nur an einem Beispiel der Leberpathologie eingesetztes, Werkzeug
vorgestellt, das nun erstmals für eine infektionsbiologische Fragestellung angewendet
wurde. Mit diesem können sowohl einzelne als auch multiple Datensätze unterschied-
licher Omik-Ebenen berücksichtigt werden. Durch die Einbeziehung zeitlicher Skalen
lässt sich außerdem die zeitliche Dynamik des betrachteten Systems nachahmen. Es
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hat sich gezeigt, dass ModuleDiscoverer, bzw. moduldetektierende Ansätze im Allge-
meinen, die Integration von Multi-Omik-Daten effektiv unterstützen und dadurch
tiefere Einblicke in die komplexen biologischen Zusammenhänge der einzelnen Ebenen
gewähren. Dabei können auch potenzielle Schlüsselfaktoren der WPPI identifiziert
werden, deren Detektion über andere klassische Ansätze nicht möglich ist. Mit der
vorliegenden Dissertation zur Integration von Multiskalen- und Multi-Omik-Daten
konnte ein wichtiger Beitrag zur Untersuchung von WPI am Beispiel von pathogenen
Pilzen geleistet werden. Allerdings sind aufgrund ihrer Komplexität und der Gren-
zen der derzeit zur Verfügung stehenden Experimental- und Wissensdatenbanken
sowie bioinformatischen Werkzeuge weiterführende Forschungsarbeiten nötig, um ein
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