Seed and propagules used for habitat restoration are not likely to be closely adapted to local site conditions. Rapid changes of genotypes frequencies on local microsites and/or microevolution would allow plants to become better adapted to a site. These same factors would help to maintain genetic diversity and ensure the survival of small endangered populations. We used population genetics models to examine the selection of genotypes during establishment on restored sites. Vegetative spread was shown to affect selection and significantly reduce genetic diversity. To study general microevolution, we linked a model of resource usage with a genetics model and analyzed competition between genotypes. A complex suite of feasible ecogenetic states was shown to result. The state actually resulting would depend strongly on initial conditions. This analysis indicated that genetic structure can vary locally and can produce overall genetic variability that is not simply the result of microsite adaptations. For restoration activities, the implication is that small differences in seed source could lead to large differences in local genetic structure after selection. 
I.

INTRODUCTION
As we look beyond the restoration of small areas like damaged wetlands or mined areas, we can see that larger-scale restoration is becoming necessary or is already in progress, as in Costa Rica. In addition, whereas rare and introduced plants are now typically protected by protecting their habitats, preserving these species will increasingly require reintroducing them, a practice that is infrequent at present. The genetic properties of the species must be considered for either large-scale restorations or reintroductions of rare species. The genetics of endangered animal populations is often considered (Meffe and Carroll, 1994) , but this factor is not often taken into account for plants. For example, a standard text on restoration of disturbed lands (Munshower, 1993) does not mention genetics or seed provenance.
Genetics bears upon three primary restoration questions: survival and persistence on the site, genetic diversity, and microevolution on the site. Survival and persistence can be problematic for introduced plants. If proper pollinators are not present, long-term persistence is threatened, though clonal growth may still be possible. If seeds are introduced from a variety of sources, first-generation offspring may be nonviable due to outbreeding depression (Templeton, 1986) or may have combinations of traits that put them at a disadvantage. Genetic diversity is also of concern particularly in small populations where inbreeding depression is possible (Ellstrand and E l m , 1993) . However, merely introducing seed from a wide variety of sources does not ensure genetic variability. If most of the introduced genotypes are poorly adapted to local site conditions, then the initial impression of diversity will be illusory, because one can expect that most of the genotypes will be rapidly eliminated. Both of these first two issues are related to the intensity and rate of microevolution. Because plants are fixed in place, adaptation of subpopulations to local soils and microclimates is potentially very important. When a large area is cleared, we eliminate this spatial component of the population genetic structure. A very important question is how rapidly this spatial genetic structure can be restored by microevolution or spatial sorting of genotypes. The rate of this process affects both population persistence and .. , genetic diversity. Microevolution, however, is probably strongly affected by plant longevity, clonal reproduction, and the nature of selection in an introduced and diverse gene pool.
In the absence of knowledge with which to identify genotypes of a species specifically adapted to microsites within a habitat, common practice is to introduce a mixture of seed from different sources (Meffe and Carroll, 1994) . The rationale is that this should provide sufficient genetic variability for natural selection to identify the best genotypes for the locality and for microsites. The analogy between the selection of introduced species and the selection of genotypes, however, is misleading, because (1) offspring of introduced plants will possess mixed genomes, and (2) except for discrete traits like heavy-metal tolerance, genetic traits are typically not arranged like beads on a string that can be easily sorted but rather are part of coadapted gene complexes, so that resorting mixed genomes into ecotypes might be very slow.
Because introduced plants interbreed, the offspring of plants introduced from diverse localities may exhibit outbreeding depression or even hybrid sterility (Ellstrand and Elam, 1993; Ledig, 1986; Templeton, 1986) . Many plants exhibit strong genetic gradients (over scales of meters) corresponding to edaphic gradients (Ledig, 1986) such as those resulting from changes in elevation. For example, gradients of heavy-metal-tolerant plant genotypes may occur at the edge of a contaminated zone and on edges of serpentine soils (McNeilly, 1988) . Because of this frequent adaptation to specific microsites, the crossing of introduced plants from a mixture of localities is likely to result in outcrossing depression. In particular, there is no guarantee that F1 offspring will be well-adapted to Ĩ J local microsite, because they may possess some traits advantageous on a drier site and some traits adaptive for a cooler site, etc. For example, the offspring of Austrian and Turkish ibex introduced into the Tatra mountains of Czechoslovakia gave birth in February, the coldest month, and subsequently became extinct (Greig, 1979) . The potential for hybridization in plants is also greater, on disturbed sites, and multiple-species, largescale hybridization of oaks has been observed in southern Illinois, USA, on large tracts of reclaimed strip-mined land (Ashby, 1987; R. M. Miller, personal communication) . As noted above, sorting a mixture of genomes resulting from crossing and hybridization into locally adapted ecotypes is far from straightforward and might be possible only in evolutionary time.
In this paper we analyze these issues by using population genetics models. Our results have significant implications for restoration practice. First, we examine the effects of clonal
reproduction. Second, we analyze microevolutionary processes in the context of restoration.
II. GEMETIC EFFECTS OF CLONAL REPRODUCTION IN INTRODUCED POPULATIONS
Vegetative reproduction has significantly different results for introduced plant populations versus animals. Once established, clonal plants can survive and spread even if they cannot reproduce successfully. Restoration experience has shown that large clonal patches are often observed on restored sites like the Curtis Prairie (University of Wisconsin) whereas they are uncommon on nearby prairie remnants (Powers, 1988) . In this section we explore the population genetics consequences of vegetative spread in the context of restoration.
Consider the dynamics of a single-species population and assume that it obeys the logistic law of population growth. In spite of its high conventionality and a number of evident drawbacks, the logistic equation still mimics certain properties of an isolated, invading population. What might be the dynamics of genotype and allele frequencies if we assume the organisms to be diploid? In this context, the Fisher approach to description of the dynamics in the population genetic structure is generally not correct (Kostitzin, 1938; Svirezhev and Passekov, 1982; Abrosov and Bogoliubov, 1988; Bogoliubov, 1991) .
m
We let the population density be denoted by N, the frequency of genotype (ij) by Uij, and the frequency of allele i by pi = c u i j , where m is the number of allele states at a given locus. If the locus is assumed to be neutrafkith respect to its influence on population growth, the per capita growth rate of the whole population can be modeled as
where a is a specific rate of sexual reproduction, yis a specific rate of asexual (clonal) reproduction, and p reflects the limitation of population growth by intraspecific competition, or a population's self-regulation by its size or density.
The logistic growth equation would thus take the following form:
On the contrary, the population genetics approach implies that each genotype (ij) is characterized by its own specific rate of sexual reproduction, aij and asexual reproduction, Yij, and by its own rate of density self-replation, Pij. Therefore, the per capita growth rate for the group of genotype (ij) individuals is given by is the average specific rate of vegetative reproduction, and is the average rate of density self-regulation.
The population dynamics equation then takes the following form (Abrosov and Bogliubov, 1988) :
(2.10)
At the same time, we are interested in the dynamics of group density, denoted by Nij, of m m individuals carrying genotype (ij), with the total population density being N = ZNi, and the density composition given by m2-vector (2.1 1)
The corresponding equations for Nij can be written as follows In this mathematical model (Abrosov and Bogoliubov, 1985, 1988) , the acting forces for the dynamics in the population genetic structure are variations in per capita growth rates of genotype group sizes. Equations (2.17) are formally coincident with the classical Fisher equations, whereas the dynamics of the allele frequencies alone are no longer sufficient to describe the dynamics of the genotype frequencies in diploid organisms. This circumstance has been stressed since publication of work of Kostitzin (1938) , whose model shares many traits with Equations 2.16-2.17.
To evaluate the influence of vegetative reproduction on microevolution of a population, we must to make an important stipulation. Actually, the assumption that only one locus determines all the traits influencing the rates of sexual or vegetative reproduction, as well as the traits responsible for the rate of population decline, is far from realistic. Here we consider, therefore, only a few special cases: (1) nonclonal plants with selection on the sexual reproduction traits, (2) clonal plants capable of sexual reproduction with fixed seed output and selection on the vegetative reproduction traits, (3) clonal plants capable of sexual reproduction with selection on the sexual traits and fixed clonal spread, and, finally, (4) plants capable of only clonal spread. Comparison among these four cases will give some grounds for speculation on the possible effects of vegetative reproduction on microevolution of a given plant population.
The analysis below is for the simplest (diallele), situation &e., for m = 2 and i j = 1,2).
Mutations and migrations are assumed to be absent in each case.
Case I. Individuals of the population cannot reproduce vegetatively, no additional planting occurs after initial establishment, and the locus determines only the sexual reproduction traits. In other words,
In the diallele case (m = 2) it is convenient to use alternate variables. Because genotypes (1,2) and (2,l) are indistinguishable, y = u12 = u21 corresponds to half of the heterozygote frequency, while p = u l l + u12 gives the frequency of allele 1 (where q = 1 -p shows the frequency of alternative allele 2). Equations 2.16-2.17 then take on the following fonn:
In Equations 2.18 every population state is described by vector Q = (p,y,N). Frequencies p and y satisfy the following inequalities: 0 I p I 1,O S y I 1/2. Homozygote frequencies u l l = p -y and 1.122 = 1 -p -y are also nonnegative and do not exceed 1. Hence, 0 I p _+ y S 1.
Note that in this case equations for genetical structure dynamics are given separately from the equation for population density dynamics. In state Qll, the population is represented exclusively by homozygotes (l,l), for which ull = 1.
Hence, p = 1, y = 0, and u22 = 0. The equilibrium population density is N11= all/p. At point Q z , the population consists entirely of homozygotes (2,2), for which 1,122 = 1; ul1 = 0, q 2 1 -p 2 1, y = 0. The population density N corresponding to this monomorphic state is or all = a12 = a22 = a, then allele frequencies in the population are constant: dp/dt = 0.
At the same time, a genotype frequency change takes place in accordance with 
where yo is one-half of heterozygote frequency when t = to, No = N(to). Thus, the equilibrium state of genetic variables p = po, and y = poqo is entirely determined by the initial allele 
Here the per capita growth rate of the group of individuals with genotype (ij), i j = 1,2 is given (2.39)
The average specific growth rate of the total population takes on the form
is the average specific rate of asexual reproduction;
is the average specific rate of asexual reproduction among individuals carrying allele 1.
Since the genetic flow rate does not depend on asexual reproduction, it takes on the following form:
Finally, Equations 2.16-2.17 are transformed into 
hold in the domain.
Thus, if the locus determines the rate of asexual reproduction and is neutral with respect to other traits, then disruptive selection can occur if the heterozygote fitness (and population size)
is the least. Another requirement for disruptive selection is that the densities at homozygous states Q11 and 422 do not differ greatly. Otherwise, the final state is that at which the equilibrium density is maximal. Thus, the rate of asexual reproduction can influence the microevolution of the population.
Case 3. In this case plants are capable of both sexual and asexual reproduction, but the locus determines only the sexual reproduction traits. Moreover, in parallel with natural seed production, the planting or spread with cloned (or clonal) individuals takes place at a specific rate 'y. In this case, the individuals are cloned from each genotype in proportion to its frequency in the population. Hence,
Case 3 can actually be reduced to Equations 2.18, with the equation for the density (Equation 2.18a) being transformed into dN/dt = [ 6(p, y) + y -D I N and the equations for the genetic structure dynamics (Equations 2.18b and 2.18~) being unchanged. Consequently, neither the rate of vegetative reproduction nor that of cloning will influence microevolution of the population, yet both may increase the total population density.
Case 4. In this case, we assume that the population of plants has lost its capability for sexual reproduction (e.g., due to the disappearance of pollinators). Then, for any genotype (ij),
The plants are capable of vegetative reproduction with the rate dependent on the genotype, and self-regulation rates, Pij, are genotype dependent. Hence,
In this case the genetic flow rate vij(U) is zero for any genotype (i,j). From Equation 2.12. it follows that the dynamics of genotype group sizes Nij obey the following: Three equilibrium states N = (N11,2N12 ,N22) are possible in Equations 2.58: 
Comparison of this portrait with those of Cases 1 and 2, where a positive rate of sexual reproduction was supposed, is useful.
The inequalities that determine the domain a12 = ((E~,Q): ~1 > 0, ~2 > 0) are obviously equivalent to the condition that Figure 2 .2), a stable polymorphism is established. However, in Case 2 the inferior heterozygote fitness is not enough to establish disruptive selection. In addition, rather small homozygote differences are required (see Q in Figure 2 .2). The sexual reproductive rate acts as the measure of these differences. Thus, we can conclude that the differential ability of genotypes for vegetative reproduction influences population microevolution. Such a conclusion is supported by a comparison of genetic frequency dynamics in Case 2 and that in the case of neutral selection.
Let us assume that all conditions of Case 2 are observed and that we increase the specific rate of sexual reproduction, a, for example by fertilization. If heterozygotes possess inferior fitness, then under a sufficiently low sexual reproduction rate, a < 102-oil, only one of the monomorphic states will be stable (Figure 2.4 In a steady environment, a complete loss of sexual reproduction, on a background of vegetative renewal and subject to differences in the fitness of genotypes, would cause a population to have the locally stable equilibrium at which the greatest fitness is attained. The population would be represented only by the bearers of the most fit genotype, and no genotypic (hence phenotypic) diversity would be observed unless only heterozygotes survived. Thus, for a population of plants lacking sexual reproduction, the genetic and phenetic diversity would probably correlate with the diversity of habitat conditions.
We often worry about decreases in plant populations. The introduction of seed mixtures and transplantation of propagules to restored habitats are commonly used to increase plant populations. However, these methods of supporting plant populations may well affect their microevolution. The analysis of Cases 2 and 3 showed that some methods for increasing population density do not affect the direction of microevolution. Indeed, let us assume that we annually introduce propagules at a rate A(t) that is proportional to the current population density:
A(t)= IcN(t). When the frequencies Uij(t) of genotypes (ij) of introduced seeds coincide with the current frequencies of the population genotypes, so that Uij(t) = uij(t), then the introduction rate of each genotype (id) is equal to KoUij(t), and coefficient x0 does not depend on the genotype.
This coefficient is analogous to the specific rate of vegetative reproduction or to some additive component of this rate. In this way, if we annually introduce plants seeds for habitat restoration with due consideration for the population's genetic variability, we do interfere with its microevolution.
Is our current practice of maintaining plant population size linked to an analysis of its genetic variability? Does not the neglect of genetic and phenotypic variability of plant populations contradict our desire to increase, maintain, or restore the abundance of populations?
MICROEVOLUTION IN RESPONSE TO NEW HABITATS
If the genetic structure of a plant population may change along "physiographic gradients,"
then it should change when plants are transplanted. Relevant to this case is an ecogenetic model [Bogoliubov and Abrosov, 19851 of intraspecies trophic competition among genotypes for limiting resources like the nutrients nitrogen, phosphorus, and potassium. We will show that variations in the per capita rate of plant elimination or in the resource inflow rate may cause changes in the population genetic structure. The variations in the per capita rate of plant elimination can be related, for instance, to those variations in the temperature of the habitat.
Suppose that the specific rate of sexual reproduction for individuals of any genotype (id) as a function of the resource concentration, S g/m2): pij = pij(S), and the biomass, Xij (g/m2), of genotype (id) individuals, is proportional to the population density Nij (individualdm2). Then, in the case of a diallele locus, the equations for the dynamics of the ecogenetic structure (i.e., the allele and genotype frequencies combined with the total biomass) of an isogamic, panmictic population of plants take on the following form: dp/dt = Tl(S,p,y) -pT(S,p,y)
Here p is the frequency of allele 1; y is a half of the heterozygote frequency; X is the total population biomass; R (g/[m2 day]) is a constant resource inflow, and D (day1) is the rate of resource decay and/or outflow by all means, except for uptake by plants.
I'
t Let also q = 1 -p denote the frequency of allele 2, u l 1 = p -y that of homozygotes (l,l), and u22 = q -y that of homozygotes (2,2). Then represents the specific growth rate for the biomass of genotype (id) individuals, and
is the average specific growth rate for the biomass of individuals bearing allele i (i = 1,2).
is the averaged specifrc growth rate of the total population biomass. represents the difference between the specific heterozygote rate of growth and the average specific growth rate of the total biomass. Function
represents the average rate of resource uptake by a unit biomass of the total population, where (Pij(S) is the specific rate of resource uptake by plants of genotype (ij).
Function V(S,p,y), the genetic flow rate, can be reduced to the following form:
W,P,Y) = P l~~, P~Y~P 2~~, P , Y~~~~, P~Y~ -P12(S)Y (3.12)
Here
PiG, P, Y) = Vii(S)Uii + P I~( S ) Y is the average specific reproduction rate of plants possessing allele i in their genotype.
We further assume that the genotype-specific growth rates are proportional to the respective rates of resource uptake:
Pij(S) = Wij(S)-(3.14)
Here the genotype-invariant, dimensionless coefficient y is the efficiency of converting the resource into plant biomass.
The following discussion focuses on the case where the locus determines only the reproduction rate and is neutral with respect to traits that determine the rates of elimination; hence, Pij = p, i j = 12. Equation 3.14 shows that this is equivalent to the case where the locus determines the rate of resource uptake. The system of Equations 3.1-3.4 and 3.14 then takes on the following form ; Bogoliubov et al., 1986) : dp/dt = P I -p P (3.15)
Here the terms denoted by letters p are actually functions of (S,p,y) as before, with the following qualitative constraints: their constituent functions pij(S) are monotone, increasing from zero up to respective saturation levels and
(3.19)
In pure ecological models like Equations 3.17-3.18, which neglect population genetic processes, a unique, nontrivial equilibrium state may exist, whose existence and stability depend on the resource inflow rate R and the specific elimination rate p. In the system of Equations 3.15-3.18, however, the dynamics of genetic variables p and y depend on the resource concentration S .
The dynamics of the population biomass X and the limiting resource concentration S are, in turn, not separated from the population genetic characteristics. Therefore, each equilibrium state in the genetic variables corresponds to a certain state in the ecologic variables S and X. The discussion below shows that the set of feasible equilibrium states for the latter model is expanded over that for a common ecologic model like Equations 3.17-3.18. All the spectra are summarized, in terms of their existence and (local) stability, in By virtue of Equations 3.15-3.18, the dynamics of genetic frequencies depend on changes in the limiting-resource concentration. Therefore, the EG spectra of the B types arise. These are characterized by the lack of one of the monomorphic states. EG spectra of the C type possess only one equilibrium state. Spectrum B&& is interesting in that it corresponds to the conditions of disruptive selection because it lacks genetic polymorphism not because it is unstable.
The existence and stability of steady ecogenetic states are determined by the signs of the deviation functions Oi(S), i = 1,2, defined in Equation 3.27 and calculated at the given equilibrium point. The pattern of changes in the ecogenetic structure, and hence the policy to control, then is therefore dependent on behavior of those deviation functions. has no more than one positive solution, which we denote by Ck, k = 1,2.
Equilibrium resources concentrations Sij(P) are monotone increasing functions of the specific elimination rate. Hence, the change of specific elimination rate can lead to the alternation Because the equilibrium biomass and resource concentration must be positive, Equation
makes sense only when Q e R/D.
At any sufficiently small p a population is characterized by a certain spectrum of ecogenetic states. Increasing p we can exceed one of the bifurcation values dl and d2. For the deviation functions of the 111 and IV type ol(s) or O2(s) the value dk does exist and of the I or I1 type -does not exist. As a result of the excess the initial states spectrum is substituted by another spectrum.
Further increase of p can lead to the excess of at least one of the values bek. As a result of this the condition (3.27) of the state existence (rek,Hek) is violated. The first to disappear are unstable equilibrium states, for example a certain state (J?ij,Hij). As soon as r exceeds bij = max ( bek) it is the state (3.32) with zero biomass which becomes stable. In this way under p > max (bek) the population is completely eliminated.
Presented in Table 3 .2 are possible kinds of EG spectra as a function of the pattern of deviation functions ok(s) = 0, k = 1,2, with the chains of transitions from one spectrum to another with the increase in the specific elimination rate p. If dl < d2 (or dl > d2), then i = 1 (or i = 2) in those enmes of Table 3 .2 where state Aii occurs. If bll > b 2 (or bll c IQ~), thenj = 1 (or j = 2) in symbols B i i and C~. Whether the chains of transitions shown for Types 111 and IV of Table 3 .2 can be completely realized depends on the value R of the limiting-resource inflow.
For example, if both deviation functions c&(s), k = 1,2, exhibit Type 111 behavior, then complete realization of a transition chain from the entry for Type 111-Type III in Table 3 Generally, increasing in the specific rate of elimination, p, brings about disappearance of equilibrium states, and the chain of EG spectrum transitions becomes A + B + C. Increasing R or R/D leads to expansion of the EG spectrum, and the reverse chain takes place: C + B + A.
A remarkable property of the model in Equations 3.15-3.18 is that a stable genetic polymorphism many exist under a single resource-limiting condition for the growth of all genotypes. Hence, the well-known competition exclusion principle of interspecies ecology cannot be projected to intraspecies relations among individuals of different genotypes. This model also calls into question a direct relation between the genotypic, and respectively the phenotypic, variability of a population and the diversity of its habitat conditions, the paradigm that has been enunciated since the work of Cunha et al. (1950; see also Cunha and Dobzhansky, 1954; Soule, 1976; Valentine, 1976; Nevo et al., 1984) . It would be incorrect to overestimate the role this relation plays in the genetic diversity observed in plant populations and to explain the latter exclusively by the diversity of habitats and the diverse adaptation of genotypes to those habitats.
IV. DISCUSSION
Background Comments. Equations like Equations 3.3-3.4 or 3.17-3.18, which do not take into account the genetic variability of the population, form the foundation of a mathematical theory for trophic competition among species (Abrosov and Kovrov, 1977 ) that has come to be known most commonly as the resource competition theory and is commonly associated with the work of Tilman (1982). The basis for this theory (Abrosov, 1975; Abrosov and Kovrov, 1977; Abrosov et al., 1982; Abrosov and Bogoliubov, 1988) , which has received support in experiments on unicellular organisms (Furyaeva et al., 1976; Abrosov et ai ., 1977; Tilman, 1977 Tilman, ,1981 Grover, 1988) , has been recently used to explain the outcomes of competition among terrestrial vascular plants (McGraw and Chapin, 1989; Pidwirny, 1990; Tilman and Wedin, 1991a; Wilson and Tilman, 1991) . These ideas are the basis for expanding the theory of plant community succession (Tilman, 1985 (Tilman, ,1987 Inoye et al., 1987; Carson and Barrett, 1988; lWlb), revealing the nature of species domination (Tilman, 1982 (Tilman, , 1987 , revisiting the competition exclusion principle (Bogoliubov, 1989) , and accounting for factors that sustain species diversity in communities (Abrosov et al., 1982; Tilman, 1982; Abrosov and Bogoliubov, 1988; Onipchenko, 1988; Bogoliubov, 1989) . In addition, attempts have been made to relate views on vegetation strategies (Grime, 1979) to the theory of trophic competition (Tilman, 1988; Romanovsky, 1989; Grace, 1990 ). Grime's mangular model has been subject to criticism (see, e.g., Imhle, 1988) and barely finds an adequate explanation within the theory of trophic Competition.
Within the theory, most attention is focused on the dynamics of the population biomass.
Therefore, compromises are inevitable in the description of the manifold reactions of plants to the effects of competition. Major applications of the trophic competition theory have occurred in cases of interspecies competition for noninterchangeable resources. The most pertinent interpretations were given to outcomes of experiments on perennials. Nevertheless, the model of biomass dynamics for a population consuming several noninterchangeable nutrients under intraspecies competition, which is used as the basis for the interspecies competition model, still needs experimental verification. Whether these theoretical views are valid for explaining trophic competition among plants during a single vegetation period is also unclear.
In the construction of the model in Equations 3.1-3.4 and its special case in Equations 3.15-3.18, a weakness concerns the assumption that the plant biomass X is proportional to the population size N. The assumption has led to good agreement between the theory and data on interspecies competition among diatomic algae (Tilman, 1981 also questioned the moderate role ascribed to nonselective elimination; he proposed that "whatever the immediate reasons causing population ecological structure change (including nonselective elimination), the result is population genetic structure change" (Shwarts, 1980, p. 191 Moreover, the study of models 3.15-3.18 shows that when the growth of all genotypes is limited by a single resource, population genetic state will also change under the influence of another habitat condition characteristic, namely the resource inflow rate R. The population reacts only to the resource concentration in the environment; the resource inflow rate doesn't provide selective influence upon genotypes. At the same time it belongs to the existence and stability conditions for equilibrium states. Therefore, a decrease in the resource inflow can, for example, destabilize and annihilate an equilibrium genetic state.
In models of intraspecies competition for two nutrient resources, changes in the input resource concentrations can result in changes in the habitat concentrations of the resources.
Because the genotypes differ in their uptake rates, the population genetic structure is altered (Abrosov and Bogoliubov, 1988; Bogoliubov, 1992 and B$$ in Table 3 .1). Therefore, the outcome of intraspecies competition among genotypes could be dependent on the initial conditions of revegetation.
I
Strictly speaking, to produce different outcomes of model dynamics the differences in the initial conditions must be sufficient to cause two initial points to belong to different domains of attraction of two stable equilibria. The situation where small differences lead to different outcomes may correspond to the case where the initial state of the population happens to be near the boundary between the domains of attraction. This situation might also be reminiscent of the divergence phenomenon known in catastrophe theory models for close initial points located on opposite sides of the (nontrivial) equilibrium manifold (Loehle, 1989) . In any case, even if we can find the same set of loci and their alleles in each local population, we cannot believe the outcome of revegetation efforts is independent of the seed source chosen. The exception will be when selection is predominately at a single locus, as in selection for heavy-metal tolerance on mine spoil land (McNeilly, 1988) , when other genotypes are nonviable.
The existence of multiple domains of attraction and sensitivity to initial conditions (of seed source) demonstrated by our linked genetics-resource use model has interesting implications. If these model results hold in the field, then a significant component of genetic variation between local populations could result from these dynamic interactions and is not necessarily a reflection of between-site differences in environment. This also means that "founder effects" can result even when founding populations are not extremely small, because differences in initial conditions w i l l be amplified during subsequent selection. This mechanism for generating genetic spatial heterogeneity in spite of a uniform environment is similar to the model studies showing generation of spatial pattern in population abundance in host-parisitoid systems (Hassell et al., 1994) 
