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ABSTRACT 
This paper deals with a comparison of centralized and decentralized approaches to obtain an optimal controller for discrete 
manufacturing systems. It is based on a modular modeling of the plant to avoid combinatory explosion found in centralized 
structure and a synthesis algorithm. From the local Plant Elements, local constraints are defined to build local supervisors. 
Local constraints restrict the system behavior within a desired specification. Global constraints are added to establish high 
level supervisors. The resulting automata are translated in a normalized language for implementation in a Programmable 
Logic Controller. Copyright © 2012 APRN. - All rights reserved. 
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1.  INTRODUCTION 
 Elaboration of controller’s programs for the 
manufacturing systems in a Programmable Logic 
Controller (PLC) requires a good knowledge of the 
normalized languages (IEC 61131-3) [1] but also of the 
plant behavior. However, with the increase of systems 
complexity, the designer needs to take into account some 
constraints of safety, liveness and dependability. 
Manufacturing systems can be represented as Discrete 
Event Systems (DES), i.e., dynamical systems with 
discrete state spaces and event-driven transitions [2]. To 
help the designer in this task, two approaches are possible 
[3]: (i) control validation and verification (V&V) and (ii) 
Supervisory Control Theory (SCT) based on synthesis 
controller. 
 
 However, the main problem of performing V&V 
or SCT is the combinatorial explosion due to the 
synchronous product state space. To avoid this problem, in 
[4] authors have proposed an approach based on the 
division system into several subsystems. Based on this 
approach, controllers obtained by the supervisory control 
theory are called horizontal and modular controllers to a 
higher level of hierarchical controllers [5]. Another 
approach called decentralized controller synthesis consists 
of defining modular supervisors and a high level 
supervisor [6]. In [7], the authors propose a similar method 
for the design of the supervised controller around a 
theoretical example. However, most of these approaches 
do not present a practical implementation method in PLC 
and remain an obstacle to be overcome. The early works 
on the implementation have been developed in [8] and 
presents a methodology using a modular programmable 
logic controller (PLC). 
 
 The present work proposes a decentralized 
approach of SCT using a synthesis algorithm and based on 
a modular modeling of the plant. The proposed approach 
consists of restricting the system behavior within a de-
sired specification expressed by logical local and global 
constraints. There are two types of constraints to model: 
safety constraints (what you should not do) and liveness 
constraints (what it is necessary to do). 
 
1.1 Concept of Supervisory Control Theory of 
Discrete Event Systems 
 In the framework of the supervisory control 
theory, to order a system is summarized by the 
authorisation or the inhibition of each events of a process 
G at times given by a supervisor S (Fig. 1). To model such 
an order, the set of the events  is divided into 
controllable events c and uncontrollable events uc. 
 
 
Control    
Inhibition/authorisation of 
events 
Event generate   
Process G 
Supervisory S 
 
 
Fig 1: Supervisory of DES. 
 
 The base of the SCT of DES is to modify the 
behaviour L(G) in open loop in such a way that it is 
located in a desired space K. From this language K, we 
must check if this behaviour is controllable. This means 
that for each prefix of K, w  Σ, it must check, for this 
new sequence w that is to say controllable that if w is 
prolonged by an uncontrollable event σ  Σuc, we remain 
as a set K. Consequently, a system is said to be 
controllable when based on the information about the 
current state of the system and by means of appropriate 
control we can reach any desired state of the system [9].  
 
 To model a DES with a partial observation, the 
alphabet o named alphabet of observation, is introduced 
as well as a projection P: Σ  (Σo  {ε}). 
 
 Events σ  Σ for which P (σ) = ε are not 
observable, while for the observable events σ, P (σ) exists 
[10]. Knowing Σo  Σ, it is possible to define P by: 
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 P (σ) = σ si σ  Σo 
 P (σ) = ε si σ  Σo 
 
1.2 Proposed Methodology for PLC Implementation 
of DES Supervisory Control Theory 
 The inability to model a system in detail and 
represent all of its mechanical possibilities led to a 
modeling distributed systems. However, no method 
defines the degree of granularity to build local models. 
Then it is often based on a geographical and/or mechanical 
parameter system to identify all sub-systems to model. 
These local models can then be reworked in different 
forms in order to apply the desired approaches to obtaining 
a safe operating controller. In this paper, an approach for 
obtaining safe operating controller is available from local 
models of the plant. The proposed approach is composed 
of 5 steps (Fig. 2): 
 
 Firstly, plant is modularly modeled according 
to mechanical characteristics. Local models 
are called Plant Elements (PEs). 
 
 The second step consists of defining safety 
and liveness constraints from specifications. 
These constraints are expressed in logical 
equations by Boolean algebra and classified 
according to their global or local affectation. 
 
 Step 3 is the locally application of a 
synthesis algorithm. Local safety constraints 
are applied to corresponding local PE to 
obtain local supervisors (SUPL).  
 
 Step 4 is the locally extraction of liveness 
constraints from local supervisors to obtain 
local controllers (LC).  
 
 Global constraints constitute a global 
coordinator (COOR) according to concerning 
PEs in step 5. This one is in relationship with 
the local controllers. 
 
 The last step is the implementation of the 
supervisors in a PLC through a normalized 
language. 
 
 
 
 
IEC 61131-3 language 
actions 
events Process in 
execution 
Specifications 
Local Safety  
Constraints 
(2) Constraints 
modeling  
 
Manufacturing System 
PE1 : Plant 
Element 
PE2 PEn 
(1) Plant modeling  
LC1 LC2 LCn 
(3) Local Supervisory 
Control Theory  
COOR 
(5) Global Coordinator 
filter 
(6) PLC Implementation  
Global Safety and Liveness 
Constraints 
Local Liveness  
Constraints 
SUPL1 SUPL2 SUPLn 
(4) Local Liveness 
Extraction  
 
 
Fig 2: Proposed decentralized approach structure. 
 
 However, in this paper, a comparative study is 
also made between the decentralized/hierarchical approach 
and a centralized approach. For this, the study is based on 
a common basis: local models of the plant. Performance 
indicators will be introduced to mark the two qualitative 
and quantitative approaches around an example. 
 
 The paper is organized as follows. Section 2 
presents the common steps to the two approaches studied, 
i.e, the steps of decentralized plant modeling and the 
definition and modeling constraints to apply. This section 
allows defining all such operations and formalisms that 
will be used later. In section 3, the classical approaches are 
biased in its various steps. The decentralized approach is 
developed in section 4. Section 5 compares the various 
approaches through the definition of performance 
indicators but also illustrates them through a simulated 
benchmark. The paper ends with a conclusion and also 
introduces various perspectives. 
 
2 COMMON STEPS 
 
2.1 Plant Modeling 
 In industrial processes, a manufacturing system is 
a functional chain composed of a controller which sends 
commands to a plant and receives sensor values. Plant 
represents the mechanical part whereas controller is the 
logical part which describes the desired behavior. The 
exchange between controller and plant represents the only 
observable information available on line. 
 
 The plant model construction is a complex 
operation. Firstly, a plant model is affected by 
combinatory explosion when a centralized approach is 
used. Secondly, all technology’s specificities must be 
expressed [10]. To solve these problems, the plant is 
divided into several components (Fig. 3). Each component 
is composed of pre-actuator(s), an actuator and its 
associated sensors and are called Plant Element (PE). 
Consequently, the plant is composed by n Plant Element: 
PEi, i  {1, 2… n}. Each PEi is modelled by an automaton 
Gi = (Xi, Σi, δi, x0i) with Xi the set of states, Σi a set of 
finite events and it includes the observable and 
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unobservable events, δi(σ, x) provides the set of possible 
next states if the event σ occurs at state x and x0i is the 
initial state. 
 
 The PE is defined as event-based model and uses 
the Balemi interpretation. In [11], the authors define 
controllable events Σc  Σ as the control outputs 
(actuators) and uncontrollable events Σuc  Σ are defined 
as the control inputs (sensors). It also takes into account 
that a change of a variable α from 0 to 1, or from 1 to 0 
produces events characterized by either rising, ↑α, or 
falling edges, ↓α. This paper is not focused on the PE 
modeling method. PE models have been validated in 
previous works and a library of common PE used in 
manufacturing systems has been established [12]. 
 
 
 
C
O
N
T
R
O
L
L
E
R
 
5/2-way valve 
3/2-way valve NC 
3/2-way valve NC 
5/2-way valve 
 
3/2-way valve NC 
3/2-way valve NC 
Gripper 
X axis cylinder 
Y axis cylinder 
Z axis cylinder 
Z axis in upper end position 
Z axis in lower end position 
Y axis in retracted position (station 
side) 
Y axis extended (conveyor side) 
X axis at feeding belt 
X axis at slide 2 
X axis at middle position (slide 1) 
Gripper opened 
Gripper closed 
Pre-actuators 
Actuators 
Sensors Effector PLANT  
 
Fig 3: Functional chain 
 
 The modeling of a manufacturing system is often 
used to show its characteristics. Depending on the purpose 
of the study, this model is more or less detailed and 
enriched according to the tool associated [13]-[14]-[15]- 
[16]-[17]. Indeed, if the interest relates only to an overall 
development process, the model does not necessarily need 
a detailed description, but merely a representation of these 
situations. Plant modeling is carried out under the form of 
automata describing the physically possible evolutions 
caused by simple events under normal process operation. 
To reflect the interactions between the controller and the 
plant, Balemi’s interpretation is considered [11]. 
Controllable events Σc represents the outputs of controller 
and uncontrollable events Σuc their inputs. The controller 
can consequently force the outputs and the generation of 
events is initiated jointly by the process and/or the 
controller. Thus, we retained the following 
correspondence: a controllable event corresponds either to 
activation ↑Z or to deactivation ↓Z orders of a controller, 
while an uncontrollable event is associated with the rising 
edge ↑E or with the falling edge ↓E with an input variable 
of controller. The Σc and Σuc sets are written then Σc = ↑Z 
∪ ↓Z and Σuc = ↑E ∪ ↓E. 
 The description of the plant behavior is a 
complex operation due to not only the hardware 
technology used, but also the process environment. To 
avoid the states explosion of a global modeling, a modular 
approach is used to express plant by elements. 
Consequently, such model can be derived from using an 
automaton that accepts the control actions, and can react 
by changing the logical values of the controller inputs. 
Considering the system complexity, a plant can be divided 
in n Plant Elements (PEi), with i  {1, 2, ..., n}. 
 
 The behavior of each plant element can be 
described by an automaton whose development 
corresponds to a real expert work requiring:  
 
 Detailed knowledge of technology 
implementation. What are the motors, 
cylinders and way valves set up on the 
system? For example, a double-acting 
cylinder associated with a bistable 5/2 way-
valve does not respond as a bistable 5/3 way-
valve Center Open. 
 Knowledge of the modeling tool used,  
 Knowledge of end-use model. The 
granularity of the models is not necessarily 
the same for verification, re-configuration, 
synthesis, diagnosis. 
 
 A practical method for obtaining low level 
models of Plant Elements have been developed in previous 
works [14]. This methodology consists of describing the 
behavior of the process and is based on technological 
specifications of each component (sensor and actuator) 
and its basic operation. Each model is defined by: a 
sensors model connected to the controller inputs and an 
actuator model connected to the controller outputs and 
obtained from a preactuator model.  
 
 The practical model of PE is represented by an 
automaton G = (Xi, Σi, δi, x0i) with Xi the set of states, Σi 
the set of observable events, δi the function state transition 
and x0i the initial state. It is obtained by synchronous 
composition between the sensors model and actuator 
model. 
 
2.2 Constraints Modeling 
 Constraints define the system specifications to 
express the safety and desired behavior. They have to take 
into account logical and sequential inconsistency but also 
relationships and sequential evolution. 
 
 Two types of constraints are considered: safety 
constraints (what the system cannot or should not do) and 
liveness constraints (what it is necessary to do). The use of 
the logical equations instead of automaton reduces the 
combinatory explosion. Works also use this formal 
framework [18] by considering an algebraic approach on 
the binary digits and taking into account the temporal 
properties that we do not consider. The use of the Boolean 
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logical equations has the advantage of expressing the 
constraints in an explicit and flexible way, in a language 
well-known to the users. These writing constraints are 
determined simply by using logical function with Boolean 
operators {AND, OR, NOT} [19].  
 
 Constraints can also be classified by their 
membership. A constraint is defined by a set of events. If 
all these events belong to an only one PE, then this 
constraint is considered as local. Otherwise, it is a global 
constraint because it corresponds to a relationship between 
several PE. However, for the moment two assumptions are 
made: (i) all constraints can be expressed and (ii) temporal 
constraints are not used for this paper. The constraints can 
be put in place, as defined previously in two types: static 
constraints (safety) or dynamic (live-ness).  
 
 Safety constraints represent a physical 
impossibility between PE, or forbidden behaviors on one 
PE or several PE. These constraints can be formally 
represented by logical equation in the Boolean algebra 
which must be equal to 0 (not to do). These constraints are 
defined by: 
 
 g : ‖Βn →‖Β 
 σ1,… σn,→g(σ1,…, σn) 
 σi set of input/output of system studied and i 
 :1…n, n : number of input/output 
 
 Liveness constraints are defined to represent the 
event of a ban based on a set of system states. The 
occurrence of an event may depend on conditions for 
activation or deactivation. When PE is considered 
independently of the rest of the system, conditions are 
defined according to its own state (local constraints). 
When there is interaction between the PE, the conditions 
are related to the status of various PE involved (global 
constraints). These liveness constraints are modeled by 
logical equations and depend on the value of 
uncontrollable and/or controllable events (f(ei, zi)) which 
allows or not activation (rising edge) or deactivation 
(falling edge) of a controllable event zi. The result of this 
equation must be equal to 0 (not to do) if it represents a 
functional safety constraint (IEC 61508)[20] or equal to 1 
(for example, event to do for optimization). This is 
reflected in the following implication: 
 
 f(ei, zi) AND ↑↓zi = 0 
 
 Generally, these liveness and safety constraints 
can be established for different purposes, one can cite 
among them: 
 
 Technical inability for preventing the same 
PE received two inverse orders  
 Ban to send the two orders simultaneously 
 Representation of a functional safety 
parameter 
 Impossibility of logical inconsistency on the 
system state denying it at the same time two 
inverse reactions 
 Ban to send the activation of the order if the 
conditions are not present 
 Ban to send the order if the conditions are 
not present 
 Orders without effect on the system because 
of disabling conditions are already present 
 Obligation to disable order disable since 
disabling conditions have become true. 
 
3. CENTRALIZED APPROACHES 
 
3.1 Classical Centralized Approach 
 Classical approach is represented in figure 4. It 
consists to obtaining a global controller which responds to 
safety and liveness constraints defined by specifications. 
Classical approach is composed of 6 steps with the two 
first similar to decentralized approach and presented in the 
previous section.  
 
 In step 3, a full synchronization is made between 
all PEs. Each PE describes a local possible behavior. 
Consequently, the composition of PEs describes global 
possible behavior of the system but also adds some 
impossible interaction like inconsistencies. It results in a 
Global automaton called PEG which is subject to 
combinatory states explosion due to this composition. In 
fact, for a PEi with α states and a PEj with β states, the 
resulting automaton of the composition PEi || PEj is 
composed of (α x β) states. 
 
 Step 4 consists of applying the liveness and 
safety constraints on the Global PEG to obtain a Global 
Controller (GC) thanks to Global Supervisory Theory. The 
Supervisory Control Theory of [9] is used according to the 
control synthesis algorithm of [19]. This algorithm 
consists of safety constraints to generate a SUPG 
automaton. This automaton corresponds to the maximal 
controllable behavior in comparison with safety 
constraints of Specifications S. From this, only common 
behavior allowed by liveness constraints is kept to obtain 
the Global Controller GC in step 5 by liveness constraints 
extraction. 
 
 Finally, in step 6, a code which can be 
implemented in a PLC is generated from the Global 
Controller. This code must respect the standard IEC 
61131-3. 
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IEC 61131-3 language 
actions 
events Process in 
execution 
Specifications 
Global & Local  
Safety Constraints 
(2) Constraints 
modeling  
 
Manufacturing System 
PE1 : Plant 
Element 
PE2 PEn 
(1) Plant modeling  
Global Controller (GC) 
(4) Global Supervisory 
Control Theory  
(6) PLC Implementation  
PEG = PE1 || PE2 || PEn 
(3) Composition  
Global & Local  
Liveness Constraints Global Supervisor (SUPG) 
(5) Liveness Extraction 
 
 
Fig 4: Classical centralized approach structure. 
 
3.2 Composition Step 
 A Plant is often composed of several elements in 
more or less strong interaction with each other. Both ma-
chines can work together but have two automata 
describing their individual behavior so that each controller 
has its own alphabet of events (Σ1 and Σ2). The behavior of 
all the two machines can be described by one by 
performing a composition of two automata. Composition, 
or cross product, is the tool for building a complex process 
from elementary processes. Different compositions exist: 
 
 Synchronous composition of events is 
common (Σ1 ∩ Σ2 ≠ 0)  
 Asynchronous composition where no events 
are common (Σ1 ∩ Σ2 = 0) 
 Total synchronous composition where all 
events are common (Σ1 = Σ2) 
 
3.2.1 Synchronous Composition 
 Let L1  Σ
*
1 and L2  Σ
*
2, with Σ1 ∩ Σ2 ≠ 0 and Σ 
= Σ1  Σ2. Synchronous composition of two automata G1 
= (X1, Σ1, δ1, x01, X1m) and G2 = (X2, Σ2, δ2, x02, X2m) noted 
G1||G2 is defined by the 5-tuple (X1 x X2, Σ1  Σ2, δ1 x δ2, 
x01 x x02, X1m x X2m), where: 
 
 X1 x X2 is the set of states defined by the 
cartesian product of X1 by X2,  
 Σ = Σ1  Σ2 represent the alphabet of G1||G2, 
 x01 x x01 is the initial state, 
 X1m x X2m is the set of labeled states and 
 where the function state transition δ1 x δ2 is 
defined by: 
 
i) (δ1 x δ2)((x1, x2), σ) = (x1’, x2’) if δ1(x1, 
σ) = x1’ and δ2(x2, σ)= x2’ 
ii) (δ1 x δ2)((x1, x2), σ) = (x1’, x2) if δ1(x1, σ) 
= x1’ with σ  Σ1\Σ2 
iii) (δ1 x δ2)((x1, x2), σ) = (x1, x2’) if δ2(x2, σ) 
= x2’ with σ  Σ2\Σ1 
 
 where σ  Σ1\Σ2 represents an event belonging to 
the set Σ1 but not that of Σ2. Events belonging to ((Σ1\Σ2)  
(Σ2\Σ1)) do not introduce constraint and can be executed as 
soon as possible. 
 
3.2.2 Asynchronous Composition 
 Let L1  Σ
*
1 and L2  Σ
*
2, with Σ1 ∩ Σ2 ≠ 0 and Σ 
= Σ1  Σ2 (no common event). 
 
 The asynchronous composition of two automata 
G1 = (X1, Σ1, δ1, x01, X1m) and G2 = (X2, Σ2, δ2, x02, X2m) 
noted G1||G2 is defined by the 5-tuple (X1 x X2, Σ1  Σ2, δ1 
x δ2, x01 x x02, X1m x X2m), where: 
 
 where the function state transition δ1 x δ2 is 
defined by: 
 
iv) (δ1 x δ2)((x1, x2), σ) = (x1’, x2) if δ1(x1, σ) 
= x1’ with σ  Σ1 
v) (δ1 x δ2)((x1, x2), σ) = (x1, x2’) if δ2(x2, σ) 
= x2’ with σ  Σ2 
 
 Asynchronous composition is only a special case 
of synchronous composition. 
 
 One can notice that if we define m the number of 
states associated with the automata G1 and n the number of 
states associated with the automata G2, then the 
asynchronous composition G1||G2 have m x n final states. 
 
3.2.3. Total Synchronous Composition 
 Total synchronous composition, or full, on the 
assumption that Σ = Σ1 = Σ2. From there, the relations ii) 
and iii) cannot be verified and the composition 
relationship reduces to:  
 
vi) (δ1δ2)((x1,x2), ) = (x1’,x2’) if δ1(x1,) = x1’ 
and δ2(x2,) = x2’for   Σ and (x1,x2)  
(X1X2) 
 
 This operation, usually denoted "G1  G2", 
leading to deadlock situations when you can no longer 
grow on common events from each state processes [20] 
[FER 04]. 
 
Property 1: 
 The synchronous composition “||” is commutative 
and associative [FER 04]. Let L1  Σ
*
1, L2  Σ
*
2 and L3  
Σ*3 then: 
 
 L1||(L2||L3) = (L1||L2)||L3 = L1||L2||L3. 
 L1||L2||L3 = L2||L3||L1 = L3||L1||L2 
 
3.3 Global Supervisor 
 The supervisory control theory is to prohibit or 
allow certain events to a state machine. In this part, we 
seek to synthesize a supervisor using the Boolean 
automaton models (G = (X, Σ, δ, x0)) and logical equations 
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for the constraints K. The theory of supervision according 
to RW consists of prohibiting a controllable event in 
certain states to prevent the system from going towards 
states that do not meet the specifications. One of the most 
important concepts in the supervision theory is the 
controllability [9]. Within our framework the principle of 
controllability is: 
 
 (∀ p∈  P, such as p verifies K) 
 ∀σ ∈  Σ u such as δ (p,σ) verifies K 
  
 Then K is controllable 
 
 The specification K is controllable if and only if 
at any state that satisfies K, the occurrence of any 
uncontrollable event σ will not lead to a state that does not 
satisfy K. In the case of an automaton modeling, one of the 
most used algorithms for this objective is the Kumar 
algorithm [21]. Taking into account modeling based on 
automata in Boolean state, existing publishes allow for a 
synthesis known as symbolic system to obtain a supervisor 
based on Boolean automata [22]. However, in our step, we 
show how to adapt the algorithm of Kumar to our Boolean 
models, allowing to perverse the initial logic of the 
synthesis approach. 
 
 The synthesis algorithm receives as inputs a 
Boolean automaton G representing the total model of the 
constraints of safety as well as the initial structure of the 
resulting automaton. The reader will find the formalism of 
this algorithm in [19]. The three steps of the algorithm: 
 
 The first step processes the controllable events 
related to the activation or the deactivation of a controller 
output z. If, as set Ks, the logical equations associateds are 
true, then the corresponding evolution is not for-bidden 
and the corresponding transition is added to the unit from 
the transition Δ. 
 
 The second step, starting from a state running p, 
consists in building if they do not exist yet, the evolutions 
of SUP characterized by uncontrollable events. These 
uncontrollable events correspond to the reactions of the 
plant compared to the control commands. In this step, 
there are two evolutions: 
 
•  The first evolution consists of identifying the 
forbidden states leading towards prohibited 
states where the constraints K are not true. 
•  The second evolution consists of identifying 
the weakly forbidden states. It presents all 
the states from which there are a sequence of 
uncontrollable events w making it possible to 
reach a defended state. 
 
 The last step which consists of, first deleting all 
the forbidden states, the weakly forbidden ones as well as 
the transitions upstream and downstream that are 
associated to them. Then the states, not accessible starting 
from the initial state, are withdrawn from the automaton 
obtained. 
 
3.4 Liveness Extraction 
 The problem is the following: given a 
specification language, is it possible to synthesize a 
supervisor such that the process G respects, through 
prohibitions and appropriate permissions, the desired 
behavior K corresponding to functional constraints, so 
liveness. 
 
 The synthesis algorithm [19] following the SCT 
step brings out the Plant model, describing all possible 
evolutions, the set of behaviors that meet eligible security 
constraints. The resulting automaton thus contains not one 
but several possible paths to check the desired behavior. 
To set the path called "optimal" ac-cording to the 
specifications given, the extraction step of liveness is to 
forbid or prohibit changes as possible liveness constraints 
established. These constraints represent the functional 
aspect of the system with respect to what it can do. 
 
 This algorithm is to look at the state vector of the 
controller's supervisor and browse all liveness constraints. 
These constraints are on the authorization and/or 
prohibition of controllable events, so check whether these 
events should be kept or not in the automaton representing 
the global controller resulting GC. If a given state, the 
constraint is satisfied, then the outgoing auditable event of 
this state is authorized and retained. If, against the 
constraint is violated, then the controllable event is 
disabled and removed from the final automaton. Then 
check the reach ability of each state and its liveliness.  
  
 Thus, if a state is unreachable (no incoming 
transition from the initial state) then this condition should 
be deleted. If a state is by blocking against following the 
extraction step (no outgoing transition from this state), 
then this state is defined as forbidden. We must then 
identify the states also weakly defended in which there are 
a sequence of uncontrollable events making it possible, to 
reach a state defended. Finally, forbidden states, the ones 
weakly forbidden transitions as well as the upstream and 
downstream to them that are associated are deleted. 
 
 In this step, the result is an automaton that 
satisfies both the constraints of safety, and liveness 
constraints, be they local or global. 
 
3.5 Implementation of Centralized Approach 
 The implementation step consists of translating 
the resulting automata of the Global Controller into a 
language of the IEC 61131-3 standard which can be used 
in a PLC. It is based on the aggregation of states reached 
by controllable events (zi  Σc) into a macro state linked 
by uncontrollable events (ei  Σuc). This step is a natural 
projection (or mask) where controllable events are defined 
as unobservable (Fig. 5). It processes the controllable 
events related to the activation or the deactivation of a 
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controller output. If the state of GC is associated with a 
rising edge of controllable events, then the order is 
authorized and belongs to a set ORDi. If it is associated to 
a falling edge, then order is prohibited and belongs to a set 
PROHi. After that, in each macro state, the authorized 
orders ORDi is sent. Finally an interpretation on the model 
can be made to obtain equivalence with a specification 
tool as GRAFCET where a state corresponds to a step, an 
order by an action and an uncontrollable event by a 
transition (Fig. 6). This one can be translated into a PLC 
program in Sequential Function Chart (SFC) language. 
 
0 
1 
Z1 
E1 
2 
Z2 
Z1 E1 
3 
4 5 
6 
9 
7 8 
10 
Z1 
Z2 
E3 Z2 
Z3 E2 
Z1 
E1 
Z2 
E1 
Z2 
E2 
Z2, Z3 
 
E3 
 
Fig 5: Aggregation step. 
 
 
Z1 
E1 
Z2 
E1 
Z2 
E2 
Z2, Z3 
 
E3 
E1 
Z2 
E2 
Z2, Z3 
 
Z1 
E3 
E1 
E2 E3 
X1 
X2 
X3 X4 
Z1 
Z2 
Z2 Z3 
 
Fig 6: Simplification and interpretation in SFC language. 
 
3.6 Refined Centralized Approach 
 Refined Centralized approach consists of 
decreasing states explosion due to step 3 of Classical 
approach. For this, Supervisory Control Theory is applied 
locally on each PE before the step of composition (Fig. 7). 
Steps 5 and 6 are similar to previous approach. 
 
 
IEC 61131-3 language 
actions 
events Process in 
execution 
Specifications 
Local Safety  
Constraints 
(2) Constraints 
modeling  
 
Manufacturing System 
PE1 : Plant 
Element 
PE2 PEn 
(1) Plant modeling  
SUPL1 SUPL2 SUPLn 
(3) Local Supervisory 
Control Theory  
Global Controller (GC) 
(5) Global Supervisory 
Control Theory + 
Liveness Extraction 
(6) PLC Implementation  
Local & Global Liveness + 
Global Safety Constraints 
SUPLG = SUPL1 || SUPL2 || SUPLn 
(4) Composition  
 
Fig 7: Refined centralized approach structure. 
 To synthesize a local supervisor, PEs and logical 
equations for the constraints K are used. The SCT 
according to Ramadge and Wonham [9] consists in 
prohibiting a controllable event in certain states to prevent 
the system from going towards states that do not meet the 
specifications. The specification K is controllable if and 
only if at any state that satisfies K, the occurrence of any 
uncontrollable event will not lead to a state that does not 
satisfy K. Kumar algorithm [21] is adapted for the use of 
automata but not for logical equation. Consequently, it 
must be adapted for the proposed approach. 
 
 This algorithm receives as inputs a PE and a set 
of logical specifications representing the local constraints 
of safety and liveness corresponding to the local PE. It 
results in an automaton given by three steps [23]: 
 The first step processes the controllable 
events related to the activation or the 
deactivation of a controller output. If, the 
logical equations associated are true, then the 
corresponding evolution is not forbidden and 
the corresponding transition is added to the 
unit from the transition. 
 The second step, starting from a state 
running, consists in building if they do not 
exist yet, the evolutions of SUPL 
characterized by uncontrollable events. 
These uncontrollable events correspond to 
the reactions of the plant compared to the 
controller. In this step, there are two 
evolutions. (i) The first evolution consists in 
identifying the forbidden states leading 
towards prohibited states where the 
constraints K are not true. (ii) The second 
evolution consists in identifying the weakly 
forbidden states. It presents all the states 
from which there are sequences of 
uncontrollable events making it possible to 
reach a forbidden state. 
 The last step consists of deleting all the 
forbidden states, the weakly forbidden ones 
as well as the transitions upstream and 
downstream which are associated to them. 
 
 For each PE results a local supervisor is 
described by an automaton SUPLi  Gi = (Xi, Σi, δi, xi0). 
 
 This refined proposition does not avoid states 
explosion because a step of composition is always present. 
However, it allows treating some complex systems 
differently. The next proposition is to get around the step 
of composition and then to propose a decentralized 
approach. 
 
4. PROPOSED DECENTRALIZED 
APPROACH 
 Proposed approach consists of avoiding all 
composition steps responsible of combinatory explosion. 
This approach is based on the three first steps of the 
refined centralized approach to works on Local 
Supervisors. However, from these models, a local liveness 
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extraction is realized thanks to local liveness constraints. It 
results in Local Controllers (LC) for each PE. These LC 
are similarly implemented that centralized approach but 
moreover, interaction between elements are taken into 
account thanks to a coordinator which represents a filter 
authorizing or not the local orders thanks to global safety 
and liveness constraints (Fig. 8). 
 
 
IEC 61131-3 language 
actions 
events Process in 
execution 
Specifications 
Local Safety  
Constraints 
(2) Constraints 
modeling  
 
Manufacturing System 
PE1 : Plant 
Element 
PE2 PEn 
(1) Plant modeling  
LC1 LC2 LCn 
(3) Local Supervisory 
Control Theory  
COOR 
(5) Global Coordinator 
filter 
(6) PLC Implementation  
Global Safety and Liveness 
Constraints 
Local Liveness  
Constraints 
SUPL1 SUPL2 SUPLn 
(4) Local Liveness 
Extraction  
 
Fig 8: Proposed decentralized approach structure. 
 
4.1 Global Coordinator Filter 
 The supervisory control structure needs a global 
coordinator and a subset of local controllers to be active at 
each time instance. The Global coordinator coordinates the 
execution of the local controllers. It is defined from the 
global constraints and authorizes or forbids local evolution 
of the local controllers (Fig. 9). 
 
LC1 
LC2 
LCi 
 
COOR 
ORD1 
ORD2 
ORDi 
uc1, uc2, uci 
 
 
PLANT 
 
COOR 
 
Fig 9: Coordinator and Local Controllers exchange. 
 
 This step processes the controllable events related 
to the activation or the deactivation of a controller output. 
If the global constraints associated to this order are false, 
then the corresponding evolution is not forbidden and the 
output event (ORDi) is authorized in the corresponding 
local controller. Uncontrollable events (uci) which are 
consequences of the sending order are returned to local 
controllers until a stable situation where a new order can 
be sent. If the constraints are true, then the local output 
event is prohibited (PROHi). 
4.2 Implementation Of The Decentralized Approach 
 For the implementation, local controller can be 
translated into a language of the IEC 61131-3 standard as 
defined for the centralized approach. However, local 
controllable events are not associated to actions of the SFC 
and directly sent to the plant. They must be validated by 
the coordinator filter before to activate the corresponding 
orders. Consequently, the global constraints must also be 
implemented. For this, the authors advise to implement it 
in a special section (in Structured Text or Ladder Diagram 
for example) where, for each constraint, a bit is activated 
or not (activation of a SFC step for example). Finally, an 
order coming from a local controller can be sent only if its 
SFC step is activated and then any constraint which 
contains this order is not violated.  
 
 However, according to the expression of the 
constraint, its implementation is different. If the constraint 
is expressed by two orders, then the program is similar in 
expression. Otherwise, if the constraint is composed of an 
order and sensor information, consequently the 
implementation must consider the SFC step where the or-
der is activated and not directly the order. For example, in 
figure 10, the order Z2 can be sent by the PLC only if the 
local controller is in step X2 and then Constraint1 and 
Constraint2, applied on controllable event Z2, is not 
satisfied. Constraint1 corresponds to Z1.Z2=0, between 2 
orders, whereas Constraint2 represents Z2.E1=0, between 
an order and a sensor value. As order Z2 can be sent from 
SFC step X2 of the local controller, and then Constraint2 
is expressed in the filter section as (X2.x and E1). 
 
 
Local Controller 
E1 
E2 
X1 
X2 
Outputs Section 
Filter Section 
 
Fig 10: Implementation with coordinator filter. 
 
5. ILLUSTRATION 
 To illustrate and simulate the evolution of the 
proposed approach, simulation software is used. 
ProcesSim is an education and training tool for PLC 
programming. The information is exchanged between the 
PLC and the virtual system [24]. 
 
 In comparison with a real system, ProcesSim 
allows system simulations without any risk of injury to 
personnel or damage to equipment. It is the ability to 
interact with movable objects in real time, at any point in 
the simulation. ProceSim presents a library of mechanical 
components to construct its own system. Moreover, it is an 
excellent tool to compare and to compete with several 
approaches simultaneously. 
 
 Figure 11 represents a transfer system composed 
of two Double Acting Cylinder (DAC) piloted by bistables 
5/2 way-valves and of two motors for the conveyors. It 
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consists in loading pieces with irregular cadenza on the 
left end of the conveyor 1. Cylinders A and B are activated 
in extraction by orders A+ and B+; and in re-turns by 
orders A- and B-. The system is composed always by 
different sensor: k for the presence of piece on the 
conveyor 1, a0, a1, b0 and b1, linked to cylinders A and B, 
for the positions of these cylinders. 
 
 Specifications inform that from initial situation, 
the system waits for the arrival of a piece by the sensor k. 
Conveyor 1 stops (order C1 = 0) and the cylinder A goes 
out to push the piece in front of the cylinder B which goes 
to its turn to go out while the cylinder A goes back to its 
initial position. When the cylinder B pushes the piece on 
the conveyor 2, it comes back then in position b0 by the 
deactivation of action B+ and the activation of B-. When 
both cylinders come back, the system can wait for a new 
piece to start again a new cycle. The conveyor 2 is 
considered as always in functioning and therefore not 
modeled for this example. 
 
 
Fig 11: Transfer system. 
 
5.1 Establishment of PEs Models 
 For the example of Fig. 11, the plant is divided 
into 4 components: cylinders A with sensors a0 and a1, 
cylinder B with sensors b0 and b1, conveyor 1 with sensor 
k and conveyor 2. Fig. 12 presents the model of the 
cylinder A. For PEcy1, there are 2 actions producing 4 
controllable events {↑A+, ↓A+, ↑A-, ↓A-} and 4 
uncontrollable events corresponding to the sensors outputs 
a0 and a1. The PEcyA contains 15 states and it is the same 
way for the cylinder B. Conveyor 1 is modeled by 4 states 
(Fig. 13) and conveyor 2 is considered as always in 
functioning and therefore not modeled for this example. 
 
0 
1 
A+ 
A+ 
4 2 
3 
A- 
A- 
A- 
A- 
A- 
A+ 
A+ 
A+ 
a1 a0 
a1 a0 
5 
6 
9 7 
8 
A- 
A- 
A- 
A+ 
A+ 
A+ 
10 
11 
14 12 
13 
A- 
A- 
A- 
A+ 
A+ 
A+ 
a0 
a0 
a1 
a1 
a0 
a0 
a1 
a1 
A+ 
A+ 
A- 
A- 
A+ 
A+ 
A- 
A- 
 
 
Fig 12: Cylinder A model (PEcyA). 
 
 
0 
1 
C1 
3 
k 
2 
C1 
k 
C1 
C1 
k 
k 
 
 
Fig 13: Conveyor 1 model (PEC1). 
 
5.2 Constraints 
 System specifications are established by 21 
liveness constraints and 6 safety constraints (Table 1). For 
example, the first and third liveness constraints are local 
for cylinder A. It translates the fact that if the cylinder 
achieves the extended sensor a1, then the orders sent by 
the controller must be deactivation of A+ and activation of 
A- for the retraction of the cylinder piston. The first safety 
constraint is a local logical inconsistency which expresses 
the fact that it is forbidden to send simultaneously opposite 
orders on the cylinder A. Local constraints of cylinder A 
and B are similar whereas there is none local constraint for 
conveyor 1. 
 
 Local Functional Safety and Liveness constraints 
are expressed in Table 2. For example, the first describes 
the fact that order A+ does not must be deactivated if the 
cylinder is not in a1 position. Table 3 defines the Global 
Safety Constraints as to forbid activating A+ and B+ 
simultaneously. Finally, Table 4 expresses Glob-al 
Functional Safety and Liveness Constraints. For example, 
the system must (constraint equal to 1) activate A+ if a 
piece is on sensor k. Mechanics relationships are not really 
constraints but represent a consequence on the system for 
simplification, or not, on the model. For example, when 
cylinder A pushes a piece, sensor k takes the value 0. 
 
TABLE I: LOCAL SAFETY CONSTRAINTS ON THE 
BENCHMARK 
 
Membership Constraints 
Cylinder A 
A+ AND A- = 0 
NOT A+ AND NOT A- AND NOT 
a0 AND NOT a1 = 0 
Cylinder B  
B+ AND B- = 0 
NOT B+ AND NOT B- AND NOT 
b0 AND NOT b1 = 0 
 
TABLE II: LOCAL FUNCTIONAL SAFETY AND LIVENESS 
CONSTRAINTS ON THE BENCHMARK 
 
Membership Constraints 
Cylinder A 
↓A+ AND NOT a1 = 0 
↓A- AND NOT a0 = 0 
↑A+ AND NOT a0 = 0 
↑A- AND NOT a1 = 0 
Cylinder B  
↓B+ AND NOT b1 = 0 
↓B- AND NOT b0 = 0 
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↑B+ AND NOT b0 = 0 
↑B- AND NOT b1 = 0 
Conveyor 1 
↑C1 AND k = 0 
↓C1 AND NOT k = 0 
C1 AND ↓k = 0 
NOT C1 AND ↑k = 0 
 
TABLE III: GLOBAL SAFETY CONSTRAINTS ON THE 
BENCHMARK 
 
Membership Constraints 
Global  
(CyA & CyB) 
A+ AND B+ = 0 
A+ AND NOT b0 = 0 
A+ AND B- = 0 
Global  
(CyA & C1) 
C1 AND A+ = 0 
C1 AND NOT a0 = 0 
C1 AND A- = 0 
 
TABLE IV: GLOBAL FUNCTIONAL SAFETY AND LIVENESS 
CONSTRAINTS ON THE BENCHMARK 
 
Membership Constraints 
Global 
↑A+ AND k = 1 
↑B+ AND a1 = 1 
Mechanics 
relationships 
A+ AND ↓k = 1 
↑a1 AND NOT k = 1 
 
5.3 Application Of The Centralized Approach 
 After the modeling steps, the centralized 
approach consists of realizing the composition between the 
3 PEs (PEG = PEcyA || PEcyB || PEC1). This composition is 
made thanks to Supremica tool (www.supremica.org) and 
it results in an automaton of 15x15x4 = 900 states and 
6840 transitions. Application of safety constraints gives a 
Global Supervisor SUPG of 102 states and 386 transitions 
and consequently is again not easy to analyze. By the 
liveness extraction step, it results in an automaton of 
Global Controller GC of 69 states and 121 transitions (Fig. 
14). 
 
Fig 14: Global Controller of the transfer system. 
 
 From the Global Controller, all states linked by 
controllable events are aggregate to obtain an automaton 
with 23 states which contain the authorized orders (Fig. 
15). From this model, all states with similar orders in-
formation and linked by uncontrollable events are 
simplified into a macro-state. It results in the automaton 
with 9 macro-states of figure 16. Finally, the SFC program 
of the transfer system by centralized approach is 
represented in figure 17 where macro-states of figure 16 
correspond to steps of the SFC, the authorized orders of 
macro-states correspond to SFC actions and uncontrollable 
events correspond to SFC transitions. 
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a0 a0 a0 a0 
k k k k 
A- 
A- 
b0 
b0 
a1 
C1 
a0 
b0 
A+ 
b0 
k 
A+ 
A+ 
A+ 
a0 
a0 k 
k 
a1 
 
Fig 15: Aggregation step for the benchmark. 
 
 
B+ B- 
C1, B+ C1, B- 
A-, B+ A-, B- 
b1 
b1 
b1 
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k k 
A- 
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C1 
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A+ 
b0 
k 
a1 
 
 
Fig 16: Simplification step for the benchmark. 
 
 
Fig 17: SFC of the benchmark by centralized approach. 
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5.4 Application Of The Refined Centralized Approach 
 To obtain local supervisors, local constraints 
must be applied on local PE. For example, when the first 
safety constraint “A+ AND A- = 0” is applied on the 
PEcyA, then states 3, 4, 8, 9, 13 and 14 are deleted. 
Consequently, all inputs and outputs transitions are also 
deleted. It results in automaton of Fig. 18. 
 
 
0 
1 
A+ 
A+ 
2 
A- 
A- 
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A- 
A- 
 
Fig 18: PEcyA with local safety constraint “A+ AND A- = 
0”. 
 
 Algorithm of [23] applied on cylinder A with all 
local constraints gives a local supervisor for the cylinder A 
SUPLcyA with 8 states (Fig. 19). Local supervisor of the 
cylinder B is similar in construction and structure. For the 
conveyor 1, the local supervisor is similar to the PE model 
of the Fig. 13. 
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Fig 19: Local Supervisor for the cylinder A (SUPLcyA). 
 
 The composition between the 3 Local 
Supervisors (SUPG = SUPLcyA || SUPLcyB || SUPLC1) gives 
an automaton of 8x8x4 = 256 states and 1280 transitions. 
It is bigger than the SUPG of the classical centralized 
approach because the global safety constraints are not 
taken into account for the moment. However, the 
composition step of the PEs is avoided. Finally, 
application of global constraints (safety and liveness) 
gives the same Global Controller GC and consequently the 
same PLC implementation of figure 17. 
 
5.5 Application Of The Decentralized Approach 
 From the local supervisors, local controllers are 
extracted thanks to local liveness constraints. For example, 
for cylinder A with the local liveness constraint ↓A+ AND 
NOT a1 = 0, transition from state 1 to 0 is deleted. After 
extraction, it results in an automaton always with 8 states 
but with 8 transitions as shown in figure 20. Local 
controller of cylinder B is similar and local controller of 
conveyor 1 is represented in figure 21. 
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Fig 20: Local Controller of cylinder A (LCcyA). 
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Fig 21: Local Controller of conveyor 1 (LCC1). 
 
 Steps of aggregation and simplification for 
cylinder A are represented in figure 22. It is applied 
similarly to cylinder B and conveyor 1 and finally 
automata have each only 2 macro-states. These 3 automata 
represent the local controllers to implement into the PLC 
as shown in figure 23. However, the actions are not 
represented in these SFCs because they must be filtered by 
global constraints expressed in Ladder Diagram in figure 
24 where constraints between 2 orders are expressed 
classically (GSC1, GSC3, GSC4, GSC6) whereas 
constraints between an order and a sensor value are 
expressed by the SFC step of the local controller where the 
order must be activated (GSC2, GSC5, GLC2, GLC3). 
Moreover, in the coordinator filter, it is possible to re-
mark that an order can be sent only if all Global Security 
Constraints are not violated (=0) and if Global Liveness 
Constraints are satisfied (=1). 
 
A+ 
a0 
a0 
a1 
a1 
A+ 
A- 
A- 
A+ 
A- 
a1 
a0 
 
Fig 22: Steps of aggregation and simplification of the 
cylinder A. 
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Fig 23: Local SFCs for the transfer system. 
 
 
     
Global Constraints Coordinator Filter 
Conveyor1 
A+ 
A- 
B- 
B+ 
A+ 
A+ B+ 
A+ 
Conveyor1 
Conveyor1 
A- 
B- 
b0 
a0 
a1 
 
Fig 24: Implementation of the coordinator filter with 
global constraints. 
 
5.6 Comparison 
 A first analysis can be made on the complexity by 
comparison of the 3 approaches (Table 5). The Classical 
approach responds to a state space problem for complex 
systems until the first modeling steps. In the refined 
approach, this trouble is reduced but not avoided 
considering the Global supervisor. The Decentralized 
approach does not use composition steps and then avoids 
combinatory explosion. However, the PLC program is 
always affected by the implementation and the translation 
of all global constraints. 
 
TABLE V: COMPARISON OF APPROACHES WITH IDENTICAL 
26 CONSTRAINTS 
 
Approaches Plant Sup Contr 
PLC 
program 
Classical  
Centralized 
15x15x4 
SUPG 
= 102 
GC = 
69 
9 SFC steps PEG = 
900 
Refined 
Centralized 
15/15/4 
8x8x4 
69 9 
256 
Decentralized 15/15/4 8/8/4 8/8/4 
2/2/2 
8 LD for 
GC 
5 LD for 
Coordinator  
 
 A second analysis concerns the implementation 
of the approach in a PLC. Implementation of the proposed 
approach or classical approach is similar in terms of 
behavior. However, it is interesting to evaluate the 
complexity of the implemented code and the time cycle of 
the PLC. Firstly, a programming is easier when it is 
structured. Consequently, a decentralized approach is less 
subject to programming errors than a centralized approach. 
Secondly, the time cycle of the PLC is only comparable if 
the system requires multi and synchronous tasks with a 
high cadenza of production (some parameters like spacing 
out between box, length of the piston rod, pressure or 
rubbing). In this way, ProcesSim tool allows comparing 
the centralized and decentralized approaches and has 
shown that parallelism is better managed by the proposed 
approach. Consequently, numerical data must be analyzed 
more deeply in our future works. 
 
 As said in the introduction, elaboration of 
controller’s programs requires a good knowledge of the 
designer. However, he is exposed to his expertise and can 
make errors or not optimize the system. To justify the pro-
posed approach, a study has been made with several 
students. Most of the students have realized a control 
corresponding to the GRAFCET of figure 25. This control 
gives a good behavior but when it is compared to the 
distributed approach, some remarks can be made: 
 
 Students’ proposition is not optimized due to 
parallelism of actuators. In fact, when 
cylinder A is in retracted position a0, 
conveyor 1 is not obliged to wait that 
cylinder B is also in retracted position b0. 
Conveyor 1 can provide a piece until sensor 
k. 
 Cylinder A can go out as soon as it is to 
extended position a1.  
 Pressure, rubbing, time of displacement and 
length of the piston rod are parameters which 
can influence the global behavior (safety and 
liveness). Decentralized approach is not 
dependent on these parameters due to the 
local modeling. 
 To finish, on 1 hours of production, 960 
boxes have been treated with students’ 
control whereas de-centralized approach has 
realized 1260 boxes (benefit of 31%). Of 
course, this test is very dependent on the 
cadenza of boxes supply and spacing out 
between boxes. 
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Fig 25: Students proposition of Controller for illustrating 
example. 
 
6. CONCLUSION 
 The paper presents a decentralized approach to 
obtain an optimal controller for manufacturing discrete 
systems based on Supervisory Control Theory and using a 
specific synthesis algorithm. A decentralized structure is 
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used to avoid combinatory explosion found in centralized 
structure. It consists in restricting the system behavior 
within a desired specification expressed by local and 
global constraints. An interesting comparison with 
classical approach has been made and a discussion comes 
complete the proposition. 
 
 However, the approach must be applied on a 
complex system in future works. Another task is to 
propose a totally distributed approach to avoid the step of 
a global supervisor. Analyses will be extended to compare 
centralized, decentralized and distributed approaches in 
terms of PLC time cycle and complexity of 
implementation. Finally, to simplify the implementation 
step, a direct conversion can be envisaged across an 
AutomationML (Automation Markup Language). It is a 
neutral data format based on XML (eXtensible Markup 
Language) for the exchange of plant engineering 
information, which is provided as open standard. It will be 
integrated to a MBSE methodology (Model-Based 
Systems Engineering). 
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