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В работе [1] было показано, что известная теорема М. А. Красносельского о сходимости по-
следовательных приближений для уравнения второго рода x Bx f= +  с самосопряженным опе-
ратором B в гильбертовом пространстве X в случае, если это уравнение некорректно, позволяет 
получить для этого уравнения типичные утверждения теории некорректных задач. В частности, 
установить условия сходимости приближенных решений к точному, условия сходимости к нулю 
невязок и поправок, выяснить поведение приближений в случае истокообразных точных реше-
ний или истокообразных правых частей f в уравнении x Bx f= +  и т. д.
Цель сообщения – показать, что из результатов статьи [1] вытекают основные результаты 
о поведении различных итераций при приближенном решении некорректных уравнений перво-
го рода Ax y=  с самосопряженным оператором А в гильбертовом пространстве, описать основ-
ную общую конструкцию для перехода от уравнения Ax y=  к уравнению ,x Bx f= +  а затем при-
менить результаты [1] к полученному уравнению. Установленные таким образом теоремы будут 
содержать ряд классических результатов об итерационных процедурах решения некорректных 
задач и ряд новых.
1. Пусть A – самосопряженный оператор в гильбертовом пространстве X. Рассматривается 
линейное уравнение
 ,Аx y=  (1)
где .y X∈  Нас будет интересовать случай, когда 0 является точкой спектра SpA оператора А.
Пусть ( )ϕ λ  – некоторая вещественная и аналитическая на спектре оператора А функция, при-
нимающая в нулевой точке значение 1; тогда
( ) 1 ( ),ϕ λ = − λψ λ
где ( )ψ λ  тоже вещественная и аналитическая на SpА функция. Простейшими примерами таких 
функций могут служить полиномы или рациональные функции.
Для каждой функции ( )ϕ λ  описанного вида определен оператор ( );Aϕ  он также является са-
мосопряженным. Определен также и оператор ( ).Aψ  Очевидно равенство
( ) ( ) .x А x А Ax− ϕ = ψ
Из этого уравнения вытекает, что каждое решение x уравнения (1) является решением уравнения 
 ( ) ( ) .x А x А y= ϕ + ψ  (2)
Обратное тоже верно при дополнительном предположении, что 0 не является собственным зна-
чением оператора ( ).Aψ  Действительно, (2) можно переписать в виде
( )( ) 0,А Ax yψ − =
откуда следует, что x является и решением уравнения (2). Предположение, что 0 не является соб-
ственным значением оператора ( )Aψ  эквивалентно тому, что 1 не является собственным значе-
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нием оператора ( ).Aϕ  Последнее, очевидно, означает, что решение уравнения (2), если оно су-
ществует, единственно. Таким образом, если уравнение (1) имеет единственное решение ,x∗  то 
оно является единственным решением уравнения (2), и наоборот, если уравнение (2) имеет един-
ственное решение, то оно будет и единственным решением уравнения (1). Отметим, что в общем 
случае (без предположения, что 0 не является собственным значением оператора A) в случае раз-
решимости уравнения (1) решение x уравнения (2) не обязательно является решением уравнения 
(1), однако решением уравнения (1) в этом случае обязательно является элемент ( )( ),x А x+ ϕ x −  
где x – произвольное решение уравнения (1). 
Итак, вместо анализа свойств разрешимости уравнения (1) можно исследовать уравнение (2). 
Однако последнее уравнение имеет вид x Bx f= +  с ( ),B A= ϕ  ( ) ,f A y= ψ  и для его исследования 
естественно использовать отмеченную выше теорему М. А. Красносельского. Условия послед-
ней будут выполнены, если ( ) 1Aϕ =  и –1 не является собственным значением оператора ( ).Aϕ  
Так как по теореме Данфорда [2] ( ) ( ),Sp A SpAϕ = ϕ  и оператор ( )Aϕ  является самосопряженным, 
то равенство ( ) 1Aϕ =  эквивалентно неравенству
 ( ) 1 ( )SpAϕ λ ≤ λ∈  (3)
(напомним, что (0) 1ϕ =  и потому (3) означает ( ) 1Aϕ = ). Второе условие означает, что никакой 
корень уравнения ( ) 1 0ϕ λ + =  не является собственным значением оператора А. Итак, верна 
Т е о р е м а  1.  Пусть A – самосопряженный оператор в гильбертовом пространстве X и 
его область значений не является замкнутой. Пусть ( )ϕ λ  – аналитическая в окрестности SpA 
функция, для которой
а) ( ) 1 ( );ϕ λ = − λψ λ
б) ( ) 1 ( );SpAϕ λ ≤ λ∈
в) нули функции ( ) 1ϕ λ +  не являются собственными значениями оператора А.
тогда, если уравнение (1) разрешимо, то последовательные приближения 
 1 ( ) ( ) ( 0,1, 2, ...)n nx А x А y n+ = ϕ + ψ =  (4)
сходятся к одному из решений уравнения (1). 
Выбирая различные, удовлетворяющие условиям а), б), в) теоремы 1, функции ( )ϕ λ  и ( ),ψ λ  
получим разнообразные итерационные схемы приближенного построения решений уравнения (1). 
В частности, (см. [3]) выбрав
 















 – не собственное значение оператора А, приходим к явному 
методу итераций 11 ( ) [ ( ) ] .
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 Итерационный метод (4) при этом сов- 
падает с неявным методом итераций, определяемым равенствами 1( ) ( )
k k
n nE A x E A x++ a = −a +  12 .kA y−a  При
 
0a >  и нечетном k получаем, что условия теоремы 1 выполнены, если [0, );SpA⊂ ∞  
при 0a >  и четном k получаем, что условия теоремы 1 выполнены всегда. В случае 0a <  ситу-
ация иная; при k нечетном условия теоремы 1 выполнены, если ( , 0],SpA⊂ −∞  а в случае когда 
k – четное, условия теоремы 1 выполнены, если {0}.SpA =
Естественно возникает вопрос о скорости сходимости приближений (4). Приведем здесь вы-




0( ) ( ( ) ( ) ( )) ( )
n n
nx A x E A A A A y
−= ϕ + + ϕ + ϕ + + ϕ ψ   (n = 0, 1, 2, …), (5)
а из (2) –
 
2 1( ) ( ( ) ( ) ( )) ( )n nx A x E A A A A y−∗ ∗= ϕ + + ϕ + ϕ + + ϕ ψ   (n = 0, 1, 2, …). (6) 
Вычитая (6) из (5), получим
0( )( )
n









x x dE x x x x∗ λ ∗ ∗− = ϕ λ − −∫
 
(7)
Отметим, что из формулы (7) вытекает сходимость приближений nx  к x∗ в силу теоремы Ле-
бега о предельном переходе под знаком интеграла для сходящейся почти всегда к нулю последо-
вательности. Из этой формулы следует, что эта сходимость тем быстрее, чем «меньше» функция 
на спектре оператора А. При этом эта скорость существенно зависит от свойств «гладкости» на-
чальной ошибки 0 ,x x∗−  а эти последние – от свойств «гладкости» правой части y и свойств «не-
корректности» оператора А.
2. Рассмотрим теперь вопрос о поведении невязок nAx y−  и поправок 1 ( )n n nx x A x+ − = ϕ +  
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nAx y A Ax y− = ϕ −
Из этого равенства вытекает, что
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Ax y dE Ax y Ax yλ− = ϕ λ − −∫
 
(8)
Аналогично, из (5) для поправок 1n nx x+ −  имеем 
1 0 0 0( )( ( ) ) ( ) ( ) ( )( ( ) ( ) )
n n n
n nx x A A E x A A y A A x A y x+ − = ϕ ϕ − + ϕ ψ = ϕ ϕ + ψ −
или
1 1 0( )( ).
n








x x dE x x x x+ λ− = ϕ λ − −∫
 
(9)
В результате из (8) и (9) получаем следующее утверждение.
Т е о р е м а  2.  Пусть выполнены условия теоремы 1. Пусть 0,Py =  где P – ортопроектор 
на множество собственных векторов оператора ( ),Aϕ  отвечающих собственному значению 1. 
тогда невязки nAx y−  и поправки 1n nx x+ −  для последовательных приближений (4) при любом на-
чальном условии 0x X∈  сходятся к нулю.
Как показывают равенства (7), (8), (9) скорость сходимости последовательных приближений 
к точному решению, невязок и поправок к нулю существенно зависит от правой части y урав-
нения (1). Оценить эти скорости сходимости можно более точно для функций y из некоторых 
(обычно незамкнутых!) подпространств X~  пространства X. Среди таких подпространств наибо-
лее простыми являются подпространства истокообразно представимых функций. Эти подпро-
странства определяются при помощи некоторой определенной на SpA функции ( )θ λ  равенством 
( ) ( )X A Xθ = θ  элементов вида ( ) ( ).
SpA
dE h h Xλx = θ λ ∈∫  Тогда
2 2 2




x x dE h h∗ λ− = ϕ λ θ λ∫
Отсюда
 n nx x h∗− ≤ γ  0( ( ) , ),x x A h h X∗− = θ ∈  (10)




γ = ϕ λ θ λ  
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Если 0nγ →  при ,n →∞  то (10) дает квалифицированную оценку скорости сходимости при-
ближений (4) к решению уравнения (1) сразу для всех функций 0x  и y, для которых 0 ( )x x X∗− ∈ θ  
или 1 0 ( ).x x X− ∈ θ  Первое из этих условий 0 ( )x x X∗− ∈ θ  трудно проверяемо, так как x∗ неиз-
вестно. Однако оно выполняется, если 0 ( ),Ax y X− ∈ θ  где функции θ и θ связаны равенством 
( ) ( ).θ λ = λθ λ  В результате вместо (10) мы имеем оценку
 n nx x h∗− ≤ γ   0( ( )),Ax y X− ∈ θ

 (11)




γ = ϕ λ θ λ
Формулы (8) и (9), в свою очередь, приводят к оценкам 
 n nAx y h− ≤ γ   0( ( )),Ax y X− ∈ θ  (12)
 1n n nx x h+ − ≤ γ   1 0( ( )),x x X− ∈ θ  (13)
где последовательность nγ  снова определяется равенством (10). 
Тем самым, доказана
Т е о р е м а  3.  Пусть выполнены условия теоремы 1. тогда:
а) если θ  – определенная на спектре SpA функция, для которой из ( ) 1ϕ λ =  вытекает 
( ) 0,θ λ =  то 0nγ →  и, следовательно, при 0 ( )x x X∗− ∈ θ  скорость сходимости приближений (4) 
к соответствующему решению x∗ уравнения (1) оценивается неравенством (10);
б) если θ  – определенная на спектре SpA функция, для которой из ( ) 1ϕ λ =  вытекает ( ) 0,θ λ =  
где 1( ) ( ),−θ λ = λ θ λ  то 0nγ →  и, следовательно, при 0 ( )Ax y X− ∈ θ  скорость сходимости прибли-
жений (4) к соответствующему решению x∗ уравнения (1) оценивается неравенством (11);
в) если θ  – определенная на спектре SpA функция, для которой из ( ) 1ϕ λ =  вытекает 
( ) 0,θ λ =  то 0nγ →  и, следовательно, при 0 ( )Ax y X− ∈ θ  скорость сходимости невязок для при-
ближений (4) к нулю оценивается неравенством (12), и при 1 0 ( )x x X− ∈ θ  скорость сходимости 
поправок для приближений (4) к нулю оценивается неравенством (13).
3. Пусть теперь снова для самосопряженного оператора A выполнены условия теоремы 1, 
причем ( ) 1Aϕ =  и, следовательно, ( ( )) 1.Ar ϕ =  Пусть уравнение (1) разрешимо. В этом случае 
последовательные приближения (4) сходятся к одному из решений x∗ уравнения (1). Рассмотрим 
теперь вместо точных приближений (4) приближения для случая, когда правая часть уравнения 
(1) задана приближенно или когда при вычислениях этих приближений на каждом шаге делается 
ошибка. В этих случаях новые приближения nx  записываются в виде
 1 ( ) ( )n nx А x А y+ δ= ϕ + ψ    (n = 0, 1, 2, …) (14) 
с приближенной правой частью ,yδ  ,y yδ − ≤ δ  где δ  – некоторое малое положительное число. 




= ψ λ ). Отсюда, аналогично [1] получаем
,n n n nx x x x x x∗ ∗− ≤ − + − 
где x∗  – точное решение уравнения (1), nx  (n = 0, 1, 2, …) – приближения (4). Так как 
2 1( ( ) ( ) ( )) ( )( ),nn nx x E A A A A y y
−
δ− = + ϕ + ϕ + + ϕ ψ − 
то справедливо неравенство
.n nx x x x nc∗ ∗− ≤ − + δ




− =  
Пусть (0,1).λ∈  Тогда при некотором ( )n λe  из неравенства ( )n n> λe  следует неравенство 







 справедливо неравенство (1 ) .ncδ < − λ e  В ре-
зультате, если справедливы неравенства 
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то справедливо и неравенство .nx x∗− < e  
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 или, что тоже самое, δ <  
(1 )
.
( ( ) 1)c n
− λ e
λe +
 Правая часть последнего неравенства определяет возможную величину погреш-
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Из проведенных рассуждений вытекает при ( ),δ < δ e  что неравенства (15) совместны и при n, 
удовлетворяющих этим неравенствам, .nx x∗− < e
Таким образом, справедлива
Т е о р е м а  4.  Пусть выполнены условия теоремы 1 и пусть либо правая часть уравнения 
(1) задана с ошибкой 0,δ >  либо приближения (4) вычисляются с ошибками, не превышающими 







4. Вернемся к анализу последовательных приближений 1n nx Bx f+ = +  для линейного опера-
торного уравнения x Bx f= +  с действующим в гильбертовом пространстве X самосопряженным 
оператором В в случае, когда 1.В =  В ряде задач при исследовании последовательных прибли-
жений достаточно установить их сходимость в норме, более слабой, чем исходная норма гиль-
бертова пространства X. Примером таких норм может служить норма
 0 ,x Tx=  (16)
где T – некоторый оператор с Ker 0.T =  При этом наиболее простым оказывается случай, когда 
оператор T перестановочен с оператором B (TB = BT). Cреди таких операторов наиболее просты-
ми являются операторы вида
 ( ),T B= π  (17)
где π  – некоторая функция положительная на ;SpB . В этом случае (16) является нормой, так как 
из 0Tx =  очевидным образом следует, что 0.x =
Напомним [1], что справедливы равенства 
1
0 ( ) ,
n n
nx B x E B B f
−= + + + +




nx x B x x∗ ∗− = −  (18)
здесь nx  – последовательные приближения 1n nx Bx f+ = +  с 0 ,x X∈  x∗  – точное решение уравне-
ния .x Bx f= +
Из равенства (18) для нормы (16) (с T, определенным равенством (17)) имеем равенство 
0 0 00








x x dE x x x x∗ λ ∗ ∗− = π λ λ − −∫
откуда,
00
,n nx x x x∗ ∗− ≤ γ −




γ = π λ λ
Повторяя рассуждения из [1], приходим к следующему утверждению, дополняющему теоре-
му М. А. Красносельского.
Т е о р е м а  5.  Пусть В – самосопряженный оператор с 1B =  в гильбертовом пространстве X, 
не имеющем –1 собственным значением. Пусть (1) ( 1) 0π = π − =  и уравнение x Bx f= +  разреши-
мо. тогда последовательные приближения 1n nx Bx f+ = +  при любом начальном условии 0x X∈  
сходятся в норме (16) к решению x∗ уравнения ,x Bx f= +  для которого 0 0 0 ,P x P x∗ =  где P0 – 
ортопроектор на множество собственных векторов оператора В, отвечающих собственному 
значению 1. При этом эта сходимость равномерна относительно 0x x X∗− ∈  на каждом огра-
ниченном шаре.
Достаточно показать, что 0.nγ →  Действительно, если задано 0,e >  то можно выбрать 
0δ >  такое, что ( )π λ < e при 1 1.− δ ≤ λ ≤  Тогда при этих λ верно неравенство ( )π λ < e и, зна-
чит, ( ) .
nπ λ λ < e  При остальных λ верно неравенство 1λ ≤ − δ и, значит, ( ) (1 ) ,n nMπ λ λ ≤ − δ  












 вытекает, что также ( ) .
nπ λ λ < e  Таким 
образом, при больших n для всех [ 1,1]λ∈ −  верно неравенство ( ) nπ λ λ < e и, значит, 0.nγ →
Подчеркнем, что в условиях теоремы 5 отсутствует требование об истокообразной предста-
вимости точного решения или правой части уравнения (1).
Теорема 5 позволяет сформулировать аналоги теорем 2–4 о сходимости к нулю ошибок, невязок 
и поправок в нормах ( )X θ  при соответствующем выборе функций θ для уравнений первого рода (1).
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KRASNOSELSKI'S THEOREM AND ITERATION PROCEDURES FOR SOLUTION  
OF ILL-POSED PROBLEMS WITH SELF-ADJOINT OPERATORS
Summary
In this article, the main results on the behavior of various iterations for approximate solution of ill-posed equations with 
self-adjoint operators in a Hilbert space are presented: sufficient conditions for iteration convergence are obtained, the behav-
ior of residuals and corrections is studied on subspaces of sourcewise representable functions, the convergence of the approxi-
mations in the Hilbert space norm weaker than the original one is established.
