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Abstract: Analyzing large fluorescence lifetime imaging (FLIM) data is becoming 
overwhelming; the latest FLIM systems easily produce massive amounts of data, making an 
efficient analysis more challenging than ever. In this paper we propose the combination of a 
custom-fit variable projection method, with a Laguerre expansion based deconvolution, to 
analyze bi-exponential data obtained from time-domain FLIM systems. Unlike nonlinear least 
squares methods, which require a suitable initial guess from an experienced researcher, the 
new method is free from manual interventions and hence can support automated analysis. 
Monte Carlo simulations are carried out on synthesized FLIM data to demonstrate the 
performance compared to other approaches. The performance is also illustrated on real-life 
FLIM data obtained from the study of autofluorescence of daisy pollen and the endocytosis of 
gold nanorods (GNRs) in living cells. In the latter, the fluorescence lifetimes of the GNRs are 
much shorter than the full width at half maximum of the instrument response function. 
Overall, our proposed method contains simple steps and shows great promise in realising 
automated FLIM analysis of large data sets. 
Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License. Further 
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1. Introduction 
Fluorescence lifetime imaging (FLIM) techniques are much more informative than the 
intensity based counterparts. Not only can FLIM microscopy sense the fluorescence intensity 
of fluorescent molecules (fluorophores), but it also can measure the decay rate (or lifetime) of 
the fluorescence. As fluorescence lifetimes of fluorophores are sensitive to the cellular 
microenvironments, FLIM is suitable for detecting physiological or electrochemical 
parameters such as Ca2+, pH, O2, or temperature. When combined with Förster resonance 
energy transfer (called FLIM-FRET), it is a powerful tool to study protein interaction 
networks or molecular metabolisms. FLIM or FLIM-FRET has been used for studying 
molecular oncology [1–3], assessing the efficacy of cancer therapies [4, 5], the diagnosis of 
diseases or cellular imaging [6–8], understanding brain functions [9], image-guided surgeries 
[10], and characterizing fluorescent proteins or contrast agents [11, 12]. 
There are mainly frequency domain (FD) and time domain (TD) FLIM systems. Readers 
interested in FD systems, can check previously published FD systems for single-exponential 
[13, 14] or multi-exponential FLIM imaging [15, 16]. Typically 2~20 phase images are taken 
depending on applications, and usually FD FLIM software tools are iterative least squares 
method (LSM) based. TD time-correlated single-photon counting (TCSPC) based systems 
have superior signal-to-noise performance and timing resolution (down to 4ps for state-of-
the-art systems) and are therefore widely considered gold-standard for FLIM-FRET 
applications. A typical TCSPC FLIM system contains a pulsed laser, a single-photon 
avalanche diode (SPAD) or a photomultiplier tube (PMT), and a TCPSC module for 
measuring the time delay between the detected photon and the laser pulses. In this paper, we 
focus on TD TCSPC based systems to develop methods of processing FLIM data. The 
developed methods are also applicable to time-gated systems [17, 18]. 
Despite the potential and significant impact of FLIM, primarily in the biological sciences, 
accurate estimation of fluorescence lifetimes remains a significant challenge. For live cell 
FLIM, it is necessary to acquire images at a frame rate fast enough to avoid motion artefacts 
and to resolve temporal cellular dynamics. Fortunately, recent advances in image sensors and 
microscopy techniques have radically boosted gold standard TCSPC-FLIM acquisition from a 
frame every few minutes to several frames per second [19–24]. Such significant progress 
makes FLIM promising for live cell imaging. However, the massive data throughput, 
generated by these fast imaging systems, poses a greater challenge to image analysis. For 
TCSPC-FLIM experiments, the time delays of detected photons are measured repeatedly, and 
a histogram of time delays is accumulated from which the lifetimes are to be extracted. 
Commercial FLIM software packages usually use LSM, such as Levenberg-Marquardt 
algorithms [25, 26], to calculate the true fluorescence density from the measured histogram in 
a pixel. This is an iterative procedure that requires users to provide an initial guess. Choosing 
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the initial guess, however, may be challenging and a LSM can easily fail to converge to a true 
minimum when the field of view has a wide range of lifetime contribution [27]. This explains 
why commercial FLIM software tools still require manual interventions from experienced 
users with knowledge in fluorophores and mathematical modelling to deliver a robust 
analysis. With analyses carried out in such supervised environments, image analysis becomes 
very time-consuming. A strategy that supports unsupervised analysis is really desirable. 
Recently, many non-fitting algorithms have been proposed to provide fast single-
exponential [28–30] or bi-exponential analysis [31–34], but they all use tail-fitting (fitting 
from the peak of the histogram), which assumes that the full-width at half maximum 
(FWHM) of the instrument response function (IRF) is negligible. They work well when the 
lifetime components are large, but can easily be biased when the lifetimes are comparable or 
even less than the FWHM of the IRF. In order to use these non-fitting algorithms robustly, 
high-precision (timing jitter < 50ps) detectors are required, which can significantly increase 
the system cost. In many applications, where the analysis speed does not matter or the 
fluorescence lifetimes are short, biologists still prefer fitting approaches with deconvolution 
that can guarantee a better performance. So far, numerous deconvolution techniques for FLIM 
analysis have been developed [27, 35–41]. Among them, the least squares deconvolution 
based on Laguerre expansion (LSD-LE) provides a fast single-exponential contrast and 
superior sensitivity in disease detection [38–41]. To effectively apply LSD-LE to diagnosis or 
parameter identification [41, 42], previous studies [40] concluded that the Laguerre basis 
functions (LBF) should be mutually orthogonal within the observation window (T). This 
requirement means T should be much larger than the largest lifetime, and it requires shining 
pulsed lasers with a low duty-cycle, reducing the photon collection speed. In order to avoid 
this constraint, we examine the LSD-LE techniques and propose to use another optimization 
procedure [43]. Our proposed method allows using lasers with a higher duty-cycle. Moreover, 
we extend LSD-LE, to our knowledge for the first time, to study bi-exponential two-photon 
FLIM images of the uptake of gold nanoparticles in living cells [44]. Optimized Laguerre 
dimension L and optimized scale α are found for bi-exponential analysis covering a wide 
range of lifetime distributions, supporting automated analysis. 
To further guarantee unsupervised analysis, we present a simple lifetime extraction 
method based on a classical algorithm called the variable projection method (VPM) [43, 45]. 
VPM is a very useful tool for solving nonlinear least-squares problems in which a number of 
the parameters are linear. The VP methods have already been adopted and integrated with the 
global analysis method (GA) for the analysis of FLIM data [46–48]. VPM was introduced to 
reduce the stringent requirements on memory incurred by GA. Different from these earlier 
works, our approach is inspired by recent work of Barral et al. for the computation of single-
exponential decays for MRI T1 relaxation imaging applications [49]. We generalize this 
approach to the identification of bi-exponential decays and use it to facilitate our study on the 
endocytosis of gold nanoparticles in living cells [6, 44, 50]. Indeed, both the single- and bi-
exponential formulas are special cases of the more general VPM [45]. Nevertheless, by 
focusing on the bi-exponential model in particular, we derive an explicit form for the linear 
parameters involved in the modelling. Thus, for bi-exponential models, implementing our 
method is much simpler than the general VPM, which is highly desirable in a hardware 
implementation. We compare our simplified VPM to LSM: Our method is not only faster but 
also has much better photon efficiency and reliability. 
The rest of this paper is organized as follows. In Section II we present our method. In 
Section III, our simplified VPM and LSM are tested and compared on synthesized FLIM data 
using tail-fitting [49] and deconvolution. Similar comparisons are carried out on various 
experimental FLIM data in Section IV. 
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2. Theory 
2.1 Variable projection methods 
We assume that the fluorescence intensity is f(t) = K·[a·exp(-t/τ1) + (1–a)·exp(-t/τ2)], 0 ≤ t ≤ T, 
where K is the amplitude, a the proportion, τ1 and τ2 (τ1 < τ2) are the fluorescence lifetimes, 
and T is the observation window. Usually a TD FLIM experiment obtains a fluorescence 
histogram yj, j = 1,…, N, where yj is the measured photon count in the j-th time bin and N is 
the number of time bins in a TCSPC system. Here we neglect the IRF to illustrate how VPM 
works (in Section 2.2 we consider the IRF). The goal of the analysis is to minimize the error 
 ( ) ( ) 21 2 1, , , .N j jjS K a y f tτ τ =  = −   (1) 
Here we focus on a bi-exponential model. For simplicity, we denote A = Ka and B = K(1 – 
a). Instead of computing the gradient of S with respect to the unknown parameters A, B, τ1 and τ2, as in a traditional LSM, the error S(A, B, τ1, τ2) can be rewritten as 
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It is easy to prove that γ(τ1) and δ(τ1,τ2) are positive. Hence minimizing S(A,B,τ1,τ2) for 
given yj is equivalent to 
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 (4) 
The advantage of these formulas, as that of those presented by Barral et al. for single-
exponential decays [49], is that explicit expressions are given for the parameters A and B (or 
K and a) that appear linearly in the model. Compared with a nonlinear LSM, the likelihood of 
finding a global minimizer rather than a local one is much better. The VP method eliminates 
the linear unknowns from the least squares problem and optimizes the remaining less-
dimensional least squares criterion. At the same time the problem becomes better conditioned. 
The eliminated linear coefficients are computed from the least squares interpolation problem 
after solving the optimization problem. The solution is sought from a 2-D plane within τMIN < τ1, τ2 < τMAX (τMAX can be up to T) and users do not even need to know the exact boundaries 
(choosing 0 < τ1, τ2 < Τ also works well). This minimizes manual interventions and allows 
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unsupervised large FLIM data analysis. Compared with GA [51], VPM is in general faster 
and able to distinguish the lifetime differences for the pixels in the same segment. GA, on the 
other hand, is able to reduce the fitting error caused by poor SNR in a pixel. The current 
method and GA can be combined to provide a better SNR performance. 
2.2 Calibration techniques for instrumental response functions 
In a TCSPC FLIM experiment, a measured fluorescence decay y(t) is the convolution of the 
fluorescence intensity f(t) and the IRF I(t): 
 ( ) ( ) ( ) ( ) , 0 ,y t I t f t t t Tε= ⊗ + ≤ ≤  (5) 
where ε(t) is Poisson noise [52] and Eq. (5) can be discretized to 
 ( ) ( ) ( ) ( )1 , 1, 2,..., .jj j i i jiy t I t t f t t j Nε== − + =     (6) 
Then the analysis when I(j) is known is to minimize the error 
 ( ) ( ) ( ) 21 2 1 1, , , .N jj j i ij iS K a y I t t f tτ τ = = = − −    (7) 
We can solve this curving-fitting problem directly by using the MATLAB nonlinear least-
squares subroutine [25]. To facilitate our discussions, we call it C-LSM for involving 
convolution computations. This is the most straightforward LSM approach [51]. However, the 
disadvantages of C-LSM are also well-known: 1) it needs to compute convolutions for each 
iteration [51] and 2) it requires optimizing four parameters (K, a, τ1, τ2) and so expects four 
starting values. It is time-consuming and the analysis results are subject to the initial values 
[44]. To avoid the first problem above, fast deconvolutions can be used to simplify the cost 
function [27, 38, 40, 41, 44, 53], Eq. (7). With the deconvolution, the IRF is calibrated and an 
estimated ( )fˆ t , and an estimated K  are obtained. The normalized ( )fˆ t  is similar to a 
filtered histogram leaving only (a, τ1, τ2) to be solved [44]. 
We recently proposed an improved fast deconvolution technique called CLSD-LE, based 
on Laguerre expansion [44] for analyzing bi-exponential FLIM images. But it still used 
traditional LSM [25, 51] to estimate (a, τ1, τ2), denoted as DE-LSM hereafter. VPM can be 
used to further reduce the dimensionality of the optimization and only (τ1, τ2) are to be sought. 
After deconvolution, an estimated K

 is obtained, and from Eq. (4) and the definition B = K(1 
– a), we find a = 1 – β(τ1, τ2)/ K . There is no need to construct or evaluate α(B, τ1, τ2), and we 
denote Eq. (4) (after conducting CLSD-LE) as DE-VPM. 
3. Simulations on synthesized decays 
We compared the proposed VPM and LSM using tail-fitting (TF-VPM and TF-LSM) and the 
improved Laguerre expansion based deconvolution methods (DE-VPM and DE-LSM) in 
terms of 1) the normalized bias = Δg/g, g can be a, τ1, or τ2 and 2) the F-value, a normalized 
precision defined as F = (NC)0.5·σg/g (originally introduced for single-exponential analysis 
[54], but here we extended for bi-exponential models. The decovolutions were performed 
using CLSD-LE with the Laguerre dimension L = 16 and the Laguerre scale α = 0.912 
derived by our recent studies [44]. NC is the total count within the observation window. F = 1 
for the ideal case, and F > 1 or F >> 1 for realistic FLIM analysis). Monte Carlo simulations 
were carried out for K = 1000 and 50, N = 256, T = 10ns, τ2 = 2.8ns, a = 0.1, 0.37, 0.63, and 
0.9, and τ1 = 0.1, 0.37, 0.63, and 0.9ns. The IRF is assumed to have a Gaussian profile with an 
FWHM = 300ps. 
Figures 1(a), 1(c), and 1(e) show the normalized bias plots, whereas Figs. 1(b), 1(d), and 
1(f) show the F plots, for a, τ1, and τ2 respectively. Figures 1(a) and 1(c) indicate that tail-
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fitting actually causes biased estimations of a and τ1 (apart from τ2) when τ1 is small. In 
applications where the information of a or τ1 is essential, using tail-fitting (TF-LSM or TF-
VPM) can lead to misinterpretation of data. However, if the information of τ2 is sought after, 
then the TF-VPM analysis can provide acceptable bias performances (Δτ2/τ2 < 10%) and 
precision performances that are comparable to the DE-LSM analysis. In comparison with DE-
LSM and DE-VPM, C-LSM has comparable or better bias performances only when the initial 
values are well chosen. Figure 1 shows DE-VPM’s superior performances in photon 
efficiency. Apart from the extreme case a = 0.1 and τ1 = 0.1ns, the normalized bias is in 
general less than 10% and the F-value less than 10, showing that it has the best photon 
efficiency among the five approaches. Note that for synthesized FLIM data it is easy to set the 
initial values for LSM, as a, τ1, and τ2 are already known. In cases where the field of view has 
a wide range of variations, LSM is not able to converge robustly to the true minima and its 
output depends on the given starting values. Compared with DE-VPM, the dynamic range of 
DE-LSM is very limited, and it only provides comparable performances when τ2 >> τ1. 
 
Fig. 1. (a), (c), and (e), Bias and (b), (d), and (f) F plots for different methods, K = 1,000, and 
N = 256. 
Figures 2(a)-2(f) show the bias and F-value plots using the same settings as above but 
with K = 50. The purpose of this analysis is to demonstrate the performance of the proposed 
approach when the photon count is low. This happens in some live-cell imaging or high-
throughput screening applications where the acquisition has to be short [10, 55]. Again, the 
TF analysis produces more biased estimations when τ1 is small. At a low count, it is difficult 
to use any method to estimate a accurately when a is small, as shown in Fig. 2(a). Among C-
LSM, DE-LSM, and DE-VPM, C-LSM has better performances in Δτ1/τ1, whereas DE-LSM 
and DE-VPM have better performances in Δτ2/τ2. Figures 2(b), 2(d), and 2(f) show similar F 
plots to Figs. 1(b), 1(d), and 1(f). The F-values of TF-LSM, TF-VPM, C-LSM, and DE-LSM 
are comparable, and they are in general larger than that of DE-VPM (FDE-VPM < 10). 
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 Fig. 2. (a), (c), and (e) Bias and (b), (d), and (f) F plots for different methods, K = 50, and  
N = 256. 
In terms of the analysis speed, Table 1 shows the average fitting time of 16 decays for 
different a and τ1 (a = 0.1, 0.37, 0.63, and 0.9, τ1 = 0.1, 0.37, 0.63, and 0.9ns) for different 
methods. Simulations were carried out using MATLAB® R2015b on a Dell PrecisionM2800 
(Intel Core i7-4810MQ CPU @ 2.80GHz, 16.0 GB memory; OS: Windows 7 Enterprise 
Service Pack 1 64-bit). The table shows that our VPM requires less time than LSM. The 
simulation time of C-LSM varies significantly depending on the initial values. In realistic 
scenarios, it is difficult to obtain accurate initial guesses. On the other hand, our VPM does 
not suffer this problem. It converges robustly at a faster speed, regardless of the initial values 
and therefore promising for automated analysis. It is surprising that TF-LSM takes more time 
than DE-LSM, but it is reasonable as more iterations are required for TF-LSM to obtain 
convergent results when the IRF is neglected. 
Table 1. Average fitting time of 16 decays for different methods. 
Methods K = 1000 (sec) K = 50 (sec) 
TF-LSM 0.144 0.199 
TF-VPM 0.087 0.091 
DE-LSM 0.136 0.188 
DE-VPM 0.105 0.121 
C-LSM 0.339* 0.362* 
*The initial values need to be within (1 ± 20%) × the real values. 
 
In some applications, such as estimating the efficiency of FRET transfer, the amplitude-
averaged lifetime τave = aτ1 + (1–a)τ2 is to be estimated [37]. Figure 3 shows the normalized 
bias and F plots of τave using K = 1000 and K = 50. Figure 3(a) shows that TF-LSM and TF-
VPM produce comparable estimations, but it also indicates the need to consider the IRF to 
avoid biased estimations. In general, DE-VPM performs better in the bias (Δτave/τave < 2%) 
and photon efficiency (F–value). DE-LSM only provides comparable precision when τ1 is 
small. Similarly, for K = 50, Fig. 3(c) indicates that the IRF needs to be considered in lifetime 
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estimations. Without deconvolution, the TF analysis produces the most biased estimations 
when τ1 = 0.1ns. Considering both the bias and the precision for different K, DE-VPM does 
offer a wider dynamic range and superior photon efficiency. 
 
Fig. 3. (a) Normalized bias and (b) F plots for τave = aτ1 + (1– a)τ2 when K = 1000. (c) 
Normalized bias and (d) F plots for τave when K = 50. 
4. Experimental results 
4.1 Daisy pollen 
The first example is to study the fluorescence lifetimes of the autofluorescence emitted from 
daisy pollen. Autofluorescence of biological samples as well as the fluorescence lifetime can 
be very useful. For example, cellular autofluorescence is used as a good label-free indicator 
for studying cytotoxicity [56]. The FLIM data are obtained using the MicroTime 200 
(PicoQuant), equipped with the standard piezo scanner from Physik Instrumente (100x100µm 
scan range) and a Hybrid-PMT (PMA Hybrid-40). The TCSPC system used for the 
acquisition is the HydraHarp 400 with the bin width set to 8ps and each histogram contains 
6253 time bins (the equivalent full range = 50ns). Other parameters include: excitation 
wavelength = 485nm, the laser repetition rate = 20 MHz (LDH-D-C-485 laser head controlled 
by the PDL 828 “Sepia II” laser driver) and the detection band = 520/35. 
Figure 4 shows the measured IRF, measured and fitted histograms (using DE-VPM) at the 
brightest pixel, and the summed histogram of all pixels. The FWHM of the IRF is around 
300ps; it is much larger than τ1. Traditional tail-fitting practices can easily overestimate τ1 and 
even τ2 [57]. Therefore, deconvolutions of the IRF should be performed to accurately 
determine lifetimes. 
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 Fig. 4. Measured IRF, measured and fitted histograms. 
Figures 5(a)-5(d) show the fluorescence intensity, τave = aτ1 + (1–a)τ2, a and τ2 images, 
respectively, obtained by DE-VPM. They clearly show the differences between the intensity 
and lifetime maps. The fraction, a, within the pollen is close to 1, showing that there is near 
single-exponential fast autofluorescence (smaller τave). The fraction is smaller on the spikes, 
but it is in general larger than 0.5, see the blue open-circle curve in Fig. 5(e). The results are 
very different from those obtained by tail-fitting reported in the literature [57, 58]. To 
compare the differences between LSM and VPM as well as the impact of the IRF on the 
lifetime estimations, we also perform the analysis using TF-LSM, TF-VPM, DE-LSM, and 
DE-VPM. Figures 5(e)-5(h) show the a, τ2, τ1 (note that this is in log scale), and τave 
histograms, respectively. The figures indicate that neglecting the IRF for the TF analysis does 
bias all parameters and make the estimations sensitive to the observation window. Usually for 
tail- fitting the observation window starts from the peak of the histogram or a certain distance 
away from the peak [57]. However, the peak position is noise inflicted and difficult to be 
determined precisely when the photon count is low. Tail-fitting approaches (both TF-LSM 
and TF-VPM) underestimate a and τ1 and overestimate τ2 and τave. TF-LSM and TF-VPM 
show similar analyses except that TF-VPM is superior in photon efficiency and it is able to 
resolve low-count pixels showing τ1 > 0.1ns. The figures also show the advantages of the 
proposed DE-VPM. Instead of searching the optimized solution in a 3-D (a, τ1, τ2) space as 
traditional LSM approaches, the VPM identifies it in a 2-D (τ1, τ2) space. As mentioned 
earlier, our VPM does not need a precise initial guess and a rough range [8ps, 10ns] suffices 
to guarantee consistent analysis results. For DE-LSM, on the other hand, it usually requires a 
good guess (from an experienced user) for a satisfactory analysis. In this figure, a starting 
value (a = 0.9, τ1 = 0.05ns, τ2 = 1ns; pink open square curve) close to the real distribution and 
a randomly chosen one (a = 0.1, τ1 = 0.5ns, τ2 = 2ns; green open square curve) were given to 
illustrate this issue. Figure 5(f) shows that an ill-chosen initial guess (a = 0.1, τ1 = 0.5ns, τ2 = 
2ns) prompts the search process for a significant amount of pixels to converge to a local 
minimum and therefore obtain biased estimations τ2 < 0.1ns. When the starting value is well 
chosen, DE-LSM can obtain results coinciding with those of DE-VPM apart from some 
biased estimations at pixels with a lower photon count (pointed to by the pink arrow). As 
discussed earlier, Fig. 5(g) shows that the TF approaches obtain biased τ1, even much smaller 
than the timing resolution of the TCSPC (8ps) at most pixels. For the DE analysis, many 
pixels fail to converge for the DE-LSM analysis with the initial values a = 0.1, τ1 = 0.5ns, τ2 = 
2ns. Figure 5(h) shows that the ill-chosen initial values produce a slightly different τave 
histogram from the DE-VPM and the DE-LSM results with a well-chosen initial guess. 
Again, TF-LSM and TF-VPM produce similar results, but they both overestimate τave. 
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 Fig. 5. (a) Intensity, (b) τave, (c) a, and (d) τ2 images; (e) a, (f) τ2, (g) τ1, and (h) τave histograms. 
obtained by DE-VPM. 
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4.2 Two-photon FLIM images of gold nanoparticles in live cells 
Gold nanoparticles (GNP) show tunable localized surface plasmon resonance, superior 
quenching capability and low toxicity. These unique properties allow efficient energy transfer 
between fluorophores and gold nanoparticles and hence provide a new paradigm for 
developing novel molecular probes or contrast agents [6, 59–61]. However, factors that affect 
the uptake of GNPs in cells, such as dose, GNP shape and surface functionalization, cell 
types, and distributions of GNPs in cells, have not been fully characterized yet. Fully 
decoding the impacts of these factors requires a massive amount of raw data obtained from 
different FLIM experiments, and therefore it is desirable to have a faster analysis approach. 
The proposed VPM can be used to analyze FLIM images of Cy5-ssDNA-gold-nanorod 
(GNR) labelled Hek293 cells for assessing the uptake of GNR in cells. The procedures for 
synthesizing GNR-based RNA nanoprobes can be found in [6]; in brief, GNRs were 
functionalized with thiolated oligonucleotides (ssDNA) labelled with Cy5 through ligand 
exchange and salting aging process. After the incubation with Cy5-ssDNA-GNRs, Hek293 
cells were washed and fixed with paraformaldehyde. Two-photon FLIM experiments were 
performed on a confocal microscope (LSM 510, Carl Zeiss) with a SPC-830 TCSPC card 
(Becker & Hickl GmbH). Laser excitation pulses (200 fs) with a repetition rate of 80MHz 
were generated from a Chameleon Ti:sapphire laser (Coherent). The bin width of the TCSPC 
is set to be 0.039ns, and each measured histogram contains 256 time bins (therefore the 
equivalent full range T = 256 × 0.039 = 10ns). 
Figures 6(a) and 6(b) show the amplitude-average lifetime, τave = aτ1 + (1–a)τ2, and a 
images obtained by DE-VPM. The decovolutions were performed using the enhanced CLSD-
LE with L = 16 and α = 0.912 [44]. Different from traditional fluorescence intensity imaging, 
FLIM images, Figs. 6(a)-6(c), offer much more information and are able to identify the 
locations of GNRs (at pixels showing τ1 < 100ps; τ1 is the fluorescence lifetime of GNRs, in 
good agreement with previously published results [6]). Together with the lifetime histograms, 
Fig. 6(c)-6(f) can further assess whether there are improperly folded probes on GNRs [6]. 
Figure 6(d) show τ1, τ2 and τave histograms as a function of a, and Fig. 6(e) shows the lifetime-
intensity histograms. The τave histogram (< 2ns) shown in Fig. 6(d) can also be obtained from 
single-exponential analysis [29]. However, single-exponential models are not able to 
distinguish between the fluorescence from GNR probes and the autofluorescence from cells. 
The τ2 histograms in Figs. 6(d) and 6(e) show two clusters of pixels: 1) the cluster in light 
blue dots; and 2) the cluster in deep blue dots. The low fluorescence intensity (< 1500), Fig. 
6(e), detected at most pixels in the first cluster, is likely due to the autofluorescence (with τ1 > 
0.1ns and τ2 > 2.0ns). On the other hand, the existence of short τ1 (< 100ps) indicates that Cy5 
is in the quenched state. Most pixels in the second cluster show a > 0.6 and τ2 = 2.0 ± 0.2ns 
(in good agreement with previously published reports [62]) with the brightest cluster (in red 
open circles) showing larger a and smaller τ2 values, suggesting stronger energy transfer 
between GNRs and Cy5 at these pixels, see the τ2 map at the GNRs with a > 0.95 in Fig. 6(c). 
This experiment demonstrates the importance to have a robust and fast analysis tool that is 
capable of extracting small τ1 (much less than the FWHM of the IRF) accurately. 
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 Fig. 6. (a) τave map, (b) a map, (c) τ2 map at the pixels showing τ2 < 100ps and a > 0.95, (d) 
lifetime (τ1,τ2, τave) vs a histograms showing one brighter cluster with τ1 < 100ps and 2.0 < τ2 < 
4.4ns and one dimmer cluster with 100ps <τ1 < 1.2ns and 0.5 < τ2 < 2.5ns, (e) intensity vs (a,τ1, 
τ2) histograms indicate that the brighter pixels have shorter τ2 and higher a (suggesting Cy5 is 
strongly quenched). 
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5. Conclusion 
We propose a fast bi-exponential FLIM algorithm based on variable projection, inspired by a 
recently published work on MRI T1 relaxation imaging [49]. There are two advantages: 1) 
our VPM only performs 2-D (τ1, τ2) minimization instead of 3-D (a, τ1, τ2) or 4-D (K, a, τ1, τ2) 
optimization required in most LSM-based FLIM analysis tools. It is therefore more robust and 
faster. Moreover, in our applications it does not require to estimate initial values, which is 
promising for automated analysis. 2) our VPM shows much higher photon efficiency than 
traditional LSM approaches. To characterize the IRF, we combine our VPM with our new 
Laguerre expansion deconvolution method [44], DE-VPM. DE-VPM was tested on both 
synthesized and experimental FLIM data (daisy pollen), showing that DE-VPM outperforms 
DE-LSM in terms of accuracy, speed and photon efficiency. High photon efficiency is 
particularly useful, because it means that much fewer photons are required for DE-VPM to 
provide similar precision as LSM based tools. DE-VPM analysis was also tested on the FLIM 
images of Cy5-ssDNA-GNR labelled Hek293 cells and output comparable results with 
previously published literature. DE-VPM seems to be promising for FLIM applications that 
produce large amounts of data or that require fast FLIM analysis. 
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