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1. Introduction
To obtain information about the solution, the Laplacian of the solution, or various gradients of the solution of a fourth
order partial differential equation, one can show that an ‘auxiliary’ function deﬁned on the solution of the equation satisﬁes
a classical maximum principle. In [6] Miranda obtains the ﬁrst such result for the biharmonic equation, 2u = 0, by proving
that the function
P = |∇u|2 − uu (1)
is subharmonic on its domain. Since then, many others have employed this technique on various classes of fourth order par-
tial differential equations. In [9], for example, Schaefer utilizes auxiliary functions of type (1) to study semilinear equations
of the form
2u + ρ(x, y) f (u) = 0, in a plane domain.
In [1], the author therein deduces uniqueness results for various types of higher order equations, including
2u − a(x)u + b(x)w(u) = f (x)
by also employing functions of type (1).
To contrast Schaefer [10] deduces a priori bounds for several quantities of interest for equations of the form:
2u − q(x)g(u) + p(x) f (u) = 0, (2)
by making use of auxiliary functions with (u)2 as the principal term and requires that the nonlinear function g satisfy
the constraint sg(s) 0. Other works such as [2,3,7] use similar auxiliary functions.
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integral bounds on the square of the Laplacian of the solution to equations of the form
2u = f (u)
are deduced. Some applications of these results to equations governing the bending of elastic plates can be found
in [4,5].
In this paper we offer a new and alternative approach to the techniques employed in [10] and obtain maximum principle
results for nonlinear equations of the form
2u + g(u) + f (u) = 0, (3)
and more generally for those of type (2). We primarily construct functions that do not contain the square of the Laplacian
of the solution and we require that (g′)2 is bounded above, thus admitting both a distinct class of auxiliary functions and
restrictions on the highest order nonlinear term from those in [10] for which our maximum principle results hold. Then we
deduce a priori bounds for the gradient of the solution and integral bounds for the second gradient of the solution and for
the solution itself.
2. Maximum principle results and bounds
Throughout this paper, Ω represents a bounded domain in Rn . Commas will denote partial differentiation and the sum-
mation convention on repeated indices is used. Furthermore, we make the following identiﬁcations for the squares of the
ﬁrst, second, and third gradients of a function u:
|∇u|2 = u,iu,i,
∣∣∇2u∣∣2 = u,i ju,i j, and ∣∣∇3u∣∣2 = u,i jku,i jk (4)
for indices i, j,k = 1,2, . . . ,n. The scalar product of the gradient of two functions u and v is denoted by
∇u · ∇v = u,i v,i (5)
for indices i, j,k = 1,2, . . . ,n.
We consider the functional
P = ∣∣∇2u∣∣2 − ∇u · ∇(u) + c(x)|∇u|2 (6)
where u and c are suﬃciently smooth functions and u is a solution of (3). For now, we assume that (g′)2 is bounded
above by a constant g0 and that the function c is bounded below by a positive constant c0. We shall determine additional
restrictions to ensure that P is subharmonic.
Thus a computation using (6) yields
P ,k = 2u,i ju,i jk − u,iku,i − u,iu,ik + c,k|∇u|2 + 2cu,iu,ik,
P = 2∣∣∇3u∣∣2 − ∣∣∇(u)∣∣2 − ∇u · ∇(2u)+ c|∇u|2 + 2∇c · ∇(|∇u|2)+ 2c∣∣∇2u∣∣2 + 2c∇u · ∇(u). (7)
Differentiating (3) and substituting the result into (7) we obtain
P = 2∣∣∇3u∣∣2 − ∣∣∇(u)∣∣2 + f ′(u)|∇u|2 + g′(u)∇u · ∇(u) + c|∇u|2
+ 2∇c · ∇(|∇u|2)+ 2c∣∣∇2u∣∣2 + 2c∇u · ∇(u). (8)
In order to eliminate terms 4, 6, and 8 in (8) we make use of the inequalities
g′(u)∇u · ∇(u)−5
2
g0|∇u|2 − 1
10
∣∣∇(u)∣∣2, (9)
2∇c · ∇(|∇u|2)− 2
c0
|∇c|2|∇u|2 − 2c0
∣∣∇2u∣∣2, (10)
and
2c∇u · ∇(u)−10c2|∇u|2 − 1
10
∣∣∇(u)∣∣2. (11)
Hence by (9), (10), and (11) we have
P  2
∣∣∇3u∣∣2 − 6
5
∣∣∇(u)∣∣2 + f ′(u)|∇u|2 +
(
c − 5
2
g0 − 10c2 − 2
c
|∇c|2
)
|∇u|2 + 2(c − c0)
∣∣∇2u∣∣2.
0
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∣∣∇3u∣∣2  3
n + 2
∣∣∇(u)∣∣2 (12)
allows us to conclude that the difference of the ﬁrst two terms, 2|∇3u|2 − 65 |∇(u)|2, is nonnegative when the dimension
n 3. If we further assume that f ′  0 and that c − 10c2 − 2c0 |∇c|2  52 g0, then we can conclude that P is subharmonic
in Ω .
Consequently, we obtain
Theorem 1. Let u ∈ C5(Ω) ∩ C3(Ω¯) be a solution of (3) where n 3. Suppose f , g ∈ C1(R) satisfy f ′  0, (g′)2  g0 . Deﬁne
P = ∣∣∇2u∣∣2 − ∇u · ∇(u) + c(x)|∇u|2 where c ∈ C2(Ω) ∩ C(Ω¯).
Furthermore, suppose that c(x) c0 , for a positive constant c0 , and that c satisﬁes the differential inequality c − 10c2 − 2c0 |∇c|2 
5
2 g0 . Then P achieves its maximum value on ∂Ω .
There are many functions f , g which satisfy the afore-mentioned constraints. For some examples, suppose f (u) = u3 +u
and g(s) = s + e−s . Then f ′(u) = 3u2 + 1 > 0 and [g′(s)]2 = (1 − e−s)2 < 1. For given values of c0, g0 a suitable domain Ω
can be constructed such that the function c(x) = −x31, x1 < 0 satisﬁes the differential inequality for c above.
Some immediate applications of Theorem 1 are now given. Suppose that
u = ∂u
∂n
= 0 on ∂Ω. (13)
It follows that
∣∣∇2u∣∣2 − ∇u · ∇(u) + c(x)|∇u|2  max
x∈∂Ω
∣∣∇2u∣∣2. (14)
If we let
d = max
x∈∂Ω
∣∣∇2u∣∣2 (15)
and integrate the left side of (14) by parts, then the inequality∫
Ω
∣∣∇2u∣∣2 dx 1
2
Ad,
can easily be deduced, where A is the area of Ω .
Additionally, we note that since c(x) is positive and if we assume that the boundary conditions in (13) hold, then
∣∣∇2u∣∣2 − ∇u · ∇(u) d,
by Theorem 1. It follows that

(|∇u|2)−2d.
Furthermore, if we suppose that
ρ = −1 in Ω, ρ = 0 on ∂Ω,
then we obtain an a priori bound for |∇u|2 (see [8]):
|∇u|2  2dρ.
The auxiliary function in Theorem 1 and the nonnegativity requirement imposed on f ′ can be adjusted to yield integral
bounds for the square of the solution u as follows in
Theorem 2. Suppose that u ∈ C5(Ω) ∩ C3(Ω¯) is a solution of (3) for n 3. Deﬁne
Q = ∣∣∇2u∣∣2 − ∇u · ∇(u) + α|∇u|2 + k(x)u2 (16)
for a positive function k ∈ C2(Ω) ∩ C(Ω¯) and a positive constant α.
We assume that f , g ∈ C1(R) satisfy f ′  β, where β  2( 54 g0+5α2) and (g′)2  g0 . Furthermore, suppose thatk− 2k |∇k|2−
3 k2  0. Then Q achieves its maximum value on ∂Ω .2α
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Q = 2∣∣∇3u∣∣2 − ∣∣∇(u)∣∣2 + f ′(u)|∇u|2 + g′(u)∇u · ∇(u) + 2α∣∣∇2u∣∣2 + (k)u2
+ 4u(∇k · ∇u) + 2kuu + 2k|∇u|2 + 2α∇u · ∇(u). (17)
Using (9) from Theorem 1 and the inequalities
4u(∇k · ∇u)−2
k
u2|∇k|2 − 2k|∇u|2, (18)
2kuu − 3
2α
k2u2 − 2α
3
(u)2, (19)
and,
2α∇u · ∇(u)−10α2|∇u|2 − 1
10
∣∣∇(u)∣∣2 (20)
we ﬁnd that
Q  2
∣∣∇3u∣∣2 − 6
5
∣∣∇(u)∣∣2 + 2α∣∣∇2u∣∣2 − 2α
3
(u)2 +
[
k − 2|∇k|
2
k
− 3
2α
k2
]
u2
+
(
β − 2
[
5
4
g0 + 5α2
])
|∇u|2.
Employing the well-known inequality
∣∣∇2u∣∣2  1
n
(u)2
(
see [11]
)
,
inequality (12), and our stated assumptions, we conclude that Q  0.
Here we note that by choosing a suitable range of values for x1 and a constant a we can construct a domain Ω such
that the function k(x) = −11
4 x
2
1−a
satisﬁes the required conditions. 
Now we state some important consequences of Theorem 2. Suppose that u is a solution of (3) which satisﬁes the
boundary conditions (13). Thus we see that
Q  d. (21)
Upon integrating both sides of (21) we ﬁnd that the inequalities
∫
Ω
k(x)u2 dx 1
2
Ad and
∫
Ω
|∇u|2 dx 1
2α
Ad
both hold.
Remark. Theorems 1 and 2 can be extended to the case of n > 3 by modifying the inequalities therein and making use
of (12) for higher dimensions in a ‘discrete’ way. In our next result, we show how to remove the restriction that the
dimension n 3, in a more general manner, by including several terms in our auxiliary function that depend explicity on n.
Theorem 3. Suppose that u ∈ C5(Ω)∩ C3(Ω¯) is a solution of (3) and that f , g ∈ C1(R) satisfy f ′  0, (g′)2  g0 , and sg(s) 0. For
h ∈ C2(Ω) ∩ C(Ω¯), deﬁne the functional
R = ∣∣∇2u∣∣2 − ∇u · ∇(u) + n
n + 2
u∫
0
f (s)ds + n
2(n + 2) (u)
2 + 4
n + 2h(x)|∇u|
2. (22)
Furthermore, assume that h(x) h0 > 0, h0 is a constant, and h − 2h2 − 2|∇h|2h0  2(n+28 )2g0 . Then R assumes its maximum value
on ∂Ω .
A. Mareno / J. Math. Anal. Appl. 377 (2011) 495–500 499Proof. From (22) we calculate
R = 2∣∣∇3u∣∣2 − 2
n + 2
∣∣∇(u)∣∣2 + f ′(u)|∇u|2 + n
n + 2 f
′(u)|∇u|2 + n
n + 2 f (u)u
+ 4
n + 2
[
h|∇u|2 + 2∇h · ∇(|∇u|2)+ 2h∣∣∇2u∣∣2 + 2h∇u · ∇(u)]
− n
n + 2 g(u)u −
n
n + 2 f (u)u + g
′(u)∇u · ∇(u). (23)
By applying the inequalities
g′(u)∇u · ∇(u)−n + 2
8
g0|∇u|2 − 2
n + 2
∣∣∇(u)∣∣2, (24)
8
n + 2h∇u · ∇(u)−h
2 8
n + 2 |∇u|
2 − 2
n + 2
∣∣∇(u)∣∣2, (25)
and
8
n + 2∇h · ∇
(|∇u|2)− 8
n + 2
|∇h|2
h0
|∇u|2 − 8
n + 2h0
∣∣∇2u∣∣2 (26)
to (23) we deduce that
R  2
∣∣∇3u∣∣2 − 6
n + 2
∣∣∇(u)∣∣2 + f ′(u)|∇u|2 + 8
n + 2 (h − h0)
∣∣∇2u∣∣2
+
[
8
n + 2
(
1
2
h − h2 − |∇h|
2
h0
)
−
(
n + 2
8
)
g0
]
|∇u|2 − n
n + 2 g(u)u.
Using our hypotheses and inequality (12), we clearly see that R is subharmonic in Ω . 
For an example of a function g which satisﬁes the constraints above, we consider g(s) = −s
1+s2 . Then [g′(s)]2 = (s
2−1)2
(1+s2)4  1
and sg(s) = −s2
1+s2  0. One can construct a function h which satisﬁes the required differential inequality which is similar to
our example for the function c following Theorem 1.
Finally we establish the theorem below for Eq. (2):
Theorem 4. Suppose that u ∈ C5(Ω) ∩ C3(Ω¯) is a solution of (2), where n  3, and that f , g ∈ C1(R) satisfy f ′  0, (g′)2  g0 .
Deﬁne the functional
V = ∣∣∇2u∣∣2 − ∇u · ∇(u) + [p(x) + q(x)]|∇u|2 + 1
2
(M + N)γ (x)
where p,q ∈ C2(Ω) ∩ C(Ω¯) are positive functions that satisfy the inequalities p − 2p |∇p|2 − 15p2  0, q − 2q |∇q|2 −
15( g04 + 1)q2  0, and the constants M, N are upper bounds for f 2 + g2 and |∇p|2 + |∇q|2 respectively. Furthermore, suppose
that γ ∈ C2(Ω) ∩ C(Ω¯) is a positive function that satisﬁes the differential inequality γ  1. Then V takes its maximum value
on ∂Ω .
Proof. We compute
V = 2∣∣∇3u∣∣2 − ∣∣∇(u)∣∣2 + pf ′(u)|∇u|2 − (∇q · ∇u)g(u) + (∇p · ∇u) f (u)
+ [−qg′(u) + 2(p + q)](∇u · ∇(u))+ 2[p + q]∣∣∇2u∣∣2 + 2[∇p + ∇q] · ∇(|∇u|2)
+ [p + q]|∇u|2 + 1
2
(M + N)γ (x). (27)
Applying the methods of Theorems 1, 2, and 3 to (27), it follows that
V  2
∣∣∇3u∣∣2 − 6
5
∣∣∇(u)∣∣2 + pf ′(u)|∇u|2 + 1
2
(M + N)γ (x)
−
[
15
4
q2g0 +
(
1
2
+ 2
p
)
|∇p|2 +
(
1
2
+ 2
q
)
|∇q|2
]
|∇u|2
− 1
2
(
f 2 + g2)+ [p + q]|∇u|2 − 15(p2 + q2)|∇u|2.
Employing our stated assumptions, V  0 as desired. 
500 A. Mareno / J. Math. Anal. Appl. 377 (2011) 495–500There are many simple choices of positive functions for γ which satisfy the constraint γ  1. We refer the reader to
the comments following Theorem 2 for a class of functions which can satisfy the prescribed inequalities for p and q. We
also note that one can deduce a priori bounds on different quantities, such as |∇u|2, as an application of Theorem 4, similar
to those provided by our previous results.
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