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Abstract
The LHCb experiment is designed to perform high-precision measurements of CP violation and search for New Physics
using the enormous ﬂux of beauty and charmed hadrons produced at the LHC. The LHCb detector is a single-arm
spectrometer with excellent tracking and particle identiﬁcation capabilities. The operation and the results obtained from
the data collected in 2010 and 2011 demonstrate that the detector is robust and functioning very well. In the next years,
LHCb will measure a large number of interesting channels in heavy ﬂavor decays. However, the limit of 1 fb−1 of data
per year cannot be overcome without improving the detector. An upgraded spectrometer with a 40MHz readout and a
much more ﬂexible software-based triggering system will increase the data rate as well as the eﬃciency specially in the
hadronic channels, widening our physics scope beyond that of heavy ﬂavor. Here, the diﬀerent possibilities under study
for the diﬀerent detectors are reviewed as well as the ongoing R&D activities.
c© 2011 CERN, for the beneﬁt of the LHCb Collaboration. Published by Elsevier BV. Selection and/or peer-review
under responsibility of the organizing committee for TIPP 2011.
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1. Introduction
The LHCb experiment at the LHC will upgrade its detector to take data with 40MHz readout and at
higher luminosities ( 1033 cm−2 s−1) from 2018 onwards. The strategy for this upgrade builds on the very
successful operation of the current experiment in 2010 and 2011. The experimental apparatus has shown an
excellent performance, the trigger scheme has been validated and the physics results using ﬁrst data are in
line with or have exceeded the goals of the LHCb physics roadmap documents [1]. This paper is organized
as follows. First of all, the current LHCb experiment and its performance are described. Then, the upgrade
environment and strategy are outlined pointing out the limitations of the current detector. Afterwards, the
modiﬁcations to the current hardware are discussed, in addition, the status of the ongoing R&D activities is
reviewed. A comprehensive description of the LHCb upgrade program can be found in the Letter of Intent
for the LHCb Upgrade [2], which has recently been approved by the LHCC.
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2. The LHCb experiment: Description and Performance
LHCb is the experiment dedicated to heavy ﬂavor physics at the LHC [3]. Its primary goal is to look for
indirect evidence of New Physics in CP asymmetries and rare decays. It has a forward geometry optimized
to exploit the huge bb and cc cross sections at the LHC by triggering on and reconstructing the beauty
and charm meson decay products. This forward geometry (see Fig. 1) allows the experiment to record
40% of the production cross section, and to exploit the long ﬂight distance of B hadrons to perform time
dependent CP violation measurements, in particular in the the Bs sector. The LHCb superb vertex and
momentum resolution are key prerequisites for the good proper-time resolution needed for this type of
measurements. Comprehensive particle identiﬁcation (PID), essential for disentangling the B hadron decay
modes, is provided by the RICH system, muon chambers and calorimeters. The disadvantages of working
on such a hadronic environment are high track multiplicity and a huge rate of background events (σbb < 1%
σTOTALinel ).
Fig. 1. Side view of the LHCb detector. The interaction point is on the right hand side. The following components are indicated: the
Vertex Locator (VELO), the dipole magnet, the two RICH detectors, the four tracking stations TT and T1-T3, the Scintillating Pad
Detector (SPD), Preshower (PS), Electromagnetic (ECAL) and Hadronic (HCAL) calorimeters, and the ﬁve muon stations M1-M5.
LHCb was designed to run at a luminosity of 2 × 1032 cm−2 s−1, which is below the luminosity at which
ATLAS and CMS operate. Following trigger optimization and an excellent detector commissioning phase
the experiment is currently running at 3.5 × 1032 cm−2 s−1 and successful tests at higher luminosity were
performed. The diﬀerence in luminosity between LHCb and ATLAS/CMS is achieved by imposing an oﬀset
of the beams at the LHCb interaction point. This oﬀset is reduced as the beam intensity decays, so that a
constant luminosity is delivered to LHCb throughout the ﬁll (luminosity leveling technique [4]).
During the LHC start-up phase in 2010 and operation in 2011, LHCb has shown an excellent perfor-
mance [5–10]. The primary vertex resolution (for 25 tracks) is ∼ 13 μm in x and y (see Fig. 2). The impact
parameter resolution has been measured to be 13 μm + 25/pT μm, where pT is the transverse momentum in
GeV/c, and a proper time resolution of ∼ 50 fs (see Fig. 3). The particle identiﬁcation system is function-
ing well [7, 8] and typical B hadron mass resolutions of 7÷11 MeV have been measured with a very low
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background (see Figs. 4 and 5).
Fig. 2. LHCb X and Y primary vertex resolution for 25
tracks (exactly 1 primary vertex).
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Fig. 3. Impact parameter resolution in X. Similar results in
Y.
Fig. 4. B0s → J/ψ φ invariant mass (MeV/c2), using 35 pb−1
of data.
Fig. 5. B+u → J/ψ K+ invariant mass (MeV/c2), using a J/ψ
mass constraint (34 pb−1).
3. The LHCb upgrade
3.1. Scenario and Strategy
As mentioned above, the LHCb experiment is showing an excellent performance at a luminosity higher
than originally planned. With this running conditions and the current accelerator schedule, it is expected that
the experiment will collect an integrated luminosity in proton-proton collisions of around 1 fb−1 in 2011.
By 2018 the experiment will accumulate in excess of 5fb−1 at centre of mass energies of 7 Tev and 14 TeV,
that will largely cover the experiment’s primary physics goals. After this amount of recorded luminosity the
time to double the statistics becomes to slow, so the LHCb collaboration decided to upgrade the detector to
enable statistics to be accumulated at a signiﬁcantly higher rate after 2018. Although the LHC is already
capable of delivering higher luminosity, a simple increase of the luminosity at the LHCb doess not solve the
problem.
At the present time the LHCb trigger system [3, 11] has two levels: Level-0 (L0) is a hardware trigger
while the High Level Trigger (HLT) consists of a software application which runs on a CPU-farm. The
purpose of L0 is to reduce the rate of crossings with interactions to a maximal event rate of 1MHz (de-
termined by the front-end electronics) so that the HLT can process them in the CPU-farm. This hardware
trigger uses information from objects of high transverse energy in the calorimeters and the muon chambers.
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LLT-rate (MHz) 1 5 10
Bs → φφ 0.12 0.51 0.82
B0 → K∗μμ 0.36 0.89 0.97
Bs → φγ 0.39 0.92 1.00
Table 1. Signal eﬃciency, calculated for running at a luminosity of 1033 cm−2 s−1, for hadronic channels of particular interest at the
upgrade, as a function of the output rate allocated to the tuneable Low Level Trigger. This rate will be augmented according to the
increase of the CPU power of the farm [2].
Increasing the collision rate by running at higher luminosity requires that the thresholds of the L0 trigger
should be raised. This leads, in particular for the hadronic channels, to a drop in eﬃciency and to an even
lower total event yield (see Fig. 6). The time available for this zero-level hardware trigger is too short to
implement a more complex decision, even if extra information could be made available. Therefore it was
decided to increase the readout rate to 40MHz and implement a ﬂexible event ﬁltering in software on a
larger CPU-farm. This implies that all the front-end electronics must be redesigned or adapted to transfer
data for every crossing to this CPU-farm and to zero suppress the data to reduce the required bandwidth. A
low level hardware trigger (LLT) with similar functionality to L0 will be implemented. The LLT will enrich
the selected sample with interesting events, not to just pre-scale to a rate acceptable by the DAQ and the
CPU-farm. Like the L0, LLT will protect against occupancy ﬂuctuations that prevent full readout, and will
have a tunable output rate to cope with whatever CPU power will be available. The high level algorithms
running in the CPU-farm will have all the event information available. It is anticipated that a factor up to
2 in eﬃciency can be reached for the hadronic modes, which can be combined with the gain of running at
higher luminosity. This trigger architecture will have an output rate to storage of ∼20kHz, a factor seven
higher than the current value (3kHz).
In the upgrade scenario, LHCb will run at a luminosity of 1033 cm−2s−1 with a 40MHz readout and a
software-based trigger. It is planned to accumulate 50 fb−1 over a period of 10 years. The signal eﬃciency
for diﬀerent channels is shown in table 1 for diﬀerent bandwith allocated to the LLT. It is shown that very
good eﬃciencies are achieved as soon as the size of the CPU-farm allows for high LLT rates.
Fig. 6. The trigger yield for diﬀerent decays of B mesons. Each point is normalized to the trigger yield expected in nominal conditions
at a luminosity of 2 ×1032 cm−2 s−1.
In order to read out the LHCb detector at 40MHz, all the front-end electronics must be adapted or
redesigned. This implies the complete replacement of components where the front-end electronics is inte-
grated. This is the case of the silicon detectors: the vertex detector (VELO), the Silicon Tracker (ST) and
the RICH HPDs. At the same time LHCb will have the opportunity to implement detector improvements to
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cope with the increased occupancies and integrated radiation levels associated with high luminosity running.
The LHCb upgrade is independent of (but compatible with) the plans for the High Luminosity LHC
(HL-LHC). The large data samples of b and c hadron decays will allow for more precise measurements in
the ﬂavour sector. These measurements have a great and wide-ranging sensitivity to New Physics eﬀects
and are a powerful method to both search for New Physics and to characterize its nature when found. The
scientiﬁc goals of LHCb, however, extend far beyond quark-ﬂavour physics. The upgraded experiment can
be regarded as a multi-purpose detector in the forward direction. The unique acceptance, coupled to the
ﬂexible trigger, will enable LHCb to make measurements that are either complementary to, or of higher
sensitivity than, those which are done at the LHC general purpose experiments (ATLAS/CMS) [2].
3.2. Environment, Pile-up and Occupancy
Signiﬁcant experience has been acquired in running the LHCb experiment in 2010 and 2011 in condi-
tions very similar to those expected at the upgrade. The experiment has been operated at luminosities close
to or above design value, but with the number of colliding bunches well below nominal, i.e. with inter bunch
spaces greater than 25ns. The eﬀect on the pile-up, deﬁned as the average number of visible pp collision
per bunch crossing , is shown in Fig. 7. Data was recorded at pileup values of ∼ 2.5, which is very similar to
what is foreseen at the upgrade. The signal to background ratio of key physics channels has been monitored
as a function of the pileup and in general the loss of sensitivity is small. The reconstruction eﬃciency as a
function of the pileup and occupancy has been studied with the data and compared to the simulation. It was
found that the simulation can correctly estimate the detector performance at the upgrade. For the moment,
the detector has not experienced spillover (deﬁned as crosstalk from the previous event) from 25ns running,
since in 2011 the LHC has operated with 50ns bunch spacing. However, special runs at 25ns bunch spacing
have been planed and will allow us to study this eﬀect.
Fig. 7. Pileup as a function of the luminosity for diﬀerent
numbers of colliding bunches in the LHC. In 2010 there
were typically around 350 bunches whereas in 2011 there
were up to 1380 bunches. During the 25ns bunch spacing
the LHC will reach 2700 bunches.
Fig. 8. Occupancy increase in detector if aﬀected or not by
spillover as a function of the pileup.
The change of the detector occupancy as a function of pileup is shown in Fig. 8 which depicts the
occupancy increase relative to the design pileup value of 0.4. Fully reconstructed Bs → φφ signal events
were used. The occupancy increase with luminosity for detectors with spillover is sharper than for those
not exposed to spillover. This fact is specially relevant for the Outer Tracker sub-detector, constructed with
straw drift chambers, and can cause a drop in the reconstruction eﬃciency in this detector, specially for the
multibody ﬁnal states. Solutions to this, may require increase of the Inner Tracker area around the beam
pipe to reduce occupancy in the Outer Tracker, or the use of faster drift gas, or a new detector design based
156   A. Gallas /  Physics Procedia  37 ( 2012 )  151 – 163 
on scintillating ﬁbers. The material budget of the detector is an issue at the upgrade like it was already
during the design of the current experiment [12]. It has to be kept to a minimum maintaining or improving
the current ﬁgures to preserve the excellent momentum resolution of the experiment.
Another important issue in the upgrade is the irradiation that the detector has to stand. There will
be a factor 10 increase in the accumulated integrated luminosity (from 5fb−1 to 50fb−1) that has to be
taken into account from the point of view of possible radiation damage. The principal challenge arises at
large pseudorapidity η close to the beam pipe of the experiment. It aﬀects the tracking detectors and the
innermost parts of the calorimeters. The silicon detectors have to be replaced since they have integrated the
1MHz front-end electronics, incompatible with the full 40MHz readout of the experiment. In the upgrade
environment the increase in irradiation and the consequences in their design and cooling are being taken into
account in the current R&D. In the case of severe damage to the innermost modules of the electromagnetic
calorimeter (ECAL) a possible replacement is foreseen. The running experience of the current detector and
the observation of the ﬁrst aging eﬀects with the ﬁrst fb−1 delivered, will be factors to be taken in to account
in future design choices.
4. Detector Modiﬁcations
4.1. The new DAQ architecture
As described in section 3.1, the LHCb upgrade implies that all the front-end electronics has to be re-
designed or adapted to transfer data at 40MHz. Furthermore, a new electronics architecture has to be imple-
mented. The upgrade architecture is shown in Fig. 9 in comparison with the current one.
Fig. 9. Comparison of current and upgrade architecture
Since the L0 trigger will be removed from the front-end, the associated 4μs latency buﬀer will disappear.
To reduce data bandwidth and minimize the number of readout links, data compression schemes will be
implemented in the front-end instead of the back-end electronics. A de-randomizer buﬀer will absorb the
statistical ﬂuctuations in the data and in the instantaneous rate, allowing for an optimal use of the installed
data link bandwidth. Detector parameters like channel occupancies and data distributions must be well
understood before implementing the data compression algorithm and buﬀering in the front-end hardware.
This is being done using data from Monte-Carlo simulations of the detector at the luminosities foreseen for
the upgrade.
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Optical data links to and from the detector will be implemented using components from the Giga- bit
Transceiver (GBT) [13] and Versatile Link (VOL) [14] projects developed for the upgrades of the LHC
experiments. These oﬀer a user bandwidth of 3.2Gbit/s per link with a serial bit-rate of 4.8Gbit/s, and are
radiation tolerant. The hardware and protocol of these links support bi-directional transmission. However,
since the expected data bandwidth (∼ 35Tbit/s) coming from the detector far outweighs that needed for TFC
(Timing and Fast Control) and ECS (Experiment Control System), it is more cost eﬀective to use the links
in simplex mode for data transmission and in duplex mode for the combined TFC and ECS communication.
Given the above mentioned user bandwidth of 3.2Gbit/s per link, a total of ∼ 13000 links will be needed, of
which already 8300 are in use in the current detector.
For the back-end receiver (see Fig. 9), a new common read-out board (“TELL40”) is being developed
in the ATCA (“Advanced Telecommunications Computing Architecture”) [15], see Fig. 10 . It is highly
modular and conﬁgurable based on mezzanine cards and powerful FPGAs. The “TELL40” will build the
events from fragments arriving on its 96 optical inputs from the detector. It allows further sub-detector
speciﬁc processing and forwards the data over the router network at 10Gb/s. For the front-end modules,
Fig. 10. Common back-end read-out proto-board. 12-way
Optical I/Os. 24 channels/mezzanine up to 96 per BE mod-
ule.
Fig. 11. Irradiation program started on A3PE1500.
the relatively modest radiation levels in some sub-detectors of LHCb allow the use of commercial devices
to carry out the data-compression algorithms, and ﬂash-programmable devices manufactured by Actel [16]
are the favored components. These oﬀer the ﬂexibility of re-programming and faster development time
compared to Application Speciﬁc Integrated Circuits (ASICs), and readily provide useful features such as
internal memory. They must, however, withstand the radiation environment and a test programme is in
progress to assess this. Preliminary results indicate that the device most-suited to our needs can resist up to
30 krad of ionizing radiation (see Fig. 11).
4.2. Vertex detector: VELO
The upgraded LHCb vertex detector, Vertex Locator (VELO) [17], has to deliver similar or better per-
formance than the current detector, in terms of resolution and material budget. It has to provide a radiation
hard design with an eﬃcient cooling scheme able to drain heat away from the irradiated tip of the sensors. It
is intended to reuse many systems of the existing VELO detector, such as the mechanics and motion system,
the vacuum systems, the power systems (LV/HV) and the evaporative CO2 cooling system.The modules and
the read-out infrastructure must be completely replaced since they are attached to a 1MHz readout electron-
ics. One of the options is a pixel based solution that is under development. Based on an evolution of the
Timepix/Medipix family of chips [18], it features square pixels with 55μm pitch. The upgrade geometry is
similar to the current VELO, with each pair of R and φ sensors being replaced by one pixel sensor. The new
front-end chip, dubbed VELOPix, will send out time stamped analogue pixel information and operate in
data driven mode. One of the major challenges is the enormous data rate. Monte-Carlo simulations predict
a mean of 6 particles per bunch crossing for the innermost chips that translates into data rates of the order
of 10 Gbit/s. The R&D has focused on designing an ASIC architecture that can cope with this rate without
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loss of eﬃciency, in conjunction with a method of saving bandwidth by grouping individual pixels together
with a single timestamp. The data will be shipped oﬀ the chip using high speed serial links via copper ﬂex
cables capable of high speed transmission outside the vacuum tank. At this point, electro-optical circuits
will transmit the signals to optical ﬁbers which will deliver the data to the back-end electronic modules
(“TELL40”).
The pixel module design is depicted in Fig. 12. Four 3-ASIC pixel Tiles are assembled in a L-shaped
layout on alternating sides of a High Thermal Conductivity (HTC) 400μm substrate made of poly-crystalline
chemical vapor deposited diamond (pCVD) or Thermal Pyrolytic Graphite (TPG) in the outside of the
module. The L-shaped design ensures that the pixel columns are oriented in a way that the maximum rate
is experienced at the end of the column and not along its full length, and the bandwidth is shared among the
columns. The pixel Tiles, consist of three readout ASICs, with dimensions 14mm × 18mm, bump bonded
on a common silicon sensor of a size of 43mm × 15mm and with a single guard ring of 500μm. Between
ASICs, the use of elongated pixels avoids loss of detection eﬃciency. The four sensor tiles are arranged on
Fig. 12. Layout of the upgraded VELO pixel module.
opposite sides of the substrate such that they overlap in the transverse plane minimizing dead areas caused
by guard rings or peripheral circuitry of the ASIC. For the innermost ASICs, metal traces on the substrate
or kapton bring the signals to miniaturized connectors. The detector layout comprises two movable detector
halves on either side of the beam line as in the current VELO. Each of these halves consists of 26 modules
with varying spacing along the beam axis. The minimal pitch is 24mm. The two detector halves have a
relative oﬀset to each other along the beam line. Furthermore, modules from opposite halves are positioned
such the sensitive areas are overlapping in some regions for tracks emerging from the interaction point. This
is very helpful for the precise relative alignment of the detector halves. This layout has an active area of
∼100% with the exception of some small gaps. The decay Bs → DsK has been simulated in the LHCb
detector. The eﬃciency for reconstructing the four tracks in the LHCb acceptance of 15mrad - 250mrad ×
300mrad has been found to be 98.3%(99.7%) if 4(3) hits are required per track. For this detector layout, the
shape of the foil that separates the secondary vacuum of the VELO from the primary LHC vacuum must
be modiﬁed to accommodate the new L-shaped structure. A goal of the R&D is to achieve a reduction in
material compared to the current design, since it contributes signiﬁcantly to the amount of material seen
before the second measured point, which aﬀects the impact parameter resolution.
Initial tests with the Timepix chip have demonstrated its suitability as a readout device for charged
particle tracking. A dedicated Timepix telescope has been constructed showing very promising results with
the current version of the chip [19]. This R&D program will be extended in the coming years to characterize
the new versions of the ASIC, to evaluate the various sensor technologies, module layouts and diﬀerent
cooling schemes for the VELO upgrade. A recent status of the R&D for the VELO upgrade can be found in
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[20, 21].
Another option for the VELO upgrade is a strip solution which is also under development, with ﬁner
pitch, higher granularity and lower mass than the current detector. As compared to the pixel option, this
solution looks less challenging in terms of material budget or power consumption. In case of a strip solution,
the ASIC development would be in common with any ASIC developed for a possible silicon strip readout
for the upgraded TT and IT trackers.
4.3. Tracking system: OT, IT, TT.
The downstream tracking region of LHCb comprises one tracking station (TT) located upstream, and
three stations (“T-stations”, T1-T3) at the downstream side of the magnet (see Fig. 1). Each of the T-
stations consist of large Outer Tracker (OT) straw detectors covering 98% of the 30m2 detector surface,
and a central cross of Inner Tracker (IT) silicon detectors, covering 0.34m2 of the surface area at the small
angle-high density-region, but capturing ∼ 20% of the tracks. For the upgrade, the silicon modules must be
replaced due to the incompatibility of the current electronics with the 40MHz readout.
The present layout is driven by occupancy considerations; the IT is designed to cover suﬃcient surface
area such that the occupancy in the innermost parts of the Outer Tracker remains below 10%. In practice
during 2010 and 2011 running, events with higher pileup have been successfully reconstructed with the cur-
rent geometry, however it is this consideration that drives the target luminosity for the LHCb upgrade. One
contributing factor to the OT occupancy is the material of the IT infrastructure inside the sensitive volume,
consisting of readout hybrids and cables, mechanical supports and cooling channels. This material has a
rather non-uniform distribution and at the upgrade a reduction of material, by moving the readout infras-
tructure outside the acceptance, will be aimed for. In addition, options of increasing the surface coverage
by the Inner Tracker and reducing the straw tube lengths in the regions above and below the beam pipe are
under consideration, given the excellent performance of the current IT in the high pileup environment. The
radiation tolerance of the OT straws is also a consideration for the upgrade. The current detector has been
designed to accumulate an integrated luminosity of ∼ 20fb−1, but with some indications of aging eﬀects
emerging from lab tests. The experience of the 2011 running will be crucial to estimate the longevity of
the present detector, and will give an opportunity to test the various solutions which have been proposed to
overcome the aging issues.
The silicon technology used by the current IT and TT tracking stations provides excellent performance
and a silicon sensor based upgrade with a 40MHz electronics and a suitable redesign to cope with the high
luminosity operation is an attractive option for the upgrade. For the TT, the baseline module option has been
studied which integrates the electronics along the module length, reducing the input capacitance seen by the
front-end electronics and allowing thinner modules and greater segmentation. A new 130 nm CMOS ASIC
is going to be designed with a high speed serializer capable of sending out zero suppressed data.
For the design of a new enlarged Inner Tracker, a scintillating ﬁber option is being pursued as an alter-
native to silicon. This technology could also be deployed for the TT and, with less ﬁne pitch, for part of
the OT. It has the advantage that the cooling requirements are less stringent than for silicon detectors, which
could be particularly advantageous for high irradiation environments. In addition, the optical signals can
be brought with clear ﬁbers to the readout electronics outside the detector acceptance. A possible layout
of a scintillating ﬁber IT upgrade is shown in Fig. 13. The ﬁbers have a readout pitch of 250μm and are
arranged in 5 layer stacks with a total thickness of about 1 mm. The two stack prototype for stereo view
makes use of the carbon ﬁber supports similar to those of the present IT. The readout is provided with Silicon
Photomultipliers (SiPM) [22] with 128 sensors per chip.
4.4. Particle Identiﬁcation: RICH
The particle identiﬁcation (PID) system is a crucial component of the LHCb detector. Several key
physics channels which involve kaons rely on the RICH PID to reject the copious backgrounds from
multiple-track combinatorics and events with similar decay topologies. The two existing RICH detectors
will be re-used and most of the mechanical and optical components will remain untouched. On the contrary,
the Pixel HPD photon detectors, which encapsulate the electronics, are not compatible with the 40MHz
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Fig. 13. Layout proposal for a new Inner Tracker detector in scintillating ﬁber technology.
readout and need to be replaced. The baseline solution is to use multi-anode photomultipliers (MaPMTs,
Hamamatsu R11265) with external 40MHz readout electronics. Tests in the laboratory with MaPMTs pro-
totypes have shown excellent cross-talk (<1%) between channels, however there is a channel to channel
gain variation that has to be corrected for in the front-end electronics. New HPDs with external readout are
also under consideration, as well as the use of a novel hybrid Micro-Channel Plate photon detector (MCP)
with a Medipix/Timepix readout chip similar to the that used for the VELO pixel upgrade.
At the moment, PID at low momentum is accomplished by aerogel and C4F10 radiators in the upstream
RICH-1 detector, see Fig. 1. For the upgrade the occupancy of the photodetector hits for the aerogel
component will reach unacceptable levels and is planned to remove the aerogel, saving 5% X0 in the detector
acceptance. A system based on time-of-ﬂight will cover the low momentum range below ∼ 10GeV/c (i.e.
below the kaon threshold in the C4F10 gad radiator). Three sigma π/K separation and positive proton
separation up to 10GeV/c requires a time-of-ﬂight resolution of about 15ps per track at a distance of ∼ 10m
from the interaction region. The proposed detector combines time-of-ﬂight and RICH detection techniques,
and is named the TORCH [23]. It relies on the detection of Cherenkov photons from a 1cm-thick plane of
quartz, illustrated in Fig. 14, to measure the time-of-ﬂight of tracks. The photons propagate by total internal
reﬂection to the edge of the plane, in a manner similar to a DIRC detector [24]. They are then focused
onto an array of Micro-Channel Plate photon detectors (MCP) at the periphery of the TORCH detector.
The time-of-propagation of the photons in the quartz plate also depends on the particle type that produced
them, as diﬀerent velocity particles give a diﬀerent Cherenkov angle and therefore a diﬀerent path length.
This eﬀect is coherent with the time-of-ﬂight diﬀerence, and enhances the separation power. The goal of
achieving a time resolution of 15 ps per track, together with the expected number of detected photons per
track of around 30, dictates a 70 ps resolution in the single-photon time measurement. This target seems
reachable with the use of MCPs in combination with the NINO and HPTDC chip sets.
The TORCH detector will be installed in the place occupied now by the M1 muon station, see Fig. 1,
since this is going to be removed in the upgrade.
4.5. Particle Identiﬁcation and triggering: Calorimeters
The current calorimeter system of LHCb is composed of a Scintillating Pad Detector (SPD), a Preshower
(PS), an Electromagnetic Calorimeter (ECAL) and a Hadronic Calorimeter (HCAL), see Fig.1. The calorime-
ter system plays a role in photon reconstruction (ECAL), in photon and electron identiﬁcation (ECAL, PS,
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Fig. 14. TORCH detector layout showing the front view of the 18 identical modules, and an isometric view of a single module
SPD), and in the trigger system (HCAL, ECAL, PS, SPD) [8]. For the upgrade, the ECAL and HCAL
will remain. At the moment, the removal of the SPD and PS is under study. The electron/photon/hadron
separation can be done later in the HLT with the information from the whole detector.
At high luminosity, the central cells of the ECAL and HCAL will receive signiﬁcant radiation doses, and
their performance will deteriorate. The HCAL is essentially used for the trigger and the requirements on its
resolution are not so severe as for the ECAL. The expected radiation will not signiﬁcantly aﬀect its present
resolution. Extensive studies have been made during the R&D phase of the calorimeter system and are
being made at the moment in the LHC tunnel with dedicated irradiations of inner ECAL modules. In case
of performance degradation above a certain limit, the innermost modules can be replaced: such a possibility
is implemented in the mechanical design of the ECAL. There are enough spares for the replacement of the
most irradiated modules, if it would become necessary.
To minimize the required modiﬁcations, it is planned for the upgrade to keep the present ECAL and
HCAL calorimeter modules, their photomultipliers (PMT), Cockroft Walton bases (CW) and coaxial cables.
However, to keep the same average anode current of the phototubes at the higher luminosity, their high
voltage is reduced and therefore the gain of the ampliﬁer integrator in the front-end card will be increased.
The new front-end electronics to compensate for this lower gain and to allow for 40MHz readout is being
developed at the moment [25].
4.6. Particle Identiﬁcation and triggering: Muon Detectors
The muon system, depicted in Fig. 1, is (apart fromM1) the most shielded sub-detector of LHCb. There-
fore the primary component of the particle ﬂux is less dominant than in other subsystems. However, aging
of detectors, their rate capabilities, the long term reliability of the current electronics and the performance
of the muon identiﬁcation at high rate environment are issues that need to be addressed when operated with
a luminosity above 1033 cm−2 s−1.
Muon station M1, placed in front of the calorimeters Fig.1, will not be needed in the upgrade, as the
improvement in the Low Level Trigger (LLT) muon momentum resolution will be performed by the tracking
stations. Furthermore, the expected high rate will make it less useful. The empty space will be used to install
the TORCH detector. The front-end electronics of the muon system is already read out at 40MHz, as it is
presently sending data at this rate to the L0 trigger, while the full TDC information is sent at 1MHz to the
DAQ system. This scheme has to be slightly changed to be fully integrated with the general LHCb DAQ
system for the upgrade. All the modiﬁcations of the muon electronics architecture foreseen for the upgrade
will be implemented on the new back-end board, the TELL40 board.
Concerning the MWPC aging, the accumulated charge (C/cm of wire) in the most irradiated chamber
after 50 fb−1 was estimated on the basis of a full GEANT simulation of proton-proton collisions at 14 TeV
and the nominal LHCb luminosity of 2 × 1032 cm−2 s−1. The simulation uses a detailed description of the
LHCb detector and the cavern hosting it. Special care has been put in the choice of the low energy physics
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processes included in the simulation, since a large fraction of the particles crossing the muon detector have
very low energy. A safety factor of 5 was applied in the calculations, due to large uncertainties in the low
energy spectrum of the neutron ﬂux, which gives a safety factor of 2 (M1) and 3 (M2-M5) in the total
radiation dose. The most irradiated chamber is locate in the inner region of M2 with 0.67 C/cm. The dose
decreases rapidly when we move in a transverse plane away from the beam line (increasing r) or along
the beam line (M2, M3M5 stations). Apart from these estimations, two independent irradiation tests were
performed at two sites. Deposited charges of 0.25 C/cm and 0.44 C/cm of wire were accumulated with
no loss of performance of the detector. Irradiation tests at higher doses are foreseen, although, 1 C/cm is
considered generally as an upper limit for safe operation.
Concerning the rate limitations of the chambers and the front-end electronics, high-rate performance
tests were performed at CERN-GIF facility with no saturation eﬀect up to 30 nA/cm2 which gives a safety
factor of 2 at 1033 cm−2 s−1. For the front-end electronics no deterioration eﬀects were observed up to
1MHz.
The performance of the detector at higher occupancy was carefully studied using real data from 2010
with two or more primary vertices. After ﬁne retuning of the muon id algorithm the signal to noise ratio in
the decay J/ψ→ μ+μ− worsens less than 15% and the eﬃciency loss is less than 5%.
5. Summary
The LHCb experiment has demonstrated a very successful operation at the LHC during 2010 and 2011.
The excellent vertexing, PID and tracking performances shown by the experimental setup in a hadronic en-
vironment with track multiplicities far beyond the design speciﬁcations (close to the multiplicities predicted
for the upgrade) give conﬁdence that the upgrade will be successful. The experiment has a ﬁrm plan to up-
grade in 2018 after collecting ∼ 5fb−1 of data that will largely cover the experiment’s primary physics goals.
The full detector will be read-out at 40MHz and all the trigger algorithms will be executed in software. It
is planned to take data at a higher luminosity ( 1033 cm−2 s−1) and after 10 years to accumulate 50fb−1
with an improved trigger eﬃciency. This upgrade is not dependent on any High Luminosity LHC upgrade
and will be installed in the next long LHC shutdown foreseen for 2018. Apart from the 40MHz electronics
upgrade, major changes are foreseen for the vertex detector (VELO), the Silicon Tracker (ST) and the RICH.
The sub-detector electronic developments are well underway. Given the forward geometry of the detector,
its excellent tracking and PID capabilities and the ﬂexible software-based trigger, the upgraded LHCb de-
tector will be an ideal detector for the next generation of quark ﬂavor physics experiments. Furthermore,
it will provide unique and complementary capabilities to the GPD’s experiments (ATLAS, CMS) for New
Physics studies beyond ﬂavor physics.
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