We analyse the effects of agents' decisions on the creation of and reaction to, congestion on a centralised network with a ring-and-hub topology. We take a fixed network model and numerically determine the global transport costs across the network as a function of capacity. These results show that as the capacity of the hub is reduced the system dynamics are driven by an interplay between stable states and critical points. The stable states are studied in detail allowing us to derive an analytic expression for the probability of crowding within the central hub. The analytic solution is in excellent agreement with the numeric results.
INTRODUCTION
Understanding how motorists' individual decisions affect the traffic patterns which emerge on road networks, is of great practical importance.
1 It also represents a fascinating theoretical problem from the point of view of transport on networks. Indeed, the study of the functional properties of networks is gaining increased attention across a range of disciplines. [1] [2] [3] [4] Of particular interest is the fact that congestion at various critical points on the network can dramatically reduce the efficiency of the network. Ashton et al have presented an exactly solvable model of a ring-and-hub network 5 which extended the model of Ref. [6] to include congestion costs on the central hub or hubs.
The quickest route across the network is easy to determine when you are the only agent on the network. However this is rarely the case in real-world problems, where you have multiple agents all trying to mimimise the time/cost of traversing the network. When this happens you see congestion at the major shortcut points, e.g. the random links in small world networks, or at the major hubs in a scale free network. Indeed this is a problem at any part of the system which operates near capacity. Once the connection becomes congested it no longer represents the shortest pathway across the network, agents observe this and modify their behaviour, often creating a new congestion point at a different location on the network. Congestion arises then not solely as a result of the network topology, rather it occurs as a result of the dynamic interplay between the structure of the network and the decisions of the agents using it. This very feature is why looking at a road map to determine the quickest route across a city is less useful than listening to the traffic report on the radio.
In this paper we introduce a model for describing the effects of agents' decisions on the creation of congestion within a ring-and-hub topology, this work extends the model introduced by Ashton et al by introducing decisionmaking agents onto the network. Agents use their own strategies to make inductive decisions about the future behaviour of the system in order to find the cheapest pathway across it. In section 3 we present the numeric set of results for a fixed network with variable capacity, and in section 4 we analyse the nature of the underlying stable states that occur in this system. Following this in Section 5 we derive an analytic expression for the probability of crowding at the central hub. Our model lends itself to real life situations such as communication across social/business networks, flow of data across the internet, traffic flow, air traffic, or any situation where competing agents have to navigate a network where congestion is a factor. We use this hub and spoke model, as a platform upon which we can understand the general principles of this class of problems.
A(j) Figure 1 . Our model network with the nodes connected to nearest neighbours around the outside and the central hub located in the middle. Agent A(i) is randomly connected to another point on the network A(j) and the cost of the transport for the two routes are shown here as C central and C outside
SYSTEM SET-UP
The simulation consists of N agents and a central hub of capacity L. The N agents are connected to their nearest neighbours by an undirected link of unit length. These links form a peripheral pathway around the outside of the network. The agents also have the possibility of being connected to another point on the network through the central hub. If this pathway exists it is known as the hub pathway and the number of these in the network is defined to be λ. Through these sets of connections the agents form a combined ring-and-hub topology, i.e. a hub and spoke network, which can be seen in Fig.1 .
Each agent A(i) must transport himself (e.g. a car containing himself, or a message) from one location on the hub and spoke network to a randomly selected final destination A(j) at another point on the network. If the agent A(i) is connected to the central hub they have the option of using this resource with an associated cost C central , or they can use the peripheral pathway constructed from connections between nearest neighbours at a cost of C out . Agents act in a selfish manner, whereby the goal of each agent is to minimise their individual costs incurred when transporting the object/data to its final destination.
There are costs associated with each decision and these are given below by (1) , where the cost of using the central hub is a variable cost that is dependent both on the actions of the agents within the group and the capacity of the hub. The central hub has a finite capacity given by L and the number of agents electing to use the hub is defined as N central . If this capacity is reached then the hub is congested and a congestion charge cc (time/money) is imposed on all traffic through the hub. There are several ways to implement the congestion charge depending on the system being modelled, but for the purposes of this paper we will choose a digital cost structure (as shown in Fig.2a) , where each connection to the hub is 1 2 a unit length and the congestion charge only applies when N central > L agents use the central hub. We choose a digital pricing structure because this captures the elements of many real world congestion problems such as the movement of road traffic, which undergoes an abrupt transition from free flowing to stop-go traffic at a certain density.
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In contrast to the variable pricing structure of the central hub, the cost of using the peripheral pathway is determined only by the number of nodes traversed and as such is a fixed cost. There is a cost of β = 1 associated with traveling between two neighbouring nodes on the network. The transport costs across the network are then given by;
Where n is the number of nodes traversed, cc is the congestion charge, which can vary between 0 and N/2, and β is the standard or unit cost. The connections between nodes on the network are undirected links of unit length; A standard cost of β = 1 is applied before the capacity reached. After capacity is reached the cost of using the hub increases by fixed amount cc. (b) The m = 2 set of strategies allocated to agents in this simulation. Each column represents a different realisation of the history string, and each row then contains a full set of actions for each history string. Action 1 corresponds to using the central hub, and action 0 is to take the peripheral path hence data can travel either way round the network to its destination. The maximum distance an object can travel is then N/2. The connections to the central hub are directed and unique to the agent, hence only agents directly connected to the hub are able to use it. If an agent is not connected to the central hub, they are forced to use a peripheral pathway.
In order to make their decisions as to whether to use the central hub, each agent is randomly assigned s = 2 strategies from a pool of binary strategies. For m = 2 these strategies take the form (1011), where each digit in the strategy sequence corresponds to an action associated with the history string of the same position (11, 10, 01, 00) i.e. for history string (11) we have action 0. Here action action 1 denotes a decision to use the central hub, whilst 0 corresponds to not using the central hub. The strategy table (shown in Fig.2b ) is self-similar in nature, and for every node visited by the global history string, another column of the table is accessed to reveal differences in strategies.
At each time-step in the game every agent with a connection to the central hub must make a decision whether or not to use the central hub, the decision can be summarized as "through the middle, or around the outside?" Their decision is dictated by the relative success of the two strategies that they hold. The agents make their decision based on the action associated with their highest scoring strategy, and if the two strategies are tied then the agent will flip a coin to decide. If the agent chooses action 1 and C central < C out then the agent has made the correct decision and the success of their strategy will be reinforced with an increase in its virtual points score of +1 points, else if C out > C central then the strategy will be penalised by -1 points. The reverse applies if the agents high scoring strategy predicts action 0. At time t = t + 1, using the newly updated strategies, the agent again makes a decision about the cheapest pathway to use, and the above process is repeated. 
RESULTS
In our model of hub and spoke networks there are λ connections from peripheral agents to the central hub. In this realisation of the network we have chosen λ = N such that all agents have a connection to the central hub and the option of utilising this resource. We keep this network fixed throughout the simulation and vary the capacity of the central hub, as shown schematically in Fig.3 . While doing this we measure the global transport cost g(L) and the probability of the central hub being crowded γ(L). In other work we discuss results for a fixed capacity network with variable connectivity. 
Variable Hub Capacity
At the start of the simulation the size of the central hub (L) is such that there is enough capacity for all the agents to use it at once without incurring a congestion charge. At each time-step of the game, with the same network in place, the capacity of the hub is reduced by one unit such that L = L − 1. With this new capacity in place the strategies and destinations are randomly reassigned amongst the agents and the simulation is repeated with agents competing to minimise their costs across the new lower capacity network. We have run the simulation with N = 101 agents, a memory length of m = 2 and s = 2 strategies assigned per agent. The simulation is run for 10,000 iterations, which constitutes one run, with each value of L representing the average of 1000 runs. A congestion charge is applied when the hub is over-subscribed and this charge is determined by the digital price structure shown in Fig.2b . The results for g(L) for a fixed connectivity/variable hub network are shown in Fig.4 for values of cc from cc = 10 to 50. At high capacities, the transport costs across the network are initially the same for all pricing structures with g(N ) ∼ 7. As the capacity of the central hub is reduced the average transport cost per agent remains constant up to a critical point at L ∼ 75. At this capacity an increase in g is observed, but there is not a significant cost differential between the various values of cc. After the undergoing the transition out of the first stable state the results can be divided into two groups based on the value of cc imposed on congested hubs. The low penalty systems with cc < 25 undergo what is essentially a smooth transition to a final stable state. The transition occurs at lower capacities for higher values of cc, with L ∼ 58 for cc = 10 and L ∼ 47 for cc = 20. Once the 2 nd state is reached the transportation costs remain constant and independent of L until the capacity is reduced to zero. The total cost in this final stable state is dependent on cc where g(0)=14.1 and 20.1 for cc = 10 and 20 respectively.
For the high penalty systems with cc > 25, we see a different type of behaviour emerge for g(L) at mid-sized hub capacities. Unlike the smooth transitions between initial and final states observed in the low penalty systems, the high penalty systems reveal the existence of a third stable state as evidenced by the plateau formation in g(L) between 70 > L > 30 for the various systems. This plateau becomes more pronounced as cc increases, with the cc = 50 system spending more than twice as long in this state as the cc = 30 system. The cost is essentially fixed in this third stable state, although immediately before the transition to the final stable state there is a slight decrease in g for the cc = 50 system. Closer inspection of the cc = 20 results for g(L) suggest that this plateau may be present for all systems. All of the high penalty systems undergo a transition out of the plateau state and into the final saturated state. As with the low penalty systems, once in this state decreasing the capacity of the central hub does not change the transportation costs.
Fixed Strategies, and Destinations
In the second set of results shown in Fig.5 , we have the same basic set-up as described in Sect.3.1 above with cc = 30. However in this version of the game the agents' destinations and strategies were fixed at the start of the game and remained constant throughout the simulation as the hub capacity is decreased. The fixed strategy/destination data is shown in Fig.5 as a solid line, whilst each of the markers in the background represents a single realisation of the simulation where the agents' destinations and strategies are randomly allocated as described in Sect.3.1. This set of results in Fig.5 clearly reveals the dynamic interplay between stable states, where reducing the hub capacity does not greatly influence the global transport cost, and critical points, where reductions in capacity have a dramatic effect on the global cost.
The location of the five major states in this system is shown in Fig.5 . These states are labelled from State I, for the initial high L state, to State V for the final saturated state. State I is a stable state defined by an un-crowded central hub and fixed transport costs which are not dependent on the capacity of the central hub. Reducing capacity in this state does not alter g, which is determined by the agents' destinations and their ability to use the central hub. The critical point L critical (discussed in more detail in Sect.4), is clearly shown here at L = 80. This result illustrates the sharpness of the transitions discussed in Sect.4, where for L > 80 the central hub is under-subscribed, but reducing the capacity by one unit causes crowding at the central hub, and the system immediately jumps into State II with its higher transport costs. State II is not as stable as the previous state and decreasing the hub capacity results in large increases in g until the more stable State III is reached.
State III is similar in nature to States I and V, where varying the capacity of the hub does not affect g. As was the case for State I, costs remain fixed until a critical point is reached, for State III this occurs at L critical = 54 when the reduction in L forces the system into State IV. The value of g in State IV exhibits a strong dependence on hub capacity, where small reductions in capacity drive large increases in global transport cost. However despite this volatility, closer inspection reveals the existence of three clear plateaus in State IV, and looking back at State II we see similarities between these two states. In State V the capacity of the hub is reduced to a point where it becomes persistently overcrowded and saturated with agents wanting to use it. Because of this congestion, in State V the transport cost for the system no longer exhibits a dependence on L.
In the next section we will discuss the underlying phenomena driving the effects we observe in Figs. [4] [5] . Looking particularly at the emergence of the unique stable states which define this system and the sharp transitions between them. 
ANALYSIS
We can divide the agents into two groups based on the distance that they have to travel and the size of the congestion charge, where N short denotes the average number of 'short trip' agents and N long the average number of 'long trip' agents. N long agents have to travel a distance that is greater than cc + 1 and thus have a transport cost greater than the congestion charge. Hence it is always advantageous for the long trip agents to use the central hub irrespective of the other agents actions. The short trip agents N short have a distance to travel which is less than the size of the congestion charge. Hence for short trip agents, using the central hub will only be cheaper than the peripheral pathway if the central hub is not congested. However if the central hub is congested, then it will prove cheaper to use the peripheral pathway. The correct decision for short trip agents is then dependent on the collective actions of the group. Since the agents' final destinations are distributed randomly we get for cc < N/2; N short = cost of using crowded hub cost of maximum path across network
= cc
If cc < N/2 then there are no long trip agents and N short = N total . Because the size of the congestion charge remains constant, the sizes of these two groups stays fixed for the duration of the game. There are then two separate history stings µ associated with the game µ short and µ long one for each group of agents. The agents in each group can then effectively be treated as a cohesive unit, whose actions are jointly determined by their respective values of µ and the initial strategy distribution.
Un-crowded Central Hub: State I
Initially the network has enough capacity for all the agents to use the central hub without the hub becoming congested. At the start of the game L = N and the hub is under-subscribed with no congestion, this state is defined to be State I. The history string for both groups of agents is then µ long = µ short = (0000...), where 0 denotes the global un-crowded result. This history string only visits one node on the De Bruijn graph (00) (see Fig.6a ) and as such the strategy space is compressed from the original pool of 16 to just two. The two strategies are then (0|1) and (0|0), where the first term denotes the history and the second the agent's action. Because the history string consists of consecutive 0's the virtual point scores for the two strategies diverge linearly over time as shown in Fig.6b . This gives rise to the state level diagram shown in Fig.6c where the two states correspond to the two different strategies (0|1) and (0|0). Because each agent is randomly assigned s = 2 strategies, and plays the higher scoring of the two, the populations of the levels is 3N/4 and N/4 respectively. Where the average number of agents taking action 1 (population of top level in Fig.6c ) is defined as N (1) and N (0) is then the average number of agents taking action 0 (population of bottom level). The long trip and short trip agents behave in the same fashion in this state hence,
Every time the capacity is reduced there is a finite probability that the central hub will become congested. However provided the hub remains un-crowded, reducing the hub capacity does not affect the global transport costs g(L). So for State I, we have;
History String
Strategy Scores Equivalent Levels 6 Where the value of g(L) predicted by (6) for State I is in excellent agreement with the simulation data seen in Fig.4 at high L values. The independence of the transport costs on central hub capacity continues as long as the system remains in the un-crowded state with N (1) < L. We can then define a critical point to be the point where the system has a 50% chance of N (1) > L. Thus the critical point where the system moves out of State I and into the crowded regime in State II occurs when N (1) = L, or when;
Using (7) for the fixed connection network discussed in this section gives us a critical point of L critical = 76. This value is independent of cc and is in good agreement with the value of L critical observed in the simulation data shown in Fig.4 .
The change in state corresponds to a change in history string for short trip agents µ short = (0001...). However the history string for the long trip agents remains fixed at µ long = (0000...). The long trip agents maintain this history string for the duration of the game irrespective of what state the system is in. Upon leaving State I, the two groups of agents then cease to behave as one unit and we need to consider their actions independently. The number of agents using the central hub is given by;
Because µ long remains fixed for the game, the average number of long trip agents using the central hub is simply dependent on the size of the congestion charge and the number of connections to the central hub;
Since λ = N in this realisation of the network, as all the agents are connected to the central hub.
In contrast to the long trip agents, N (1) short is more difficult to calculate, since µ short varies depending on which state the system resides in. In order to determine the short trip agents' contribution to the congestion at the central hub, we must then analyse the system dynamics for States II and above. 
Stable States, Critical Nodes and Noise
In State II (see Fig.7a ), as the capacity of the central hub is reduced, the system visits two extra nodes (01) and (10). Visiting the new nodes has two effects, the first is that for part of the time the central hub is crowded and a congestion charge is applied to all agents using it. This crowding is responsible for the increase in g(L) which occurs after the critical point, as seen in Figs.4 and 5. The increase in g(L) is a gradual one since the probability of residing in the State II is goverend by a binomial distribution. The second effect of the nodes is to increase the number of strategies available to the agents, which in turn changes the number of levels/bands in the state level diagram. Here the total number of levels is increased to six in State II (see Fig.7b ) from the original two in State I.
The two nodes can thus be thought of as providing extra degrees of freedom for the system and as such they resolve the (1xx) strategy into four new strategies (111, 110, 101, 100 ). This extra resolution means that for node (10) a percentage of the agents that were taking action 1 before the transition are now taking action 0, and as such N (1) must initially be less that L in State II. The same strategy splitting effect occurs for the (0xx) group of strategies, which if s = 1 would cancel the above effects and the system would move out of this state. However because s = 2 the distribution of strategies is top heavy for the strategies with (00 | 1). As a result of this, the splitting of strategies acts to create a buffer by reducing N (1). This means that as more links are added to the central hub the new state will remain stable until the 2 nd critical point is reached. In State II, the system traverses the de Bruijn graph in a cyclic fashion, returning to the (00) node each time (Fig.7) . However after taking this pathway the original ordering of the strategies is different. The system then resets itself by returning to the (00) node α times. As L increases the value of α decreases, from α = 3 initially to α = 1 immediately before leaving State II. This change in α reduces the number of unique levels in the state diagram, and alters the make-up of the strategies within them (Fig.7b) .
The wider bands in the state level diagram represent sets of strategies which have the same average success rate over time (E n ), but vary about E n during the cycle around the graph. The strategies will vary about this mean, but on two out of the three nodes they will have equal virtual point scores. On these nodes agents that then hold two strategies from within the same band are forced to flip a coin in order to decide which strategy to play. If the agents' two tied strategies make the same predictions for the particular node, then it does not increase the disorder in the system. However if the two strategies make different predictions, flipping the coin does influence their action and this agent falls into a new group of agents which we shall call the undecided group, denoted here by N ( 2 ) the number of agents whose decision is determined by chance. Because the long trip agents effectively only have two non-equal strategies to play, the N ( 1 2 ) agents come exclusively from the short trip population. The relative sizes of these three groups of agents determines which state the system will reside in and hence the probability that the central hub is crowded. A critical node is defined as the node on the de Bruijn graph where a global '1' result will shift the system out of State n and into State n + 1. The critical node thus acts as a gateway between nodes and is of special importance when considering the likelihood of transitions between states. The probability of the transition occurring from State n is determined by the relative populations of N (1) and N ( 1 2 ) on the critical node. The critical node for State II is then the (10) node, since a global '1' result on this node will move the system onto the (11) node and into State III. To determine the size of the N (1) and N ( 1 2 ) groups of agents and thus the probability of transition between states, we need to look specifically at the α = 1 distribution, since this is the last cycle that the system visits before moving into State III. Analysis of ψ n and the band levels in Fig.7b gives us,
and using Eqs. (8, 9) in conjunction with Fig.7b , we have;
) is greater than the difference between the resource level and N (1), then the system will be randomly 'kicked out' of the stable cycle in State II and will briefly reside in State III before returning. This process is shown in Fig.8a . If we define the buffer as,
We can then use binomial probability distribution to determine the likelihood that the system will be 'randomly' perturbed into a new state. Doing this gives us;
The actions of the N ( 1 2 ) agents do not lead to a permanent transition between states, rather they can be thought of as adding noise to the system which can randomly perturb it into a range of intermediate states between States n and n + 1. In order to make a permanent transition between states it is necessary for N (1) > L without the added contribution of the N 
High γ States
The movement into State III corresponds to a re-ordering of the strategy bands, which compress from the multiple bands in State II to just one band in State III. This new state is known as the Eulerian trail (Fig.9a) , since it visits each node exactly twice during it's cycle. The compression of the strategies into one band serves two purposes. Firstly, since all the strategies have the same mean value of E n , the number of agents having to flip coins to make their decisions increases, so N ( 1 2 ) increases. The second effect is another example of the buffering process, which reduces N (1) as all the strategies compress into one state. The two processes make it difficult to perturb the system into a new cycle and the Eulerian trail is thus an attractor in this system. The critical node for State III is the (01) node, as a global '1' result here will stop the system from visiting the (00) node and thus moves the system into State IV. The more short trip agents in the system the longer the system resides in State III as evidenced by the formation of secondary plateau in g(L) for the high penalty systems (see Fig.4 ).
The movement into states above State III is then increasingly driven by long trip agents and their associated action bias. As L is decreased the system moves through the high γ states IV and V. As the system progresses through these states the cycles around the de Bruijn graph are left shifted (see Fig.9 ) as the agents actions lead to a predominately crowded central hub. The global history cycles for States IV and V (shown in Fig.9 ) display a similar set of features when compared with those of States I and II. Here, as with the previous states, the system resets itself α' times on the (11) node, and each cycle around the de Bruijn graph has a unique state-level diagram associated with it.
We can determine g(0), the cost of transportation in State V for each value of cc. The total cost is given by;
where there is no need to consider the effects of the N ( It is difficult to determine the number of agents using the hub on the critical node in State III, this is because all of the strategies are compressed into one band in the state-level diagram. The compression results in a significant increase in the proportion of N ( 1 2 ) agents. This increases the variation of N (1) between nodes thereby making an analytic derivation of N (1) on the critical node difficult. However we can make use of the symmetry of the problem, where the de Bruijn cycles for States IV and V correspond to the mirror images of States II and I respectively. The difference here is that the strategy levels for these states are inverted, with the top ranking strategy bands now at the bottom, and vice versa. The population ψ n of each of the n levels remains the same. This reordering of strategies does not affect the long trip agents' decisions, however it does act to reduce the likelihood of short trip agents using the central hub. The requirement for a transition between States IV and V is then the inverse of the requirement for a transition between States I and II to occur. Hence;
likewise for the transition between States III and IV, which is the inverse of the transitions between II and III. Giving us;
These two equations show a decreasing contribution from the short-trip agents to the population of the central hub. However, 3/4 of the long trip agents continue to utilise the central hub, as given by (9), and in essence drive the transitions through these higher states. We can substitute (12) and (13) for each of these states along with the expression for N (1) long given by (9) into (8) to determine the total number of agents using the central hub.
ANALYTIC SOLUTION FOR γ(L)
In the above section we outlined the main features of this type of system, looking at stable states, strategy ranking, critical nodes, buffers and the generation of noise. In this section we use these concepts to create an analytic solution for γ(L), the probability that the central hub will be crowded. There are five major states that need to be considered, these are defined in Sect. 4 and are numbered from I to V in increasing order. Each state is defined by a unique history string and associated cycle around the de Bruijn graph. As a result of this cycle, the initial pool of strategies is divided up into several distinct groups or levels based on their relative success in predicting the global outcome of the game. In each state there is thus a unique ordering or ranking of the strategies, this ordering can be seen for States I and II in Figs.6 and 7. It is through this ordering of strategies into different bands that the relative populations N (1), N (0) and N ( 1 2 ) are determined. We do not need to separately consider the N ( The sizes of these groups is both state and node dependent, we will look specifically at the populations of these two groups at the critical node as displayed in Table 5 . For the critical node in State n we can then define two groups; (1) N (1) n , the average number of agents using the central hub on the critical node with certainty, and (2) N (1) n = 1 − N (1) n , the average number not using the central hub with certainty. The size of N (1) n is state dependent for the short trip agents, however it is state independent for the long trip agents. The decisions of the short trip agents depend on the state that the system resides in, the actions of their long trip counterparts do not. Initially we will consider only the high cc limit where the actions of the short trip agents dominate the behaviour of the system, and we can ignore long trip agent effects since N total = N short .
Short-trip agent effects
At the start of each iteration of the game the strategies are randomly distributed amongst the agents. The agents have multiple strategies to choose from and it is the relative ranking of the strategies that determines which action an agent will take. As we have seen from Sect. 4, the ranking of the strategies is dictated by the cycle around the de Bruijn graph. Hence for a given value of L, it is the random allocation of strategies that determines which state the system will reside in. Determining the number of agents using the central hub is thus a binary problem with a binomial distribution, where the number of trials is equal to the number of agents N in the system. The probability of picking an agent at random that is using the central hub is defined as p n , and q n is then the probability of not picking an agent that is using the central hub with certainty. They are given by;
hub size L decreasing Table 1 . Table showing the relevant parameters calculated in Sect. 4 for each of the five major states. These values can be used to determine the probability of the system residing in State n and thus γn.
Thus the probability of having N central = k is then;
The system resides in a state given by State n, where each agent has a probability of using the central hub given by p n . For a given value of L we want to determine the probability that the system will undergo a transition out of State n and into a higher state, we define this probability to be P >n (L). We know that the system will remain in State n provided the hub remains in the un-crowded regime at the critical node, i.e. N central < L. Hence summing over P pn (k | N ) for all values of L, we can determine the probability of the hub being crowded and thus solve for P >n (L). Doing this gives us;
Where P (Nc>L) is the probability that N central > L. The probability of the system residing in State n is then;
Using this result and combining it with Eqs. (14) and (16) we can solve for a general state n;
short n was determined for each of the five major states in Sect. 4 and is given for the critical node in Table  5 . We can use (14) to determine p n for each state and then substitute this back into (18) to get an expression for the probability of residing in State n in the high cc limit. Where we note that P >0 (L) = 1 and P >V (L) = 0 by definition. These probability curves are displayed in Fig.10 for each state with cc = 50. Figure 10 . Graph showing the probability Pn(L) of residing in State n as a function of the hub capacity L. This result is for a system with large cc such that N total = N short . Graph shows the five major states for this type of system and is symmetrical about L = 50.
Long-trip agent effects
Now that we have solved the system in the high cc limit, we can generate a solution for general values of cc. To do this we need to include the effects of the long trip agents in our analysis of the system. We know from Sect. 4 that the number of long trip agents using the central hub is independent of the state that the system is in. Hence for each state the probability of a long trip agent using the central hub is given by;
In the Sect. 5.1 we solved for N short = N and only considered the actions of the short trip agents. Now we need to consider the effects of long trip agents, which in turn means that p n will change too. When the system is in State n, the probability of randomly picking an agent that is going to use the central hub is given by; 
Where the values of p short n are given by (14) using the data from Table 5 for each of the n states. Putting the results from (21) back into (18) gives us a full expression for P n (L) for general values of cc.
In order to solve for γ(L) we need to multiply the probability of being in each state by γ n for that state and then sum over all possible states for each value of L. Doing this gives us;
Where γ n is derived from analysis of the de Bruijn graphs for the n th state and is given in Table 5 for each state. Equation (22) is then an analytic solution for γ(L), and the resulting curves are shown in Fig.11 for various values of cc. We can see from this figure that the analytic curves are in excellent agreement with the simulation data. The only difference between the two occurs in States II and III, where the analytic curves predict slightly higher and lower values respectively. This difference is due to the effects of the N ( 
SUMMARY
This paper has shown that the agents in the network can be divided into two groups, where the size of each group is determined by the maximum path length across the network and cc. The reduction of hub capacity brings about two main processes that serve to drive the system into new states. The first of these processes is the addition of N (1) agents who use the central hub with certainty. The second process is a more unpredictable one with the addition of 'random' N ( 2 ) agents will randomly perturb the system into new states, but these states are not permanent. However for a critical node on the graph, if N (1) > L, the change is permanent and a new state is formed that has a unique and 'predictable' cycle associated with it. This new state and the associated cycle around the de Bruijn graph has the effect, when compared with the previous state, of changing the history strings for the N short agents, which in turn re-orders the agents strategies. This re-ordering of strategies reduces the number of short trip agents using the central hub, and in effect acts as a buffer to produce stable states in the system. Through analysis of these states and their associated state-level diagrams we calculated N (1) for the critical node in each state. This information was used to determine the probability of transition between states and thus solve for γ analytically as a function of L. Despite the simplicity of this approach, the analytic solution derived in this paper is in excellent agreement with the numeric results.
