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Abstract
This paper considers an initial market model, specified by its underlying assets S and its flow
of information F, and an arbitrary random time τ which might not be an F-stopping time. In this
setting, our principal goal resides in describing as explicit as possible the set of all deflators, which
constitutes the dual set of all “admissible” wealth processes, for the stopped model Sτ . Since the
death time and the default time (that τ might represent) can be seen when they occur only, the
progressive enlargement of F with τ sounds tailor-fit for modelling the new flow of information
that incorporates both F and τ . Thanks to the deep results of Choulli et al. [8], on martingales
classification and representation for progressive enlarged filtration, our aim is fully achieved for both
cases of local martingale deflators and general supermartingale delators. The results are illustrated
on several particular models for (τ, S,F) such as the discrete-time and the jump-diffusion settings
for (S,F), and the case when τ avoids F-stopping times.
1 Introduction
This paper considers an initial market model represented by the pair (S,F), where S represents the
discounted stock prices for d-stocks, and F is the flow of “public” information which is available to
all agents. To this initial market model, we add a random time τ that might not be seen through F
when it occurs. Mathematically speaking, this means that τ might not be an F-stopping time. Thus,
for modelling the new flow of information, we adopt the progressive enlargement of F with τ , that
we denote throughout the paper by G. Hence, our resulting informational market model is the pair
(Sτ ,G). This information modelling allows us to apply our obtained results to credit risk theory and
life insurance (mortality and/or longevity risk), where the progressive enlargement of filtration sounds
tailor-fit, and the initial enlargement of filtration –as in the insider trading framework– is totally in-
adequate. In fact the death time of an agent can not be seen with certainty before its occurrence, and
there is no single financial literature that models the information in the default of a firm τ as fully
seen from the beginning as in the case of insider trading.
For this new market model (Sτ ,G), which includes the two important settings of default and mortality,
many challenging questions arise in finance (both theoretical and empirical) and mathematical finance.
Most of these questions are still open problems nowadays and are essentially concerned with measuring
the impact of τ on the financial and economical concepts, theories, rules, models, methodologies, ....,
etcetera. Among these we cite the (consumption-based) capital asset pricing model (s), equilibrium,
arbitrage theory, market’s viability, the fundamental theorem of asset pricing, the optimal portfolios
(e.g. the log-optimal portfolio, the nume´raire portfolio and other types of portfolios to cite few),
1
utility maximization, the various pricing rules, ..., etcetera. The first fundamental question to all
these aforementioned problems, lies in the impact of the random time on the market’s viability and
the corresponding no-arbitrage concept(s). In virtue of [11], see also [22, 23] for related discussions,
the market’s viability in its various weakest form, the existence of the nume´raire portfolio, and the
no-unbounded-profit-with-bounded-risk (NUPBR) concept are equivalent or intimately related. In
this spirit, there were an upsurge interest in studying first the effect of the random time on NUPBR
in a series of papers, see [1, 2, 3, 4, 9, 10, 24] for details. This very recent literature answers fully the
question when NUPBR is altered for (Sτ ,G). Some of these papers, especially [2, 3, 4, 24], construct
examples of deflators for special and very particular cases (such as when (S,F) is local martingale
under the physical probability), while the following question remains open and beyond reach up to
now.
How can we describe the set of all deflators for the model (Sτ ,G)? (1)
The importance of this set and its numerous roles in optimization problems intrinsic to financial prob-
lems sound clear and without reproach. Indeed, the set of deflators represents somehow the dual set of
all “admissible” wealth processes. No matter what is the optimization criterion, any optimal portfolio
corresponds uniquely to an optimal deflator, and they are linked to each other via “ some duality
form”. Furthermore, in many (probably all) cases even when the utility is nice enough such as log
utility, it is more convenient, more efficient, and more easier to solve a dual problem and describe the
optimal deflator than getting the optimal portfolio directly. For this latter fact, we refer the reader
to [12], where the authors prove that dealing with the dual problem gives sharp and precise results.
When considering the impact of τ on optimal portfolio, we refer the reader to [13] for direct application
of the current paper.
This paper contains four sections including the current one. Section 2 presents the mathematical
model and its preliminaries. Section 3 states the explicit parametrization of deflators (that are local
martingales) for (Sτ ,G) in terms of deflators of (S,F) and the “survival” processes associated with
the random time. Section 4 addresses the case of general supermartingale deflators, while Section 5
illustrates the results on particular models for the triplet (τ, S,F). Among these cases, we consider
the jump-diffusion and the discrete-times settings for (S,F). The paper contains an appendix where
some proofs are relegated and some useful technical (new and existing) results are detailed.
2 Preliminaries
This section defines the notations, the financial and the mathematical concepts that the paper ad-
dresses or uses, the mathematical model that we focus on, and some useful existing results. Throughout
the paper, we consider the complete probability space (Ω,F , P ). By H we denote an arbitrary fil-
tration that satisfies the usual conditions of completeness and right continuity. For any process X,
the H-optional projection and dual H-optional projection of X, when they exist, will be denote by
o,HX and Xo,H respectively. Similarly, we denote by p,HX and Xp,H the H-predictable projection
and dual predictable projection of X when they exist. The set M(H, Q) denotes the set of all H-
martingales under Q, while A(H, Q) denotes the set of all optional processes with integrable variation
under Q. When Q = P , we simply omit the probability for the sake of simple notations. For an
H-semimartingale X, by L(X,H) we denote the set of H-predictable processes that are X-integrable
in the semimartingale sense. For ϕ ∈ L(X,H), the resulting integral of ϕ with respect to X is denoted
by ϕ •X. For H-local martingale M , we denote by L1loc(M,H) the set H-predictable processes ϕ that
are X-integrable and the resulting integral ϕ •M is an H-local martingale. If C(H) is the set of pro-
cesses that are adapted to H ∈ {F,G}, then Cloc(H) is the set of processes, X, for which there exists
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a sequence of H-stopping times, (Tn)n≥1, that increases to infinity and X
Tn belongs to C(H), for each
n ≥ 1. For any H-semimartingale, L, we denote by E(L) the Doleans-Dade (stochastic) exponential,
it is the unique solution to the stochastic differential equation dX = X−dL, X0 = 1, given by
Et(L) = exp(Lt −
1
2
〈Lc〉t)
∏
0<s≤t
(1 + ∆Ls)e
−∆Ls .
Below, we recall the mathematical definition of deflator, where we distinguish the cases of local mar-
tingale deflators and general deflators.
Definition 2.1. Consider the triplet (X,H, Q) such that H is a filtration, X is an H-semimartingale,
and Q be a probability. Let Z be a process.
(a) We call Z an H-local martingale deflator for X under Q (or a local martingale deflator for
(X,Q,H)) if Z > 0 and there exists a real-valued and H-predictable process ϕ such that 0 < ϕ ≤ 1
and both processes Z and Z(ϕ •X) are H-local martingales under Q. Throughout the paper, the set of
all local martingale deflators for (X,Q,H) will be denoted by Zloc(X,Q,H).
(b) We call Z an H-deflator for X under Q (or a deflator for (X,Q,H)) if Z > 0 and ZE(ϕ •X) is
an H-supermartingale under Q, for any ϕ ∈ L(X,H) such that ϕ∆X ≥ −1. The set of all deflators
for (X,Q,H) will be denoted by D(X,Q,H). When Q = P , for the sake of simplicity, we simple omit
the probability in notations and terminology.
The rest of this section is divided into two subsections. The first subsection introduces the mathe-
matical model that we are interested in studying, while the second subsection recalls an important
martingales representation results.
2.1 The mathematical model
Throughout the paper, we consider (Ω,F ,F := (Ft)t≥0, P ) a filtered probability space satisfying the
usual conditions of right continuity and completeness. Here F is the public flow of information. On
this stochastic basis, we suppose given an F-semimartingale, S, that represents the discounted price
process of risky assets. In addition to this initial market model, we consider a random time τ , that
might represent the death time of an agent or the default time of a firm, and hence it might not be
an F-stopping time. Throughout the paper, we will be using the following associated non-decreasing
process D and the filtration G := (Gt)t≥0 given by
D := I[[τ,+∞[[, Gt := G
0
t+ where G
0
t := Ft ∨ σ (Ds, s ≤ t) . (2)
The agent who has access to F, can only get information about τ through the survival probabilities,
called Aze´ma supermartingales in the literature,
Gt :=
o,F (I[[0,τ [[)t = P (τ > t|Ft) and G˜t :=
o,F (I[[0,τ ]])t = P (τ ≥ t|Ft). (3)
The process
m := G+Do,F, (4)
is a BMO F-martingale. Then thanks to [6, Theorem 3], the process
T (M) :=M τ − G˜−1I]]0,τ ]] • [M,m] + I]]0,τ ]] •
(∑
∆MI
{G˜=0<G
−
}
)p,F
, (5)
is a G-local martingale for any M ∈ Mloc(F). In [8, Theorem 2.3], the authors introduced
NG := D − G˜−1I]]0,τ ]] •D
o,F, (6)
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which is a G-martingale with integrable variation such that H •NG is a G-local martingale with locally
integrable variation for any H belonging to
Ioloc(N
G,G) :=
{
K ∈ O(F)
∣∣ |K|GG˜−1I
{G˜>0}
•D ∈ A+loc(G)
}
. (7)
For p ∈ [1,+∞) and a σ-algebra H on Ω× [0,+∞), we define Lploc (H, P ⊗D) as the set of all processes
X for which there exists a sequence of F-stopping times (Tn)n≥1 that increases to infinity almost surely
and XTn belongs to Lp (H, P ⊗D) given by
Lp (H, P ⊗D) :=
{
X H-measurable
∣∣ E[|Xτ |pI{τ<+∞}] < +∞} . (8)
2.2 A martingale representation under G: Choulli et al. [8]
Below we recall (and slightly extend) a martingale representation result of Choulli et al. [8], which
plays vital role in our analysis.
Theorem 2.2. ([8, Theorems 2.19, 2.22, 2.23]): Suppose G > 0. Let h be an element of L1(O(F), P⊗
D), and M (h) and J be two processes given by
M (h) := o,F
(∫ ∞
0
hudD
o,F
u
)
, J :=
(
M (h) − h •Do,F
)
G−1. (9)
Then the following assertions hold.
(a) The G-martingale H
(h)
t :=
o,G(hτ )t = E[hτ |Gt] satisfies
H(h) = H
(h)
0 +G
−1
−
• T (M (h))− J−G
−1
−
• T (m) + (h− J) •NG. (10)
(b) For any G-martingale MG, there exists a unique triplet (MF, ϕ(o), ϕ(pr)) belonging to M0,loc(F)×
Ioloc
(
NG,G
)
× L1loc
(
Ω˜,Prog(F), P ⊗D
)
such that E
[
ϕ
(pr)
τ
∣∣ Fτ] I{τ<+∞} = 0, P -a.s. and(
MG
)τ
=MG0 +G
−2
−
• T (MF) + ϕ(o) •NG + ϕ(pr) •D. (11)
For the sake of a self-contained paper, we outline the key ideas with some details for the proof of this
theorem in Appendix B. This version, whose proof is less technical than that of [8, Theorems 2.19,
2.22, 2.23] due to G > 0, will be used throughout the paper. The following extends slightly Theorem
2.2-(b) to the local martingales setting.
Theorem 2.3. Suppose that G > 0. Then for any G-local martingale MG, there exists a unique
triplet (MF, ϕ(o), ϕ(pr)) satisfying the following properties: MF ∈ M0,loc(F), ϕ
(o) ∈ Ioloc
(
NG,G
)
,
ϕ(pr) ∈ L1loc (Prog(F), P ⊗D),
E
[
ϕ(pr)τ
∣∣ Fτ] I{τ<+∞} = 0, P -a.s., (12)
and (
MG
)τ
=MG0 +G
−2
− I]]0,τ ]] • T (M
F) + ϕ(o) •NG + ϕ(pr) •D. (13)
Proof. LetMG ∈ M0,loc(G), then there exists a sequence of G-stopping times that increases to infinity
such that (MG)Tn is a G-martingale. On the one hand, due to G > 0 and [2, Proposition B.2-(b)], we
deduce the existence of F-stopping times (σn)n that increases to infinity and Tn∧τ = σn∧τ for any n ≥
1. On the other hand, by applying Theorem 2.2 to each (MG)Tn − (MG)Tn−1 , we deduce the existence
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of a unique triplet (MF,n, ϕ(o,n), ϕ(pr,n)) belonging toM0,loc(F)×I
o
loc
(
NG,G
)
×L1loc (Prog(F), P ⊗D)
and satisfying
E
[
ϕ(pr,n)τ
∣∣ Fτ] I{τ<+∞} = 0, P -a.s.,
and
(MG)τ∧Tn − (MG)τ∧Tn−1 = G−2− I]]0,τ ]] • T (M
F,n) + ϕ(o,n) •NG + ϕ(pr,n) •D.
Then notice that (MG)τ −MG0 =
∑
n≥1((M
G)τ∧Tn − (MG)τ∧Tn−1), and put
σ0 := 0, ϕ
(o) :=
∑
n≥1
I]]σn−1,σn]]ϕ
(o,n), ϕ(pr) :=
∑
n≥1
I]]σn−1,σn]]ϕ
(pr,n),
and MF :=
∑
n≥1
I]]σn−1,σn]] •M
F,n.
This ends the proof of the theorem.
We end this section by the following
Lemma 2.4. Let σ be an H-stopping time. Z is a deflator for (Xσ ,H) if and only if there exists
unique pair of processes (K1,K2) such that K1 = (K1)
σ, E(K1) is also a deflator for (X
σ ,H), K2 is
any H-local supermartingale satisfying (K2)
σ ≡ 0, ∆K2 > −1, and Z = E(K1 +K2) = E(K1)E(K2).
The proof of this lemma is straightforward and will be omitted. This lemma shows, in a way or
another, that when dealing with the stopped model (Xσ ,H), there is no loss of generality in focusing
on the part up-to-σ of deflators, and assume that the deflator is flat after σ.
3 Local martingale deflators for (Sτ ,G)
This subsection focuses on describing completely the set of all local martingale deflators, defined in
Definition 2.1-(a), for (Sτ ,G) in terms of those of (S,F).
Theorem 3.1. Suppose G > 0, and let KG be a G-local martingale. Then the following assertions
are equivalent.
(a) ZG := E
(
KG
)
is a local martingale deflator for (Sτ ,G) (i.e. ZG ∈ Zloc(S
τ ,G)).
(b) There exists
(
KF, ϕ(o), ϕ(pr)
)
such that (KF, ϕ(o)) ∈ M0,loc(F)×I
o
loc(N
G,G), ϕ(pr) ∈ L1loc(Prog(F), P⊗
D) and E[ϕ
(pr)
τ
∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., and the following three conditions hold:
(b.1) ZF := E
(
KF
)
is a local martingale deflator for (S,F) (i.e. ZF ∈ Zloc(S,F)).
(b.2) The following inequalities hold.
ϕ(pr) > −
[
G−(1 + ∆K
F) + ϕ(o)G
]
/G˜, P ⊗D-a.e, (14)
−
G−
G
(1 + ∆KF) < ϕ(o) < (1 + ∆KF)
G−
∆Do,F
, P ⊗Do,F-a.e. (15)
(b.3) The following decomposition holds
KG = T (KF)−G−1− • T (m) + ϕ
(o)
•NG + ϕ(pr) •D. (16)
Proof. The proof will be achieved in two steps. The first step proves that E(KG) is a local martingale
for which there exists a G-predictable process ϕG satisfying 0 < ϕG ≤ 1 and E(KG)(ϕG • Sτ ) is a
G-local martingale if and only if there exist KF ∈ M0,loc(F) and a triplet(
ϕ(o), ϕ(pr), ϕF
)
∈ Ioloc(N
G,G)× L1loc(Prog(F), P ⊗D)× L(S,F)
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such that (16) holds, E[ϕ
(pr)
τ
∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., 0 < ϕF ≤ 1 and E(KF)(ϕF • S) is an F-local
martingale . The second step proves that E(KG) > 0 if and only if the triplet (KG, ϕ(o), ϕ(pr)), found
in the first step satisfying (16), should fulfill (14)-(15) and 1 + ∆KF > 0.
Step 1. Suppose that ZG is a local martingale deflator for (Sτ ,G). Then, on the one hand, thanks to
Theorem 2.3, there exists (NF, ϕ(o), ϕ(pr)) that belongs toM0,loc(F)×I
o
loc(N
G,G)×L1loc (Prog(F), P ⊗D),
E[ϕ
(pr)
τ
∣∣ Fτ ]I{τ<+∞} = 0 P -a.s. and
KG = KG0 +G
−2
− I]]0,τ ]] • T (N
F) + ϕ(o) •NG + ϕ(pr) •D. (17)
On the other hand, thanks to a combination of Definition 2.1 and Lemma A.1-(a), we deduce the
existence of an F-predictable process ϕ such that 0 < ϕ ≤ 1 and ZG(ϕ • Sτ ) is G-local martingale or
equivalently
ϕ • Sτ + [ϕ • Sτ ,KG] is a G-local martingale. (18)
Thus, using the decomposition S = S0+M+A+
∑
∆SI{|∆S|>1}, whereM is an F-locally bounded local
martingale and A an F-predictable process with finite variation, (5), and the fact that the processes
ϕ • [Aτ ,KG], ϕ∆Mϕ(o) •NG and ϕ∆Mϕ(pr) •D are G-local martingales, we derive
ϕ • Sτ + ϕ • [KG, Sτ ] = ϕ •M τ + ϕ •Aτ +
∑
ϕ∆SτI{|∆S|>1} + ϕ • [K
G, Sτ ],
= G-local martingale +
ϕ
G˜
I]]0,τ ]] • [M,m] + ϕ •A
τ +
ϕ
G−G˜
I]]0,τ ]] • [N
F,M ]
+
∑
ϕ∆SI{|∆S|>1}
[
(1 +
∆NF
G−G˜
)I]]0,τ ]] + ϕ
(o)∆NG + ϕ(pr)∆D
]
.
Then ϕ • Sτ + ϕ • [KG, Sτ ] is a G-local martingale if and only if
W :=
∑
ϕ∆SI{|∆S|>1}[(1 +
∆NF
G−G˜
)I]]0,τ ]] + ϕ
(o)∆NG + ϕ(pr)∆D], (19)
has G-locally integrable variation (i.e. W ∈ Aloc(G)) and (due to Lemma A.2)
0 ≡
ϕ
G−
I]]0,τ ]] • 〈M,m〉
F + ϕ •Aτ +
ϕ
G2−
I]]0,τ ]] • 〈N
F,M〉F +W p,G. (20)
In virtue of Lemma A.3, we conclude that W ∈ Aloc(G) iff both processes
W (1) :=
∑
ϕ∆SI{|∆S|>1}[(1 +
∆NF
G−G˜
)]I]]0,τ ]]
and W (2) :=
∑
ϕ∆SI{|∆S|>1}[ϕ
(o)∆NG + ϕ(pr)∆D] belong to Aloc(G).
It is clear that W (2) belongs to Aloc(G) if and only if it is a G-local martingale, and hence in this case
we get
W p,G = (W (1))p,G = G−1− I]]0,τ ]] •
(∑
ϕ∆SI{|∆S|>1}
G−G˜+∆N
F
G−
)p,F
.
As a result, by inserting these remarks in (20), we obtain
0 ≡ ϕ • 〈M,m〉F + ϕG− •A+
ϕ
G−
• 〈NF,M〉F +
+G− •
(∑
ϕ∆SI{|∆S|>1}[1 +
∆m
G−
+
∆NF
G2−
]
)p,F
,
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or equivalently
0 = ϕ • 〈M,
1
G−
•m+
1
G2−
•NF〉F + ϕ •A+
(∑
ϕ∆SI{|∆S|>1}[1 +
∆m
G−
+
∆NF
G2−
]
)p,F
Thanks to Itoˆ’s formula, this is equivalent to E(KF)(ϕ • S) is an F-local martingale with KF :=
G−1− •m+G
−2
−
•NF, and the first step is completed.
Step 2. Herein, we assume that (16) holds, and prove that E(KG) > 0 if and only if (14)-(15) and
1 + ∆KF > 0 hold. To this end, we put
Γ :=
G−
G˜
(1 + ∆KF)− 1,
and we derive
∆KG = ∆T (KF)−G−1− ∆T (m) + ϕ
(o)∆NG + ϕ(pr)∆D
=
[
Γ− ϕ(o)
∆Do,F
G˜
]
I]]0,τ [[ +
[
Γ + ϕ(pr) + ϕ(o)
G
G˜
]
I[[τ ]].
Therefore, E(KG) > 0 if and only if 1 + ∆KG > 0 which is equivalent to
]]0, τ [[ ⊂
{
G−
G˜
(1 + ∆KF)− ϕ(o)
∆Do,F
G˜
> 0
}
, and (21)
[[τ ]] ⊂
{
G−
G˜
(1 + ∆KF) + ϕ(o)
G
G˜
+ ϕ(pr) > 0
}
. (22)
Thus, by putting Σ1 :=
{
G−G˜
−1(1 + ∆KF)− ϕ(o)G˜−1∆Do,F > 0
}
∩]]0,+∞[[, (21) is equivalent to
I]]0,τ [[ ≤ IΣ1 . Hence, by taking the F-optional projection on both sides of this inequality, we get
0 < G ≤ IΣ1 on ]]0,+∞[[. This proves the right inequality in (15). Notice that (22) is equivalent to
G−G˜
−1(1 + ∆KF) + ϕ(o)GG˜−1 + ϕ(pr) > 0, P ⊗D − a.e.,
and (14) is proved. Now, we focus on proving that 1 + ∆KF > 0 and the left inequality in (15).
Thanks to EP⊗D[ϕ
(pr)|O(F)] = 0, P ⊗D − a.e., by taking conditional expectation under P ⊗D with
respect to O(F) on the both sides of the above inequality, we get
Σ := G−(1 + ∆K
F) + ϕ(o)G > 0, P ⊗D − a.e., (23)
or equivalently I[[τ ]] ≤ I{Σ>0}. Remark that (23) is equivalent to the left inequality in (15) since Σ
is F-optional, and hence the proof of (15) is completed. By taking the F-optional projection in both
sides of I[[τ ]] ≤ I{Σ>0}, we get ∆D
o,F ≤ I{Σ>0}. Therefore, we derive
{∆Do,F > 0} ⊆ {G−(1 + ∆K
F) > −ϕ(o)G}. (24)
On the one hand, due to the right inequality in (15), we deduce that on {∆Do,F = 0}, we have
1+∆KF > 0. On the other hand, using (24) and the right inequality in (15) afterwards again, we get
{1 + ∆KF ≤ 0} ∩ {∆Do,F > 0} ⊆ {ϕ(o) > 0, 1 + ∆KF ≤ 0,∆Do,F > 0} = ∅,
or equivalently {∆Do,F > 0} ⊆ {1+∆KF > 0}. Thus, 1+∆KF > 0 , and the second step is completed.
This ends the proof of the theorem.
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In the following, we derive a multiplicative version of Theorem 3.1 that seems adequate for logarithm
utilities, see [13] for related discussions.
Theorem 3.2. Suppose G > 0. Then ZG ∈ Zloc(S
τ ,G) iff there exists unique
(
ZF, ϕ(o), ϕ(pr)
)
∈
Zloc(S,F)× I
o
loc(N
G,G)× L1loc(Prog(F), P ⊗D) such that
ϕ(pr) > −1, −
G˜
G
< ϕ(o) <
G˜
G˜−G
, P ⊗D-a.e (25)
E[ϕ(pr)τ
∣∣ Fτ ]I{τ<+∞} = 0 P -a.s. (26)
and
ZG =
(ZF)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D). (27)
Proof. Thanks to Theorem 3.1, we conclude that ZG is a local martingale deflator for (Sτ ,G) if and
only if there exists a triplet
(
ZF, ϕ(o), ϕ(pr)
)
such that ZF := E(KF) belongs to Zloc(S,F), ϕ
(o) belongs
to Ioloc(N
G,G), ϕ(pr) belongs to L1loc(Prog(F), P ⊗D) and E[ϕ
(pr)
τ
∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., and (14),
(15) and (16) hold. Thus, we put
Y := T (KF)−G−1− • T (m), X := Y + ϕ
(o)
•NG
ϕ(o) :=
G˜ϕ(o)
G−(1 + ∆KF)
, ϕ(pr) :=
G˜ϕ(pr)
G−(1 +∆KF) + ϕ(o)G
. (28)
Since the pair (ϕ(o), ϕ(pr)) satisfies (14)-(15), we conclude that the pair (ϕ(o), ϕ(pr)) satisfies (25)-(26).
Furthermore, put
Γ := G−G˜
−1(1 + ∆KF)− 1, Ω˜ := Ω× [0,+∞),
and calculate
1 + ∆X =
[
Γ + 1−∆Do,F
ϕ(o)
G˜
]
I]]0,τ [[ +
[
Γ + 1 + ϕ(o)
G
G˜
]
I[[τ ]] + IΩ˜\]]0,τ ]] > 0.
1 + ∆Y =
G−
G˜
(1 + ∆KF)I]]0,τ ]] + I]]−∞,0]]∪]]τ,+∞[[ > 0.
Thanks to Yor’s formula (i.e. E(X1)E(X2) = E(X1 +X2 + [X1,X2])) we derive
E(X1 +X2) = E(X1)E(X2 −
1
1 + ∆X1
• [X1,X2]),
for any semimartingales X1,X2 with 1 + ∆X1 > 0. By applying this formula repeatedly, and using
ϕ(o) = ϕ(o)/(1 + ∆Y ) and ϕ(pr) = ϕ(pr)/(1 + ∆X) P ⊗ D-a.e. which follow directly from (28), we
obtain
E(KG) = E(X + ϕ(pr) •D) = E(X)E(
ϕ(pr)
1 + ∆X
•D) = E(X)E(ϕ(pr) •D)
= E(Y )E(
ϕ(o)
1 + ∆Y
•NG)E(ϕ(pr) •D) = E(Y )E(ϕ(o) •NG)E(ϕ(pr) •D).
Therefore, the equality (27) follows immediately from combining this equality with E(Y ) = E(KF)τ/E(G−1− •
m)τ . This latter equality is a direct consequence of 1/E(G−1− •m)
τ = E(G−1− • T (m)) and
E(K)τE(−G−1− • T (m)) = E(T (K)−G
−1
−
• T (m)).
This ends the proof of the theorem.
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As a direct consequence of Theorem 3.1 (or equivalently Theorem 3.2), we describe below a family of
G-local martingales.
Corollary 3.3. For any F-local martingale (respectively an element of Zloc(S,F)) Z
F := E(KF), the
process ZG is given by
ZG := E
(
T (KF)−G−1− • T (m)
)
=
(ZF)τ
E(G−1− •m)
τ
, (29)
is a G-local martingale (respectively an element of Zloc(S
τ ,G)).
4 General deflators for (Sτ ,G)
This section focuses on explicitly parametrizing the set of all deflators for (Sτ ,G) in terms of deflators
for (S,F). Throughout the rest of the paper, processes will be compared to each other in the following
sense.
Definition 4.1. Let X and Y be two processes with X0 = Y0. Then
X  Y if X − Y is an increasing process.
We start this section by parametrizing deflators as follows.
Lemma 4.2. Let X be an H-semimartingale, and Z be a positive H-supermartingale. Then the
following assertions are equivalent.
(a) Z is a deflator for (X,H).
(b) There exists unique (N,V ) such that N ∈ M0,loc(H), V is nondecreasing and H-predictable,
Z := Z0E(N)E(−V ), N0 = V0 = 0, ∆N > −1, ∆V < 1 (30)
sup
0<s≤·
|∆Y (ϕ)| ∈ A+loc(H) and
1
1−∆V
• V  (Y (ϕ))p,H, (31)
where (Y (ϕ))p,H is predictable with finite variation such that
Y (ϕ) − (Y (ϕ))p,H ∈ Mloc(H) and Y
(ϕ) := ϕ •X+ [ϕ •X,N],
for any bounded ϕ that belongs to L(X,H) given by
L(X,H) :=
{
ϕ is H-predictable
∣∣∣ ϕ∆X > −1} . (32)
For the sake of easy exposition, we postpone the proof of this lemma to Appendix C. In the lemma, by
“abuse of notations” for the sake of simplicity, we use Y p,H to denote the predictable with finite varia-
tion part in the Doob-Meyer decomposition of Y whenever this process is a special H-semimartingale.
Theorem 4.3. Suppose G > 0, and let ZG be a G-semimartingale. Then the following assertions are
equivalent.
(a) ZG is a deflator for (Sτ ,G) (i.e. ZG ∈ D(Sτ ,G)).
(b) There exists a unique
(
KF, V F, ϕ(o), ϕ(pr)
)
such that KF ∈ M0,loc(F), V
F is an F-predictable and
nondecreasing process, ϕ(o) ∈ Ioloc(N
G,G), ϕ(pr) belongs to L1loc(Prog(F), P⊗D) such that E(K
F)E(−V F) ∈
D(S,F),
ϕ(pr) > −
[
G−(1 +∆K
F) + ϕ(o)G
]
/G˜, P ⊗D − a.e., (33)
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−
G−
G
(1 + ∆KF) < ϕ(o) <
(1 + ∆KF)G−
∆Do,F
, P ⊗Do,F-a.e.. (34)
ZG = E(KG)E(−V F)τ , KG = T (KF −
1
G−
•m) + ϕ(o) •NG + ϕ(pr) •D. (35)
(c) There exists unique
(
ZF, ϕ(o), ϕ(pr)
)
such that ZF ∈ D(S,F), (ϕ(o), ϕ(pr)) belongs to Ioloc(N
G,G)×
L1loc(Prog(F), P ⊗D),
ϕ(pr) > −1, P ⊗D − a.e., −
G˜
G
< ϕ(o) <
G˜
G˜−G
, P ⊗Do,F-a.e., (36)
and
ZG =
(ZF)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D). (37)
Proof. The proof will be achieved in three steps, where we prove the implications (a)=⇒(b), (b)=⇒(c),
and (c)=⇒(a) respectively.
Step 1. Herein, we prove (a)=⇒(b). To this end, we suppose that ZG is a deflator for (Sτ ,G).
Thus, due to Lemma 4.2, we deduce the existence of KG ∈ M0,loc(G) and V
G a G-predictable and
nondecreasing process such that
ZG = Z0E(K
G)E(−V G), sup
0<s≤·
|ϕs∆S
τ
s |(1 + ∆K
G
s ) ∈ A
+
loc(G)
∆KG > −1, ∆V G < 1, (1−∆V G)−1 • V G  (ϕ • Sτ + [ϕ • Sτ ,KG])p,G,
for any bounded ϕ ∈ L(Sτ ,G). Then a direct application of Theorem 2.3 to KG and Lemma A.1
to V G, leads to the existence of the triplet (NF, ϕ(o), ϕ(pr)) that belongs to Mloc(F) × I
o
loc(N
G,G) ×
L1loc(Prog(F), P ⊗D) and an F-predictable and nondecreasing process V with finite values such that
KG = KG0 +
1
G2−
I]]0,τ ]] • T (N
F) + ϕ(o) •NG + ϕ(pr) •D, V G = V τ .
Consider a bounded ϕ ∈ L(S,F), and remark that ϕ • Sτ + [ϕ • Sτ ,KG] ∈ Aloc(G) is equivalent to
W :=
∑
(ϕ∆Sτ + ϕ∆[Sτ ,KG])I{|∆S|>1} ∈ Aloc(G). As a result,
W p,G = lim
n−→+∞
(
I{n≥|∆S|>1} •W
)p,G
.
By combining
ϕ • Sτ + [ϕ • Sτ ,KG] = ϕ • Sτ +
I]]0,τ ]]
G2−
• [T (NF), ϕ • Sτ ]
+ϕ∆Sϕ(o) •NG + ϕ∆Sϕ(pr) •D,
the fact that ϕ∆Sϕ(o)I{|∆S|≤n} •N
G and ϕ∆Sϕ(pr)I{|∆S|≤n} •D are G-local martingales for any n ≥ 1,
and [T (NF), ϕ • Sτ ] = G−G˜
−1I]]0,τ ]] • [N
F, ϕ • Sτ ], we deduce that
(
ϕ • Sτ + [ϕ • Sτ ,KG]
)p,G
=
(
ϕ • Sτ +
1
G2−
I]]0,τ ]] • [T (N
F), ϕ • S]
)p,G
=
(
ϕ • Sτ +
1
G−G˜
I]]0,τ ]] • [N
F, ϕ • S]
)p,G
.
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By inserting in this equation the following decomposition of S,
S = S0 +M +A+
∑
∆SI{|∆S|>1},
whereM is a locally bounded F-local martingale and A is an F-predictable process with finite variation,
we obtain(
ϕ • Sτ + [ϕ • Sτ ,KG]
)p,G
= ϕ •Aτ +
I]]0,τ ]]
G−
• 〈m,ϕ •M〉F +
I]]0,τ ]]
G2−
• 〈NF, ϕ •M〉F +
+
(∑
ϕ∆S(1 +
∆NF
G−G˜
)I]]0,τ ]]I{|∆S|>1}
)p,G
= ϕ •Aτ +
I]]0,τ ]]
G−
• 〈m,ϕ •M〉F +
I]]0,τ ]]
G2−
• 〈NF, ϕ •M〉F +
+G−1− I]]0,τ ]] •
(∑
ϕ∆S(G˜+
∆NF
G−
)I{|∆S|>1}
)p,F
.
As a result, for any bounded ϕ ∈ L(S,F), V (ϕ) := ϕ •S+[ϕ •S, 1
G
−
•m+ 1
G2
−
•NF] has an F-compensator,
and
1
1−∆V F
• V F  ϕ •A+ 〈
1
G−
•m+
1
G2−
•NF, ϕ •M〉F +
(∑
∆V (ϕ)I{|∆S|>1}
)p,F
=
(
ϕ • S + [ϕ • S,
1
G−
•m+
1
G2−
•NF]
)p,F
.
On the one hand, this is equivalent to E(KF)E(−V )E(ϕ • S) is an F-supermartingale for any bounded
ϕ ∈ L(S,F), where KF := G−1− •m+G
−2
−
•NF. On the other hand, as in the proof of Theorem 3.1 (see
step 2 of that proof), it is clear that E(KG) > 0 if and only if 1 + ∆KG > 0 if and only if the triplet
(KF, ϕ(o), ϕ(pr)) satisfies 1 + ∆KF > 0 and (33)-(34). This proves assertion (b), and the first step is
completed.
Step 2. This step proves (b)=⇒(c). Hence, we suppose that assertion (b) holds. Then there exists a
unique
(
KF, V F, ϕ(o), ϕ(pr)
)
such that
ZG = E
(
T (KF)−G−1− • T (m) + ϕ
(o)
•NG + ϕ(pr) •D
)
E(−V F)τ .
Then by mimicking the analysis (calculations) that starts from (28), we derive
ZG =
E
(
KF
)τ
E(−V F)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D)
=
(ZF)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D).
Here ϕ(o) := G˜ϕ(o)/G−(1 + ∆K
F) and ϕ(pr) := G˜ϕ(pr)[G−(1 + ∆K
F) +Gϕ(o)]−1 are the F-optional
and F-progressive processes respectively that satisfy (36) as a direct consequence of the conditions
(33)-(34) fulfilled by the pair (ϕ(o), ϕ(pr)). This ends the proof of (b)=⇒(c).
Step 3. Herein, we deal with (c)=⇒(a). Thus, we suppose that assertion (c) holds, and deduce the
existence of a triplet
(
ZF, ϕ(o), ϕ(pr)
)
that belongs to D(S,F) × Ioloc(N
G,G) × L1loc(Prog(F), P ⊗ D)
satisfying (36) and
ZG =
(ZF)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D). (38)
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Then for any bounded ϕ ∈ L(S,F), ZFE(ϕ • S) is an F-supermartingale, and hence there exist N ∈
M0,loc(F) and V is an F-predictable and non decreasing process such that
ZFE(ϕ • S) = E(N)E(−V ).
Therefore, by combining this with (38), we deduce that, for any bounded ϕ ∈ L(S,F),
ZGE(ϕ • S)τ =
E(N)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D)E(−V )τ .
Thus, thanks to Corollary 3.3 which allows us to conclude that the process (E(N)τ/E(G−1− •m)
τ )E(ϕ(o) •
NG)E(ϕ(pr) •D) is in fact a G-local martingale, we deduce that ZGE(ϕ • S)τ is a G-supermartingale,
for any bounded ϕ ∈ L(S,F). Then assertion (a) follows immediately from combining this with the
fact that, for any bounded ϕG that belongs to L(Sτ ,G), there exists a bounded ϕF ∈ L(S,F) such
that ϕG = ϕF on ]]0, τ ]] (see Lemma A.1-(a)). This ends the proof of the theorem.
5 Particular cases and examples
In this section, we illustrate the obtained results on particular cases and/or examples. Precisely,
in three subsections, we discuss the case when τ avoids F-stopping times or all F-martingales are
continuous, the case of jump-diffusion for (S,F), and the case of discrete time model for (S,F).
5.1 When τ avoids F-stopping times or all F-martingales are continuous
As explained in [8], when either τ avoids all F-stopping times or all F-martingales are continuous, the
G-local martingales T (M) and NG –given by (5) and (6)– coincide withM and N
G
respectively where
M :=M τ −G−1− I]]0,τ ]] • 〈M,m〉
F, N
G
:= D −G−1− I]]0,τ ]] •D
p,F. (39)
It is clear that both M and N
G
are the G-local martingale parts in the Doob-Meyer decomposition,
under G, of M τ and D respectively.
Theorem 5.1. Suppose that G > 0, and either τ avoids F-stopping times or all F-martingales are
continuous. Let KG be a G-local martingale and V G be a nondecreasing and G-predictable. Then the
following assertions are equivalent.
(a) ZG := E
(
KG
)
E(−V G) is a deflator for (Sτ ,G) if and only if there exists a unique
(
KF, V F, ϕ(p)
)
such that (KF, ϕ(p)) ∈ Mloc(F)×L
1
loc(N
G
,G), V F is nondecreasing with finite values and F-predictable,
E(KF)E(−V F) ∈ D(S,F),
−
G−
p,FG
< ϕ(p) <
G−
G− − p,FG
, P ⊗Dp,F-a.e., (40)
V G = (V F)τ , and KG = KF −G−1− •m+ ϕ
(p)
•N
G
. (41)
(b) ZG := E
(
KG
)
E(−V G) is a deflator for (Sτ ,G) if and only if there exists a unique pair
(
ZF, ϕ(p)
)
∈
D(S,F)× L1loc(N
G
,G) such that P ⊗Dp,F-a.e,
−
G−
p,FG
< ϕ(p) <
G−
G− − p,FG
, and ZG = (ZF)τ
E(ϕ(p) •N
G
)
E(G−1− •m)
τ
. (42)
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Proof. (a) The proof of assertion (a) follows from combining Theorem 4.3-(a) with the following three
facts. Under the assumption that either τ avoids F-stopping times or all F-martingales are continuous,
the following facts hold:
1) For ϕ(pr) ∈ L1loc(Prog(F), P ⊗ D), there exists ϕ ∈ L
1
loc(O(F), P ⊗ D) such that ϕ
(pr)
τ = ϕτ P -a.s
on {τ < +∞}. Therefore, we deduce that P -a.s. on {τ < +∞} we have ϕ
(pr)
τ = E(ϕ
(pr)
τ |Fτ ) = 0, or
equivalently ϕ(pr) •D ≡ 0.
2) It holds that NG = N , and T (M) =M for any F-local martingale M .
3) For any ϕ(o) ∈ Ioloc(N
G,G), there exists an F-predictable process ϕ that is NG-integrable such that
(ϕ(o) − ϕ) •NG ≡ 0. This proves assertion (a).
(b) The proof of assertion (b) follows immediately from combining assertion (a) and the fact that,
under the assumption that either τ avoids F-stopping times or all F-martingales are continuous, we
have [N
G
,M ] = [N
G
,M ] ≡ 0 for any F-local martingale M . This fact, indeed, implies that
E(M + ϕ(p) •N
G
) = E(M )E(ϕ(p) •N
G
),
for M ∈ M0,loc(F) with 1 + ∆M > 0. This ends the proof of the theorem.
Theorem 5.1 states universal results that work for both cases of τ avoids F-stopping times and when
all F-martingales are continuous. The main difference between the two cases lies in the condition
on the parameter ϕ(p). Indeed, for the case when τ avoids F-stopping times, the condition (40) (or
equivalently the inequalities in (42)) becomes −1 < ϕ(p) P ⊗Dp,F-a.e. instead. This is due to G˜ = G
which follows from the avoidance property of τ . However, when all F-martingales are continuous, (40)
takes the form of −G˜/G < ϕ(p) < G˜/(G˜−G) P ⊗Dp,F-a.e., since in this case G˜ = G− and
p,F(G) = G.
5.2 The case of jump-diffusion for (S,F)
This subsection focuses on the important case of a jump-diffusion framework for the market model
(S,F). For this model, we consider two situations depending whether τ is left to be an arbitrary
random time or a particular example. Herein, we suppose that a standard Brownian motion W and
a Poisson process N with intensity λ > 0 are defined on the probability space (Ω,F , P ), and the
filtration F is the completed and right continuous filtration generated by W and N . The stock’s price
process is supposed to have the following dynamics
St = S0E(X)t, Xt =
∫ t
0
σsdWs +
∫ t
0
ζsdN
F
s +
∫ t
0
µsds, Nt
F := Nt − λt, (43)
where the processes µ, ζ, and σ are bounded, F-adapted and there exists a constant δ ∈ (0,+∞) such
that
σ > 0, ζ > −1, σ + |ζ| ≥ δ, P ⊗ dt-a.e.. (44)
Since m is an F-martingale, then there exists two F-predictable processes ϕ(m) and ψ(m) such that∫ t
0 ((ϕ
(m)
s )2 + |ψ
(m)
s |)ds < +∞ P -a.s. for any t ≥ 0 and
1
G−
•m = ϕ(m) •W + (ψ(m) − 1) •NF. (45)
Theorem 5.2. Suppose S given by (43), G > 0, and let ZG := E
(
KG
)
be a positive G-local martingale.
Then the following assertions are equivalent.
(a) ZG is a local martingale deflator for (Sτ ,G),
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(b) There exist (ψ1, ψ2) ∈ L
1
loc(W,F)×L
1
loc(N
F,F) , ϕ(o) ∈ Ioloc(N
G,G) and ϕ(pr)) ∈ L1loc(Prog(F),P⊗
D) satisfying the following
KG = ψ1 • T (W ) + (ψ2 − 1) • T (N
F)−G−1− • T (m) + ϕ
(o)
•NG + ϕ(pr) •D.
ϕ(pr) > −
[
G−ψ2 + ϕ
(o)G
]
/G˜, and −
ψ2G−
G
< ϕ(o) <
ψ2G−
∆Do,F
P ⊗D-a.e.,
and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0 P ⊗ dt− a.e.
(c) There exists unique quadruplet (ψ1, ψ2, ϕ
(o), ϕ(pr)) that belongs to the set L1loc(W,F)×L
1
loc(N
F,F)×
Ioloc(N
G,G)× L1loc(Prog(F),P⊗D), and satisfies
ZG =
E(ψ1 •W + (ψ2 − 1) •N
F)τ
E(G−1− •m)
τ
E(ϕ(o) •NG)E(ϕ(pr) •D),
ϕ(pr) > −1, P ⊗D-a.e., −
G−
G
< ϕ(o) <
G−
∆Do,F
P ⊗Do,F-a.e.,
and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0 P ⊗ dt− a.e.
Proof. The proof follows immediately from Theorems 3.1-3.2 and the fact that for any M ∈Mloc(F),
there exists a unique (ψ1, ψ2) ∈ L
1
loc(W,F)×L
1
loc(N
F,F) such thatM =M0+ψ1 •W+(ψ2−1) •N
F.
In the following, we discuss a particular model for τ that was considered in [2, Example 2.12] and [5,
Subsection 5.2.2, page 108].
Example 5.3. Consider the same model for (S,F) as in Theorem 5.2, and let τ := (aT2) ∧ T1,
where a ∈ (0, 1) and T1 and T2 are the first and the second jump times of the Poisson process N
(i.e. N :=
∑+∞
n=1 I[[Tn,+∞[[). Since F is generated by (W,N) and W is independent of τ , the same
calculations for the three processes (G,G−, G˜) as in [2, 5] remain valid. Thus, we get
G˜t = e
−βt(βt+ 1)I[[0,T1[[(t) + e
−βtI[[T1]](t), Gt = e
−βt(βt+ 1)I[[0,T1[[(t)
Gt− = G˜t− = e
−βt(βt+ 1)I[[0,T1]](t).
However the arguments for the calculations of m and Do,F differ slightly from that of [2, 5]. Let mc
be the continuous local martingale part of m, and hence m−mc is a pure jump local martingale with
jumps equal to
∆m = G˜−G− = φ∆N
F where φt := −βte
−βt, β := λ(a−1 − 1).
Hence m = mc + φ •NF on the one hand. On the other hand, by writing
Gt = e
−βt(βt+ 1)(1 −H
(1)
t ), H
(1) := I[[T1,+∞[[, M
(1) := H(1) − λ(t ∧ T1) = (N
F)T1 ,
and by applying Itoˆ’s formula to the process G and using G = m + Do,F (see (4)), we deduce that
mc ≡ 0,
m = m0 + φ •N
F and Do,Ft =
∫ t
0
e−βsdH(1)s + (β + λ)β
∫ t∧T1
0
se−βsds.
Since in the current case we have {G˜ = 0 < G−} = ∅, we derive
T (W ) =W τ , T (NF) = (NF)τ +
βt
1 + βt
• (N)τ ,
1
G−
• T (m) = −
βt
1 + βt
• T (NF),
NG = I{aT2<T1}I[[aT2,+∞[[ − (λ+ β)
∫ t∧τ
0
βs
1 + βs
ds.
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Furthermore, we have ]]0, τ ]] ⊂ {G− > 0} =]]0, T1]], and hence the condition G > 0 is redundant in the
current case, as one can work with ST1 instead. This confirms our claim that the condition G > 0 is
technical and can be relaxed at the expenses of technicalities (in both the statements of the results and
the proofs) that we tried to avoid in this paper. A combination of this analysis with Theorem 5.2 leads
to the following
Corollary 5.4. ZG ∈ D(Sτ ,G) is equivalent to each of the following:
(a) There exist (ψ1, ψ2) ∈ L
1
loc(W,F) × L
1
loc(N
F,F) , ϕ(o) = ϕ(o)I]]0,T1]] belongs to I
o
loc(N
G,G) and
ϕ(pr) ∈ L1loc(Prog(F), P ⊗D) satisfying the following
KG = ψ1 •W
τ + (ψ2 −
1
1 + βt
) • T (NF) + ϕ(o) •NG + ϕ(pr) •D,
µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0, −ψ2 < ϕ
(o)I]]0,T1[[, P ⊗ dt− a.e.
and the following inequalities hold P -a.s.
ϕ(o)(T1) < ψ2(T1)(1 + βT1),
ϕ(pr)(aT2 ∧ T1) > −[ψ2(aT2) + ϕ
(o)(aT2)]I{aT2<T1} − ψ2(T1)[1 + βT1]I{aT2≥T1},
(b) There exists unique quadruplet (ψ1, ψ2, ϕ
(o), ϕ(pr)) belonging to the set L1loc(W,F) × L
1
loc(N
F,F)×
Ioloc(N
G,G)× L1loc(Prog(F),P⊗D), and satisfies
ZG = E(L)τE(ϕ(o) •NG)E(ϕ(pr) •D),
L := ψ1 •W + ((1 + βt)ψ2 − 1) •N
F +
∫ ·
0
λβt
1 + βt
[(1 + βt)ψ2(t)− 1] • dt,
ϕ(pr)(aT2 ∧ T1) > −1, P−a.s., ϕ
(o)(T1) < ψ2(T1)(1 + βT1) P -a.s.,
and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0, −1 < ϕ
(o)I]]0,T1[[ P ⊗ dt− a.e.
5.3 The discrete-time market models
In this subsection, we suppose that the trading times are t = 0, 1, ..., T , and hence on (Ω,F , P ), we
have
F := (Fn)n=0,1,...,T , Gn = Fn ∨ σ (τ ∧ 1, ..., τ ∧ n) , S = (Sn)n=0,1,...,T , (46)
Gn =
T∑
k=n+1
P [τ = k|Fn], G˜n =
T∑
k=n
P [τ = k|Fn], n = 0, ..., T.
Then the discrete-time version of the operator T and the G-martingale NG defined in (5) and (6)
respectively are given by
Tn(M) =
n∧τ∑
k=1
P (τ ≥ k|Fk−1)
P (τ ≥ k|Fk)
∆Mk +
n∧τ∑
k=1
E(∆MkI{P (τ≥k|Fk)=0}|Fk−1), (47)
and NGn := I{n≤τ} −
n∧τ∑
k=1
P (τ = k|Fk−1)
P (τ ≥ k|Fk)
, (48)
for all n = 1, ..., T , ∆Mn :=Mn −Mn−1 and M is an F-martingale.
Then τ is aG-stopping time and Gτ is defined as usual, while Fτ is given by Fτ := σ({Xτ , X F-adapted and bounded}).
Below, we discuss the relationship between Gτ and Fτ , as this role is very important in our analysis.
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Lemma 5.5. Consider the discrete-time setting of (46). Then σ-fields Fτ and Gτ coincide, and hence
for any Gτ -measurable random variable X, there exists an F-adapted process ξ such that X = ξτ P -a.s.
Proof. Since τ is a G-stopping time and due to [16, Theorem 64, Chapter IV], we conclude that for
any Gτ -measurable random variable X, there exists a G-adapted process, ξ
G = (ξGn )n=0,1,...,T such
that X = ξGτ . Thus, the lemma follows immediately if we prove that for any n ∈ {0, ..., T}, and any
Gn-measurable random variable X
G
n , there exists an Fn-measurable random variable X
F
n such that
XGn = X
F
n on (τ = n). (49)
Thus, on the one hand, it is clear that (49) holds for random variables having the form of XGn =
ξFnf(τ ∧ 1, ..., τ ∧ n), where ξ
F
n is a bounded and Fn-measurable random variable and f is a bounded
and Borel-measurable real-valued function on Rn. On the other hand, these random variables generate
the vector space of bounded and Gn-measurable random variables. Hence the fulfillment of (49) for
general random variables, follows from this remark and the class monotone theorem (see [16, Theorem
21, Chapter I]). This proves the lemma.
The impact of Lemma 5.5 can be noticed immediately in the discrete-time version of Theorem 2.3,
that we state below.
Theorem 5.6. Let MG be a G-martingale. Then there exists a unique pair (MF, ϕ) of F-adapted
processes such that MF is an F-martingale and
MGn∧τ =M
G
0 +
n∑
k=1
∆Tk(M
F)
P (τ ≥ k|Fk−1)2
+
n∑
k=1
ϕk∆N
G
k . (50)
Proof. The proof follows from combining Theorem 2.3 and Lemma 5.5.
Below, we state our main result in this subsection.
Theorem 5.7. Let ZG be a G-adapted process and Q˜ be a probability given by
Q˜ := ZT · P and Zn :=
n∏
k=1
(
G˜k
Gk−1
I{Gk−1>0} + I{Gk−1=0}
)
. (51)
Then the following assertions are equivalent.
(a) ZG is a deflator for (Sτ ,G) (i.e. ZG ∈ D(Sτ ,G)).
(b) There exists a unique pair
(
Z(Q˜,F), ϕ
)
such that Z(Q˜,F) ∈ D(S, Q˜,F), ϕ is an F-adapted process
satisfying for all n = 0, ..., T P -a.s.
−
P (τ ≥ n|Fn)
P (τ > n|Fn)
< ϕn <
P (τ ≥ n|Fn)
P (τ = n|Fn)
, and ZG = (Z(Q˜,F))τZ(ϕ). (52)
Here Z(ϕ) is given by
Z
(ϕ)
t :=
t∏
n=1
(
1 + ϕn
P (τ > n|Fn)
P (τ ≥ n|Fn)
I{τ=n} − ϕn
P (τ = n|Fn)
P (τ ≥ n|Fn)
I{τ>n}
)
. (53)
Proof. We start this proof by making the following three remarks:
1) It is easy to check that (see also [9] for details and related results) the process Z is a martingale
and hence Q˜ is a well defined probability. Furthermore, the process Z is the discrete-time version of
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the process E(G−1− I{G−>0} •m) (which is well defined even in the case where G might vanish) see [21,
Subsection 2.3].
2) It is clear that X is a supermartingale under Q˜ if and only if Y := ZX is a supermartingale .
3) Thanks to (48), the discrete-time version of E(ϕ • NG) coincides with Z(ϕ) given in (53), for any
F-optional process ϕ.
Then by combining these remarks and Theorem 4.3, the proof of the theorem follows immediately.
APPENDIX
A Some G-properties versus those in F
Lemma A.1. The following assertions hold.
(a) For any G-predictable process ϕG, there exists an F-predictable process ϕF such that ϕG = ϕFI]]0,τ ]].
Furthermore, if ϕG is bounded, then ϕF is bounded with the same constants.
(b) Suppose that G > 0. Then for any bounded θ ∈ L(Sτ ,G), then there exists a bounded ϕ ∈ L(S,F)
that coincides with θ on [[0, τ ]].
(c) Suppose G > 0, and let V G be a G-predictable and nondecreasing process with finite values and
(V G)τ = V G. Then there exists a unique nondecreasing with finite values and F-predictable process,
V , such that V G = V τ .
If furthermore ∆V G < 1, then ∆V < 1 holds also.
Proof. Remark that the boundedness condition for ϕG can be reduced to the condition 0 ≤ ϕG ≤ 1.
Thus, assertion (a) is a particular case of the general case treated in [2, Lemma B.1] (see also [20,
Lemma 4.4 (b)]), hence its proof will be omitted and we refer the reader to this paper. Thus the
remaining part of this proof focuses on proving assertions (b) and (c) in two parts.
Part 1. Here we prove assertion (b). Consider a bounded θ ∈ L(Sτ ,G). Then θ is a bounded and
G-predictable process satisfying θtr∆Sτ > −1. Thus, in virtue of assertion (a), there exists a bounded
and F-predictable process ϕ such that
θI[[0,τ ]] = ϕI[[0,τ ]].
Then by inserting this equality in θtr∆Sτ > −1, we deduce that
ϕtr∆SI]]0,τ ]] > −1,
which is equivalent to I]]0,τ ]] ≤ I{ϕtr∆S>−1}. By taking the F-optional projection on both sides of this
inequality, we get 0 < G ≤ I{ϕtr∆S>−1} on ]]0,+∞[[, or equivalently ϕ
tr∆S > −1. Hence ϕ belongs to
L(S,F), and the proof of assertion (b) is complete.
Part 2. This part proves assertion (c). Consider a G-predictable and nondecreasing process with
finite values V G such that (V G)τ = V G. It is clear that there is no loss of generality in assuming
that V G is bounded. Then due to [20, Lemma 4.4 (b)] (see also [2, Lemma B.1]), there exists an
F-predictable process V such that
V GI[[0,τ ]] = V I[[0,τ ]]. (54)
By writing V GI[[0,τ [[ = V
G − V Gτ I[[τ,+∞[[ –which is obviously a RCLL bounded G-semimartingale– and
by taking the F-optional projection on both sides of (54), we get V =o,F (V GI[[0,τ [[)/G. Hence V is
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a RCLL F-semimartingale that is predictable. As a result, there exists a continuous F-martingale L
with L0 = 0 and an F-predictable process with finite variation B such that V = L+ B. Since V
G is
predictable with finite variation and
V G = V τ = Lτ +Bτ =
(
Lτ −G−1− I]]0,τ ]] • 〈L,m〉
F
)
+G−1− I]]0,τ ]] • 〈L,m〉
F +Bτ ,
then we conclude that the G-local martingale Lτ −G−1− I]]0,τ ]] • 〈L,m〉
F is null. This implies that [L,L]τ
is also a null process since L is continuous, or equivalently L ≡ 0 due to the assumption G > 0. This
proves that V = B has a finite variation. To prove that V is nondecreasing it is enough to remark
that (V G)p,F is nondecreasing and V = G−1− • (V
G)p,F. This proves the first statement of assertion (c),
while the proof of the last statement of assertion (c) follows the same foot steps of part 1). Indeed
∆V G = ∆V I]]0,τ ]] < 1 holds if and only if I]]0,τ ]] ≤ I{∆V <1} holds, and this implies that –after taking
the F-predictable projection on both sides of this inequality– 0 < G− ≤ I{∆V <1} on ]]0,+∞[[. This is
equivalent in fact to ∆V < 1. The fact G− > 0 follows from the assumption G > 0 and the fact that
both sets {G− > 0} and {G > 0} have the same de´but (see [20, Lemme (4.3)]). This ends the proof
of the lemma.
The following lemma recalls the G-compensator of any F-optional process stopped at τ .
Lemma A.2. Let V ∈ Aloc(F), then we have
(V τ )p,G = I]]0,τ ]]G
−1
−  (G˜  V )
p,F.
For the proof of this lemma and other related results, we refer to [2, 3, 4].
Lemma A.3. Let ϕ is a real-valued and F-predictable process, NF ∈ M0,loc(F), ϕ
(o) ∈ Ioloc(N
G,G),
and ϕ(pr) ∈ L1loc(Prog(F), P ⊗D) such that(
1 +
∆NF
G−G˜
)
I]]0,τ ]] + ϕ
(o)∆NG + ϕ(pr)∆D > 0, 0 < ϕ ≤ 1. (55)
Then the process
W :=
∑
ϕ∆SI{|∆S|>1}
[(
1 +
∆NF
G−G˜
)
I]]0,τ ]] + ϕ
(o)∆NG + ϕ(pr)∆D
]
has a G-locally integrable variation if and only if both processes
W (1) :=
∑
ϕ∆SI{|∆S|>1}(1 +
∆NF
G−G˜
)I]]0,τ ]] and
W (2) :=
∑
ϕ∆SI{|∆S|>1}[ϕ
(o)∆NG + ϕ(pr)∆D]
belong to Aloc(G).
Proof. Due to the first condition in (55), it is clear that W ∈ Aloc(G) iff
W+ :=
∑
|ϕ∆S|I{|∆S|>1}[(1 +
∆NF
G−G˜
)I]]0,τ ]] + ϕ
(o)∆NG + ϕ(pr)∆D] ∈ A+loc(G).
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By stopping, there is no loss of generality to assume that E[W+∞] < +∞. Thus, since both
∑
|ϕ∆S|I{k≥|∆S|>1}ϕ
(o)∆NG =
|ϕ∆S|I{k≥|∆S|>1}ϕ
(o) •NG and
∑
|ϕ∆S|I{k≥|∆S|>1}ϕ
(pr)∆D = |ϕ∆S|I{k≥|∆S|>1}ϕ
(pr) •D are G-local
martingale, we derive
E
[∑
|ϕ∆S|I{|∆S|>1}[(1 +
∆NF
G−G˜
)I]]0,τ ]]
]
= lim
k−→+∞
E
[∑
|ϕ∆S|I{1<|∆S|≤k}(1 +
∆NF
G−G˜
)I]]0,τ ]]
]
= lim
k−→+∞
E[(I{|∆S|≤k} •W
+)∞] ≤ E[W
+
∞] < +∞.
This proves that W (1) ∈ A+loc(G), and hence W
(2) = W −W (1) ∈ A+loc(G). Thus, the proof of the
lemma is complete.
B Proof of Theorem 2.2
Proof. We start this proof by highlighting some useful implications of the assumption G > 0. Indeed,
thanks to [20, Lemme (4.3)], which states that the three sets {G = 0}, {G− = 0} and {G˜ = 0} have
the same de´but, we deduce that the assumption G > 0 implies that the following three properties
hold:
1) The three processes , G, G− and G˜, are positive (strictly) processes,
2) G−1− is locally bounded, and G
−1 is a well defined RCLL semimartingale.
3) The operator T defined in (5) takes the following form
T (M) =M τ − G˜−1I]]0,τ ]] • [M,m], for all M ∈ M0,loc(F). (56)
The rest of the proof is divided into three steps. The first step discusses some integrability properties
useful for both assertions (a) and (b). The second step proves assertion (a) of the theorem, while the
third step proves assertion (b).
Step 1. Consider k ∈ L1loc (Prog(F), P ⊗D) and let h be an F-optional process such that kτ = hτ P -
a.s. on (τ < +∞). In this step, we prove that (ϕ(0), ϕ(pr)) belongs to Ioloc
(
NG,G
)
×L1loc (Prog(F), P ⊗D),
where
ϕ(pr) := k − h, ϕ(o) := h− J (h).
and
J :=
Y (h)
G
, Y (h) :=o,F (hτ I[[0,τ [[) (57)
Since k ∈ L1 (Prog(F), P ⊗D), then h ∈ L1 (O(F), P ⊗D) and hence ϕ(pr) belongs to L1 (Prog(F), P ⊗D)
on the one hand. On the other hand, we derive
E
[
(|h|GG˜−1 •D)∞
]
≤ E
[
|hτ |I{τ<+∞}
]
< +∞,
which is equivalent to h ∈ Io
(
NG,G
)
⊂ Ioloc
(
NG,G
)
. Now consider the sequence of F-stopping times
Tn := inf{t ≥ 0
∣∣ |J (h)t | > n} with the convention inf(∅) = +∞. Then (Tn) increases to infinity and
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|J (h)|I[[0,Tn[[ ≤ n, and hence
E
[
(|J (h)|GG˜−1 •D)Tn
]
≤ n+ E
[
|Y
(h)
Tn
|G˜−1Tn I{τ=Tn<+∞}
]
= n+ E
[
|Y
(h)
Tn
|G˜−1Tn∆D
o,F
Tn
I{Tn<+∞}
]
≤ n+ E
[
|hτ |I{Tn<τ}G˜
−1
Tn
∆Do,FTn
]
≤ n+ E
[
|hτ |I{Tn<τ}
]
< +∞.
This proves that J (h) belongs to Ioloc
(
NG,G
)
and hence ϕ(o) does also.
Step 2. Here, we prove assertion (a). To this end, we remark that the process H :=o,F (hτ ) can be
decomposed as follows
H = h •D + J (h)I[[0,τ [[ = (h− J
(h)) •D + (J (h))τ , (58)
Y (h) :=M (h) − h •Do,F, M (h) :=o,F (
∫ +∞
0
hsdDs) (59)
For full details about these facts, we refer the reader to [8]. Thus, thanks to Itoˆ (applied to 1/G) and
∆G = ∆m−∆Do,F, we get
d
(
1
G
)
= −
1
(Gτ−)
2
dm+
1
G(Gτ−)
2
d[m,m] +
G− −∆m
G(G−)2
dDo,F.
By combining this equation, (56) and G˜(G− −∆m) + (∆m)
2 = G2−, we obtain
d
(
1
Gτ
)
= −
1
(G−)2
dT (m) +
1
G˜G
I]]0,τ ]]dD
o,F. (60)
Then again Itoˆ and (56) combined with (59) and Y = GJ , we derive (for full details about the following
equalities we refer the reader to [8])
d(J (h))τ = d
(
Y τ
Gτ
)
=
1
Gτ−
dY τ + Y τ−d
(
1
Gτ
)
+ d
[
1
Gτ
, Y τ
]
= −
J
(h)
−
G−
dT (m) +
1
G−
dT (M (h)) +
G−J
(h)
− +∆M
(h) − hG˜
G˜G
I]]0,τ ]]dD
o,F
= −
J
(h)
−
G−
dT (m) +
1
G−
dT (M (h)) +
J (h) − h
G˜
I]]0,τ ]]dD
o,F.
Hence, by inserting this latter equality in (58) and using (6), the representation (10) follows immedi-
ately, and the proof of assertion (a) is complete.
Step 3. This step proves assertion (b). Consider a G-martingale MG. Therefore, see [8] for full
details, there exist a unique k ∈ L1(Prog(F),P⊗D) such that MGτ = kτ . Hence, to this process k, we
deduce the existence of a unique h ∈ L1(O(F), P ⊗D) satisfying
E(kτ
∣∣Fτ ) = hτ in fact we have h := Eµ(k∣∣O(F)), µ := P ⊗D.
Then we combine these remarks (see full details in the proof of [8, Theorem 2.22]) and write
(MG)τ =o,G (MGτ ) =
o,G (kτ ) = (k − h) •D +
o,G(hτ ).
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By applying assertion (a) to the G-martingale o,G(hτ ) and putting
ϕ(pr) := k − h, ϕ(o) := h− J (h) := h−
M (h) − h •Do,F
G
,
MF := G− •M
(h) −G−J
(h)
−
•m,
where M (h) is given by (59), (13) follows immediately, and hence assertion (b) is proved. This ends
the proof of the theorem.
C Proof of the lemma 4.2
Proof. The proof of this lemma will be achieved in two steps. The first step proves that there exists
a unique pair (N,V ) satisfying (30) as soon as Z is a deflator for (X,H). The second step shows
that for a process Z, for which there exists a pair (N,V ) satisfying (30), there is equivalence between
ZE(ϕ •X) is supermartingale and (31), for any bounded ϕ ∈ L(X,H).
Step 1. Suppose that Z is a deflator. This implies that Z is a positive supermartingale (since
ϕ = 0 ∈ L(X,H)), and hence X := Z−1− • Z is a local supermartingale having the unique Doob-Meyer
decomposition X := K − V , where K ∈ M0,loc(H) and V is nondecreasing and predictable with
∆V < 1 (since Z > 0). It is clear that the predictable process (1−∆V )−1 is well defined and is locally
bounded. Hence
N :=
1
1−∆V
•K ∈ M0,loc(H), ∆N > −1 and Z = Z0E(N)E(−V).
This ends the first step.
Step 2. Suppose that there exists a pair (N,V ) such that Z = Z0E(N)E(−V ) and (30) holds. Let ϕ
be a bounded element of L(X,H). Then by applying Itoˆ to ZE(ϕ •X) = Z0E(N)E(−V )E(ϕ •X), one
get
ZE(ϕ •X) = Z0E(N)E(ϕ •X)E(−V ) = Z0E
(
N + ϕ •X + ϕ • [X,N ]
)
E(−V )
= Z0E(Y
(ϕ))E(−V ) = Z0E
(
Y (ϕ) − V − [Y (ϕ), V ]
)
= Z0E
(
(1−∆V ) • Y (ϕ) − V
)
,
where Y (ϕ) := N +ϕ •X +ϕ • [X,N ]. Since Z is positive and ϕ ∈ L(X,H), then the process ZE(ϕ •X)
is an H-supermartingale if and only if (1−∆V ) •Y (ϕ)−V is a local H-supermartingale, or equivalently
Y (ϕ) is a special semimartingale (which is equivalent to the first condition of (31)) and its predictable
with finite variation part, (Y (ϕ))p,H, satisfies (Y (ϕ))p,H  (1 − ∆V )−1 • V . This finishes the second
step, and the proof of the lemma as well.
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