i i i Our focus is on "deployed" systems -components or processes in operation in the field -and associated "Assess-Act" scenarios. In the Assess stage we pursue robust parameter estimation (inverse) procedures that map measured-observable outputs to (all) possible system-characteristic and environment-state inputs. In the subsequent Act stage we then pursue adaptive design (optimization) procedures that map mission-objective outputs to best control-variable inputs. The computational requirements on the PDE-induced evaluation µ → s are formidable: the response must be real-time -we must "Assess-Act" immediately; and the outputs must be rigorously certified -we must "Assess-Act" safely and feasibly [24] .
Introduction
Engineering analysis requires the prediction of selected "outputs" s relevant to ultimate component and system performance; typical outputs include critical stresses or strains, flowrates or pressure drops, and various measures of temperature and heat flux. These outputs are functions of "inputs" µ that serve to identify a particular configuration of the component or system; typical inputs reflect geometry, properties, and boundary conditions and loads.
In many cases, the input-output function is best articulated as a (say) linear functional of a field variable u(µ) that is the solution to an input-parametrized partial differential equation (PDE); typical field variables and associated PDEs include temperature and steady/unsteady conduction, displacement and equilibrium elasticity/Helmholtz, and velocity and steady incompressible Navier-Stokes. System behavior is thus described by an input-output relation s(µ) = (u(µ)) the evaluation of which requires solution of the underlying PDE.
Reduced-Basis Approximation
The reduced-basis (RB) approximation was first introduced in the late 1970s in the context of nonlinear structural analysis [2, 23] and subsequently abstracted and analyzed [8, 27] and extended [10, 13, 25 ] to a much larger class of parametrized partial differential equations. We first introduce nested samples S N ≡ {µ 1 ∈ D, . . . , µ N ∈ D}, 1 ≤ N ≤ N max , and associated nested "Lagrangian" RB spaces W N ≡ span {ζ n (µ n ) ≡ u(µ n ), 1 ≤ n ≤ N }, 1 ≤ N ≤ N max . Our RB approximation is then: given µ ∈ D, evaluate s N (µ) = (u N (µ)), where u N (µ) satisfies a(u N (µ), v; µ) = f (v), ∀ v ∈ W N . We consider here only Galerkin projection.
In essence, W N comprises "snapshots" on the parametrically induced manifold M ≡ {u(µ) | µ ∈ D} ⊂ X. It is clear that M is very low-dimensional ; furthermore, it can be shown under our hypotheses -we consider the equations for the sensitivity derivatives and invoke stability and continuity -that M is very smooth. We thus anticipate that u N (µ) → u(µ) very rapidly, and hence that -at least for modest P -we may choose N N . Many numerical examples justify this expectation (see Sections 5, 6, and 7) ; and, in certain simple cases, exponential convergence can be proven [20] . We emphasize that the deployed context requires global reduced-basis approximations that are uniformly (rapidly) convergent over the entire parameter domain D; proper choice of the parameter samples S N is thus crucial (see Section 4) .
We now represent u N (µ) as u N (µ) = j∈N u N j (µ)ζ j , where N ≡ {1, . . . , N }, and N max ≡ {1, . . . , N max }. Our RB output may then be expressed as s N (µ) = j∈N u N j (µ) (ζ j ), where -we now invoke our affine assumption -the u N j (µ), 1 ≤ j ≤ N , satisfy the N × N linear algebraic system j∈N q∈Q
where Q ≡ {1, . . . , Q}. (In practice we replace the ζ j , 1 ≤ j ≤ N, with a (·, ·)orthonormalized system; the algebraic stiffness matrix is then well-conditioned.) It is clear from (1) that we may pursue an offline-online computational strategy [3, 13, 19, 29] ideally suited to the deployed real-time context. In the offline stage -performed once -we first solve for the ζ i , ∀ i ∈ N max ; we then form and store f (ζ i ), (ζ i ), ∀ i ∈ N max , and a q (ζ j , ζ i ), ∀ (i, j) ∈ N 2 max , ∀ q ∈ Q. In the online stage -performed many times, for each new µ "in the field" -we first assemble and subsequently invert the (full) N × N "stiffness" matrix q∈Q Θ q (µ)a q (ζ j , ζ i ) to obtain the u N j (µ), 1 ≤ j ≤ N -at cost O(QN 2 )+O(N 3 ); we then evaluate the sum j∈N u N j (µ) (ζ j ) to obtain s N (µ) -at cost O(N ). The online complexity is independent of N , and hence -given that N N -we shall realize extremely rapid "deployed" response. 
A Posteriori Error Estimation
We first "presume"β(µ), a (to-be-constructed) positive lower bound for the infsup parameter, β(µ): β(µ) ≥β(µ) ≥β 0 > 0, ∀ µ ∈ D. We next introduce the dual norm of the residual:
We may now define our error estimator, ∆ N (µ) ≡ ε N (µ)/β(µ), and associated effectivity,
We can then readily demonstrate [29, 38] 
where γ(µ) ≡ sup w∈X sup v∈X [a(w, v; µ)/( w v )] is our continuity "constant."
The left inequality states that ∆ N (µ) is a rigorous upper bound for u(µ) − u N (µ) ; the right inequality states that ∆ N (µ) is a (reasonably) sharp upper bound. We may also develop bounds for the error in the output; we consider here the special "compliance" case in which = f and a is symmetric -more general functionals and nonsymmetric a require adjoint techniques [29] . We first define our output error estimator, ∆ s N (µ) ≡ ε 2 N (µ)/β(µ), which scales as the square of the dual norm of the residual, ε N (µ). We can then demonstrate [22, 29, 38] 
is a rigorous upper bound for |s(µ)−s N (µ)|; we may further prove [29] in the coercive case that ∆ s
is a (reasonably) sharp upper bound. It remains to develop appropriate constructions and associated offline-online computational procedures for the efficient calculation of ε N (µ) andβ(µ). To begin, we consider the former [19, 22, 29] : we invoke duality, our reduced-basis expansion, the affine parametric dependence of a, and linear superposition to express
where C ∈ X and L q n ∈ X, ∀ n ∈ N, ∀ q ∈ Q satisfy the parameter-independent Poisson(-like) problems (C, v) = f (v), ∀ v ∈ X and (L q n , v) = −a q (ζ n , v), ∀ v ∈ X. An efficient offline-online decomposition may now be identified. In the offline stage -performed only once -we first solve for C and L q n , ∀ n ∈ N max , ∀ q ∈ Q; we then form and store the associated parameter-independent inner products (C, C), (C, L q n ), (L q n , L q n ), ∀ (n, n ) ∈ N 2 max , ∀ (q, q ) ∈ Q 2 . In the online stageperformed many times, for each new value of µ "in the field" -we simply evaluate the ε 2 N (µ) sum in terms of Θ q (µ), u N n (µ), and the precomputed inner productsat cost O(Q 2 N 2 ). The online cost is independent of N and, for Q not too large, commensurate with the online cost to evaluate s N (µ).
Finally, we turn to the development of our lower boundβ(µ) for the inf-sup "constant" β(µ). For simplicity, we consider here the particular case P = 1, Q = 2, Θ 1 (µ) = 1, and Θ 2 (µ) = µ, such that a(w, v; µ) ≡ a 1 (w, v) + µa 2 (w, v); we further suppose that D is convex. The more difficult general case, in which P > 1 and the Θ q (µ), 1 ≤ q ≤ Q, are general functions of µ, is considered in [22] and illustrated in subsequent sections of the present paper. As our point of departure, we note that
Our function τ (µ; µ) enjoys three properties:
is concave in µ over the convex domain D µ ; and (iii ) τ (µ; µ) is "tangent" to β(µ) at µ = µ. (To make property (iii ) rigorous we must in general consider non-smooth analysis and also possibly a continuous spectrum as N → ∞.)
We can now develop our inf-sup lower boundβ : D → R. We first specifiy a constant ∈ ]0, 1[ . We then introduce a sample E J ≡ {µ 1 ∈ D, . . . , µ J ∈ D} and associated set of polytopes C J ≡ {P 1 ⊂ D µ 1 , . . . , P J ⊂ D µ J } that satisfy (a) a "Positivity Condition," τ (µ; µ j ) ≥ β(µ j ), ∀µ ∈ P j , 1 ≤ j ≤ J, and (b) a "Coverage Condition," D ⊂ ∪ J j=1 P j ; we may now define (and compute) our lower bound as
(We can also develop piecewise linear approximations, though -as discussed further in Section 5 -our inf-sup lower bound need not be highly accurate.) It is readily demonstrated thatβ(µ) has the requisite theoretical and computational attributes: β(µ) ≥β(µ) ≥ β 0 > 0, ∀ µ ∈ D; and the online complexity µ →β(µ) depends only on J -we need only find the maximum of the pre-tabulated β(µ j ), 1 ≤ j ≤ J, and multiply by -which in turn depends only on P and Q and not on N . Properties (i ), (ii ), and (iii ) permit us to parlay relatively few expensive (offline) evaluations into a very inexpensive global (online) lower bound. We further elaborate on two points: verfication of the "Positivity Condition"; and choice of . As regards the former, the key ingredient is the concavity of τ (µ; µ j ) in µ: we need only confirm that τ (·; µ j ) ≥ β(µ j ) at the two endpoints of P j to conclude that τ (µ; µ j ) ≥ β(µ j ), ∀µ ∈ P j . (It thus follows, since β(µ) ≥ τ (µ; µ j ), ∀µ ∈ P j , that β(µ) ≥ β(µ j ), ∀µ ∈ P j -this proves the lower bound, (3).) As regards the choice of , there is clearly a trade-off between good effectivity and computational effort: the larger we choose , the better our lower bound and hence the better (lower) our effectivity, η N (µ) -but at the expense of more regions and hence larger J.
As an illustrative example of our inf-sup lower bound construction we consider the Helmholtz-elasticity crack problem of the next section for µ = (ω 2 ∈ [2.5, 5.0], z = 1.0, L = 0.2) -the crack location, z, and crack length, L, are fixed, and only the frequency squared, ω 2 , is permitted to vary -and material damping coefficient d m = 0.1. We find that a sample E J=3 suffices to satisfy our Positivity and Coverage Conditions for = 0.4. We present in Figure 1 (a) β(µ); τ (µ; µ j ) for µ ∈ D µ j , 1 ≤ j ≤ J; and our lower bound (3) . We note that β(µ) is not concave (or convex) or even quasi-concave, and hence τ (µ; µ) is a necessary intermediary in the construction of our lower bound.
In conclusion, we can calculate a rigorous and sharp upper bound for |s(µ) − s N (µ)|, ∆ s N (µ) ≡ ε 2 N (µ)/β(µ), with online complexity independent of N . These inexpensive error bounds serve most crucially in the deployed stage -to choose optimal N , to confirm the desired accuracy, to establish strict feasibility, and to control sub-optimality. However, the bounds may also be gainfully enlisted in the pre-deployed stage -to construct optimal samples S N [22, 38] : Given Ξ F , a very fine random sample over the parameter space D of size n F 1, and an initial sample S opt
Since the marginal cost to evaluate the error bound ∆ s N (µ) is small (online), our input sample Ξ F can be large, and the maximization problem for µ * N may be solved directly -by calculating ∆ s N −1 (µ) for all µ ∈ Ξ F . (Multistart gradient-based search techniques can also be exploited to effectively determine the true maximum of the (clearly oscillatory) error bound ∆ s N (µ) over D.) Note that in contrast to POD economization procedures [33] , we never form the rejected snapshots: our inexpensive bound ∆ s N (µ) serves as a (good) surrogate for the actual error.
Assess-Act Example: Helmholtz-Elasticity
We apply the RB method here to a Helmholtz-elasticity equation often encountered in solid mechanics: inverse analyses based on the Helmholtz-elasticity PDE can gainfully serve in non-destructive evaluation (NDE) procedures for crack characterization [11, 16, 18] and damage assessment [14, 17] . The RB method significantly improves the efficiency of these inverse procedures -accelerating the many evaluations [15] of the PDE outputs.
We consider a two-dimensional thin plate with a horizontal crack at the (say) interface of two lamina:
The left surface of the plate is secured; the top and bottom boundaries are stress-free; and the right boundary is subject to a vertical oscillatory uniform force of frequency ω. We model the plate as plane-stress linear isotropic elastic with (scaled) density unity, Young's modulus unity, and Poisson ratio 0.25; the i i i latter determine the (parameter-independent) constitutive tensor E ijk . Our input is µ ≡ (µ (1) , µ (2) , µ (3) ) ≡ (ω 2 , z, L); our output is the (oscillatory) amplitude of the average vertical displacement on the right edge of the plate.
The governing equation for the displacement
The crack surface is hence modeled extremely simplistically -as a stress-free boundary; note that no crack-tip element is needed as the output of interest is far from the crack. The output s o (µ) is given by
; we are thus "in compliance." (For the damped example of Section 4 we suitably complexify our field variable and space and replace E ijk with a very simple "hysteretic" Kelvin model [4] E ijk (1 + √ −1d m ); here d m is a material damping constant.) We now map Ω o (z, L) via a continuous piecewise-affine transformation to a fixed domain Ω. This new problem can now be cast precisely in the desired abstract form of Section 2, in which Ω, X, and (w, v) are independent of the parameter µ: as required, all parameter dependence now enters through the bilinear and linear forms. Furthermore, it is readily demonstrated that our affine assumption applies for Q = 10; the Θ q (µ) are of the form µ y1
(1) µ y2 (2) µ y3 (3) for exponents y 1 = 0 or 1, y 2 = −1, 0, or 1, and y 3 = −1, 0, or 1. See [22] for a detailed description of the Θ q (µ), a q (w, v), 1 ≤ q ≤ Q, and the "bound conditioner" (·, ·).
We shall consider two different models. In Model I, relevant to the Assess stage, we consider the parameter domain We first present basic numerical results. For our reduced-basis spaces we pursue the optimal sampling strategy described in Section 4 for N I max = 32 (Model I) and N II max = 6 (Model II); for our inf-sup lower bound samples we choose = 1/5 which yields J I = 84 and J II = 1. We present in Table 1 Turning now to computational effort (again for Model I), for N = N I = 25 and any given µ (say, (4.0, 1.0, 0.2)) -for which the error in the reduced-basis output s N (µ) relative to the truth (approximation) s(µ) is certifiably less than ∆ s N (µ) (say, 2.38 × 10 −7 ) -the Online Time to compute both s N (µ) and ∆ s N (µ) is less than 1/330 the Time to directly calculate s(µ) = (u(µ)). Clearly, the savings will be even larger for problems with more complex geometry and solution structure in particular in three space dimensions. Nevertheless, even for our current very modest example, the computational economies are very significant. (Note, however, that this comparison does not include the RB offline effort, and is hence meaningful only in the real-time context or in the limit of many evaluations.)
We now consider an Assess-Act scenario that illustrates the new capabilities enabled by rapid certified input-output evaluation [1] . We first consider the Assess stage (based on Model I): given experimental measurements in the form of intervals
we wish to determine a region R ∈ D z,L in which the true but unknown crack parameters, (z * , L * ), must reside. We first introduce s ± N (µ) ≡ s N (µ) ± ∆ s N (µ), and recall that -thanks to our bound theorem (2) 
We may then define
clearly, we have accommodated both numerical and experimental error and uncertainty (within our model assumptions), and hence (z * , L * ) ∈ R.
In Figure 1 (b) we present R for K = 2 and (ω 2 1 = 3.2, ω 2 2 = 4.8) for exp = 0.5%, 1%, 5%. (In actual practice, we first find one point in R; we then conduct a binary chop at different angles to map out the boundary of R.) As expected, as exp decreases, R shrinks towards the exact (synthetic) value, z * = 1.05, L * = 0.17. Note that in this example for our RB Model I we choose N I = 25, and it is hence clear from Table 1 that the RB error contributes negligibly to the uncertainty region R; we could hence achieve even faster parameter estimation response -at little cost in precision -by decreasing N I .
Most importantly, for any finite exp , R rigorously captures the uncertainty in our assessment of the crack parameters without a priori regularization hypotheses i i i [7] . The crucial new ingredient is reliable fast evaluations that permit us to conduct a much more extensive search over parameter space; for a given exp , R may be generated online in less than 51 seconds (even for N I = 25) on a Pentium 1.6 GHz laptop. Our search over possible crack parameters will certainly never be truly exhaustive, and hence there may be small undiscovered "pockets of possibility" in D z,L ; however, we have clearly reduced the uncertainty relative to more conventional approaches. (Of course, our procedure can also only characterize cracks within the specified low-dimensional parametrization; however, more general null hypotheses can be constructed to detect model deviation.)
Finally, we consider the Act stage (based on Model II). We presume here that the component must withstand an in-service steady force (normalized to unity) such that the deflection s(0, z * , L * ) in the "next mission" does not exceed a specified value s max . Of course, in practice, we will not be privy to (z * , L * ). To address this difficulty we first define s + R ≡ max (z,L)∈R s + N (0, z, L), where s + N (0, z, L) = s N (0, z, L) + ∆ s N (0, z, L); our corresponding "go/no-go" criterion is then given by s + R ≤ s max . It is readily observed that s + R rigorously accommodates both experimental (crack) and numerical uncertainty -s(0, z * , L * ) ≤ s + R -and that the associated go/no-go discriminator is hence fail-safe. Furthermore, as exp tends to zero and N I and N II increase, s + R will tend to s(0, z * , L * ); indeed, for exp = 1% and N I = 25, N II = 6, [s + R − s(0, z * , L * )]/|s(0, z * , L * )| = 4.73e-05. In summary, in real-time, we can both Assess the current state of the crack and subsequently Act to ensure the safety (or optimality) of the next "sortie."
Incompressible Navier-Stokes Equations
To illustrate the difficulties that arise in the treatment of nonlinear problems we consider a particular example [36]: the steady incompressible Navier-Stokes equations -Pr(andtl) = 0 natural convection in an enclosure [31, 34] .
Our formulation of Section 2 is still applicable (except a is no longer bilinear): µ ≡ Gr ≡ Grashof number; D ≡ [1.0, 1.0E5]; u e (µ) = (u e 1 (µ), u e 2 (µ)) is the velocity field; Ω = [0, 4] × [0, 1]; We next introduce X, a reference finite element approximation space. Our reference (or "truth") finite element approximation u(µ) ∈ X is then defined by a(u(µ), v) = f (v; µ), ∀ v ∈ X. As before, u(µ) is a surrogate for u e (µ) upon which we build our RB approximation, and relative to which we measure our RB error. Here X is the space (of dimension N = 2,786) of discretely divergence-free functions associated with a classical Taylor-Hood P 2 − P 1 finite element approximation [10] . (For future reference, we also define X, the full Taylor-Hood velocity space.)
The derivative of a plays a central role: here da(w, v; z) ≡ a 0 (w, v)+a 1 (w, z, v) satisfies a(z +w, v) = a(z, v)+da(w, v; z)+ 1 2 a 1 (w, w, v). It is readily shown [36] that
/ v is a Sobolev embedding constant [35] , and v L p (Ω) ≡ ( Ω (w i w i ) p/2 ) 1/p . We shall further assume [36] -and verify a posteriori -that {u(µ) | µ ∈ D} is a nonsingular (isolated) solution branch: β(u(µ)) ≥ β 0 > 0, ∀ µ ∈ D, where β(z) ≡ inf w∈X sup v∈X da(w, v; z)/ w v is the inf-sup parameter relevant to our nonlinear problem. Numerical simulations [31, 34] demonstrate that the flow smoothly evolves from a single-cell structure for the lower Gr in D to an inertia-dominated three-cell structure for the higher Gr in D.
We may directly apply the RB formulation of Section 3 to the incompressible Navier-Stokes equations [13, 25, 36] . The most significant new issue is (efficient) calculation of the nonlinear terms. We consider the inner Newton update: given a current iterate u N (µ) = N n=1 u N n (µ) ζ n , we must find an increment
where we recall that f (v; µ) = µf 0 (v) and µ ≡ Gr.
We can directly apply the offline-online procedure described in Section 3 for linear problems, except now we must perform summations both over the affine parameter dependence (rather trivial here) and over the reduced-basis coefficients (of the current Newton iterate, u N (µ)). In the online stage -for given new µ -at each Newton iteration u N (µ) → δu N we first assemble the right-hand side (residual) -at cost O(N 3 ); we then form and invert the left-hand side (Jacobian) -at cost O(N 3 ). The complexity of the online stage is independent of N ; furthermore, for our quadratic nonlinearity, there is little increased cost relative to the linear case. Unfortunately, for a p th -order nonlinearity, the online cost for the residual assembly and Jacobian formation will scale as O(N p+1 ), and thus standard Galerkin projections are viable only for p = 2 or at most p = 3 [38] . Fortunately, for larger p and non-polynomial nonlinearities -and for non-affine parameter dependence [5] -quite effective collocation-like alternatives are available.
Turning now to a posteriori error estimation, we first "presume"β N (µ), a (tobe-constructed) positive lower bound for the inf-sup parameter β N (µ) ≡ β(u N (µ)): β N (µ) ≥β N (µ) ≥ 0, ∀ µ ∈ D. We next recall the dual norm of the residual,
(The latter is a condition on N max that reflects both the convergence rate of the RB approximation and the quality of our inf-sup lower bound.)
We may now define our error estimator: for N ≥ N * (µ), ∆ N (µ) ≡ (β N (µ)/ρ 2 ) (1 − 1 − τ N (µ)); note that, as ε N (µ) → 0, ∆ N (µ) tends to the "linear case" ε N (µ)/β N (µ). Our main result is then: Given any µ ∈ D, for all N ≥ N * (µ), there
The proof [36, 37] is a slight specialization of the abstract "Brezzi-Rappaz-Raviart" result [6, 12] ; we can further provide several corollaries related to (i ) the wellposedness of the truth approximation, and (ii ) the effectivity of our error bound [36] . (We may also develop bounds for the output of interest [36] .)
The real challenge is computational: how can we compute ε N (µ), ρ, and β N (µ)? (Note that, armed with these quantities, we can evaluate τ N (µ) and hence verify N ≥ N * (µ).) The reduced-basis context is in fact a rare opportunity to render the Brezzi-Rappaz-Raviart theory completely quantitative. To begin, we consider ε N (µ): as for the linear case, we invoke duality, our reduced-basis expansion, the affine parameter dependence of a (and f ), and linear superposition to express
; the latter are again simple (vector) Poisson problems.
We can now readily adapt the offline-online procedure developed in the linear case [36, 37] . In the online stage -for each new µ -we perform the sum (4) in terms of the pre-formed and stored inner products (for example, (Q nn , Q n n ), 1 ≤ n, n , n , n ≤ N ) and the RB coefficients u N n (µ), 1 ≤ n ≤ N -at cost O(N 4 ). Although the N 4 scaling, which arises due to the trilinear term in the residual, is certainly unpleasant, the error bound is calculated only once: in actual practice, the additional online cost attributable to the dual norm of the residual is not too large. Unfortunately, for a p th -order nonlinearity, the online evaluation of ε N (µ) scales as O(N 2p ), and our approach is thus viable only for p = 2. Fortunately, for larger p and non-polynomial nonlinearities -and for non-affine parameter dependence [5] -collocation-like alternatives are available; however, in general, there will be some loss of rigor in our error estimation.
We next turn to the calculation of ρ. The critical observation is that ρ is the supremum of a "Rayleigh-quotient." Thus ρ is related to the smallest multiplier of an associated Euler-Lagrange nonlinear eigenproblem [35] : (λ,ψ) ∈ (R + , X) satisfies (ψ, v) = 2λ 2 Ωψ jψjψi v i , ∀ v ∈ X, for ψ 4 L 4 (Ω) = 1; the ground state is denoted (λ min ,ψ min ), and ρ =λ −1 min . In practice, it may be difficult to isolate the ground state, and we thus consider a homotopy procedure.
Towards that end, we first introduce a parametrized generalization of the Euler-Lagrange equation:
the ground state is denoted (λ min (α), ψ min (α)), and ρ = λ −1 min (1). We may now apply standard Newton continuation methods to proceed from the known ground state at α = 0 -(λ min (0), ψ min (0)) is the lowest i i i eigenpair of a simple (vector) "Laplacian" linear eigenproblem -to the ground state of interest at α = 1; for sufficiently small increments in α, we will remain on the desired (lowest-energy) branch. For our particular domain, we find (offline) ρ = 0.4416; since ρ is µ-independent, no online computation is required.
Finally, as regards the inf-sup lower bound,β N (µ), we may directly apply appropriate extensions [22, 36] of the procedure developed in Section 5. The nonlinear case does present a new difficulty: the parameter dependence of the (linearized) operator is now induced by the reduced-basis solution u N (µ) -in our case, through the a 1 (w, u N (µ), v) term -and hence is not known a priori. Fortunately, since u N (µ) → u(µ) we may develop a "universal" lower bound for sufficiently large N ; the complications are thus largely practical in nature. (For our particular problem, J = 34 -the sample is relatively small despite the rather large range in Grashof.)
We conclude with a brief discussion of the adaptive sampling procedure introduced in Section 4. In the nonlinear case a similar procedure may be pursued, but with two important differences. First, as already indicated, β N (µ) and henceβ N (µ) will now depend on the reduced-basis solution u N (µ); furthermore, β N (µ) will only be meaningful for larger N . Thus in the sample construction stage we must replacẽ β N (µ) in ∆ N (µ) with a simple but relevant surrogate -for example, a piecewiseconstant (over D) approximation to β(u(µ)). Second, in the nonlinear context our error bound is conditional -a small solution to the error equation is only assured if τ N (µ) < 1. Thus the greedy procedure must first select on arg max µ∈Ξ F τ N (µ)until τ N (µ) < 1, ∀ µ ∈ Ξ F -and only subsequently select on arg max µ∈Ξ F ∆ N (µ); the resulting sample will ensure rapid convergence to a certifiably accurate solution.
In Table 2 we present ∆ N, rel (µ) ≡ ∆ N (µ)/ u Nmax (µ) and η N (µ) ≡ ∆ N (µ)/ u(µ) − u N (µ) as a function of N for µ = Gr = 1.0E1 (single-roll) and µ = Gr = 8.5E4 (three-roll). The "*" indicates that N < N * (µ) -τ N (µ) ≥ 1: no error bound is available. For Gr = 1.0E1, we find N * (µ) = 1, and hence we obtain error bounds for all N ; the error bound tends to zero very rapidly; and the effectivity is O(1) [22, 36] . For Gr = 8.5E4, we find N * (µ) = 9, and hence we obtain error bounds only for rather accurate approximations; however, the error bound still tends to zero rapidly with N -our samples S opt N are constructed to provide uniform convergence; and the effectivity is still quite good. It is perhaps surprising that the Brezzi-Rappaz-Raviart theory, which is not really designed for quantitative service, indeed yields such sharp results; in fact, as ε N (µ) → 0, the cruder bounds -in particular, ρ -no longer play a role.
Finally, we note that the online cost (on a Pentium r M 1.6GHz processor) to predict s N (µ) and ∆ N (µ) (and a bound for the error in the output, ∆ s N (µ) [36]) is typically 10ms and 90ms, respectively -compared to order minutes for direct finite element calculation of s(µ) = (u(µ)).
Parabolic Equations
We consider here the extension of the RB methods and associated a posteriori error estimators described in Sections 1-4 to parabolic PDEs -in particular, the heat equation; we shall "simply" treat time as an additional, albeit special, param- Table 2 . Error bounds and effectivities for Gr = 1.0E1 and Gr = 8.5E4.
eter [32] . For further details, we refer the reader to [9] . (There are many approaches to model reduction for initial-value problems: POD methods [33] ; balanced-truncation techniques [21] ; and even reduced-basis approaches [28] . However, in general, these frameworks do not accommodate parametric variation (or, typically, rigorous a posteriori error estimation).) For simplicity, we directly consider a K-level timediscrete framework (corresponding to Euler Backward discretization, although we can also readily treat higher-order schemes such as Crank-Nicolson) associated to the time interval [0, t f ]: we define T ≡ {t 0 , . . . , t K }, where t k = k∆t, 0 ≤ k ≤ K, and ∆t = t f /K; for notational convenience, we also introduce K = {1, . . . , K}.
(Clearly, our results must be stable as ∆t → 0, K → ∞.) Given µ ∈ D ⊂ R P , we evaluate the (here, single) output s(µ, t k ) = (u(µ, t k )),
with initial condition (say) u(µ, t 0 ) = 0. Here µ and D are the input and input domain; u(µ, t k ), ∀ k ∈ K, is our field variable; X ⊂ X e is our truth approximation subspace for X e (and (·, ·), · ) defined in Section 2; a(·, ·; µ) and m(·, ·) are X econtinuous and L 2 (Ω)-continuous symmetric bilinear forms, respectively; f (·), (·) are L 2 (Ω)-continuous linear forms; and b(t k ) is the (here, single) "control" input at time t k . We shall make the following assumptions. First, we require that a and m are independent of time -the system is thus linear time-invariant (LTI). Second, we assume that a and m are coercive:
]. Third, we assume that a depends affinely on µ: a(w, v; µ) = Q q=1 Θ q (µ) a q (w, v) for q = 1, . . . , Q parameter-dependent functions Θ q (µ) : D → R and parameter-independent continuous bilinear forms a q (w, v). (For simplicity, we also assume that m, f , and are parameter-independent.)
To ensure rapid convergence of the reduced-basis output approximation we shall need a dual (or adjoint) problem which shall evolve backward in time. Invoking the LTI property, we can express the adjoint for the output at time t L , 1 ≤ L ≤ K,
In essence, thanks to the primal LTI property and the linearity of the output functional, the dual system is invariant to a shift in i i i time of the final condition; thus, to obtain ψ L (µ, t k ), 1 ≤ k ≤ L, ∀L ∈ K, we need only solve once for Ψ(µ, t k ), ∀ k ∈ K, and then appropriately translate the resultwe do not need to solve K separate dual problems [9] .
We now introduce the nested samples S pr Npr = {μ pr 1 , . . . ,μ pr Npr }, 1 ≤ N pr ≤ N pr,max , and S du
Note the samples must now reside in the parameter-time space D; we also introduce separate (and different) samples for the primal and dual problems. We then define the associated nested RB spaces W pr Npr = span{ζ pr n ≡ u(μ pr n = (µ n , t kn ) pr ), 1 ≤ n ≤ N pr }, 1 ≤ N pr ≤ N pr,max , and W du N du = span{ζ du n ≡ Ψ(μ du n = (µ n , t kn ) du ), 1 ≤ n ≤ N du }, 1 ≤ N du ≤ N du,max . Note that for the primal basis we choose -as justified by the LTI hypothesis -an impulse input: b(t k ) = 1 for k = 1, and b(t k ) = 0 for 2 ≤ k ≤ K.
Our RB approximation is then:
∀ v ∈ X, is the primal residual. Note that we include a residual correction term (the inner product of the primal residual with the dual RB solution) in s N (µ, t k ) to improve the accuracy of our output prediction [26] and to obtain the "square" effect in the convergence of the output bound. We could, of course, also increase the accuracy of s N (µ, t k ) by improving the primal RB solution u N (µ, t k ) (i.e., by increasing N pr ); however, in the case of a single or relatively few outputs, the dual formulation is computationally advantageous.
The offline-online computational procedure is similar to the elliptic case of Section 3 but with the added complexity of the dual problem and the time dependence [9] . In the online stage, we first assemble the requisite RB "stiffness" matrices -at cost O((N 2 pr + N 2 du + N pr N du )Q); we then solve the primal and dual problems -at cost O(N 3 pr + N 3 du + K(N 2 pr + N 2 du )); and finally we evaluate the RB output approximation s N (µ; t k ), ∀ k ∈ K -at cost O(K(K + 1)N pr N du ). The online complexity is thus independent of N , and in fact not too sensitive (for our LTI system) to K.
We now turn to a posteriori error estimation. We stress that the development of the error bounds is in no way limited to the RB approximation described here: we may consider "any" stable ODE or PDE system and any reducedorder model. To begin, we assume that we are givenα(µ) : D → R + , a positive lower bound for the coercivity constant, α(µ) : α(µ) ≥α(µ) ≥α 0 > 0, ∀ µ ∈ D. In our symmetric case α(µ) = β(µ) and thusα(µ) can be constructed according to Section 4; in fact, thanks to coercivity, much simpler procedures typically suffice [29] . We next recall the dual norm of the primal and dual residuals:
We may now define our error estimators:
We can then readily demonstrate that |||u(µ,
-we obtain rigorous (and, as we shall see, rather sharp) upper bounds for the primal error, dual error, and output error. (Note that our particular form (6) assumes that Ψ(µ, t K+1 ) -here, µ-independent -is a member of W du N du ; this requirement is readily relaxed.)
The offline-online procedure for the computation of ∆ s (µ, t k ), ∀ k ∈ K -in particular, for the calculation of the requisite primal and dual residual normsis similar to the elliptic case of Section 4 but with the added complexity of the dual problem and the time dependence [9] . In particular, in the online stagefor any given new µ -we evaluate the ε pr Npr (µ, t k ) 2 and ε du N du (µ, t k ) 2 sums in terms of Θ q (µ), u N n (µ, t k ), Ψ N n (µ, t k ) and the precomputed inner products -at cost O(K(N 2 pr + N 2 du )Q 2 ). Thus, all online calculations are indeed independent of N . We now turn to a particular numerical example. We consider the design of a heat shield (one cell of which is shown in Figure 2 ): the left boundary ∂Ω out is exposed to a temperature unity and Biot number Bi out "source" for t ∈ [0, t f ]; the right boundary as well as the top and bottom (symmetry) boundaries are insulated; and the internal boundaries ∂Ω in -corresponding to three square cooling channels -are exposed to a temperature zero and Biot number Bi in "sink." Our input parameter is hence µ ≡ (µ (1) , µ (2) ) ≡ (Bi out , Bi in ) ∈ D ≡ [0.01, 0.5]×[0.001, 0.1]; our output is the average temperature of the structure -a surrogate for the maximum temperature of the (to-be-protected) right boundary for t ∈ [0, ∞[ . The underlying PDE is the heat equation. The (appropriately non-dimensionalized) governing equation for the temperature u(µ, t k ) ∈ X is thus (5) , where X is a linear finite element truth approximation subspace (of dimension (exploiting symmetry) N = 1,396) of X e ≡ H 1 (Ω); a(w, v; µ) ≡ Ω ∇w · ∇v + µ (1) ∂Ωout w v + µ (2) ∂Ωin w v; m(w, v) ≡ Ω w v; f (v; µ) ≡ µ (1) ∂Ωout v, which is now (affinely) parameter-dependent; b(t k ) = 1, ∀k ∈ K; and (w, v) ≡ Ω ∇w·∇v+0.01 ∂Ωout w v+ 0.001 ∂Ωin w v -hence we may chooseα(µ) = 1. The output is given by s(µ, t k ) = (u(µ, t k )), where (v) ≡ |Ω| −1 Ω v. We now present numerical results. Our "optimal" primal and dual samples are constructed (separately) by procedures similar to the greedy approach described for the elliptic case in Section 4 [9] : at each step (say, for the primal) we select the parameter value µ * for which ∆ pr Npr (µ, t K ) is maximized; we then select the time t k * for which ε pr Npr (µ * , t k ) is maximized. In Table 3 we present, as a function of N pr (= N du ), ∆ pr max,rel , η pr , ∆ s max,rel , and η s : ∆ pr max,rel is the max- imum over Ξ Test of ∆ pr Npr (µ, t K )/|||u N (µ u , t K )|||, η pr is the average over Ξ Test × T of ∆ pr Npr (µ, t k )/|||u(µ, t k ) − u N (µ, t k )|||, ∆ s max,rel is the maximum over Ξ Test of ∆ s N (µ, t K )/|s N (µ s , t K )|, and η s is the average over Ξ Test of ∆ s N (µ, t η (µ))/|s(µ, t η (µ)) − s N (µ, t η (µ))|. Here Ξ Test ∈ (D) 400 is a random input sample of size 400; µ u ≡ arg max µ∈ΞTest |||u Nmax (µ, t K )|||, µ s ≡ arg max µ∈ΞTest |s Nmax (µ, t K )| (note the output grows with time), and t η (µ) ≡ arg max t k ∈T |s(µ, t k ) − s N (µ, t k )|. The output converges rapidly, and the effectivities are reasonably good.
Finally, we note that the calculation of s N (µ, t k ) and ∆ s N (µ, t k ), ∀ k ∈ K, is (say, for N pr = N du = 12) roughly 120 times faster than direct calculation of the truth approximation output s(µ, t k ) = (u(µ, t k )), ∀ k ∈ K. We may thus work with s N (µ, t k ) + ∆ s N (µ, t k ) as a certifiably conservative (upper bound) and accurate surrogate for the average temperature s(µ, t k ) in truly interactive design exercises. 
