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THE MANY INTEGRAL GRADED CELLULAR BASES
OF HECKE ALGEBRAS OF COMPLEX REFLECTION GROUPS
C. BOWMAN
We settle several long-standing problems in the theory of cyclotomic Hecke algebras: for each weight-
ing we explicitly construct a (graded) integral cellular basis and the simple modules of Ariki’s categori-
fication theorem. We hence prove unitriangularity of decomposition matrices and Martin–Woodcock’s
conjecture. We also prove that radical and grading filtrations of Specht modules fail to coincide.
Introduction
There are two remarkably successful approaches to the study of Hecke algebras of symmetric
groups: the first is via geometry and the second is via categorical Lie theory. The Kazhdan–Lusztig
basis has deep geometric origins (arising as the shadow of an intersection cohomology sheaf on a
variety); this basis enjoys many positivity properties, however it is inhomogenous with respect to
the Hecke algebra’s graded structure. The graded Murphy basis arises in categorical Lie theory, it
encodes the graded induction and restriction along the tower of Hecke algebras, and it is simpler
and more explicit. The most important property shared by the Kazhdan–Lusztig and graded
Murphy bases is that they are both integral cellular bases [KL79, HM10].
The complex reflection groups were classified into the infinite series G(`, d, n) and 34 exceptional
cases by Shephard–Todd [ST54]; their corresponding Hecke algebras were later defined by Broue´–
Malle–Rouquier [BMR98]. For every real reflection group, Lusztig has constructed many different
Kazhdan–Lusztig bases for the associated Hecke algebras (vastly generalising [KL79]) one for each
possible weighting on the simple reflections [Lus83, Lus03]. However, this is as far as the geometric
picture (and the underlying Kazhdan–Lusztig bases!) can be pushed: there do not exist Kazhdan–
Lusztig bases for complex reflection groups or their Hecke algebras.
Categorical Lie theory picks up where geometry leaves off (one of the most spectacular examples
to-date being [EW14]). In particular, while complex reflection groups do not possess Kazhdan–
Lusztig bases, Ariki’s categorification theorem suggests that every choice of weighting should give
rise to a corresponding cellular structure on the Hecke algebra of type G(`, 1, n) [Ari02]. We prove
that every weighting does indeed give rise to an integral cellular basis on the Hecke algebra of
type G(`, 1, n), as has long been hoped and expected. Namely we generalise the graded Murphy
bases from asymptotic weightings [HM10] to all possible weightings on all Hecke algebras of type
G(`, 1, n), thus completing the program initiated by Lusztig in [Lus83]. (Corresponding bases for
type G(`, d, n) can be constructed from ours via Clifford theory [HMR].)
Theorem A. Given σ = (e;σ0, σ1, . . . , σ`−1) ∈ N>1 × Z` we let Hn(σ) denote the quiver Hecke
algebra of type G(`, 1, n) over Z. The algebra Hn(σ) has graded integral cellular basis
{cσst | λ ∈P`n, s, t ∈ Stdσ(λ)}
with respect to Lusztig’s aσ-order on P`n and Uglov’s aσ-grading on standard tableaux. The pre-
sentation of Hn(σ) is (up to isomorphism) only dependent on the reduction of σ ∈ Z` modulo e
and so we obtain many different integral cellular bases all on the same Hecke algebra.
Theorem A allows us prove that the decomposition matrices are unitriangular with respect
to all Lusztig aσ-orderings on P`n over any field and explicitly construct the simple modules
parameterised by Ariki’s categorification theorem for the first time. These are the two oldest open
problems in the theory of cyclotomic Hecke algebras, and have been extensively studied for the
past twenty years [Ari01, Ari96, AM00, BI03, BGIL10, BJ09, CJ11, CJ12, CJ16, CGG12, DJM95,
DJM98, Gec98, Gec07b, CJ16, CGG12, GJ11, GM09, GR01, GJ06, Jac04, Jac05, Jac07, Jac11].
Theorem B. Let k be a field. The the simple Hn(σ)-modules are explicitly constructible as canon-
ical quotients of the cell modules labelled by Uglov `-partitions (see Section 9 for definition) and
the decomposition matrix is uni-triangular with respect to Lusztig’s aσ-ordering on P`n.
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2 C. BOWMAN
Applications: One might ask: “why are these many integral cellular bases so important?” The-
orems A, B, and D have already found applications across algebraic geometry and representation
theory: in constructing resolutions of algebraic varieties and proving Berkesch–Griffeth–Sam’s con-
jecture on Dirac cohomology of Cherednik algebras [BNS]; in constructing simple Hn(σ)-modules
and calculating decomposition numbers [BC18, BJS, BNS, BS18b, BS18a, Mic]; in constructing
Z-bases of Hecke algebras of type G(`, d, n) [HMR]; our bases are generalised to Khovanov–Lauda–
Rouquier algebras of type C in [EM]; used to prove existence of Jucys–Murphy elements of blob
algebras in [LRH]; and they are the key ingredient to Plaza–Libedinsky’s conjecture relating gen-
eralised blob algebras and categories of Soergel bimodules [LP].
There do not exist Kazhdan–Lusztig bases for complex reflection groups (in particular for type
G(`, 1, n) for ` > 2). The Spets programme seeks to generalise the Kazhdan–Lusztig theory,
existence of finite groups of Lie type, and the structural properties of Hecke algebras from Weyl
groups to the wider family of complex reflection groups. Recent highlights include Bonnafe–
Rouquier’s work linking Calogero–Moser theory to a conjectural “generalised Kazhdan–Lusztig
theory” [BR12, BR13]. However, this approach has not yet yielded any fruit. Our integral cellular
bases generalise one tranche of this theory (the strong structural properties of Hecke algebras which
normally depend on the existence of Kazhdan–Lusztig bases) to type G(`, 1, n).
Modular representation theory: The complex representation theory of cyclotomic Hecke alge-
bras is now well understood (for all weightings!) thanks to [RSVV16, Los16, Web17] and [CGG12];
the Z-bases of Theorem A are essential for anyone wanting to extend this analysis to fields of
positive characteristic (where almost nothing is known or even conjectured).
Each of the integral graded cellular bases we construct provides us with a new viewpoint from
which to study the Hecke algebra: a new family of Specht modules, a new explicit construction of
the simple modules (as canonical quotients of the Specht modules labelled by Uglov `-partitions), a
new filtration on the projective modules (this was Geck–Rouquier’s motivation in [Gec98, GR01]),
a new grading and new unitriangular ordering on the decomposition matrix, and most impor-
tantly a new Z-lattice on the Hecke algebra. Therefore our many different integral cellular bases
provide us with many new ways to study the modular representations of Hecke algebras by “re-
duction modulo p”. Each of our new Z-lattices gives us a new way of factorising representation
theoretic questions (e.g. decomposition numbers) via a two step process: first calculate the de-
composition numbers of the Hecke algebra over C in terms of Kazhdan–Lusztig polynomials and
then calculate the corresponding ‘p-modular adjustment matrices’. All known results on Hecke
algebras in positive characteristic have been proven within the framework of the asymptotic cel-
lular structure of [DJM98, HM10] (e.g. the Jantzen sum formula [JM00], homological structure
[LM07, LM14, LM10, FS16], branching rules [Ari06], and decomposition numbers [RW, EL]). We
vastly generalise this framework from asymptotic weightings to all weightings and hence prove:
Theorem C (Martin–Woodcock’s conjecture). There is a square submatrix of the decomposition
matrix of HCn(σ) with entries given by the non-parabolic Kazhdan–Lusztig polynomials of type Â`−1.
In a marked difference from [Gro99], we see that it is ŝl` which is controlling the a portion
of the representation theory of these algebras, where ` is the the level, rather than the quantum
characteristic. This does not follow from Grojnowski’s in any obvious way (for example rank-
level duality); we further remark that the Kazhdan–Lusztig polynomials involved are completely
different from those considered by Grojnowski (as ours are non-parabolic).
Finally, we generalise all the results of Brundan–Kleshchev–Wang [BKW11] to arbitrary weight-
ings; in particular the graded branching rule. Fix a weighting σ ∈ Z` and the corresponding sets
of Specht and simple modules {∆σ(λ) | λ ∈ P`n} and {Lσ(λ) | λ ∈ Σ`n ⊆ P`n}. We would like to
understand the structure of the restrictions of these modules to the subalgebra Hn−1(σ) ⊂ Hn(σ)
(see also [FLO+99, Ari96, Ari06, AM00, BKW11, Mat18]).
Theorem D. Let k be a commutative ring. Let λ ∈P`n and let A1σ A2σ · · ·σ Az denote the
removable boxes of λ. Then the restriction of (∆σ(λ)) has an Hn−1(σ)-module filtration
0 = ∆z+1,λσ ⊂ ∆z,λσ ⊂ · · · ⊂ ∆1,λσ = ResHn−1(σ)(∆σ(λ))
such that for each 1 6 r 6 z, we have ∆σ(λ−Ar)〈deg(Ar)〉 ∼= ∆r,λσ /∆r+1,λσ .
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Antecedents: We re-iterate that there are many different Kazhdan–Lusztig bases on a given Hecke
algebra of a real reflection group, one for each choice of weighting [Lus03, Lus83]; the “canonical”
basis of [KL79] is then obtained by restricting ones attention to the trivial weighting. These many
weightings have applications in Schubert varieties [Lus83] statistical mechanics [MS94, MW03] and
provide many different lenses through which to view and understand a given Hecke algebra.
• Canonical basic sets and cellularity: The search for a proof of Theorems A and B has dominated
this field for over 20 years, was the sole subject of a book by Geck–Jacon [GJ11] and a multitude
of conjectures [DJM95, BGIL10, BJ09, AJ10] as well as being one of the motivating factors for
the recent surge of interest in Cherednik algebras [CGG12, GM09, BR12, BR13] and [GGOR03,
Section 6]. Over C, a huge literature has focussed on constructing the combinatorial shadows
of our bases in Theorem A; these shadows are called “canonical basic sets” and were first in-
troduced by Geck–Rouquier [GR97, GR01]. These combinatorial shadows have been intensely
studied [BI03, BGIL10, BJ09, CJ11, CJ12, CJ16, CGG12, GIP08, GI13, Gec98, Gec07b, GJ11,
GM09, GR01, GJ06, Jac04, Jac05, Jac07, Jac11] and have been used to prove unitriangularity of
decomposition matrices with respect to the Lusztig aσ-orderings over C. Our Theorems A and
B lift these results to a higher structural level and extend them to arbitrary fields; additionally
we explicitly construct the corresponding simple modules for the first time (see below).
In the case of asymptotic weightings (for which σi  σi−1 for 1 6 i < `) the combinatorics and
basis of Theorem A coincides with that of [HM10, Main Theorem] and Theorem A reproves (and
vastly generalises) the main results of [HM10] to all possible weightings. Kleshchev–Loubert–
Miemietz constructed an affine cellular basis of the affine quiver Hecke algebra in [KLM13]; this
basis is hoped to be obtainable from that of [HM10] by some limiting procedure. It would be
interesting to see if limiting versions of our (much more general) bases can be lifted to the level
of the affine quiver Hecke algebra and hence generalise [KLM13] to all weightings σ ∈ N× Z`.
The existing results on cellular bases of Hecke algebras of type G(`, 1, n) form along two
axes: for ` ∈ {1, 2} cellular Kazhdan–Lusztig theoretic bases exist for all weightings [Lus03,
Lus83, Gec07a]; for asymptotic weightings cellular Murphy-type bases exist for all types G(`, 1, n)
[HM10]. This paper completes the cellularity picture along both these axes by constructing
integral cellular bases for all weightings on all cyclotomic Hecke algebras. In the cases where
Kazhdan–Lusztig bases do exist (type G(`, 1, n) for ` = 1, 2) we discuss the relationships between
Kazhdan–Lusztig theoretic bases and our own integral cellular bases in Sections 9 and 13.
• Parameterising and constructing simple modules: Ariki’s categorification theorem gives rise to
many abstract parameterisations of simple Hn(σ)-modules [Ari02]. The aforementioned asymp-
totic cellular structure of [HM10] is the key ingredient in the explicit construction of simple mod-
ules as canonical quotients of Specht modules labelled by Kleshchev `-partitions in [Ari01, AM00].
However, the Kleshchev `-partitions provide just one of many possible labellings of the nodes
in the crystal graph [CGG12]; each such labelling should give rise to an explicit construction
of the simple modules. In Section 9, we provide these many different constructions of the sim-
ple modules (one for each possible weighting) and over arbitrary fields for the first time. For
each weighting, we shall see that the corresponding simples are those which survive under the
associated KZ functor.
The proofs: While a simple geometric construction/proof of cellular bases would be desirable,
this does not seem forthcoming (in spite of 20 years of sustained work on this problem, see the
antecedents section above). Our techniques are in the general style of 2-categorical Lie theory
(following Elias, Losev, Webster, Williamson... [EL, EW16, EW14, Web17]); namely our proofs
proceed via combinatorially intricate diagrammatic calculations. The combinatorial calculations
are performed within Webster’s topologically defined diagrammatic Cherednik algebras [Web13b]
and are followed by an in-depth analysis of the effect of the many weighted Schur functors.
Going forward: Theorem A explicitly constructs the long sought-after integral cellular bases for
arbitrary weightings on complex reflection groups for the first time. However, this is far from the
end of the story. We expect the many different viewpoints offered by these cell theories to be
hugely important in the modular representation theory of Hecke algebras. We propose a number
of questions and conjectures throughout this paper which we think will be crucial going forward.
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1. Weighted combinatorics of complex reflection groups
We let k denote an arbitrary commutative ring. We let Sn denote the symmetric group on
n letters and q ∈ k be such that qe = 1 for e ∈ N>1. Consider the complex refection group
W = (Z/`Z) o Sn along with its length function, `. A weight function is a function L : W → Z
such that L(vw) = L(v) + L(w) whenever `(vw) = `(v) + `(w). This weight function is equivalent
to a charge σ = (e;σ0, σ1, . . . , σ`−1) ∈ N>1 × Z` which allows us to define the Hecke algebra as the
k-algebra generated by T0, T1, . . . Tn−1 subject to the relations
(Ti + q)(Ti − 1) = 0 (T0 − qσ0)(T0 − qσ1) . . . (T0 − qσ`−1) = 0
TiTj = TjTi TiTi+1Ti = Ti+1TiTi+1 T0T1T0T1 = T1T0T1T0
(1.1)
for 1 6 i, j < n and |i− j| > 1. The starting point for this paper is the observation that the above
presentation depends only on the reduction of σ ∈ Z` modulo e. The purpose of this paper
is to analyse the hidden richer structures which are not preserved by isomorphism.
Given σ = (e;σ0, σ1, . . . , σ`−1) ∈ N>1 × Z`, we define the e-charge to be s = (e; s0, s1, . . . , s`−1) ∈
N>1× (Z/eZ)` obtained by reducing the `-tuple modulo e; we use the notation Hkn(s) to emphasise
that the definition of the Hecke algebra depends only on the e-charge (up to isomorphism).
1.1. Weighted `-partitions. Fix a charge σ = (e;σ0, . . . , σ`−1) ∈ N× Z`. We define a configura-
tion of boxes to be a subset of
{(r, c,m) | r, c,m ∈ N, 1 6 r, c 6 n, 1 6 m 6 `} ()
and we let C `n denote the set of all configurations of n boxes. We refer to a box (r, c,m) as being
in the rth row and cth column of the mth component of the configuration. Given a box, (r, c,m),
we define the content of this box to be ct(r, c,m) = σm + c − r and we define its residue to be
res(r, c,m) ≡ ct(r, c,m) (mod e). We refer to a box of residue i ∈ Z/eZ as an i-box.
We define a partition, λ, of n to be a finite weakly decreasing sequence of non-negative integers
(λ1, λ2, . . .) whose sum, |λ| = λ1 + λ2 + . . . , equals n. An `-partition λ = (λ(0), . . . , λ(`−1)) of n is
an `-tuple of partitions such that |λ(0)|+ · · ·+ |λ(`−1)| = n. We denote the set of `-partitions of n
by P`n. Given λ = (λ
(0), λ(1), . . . , λ(`−1)) ∈P`n, the Young diagram is the configuration of boxes,
[λ] = {(r, c,m) | 1 6 c 6 λ(m)r }.
We now recall Lusztig’s aσ-ordering on `-partitions and Webster’s coarsening of this ordering.
Definition 1.1. Given σ ∈ N>1 × Z` a weighting, we write (r, c,m) <σ (r′, c′,m′) if either
(i) ct(r, c,m) < ct(r′, c′,m′) or
(ii) ct(r, c,m) = ct(r′, c′,m′) and m > m′
We write (r, c,m)σ (r′, c′,m′) if both (r, c,m) <σ (r′, c′,m′) and res(r, c,m) = res(r′, c′,m′).
The following formulation of the Lusztig aσ-ordering is given in [CGG12, 5.6 Proposition].
Definition 1.2 (Lusztig’s aσ-ordering). For λ, µ ∈P`n, we write µ 6σ λ if there is a bijective map
A : [λ]→ [µ] such that either A(r, c,m) <σ (r, c,m) or A(r, c,m) = (r, c,m) for all (r, c,m) ∈ λ.
We now rephrase Webster’s ordering onP`n in such a way that it is easily seen to be a coarsening
of Lusztig’s aσ-ordering. We reconcile this with Webster’s original diagrammatic definition shortly.
Definition 1.3 (Webster’s ordering). For λ, µ ∈ C `n, we write µ Pσ λ if there is a residue preserving
bijective map A : [λ] → [µ] such that either A(r, c,m) Cσ (r, c,m) or A(r, c,m) = (r, c,m) for all
(r, c,m) ∈ λ.
We now discuss how Definition 1.1 and the ensuing orderings on P`n can be visualised diagram-
matically. Given λ ∈P`n, the associated σ-Russian array is defined as follows. For each 1 6 m 6 `,
we place a point on the real line at σm− m` and consider the region bounded by half-lines at angles
3pi/4 and pi/4. (Compare the m/` removed from the charge with condition (ii) of Definition 1.1.)
We tile the resulting quadrant with a lattice of squares, each with diagonal of length 2 (this will
be important!). We place the box (1, 1,m) at the point σm − m` on the real line, with rows going
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northeast from this node, and columns going northwest. Given a fixed weighting σ ∈ N>1×Z` and
λ ∈P`n, we do not distinguish between the configuration of boxes and its σ-Russian array.
Proposition 1.4. We have that (r, c,m) <σ (r
′, c′,m′) if and only if the box (r, c,m) appears
strictly to the left of the box (r′, c′,m′) in the σ-Russian array.
Proof. This is clear from the definitions. Notice that the subtraction −m/` ensures that (ii) of
Definition 1.1 matches the diagrammatic ordering. 
0 1−1−2 2 3 4
1
2
3
−1
−2
0
2
3
0
−1
1
1
0 1−1−2 2 3 4 5
1
2
3
−1
−2
0
5
6
3
2
4
4
Figure 1. We picture the 2-partition ((4, 12) | (3, 2, 1)) for (σ1, σ2) = (0, 1) and
(σ0, σ1) = (0, 4) respectively. In each box we have placed the content of the box. Notice
that the boxes of content 1 in the second component appear to the left of those of content
1 in the first component (by half a unit).
Example 1.5. A weighting is said to be asymptotic if σi − σi+1 > n for all 1 6 i 6 ` − 1. For
σ ∈ N>1 × Z` a asymptotic weighting and λ, µ ∈P`n, it is easy to see that if λ >σ µ if and only if
k−1∑
i=1
|λ(i)|+
j∑
i=1
λ
(k)
i >
k−1∑
i=1
|µ(i)|+
j∑
i=1
µ
(k)
i
for all 1 6 k 6 ` and 1 6 j 6 n.
Example 1.6. In the case σ = (e;σ0, σ1, . . . , σ`−1) ∈ N>1 × Z` is such that 0 < |σi − σj | < e the
σ-dominance order coincides with the ordering on P`n considered in [FLO
+99]. This weighting is
considered in great detail in Section 12.
1.2. Weighted standard tableaux. Given λ ∈P`n, we let Rem(λ) (respectively Add(λ)) denote
the set of all removable (respectively addable) boxes of the Young diagram of λ so that the resulting
diagram is the Young diagram of a `-partition. We extend the residue and dominance notation
above in the obvious fashion. Given i ∈ Z/eZ, we let Remi(λ) ⊆ Rem(λ) and Addi(λ) ⊆ Add(λ)
denote the subsets of boxes of residue i ∈ Z/eZ.
Definition 1.7. Fix σ ∈ N>1×Z`. Given λ ∈P`n, we define a σ-tableau of shape λ to be a filling
of the boxes of the σ-Russian array of λ with the numbers {1, . . . , n}. We define a standard tableau
to be a tableau in which the entries increase along the rows and columns of each component. We
let Stdσ(λ) denote the set of all standard tableaux of shape λ ∈ P`n. Given t ∈ Stdσ(λ), we set
Shape(t) = λ. Given 1 6 k 6 n, we let t↓{1,...,k} be the subtableau of t whose entries belong to
the set {1, . . . , k}. For s, t ∈ Stdσ(λ) we write s σ t if Shape(s↓{1,...,k}) σ Shape(t↓{1,...,k}) for
1 6 k 6 n (one can define 6σ on Stdσ(λ) similarly).
Example 1.8. The algebras H12(3; 0, 1) and H12(3; 0, 4) are isomorphic. For λ = ((4, 1
2), (3, 2, 1))
we have pictured a tableau s ∈ Std(3;0,1)(λ) and t ∈ Std(3;0,4)(λ) in Figure 2.
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0 1−1−2 2 3 4
5
8
9
11
12
1
6
10
3
4
2
7
0 1−1−2 2 3 4 5
5
8
9
11
12
1
6
10
3
4
2
7
Figure 2. For λ = ((4, 12), (3, 2, 1)) we have pictured a tableau s ∈ Std(3;0,1)(λ) and
t ∈ Std(3;0,4)(λ) respectively.
Definition 1.9. We define a residue sequence to be an element ı of In. Given t ∈ Stdσ(λ) we
define the residue sequence, ıt, as follows,
ıt = (res(t
−1(1)), res(t−1(2)), . . . , res(t−1(n))) ∈ In.
Example 1.10. The residue sequence of the standard tableaux s and t from Figure 2 are all the
same and are equal to (0, 1, 0, 2, 1, 2, 1, 2, 0, 0, 2, 1).
Definition 1.11. Let λ ∈P`n and t ∈ Stdσ(λ). We let t−1(k) denote the box in t containing the
integer 1 6 k 6 n. Given 1 6 k 6 n, we let At(k), (respectively Rt(k)) denote the set of all addable
res(t−1(k))-boxes (respectively all removable res(t−1(k))-boxes) of the `-partition Shape(t↓{1,...,k})
which are less than t−1(k) in the σ-dominance order (i.e those which appear to the left of t−1(k)).
Definition 1.12. Let λ ∈P`n and t ∈ Stdσ(λ). We define the degree of t as follows,
deg(t) =
n∑
k=1
(|At(k)| − |Rt(k)|) .
Remark 1. For σ ∈ N>1 × Z` an asymptotic weighting, our tableaux and grading coincide with
those of [HM10, Section 3].
Example 1.13. We continue with the example above with e = 3, and σ = (0, 1) versus σ = (0, 4).
The tableau s has degree 5: the boxes with entries 5, 7, 8, 9, 10 and 11 have degrees 1, 1, 1, 2, 1,−1
respectively and all other boxes have degree 0. The tableau t has degree 0: the boxes with entries
2, 3, 4, 9 have degrees 1,−1, 1,−1 respectively and all other boxes have degree 0. We note that
the boxes of t with entries 6, 7, 8, 10 all have degree zero because they have both an addable and
a removable node to their left which cancel out.
1.3. Weighted semistandard tableaux. We first tilt the σ-Russian array of λ ∈ C `n ever-so-
slightly in the anticlockwise direction so that the top vertex of the box (r, c,m) has x-coordinate
Iσ(r,c,m) = ct(r, c,m)−m/`− (r + c)ε
for ε  12n` (up to small angle approximation). Our assumption that ε  12n` implies that no
two boxes in the σ-weighted Young diagram of λ ∈ C `n can have the same x-coordinate and thus
we have refined the ordering of Definition 1.1 to a total ordering on boxes. Given λ ∈ C `n, we let
Iσλ denote the ordered set of the I
σ
(r,c,m) for (r, c,m) ∈ λ. Given λ ∈ C `n, the associated residue
sequence, res(λ), of λ is given by reading the residues of the boxes of λ according to the natural
ordering on x-coordinates (which is a total refinement of 6σ).
Definition 1.14. Given λ, µ ∈ C `n we define a tableau, T, of shape λ and weight µ to be a bijective
map T : [λ]→ Iσµ. We say that a tableau is semistandard if it also satisfies the following properties
(i) T(1, 1,m) < σm,
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(ii) T(r, c,m) < T(r − 1, c,m)− 1,
(iii) T(r, c,m) < T(r, c− 1,m) + 1,
for (r, c,m) ∈ λ. We denote the set of all semistandard tableaux of shape λ and weight µ by
SStdσ(λ, µ). Given T ∈ SStdσ(λ, µ), we write Shape(T) = λ.
Example 1.15. An example of a semistandard tableau is given in Figure 3.
−2ε
−1− 3ε −2− 4ε
1− 3ε
−3− 5ε
Figure 3. A tableau S ∈ SStd(3;4,0)(((12), (2, 1)), (∅, (2, 13))). We have tilted the
components of this 2-partition ε units anti-clockwise so that the x-coordinate of a
box (r, c,m) is equal to ct(r, c,m) − m/` − (r + c)ε. Two possible corresponding
basis elements for this tableau are depicted in Figure 16.
2. Graded cellular algebras
We now recall the definition and first properties of graded cellular algebras following [HM10].
Definition 2.1 (Definition 2.1 of [HM10]). Suppose that A is a Z-graded k-algebra which is of
finite rank over k. We say that A is a graded cellular algebra if the following conditions hold. The
algebra is equipped with a cell datum (Π, T , C,deg), where (Π,Q) is the weight poset. For each
λ ∈ Π we have a finite set, denoted T (λ). There exist maps
C :
∐
λ∈Π
T (λ)× T (λ)→ A; and deg :
∐
λ∈Π
T (λ)→ Z
such that C is injective. We denote C(S,T) = cλST for S,T ∈ T (λ), and
(1) Each element cλST is homogeneous of degree deg(c
λ
ST) = deg(S) + deg(T), for λ ∈ Π and
S,T ∈ T (λ).
(2) The set {cλST | S,T ∈ T (λ), λ ∈ Π} is a k-basis of A.
(3) If S,T ∈ T (λ), for some λ ∈ Π, and a ∈ A then there exist scalars rSU(a), which do not depend
on T, such that
acλST =
∑
U∈T (λ)
rSU(a)c
λ
UT (mod A
Bλ),
where ABλ is the k-submodule of A spanned by {cµQR | µ B λ and Q,R ∈ T (µ)}.
(4) The k-linear map ∗ : A→ A determined by (cλST)∗ = cλTS, for all λ ∈ Π and all S,T ∈ T (λ), is
an anti-isomorphism of A.
This graded cellular structure allows us to immediately define a natural family of so-called graded
cell modules as follows. Given any λ ∈ Π, the graded cell module ∆A(λ) is the graded left A-module
with basis {cλS | S ∈ T (λ)}. The action of A on ∆A(λ) is given by
acλS =
∑
U∈T (λ)
rSU(a)c
λ
U,
where the scalars rSU(a) are the scalars appearing in condition (3) of Definition 2.1.
Suppose that λ ∈ Π. There is a bilinear form 〈 , 〉λ on ∆A(λ) which is determined by
cλUSc
λ
TV ≡ 〈cλS, cλT〉λcλUV (mod ABλ),
for any S,T,U,V ∈ T (λ).
For every λ ∈ Π, we let 〈 , 〉λ denote the bilinear form on ∆(λ) and rad〈 , 〉λ denote the radical
of this bilinear form. Given any λ ∈ Π such that rad〈 , 〉λ 6= ∆(λ), we set L(λ) = ∆(λ)/rad〈 , 〉λ.
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This module is graded (by [HM10, Lemma 2.7]) and simple, and in fact every simple module is of
this form, up to grading shift.
The passage between the (graded) cell and simple modules is recorded in the graded decomposi-
tion matrix, DA(t) = (dAλµ(t)), of A where
dAλµ(t) =
∑
k∈Z
[∆A(λ) : LA(µ)〈k〉] tk,
for λ, µ ∈ Π. This matrix is uni-triangular with respect to the partial ordering Q on Π.
3. The quiver Hecke algebras
We emphasise that the following presentation of the (quiver) Hecke algebra only
depends on the reduction of the charge modulo e. Therefore, just as with the classical
presentation of equation (1.1), the following presentation does not give us a suitably
rich language for constructing the many cellular bases of Hecke algebras.
Definition 3.1 ([BK09, KL09, Rou08]). Fix e ∈ {2, 3, . . .} ∪ {∞} and s ∈ (Z/eZ)`. The quiver
Hecke algebra, Hn(s), is defined to be the unital, associative k-algebra with generators
{e(ı) | ı = (i1, . . . , in) ∈ In} ∪ {y1, . . . , yn} ∪ {ψ1, . . . , ψn−1}, (3.1)
subject to the relations
e(ı)e() = δı,e(ı); (3.2)∑
ı∈In
e(ı) = 1; (3.3)
yre(ı) = e(ı)yr; (3.4)
ψre(ı) = e(srı)ψr; (3.5)
yrys = ysyr; (3.6)
ψrys = ysψr if s 6= r, r + 1; (3.7)
ψrψs = ψsψr if |r − s| > 1; (3.8)
yrψre(ı) = (ψryr+1 − δir,ir+1)e(ı); (3.9)
yr+1ψre(ı) = (ψryr + δir,ir+1)e(ı); (3.10)
ψ2re(ı) =

0 if ir = ir+1,
e(ı) if ir+1 6= ir, ir ± 1,
(yr+1 − yr)e(ı) if ir+1 = ir − 1 & e 6= 2,
(yr − yr+1)e(ı) if ir+1 = ir + 1 & e 6= 2,
(yr+1 − yr)(yr − yr+1)e(ı) if ir+1 6= ir & e = 2;
(3.11)
ψrψr+1ψr =

(ψr+1ψrψr+1 + 1)e(ı) if ir = ir+2 = ir+1 + 1 & e 6= 2,
(ψr+1ψrψr+1 − 1)e(ı) if ir = ir+2 = ir+1 − 1 & e 6= 2,
(ψr+1ψrψr+1 + yr − 2yr+1 + yr+2)e(ı) if ir = ir+2 6= ir+1 & e = 2,
(ψr+1ψrψr+1)e(ı) otherwise;
(3.12)
for all admissible r, s, i, j. Finally, we have the cyclotomic relation: For all ı ∈ In, we have that
y
]{sm|sm=i1}
1 e(ı) = 0. (3.13)
Theorem 3.2 ([BK09, KL09, Rou08]). We have a grading on Hn(s) given by
deg(e(ı)) = 0 deg(yr) = 2 deg(ψre(ı)) =

−2 if ir = ir+1
1 if ir = ir+1 ± 1
2 if e=2 and ir+1 6= ir
0 otherwise
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4. Diagrammatic Cherednik algebras
We now recall Webster’s definition of the diagrammatic Cherednik algebra An(σ) associated to
n ∈ N and σ ∈ N>1×Z`. We shall see that the homological and representation theoretic structure
of An(σ) is heavily dependent on the charge σ ∈ N>1 × Z`. This is in stark contrast with
the structure of the Hecke algebra which we have seen is dependent (up to isomorphism) only on
the modulo e reduction: (s0, . . . , s`−1) ∈ (Z/eZ)`. In other words, the diagrammatic Cherednik
algebras have the extra combinatorial information of Section 1 baked into their definition. In
Section 7, we shall apply the many weighted Schur functors to these diagrammatic Cherednik
algebras in order to obtain many new presentations of the Hecke algebra which encode
the richer structures which cannot be detected using either the classical or KLR
presentations of the Hecke algebra. We have written this section in the style of a self-contained
beginners’ guide to the diagrammatic theory and have included many examples.
012 0 00 0 0 2 2 0 1 1 0 0 00
Figure 4. On the left we have a σ-diagram, D ∈ A5(0), with northern and southern
loading Iσω for ω = (1
5). On the right we have its discretisation, JDK.
Definition 4.1. We define a σ-diagram of type G(`, 1, n) to be a frame R× [0, 1] with distinguished
solid points on the northern and southern boundaries given by Iσµ and I
σ
λ for some λ, µ ∈ C `n and
a collection of solid strands each of which starts at a northern point and ends at a southern point.
Each solid strand carries a residue, i ∈ Z/eZ, say (and we refer to this as a solid i-strand). We
further require that each solid strand has a mapping diffeomorphically to [0, 1] via the projection
to the y-axis. Each solid strand is allowed to carry any number of dots. We draw
(i) a “ghost i-strand” 1 unit to the right of each solid i-strand and a a “ghost dot” 1 unit to
the right of each solid dot;
(ii) vertical red lines with x-coordinate σm−m/` ∈ Q each of which carries a residue sm ∈ Z/eZ
for 1 6 m 6 ` which we call a red sm-strand.
Finally, we require that there are no triple points or tangencies involving any combination of
strands, ghosts or red lines and no dots lie on crossings. We consider these diagrams equivalent if
they are related by an isotopy that avoids these tangencies, double points and dots on crossings.
Definition 4.2. We define the degree of a σ-diagram to be the integer obtained by summing over
the degrees of all the local neighbourhoods of the diagram, with each neighbourhood contributing
to the degree as follows:
deg
i
= 2 deg
i j
= −2δi,j deg
i j
= δj,i+1 deg
i j
= δi,j
and their mirror images.
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Definition 4.3. Let D be a σ-diagram of type G(`, 1, n). We define the northern (respectively
southern) ordered residue sequence of D to be the element of (Z/eZ)n given by reading the residues
of strands in B from left to right along the northern (respectively southern) edge of the frame.
Definition 4.4. Let D be an σ-diagram. Suppose D has distinguished solid points on the northern
and southern boundaries given by Iσµ and I
σ
λ and northern and southern residue sequence given
by ı and  ∈ (Z/eZ)n respectively. We say that a diagram D is reduced if (i) when read from
south-to-north D traces out a bijection from : [λ] → [µ] using the minimal number of crossings
between strands (equivalently [D] ∈ S2n+` is a reduced expression) and (ii) D has no dots on any
strands. We let ıµRλ denote the set of all such reduced diagrams.
Definition 4.5. Let σ ∈ N>1 × Z`. Given D any σ-diagram up to isotopy, we let [D] denote the
ordered product of Coxeter generators si for 1 6 i < 2n+ ` underlying D. We let JDK denote [D]
augmentented with the residue and type of the strand (red, ghost, solid), the location of any dots,
and the pairing of solid and ghosts. We refer to JDK as the discretisation of D.
Example 4.6. Let σ = (3; 0) ∈ N>1 × Z and λ = µ = (15). In Figure 4 we picture a σ-diagram,
D, and its discretisation [D].
The definition of the diagrammatic Cherednik algebra. The diagrammatic Cherednik alge-
bra, An(σ), is the k-algebra generated by all inequivalent reduced σ-diagrams modulo the local
relations (D1) to (D13) below (here a local relation means one that can be specified by its effect
on an arbitrarily small region of the diagram). The product d1d2 of two diagrams d1, d2 ∈ An(σ) is
then given by putting d1 on top of d2. This product is defined to be 0 unless the southern border
of d1 is given by the same loading as the northern border of d2 with residues of strands matching
in the obvious manner, in which case we obtain a new diagram with loading and labels inherited
from those of d1 and d2.
Remark 2. The algebra An(σ) is finitely generated. To see this, we note that two inequivalent
diagrams D,D′ ∈ ıµRλ have inequivalent discretisations; and there are a finite number of distinct
λ, µ ∈ C `n and of ı,  ∈ (Z/eZ)n. Therefore there are a finite number of inequivalent σ-diagrams.
In fact, this algebra is finite-dimensional and free as a k-algebra as we shall later in this paper.
Isotopy and dots through crossings. These are the easiest relations in the diagrammatic
Cherednik algebra. They also serve as a reminder that no relation in this algebra can be pictured
truly locally because any change to a solid/ghost strand also has an effect on its corresponding
ghost/solid strand.
(D1) Any diagram may be deformed isotopically; that is, by a continuous deformation of the
diagram which avoids tangencies, double points and dots on crossings.
(D2) Any solid dot can pass through a crossing of solid or ghost i- and j-strands for i 6= j. Namely:
ij
=
ij ij
=
ij
and their mirror images hold.
(D3) We can pass a solid dot through a crossing of two like-labelled solid or ghost strands at the
expense of an error term:
i i
=
i i
−
i i i i
=
i i
−
i i
Ghost dots can pass through any crossing of strands (regardless of their residue) freely.
Example 4.7. For example in Figure 5 we apply relation (D3) locally to a region of the diagram
containing the dot in Figure 4; however, moving the dot means we must also move the ghost dot
(which must always be 1 unit to the right) and undoing the crossing of solid 0-strands means we
must undo the corresponding crossing of ghost strands as in Figure 4.
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012 0 00
+
020 1 00
Figure 5. We apply relation (D3) to Figure 4 in order to move the dot through
the crossing at the expense of an error term.
Resolving double-crossings. Now we consider how one can resolve a pair of strands which
cross and then cross again. The first of these relations, relation (D4), should be familiar from the
classical KLR algebra.
(D4) For double-crossings of solid strands with i 6= j, we have the following local relation:
ii
=0
i j
=
ji
Performing relation (D4) implicitly involves undoing the a corresponding double-crossing of ghost
strands at the same time (which we do not picture) and vice versa.
Example 4.8. The leftmost diagram in Figure 5 has a double-crossing of two solid 0-strands and
therefore this leftmost diagram is zero by relation (D4). (The observant reader might worry about
the fact that a red 0-strand crosses the ghosts of these 0-strands — however, we shall see that this
is not a problem in relation (D9).)
(D5) If j 6= i−1, then we can freely pass ghosts through solid strands. We have the following local
relations:
ij
=
j i ji
=
i j
(D6) On the other hand, in the case where j = i− 1, we have the following local relations:
i–1 i
=
i–1 i
−
i–1 i i i–1
=
i i–1
−
i i–1
Remark 3. It is worth noting that the local diagrammatic regions pictured in the left and right
hand sides of relation (D6) do not have the same degree. This is because black dots carry degree
2 and ghost dots carry degree 0. However, we emphasise that by creating a ghost dot (in the local
region pictured) we also create de facto solid dot (not pictured!) elsewhere in the diagram. Thus
the overall degree of the diagrams is preserved (as one should expect!). An example of how this
works in a wider diagram is pictured in Figure 6.
Example 4.9. The rightmost diagram in Figure 5 has a double-crossing of a ghost 1-strand and
a solid 2-strand. We can continuously deform these strands until they are infinitesimally close
together (without creating any tangencies of double points elsewhere in the diagram) and hence
resolve this double-crossing using relation (D6). This is depicted in Figure 6. (We remark that all
the other diagram in Figure 5 also has this same double-crossing, but we have already seen that
this diagram is zero using relation (D3).)
We emphasise that there is a 0-ghost strand which passes through the region between the solid
1-strand and its ghost. It is clear from our diagrammatics that this does not hamper our ability
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to apply relation (D6) to the local region containing the double-crossing of a ghost 1-strand and a
solid 2-strand.
0000 12
−
0000 12
Figure 6. Resolving the double-crossing of the ghost 1-strand and a solid 2-strand
in the rightmost diagram of Figure 5 using relation (D6)
Pulling a strand through a crossing. We now consider the effect of pulling a strand through
a pair of crossing strands. In other words, our graded versions of the classical braid relation.
(D7) Solid strands can move through crossings of solid strands freely. In other words, solid strands
satisfy the naive braid relation:
ki j
=
ki j
for any i, j, k ∈ I. Performing relation (D7) implicitly involves resolving a braid of three
ghost strands at the same time (which we do not picture) and vice versa.
(D8) We can pull a solid i-strand through a ghost-crossing at the expense of an error term.
i–1i–1 i
=
i–1i–1 i
−
i–1i–1 i ii i–1
=
ii i–1
+
ii i–1
Example 4.10. We now illustrate the effect of relation (D8) by moving the 1-strand in the leftmost
diagram in Figure 6 as far right as possible. Using the relations above, we can do this (without
incurring any error terms) until the solid 1-strand meets the crossing pair of ghost 0-strands. This
is illustrated in Figure 7. We then apply relation (D8) to the diagram in Figure 7 to obtain the
sum of diagrams depicted in Figure 8.
00 112 00
Figure 7. This diagram is obtained from the leftmost diagram in Figure 6 us-
ing non-interacting relations (isotopy, and moving the solid (respectively ghost) 1-
strand rightwards without crossing any ghost 0-strand (respectively solid 2-strand)
neither of which produces an error term.
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00 12 00
−
00 12 0 0
Figure 8. We apply relation (D8) to the diagram in Figure 7 thus passing the solid
1-strand through the crossing ghost 0-strands at the expensive of an error term.
The red strands. Ghost strands and ghost dots may pass through red strands freely. For i 6= j,
the solid i-strands may pass through red j-strands freely. If the red and solid strands have the
same label, a dot is added to the solid strand when straightening. Diagrammatically, we have that
(D9)
i i
=
i i i j
=
i j i i
=
i i i j
=
i j
for i 6= j and their mirror images. All solid crossings and dots can pass through red strands, with
a correction term.
(D10)
k ij
=
k ij
+
k ij
δi,j,k
(D11)
= =
(D12)
= =
The unsteady relation. Finally, we have the following non-local idempotent relation.
(D13) Any idempotent in which a solid strand is n units to the rightof the rightmost red-strand is
referred to as unsteady and set to be equal to zero.
Example 4.11. Consider the leftmost diagram in Figure 8. This diagram has a solid 1-strand
which can be passed through the red 0-strand (without any error term) using relation (D9). This
strand can then be pulled arbitrarily far to the right and hence is unsteady. Thus the leftmost
diagram in Figure 8 is zero by relations (D9) and (D13).
Remark 4. We refer to the relations (D1), (D2), (D5), (D7), (D11) and (D12) and the latter
relation in (D4) and the three rightmost relations in (D9) as non-interacting relations. These are
the relations given by pulling strands through one another in the na¨ıve fashion (without acquiring
error terms or dots).
Remark 5. The algebra An(σ) is one of many finite and infinite dimensional algebras defined
by Webster and which he refers to as reduced steadied quotients of weighted Khovanov–Lauda–
Rouquier algebras [Web13b]. We have made a number of cosmetic changes to his conventions and
diagrammatics (to facilitate comparison with the combinatorics of Lusztig in Section 1) the most
obvious of which is that our diagrams are obtained by flipping Webster’s through a vertical mirror
(our ghosts appear to the right of their solid strands).
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5. The combinatorics of diagrams and box configurations
In this section we introduce the combinatorial language and corresponding diagrammatic rela-
tions needed for proving the main results of this paper.
5.1. Right justification. The following total order refines the dominance order from Section 1.
Given (r, c,m) and (r′, c′,m′) we write (r, c,m)  (r′, c′,m′) if
(i) ct(r, c,m) < ct(r′, c′,m′) or
(ii) ct(r, c,m) = ct(r′, c′,m′) and either m > m′ or m = m′ and r + c 6 r′ + c′.
For λ, µ ∈ C `n, we write µ σ λ if there is a bijective map A : [λ] → [µ] such that A(r, c,m) σ
(r, c,m) for all (r, c,m) ∈ λ. Given λ, µ ∈ C `n we note that λ σ µ implies λ ≺σ µ. We write
(r, c,m) ≺co (r′, c′,m′) if (r, c,m) ≺co (r′, c′,m′) and there does not exist any (r′′, c′′,m′′) such
that (r, c,m) ≺ (r′′, c′′,m′′) ≺ (r′, c′,m′). In which case, we say that (r, c,m) and (r′, c′,m′) are
consecutive and say that the latter immediately follows the former.
Definition 5.1. Given ξ ∈P`n and (r, c,m) ∈ ξ we say that (r, c,m) is right-justified if one of the
following holds: (i) (r − 1, c,m) ∈ ξ (ii) (r, c− 1,m) ∈ ξ (iii) (r − 1, c− 1,m) ∈ ξ (iv) r = c = 1.
We say that ξ ∈ C `n is right-justified if and only if every (r, c,m) ∈ ξ is right justified.
Let ξ ∈ C `n and suppose that (r, c,m) ∈ ξ is not right justified. We set (r′, c′,m′) equal to the
box immediately following (r, c,m) in the order ≺σ and ξ′ = (ξ ∪ {(r′, c′,m′)}) \ {(r, c,m)}. We
say that ξ′ is obtained from ξ by right-justifying the box (r, c,m). More generally, suppose there
exists a chain
ξ = ξ(0) ≺σ ξ(1) ≺σ · · · ≺σ ξ(r) = ξ′
and suppose that ξ(i+1) is obtained from ξ(i) by right-justifying some box (ri, ci,mi) ∈ ξ(i); then
we say that ξ′ is is obtained from ξ by right-justification.
0 1−1−2 2 3 4
0
2
2 1
2
0
02
1
1
0 1−1−2 2 3 4
1
2
2
0
2
2
0
0
02
1
1
Figure 9. A box configuration and its right justification, respectively.
5.2. The Bruhat ordering. Let w = sr1sr2 . . . srm be a reduced expression for the permutation
w. Recall the Bruhat order: we write w′ 6 w if w′ = sra1sra2 . . . srab for 1 6 a1 < · · · < ab 6 m. We
are now ready to define a new ordering on the generators of the diagrammatic Cherednik algebra;
this ordering will be the key to our inductive proofs.
Definition 5.2. Let σ ∈ N>1 × Z` and λ, µ ∈ C `n. Given two diagrams D,D′ ∈ ıµRλ we write
D′ Qσ D if [D] 6 [D′] in the Bruhat ordering on the permutations [D], [D′] ∈ S2n+`. We let `[D]
denote the length of a reduced expression of [D].
For n ∈ N and σ ∈ Z` we emphasise that a σ-diagram from An(σ) has n solid strands, n ghost
strands and ` red strands; and our ordering considers all possible crossings of these 2n+ ` strands.
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Example 5.3. The diagram from A5(0) in Figure 7 has 14 crossings between its 5 solid, 5 ghost, and
1 red strands. The underlying permutation is s8s4s3s5s6s4s5s7s8s7s9s10s9s8 ∈ S11. The righthand
diagram of Figure 8 is obtained from the previous diagram by undoing a crossing of solid strands
(and the corresponding crossing of their ghosts); this diagram has 12 crossings and the underlying
permutation is s8s4s3s5s6s4s6s7s9s10s9s8 ∈ S11. Thus the latter diagram dominates the former in
the Bruhat ordering.
5.3. Brick combinatorics. We first introduce the combinatorial language of bricks and diagonals
which we shall need in order to discuss the placement of boxes of a given residue within a Young
diagram; this will be essential for the stating the technicalities in the proofs of Theorems 6.4, 7.1
and 11.1, but can be skipped by the light-touch reader.
Definition 5.4. Let λ ∈ C `n. Given κ ∈ N and 1 6 m 6 `, we refer to the set of boxes
Dm,κ = {(r, c,m) | ct(r, c,m) ∈ {κ− 1, κ, κ+ 1}}
as the associated diagonal. If k is greater than, less than, or equal to σm, we say that the diagonal
is a right, left, or centred diagonal respectively. If λ ∈ P`n, we say that a diagonal is addable,
removable, or invisible if D contains an addable box of λ of content (sm + c− r), a removable box
of λ of content (sm + c− r), or no such box respectively. Given i ∈ Z/eZ we refer to any diagonal
Dm,κ such that i ≡ κ modulo e as an i-diagonal.
0
0
0
0
0
4
4
4
4
4
1
1
1
1
1
0
0
0
0
0
4
4
4
4
4
1
1
1
1
1
4
4
1
0
0
0
0
0
4
4
4
4
4
1
1
1
1
1
1
Figure 10. Examples of 0-diagonals for e = 5. On the left we have highlighted all
boxes in all 0-diagonals in the partition. On the right we have illustrated how these
diagonals are built up from bricks. Here B1 is pink, B3 is cyan, B4 is yellow, and
B5 is green.
We shall now describe all ways of building i-diagonals of `-partitions from the set of bricks
Bk for k = 1, . . . , 6 depicted in Figure 11 and the empty brick, B7. We shall also require three
distinct bricks M1,M2,M3 which represent the important box-configurations in which some boxes
are missing. Namely, for a given i-box (r, c,m) ∈ λ the cases M1,M2,M3 correspond to a missing
box in λ to the south-west, south-east, or both respectively. These are depicted in Figure 11.
i
i+ 1i− 1
i
i+ 1i− 1
i
i+ 1i− 1
i− 1
i
i− 1
i+ 1 i i
i+ 1
i
i
i
i− 1
i
i
i− 1
Figure 11. The bricks B1, B2, B3, B4, B5, B6, M1, M2, and M3 respectively.
The B7 brick is a single red i-strand (i.e., it corresponds to an empty component).
Fix λ ∈ P`n and consider some fixed component 1 6 m 6 `. We build an addable i-diagonal,
D, in this component by placing a a B4, B5, or B7 at the base (for diagonals to the right, left,
or centred on the node (1, 1,m)); we then place some number (possibly zero) of B1 bricks on top.
If D is invisible then we place either a B2 or B3 brick on top of the addable i-diagonal. If D is
removable then we place a B6-brick on top of the addable i-diagonal. Examples of how to construct
such an i-diagonal are depicted in Figure 10.
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Definition 5.5. Given an i-diagonal, D, we enumerate the bricks in D according to their height
within the i-diagonal starting with the brick at the base of D first (which is one of B4, B5, or B7)
and finishing with the top brick.
5.4. Brick diagrams. We gather some easy results concerning the effect of pulling an i-strand
through the diagram corresponding to one of these i-bricks. In order to go back and forth between
σ-diagrams and box configurations, we make the following intuitive definition.
Definition 5.6. Associated to λ ∈ C `n, ı ∈ In, we have an idempotent 1ıλ given by the diagram with
northern/southern points Iσλ, no crossing strands, and northern/southern residue sequence given
by ı ∈ In. If ı = res(λ), we drop the superscript and write 1λ. For (r, c,m) ∈ λ, we let y(r,c,m)1ıλ
be the diagram obtained by adding a dot to 1ıλ on the strand labelled by the box (r, c,m).
Definition 5.7. For λ ∈ C `n and  ∈ (Z/eZ)n, we let Yλ denote the commutative subalgebra
〈1λ, y(r,c,m)1λ | for (r, c,m) ∈ [λ]〉 ⊂ An(σ).
i+ 1ii−1 iii−1 i i+1i
Figure 12. The diagrams 1B1 , 1M1 and 1M2 respectively. We have applied isotopy
to the strands to make it clearer which ghost belongs to which solid strand.
We will need to work by induction along the dominance ordering on box configurations. In order
to do this, we will need to be able to apply relations locally in a diagram in order to rewrite local
regions of diagrams in terms of box configurations. The key to doing this is the relation depicted
in Figure 13. Both these relations follow by multiple applications of relation (D3).
ii
= −
ii ii
=
ii
−
i i
Figure 13. Intersection of the each of the three diagrams on the righthand-side of
these equations with the line y = 1/2 is equal to a box configuration M3.
Let M1 be a brick containing the nodes {(r, c− 1,m), (r + 1, c− 1,m), (r + 1, c,m)}. Figure 14
illustrates how we can resolve the diagram 1M1 by first applying the leftmost equality in relation
(D8) followed by the leftmost equality in Figure 13 (applied to both diagrams).
Consider the idempotent corresponding to any 2×2 square of boxes {(r, c,m), (r−1, c,m), (r, c−
1,m), (r − 1, c − 1,m)} and place a dot on the strand labelled by (r, c,m); the diagram and the
2× 2-array is depicted on the lefthand-side of the equation in Figure 15. We can pull this dotted
i-strand and its ghost rightwards through the ghost (i− 1)-strand using relation (D6) to obtain a
dotted and an undotted diagram.
The following technical definition will allow us to handle the inductive error terms of Figures 13
and 15 by induction on the dominance ordering. In particular, notice that if we set the node
(r, c,m) to be the missing node in the m1 brick in Figure 13 then the maps φ
X1
r,c,m and φ
X2
r,c,m
describe the intersection of the line y = 1/2 with the two terms on the righthand-side of Figure 14.
Similarly φB1(r,c,m) describes the second term on the righthand-side of Figure 15.
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i
i
i− 1 i+ 1
i
i
i− 1
i+ 1
i
i
i− 1
i+ 1
ii i+1
=
ii i+1
−
ii i+1
Figure 14. Resolving an M1 brick. The brick diagrams depict the intersection of
the σ-diagrams with the line y = 1/2.
i
i
i− 1 i+ 1
i
i
i− 1 i+ 1
i
i
i
i− 1
i+ 1
i+1ii−1i
=
i+1ii−1i
+
ii−1 i+1
Figure 15. Applying the leftmost equation in relation (D6) to a 2×2 square with
a dot on the strand labelled by the topmost box. For each diagram, D, we have
drawn the corresponding box configuration for D∩R×{1/2}. We have shaded the
boxes corresponding to dotted strands.
Definition 5.8. Let 1 6 r, c 6 n and 1 6 m 6 `. Given λ ∈ C `n, we set φ(λ) ∈ C `n to be the box
configuration φ(λ) = {φ(r′, c′,m′) | (r′, c′,m′) ∈ λ} for φ any one of the three following maps:
φN(r,c,m)(r
′, c′,m′) =

(r′ + 1, c′ + 1,m′) if m = m′ and r′ > r and c′ > c
(r′ + 1, c′ + 1,m′) if (r′ + 1, c′ + 1,m′) = (r, c,m)
(r′, c′,m′) otherwise.
φNE(r,c,m)(r
′, c′,m′) =

(r′ + 1, c′ + 1,m′) if m = m′ and r′ > r and c′ > c
(r′ + 1, c′ + 1,m′) if (r′ + 1, c′ + 1,m′) = (r, c,m)
(r′, c′,m′) otherwise.
φNW(r,c,m)(r
′, c′,m′) =

(r′ + 1, c′ + 1,m′) if m = m′ and r′ > r and c′ > c
(r′ + 1, c′ + 1,m′) if (r′ + 1, c′ + 1,m′) = (r, c,m)
(r′, c′,m′) otherwise.
Remark 6. We have that λ σ φ(λ), however λ and φ(λ) are not relatable in the dominance
ordering. In particular µs λ if and only if µs φ(λ).
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6. The integral cellular basis of the diagrammatic Cherednik algebra
In this section, we prove that An(σ) is cellular for any σ ∈ Z` and over k an arbitrary commu-
tative ring, we define the associated Schur functor Eσω relating the diagrammatic Cherednik and
Hecke algebras, and we generalise and strengthen the structural results of [BKW11, Web13b] and
[KL09, Section 2.3]. The framework we developed in Subsections 5.3 and 5.4 allows us to proceed
by induction on (C `n,σ). In Theorem 6.13 we directly match-up the presentations of the KLR
and (a subalgebra of) the diagrammatic Cherednik algebra for the first time, this should be of
independent interest. Over a field k, cellularity of An(σ) is proven in [Web13b] by applying the
isomorphism in [Web13b, Theorem 4.5] to the ungraded versions of these algebras (this isomor-
phism generalises that of [BK09] and only holds for k a field) and utilising results from [Web13a].
We take this opportunity to add a little flesh to the bones of the ideas [Web13b] and correct a
mistake in the proof. We also prove a number of new structural results concerning the action of
the algebra An(σ) on the cellular basis (generalising [BKW11]).
Definition 6.1. Given S a tableau of shape λ and weight µ, we let CS ∈ 1ıµAn(σ)1res(λ)λ denote
any reduced diagram tracing out the bijection S : [λ]→ [µ]. Given S, T a pair of tableau of shape
λ (and possibly distinct weights) we set CST = CSC
∗
T where C
∗
T is the diagram obtained from CT
by flipping it through the horizontal axis.
Figure 16. Two distinct diagrams CS and C
′
S associated to the tableau S ∈
SStd(3;4,0)(((1
2), (2, 1)), (∅, (2, 13))) as in Figure 3.
6.1. A spanning set of the algebra. In this subsection we provide a spanning set for An(σ)
and provide analogues of a number of results from [BKW11]. This section is inspired by the
ideas of [Web13b, BKW11]. In this section we shall assume, without loss of generality, that
s1 > s2 > . . . > sm (this is simply for ease of notation when describing the maximal and minimal
elements of the dominance order and one can simply reorder the charge if necessary).
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Proposition 6.2. Any σ-diagram D ∈ 1λAn(σ)1µ can be written in the form D = a1ξb for ξ
a right-justified box configuration such that ξ σ λ, µ. Moreover any idempotent 1ξ for ξ ∈ C `n
belongs to An(σ)1ξ′An(σ) for ξ′  ξ obtained from ξ by right justification.
Proof. Let y ∈ [0, 1]. Let A denote a solid or red strand in the diagram and let x(A) denote the
x-coordinate of this strand at the point where it intersects the line {y} × R. We write A1 lA2 if
(i) A1 and A2 are solid-strands of the same residue and 0 < x(A1)− x(A2) 6 2ε;
(ii) A1 is a solid (i+ 1)-strand A2 is a solid i-strand and 1 < x(A1)− x(A2) 6 1 + ε;
(iii) A1 is a solid (i− 1)-strand A2 is a solid i-strand and −1 6 x(A1)− x(A2) < ε− 1;
(iv) A1 is a red i-strand A2 is a solid i-strand and 0 < x(A1)− x(A2) 6 2ε.
We extend this to a partial ordering on strands by taking the transitive closure. We first apply
non-interacting relations to our diagram D until the strands form equivalence classes under l. We
will show that these equivalence classes correspond to the components of a box-configuration. We
remark that cases (i) to (iii) correspond to i-bricks M3, B3, B2.
Consider the region D ∩ (R × [1/2 − 2ε, 1/2 + 2ε]) of our diagram D. We may assume that
there is not a single crossing of strands in this region and moreover that all strands in this region
are vertical lines (by applying local isotopy (D1) if necessary, we can move any crossings above
or below the region and straighten all the strands within the region). In Step 1, we shall move
the strands in the region D ∩ (R × [1/2 − 2ε, 1/2 + 2ε]) as far right as possible using only the
non-interacting relations (see Remark 4). In other words, we apply the relations which allow us to
move strands rightwards without creating error terms or adding dots on strands. Hence applying
these relations, we shall obtain a single diagram D′ which differs from D only within the region
R× [1/2− 2ε, 1/2 + 2ε].
In more detail, let A2 denote a strand in the diagram D ∩ (R × [1/2 − 2ε, 1/2 + 2ε]). We
pull the strand A2 rightwards under the process outlined above. Let A1 denote any strand in
D∩(R× [1/2−2ε, 1/2+2ε]) which A2 interacts with during this process of being pulled rightwards.
Then either (i) the A2-strand passes through the A1-strand using the non-interacting relations or
(ii) the A2-strand comes to a halt at a point such that the strands A1 and A2 are in one of cases
(i) to (iv) above. Having obtained D′ (which we assume is not zero under relation (D13)) by
pulling all solid strands as far right as possible in this manner (while keeping the red strands fixed)
we find that the solid and red strands in the diagram D′ have naturally gathered into ` distinct
l-connected components (each containing precisely 1 red strand). This is simply because (i) the
difference between the x-coordinates of two red strands is equal to an element of 1`Z (ii) ε 12n`
(iii) if A1 lA2 l . . .lAk for 1 6 k 6 n, then |x(Ak)− x(A1)| 6 2nε (mod Z) using (i) to (iv).
We now consider the mth l-connected component, denoted Θm, of strands containing the
vertical red-strand with x-coordinate σm − m/` and residue sm ∈ (Z/eZ). If Θm contains no
vertical strands, then this l-connected component corresponds to an empty component of the box
configuration and we are done. Assume Θm contains at least one solid strand (i.e. |Θm| > 1). Then
by (i) to (iv) there exists at least one solid sm-strand, A1 ∈ Θm, in the region [σm−m/`−2ε, σm−
m/`). If |Θm| > 2, then by (i) to (iv) there exists A2 ∈ Θm such that one of the following holds
(i) A2 is a solid sˆm-strand with x(A2) ∈ [σm −m/`− 4ε, σm −m/`) or (ii) A2 is a solid (sˆm − 1)-
strand with x(A2) ∈ [σm −m/`− 1− 3ε, σm −m/`− 1) or (iii) A2 is a solid (sm + 1)-strand with
x(A2) ∈ [σm −m/`− 1− 3ε, σm −m/`− 1). Continuing in this fashion, we find that for x ∈ Z/eZ
the solid strands in the region ∪k∈N[ke + x − m/` − 2nε, ke + x − m/`) are precisely the solid
x-strands in Θm. By isotopy, we can assume that each strand in Θm has maximal x-coordinate
such that the strands are still related under m. In so doing, we find that each i-strand intersects
the line y at some point equal to Iσ(r,c,m) for some i-box (r, c,m). We now restrict to the region
X = D′ ∩ (R × [1/2 − ε, 1/2 + ε]) and by isotopy we can assume that all strands in this region
are vertical. We hence have that X = 1ξ for some ξ ∈ C `n and that any pair of vertical strands in
X = 1ξ is of the form (i), (ii), (iii), or (iv) above. In particular if (r, c,m) ∈ ξ then this implies
that at least one of (r − 1, c,m), (r, c− 1,m), (r − 1, c− 1,m) ∈ ξ or r = c = 1 as required.
For the second claim, let X = 1ξ for ξ ∈ C `n. Moving a strand corresponding to (r, c,m) ∈ ξ
rightwards using non-interacting relations (in the process above!) corresponds to the process of
right-justifying the box (r, c,m) ∈ ξ. The result follows. 
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Proposition 6.3. For µ ∈ C `n with (r, c,m) ∈ µ and λ ∈ C `n \P`n, we have that
y(r,c,m)1µ ∈ Aµn (σ) 1λ ∈ Aλn (σ).
Proof. We shall prove both statements simultaneously by (intertwined) reverse induction on the
dominance ordering on box-configurations. Let ξ := ((n),∅, . . . ,∅) ∈ C `n. If ξ′ ∈ C `n is such that
ξ′ B ξ, then it easy to see that 1ξ′ = 0 under relation (D13). Applying relation (D6) or (D9) to
y(r,c,m)1ξ as necessary, we have that y(r,c,m)1ξ = 0 by relation (D13). Therefore the base case for
induction holds. Now, assume that ξ ∈ C `n is right-justified and suppose that the result has been
proven for all box-configurations strictly more dominant than ξ. We refine our induction by the
natural ordering on r + c > 2. We assume that for all r′ + c′ < r + c, we have
(a) if (r′, c′,m′) 6∈ ξ this implies (r′ + 1, c′,m) 6∈ ξ and (r′, c′ + 1,m) 6∈ ξ.
(b) y(r′,c′,m′)1ξ ∈ Aξn (σ).
We first check the base case for our inductive assumptions for which r + c = 2.
(a) Since r + c = 2, we have that (1, 1,m) 6∈ ξ for some 0 6 m < `. We can pull the strand labelled
by (1, 2,m) or (2, 1,m) to the right using the non-interacting relations until the strand labelled
by (1, 2,m) or (2, 1,m) encounters the (i + 1)- respectively (i − 1)-box immediately following
(1, 2,m) or (2, 1,m). The resulting diagram factors through an idempotent 1ξ′ for ξ
′ ∈ C `n such
that ξ′ ξ and the result follows by induction on the dominance ordering on box-configurations.
(b) In the case that r + c = 2 we have that a dot on a strand labelled by (1, 1,m) 6∈ ξ for some
0 6 m < `. We apply relation (D9) to the solid strand labelled by (1, 1,m) and the red strand
with x-coordinate σm − m/`. We can now pull the solid strand rightwards to obtain a more
dominant box configuration; the result follows by induction on the dominance ordering on C `n.
Now for the inductive step.
(a) We have that (r, c,m) 6∈ ξ for some r + c > 2, but that (a, b,m) ∈ ξ for all 2 6 a+ b < r + c. If
(1, c + 1,m) ∈ ξ and (1, c,m) 6∈ ξ (similarly if (r + 1, 1,m) ∈ ξ and (r, 1,m) 6∈ ξ) then then one
can argue as in the r = c = 1 case above. We now assume this is not the case. Since ξ is right
justified, there are three cases to consider (corresponding to the M1, M2, and M3 bricks).
(M1) Suppose (r − 1, c + 1,m), (r, c + 1,m) ∈ ξ (and note that (r − 1, c,m) ∈ ξ by induction).
We apply the relation depicted in Figure 14 to the the triple of strands in 1ξ labelled by
(r, c + 1,m), (r − 1, c + 1,m) and (r − 1, c,m). We hence obtain a sum of two diagrams
X2 −X1. We have that X1 ∩ (R× {1/2}) = y(r−1,c,m)1ξ′ for ξ′ = φNE(r−1,c+1,m)(ξ). We have
that X2 ∩ (R × {1/2}) = 1ξ′′ where ξ′′ = φNr−1,c,m(ξ) and we note that (r − 1, c,m) 6∈ ξ′′.
Therefore X1 and X2 factor through idempotents strictly more dominant than ξ
′ and ξ′′
respectively (by induction on r+c) and therefore both factor through an idempotent strictly
more dominant than ξ by Remark 6.
(M2) Suppose (r+ 1, c,m) ∈ ξ and and (r+ 1, c− 1,m) ∈ X (and (r, c− 1,m) ∈ ξ by induction).
This case is similar to (M1) except that the reference to the leftmost equation of relation
(D6) in the caption of Figure 14 must be replaced with the rightmost equation of (D6).
(M3) Now suppose that (r− 1, c+ 1,m) 6∈ ξ (the case (r+ 1, c− 1,m) 6∈ ξ is identical). We apply
the rightmost equation of Figure 13 to the strands labelled by (r− 1, c,m) and (r, c+ 1,m)
to obtain a sum of two diagrams Y ′1−Y ′2 which both factor through the diagram y(r−1,c,m)1ξ.
Therefore both factor through an idempotent strictly more dominant than ξ by induction
on (r + c).
(b) If r = 1 or c = 1 then one can argue as in the r = c = 1 case above with the exception that we
replace the reference to relation (D9) with (D6). For r, c > 1, our inductive assumption implies
(r − 1, c,m), (r, c − 1,m), (r − 1, c − 1,m) ∈ ξ. We apply the relation depicted in Figure 14 to
the the quadruple of strands in 1ξ labelled by (r − 1, c,m), (r, c − 1,m), (r − 1, c − 1,m), and
(r, c,m). We hence obtain a sum of two diagrams Z1 + Z2. We have that Z1 ∩ (R × {1/2}) =
y(r,c−1,m)1ξ. We have that Z2 ∩ (R × {1/2}) = 1ξ′ where ξ′ = φNWr,c−1,m(ξ) and we note that
(r, c− 1,m) 6∈ ξ′. Therefore Z1 and Z2 factor through idempotents strictly more dominant than
ξ and ξ′ respectively (by induction on r + c) and so both factor through an idempotent strictly
more dominant than ξ (by Remark 6). 
THE MANY INTEGRAL GRADED CELLULAR BASES OF CYCLOTOMIC HECKE ALGEBRAS 21
Theorem 6.4. We let ((n),∅, . . . ,∅) = λ(0) > λ(1) > λ(2) > . . . > λ(m) = (∅, . . . ,∅, (1n)) denote
any total refinement of the order, σ, on P`n. The k-algebra An(σ) has a filtration
0 ⊂ A>λ(0)n (σ) ⊆ A>λ
(1)
n (σ) ⊆ · · · ⊆ A>λ
(m)
n (σ) = An(σ).
where A>λn (σ) = 〈1ν | ν ∈P`n, ν > λ〉.
Proof. This follows immediately from Propositions 6.2 and 6.3 
Proposition 6.5. Let λ, µ ∈ C `n with (r, c,m) ∈ [µ], ı,  ∈ (Z/eZ)n, and D ∈ ıµRλ. We have that
y(r,c,m)1
ı
µD = Dy(r′,c′,m′)1
ı
λ +
∑
D′∈ıµRλ
D′σD
D′.
Here (r′, c′,m′) ∈ [λ] on the southern edge is connected to (r, c,m) on the northern edge.
Proof. Now consider a general diagram D ∈ 1ıµAn(σ)1λ. If there is a dot placed at the top of
the strand labelled by (r, c,m) ∈ [µ] we move this dot along the strand towards the bottom of
the diagram using (homogenous) relations (D2), (D3) and (D12). We hence rewrite D as a linear
combination of diagrams D′ ∈ An(σ)1λ where each D′ differs from D only in that one or zero
crossings of like-labelled strands have been undone and there is either zero or one dots along the
southernmost edge. This amounts to removing zero or one of the Coxeter generators in the reduced
expression [D] to obtain a reduced expression of [D′]. Hence this sum is over diagrams D′ such
that D′ σ D, as required. 
Example 6.6. A step in this procedure is carried out in obtaining Figure 4 from Figure 5.
Proposition 6.7. Let λ, µ ∈ C `n and ı,  ∈ (Z/eZ)n. If w = st1 . . . stm and w = sr1 . . . srm are
two reduced expressions and D,D′ ∈ ıµRλ are two reduced diagrams with [D] = st1 . . . stm and
[D′] = sr1 . . . srm, then
D = D′ +
∑
D′′∈ıµRλ
D′′σD′
D′′fD′′(y) ∈ 1ıµAn(σ)1λ for some fD′′(y) ∈ Yλ.
Proof. Recall Matsumoto’s theorem states that any two reduced expressions for w ∈ Sn differ only
by applying a sequence of the relations sisi+1si = si+1sisi+1.
By assumption neither D nor D′ contains a double crossing or a dot on any strand. Therefore we
can apply D from D′ by applying only the strand-through-crossing relations (D7), (D8), and (D10)
successively. These are precisely the relations which rewrite a subproduct sisi+1si in [D
′] in the
form si+1sisi+1± 1Sn+2` . Thus one can rewrite the diagram in the required form at the expense of
some error terms D′′ such that [D′′] = u < w, however we note that D′′ may no longer be reduced.
If D′′ is reduced, then gD′′(y) = ±1. If D′′ is not reduced, then rewriting D′′ as a linear combination
of reduced diagrams involves reapply some combination of relations (D7), (D8), (D10), or (D5)
(which simply creates more error terms D′′′ with [D′′′] = v 6 u < w and gD′′′(y) = ±1) and (D6)
(which creates error terms D′′′ with [D′′′] = v < u < w and gD′′′(y) a polynomial of degree 1).
Once this process terminates we are left with a combination of more dominant diagrams, but with
dots in the middle of the diagram (which we now need to move southwards). We can isotope the
neighbourhood of any diagram (in particular any region containing a dot) so that it is of the form
1ν for some ν ∈ C `n; we then apply Proposition 6.5 to deduce the result. 
Proposition 6.8. Let λ, µ ∈ C `n and ı,  ∈ (Z/eZ)n. Let D ∈ 1ıµAn(σ)1λ be a diagram which is
not reduced, then
D =
∑
D′∈ıµRλ
D′σD
D′fD′(y) ∈ 1ıµAn(σ)1λ for some fD′′(y) ∈ Yλ.
Proof. Any non-reduced diagram D ∈ 1ıµAn(σ)1λ contains either a double-crossing of strands or
a dot on a strand. By Proposition 6.5 we can restrict our attention to the former case. We
choose y ∈ [0, 1] minimal such that Y = D ∩ (R × (y, 1]) contains this double crossing. We
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have that X = D ∩ (R × [0, y)) does not contain this double-crossing and so X is a reduced
diagram. By Proposition 6.7 we can assume that the northern most crossing of strands in X is
equal to the crossing of strands in Y modulo a combination of diagrams X ′ σ X. We have that
D = Y X =
∑
X′X Y X ′ = Y X +
∑
D′DD′ where the second term in the sum is of the required
form. We are now free to resolve the double-crossing in Y X∩ [R×(y−ε, y+ε)] using relation (D5),
(D6), (D9). In any case, the result is either 1 or 2 diagrams with this crossing undone (possibly
at the expense of acquiring some dots) and so both diagrams are strictly more dominate D in the
Bruhat ordering. By Proposition 6.5 we can remove any dots to obtain a linear combination of
diagrams D′′ which strictly dominate D and such that D′ ∩ (R × [0, y]) is reduced. If each D′ is
reduced the result follows; if not, then there exists some 1 > y′ > y > 0 for which D′∩(R× [0, y)) is
not reduced and we can repeat the above argument. Repeating as necessary, the result follows. 
We hence immediately generalise the spanning set of [KL09, Section 2.3] to our algebras. Namely,
we can write any element of An(σ) as a linear combination of reduced diagrams with dots along
the southernmost edge.
Corollary 6.9. The algebra An(σ) is free as a k-module and spanned by
{DfD(y) | λ, µ ∈ C `n, ı,  ∈ (Z/eZ)n, D ∈ ıµRλ, fD(y) ∈ Yλ}
We view the following theorem as the “2-sided” version of Corollary 6.9.
Theorem 6.10. Let k be a commutative ring. The k-algebra An(σ) is spanned by
{CST | S ∈ SStdσ(λ, µ),T ∈ SStdσ(λ, ν), λ ∈P`n, µ, ν ∈ C `n}.
Proof. In Theorem 6.4 we saw that any diagram d ∈ An(σ) can be written as a linear combination
of elements of the form aλ1λb
∗
λ for aλ, bλ ∈ An(σ)1λ and λ ∈ P`n. It remains to show that the
elements aλ and bλ can be chosen so that (i) aλ and bλ are reduced diagrams (neither has a dot
on any strand, or contains any “double-crossing”), (ii) the span of these elements is independent
of the choices of reduced expression for [aλ] and [bλ]. We shall then conclude that the algebra is
spanned by CST for tableaux S,T of shape λ ∈P`n. Finally it will remain to show that the set of
CST for a pair of semistandard tableaux S,T span the algebra.
The result for λ = ((n),∅, . . . ,∅) is trivial. We assume that (i) is proven for all partitions strictly
more dominant than λ. For the remainder of the proof, we refine our induction by proceeding along
the Bruhat order on aλ and bλ and consider the span of elements modulo
Spank{CST | CS σ aλ or CT σ bλ}+ Aλn . (6.1)
If aλ or bλ has a dot or a double crossing, then aλ1λb
∗
λ is zero modulo equation (6.1) by Propo-
sition 6.5 and Proposition 6.8. Similarly, given any two reduced diagrams aλ and a
′
λ tracing
out the same bijection : [λ] → [µ], we have that aλ1λbλ − a′λ1λbλ belongs to equation (6.1) by
Proposition 6.7. Thus (i) and (ii) hold by induction.
We note that any bijection : [λ] → [µ] is encoded as a tableau of shape λ and weight µ and so
{CST | S,T are tableaux of shape λ} is a spanning set by definition and our proof of (i) and (ii). It
only remains to show that the subset of semistandard tableaux (within the wider class of tableaux)
index a spanning set. We consider CS (or C
∗
T) such that S (or T) violates the semistandardness
condition. In other words, one of the following holds: (i) S(1, 1,m) > sm (ii) S(r, c,m) > S(r −
1, c,m) + 1 or (iii) S(r, c,m) > S(r, c−1,m)−1. In each case, we obtain a “bad crossing”. We can
choose to draw our diagram CS so that this crossing appears at the bottom of the diagram using
Proposition 6.8 and induction on the Bruhat ordering. These crossings are as follows,
(i) the solid strand corresponding to (1, 1,m) passes to the right of the red σm-strand,
(ii) the ghost strand corresponding to (r, c,m) passes to the right of the solid strand corre-
sponding to (r − 1, c,m),
(iii) the solid strand corresponding to (r, c,m) passes to the right of the ghost strand corre-
sponding to (r − 1, c,m).
In each case the strand labelled by the box (r, c,m) is now free to move right wards using the
process outlined in Theorem 6.4 and hence belongs to Aλn (σ). 
THE MANY INTEGRAL GRADED CELLULAR BASES OF CYCLOTOMIC HECKE ALGEBRAS 23
6.2. The Schur functor. We define of the Schur or KZ functor relating the diagrammatic Hecke
and Cherednik algebras. We let ω ∈ P`n denote the unique element which is minimal in the σ-
dominance order. For weakly decreasing s1 > s2 > . . . > s` we have that ω = (∅,∅, . . . ,∅, (1n)).
We let Eσω denote the associated Schur idempotent E
σ
ω =
∑
ı∈In 1
ı
ω.
Definition 6.11. Given T ∈ SStdσ(λ, ω) (respectively t ∈ Stdσ(λ)) we define the reading word
R(T) (respectively r(t)) to be the ordered sequence of boxes (rk, ck,mk) for 1 6 k 6 n under
the ordering (rk, ck,mk) < (rk′ , ck′ ,mk′) if and only if T(rk, ck,mk) < T(rk′ , ck′ ,mk′) (respectively
t(rk, ck,mk) < t(rk′ , ck′ ,mk′)).
Proposition 6.12. Let σ ∈ I` and σ ∈ N>1×Z` be a weighting. For λ ∈P`n, we have a bijection
ϕ : Stdσ(λ)→ SStdσ(λ, ω).
given by ϕ(t) = T if and only if r(t) = R(T).
Proof. We order the boxes (r, 1, `) for 1 6 r 6 n of the `-partition ω ∈P`n by the natural numbering
on {1, . . . , n}. Clearly Iσ(r,1,`) < Iσ(r′,1,`) if and only if 1 6 r′ < r 6 n. Therefore the set of maps
{T | T : [λ]→ Iσω} is in bijection with the set of tableaux of shape λ. This map is simply given by
identifying the entry Iσ(r,1,`) ∈ R in a box of T with the entry r ∈ N in a box of t. It remains to
show that T is semistandard if and only if t is standard. Condition (i) of Definition 1.14 is empty
as I(r,1,`) < sm for all 1 6 m 6 `. Conditions (ii) and (iii) of Definition 1.14 simply correspond
to the conditions that t(r, c,m) > t(r − 1, c,m) and t(r, c,m) > t(r, c− 1,m) respectively and the
fact that Iσ(r+1,1,`) < I
σ
(r,1,`) − 1 for 1 6 r 6 n. 
Over a field, the theorem below follows from [Web13b, Theorem 4.5] and [Web13a, Theorem 5.3].
Our proof proceeds by matching-up the presentations in Definition 3.1 and Section 4 and is valid
over a commutative ring. By matching up these presentations explicitly, we see how Webster’s
diagrammatics generalises that of Khovanov–Lauda [KL09]. We also generalise Webster’s results
to an arbitrary commutative ring.
Theorem 6.13. Let k be a commutative ring. Let s ∈ N>1× (Z/eZ)` and let σ ∈ N>1×Z` be any
integral lift. We have an isomorphism of graded k-algebras
σ : Hn(s)→ EσωAn(σ)Eσω
which is determined as follows
σ(e(ı)) = 1ıω
σ(yre(ı)) =
s1sm s2i1i2ir−2ir−1irir+1ir+2ir+3in
σ(ψre(ı)) =
s1sm s2i1i2ir−2ir−1irir+1ir+2ir+3in
Thus we obtain many distinct presentations for the same Hecke algebra, Hn(s), one for
each possible lift of s ∈ (Z/eZ)` to the integers. While these algebras are all isomorphic,
we have already seen that each of these distinct lifts has a different combinatorial
flavour. We shall see what these different lifts tell us about the structure of Hn(s) in
Sections 7 to 10.
Proof. Our first aim is to show that any diagram D ∈ EσωAn(σ)Eσω can be written as a product in
the elements σ(e(ı)), σ(yre(ı)), σ(ψr(ı)) for ı ∈ (Z/eZ)n and 1 6 r 6 n. We proceed by induction
on the Bruhat order on the reduced diagrams in the spanning set of Corollary 6.9.
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If D ∈ EσωAn(σ)Eσω contains no crossings, then D = 1ıω for some ı ∈ (Z/eZ)n and the result
follows for the maximal elements in the Bruhat ordering on diagrams in EσωAn(σ)Eσω. Now assume
the result holds for all diagrams strictly more dominant than D ∈ EσωAn(σ)Eσω in the Bruhat
ordering. We momentarily forget all about the ghost strands in D and suppose that the solid
strands of D trace out the reduced expression w ∈ Sn and let w = st1st2 . . . st` be an arbitrary
reduced expression for w ∈ Sn. By Proposition 6.7, we have that D = σ(e(ı)ψt1ψt2 . . . ψt`e())
modulo diagrams more dominant in the Bruhat ordering and so the claim follows by our inductive
assumption. Thus we have that
EσωAn(σ)Eσω = 〈1ıω, σ(ys(e(ı))), σ(ψr(e(ı))) | 1 6 r < n, 1 6 s 6 n, and ı ∈ I` 〉 (6.2)
subject to relations (D1) to (D13). All that remains (in order to show that σ is an isomorphism)
is to verify that the relations (D1) to (D13) are equivalent to 3.2 to 3.13.
Relations 3.2 to 3.8 are easily seen to be equivalent to their images under the map σ : Hn(s)→
EσωAn(σ)Eσω. Relations 3.9, 3.10 are equivalent to the two statements in relation (D3).
We shall now show that 3.11 is equivalent to relations (D4), (D5) and (D6). Relation 3.11 has
four parts; the ir 6= ir+1±1 cases are equivalent to relation (D4) and (D5). If ir−1 = ir+1, then we
first apply relation (D6) to the diagram σ(ψre(ı))σ(ψre(srı)) in order to resolve the double-crossing
of the ghost (i−1)-strand with the solid i-strand; now if e 6= 2, then this implies that ir 6= ir+1−1
and so the double-crossing of the ghost i-strand with the solid (i−1)-strand can be resolved without
cost by relation (D5). We hence obtain that σ(ψre(ı))σ(ψre(srı)) = σ(yr+1e(ı)) − σ(yre(ı)), as
required. We now assume that ir + 1 = ir+1 with e 6= 2. Here we have that the double-crossing of
the ghost i-strand with the solid (i+ 1)-strand can be resolved without cost by relation (D5); now
the double-crossing of the ghost (i− 1)-strand with the solid i-strand can be resolved by relation
(D6) to obtain σ(ψre(ı))σ(ψre(srı)) = σ(yre(ı))− σ(yr+1e(ı)), as required. Finally the e = 2 case
can be obtained in the same fashion as above, except noting that ir = ir+1 + 1 = ir+1 − 1 and
so we need first apply relation (D6) and then (D6) and so we obtain four terms. Conversely, let
d ∈ EσωAn(σ)Eσω be any diagram written as a product of the generators in equation (6.2). Any
double crossing of the form (D6) or (D6) in D must occur within a region of D of the form
σ(ψr)σ(ψr)1
(...,ir−1,ir,... )
ω
for ir−1 = ir−1 or ir−1−1 = ir respectively. We can rewrite this diagram in terms of the generators
in equation (6.2) in two steps. This involves either (i) applying (D6) followed by (D5) if e 6= 2 or
(ii) applying (D6) followed by (D6) if e = 2. We have already seen that the effect of doing this
pair of relations is equivalent to 3.11, as required. One can argue similarly for (D7).
Now we consider relation 3.12, the first two cases correspond to composing (D7) with the
relations (D8) and (D8) respectively. The third case can be treated in a similar fashion to the
e = 2 case for relation 3.11. The fourth case follows directly from relation (D7) and the non-
interacting relations. Conversely, by equation (6.2) any triple crossing of the form in (D7), (D8),
or (D8) must occur within a region of the diagram of the form
σ(ψr)σ(ψr+1)σ(ψr)1
(...,ir−1,ir,ir+1... )
ω
for some ir−1, ir, ir+1 ∈ I. One can again proceed as we did for (D6) and (D7).
Finally, we show that 3.13 is equivalent to relation (D9) to (D13). Let ı,  ∈ (Z/eZ)n, D ∈ ıωRω,
and fD(y) ∈ Yλ, consider a single diagram DfD(y) written (for convenience) as a product of the
generators in equation (6.2). We can pass a solid i-strand to the right of a j-red strand if and
only i 6= j or i = j and the solid strand carries a dot (which is lost if we do pull the solid strand
through the red strand). Therefore we can pull a solid i-strand through the collection of all red
strands if and only if there is a local region of DfD(y) such that the rightmost solid i-strand has
]{σm | σm ≡e i} dots (up to applying relations (D1) to (D8)). However, we have already seen that
relations (D1) to (D8) are equivalent to relations 3.2 to 3.12 and so the result follows. 
6.3. Cellularity and quasi-heredity of diagrammatic Cherednik algebras. We shall now
show that the spanning set of Theorem 6.10 is in fact a cellular basis of the diagrammatic Cherednik
algebra. We first require a new ordering on the boxes in a `-partition.
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Definition 6.14. Given S ∈ SStdσ(λ, µ) and two distinct boxes (r, c,m), (r′, c′,m′) ∈ λ we write
(r, c,m)  (r′, c′,m′) if one of the following holds
(i) Iσ(r,c,m) > I
σ
(r′,c′,m′) ± 1 and S(r, c,m) < S(r′, c′,m′)± 1 or
(ii) Iσ(r,c,m) > I
σ
(r′,c′,m′) and S(r, c,m) < S(r
′, c′,m′) or
(iii) (r, c,m) and (r′, c′,m′) appear in the same row (respectively column) of the same component
of λ and c = c′ + 1 (respectively r = r′ + 1).
We write (r, c,m)  (r′, c′,m′) if either (r, c,m) = (r′, c′,m′) or (r, c,m)  (r′, c′,m′).
Definition 6.15. Given S ∈ SStdσ(λ, µ) and t ∈ Stdσ(λ), we say that that t factors through S if
(r, c,m)  (r′, c′,m′) implies t(r, c,m) > t(r′, c′,m′) for all pairs of distinct (r, c,m), (r′, c′,m′) ∈ λ.
The following proposition allows us to correct a mistake in the proof of [Web13b, Lemma 2.24].
Our proof was subsequently been incorporated into [Web17].
Proposition 6.16. Given S ∈ SStdσ(λ, µ) there exists an s ∈ Stdσ(λ) such that s factors through
S. For such a pair, (S, s), there exists a tableau Sc of shape µ and weight ω such that CScCS = Cϕ(s).
Proof. Let S ∈ SStdσ(λ, µ). Let (r1, c1,m1), (r2, c2,m2) ∈ λ be any pair of distinct boxes such that
(r1, c1,m1)  (r1, c2,m2). By Definition 1.14, if (r1, c1,m1), (r2, c2,m2) are as in (iii) then
|S(r1, c1,m1)− Iσ(r1,c1,m1)| > |S(r2, c2,m2)− Iσ(r2,c2,m2)|
and if (r1, c1,m1), (r1, c2,m2) are as in (i) or (ii) then
|S(r1, c1,m1)− Iσ(r1,c1,m1)| > |S(r2, c2,m2)− Iσ(r2,c2,m2)|.
Therefore if (r1, c1,m1)  (r2, c2,m2)  · · ·  (rk, ck,mk) then
|S(r1, c1,m1)− Iσ(r1,c1,m1)| > |S(rk, ck,mk)− Iσ(rk,ck,mk)| (6.3)
with equality only if m1 = mk and r1 > rk, c1 > ck (and there are no crossings between the strands
labelled by these boxes).
We consider the transitive closure of the relation  (by abuse of notation we also denote
this by ); this relation is transitive and reflexive by definition. If (r, c,m)  (r′, c′,m′) and
(r, c,m)  (r′, c′,m′) then by equation (6.3) we have that (r, c,m) = (r′, c′,m′); hence the relation
is antisymmetric. Therefore  defines a partial ordering on the boxes of λ ∈P`n.
Regard  as a partial ordering on the boxes of S(λ) = µ by identifying the nodes of µ with
the corresponding nodes of λ. We can encode any total refinement, t, of  as a tableau, Sc,
of shape µ and weight ω. This is simply given by letting Sc(r, c,m) < Sc(r′, c′,m′) if and only if
(r, c,m) t (r′, c′,m′) for (r, c,m), (r′, c′,m′) ∈ µ.
It remains to show that CScCS = Cϕ(s) for some s ∈ Stdσ(λ). Suppose (r, c,m) and (r′, c′,m′)
are two boxes in λ whose solid or ghost strands cross in the diagram CS. In which case, (r, c,m) 
(r′, c′,m′) (or vice versa) and we are as in one of cases (i), (ii), or (iii) of Definition 6.14. By
definition, Sc(r, c,m) < Sc(r′, c′,m′) and so the crossing strands from CS do not cross again in
CSc . Therefore the diagram CScCS contains no double-crossings and so is equal to CS for S
some tableau of shape λ and weight ω. Now, by condition (iii) of Definition 6.14, we have that
S(r, c+ 1,m) < S(r, c,m) and S(r + 1, c,m) < S(r, c,m) for all 1 6 r, c 6 n and 1 6 m 6 `. Since
any pair of boxes of the `-partition ω are at 1 unit apart, S satisfies conditions (i) and (ii) of
Definition 1.14. Finally for any 1 6 m 6 `, we have that S(1, 1,m) = (r, 1, `) for some 1 6 r 6 n
and so S satisfies condition (iii) of Definition 1.14. Therefore S is semistandard. Finally, we let s
be the standard tableau determined by ϕ(s) = S and this completes the proof. 
Finally, we generalise the main result of [Web13b, Section 2.6] to a commutative ring.
Theorem 6.17. The algebra An(σ) is free as an R-module and has a graded cellular basis
{CST | S ∈ SStdσ(λ, µ),T ∈ SStdσ(λ, ν), λ ∈P`n, µ, ν ∈ C `n}
with respect to the σ-dominance order on P`n and the involution ∗ given by horizontal reflection.
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Proof. We shall prove this by contradiction. By Theorem 6.4 and the fact that
∑
α∈C `n,ı∈In 1
ı
α is
the identity of An(σ), it is enough to show that if∑
U∈SStdσ(λ,µ)
V∈SStdσ(λ,ν)
aUVCUV = 0 mod Aλn (σ) (6.4)
then aUV = 0 for all U ∈ SStdσ(λ, µ),V ∈ SStdσ(λ, ν). We set ](S,T) = `[CS] + `[CT]. We let
S,T be any pair such that ](S,T) > ](U,V) for any pair of tableaux U,V with aUV 6= 0. We let Sc
(respectively Tc) denote any tableau of shape µ (respectively ν) and shape ω as in Proposition 6.16.
We shall show that the coefficient aST is necessarily zero (and so the result immediately follows by
repeating this argument). We multiply equation (6.4) on the left by C∗Sc and on the right by CTc ;
it is enough to show that if
aSTCS T +
∑
U∈SStdσ(λ,µ)
V∈SStdσ(λ,ν)
aUVCScCUVC
∗
Tc = 0 mod Aλn (σ), (6.5)
then aST = 0 (where S = ϕ(s) and T = ϕ(t) as in Proposition 6.16). There are two cases to
consider. Firstly, if one of CScCU or C
∗
VC
∗
Tc contains a double-crossing, then
CScCUVC
∗
Tc =
∑
U′,V′∈SStdσ(λ,ω)
](U′,V′)<](T,V)
bU′V′CU′V′ mod A
λ
by Proposition 6.8. We now consider the case in which CScCU and C
∗
VC
∗
Tc contain no double-
crossings. We have that (S,T) 6= (U,V). Assume U 6= S, then the bijection traced out by U is
different to that traced out by S; therefore the bijection traced out by CScCU is not equal to that
traced out by CScCS = Cϕ(s). In particular, if CScCU contains no double-crossings, then it is equal
to CU for U some (not necessarily semistandard) tableau of shape λ and weight ω which is not
equal to ϕ(s). Arguing similarly for the case V 6= T, we therefore deduce that
CScCUVC
∗
Tc = CU V
for U,V two (not necessarily semistandard) tableaux of shape λ such that (U,V) 6= (ϕ(s), ϕ(t)).
Now, if U and V are not semistandard, then
CU V =
∑
U′,V′∈SStdσ(λ,ω)
](U′,V′)<](S,T)
cU′V′CU′V′ mod A
λ
as in the proof of Theorem 6.10. If U and V are semistandard, then we set U = U′ and V = V′ for
convenience. Putting all of this together, we have that equation (6.5) is equivalent to
aSTCS T +
∑
U′,V′∈SStdσ(λ,ω)
(U′,V′)6=(S,T)
aUV(bU′V′ + cU′V′)CU′V′ = 0 (mod A)
λ.
Now, the set {CQR | Q,R ∈ SStdσ(λ, ω)} is a basis of EσωAn(σ)Eσω by Theorem 6.13 and so aST = 0,
as required. Therefore we have verified condition (2) of Definition 2.1. Conditions (1) and (4) of
Definition 2.1 follow immediately from the diagrammatic definitions. Condition (3) follows from
Propositions 6.5 and 6.8. 
Corollary 6.18 ([Web13b, Cor 2.26]). Let k be a field. The algebra An(σ) is quasi-hereditary.
Proof. Let T denote the unique element of SStdσ(λ, λ). The element CTT = 1λ ∈ AQλn (σ) is an
idempotent. Therefore the radical of the bilinear form is not the whole cell module. Therefore the
algebra is quasi-hereditary. 
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7. The many integral cellular bases of quiver Hecke algebras
We now proceed to apply the many Schur functors in order to obtain our many graded cellular
bases of Hecke algebras. Given σ ∈ N>1 × Z`, we let Hn(σ) denote the algebra
Hn(σ) = 〈σ(y1), . . . , σ(yn), σ(ψ1), . . . , σ(ψn−1), σ(e(ı)) | ı ∈ In〉
subject to relations (D1) to (D13). Given s = (e; s0, s2, . . . , s`−1) ∈ (Z/eZ)` we refer to any σ =
(e;σ0, σ1, . . . , σ`−1) ∈ N>1×Z` such that σm ≡e sm as an integral lift. Given s = (e; s0, s2, . . . , s`−1) ∈
(Z/eZ)`, the algebra Hn(s) is isomorphic to Hn(σ) for any integral lift σ ∈ N>1 × Z` (by The-
orem 6.13). Our notation is chosen to emphasise the diagrams with which we shall be working
and keep track of the richer (categorical) structure which is forgotten when one only considers the
Hecke algebra up to isomorphism.
We remark that Hn(σ) = EσωAn(σ)Eσω by Theorem 6.13. This idea should be very familiar to
those working with Cherednik algebras (and was inspired by [CGG12]). Given a fixed Hecke algebra
Hn(s) there are many associated diagrammatic Cherednik algebras An(σ) (namely, one for each
integral lift σ ∈ N>1 × Z`). Each of these distinct diagrammatic Cherednik algebras casts its own
“weighted shadow” on the representation theory of our fixed Hecke algebra. Given s, t ∈ Stdσ(λ)
we set
cσst := E
σ
ωCSTE
σ
ω ∈ Hn(σ)
where ϕ(s) = S ∈ SStdσ(λ, ω) and ϕ(t) = T ∈ SStdσ(λ, ω).
Theorem 7.1. For a weighting σ ∈ N>1 × Z`, the k-algebra Hn(σ) admits a graded cellular
structure with respect to the poset (P`n,σ) and the basis
{cσst | λ ∈P`n, s, t ∈ Stdσ(λ)}
and the involution ∗. In particular, deg(cσst) = deg(s) + deg(t) for s, t ∈ Stdσ(λ).
Proof. The elements EσωCSTE
σ
ω = c
σ
ST satisfy property (2) for E
σ
ωAn(σ)Eσω ∼= Hn(σ) and property
(4) immediately. We have that
(EσωaE
σ
ω)(E
σ
ωCSTE
σ
ω) = (E
σ
ωa)(CST)
for S,T ∈ SStdσ(λ, ω) and therefore (3) for EσωAn(σ)Eσω follows from condition (3) for An(σ). To
see that condition (1) holds, we proceed by induction on n ∈ N. The n = 0 case holds trivially.
Now, let s ∈ Stdσ(λ) and let (r, c,m) ∈ λ be such that s(r, c,m) = n. By induction, we may assume
that
deg(s↓{1,...,n−1}) = deg(cσs↓{1,...,n−1})
having trivially verified that the n = 1 case holds. Now, we have that
cσs = d
σ
s↓{1,...,n−1} × 1
λ+(n,1,`)
λ+(r,c,m)
where the diagrams on the righthand-side are constructed as follows
◦ we obtain dσs↓{1,...,n−1}from cσs↓{1,...,n−1} by adding a vertical solid strand with x-coordinate Iσ(n,1,`);
◦ we obtain 1λ+(n,1,`)λ+(r,c,m) from 1λ by adding a solid strand, An, from (Iσ(r,c,m), 0) to (Iσ(n,1,`), 1);
and both diagrams are drawn in such a way as to create no double-crossings. The degree of cσs can
be calculated inductively as follows,
deg(cσs ) = deg(d
σ
s↓{1,...,n−1}) + deg(1
λ+(n,1,`)
λ+(r,c,m))
where
deg(dσs↓{1,...,n−1}) = deg(c
σ
s↓{1,...,n−1})
by construction. The degree of 1
λ+(n,1,`)
λ+(r,c,m) is calculated in terms of the number of crossings as in
Definition 4.2. We calculate this brick-by-brick and diagonal-at-a-time as follows.
If An passes through a brick Bk for k = 1, k = 2, 3, k = 4, 5 or k = 6, then the degree
contribution of this crossing is 0, −1, +1, or −2 respectively. Let D be a diagonal in the diagram
1λ and suppose that An passes through D. An addable diagonal is built out of a single Bk brick for
k ∈ {4, 5, 6} and some number (possibly zero) of B1 bricks. A removable (respectively invisible)
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diagonal has an extra single Bk brick for k = 6 (respectively k ∈ {2, 3}). Summing over the
degrees, we conclude that the crossing of An with an addable, removable, or invisible i-diagonal
has degree +1, −1, or 0. Finally, we observe that the i-diagonals in 1λ which the An strand
crosses are precisely those to the left of Iσ(r,c,m) and so the total degree contribution of this strand
is |At(n)| − |Rt(n)|. Therefore condition (1) holds. 
We now provide the many different families of cell/Specht modules and many different parame-
terisations/constructions of simple modules promised in the introduction. The various parameter-
isations were already known due to Ariki’s categorification theorem (see Section 9) however this is
the first explicit construction of these modules over arbitrary fields.
Corollary 7.2. Fix an e-charge s = (e; s0, s1, . . . , s`−1) ∈ N>1 × (Z/eZ)`. For each integral lift
σ ∈ N>1 × Z` of the e-charge, the algebra Hkn(s) has a corresponding set of cell-modules:
∆σ(λ) = {cσs | s ∈ Stdσ(λ)} (7.1)
for λ ∈P`n. For each integral lift σ ∈ N>1 × Z`, there is a distinct corresponding set
Σ`n = {λ ∈P`n | rad(〈 , 〉λ) 6= ∆σ(λ)} ⊆P`n
and for a field, k, we have that
{Lσ(λ) := ∆σ(λ)/rad(〈 , 〉λ) | λ ∈ Σ`n}
provides a complete set of non-isomorphic simple Hn(s)-modules (up to grading shift). Now, let
σ, σˆ ∈ N>1×Z` be two distinct integral lifts of our e-charge. There does not exist a general bijection
∧ : (P`n,σ)→ (P`n,σˆ) such that
∆σ(λ) ∼= ∆σˆ(λˆ) (7.2)
as Hn(s)-modules.
Proof. Most of the corollary follows directly from Theorem 7.1. In Example 8.3 we provide an
example of two lifts σ, σ′ ∈ N>1 ×Z` such there does not exist a map ∧ :P`n →P`n satisfying the
conditions above. 
Example 7.3. Let e = 2 and (σ0, σ1) = (0, 3). The (2; 0, 3)-dominance order is as follows,
((2),∅)(2;0,3) ((12),∅)(2;0,3) ((1), (1))(2;0,3) (∅, (2))(2;0,3) (∅, (12)).
We let
w ∈ Std(2;0,3)((2),∅)) v ∈ Std(2;0,3)((12),∅) t, u ∈ Std(2;0,3)((1), (1))
s ∈ Std(2;0,3)(∅, (2)) r ∈ Std(2;0,3)(∅, (12)).
We choose t so that the box t−1(1) has residue 0. We leave constructing the diagrammatic version
of this basis as an exercise for the reader. Instead, we describe the basis as a linear combination
of products of the KLR generators (using the process described in Theorem 6.13) as follows,
c
(2;0,3)
rr = e(1, 0)
c
(2;0,3)
ss = y2e(1, 0)
c
(2;0,3)
tt = e(0, 1) c
(2;0,3)
tu = ψ1e(1, 0)
c
(2;0,3)
ut = ψ1e(0, 1) c
(2;0,3)
tt = (y2 − y1)(y1 − y2)e(1, 0)
c
(2;0,3)
vv = y2e(1, 0)
c
(2;0,3)
ww = y
2
2e(1, 0)
Example 7.4. The graded dimension of H2(s) for (s1, s2) = (0, 1) can be calculated using either
cellular structure
(1)2 + (1)2 + (t+ t)2 + (t2)2 + (t2)2 = 2 + 4t2 + 2t4 = (1)2 + (t)2 + (1 + t2)2 + (t)2 + (t2)2,
and is (of course!) independent of the choice of cellular structure.
THE MANY INTEGRAL GRADED CELLULAR BASES OF CYCLOTOMIC HECKE ALGEBRAS 29
We now consider H2(s) for e = 2 and (s1, s2) = (0, 1). This algebra has two simple modules,
L(0, 1) and L(1, 0), which are generated by e(0, 1) and e(1, 0) respectively, and which are annihilated
by all the other generators of H2(s). There are two weightings, (σ0, σ1) = (0, 1) ∈ Z2 and (σ′0, σ′1) =
(0, 3) ∈ Z2, which give rise to distinct cellular structures. We show that there is no isomorphism
relating the sets of cell modules obtained from these distinct weightings.
Example 7.5. Let e = 2 and (σ0, σ1) = (0, 1). The (2; 0, 1)-dominance order is given as follows,
((12),∅), (∅, (12))(2;0,1) ((1), (1))(2;0,1) ((2),∅), (∅, (2)).
We let
w ∈ Std(2;0,1)((2),∅)) v ∈ Std(2;0,1)(∅, (2)) t, u ∈ Std(2;0,1)((1), (1))
s ∈ Std(2;0,1)((12),∅) r ∈ Std(2;0,1)(∅, (12)).
The algebra H2(0, 1) is cellular with respect to the following basis:
cσrr =
010 1
cσss =
100 1
cσtt =
010 1
cσtu =
100 1
cσut =
010 1
cσuu =
100 1
cσvv =
010 1
cσww =
100 1
.
where we have chosen t so that the box t−1(1) has residue 1. The elements cσww, cσvv are equal
to the idempotents e(1, 0) and e(0, 1) respectively. Therefore these basis elements generate the
corresponding simple modules L(1, 0) and L(0, 1) (modulo more dominant terms). One can rewrite
the above basis elements using relation (D1) to (D13) (as in the proof of Theorem 6.13) to obtain a
basis of this algebra in terms of a linear combination of products of the KLR-generators as follows,
c
(2;0,1)
rr = e(1, 0) c
(2;0,1)
ss = e(0, 1)
c
(2;0,1)
tt = y2e(1, 0)− y1e(1, 0) c(2;0,1)tu = ψ1e(0, 1)
c
(2;0,1)
ut = ψ1e(1, 0) c
(2;0,1)
tt = y2e(0, 1)− y1e(0, 1)
c
(2;0,1)
vv = y
2
2e(1, 0)− y1y2e(1, 0) c(2;0,1)ww = y22e(0, 1)− y1y2e(0, 1)
We remark that any term with a y1 in the product is zero by relation 3.13. These terms have been
included in order to facilitate comparison with the diagrams.
In [BKW11] the authors prove a series of results on asymptotic cellular structures: they construct
graded tableaux-theoretic bases, analyse the restriction of asymptotic cell modules, and provide
quasi-Garnir relations which serve as a warm-up to [KMR12]. We have already generalised the
graded tableaux and resulting bases in Theorem 7.1 and we will prove the generalised restriction
rule in Section 11. We now generalise their quasi-Garnir relations to all weightings.
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Theorem 7.6. Given t a tableau of shape λ, we let ct be a reduced diagram for t. We have that
e(ı)cσt = δı,res(t)c
σ
t yrc
σ
t =
∑
sσt
αsc
σ
s ψrc
σ
t =
{
cσsr(t) if tσ sr(t) ∈ Stdσ(λ)∑
sσsr(t) βscσs otherwise.
Proof. This result follows directly from Propositions 6.5 and 6.8 once we have shown that the
Bruhat ordering on diagrams coincides with the dominance order on Stdσ(λ). Each solid (respec-
tively ghost) strand in cσt terminates at some northern point I
σ
(a,1,`) (respectively I
σ
(a,1,`) + 1) and
the corresponding southern point Iσt−1(a,1,`) (respectively I
σ
t−1(a,1,`) + 1) for some associated integer
1 6 a 6 n. A pair of solid or ghost strands in ct associated to integers 1 6 a < b 6 n crosses if and
only if Iσ(a,1,`) < I
σ
(b,1,`). Thus undoing a crossing of strands is equivalent to swapping the entries a
and b in t to obtain a diagram cs associated to s = sa,b(t). Finally, we observe that I
σ
(a,1,`) < I
σ
(b,1,`)
implies sσ t, as required. 
If Theorem 7.6 could be extended to a full list of Garnir relations for all weighted cellular struc-
tures, then this would provide an incredibly useful tool for understanding modular representations
of cyclotomic Hecke algebras.
Question A. Does there exist a natural list of σ-Garnir relations generalising those of [KMR12]
from asymptotic weightings to arbitrary weightings?
8. The many different graded decomposition matrices
In this section let k be an arbitrary field. In this section we prove the first statement of Theo-
rem B: namely that the decomposition matrices of Hecke algebras are uni-triangular with respect
to any of Lusztig’s aσ-orderings; this extends [Jac07, Main Theorem] and [HM10] to arbitrary
weightings and fields. We employ our Z-lattices in order to prove the first properties about (mod-
ular) decomposition and graded decomposition matrices and we define the weighted adjustment
matrices. Finally, we provide the first examples of Specht modules of Hecke algebras for which the
grading and radical filtrations fail to coincide.
By the abstract theory of cellularity, for each σ ∈ N>1 × Z` the filtrations of (graded) cell by
simple modules can be recorded in the matrix Dkσ(t) = (d
σ
λµ(t)), where for λ, µ ∈P`n we have that
dσλµ(t) =
∑
k∈Z
[∆σ(λ) : Lσ(µ)〈k〉] tk
where λ ∈P`n and Σ`n ⊆P`n is some (as yet undefined) subset of multipartitions which label the
simple Hn(σ)-modules. (This subset will be explicitly described in the next section.) We are now
ready to prove uni-triangularity of decomposition matrices of Hecke algebras with respect to any
Lusztig aσ-ordering on P`n over arbitrary fields (as stated in Theorem B of the introduction). We
state the stronger result here using Webster’s residue-wise-coarsening of Lusztig’s ordering.
Theorem 8.1. Given a fixed σ ∈ N>1×Z`, the graded decomposition matrix of Hn(σ) with respect
to the σ-cellular structure appears as a submatrix of An(σ) as follows,
dσλµ(t) = d
An(σ)
λµ (t)
for λ ∈P`n, µ ∈ Σ`n. This matrix is uni-triangular with respect to the ordering σ on P`n.
Proof. For the quiver Hecke algebra, the unitriangularity result is immediate from Theorem 7.1
and standard results on cellular algebras recalled explicitly in Section 2. The equality is immediate
from [Gre07, (6.6b)Lemma]. The quiver Hecke algebra Hn(σ) is isomorphic to the specialisation
of Hn(q;Q1, Q2, . . . , Q`) under q
e − 1 = 0 and Qm = qsm for 1 6 m 6 `. Therefore, all that
remains is to show that the cellular bases can be lifted to bases for the semisimple C-algebra
Hn(q;Q1, Q2, . . . , Q`). A direct proof that KLR algebras admits a generic presentation is given by
Evseev–Mathas in [EM] and thus our result follows.
Alternatively, this can also be deduced from Webster’s results as follows. In [Web13b, Definition
2.15] Webster constructs an ungraded algebra, CθD; we set θ = (−s0,−s1+1/`, . . . ,−s`−1+(`−1)/`)
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and D = {ω}. By [Web13b, Theorem 4.6] we have an isomorphism which restricts to φ : Cθ{ω} →
HCn (σ) — this isomorphism is given by local manipulations of the diagrams (thus preserving the
diagrammatically defined cellular bases). Finally, in [Web13a] it is shown that Cθ{ω} is obtained
from Hn(q;Q1, Q2, . . . , Q`) by a (diagrammatically defined) specialisation map, as required. 
Let σ, σ′ ∈ N>1×Z` be two congruent charges. It is well-known that (un-graded) decomposition
numbers are independent of the Z-lattice by which we specialise or tensor over the field. In other
words, the composition multiplicities of ∆σ(λ) and ∆σ′(λ) coincide (even though the filtration
structures can be different!!). On the other hand, graded decomposition matrices keep track of more
structural information, in particular the following can be thought of as a shadow of equation (7.2).
Theorem 8.2. For σ, σ′ ∈ N>1 × Z` two congruent charges, the matrices Dσ(1) and Dσ′(1)
can be obtained from one another by permutation of rows/columns. However, this is not true
for the matrices Dσ(t) and Dσ′(t) which cannot be obtained from one another by permutation of
rows/columns.
Proof. In Example 8.4 we provide a pair of congruent charges σ, σ′ ∈ N>1×Z` such that there does
not exist a map : P`n → P`n satisfying the conditions above. That these graded decomposition
matrices all specialise to the same ungraded matrix follows from unicity of decomposition maps
[GR97, Proposition 2.11]. 
One of the main advantages of our new Z-lattices is that they allow us to define generalisations
of James’ adjustment matrices. The theory of adjustment matrices gives us a way of factorising
representation theoretic questions into two steps: firstly specialise the parameter σ ∈ N>1×Z` and
study the non-semisimple algebra HCn (σ); then reduce modulo p by studying H
k
n(σ) = H
Z
n (σ)⊗Z k.
This allows us to factorise the problem of understanding decomposition matrices as follows,
[Skσ(λ) : D
k
σ(µ)] = [S
C
σ (λ) : D
C
σ (ν)]× [DCσ (ν)⊗Z k : Dkσ(µ)]. (8.1)
Dkσ(t) = D
C
σ (t)×Adkσ(t) (8.2)
On the right-hand side of the equality we have two matrices: the first is the decomposition
matrix for HCq (n) (from above) and the second is what we refer to as the generalised James’ σ-
adjustment matrix Adkσ(t). We emphasise that the definition of Ad
k
σ(t) only makes sense because,
by Theorem A, we have Z-forms for the cell and simple modules which allow us to reduce modulo
p in equation (8.1).
In [Jac04, GJ11] it is proven that the matrix [SCσ (λ) : D
C
σ (ν)] is unitriangular with respect to the
ordering 6σ; thus Theorem 8.2 extends this result to arbitrary fields and strengthens the ordering
on P`n. In [Ari96, Web13b, RSVV16, Los16] it is shown that the decomposition matrix of An(σ)
is given by the Kashiwara–Lusztig canonical basis for an irreducible highest weight U(ŝle)-module
and the entries are given by certain Kazhdan–Lusztig polynomials; these can be computed using an
algorithm due to Uglov [Ugl00]. Thus Theorem 8.1 contains no new information over the complex
field. The importance of Theorem 8.1 is to extend this understanding to the decomposition matrix
of Hn(σ) over arbitrary fields. By the above discussion, this amounts to understanding our newly
defined matrices Adkσ(t). Our generalised James’ adjustment matrices are the subject of the papers
[LP, BJS].
Example 8.3. The action of the generators on the basis of ∆(2;0,1)((1), (1)) in Example 7.5 is
given as follows,
ψ1, y1, y2, e(0, 0), e(1, 1) 7→
(
0 0
0 0
)
e(0, 1) 7→
(
1 0
0 0
)
e(1, 0) 7→
(
0 0
0 1
)
and therefore this module is a direct sum of the simple modules L(0, 1) and L(1, 0). Clearly the
module ∆(2;0,1)((1), (1)) is not cyclic. The action of the generators on the basis of ∆(2;0,3)((1), (1))
in Example 7.3 is given as follows,
y1, y2, e(0, 0), e(1, 1) 7→
(
0 0
0 0
)
e(0, 1) 7→
(
1 0
0 0
)
e(1, 0) 7→
(
0 0
0 1
)
ψ1 7→
(
0 0
1 0
)
32 C. BOWMAN
and therefore this module is a non-split extension of the simple modules L(0, 1) and L(1, 0). All
the cell-modules for the weighting (2; 0, 1) are all indecomposable, whereas this is not the case for
the weighting (2; 0, 3). Hence, there is no isomorphism relating the sets of cell modules from these
two distinct weightings. Notice that the two modules have the same composition factors, but not
the same structure.
Example 8.4. The graded decomposition matrices with respect to these cellular bases are,
D(2;0,1)(t) =
L(1, 0) L(0, 1)
(∅, (12)) 1 0
((12),∅) 0 1
((1), (1)) t t
(∅, (2)) t2 0
((2),∅) 0 t2
D(2;0,3)(t) =
L(1, 0) L(0, 1)
(∅, (12)) 1 0
(∅, (2)) t 0
((1), (1)) t2 1
((12),∅) 0 t
((2),∅) 0 t2
.
We cannot obtain Dk(2;0,1)(t) by permuting the rows of D
k
(2;0,3)(t). However, letting t = 1 we find
that Dk(2;0,1)(1) can be obtained from by permuting the rows of D
k
(2;0,3)(t).
Remark 7. We now restrict to the field C. The Cherednik algebras ACn(σ) are known to be standard
Koszul and therefore their grading and radical filtrations coincide by [BGS96, Proposition 2.4.1].
It has long been wondered whether or not this property is preserved under the Schur functor, in
other words: do the radical and grading structures of Specht modules for cyclotomic Hecke algebras
coincide over C? We provide the first counterexample to this hypothesis, below.
We notice that ∆(2;0,3)((1), (1)) is a non-split extension, with simple head L(0, 1) and simple
socle L(0, 1)〈t2〉. Thus the radical structure for this module does not coincide with the grading
filtration! (As there are only two composition factors in non-adjacent grading degrees.) On the
other hand, the module ∆A
C
2 (2;0,3)((1), (1)) for the diagrammatic Cherednik algebra is uniserial
and its 3 radical layers do coincide with the grading structure; however the second radical layer is
annihilated under the Schur functor.
It would be interesting to find further counterexamples in which e 6= 2 as the Schur functor in
this case is “exceptional” in many regards; in particular it is not 0-faithful.
Question B. For the asymptotic charge σ ∈ N>1 × Z` such that σi  σi+1 for 0 6 i < ` the
Jantzen sum formula of [JM00] is a hugely helpful tool for calculating decomposition numbers. Do
there exist Jantzen sum formulae for arbitrary charges σ ∈ N>1 × Z`?
Question C. We have seen that the numerical structure (decomposition numbers) of weighted cell
modules respects the σ-dominance order. Does the homological structure of these cell modules also
respect the σ-dominance order? In other words, to what extent is cohomology preserved by the
various Schur functors?
9. Simple modules and Uglov combinatorics
In this section we complete the proof of Theorem B of the introduction. Namely, we provide
many explicit constructions of the simple modules of Hecke algebras (in terms of cellular bilinear
forms) thus lifting the many parameterisations of simples arising in Ariki’s categorification theorem
to a structural level over arbitrary fields.
Definition 9.1. Fix σ ∈ N>1 × Z`. Given λ ∈ P`n and i ∈ Z/eZ, we define the i-sequence
of λ to be the sequence of addable and removable nodes (recorded by A and R respectively) in
increasing order with respect to σ. We define the reduced i-sequence to be the sequence of the
form R,R, . . . , R,A,A, . . . , A obtained from the above by repeatedly removing all pairs of the form
(A,R). We say that the removable i-node of λ is σ-good if it corresponds to the rightmost R in
the reduced i-sequence.
Definition 9.2. Given a fixed σ ∈ N>1 × Z`, the set of Uglov `-partitions Σ`n ⊆ P`n is defined
recursively as follows. We have that ∅ ∈ Σ`n. For λ ∈P`n, we have that λ ∈ Σ`n if and only if there
exists i ∈ I and a good i-node  ∈ Remi(λ) such that λ− ∈ Σ`n.
THE MANY INTEGRAL GRADED CELLULAR BASES OF CYCLOTOMIC HECKE ALGEBRAS 33
Example 9.3. For asymptotic weightings the Uglov `-partitions defined above are better known
as the Kleshchev `-partitions. For FLOTW weightings, the set of Uglov `-partitions admit a closed
form which we will recall in Theorem 12.1; this is the only known case for which we can provide a
non-recursive definition of Σ`n.
By Ariki’s categorification theorem [Ari96], the simple modules of Hecke algebras are indexed
by the vertices of the crystal graph of an irreducible highest weight U(ŝle)-module. However,
as emphasised by Ariki in [Ari06, Introduction], this abstract categorification theorem is only of
use if we can construct these simple modules explicitly. The following theorem does this for the
first time; this result has been long awaited and extends Ariki–Mathas’s results for asymptotic
weightings [Ari01, AM00] to arbitrary weightings. In particular, we shall see in Subsection 12.2
that this gives the first closed (i.e. non-iterative) construction of the simple modules.
Theorem 9.4. Let k be an arbitrary field and let σ ∈ N>1 × Z`. The simple Hn(σ)-modules
constructed as follows
Lσ(λ) := ∆σ(λ)/rad(〈 , 〉λ)
are indexed by the set Σ`n = {Uglov `-partitions with respect to the pair σ ∈ N>1 × Z`}. Now, let
σ, σˆ ∈ N>1 × Z` be two distinct lifts of a given e-charge. There exists a bijection ∧ : Σ`n → Σˆ`n for
which
Lσ(λ) ∼= Lσˆ(λˆ).
This map ∧ is the “wall-crossing map” for which a combinatorial description is given in [JL10].
Proof. Over C, the cellular structure of Theorem 7.1 gives rise to a canonical basic set (in the
sense of [GR01]) with respect to the ordering σ (which is equivalent to the ordering s) on P`n.
Over C, the result immediately follows from Corollary 7.2 by invoking [Jac07, Main Theorem]
and the uniqueness of canonical basic sets (see also [CGG12, Section 5.8]). It remains to prove
that the result extends to arbitrary fields, by reduction modulo p (with respect to the Z-lattice of
Theorem 7.1).
Now over C, we know that rad(〈 , 〉λ) = ∆σ(λ) for any λ 6∈ Σ`n. We also know that the number
of simples of the Hecke algebra is independent of the characteristic of the field [AM00] and that all
simples (regardless of the field) are obtained as quotients of these radicals by cellularity. Therefore,
the results follows by base change (as our bases are constructible over Z).
That there exists a map ∧ : Σ`n → Σˆ`n matching-up the simples is immediate from the isomor-
phism Hkn(σ) ∼= Hkn(σˆ). Finally, the definition of the map ∧ : Σ`n → Σˆ`n is not at all obvious but it
is given in terms of Uglov multipartitions in [JL10]. 
Example 9.5. We have that the simples modules for σ = (2; 0, 1) are labelled by {((12),∅), (∅, (12))}.
Example 9.6. We have that the simple modules for σ = (2; 0, 3) are labelled by {(∅, (2)), (∅, (12))}.
To summarise: the parameterisations of simple modules given by Theorem 9.4 are precisely
those of Ariki’s categorification theorem. Thus Theorem 7.1 provides the integral cellular bases
“predicted” by Ariki’s categorification theorem. Theorem 9.4 explicitly constructs these simple
modules for the first time (in terms of radicals of cellular bilinear forms).
10. The many different filtrations of projective modules
Our many cellular bases allow us to obtain many different filtrations on any fixed projective
Hn(σ)-module. The search for these many different filtrations was initiated by Geck–Rouquier
[GR01]. In [GR01] Geck–Rouquier introduced the theory of abstract canonical basic sets and
studied the many filtrations of projective module for Hecke algebras for finite Weyl groups. Geck–
Rouquier never explicitly conjectured the existence of such filtrations/basic sets for Hecke algebras
of complex reflection groups, however the implicit question nevertheless inspired the next twenty
years of work in this field (see the antecedents section) as well as many subsequent conjectures by
Geck and other authors [BGIL10, BJ09] and much of the study of Cherednik algebras [CGG12,
GM09, BR12, BR13] and [GGOR03, Section 6]. The following theorem unifies and extends all
these results and conjectures by explicitly constructing these many distinct ∆-flags of projective
modules for arbitrary weightings and fields the first time.
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Theorem 10.1. Fix e ∈ N let s = (s1, s2, . . . , s`) ∈ (Z/eZ)` and let Ps be a fixed projective
indecomposable Hkn(s)-module. For each and every integral lift, σ ∈ N>1 × Z`, the projective
module Ps admits a filtration
0 = Mσ1 ⊂Mσ2 ⊂ · · · ⊂Mσz = Ps
such that for each 1 6 r 6 z, we have Mσr /Mσr−1 ∼= ∆σ(µ(r)) and for some µ(r) ∈ P`n and such
that µ(r) σ µ(r−1) for 1 6 r 6 z. In particular, every projective module admits many different
cell-filtrations, one for each cellular structure in Theorem A, or equivalently, one for each quasi-
hereditary cover An(σ) of Hn(s).
Proof. Fix an arbitrary integral lift σ ∈ N>1×Z`. For λ ∈P`n, let Pσ(λ) denote the corresponding
projective An(σ)-module. Then Pσ(λ) admits a cell-filtration (with respect to the cellular structure
of Theorem 6.10). Therefore EσωPσ(λ) is an indecomposable Hn(σ)-module with a filtration by
∆σ(µ) such that µ Qσ λ. Given any integral lift of our e-charge, a full set of projective Hn(s)-
modules are given by {EσωPσ(λ) | λ ∈ Σ`n} and so the result follows. 
We provide an example of how the above theorem can be used to understand the submodules
structure of projective modules (using two distinct cell-filtrations) in Example 10.2 below.
Example 10.2. The algebra H2(3; 0, 1) has two indecomposable projective modules. We picture
the full submodule structure of the projective P (1, 0) in Figure 17. We also picture the two distinct
cell-filtrations of this module for σ = (0, 1) and σ = (0, 3).
L(1, 0)
L(1, 0)L(0, 1)
L(1, 0)
∆0,3((1), (1))
∆0,3(∅, (2))
∆0,3(∅, (12))
L(1, 0)
L(1, 0)L(0, 1)
L(1, 0)
∆0,1((2),∅)
∆0,1((1), (1))
∆0,1(∅, (12))
L(1, 0)
L(1, 0)L(0, 1)
L(1, 0)
Figure 17. The projective cover of the simple module L(1, 0) and its 2 distinct
cell-filtrations. As both n and ` increase, we obtain many more distinct filtrations
on each projective module.
Question D. Does every (asymptotic) Young module (in the sense of [DJM98]) admit many
different cell-filtrations, one for each cellular structure in Theorem A? Or do we instead obtain
many different families of Young modules, one for each weighting?
11. The restriction of a cell module for the quiver Hecke algebra
For every weighting σ ∈ N>1 × Z`, we prove that the (graded) restriction of cell-module (down
the tower of Hecke algebras) has a cell-filtration. We thus complete our program of generalising
all the results from [BKW11] to arbitrary weightings. This result is to be expected, given the
2-categorical origins of our Z-bases [Web17] (where σ-diagrams arise in categorifying quantum
knot variants). This result provides the key ingredient to the construction of resolutions of unitary
modules for Cherednik algebras and algebraic varieties in [BNS].
Theorem 11.1. Let k be a commutative ring. Let λ ∈P`n and let A1σA2σ · · ·σAz denote the
removable boxes of λ, totally ordered according to the σ-dominance ordering. Then the restriction
of a cell-module has an Hn−1(σ)-module filtration
0 = ∆z+1,λσ ⊂ ∆z,λσ ⊂ · · · ⊂ ∆1,λσ = ResHn−1(σ)(∆σ(λ)) (11.1)
such that, for each 1 6 r 6 z, we have that
∆σ(λ−Ar)〈deg(Ar)〉 ∼= ∆r,λσ /∆r+1,λσ . (11.2)
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Proof. For 1 6 r 6 z, we define
∆r,λσ = R{CuTλ | u ∈ Stdσ(λ) and Shape(u↓{1,...,n−1}) Q λ−Ar}.
On the level of graded k-modules, the chain of inclusions in equation (11.1) is clear. For t ∈
Stdσ(λ − Ar), we define ϕr(t) ∈ Stdσ(λ) to be the tableau obtained by adding the box Ar with
entry n to the tableau t ∈ Stdσ(λ−Ar). Abusing notation, we define
ϕr(CtT(λ−Ar)) = c
σ
ϕr(t)Tλ
.
We assume that Ar is a box of residue i ∈ Z/eZ. It is clear that ϕr provides the required
graded k-module isomorphism of equation (11.2). It remains to verify that the chain of inclusions
and the resulting isomorphisms hold on the level of Hn−1(σ)-modules. We shall prove this by
downward induction on the ordering on the removable nodes of λ. Let α, β ∈ C `n and suppose that
α \ (α ∩ β) = α := (rα, cα,mα) and β \ (α ∩ β) = α := (rβ, cβ,mβ). Let γ ∈ C `n and Given
S ∈ SStdσ(α, β), t ∈ Stdσ(γ) we define
S
β
α(r, c,m) =
{
Iσ(r,c,m) if (r, c,m) ∈ α ∩ β
Iσ(rβ ,cβ ,mβ) if (r, c,m) = α
t(r, c,m) =
{
t(r, c,m) if (r, c,m) ∈ ν
n if (r, c,m) = α
We have that
Cϕr(t) = Ct × CTλ−Ar+(n,1,`)λ (11.3)
for t ∈ Stdσ(λ−Ar). For a ∈ Hn−1(σ) and t ∈ Stdσ(λ−Ar), it follows from Theorem 7.1 that
aCt =
∑
νQλ−Ar
s∈Stdσ(ν)
S∈SStdσ(ν,λ−Ar)
rsSCsS (11.4)
for some rsS ∈ R. By equation (11.3), we have that
ϕr(aCt) =
∑
νQλ−Ar
s∈Stdσ(ν)
S∈SStdσ(ν,λ−Ar)
rsSCsSCTν+(n,1,`)λ
(11.5)
and so it will suffice to show that if rsS 6= 0 and ν 6= λ−Ar, then
CsC
∗
SCTλ
ν+(n,1,`)
∈ ∆r+1,λσ mod Aλn (σ). (11.6)
By Proposition 6.3, a necessary condition for C∗SCTν+(n,1,`)λ
6∈ Aλn (σ) is that λ Q ν + (n, 1, `). On
the other hand, we have that ν B λ − Ar by equation (11.4). Therefore, we need only consider
terms in the sum 11.5 labelled by ν ∈P`n such that both
ν B λ−Ar and λ Q ν + (n, 1, `). (11.7)
equation (11.7) implies that λ and ν only differ by moving some number (possibly zero) of boxes of
residue res(Ar) = i ∈ Z/eZ. Again by equation (11.7), this implies that ν is obtained from λ−Ar
by removing a non-zero (since ν = λ−Ar) set of i-boxes
R = {Ai1 σ Ai2 σ · · ·σ AiS | Ar Bσ Ais for 1 6 s 6 S} ⊂ Remi(λ−Ar) (11.8)
and adding a set of i-boxes
A = {Aj1 σ Aj2 σ · · ·σ AjS | Ar Qσ Ajs σ Ais for 1 6 s 6 S} ⊆ Addi(λ−Ar) (11.9)
such that R 6= A. We let N denote the set of all ν ∈ P`n−1 \ {λ − Ar} which can be obtained
from λ − Ar in this fashion. Putting all this together it will suffices to show that if rsS 6= 0 and
S ∈ SStdσ(ν, λ−Ar) then in 11.5 and ν ∈ N , then
C∗SCTν+(n,1,`)λ
= CTλ
ν+(n,1,`)
CS ∈ ABλ (11.10)
where we have applied the involution ∗ to simplify notation. By Proposition 6.7, we have that
CTλ
ν+(n,1,`)
CS = CSCTν+Ar
ν+(n,1,`)
+
∑
D′′
D′′fD′′(y) for some D′σCSCTν+Ar
ν+(n,1,`)
and fD′′(y) ∈ Yν+(n,1,`).
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All terms on the righthand-side factor through the idempotent labelled by ν +Ar which is strictly
more dominant than λ by equation (11.7) and the result follows. 
12. An optimal cellular structure for modular representation theory?
In the case of the symmetric groups modular representation theorists have long focussed on the
subcategory of representations labelled by partitions with at most h columns for some h ∈ Z>0
over a field, k, of characteristic (possibly much) greater than h. This subcategory is highest
weight and far more amenable to study via the tools of Kazhdan–Lusztig theory (associated to
the alcove geometry of type Ah−1 ⊆ Âh−1) [AJS94, RW]. However, there is no obvious analogous
subcategory/quotient algebra of Hn(σ) in higher levels; hence almost nothing is known or even
conjectured about such Hecke algebras in positive characteristic. The purpose of this section is to
introduce a candidate for such a quotient algebra and prove Martin–Woodcock’s conjecture.
12.1. The FLOTW weighting. For the remainder of the paper σ ∈ (Z/eZ)` is a FLOTW
weighting, in other words 0 6 σi− σj < e for all 0 6 i < j < `. This particular choice of weighting
is highly symmetric and particularly well-suited to the study of modular representations of Hecke
algebras. For example for FLOTW weightings, our cellular bases admit a symmetry via rotation of
the components; this provides the key ingredient in the study of Hecke algebras of type G(`, p, n)
for p|` [HMR]. However, the main reason that this weighting is justifiably famous is that this is
the only weighting for which we have a closed form for the set of Uglov `-partitions [FLO+99]. In
other words, this is the only weighting for which we have a closed form for the labels of simple
Hn(σ)-modules (or equivalently a closed form for the labels of the vertices of the component of the
crystal graph containing the empty `-partition). We now recall this closed form:
Theorem 12.1. For σ ∈ N>1×Z` a FLOTW weighting, the complete set of non-isomorphic simple
modules {Lσ(λ) | λ ∈ Σ`n ⊆P`n} admits the following closed (non-iterative) parameterisation.
◦ A λ ∈ P`n is said to be cylindric if the following inequalities between column lengths hold:
colc(λ
(m)) > colc+σm−σm+1(λ(m+1)) for all c > 1 and 1 6 m < ` and colc(λ(m)) > colc+e+σ0−σ`−1(λ(m+1))
◦ A cylindric λ ∈ P`n is said to be FLOTW if for all c > 1, among the residues appearing at the
bottom of the length c columns of λ at least one element of Z/eZ does not appear.
For σ ∈ N>1 × Z` a FLOTW weighting, the set Σ`n is the set of all Uglov `-partitions of n.
Proof. In [GJ11, Theorem 6.3.2] it is proven that Σ`n is equal to the set of Uglov `-partitions
for σ ∈ (Z/eZ)` a FLOTW weighting. Thus putting together Theorem 12.1 and Theorem 9.4, we
obtain the first closed (i.e. non-iterative) construction of the simple modules of Hecke algebras. 
12.2. The subcategory of interest. Given h ∈ N we strengthen the condition from by assuming
that h 6 σi − σj < e for 0 6 i < j < `. Let P`n(h) ⊆ P`n denote the saturated subset consisting
of all `-partitions with at most h columns in any given component, that is,
P`n(h) = {λ = (λ(0), . . . , λ(`−1)) | λ(m)1 6 h for all 0 6 m 6 `}.
For such a σ ∈ N>1 × Z` our candidate quotient algebra is as follows:
Q`,h,n(σ) = Hn(σ)/〈e(ı) | ı ∈ (Z/eZ)n and ık+1 = ık + 1 for 1 6 k 6 h〉.
We will show in future work [BC18] that the category Q`,h,n(σ)-mod is incredibly rich and yet far
more tractable than the category Hn(σ)-mod: Under the restriction that p > h`, we shall cast
representation theoretic questions in terms of an alcove geometry of type
Ah−1 ×Ah−1 · · · ×Ah−1 ⊆ Â`h−1
and thus provide the first higher-level analogues of generic behaviour, the strong linkage principle,
and classical Kazhdan–Lusztig theory. We hence generalise work of Andersen, Jantzen, Lusztig
and many others to the case of cyclotomic Hecke algebras for the first time. In this section, we
prove that Q`,h,n(σ)-mod is a highest-weight category over arbitrary field; thus generalises results
on symmetric groups from [Erd97, Theorem 4.4] and results on the blob algebras of statistical
mechanics [MS94, MW03]. We shall then prove Martin–Woodcock’s conjecture.
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Question E. Our graded cellular bases of the algebras Q`,1,n(σ) are the key tool in the recent formu-
lation of Plaza–Libedinsky’s conjecture [LP]: This conjecture states that the category Q`,1,n(σ)-mod
is equivalent to a category of Soergel bi-modules. That Q1,h,n(σ)-mod is equivalent to a category of
Soergel bi-modules was proven in [RW]. Does there exist a category of of Soergel bi-modules Morita
equivalent Q`,1,n(σ)-mod for arbitrary h, ` ∈ N?
12.3. The representation theory of the algebras Q`,h,n(σ). With our definitions in place, we
are now ready to prove that these algebras are quasi-hereditary and provide presentations of these
algebras solely in terms of the classical KLR generators.
Theorem 12.2. For σ ∈ N>1 × Z` such that h < σi − σj < e for 0 6 i < j < `, the algebra
Q`,h,n(σ) has a presentation solely in terms of the KLR generators as follows,
Q`,h,n(σ) = Hn(σ)/〈e(ı) | ı ∈ Ih+1 and ık+1 = ık + 1 for 1 6 k 6 h〉. (12.1)
Over a field, the algebra Q`,h,n(σ) is quasi-hereditary with simple modules indexed by P`n(h).
Proof. Consider an idempotent e(ı) of the form stated in equation (12.1). We pull the right most
strand in e(ı) right wards using the non-interacting relations. If ı1 6= σm for some 1 6 m 6 `
and we pull this strand right wards until it is > n units right of the red strand σ0 and the
diagram is zero by relation (D13). Otherwise ı1 = sm for some 1 6 m 6 `, and this process
terminates when the solid σm-strand comes to rest upon reaching the vertical line with x-coordinate
(1, 1,m). In other words, once it is ever-so-slightly to the right of the red sm-strand with x-
coordinate σm −m/`. By our assumptions on σ ∈ N>1 ×Z`, we can pull the solid (sm + 1)-strand
right wards until it reaches the vertical line with x-coordinate (1, 2,m). We then repeat this
process until we have moved the right most (h + 1) solid strands as far right as possible. We let
λ = (∅, . . . ,∅, (h + 1),∅, . . . ,∅, (0h+1, 1n−1−h)) where the mth and `th are the only non-empty
components of λ. The diagram produced by the process above is equal to cσtt where ϕ(t) = T
is the tableau of shape λ and weight ω which takes T(r, 1,m) = Iσ(r,1,`) for 1 6 r 6 h + 1 and
T(r, 1, `) = Iσ(r,1,`) for h+ 1 < r 6 n; therefore e(ı) ∈ {cσst | s, t ∈ Stdσ(λ), λ 6∈P`n(h)}.
Now for the reverse containment. By construction, e(sm, sm + 1, . . . , sm + h) = e(res(γ)) for
γ = (∅, . . . ,∅, (h + 1),∅, . . . ,∅) is a 1-dimensional (simple) cell-module for Hh+1(σ) and is the
only simple/cell module in its block and so ∆σˆ((h+ 1)) = k{e(γ)} for all possible integral lifts σˆ of
s. We set Γhm = {µ = (µ(1), . . . , µ(`)) | (h+ 1) ⊆ µ(m)} and let σˆ denote an asymptotic weighting.
Applying [HM12, Proposition 4.5] on both the left and righthand sides we get that
Hn(σˆ)e(res(γ))Hn(σˆ) = k{cσˆst | s, t ∈ Stdσˆ(µ), µ ∈ Γhm}.
Finally, taking the union over the two-sided ideals generated by this set of idempotents, we obtain
the two-sided ideal
〈e(ı) | ı ∈ Ih+1 and ık+1 = ık + 1 for 1 6 k 6 h〉 = k{cσˆst | s, t ∈ Stdσˆ(µ), µ ∈P`n(h)}
as required. Thus the ideal has the correct dimension and the reverse containment holds. Finally,
Theorem 12.1 implies that any λ ∈P`n(h) belongs to the subset Σ`n ⊆P`n of Definition 9.2. 
Corollary 12.3. The algebra Q`,1,n(σ) is isomorphic to the generalised blob algebra of [MW03].
Proof. We have seen that Q`,1,n(σ) is the quotient of Hn(σ) by the two-sided ideal generated by∑
06m<` e(sm, sm + 1). Each idempotent e(sm, sm + 1) in this sum spans a 1-dimensional simple
H2(σ)-module labelled by the `-partition (∅, . . . ,∅, (2),∅, . . . ,∅). The result follows. 
Corollary 12.4. The algebra Q1,h,n(σ) is isomorphic to the generalised Temperley–Lieb algebra of
[Ha¨r99, Erd97] and is Morita equivalent to the Ringel dual of the q-Schur algebra of GLh (acting
on n-fold q-tensor space).
Proof. We have seen that Q1,h,n(σ) is the quotient of Hn(σ) by the two-sided ideal generated by
e(sm, sm + 1, . . . , sm + h) which labels the trivial representation of Hh+1(0). The result follows by
[Ha¨r99, Theorem 4]. 
The following result was conjectured by Martin and Woodcock in [MW03].
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Theorem 12.5. Let σ ∈ N>1×Z` be such that 1 < si−sj < e for 0 6 i < j 6 `. The decomposition
matrix of Q`,1,n(σ) appears as a square submatrix of the decomposition matrix of Hn(σ). Over the
complex numbers, we have that
dσλµ(t) = nλµ(t)
for λ, µ ∈ P`n(1) where nλµ(t) is equal to a non-parabolic affine Kazhdan–Lusztig polynomial of
type Â`−1. The action of the affine Weyl group on P`n(1) is given as in [BCS17, Section 3].
Proof. That the decomposition matrix is square follows from quasi-heredity, Theorem 12.2. The
algebra Q`,1,n(σ) is defined as a quotient of Hn(σ) by a cell-ideal in Subsection 12.2; therefore
the decomposition matrix of Q`,1,n(σ) appears as the submatrix of that of Hn(σ) labelled by
pairs of 1-column `-partitions. By Theorem 8.1, the decomposition matrix of Hn(σ) appears as a
submatrix of that of An(σ). The entries of this submatrix of the decomposition matrix of An(σ)
were calculated in [BCS17, Theorem 3.16]. 
13. Comparing the many Kazhdan–Lusztig and graded cellular bases
For every weighting in types A and B (i.e. G(`, 1, n) for ` = 1 or 2) these exists a Kazhdan–
Lusztig basis for the group and the associated Hecke algebra, which we discuss below. Even though
there is no Kazhdan–Lusztig basis for ` > 2, Lusztig’s a-function provides a partial ordering on
P`n which has long been believed to be of structural importance. In [Gec07b, Gec98, GJ11] it is
shown that over C, the decomposition matrices of Hecke algebras are uni-triangular with respect
to this ordering. Theorem A generalises these results to arbitrary fields.
For type A, the Kazhdan–Lusztig basis is cellular. For type B, the RSK correspondence for
left/right Kazhdan–Lusztig cells fails, or put another way the cells are no longer generically simple
and instead the cells divides into “Lusztig families” [Lus84], or put yet another way the Kazhdan–
Lusztig bases do not give us a handle on simple Hn(σ)-modules and do not allow us to deduce
unitriangularity of decomposition matrices [Gec98]. This is because the axioms of Kazhdan–
Lusztig bases do not share the strong multiplicative properties in the definition of cellular algebras.
Therefore even though Kazhdan–Lustig bases are of huge interest (for example these “Lusztig
families” appear in finite groups of Lie type [Lus84, Spa83] and in the Springer correspondence
[Gec12]) they do not directly control the representation theory of the Hecke algebra of type B. This
was remedied by Meinolf Geck who has shown that the Kazhdan–Lusztig bases can be refined (via
calculations in Lusztig’s asymptotic algebra) to provide bonafide cellular bases [Gec07a]. Over C,
Geck’s refined cellular bases have strong connections with Cherednik algebras [CGG12, Section 4].
Conjecture 13.1. Fix σ = (e;σ0, σ1) ∈ N>1 × Z2. The cellular Kazhdan–Lusztig-type basis of
[Gec07a, Theorem 1.1] differs from our graded cellular Murphy-type basis of Theorem A only by
multiplication by a change of basis matrix which is unitriangular with respect to the order σ.
We have already reconciled Lusztig’s aσ-ordering with our σ-dominance ordering in Section 1;
thus support for our conjecture is provided by ours and Geck’s results on uni-triangularity of
decomposition numbers. In type A, the analogue of our conjecture is verified in [Gec06] for the
ungraded case (and [HM10, Section 5] for the graded case).
The search for cellular bases (or at least their shadows: canonical basic sets) for Hecke algebras
has been a topic of intense research since [Lus83, GR97, GR01]. All results to-date have restricted
to (i) ` = 1 or 2 [Gec98, Gec07b, Gec07a] (ii) ` arbitrary but k = C [CJ11, CJ12, CJ16, CGG12,
GJ11, GJ06, GM09, Jac04, Jac05, Jac07, Jac11] (iii) ` arbitrary but only asymptotic weightings
[HM10]. In [Gec07b] it is shown that it is impossible to construct a cellular basis on the Hecke
algebra of type G2 unless the “bad primes” 2 and 3 are invertible. The geometrically defined
Kazhdan–Lusztig bases do not generalise to complex reflection groups but Conjecture 13.1, if
true, states that the geometric cellular bases (when they exist) are equivalent to ours. Thus our
Theorem A completely generalises [Gec07a, Theorem 1.1] to reflection groups of type G(`, 1, n).
For type G(`, d, n) for d > 1 there is a unique weighting and the unique cellular basis is constructed
in [HMR] using our bases of Theorem A and Clifford theory. Thus for all weightings, we now have
an integral cellular basis on the Hecke algebra, a unitriangular order on the decomposition matrix,
and an explicit construction of the simple modules.
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