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DEFORMATIONS OF SYMPLECTIC COHOMOLOGY
AND EXACT LAGRANGIANS IN ALE SPACES
ALEXANDER F. RITTER
Abstract. ALE spaces are the simply connected hyperka¨hler manifolds which
at infinity look like C2/G, for any finite subgroup G ⊂ SL2(C). We prove that
all exact Lagrangians inside ALE spaces must be spheres. The proof relies on
showing the vanishing of a twisted version of symplectic cohomology.
This application is a consequence of a general deformation technique. We
construct the symplectic cohomology for non-exact symplectic manifolds, and
we prove that if the non-exact symplectic form is sufficiently close to an exact
one then the symplectic cohomology coincides with an appropriately twisted
version of the symplectic cohomology for the exact form.
1. Introduction
An ALE hyperka¨hler manifoldM is a non-compact simply-connected hyperka¨hler
4−manifold which asymptotically looks like the standard Euclidean quotient C2/Γ
by a finite subgroup Γ ⊂ SU(2). These spaces can be explicitly described and
classified by a hyperka¨hler quotient construction due to Kronheimer [8].
ALE spaces have been studied in a variety of contexts. In theoretical physics
they arise as gravitational instantons in the work of Gibbons and Hawking. In sin-
gularity theory they arise as the minimal resolution of the simple singularity C2/Γ.
In symplectic geometry they arise as plumbings of cotangent bundles T ∗CP 1 ac-
cording to ADE Dynkin diagrams:
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Recall that the finite subgroups Γ ⊂ SU(2) are the preimages under the double
cover SU(2) → SO(3) of the cyclic group Zn, the dihedral group D2n, or one of
the groups T12, O24, I60 of rigid motions of the Platonic solids. These choices of
Γ will make C2/Γ respectively a singularity of type An−1, Dn+2, E6, E7, E8. The
singularity is described as follows. The Γ−invariant complex polynomials in two
variables are generated by three polynomials x, y, z which satisfy precisely one poly-
nomial relation f(x, y, z) = 0. The hypersurface {f = 0} ⊂ C3 has precisely one
singularity at the origin. The minimal resolution of this singularity over the singu-
lar point 0 is a connected union of copies of CP 1 with self-intersection −2, which
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intersect each other transversely according to the corresponding ADE Dynkin di-
agram. Each vertex of the diagram corresponds to a CP 1 and an edge between Ci
and Cj means that Ci ·Cj = 1. We suggest Slodowy [14] or Arnol’d [1] for a survey
of this construction.
In the symplectic world these spaces can be described as the plumbing of copies
of T ∗CP 1 according to ADE Dynkin diagrams. Each vertex of the Dynkin diagram
corresponds to a disc cotangent bundle DT ∗CP 1 and each edge of the Dynkin
diagram corresponds to identifying the fibre directions of one bundle with the base
directions of the other bundle over a small patch, and vice-versa. The boundary can
be arranged to be a standard contact S3/Γ, and along this boundary we attach an
infinite symplectic cone S3/Γ× [1,∞) to form M as an exact symplectic manifold.
Any hyperka¨hler manifold comes with three canonical symplectic forms ωI , ωJ , ωK
which give rise to an S2−worth of symplectic forms: ωu = uIωI + uJωJ + uKωK ,
where u = (uI , uJ , uK) ∈ S
2 ⊂ R3.
An ALE space is an exact symplectic manifold with respect to ωJ , ωK or any
non-zero combination uJωJ + uKωK . Let dθ be one of these forms. The copies of
CP 1 described above are exact Lagrangian submanifolds with respect to dθ, and
a neighbourhood of this chain of CP 1’s is symplectomorphic to the plumbing of
T ∗CP 1’s by Weinstein’s Lagrangian neighbourhood theorem. The ALE space is
not exact for ωu if uI 6= 0, in which case the CP
1’s are symplectic submanifolds.
Question. What are the exact Lagrangian submanifolds inside an ALE space?
Recall that a submanifold j : Ln →֒ M2n inside an exact symplectic manifold
(M,dθ) is called exact Lagrangian if j∗θ is exact.
For example, the A1−plumbing isM = T
∗S2 and the graph of any exact 1−form
on S2 is an exact Lagrangian sphere in T ∗S2. Viterbo [16] proved that there are no
exact tori in T ∗S2. For homological reasons, the only orientable exact Lagrangians
in T ∗S2 are spheres, and we proved in [10] that L cannot be unorientable. Moreover,
for exact spheres L ⊂ T ∗S2, it is known that L is isotopic to the zero section
(Eliashberg-Polterovich [2]), indeed it is Hamiltonian isotopic (Hind [4]). Thus the
only exact Lagrangians in T ∗S2 are spheres isotopic to the zero section.
Theorem. The only exact Lagrangians inside the ALE space (M,dθ) are spheres,
in particular there are no unorientable exact Lagrangians. For example, this holds
for the plumbing of copies of T ∗CP 1 as prescribed by an ADE Dynkin diagram.
We approach this problem via symplectic cohomology, which is an invariant of
symplectic manifolds with contact type boundary. It is constructed as a direct
limit of Floer cohomology groups for Hamiltonians which become steep near the
boundary. Symplectic cohomology can be thought of as an obstruction to the
existence of exact Lagrangians in the following sense.
Viterbo [15] proved that an exact j : L →֒ (M,dθ) yields a commutative diagram
Hn−∗(LL) ∼= SH
∗(T ∗L, dθ)
OO
c∗
?
ooSH
∗(j)
SH∗(M,dθ)
OO
c∗
Hn−∗(L) ∼= H
∗(L) oo
j∗
H∗(M)
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where LL = C∞(S1, L) is the space of free loops in L and the left vertical map
is induced by the inclusion of constants c : L → LL. The element c∗(j
∗1) cannot
vanish, and thus the vanishing of SH∗(M,dθ) would contradict the existence of L.
It is possible to describe the ALE space (M,ωu) as a symplectic manifold with
contact type boundary with a semi-infinite collar attached along the boundary, so
that SH∗(M,ωu) is well-defined. The symplectic cohomology SH
∗(M,dθ) is never
zero, indeed it contains a copy of the ordinary cohomology H∗(M) →֒ SH∗(M,dθ).
However, we will show that if we make a generic infinitesimal perturbation of the
closed form dθ, then the symplectic cohomology will vanish. From this it will be
easy to deduce that the only exact Lagrangians L ⊂M must be spheres.
We constructed the infinitesimally perturbed symplectic cohomology in [10] as
follows. For any α ∈ H1(L0N), we constructed the associated Novikov homology
theory for SH∗(M,dθ). This involves introducing a local system of coefficients Λα
taking values in the ring of formal Laurent series Λ = Z((t)). Let’s denote this
twisted symplectic cohomology by SH∗(M,dθ; Λα).
We proved that the above functoriality diagram holds in this context – with
the understanding that for unorientable L we use Z2 = Z/2Z coefficients and the
Novikov ring Z2((t)) instead.
Consider a transgressed form α = τβ, where τ : H2(M) → H1(LM) is the
transgression. The functoriality diagram simplifies to
Hn−∗(LL; Λτj∗β)OO
c∗
oo SH
∗(j)
SH∗(M,dθ; Λτβ)OO
c∗
Hn−∗(L)⊗ Λ ∼= H
∗(L)⊗ Λ oo
j∗
H∗(M)⊗ Λ
For surfaces L which aren’t spheres the transgression vanishes, so H∗(LL; Λτj∗β)
simplifies to H∗(LL) ⊗ Λ and the left vertical arrow c∗ becomes injective. Thus
c∗(j
∗1) cannot vanish, which contradicts the commutativity of the diagram if we
can show that SH∗(M,dθ; Λτβ) = 0 for some β.
Theorem. Let M be an ALE space. Then for generic β,
SH∗(M,dθ; Λτβ) = 0.
It turns out that there is a way to prove that the non-exact symplectic coho-
mology SH∗(M,ω) vanishes for a generic form ω. So to prove the above vanishing
result, we need to relate the twisted symplectic cohomology to the non-exact sym-
plectic cohomology. We will prove the following general result.
Theorem. Let (M,dθ) be an exact symplectic manifold with contact type boundary
and let β be a closed two-form compactly supported in the interior of M . Then, at
least for ‖β‖ < 1, there is an isomorphism
SH∗(M,dθ + β)→ SH∗(M,dθ; Λτβ).
For our ALE space M , we actually show that this result applies to a large non-
compact deformation from dθ to the non-exact symplectic form ωI which has a lot of
symmetry. This symmetry will be the key to proving the vanishing of SH∗(M,ωI)
and therefore the vanishing of SH∗(M,dθ; ΛτωI ) = 0, which concludes the proof of
the non-existence of exact Lagrangians which aren’t spheres.
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The key to the vanishing of SH∗(M,ωI) is the existence of a global Hamilton-
ian S1−action, which at infinity looks like the action (a, b) 7→ (e2piita, e2piitb) on
C2/Γ. We will show that the grading of the 1−periodic orbits grows to negative
infinity when we accelerate this Hamiltonian S1−action, and this will imply that
SH∗(M,ωI) = 0 because a generator would have to have arbitrarily negative grad-
ing. This concludes the argument.
The hyperka¨hler construction of M depends on certain parameters, and the
cohomology class of ωI varies linearly with these parameters. Indeed, it turns out
that the form ωI can be chosen to represent a generic class in H
2(M ;R).
Theorem. Let M be an ALE space. Given a generic class in H2(M ;R), it is
possible to choose a symplectic form on M representing this class such that
SH∗(M,ω) = 0.
The outline of the paper is as follows. In section 2 we recall the basic terminol-
ogy of symplectic manifolds with contact type boundary and we define the moduli
spaces used to define symplectic cohomology. In section 3 we construct the sym-
plectic cohomology SH∗(M,ω) for a (possibly non-exact) symplectic form ω, in
particular in 3.1 we define the underlying Novikov ring Λ that we use through-
out. In section 4 we define the twisted symplectic cohomology SH∗(M,dθ; Λα), in
particular the Novikov bundle Λα is defined in 4.2 and the functoriality property
is described in 4.7. In section 5 we define the grading on symplectic cohomology,
which is a Z−grading if c1(M) = 0. In section 6 we prove the deformation theorem
which relates the twisted symplectic cohomology to the non-exact symplectic coho-
mology. In section 7 we recall Kronheimer’s hyperka¨hler quotient construction of
ALE spaces, and we describe the details of the proof outlined above.
Acknowledgements: I would like to thank Paul Seidel for suggesting this project.
2. Symplectic manifolds with contact boundary
2.1. Symplectic manifolds with contact type boundary. Let (M2n, ω) be a
compact symplectic manifold with boundary. The contact type boundary condition
requires that there is a Liouville vector field Z defined near the boundary ∂M which
is strictly outwards pointing along ∂M . The Liouville condition is that near the
boundary ω = dθ, where θ = iZω. This definition is equivalent to requiring that
α = θ|∂M is a contact form on ∂M , that is dα = ω|∂M and α ∧ (dα)
n−1 > 0 with
respect to the boundary orientation on ∂M .
The Liouville flow of Z is defined for small negative times r, and it parametrizes
a collar (−ǫ, 0]× ∂M of ∂M inside M . So we may glue an infinite symplectic cone
([0,∞)× ∂M, d(erα)) onto M along ∂M , so that Z extends to Z = ∂r on the cone.
This defines the completion M̂ of M ,
M̂ =M ∪∂M [0,∞)× ∂M.
We call (−ǫ,∞)× ∂M the collar of M̂ . We extend θ and ω to the entire collar by
θ = erα and ω = dθ.
Let J be an ω−compatible almost complex structure on M̂ and denote by g =
ω(·, J ·) the J−invariant metric. We always assume that J is of contact type on
the collar, that is J∗θ = erdr or equivalently J∂r = R where R is the Reeb vector
field. This implies that J restricts to an almost complex structure on the contact
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distribution kerα. We will only need the contact type condition for J to hold for
er ≫ 0 so that a certain maximum principle applies there.
From now on, we make the change of coordinates R = er on the collar so that,
redefining ǫ, the collar will be parametrized as the tubular neighbourhood (ǫ,∞)×
∂M of ∂M in M̂ , so that the contact hypersurface ∂M corresponds to {R = 1}.
In the exact setup, that is when ω = dθ on all of M , we call (M,dθ) a Liouville
domain. In this case Z is defined on all of M̂ by iZω = θ, and M̂ is the union of
the infinite symplectic collar ((−∞,∞)× ∂M, d(Rα)) and the zero set of Z.
2.2. Reeb and Hamiltonian dynamics. The Reeb vector field R ∈ C∞(T∂M)
on ∂M is defined by iRdα = 0 and α(R) = 1. The periods of the Reeb vector field
form a countable closed subset of [0,∞), provided we choose α generically.
For H ∈ C∞(M̂,R) we define the Hamiltonian vector field XH by
ω(·, XH) = dH.
If inside M the Hamiltonian H is a C2-small generic perturbation of a constant,
then the 1-periodic orbits of XH inside M are constants corresponding precisely to
the critical points of H .
Suppose H = h(R) depends only on R = er on the collar. Then XH = h
′(R)R.
It follows that every non-constant 1-periodic orbit x(t) of XH which intersects the
collar must lie in {R} × ∂M for some R and must correspond to a Reeb orbit
z(t) = x(t/T ) : [0, T ] → ∂M with period T = h′(R). Since the Reeb periods are
countable, if we choose h to have a generic constant slope h′(R) for R ≫ 0 then
there will be no 1-periodic orbits of XH outside of a compact set of M̂ .
2.3. Action 1-form. Let LM̂ = C∞(S1, M̂) be the space of free loops in M̂ .
Suppose for a moment that ω = dθ were exact on all of M̂ , then one could define
the H−perturbed action functional for x ∈ LM̂ by
AH(x) = −
∫
x∗θ +
∫ 1
0
H(x(t)) dt.
If H = h(R) on the collar then this reduces to AH(x) = −Rh
′(R) + h(R) where x
is a 1-periodic orbit of XH in {R}× ∂M . The differential of AH at x ∈ LM̂ in the
direction ξ ∈ TxLM̂ = C
∞(S1, x∗TM̂) is
dAH · ξ = −
∫ 1
0
ω(ξ, x˙−XH) dt.
In the case when ω is not exact on all of M̂ , AH is no longer well-defined, however
the formula for dAH still gives a well-defined 1−form on LM̂ . The zeros x of dAH
are precisely the 1-periodic Hamiltonian orbits x˙(t) = XH(x(t)).
It also meaningful to say how AH varies along a smooth path u in LM̂ by defining
∂sAH(u) = dAH · ∂su,
but the total variation
∫
∂sAH(u) ds will depend on u, not just on the ends of u.
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2.4. Floer’s equation. With respect to the L2−metric
∫ 1
0 g(·, ·) dt the gradient
corresponding to dAH is ∇AH = J(x˙ −XH). For u : R × S
1 → M , the negative
L2−gradient flow equation ∂su = −∇AH(u) in the coordinates (s, t) ∈ R× S
1 is
∂su+ J(∂tu−XH) = 0 (Floer’s equation).
Let M′(x−, x+) denote the moduli space of solutions u to Floer’s equation, which
at the ends converge uniformly in t to the 1-periodic orbits x±:
lim
s→±∞
u(s, t) = x±(t).
These solutions u occur in R−families because we may reparametrize the R coordi-
nate by adding a constant. Denote the quotient by M(x−, x+) = M
′(x−, x+)/R.
To emphasize the context, we may also write MH(x−, x+) or M(x−, x+;ω).
The action AH decreases along u since
∂s(AH(u)) = dAH · ∂su = −
∫ 1
0
ω(∂su, ∂tu−XH) dt = −
∫ 1
0
|∂su|
2
g dt ≤ 0.
If ω is exact onM , the action decreases by AH(x−)−AH(x+) independently of the
choice of u ∈M(x−, x+).
2.5. Energy. For a Floer solution u the energy is defined as
E(u) =
∫
|∂su|
2 ds ∧ dt =
∫
ω(∂su, ∂tu−XH) ds ∧ dt
=
∫
u∗ω +
∫
H(x−) dt−
∫
H(x+) dt.
If ω is exact on M then for u ∈ M(x−, x+) there is an a priori energy estimate,
E(u) = AH(x−)−AH(x+).
2.6. Transversality and compactness. Standard Floer theory methods can be
applied to show that for a generic time-dependent perturbation (Ht, Jt) of (H, J)
there are only finitely many 1−periodic Hamiltonian orbits and the moduli spaces
M(x−, x+) are smooth manifolds. We write Mk(x−, x+) = M
′
k+1(x−, x+)/R for
the k-dimensional part of M(x−, x+).
As explained in detail in Viterbo [15] and Seidel [13], there is a maximum prin-
ciple which prevents Floer trajectories u ∈M(x−, x+) from escaping to infinity.
Lemma 1 (Maximum principle). If on the collar H = h(R) and J is of contact
type, then for any local Floer solution u : Ω → [1,∞) × ∂M defined on a compact
Ω ⊂ R × S1, the maxima of R ◦ u are attained on ∂Ω. If Hs = hs(R) and J = Js
depend on s, the result continues to hold provided that ∂sh
′
s ≤ 0. In particular,
Floer solutions of ∂su + J(∂tu −XH) = 0 or ∂su + Js(∂tu −XHs) = 0 converging
to x± at the ends are entirely contained in the region R ≤ maxR(x±).
Proof. On the collar u(s, t) = (R(s, t),m(s, t)) ∈ [1,∞)× ∂M and we can orthogo-
nally decompose
T ([1,∞)× ∂M) = R∂r ⊕ RR⊕ ξ
where ξ = kerα is the contact distribution. By the contact type condition, J∂r = R,
JR = −∂r and J restricts to an endomorphism of ξ. Since XH = h
′(R)R, Floer’s
equation in the first two summands R∂r ⊕ RR after rescaling by R is
∂sR− θ(∂tu) +Rh
′ = 0 ∂tR+ θ(∂su) = 0.
Adding ∂s of the first and ∂t of the second equation, yields ∂
2
sR + ∂
2
tR +R∂sh
′ =
|∂su|
2. So LR ≥ 0 for the elliptic operator L = ∂2s+∂
2
t +Rh
′′(R)∂s, thus a standard
result in PDE theory [3, Theorem 6.4.4] ensures the maximum principle for R ◦ u.
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If hs depends on s and ∂sh
′
s ≤ 0, then we get LR = |∂su|
2 − R(∂sh
′
s)(R) ≥ 0
which guarantees the maximum principle for R. 
u′
x
u′′
y′′
u′′
u
y
u′2 2
11
y′
n
Figure 1. The x, y′, y′′, y are 1-periodic orbits of XH , the lines
are Floer solutions in M . The un ∈ M1(x, y) are converging to
the broken trajectory (u′1, u
′
2) ∈M0(x, y
′)×M0(y
′, y).
If ω were exact onM , then the a priori energy estimate forM(x−, x+) described
in 2.5 together with the maximum principle would ensure that the moduli spaces
M(x−, x+) have compactifications M(x−, x+) whose boundaries are defined in
terms of broken Floer trajectories (Figure 1). In the proof of compactness, the
exactness of ω excludes the possibility of bubbling-off of J−holomorphic spheres.
In the non-exact case if we assume that no bubbling-off of J-holomorphic spheres
occurs, then the same techniques guarantee that, for any K ∈ R, the moduli space
M(x−, x+;K) = {u ∈M(x−, x+) : E(u) ≤ K}
of bounded energy solutions has a compactification by broken trajectories.
Assumptions. We assume henceforth that no bubbling occurs. If c1(M) = 0
this will hold by Hofer-Salamon [7], as in our applications. To keep the notation
under control we continue to write (H, J) although one should use perturbed (Ht, Jt).
3. Symplectic cohomology
3.1. Novikov symplectic chain complex. Let Λ denote the Novikov ring,
Λ =

∞∑
j=0
njt
aj : nj ∈ Z, aj ∈ R, lim
j→∞
aj =∞
 .
In [10] we allowed only integer values of aj because we were always using integral
forms. In that setup Λ was just the ring of formal integral Laurent series. In the
present paper the aj will arise from integrating real forms so we use real aj .
For an abelian group G the Novikov completion G((t)) is the Λ−module of formal
sums
∑∞
j=0 gjt
aj where gj ∈ G and the real numbers aj →∞.
Let H ∈ C∞(M̂,R) be a Hamiltonian which on the collar is of the form H =
h(R), where h is linear at infinity. Define CF ∗ to be the abelian group freely
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generated by 1-periodic orbits of XH ,
CF ∗(H) =
⊕{
Zx : x ∈ LM̂, x˙(t) = XH(x(t))
}
.
It is always understood that we first make a generic C2−small time-perturbation
Ht ofH , so that there are only finitely many 1−periodic orbits of XHt and therefore
CF ∗(H) is finitely generated.
The symplectic chain complex SC∗(H) is the Novikov completion of CF ∗(H):
SC∗ = CF ∗((t)) =
{∑∞
j=0 cjt
aj : cj ∈ CF
∗, lim aj =∞
}
=
{∑N
0 λiyi : λi ∈ Λ, N ∈ N, yi is a 1–periodic orbit of XH
}
.
The differential δ is defined by
δ
(
N∑
i=0
λiyi
)
=
N∑
i=0
∑
u∈M0(x,yi)
ǫ(u) tE(u)λix
whereM0(x, yi) is the 0−dimensional component of the Floer trajectories connect-
ing x to yi, and ǫ(u) are signs depending on orientations. The sum is well-defined
because there are only finitely many generators x, and below any energy bound
E(u) ≤ K the moduli spaceM0(x, yi) is compact and therefore finite.
Lemma 2. SC∗(H) is a chain complex, i.e. δ ◦ δ = 0. We denote the cohomology
of (SC∗(H), δ) by SH∗(H).
Proof. This involves a standard argument (see Salamon [11]). Observe Figure 1.
The 1−dimensional moduli space M1(x, y) has a compactification, such that the
boundary consists of pairs of Floer trajectories joined at one end. Observe that E(·)
is additive with respect to concatenation and E(u) is invariant under homotoping
u relative ends. Therefore, in Figure 1, E(u′1) + E(u
′
2) = E(u
′′
1) + E(u
′′
2). Since
ǫ(u′1)ǫ(u
′
2) = −ǫ(u
′′
1)ǫ(u
′′
2), we deduce
ǫ(u′1) t
E(u′1) ǫ(u′2) t
E(u′2) = −ǫ(u′′1) t
E(u′′1 ) ǫ(u′′2) t
E(u′′2 ).
Thus the broken trajectories contribute opposite Λ−multiples of x to δ(δy) for each
connected component of M1(x, y). Hence, summing over x, y
′,
δ(δy) =
∑
(u′
1
,u′
2
)∈M0(x,y′)×M0(y′,y)
ǫ(u′1) t
E(u′1) ǫ(u′2) t
E(u′2) x = 0. 
3.2. Continuation Maps. Under suitable conditions on two Hamiltonians H±, it
is possible to define a continuation homomorphism
ϕ : SC∗(H+)→ SC
∗(H−).
This involves counting parametrized Floer trajectories, the solutions of
∂sv + Js(∂tv −XHs) = 0.
Here Js are ω−compatible almost complex structures of contact type and Hs is a
homotopy from H− to H+, such that (Hs, Js) = (H−, J−) for s≪ 0 and (Hs, Js) =
(H+, J+) for s≫ 0. The conditions on Hs will be described in Theorem 3.
If x and y are respectively 1-periodic orbits of XH− and XH+ , then let M(x, y)
be the moduli space of such solutions v which converge to x and y at the ends.
This time there is no freedom to reparametrize v in the s−variable.
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The continuation map ϕ on a generator y ∈ Zeros(dAH+) is defined by
ϕ(y) =
∑
v∈M0(x,y)
ǫ(v) tE0(v) x
whereM0(x, y) is the 0−dimensional part of M(x, y), ǫ(v) ∈ {±1} are orientation
signs and the power of t in the above sum is
E0(v) = −
∫∞
−∞
∂sAHs(v) ds
=
∫
|∂sv|
2
gs ds ∧ dt−
∫
(∂sHs)(v) ds ∧ dt
=
∫
v∗(ω − dK ∧ dt),
where K(s,m) = Hs(m). The last expression shows that E0(v) is invariant under
homotoping v relative ends.
3.3. Energy of parametrized Floer trajectories. Let Hs be a homotopy of
Hamiltonians. For an Hs−Floer trajectory the above weight E0(v) will be positive
if Hs is monotone decreasing, ∂sHs ≤ 0. The energy is
E(v) = E0(v) +
∫
(∂sHs)(v) ds ∧ dt.
If ∂sHs ≤ 0 outside of a compact subset of M̂ , then a bound on E0(v) imposes a
bound on E(v). Note that E(v) is not invariant under homotoping v relative ends.
3.4. Properties of continuation maps.
Theorem 3 (Monotone homotopies). Let Hs be a homotopy between H± such that
(1) on the collar Hs = hs(R) for large R;
(2) ∂sh
′
s ≤ 0 for R ≥ R∞, some R∞;
(3) hs is linear for R ≥ R∞ (the slope may be a Reeb period, but not for h±).
Then, after a generic C2-small time-dependent perturbation of (Hs, Js),
(1) all parametrized Floer trajectories lie in the compact subset
C =M ∪ {R ≤ R∞} ⊂ M̂ ;
(2) M(x; y) is a smooth manifold;
(3) M(x, y;K) = {v ∈ M(x, y) : E0(v) ≤ K} has a smooth compactification
by broken trajectories, for any constant K ∈ R;
(4) the continuation map ϕ : SC∗(H+)→ SC
∗(H−) is well-defined;
(5) ϕ is a chain map.
Proof. (1) is a consequence of the maximum principle, Lemma 1, and (2) is a
standard transversality result. Let
BC = max
x∈C
{∂sHs(x), 0}.
Suppose Hs varies in s precisely for s ∈ [s0, s1]. Since all v ∈ M(x, y;K) lie in
C,
∫
∂sHs(v) ds ∧ dt ≤ (s1 − s0)BC , so there is an a priori energy bound
E(v) ≤ K + (s1 − s0)BC .
From this the compactness of M(x, y;K) follows by standard methods.
The continuation map ϕ involves a factor of tE0(v). The lower bound E0(v) ≥
E(v) − (s1 − s0)BC guarantees that as the energy E(v) increases also the powers
tE0(v) increase, which proves (4).
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Showing that ϕ is a chain map is a standard argument which involves investi-
gating the boundaries of broken trajectories of the 1−dimensional moduli spaces
M1(x, y;K). A sequence vn in some 1−dimensional component ofM1(x, y;K) will
converge (after reparametrization) to a concatenation of two trajectories u+#v or
v#u−, where u+ ∈ M
H+
0 (x, x
′), v ∈ M0(x
′, y), or respectively v ∈ M0(x, y
′),
u− ∈ M
H−
0 (y
′, y). Such solutions get counted with the same weight
E0(vn) = E0(u
+#v) = E0(v#u
−)
because E0 is invariant under homotopies which fix the ends, and vn, u
+#v, v#u−
are homotopic since they belong to the compactification of the same 1−dimensional
component of M1(x, y). Therefore, ∂H− ◦ ϕ = ϕ ◦ ∂H+ as required. 
3.5. Chain homotopies.
Theorem 4.
(1) Given monotone homotopies Hs, Ks from H− to H+, there is a chain
homotopy Y : SC∗(H+) → SC
∗(H−) between the respective continuation
maps: ϕ− ψ = ∂H−Y + Y ∂H+ ;
(2) the chain map ϕ defines a map on cohomology,
[ϕ] : SH∗(H+)→ SH
∗(H−),
which is independent of the choice of the homotopy Hs;
(3) the composite of the maps induced by homotoping H− to K and K to H+,
SC∗(H+)→ SC
∗(K)→ SC∗(H−),
is chain homotopic to ϕ and equals [ϕ] on SH∗(H+);
(4) the constant homotopy Hs = H induces the identity on SC
∗(H);
(5) if H± have the same slope at infinity, then [ϕ] is an isomorphism.
Proof. Let (Hs,λ)0≤λ≤1 be a linear interpolation of Hs and Ks, so that Hs,λ is
a monotone Hamiltonian for each λ. Consider the moduli spaces M(x, y, λ) of
parametrized Floer solutions for Hs,λ. Let Y be the oriented count of the pairs
(λ, v), counted with weight tE0(v), where 0 < λ < 1 and v is in a component of
M(x, y, λ) of virtual dimension −1 (generically M−1(x, y, λ) is empty, but in the
family ∪λM−1(x, y, λ) such isolated solutions (λ, v) can arise).
Consider a sequence (λn, vn) inside a 1−dimensional component of ∪λM(x, y, λ),
such that λn → λ. If λ = 0 or 1, then the limit of the vn can break by giving rise to
an Hs or Ks Floer trajectory, and this breaking is counted by ϕ− ψ. If 0 < λ < 1,
then the vn can break by giving rise to u
−#v or v#u+, where u± are H±−Floer
trajectories and the v are as in the definition of Y . This type of breaking is therefore
counted by ∂H−Y + Y ∂H+ .
Both sides of the relation ϕ−ψ = ∂H−Y +Y ∂H+ will count a (broken) trajectory
with the same weight because E0(·) is a homotopy invariant relative ends and the
broken trajectories are all homotopic, since they arise as the boundary of the same
1−dimensional component of ∪λM(x, y, λ).
Claims (2) and (3) are standard consequences of (1) (see Salamon [11]). Claim
(4) is a consequence of the fact that any non-constant Floer trajectory for Hs = H
would come in a 1−dimensional family of solutions, due to the translational freedom
in s. Claim (5) follows from (3) and (4): we can choose Hs to have constant slope
for large R, therefore H−s is also a monotone homotopy, and the composite of the
chain maps induced by Hs and H−s is chain homotopic to the identity. 
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3.6. Hamiltonians linear at infinity. Consider Hamiltonians Hm which equal
hm(R) = mR+ C
for R ≫ 0, where the slope m > 0 is not the period of any Reeb orbit. Up to
isomorphism, SH∗(H) is independent of the choice of C by Theorem 4.
For m+ < m−, a monotone homotopy Hs defines a continuation map
φm+m− : SC∗(Hm+)→ SC∗(Hm−),
for example the homotopy hs(R) = msR+ Cs for R≫ 0, with ∂sms ≤ 0.
By Theorem 4 the continuation map [φm+m− ] : SH∗(Hm+) → SH∗(Hm−) on
cohomology does not depend on the choice of homotopy hs. Moreover, such con-
tinuation maps compose well: φm2m3 ◦ φm1m2 is chain homotopic to φm1m3 where
m1 < m2 < m3, and so [φ
m2m3 ] ◦ [φm1m2 ] = [φm1m3 ].
3.7. Symplectic cohomology.
Definition 5. The symplectic cohomology is defined to be the direct limit
SH∗(M,ω) = lim
−→
SH∗(H)
taken over the continuation maps between Hamiltonians linear at infinity.
Observe that SH∗(M,ω) can be calculated as the direct limit
lim
k→∞
SH∗(Hk)
over the continuation maps SH∗(Hk) → SH
∗(Hk+1), where the slopes at infinity
of the Hamiltonians Hk increase to infinity as k →∞.
3.8. The maps c∗ from ordinary cohomology. The symplectic cohomology
comes with a map from the ordinary cohomology of M with coefficients in Λ,
c∗ : H
∗(M ; Λ)→ SH∗(M,ω).
We sketch the construction here, and refer to [10] for a detailed construction.
Fix a δ > 0 which is smaller than all periods of the nonconstant Reeb orbits on
∂M . Consider Hamiltonians Hδ which are C2-close to a constant on M and such
that on the collar Hδ = h(R) with constant slope h′(R) = δ.
A standard result in Floer cohomology is that, after a generic C2-small time-
independent perturbation of (Hδ, J), the 1-periodic orbits of XHδ and the connect-
ing Floer trajectories are both independent of t ∈ S1. By the choice of δ there are no
1-periodic orbits on the collar, and by the maximum principle no Floer trajectory
leaves M . The Floer complex CF ∗(Hδ) is therefore canonically identified with the
Morse complex CM∗(Hδ), which is generated by Crit(Hδ) and whose differential
counts the negative gradient trajectories of Hδ with weights tH
δ(x−)−H
δ(x+). After
the change of basis x 7→ tH
δ(x)x, the differential reduces to the ordinary Morse com-
plex defined over the ring Λ which is isomorphic to the singular cochain complex
of M with coefficients in Λ. Thus
SH∗(Hδ) ∼= HM∗(Hδ; Λ) ∼= H∗(M ; Λ).
Since SH∗(Hδ) is part of the direct limit construction of SH∗(M,ω), this defines
a map c∗ : H
∗(M ; Λ)→ SH∗(M,ω) independently of the choice of Hδ.
12 ALEXANDER F. RITTER
3.9. Invariance under symplectomorphisms of contact type.
Definition 6. Let M,N be symplectic manifolds with contact type boundary. A
symplectomorphism ϕ : M̂ → N̂ is of contact type at infinity if on the collar
ϕ∗θN = θM + d(compactly supported function).
This implies that at infinity ϕ has the form
ϕ(er, y) = (er−f(y), ψ(y)),
with f : ∂M → R smooth, ψ : ∂M → ∂N a contactomorphism with ψ∗αN = e
fαM .
Under such a map ϕ : M̂ → N̂ , the Floer solutions on N̂ for (H,ωN , JN )
correspond precisely to the Floer solutions on M̂ for (ϕ∗H,ωM , ϕ
∗JN ) . However,
for a Hamiltonian H on N̂ which is linear at infinity, the Hamiltonian ϕ∗H(er, y) =
h(er−f(y)) is not linear at infinity. Thus we want to show that for this new class of
Hamiltonians on M̂ we still obtain the usual symplectic cohomology.
In order to relate the two symplectic cohomologies, we need a maximum principle
for homotopies of Hamiltonians which equal Hs = hs(Rs) on the collar, where
Rs(e
r, y) = er−fs(y),
and fs = f−, hs = h− for s ≪ 0 and fs = f+, hs = h+ for s ≫ 0. We prove that
if h′− ≫ h
′
+ then one can choose hs so that the maximum principle applies. We
denote by Xs the Hamiltonian vector field for hs and we assume that the almost
complex structures Js satisfy the contact type condition J
∗
s θ = dRs for e
r ≫ 0.
Lemma 7 (Maximum principle). There is a constant K > 0 depending only on fs
such that if h′− ≥ Kh
′
+ then it is possible to choose a homotopy hs from h− to h+
in such a way that the maximum principle applies to the function
ρ(s, t) = Rs(u(s, t)) = e
r(u)−fs(y(u))
where u is any local solution of Floer’s equation ∂su + Js(∂tu − Xs) = 0 which
lands in the collar er ≫ 0, and where J∗s θ = dRs for e
r ≫ 0. In particular, a
continuation map SH∗(h+)→ SH
∗(h−) can then be defined.
Proof. We will seek an equation satisfied by ∆ρ. Using J∗s dRs = −θ we obtain
∂sρ = ∂sRs(u) + dRs · ∂su = −ρ∂sfs + dRs · ∂su
= −ρ∂sfs + dRs · (Js(Xs − ∂tu)) = −ρ∂sfs − θ(Xs) + θ(∂tu),
∂tρ = dRs · ∂tu = dRs · (Xs + Js∂su) = J
∗
s dRs · ∂su = −θ(∂su).
Since Xs = h
′
s(ρ)R and θ(R(u)) = ρ, we deduce θ(Xs) = ρh
′
s(ρ) so
dcρ = dρ ◦ i = −∂sρ dt+ ∂tρ ds = −u
∗θ + ρh′s(ρ) dt+ ρ∂sfs dt.
Therefore ddcρ = −∆ρ ds ∧ dt = −u∗ω + F ds ∧ dt where
F = h′s∂sρ+ ρ∂sh
′
s + ρh
′′
s∂sρ+ ∂sρ∂sfs + ρ∂
2
sfs + ρd(∂sfs) · ∂su.
We now try to relate u∗ω with |∂su|
2:
|∂su|
2 = ω(∂su, ∂tu−Xs) = u
∗ω − dHs · ∂su = u
∗ω − h′sdRs · ∂su
= u∗ω − h′s∂sρ− h
′
sρ∂sfs
where we used that ∂sρ = −ρ∂sfs + dRs · ∂su.
Thus, ∆ρ = u∗ω − F equals
|∂su|
2 + h′sρ∂sfs − ρ∂sh
′
s − ρh
′′
s∂sρ− ∂sρ∂sfs − ρ∂
2
sfs − ρd(∂sfs) · ∂su.
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We may assume that f is C2−bounded by a constant C > 0. Then in particular
|d(∂sfs) · ∂su| ≤ ‖d(∂sfs)‖ρ×∂M · |∂su| ≤ ρ
−1‖d(∂sfs)‖1×∂M · |∂su| ≤ ρ
−1C|∂su|.
We deduce an inequality for ∆ρ,
∆ρ+ first order terms ≥ |∂su|
2 − ρ∂sh
′
s − ρ(h
′
sC + C)− C|∂su|
≥ (|∂su| −
1
2C)
2 − ρ(∂sh
′
s + h
′
sC + C)−
1
4C
2.
Adding −ρh′′s∂sρ to both sides and dropping the squared bracket, we deduce
∆ρ+ first order terms ≥ −ρe−Cs [ ∂s(e
Csh′s) + e
Cs(C + C2) ].
Thus a maximum principle will apply for ρ if the right hand side is non-negative.
Now fs only depends on s on a finite interval I of s-values. On the complement of
I, ∂sfs ≡ 0 so actually ∆ρ+first order ≥ −ρ∂sh
′
s, so we only require ∂sh
′
s ≤ 0. On
I we need the last square-bracket to be negative. Integrate this condition over I:
h′+e
C·length(I) − h′− ≤ C
′
where C′ is a constant depending only on C and the length of I. Thus it is possible
to choose hs satisfying the above conditions, provided that h
′
− ≫ h
′
+. 
Theorem 8. If ϕ : M̂ → N̂ is a symplectomorphism of contact type at infinity,
then SH∗(M) ∼= SH∗(N).
Proof. By identifying the Floer solutions via ϕ, the claim reduces to showing that
the symplectic cohomology SH∗(M) = lim
−→
SH∗(h) is isomorphic to the symplectic
cohomology SH∗f (M) = lim−→
SH∗f (h) which is calculated for Hamiltonians of the
form H(er, y) = h(er−f(y)), where the h are linear at infinity and f : ∂M → R is a
fixed smooth function.
Pick an interpolation fs from f to 0, constant in s for large |s|. We can induc-
tively construct Hamiltonians hn and kn on M̂ with h
′
n ≫ k
′
n and k
′
n+1 ≫ h
′
n,
which by Lemma 7 yield continuation maps
φn : SH
∗
f (kn)→ SH
∗(hn), ψn : SH
∗(hn)→ SH
∗
f (kn+1).
We can arrange that the slope at infinity of the hn, kn grow to infinity as n→∞,
so that SH∗f (M) = lim−→
SH∗f (kn) and SH
∗(M) = lim
−→
SH∗(hn).
The composites ψn ◦ φn and φn+1 ◦ ψn are equal to the ordinary continuation
maps SH∗f (kn)→ SH
∗
f (kn+1) and SH
∗(hn)→ SH
∗(hn+1).
Therefore the maps φn and ψn form a compatible family of maps and so define
φ : SH∗f (M)→ SH
∗(M), ψ : SH∗(M)→ SH∗f (M).
The composites ψ ◦ φ and φ ◦ψ are induced by the families ψn ◦ φn and φn+1 ◦ψn,
which are the ordinary continuation maps defining the direct limits SH∗f (M) and
SH∗(M). Hence φ ◦ ψ, ψ ◦ φ are identity maps, and so φ, ψ are isomorphisms. 
3.10. Independence from choice of cohomology representative.
Lemma 9. Let η be a one-form supported in the interior of M . Suppose there is a
homotopy ωλ through symplectic forms from ω to ω + dη. By Moser’s lemma this
yields an isomorphism ϕ : (M̂, ω+dη)→ (M̂, ω), and therefore a chain isomorphism
ϕ : SC∗(H,ω + dη)→ SC∗(ϕ∗H,ω),
which is the identity on orbits outside M and sends the orbits x in M to ϕ−1x.
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4. Twisted symplectic cohomology
4.1. Transgressions. Let ev : LM × S1 → LM be the evaluation map. Define
τ = π ◦ ev∗ : H2(M ;R)
ev∗ // H2(LM × S1;R)
pi // H1(LM ;R) ,
where π is the projection to the Ku¨nneth summand. Explicitly, τβ evaluated on a
smooth path u in LM is given by
τβ(u) =
∫
β(∂su, ∂tu) ds ∧ dt.
In particular, τβ vanishes on time-independent paths in LM . If M is simply
connected, then τ is an isomorphism. After identifying
H1(LM ;R) ∼= HomR(H1(LM ;R),R) ∼= Hom(π1(LM),R)
and π1(LM) = π2(M) ⋊ π1(M), the τβ correspond precisely to homomorphisms
π2(M) → R. In particular, if β is an integral class then this homomorphism is
f∗ : π2(M)→ Z where f :M → CP
∞ is a classifying map for β.
4.2. Novikov bundles of coefficients. We suggest [17] as a reference on local
systems. Let α be a singular smooth real cocycle representing a ∈ H1(LM ;R).
The Novikov bundle Λα is the local system of coefficients on LM defined by a copy
Λγ of Λ over each loop γ ∈ LM and by the multiplication isomorphism
t−α[u] : Λγ → Λγ′
for each path u in LM connecting γ to γ′. Here α[·] : C1(LM ;R) → R denotes
evaluation on smooth singular one-chains, which is given explicitly by
α[u] =
∫
α(∂su) ds.
Changing α to α+ df yields a change of basis isomorphism x 7→ tf(x)x for the local
systems, so by abuse of notation we write Λa and a[u] instead of Λα and α[u].
Remark 10. In [10] we used the opposite sign convention tα[u]. In this paper we
changed it for the following reason. For a Liouville domain (M,dθ), the local system
for the action 1−form α = dAH acts on Floer solutions u ∈ M(x, y; dθ) by
t−dAH [u] = tAH (x)−AH(y).
Therefore large energy Floer solutions will occur with high powers of t.
We will be considering the (co)homology of M or LM with local coefficients in
the Novikov bundles, and we now mention two recurrent examples. First consider a
transgressed form α = τβ (see 4.1). Since τ(β) vanishes on time-independent paths,
Λτβ pulls back to a trivial bundle via the inclusion of constant loops c : M → LM .
So for the bundle c∗Λτβ we just get ordinary cohomology with underlying ring Λ,
H∗(M ; c∗Λτ(β))
∼= H∗(M ; Λ).
Secondly, consider a map j : L→M . This induces a map Lj : LL→ LM which
by the naturality of τ satisfies (Lj)∗Λτ(β)
∼= Λτ(j∗β). For example if τ(j
∗β) = 0 ∈
H1(LL;R) then this is a trivial bundle, so the corresponding Novikov homology is
H∗(LL; (Lj)
∗Λτ(β))
∼= H∗(LL)⊗ Λ.
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4.3. Twisted Floer cohomology. Let (M2n, θ) be a Liouville domain. Let α
be a singular cocyle representing a class in H1(LM ;R) ∼= H1(LM̂ ;R). The Floer
chain complex for H ∈ C∞(M̂,R) with twisted coefficients in Λα is the Λ−module
freely generated by the 1-periodic orbits of XH ,
CF ∗(H ; Λα) =
⊕{
Λx : x ∈ LM̂, x˙(t) = XH(x(t))
}
,
and the differential δ on a generator y ∈ Crit(AH) is defined as
δy =
∑
u∈M0(x,y)
ǫ(u) t−α[u] x,
where ǫ(u) ∈ {±1} are orientation signs and M0(x, y) is the 0−dimensional com-
ponent of Floer trajectories connecting x to y. It is always understood that we
perturb (H, J) as explained in 2.6.
The ordinary Floer complex (with underlying ring Λ) has no weights t−α[u] in δ.
These appear in the twisted case because they are the multiplication isomorphisms
Λx → Λy of the local system Λα which identify the Λ−fibres over x and y (see 4.2).
Proposition/Definition 11. [10] CF ∗(H ; Λα) is a chain complex: δ ◦ δ = 0, and
its cohomology HF ∗(H ; Λα) is a Λ−module called twisted Floer cohomology.
4.4. Twisted symplectic cohomology.
Proposition 12 (Twisted continuation maps, [10]). For the twisted Floer coho-
mology of (M,dθ), Theorem 3 continues to hold for the continuation maps φ :
CF ∗(H+; Λα)→ CF
∗(H−; Λα) defined on generators y ∈ Crit(AH+) by
φ(y) =
∑
v∈M0(x,y)
ǫ(v) t−α[v] x.
Definition 13. The twisted symplectic cohomology of (M,dθ;α) is
SH∗(M,dθ; Λα) = lim−→
HF ∗(H, dθ; Λα),
where the direct limit is over the twisted continuation maps between Hamiltonians
H which are linear at infinity.
4.5. Independence from choice of cohomology representative.
Lemma 14. Let fH ∈ C
∞(LM̂,R) be an H−dependent function. Then the change
of basis isomorphisms x 7→ tfH (x)x of the local systems induce chain isomorphisms
SC∗(H, dθ; Λα)
∼= SC∗(H, dθ; Λα+dfH )
which commute with the twisted continuation maps.
4.6. Twisted maps c∗ from ordinary cohomology. The twisted symplectic
cohomology comes with a map from the induced Novikov cohomology of M ,
c∗ : H
∗(M ; c∗Λα)→ SH
∗(M ; dθ,Λα).
The construction is analogous to 3.8, and was carried out in detail in [10]. The
map c∗ comes automatically with the direct limit construction of SH
∗(M ; dθ,Λα),
since for the Hamiltonian Hδ described in 3.8 we have
HF ∗(Hδ; Λα)
∼= HM∗(Hδ; c∗Λα)
∼= H∗(M ; c∗Λα).
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4.7. Twisted Functoriality. In [10] we proved the following variant of Viterbo
functoriality [15], which holds for Liouville subdomains (W 2n, θ′) ⊂ (M2n, θ). These
are Liouville domains for which θ − eρθ′ is exact for some ρ ∈ R. The standard
example is the Weinstein embedding DT ∗L →֒ DT ∗N of a small disc cotangent
bundle of an exact Lagrangian L →֒ DT ∗N (see [10]).
Theorem 15. [10] Let i : (W 2n, θ′) →֒ (M2n, θ) be a Liouville embedded subdo-
main. Then there exists a map
SH∗(i) : SH∗(W,dθ′; Λ(Li)∗α)← SH
∗(M,dθ; Λα)
which fits into the commutative diagram
SH∗(W,dθ′; Λ(Li)∗α) oo
SH∗(i)
OO
c∗
SH∗(M,dθ; Λα)OO
c∗
H∗(W ; c∗Λ(Li)∗α) oo
i∗
H∗(M ; c∗Λα)
The map SH∗(i) is constructed using a “step-shaped” Hamiltonian, as in Figure
2, which grows near ∂W and reaches a slope a, then becomes constant up to ∂M
where it grows again up to slope b. By a careful construction, with a≫ b, one can
arrange that all orbits in W have negative action with respect to (dθ,H), and for
orbits outside of W they have positive actions. The map SH∗(i) is then the limit,
as a≫ b→∞, of the action restriction maps which quotient out by the generators
of positive action.
c 1
b
∂M1 + ε
h
a
∂W
R
Figure 2. The solid line is a diagonal-step shaped Hamiltonian
with a≫ b. The dashed line is the action A(R) = −Rh′(R)+h(R).
Theorem 16. [10] Let (M,dθ) be a Liouville domain and let L ⊂ M be an exact
orientable Lagrangian submanifold. By Weinstein’s Theorem, this defines a Liou-
ville embedding j : (DT ∗L, dθ) → (M,dθ) of a small disc cotangent bundle of L.
Then for all α ∈ H1(LM ;R) there exists a commutative diagram
Hn−∗(LL; Λ(Lj)∗α)
∼= SH∗(T ∗L, dθ; Λ(Lj)∗α)OO
c∗
oo SH∗(M,dθ; Λα)OO
c∗
Hn−∗(L; c
∗Λ(Lj)∗α)
∼= H∗(L; c∗Λ(Lj)∗α) oo H∗(M ; c∗Λα)
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where the left vertical map is induced by the inclusion of constant loops c : L→ LL.
If c∗α = 0 then the bottom map is the pullback H∗(L)⊗ Λ← H∗(M)⊗ Λ.
Corollary 17. Let (M,dθ) be a Liouville domain and let L ⊂M be an exact ori-
entable Lagrangian. Suppose β ∈ H2(M̂ ;R) is such that τ(j∗β) = 0 ∈ H1(LL;R).
Then there is a commutative diagram
Hn−∗(LL)⊗ ΛOO
c∗
?
oo SH∗(M,dθ; Λτβ)OO
c∗
Hn−∗(L)⊗ Λ ∼= H
∗(L)⊗ Λ oo
j∗
H∗(M)⊗ Λ
Therefore SH∗(M,dθ; Λτβ) cannot vanish since c∗j
∗1 = c∗1 6= 0.
Remark 18. Unorientable exact Lagrangians. In Theorem 16 we assumed
that the Lagrangian is orientable. However, the result easily extends to the unori-
entable case: instead of using Z coefficients we use Z2 coefficients. This means
that the moduli spaces do not need to be oriented and we can drop all orientation
signs in the definitions of the differentials for the Floer complexes and the Morse
complexes. The Novikov ring is now defined by
Λ = {
∑∞
n=0 ant
rn : an ∈ Z2, rn ∈ R, rn →∞}.
Note that the Novikov one-form α is still chosen in H1(LM ;R).
This is particularly interesting in dimension four since H2(L;R) = 0 for un-
orientable L2 ⊂ M4, therefore the transgression vanishes. In particular the pull-
back of any transgression from M will vanish on L. This immediately contra-
dicts Corollary 17 if SH∗(M,dθ; Λτβ) = 0. For example in [10] we proved that
SH∗(T ∗S2, dθ; Λτβ) = 0 for any non-zero β ∈ H
2(S2;R). Therefore there can be
no unorientable exact Lagrangians in T ∗S2.
5. Grading of symplectic cohomology
5.1. Maslov index and Conley-Zehnder grading. We assume that c1(M) = 0:
this condition will ensure that the symplectic cohomology has a Z−grading defined
by the Conley-Zehnder index.
Since c1(M) = 0, we can choose a trivialization of the canonical bundle K =
Λn,0T ∗M . Then over any 1−periodic Hamiltonian orbit γ, trivialize γ∗TM so
that it induces an isomorphic trivialization of K. Let φt denote the linearization
Dϕt(γ(0)) of the time t Hamiltonian flow written in a trivializing frame for γ∗TM .
Let sign(t) denote the signature of the quadratic form
ω(·, ∂tφt·) : ker(φt − id)→ R,
assuming we perturbed φt relative endpoints to make the quadratic form non-
degenerate and to make ker(φt − id) = 0 except at finitely many t.
The Maslov index µ(γ) of γ is
µ(γ) =
1
2
sign(0) +
∑
0<t<1
sign(t) +
1
2
sign(1).
The Maslov index is invariant under homotopy relative endpoints, and it is ad-
ditive with respect to concatenations. If φt is a loop of unitary transformations,
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then its Maslov index is the winding number of the determinant, detφt : K → K.
For example φt = e
2piit ∈ U(1) for t ∈ [0, 1] has Maslov index 1.
In our applications, γ will often not be an isolated orbit. It will typically lie in
an S1−worth or an S3−worth of orbits. In this case it is possible to make a small
time-dependent perturbation of H so that γ breaks up into two isolated orbits
whose Maslov indices get shifted by ±dim(S1)/2 or ±dim(S3)/2 respectively.
The grading we use on SH∗ is the Conley-Zehnder index, defined by
|γ| =
dim(M)
2
− µ(γ).
This grading agrees with the Morse index when H is a generic C2−small Hamil-
tonian and γ is a critical point of H .
6. Deformation of the Symplectic cohomology
Let β be a compactly supported two-form representing a class in H2(M ;R) such
that dθ + β is symplectic. We want to construct an isomorphism between the
non-exact symplectic cohomology and the twisted symplectic cohomology
SH∗(H, dθ + β) ∼= SH∗(H, dθ; Λτβ).
We will show that this holds if dθ + sβ is symplectic for 0 ≤ s ≤ 1. For example,
it will always hold if ‖β‖ < 1.
6.1. Outline of the argument. Let Hm denote a Hamiltonian which only de-
pends on R on the collar and which has slope m at infinity. Choosing Hm generic
and C2−small inside M ensures that the only 1−periodic Hamiltonian orbits in-
side M are the critical points of Hm. We will prove that we may assume that
the critical points lie outside the support of β. Therefore SC∗(Hm, dθ + β) and
SC∗(Hm, dθ; Λτβ) have the same generators: the critical points of H
m and the
1−periodic Hamiltonian orbits lying in the collar (we used that suppβ ⊂M).
We will build chain isomorphisms
ψmµ : SC
∗(Hm, dθ + β)→ SC∗(Hm, dθ; Λτβ)
which are defined for a sufficiently large parameter µ; which are independent of µ
on homology, say ψm = ψmµ ; and which commute with the continuation maps
SH∗(Hm, dθ + β)
ψm //

SH∗(Hm, dθ; Λτβ)

SH∗(Hm
′
, dθ + β)
ψm
′
// SH∗(Hm
′
, dθ; Λτβ)
Therefore, by exactness of direct limits, ψ = lim
−→
ψm is the desired isomorphism
ψ : SH∗(M,dθ + β)→ SH∗(M,dθ,Λτβ).
The parameter µ arises in the construction of the maps ψmµ because for large µ
the identity map provides a natural chain isomorphism
id : SC∗(Hm, dθ + µ−1β) ∼= SC∗(Hm, dθ; Λµ−1τβ).
This is proved by showing that the moduli spacesM(x, y; dθ+λβ) form a 1−parameter
family joining M(x, y; dθ + µ−1β) to M(x, y; dθ).
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To define the maps ψmµ we therefore just need to deform dθ + β to dθ + µ
−1β.
On the twisted side, there are no difficulties:
SH∗(Hm, dθ; Λτβ)
∼= SH∗(Hm, dθ; Λµ−1τβ)
is just a rescaling t 7→ t(µ
−1).
For the non-exact symplectic cohomology we first combine the Liouville flow ϕµ
for time logµ and a rescaling of the metric by µ−1. This will change dθ + β to
dθ + µ−1ϕ∗µβ. Then we want to make a Moser deformation from dθ + µ
−1ϕ∗µβ to
dθ + µ−1β, so we need a deformation through symplectic forms without changing
the cohomology class. This is possible if dθ + sβ is symplectic for 0 ≤ s ≤ 1.
Lemma 19. If dθ + sβ is symplectic for 0 ≤ s ≤ 1, then it is possible to deform
dθ + µ−1β to dθ + µ−1ϕ∗µβ through symplectic forms within its cohomology class.
Proof. Since dθ + sβ are symplectic for 0 ≤ s ≤ 1, so are
ωs = (sµ)
−1ϕ∗sµ(dθ + sβ) = dθ + µ
−1ϕ∗sµβ
for 1µ ≤ s ≤ 1. It remains to show that ∂sωs is exact. By Cartan’s formula,
∂sωs = ϕ
∗
sµLZ/sµβ = ϕ
∗
sµ(iZ/sµdβ + diZ/sµβ) = dϕ
∗
sµ(iZ/sµβ). 
The argument hides a small technical challenge. The changes in symplectic forms
will change the Hamiltonian Hm (without affecting the slope at infinity). Since the
1−parameter family argument heavily depends on Hm, it is not clear that the
same large µ works for all Hamiltonians of a given slope. Therefore we first apply
a continuation isomorphism to change the Hamiltonian back to the original Hm.
Now it is no longer clear that ψmµ is independent of µ on homology, and when we
take the direct limit of continuation maps as m→∞ it is not clear that the same
choice of µ will work for different Hamiltonians. Thus it is necessary to prove that
the construction is independent of µ.
The 1−parameter family of moduli spaces argument is presented in 6.7. We
will need several preliminary results: the Palais-Smale Lemma (6.3); the Lyapunov
property for the action functional (6.4); an a priori energy estimate (6.5) and a
transversality result (6.6). In section 6.9 we will construct the maps ψmµ .
6.2. Metric rescaling.
Lemma 20. Let µ > 0. There is a natural identification
SC∗(H,ω)→ SC∗(µH, µω),
induced by the change of ring isomorphism Λ→ Λ, t 7→ tµ.
Proof. Under the rescaling, XH does not change, so the Floer equations don’t
change. The energy functional gets rescaled by µ, so a Floer trajectory contributes
a factor tµE(u) = (tµ)E(u) to the differential instead of tE(u). 
6.3. Palais-Smale Lemma. Let Xt be a time-dependent vector field. Define
F : LM →
⋃
x∈LM
x∗TM, F (x)(t) = x˙(t)−Xt(x(t)).
The solutions of F (x) = 0 are precisely the 1−periodic orbits of Xt. The following
standard result (see Salamon [11]) ensures that F is small only near such solutions.
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Lemma 21. Let M be a compact Riemannian manifold, and Xt a time-dependent
vector field on M whose 1−periodic orbits form a discrete set. Then
(1) A sequence xn ∈ LM with ‖F (xn)‖L2 → 0 has a subsequence converging in
C0 to a solution of F (x) = 0.
(2) For any ǫ > 0 there is a δ > 0 such that ‖F (y)‖L2 < δ implies that there is
some solution of F (x) = 0 close to y, supt∈S1 dist (x(t), y(t)) < ǫ.
Corollary 22. Let (M,dθ) be a Liouville domain, fix J as in 2.1. Let Ht be a time-
dependent Hamiltonian on M̂ such that Ht = h(R) is linear with generic slope for
R≫ 0. Then for any δ > 0 there is an ǫ > 0 such that any smooth loop x : S1 → M̂
with ‖F (x)‖ < δ will be within distance ǫ of some 1-periodic orbit of Ht.
6.4. Lyapunov property of the action functional. Let (M,dθ) be a Liouville
domain, and pick J as in 2.1. The metric we use will be dθ(·, J ·), and denote by | · |
the norm and by ‖·‖ the L2−norm integrating over time. Let X be the Hamiltonian
vector field for (H, dθ), where H is linear at infinity, and recall F (x) = ∂tx−X(x).
Let β be a closed two-form compactly supported in M such that dθ + β is
symplectic. Denote Xβ the Hamiltonian vector field for (H, dθ + β), and let
Fβ(x) = ∂tx−Xβ(x).
Let ‖β‖ = sup |β(Y, Z)| taken over all vectors Y, Z of norm 1. We will also use
the notation Ysupp β for a vector field Y , where
Ysupp β(m) = Y (m) if m ∈ suppβ, and Ysupp β(m) = 0 otherwise.
Lemma 23. Let V be a neighbourhood containing the 1−periodic orbits of X in
M , and let β be a closed 2-form compactly supported in M and vanishing on V .
(1) If ‖β‖ < 1 then ‖Fβ(x) − F (x)‖ ≤
‖β‖
1− ‖β‖
‖Xsuppβ‖.
(2) There is a δ > 0 depending on (M,H, dθ, J, V ), but not on β, such that
‖F (x)‖ < δ =⇒ x lies in V or outside M, so Fβ(x) = F (x).
(3) If ‖β‖ is sufficiently small, then ‖Fβ − F‖ ≤
1
3‖F‖ and ‖Fβ‖ ≤ 2‖F‖.
Proof. Observe that Fβ − F = X −Xβ and that dθ(X −Xβ, .) = β(Xβ , .), so
|X −Xβ|
2 = β(Xβ , J(X −Xβ)) ≤ ‖β‖ · |Xβ| · |X −Xβ |.
Dividing out by |X−Xβ| gives |X−Xβ| ≤ ‖β‖ · |Xβ|. From |Xβ| ≤ |X |+ |X−Xβ|
we deduce that |Xβ | ≤
1
1−‖β‖ |X |. Therefore
|Fβ(x)− F (x)| ≤
‖β‖
1− ‖β‖
|Xsupp β(x)|,
since Fβ − F = X −Xβ vanishes at (x, t) if the loop x lies outside the support of
β at time t. The first claim follows, and the second follows by Corollary 22.
Let C = sup |Xsuppβ |. Then, whenever ‖F‖ ≥ δ,
‖Fβ − F‖ ≤
‖β‖
1− ‖β‖
C ≤
‖β‖
1− ‖β‖
C
δ
‖F‖ ≤
1
3
‖F‖
for small enough ‖β‖. The last claim then follows from (2). 
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For ‖β‖ < 1, dθ+ β is symplectic and (dθ+ β)(·, J ·) is positive definite but may
not be symmetric. By symmetrizing, we obtain a metric
g˜β(V,W ) =
1
2
[(dθ + β)(V, JW ) + (dθ + β)(W,JV )].
There is a unique endomorphism B such that g˜β(BV,W ) = (dθ + β)(V,W ), and
this yields an almost complex structure Jβ = (−B
2)−1/2B compatible with dθ+ β,
inducing the metric
gβ(V,W ) = (dθ + β)(V, JβW ) = g˜β((−B
2)1/2V,W ).
For sufficiently small ‖β‖, Jβ is C
0-close to J and is equal to J outside the support
of β, so in particular gβ induces a norm | · |β which is equivalent to the norm | · |.
Moreover, on the support of β we may perturb Jβ among (dθ + β)−compatible al-
most complex structures so that transversality holds for (dθ+β)−Floer trajectories.
For convenience, we use the abbreviations
δJ = Jβ − J δF = Fβ − F.
Theorem 24. Let V be a neighbourhood containing the 1−periodic orbits of X in
M , and let β be a closed 2-form compactly supported in M and vanishing on V .
Then for sufficiently small ‖β‖,
∂sA(u) ≤ −
1
2
‖F (u)‖2
for all u ∈ M(x, y; dθ + β,H), where A(x) = −
∫
x∗θ +
∫
H(x) dt is the action
functional for (H, dθ). In particular, A is a Lyapunov function for the action
1−form for (H, dθ + β).
Proof. The action A for (dθ,H) varies as follows on u ∈M(x, y; dθ + β,H),
−∂sA(u) =
∫ 1
0
dθ(∂su, F (u)) dt
=
∫ 1
0 dθ(F (u), JβFβ(u)) dt
=
∫ 1
0 dθ(F (u), (J + δJ)(F + δF )(u)) dt
≥ ‖F (u)‖2 − ‖δJ‖ ‖F (u)‖2 − ‖δF (u)‖ ‖F (u)‖ − ‖δF (u)‖ ‖δJ‖ ‖F (u)‖
≥
(
1− ‖δJ‖ − 13 −
1
3‖δJ‖
)
‖F (u)‖2,
using Lemma 23 in the last line. 
6.5. A priori energy estimate. We now want an a priori energy estimate for all
u ∈ M(x, y; dθ + β,H) when ‖β‖ is small. The key idea is to reparametrize the
action A by energy and then use the Lyapunov inequality ∂sA(u) ≤ −
1
2‖F (u)‖
2
of Theorem 24. Let e(s) denote the energy up to s calculated with respect to
(dθ + β, Jβ),
e(s) =
∫ s
−∞
∫ 1
0
|∂su|
2
β dt ds =
∫ s
−∞
‖∂su‖
2
β ds
where | · |β is the norm corresponding to the metric (dθ + β)(·, Jβ ·), and ‖ · ‖β is
the L2 norm integrated over time.
Theorem 25. Let β be as in Theorem 24. Then there is a constant k > 1 such
that for all u ∈ M(x, y; dθ + β,H),
E(u) ≤ k(A(x)−A(y)).
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Proof. ∂se = ‖∂su‖
2
β vanishes at s precisely if Fβ(u) = 0. By ignoring those s for
which ∂se = 0, we can assume that ∂se > 0. Let s(e) be the inverse of the function
e(s). Then reparametrize the trajectory u by
u˜(e, t) = u(s(e), t).
Since ∂es =
1
‖∂su‖2β
, we deduce ∂e(A ◦ u˜) =
∂sA(u)
‖∂su‖2β
=
∂sA(u)
‖Fβ(u)‖2β
.
Now apply respectively Theorem 24, Lemma 23 and the equivalence of the norms
‖ · ‖ and ‖ · ‖β,
∂e(A ◦ u˜) ≤
−‖F (u)‖2
2‖Fβ(u)‖2β
≤
−‖Fβ(u)‖
2
constant · ‖Fβ(u)‖2
=: −
1
k
.
Integrate in e over (e(−∞), e(∞)) = (0, E(u)) to get A(y) − A(x) ≤ (−1/k)E(u).
By making ‖β‖ sufficiently small, one can actually make k arbitrarily close to 1. 
6.6. Transversality for deformations. We now prove a general result which
guarantees transversality for a 1−parameter deformation G of a map F for which
transversality holds. We need a preliminary lemma.
Lemma 26. Let L : B1 → B2 be a surjective bounded operator of Banach spaces,
and consider a perturbation L+Pε : B1 → B2 where Pε is a bounded operator which
depends on a topological parameter ε, with P0 = 0 and ‖Pε‖ → 0 as ε→ 0.
(1) If L is Fredholm then so is L+ Pε for small ε.
(2) If L is Fredholm and surjective, then so is L+ Pε for small ε.
Proof. The Fredholm property is a norm-open condition, hence (1). Recall some
general results relating an operator L : B1 → B2 to its Banach dual L
∗ : B∗2 → B
∗
1 :
i) L is surjective if and only if L∗ is injective and imL is closed;
ii) if L is Fredholm then L∗ is Fredholm;
iii) a Fredholm operator is injective if and only if it is bounded below.
In (2), L∗ is bounded below, say ‖L∗v‖ ≥ δL‖v‖ for all v ∈ B
∗
2 , so
‖(L+ Pε)
∗v‖ ≥ ‖L∗v‖ − ‖P ∗ε v‖ ≥ (δL − ‖P
∗
ε ‖) ‖v‖.
If ε is so small that δL > ‖P
∗
ε ‖ = ‖Pε‖, then (L + Pε)
∗ is bounded below and so
L+ Pε is surjective. 
Theorem 27. Let Y → X be a Banach vector bundle. Suppose that a differentiable
section F : X → Y is transverse to the zero section with Fredholm differential DuF
at all u ∈ F−1(0). Let S : R×X → Y be a differentiable parameter-valued section
with S(0, ·) = 0. Then for the deformation G = F + S : R×X → Y ,
(1) G−1(0) is a smooth submanifold near {0} × F−1(0);
(2) G−1(0) is transverse to {λ = 0} = {0} ×X (where λ is the R-coordinate);
(3) If 0 is an index zero regular value of F and G−1(0) is compact near λ = 0,
then the deformation G−1(0) of F−1(0) is trivial near λ = 0,
G−1(0) ∩ {λ ∈ [−λ0, λ0]} ∼= [−λ0, λ0]×F
−1(0).
Proof. The first claim essentially follows from the implicit function theorem and
Lemma 26 applied to the operators L = DuF and Pε = Dλ,uS with parameter
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ε = (λ, u). More precisely, we reduce to the local setup by choosing an open
neighbourhood U of u so that TUX ∼= U ×B1, TUY ∼= U ×B2,
T[−λ0,λ0]×U (R×X)
∼= ([−λ0, λ0]× U)× R×B1,
so locally DuF : B1 → B2 and Dλ,uS : R × B1 → B2. Suppose F(u0) = 0, then
apply Lemma 26 to L = Du0F and P(λ,u) = DuF − Du0F + D(λ,u)S. Therefore
Dλ,uG = L+P(λ,u) is Fredholm and surjective, so by the implicit function theorem
G−1(0) is a smooth submanifold for u close to u0. Thus claim (1) follows.
Observe that at (η, ξ) ∈ TR⊕ TX ,
D0,uG · (η, ξ) = DuF · ξ +D0,uS · ξ + ∂λ|λ=0 S · η
= DuF · ξ + ∂λ|λ=0 S · η.
Therefore, D0,uG · (0, ξ) = DuF · ξ. We deduce that imDuF ⊂ imD0,uG and
kerDuF ⊂ kerD0,uG. Since DuF is surjective whenever F(u) = 0 (= G(0, u)),
also D0,uG is surjective and therefore T0,uG
−1(0) ∼= ker D0,uG must be 1 dimension
larger than kerDuF , so it contains some vector (1, ξ), which implies claim (2).
This also relates the indices at solutions of F(u) = 0:
indD0,uG = dimker D0,uG = dimker DuF + 1 = indDuF + 1.
If 0 is an index zero regular value of F , then F−1(0) is 0−dimensional and
G−1(0) is a 1−dimensional submanifold near 0×F−1(0) diffeomorphic to a product
[−λ0, λ0] × F
−1(0), for some small λ0. If G
−1(0) is compact near λ = 0 then for
sufficiently small λ0 all solutions of G(λ, u) = 0 with |λ| ≤ λ0 will be close to
0×F−1(0), proving claim (3). 
6.7. The 1−parameter family of moduli spaces. Let H be a Hamiltonian
which is linear at infinity. In this section we will prove
Theorem 28. For β as in Theorem 24 the family of moduli spaces
Mλ(x, y) =M(x, y; dθ + λβ,H)
is smoothly trivial near λ = 0,⊔
−λ0<λ<λ0
Mλ(x, y) ∼=M(x, y; dθ,H)× (−λ0, λ0).
In particular, the identity map
id : SC∗(H, dθ + λβ)→ SC∗(H, dθ; ΛdA+λτβ)
is a chain isomorphism for all small λ, where A(x) = −
∫
x∗θ +
∫
H(x) dt is the
action functional for (H, dθ).
Proof. Let Xλβ be the Hamiltonian vector field determined by (H, dθ + λβ). We
want to compare the following two maps,
F(u) = ∂su+ J(∂tu−X) and G(u) = ∂su+ Jλβ(∂tu−Xλβ),
since F−1(0) =M(x, y) and G−1(0) = ∪λMλ(x, y).
These maps can be extended to sections X → Y of an appropriate Banach
vector bundle and generically F is a Fredholm map (its linearizations are Fredholm
operators). Indeed for k ≥ 1 and p > 2, we can take Y to be theW k−1,p completion
of the space of smooth sections of u∗TM with suitable exponential decay at the
ends. The base X is the space of W k,p maps u : R× S1 →M connecting two fixed
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1−periodic Hamiltonian orbits. We refer to Salamon [11] and McDuff-Salamon [12]
for a precise description.
For convenience, denote δJ = Jλβ−J and δX = X−Xλβ. We may assume that
δJ is C2−small, and we showed in Lemma 23 that
|δX | ≤
|λ| ‖β‖
1− |λ| ‖β‖
|Xsuppβ |.
So δJ , δX are small for small λ. We can rewrite G(λ, u) = F(u) + S(λ, u), where
S(λ, u) = δJ · (F (u) + δX) + JδX,
where F (u) = ∂tu −X(u). S is supported at those (u, s, t) with u(s, t) ∈ suppβ,
and S : X → Y is a differentiable parameter-valued section vanishing at λ = 0.
By the a priori energy estimate of Theorem 25, G−1(0) is compact near λ = 0.
Theorem 27 implies that if 0 is an index zero regular value of F then G−1(0) is a
trivial 1−dimensional family in the parameter λ, for small λ.
Thus, for sufficiently small λ0, there is a natural bijection between the moduli
spaces which define the differentials of SC∗(H, dθ+λ0β) and SC
∗(H, dθ; ΛdA+λ0τβ).
Indeed, if uλ0 ∈ M0(x, y;H, dθ + λ0β) then there is a natural 1−parameter family
uλ ∈M0(x, y;H, dθ + λβ)
connecting uλ0 to some u0 ∈ M0(x, y;H, dθ). Since uλ0 is homotopic to u0 relative
endpoints via uλ, the local system ΛdA+λ0τβ yields the same isomorphism for uλ0
as for u0, which is multiplication by
t−
∫
u∗dθ+
∫
1
0
(H(x)−H(y)) dt−
∫
u∗(λ0β) = t−
∫
u∗(dθ+λ0β)+
∫
1
0
(H(x)−H(y)) dt
and which is the same weight used in the definition of ∂y for SC∗(H, dθ + λ0β).
Therefore the two complexes have exactly the same generators and the same differ-
ential, and in particular the identity map between them is a chain isomorphism. 
6.8. Continuation of the 1−parameter family.
Theorem 29. Let β be as in Theorem 24. Let Hs be a monotone homotopy. Then
the family of moduli spaces of parametrized Floer trajectories
Mλ(x, y;Hs) =M(x, y; dθ + λβ,Hs)
is smoothly trivial near λ = 0. In particular, the following diagram commutes for
all small enough λ,
SC∗(H+, dθ + λβ)
id //
continuation

SC∗(H+, dθ; ΛdA+τλβ)
continuation

SC∗(H−, dθ + λβ)
id // SC∗(H−, dθ; ΛdA+τλβ)
Proof. Let Xs,λβ be the Hamiltonian vector field determined by (Hs, dθ+λβ), and
let Xs = Xs,0. The claim follows by mimicking the proof of Theorem 28 for
F(u) = ∂su+ Js(∂tu−Xs) and G(u) = ∂su+ Js,λβ(∂tu−Xs,λβ). 
Theorem 30. Let β be as in Theorem 24. Let λ be so small that Theorem 28
holds for H. Let ϕε be a smooth parameter-valued isotopy of M̂ , with ϕ0 = id,
such that ϕ∗εH is a monotone homotopy in ε. Let Hs,ε = ϕ
∗
sεH for s ∈ [0, 1] be the
homotopy from H to ϕ∗εH. Then the family of moduli spaces of parametrized Floer
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trajectories Mε(x, y;Hs,ε) =M(x, y; dθ + λβ,Hs,ε) is smoothly trivial near ε = 0.
So there is a commutative diagram of chain isomorphisms for all small ε,
SC∗(H, dθ + λβ)
id //
continuation

SC∗(H, dθ; ΛdA+τλβ)
continuation

SC∗(ϕ∗εH, dθ + λβ)
id // SC∗(ϕ∗εH, dθ; ΛdA+τλβ)
where the vertical maps send the generators x 7→ ϕ−1ε (x).
Proof. Let Xs,ε be the Hamiltonian vector field determined by (Hs,ε, dθ+λβ), and
let X = Xs = Xs,0. The claim follows by mimicking the proof of Theorem 28 for
F(u) = ∂su+ Js(∂tu−X) and G(u) = ∂su+ Js,ε(∂tu−Xs,ε). 
6.9. Construction of the isomorphism. We now give the proof outlined in 6.1.
Let β be a closed two-form compactly supported in the interior ofM , and suppose
that dθ + sβ is symplectic for all 0 ≤ s ≤ 1 (so that Lemma 19 applies).
Let Hm be a Hamiltonian linear at infinity with slope m. Up to a continuation
isomorphism on symplectic cohomologies, we may assume that all critical points of
Hm in the interior of M lie in a neighbourhood V contained in M \ suppβ. This
technical remark is explained in section 6.10.
Define ψmµ by the diagram of isomorphisms
SC∗(Hm, dθ + β)
(1) Liouville ϕµ

ψmµ //______ SC∗(Hm, dθ; Λτβ)
(6) rescale

SC∗(ϕ∗µH
m, µdθ + ϕ∗µβ)
(2) Moser σµ

SC∗(φ∗µH
m, µdθ + β)
(3) continuation

SC∗(µHm, µdθ + β)
(4) rescale

SC∗(Hm, dθ; Λµ−1τβ)
(7) change of basis

SC∗(Hm, dθ + µ−1β)
id
(5)
// SC∗(Hm, dθ; ΛdA+µ−1τβ)
where the maps are defined as follows:
(1) apply ϕµ, the Liouville flow for time log µ (see 2.1 for the definition of the
Liouville vector field);
(2) apply the Moser symplectomorphism σµ : (M̂, µ dθ+β)→ (M̂, µ dθ+ϕ
∗
µβ)
obtained by Lemmas 19 and 9, and denote φµ = σµ ◦ ϕµ;
(3) observe that φ∗µH
m has slope µm at infinity, so the linear interpolation from
µHm to φ∗µH
m is a compactly supported homotopy and therefore induces
a continuation isomorphism;
(4) metric rescaling by µ−1 (Lemma 20), which changes t to T = t(µ
−1);
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(5) the identity map is a chain isomorphism by Theorem 28 provided µ is
sufficiently large (depending on m);
(6) rescale τβ to µ−1τβ, so change t to T = t(µ
−1);
(7) adding an exact form dA to µ−1τβ, where A is the action 1−form for
(Hm, dθ), corresponds to a change of basis x 7→ TA(x)x by Lemma 14.
Lemma 31. The map ψmµ : SH
∗(Hm, dθ + β)→ SH∗(Hm, dθ; Λτβ) on homology
does not depend on the choice of large µ.
Proof. In this proof we abbreviate Hm by H and pullbacks φ∗ by φ. Consider
µ′ close to µ, and write φ = φµ′φ
−1
µ and ϕ = ϕµ′ϕ
−1
µ . Observe the following
commutative diagram, in which the top row and bottom diagonal are part of the
construction of the maps ψmµ and ψ
m
µ′ , for µ
′ > µ.
SH∗(H, dθ + β)
φµ //
φµ′ ))SSS
SS
SS
SS
SS
SS
SS
SH∗(φµH,µ dθ + β)
φ−1

continu. //
continuation
**UUU
UU
UU
UU
UU
UU
UU
U
SH∗(µH, µ dθ + β)
continuation

SH∗(φµ′H,µ
′ dθ + β)
continuation **UUU
UU
UU
UU
UU
UU
UU
UU
SH∗(φ−1µ′H,µ dθ + β)
φ−1

SH∗(µ′H,µ′ dθ + β)
The last vertical composite, after a metric rescaling, is the map
φ−1 ◦ C : SH∗(H, dθ + µ−1β)→ SH∗(H, dθ + µ′
−1
β)
where C is the continuation map
C : SH∗(H, dθ + µ−1β)→ SH∗(µ−1φ−1µ′H, dθ + µ−1β).
For µ′ sufficiently close to µ, φ−1 is an isotopy of M̂ close to the identity, therefore
by Theorem 30, C maps the generators by φ. Thus φ−1 ◦ C = id for µ′ close to µ.
For the twisted symplectic cohomology we just apply changes of basis so we
deduce the following commutative diagram (using abbreviated notation),
SH∗(dθ + β) //
((RR
RR
RR
RR
RR
RR
RR
SH∗(dθ + µ−1β)
id

id // SH∗(ΛdA+µ−1τβ)
id

// SH∗(Λτβ)
SH∗(dθ + (µ′)−1β)
id // SH∗(ΛdA+(µ′)−1τβ)
66mmmmmmmmmmmm
We showed that this diagram holds for all µ′ close to µ. Suppose it holds for all
µ, µ′ ∈ [µ0, µ1), for some maximal such µ1 <∞. Apply the above result to µ = µ1,
then the diagram holds for all µ, µ′ ∈ (µ1− ǫ, µ1+ ǫ), for some ǫ > 0. Thus it holds
for all µ, µ′ ∈ [µ0, µ1+ǫ). So there is no maximal such µ1 and the diagram must hold
for all large enough µ, µ′, and thus the map SH∗(H, dθ + β) → SH∗(H, dθ; Λτβ)
does not depend on the choice of (large) µ. 
Lemma 32. The maps ψm : SH∗(Hm, dθ + β) → SH∗(Hm, dθ; Λτβ) commute
with the continuation maps induced by monotone homotopies.
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Proof. Let Hs be a monotone homotopy from H
m′ to Hm. By theorem 29, for
sufficiently large µ the following diagram commutes
SC∗(H+, dθ + µ
−1β)
id //
continuation

SC∗(H+, dθ; ΛdA+µ−1τβ)
continuation

SC∗(H−, dθ + µ
−1β)
id // SC∗(H−, dθ; ΛdA+µ−1τβ)
and by Lemma 14 we deduce the required commutative diagram
SC∗(H+, dθ + β)
ψm //
continuation

SC∗(H+, dθ; Λτβ)
continuation

SC∗(H−, dθ + β)
ψm
′
// SC∗(H−, dθ; Λτβ)
Theorem 33. Let β be a closed two-form compactly supported in the interior of M ,
and suppose that dθ+sβ is symplectic for 0 ≤ s ≤ 1. Then there is an isomorphism
ψ : SH∗(M,dθ + β)→ SH∗(M,dθ; Λτβ).
Proof. By Lemma 31 the map ψm = ψmµ on homology is independent of µ for large
µ, and by Lemma 32 the maps ψm commute with continuation maps. The direct
limit is an exact functor, so ψ = lim
−→
ψm is an isomorphism. 
Remark 34. The theorem can sometimes be applied to deformations ωs which are
not compactly supported by using Gray’s stability theorem e.g. see Lemma 50.
Remark 35. Let β ∈ H2(M ;R) come from H2(∂M ;R) by the Thom construction.
Then SH∗(M,dθ + β) ∼= SH∗(M,dθ; Λ), the ordinary symplectic cohomology with
underlying ring Λ. Indeed, suppose β vanishes on
Fix (ϕµ) = lim
µ→−∞
ϕµ(M).
Let H = h(R) be a convex Hamiltonian defined in a neighbourhood R < R0 of
Fix (ϕµ) where β vanishes, such that h
′(R) → ∞ as R → R0. Let H
m = h
if h′ ≤ m and let Hm be linear with slope m elsewhere. Then the Floer solutions
concerned in the symplectic chain groups will all lie in the subset of M where β = 0.
6.10. Technical remark. We assumed in 6.9 that all critical points of H in the
interior of M lie in a neighbourhood V ⊂M \ suppβ. We can do this as follows.
Pick a small neighbourhood V around Crit(H) so that β|V = dα is exact. We
may assume that α is supported in V . To construct the isomorphism of 6.9 we
need to homotope dθ + µ−1β to dθ + µ−1(β − dα) for all large µ. This can be
done by a Moser isotopy compactly supported in V via the exact deformation
ωs = dθ+µ
−1(β− sdα). Since ∂sωs = −µ
−1dα, for large µ the Moser isotopy φs is
close to the identity. Therefore during the isotopy the critical points of φ∗sH stay
within V . This guarantees that the Palais-Smale Lemma 22 can be applied for V
independently of large µ, and the construction 6.9 can be carried out with minor
modifications.
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7. ALE spaces
7.1. Hyperka¨hler manifolds. We suggest [5] for a detailed account of Hyperka¨hler
manifolds and ALE spaces.
Recall that a symplectic manifold (M,ω) is Ka¨hler if there is an integrable
ω−compatible almost complex structure I. Equivalently, a Riemannian manifold
(M, g) is Ka¨hler if there is an orthogonal almost complex structure I which is covari-
ant constant with respect to the Levi-Civita connection. (M, g) is called hyperka¨hler
if there are three orthogonal covariant constant almost complex structures I, J,K
satisfying the quaternion relation IJK = −1.
The hyperka¨hler manifold (M, g) is therefore Ka¨hler with respect to each of the
(integrable) complex structures I, J,K, with corresponding Ka¨hler forms
ωI = g(I·, ·), ωJ = g(J ·, ·), ωK = g(K·, ·).
Indeed, there is an S2 worth of Ka¨hler forms: any vector (uI , uJ , uK) ∈ S
2 ⊂ R3
gives rise to a complex structure Iu = uII + uJJ + uKK and a Ka¨hler form
ωu = uIωI + uJωJ + uKωK .
We will always think of M as a complex manifold with respect to I, and we
recall from [6] that ωJ + iωK is a holomorphic symplectic structure on M (a non-
degenerate closed holomorphic (2, 0) form). The form ωJ + iωK determines a trivi-
alization of the canonical bundle Λ2,0T ∗M , so c1(M) = 0 and the Conley-Zehnder
indices give a Z−grading on symplectic cohomology (see 5.1).
Lemma 36. Let L ⊂ H be an I−complex vector subspace of the space of quaternions
with dimR L = 2. Then L is a real Lagrangian subspace with respect to ωJ and ωK ,
and a symplectic subspace with respect to ωI . After an automorphism of H, L is
identified with C⊕ 0 ⊂ H.
Proof. L is a complex 1-dimensional subspace of (H, I), so L is complex Lagrangian
with respect to the I-holomorphic symplectic form ωc = ωJ + iωK . Thus L is a
real Lagrangian vector subspace of H with respect to ωJ and ωK .
Moreover, given any vector e1 ∈ L, let e2 = Ie1, e3 = Je1 and e4 = Ke1. Then
L = span{e1, e2} and ωI(e1, e2) = g(e2, e2) > 0, so L is symplectic with respect to
ωI and corresponds to C⊕ 0 in the hyperka¨hler basis e1, . . . , e4. 
7.2. Hyperka¨hler quotients. Let M be a simply connected hyperka¨hler mani-
fold. Let G be a compact Lie group G acting on M and preserving g, I, J,K. Then
corresponding to the forms ωI , ωJ , ωK there exist moment maps µI , µJ , µK . Recall
that if ζ is in the Lie algebra g of G, then it generates a vector field Xζ on M . A
moment map µ :M → g∨ is a G−equivariant map such that
dµm(ζ) = ω(Xζ(m), ·) at m ∈M.
For simply connected M such a µ exists and is determined up to the addition of an
element in Z = (g∨)G, the invariant elements of the dual Lie algebra g∨.
Putting these moment maps together yields µ = (µI , µJ , µK) : M → R
3 ⊗ g∨,
and for ζ ∈ R3 ⊗ Z we may define the hyperka¨hler quotient space
Xζ = µ
−1(ζ)/F.
If F acts freely on µ−1(ζ) then Xζ is a smooth manifold of dimension dimM −
4 dimF and the structures g, I, J,K descend to Xζ making it hyperka¨hler (see [6]).
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7.3. ALE spaces and ADE singularities.
Definition 37. Let Γ be any finite subgroup of SU(2) (or, equivalently, SL2(C)).
An ALE space (asymptotically locally Euclidean) is a hyperka¨hler 4−manifold with
precisely one end which at infinity is isometric to the quotient C2/Γ, where C2/Γ
is endowed with a metric that differs from the Euclidean metric by order O(r−4)
terms and which has the appropriate decay in the derivatives.
Kronheimer proved in [9] that ALE spaces are (particularly nice) models for the
minimal resolution of the quotient singularities C2/Γ. More precisely, any ALE
space is diffeomorphic to such a minimal resolution, and vice-versa.
We now recall Kronheimer’s construction [8] of ALE spaces as hyperka¨hler quo-
tients. Let R be the left regular representation of Γ ⊂ SU(2) endowed with the
natural Euclidean metric,
R =
⊕
γ∈Γ
Ceγ ∼= C
|Γ|.
Denoting by C2 the natural left SU(2)−module, let
M = (C2 ⊗C HomC(R,R))
Γ
be the pairs of endomorphisms (α, β) of R, which are invariant under the induced
left action of Γ. We make M into a hyperka¨hler vector space by letting I act by i
and J by J(α, β) = (−β∗, α∗).
The Lie group
F = AutC(R,R)
Γ/{scalar maps}
of unitary automorphisms of R which are Γ−invariant act by conjugation on M ,
f · (α, β) = (fαf−1, fβf−1), where we quotiented by the scalar matrices since they
act trivially. The corresponding Lie algebra f corresponds to the traceless elements
of HomC(R,R), and the moment maps are:
µI(α, β) =
1
2
i([α, α∗] + [β, β∗]), (µJ + iµK)(α, β) = [α, β].
By McKay’s correspondence, this description can be made explicit. Recall that
R = ⊕niRi, where the Ri are the complex irreducible representations of Γ of
complex dimension ni. Then C
2 ⊗Ri ∼= ⊕jAijRj where A is the adjacency matrix
describing an extended Dynkin diagram of ADE type (the correspondence between
Γ and the type of diagram is described in the Introduction). It follows that
M =
⊕
i→j
Hom(Cni ,Cnj )
where each edge i → j of the extended Dynkin diagram appears twice, once for
each choice of orientation. Moreover,
F = (⊕iU(ni))/{scalar maps}
where the unitary group U(ni) acts naturally on C
ni .
The hyperka¨hler quotient for ζ ∈ Z = centre(f∨) is therefore
Xζ = µ
−1(ζ)/F.
Definition 38. Let hR denote the real Cartan algebra associated to the Dynkin dia-
gram for Γ. Let the hyperplanes Dθ = ker θ denote the walls of the Weyl chambers,
where the θ are the roots. We identify the centre Z with hR by dualizing the map
centre(f)→ h∨R , i πk 7→ nkθk,
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where πk : R→ C
nk ⊗Rk are the projections to the summands.
We call ζ ∈ R3⊗Z generic if it does not lie in R3⊗Dθ for any root θ, i.e. θ(ζ1),
θ(ζ2), θ(ζ3) are not all zero for any root θ.
Theorem 39 (Kronheimer, [8]). Let ζ ∈ R3 ⊗Z be generic. Then Xζ is a smooth
hyperka¨hler four-manifold with the following properties.
(1) Xζ is a continuous family of hyperka¨hler manifolds in the parameter ζ;
(2) X0 is isometric to C
2/Γ;
(3) there is a map π : Xζ → X0 which is an I−holomorphic minimal resolution
of C2/Γ, and π varies continuously with ζ;
(4) in particular, π is a biholomorphism away from π−1(0) and π−1(0) consists
of a collection of I−holomorphic spheres with self-intersection −2 which
intersect transversely according to the Dynkin diagram from Γ;
(5) H2(Xζ ;R) ∼= Z such that [ωI ], [ωJ ], [ωK ] map to ζ1, ζ2, ζ3.
(6) H2(Xζ ;Z) ∼= {root lattice for Γ}, such that the classes Σ with self-intersection
−2 correspond to the roots;
(7) Xζ and Xζ′ are isometric hyperka¨hler manifolds if ζ, ζ
′ lie in the same orbit
of the Weyl group;
(8) Every ALE space asymptotic to C2/Γ is isomorphic to Xζ for some generic
ζ.
7.4. Plumbing construction of ALE spaces. Our goal is to prove that for any
ALE space X , SH∗(X ;ω) = 0 for a generic choice of (non-exact) symplectic form
ω. By Theorem 39.(5) the cohomology class [ωI ] ranges linearly in ζ1 over all of
H2(X ;R). Therefore it suffices to consider the hyperka¨hler quotient X = Xζ for
all generic ζ = (ζ1, 0, 0) ∈ Z ⊗ R
3.
Lemma 40. The exceptional divisors in X are exact Lagrangian spheres with re-
spect to ωJ and ωK and they are symplectic spheres with respect to ωI. Moreover,
the areas < ωI ,Σm > of the exceptional spheres Σm range linearly in ζ1 over all
possible positive values.
Proof. The first statement is an immediate consequence of Lemma 36, using the
fact that the exceptional divisors in X are holomorphic spheres by Theorem 39.(4).
Note that if a sphere is Lagrangian then it is exact since H1(S2;R) = 0. The second
statement is immediate since [ωI ] ranges linearly in ζ1 over H
2(X ;R) and the Σm
generate H2(X ;Z), by Theorem 39.(6). 
The space (X,ωJ) is the plumbing of copies of T
∗CP 1, plumbed according to the
Dynkin diagram for Γ. Indeed, by mimicking the proof of Weinstein’s Lagrangian
neighbourhood theorem, one observes that a neighbourhood of the collection of
exceptional Lagrangian spheres is symplectomorphic to a plumbing of copies of
small disc cotangent bundles DT ∗CP 1. That neighbourhood can be chosen so that
its complement is a symplectic collar diffeomorphic to (S3/Γ)× [1,∞), since X is
biholomorphic to C2/Γ away from 0.
Remark 41. We will show that the exact Lagrangians inside an ALE space X must
be spheres. To prove that this holds also for the above plumbing, we don’t actually
need to know that the plumbing Y is all of X, the embedding Y →֒ X provided
by Weinstein’s theorem is enough. Indeed, the argument relies on contradicting
Corollary 17 by showing that c∗1 maps to 0 via SH
∗(Y, ωJ ; ΛτωI )→ Hn−∗(LL)⊗Λ.
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This is true since c∗1 is in the image of SH
∗(X,ωJ ; ΛτωI )→ SH
∗(Y, ωJ ; ΛτωI ) by
Theorem 15, and we will prove that SH∗(X,ωJ ; ΛτωI ) = 0.
7.5. Contact hypersurfaces inside ALE spaces.
Lemma 42. Recall that any (uI , uJ , uK) ∈ S
2 ⊂ R3 gives rise to a Ka¨hler form
ωu = uIωI + uJωJ + uKωK .
Then (X,ωu) is a symplectic manifold such that π
−1(S3r/Γ) is a contact hyper-
surface in X for all sufficiently large r, so that X can be thought of as a symplectic
manifold with contact type boundary with an infinite collar attached. Moreover, X
is exact symplectic precisely when uI = 0.
Proof. Recall π : X → C2/Γ denotes the resolution. Let ω′u denote the correspond-
ing combination of forms for C2/Γ = H/Γ. On C2/Γ the Liouville vector field for
any ω′u is Z = ∂r, and ω
′
u = dθ
′
u where θ
′
u = iZω
′
u. Restricted to any sphere S
3
r/Γ
of radius r > 0, θ′u is the corresponding contact one-form.
By Theorem 39, X is asymptotic to C2/Γ = H/Γ at infinity, therefore on
π−1(S3r/Γ), ωu = dθu where θu can be chosen to be asymptotic to θ
′
u. In par-
ticular, since θ′u ∧ dθ
′
u > 0 also θu ∧ dθu > 0 on π
−1(S3r/Γ) for large r. Thus X can
be thought of as a contact type manifold with boundary π−1(S3r/Γ) with the infinite
collar π−1(∪ρ≥rS
3
ρ/Γ) attached. The last statement follows by Lemma 40. 
7.6. An S1−action on ALE spaces. Let X = Xζ1,0,0 for generic (ζ1, 0, 0). The
resolution π : X → C2/Γ can be described explicitly as follows (following [5]). The
moment map equations are [α, β] = 0 and [α, α∗] + [β, β∗] = −2iζ1. Since α, β
commute by the first equation, they have a common eigenvector e, say (α, β)e =
(a, b)e. By Γ−invariance, eγ = R(γ) · e is also a common eigenvector such that
(α, β)eγ = (γ · (a, b))eγ .
The map X → C2/Γ, (α, β) 7→ Γ · (a, b) is then an I−holomorphic minimal
resolution. In fact π is also compatible with J and K if we identify C2/Γ = H/Γ.
Theorem 43. The S1−action λ · (a, b) = (λa, λb) on C2/Γ lifts to a unique
I−holomorphic S1−action on (X,ωI). Moreover the S
1−action preserves the con-
tact hypersurface π−1(S3r/Γ) inside (X,ωI) described in Lemma 42, and the contact
form θI can be chosen to be S
1−equivariant.
Proof. Since Γ is a complex group, it commutes with the diagonal S1−action on
C2, therefore the action is well-defined on C2/Γ. The lift of the action is
ϕλ(α, β) = (λα, λβ).
In particular, the S1−action preserves ωI because it preserves the metric g and
it commutes with the action of I.
Let θI denote the contact form constructed in Lemma 42 for the hypersurface
π−1(S3r/Γ) and the symplectic form ωI . To make θI an S
1−equivariant contact
form, we simply replace it by the S1−averaged form θI =
∫ 1
0 ϕ
∗
e2piitθI dt. Since
ϕ∗λωI = ωI , it satisfies dθI = ωI and the positivity condition
θI ∧ dθI =
(∫ 1
0
ϕ∗e2piitθI dt
)
∧ ωI =
∫ 1
0
ϕ∗e2piit(θI ∧ ωI) dt > 0. 
Remark 44. The S1−action does not preserve ωJ and ωK . That is why the sym-
plectic cohomology for ωI will be very different from the one for ωJ or ωK .
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7.7. Changing the contact hypersurface to a standard S3/Γ. Our aim is to
change the contact hypersurface in (X,ωI) so that it becomes a standard S
3
r/Γ.
We want to do this compatibly with the S1−actions on X and C2/Γ, so that the
S1−action on (X,ωI) will coincide with the new Reeb flow. To do this, we need an
S1−equivariant version of Gray’s stability theorem.
Lemma 45 (S1−equivariant Gray stability). For t ∈ [0, 1], let ξt = kerαt be a
smooth family of contact structures on some closed manifold N2n−1. Then there is
an isotopy ψt of N and a family of smooth functions ft such that
ψ∗t αt = e
ftα0.
If there is an S1−action on N preserving each αt, then ft and ψt are S
1−equivariant.
Proof. Let Xt be a vector field inducing a flow ψt. By Cartan’s formula,
∂tψ
∗
t αt = ψ
∗
t (α˙t + LXtαt) = ψ
∗
t (α˙t + diXtαt + iXtdαt).
Observe now that if ψt satisfied the claim, then ∂tψ
∗
t αt = f˙te
ftα0 = ψ
∗
t (f˙t(ψ
−1
t )αt).
We can reverse the argument to obtain the required ψt if we can find a vector
field Xt in ξt (so iXtαt = 0) satisfying the equation
iXtdαt = f˙t(ψ
−1
t )αt − α˙t.
Inserting the Reeb vector field Rt we obtain 0 = f˙t(ψ
−1
t ) − α˙t(Rt). Solving the
latter equation determines ft with f0 = 0. Then the original equation determines
Xt ∈ ξt since dαt is non-degenerate on ξt.
Suppose we had an S1−action ϕλ preserving α, ϕ
∗
λαt = αt. Applying ϕ
∗
λ to the
equation which determines Xt at x we obtain the equation
iϕ∗
λ
Xtdαt = f˙t(ψ
−1
t )αt − α˙t
at y = ϕ−1λ (x). The solution ft does not change and so by uniqueness and ϕ
∗
λXt =
Xt, which proves that ft and ψt are S
1−equivariant. 
Lemma 46. The contact hypersurface π−1(S3r/Γ) can be deformed inside (X,ωI)
into a copy of the standard S3r/Γ via an S
1−equivariant contactomorphism.
Proof. Consider Xt = Xtζ1,0,0 and denote by ωt its form ωI , (0 ≤ t ≤ 1), and
let πt : Xt → X0 = H/Γ denote the minimal resolution. By Lemma 42, each Xt
comes with an S1−equivariant contact form θt with dθt = ωt and such that θ0 is
the standard contact form on S3r/Γ ⊂ X0. This defines a family of S
1−equivariant
contact forms αt = (πt)∗θt on S
3
r/Γ. By Lemma 45 there is an S
1−equivariant
isomorphism (S3r/Γ, e
f1α1) → (S
3
r/Γ, α0). In particular, this proves that X arises
by attaching an infinite collar to the manifold
{(R, x) : R ≤ ef1(pix), x ∈ π−1(S3r/Γ)} ⊂ X
along the boundary {(ef1(pix), x)} ⊂ X which is a standard contact S3r/Γ. 
7.8. Non-vanishing of the exact symplectic cohomology.
Theorem 47. SH∗(X,ωu) 6= 0 for u = (0, uJ , uK) ∈ S
2, indeed c∗ : H
∗(X)⊗Λ→
SH∗(X,ωu) is an injection.
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Proof. The exceptional spheres in X are exact by Lemma 40. For each such S2 we
have a commuting diagram by Theorem 16, using the bundles described in 4.2:
H4−∗(LS
2)⊗ Λ ∼= SH∗(T ∗S2, dθ) ooOO
c∗
SH∗(X,ωu)OO
c∗
H4−∗(S
2)⊗ Λ ∼= H∗(S2)⊗ Λ oo
i∗
H∗(X)⊗ Λ
The left vertical map is induced by the inclusion of constant loops and it is
injective on homology because it has a left inverse by evaluation at 0. Since H∗(X)
is generated by the exceptional spheres by Theorem 39, and i∗ is the projection to
the summands of H∗(X), the claim follows. 
7.9. Vanishing of the non-exact symplectic cohomology.
Theorem 48. SH∗(X,ωI) = 0.
Proof. By Theorem 8 the symplectic cohomology changes by an isomorphism if we
choose a different contact hypersurface in the collar. By Lemma 46, we changed the
hypersurface by an S1−equivariant contactomorphism so that the collar of X (after
metric rescaling) can be assumed to be the standard S3/Γ× [1,∞) with S1−action
(a, b) 7→ (λa, λb). The symplectic S1−action ϕλ on (X,ωI) defines a vector field
Xϕ(x) =
∂
∂t
∣∣∣∣
t=0
ϕe2piit(x).
By Cartan’s formula 0 = ∂λϕ
∗
λω = ϕ
∗
λLXϕω = diXϕω. Thus, since H
1(X ;R) = 0,
we obtain a Hamiltonian via iXϕω = −dHϕ. Moreover, accelerating the flow by a
factor k, we obtain an S1−action ϕkλ with Hamiltonian Hk = kHϕ. On the collar,
Hk(a, b) = kπ(|a|
2 + |b|2) and since R = |a|2 + |b|2, the Hamiltonian is linear at
infinity: hk(R) = kπR.
The 1−periodic orbits ofHk either lie in π
−1(0) or come from lifts of nonconstant
1−periodic orbits on C2/Γ for the flow (a, b) 7→ (λka, λkb). But for generic k, there
are no 1−periodic orbits of Hk on C
2/Γ except for 0. So we reduce to calculating
the Maslov indices of 1−periodic orbits in π−1(0).
Since the flow ϕλ is holomorphic, the linearization over a periodic orbit will be
a loop of unitary transformations. Its Maslov index can therefore be calculated
as the winding number of the determinant of the linearization in the trivialization
C · (ωJ + iωK) of the canonical bundle. Since
ϕ∗λωJ(V,W ) = g(Jϕλ∗V, ϕλ∗W ) = g(JλV, λW ) = λ
2ωJ(V,W ),
and similarly for K, we deduce that ϕλ acts on the canonical bundle by rotation
by λ2. Therefore the Maslov index increases by 2 for each full rotation of λ.
We deduce that the Maslov indices for Hk grow to infinity as k→∞. Therefore
the generators of SH∗(Hk+N , ωI) have arbitrarily negative Conley-Zehnder indices
as N →∞, and so the image of SHm(Hk, ωI) under the continuation map
SHm(Hk, ωI)→ SH
m(Hk+N , ωI)
vanishes for large N . Thus the direct limit SHm(X,ωI) = 0 for all m. 
Corollary 49. Let X be an ALE space. Given a generic class in H2(X ;R), it is
possible to choose a symplectic form ω on X representing that class such that
SH∗(X,ω) = 0.
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Here, genericity refers to choosing [ω] in the complement of certain finitely many
hyperplanes in H2(X ;R).
Proof. All the Xζ1,0,0 for generic ζ1 are diffeomorphic (Theorem 39.1). We fix one
such choice X = Xa,0,0, and we consider the family of forms ωI induced on X by
pull-back from Xζ1,0,0 via the diffeomorphism X
∼= Xζ1,0,0. By Lemma 40, [ωI ]
will range over all generic choices in H2(X ;R) (genericity of ωI corresponds to the
genericity of ζ1). The result now follows from Theorem 48. 
7.10. Vanishing of the twisted symplectic cohomology.
Lemma 50. The non-compactly supported deformation from ωJ to ωI can be made
to satisfy Theorem 33, thus SH∗(X,ωJ ; ΛτωI )
∼= SH∗(X,ωI).
Proof. Let ωε = ωJ + εωI . By the proof of Lemma 42, we can find a family of
contact forms θε|S on S = π
−1(S3r/Γ) with dθε = ωε. By Gray’s stability theorem,
there is a family of contactomorphisms ψε : S → S such that ψ
∗
ε (θ0|S) = e
fεθε|S .
As we deform ω0 to ωε we simultaneously change the hypersurface in X by
S → X, (R, x) 7→ (e−fε(R,x)R,ψε(R, x)),
so that on the collar determined by this hypersurface the one-form is θ0 instead
of θε. This change of hypersurface will change the symplectic cohomology by an
isomorphism (Theorem 8). The “interior part” of X has changed by a diffeomor-
phism, and we have reduced the setup to the case where we deform ω0 to a form
ω′ε which is cohomologous to ωε but which equals dθ0 on the collar.
Now it is possible to make a compactly supported deformation from ωJ to ω
′
ε and,
for small ε, Theorem 33 implies that SH∗(X,ωJ ; ΛετωI )
∼= SH∗(X,ω′ε). Rescale
by 1/ε via t 7→ t1/ε to deduce that
SH∗(X,ωJ ; ΛτωI )
∼= SH∗(X,ω′ε/ε).
Now ω′ε/ε is cohomologous to ωI . By applying Gray’s theorem as above, we can
change ω′ε/ε within its cohomology class so that on the collar it becomes equal
to ωI . Finally we apply a compactly-supported Moser symplectomorphism as in
Lemma 9 to deform the form to ωI on all of X . Hence
SH∗(X,ω′ε/ε)
∼= SH∗(X,ωI). 
Theorem 51. Let X be an ALE space and let dθ denote any non-zero linear
combination of ωJ and ωK . For any generic closed two-form β on X,
SH∗(X, dθ; Λτβ) = 0.
Again, generic is understood in the sense of Corollary 49.
Proof. By the proof of Corollary 49 we may assume that ωI represents [β]. In partic-
ular, SH∗(X,ωI) = 0. Note that a non-zero linear combination of ωJ and ωK is of
the form c ωu for some c > 0 and u = (0, uJ , uK) ∈ S
2, and is therefore exact. The
proof of Lemma 50 can easily be adapted to dθ = c ωu, so SH
∗(X, dθ; ΛτωI ) = 0.
By Lemma 14, ΛτωI only depends on the cohomology class of ωI up to isomorphism,
therefore SH∗(X, dθ; Λτβ) = 0. 
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7.11. Exact Lagrangians in ALE spaces.
Theorem 52. Let X be an ALE space. Then any exact Lagrangian submanifold
j : L →֒ (X,ωJ) must be a sphere, in particular L cannot be unorientable. This
result also holds if we replace ωJ by any non-zero combination of ωJ and ωK .
Proof. Since SH∗(X,ωJ ; ΛτωI ) = 0, Corollary 17 implies that the transgression
τ(j∗[ωI ]) cannot vanish. But for orientable L which are not spheres all transgres-
sions must vanish since π2(L) = 0. Therefore the only allowable orientable exact
Lagrangians are spheres. The unorientable case follows by Remark 18. 
Corollary 53. Let (Y, dθ) be the plumbing of copies of T ∗S2 as prescribed by any
ADE Dynkin diagram. Then any exact Lagrangian L ⊂ Y must be a sphere, in
particular L cannot be unorientable.
Proof. This follows immediately by Section 7.4 (or, as mentioned in Remark 41, by
embedding Y into an ALE space X with the same Dynkin diagram). 
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