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Set of Boundary Conditions for Aerodynamic Design
M. Ferlauto,∗ A. Iollo,† and L. Zannetti‡
Politecnico di Torino, 10129 Turin, Italy
Robust and flexible numerical methodologies for the imposition of boundary conditions are required to formulate
well-posed problems. A boundary condition should be nonreflecting, to avoid spurious perturbations that can
provocate unsteadiness or instabilities. The reflectiveness of various boundary conditions is analyzed in the context
of the Godunov methods. A nonlinear, isentropic wave propagation model is used to investigate the reflection
mechanism on the flowfield borders, and a parameter τ is defined to give a measure of the boundary reflectiveness.
A new set of boundary conditions, in which τ = 0, that is, totally nonreflecting, is then proposed. The approach has
been integrated in an aerodynamic design procedure using a distributed boundary control.
Nomenclature
A, B = vector of convective fluxes
AU , BU = Jacobians of vectors A, B
e = total internal energy per unit of volume
i,η, k = unit vectors
L ref = reference length
M = Mach number
n = normal unit vector
p = pressure
Q = vector of source terms
R1, R2, R3 = Riemann invariants pertinent to the characteristic
lines of slopes u − a, u, and u + a, respectively
S = entropy
T 0 = total temperature
t = time
U = vector of conservative variables
u, v, w = velocity components in the cylindrical
frame of reference
γ = ratio of specific heats
 = difference
b = boundary of b
Λ = vector of lagrangian multipliers λi
λi , µ, ξi , ξo = Lagrangian multipliers
ρ = density
 = domain in (x, r) ∈ R2 on the meridional plane
b = projection of the blade surface onto the
meridional plane
Subscripts
b = blade
i = inlet
l = leading edge
o = outlet
ref = reference value
t = trailing edge
∞ = freestream
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Superscripts
∗ = value at the boundary interface
– = target value
Introduction
F UTURE developments of inverse design will concentrate onenhancements of the enforcement of boundary conditions, to
be able to increase the robustness of numerical procedures and to
formulate well-posed problems. Virtual boundaries are frequently
used in the practice of computational fluid dynamics (CFD) to limit
the computational domain. These boundaries play a major role in the
numerical accuracy of the flowfield solution. The global accuracy of
the computation depends on the accuracy of the boundary treatment
and on the absence of unphysical, spurious reflections. In external
flow computations, for example, the presence of such reflections can
be observed when the boundary that simulates asymptotic flowfield
conditions is too close to the body or when extrapolation formulas
are used to determine the flow variable at the boundary contour.
In this context, the use of nonreflecting boundary models is quite
attractive: When unphysical reflections are avoided, the computed
solution becomes independent of the distance of the far-field bound-
aries, and a smaller computational domain can be adopted, so that the
computational resources can be used to increase the grid resolution.
This route has been exploited by many researchers, starting from the
theoretical studies on the well posedness of an initial boundary value
problem for hyperbolic systems by Kreiss,1 and the work on absorb-
ing boundary conditions for the numerical simulation of waves by
Engquist and Majda.2 Research was then focused on the numerical
modelization of nonreflecting boundary conditions for both Euler
and Navier–Stokes equations. For a review see, for example, Refs. 3–
5 and references therein. Let us consider how a boundary condition
reflects the signals that come from the interior domain. In general,
a new perturbation, which can be stronger or weaker than the inci-
dent wave, arises at the boundary. For the simulations of systems
overrelaxed to the steady state, such reflections are problematic.
Because one is in fact interested in the steady flowfield solution,
any undamped perturbation is, at least, CPU time consuming, and
convergence is delayed. Special care must be adopted in imposing
boundary conditions when solving inverse problems, not only for
convergence problems but also as well-posedness requirements are
concerned.6−8 For internal flows, the strong coupling between inner
flowfield and boundary conditions does not allow the straightfor-
ward application of numerical techniques valid for external flows.
For instance, the use of Riemann invariant boundary conditions (or
their linearized equivalent) is a standard technique in external aero-
dynamic computations, where the value of the invariants can be
set from the freestream conditions. For turbomachinery flow calcu-
lations, however, the value of Riemann invariant that matches the
desired operating conditions cannot be set a priori, and it should be
found iteratively.
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The present work was initially motivated as an attempt to over-
come some practical limitations that the use of conventional bound-
ary conditions could have on inverse design. The reflection proper-
ties of standard boundary conditions could result to be problematic
or infeasible when dealing with inverse CFD methods, especially
for turbomachinery design problems. In the first part of the paper
the reflecting/nonreflecting properties of some boundary conditions
that are usually used in CFD are analyzed. The interaction of acous-
tic perturbations with the boundary is modeled using a characteristic
wave approach. A parameter τ is derived from the model to measure
the reflectiveness of a boundary condition. Some limits that arise
with the use of conventional boundary conditions in aerodynamic
design are discussed. A different approach to boundary condition
enforcement is investigated in the second part of the paper. In the
context of a methodology for the optimal design of turbomachinery,9
a class of nonreflecting boundary conditions is presented, derived
in the framework of a distributed boundary control based on the ad-
joint of the governing equations. The Riemann invariants are taken as
boundary controls, and a functional that represents the convergence
to the given boundary conditions is defined. Totally nonreflecting
boundaries are obtained by minimizing this functional with respect
to the controls; nevertheless, the prescribed physical conditions are
ensured. Finally, the performances and accuracy of the new pro-
cedure were investigated in several numerical tests, and the results
were then compared with the performance that can be obtained using
conventional boundary conditions.
Boundary Condition Reflectiveness
The reflectiveness of typical boundary conditions is analyzed in
this section. On this subject, the interested reader can find an ex-
haustive eigenmode analysis, for example, by Darmofal et al.10
When compressible flows are dealt with, it is natural to work with
characteristic variables,3 which also give a straightforward physical
interpretation to the analysis. Whenever a characteristic, approach-
ing the boundary, is not in agreement with the imposed boundary
conditions, it reflects on the interior, giving rise to a new perturbation
that travels backward into the flow. This reflection is governed by
the coupling of the boundary condition with the traveling signal. In
a one-dimensional, isentropic model, the set of boundary conditions
can be represented by the functional form
B[a∗(U), u∗(U)] = 0 (1)
where a is the sound velocity, u the flow velocity, and U the con-
servative variables as defined in Eq. (21). According to Ref. 11, the
signals, or Riemann invariants, conveyed along the characteristics
are approximated by
R1 = a/κ − u, R2 = s, R3 = a/κ + u (2)
where κ = (γ − 1)/2 and s is entropy. R2 expresses the convec-
tion of the entropy along the characteristic lines of slope u. These
expressions for the Riemann invariants are derived by neglecting
the entropy contributions to R1 and R3, otherwise no one invariant
can be defined because entropy depends on the thermodynamic his-
tory of flow particles. This assumption has been widely investigated
in the derivation of nonlinear, approximate Riemann solvers (see
Refs. 11 and 12), and it has proved to give good approximations for
a wide range of Mach numbers. Although the wave propagation is
governed by the linear system (2), the reflection mechanism requires
the coupling with relation (1) and results in a nonlinear combination
of the flow variables.
Now, let us suppose that R3, the signal that propagates along the
characteristic lines of slope u + a, is the signal that approaches the
boundary. Then, according to the theory of hyperbolic systems, the
reflected signal will travel as R1 because it belongs to the family
of characteristic lines with slope u − a. A measure of the relative
strength of the new perturbation is given by
δR1 = ∂ R1
∂ R3
δR3 = τδR3 (3)
The derivative τ = ∂ R1/∂ R3 here plays the role of an amplification
or damping factor. If the coupling of Eqs. (1) and (2) results in
values of |τ | < 1, the boundary condition is able to reduce the ini-
tial gap between the flow state and the incoming signal. For values
of |τ | > 1, the perturbation is somehow amplified by the boundary
condition. When |τ | = 1, the perturbation is reflected exactly. Low
values of τ are advantageous because they enhance the overall con-
vergence by damping any perturbation that eventually arises during
the computation of the unsteady flow. In spite of its simplicity, the
reduced-order model of the wave system propagation here proposed
is a basic representation of nonlinear wave interactions,11,12 and it
retains most of its effectiveness even for two- or three-dimensional
configurations. The theoretical results concerning the reflectiveness
of several boundary conditions, obtained by using the discussed
wave propagation model, are detailed in the following sections.
Wall Boundary
At solid boundaries that move in a general manner, the wall im-
permeability is ensured by fixing the normal component of flow
velocity Vn ,
B(a, u, U) = u∗ − Vn = 0 (4)
When system (2) is recalled, the sound and flow velocities in bound-
ary condition (4) can be expressed in terms of R1 and R3:
a∗ = κ(R3 + R1)/2, u∗ = (R3 − R1)/2 (5)
By differentiating the boundary condition (4), we obtain
δB = δR3 − δR1 = 0 (6)
and the parameter τ can be defined as
τ = ∂ R3
∂ R1
= 1 (7)
which is a constant. From Eq. (7), the wall boundary condition
reflects exactly an incident perturbation.
Inlet Boundary
The inlet flow can be either subsonic or supersonic. In the latter
case, reflection is impossible because none of the signals can flow
back to the inlet and all of the flow variables must be given. In one
dimension, the total temperature, the entropy (or the total pressure),
and the inlet Mach number are usually assigned. A supersonic in-
let is already a nonreflecting surface in the conventional boundary
treatment.
When the inlet flow is subsonic, the total temperature and entropy
are imposed. The reflection mechanism is governed by the condition
on the total temperature because the second boundary condition
(BC) just fixes the entropy level at the inlet. In this case, the Riemann
invariant R1 = R∗1 comes from the interior domain (Fig. 1b) and does
not depend on the BC. The total temperature is imposed through the
BC
B(a, u, U) = a2 + κu2 − γ T 0 = 0 (8)
whereas sound and flow velocities can be expressed in terms of R1
and R3 by Eqs. (5). The differential of the BC is
δB = [κ(R3 + R1) + (R3 − R1)]δR3 + [κ(R3 + R1)
− (R3 − R1)]δR1 = 0 (9)
that is,
τ = ∂ R3
∂ R1
= 1 − κ
1 + κ −
2κ
1 + κ
1/κ − M
√
[(1 + κ)/κ](1 + κ M2) − κ(1/κ − M)
(10)
The τ function is plotted vs the Mach number in Fig. 1. We observe
that is τ < 1 and the damping effect increases as the Mach number
increases from 0 < M < 1.
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Fig. 1a Typical wave pattern of the Riemann problem (see Ref. 11) for
a subsonic inlet.
Fig. 1b Inlet reflectiveness τ vs Mach number.
Outlet Boundary
As for the inlet, one has to distinguish whether the flow is sub-
sonic or supersonic. When the flow is supersonic, all of the flow
variables are extrapolated from the interior domain and no BC is
required, according to the theory of hyperbolic systems. The super-
sonic outlet is, therefore, a nonreflecting boundary surface. When
the outlet flow is subsonic, one BC must be prescribed. In general,
the static pressure level pex is imposed. The sound velocity at the
outlet can be expressed as
a∗ = aex =
√
γ p(γ − 1)/γex (11)
Therefore, the BC is
B(a, u, U) = a∗ −
√
γ p(γ − 1)/γex = 0 (12)
and, from Eq. (5),
κ(R3 + R1)/2 −
√
γ p(γ − 1)/γex = 0 (13)
By differentiation, this leads to
δR3 + δR1 = 0, τ = ∂ R1
∂ R3
= −1 (14)
so that an incidence perturbation is reflected exactly. The static pres-
sure is not the only variable that can be adopted. For example, it has
been demonstrated that an ill-posedness problem in blade design
using inverse formulations can be overcome by fixing the mass flow
at the cascade exit in certain way.7 One can, for instance, set the
axial Mach number Mex at the outlet. In this case u∗ = a∗ Mex and
B(a, u, U) = u∗ − a∗ Mex = 0 (15)
a)
b)
Fig. 2 Outlet reflectiveness τ vs Mach number: a) axial Mach number
prescribed as BC and b) mass flow rate imposed at exit.
and the expressions of the differential and τ are
δB = (1 − κ Mex)δR3 − (1 + κ Mex)δR1 = 0
τ = ∂ R1
∂ R3
= (1 − κ Mex)
(1 + κ Mex) (16)
Another possibility is to set the mass flow rate m˙ = (ρu)∗, which is
often a main design parameter. As can be seen, the straight imposi-
tion of the mass flow results in a strong reflective BC. By reformu-
lating the density as a function of the sound velocity and by using
system (2), from dm˙ = 0 we obtain
B(a, u, U) = γ −1/(γ − 1)a∗1/κu∗ − (ρu)ex = 0 (17)
and the differential δB is
δB = [(R3 − R1)/κ + (R3 − R1)]δR3 + [(R3 − R1)/κ
− (R3 − R1)]δR1 = 0 (18)
The amplification factor τ is given by
τ = (1 + Mex)/(1 − Mex) (19)
The τ diagrams from expressions (16) and (19) are shown in Fig. 2.
As can be seen, the enforcement of the axial Mach number at the
outlet has a slight damping effect, whereas the constraint on the
mass flow results in a severe and strong reflecting BC that yields in
practice to divergence in the numerical computations.
New Set of BCs
The conventional enforcement of BCs leads to a system of equa-
tions that combines the wave propagation model with the physical
variable, for example, pressure, total temperature, etc., that has to
be prescribed at the boundary, and this often results in a nonlinear
coupling of the primitive variables. For transient-to-steady compu-
tations, as can be the case of an aerodynamic design, BCs that always
result in τ = 0 can be obtained by decoupling the wave propagation
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model from the physical conditions that have to be prescribed at the
boundary. We propose to set explicitly the value of the Riemann in-
variant that virtually comes from the border and to update iteratively
such a value during the computation to satisfy the physical BC at
the steady state. Instead of avoiding reflections by canceling any
signal that reenters the flow from the domain border, as the classical
approaches to nonreflecting BC do,3−5 we impose a BC that is inde-
pendent of the flow at the boundary. In this way the mechanism that
leads to reflections is broken. The iterative updating of the Riemann
invariants at the border is implemented as an optimization procedure
where the Riemann invariants are the control parameters, whereas
the physical conditions that have to be enforced at the boundary are
rewritten as an objective function that has to be minimized. Regarde-
less of what BCs have to be satisfied, we set both R3 and R1. One
invariant is imposed according to the flow direction, and the other
comes from the domain interior. The flow state at the boundary is
given by
a∗ = κ(R∗1 + R∗3
)/
2, u∗ = (R∗3 − R∗1
)/
2 (20)
We called this a set of Riemann invariant-based (RIB) BCs. The
approach is general and flexible, but requires the availability of a
minimization procedure for a fast convergence to the functional ex-
tremum, that is, to satisfy the physical constraints at the boundary.
Nonreflectiveness of the boundaries is obtained at the cost of an opti-
mization problem. The advantages of adopting the proposed strategy
to solve direct problems are dubious. The additional cost should in-
stead be minimal for optimal design procedures9 that already have to
solve an optimization problem. The full computational cost of RIB
BC can be motivated by the severe well-posedness requirements of
the numerical solution of certain inverse problems.
Mathematical Model
In this part of the paper, details are given on how the proposed
boundary conditions can be integrated in the framework of an exist-
ing tool for optimal design that combines a flow solver with an op-
timization procedure.9,13,14 The flow solver belongs to the through-
flow model class, and it is explained in detail in Ref. 15. Briefly, the
mathematical model for the flow consists of the compressible Euler
equations. The solver reduces the flowfield inside multistage axial
compressors or turbines to its description on the meridional plane
(Fig. 3). This reduction is obtained by assuming that the flowfield is
axisymmetric and the blades have vanishing thickness and infinite
solidity, so that each single blade coincides with a stream surface.
The flow deflection through the stators and rotors is the result of
the forces that the blades exert on the flow: This effect is modeled
by volume forces orthogonal to the stream surfaces. These are typ-
ical hypotheses of through-flow codes and are reasonably verified
in usual turbomachine configurations, where the number of blades
is such that the solidity is high. In our approach, instead of mod-
ifying the blade shape, as a classical shape optimization does, we
give the force that the blades exert to the flow, and let the geom-
etry accommodate this distribution of forces by solving an inverse
problem. The volume force distribution is then updated according
to an adjoint optimization process, so that the objective functional,
for example, the thrust, is maximized.9 Although a simpler, but less
complete, flow model could enhance the readability of the paper, the
authors prefer to explain the background that has inspired the BC
model and the practical design problems that they aim to overcome.
In a cylindric frame of reference, the compressible Euler equa-
tions with volume forces acting on the fluid are
∂U
∂t
+ ∂A
∂x
+ ∂B
∂r
+ Q = 0, (x, r) ∈  (21)
where U = {ρ, ρu, ρv, ρw, e}T and
A =



ρu
p + ρu2
ρuv
ρuw
u(p + e)



, B =



ρw
ρuw
ρvw
p + ρw2
w(p + e)



a)
b)
Fig. 3 Schematic of multistage turbomachine a) meridional plane (ar-
eas Ωb are projections of blade surfaces onto the meridional plane) and
b) a three-dimensional view of the blade surfaces.
Q =



ρw/r
ρuw/r − F x
2ρvw/r − F θ
ρ(w2 − v2)/r − Fr
w(p + e)/r − F · q



System (21) is approximated using a finite volume technique by
discretizing the computational domain with four-sided cells. The
integration in time is carried out according to a Godunov-type two-
step scheme. A standard first-order flux difference splitting is used
at the predictor step: The conservative variables U are assumed as
an averaged, constant value inside each cell. The fluxes A and B
are evaluated by solving the Riemann problems that are pertinent
to the discontinuities that occur at the cell interfaces. The approxi-
mate Riemann solver suggested by Pandolfi11 was adopted for this
purpose. At the corrector level, second-order accuracy is achieved
by assuming a linear, instead of constant, behavior of the primitive
variables inside the cells, according to the essentially nonoscillatory
schemes.16 The resulting scheme is second-order accurate in both
time and space.
Adjoint Optimization
Here we deal with the general case of an optimization procedure
that enforces the RIB BCs, through penalization, and also seeks
the maximum of a certain performance. To enforce only the BCs,
the term expressing the performance must be removed. As already
mentioned, the starting point of our implementation of the RIB set
of BCs is an existing tool for shape optimization that combines an
inverse problem solver with an adjoint optimization procedure. See
Refs. 9, 13, and 14 for more details on the coupling between inverse
problems and adjoint optimization. For a general approach to shape
optimization, see Refs. 17–20.
Let us now suppose that we are looking for aerodynamic solutions
that maximize the thrust. If conventional BCs are used, the objective
functional would be
H =
∫
o
(p + ρu2) d −
∫
i
(p + ρu2) d (22)
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where H represents the conventional thrust. When using the RIB
BCs, the objective functional is penalized as
T = H− χ1
2
Bi − χ22 Bo
= H− χ1
2
∫
i
(T 0 − T¯ 0)2 d − χ2
2
∫
o
(Mx − Mx )2 d (23)
where T¯ 0 and Mx are the target total temperature at the inlet and the
axial Mach number at the outlet. Although a constant level of the
total temperature seems to be the most adequate BC at the inlet, sev-
eral choices at the outlet are possible. For instance, we implemented
the following alternative functionals:
B Io =
∫
o
(p − p)2 d (24)
B I Io =
∫
o
(ρu − ρu)2 d (25)
B I I Io =
[∫
o
ρu d −
∫
o
ρu d
]2
(26)
The termB Io corresponds to imposing the static pressure at the outlet.
Terms B I Io and B I I Io impose a local or global constraint on the mass
flow at the outlet, respectively.
The distributed control is represented by the tangential forces
F θ and by the Riemann invariants R1o on the cell interfaces at the
outlet boundary and R3i at the inlet. The tangential forces F θ are null
everywhere except on the blades, where they are only discretized
along the radial direction as
F θ (x, ri ) = F(ri )(1 − cos{2π [(x − xt )/(xl − xt )]}) (27)
so that the load on the leading (x = xl ) and trailing (x = xt ) edges is
0. For each blade row, there are as many design parameters F(ri )
as the number of computational points in the radial direction. The
maximum of T is constrained by the steady-state Euler equations:
E(Fϑ ) = Ax + Br + Q = 0 (28)
Another constraint is related to the blade equation of motion.9 The
blade surface, defined as ϑ = g(x, r, t), is one of the unknowns of
the problem, and its shape changes in time according to a kinematic
relation that ensures the impermeability of such a surface, that is,
gt = ugx + wgr − (v − ωr)/r (29)
This relation links the time derivative gt and spatial derivatives gx
and gr to the flow variables and to the rotational speed ω. It also
represents an additional constraint for the optimization problem,
G[U(Fϑ )] = ugx + wgr − (v − ωr)/r = 0 (30)
To solve this constrained maximization problem, we introduce the
Lagrangian function
L(U, g, Fϑ , , µ, ξi , ξo) = T +
∫

tΛE(U, Fϑ , g) d
+
∫

µG(U, g) d +
∫
i
ξi (R3i − R3i ) d
+
∫
o
ξo(R1o − R1o) d (31)
where t(x, r) = (λ1, λ2, λ3, λ4, λ5), µ = µ(x, r), ξi = ξi (x, r),
and ξo = ξo(x, r) are Lagrange multipliers. The Lagrangian will al-
low the maximization problem to be treated as an unconstrained
problem. A stationary point is found when the variations of L van-
ish with respect to all of its arguments. We have
δL = δLU + δLFϑ + δLg + δL + δLµ + δLξi
+ δLR3i + δLξo + δLR1o (32)
where
δLU = ∂T
∂U
δU +
∫

tΛδEU d +
∫

µ
∂G
∂U
δU d (33)
δLg =
∫

tΛδQg d +
∫

µδGg d (34)
δL =
∫

tδΛE(U, Fϑ , g) d (35)
δLµ =
∫

G(U, g)δµ d (36)
δLFϑ =
∫

tΛ
∂Q
∂ Fϑ
δFϑ d (37)
δLR1o = −
∫
o
ξoδR1o d (38)
δLR3i = −
∫
i
ξiδR3i d (39)
δLξi =
∫
i
δξi (R3i − R3i ) d (40)
δLξo =
∫
o
δξo(R1o − R1o) d (41)
To have δL= 0, all of the single contributions to δL must vanish at
the maximum, so that we enforce
δLU = 0, δLg = 0, δL = 0
δLµ = 0, δLξi = 0, δLξo = 0 (42)
In general, this results in
δLFϑ = 0, δLR3i = 0, δLR1o = 0 (43)
To reach the maximum δFϑ , δR3i and δR1o are taken so that
δLFϑ > 0, δLR3i > 0, δLR1o > 0 (44)
for example, using a conjugate gradient method.17
Note that the variations of L with respect to the Lagrange mul-
tipliers , ξi , ξo, and µ simply yield the flow equations and the
constraint enforcement. For the term δLU , we can manipulate the
second integral in Eq. (31) and obtain
δLU = ∂T
∂U
δU +
∫

tΛ(AU nx + BU nr )δU d
−
∫

(tΛx AU + tΛr BU )δU d +
∫

tΛ
∂Q
∂U
δU d
+
∫

µ
∂G
∂U
δU d (45)
where  is the entire border of the flowfield , and AU , BU , and
QU are Jacobian matrices. From δLU = 0, we obtain the so-called
adjoint of the Euler equations, that is,
tΛx AU + tΛr BU − tΛ ∂Q
∂U
− µ∂G
∂U
= 0 (46)
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on the domain , and also the related conditions
[
∂I
∂U
+ tΛ(AU nx + BU nr ) + ξi ∂ R3i
∂U
+ ξo ∂ R1i
∂U
]
δU = 0 (47)
on its boundary  with unit normal vector n = (nx , nr ).
The condition δLg = 0 yields
δLg =
∫
b
µδGg d +
∫
b
tΛδQg d =
∫
b
µ(q · n)δg d
−
∫
b
[(µu)x + (µu)r ]δg d +
∫
b
tΛδQg d = 0 (48)
Hence, the adjoint of the kinematic constraint in b is
(µu)x + (µu)r + ∇ · (tΛK) = 0 (49)
together with the BC on b
[µ(q · n) + (tΛK) · n]δg = 0 (50)
where
K = r Fϑ



0 0
1 0
0 0
0 1
u w



(51)
The adjoint equation of the kinematic constraint is coupled to
Eq. (46) the same way the kinematic constraint is coupled to the
flow equations.
Flow Adjoint BC
The method that is used to derive the BCs for the flow adjoint
equation and the kinematic constraint adjoint equation is explained
in detail.
At the inlet, Eq. (47) reduces to
[
∂T
∂U
+ tΛCU + ξi ∂ R3
∂U
]
δU = 0 (52)
with C = AU nx +BU nr . Because the flow variables U have to respect
given conditions at the boundaries, the variation δU at the inlet is
such that the BCs on U are still satisfied. For example, if the inlet
flow is supersonic all of the components of U are given. In this case
δU = 0, and consequently, there is no BC on Λ.
In the case of subsonic inlet, four BCs should be provided. Each
BC incorporated in the objective function must be subtracted from
this count. For example, we included the total temperature at the
inlet in the optimization process, so that only three conditions have
a) b)
Fig. 4 One-dimensional model of a stator cascade: a) model and b) typical diagram of the blade force vs flow deflection σ.
to be provided. Let us impose
dS = 0, dσ = 0, d = 0 (53)
where
S = log(p/ρ) − 2κ log ρ, σ = v/u,  = w/u (54)
and where we set U = (ρ, ρu, ρv, ρw, e) = (u1, u2, u3, u4, u5). We
obtain
δS = ∂S
∂u1
δu1 + ∂S
∂u2
δu2 + ∂S
∂u3
δu3 + ∂S
∂u4
δu4 + ∂S
∂u5
δu5 = 0
δσ = ∂σ
∂u2
δu2 + ∂σ
∂u3
δu3 = 0, δ = ∂
∂u2
δu2 + ∂
∂u4
δu4 = 0
(55)
From the decomposition C = RDL, where D is a diagonal matrix that
contains the eigenvalues of C and R and L are the matrices of the
corresponding right and left eigenvectors, we also obtain δW = LδU
and δU = RδW. Equation (52) can be rewritten as
[
∂T
∂U
R + tΛ RD + ξi ∂ R3
∂U
R
]
δW = 0 (56)
where the generic increment δW can be expressed by δR1 and δR3:
δW = Jin
{
δR1
δR3
}
, Jin =



0 0
−σ/2 σ/2
−/2 /2
1 0
0 1



(57)
so that
[
∂T
∂U
R + tΛ RD + ξi ∂ R3
∂U
R
]
Jin
{
δR1
δR3
}
= 0 (58)
These are two scalar relations that have to be satisfied by the com-
ponent of Λ and by ξi .
The situation is reversed at the outlet. For a supersonic outlet, we
pose Λ= 0, whereas for a subsonic outlet we obtain
[
∂T
∂U
+ tΛC + ξo ∂ R1
∂U
]
δU = 0 (59)
which is a set of five relations for Λ and ξo at the outlet boundary.
For the sake of completeness, we recall that, according to Ref. 9,
the BCs on the top and bottom walls are simply
nxλ2 + nrλ4 = 0 (60)
For the kinematic adjoint at the blade leading edge, δg = 0; therefore
Eq. (50) is satisfied. At the trailing edge, there is no constraint on
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δg, hence, on b
[µ(q · n) + (tΛK) · n] = 0 (61)
which is the BC for the adjoint equation.
Numerical Results
The performances of the numerical algorithm are investigated.
The main goal is to highlight the advantages and drawbacks of the
a) Blade camberline
b) Pressure
c) Tangential velocity
d) Gradient residual, convergence monitored
e) Total temperature residual, convergence monitored
f) Exit mass flow residual, convergence monitored
Fig. 5 Single stator design; configuration A, unstable to conventional BCs: , numerical and , theoretical.
design procedure that enforces the new BCs with respect to the
original formulation, explained in Ref. 9, in which conventional
BCs were used.
Single Stator Design
One mechanism which leads an inverse problem to fail is related to
the non-uniqueness of the solution within certain BCs. This problem
has been focused on in NACA CR 38367 with the aid of a theoretical
example. Let us consider a one-dimensional axisymmetric model of
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a stator blade in a duct, as shown in Fig. 4. The total temperature,
total pressure, and flow angle are imposed at the inlet, whereas the
exit static pressure is given at the outlet. The theoretical solution of
the one-dimensional problem is shown in Fig. 4. It can be seen that
a solution exists only for a given range of blade forces. Moreover,
in this range, two solutions exists for a given blade force, labeled A
and B in Fig. 4b. Solution A with the higher deflection is inherently
unstable, as discussed in detail in Ref. 7. When the inverse problem
a) Blade camberline
b) Pressure
c) Tangential velocity
d) Gradient residual, convergence monitored
e) Total temperature residual, convergence monitored
f) Exit mass flow residual, convergence monitored
Fig. 6 Single stator design, configuration B, stable to conventional BCs: , numerical and  theoretical.
is numerically solved with the earlier mentioned BCs, it converges
naturally to configuration B. It is also shown in Ref. 7 that the two
solutions are characterized by different mass flows and that one way
of solving this problem is to fix the exit mass flow, instead of the static
pressure, so that the blade force becomes a single value, monotonic
function of the exit conditions. The inverse problem pertinent to
the two configurations has been solved numerically by Zannetti and
Pandolfi7 for the one-dimensional case, using an unconventional
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BC, which fixes the exit mass flow. Unfortunately, the extension
of this BC to two-dimensional inverse problems for cascades has
resulted in serious convergence problems.
The RIB numerical procedure here proposed is able to overcome
these stability problems, and the two solutions are correctly ob-
tained. The results that are pertinent to the solution of the NASA
CR 3836 test are shown in Fig. 5 for configuration A and in Fig. 6 for
configuration B. The total temperature at the inlet and the mass flow
at the outlet have been enforced using the RIB procedure, whereas
the other BC has been implemented in a standard way. The enforce-
ment of the RIB BCs is reached through an iterative process. This
process was stopped when the gradient residual was decreased by
three orders of magnitude and the error on the target BC was less
than 0.1%. The blade geometry and the pressure and velocity dis-
tributions are compared with their theoretical values in Figs. 5a–5c
and Figs. 6a–6c. Convergence to the theoretical solution is reached
monotonically, as can be seen from the convergence history of the
gradient residuals.
Algorithm Performances
A comparison with conventional BCs has been performed to an-
alyze the performances of the RIB BCs in solving the inverse prob-
lem. Configuration B of NACA CR3836 has been adopted as a
reference test case because it is stable with the conventional con-
dition on the exit static pressure. In our computations, the test case
has been made two dimensional by giving a radial extension to the
stator blade (1 ≤ r/c ≤ 1.5), where c is the axial chord length. In the
computations using the conventional BC, the total temperature at
the inlet and the exit static pressure were imposed, whereas for the
RIB procedure the value of the Riemann invariants at the inlet and
outlet were chosen so that, at the steady state, the same levels of total
temperature and pressure of the preceding case were also matched
at the boundary. The performances are summarized in Table 1 for
different grid sizes. Because each time step requires the same CPU
time for both of the procedures, the performances are expressed by
the number of time steps required to reach the convergence of the
inverse problem. The steady state is here conventionally reached
when the L2 norm of the flow variable residual is less than 10−7.
The nondimensional time is also monitored in the simulations, to
check the duration of the transient.
From Table 1, we can observe that, with the new BCs, the tran-
sient is greatly reduced in time, being about five times shorter. As
Table 1 Inverse problem convergence: comparison of
the performances between the two sets of BCs
Conventional BC New BC
Grid size Steps Time Steps Time
20 × 5 5,190 65.466 1,388 16.213
40 × 10 10,432 65.397 2,566 14.967
80 × 20 25,558 79.811 4,860 13.987
160 × 40 49,860 78.977 9,010 13.120
a) b)
Fig. 7 Fan blade optimization: a) gradient residual comparison for A optimization with conventional BCs, B inverse problem solution with RIB BCs,
and C optimization with RIB BCs and b) thrust optimization history for cases A and C.
a consequence, the number of time steps to convergence, that is,
the CPU time, is reduced accordingly. The main drawback of the
RIB procedure is that the correct value of the Riemann invariant that
matches the target BC is unknown, and in general this match can be
obtained only through an iterative process, by solving a minimiza-
tion problem. The new BCs speed up the calculations of the inverse
problem, but they satisfy the target BCs asymptotically, through
an iterative updating of the Riemann invariants at the border. This
process, as currently implemented by the authors, is driven by a
line-seek algorithm based on a Polak–Ribiere nonlinear conjugate
gradient method. The functional gradient is evaluated via the flow
equation adjoint.9 From numerical experiments, it can be observed
that the global procedure does not converge as fast as the inverse
problem solution using a standard BC treatment. This lack of per-
formances is, however, compensated for by a higher reliability of
the solver when using the RIB BCs.
Fan Stage Design
The use of the overall procedure becomes computationally more
advantageous when the aerodynamic design does not reduce to a
pure inverse problem, but an optimization process is also involved.
Nevertheless, it must be stressed that the comparison of the perfor-
mance of the two earlier mentioned approaches to boundary treat-
ment remains essentially problem dependent. Because the RIB BC
enforcement already involves an optimization, an ulterior maximiza-
tion/minimization of target performance is paid at the cost of a penal-
ization procedure, so that any gap with an analogous shape optimiza-
tion approach that uses conventional boundary treatment should be
greatly reduced. The aerodynamic design of a fan stage was se-
lected as a reference task for the comparison. The design parameters
were chosen so that the inverse problem, using conventional BCs,
Fig. 8 Fan blade optimization; final blade geometry.
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a) Outlet pressure
b) Inlet total temperature
c) BC gradient residual
d) Objective functional residual
Fig. 9 Fan blade optimization; history of various residuals to monitor convergence.
a) Fan blade geometry
b) Exit mass flow distribution
c) Total temperature
d) Mass flow
Fig. 10 Inverse problem over two-stage turbine; global mass flow prescribed at the outlet as the exit BC.
1592 FERLAUTO, IOLLO, AND ZANNETTI
converges. Three cases are presented: 1) fan blade optimization for
thrust using conventional BCs (case A), 2) inverse problem solution
using RIB boundary conditions (case B), and fan blade optimization
for thrust using RIB boundary conditions (case C)
The test does not take into account the different number of control
parameters for the three cases. If we consider that the radial grid
spacing adopted is mc = 25 and that the fan stage has nbr = 2 blade
rows, the number of parameters one has to optimize is nbr × mc = 50
for case A, 2 × mc = 50 for case B, and nbr × (mc + 2) = 54 for
case C. The convergence history of the gradient residual vs the
CPU time is given in Fig. 7. The timing has been performed on
an Athlon XP2000-based personal computer. Again, as can be seen,
the case with conventional BCs converges more rapidly, whereas the
inverse problem solution and the optimization using thee Riemann-
based BCs show comparable CPU time requirements. Because the
gradient residual for cases B and C is relatively smooth, it could
be argued that an adaptive stepping procedure for the conjugate
gradient method could enhance the convergence rate. Figure 7 also
shows the time history of the thrust during the optimization cycles
for cases A and C, whereas the thrust of case B coincides with the
first point of the curve for the conventional BCs. The asymptotic
value of the thrust should be the same for the two cases. In the
numerical simulations this value shows a slight dependence on the
relative weights χi and χo that were adopted for the penalization of
the objective function so that a higher thrust could temporarily result
from a weaker enforcement of the BC. The optimization process
with the RIB BC was stopped when the residual of the thrust and of
the BCs decreased at least by three orders of magnitude.
The final blade geometry and the converge history of all of these
variables are shown in Figs. 8 and 9. As a final consideration, note
that all of the computations here presented have required CPU times
that ranged from several minutes to some hours on an entry level
workstations or a desktop personal computer, as in the case of mul-
tistage axial machine optimization.
Inverse Problem on a Two-Stage Turbine
Another remarkable feature of the new procedure is that not only
local BCs can be imposed but also integral formulations along the
boundary. For example, instead of prescribing the value of the mass
flow rate on the boundary point by point, by the adoption of a func-
tional such as B I Io of Eq. (25), the global mass flow can be set at the
outlet by using a functional as B I I Io of Eq. (26). The mentioned BC
results in a weaker constraint rather than when the local mass flow
is fixed at each boundary point because the system has a degree of
freedom more in the optimization space. The optimization process
will automatically select the optimal mass flow distribution. This
feature has not any equivalent in conventional BCs. As an example,
Fig. 10 refers to the design of a two-stage turbine via the inverse
problem solution. The Riemann-based BCs on the total temperature
has been adopted at the inlet, whereas global mass was prescribed
at the outlet. The initial and final mass flow distributions are shown
in Fig. 10b.
Conclusions
Motivated by well-posedness requirements of inverse design
methodologies, we focused our attention on the effects of boundary
reflectiveness. The mechanism of reflection of an incident perturba-
tion has been investigated through an analysis of the characteristic
wave system in proximity of the flowfield boundary. Adopting a
nonlinear, isentropic model for the wave propagation system, a pa-
rameter was defined as the ratio of the incident and reflected signal
strengths, to measure the reflectiveness of various BCs. A method
of breaking up the reflection mechanism, based on the direct mod-
elization of the boundary response, was then proposed. The new set
of nonreflecting BCs was investigated and integrated in a design
procedure that combines an inverse problem solution and adjoint
optimization. Numerical experiments have shown that such condi-
tions are quite effective in solving the inverse problem, although the
related penalization delays convergence of the adjoint procedure due
to the increased number of optimization parameters. Nevertheless,
the convergence of the whole numerical procedure is affected by
both phenomena and the advantages over conventional BCs should
be evaluated case by case. When a conventional BC can be used, the
numerical experiments suggest that inverse problems using conven-
tional BCs are solved faster than when using the RIB set. Conversely,
RIB BCs enhance the robustness of the code and require a compu-
tational effort that is sustainable even for low-entry workstations.
The two sets of BCs are, however, not equivalent in the sense that
the RIB set of BCs has proved to be effective where the conven-
tional one can be deleterious. The RIB set also allows combinations
of fluid dynamic variables or integral formulations to be imposed
along the whole boundary, combinations that have no equivalent
conventional BC.
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