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ABSTRACT
In this thesis, we study how to obtain faster algorithms for spectral graph sparsifi-
cation by applying continuous optimization techniques. Spectral sparsification is
the task of reducing the number of edges in a graph while maintaining a spectral
approximation to the original graph. Our key conceptual contribution is the con-
nection between spectral sparsification and regret minimization in online matrix
games, i.e., online convex programming over the positive semidefinite cone. While
this connection was previously noted [24, 47], we formally reduce graph sparsifica-
tion to a matrix regret minimization problem, which we solve by applying mirror
descent with a non-entropic regularizer. In this way, we not only obtain a new
proof of the existence of linear-sized spectral sparsifiers, originally given by [19],
but improve the running time from Ω(n4)([19, 54]) to almost quadratic. More
generally, our framework can also be applied for the matrix multi-armed bandit
online learning problem to reduce the regret bound to the optimal O(
√
nT ), com-
pared to the O(
√
nT log(n) given by the traditional matrix-entropy regularizer.
vi
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1Chapter 1
Introduction
The concept of coreset, i.e., a small subset of an input dataset which preserves
sufficient information to approximately solve problems over the original dataset,
plays a crucial role in many contemporary approaches to the design and analysis
of algorithms. For instance, when the task is to find the minimum enclosing ball
of N input points in high dimensional space [2, 36], those points located near the
boundary of the optimal solution determine the solution itself and can be consid-
ered as a coreset of all the given points. For graph algorithms, approximating the
graph with a sparser subgraph is a key step towards improving the efficiency of
many fundamental tasks. Andoni, Gupta and Krauthgamer [7] compress G(V,E)
into a graph with fewer nodes while preserving the multicommodity flows that
can be routed between a given set of terminals T ⊆ V . Such vertex-sparsification
techniques also apply in preserving reachability information on planar graphs [29].
Beyond vertex sparsifiers, finding meaningful subgraphs with fewer edges has
also proved hugely successfull in speeding up graph algorithms. To be more
precise, let us first define the notion of graph Laplacian . Let G = (V,E,w) be
a undirected weighted graph with n vertices and m edges, and each we > 0 is
the weight of edge e. For every edge e = (a, b) ∈ E, we orient it arbitrarily and
denote by χe
def
= ea − eb ∈ Rn the characteristic (column) vector of edge e. Let
Le
def
= weχeχ
T
e ∈ Rn×n be the graph Laplacian of edge e, or the edge Laplacian.
Let B ∈ Rm×n be the incidence matrix where its row corresponding to edge e is
the characteristic (row) vector χTe . Define W = diag{we}e∈E to be the diagonal
2matrix of edge weights. The Laplacian with respect to graph G is
LG
def
= BTWB ∈ Rn×n.
Karger and Benczur [22] give the notion of cut sparsifier namely constructing a
sparser graph G′ such that the all the cuts are approximately preserved. The size
of a cut S ⊆ V is defined to be the summation of the weight of edges across the
cut.
CG(S) = Σ(a,b)∈(S,S)w(a, b)
We call H a cut sparsifier if
∀S ⊆ V, (1− )CH(S) ≤ CG(S) ≤ (1 + )CH(S).
If we write in the graph Laplacian language, it’s easy see the cutsparsifier is
equivalent to
∀x ∈ {0, 1}n, (1− )xTHx ≤ xTGx ≤ (1 + )xTHx
Karger and Benczur showed that this cut sparsifier exists with nlogn
2
edges and
can be constructed in |E|log2n time. In this thesis we will focus on the spectral
sparsification on undireted weighted graph which put forward by Spielman and
Teng [49, 50]. H(V, E˜, w˜) is called a spectral sparsifier of G if
∀x ∈ Rn, (1− )xTHx ≤ xTGx ≤ (1 + )xTHx
It can be viewed as a stronger version of cut sparsifier since we require all the Rn
vectors to preserve the quadratic form compared to zero one vectors. Note that LH
need to preserve all eigenvalus of LG. Spectral sparsification plays a fundamental
role in many different graph algorithm applications. For instance, faster Max-flow
algorithm in [34] and faster symmetric diagonal dominant(SDD) linear system
3solver in [42]. Moreover, the unweighted graph spectral sparsification also raised
by Batson, Spielman and Srivastava [19] and reveal the deep connection with
famous Kadison-Singer conjectures presented in 1959 [32]. The existence proof
of unweighted graph spectral is given by the seminal paper by Marcus, Spielman
and Srivastava [40].
The multi-armed bandit(MAB) problem in online learning community was
firstly proposed by Robbins in 1952 [44]. In this problem, a gambler is facing a
machine with n arms, the gambler need to decide which arm to pull at each round
and then the gambler will receive a loss(or reward). The aim of the gambler is
to minimize his loss after a sequence of rounds. This framework has been widely
applied in many areas such as dynamic pricing [35], multi-agent systems [52],
game theory[13] and network routing[16]. Different assumptions on how and
when the loss is revealed to the gambler inducing different models and results.
For instance, in the seminal paper by Auer etc. [13], the loss function satisfies
a single distribution for each arm and independent of the rounds. They call
this setting stochastic MAB problem. We refer to the book by Cesa-Bianchi
and Lugosi [25] for more comprehensive introduction on stochastic MAB. In this
thesis, we will consider adversarial non-stochastic loss function setting. The loss
values was chosen before the game starts and only after the gambler pulls the
arm at each round the value attach to this arm at this round will be given to the
player. The player hopes to minimize the difference between his total loss and
the best fixed-arm strategy. The difference is also called regret.
1.1 Related Techniques and Summary of Results
In the rest of this introduction, we will briefly mention our techniques and present
our main results. An immediate propose will be uniformly sampling. It works
well for complete graph for linear sized subgraph. However, if we consider the
4Figure 1·1: Bell Graph
following graph, an edges connect with two dense graph(see Figure 1·1). Things
will become problematic . In order to pick the middle edge by uniformly sampling,
O(m) rounds are necessary in expectation. Therefore, more advanced sampling
techniques are needed if we want to have a sparse subgraph. In [47], it turns
out the correct notion is effective resistence. Given an edge e(u, v), we impose
external unit electronic flow from u to v and . In the this thesis, we will donote
L−1G as the pseudo inverse of graph Laplicaian. In linear algebra notation, the
effective resistence will be
Eff(e) = Tr(L−1G Le). Sampling the edge e with probability proportional to its
effective resistance can give the O(nlogn) edges spectral sparsification with the
help of matrix concentration theorem. In order to construct linear sized spectral
sparsification, Batson, Spielman and Srivastava [20] proposed a potential function
framework which enables the algorithm carefully controlling both up bound and
low bound of eigenvalues whenever a new edge with new weight is added in. In
this new determined algorithm, they show that O(n) spectral sparsification indeed
exists and can be constructed in O(n4) time.
Bringing continuous optimization tools achieves great success recently on graph
related problem. Multiplicative weight update [], interior point method [39] Con-
tinuous optimization framework has shown to be crucial in graph algorithms.
5In [33] multiplicative weight update improves the approximation maximum flow
problem. Further more interior point method was introduced by Madry ([39])
and make the maximum flow algorithm even faster. In this thesis we will focus
on the mirror descent and explored which edge should be added at each itera-
tion according to the improvement from mirror descent update. In order to do
this, power root regularization will be needed to get tighter bound. Our main
contribution are
• Generalize cross-entropy to power root regularization on Mirror Descent
both on simplex and density matrices setting.
• Construction Linear Sized Spectral Sparsification with faster algorithm.
• Improve√log(n) factor on regret bound on matrix multiamred bandit prob-
lem.
1.2 Organization of Thesis
Chapter 2 introduces basic notations and inequalities which will be useful in this
thesis. Chapter 3 firstly reviews the scalar version of multiplicative weight update
method and the connections to mirror descent. Then we proposed the power root
regularization update on mirror descent which is our key technique theorem. In
Chapter 4, we will see how this new regularization can be applied on matrix
multi-arm bandit settings and get better regret bound. In Chapter 5, we will
obtain the linear sized spectral sparsification and present the running time of our
algorithm. The major contents of this thesis are obtained in [3].
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Notations, Definitions and Basic
Inequalities
In this chapter, we give formal definitions on important concepts and state basic
inequalities which will be applied in our proof. This chapter can be viewed as a
reference in this thesis.
2.1 Matrix and Graph Notations
2.1.1 Notations for matrix
Given vector v ∈ Rn, v ≥ 0 means all coordinates in v are non negative. Symmet-
ric matrix A is said to be positive semi-definite(PSD), if for all x ∈ Rn, 0 ≤ xTAx.
We interchangeably use X • Y = 〈X, Y 〉 = Tr(XY ) to denote the inner product
between two symmetric matrices. If X is symmetric, we use eX to denote its
matrix exponential and logX to denote its matrix logarithm, when X is PSD.
If X is symmetric with eigenvalue decomposition X =
∑n
i=1 λiviv
T
i we denote by
|X| def= ∑ni=1 |λi|vivTi . For any symmetric X, we use ‖X‖spe to denote the spectral
norm of X, and λmax(X), λmin(X) to denote its largest and smallest eigenvalues.
We define ∆n×n
def
= {X ∈ Rn×n : X  0,TrX = 1} to be the set of positive
semidefinite (PSD) matrices with trace 1. This should be seen as the matrix
generalization of the n-dimensional simplex ∆n
def
= {x ∈ Rn : x ≥ 0,1Tx = 1}.
72.1.2 Notations for Graph:
All graphs in this dissertation are assumed to be undirected. Let G = (V,E,w)
be a undirected weighted graph with n vertices and m edges, and each we > 0 is
the weight of edge e. Without loss of generality, we study only connected graphs
throughout this paper. For every edge e = (a, b) ∈ E, we orient it arbitrarily and
denote by χe
def
= ea − eb ∈ Rn the characteristic (column) vector of edge e.
Let Le
def
= weχeχ
T
e ∈ Rn×n be the graph Laplacian of edge e, or the edge
Laplacian. Let B ∈ Rm×n be the incidence matrix where its row corresponding
to edge e is the characteristic (row) vector χTe . Define W = diag{we}e∈E to be
the diagonal matrix of edge weights. The Laplacian with respect to graph G is
LG
def
= BTWB ∈ Rn×n. It is clear from the definition that LG  0 is PSD and
LG =
∑
e∈E Le. Notice that ker(LG) = ker(W
1/2B) = span(1), and therefore
xTLGx = 0 if and only if x is a constant vector.
Since LG is symmetric, one can diagonalize it and write LG =
∑n−1
i=1 λiviv
T
i ,
where λi’s are the positive eigenvalues of LG and vi’s are the corresponding set
of orthogonal eigenvectors. The Moore-Penrose pseudoinverse of LG is denoted
by L†G
def
=
∑n−1
i=1 λ
−1
i viv
T
i . For notational convenience, we will stick to L
−1
G to
denote this pseudoinverse, and often use L−2G to denote (L
†
G)
2, and L
−1/2
G to denote
(L†G)
1/2, and so on. We remark here that LGL
−1
G = L
−1
G LG =
∑
i viv
T
i = Iim(LG).
Here, Iim(LG) is the identity matrix on the image space of LG, which is just the
space spanned by all the vectors orthogonal to 1. For notational convenience, we
will often abbreviate Iim(LG) as I.
Throughout this paper, whenever related to graph sparsifications, we denote
by
Lˇe
def
= L
−1/2
G LeL
−1/2
G and L̂e
def
=
L
−1/2
G LeL
−1/2
G
L−1G • Le
=
Lˇe
L−1G • Le
.
Above, Lˇe is the normalized edge Laplacian, and L̂e is the normalized edge Lapla-
cian scaled by the effective resistance. (L−1G •Le is the “effective resistance” of the
8edge e, see for instance [49]). Both of them have rank 1, and it satisfies Tr(Lˇe) ≤ 1
and Lˇe  I, while Tr(L̂e) = 1 and L̂e  I.
It is easy to check from the above definition that
∑
e Lˇe = Iim(LG). In addition,
letting we = L
−1
G •Le be the effective resistence of edge e, then
∑
eweL̂e = Iim(LG)
as well. Notice that
∑
ewe = TrIim(LG) = n − 1, the dimension of Iim(LG) (see
[49]).
2.2 Basic Inequalities.
We first introduce basic inequalities in this section.
Fact 2.2.1. Given two symmetric matrices A,B ∈ Rn×n,
Tr(AB) = Tr(BA)
Fact 2.2.2. Given symmetric matrices A,B,C ∈ Rn×n, such that 0  A and
B  C, then
Tr(AB) ≤ Tr(AC)
Lemma 2.2.3 (Sherman-Morison-Woodbury). Given A ∈ Rn×n, U ∈ Rn×k,
V ∈ Rk×n. Let B = A+ UV and assume Ik + V A−1U is invertible, then
B−1 = A−1 − A−1U(Ik + V A−1U)−1V A−1
In particular, if both u, v ∈ Rn, we have
(A+ uvT )−1 = A−1 − A
−1uvTA−1
1 + vTA−1u
Lemma 2.2.4 (GoldenThompson Inequality). Given two symmetric matrices
A,B ∈ Rn×n,
Tr(eA+B) ≤ Tr(eA)Tr(eB)
Lemma 2.2.5 (Araki-Lieb-Thirring inequality). Given two matrices 0  A,B,
90 ≤ q and 1 ≤ r, then
Tr(BAB)rq ≤ Tr(BrArBr)q
2.3 Convex functions defined on PSD matrices
The Lieb-concave theorem plays a fundamental role which allows us to construct
different family of regularizations on PSD. We need the following definition of
joint-convex.
Definition 2.3.1. A function f : I × J → R defined on intervals I, J ⊂ R is
said to be joint-concave if for all symmetric matrices A1, A2 with eigenvalues in
I, B1, B2 with eigenvalues in J , and any 0 ≤ λ ≤ 1 the following holds
f(λA1 + (1− λ)A2, λB1 + (1− λ)B2) ≤ λf(A1, B1) + (1− λ)f(A2, B2)
Given this definition, we have the following well known Lieb concavity theo-
rem.
Theorem 2.3.2 (Lieb-concave[23]). For 0 ≤ q, r ≤ 1 with q+r ≤ 1, the function
Tr(AqBr) where A,B are PSD, is a joint concave function.
Then a quick and crucial corollary is obtained as follows.
Corollary 2.3.3 (Power Root Convexity). For all q ≥ 1, w(x) def== −Tr(A 1q ) is
a convex function on Rn×n
The last result we will mention here is the relation between eigenvalue and
SDP programming. First, we will state the well-known Rayleigh Quotient.
Lemma 2.3.4 (Rayleigh Quotient). Given A a PSD matrix,
λmin(A) = minx∈Rn
xTAx
xTx
The following lemma allows us the to convert eigenvalue of PSD matrices to
constraint SDP program.
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Corollary 2.3.5. Given A a PSD matrix,
λmin(A) = min
U∈∆n×n
A • U
Proof. Let
U∗ = argmin
U∈∆n×n
A • U
We take the SVD A =
∑n
i=1 λiuiu
T
i and λ1 ≤ λ2 ≤ ... ≤ λn. It’s clear that
A • x∗ ≤ A • u1uT1 = λmin(A). Next, we need to show λmin(A) ≤ A • x∗.
The Singular Value Decomposition(SVD) of U∗ =
∑n
i=1 σiviv
T
i . If λmin(A) >
A • x∗, then λmin(A) >
∑n
i=1 σiv
T
i Avi. Since
∑
σi = 1, there exists k such that
λmin(A) > v
T
kAvk which contradicts Lemma 2.3.4
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Chapter 3
Mirror Descent
3.1 Basics on Multiplicative Weight Update
Multiplicative weight update(MWU) is a simple and powerful algorithmic tool
that has been discovered in many different fields, like theory of computation, ma-
chine learning, optimization, and game theory (see the survey [9]). MWU has
found numerous important applications in semidefinite programming [8, 10], con-
straint satisfaction problem [51], maximum flow [26], sparsest cut [48], balanced
separator [41], small set expansion [18], traveling salesman problem [11], zero-sum
games [27], and fractional packing problems [28]. In this section, we will introduce
the framework of MWU and its objective. For each round t, the player choose
a strategy xt from a compact convex space Q; after that, the environment reveal
a feedback vector f t and the player suffer a convex loss function lt : Q −→ R. In
this section, the we are interested in the case that the loss are arbitrary which
may even be an adversarial to the player’s strategy at each step. We also need to
define a class of experts F . Each expert e will propose a strategy f te ∈ Q at each
iteration t. After finish T rounds, we will try to bound the gap between our loss
and the best expert which also named as regret.
RT
def
=
T∑
t=1
lt(f t)−mine∈F lt(f te)
Algorithms based on MWU are focused on how to minimize the regret with
fast algorithm.
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3.2 Basics on Mirror Descent
Mirror Descent is a well known first order optimization method for solving convex
optimization program. The geometric intuition behind that We will provide the
high-levels description and state the framework in our notation. For more de-
tailed survey we recommend the classical textbook [21] and the paper with great
intuition [5].
3.2.1 Review of Mirror Descent
Consider the following convex optimization program where f(x) is a convex func-
tion on a convex domain Q.
minimize
x∈Q
f(x)
In this section, we also assume that f(x) is ρ−Lipschitz with respect to norm
‖ · ‖ which means for any x, y ∈ Q, |f(x)− f(y)| ≤ ρ‖x− y‖. This requires gives
‖∇f(x)‖∗ ≤ ρ for any x ∈ Q.
Definition 3.2.1 (Bregman Divergence). For a convex differential function w(x)
on Q, which named as regularizer. Then we define the induced Bregman diven-
gence as follows.
Vx(y)
def
= w(y)− w(x)− 〈∇w(x), y − x〉
From this definition, we know bregman divergence describe
Proposition 3.2.2. The Bregman divergence satisfies the following important
properties.
• Non-negativity: For any x, y ∈ Q, Vx(y) ≥ 0.
• Three-point equality: 〈∇w(x)−∇w(y), x− u〉 = Vx(u)− Vy(u) + Vy(x).
Proof. The non-negativity follows immediately from convexity of regularizer w.
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For three-point equality comes from the definition of Bregman divergence.
〈∇w(x)−∇w(y), x− u〉 = (w(u)− w(x)− 〈∇w(x), u− x〉)
−(w(u)− w(y)− 〈∇w(y), u− y)〉)
−(w(y)− w(x)− 〈∇w(x), y − x〉)
= Vx(u)− Vy(u)− Vx(y)
(3.1)
Definition 3.2.3. The mirror descent update with step length α is defined to be
xk+1 = Mirrxk(α∇f(x)) where Mirrxk(η) = arg min
z∈Q
{Vxk(z) + α〈η, z〉} ,
(3.2)
Mirror Descent gives dual view of gradient descent. Mirror descent can
be viewed as dual of gradient descent in the following sense. For gradient descent
update, each step xt = xt−1−∇f(xt−1)gives a upper bound of the minimization of
f(x). Suppose we get a series of points x1, x2, ..., xT and their tangent hyperplane
f(xk) + 〈∇f(xk), u − xk〉, by convexity of f(x) we know that for all u ∈ Q,
f(u) ≥ f(xk) + 〈∇f(xk), u−xk〉. As a result, if we define x = 1T
∑T
k=1 xk, for any
u ∈ Q
f(x)− f(u) ≤ 1
T
T∑
k=1
〈∇f(xk), xk − u〉
This dual view of mirror descent enables researchers to construct a primal-dual
gap on optimization program which provides another proof of nesterov-acceleration-
method [5] and faster saddle point problem [4]. In 3·1, the green line is the tangent
line of the average point of other four points with red dash tangent lines. We can
see that the green line forms a better lower bound of the convex function.
Theorem 3.2.4 (Mirror Descent Convergent). [5]] If f(x) is ρ-lipschitz continu-
ous on Q with respect to norm ‖·‖ and let Θ be the maximum distance of f on the
Q. Then after T = O(Θρ
2
2
) steps, we have f(x)−f(x∗) ≤ . Where x = 1
T
ΣT−1k=0xk
and x∗ is the minimizer of f(x).
14
Figure 3·1: Dual View of Mirror Descent
3.3 Regret Bound and Mirror Descent
In this section, we will first formulate mirror descent procession in online learning
setting. And then present the regret bounds from two different regularization.
Note that in the rest of our thesis, the domain Q will be either ∆n or ∆n×n.
Now let’s interpreter how mirror descent describes bounding regret for our
purpose. For each step, we get a feedback vector fk to replace the vector ∇f(x)
and define our loss function is 〈fk, xk〉, then what we obtained is f(x) − f(u) ≤
1
T
∑T
k=1〈fk, xk − u〉. This will give us a connection between mirror descent and
regret bound.
We refer to [12] for more comprehensive explanation.
3.3.1 Warm Up: Scalar Regret Bound for Different Regularization
In this subsetion, we will show how non-entropy regularization can help us im-
proving regret bound for scalar case. For entropy regularization,
Lemma 3.3.1 (Pythagorean). Given w(x) =
∑n
i=1
√
xi, x˜ ∈ Rn and x˜ ≥ 0.
Assume x = arg minZ∈∆n Vx˜(z) as the Bregman projection. we have for all u ∈
∆n: Vx˜(u) ≥ Vx(u) + Vx˜(x) ≥ Vx(u)
Proof. By definition, Vx(y) =
∑n
i=1
√
xi +
∑n
i=1
yi√
xi
− 2∑ni=1√yi, simple algebra
gives
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Vx˜(u)− Vx(u) + Vx˜(x) =
n∑
i=1
√
xi −
n∑
i=1
xi
x˜i
+
n∑
i=1
(
ui√
x˜i
− ui√
xi
)
=
n∑
i=1
xi(
1√
xi
− 1√
x˜i
) +
n∑
i=1
ui(
1√
x˜i
− 1√
xi
)
=
n∑
i=1
(xi − ui)( 1√
xi
− 1√
x˜i
)
(3.3)
Since x = arg minZ∈∆n Vx˜(z), we have 〈x−u,∇Vx˜(x)〉 ≥ 0 which is equivalent
to 〈x − u, 1√
x˜
− 1√
x
〉 ≥ 0. Therefore Vx˜(u) − Vx(u) + Vx˜(x) ≤ 0. This finishes
the first part of this lemma. The second part follows from the nonnegativity of
bregman divergence, i.e Vx˜(x) ≥ 0.
In this section, we will explore
Theorem 3.3.2. Given the entropy regularizer, and the loss vector satisfies
αfk,i ≥ −1 for all k ∈ [n], then, for every vector u ∈ ∆n.
R(u) =
T−1∑
k=0
〈fk, xk − u〉 ≤ α
2
T−1∑
k=0
n∑
i=1
f 2k,i · xk,i +
log n
α
. (3.4)
If we change the entropy to be square-root regularization, for scalar case, we
can get the new bound of regret as follows.
Theorem 3.3.3. Given the square root regularizer, and the loss vector satisfies
αfk,i
√
xk,i ≥ −12 for all k ∈ [T ] and i ∈ [n], then for all u ∈ ∆n
R(u) ≤ 6α ·
T−1∑
k=0
n∑
i=1
f 2k,i · x
3
2
k,i +
2
√
n
α
Compare the difference of two Regret Theorem 3.3.2, Theorem 3.3.3
. : Before we give the comprehensiv proof, we would like to provide intuition
analysis. For square-root regularization, the second term on the right is much
larger
√
n compared to log(n), however, f 2k,i · xk,i ≥ f 2k,i · x3/2k,i . Consider the case,
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if f 2k,i · xk,i ≥ 1√nf 2k,i · x3/2k,i . We have the chance to choose the balance term α
properly and improve a log(n) term.
Proof. We prove the theorem by using a two-step description of the mirror de-
scent. For every k ≥ 0, define x˜k+1 def= arg minz0{Vxk(z) + α〈fk, z〉}, where the
minimization is over all z  0, rather than z ∈ ∆n. We claim that this minimizer
x˜k+1 exists and is strictly positive for each coordinates. This is because one can
choose Z = x˜k+1 = (x
−1/2
k + αfk)
−2  0 to make the gradient zero:
0 = ∇iVxk(x˜k+1) + αfk,i
= ∇iw(x˜k+1)−∇iw(xk) + αfk,i
= − 1√
x˜k,i
+
1√
xk,i
+ αfk,i
(3.5)
This uses our assumption αfk,i
√
xk,i ≥ −12 which is equivalent to αfk,i ≥
− 1√
xk,i
.
〈αf̂k, xk − u〉 = 〈∇w(xk)−∇w(x˜k+1, xk − u〉
= Vxk(u)− Vx˜k+1(u) + Vx˜k+1(xk)
= Vx˜k(u)− Vx˜k+1(u) + Vx˜k+1(xk)
(3.6)
Also by the definition of mirror descent, we have the closed form of updates,
x˜k+1,i = (x
−1/2
k,i + αfk,i)
−2 = xk,i · (1 + αfk,i√xk,i)−2
It’s easy to check that 1 − (1 + t)−2 ≤ 2t if t ≥ 0, then for each i such that
fk,i ≥ 0, we have,
fk,i · (xk,i − x˜k+1,i) = fk,i · xk,i · (1− (1 + αfk,i√xk,i)−2) ≤ fk,i · xk,i · 2αfk,i√xk,i
(3.7)
It’s easy to check (1+t)−2−1 ≤ 6|t| if t ∈ [−1/2, 0]. Then for those coordinates
i satisfies fk,i ≤ 0, we have
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fk,i · (xk,i − x˜k+1,i) = |fk,i| · xk,i · (1− (1 + αfk,i√xk,i)−2) ≤ fk,i · xk,i · 6α|fk,i|√xk,i
(3.8)
Together, we have the following bound
Vx˜k+1(xk) ≤ 〈αfk, xk − x˜k+1〉 ≤ 6α2 ·
∑
i∈[n]
|fk,i|2 · x3/2k,i = 6α2 · ‖fk,i‖2 · x3/2k,i . (3.9)
Finally by telescoping for k = 1, ..., T , we have
T∑
i=1
〈fk, xk − u〉 ≤ Vx˜1(u)− Vx˜T (u)
α
+ 6α2 · f 2k,i · x3/2k,i . (3.10)
When choosing x˜1 = x1 = (
1
n
, ..., 1
n
), the upper bound of Vx˜1(u) ≤ 2
√
n and
Vx˜T (u) ≥ 0 gives us the desired inequality.
3.4 Matrix Mirror Descent
In last section, we success to see that different regularization brings us smaller
regret bound in the scalar case. However, it’s well known that for many problems
matrix world can be quite different from scalar world. It’s entirely possible that
the same framework won’t be able to generalize to matrix settings. In this thesis,
we will see that with the help of many famous matrices inequalities , some of which
presented in Chapter 2, we are able to derive our matrix version of power root
regularization and obtain better regret bound. The domain we focus on is density
matrix Rn×n. Meanwhile, the feedback vector will be generalize to matrices. In
above vector setting, the experts basically corespondent to the unit vectors. And
we consider the following regret minimization problem.
3.4.1 Regret Minimization in Full Information
In this section, we consider the following setting of the regret minimization prob-
lem, known as the full information setting. At each iteration k = 0, . . . , T −1, the
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player chooses an action Xk ∈ ∆n×n, receives a symmetric loss matrix Fk ∈ Rn×n
and suffers a loss 〈Fk, Xk〉. At this point, the player is allowed to observe the full
matrix Fk without any restriction.
Again, the goal of the player is to minimize the regret with respect to any
fixed matrix U ∈ ∆n×n:
R(U)
def
=
∑T−1
k=0 〈Fk, Xk − U〉 .
The best choice of U in hindsight can be taken as the rank-1 projection over a
minimum eigenvector of
∑T−1
k=0 Fk. As a result, the total loss for the best choice
of U is λmin
(∑T−1
k=0 Fk
)
.
Regularizers and Bregman Divergence. We are interested in two types of
regularizers over ∆n×n, namely, w(X)
def
= X • (logX − I), known as the entropy
regularizer, and w(X)
def
= − q
q−1TrX
1−1/q for some q > 1, which we call the `1−1/q-
regularizer. The corresponding Bregman divergences VX(Y )
def
= w(Y ) − w(X) −
〈∇w(X), Y −X〉 are the following.
entropy case: VX(Y ) = Y • (log Y − logX)− I • (Y −X) ,
`1−1/q case: VX(Y ) = X−1/q • Y + 1
q − 1TrX
1−1/q − q
q − 1TrY
1−1/q .
Entropy Regularizer. If w(·) is the entropy regularizer, then mirror descent
update can be explicitly written as
MirrorDescentexp : Xk = exp
cI−α∑k−1j=0 Fj , (3.11)
where c ∈ R is the unique constant that ensures TrXk = 1. This is also known as
the matrix multiplicative weight update method, and the following theorem gives
its regret bound.1
1The scalar version of this theorem was proved for instance in [1, 6, 46]. A slightly different
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Theorem 3.4.1. In MirrorDescentexp, if the parameter α > 0 satisfies αFk 
−I for all iterations k = 0, 1, . . . , T − 1, then, for every U ∈ ∆n×n,
R(U)
def
=
T−1∑
k=0
〈Fk, Xk − U〉
≤ α
T−1∑
k=0
(
Xk • |Fk|
) · ‖Fk‖spe + VX0(U)
α
.
We note that VX0(U) ≤ log n.
Our proof of Theorem 3.4.1 uses a technique known as the tweaked version of mir-
ror descent (see [43, 53]). We define an intermediate point X˜k+1 = arg minZ0
{
VXk(Z)+
α〈Fk, Z〉
}
as the minimizer over Z  0, rather than Z ∈ ∆n×n as in (3.2). Ac-
cordingly, the actual point Xk+1 equals to arg minZ∈∆n×n{VX˜k+1(Z)}, the Bregman
projection of X˜k+1 back to the hyperplane TrZ = 1. This two-step interpretation
of mirror descent gives a very clean proof to our regret bound.
Theorem 3.4.2. `1−1/q regularizer. If w(·) is the `1−1/q regularizer, then
mirror descent can be explicitly written as
MirrorDescent`1−1/q : Xk =
(
cI + α
∑k−1
j=0Fj
)−q
, (3.12)
where c ∈ R is the unique constant that ensures cI+α∑k−1j=0 Fj  0 and TrXk =
1.
Proof. First, we present the following update formula which is also known as
follow-the-regularized-leader. Letting Ai ∈ Rn be any symmetric matrix for each
iteration i, define
∀k = 0, 1, . . . , T − 1, Xk = arg min
Z∈∆n×n
{
w(Z) +
k−1∑
i=0
〈Ai, Z〉
}
. (3.13)
In this section, we show the equivalence between mirror descent and follow-the-
matrix version of this theorem was proved in [30] (in particular, the authors of [30] have required
I  αFk  −I while in fact it suffices to only require αFk  −I.
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regularized-leader for our choices of the regularizers. In fact, this equivalence holds
more generally for all regularizers w(·) that are convex function of Legendre type
with domain Q (see for instance [17, 45]).
The mirror descent method (with starting point X˜0 =
1
n
I) can be described
as
∀k = 0, 1, . . . , T − 1, X˜k = arg min
Z∈∆n×n
{
VX˜k−1(Z) + 〈Ak−1, Z〉
}
, (3.14)
where as before, VX(Y )
def
= w(Y ) − 〈∇w(X), Y − X〉 − w(X) is the Bregman
divergence of w(·).
When w(X) = − q
q−1TrX
1−1/q is the `1−1/q regularizer, then ∇w(X) = X−1/q
and therefore (∇w)−1(A) = A−q. The rest of the proof holds for both these two
types of regularizers.
To compute the minimizer Xk for (3.13), one can take the derivative and
demand that ∇w(Xk) +
∑k−1
i=0 Ai− ck · I = 0. Here, the extra term −ck · I comes
from the Lagrange multipliers of the linear constraint Tr(Z) = I • Z = 1. (We
do not have Lagrange multipliers for the other constraint Z  0 because our
gradient ∇w(Z) is a barrier function and tends to infinite as any eigenvalue of Z
tends to zero.) It is now easy to see that ck is the unique constant that ensures∑k−1
i=0 Ai − ckI  0 (because ∇w(Xk)  0) and that TrXk = Tr
(
(∇w)−1(ckI −∑k−1
i=0 Ai)
)
= 1.
To compute the minimizer Xk for (3.14), one can take the derivative and
demand that ∇w(X˜k)−∇w(X˜k−1) +Ai − dk · I = ∇VX˜k−1(X˜k) +Ai − dk · I = 0.
Here, the extra term −dk · I again comes from the Lagrange multipliers of the
linear constraint Tr(Z) = I • Z = 1. It is now easy to see that dk is the unique
constant that ensures −∇w(X˜k−1) + Ai − dk · I  0 (because ∇w(X˜k)  0) and
that TrX˜k = Tr
(
(∇w)−1(∇w(X˜k−1) + dkI − Ak−1)
)
= 1.
To show the equivalence between (3.13) and (3.14), we perform a simple in-
duction. Suppose that X˜k−1 = Xk−1, and we wish to prove X˜k = Xk.
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In this case, we have
X˜k = (∇w)−1
(∇w(X˜k−1) + dkI − Ak−1) = (∇w)−1(∇w(Xk−1) + dkI − Ak−1)
= (∇w)−1
(
ck−1I + dkI −
k−1∑
i=0
Ai
)
, and
Xk = (∇w)−1
(
ckI −
k−1∑
i=0
Ai
)
.
Finally, since dk is the unique constant that ensures ck−1I + dkI −
∑k−1
i=0 Ai  0
and Tr
(
(∇w)−1(ck−1I+dkI−∑k−1i=0 Ai)) = 1, while ck is the unique constant that
ensures ckI −
∑k−1
i=0 Ai  0 and Tr
(
(∇w)−1(ckI −∑k−1i=0 Ai)) = 1, it is obvious to
see that ck = ck−1 + dk and therefore X˜k = Xk.
If we focus on the special case of q = 2 and each Fk having rank 1, the following
theorem gives the regret bound for MirrorDescent`1/2 .
Theorem 3.4.3. In MirrorDescent`1/2, if the parameter α > 0, and the loss
matrix Fk is rank one and satisfies X
1/2
k • αFk > −1 for all k, then, for every
U ∈ ∆n×n,
R(U)
def
=
T−1∑
k=0
〈Fk, Xk − U〉
≤ α ·
T−1∑
k=0
(Xk • Fk)(X1/2k • Fk)
1 +X
1/2
k • αFk
+
VX0(U)
α
.
If we instead have X
1/2
k • αFk ≥ −12 , the above bound can be simplified as
R(U)
def
=
T−1∑
k=0
〈Fk, Xk − U〉
≤ 2α ·
T−1∑
k=0
(Xk • Fk)(X1/2k • Fk) +
VX0(U)
α
.
We note that VX0(U) ≤ 2
√
n.
Proof. We prove the theorem by using a two-step description of the mirror descent
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in matrix setting. For every k ≥ 0, define X˜k+1 def= arg minZ0{VXk(Z)+α〈Fk, Z〉},
where the minimization is over all Z  0, rather than Z ∈ ∆n×n. We claim that
this minimizer X˜k+1 exists and is strictly positive definite, because one can choose
Z = X˜k+1 = (X
−1/2
k + αFk)
−2  0 to make the gradient zero:
∇VXk
(
X˜k+1
)
+ αFk = ∇w(X˜k+1)−∇w(Xk) + αFk = −X˜−1/2k+1 +X−1/2k + αFk = 0 .
(3.15)
This uses our assumption X
1/2
k •αFk > −1 which is equivalent to αFk  −X−1/2k ,2
so as to ensure that X˜k+1 is well defined.
Next, it is easy to verify that Xk+1 = arg minZ∈∆n×n{VX˜k+1(Z)}. In other
words, one can describe the update Xk → Xk+1 by adding an intermediate stage
Xk → X˜k+1 → Xk+1. We assume for notational simplicity that X˜0 def= X0.
Using (3.15), we easily obtain that
〈αFk, Xk − U〉 = 〈∇w(Xk)−∇w(X˜k+1), Xk − U〉 (3.16)
= VXk(U)− VX˜k+1(U) + VX˜k+1(Xk)
≤ VX˜k(U)− VX˜k+1(U) + VX˜k+1(Xk) (3.17)
Above, the second equality is due to the three-point equality and the only
inequality is due to the generalized Pythagorean theorem of Bregman divergence.
We now exactly compute VX˜k+1(Xk) in two cases.
• If αFk = −uuT is negative semidefinite, using the Sherman-Morrison for-
mula,
TrX˜
1/2
k+1 = Tr
(
(X
−1/2
k − uuT )−1
)
= Tr
(
X
1/2
k +
X
1/2
k uu
TX
1/2
k
1− uTX1/2k u
)
.
2This is because, if Fk = −uuT , then X1/2k • (−αuuT ) > −1 is equivalent to αuTX1/2k u < 1,
which is further equivalent to αTrX
1/4
k uu
TX
1/4
k < 1. However, since X
1/4
k uu
TX
1/4
k is a rank-1
matrix, this is finally equivalent to αuuT ≺ X−1/2k .
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Therefore,
VX˜k+1(Xk) = X˜
−1/2
k+1 •Xk + TrX˜1/2k+1 − 2TrX1/2k
= (X
−1/2
k − uuT ) •Xk + TrX˜1/2k+1 − 2TrX1/2k
= −uuT •Xk +
(
TrX˜
1/2
k+1 − TrX1/2k
)
= −uTXku+ u
TXku
1− uTX1/2k u
=
uTXku · uTX1/2k u
1− uTX1/2k u
= α2
(Xk • Fk)(X1/2k • Fk)
1 +X
1/2
k • αFk
.
• If αFk = uuT is positive semidefinite, using the Sherman-Morrison formula,
TrX˜
1/2
k+1 = Tr
(
(X
−1/2
k + uu
T )−1
)
= Tr
(
X
1/2
k −
X
1/2
k uu
TX
1/2
k
1 + uTX
1/2
k u
)
.
Therefore,
VX˜k+1(Xk) = X˜
−1/2
k+1 •Xk + TrX˜1/2k+1 − 2TrX1/2k
= (X
−1/2
k + uu
T ) •Xk + TrX˜1/2k+1 − 2TrX1/2k
= uuT •Xk +
(
TrX˜
1/2
k+1 − TrX1/2k
)
= uTXku+
uTXku
1 + uTX
1/2
k u
=
uTXku · uTX1/2k u
1 + uTX
1/2
k u
= α2
(Xk • Fk)(X1/2k • Fk)
1 +X
1/2
k • αFk
.
Finally, substituting the above computation of VX˜k+1(Xk) into (3.17) and tele-
scoping it for k = 0, . . . , T − 1, we obtain
T−1∑
k=0
〈Fk, Xk − U〉 ≤
VX˜0(U)− VX˜T (U)
α
+ α
T−1∑
k=0
(Xk • Fk)(X1/2k • Fk)
1 +X
1/2
k • αFk
.
The desired result of this theorem now follows from the above inequality and the
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simple upper bound VX˜0(U) = VX0(U) ≤ 2
√
n and the nonnegativity VX˜T (U) ≥
0.
Theorem 3.4.3 is only a special case of the following more general regret bound,
which holds for arbitrary q ≥ 2, and for Fk having arbitrary rank. We need
more general and robust results version to improve the running time of graph
sparsification from O˜(mn3/2) to O˜(mn1+1/q), as well as allowing one to sparsify
sums of high rank PSDs. We will leave all details to appendix Section A.1. In the
following two chapters in this thesis, we will focus on how to apply Theorem 3.4.3
to improve regret bound for matrix multiarm bandit problem and obtain linear
sized spectral sparsification.
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Chapter 4
Application on Matrix Multi-Arm
Bandit
4.1 Warm Up: Scalar Multi-Arm Bandit
We consider the (adversarial) non-stochastic bandit setting in this section, which
are introduced by [14, 15]. At each iteration k = 1, ..., T , before the player pulls
the arm, the adversary picks a loss vector lk. Then, the player picks an arm
ik ∈ [n] to pull and suffer the loss lk,ik . The goal is to minimize the following
regret, for any fixed vector strategy u ∈ ∆
Rbandit(u) = ΣTk=1〈lk, eik − u〉
Note that the model will consider is adaptive, i.e the adversary can choose the
loss vector lk according to player’s actions.
We consider the following framework. Choose the regularization to be w(x)
as in Lemma 3.3.1, let x1 = (
1
n
, ..., 1
n
) and α = 1√
T
, for each iteration from 1, ..., T
.
• The player choose ik with probability xk,i. Pull this arm and get a loss lk,ik ∈
[0, 1].
• Let l̂k = (0, ..., 0, lk,ikxk,ik , 0, ..., 0) and define xk+1 to satisfy
1√
xk+1,i
= 1√
xk,i
+αl̂k,i−Z
for each i ∈ [n], where Z ∈ [0, αl̂l,ik ] is the unique constant such that 1Txk+1 = 1.
For short, xk+1 = argminz∈∆{Vxk(z) + α〈l̂k, z〉}
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Theorem 4.1.1. Following the above strategy, for every u ∈ ∆, the expected
regret E(Rbandit(u)) ≤ O(√nT ).
We provide the proof for completeness and the similar results can be find in
[12]
Proof. For each iteration, since ik is the only random variable, we have
E[Rbandit(u)] = E
[ T−1∑
k=0
〈lk,E[eik ]− u〉
]
= E
[ T−1∑
k=0
〈l̂k, xk − u〉
]
¬≤ E
[
6α ·
T−1∑
k=0
l2k,ik
x2k,ik
· x1.5k,ik +
2
√
n
α
]
­≤ E
[
6α ·
T−1∑
k=0
1√
xk,ik
+
2
√
n
α
]
®
=
[
2α
T−1∑
k=0
∑
i∈[n]
√
xk,i +
2
√
n
α
] ¯≤ 2α√nT + 2√n
α
= O(
√
nT ) .
¬ is by the scalar main theorem Theorem 3.3.3. ­ is due to the fact lk,ik ∈
[0, 1]. ® holds since we choose ik = iwith probability xk,i. ¯ follows from∑
i∈[n]
√
xk,i ≤
√
n.
4.2 Matrix Multi-Arm Bandit
In this chapter, we will explore matrix version multi-arm bandit problem and
showing that the new regularization indeed helps us get the lower regret bound
compare to matrix entropy regularization.
At each iteration k = 0, . . . , T−1, before the player acts, some adversary picks
a loss matrix 0  Φk  I. Next, the player picks a rank-1 action represented by
vkv
T
k ∈ ∆n×n for some unit vector vk ∈ Sn−1.
Intuitively, each vector in Sn−1 should be thought as an expert, and there are
infinitely many of them. At each iteration k, the player can only choose the action
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corresponding to a single expert, which is represented as a rank-1 matrix vkv
T
k in
∆n×n.
The player suffers a linear loss 〈Φk, vkvTk 〉 = vTk Φkvk, and then observes the
vector Φ
1/2
k vk ∈ Rn —or equivalently, the rank-1 matrix Φ1/2k vkvTk Φ1/2k — but not
the entire matrix Φk. The player can make his future choices of vk+1, . . . , vT−1
depending on this observed vector Φ
1/2
k vk. The goal of the bandit setting is to
minimize the regret defined as the difference between the total loss of the strategy
against any fixed strategy U ∈ ∆n×n:
Rbandit(U)
def
=
T∑
k=1
〈Φk, vkvTk − U〉 .
In this section, we are interested in minimizing the expected regret E[Rbandit(U)],
where the randomness comes from the player’s randomized strategy. We consider
the following strategy of the player. Beginning with X0 =
1
n
I ∈ ∆n×n, the proce-
dure at iteration k is as follows.
• The player decomposes Xk =
∑n
i=1 λk,iuk,iu
T
k,i into its eigenbasis, where the vec-
tors {uk,i ∈ Rn}i∈[n] are the eigenvectors, and the non-negative reals {λk,i}i∈[n]
are the eigenvalues.
• The player picks the action vk def= uk,i with probability λk,i for each i ∈ [n]. Let
us denote by ik ∈ [n] the value of i that the player chooses in iteration k. Note
that it satisfies Eik [vkv
T
k ] = Xk.
• The player receives a feedback Ak = Φ1/2k vkvTk Φ1/2k , and he does not see the the
full matrix Φk.
• The player defines Φ̂k = Akλk,ik which satisfies Eik [Φ̂k] = Φk. He then feeds this
rank-1 matrix Φ̂k as the loss matrix Fk for MirrorDescent in
and computes the next iterate Xk+1 ∈ ∆n×n.
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Theorem 4.2.1. If we choose the `1/2 regularizer with parameter α = 1/
√
T
for MirrorDescent, then the above strategy gives E[Rbandit(U)] ≤ O(√nT ) for
every U ∈ ∆n×n.
If we choose the entropy regularizer with parameter α =
√
log n/
√
nT for
mirror descent, then the above strategy gives E[Rbandit(U)] ≤ O(√nT log n) for
every U ∈ ∆n×n.
Proof. We will only prove the theorem in the case of the `1/2 regularizer, and that
of the entropy one is almost identical.
At each iteration k, suppose Xk and Φk are fixed and ik is the only random
variable. Then,
〈Φk,Eik [vkvTk ]− U〉 = 〈Φk,Eik [uk,ikuTk,ik ]− U〉 = 〈Φk, Xk − U〉 = 〈Eik [Φ̂k], Xk − U〉
= Eik
[〈Φ̂k, Xk − U〉] .
Therefore, by linearity of expectation, we obtain
E[Rbandit(U)] = E
[ T−1∑
k=0
〈Φk,E[vkvTk ]− U〉
]
= E
[ T−1∑
k=0
〈Φ̂k, Xk − U〉
]
¬≤ E
[
2α ·
T−1∑
k=0
(Xk • Φ̂k)(X1/2k • Φ̂k) +
2
√
n
α
]
­≤ E
[
2α ·
T−1∑
k=0
(Xk •
uk,iku
T
k,ik
λk,ik
)(X
1/2
k •
uk,iku
T
k,ik
λk,ik
) +
2
√
n
α
]
®≤ E
[
2α ·
T−1∑
k=0
1√
λk,ik
+
2
√
n
α
]
¯
= E
[
2α
T−1∑
k=0
∑
i∈[n]
√
λk,i +
2
√
n
α
] °≤ 2α√nT + 2√n
α
= O(
√
nT ) .
­ is because 0  Φk  I which implies Φ̂k = Φ1/2k vkvTk Φ1/2k  vkvTk = uk,ikuTk,ik .
® follows because uk,iku
T
k,ik
•Xk = λk,ik while uk,ikuTk,ik •X
1/2
k = λ
1/2
k,ik
. ¯ follows
because we choose ik = i with probability λk,i. ° follows because
∑
i∈[n]
√
λk,i ≤√
n
√∑
i∈[n] λk,i =
√
n, where the equality is because TrXk =
∑
i∈[n] λk,i = 1.
29
Chapter 5
Application on Linear Sized Spectral
Sparsification
In this section, we will first present the new proof of existence of linear sized
spectral sparsification by the mirror descent method. Our goal is finding scalars
se ≥ 0 satisfying
I ∑me=1se · L̂e  (1 + 8ε+O(ε2))I , (5.1)
We will add one edge per iteration and reset the weight on this edge in the new
graph. In the second part of this chapter, we will show that how to calculate
the mirror descent update approximately and gives the final running time for our
algorithm.
5.1 Existence of Linear Sized Spectral Sparsification
Intuition for setting new weights. For each iteration, we get rank one feed-
back vector Fk. For every U ∈ ∆n×n
ΣTk=0 〈Fk, Xk〉 − 〈Fk, U〉 ≤
2
√
n
α
+ α 〈Fk, Xk〉
〈
Fk,
√
Xk
〉
ΣTk=0 〈Fk, Xk〉 − αΣTk=0 〈Fk, Xk〉
〈
Fk,
√
Xk
〉
≤ 〈ΣTk=0Fk, U〉
We set w =
〈
L̂ek , Xk
〉1/2
. Then the left hand side of above inequality is
(1− α)
√
〈L̂ek , Xk〉
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Intuition of edge picking strategy: Averaging. Our aim is to control both
maximum and minimum eigenvalues of a matrix, therefore, it’s nature for us to
maintain two sequences of feedback vectors by which we are able to control both
the maximum and minimum eigenvalues. For each iteration, we need to choose
the right direction which takes care of incremental on both directions. It turns
out the right method is following.
We maintain two sequences Xk, Yk ∈ ∆n×n. At each iteration k ∈ 0, 1, . . . , T−
1, find an arbitrary ek ∈ [m] such that
L̂ek •Xk ≤ L̂ek • Yk .
This is always possible by an averaging argument with weights we. Next, we
choose the `1/2 regularizer and some parameter α < 1/2 (in fact, we will choose
α = ε later), and updates
Xk+1 = arg min
Z∈∆n×n
{
VXk(Z) +
〈 −αL̂ek
(Xk • L̂ek)1/2
, Z
〉}
and
Yk+1 = arg min
Z∈∆n×n
{
VYk(Z) +
〈 αL̂ek
(Yk • L̂ek)1/2
, Z
〉}
. (5.2)
In other words, we have picked feedback matrices Fk =
−L̂ek
(Xk•L̂ek )1/2
for the Xk
sequence and Fk =
L̂ek
(Yk•L̂ek )1/2
for the Yk sequence in our MirrorDescent`1/2 .
1
Claim 5.1.1. For every X ∈ ∆n×n, we have L̂e • X1/2 ≤ (L̂e • X)1/2 for every
e ∈ [m].
Proof. Without loss of generality, one can assume X to be diagonal. Next, since
L̂e = vev
T
e is of rank one, the desired inequality follows from Jensen’s inequality
vTe X
1/2ve ≤
√
vTe Xve and the fact that ‖ve‖22 = TrL̂e ≤ 1.
Notice that X
1/2
k • −αL̂ek(Xk•L̂ek )1/2 ≥ −
1
2
due to Claim 5.1.1, so we always have
X
1/2
k • αFk ≥ −12 which satisfies the prerequisite of Theorem 3.4.3. Applying
1In fact, the denominator (Xk•L̂ek)1/2 is defined so as to make sure that Fk is the ‘maximally
aggressive’ loss matrix we can have for MirrorDescent`1/2 .
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Theorem 3.4.3 on the Xk sequence, we obtain that for every UX ∈ ∆n×n,
T−1∑
k=0
〈 −L̂ek
(Xk • L̂ek)1/2
, Xk − UX
〉
≤ 2α ·
T−1∑
k=0
(Xk • L̂ek
(Xk • L̂ek)1/2
)(X
1/2
k •
L̂ek
(Xk • L̂ek)1/2
)
+
VX0(UX)
α
= 2α ·
T−1∑
k=0
X
1/2
k • L̂ek +
VX0(UX)
α
≤ 2α ·
T−1∑
k=0
(Xk • L̂ek)1/2 +
VX0(UX)
α
.
Above, the last inequality uses Claim 5.1.1.
If we denote by MX
def
=
∑T−1
k=0
L̂ek
(L̂ek•Xk)1/2
and rearrange the inequality above, we
get
MX • UX ≤ VX0(UX)
α
+ (1 + 2α)
T−1∑
k=0
(L̂ek •Xk)1/2 . (5.3)
Similarly, applying Theorem 3.4.3 on the Yk sequence,
and define MY
def
=
∑T−1
k=0
L̂ek
(L̂ek•Yk)1/2
, we obtain that for every UY ∈ ∆n×n,
MY • UY ≥ −VY0(UY )
α
+ (1− 2α)
T−1∑
k=0
(L̂ek • Yk)1/2 . (5.4)
In the rest of the proof, we will use (5.3) and (5.4) to deduce
λmax(MY )− λmin(MY ) ≤ 8ε(1 +O(ε))λmin(MY ) . (5.5)
Finally, since MY =
∑T−1
k=0
L̂ek
(L̂ek•Yk)1/2
is a matrix that is a summation of at most
T = n/ε2 rank-1 matrices, dividing it by λmin(MY ) gives the desired sparsification
for (5.1).
We prove (5.5) in two steps.
Lowerbounding λmin(MY ). Recall that we have Tr(MX) =
∑T−1
k=0
1
(L̂e•Xk)1/2
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because we have assumed each L̂e to be of trace 1. Denoting by ak = (L̂e •Xk)1/2,
we have that Tr(MX) =
∑T−1
k=0
1
ak
. We apply (5.3) here with UX =
1
n
I = X0, and
obtain
1
n
T−1∑
k=0
1
ak
=
1
n
Tr(MX) ≤ (1 + 2α)
T−1∑
k=0
(L̂e •Xk)1/2 ≤ (1 + 2α)
T−1∑
k=0
ak .
Applying Cauchy-Schwarz, we have
(
T−1∑
k=0
ak)
2 ≥ 1
n(1 + 2α)
(
T−1∑
k=0
ak)(
T−1∑
k=0
1
ak
) ≥ T
2
n(1 + 2α)
. (5.6)
If we choose T = n
ε2
, we immediately have2
∑T−1
k=0 (L̂e • Yk)1/2 ≥
∑T−1
k=0 ak ≥
√
n
ε2
(1−O(α)) .
Substituting the above lower bound into (5.4), and choosing UY ∈ ∆n×n to be
the rank-1 projection matrix over the smallest eigenvector of MY , and choosing
α = ε, we have
λmin(MY ) ≥ −2
√
n
α
+ (1− 2α)
T−1∑
k=0
(L̂e • Yk)1/2 ≥ (1−O(ε))
√
n
ε2
(5.7)
Upperbounding λmax(MY ) − λmin(MY ). This time, we use our choice of
L̂ek •Xk ≤ L̂ek • Yk to combine (5.3) and (5.4) and derive that
1
1 + 2α
MY •UX ≤ 1
1 + 2α
MX •UX ≤ 1
1− 2αMY •UY +
2
√
n
α
( 1
1 + 2α
+
1
1− 2α
)
.
Choosing UX to be the rank-1 matrix projection matrix over the largest eigenvec-
tor of MY , UY to be that over the smallest eigenvector of MY , and recalling that
2In fact, it suffices to stop our algorithm at the earliest iteration T so that inequality (5.6)
is satisfied. Our analysis here only represents the most pessimistic scenario; in practice, this
early termination implies we can choose less than n/ε2 matrices for certain inputs. This is in
contrast to [19], as their algorithm uses n/ε2 rank-1 matrices for all inputs.
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α = ε, we have
λmax(MY ) ≤ 1 + 2ε
1− 2ελmin(MY ) +
4
√
n
ε
(1 +O(ε)) .
After rearranging and substituting in the lower bound (5.7), we finish the proof
of (5.5)
λmax(MY )−λmin(MY ) ≤ 4ε
1− 2ελmin(MY )+
4
√
n
ε
(1+O(ε)) ≤ 8ε(1+O(ε))λmin(MY ) .
5.2 Efficient Implementation for
Graph Sparsification
The update rules described in (5.2) imply that Xk and Yk are of the form (see
Section 3.4.1)
Xk =
(
cX · I −∑k−1j=0sXj L̂ej)−2 and Yk = (∑k−1j=0sYj L̂ej − cY · I)−2 . (5.8)
Here, cX is the unique (positive) constant that satisfies cXI −∑k−1j=0 sXj L̂ej  0
and TrXk = 1, while c
Y is the unique (possibly negative) constant that satisfies∑k−1
j=0 s
Y
j L̂ej − cY I  0 and TrYk = 1. The coefficients sXj and sYj are always
positive. (It is worth noting that cX is initially
√
n at X0 and keeps increasing,
while cY is initially −√n and keeps increasing as well.)
Recall that MirrorDescent`1/2 requires one to compute c
X and cY for each
iteration,
and this can be done via binary search. One way to perform binary search is to
first compute λmax = λmax(
∑k−1
j=0 s
X
j L̂ej). Then, one can binary search c
X in the
range [λmax+1, λmax+
√
n] to find the correct one satisfying Tr
(
cX ·I−∑k−1j=0 sXj L̂ej)−2 =
1. Similarly, one can binary search cY in the range of [λmin −
√
n, λmin − 1] where
34
λmin = λmin(
∑k−1
j=0 s
Y
j L̂ej).
3
If one performs the binary search to an accuracy that is small enough, this gives
an algorithm whose running time is O˜(n3m/ε2), dominated by the computation
of Xk • L̂e =
(
cX · I −∑k−1j=0 sXj L̂ej)−2 • L̂e for each k ∈ [T ] and e ∈ [m].
Running Time Improvement.
We first state the result we can get.
Theorem 5.2.1. For any even integer q ≥ 2 and any ε ∈ (0, 1
4
√
q
), there is an
algorithm that, for any weighted undirected graph G with n vertices and m edges,
with probability at least 1− n−Ω(1), constructs a (1 + ε)-spectral sparsifier G′ that
has at most O(
√
qn/ε2) edges in time O˜(mn1+1/q/ε5).
For the graph sparsification problem described in Theorem 5.2.1, we sketch
the key ideas needed to improve the running time to O˜
(
mn1+1/q/ε5
)
for any even
integer q ≥ 2. The details can be found in Appendix A.1 and A.2. In particular,
we first describe how to achieve a running time of O˜
(
mn1+1/2/ε5
)
.
Recall that in Section 5.1, we have constructed MX and MY and proved that
λmin(MX) and λmin(MY ) are both at least Ω(
√
n/ε2). In fact, it is not hard
to ensure that λmax(MX) and λmax(MY ) are at most O(
√
n/ε2) as well.4 Since∑k−1
j=0 s
X
j L̂ej  αMX , we conclude that the eigenvalues of
∑k−1
j=0 s
X
j L̂ej are all upper
bounded by α ·O(√n/ε2) = O(√n/ε). Therefore, throughout the algorithm, the
encountered choices of cX are always upper bounded by O(
√
n/ε).
For this reason, we only need to compute matrix inversions of the form (cI −
A)−1, with the guarantee that c = O(
√
n/ε). Since we always have cI − A  I
—as otherwise Tr(cI − A)−2 is strictly larger than 1— we can approximate this
3λmax and λmin can be computed via power methods, and it suffices to compute them up to
an additive error of, say, 0.1. In Appendix A.2, we propose an alternative approach to compute
cX and cY , avoiding the use of power methods.
4This may require one to stop the algorithm earlier than T = n/ε2 iterations, which is even
better!
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matrix inverse by
(cI − A)−1 = c−1
(
I − A
c
)−1
≈ c−1
(
I +
A
c
+
A2
c2
+ · · · A
d
cd
)
, (5.9)
and it suffices to choose the maximum degree d = O(
√
n/ε). This is formally
proved in Lemma A.2.6. In other words, when computing Xk, it suffices to re-
place the matrix inversion with some matrix polynomial of degree d = O(
√
n/ε).
Similar idea also holds for the Yk sequence.
So far, we managed avoiding the computationally expensive matrix inversion.
Next, we want to further accelerate the procedure of computing (cI − A)−2 • L̂e
for all edges e ∈ [m] simultaneously. Recall that L̂e = vevTe is of rank 1, and one
can rewrite
(cI − A)−2 • L̂e = vTe (cI − A)−2ve = ‖(cI − A)−1ve‖22 .
For this reason, as in [49], one can apply the Johnson-Lindenstrauss dimension
reduction [31]: there exists random matrix Q with O˜(1/ε2) rows, satisfying that
‖(cI − A)−1ve‖22 ≈ ‖Q(cI − A)−1ve‖22 for for all ve.
Using this dimension reduction, one can precompute T = Q(cI−A)−1 in time
O˜(m/ε2)× O˜(√n/ε) = O˜(m√n/ε3), with the help from the approximate matrix
inversion (5.9), and the nearly-linear time Laplacian system solvers [50]. After
the precomputation, each (cI −A)−2 • L̂e ≈ ‖Tve‖22 can be computed in O˜(1/ε2)
time, totaling O˜(m/ε2) per iteration, which is negligible.
In sum, taking into account that we have T = n/ε2 iterations, the total
running time is O˜(mn1+1/2/ε5). To turn this O˜(mn1+1/2/ε5) into O˜(mn1+1/q/ε5)
for any constant q, we need to replace the use of the `1/2 regularizer with the
`1−1/q regularizer.
We wish to emphasize here that our analysis in Section 5.1 needs to be strength-
ened in order to tolerate all the errors incurred from the approximate computa-
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tions (most notably from Laplacian linear solvers, from Johnson-Lindenstrauss,
and from mirror descent update. This is only rountinary thanks to the opti-
mization motivation behind our argument, and we have done this carefully in
Appendix A.1.
5.3 Limitation of our method.
We will state the limitation about our method which are basically from two as-
pects. First, we need to maintain two sequence of matrices for update. Second, the
mirror descent step requires calculation projection on density matrices. Therefore
in [37] and [38], Sun and Lee are able to reduce the two sided arguments into one
side and apply potential function techniques to obtain near linear time algorithm.
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Appendix A
Appendix
A.1 Robust Linear-Sized Sparsification
In this section, we deduce the more generalized version.
• Regularizer. In this section, we allow the general `1−1/q regularizer to be
used, for any even integer q ≥ 2, rather than just the `1/2 regularizer. (The
assumption on q being even integer rather than all reals no less than 2 is only
for the sake of proof convenience.)
• High rank. In this section, we allow L̂e to be possibly of high rank, rather
than just rank 1.
• Approximate computations. In this section, we allow many computations
to be approximate rather than exact. This will enable the algorithm to be more
efficiently implemented in the next section (Appendix A.2). In particular, we
allow the following quantities to be approximately computed.
– We only need TrL̂e to be in [1− ε1, 1] rather than exactly one.
– We only need TrXk and TrYk to be in [1, 1 + ε1] rather than exactly one.
– We only need L̂e • Xk and L̂e • Yk to be computed only up to a (1 + ε1)
multiplicative error.
We will assume throughout this paper that ε1 < 1/2.
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A.1.1 The Problem
Suppose we are given a decomposition of the identity matrix I =
∑m
e=1weL̂e,
where each L̂e satisfies ¬ 0  L̂e  I, ­ TrL̂e ∈ [1 − ε1, 1], and ® L̂e may be of
high rank. The weights we > 0 may be unknown.
In this section, we are interested in using the `1−1/q regularizer for
MirrorDescent`1−1/q in order to find scalars se ≥ 0 satisfying
I 
m∑
e=1
se · L̂e 
(
1 +
√
8q2
q − 1 · ε+O(ε1 + qε
2 + ε1ε
√
q
))
I , (A.1)
while the sparsity of s —that is, |{e ∈ [m] : se > 0}|— is at most n/ε2. We will
not worry about the running time in this section, and defer all the implementation
details to Appendix A.2.
Throughout this section, we pick w(X) to be the `1−1/q regularizer and VX(Y )
to be its induced Bregman divergence.
A.1.2 Our Algorithm
Maintain two sequences Xk, Yk  0 satisfying TrXk,TrYk ∈ [1, 1 + ε1]. At the
very beginning we choose X0 =
1
n
I and Y0 =
1
n
I as before.
At each iteration k = 0, 1, . . . , T − 1, find an arbitrary ek such that
Dot(L̂ek , Xk) ≤ (1 + ε1)2Dot(L̂ek , Yk) ,
where Dot(L̂e, X) is some algorithm
1 that approximately computes L̂e • X and
satisfies
L̂e •X ≤ Dot(L̂e, X) ≤ (1 + ε1) · L̂e •X .
1The implementation of this algorithm will be described in Appendix A.2.
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We can always do so because after averaging,
∑
e
weDot(L̂e, Xk) ≤ (1 + ε1)
∑
e
(weL̂e) •Xk = (1 + ε1)TrXk
≤ (1 + ε1)2TrYk
= (1 + ε1)
2
∑
e
(weL̂e) • Yk ≤ (1 + ε1)2
∑
e
weDot(L̂e, Yk) .
At each iteration k = 0, 1, . . . , T −1, we perform updates by finding2 arbitrary
δX , δY ≥ 0 satisfying
Y
−1/q
k +
αL̂ek
Dot(L̂ek , Yk)
1/q
− δY I  0 and TrXk+1,TrYk+1 ∈ [1, 1 + ε1] ,
where
Xk+1
def
=
(
X
−1/q
k +
−αL̂ek
Dot(L̂ek , Xk)
1/q
+ δXI
)−q
Yk+1
def
=
(
Y
−1/q
k +
αL̂ek
Dot(L̂ek , Yk)
1/q
− δY I
)−q
Above, α > 0 is some parameter that will be specified at the end of this section.
Note that this corresponds to performing updates
“ Xk+1 ← arg min
Z∈∆n×n
{
VXk(Z) +
〈 −αL̂ek
Dot(L̂ek , Xk)
1/q
, Z
〉}
” and
“ Yk+1 ← arg min
Z∈∆n×n
{
VYk(Z) +
〈 αL̂ek
Dot(L̂ek , Yk)
1/q
, Z
〉}
”
however, we have not required TrXk+1 = TrYk+1 to be precisely equal to 1.
For analysis purpose only, we also define X˜k+1 and Y˜k+1 to be similar updates
but without δX or δY :
X˜k+1
def
=
(
X
−1/q
k +
−αL̂ek
Dot(L̂ek , Xk)
1/q
)−q
and Y˜k+1
def
=
(
Y
−1/q
k +
αL̂ek
Dot(L̂ek , Yk)
1/q
)−q
.
2The existence of such δX and δY shall become soon (due to Claim A.1.1). The implemen-
tation of these updates will be described in Appendix A.2.
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We assume also X˜0
def
= X0.
Note that Y˜k+1 is always well defined. Claim A.1.1 below shows that as long
as α < 1, it always satisfies X
−1/q
k +
−αL̂ek
Dot(L̂ek ,Xk)
1/q
 0, so X˜k+1 is also well defined.
Claim A.1.1. For every e ∈ [m], we have X−1/qk  L̂e(L̂e•Xk)1/q 
L̂e
Dot(L̂e,Xk)1/q
. In
addition, denoting by αL̂e
Dot(L̂e,Xk)1/q
= PP T , we have 0  P TX1/qk P  αI.
Similarly, for every e ∈ [m], we have Y −1/qk  L̂e(L̂e•Yk)1/q 
L̂e
Dot(L̂e,Yk)1/q
. In
addition, denoting by αL̂e
Dot(L̂e,Yk)1/q
= PP T , we have 0  P TY 1/qk P  αI.
Proof. We only prove the Xk part because the Yk part is similar. We first compute
‖X1/2qk L̂eX1/2qk ‖qspe ≤ Tr((X1/2qk L̂eX1/2qk )q) ≤ Tr(X1/2k (L̂e)qX1/2k ) ,
where the last inequality follows from the Lieb-Thirring trace inequality.
Next, using the fact that L̂e  I, we obtain that (L̂e)q  L̂e. Therefore,
‖X1/2qk L̂eX1/2qk ‖qspe ≤ Tr(X1/2k L̂eX1/2k ) = L̂e •Xk .
In other words, we have X
1/2q
k L̂eX
1/2q
k  (L̂e • Xk)1/q · I which means X−1/qk 
L̂e
(L̂e•Xk)1/q . We automatically have
L̂e
(L̂e•Xk)1/q 
L̂e
Dot(L̂e,Xk)1/q
because Dot(L̂e, Xk) ≥
L̂e •Xk.
To prove the second half, beginning from X
−1/q
k  1α · PP T , we left multiply
it with P TX
1/q
k and right multiply it with X
1/q
k P , and obtain P
TX
1/q
k P  1α ·
P TX
1/q
k PP
TX
1/q
k P . Denoting by D
def
= P TX
1/q
k P , we have D  1αD2, which
immediately implies 0  D  αI as desired.
We have now finished the description of the algorithm. We remark here that
TrX˜k+1 < TrXk and TrY˜k+1 > TrYk. Therefore, since TrXk+1 increases as δX
increases, while TrYk+1 decreases as δY increase, we conclude the existence of
δX , δY ≥ 0 so that TrXk+1,TrYk+1 ∈ [1, 1 + ε1].
A.1.3 Our Analysis
We begin by reproving essentially the first half of Theorem 3.4.3: that is, to
prove (3.17). We need to pay extra attention here since our TrXk and TrYk do
not precisely equal to 1.
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Lemma A.1.2. For every UX  0 satisfying TrUX ≤ 1, and every UY  0
satisfying TrUY ≥ 1 + ε1,
〈 −αL̂ek
Dot(L̂ek , Xk)
1/q
, Xk − UX
〉
≤ VX˜k+1(Xk) + VX˜k(UX)− VX˜k+1(UX) , and〈 αL̂ek
Dot(L̂ek , Yk)
1/q
, Yk − UY
〉
≤ VY˜k+1(Yk) + VY˜k(UY )− VY˜k+1(UY ) .
Proof. We first prove the Xk part. By our choice of the regularizer, we have
0 = ∇w(X˜k+1)−∇w(Xk) + −αL̂ek
Dot(L̂ek , Xk)
1/q
= −X˜−1/qk+1 +X−1/qk +
−αL̂ek
Dot(L̂ek , Xk)
1/q
.
Next, we obtain that
〈 −αL̂ek
Dot(L̂ek , Xk)
1/q
, Xk − UX〉 = 〈∇w(Xk)−∇w(X˜k+1), Xk − UX〉
¬
= VXk(UX)− VX˜k+1(UX) + VX˜k+1(Xk)
­≤ VX˜k(UX)− VX˜k+1(UX) + VX˜k+1(Xk) .
Above, ¬ is due to the three-point equality of Bregman divergence, and ­ comes
from
VXk(UX)− VX˜k(UX)
®
=
(
X
−1/q
k − X˜−1/qk
) • UX + 1
q − 1
(
TrX
1−1/q
k − TrX˜1−1/qk
)
¯
= δXTrUX +
1
q − 1
∑
i
1
λq−1i
− 1
(λi − δX)q−1
°≤ δXTrUX − δX
∑
i
1
λqi
±≤ 0 .
Here, ® is owing to the definition of Bregman divergence. ¯ comes from the
fact that X˜
−1/q
k+1 = X
−1/q
k+1 − δXI, and the definition of choosing λi to be the i-th
eigenvalue of X
−1/q
k+1 . ° follows from the convexity of f(x) = x
1−q which implies
f(λi)− f(λi− δX) ≤ ∇f(λi) · δX . ± is by our assumption of TrUX ≤ 1 as well as
TrXk+1 =
∑
i
1
λqi
≥ 1.
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Similarly, for the Yk part, we can compute
〈 αL̂ek
Dot(L̂ek , Yk)
1/q
, Yk − UY 〉 = 〈∇w(Yk)−∇w(Y˜k+1), Yk − UY 〉
¬
= VYk(UY )− VY˜k+1(UY ) + VY˜k+1(Yk)
­≤ VY˜k(UY )− VY˜k+1(UY ) + VY˜k+1(Yk) .
Above, ¬ is due to the three-point equality, and inequality ­ comes from
VYk(UY )− VY˜k(UY )
®
=
(
Y
−1/q
k − Y˜ −1/qk
) • UY + 1
q − 1
(
TrY
1−1/q
k − TrY˜ 1−1/qk
)
¯
= −δY TrUY + 1
q − 1
∑
i
1
λq−1i
− 1
(λi + δY )q−1
°≤ −δY TrUY + δY
∑
i
1
λqi
±≤ 0 .
Here, ® is owing to the definition of Bregman divergence. ¯ comes from the
fact that Y˜
−1/q
k+1 = Y
−1/q
k+1 + δY I, and the definition of choosing λi to be the i-th
eigenvalue of Y
−1/q
k+1 . ° follows from the convexity of f(x) = x
1−q which implies
f(λi) − f(λi + δY ) ≤ ∇f(λi) · (−δY ). ± is by our assumption of TrUY ≥ 1 + ε1
as well as TrYk+1 =
∑
i
1
λqi
≤ 1 + ε1.
In a next step, we reprove essentially the second half of Theorem 3.4.3: that
is, to provide upper bounds on VX˜k+1(Xk) and VY˜k+1(Yk) in Lemma A.1.3 and
Lemma A.1.4.
Lemma A.1.3. As long as q ≥ 2 and α ≤ 1/2q, we have
VX˜k+1(Xk) ≤
q
2
(α2 +O(qα3)) · (L̂ek •Xk)1−1/q .
Proof. Suppose
αL̂ek
Dot(L̂ek ,Xk)
1/q
= PP T . Then, using the Sherman-Morrison-Woodbury
formula,
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TrX˜
1−1/q
k+1 = Tr
(
(X
−1/q
k − PP T )−1
)q−1
= Tr
(
X
1/q
k +X
1/q
k P (I − P TX1/qk P )−1P TX1/qk
)q−1
≤ Tr
(
X
1/q
k +
X
1/q
k PP
TX
1/q
k
1− α
)q−1
where the last inequality follows because (I − P TX1/qk P )−1  11−αI owing to
Claim A.1.1, as well as A  B =⇒ TrAn ≤ TrBn. We continue and write
TrX˜
1−1/q
k+1 ≤ Tr
(
X
1/q
k +
X
1/q
k PP
TX
1/q
k
1− α
)q−1
= Tr
(
X
1/2q
k
(
I +
X
1/2q
k PP
TX
1/2q
k
1− α
)
X
1/2q
k
)q−1
≤ Tr
(
X
(q−1)/2q
k
(
I +
X
1/2q
k PP
TX
1/2q
k
1− α
)q−1
X
(q−1)/2q
k
)
= Tr
(
X
1−1/q
k
(
I +
X
1/2q
k PP
TX
1/2q
k
1− α
)q−1)
,
where the inequality uses the Lieb-Thirring trace inequality (which relies on the
fact that q− 1 ≥ 1). Finally, denoting by D def= X
1/2q
k PP
TX
1/2q
k
1−α  α1−αI, we see that
(
I +D
)q−1  I + (q − 1)D + ((q − 1)(q − 2)
2
α +O(q3α2)
)
D .
This above matrix inequality can be proved by first turning into its eigenbasis,
and then verifying that (1 + x)q−1 ≤ 1 + (q − 1)x + (q−1)(q−2)
2
αx + O(q3α2)x for
all x ∈ [0, α
1−α ](This uses the fact that α ≤ 1/2q). Next, using the above matrix
inequality, we conclude that
TrX˜
1−1/q
k+1 ≤ Tr
(
X
1−1/q
k
(
I +
X
1/2q
k PP
TX
1/2q
k
1− α
)q−1)
TrX˜
1−1/q
k+1 ≤ Tr
(
X
1−1/q
k
(
I+
(
(q−1)+(q − 1)(q − 2)
2
α+O(q3α2)
)X1/2qk PP TX1/2qk
1− α
))
TrX˜
1−1/q
k+1 ≤ TrX1−1/qk + (q − 1)
1 + q−2
2
α +O(q2α2)
1− α Xk • PP
T
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Therefore,
VX˜k+1(Xk) = X˜
−1/q
k+1 •Xk +
1
q − 1TrX˜
1−1/q
k+1 −
q
q − 1TrX
1−1/q
k
= (X
−1/q
k − PP T ) •Xk +
1
q − 1TrX˜
1−1/q
k+1 −
q
q − 1TrX
1−1/q
k
= −PP T •Xk + 1
q − 1
(
TrX˜
1−1/q
k+1 − TrX1−1/qk
)
≤ PP T •Xk
(
− 1 + 1 +
q−2
2
α +O(q2α2)
1− α
)
=
q
2
(α +O(qα2)) · PP T •Xk
≤ q
2
(α2 +O(qα3)) · (L̂ek •Xk)1−1/q .
Lemma A.1.4. As long as q ≥ 2 and α ≤ 1/2q, we have
VY˜k+1(Yk) ≤
q
2
(
α2 +O(α3)
) · (L̂ek • Yk)1−1/q .
Proof. Suppose
αL̂ek
Dot(L̂ek ,Yk)
1/q
= PP T . Then, using the Sherman-Morrison-Woodbury
formula,
TrY˜
1−1/q
k+1 = Tr
(
(Y
−1/q
k + PP
T )−1
)q−1
= Tr
(
Y
1/q
k − Y 1/qk P (I + P TY 1/qk P )−1P TY 1/qk
)q−1
≤ Tr
(
Y
1/q
k −
Y
1/q
k PP
TY
1/q
k
1 + α
)q−1
,
where the last inequality follows because (I + P TY
1/q
k P )
−1  1
1+α
I owing to
Claim A.1.1, as well as A  B =⇒ TrAn ≤ TrBn. We continue and write
TrY˜
1−1/q
k+1 ≤ Tr
(
Y
1/q
k −
Y
1/q
k PP
TY
1/q
k
1 + α
)q−1
= Tr
(
Y
1/2q
k
(
I − Y
1/2q
k PP
TY
1/2q
k
1 + α
)
Y
1/2q
k
)q−1
≤ Tr
(
Y
(q−1)/2q
k
(
I − Y
1/2q
k PP
TY
1/2q
k
1 + α
)q−1
Y
(q−1)/2q
k
)
= Tr
(
Y
1−1/q
k
(
I − Y
1/2q
k PP
TY
1/2q
k
1 + α
)q−1)
,
where the inequality again uses the Lieb-Thirring trace inequality (which relies
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on the fact that q − 1 ≥ 1). Denoting by D def= Y
1/2q
k PP
TY
1/2q
k
1+α
 α
1+α
I, we see that
(
I −D)q−1  I − (q − 1)D + (q − 1)(q − 2)α
2(1 + α)
D .
This above matrix inequality can be proved by first turning into its eigenbasis,
and then verifying that (1−x)q−1 ≤ 1−(q−1)x+ (q−1)(q−2)
2
α
1+α
x for all x ∈ [0, α
1+α
].
(This uses the fact that α ≤ 1/2q). Next, using the above matrix inequality, we
conclude that
TrY˜
1−1/q
k+1 ≤ Tr
(
Y
1−1/q
k
(
I − Y
1/2q
k PP
TY
1/2q
k
1 + α
)q−1)
≤ Tr
(
Y
1−1/q
k
(
I − (q − 1)(1− (q − 2)α
2(1 + α)
)Y 1/2qk PP TY 1/2qk
1 + α
))
= TrY
1−1/q
k − (q − 1)
(
1− (q − 2)α
2(1 + α)
) 1
1 + α
Yk • PP T .
Therefore,
VY˜k+1(Yk) = Y˜
−1/q
k+1 • Yk +
1
q − 1TrY˜
1−1/q
k+1 −
q
q − 1TrY
1−1/q
k
= (Y
−1/q
k + PP
T ) • Yk + 1
q − 1TrY˜
1−1/q
k+1 −
q
q − 1TrY
1−1/q
k
= PP T • Yk + 1
q − 1
(
TrY˜
1−1/q
k+1 − TrY 1−1/qk
)
≤ PP T • Yk
(
1−
(
1− (q−2)α
2(1+α)
)
1 + α
)
=
q
2
(
α +O(α2)
) · PP T • Yk
≤ q
2
(
α2 +O(α3)
) · (L̂ek • Yk)1−1/q .
Theorem A.1.5. Suppose ε < 1
4
√
q
and ε1 <
1
2
, and we choose α = ε
√
2√
q−1 and
T = n
ε2
. Then, the matrix MY
def
=
∑T−1
k=0
L̂ek
Dot(L̂ek ,Yk)
1/q
satisfies that
λmax(MY )− λmin(MY ) ≤ λmin(MY ) ·
(√ 8q2
q − 1 · ε+O(ε1 + qε
2
))
.
Proof. Define matrices MX
def
=
∑T−1
k=0
L̂ek
Dot(L̂ek ,Xk)
1/q
and MY
def
=
∑T−1
k=0
L̂ek
Dot(L̂ek ,Yk)
1/q
.
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Also, denote by ξ
def
= q
2
(α +O(qα2)).
Combining Lemma A.1.2 and Lemma A.1.3, and telescoping for k = 0, 1, . . . , T−
1, we have
∀UX  0 satisfying TrUX = 1, MX • UX ≤
VX˜0(UX)
α
+ (1 + ξ)
T−1∑
k=0
(
L̂ek •Xk
)1−1/q
(A.2)
≤ qn
1/q
(q − 1)α + (1 + ξ)
T−1∑
k=0
(L̂ek •Xk)1−1/q .
(A.3)
Above, the second inequality uses the fact that VX˜0(UX) ≤ qq−1n1/q.
Combining Lemma A.1.2 and Lemma A.1.4, and telescoping for k = 0, 1, . . . , T−
1, we have
∀UY  0,TrUY = 1 + ε1, MY • UY ≥ −
VY˜0(UY )
α
+ (1− ξ)
T−1∑
k=0
(L̂ek • Yk)1−1/q
≥ −q(1 + ε1)n
1/q
(q − 1)α + (1− ξ)
T−1∑
k=0
(
L̂ek • Yk
)1−1/q
(A.4)
Above, the second inequality uses the fact that VY˜0(UY ) ≤
q(1+ε1)
q−1 n
1/q.
We provide deduce our eigenvalue inequality in two steps.
Lowerbounding λmin(MY ). Since we have assumed each TrL̂e to be at least
1− ε1, we have
Tr(MX) =
T−1∑
k=0
TrL̂ek
Dot(L̂ek , Xk)
1/q
≥ 1− ε1
(1 + ε1)1/q
T−1∑
k=0
1
(L̂ek •Xk)1/q
.
Denoting by ak = L̂ek •Xk, we can write Tr(MX) ≥ 1−ε1(1+ε1)1/q
∑T−1
k=0
1
a
1/q
k
. Applying
(A.2) with the choice of UX =
1
n
I = X0, we have
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1− ε1
n(1 + ε1)1/q
T−1∑
k=0
1
a
1/q
k
≤ 1
n
TrMX = MX • UX
≤ (1 + ξ)
T−1∑
k=0
(L̂ek •Xk)1−1/q ≤ (1 + ξ)
T−1∑
k=0
a
1−1/q
k .
Using the above inequality we obtain
T−1∑
k=0
a
1−1/q
k ≥
1(
n(1 + ξ)(1 + ε1)1/q(1− ε1)−1
)1−1/q (T−1∑
k=0
a
1−1/q
k )
1/q(
T−1∑
k=0
1
a
1/q
k
)1−1/q
≥ T
n1−1/q(1 + ξ)1−1/q(1 + ε1)1/q−1/q
2(1− ε1)1/q−1 ,
where the last inequality follows from Ho¨lder’s inequality. If we choose T = n
ε2
,
this immediately gives
T−1∑
k=0
(L̂ek •Xk)1−1/q =
T−1∑
k=0
a
1−1/q
k ≥
n1/q
ε2
(1−O(qα + ε1)) . (A.5)
Finally, substituting (A.5) into (A.4), and choosing UY so that MY • UY =
(1 + ε1)λmin(MY ), we have
(1 + ε1)λmin(MY ) ≥ −q(1 + ε1)n
1/q
(q − 1)α + (1− ξ)
1
(1 + ε1)3−3/q
T−1∑
k=0
(L̂ek •Xk)1−1/q
≥ − 2qn
1/q
(q − 1)α + (1− ξ)
1
(1 + ε1)3−3/q
n1/q
ε2
(1−O(qα + ε1))
≥ − 2qn
1/q
(q − 1)α +
n1/q
ε2
(1−O(qα + ε1))
≥ n
1/q
ε2
(1−O(qα + ε1 + ε2/α)) . (A.6)
Above, the first inequality is due to our choice of ek which satisfies
(1 + ε1)
3L̂ek • Yk ≥ (1 + ε1)2Dot(L̂ek , Yk) ≥ Dot(L̂ek , Xk) ≥ L̂ek •Xk . (A.7)
Upper bounding λmax(MY ) − λmin(MY ). This time, combining (A.3) and
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(A.4), as well as using (A.7), we compute that
1
1 + ξ
(
MY • UX − qn
1/q
(q − 1)α
) ≤ 1
1 + ξ
(
MX • UX − qn
1/q
(q − 1)α
)
≤ (1 + ε1)
3−3/q
1− ξ
(
MY • UY + q(1 + ε1)n
1/q
(q − 1)α
)
.
Choosing UX so that MY • UX = λmax(MY ), and UY so that MY • UY =
(1 + ε1)λmin(MY ), we can rewrite the above inequality as
1
1 + ξ
(
λmax(MY )− qn
1/q
(q − 1)α
) ≤ (1 + ε1)3−3/q
1− ξ (1 + ε1)
(
λmin(MY ) +
qn1/q
(q − 1)α
)
.
(A.8)
To turn this joint multiplicative-additive error into a purely multiplicative one,
we further rewrite it as
λmax(MY )− λmin(MY ) ≤ 2ξ +O(ε1)
1− ξ λmin(MY ) +
1 + ξ +O(ε1)
1− ξ
qn1/q
(q − 1)α +
qn1/q
(q − 1)α
=
2ξ +O(ε1)
1− ξ λmin(MY ) +
2q
q − 1
1 +O(ε1)
1− ξ
n1/q
α
≤ 2ξ +O(ε1)
1− ξ λmin(MY ) +
2q
q − 1λmin(MY )
ε2
α
(1 +O(qα + ε1 + ε
2/α))
= λmin(MY )
(
qα +
2q
q − 1
ε2
α
+O(ε1 + qε
2 + ε1ε
2/α + ε4/α2 + q2α2)
)
.
Above, the second inequality uses (A.6). Now, it is clear that by choosing α =
ε
√
2√
q−1 ≤ 12q , we have
λmax(MY )− λmin(MY ) ≤ λmin(MY ) ·
(√ 8q2
q − 1 · ε+O(ε1 + qε
2 + ε1ε
√
q
))
≤ λmin(MY ) ·
(√ 8q2
q − 1 · ε+O(ε1 + qε
2
))
.
A.1.4 An Additional Property
Recall that in the previous subsection, we have constructed MX and MY and
proved that λmin(MY ) (and in fact λmin(MY ) as well) is at least Ω(n
1/q/ε2). In
this subsection, we shall show that λmax(MX) and λmax(MY ) can be made at
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most O(n1/q/ε2) as well. While this additional property is not needed for proving
Theorem A.1.5, it shall become useful for proving the desired running time in the
next section (see Appendix A.2).
The following lemma ensures that if we stop the algorithm “whenever we are
done”, and thus choose possibly less than n/ε2 matrices, then, λmax(MX) and
λmax(MY ) can be properly upper bounded.
Lemma A.1.6. If one stops the algorithm either when T = n
ε2
iterations are
performed, or when the first time that
∑T−1
k=0 Dot(L̂ek , Xk)
1−1/q ≥ n1/q
ε2
is satisfied,
then the same result of Theorem A.1.5 can be obtained, while we have an extra
guarantee
λmax(MX), λmax(MY ) ≤ O
(n1/q
ε2
)
.
Proof. Recall that in the proof of Theorem A.1.5, we have only used the choice of
T = n
ε2
to deduce (A.5). For this reason, if instead of choosing exactly T = n
ε2
ma-
trices, we stop the algorithm at the first time T such that
∑T−1
k=0 Dot(L̂ek , Xk)
1−1/q ≥
n1/q
ε2
then we automatically have
T−1∑
k=0
(L̂ek •Xk)1−1/q ≥
n1/q
ε2
(1−O(ε1)) .
Replacing (A.5) with the above lower bound, all results claimed in Theorem A.1.5
remain true.
In the rest of the proof, we will show that this early termination rule ensures a
good upper bound on λmax(MX) and λmax(MY ). Indeed, at the time the algorithm
is terminated, we must have
T−1∑
k=0
(L̂ek •Xk)1−1/q ≤
T−1∑
k=0
Dot(L̂ek , Xk)
1−1/q ≤ n
1/q
ε2
+O(1) . (A.9)
This is because, since L̂ek•Xk ≤ I•Xk = 1 and thus Dot(L̂ek , Xk)1−1/q ≤ O(1), the
value
∑T−1
k=0 Dot(L̂ek , Xk)
1−1/q is incremented by at most O(1) at each iteration.
As a consequence, at the first iteration it exceeds n1/q/ε2, the summation must
be at least n1/q/ε2 +O(1).
Next, substituting (A.9) into (A.3), and choosing UX so that MX • UX =
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λmax(MX), we have
λmax(MX) ≤ qn
1/q
(q − 1)α + (1 + ξ)
n1/q
ε2
+O(1) = O
(n1/q
ε2
)
.
Finally, recalling that we have chosen Dot(L̂ek , Xk) ≤ (1 + ε1)2Dot(L̂ek , Yk),
this ensures that (1 + ε1)
2MX  MY . In sum, we obtain that λmax(MY ) ≤
O(λmax(MX)) ≤ O
(
n1/q
ε2
)
.
A.2 Efficient Implementation for Graph Sparsifications
Recall from Appendix A.1 that in order to implement the algorithm described in
Theorem A.1.5, we need to
(C1) Ensure that each TrL̂e is in [1− ε1, 1].
(C2) Compute at each iteration two reals cX , cY ∈ R satisfying that TrXk ∈
[1, 1 + ε1] and TrYk ∈ [1, 1 + ε1], where
Xk
def
=
(
cX · I −
k−1∑
j=0
αL̂ej
Dot(L̂ej , Xj)
1/q
)−q
Yk
def
=
( k−1∑
j=0
αL̂ej
Dot(L̂ej , Yj)
1/q
− cY · I
)−q
.
(C3) Compute at each iteration Dot(L̂e, Xk) and Dot(L̂e, Yk) which satisfy
L̂e •Xk ≤ Dot(L̂e, Xk) ≤ (1 + ε1)L̂e •Xk
L̂e • Yk ≤ Dot(L̂e, Yk) ≤ (1 + ε1)L̂e • Yk .
In this section, we suppose that we are dealing with a spectral graph spar-
sification instance. In other words, we use I to denote Iim(LG), and have L̂e =
L
−1/2
G LeL
−1/2
G
we
, where we = L
−1
G • Le is the effective resistance of edge e ∈ [m].
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Knowing this scaling factor we is somewhat important, because we need to
ensure that TrL̂e is between 1−ε1 and 1 according to (C1). Fortunately, Spielman
and Srivastava [49] have given an algorithm that runs in nearly-linear time, and
produces the effective resistances L−1G • Le up to a multiplicative error of 1 + ε1
for all edges e ∈ [m], with probability at least 1− n−Ω(1).
In other words, we can denote by L̂e =
L
−1/2
G LeL
−1/2
G
we
, where each we only needs
to be between (1− ε1) · L−1G • Le and L−1G • Le.
We next wish to show how to implement (C2) and (C3) efficiently. Before
that, let us claim that
Lemma A.2.1. Regardingless of how (C2) and (C3) are implemented, for all
iterations, cX , cY ≤ O(αn1/q
ε2
) = O(n
1/q√
qε
).
Proof. It is first easy to see that cY ≤ α · λmax(MY ) ≤ O(αn1/qε2 ) owing to
Lemma A.1.6. Next, since TrXk ≥ 1, we must have
cX ≤ λmax
( k−1∑
j=0
αL̂ej
Dot(L̂ej , Xj)
1/q
)
+ n1/q ≤ α · λmax(MX) + n1/q ≤ O(αn
1/q
ε2
)
Now, we are ready to prove the main theorem of this section.
Theorem A.2.2. In an amortizeda running time of O˜(
√
qn1/qm/ε21ε) per iter-
ation, we can implement (C2) and (C3) with probability at least 1− n−Ω(1).
Combining this with the fact that there are at mots n
ε2
iterations, the total
running time of our graph sparsification algorithm is
O˜
(√qn1+1/qm
ε21ε
3
)
.
aThis amortization can be removed, but will result in a slightly more involved implemen-
tation to analyze.
Our proof below will make frequent uses of Lemma A.2.3 and Lemma A.2.4, two
independent lemmas regarding how to efficiently compute matrix inversions of
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the form (cI − A)−q as well as (A − cI)−q. The statements and proofs of these
two lemmas are deferred to Appendix A.2.1.
Proof. Both (C2) and (C3) are trivially implementable when k = 0, because
X0 = Y0 =
1
n
I.
Suppose that both of them are implementable at iteration k− 1. We proceed
in 4 steps to prove that they are implementable at iteration k as well.
• Step I: prove (C3) for computing Dot(L̂e, Xk).
Suppose Xk is given in the form of Xk
def
=
(
cX · I −∑k−1j=0 αL̂ejDot(L̂ej ,Xj)1/q)−q
for some cX > 0, and it satisfies TrXk ∈ [1, 1 + ε1]. (This is done by the
inductive assumption.)
Since TrXk ≤ 1 + ε1 ≤ 3/2, we must have
X
−1/q
k = c
X · I −
k−1∑
j=0
αL̂ej
Dot(L̂ej , Xj)
1/q
 2
3
I .
This inequality ensures that we can compute Xk • L̂e approximately (up to
1 + ε1 error) using Lemma A.2.3. Since c
X is no more than O(n1/q/
√
qε)
owing to Lemma A.2.1, the running time for computing Xk •L̂e for all edges
e ∈ E is O˜(cXqm/ε21) = O˜(
√
qn1/qm/ε21ε).
• Step II: prove (C3) for computing Dot(L̂e, Yk).
Suppose Yk is given in the form of Yk
def
=
(∑k−1
j=0
αL̂ej
Dot(L̂ej ,Yj)
1/q
− cY · I
)−q
for some real cY , and it satisfies TrYk ∈ [1, 1 + ε1]. (This is done by the
inductive assumption.) Since TrYk ≤ 1 + ε1 ≤ 3/2, we must have
Y
−1/q
k =
k−1∑
j=0
αL̂ej
Dot(L̂ej , Yj)
1/q
− cY · I  2
3
I .
This inequality ensures that we can compute Yk • L̂e approximately (up to
1 + ε1 error) using Lemma A.2.4. Since c
Y is no more than O(n1/q/
√
qε)
owing to Lemma A.2.1, the running time for computing Yk • L̂e for all edges
e ∈ E is O˜(cY qm/ε21) = O˜(
√
qn1/qm/ε21ε).
• Step III: prove (C2) for Xk.
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Suppose that Xk−1
def
=
(
bX · I − ∑k−2j=0 αL̂ejDot(L̂ej ,Xj)1/q )−q. Since TrXk−1 ≤
1 + ε1 ≤ 3/2, we must have
X
−1/q
k−1 = b
X · I −
k−2∑
j=0
αL̂ej
Dot(L̂ej , Xj)
1/q
 2
3
I .
Recall that we have proved that X
−1/q
k−1 
L̂ej
Dot(L̂ej ,Xj)
1/q
(see Claim A.1.1),
combining it with the inequality above and the fact that α < 1/4, we have
bX · I −
k−1∑
j=0
αL̂ej
Dot(L̂ej , Xj)
1/q
 1
2
I . (A.10)
Now, we are ready to perform a binary search to find cX . If one selects
cX = bX , he will get TrXk ≥ TrXk−1 ≥ 1, and therefore cX = bX is a
good lower bound for the choice of cX . On the other hand, if one selects
cX = bX + n1/q, he will get TrXk ≤ Tr(n1/qI)−q = 1, so bX + n1/q is a good
upper bound for the choice of cX .
In sum, we can binary search cX in the interval of [bX , bX + n1/q]. For each
such value of cX in the process of the binary search, since cX is no more
than O(n1/q/
√
qε) as per Lemma A.2.1, one can apply Lemma A.2.3 and
approximately compute Tr(Xk) =
∑
eXk • L̂e up to a multiplicative error
of 1 + ε1, in time O˜(c
Xqm/ε21) = O˜(
√
qn1/qm/ε21ε).
Since the overhead for the binary search is O˜(1), the total running time to
compute cX at an iteration is O˜(
√
qn1/qm/ε21ε).
• Step IV: prove (C2) for Yk.
Suppose that Yk−1
def
=
(∑k−2
j=0
αL̂ej
Dot(L̂ej ,Yj)
1/q
−bY ·I)−q. Since TrYk−1 ≤ 1+ε1 ≤
3/2, we must have
Y
−1/q
k−1 =
k−2∑
j=0
αL̂ej
Dot(L̂ej , Yj)
1/q
− bY · I  2
3
I . (A.11)
It is clear from now that it suffices for us to search for cY ≥ bY , because
if one selects cY = bY , he will get TrYk ≤ TrYk−1 ≤ 1 + ε1, and therefore
cY = bY is a good lower bound. However, unlike Step III, one cannot
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perform a simple binary search on cY because there is no good upper bound
for cY .3
Instead, consider the following increment-and-binary-search algorithm. Be-
ginning from bY , we first choose cY = bY + 1
6
. This choice of cY ensures
that, according to (A.11),
Y
−1/q
k =
k−1∑
j=0
αL̂ej
Dot(L̂ej , Yj)
1/q
− cY · I  1
2
I .
Therefore, we can compute Tr(Yk) =
∑
e Yk • L̂e approximately using
Lemma A.2.4. If the approximation computation from Lemma A.2.4 tells
us that Tr(Yk) ≥ 1, we stop the increment of cY . Otherwise, we conclude
that Tr(Yk) is still less than or equal to 1+ε1, and continue to try c
Y = bT+ i
6
for i = 2, 3, 4, . . . . We stop this increment until we find some integer i so
that Tr(Yk) ≥ 1.
At this moment, we have that
Tr
( k−1∑
j=0
αL̂ej
Dot(L̂ej , Yj)
1/q
− (bY + i− 1
6
) · I
)−q
≤ 1 + ε1 and
Tr
( k−1∑
j=0
αL̂ej
Dot(L̂ej , Yj)
1/q
− (bY + i
6
) · I
)−q
≥ 1 .
Therefore, we can perform a binary search for cY between bY + i−1
6
and
bY + i
6
for, and in O˜(1) time we can find some value in this interval which
satisfies Tr(Yk) ∈ [1, 1 + ε1].
Again, since we always have cY ≤ O(n1/q/√qε) owing to Lemma A.2.1, the
binary search step costs a running time that is at most
O˜(cY qm/ε21) = O˜(
√
qn1/qm/ε21ε) owing to Lemma A.2.4.
The incrementation procedure takes a running time O˜(
√
qn1/qm/ε21ε) for
each increment of 1
6
. However, throughout the algorithm, we increment
cY by 1/6 at most O(n1/q/
√
qε) times in total as per Lemma A.2.1. This
3In fact, if one is allowed to compute the smallest eigenvalue of
∑k−1
j=0
αL̂ej
Dot(L̂ej ,Yj)
1/q
, he can
perform a binary search as described in Section 5.2. However, we have chosen not to implement
that algorithm because the running time analysis for the max/min eigenvalue computation is
only longer than the current one.
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running time, after amortization, is going to be dominated by that of the
binary search.
Overall, we have shown that (C2) and (C3) can be implemented to run in
O˜(
√
qn1/qm/ε21ε) time (in amortization) per iteration. Since there are a total of
at most n
ε2
iterations, the desired running time is obtained.
A.2.1 Missing Lemmas
In this subsection, we state and prove Lemma A.2.3 and Lemma A.2.4 for the
efficient computations of the matrix inverses needed for the previous subsection.
Lemma A.2.3. Suppose that we are given positive reals c and s0, . . . , sk−1 sat-
isfying cI −∑k−1j=0 sjLˇej  12I, where each Lˇe is the normalized edge Laplacian
and k = O(m). Let q be any positive even integer. Then, we can compute a
matrix T ∈ Rm′×m in time O˜(cqm/ε21), where T has m′ = Θ(log n/ε21) rows and
satisfies that, with probability at least 1− n−Ω(1),
∀e ∈ E, X•Lˇe ≤ ‖Tχe‖22 ≤ (1+ε1)X•Lˇe , where X def=
(
cI −
k−1∑
j=0
sjLˇej
)−q
Lemma A.2.4. Suppose we are given positive s0, . . . , sk−1 and a possibly nega-
tive real c satisfying that
∑k−1
j=0 sjLˇej − cI  12I, where each Lˇe is the normalized
edge Laplacian and k = O(m). Let q be any positive even integer. Then, we can
compute a matrix T ∈ Rm′×m in time O˜(cqm/ε21), where T has m′ = Θ(log n/ε21)
rows and satisfies that, with probability at least 1− n−Ω(1),
∀e ∈ E, Y •Lˇe ≤ ‖Tχe‖22 ≤ (1+ε1)Y •Lˇe , where Y def=
( k−1∑
j=0
sjLˇej − cI
)−q
Our proofs to the above lemmas rely on the following auxiliary tools.
Auxiliary Tools
The first one is the famous Laplacian linear system solver, written in the matrix
language.
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Theorem A.2.5. For parameter α ∈ [0, 1]. Given any Laplacian matrix L that
corresponds to a graph with m edges, there exist an approximation L
−1
which
satisfies that, with probability at least 1− n−Ω(1), (1− δ)L−1  L−1  (1 + δ)L−1,
and for every vector v ∈ Rn, L−1v can be computed in time O˜(m log(1/δ)).
Proof. The algorithms presented in [50] can be expressed as matrices L
−1
which
satisfy that, with high probability, for every x ∈ Rn, the vectors L−1x and L−1 are
close under the so-called L-norm, or in symbols, ‖L−1x − L−1x‖2L ≤ δ2‖L−1x‖2L.
After expanding this out using the definition of the L-norm, we have
xT
(
L
−1 − L−1)L(L−1 − L−1)x ≤ δ2 · xTL−1LL−1x
=⇒ (L−1 − L−1)L(L−1 − L−1)  δ2 · L−1
=⇒ (L1/2L−1L1/2 − I)2  δ2I
=⇒ −δI  L1/2L−1L1/2 − I  δI
=⇒ (1− δ)L−1  L−1  (1 + δ)L−1 .
The running time O˜(m log(1/δ)) follows from that of [50].
The next two lemmas are the classical results on approximating (I−A)−q and
(A− I)−q using Taylor expansions.
Lemma A.2.6. The polynomial P(A) = I + A+ · · ·+ Ad−1 satisfies that for all
0  A  (1− δ)I,
0  (I − A)−1 − P(A)  (1− δ)d · (I − A)−1 .
As a consequence, for every integer q ≥ 1,
(1− q(1− δ)d) · (I − A)−q  Pq(A)  (I − A)−q .
Proof. We first note that for every x ∈ [0, 1− δ], we have
0 ≤ 1
1− x − (1 + x+ · · ·+ x
d−1) = xd + xd+1 + · · · = x
d
1− x ≤
(1− δ)d
1− x . (A.12)
As a consequence, we have that
0  (I − A)−1 − (1 + A+ · · ·+ Ad−1)  (1− δ)d · (I − A)−1 ,
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which can be proved by first assuming (without loss of generality) that A is
diagonal, and then analyzing each diagonal entry using (A.12).
To prove the result for (I −A)−q, we first notice that (I −A)−1 and P(A) are
commutable. Therefore, P(A)  (I − A)−1 directly implies Pq(A)  (I − A)−q,
which gives one side of the inequality. To see the other side, we rewrite
(1− (1− δ)d) · (I − A)−1  P(A) ,
and then take the q-th power on both sides. This yields(
1− q(1− δ)d) · (I − A)−q  (1− (1− δ)d)q · (I − A)−q  Pq(A) ,
which finishes the proof of the lemma.
Lemma A.2.7. The polynomial P(A) = A + A2 + · · · + Ad satisfies that for all
(1 + δ)I  A,
0  (A− I)−1 − P(A−1)  (1 + δ)−d · (A− I)−1 .
As a consequence, for every integer q ≥ 1,
(1− q(1 + δ)−d) · (A− I)−q  Pq(A−1)  (A− I)−q .
Proof. We first note that for every x ≥ 1 + δ, we have
0 ≤ 1
x− 1−(x
−1+x−2+· · ·+x−d) = x−d−1+x−d−2+· · · = 1
xd
1
x− 1 ≤
1
(1 + δ)d
1
x− 1 .
(A.13)
As a consequence, we have that
0  (A− I)−1 − (A−1 + A−2 + · · ·+ A−d)  (1 + δ)−d · (A− I)−1 ,
which can be proved by first assuming (without loss of generality) that A is
diagonal, and then analyzing each diagonal entry using (A.13).
To prove the result for (A−I)−q, we first notice that (A−I)−1 and P(A−1) are
commutable. Therefore, P(A−1)  (A−I)−1 directly implies Pq(A−1)  (A−I)−q,
which gives one side of the inequality. To see the other side, we rewrite
(1− (1 + δ)−d) · (A− I)−1  P(A−1) ,
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and then take the q-th power on both sides. This yields(
1− q(1 + δ)−d) · (A− I)−q  (1− (1 + δ)−d)q · (A− I)−q  Pq(A−1) ,
which finishes the proof of the lemma.
Missing Proofs of Lemma A.2.3 and A.2.4
Lemma A.2.8. lemma:bss-rank2-effimpl-upper
Suppose that we are given positive reals c and s0, . . . , sk−1 satisfying
cI −∑k−1j=0 sjLˇej  12I, where each Lˇe is the normalized edge Laplacian and k =
O(m). Let q be any positive even integer. Then, we can compute a matrix T ∈
Rm′×m in time O˜(cqm/ε21), where T has m′ = Θ(log n/ε21) rows and satisfies that,
with probability at least 1− n−Ω(1),
∀e ∈ E, X•Lˇe ≤ ‖Tχe‖22 ≤ (1+ε1)X•Lˇe , where X def=
(
cI −
k−1∑
j=0
sjLˇej
)−q
.
Proof. Denoting by A = 1
c
∑k−1
j=0 sjLˇej , we have 0  A  (1− 12c)I by the assump-
tion. Now we apply Lemma A.2.6, and let P(A) be the matrix polynomial of
degree d = Θ(c log(q/ε1)) from Lemma A.2.6. By the approximation guarantee,
we have for every edge e ∈ E,
X • Lˇe =
(
cI −
k−1∑
j=0
sjLˇej
)−q
• Lˇe =
(
1± ε1
10
)
· c−q · Pq(A) • Lˇe . (A.14)
Therefore, it suffices for us to compute Pq(A) • Lˇe for each possible edge e.
Next, let LG
−1
be the approximation of L−1G from Theorem A.2.5 that satisfies
(1− ε1
10dq
)L−1G  LG
−1  (1 + ε1
10dq
)L−1G .
Denoting by Ls
def
=
∑k−1
j=0
sj
c
Lej , we have A = L
−1/2
G LsL
−1/2
G . Accordingly, for every
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edge e ∈ E,
Pq(A) • Lˇe = Tr
(
Pq
(
L
−1/2
G LsL
−1/2
G
)
L
−1/2
G LeL
−1/2
G
)
= Tr
(
Pq
(
L−1G Ls
)
L−1G Le
)
= Tr
(
Pq/2
(
L−1G Ls
)
L−1G P
q/2
(
LsL
−1
G
)
Le
)
= Tr
(
Pq/2
(
L−1G Ls
)
L−1G B
TWBT L−1G P
q/2
(
LsL
−1
G
)
Le
)
¬
= (1± ε1/10) · Tr
(
Pq/2
(
LG
−1
Ls
)
LG
−1
BTWBT LG
−1
Pq/2
(
LsLG
−1)
Le
)
= (1± ε1/10)we · χTe Pq/2
(
LG
−1
Ls
)
LG
−1
BTWBT LG
−1
Pq/2
(
LsLG
−1)
χe
= (1± ε1/10) · we ·
∥∥∥W 1/2BTLG−1Pq/2(LsLG−1)χe∥∥∥2
2
. (A.15)
Above, ¬ follows because each LG
−1
is a (1± ε1
10dq
) approximation to L−1G , while
we have at most (d − 1)q + 2 ≤ dq copies of L−1G in any sequence of the matrix
multiplication on the left hand side of ¬.
For this reason, we can preprocess by computing
T ′ def= QW 1/2BTLG
−1
Pq/2
(
LsLG
−1) ∈ Rm′×n
where Q ∈ Rm′×m is some Johnson-Lindenstrauss random matrix with
m′ = Θ(log n/ε21) rows. This matrix T
′ satisfies that, with probability at least
1−O(n−Ω(1)),
∀e ∈ E,
∥∥∥QW 1/2BTLG−1Pq/2(LsLG−1)χe∥∥∥2
2
= (1± ε1/10)‖T ′χe‖22 . (A.16)
Combining (A.14), (A.15), and (A.16) together, we have
∀e ∈ E, X • Lˇe = (1± ε1/3) · c−q · we · ‖T ′χe‖22 .
Defining T
def
=
(
1
1−ε1/3 ·c−q ·we
)1/2·T ′, we get the desired inequality in Lemma A.2.3.
Finally, we emphasize that the above computation of T requires O˜(dq·m′·m) =
O˜(cqm/ε21) time. This is because, each row of T can be computed by left multi-
plying each row of Q with the matrix W 1/2BTLG
−1
Pq/2
(
LsLG
−1)
.4 The running
4This can be implemented as follows. For any row vector of Q, denote it by uT ∈ Rm. We
first sequentially compute
• vT ← uTW 1/2,
• vT ← vTBT , and
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time now follows from (i) we need to compute vector-matrix multiplication O(dq)
times, which is the power of the polynomial Pq/2(·), and (ii) Theorem A.2.5 im-
plies that for inversion vTLG
−1
can be computed in time O˜(m log(dq/ε1)) for any
vector v.
Lemma A.2.9. lemma:bss-rank2-effimpl-lower
Suppose we are given positive s0, . . . , sk−1 and a possibly negative real c satisfying
that
∑k−1
j=0 sjLˇej − cI  12I, where each Lˇe is the normalized edge Laplacian and
k = O(m). Let q be any positive even integer. Then, we can compute a matrix
T ∈ Rm′×m in time O˜(cqm/ε21), where T has m′ = Θ(log n/ε21) rows and satisfies
that, with probability at least 1− n−Ω(1),
∀e ∈ E, Y •Lˇe ≤ ‖Tχe‖22 ≤ (1+ε1)Y •Lˇe , where Y def=
( k−1∑
j=0
sjLˇej − cI
)−q
.
Proof. There are two cases: c > 0 or c ≤ 0. We begin with the case when c > 0.
Denoting by A = 1
c
∑k−1
j=0 sjLˇej , we have A  (1 + 12c)I by the assumption.
Now we apply Lemma A.2.7, and let P(A) be the matrix polynomial of degree
d = Θ(c log(q/ε1)) from Lemma A.2.7. By the approximation guarantee, we have
for every edge e ∈ E,
Y • Lˇe =
( k−1∑
j=0
sjLˇej − cI
)−q
• Lˇe =
(
1± ε1
10
)
· c−q · Pq(A−1) • Lˇe . (A.17)
Therefore, it suffices for us to compute Pq(A−1) • Lˇe for each possible edge e.
Denoting by Ls
def
=
∑k−1
j=0
sj
c
Lej , we have A
−1 = L1/2G L
−1
s L
1/2
G . Next, let Ls
−1
and LG
−1
respectively be the approximation of L−1s and L
−1
G from Theorem A.2.5
• vT ← vTLG−1.
Now, suppose Pq/2
(
LsLG
−1)
=
∑dq/2
i=0 ci
(
LsLG
−1)i
where each ci is the coefficient of the i-th
power term. We continue and compute
• wT ← ~0.
• For i← 0 to dq/2,
– wT ← wT + vT .
– vT ← vTLs.
– vT ← vTLG−1.
In the end, the value of the row vector wT is precisely the desired
uTW 1/2BTLG
−1
Pq/2
(
LsLG
−1)
.
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that satisfy
(1− ε1
10dq
)L−1s  Ls−1  (1 +
ε1
10dq
)L−1s , and
(1− ε1
10dq
)L−1G  LG
−1  (1 + ε1
10dq
)L−1G .
Accordingly, for every edge e ∈ E,
Pq(A−1) • Lˇe = Tr
(
Pq
(
L
1/2
G L
−1
s L
1/2
G
)
L
−1/2
G LeL
−1/2
G
)
= Tr
(
Pq
(
L−1s LG
)
L−1G Le
)
= Tr
(
Pq/2
(
L−1s LG
)
L−1G P
q/2
(
LGL
−1
s
)
Le
)
= Tr
(
Pq/2
(
L−1s LG
)
L−1G B
TWBT L−1G P
q/2
(
LGL
−1
s
)
Le
)
¬
= (1± ε1/10)Tr
(
Pq/2
(
Ls
−1
LG
)
LG
−1
BTWBT LG
−1
Pq/2
(
LGLs
−1)
Le
)
= (1± ε1/10)weχTe Pq/2
(
Ls
−1
LG
)
LG
−1
BTWBT LG
−1
Pq/2
(
LGLs
−1)
χe
= (1± ε1/10) · we ·
∥∥∥W 1/2BTLG−1Pq/2(LGLs−1)χe∥∥∥2
2
(A.18)
Above, ¬ follows because each Ls
−1
(resp. LG
−1
) is a (1 ± ε1
10dq
) approximation
to L−1s (resp. L
−1
G ), while we have at most (d − 1)q + 2 ≤ dq copies of L−1s and
L−1G in any sequence of the matrix multiplication on the left hand side of ¬.
For this reason, we can preprocess by computing
T ′ def= QW 1/2BTLG
−1
Pq/2
(
LGLs
−1) ∈ Rm′×n
, where Q ∈ Rm′×m is some Johnson-Lindenstrauss random matrix with
m′ = Θ(log n/ε21) rows. This matrix T
′ satisfies that, with probability at least
1−O(n−Ω(1)),
∀e ∈ E,
∥∥∥QW 1/2BTLG−1Pq/2(LGLs−1)χe∥∥∥2
2
= (1± ε1/10)‖T ′χe‖22 . (A.19)
Combining (A.17), (A.18), and (A.19), we have
∀e ∈ E, Y • Lˇe = (1± ε1/3) · c−q · we · ‖T ′χe‖22 .
Defining T
def
=
(
1
1−ε1/3 ·c−q ·we
)1/2·T ′, we get the desired inequality in Lemma A.2.4.
Finally, we emphasize that the computation of T requires O˜(dq · m′ · m) =
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O˜(dqm/ε21) time. This is because, each row of T can be computed by left multiply-
ing each row of Q with the matrix W 1/2BTLG
−1
Pq/2
(
LGLs
−1)
.5 The running time
now follows from (i) we need to compute vector-matrix multiplicationO(dq) times,
which is the power of the polynomial Pq/2(·), and (ii) Theorem A.2.5 implies the
inversions vTLG
−1
and vTLs
−1
can both be computed in time O˜(m log(dq/ε1)),
for any vector v.
In the second case, if c ≤ 0, we can write
Y =
( k−1∑
j=0
sjLˇej − cI
)−q
=
(
L
−1/2
G (Ls − cLG)L−1/2G
)−q
.
Therefore, denoting by L′s = Ls − cLG, which is another graph Laplacian matrix
(with positive edge weights), we can write
Y • Lˇe = Tr
((
L
−1/2
G L
′
sL
−1/2
G
)−q
L
−1/2
G LeL
−1/2
G
)
= Tr
((
L′−1s LG
)−q/2
L−1G
(
LGL
′−1
s
)−q/2
Le
)
= we · χTe
(
L′−1s LG
)−q/2
L−1G B
TWBL−1G
(
LGL
′−1
s
)−q/2
χe
= we ·
∥∥W 1/2BL−1G (LGL′−1s )−q/2χe∥∥22 .
It is now clear that similar to the previous case, we can approximately compute
L′−1s and L
−1
G using Theorem A.2.5, and apply the Johnson-Lindenstrauss dimen-
sion reduction. We skip the detailed proofs here because it is only a repetition.
5This can be implemented in a similar manner as discussed in Footnote 4.
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