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Abstract
Das Prinzip des embodiment könnte autonome Roboter ermöglichen, die mit ihrer Umwelt 
in sinnvoller und selbstständiger Weise agieren. Dafür scheint ein kombiniertes Verhal­
tensmuster, bestehend aus explorativen sowie sensitiven Aktivitäten, geeignet zu sein.
Ein Schwerpunkt dieser Arbeit liegt in der Zeitreihenanalyse mit der  Mutual Information 
als ein ausgewähltes informationstheoretisches Maß bezüglich des Verhaltens selbstorga­
nisierender autonomer Roboter.
Für die verwendete Simulationsumgebung  lpzrobots,  welche von der  Robotik-Gruppe von 
Prof.  R.  Der entwickelt  wurde,  erfolgt  erstmalig  die  Erstellung  einer  handbuchartigen 
Dokumentation.  Zusätzliche  Erweiterungen  für  lpzrobots sind  ebenfalls  eine  wichtiger 
Aspekt in dieser Arbeit.
Die  Robotik-Gruppe von  Prof.  R.  Der entwarf  für die Steuerung realer Roboter mit dem 
Simuationssystem  lpzrobots ein  Embedded-Controller-Board.  Das  Board  ermöglicht  die 
modulare und flexible Konstruktion von Robotern.
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1 Einleitung
Ein selbstorganisierendes System ist ein System, das seine grundlegende Struktur als Funktion sei­
ner Erfahrung und Umwelt verändert [FAR54]. Der Zustand des Systems wirkt sich auf des­
sen Einzelkomponenten aus, die entscheiden, wie sie auf diese Umwelteinflüsse reagieren 
und  führen dementsprechend Handlungen aus. Seit den 50er Jahren versuchen Wissen­
schaftler, intelligente, denkende Maschinen zu entwickeln. Es bildeten sich vielfältige For­
schungsgebiete im Bereich der Robotik aus, in denen versucht wird die Kognition von 
Robotern zu verbessern. Jedoch wurde bis zur heutigen Zeit kein wesentlicher Fortschritt 
erlangt. Das Prinzip des embodiment könnte autonome Roboter ermöglichen, die mit ihrer 
Umwelt in sinnvoller und selbstständiger Weise agieren [PFE06]. Dafür scheint ein kombi­
niertes Verhaltensmuster, bestehend aus explorativen sowie sensitiven Aktivitäten, geeig­
net zu sein.
Ein wichtiger Aspekt, mit dem sich diese Arbeit beschäftigt, ist die Frage, ob die prädik­
tive Information geeignet ist,  das Verhalten des Roboters auf seine Zweckmäßigkeit zu 
bewerten. In einem Experiment wird die  Mutual Information zwischen zwei aufeinander 
folgenden Zeitschritten der Sensorwerte des Roboters für verschiedene Controllerparame­
ter bestimmt. Die Umsetzung erfolgt mit der Simulationsumgebung  lpzrobots, entwickelt 
von der Robotik-Gruppe von Prof. R. Der.
Im Rahmen dieser  Arbeit  wird erstmalig  eine  handbuchartige  Dokumentation  für  das 
Simulationssystem lpzrobots erstellt. Dabei spielen Entwurfsmuster für die programmtech­
nische Erläuterung des Software-Systems eine wichtige Rolle. Neben der Dokumentation 
bilden innovative Erweiterungen für lpzrobots einen inhaltlichen Schwerpunkt.
Das Simulationssystem lpzrobots erlaubt auch die Steuerung realer Roboter mit dem Para­
digma des embodiments. Damit reale Roboter eine ihren virtuellen Pendants vergleichbare 
Flexibilität bezüglich ihres Aufbaus und ihrer Modularität besitzen, wurde ein Embedded-
Controller-Board von der  Robotik-Gruppe von Prof. R. Der entworfen.
1
2 1 Einleitung
Zunächst erfolgt jedoch in dem Kapitel 2 eine Vorstellung der von  lpzrobots benötigten 
Programm-Bibliotheken Open Dynamics Engine und OpenSceneGraph. Erstere findet größere 
Beachtung, da sie die wichtigste Komponente für  lpzrobots darstellt. Ein weiterer Aspekt 
des 2. Kapitels bilden die Entwurfsmuster.
Das Kapitel 3 dokumentiert das Simulationssystem lpzrobots. Dabei wird auf dessen Anfor­
derungen, Komponenten und Programmaufbau eingegangen. Schwerpunkt des 4. Kapi­
tels bilden die Erweiterungen, welche im Rahmen dieser Arbeit in lpzrobots integriert wur­
den.
Das Kapitel 5 befasst sich mit der Bedeutung der Mutual Information als informationstheo­
retisches Maß bezüglich des Verhaltens von autonomen Robotern. Anschließend erfolgt in 
dem Kapitel 6 die Vorstellung der Steuerung realer Roboter mit dem Simulationssystem 
lpzrobots.
Hinweise zur Notation der Klassen- und Objektdiagramme sind im Anhang zu finden.
2 Grundlagen/Ressourcen
2.1 Die Open Dynamics Engine
Die Open Dynamics Engine (ODE) ist eine freie, leistungsstarke C/C++-Bibliothek von Russel  
Smith [SMI07], die für die Simulation der Dynamik von Festkörpern, z.B. von Fahrzeugen, 
Brücken, Roboterarmen und Menschen, in der virtuellen Welt Einsatz finden. Weiterhin ist 
eine Simulation mit industriellem Gesichtspunkt möglich. Von besonderem Interesse in 
diesem Bereich sind z.B. Hydrauliken, Federungen, Bereifungen und elektrische Motoren 
[ODE07].
Die ODE fungiert als Physik-SDK und gilt als schnell, robust, flexibel und plattformunab­
hängig. Sie unterstützt vielfältige Gelenktypen (Joints) und besitzt eine integrierte Kollisi­
onserkennung mit Reibung. Die  ODE wird zur Zeit in vielen Computerspielen, 3D-Ent­
wicklungswerkzeugen und Simulations-Tools verwendet.
In dem Kapitel  2.1.1 erfolgt eine Erläuterung der Arbeitsweise der ODE. In den Kapiteln 
2.1.2 bis 2.1.7 werden Details, die in der ODE eine wichtige Rolle spielen, vorgestellt. Wei­
tergehende Informationen sind unter [ODE07] zu finden.
2.1.1 Arbeitsweise der ODE
Für die Repräsentation von Gegenständen in der virtuellen Welt stellt die  ODE folgende 
Komponenten bereit: Körper,  Joints, Federn und Kontaktpunkte. Die  ODE berechnet aus 
dem aktuellen Systemzustand den nächst  folgenden,  einen Simulationsschritt  (simStep) 
weiter. Dazu werden sowohl die im System aktuell wirkenden Kräfte (z.B. durch Kolli­
sion) berechnet als auch die von außen gegebenen Kräfte einbezogen. Nach der Berech­
nung  des  nächsten  Systemzustands  durch  die  ODE,  kann  dieser  durch  eine  Graphik-
Engine auf dem Bildschirm visualisiert werden.
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Die Verwaltung der von außen gegebenen Kräfte übernimmt der  Controller.  Er fungiert 
dementsprechend als Steuerungssystem, welcher die Kräfte, die in den  Joints wirken, an 
die ODE weiter gibt. Die ODE bewertet die Auswirkungen und bestimmt die damit entste­
hende  Interaktion  der  Simulationsobjekte  mit  der  virtuellen  Umgebung.  Die  Controller 
weisen, abhängig vom zu simulierenden System, verschiedene Komplexitätsgrade auf. Für 
die Simulation einer Zugbrücke reicht z.B. ein einfacher  Controller aus, bei einem Men­
schen hingegen ist ein sehr komplexer Controller nötig.
Während einer Simulation können verschiedene Probleme entstehen, z.B. die Instabilität 
des  Systems.  Dies  führt  im  Allgemeinen  dazu,  dass  zusammengesetzte  Gegenstände 
explosionsartig  auseinander  fliegen.  Ein Auslöser  dafür  kann ein  zu  großer  Zeitschritt 
sein, der dazu führt, dass Kollisionen zu spät erkannt werden und damit deren Auswir­
kungen stärker sind. Das Wirken zu großer Kräfte im System kann ebenfalls zu dessen 
Instabilität führen. Bei der Interaktion sehr großer mit sehr kleinen Massen kann es dazu 
kommen,  dass  auf  die  Gegenstände mit  sehr  kleinen durch die  Gegenstände  mit  sehr 
großen Massen relativ große Kräfte wirken. Auch eine hohe Reibung kann sich simulati­
onstechnisch nachteilig auswirken.
Die vorhandenen Probleme lassen sich schwer lösen, da die mechanischen Gleichungen zu 
ungenau sind und sich dadurch zu hohe Fehler ergeben. Zudem ist die Verwendung der 
ODE aufgrund ihrer Komplexität im Allgemeinen recht schwierig. Es gibt sehr viele Para­
meter, die für eine korrekte Simulation die richtigen Werte besitzen müssen, wodurch die 
Fehleranfälligkeit enorm steigt.
Die  ODE ist  bei  sehr  komplexen Gegenstände  (z.B.  triangulierte  Meshes, Gegenstände 
zusammengesetzt aus sehr vielen ODE-Primitiven) und vor allem bei der Simulation vie­
ler Gegenstände zu langsam. Deshalb muss darauf geachtet werden, dass einerseits die 
Gegenstände in der Simulation nicht zu komplex werden und andererseits nicht zu viele 
existieren. Soll die ODE in Realzeit ablaufen, so sind zwangsläufig Vereinfachungen not­
wendig,  welche die Komplexität  des  Systemzustands,  der durch die in der  Simulation 
existierenden Gegenstände entsteht, reduzieren.
Die ODE besitzt ein natives C-Interface, obwohl sie zum größten Teil in C++ implementiert 
ist. Zusätzlich definiert aber die ODE ein auf dem C-Interface aufbauendes C++-Interface.
Die ODE eignet sich sehr gut, um die Mechanik fester Körperstrukturen, welche frei wähl­
bare Masseverteilungen besitzen,  zu simulieren.  Diese Strukturen entstehen, wenn ver­
schiedene  feste  Körperformen  mit  diversen  Gelenktypen  (Joints),  dazu  gehören  u.a. 
Kugel-, Scharnier- und Schiebegelenke, verbunden sind. Ein Beispiel hierfür sind Boden­
fahrzeuge, bei denen die Räder mit dem Fahrwerk verknüpft sind.
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Die ODE wurde entwickelt, um interaktive oder Echtzeit-Simulationen zu ermöglichen. Es 
ist sehr wichtig, sich bewegende Objekte in sich ändernden virtuellen Umgebungen physi­
kalisch korrekt zu simulieren. Dies ist möglich, da die ODE schnell, robust und stabil ist 
und der Benutzer absolute Freiheit bei der Gestaltung und Änderung der Strukturen des 
Systems hat,  während die Simulation läuft.  Die Bewegungsgleichungen,  mit denen die 
Bestimmung der Bewegung von physikalischen Objekten erfolgt, leiteten  Trinkle/Stewart 
und  Anitescu/Potra von  einem geschwindigkeitsbasierten  Modell  mit  Verwendung von 
Langrange-Gleichungen sowie -Multiplikatoren1 ab  [POT05]. Die  ODE verwendet einen 
Integrationsalgorithmus erster Ordnung, welcher schnell und stabil ist.  Die vorliegende 
Stabilität gewährleistet, dass eventuelle Simulationsfehler nicht außer Kontrolle geraten. 
Nachteilig  ist,  dass  der  Integrationsalgorithmus  aus  physikalischer  Sicht  für  komplexe 
Konstruktionen im Bereich des professionellen Maschinenbaus nicht exakt genug ist.
Die ODE ermöglicht die Wahl von Zeitschrittmethoden (time stepping methods). Damit kön­
nen sowohl die big matrix-Methode als auch die neuere QuickStep-Methode eingesetzt wer­
den.
In der  ODE ist ein Kontakt- und Reibungsmodell integriert. Dieses basiert auf dem von 
Cottle und  Dantzig entwickelten  LCP -Löser  [COT70].  Bezüglich  des  Coloumb-Kräftemo­
dells benutzt die ODE-Variante eine schnellere Approximation.
Kollidieren zwei Körper miteinander, so findet in der  ODE  das Prinzip der harten Kon­
takte Anwendung. Dieses beinhaltet spezielle Bedingungen, die verhindern, dass sich die 
Körper gegenseitig durchdringen. In vielen anderen Simulatoren wird eine Alternative 
benutzt. Bei dieser erfolgt die Repräsentation der Kontakte durch virtuelle Federn. Diese 
Methode ist jedoch sehr fehleranfällig.
Die ODE besitzt ein integriertes Kollisionserkennungssystem, welches nicht zwangsläufig 
zum Einsatz kommt, denn dem Benutzer ist es erlaubt, sein eigenes Kollisionserkennungs­
system zu verwenden. Zu den gängigen Kollisionsprimitiven gehören z.B. Kugeln, Boxen, 
Zylinder,  capped Zylinder2,  Flächen,  Strahlen sowie triangulierte  Meshes (Trimesh).  Das 
Kollisionssystem trifft sehr schnelle Vorhersagen bei der Identifikation von potentiellen, 
sich überschneidenden, Objekten. Grundlage bietet dabei das Konzept der spaces (Kollisi­
onsräume). Primitiven, die dem selben  space angehören, können nicht miteinander kolli­
dieren. So wird verhindert, dass z.B. die Arme und Beine eines Roboters selbst miteinan­
der  selbst  kollidieren  oder  der  Roboter  an  den  Nahtstellen  (z.B  Gelenke)  auseinander 
1 Langrange-Gleichungen sind ein System von  f Differentialgleichungen 2. Ordnung in der Zeit zur Bestimmung von 
generalisierten Koordinaten qk als Funktionen der Zeit. Die Lagrange-Gleichungen und das zweite Newtonsche Gesetz 
sind äquivalente Formulierungen der Mechanik [STÖ98].
2 Ein capped Zylinder besitzt jeweils eine Halbkugel auf den beiden Grundflächen und wird auch als Capsule bezeichnet.
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fliegt. Es gibt drei verschiedene Typen von Kollisionsräumen:  Quad tree,  hash space und 
simple.
In den folgenden Kapiteln werden ausgewählte  Punkte,  die  in der ODE  eine wichtige 
Rolle spielen, näher vorgestellt. Viele Details können allerdings im Rahmen dieser Arbeit 
keine Erwähnung finden, nachzulesen sind diese in [ODE07].
2.1.2 Der Festkörper
Ein Festkörper ist ein Körper, der eine räumliche Ausdehnung besitzt, aber nicht defor­
mierbar ist. Die geometrische Beschreibung des Körpers erfolgt in einem relativ zum Kör­
per fix gelagerten Koordinatensystem, dem Objektkoordinatensystem. Innerhalb des Koor­
dinatensystems behalten alle nicht beweglichen Teile ihre Lage und Orientierung über die 
Simulationszeit hinweg bei. Auch die Masse des Körpers und die  Inertia-Matrix, welche 
die Verteilung der Körpermasse um den Schwerpunkt beschreibt, bleiben konstant.
Im Laufe der Simulation ändert sich die Lage des Körpers innerhalb des Weltkoordinaten­
systems. Zur Beschreibung seiner Position benutzt die  ODE den Positionsvektor (x, y z). 
Die Orientierung des Körpers kann entweder mittels eines Quaternions (qs, qx, qy, qz) oder 
einer 3x3-Rotationsmatrix repräsentiert werden. Die Berechnung der Änderung der Orien­
tierung über die Zeit  erfolgt mit Hilfe des Winkelgeschwindigkeitsvektors (wx, wy, wz). 
Als Bezugspunkt für die Rotation und Translation dient der Schwerpunkt des Körpers. 
Der Schwerpunkt wird im Nullpunkt des Objektkoordinatensystemes angenommen, denn 
mit dieser  Annahme lassen sich meisten Festkörper-Berechnungen wesentlich vereinfa­
chen.
2.1.3 Die Geoms
Geometrische Objekte (Geoms) sind elementare Objekte innerhalb des Kollisionssystems. 
Ein Geom stellt ein einzelnes starres Gebilde (z.B. Box oder Kugel) oder eine Gruppe von 
anderen Geoms – das ist eine spezielle Gruppe namens space – dar. Jedes Geom kann gegen 
jeden anderen  Geom stoßen, wodurch sich keine oder mehrere Kontaktpunkte ergeben. 
Geoms sind platzierbar oder nicht-platzierbar. Ein platzierbarer  Geom besitzt, genau wie 
ein Festkörper,  einen Positionsvektor sowie eine 3x3-Rotationsmatrix,  die sich während 
der Simulation ändern können. Der Orientierungspunkt der meisten platzierbaren Geoms 
entspricht ihrem Massezentrum. Sie sind damit leicht zu dynamischen Objekten hinzufüg­
bar. Mittels Translation und Rotation können Transformationen von Geoms durchgeführt 
werden.
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Ein nicht-platzierbares Geom ist nicht verschiebbar und kann dementsprechend Merkmale 
der Umgebung, die sich nicht ändern, wie z.B. eine Wand, darstellen.
2.1.4 Die Joints und Constraints
Ein Joint ist ein Verbindungsstück zwischen zwei Körpern, so dass diese lediglich relativ 
zueinander bestimmte Positionen und Orientierungen aufweisen können. Diese Beziehung 
wird als Constraint bezeichnet. Oft werden die Wörter Joint und Constraint  als Synonyme 
füreinander verwendet. Es gibt verschiedene Typen von Joints. Die Klassifizierung erfolgt 
nach der jeweiligen Funktion des  Joints.  Je nach  Joint variieren die zulässigen Freiheits­
grade.
Der Fixed-Joint verbindet zwei Körper fest miteinander, ohne das sie ihre relative Positio­
nen zueinander ändern können. Bei der Verwendung des Slider-Joint sind die zwei Körper 
in der Lage,  sich entlang eines Vektors,  der genau zwischen ihnen aufgespannt ist,  zu 
bewegen. Bei dem Ball and Socket-Joint sind die zwei Körper mit einem Kugelgelenk ver­
bunden, wobei sich der Ball des einen Körpers an der gleichen Stelle wie der Sockel des 
anderen Körpers befindet, siehe auch Abbildung 2.1. Bei dieser Verbindung gibt es einen 
Rotationspunkt.
Der Hinge-Joint verknüpft zwei Körper durch ein Scharnier derart, dass sich die Bestand­
teile des Scharniers an derselben Position befinden. Da die Körper dieselbe Orientierung 
aufweisen, ergibt sich eine Drehachse in einem Punkt. Der Universal-Joint ist vergleichbar 
mit dem Hinge-Joint, jedoch verlaufen die zwei Drehachsen durch den gleichen Punkt. Der 
Hinge2-Joint entspricht zwei Scharniergelenken, die miteinander verbunden sind, damit ist 
eine Bewegung um zwei Achsen möglich. Diese beiden Drehachsen stehen senkrecht auf­
einander und können durch verschiedene Punkte laufen. 
Der  Prismatic and Retoide-Joint (JointPR) ist eine Kombination aus einem  Slider-Joint und 
Hinge-Joint. Er kann verwendet werden, um die Anzahl der Körper in einer Simulation zu 
erhöhen. Für gewöhnlich ist es nicht möglich, zwei Joints miteinander zu verbinden, hier­
für muss ein Körper zwischen ihnen integriert werden. Ein Beispiel für die Benutzung 
eines solchen JointPR ist die Erstellung eines Hydraulikkolbens. 
Abbildung 2.1: Beispiele für verschiedene Arten von Joints: Der Ball and Socket-Joint (links), der Hinge-Joint (mitte links), der 
Universal-Joint (mitte rechts) sowie der Hinge2-Joint (rechts). Quelle: [ODE07]
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Der  Contact-Joint findet  Verwendung,  um für  einen  Zeitschritt  einen  Kollisionskontakt 
zwischen zwei Körpern zu realisieren. Anschließend wirken abstoßende Kräfte. Der Angu­
lar Motor-Joint (AMotor) wird als zusätzlicher  Joint  zwischen zwei Körpern angelegt.  Er 
erlaubt die Kontrolle der relativen Winkelgeschwindigkeit  der zwei Körper,  die mittels 
drei Achsen kontrolliert wird.
Berechnet der Integrator einen neuen simStep, können die Joints auf die verbundenen Kör­
per Gelenkkräfte wirken lassen. Diese werden derart berechnet, dass die Körper bei Bewe­
gungen die Gelenkverbindungen nicht verletzen. Somit wird verhindert, dass die Körper 
z.B. nicht weiter voneinander entfernt im Raum stehen, als es der Joint zulässt.
Jeder Joint besitzt verschiedene Parameter, um seine Geometrie zu beherrschen. Die Funk­
tionen,  welche die  Joint-Parameter  setzen,  benutzen globale anstatt  lokale Koordinaten. 
Damit ergibt sich die Konsequenz, dass die Festkörper, welche durch einen Joint verbun­
den sind, vor dem Hinzufügen des Joints zunächst korrekt positioniert werden müssen.
2.1.5 Die Motoren
Bei der Erstellung eines  Joints sind theoretisch keine Einschränkungsmaßnahmen bezüg­
lich seiner vollständigen Bewegungsmöglichkeiten notwendig.  Beispielsweise kann sich 
ein Gelenk des Hinge-Joint um seine gesamte Achse drehen und ein Slider des Slider-Joint 
eine  beliebige  Position  einnehmen.  Die  Bewegungsfreiheit  wird  durch  das  Setzen  von 
Sperren auf die  Joints begrenzt. Eine Beschränkung des Gelenkwinkels ist bezüglich des 
Unterschreitens bzw. Überschreitens einer Unterschranke respektive Oberschranke mög­
lich.
Viele Gelenktypen besitzen neben Sperren auch Motoren. Motoren besitzen als Parameter 
eine Solldrehgeschwindigkeit und ein maximales Drehmoment. Letzteres wird herangezo­
gen, um die Solldrehgeschwindigkeit zu erreichen. Ein Motor legt einen Drehmoment an 
den jeweiligen Freiheitsgrad des Joint an, so dass die Achse möglichst eine bestimmte Soll­
drehgeschwindigkeit  aufweist.  Motoren  besitzen  Belastungsgrenzen.  Dementsprechend 
können sie keine größere als ihre maximale Geschwindigkeit auf einen Joint übertragen.
2.1.6 Stepping Functions
Nach der Erstellung einer physikalischen Welt und der Einfügung aller Interaktionsob­
jekte mit Verknüpfungen ist es dem Entwickler möglich, mittels der Methode void dWorld­
Step(dWorldID,  dReal  stepsize) einen  Schritt  (simStep)  der  Simulation  ausführen.  Dabei 
kommt es zum Einsatz der big matrix-Methode, welche Berechnungskosten von O(n3) und 
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Speicherkosten von O(n3) benötigt. Die Variable n entspricht dabei der Anzahl der Cons­
traint-Zeilen. Der Nachteil dieser Methode ist der hohe Arbeitsspeicherbedarf bei komple­
xen Simulationssystemen und die daraus resultierende niedrige Geschwindigkeit. Zur Zeit 
ist dies jedoch die exakteste Methode. Für das Erreichen einer flüssigen Simulation sollte 
der Befehl dWorldStep() mindestens zwanzig- bis dreißig mal pro Sekunde ausgeführt wer­
den3.
Eine weitere Methode, um einen Simulationsschritt durchzuführen, ist  void dWorldQuick-
Step(dWorldID, dReal stepsize). Sie ist iterativ und benötigt Zeit- von O(n·p) sowie Speicher­
kosten von O(n), wobei n der Anzahl der Constraint-Zeilen und p der Anzahl der Iteratio­
nen entspricht. Für komplexe Systeme ist diese Methode bezüglich der Geschwindigkeit 
besser geeignet, jedoch ist sie nicht so genau.
2.1.7 Kollisionsbehandlung
Kollisionen zwischen Körpern oder zwischen Körpern und feststehenden Gegenständen 
werden in der ODE wie folgt behandelt. Vor jedem simStep definiert der Benutzer Kollisi­
onserkennungsfunktionen,  um festzustellen,  wer  mit  wem kollidiert.  Diese  Funktionen 
geben eine  Liste  mit  Kontaktpunkten zurück.  Jeder  Kontaktpunkt  besitzt  eine Position 
innerhalb des  space,  einen Oberflächen-Normalenvektor  sowie die  Eindringtiefe  (Abbil­
dung 2.2).
Für jeden Kontaktpunkt wird anschließend ein spezieller  Contact-Joint erstellt. Er enthält 
zusätzliche Informationen über den Kontakt. Die Reibung an der Kontaktoberfläche zeigt 
beispielsweise  u.a.  auf,  wie  federnd oder  weich diese  ist.  Die  Contact-Joints werden in 
einem nächsten Schritt einer Joint-Group zugeordnet. Sie können damit schnell einem Sys­
tem  hinzugefügt  oder  gelöscht  werden.  Die  Simulationsgeschwindigkeit  nimmt  mit 
zunehmender Anzahl von Kontakten ab.
In der realen Welt kann der Kontakt zwischen zwei Körpern als komplexe Situation aufge­
fasst werden. Die Repräsentation der Kontakte durch Kontaktpunkte stellt lediglich eine 
3 Die Simulationsumgebung lpzrobots verwendet die big matrix-Methode mit 100 simSteps pro Sekunde.
Abbildung 2.2: Schematische Darstellung eines Kontaktpunktes zwischen zwei Körpern. Quelle: [ODE07]
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Approximation dar. Aus physikalischer Sicht wären Kontaktstellen und -oberflächen exak­
ter, jedoch ist es sehr schwierig, sie in Hochgeschwindigkeitssimulationen korrekt darzu­
stellen.
Da jeder neue Kontaktpunkt, wie bereits erwähnt, die Simulationsgeschwindigkeit herab­
setzt, werden manchmal einige Kontaktpunkte zu Gunsten der Geschwindigkeit ignoriert. 
Kollidieren z.B.  zwei  Boxen,  benötigt  man viele Kontaktpunkte,  um die Geometrie der 
Situation richtig zu erfassen. Es werden jedoch für die Beschreibung der Situation lediglich 
drei Kontaktpunkte herangezogen. Die Wahl erfolgt dabei nach Gesichtspunkten der Dar­
stellungsgenauigkeit.
2.1.7.1 Spaces
Ein  Space ist ein nicht-platzierbarer  Geom,  welcher andere  Geoms enthalten kann. Dabei 
bleibt die Kollisionserkennung zwischen den Geoms, die innerhalb eines Space liegen, aus­
geschaltet. Spaces dienen zur schnelleren Kollisionserkennung. Ohne Spaces müssten Kon­
takte erzeugt werden, um Kontaktpunkte für jedes einzelne Geom-Paar zu erhalten. Für n 
Geoms wären das  O(n2) Tests.  Spaces können andere  Spaces beinhalten, damit kann eine 
Kollisionsentwicklung in verschiedene Hierarchien zerlegt werden, welche die Kollisions­
erkennungs-Geschwindigkeit optimieren.
2.2 Der OpenSceneGraph
Der  OpenSceneGraph (OSG) ist ein frei verfügbares, leistungsstarkes 3D-Graphik-Toolkit, 
das von Anwendungsentwicklern in den Bereichen visuelle Simulation, Spiele, virtuelle 
Realität,  wissenschaftliche  Veranschaulichungen  und  Modellierungen  Einsatz  findet 
[OSG07]. Basierend auf dem Konzept des Szenengraphen, stellt es ein auf OpenGL objekt­
orientiertes Framework bereit. Damit wird der Entwickler von der Implementierung und 
Optimierung  von  systemnahen  graphischen  Aufrufen  entbunden.  Weiterhin  stellt  das 
Konzept  viele  zusätzliche  Werkzeuge  für  die  schnelle  Entwicklung  von  graphischen 
Anwendungen bereit. Der OSG ist vollständig in C++ und OpenGL implementiert und auf 
allen Windows-, OSX-, GNU/Linux-, IRIX-, Solaris-, HP-Ux-, AIX- und FreeBSD-Betriebssys­
temen lauffähig.
OpenGL wurde von Silicon Graphics entwickelt und ist das mittlerweile verbreitetste Appli­
cation Programming Interface (API) für die Erstellung von 2D- und 3D-Computergraphiken 
[SGI07]. Das Interface besteht aus mehr als 250 verschiedenen Funktionsaufrufen, was das 
Rendering von komplexen dreidimensionalen Szenen mittels einfachen Primitiven ermög­
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licht.  OpenGL unterstützt zahlreiche Visualisierungstechniken, z.B.  Texture Mapping,  Sha­
ding Languages oder Spezialeffekte.
Der  OSG  ermöglicht die Entwicklung von 3D-Computergraphiken mit  high-level-Metho­
den. Durch den intensiven Einsatz von Entwurfsmustern bietet er eine große Anzahl von 
leistungsstarken Programmier-Konzepten.
Sehr wichtiger Aspekte des OSG sind eine gute Performance, Skalierbarkeit, Übertragbar­
keit sowie Produktivität. Sie werden hauptsächlich durch die Verwendung eines Szenen­
graphen mit seinen Knoten (nodes) sowie der Integration modernster Visualisierungstech­
niken erreicht. Das  view frustum culling  ermöglicht das Entfernen von Objekten, die sich 
nicht in dem aktuellen Sichtbereich der Kamera (frustum view) befinden. Mit dem occlusion  
culling werden Objekte gelöscht, die durch andere verdeckt sind. Ohne die culling-Verfah­
ren wären die  CPU,  Busse  und  GPU  mit  einem Mehrfachen an aufkommenden Daten 
belastet. Die hierarchische Struktur des Szenengraphen führt zu einer hohen Effizienz der 
culling-Verfahren, z.B. ist es möglich, eine ganze Stadt mit wenigen Operationen zu entfer­
nen.  Die  Verwendung von Detailstufen  für  unterschiedliche  Betrachtungsentfernungen 
wird als Level Of Detail (LOD) bezeichnet. Mit der Unterstützung des state sorting kann der 
OSG die anstehenden Renderaufgaben für die GPU optimal sortieren. Ohne diese Sortie­
rung würden die Busse und die  GPU  zwischen den Stati  viele Operationen verwerfen 
müssen und damit die Graphik-Pipeline blockieren, womit die graphische Durchsatzleis­
tung enorm sinkt. Je schneller die GPUs sind, um so stärker wirken sich Blockierungen der 
Graphik-Pipeline aus. Dadurch erhalten Szenengraphen eine immer größere Bedeutung. 
Mit der Verwendung von  vertex arrays werden nur noch vollständige Datensätze an die 
GPU gesendet.
Zum Lesen und Schreiben besitzt die DataBase-Bibiothek osgDB zusätzliche Hilfsmittel für 
eine große Vielfalt  von Dateiformaten durch einen erweiterbaren dynamischen Plugin-
Mechanismus. Derzeit werden 45 verschiedene Dateiformate zum Laden von 3D-Model­
len und Texturen unterstützt.
Der OSG verfügt des Weiteren über mehrere sogenannte Node Kits. Das sind separate Bib­
liotheken, die in selbst erstellten Anwendungen compiliert oder zur Laufzeit geladen wer­
den können. Sie stellen die nötigen Schnittstellen z.B. für das Partikel-System (osgParticle), 
für Textobjekte mit hochqualitativem Antialiasing (osgText), für ein Spezialeffekt-Frame­
work (osgFX) oder für die OpenGL Shader Language (osgGL2 bzw. GLSL) bereit.
Der  OSG verwendet  die Zusatzbibliotheken  OpenThreads und  Producer.  OpenThreads ist 
eine plattformübergreifende,  objektorientierte  Thread-Bibliothek,  welche auch von dem 
OpenProducer genutzt wird. Der Open Producer (oder Producer) ist eine C++/OpenGL-Biblio­
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thek, welcher hauptsächlich für die Kamerakontrolle entwickelt wurde. Die Kamera des 
Producers  stellt  folgende Fähigkeiten bereit:  Projektion (projection),  Sichtbereich (frustum 
view), Sichtpunktkontrolle und Fensterkontrolle. Weiterhin ist es möglich, den Producer in 
einer Multitasking-Umgebung zu benutzen. Damit können mehrere Kameras gleichzeitig 
laufen.
Das Kapitel  2.2.1 stellt einige grundlegende Informationen über den Szenengraphen vor, 
der das Kernelement des OSG darstellt.
2.2.1 Der Szenengraph
Der Szenengraph ist  ein hierarchisch aufgebauter Baum. Der Wurzelknoten enthält  die 
gesamte Szene. Alle Kindknoten stellen in der Szene z.B. dargestellte Objekte, Transforma­
tionen, Objektanimationen oder Texturierungsanweisungen dar. Die Blätter des Graphen 
beinhalten die physikalischen Objekte, die sogenannten Drawables mit ihren Materialeigen­
schaften. Als  Drawables werden alle Objekte bezeichnet, die als Pixel auf der Bildschirm­
ausgabe gezeichnet werden. Das können Shape Drawables – simple shapes, box, sphere usw. – 
oder Impostor Sprites, Particle Systems sowie osgText sein. Die Drawables können mit Textu­
ren versehen werden, um ein realistischeres Aussehen zu ermöglichen. Die Bilder sind mit 
fast jedem Bildeditor oder Zeichensoftware erstellbar. Der Import von Bildern wird durch 
die osgDB::Image-Bibliothek bereitgestellt.
Ein Szenengraph allein stellt keine vollständige Spiel- oder Simulations-Engine für eine 
3D-Welt dar, er kann nur einer der Hauptkomponenten solch einer Engine sein. Seine Auf­
gaben bestehen vor allem in der effizienten Repräsentation und dem Rendering der 3D-
Welt.  Physikalische  Modelle,  Kollisionserkennung  und  andere  Komponenten,  z.B.  die 
Audio-Unterstützung, werden anderen Entwicklungsbibliotheken überlassen.
Der  Szenengraph  verwaltet  für  den  Software-Entwickler  alle  Graphikobjekte  und 
reduziert die nötigen Abfragen und Zugriffe auf wenige, einfache Aufrufe. Mittels direk­
ten  OpenGL-Befehlen  sind diese  nur  mit  Tausenden  von Codezeilen  möglich.  Darüber 
hinaus ist  die  verwendete  Objektstruktur  eines  der  leistungsstärksten Konzepte  in  der 
objektorientierten Programmierung, welches dem Entwurfsmuster Kompositum entspricht. 
Eine sehr gute Einführung für Szenengraphen ist in [REI02] zu finden.
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2.3 Entwurfsmuster
Entwurfsmuster  spielen bei  der  Entwicklung der Komponenten von  lpzrobots eine ent­
scheidende Rolle.  Georg Martius hat  erstmals  Entwurfsmuster  für  die Implementierung 
von  lpzrobots verwendet.  Sie  bilden einen interessanten  Ansatz für  den professionellen 
Entwurf  von  Softwarestrukturen  und  -Systemen.  Daher  erfolgt  in  dieser  Arbeit  eine 
nähere Erläuterung zu Entwurfsmustern, ihren Aufgaben, die sie in der Software-Entwick­
lung erfüllen und ihre Verwendung.  Anschließend werden die einzelnen Erzeugungs-, 
Struktur- sowie Verhaltensmuster vorgestellt. Viele der hier beschriebenen Entwurfsmus­
ter wurden in lpzrobots verwendet. Aufgrund der zu komplexen Struktur von lpzrobots ist 
es allerdings nicht möglich, explizit alle Anwendungen von Entwurfsmustern in lpzrobots  
zu erwähnen. Bei den im Rahmen dieser Arbeit vorgestellten Erweiterungen (Kapitel  4) 
sind alle verwendeten Entwurfsmuster erwähnt.
Die größte Schwierigkeit bei der Entwicklung von Softwarekomponenten ist deren Kon­
zeption und die Entwicklung der Softwarearchitektur. Mit Entwurfsmustern (engl. design  
patterns)4 ist es möglich, diesen softwaretechnischen Prozess erheblich zu beschleunigen. 
Einmal entwickelte Schablonen für ein Entwurfsproblem können wiederverwendet wer­
den, wodurch die Fehleranfälligkeit bei der Implementierung sinkt.
Die Verwendung von Entwurfsmustern setzt Kenntnisse in mindestens einer objektorien­
tierten Programmiersprache (z.B.  Java,  C++,  Smalltalk) sowie beim objektorientierten Soft­
ware-Entwurf voraus. In z.B. [GAL06] erfolgt die Klärung von generellen objektorientier­
ten Paradigmen, z.B. Klassen, Objekte, Schnittstellen, Polymorphie, Vererbung oder Kap­
selung.
Der Begriff Entwurfsmuster ist ursprünglich in der Architektur definiert und wurde später 
für  die  Softwareentwicklung  übernommen.  Ein  Entwurfsmuster  beschreibt  bestimmte 
Softwarearchitekturen, die in vielen Bereichen Anwendung finden, löst dabei auftretende 
Probleme und bietet dafür bewährte softwaretechnische Konzepte an. Allerdings sind sie 
sehr allgemein gehalten, so dass sie sich für andere Problemstellungen verwenden und 
anpassen lassen.  Entwurfsmuster  sind so konzipiert,  dass sie den Softwarebenutzer5 in 
den Entwurfs- und Entwicklungsprozess der Software als Komponente einbeziehen. Sie 
zeigen die Beziehungen zwischen den Komponenten der Entwurfsmuster auf. Die Kom­
ponenten  und  Beziehungen  spiegeln  komplexe  Strukturen  und  Mechanismen  im  Ent­
wurfsmuster wider.
4 Die deutschen Bezeichnungen wurden in [GAM04] aus dem Englischen übersetzt. Die im wissenschaftlichen Sprachge­
brauch korrekten englischen Bezeichnungen sind daher mit angegeben.
5 Der Softwarebenutzer verwendet lediglich die zu entwickelnde Software, im Gegensatz zum Softwareentwickler, der 
diese entwirft und implementiert.
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In den meisten Fällen lassen sich mehrere Entwurfsmuster parallel, ineinander verschach­
telt oder aufbauend verwenden. Meist zeigt ein Entwurfsmuster auf, wie es zusammen mit 
anderen Entwurfsmustern verwendet werden kann.
Einige Entwurfsmuster weisen viele Ähnlichkeiten auf, z.B. hinsichtlich des Aufbaus und 
der integrierten Strukturen oder Mechanismen. In solchen Fällen ist die Wahl des richtigen 
Entwurfsmuster schwieriger. Ist allerdings das richtige Entwurfsmuster gefunden, kann 
der Implementierungsprozess erheblich beschleunigt werden.
Mit Entwurfsmustern ist es außerdem möglich, Mustersprachen (pattern language) zu ent­
wickeln.  Eine  Mustersprache  bildet  eine  Sammlung von Entwurfsmustern.  Dabei  wird 
eine  einheitliche  Sprache aus  Namen für  Probleme und deren Lösungen definiert.  Die 
Begriffe  Entwurfsmuster  und Mustersprache  wurden von dem Architekten  Christopher  
Alexander in der Architektur geprägt [ALE77]. Kent Beck und Ward Cunningham entwickel­
ten 1987 aus den Ideen von Christopher Alexander Entwurfsmuster für die Erstellung von 
graphischen Benutzeroberflächen in Smalltalk6 [BEC87]. 1991 beschäftigte sich Erich Gamma 
in seiner Promotion intensiv mit Entwurfsmustern und deren Verwendbarkeit in der Soft­
waretechnik [GAM91]. Er veröffentlichte anschließend 1995 mit Richard Helm,  Ralph John­
son und John Vlissides7 das Buch Design Patterns – Elements of Reusable Object-Oriented Soft­
ware (deutsche Ausgabe:  [GAM04]),  welches zum Durchbruch der Entwurfsmuster ver­
half. In diesem Buch werden 23 grundlegende Entwurfsmuster beschrieben, die eine breite 
Palette der Softwarearchitekturprobleme abdecken. Erich Gamma gelang es, dass unerfah­
rene  Softwareentwickler  mittels  Entwurfsmustern  fast  genauso  professionelle  Software 
entwickeln konnten wie sehr erfahrene OO-Experten8.
Für eine die gegebene Aufgabenstellung muss das passende Entwurfsmuster gefunden 
werden, was im Normalfall die meiste Zeit beansprucht. Ist ein potentielles Entwurfsmus­
ter gefunden, so muss überprüft werden, ob sich das gegebene Softwareentwicklungspro­
blem mit  diesem  Entwurfsmuster  ausreichend genau  beschreiben  und implementieren 
lässt. Den Einzelkomponenten des Entwurfsmusters ist die passende Softwarekomponente 
der Aufgabenstellung zuzuordnen. Erst nach Findung einer fast vollständigen und korrek­
ten  Abbildung  der  Entwurfsmuster-Einzelkomponenten  auf  passende  Softwarekompo­
nenten ist das Entwurfsmuster für dieses Softwareentwicklungsproblem einsetzbar.
6 Smalltalk ist eine dynamisch typisierte, rein objektorientierte Programmiersprache, welche die Entwicklung vieler Pro­
grammiersprachen wie z.B. C++, Java und Ruby bedeutend beeinflusst hat.
7 Erich Gamma, Richard Helm,  Ralph Johnson und John Vlissides werden im Zusammenhang mit Entwurfsmustern auch als 
die Gang of Four (GoF) zitiert.
8 Object-Oriented-Experten sind Programmentwickler, die über viele Jahre hinweg umfangreiche Erfahrungen in der objek­
torientierten Programmierung gesammelt haben.
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In  einem nächsten  Schritt  sind  die  Besonderheiten,  die  sich  bei  der  Aufgabenstellung 
zusätzlich ergeben können, herauszufinden. Dabei muss sich der Entwickler mehrere Fra­
gen stellen:
• Wie können bestimmte Spezial- und Ausnahmefälle behandelt werden, ohne dass die 
Struktur des Entwurfsmusters erweitert werden muss?
• Welche besonderen Initialbedingungen ergeben sich bei dieser Aufgabenstellung?
• Lässt  sich,  und wenn  ja,  wie  lässt  sich  das  Entwurfsmuster  in  bereits  bestehenden 
Quellcode eines Softwarepaketes einbinden?
• Definiert das Entwurfsmuster dazu die nötigen Schnittstellen oder ist dazu ein weiteres 
Entwurfsmuster nötig?
Auch kann es notwendig sein,  das Entwurfsmuster an bestimmten Stellen den spezifi­
schen Gegebenheiten anzupassen, jedoch sollte dies mit großer Vorsicht geschehen. Das 
Entwurfsmuster kann dabei sehr leicht sein eigentliches Ziel, die bessere Strukturierung 
der Architektur sowie die Vereinfachung der Implementierung, verfehlen.
In den folgenden Kapiteln  2.3.1 bis  2.3.3 werden die 23 Entwurfsmuster aus dem Buch 
[GAM04] kurz erläutert, da sie eine Entscheidungsgrundlage für viele in dieser Arbeit vor­
gestellten Software-Teilkomponenten bilden und bei deren Implementierung Einsatz fan­
den.
2.3.1 Erzeugungsmuster
Die Aufgabe von Erzeugungsmustern (engl. Creational Patterns) ist es, Objekte zu erzeugen 
und diesen Erzeugungsprozess zu verstecken, d.h. sie ermöglichen eine Unabhängigkeit 
des Software-Systems, welches dieses Erzeugungsmuster benutzt, von der Art der Objek­
terzeugung. Dabei werden die Erzeugung, Zusammensetzung sowie Repräsentation der 
Objekte verborgen.
Es gibt klassenbasierte und objektorientierte Erzeugungsmuster. Erstere verwenden das 
Vererbungskonzept für die Variation der zu erzeugenden Objekte. Letztere delegieren die 
Erzeugung selbst an andere Objekte weiter.
Erich Gamma beschreibt in seinem Buch zwei Leitmotive in Erzeugungsmustern. Zum einen  
kapseln sie alle das Wissen um die konkreten vom System verwendeten Klassen [GAM04]. Damit 
kann das Software-System die verwendeten Klassen und Objekte wesentlich allgemeiner 
bzw. abstrakter behandeln und braucht bei deren Verwendung nicht auf deren Details ein­
zugehen.  Zum anderen verstecken sie, wie Exemplare dieser Klassen erzeugt und zusammenge­
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fügt werden [GAM04]. Das Software-System braucht sich somit nicht um den Erzeugungs­
prozess zu kümmern, der meistens sehr komplex ist und somit die Architektur des Soft­
ware-Systems wesentlich beeinflussen würde9. Mit Erzeugungsmustern wird das Wissen 
des Software-Systems auf Schnittstellen beschränkt, die durch abstrakte Klassen definiert 
sind.  Das  Erzeugungsmuster  allein  entscheidet,  was erzeugt  wird,  wer  es  erzeugt,  wie  es  
erzeugt und wann es erzeugt wird  [GAM04]. Dadurch ist es möglich, das Software-System 
mittels  den damit  entstehenden  Produktobjekten [GAM04] statisch  oder  dynamisch10 zu 
konfigurieren.
Erich Gamma definiert fünf Erzeugungsmuster, davon vier objektbasierte und ein klassen­
basiertes.  Der  objektbasierte  Prototyp (engl.  Prototype)  veranlasst  die  Erzeugung  neuer 
Objekte auf der Grundlage einer prototypischen Instanz, der Vorlage. Die Vorlage wird 
bei der Erzeugung kopiert und an die individuellen Bedürfnisse angepasst.
Das objektbasierte Erzeugungsmuster Abstrakte Fabrik (engl. Abstract Factory, Kit) stellt eine 
Schnittstelle zur Erzeugung einer Familie von Objekten bereit, wobei die konkreten Klas­
sen der Objekte nicht näher festgelegt sind.
Der objektbasierte Erbauer (engl. Builder) separiert die Erzeugung und Repräsentation von 
Objekten. Dadurch sind identische Erzeugungsprozesse verwendbar. Hingegen verhindert 
das objektbasierte Erzeugungsmuster  Singleton die Erzeugung mehrerer Instanzen einer 
Klasse. Diese Instanz ist dann für den einfachen Zugriff global verfügbar.
Das  klassenbasierte  Erzeugungsmuster  Fabrikmethode (Factory  Method)  stellt  wie  die 
Abstrakte Fabrik eine Schnittstelle zur Erzeugung von Objekten bereit, jedoch entscheiden 
Unterklassen, von welcher Klasse das zu erzeugende Objekt ist. Somit wird es einer Klasse 
ermöglicht, die Erzeugung von Objekten an Unterklassen zu delegieren.
Erzeugungsmuster stehen zueinander teilweise in starker Konkurrenz. So können sowohl 
ein  Prototyp als auch eine  Abstrakte Fabrik für die gleiche Aufgabenstellung Anwendung 
finden. Das liegt daran, dass für das darüber liegende Software-System keine Modifikation 
durch  die  Verwendung  eines  anderen  Erzeugungsmusters  notwendig  ist.  Auch  die 
Arbeitsweise der zwei Erzeugungsmuster ist ähnlich11. Es gibt jedoch auch komplementär 
definierte Erzeugungsmuster, z.B. kann der Erbauer für die Konstruktion von Komponen­
ten eines der anderen Erzeugungsmuster benutzen. Auch ist es möglich, für die Imple­
mentierung des Prototyps ein Singleton zu verwenden.
9 Dies basiert auf der Annahme, dass ein Software-System das Erzeugungsmuster nicht verwendet und somit der Erzeu­
gungsprozess der konkreten Klassen und Objekte im Software-System in diesem direkt implementiert ist.
10 Statisch werden die Objekte und deren Eigenschaften genannt, die bereits zur Übersetzungszeit des Quellcodes festste­
hen. Werden jedoch Objekte und deren Eigenschaften erst zur Laufzeit festgelegt, so sind diese dynamisch.
11 Details dazu können in [GAM04] nachgelesen werden.
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2.3.2 Strukturmuster
Strukturmuster (engl.  Structural Patterns) können für die Komposition von Klassen und 
Objekten  verwendet  werden,  damit  lassen  sich  komplexe  Strukturen  bilden.  Es  gibt 
sowohl klassenbasierte als auch objektbasierte Strukturmuster.  Erstere benutzen für die 
Zusammenführung von Schnittstellen und Implementierungen das Vererbungskonzept12. 
Die damit entstehende Klasse vereint die Eigenschaften ihrer Oberklassen.
Mittels klassenbasierten Strukturmustern lässt sich besonders effizient die Zusammenar­
beit  verschiedener  Programmbibliotheken  realisieren.  Beispielsweise  passt  ein  Adapter 
(engl. Wrapper) die Schnittstelle des zu adaptierenden Objektes an eine andere Schnittstelle 
an,  womit  eine  einheitliche  Abstraktion  zwischen  den  unterschiedlichen  Schnittstellen 
erreicht wird. Die Realisierung erfolgt durch die private Vererbung von der zu adaptieren­
den Klasse. Die andere Schnittstelle implementiert der Adapter öffentlich (public) und passt 
alle Aufrufe an die privat vererbte Schnittstelle des zu adaptierenden Objektes an.
Mit objektbasierten Strukturmustern ist  es möglich,  Objekte derart zusammenzuführen, 
dass sie zusätzliche Funktionalität erhalten. Weiterhin sind objektbasierte Strukturmuster 
in Hinblick auf die Modifizierbarkeit der Komposition von Objekten zur Laufzeit sehr fle­
xibel. Klassenbasierte Strukturmuster lassen hingegen nur statische Klassenkompositionen 
zu.
Das objektbasierte  Kompositionsmuster (engl.  Composite Pattern) ermöglicht die Erstellung 
einer  Klassenhierarchie,  welche  aus  primitiven  und  zusammengesetzten  Objektarten 
besteht. Die zusammengesetzten Objekte können wiederum aus primitiven sowie weiteren 
zusammengesetzten  Objekten  bestehen,  womit  beliebig  komplexe  Strukturen  möglich 
sind.
Der  objektbasierte  Proxy (engl.  Proxy,  Surrogate)  fungiert  als  Stellvertreter  für  andere 
Objekte. Er kann sowohl als lokaler Stellvertreter ein Objekt in einem anderen Adressraum 
als auch ein großes Objekt, welches nur bei tatsächlicher Interaktion mit anderen Objekten 
geladen und verwendet wird, repräsentieren. Mit dem  Proxy können sicherheitskritische 
Interaktionen mit dem entsprechenden Objekt kontrolliert, gesperrt und autorisiert wer­
den, was letztendlich zu einer Beschränkung, Erweiterung bzw. Änderung der Objektei­
genschaften führt. Der Proxy ist somit sehr vielseitig einsetzbar.
12 Diese Strukturmuster müssen allerdings nach meinen Erfahrungen z.B. in der Programmiersprache Java anders als bei 
C++ umgesetzt werden, da Java keine Mehrfachvererbung zulässt. Jedoch kann mit den Java-Interfaces (abstrakte Klasse 
ohne jegliche Implementierung) eine Mehrfachvererbung zumindest teilweise nachgebildet werden. In allen anderen 
Fällen lassen sich speziell angepasste Arten von Strukturmustern verwenden, z.B. bietet eine Fassade für das Software-
System eine einheitliche Schnittstelle an, während sie selbst mehrere Subkomponenten verwalten kann. Mit der Fassade 
lassen sich nun die Funktionen der Subkomponenten (anstatt der Oberklassen) zu einem Objekt zusammenfassen, dabei 
implementiert sie alle Java-Interfaces der Subkomponenten.
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Das objektbasierte  Fliegengewichtmuster (engl.  Flyweight)  ermöglicht  die  Definition  einer  
Struktur zur gemeinsamen Nutzung (Sharing) von Objekten [GAM04]. Die gemeinsame Nut­
zung von Objekten begründet sich auf der Effizienz sowie Konsistenz. Erstere betrifft vor 
allem die Speicherplatznutzung, welche für Software-Systeme von besonderer Bedeutung 
ist, die viele Objekte verwalten müssen. Die gemeinsame Nutzung von Objekten verhin­
dert zwar deren Vervielfachung, jedoch darf deren Zustand nicht kontextabhängig sein, 
d.h. eine konsistente Verwendung des Fliegengewichtes muss gegeben sein.
Das  objektbasierte  Fassademuster (engl.  Facade)  ermöglicht  die  Repräsentation  mehrerer 
Subsysteme durch ein einzelnes Objekt, der Fassade. Die Fassade ist somit ein Stellvertreter 
für eine Menge von Objekten.  Dies wird durch die Weiterleitung der Anfragen an die 
Fassade der repräsentierten Objekte erreicht.
Objektbasierte  Brückenmuster (engl.  Bridge,  Handle,  Body)  realisieren eine  Trennung der 
Schnittstelle von der Implementierung eines Objektes. Diese Entkopplung ermöglicht eine 
unabhängige Variation der Schnittstelle und Implementierung. Besonders sinnvoll ist die 
Verwendung einer Brücke für die Repräsentation und Implementierung von Softwarekom­
ponenten, die auf verschiedenen Plattformen13 einsetzbar sein sollen. Realisiert wird dies 
durch die Verwaltung einer jeweils unterschiedlichen Klassenhierarchie für die Schnitt­
stelle und Abstraktion im Brückenmuster.
Das objektorientierte Dekorierermuster (engl. Decorator) erweitert Objekte um neue Funktio­
nalitäten zur Laufzeit. Es setzt die Objekte rekursiv zusammen, womit  eine unbeschränkte  
Menge zusätzlicher Funktionalität [GAM04] ermöglicht wird. Häufig findet das  Dekorierer­
musters Anwendung bei graphischen Benutzerschnittstellen, indem z.B. ein Rahmen oder 
Schatten als Dekoriererobjekt zu dem dekorierenden Graphikfenster hinzugefügt wird. Mit 
rekursiver Dekorierung sind dem Graphikfenster weitere Funktionalitäten hinzufügbar. 
Für die Realisierung der rekursiven Zusammensetzung muss die Schnittstelle jedes Deko­
riererobjekt mit der des zu dekorierenden Objektes identisch sein. Das Dekoriererobjekt passt 
dann spezifische Methodenaufrufe an seine Bedürfnisse an und leitet sie an das darunter 
liegende zu dekorierende Objekt weiter.
2.3.3 Verhaltensmuster
Verhaltensmuster beschreiben die Kommunikation und Interaktion zwischen verschiede­
nen Objekten oder Klassen. Des Weiteren werden  komplexe Kontrollflüsse, die zur Laufzeit  
schwer nachzuvollziehen sind  [GAM04],  aufgezeigt.  Somit ändert sich durch die Verwen­
13 Das sind Plattformen aller Betriebs- und Hardwaresysteme, die unterschiedliche Anbindungen des Software-Systems 
anbieten, z.B. Windows, Linux oder Mac. Aber auch innerhalb einer Plattformfamilie (z.B. Windows) können Differenzen 
dazu führen, dass unterschiedliche Implementierungen notwendig sind (z.B. Windows 95 und Windows XP).
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dung der Verhaltensmuster der Implementierungsschwerpunkt vom Kontrollfluss hin zu der  
Art und Weise, wie die Objekte miteinander interagieren [GAM04].
Vergleichbar den Erzeugungs- und Strukturmustern gibt es bei  den Verhaltensmustern 
klassen- und objektbasierte Varianten. Erstere benutzen das Vererbungskonzept für die 
Verteilung des Verhaltens unter den Klassen. Ein Beispiel ist die Schablonenmethode (engl. 
Template  Method),  welche  einen Algorithmus abstrakt  und schrittweise  definiert.  Dabei 
wird mit jedem Schritt eine abstrakte oder primitive Operation aufgerufen. Erst die Unter­
klassen füllen durch die Implementierung der abstrakten Operationen den Algorithmus 
aus. Mit der  Schablonenmethode lässt sich somit eine Refaktorisierung zur Verallgemeine­
rung der implementierten Objekte realisieren.
Das klassenbasierte  Interpretermuster (engl.  Interpreter) repräsentiert eine gegebene Gram­
matik als Klassenhierarchie. Auf diese wird eine Interpreterklasse gesetzt, welche die Ope­
rationen implementiert, die auf dieser Grammatik möglich sind. Jedoch sollte das Interpre­
termuster nur bei einfachen Grammatiken angewendet werden, da sonst die Klassenhier­
archie zu groß wird. Bei komplexeren Grammatiken empfiehlt sich die Verwendung von 
Parsergeneratoren.
Der objektbasierte Befehl (engl. Command) kapselt einen Befehl als Objekt. Damit lassen sich 
z.B. Objekte mit einer auszuführenden Aktion parametrisieren oder Anfragen zu unter­
schiedlichen Zeitpunkten spezifizieren, aufreihen und ausführen. Weiterhin kann ein Soft­
ware-System durch komplexe Operationen strukturiert werden, welche wiederum aus pri­
mitiven Operationen aufgebaut sind. Ein Beispiel für die häufige Verwendung des Befehls­
musters ist die Unterstützung für die Undo- und Redo-Operationen in Anwendungen.
Mit dem objektbasierten  Beobachter (engl.  Observer) lässt sich ein Informationsfluss zwi­
schen  verschiedenen  Beobachtern und  Subjekten aufbauen,  ohne  dass  es  dafür  zu  einer 
engen Kopplung dieser Objekte kommt. Mit dem Beobachtermuster wird sichergestellt, dass 
die  Beobachter  und  Subjekte unabhängig voneinander variiert  werden können. Beispiels­
weise lassen sich Sichten (views) für Datenobjekte erstellen.
Hält eine Objektstruktur viele Klassen von Objekten mit unterschiedlichen Schnittstellen 
bereit und besteht die Notwendigkeit, Operationen auf diesen Objekten auszuführen, so 
bietet  sich  die Verwendung des objektorientierten  Besuchermusters (engl.  Visitor)  an.  Es 
kapselt eine Operation derart als Objekt, dass neue Operationen definiert werden können, 
ohne die zugrunde liegende Klassenstruktur zu verändern. Beispielsweise lässt sich das 
Besuchermuster für Operationen auf Knoten eines Graphen anwenden. Der OSG macht von 
diesem Verhaltensmuster intensiven Gebrauch.
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Das  objektorientierte  Iteratormuster (engl.  Iterator)  ermöglicht  die  Realisierung  eines 
sequentiellen Zugriffes auf Elemente eines zusammengesetzten Objektes. Dabei verhindert 
der Iterator, dass die Repräsentation des Objektes offen gelegt wird. Iteratoren sind in fast 
allen modernen objektorientierten Programmiersprachen vorzufinden. Ein Beispiel ist die 
Standard Template Library (STL) für C++, die Containerklassen, z.B. Listen oder Hashtabel­
len, über Iteratoren zugänglich macht.
Für die Erfassung und Extrahierung des internen Zustandes eines Objektes ist das objekt­
basierte Memento (engl. Memento) zuständig. Es kann dabei den internen Zustand so aufbe­
wahren, dass das Objekt später wieder in diesen Zustand zurückversetzt werden kann. 
Mit einem Memento wird außerdem verhindert, dass es zu einer Verletzung der Kapselung 
des Objektes kommt.
Mit dem objektbasierten  Strategiemuster (engl.  Strategy) lässt sich eine Familie von Algo­
rithmen definieren, die unabhängig von ihren nutzenden Klienten variiert werden kann. 
Jeder Algorithmus unterliegt dabei einer Kapselung, womit er austauschbar wird. Häufige 
Anwendung findet das  Strategiemuster z.B. in finanztechnischen Software-Produkten, wo 
Strategien  zum Generieren von Cash-Flows, zum Bewerten von Swaps oder zum Berech­
nen von Abschlagsfaktoren benutzt werden.
Der objektbasierte  Vermittler  (engl.  Mediator) ermöglicht die Förderung der losen Kopp­
lung zwischen einer Menge von Objekten. Der Informationsfluss wird in der  Vermittler­
klasse gekapselt und trägt dazu bei, dass die Objekte unabhängig voneinander variiert wer­
den können. Dieses Verhaltensmuster wird sehr häufig in graphischen Benutzerbibliothe­
ken verwendet.
Damit ein Objekt sein Verhalten an seinen internen Zustand anpassen kann, bietet sich die 
Verwendung des objektbasierten  Zustands (engl.  State) an. Nach der Zustandsänderung 
sieht es für das darüber liegende Software-System so aus, als hätte das Objekt seine Klasse 
gewechselt. Dieses Muster findet z.B. Anwendung bei Netzwerkverbindungsprotokollen 
wie TCP/IP.
Mit  der  objektbasierten  Zuständigkeitskette (engl.  Chain  of  Responsibility)  kann  man  die 
Kopplung des Auslösers einer Anfrage mit seinem Empfänger vermeiden. Die Realisie­
rung erfolgt  dadurch,  dass mehr als ein Objekt  die  Möglichkeit  erhält,  die  Anfrage zu 
bearbeiten. Die Anfrage wird in der Zuständigkeitskette solange weitergereicht, bis das 
passende Objekt die Anfrage bearbeitet.  Sehr breite Verwendung dieses Musters findet 
sich in graphischen Benutzerbibliotheken, wo es auch als EventHandler bekannt ist. In lpz­
robots übernimmt  die  Callbackable-Schnittstelle  die  Aufgabe  eines  EventHandlers (siehe 
Kapitel 4.2.1).
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Zwei Strukturmuster dienten als Grundlage für die Implementierung von Erweiterungen 
für lpzrobots. Der in dem Kapitel 4.5 vorgestellte AbstractMultiController benutzt das Kom­
positionsmuster.  Das  Dekorierermuster  findet sowohl beim  HUDStatisticalManager (Kapitel 
4.3) als auch beim AbstractControllerAdapter (Kapitel 4.5) Anwendung. Von den Verhaltens­
mustern wurde der Befehl (Mesh, Kapitel 4.1), die Zuständigkeitskette (StatisticTools, Kapitel 
4.2) und die Schablonenmethode (Kamerasteuerung, Kapitel 4.4) verwendet.
3 Das Simulationssystem lpzrobots
Lpzrobots ist ein Simulationssystem für Roboter, welches 2003 im Rahmen einer Reihe von 
Graduierungsverfahren von der Robotik-Gruppe von Prof. R. Der der Universität Leipzig ent­
wickelt wurde [DER07]. Georg Martius realisierte den Hauptteil des Entwurfs und der Ent­
wicklung von lpzrobots. Mit weiteren Graduierungsverfahren wurde lpzrobots stetig erwei­
tert und verbessert. Grundlage von  lpzrobots bilden die bereits vorgestellten Softwarepa­
kete ODE sowie OSG.
Das  Kapitel  3.1 beleuchtet  die  an  lpzrobots gestellten  Anforderungen.  Dazu erfolgt  die 
Betrachtung  verschiedener  Anforderungsgebiete.  Es  sei  angemerkt,  dass  der  Anforde­
rungskatalog zeitlich nach der Implementierung von  lpzrobots durch die  Robotik-Gruppe 
erstellt  wurde.  Daher  werden  bei  einigen  Anforderungen  die  zugehörigen  Lösungen 
wegen der besseren Übersicht sofort erläutert. Mit dem Anforderungskatalog lässt sich der 
derzeitige Funktionsumfang des Simulationssystems lpzrobots sehr gut einschätzen.
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Abbildung 3.1: Zwei Beispielsimulationen der Simulationsumgebung lpzrobots. Links ist die Zoo-Simulation zu sehen, wel­
che die Roboter  Nimm2  (rechts vorne),  Nimm4  (der orangefarbene),  SphereRobot (hinten in der Ecke),  Hurlingsnake (gelbe 
Schlange mit rotem Kopf) sowie die Schlange mit Servomotoren (links hinten) beherbergt. Es liegen zusätzlich noch zahlrei­
che passive Gegenstände (obstacles)  wie  die  weißen  PassiveSpheres,  die  rot-schwarz  karierten  PassiveBoxes und die  blau-
schwarz karierten PassiveCapsules herum, mit denen die Roboter spielen können. Die rechte Simulation zeigt eine Schlange, 
wieder mit Servomotoren bestückt, aber mit mehr Segmenten als die Schlange im linken Bild. Sie besitzt damit wesentlich 
mehr Freiheitsgrade. In dieser Simulation regnet eine sehr große Anzahl (> 100) von obstacles wie PassiveCapsules und Passive­
Boxes herunter, wodurch die ODE als Kollisions-Engine stark gefordert wird. Die Simulation läuft dennoch in Echtzeit ab.
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Das Kapitel 3 kann keine vollständige Hilfestellung zur Verwendung der Simulationsum­
gebung und Konstruktionsmöglichkeiten neuer Roboter mit Quellcode geben, da das den 
Rahmen dieser Arbeit sprengen würde. Der Schwerpunkt der Dokumentation liegt in der 
Architektur von lpzrobots einschließlich des Zusammenspiels und der Funktionsweise sei­
ner einzelnen Module. Sie ist eher eine programmtechnisch angelegte Dokumentation.
In lpzrobots  existieren einige Beispielsimulationen (Verzeichnis ode_robots/simulations), z.B. 
template_onerobot, die gut dokumentiert sind und im Zusammenspiel mit dieser Dokumen­
tation sehr gut zu verstehen sein sollten. Möchte der Benutzer neue Roboter erstellen, so 
stehen im Verzeichnis ode_robots/robots einige gut dokumentierte Roboter, z.B. der Nimm2, 
als Grundlage zur Verfügung.
lpzrobots ist  unter  [DER07] zum Download verfügbar.  Eine  auf  der  Website  zusätzlich 
bereitgestellte Online-Dokumentation (doxygen) erklärt die ersten nötigen Schritte bezüg­
lich der Installation und Inbetriebnahme von  lpzrobots.  Sie enthält  weiterhin wesentlich 
detailliertere, aber teilweise undokumentierte Informationen über die Klassenstruktur von 
lpzrobots. Darüber hinaus finden sich auf dieser Website Videos, die mit Hilfe von lpzrobots  
erstellt wurden. In den Publikationen [HES07], [MAR07], [DER06a] und [DER06] wurden 
selbstorganisierende  Controller mit  Verwendung  der  Simulationsumgebung  lpzrobots 
untersucht.
Das Kapitel 3.2 stellt die wichtigsten in lpzrobots verfügbaren Komponenten vor. Darunter 
befinden sich auch solche, die vornehmlich auch ohne die Simulationsumgebung verwen­
det werden können, z.B. bei der Steuerung realer Roboter (Kapitel 6). Das betrifft in beson­
dere Weise das selforg-Package, welches u.a. alle selbstorganisierenden Controller beinhal­
tet. Anschließend sind im Kapitel 3.3 grundsätzliche Funktionsweisen und -prinzipien der 
Simulationsumgebung  lpzrobots vorgestellt. Auch ist erläutert, welche Rolle die Agenten 
und Roboter in der Simulation einnehmen.
3.1 Anforderungen an lpzrobots
Die Software lpzrobots dient zur Simulation einer virtuellen 3D-Welt für autonome Robo­
ter. Dabei muss die Software u.a. die Steuerung der Roboter durch selbstorganisierende 
neuronale Netze sowie verschiedene Interaktionen zwischen den Robotern ermöglichen.
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Mit Hilfe der ODE sollen in lpzrobots ein realistisches, physikalisches Weltmodell sowie die 
Physik der Roboter integriert sein, da die ODE eine korrekte Simulation von Bewegungen 
und Kollisionen ermöglicht. Mehrere Roboter sollen in der Simulationsumgebung mitein­
ander interagieren können.
3.1.2 Graphik-Engine
Die  Bildschirmausgabe  der  3D-Darstellung  der  virtuellen  Roboterwelt  sollte  mit  Hilfe 
einer Graphik-Engine (OSG) in 2D erfolgen. Eine weitere Anforderung stellt die Möglich­
keit der Darstellung von komplexen graphischen Objekten mittels Meshes dar, wobei eine 
geeignete Repräsentation für die ODE sichergestellt werden muss. 
Das Beleuchtungsmodell, die Schatten sowie Texturen benötigen eine automatisierte Dar­
stellung. Das bedeutet, der Benutzer muss sich lediglich um die physikalische und grafi­
sche Repräsentation neuer Roboter kümmern.
Für den Benutzer von lpzrobots sollen grafische Hilfslinien sowie -konstrukte sichtbar sein. 
Dazu zählen zum Beispiel die Darstellung von Infrarotsensoren mit Infrarotstrahlen und 
physikalische Primitiven. Letztere repräsentieren die Meshes in der ODE.
3.1.3 Bedienung
Hinsichtlich der Bedienung soll ein System bereitgestellt werden, mit dem sich über die 
Kommandozeile bestimmte Komponenten einfach konfigurieren lassen und in der laufen­
den Simulation Eingriffe möglich sind. Dazu gehört u.a. die Veränderbarkeit bestimmter 
Abbildung 3.2: Beispielsimulation, in der zwei Roboter vom Typ Zweibeiner miteinander agieren.
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Parameter,  Einstellungen  sowie  Eigenschaften  der  Beobachtung  der  Simulationsumge­
bung, z.B. Kameraposition in der 3D-Welt.
3.1.4 Simulationserstellung und Komponentenentwicklung
Die Konstruktion der Roboter und der 3D-Welt muss einfach und schnell erfolgen sowie 
eine hohe Flexibilität aufweisen. Aus diesem Grund wird für die Konstruktion  C++ und 
z.B. nicht XML benutzt. Darüber hinaus soll die Möglichkeit der Konstruktion und Simu­
lation von humanoiden Robotern,  von real  existierenden bzw.  realisierbaren Robotern, 
sowie gewissen Utopien unterliegenden Robotern, geboten werden. Letztere sind in der 
realen Welt nur schwer nachzubauen. Gründe hierfür liegen z.B. im Miniaturisierungspro­
blem bestimmter Komponenten, an unrealistischer Statik, an zu schwachen Motoren sowie 
Batterien und an zu langsamen mobilen Rechnersystemen.
Die Handhabung zur Festlegung der Eigenschaften von den Roboterkörpern, wie die Aus­
maße, die Farbe sowie das Material (substances) muss einfach sein. Die Wahl des Materials 
soll  sicherstellen,  dass die Reibung mit  anderen Körpern (bei  Kollisionen) physikalisch 
korrekt simuliert wird. Auch müssen von lpzrobots typische Sensoren für die Roboter, wie 
z.B. Motor-, Infrarot-, Kamera- und Kraftsensoren, sowie Joints und Motoren bereitgestellt 
werden. Die Implementierung weiterer Sensoren und Motoren muss möglich sein.
3.1.5 Architektur
Aus architektonischer Sicht sind u.a. eine automatische Behandlung von Kollisionen sowie 
Durchführung von Simulationsschleifen erforderlich. Einmal programmierte Komponen­
ten (Roboter, 3D-Welt,  Controller) müssen wiederverwendbar und ausbaufähig sein, d.h. 
die Architektur muss die Eigenschaft der Modularität aufweisen. Die Schnittstellen zwi­
schen den einzelnen Komponenten müssen klar definiert sein, denn dadurch ergibt sich 
eine höhere Wiederverwendbarkeit sowie einfachere Implementierung neuer Komponen­
ten.
Da lpzrobots die Möglichkeit bieten muss, auch für reale Roboter herangezogen werden zu 
können, ist eine  Anbindung an eine Kommunikations- und Steuerungssoftware notwen­
dig, die sowohl mit dem Roboter kommuniziert als auch lpzrobots als Grundlage benutzt. 
Somit ist es mit lpzrobots möglich, z.B. mit Hilfe eines neuronalen Netzes sowohl einen vir­
tuellen als auch einen realen Roboter zu steuern.
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3.1.6 Analysierbarkeit
Es soll ein System bereit gestellt werden, mit dem sich Variablen und Daten von bestimm­
ten Komponenten online, d.h. während der Simulation, beobachten und analysieren las­
sen. Für die Realisierung stehen u.a. folgende Werkzeuge zur Verfügung: GUILogger, Neu­
ronViz, File-Logging, StatisticTools und HUDSM.
Weiterhin sollen die Simulationsergebnisse reproduzierbar sein. Diese Anforderung wird 
durch künstlich generierte Zufallszahlen erreicht, denn diese hängen von einem Startwert 
(random seed) ab, den man beim Start als Parameter übergeben kann.
3.1.7 Technische Aspekte
Die Simulationsgeschwindigkeit  sollte  mindestens  Echtzeit  betragen.  Eine  noch höhere 
Geschwindigkeit  ist  jedoch  wünschenswert.  Das  Simulationssystem  muss  eine  gewisse 
Plattformunabhängigkeit aufweisen. So kann lpzrobots sowohl unter fast allen Linux-Deri­
vaten als auch unter Windows ausgeführt werden.
Eine weitere Anforderung stellen abschaltbare Visualisierungen dar, denn durch die weg­
fallende Prozessorlast der Graphik-Engine wird die Simulationsgeschwindigkeit erhöht. 
Die Berechnung von neuronalen Netzen auf mehreren Prozessorkernen, d.h. die Nutzung 
der Multithreading-Technologie, soll ermöglicht werden.
Darüber hinaus soll das  lpzrobots-Framewok als  CVS-Repository bereitgestellt sein. Damit 
sind einfaches Arbeiten, Verwaltung, Administration sowie Weiterentwicklungen von vie­
len Benutzern gleichzeitig möglich. Die Anforderung, eine gebräuchliche, aber auch mäch­
tige Programmiersprache, wie z.B.  C++ und Java heranziehen zu können, erweitert einer­
Abbildung 3.3: Der Roboter HippoDog. Er ist an der Wand angekommen und versucht nun, diese zu umgehen.
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seits weiteren Benutzern einen Einstieg und ermöglicht andererseits, in lpzrobots effizient 
zu programmieren.
3.2 Die Komponenten
In dem Kapitel 3.3 ist die Architektur und dessen Zusammenspiel von lpzrobots erläutert. 
Zuvor stellt dieses Kapitel jedoch die wichtigsten in lpzrobots vorhandenen Komponenten 
vor, die bei den Simulationen eine wichtige Rolle spielen.
3.2.1 Das Package ode_robots
Das Package ode_robots beinhaltet die Simulationsumgebung, mit der sich virtuelle Welten 
für autonome Roboter realisieren lassen. Es beinhaltet für den Benutzer folgende wichtige 
Unterverzeichnisse. Alle Simulationen sind in  simulations abgelegt, inklusive einiger Bei­
spielsimulationen, z.B. template_onerobot, template_schlange, template_spherebot, meshsim oder 
zoo2006.
Die in den Simulationen verwendeten Roboter sind im Verzeichnis  robots  zu finden. Das 
Verzeichnis  obstacles  beinhaltet   verschiedene passive Gegenstände (obstacles) und einige 
Standard-PlayGrounds für die Roboter. Weiterhin wichtig sind die Verzeichnisse  motors, 
sensors und  textures,  welche  die  Motoren,  Sensoren  sowie  Texturen  enthalten.  Weitere 
Informationen zu der Simulationsumgebung sind in dem Kapitel 3.3 zu finden.
Abbildung 3.4: Zwei Beispielsimulationen, in der linken befinden sich zwei Schlangen, die versuchen, sich aus dem Hinder­
nis zu befreien. Die eine Schlange hat es bereits zur Hälfte geschafft. In der rechten Simulation sind zwei Plattfusschlangen 
zu sehen. Die großen Platten schränken die Bewegungsfreiheit der Schlangen gegenüber den Schlangen in der linken Simu­
lation stark ein. Für den selbstorganisierenden Controller ist es allerdings kein Problem, die nötigen Kräfte in den Gelenken 
so anzupassen, dass die Schlangen fast genauso agil wie die linken Schlangen sind.
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3.2.2 Das Package selforg
Das Package selforg bildet eine zentrale Komponente in lpzrobots. Es enthält alle Controller 
(im Verzeichnis controller), welche die Robotik-Gruppe von Prof. R. Der in Forschungsprojek­
ten  erstellt  hat.  Des  Weiteren  findet  sich  in  selforg die  von  Georg  Martius entwickelte 
MatrixLib (im Verzeichnis matrix),  mit welcher Matrizen verwaltet werden können. Auch 
implementiert die Bibliothek komplexere Matrixoperationen. Das Verzeichnis wirings ent­
hält die verschiedenen in lpzrobots verfügbaren Wirings (Kapitel 3.3.6).
Im Verzeichnis simulations von selforg befinden sich Simulationen, die auch ohne die Simu­
lationsumgebung (ode_robots) durchgeführt werden können. Ein Beispiel ist das simplesys­
tem,  welches einen Kurzschlussroboter  (shortcircuit)  bereitstellt.  Die in dem Verzeichnis 
simulations/spherical_xbee gespeicherten  Simulationen  ermöglichen  die  Steuerung  realer 
Roboter, siehe auch Kapitel 6.
Weiterhin bietet das selforg-Package die Unterstützung für verschiedene PlotOptions (Kapi­
tel  3.2.3) zur online-Beobachtung und -auswertung von simulationstechnischen Parame­
tern.
3.2.3 Die PlotOptions FileLogger, NeuronViz und GUILogger
Der  Begriff  PlotOptions  ist  etwas  unglücklich  gewählt.  Eine  bessere  Bezeichnung wäre 
OutputOptions.  Das  PlotOptions-System ermöglicht die  online-Beobachtung und -auswer­
tung von Parametern aus einer Simulation. Das bezieht auch Parameter realer Roboter und 
deren Controller mit ein. 
In dem Kapitel  3.3.6 ist beschrieben, wie der Agent die Schnittstelle zum PlotOptions-Sys­
tem bereitstellt. Jeder  Agent kann eine oder mehrere PlotOptions  besitzen, womit er seine 
internen Parameter (Interface Inspectable) für die Auswertung und Analyse ausgeben kann. 
Die Daten werden als Datenstrom mittels einer Pipe zu einer PlotOption transferiert. Fol­
gende PlotOptions bestehen derzeit in lpzrobots:
• Der  GUILogger wurde  mit  Hilfe  des  von  Trolltech stammenden  QT-GUI-Package 
[TRO07] entwickelt und nutzt die Funktionalitäten von  gnuplot  [WIL07]. Er stellt die 
Daten als Zeitreihe dar und aktualisiert regelmäßig diese graphische Ausgabe.
• Der  NeuronViz visualisiert neuronale Netzwerke, die der  Agent für die Steuerung des 
Roboters benutzt. Dabei werden die Neuronen, deren Verbindungen sowie ganze Netz­
werk-Layer  graphisch  dargestellt.  Die  Aktivitäten  des  neuronalen  Netzes  lässt  sich 
dann online beobachten.
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• Mit der PlotOption FileLogger werden die internen Parameter in eine Datei für eine spä­
tere Auswertung geschrieben. Diese Datei kann wiederum als Eingabe für den GUILog­
ger oder NeuronViz benutzt werden, um später den Datenstrom analysieren zu können.
• Die  PlotOption SoundMan erlaubt die Generierung von Tönen mit dem externen Pro­
gramm SoundMan aus den an das PlotOptions-System geschickten Parameter.
3.3 Programmaufbau und Funktionalität
In  dem Kapitel  3.1 wurden die  Anforderungen an das  Simulationsprogramm  lpzrobots 
erläutert. Die Einblicke in die Architektur ermöglichen ein Verständnis der Arbeitsweise 
von lpzrobots, da es bis zu dieser Arbeit noch keine derartige Darstellung von lpzrobots gab. 
In diesem Kapitel werden die Komponenten des ode_robots-Verzeichnisses vorgestellt. Bei 
den Komponenten, die aus dem selforg-Package abgeleitet sind (OdeRobot und OdeAgent), 
erfolgt in diesem Kapitel zusätzlich die Erläuterung der selforg-Pendants.
Die Hauptklasse  einer Simulation heißt  ThisSim.  Sie  enthält  den Steuerungs-Code zum 
Erstellen  der  Landschaft,  Gegenstände,  Roboter  und  Controller.  Die  Klasse  ThisSim ist 
abgeleitet von der Klasse Simulation, welche die nötigen Methoden und Mechanismen für 
den korrekten Ablauf der Simulationsschleife beherbergt. Sie bildet sozusagen den Kern 
der Simulation, da sie für die Verwaltung und Steuerung der  ODE,  OSG und weiteren 
Programmkomponenten (Agents, Roboter) sorgt.
3.3.1 Die Primitiven
Die Primitiven verwalten  und steuern das Zusammenspiel von  ODE- und  OSG-Primiti­
ven.  Jede  lpzrobots-Primitive  besteht  aus  einer  ODE-  sowie  einer  OSG-Primitive,  siehe 
Tabelle 3.1. Die Primitive Plane besteht beispielsweise aus der ODE-Primitive Plane sowie 
der OSG-Primitive OSGPlane. Die ODE-Primitive wird in der ODE als Geom und die OSG-
Primitive in der OSG als Shape Drawable bezeichnet.
Über den Konstruktor der  lpzrobots-Primitive gibt man ihre geometrischen Eigenschaften 
an, z.B. Höhe, Breite, Länge oder Radius. Mit der Methode  init() muss sie anschließend 
initialisiert  werden. Dabei werden 4 Parameter übergeben. Der erste ist das  OdeHandle. 
Der Parameter ist ein Objekt, welches wie das OsgHandle global in der Simulationsumge­
bung verfügbar ist und der Primitive erlaubt, sich selbstständig in der ODE anzumelden. 
Das gilt analog für das OsgHandle, womit die lpzrobots-Primitive die von ihr erstellte OSG-
Primitive im Szenengraph der OSG einhängen kann. Ein weiterer Parameter ist die Masse 
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der Primitive. Mit dem Parameter mode gibt man die Art der Primitive an. Es gibt drei ver­
schiedene modes: body oder geom oder draw. Man kann alle drei gleichzeitig als mode-Kom­
bination übergeben, z.B. body | geom | draw.
Mit dem  mode draw kann man entscheiden, ob die Primitive mittels der  OSG gezeichnet 
werden soll oder nicht. Wird also draw nicht angegeben, so wird keine dazugehörige OSG-
Primitive angelegt und die lpzrobots-Primitive ist nicht sichtbar. Der mode geom gibt an, ob 
die lpzrobots-Primitive eine geometrische Repräsentation in der ODE für die Kollisionsbe­
handlung bekommt. Der  mode body  entscheidet darüber,  ob der  lpzrobots-Primitive eine 
Masse zugeordnet wird oder nicht. Ist das nicht der Fall, so handelt es sich bei der Primi­
tive automatisch um einen statischen, nicht verschiebbaren Gegenstand.
Folgende mode-Kombinationen sind sinnvoll.  Body | geom | draw erstellt eine lpzrobots-Pri­
mitive, die sowohl eine physikalische als auch graphische Repräsentation bekommt, ein­
schließlich einer Masse. Damit lassen sich bewegliche Gegenstände erzeugen. Die Kombi­
nation  body | geom  erstellt  eine  unsichtbare  lpzrobots-Primitive.  Mit  der  Kombination 
geom | draw lässt sich ein nicht verschiebbarer Gegenstand erzeugen. Wird body | draw an­
gegeben, so besitzt die lpzrobots-Primitive zwar eine Masse, jedoch keine geometrische Re­
präsentation. Das kann sinnvoll sein, wenn man diese Primitive mittels einer  Transform-
Primitive an eine andere lpzrobots-Primitive hängt, somit erfolgt eine Schwerpunktverlage­
rung. Gibt man nur den mode draw an, so wird lediglich eine feste, graphische Repräsenta­












Tabelle 3.1: Übersicht über die Zusammensetzung der lpzrobots-Primitiven. Jede lpzrobots-Primitive besteht aus einer ODE- 
und OSG-Primitive, Ausnahmen sind in der Tabelle angegeben. Die Primitive Mesh ist in dem Kapitel 4.1 erläutert.
Kollidieren lpzrobots-Primitiven miteinander, so wird in der  ODE das Coulomb-Reibungs­
modell simuliert. Mittels  substances  lassen sich Primitiven erzeugen, die je nach substance 
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unterschiedlichste Auswirkungen bei der Kollision hervorrufen. Details dazu sind in dem 
Kapitel 3.3.2 erläutert.
Außer den geometrischen lpzrobots-Primitiven Plane, Box, Sphere, Capsule und Cylinder gibt 
es noch die lpzrobots-Primitiven Ray, Mesh, DummyPrimitive, Transform und HeightField. Mit 
der Primitive  Ray  lässt  sich ein Strahl  erzeugen.  Anwendung findet  diese  z.B.  bei  den 
Infrarotsensoren. Die Primitive Mesh ist in dem Kapitel  4.1 erläutert. Mit der DummyPri­
mitive lässt sich nichts konstruieren, sie hat lediglich intern in lpzrobots Verwendung. Die 
Primitive  Transform ist  notwendig,  um mehrere  Primitiven  miteinander  zu  verbinden. 
Dabei transformiert (Translation und Rotation) die Transform die child-Primitive bezüglich 
der parent-Primitive. Gleichzeitig sorgt sie dafür, dass diese Transformation sowohl in der 
ODE als auch OSG für die child-Primitive berücksichtigt wird.
Die Primitive HeightField ermöglicht in der Simulation aus einer Höhenkarte ein Gelände­
profil zu erstellen. Dabei wird aus der Höhenkarte ein OSGHeightField und ein TriMesh für 
die ODE erzeugt. Ein Simulationsbeispiel mit einer HeightField ist in der Abbildung 3.5 zu 
sehen. Dazu wurde der MeshGround verwendet, welcher die Primitive HeightField als Play­
Ground benutzt.
Primitiven können mit der Methode  setTexture() mit einer Textur versehen werden. Als 
Parameter ist die Bilddatei anzugeben. Zusätzlich kann die Farbe der Primitive mittels set­
Color() verändert werden.
Zusammengefasst bilden die Primitiven die Grundbausteine für die Konstruktion komple­
xerer Strukturen in lpzrobots. Mit der Verwendung von Joints, Motoren und Sensoren las­
sen sich in der Simulationsumgebung  lpzrobots Roboter erstellen,  die realen Vorbildern 
entsprechen.
Abbildung 3.5: Die lpzrobots-Simulation Robodrom. Die gelbe Fläche ist das HeightField (verwendet vom MeshGround), worin 
passive Kugeln (weiße Kugeln) und zwei Kugelroboter (farbige Kugeln) rollen. Das Höhenfeld wurde mit einem Zeichen­
programm erstellt.  Bezogen auf das Höhenfeld geben helle Farben große und dunkle Farben niedrige Höhen an. Es gibt 
noch weitere Farbcodiersysteme, z.B die RGB-Kodierung.
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Primitiven lassen sich auch verwenden, um passive Gegenstände (obstacles) zu entwerfen. 
Dazu  existieren  in  dem  Verzeichnis  ode_robots/obstacles verschiedene  vorgefertigte 
obstacles, z.B. die PassiveSphere, PassiveBox oder PassiveCapsule. Zusätzlich sind in dem Ver­
zeichnis einige PlayGrounds definiert, z.B. der ComplexPlayGround und OctaPlayGround. Sie 
erzeugen die Arena für die Roboter und passiven Gegenstände. Der  ComplexPlayGround 
erzeugt aus einer xfig-Bilddatei Wände auf der Arena, sodass sich damit z.B. sehr einfach 
Labyrinthe  bauen  lassen.  Mit  dem  OctaPlayGround  erhält  die  Arena  eine  achteckige 
Außenwand.
3.3.2 Materialien
In  lpzrobots  werden physikalische Materialien für die Betrachtung der Kollision und Rei­
bung als substances bezeichnet. Jede Primitive besitzt eine substance, womit die verschiede­
nen Reibungsparameter Elastizität, Dämpfung, Haftreibung sowie Gleitreibung repräsen­
tiert werden. Ohne substances müsste bei jeder Kollision zweier Primitiven überprüft wer­
den, aus welchen Materialien die Primitiven bestehen. Anschließend müssten die dadurch 
entstehenden Reibungsparameter roughness, slip, hardness sowie elasticity für den Kontakt­
punkt manuell ermittelt werden. Mit substances geschieht dies in lpzrobots automatisch. Für 
viele Materialientypen wie Gummi, Holz, Glas, Eis oder Metall gibt es vordefinierte  sub­
stances.  Die  substances besitzen je nachdem, welchen Materialtyp sie repräsentieren, ent­
sprechende Reibungsparameterwerte. Beispielsweise hat eine  substance, die eine eisglatte 
Oberfläche repräsentiert, einen sehr hohen slip-Wert. Gummi besitzt einen geringen Härte­
grad, während der Härtegrad von Metall sehr hoch ist. Es ist auch möglich, substances mit 
selbst definierten Parameterwerten zu erstellen, um neue Materialien zu repräsentieren.
Kollidieren  zwei  Primitiven  miteinander,  so  entscheiden  die  Reibungsparameter  von 
deren  substances  darüber, wie die endgültigen Reibungsparameter für den Kontaktpunkt 
Abbildung 3.6: Der Roboter Vierbeiner, welcher versucht, an einer Wand des PlayGround hochzuklettern.
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aussehen. Beispielsweise wirken die slip-Werte additiv, während die roughness-Werte mul­
tiplikativ wirken. Der Parameter hardness wirkt multiplikativ mit anschließender Normie­
rung, welcher auch den Parameter elasticity skaliert. In der Tabelle 3.2 sind die einzelnen 
Reibungsparameter mit deren Gültigkeitsbereich und Berechnungsformel für die Ermitt­
lung des endgültigen Reibungsparameters angegeben.
3.3.3 Die Joints und Motoren
Die unterschiedlichen Arten von Joints und deren Funktionsweise sowie Motoren wurden 
bereits in den Kapiteln 2.1.4 und 2.1.5 im Rahmen der ODE vorgestellt. Joints und Motoren 
besitzen im Normalfall keine graphische Repräsentation. Jedoch gibt es bei lpzrobots-Joints 
die Möglichkeit, die Achsen graphisch visualisieren zu lassen. Analog zu den lpzrobots-Pri­
mitiven sorgt lpzrobots dafür, dass die graphische Repräsentation immer mit den aktuellen 
Parameterwerten des ODE-Joints durchgeführt wird.
In lpzrobots übergibt man den Joints bei ihrer Initialisierung die zwei Primitiven, die mit­
einander zu koppeln sind, sowie eine oder mehrere Achsenstellungen. Es gibt den OneA­
xisJoint, TwoAxisJoint, FixedJoint, HingeJoint, Hinge2Joint, UniversalJoint und BallJoint, wobei 
alle ihren ODE-Pendants entsprechen. Bei jedem Typ sind entsprechende weitere Parame­
ter anzugeben, z.B. die maximal zulässige Winkelgeschwindigkeit.
Da Joints jedoch selten ohne Motoren benutzt werden, kann in lpzrobots den Joints ein ent­
sprechender  Servo-  oder  Winkelmotor  zugewiesen werden.  Ein Servomotor  besitzt  die 
Eigenschaft, dass die vom Controller gegebenen Motorwerte die Neigungswinkel angeben, 
beim Winkelmotor jedoch die Winkelgeschwindigkeit. Bei der Instanzbildung des Motors 
ist der zu verwendende (und vorher angelegte) Joint anzugeben. Es gibt z.B. den Angular­
Motor  (äquivalent  zum  ODE-AMotor),  AngularMotor2Axis,  OneAxisServo und  TwoAxis­
Servo. Mit den je nach Motortyp spezifischen Methoden, z.B. setPower(), können nach der 
Parametername Beschreibung Gültigkeitsbereich Berechnungsformel
roughness Rauheitsgrad 0 – ∞ reff=r1⋅r2
slip Rutschigkeit 0 – ∞ seff=s1s2








Tabelle 3.2: Auflistung der Reibungsparameter der substances mit zugehörigen Berechnungsformeln für den Fall dass zwei 
Körper (1 und 2) miteinander kollidieren. Die Ergebnisse reff , seff, heff und eeff sind die endgültigen Reibungsparameter für den 
Kontaktpunkt.
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Initialisierung die Motorparameter  eingestellt  werden.  Die Motoren und  Joints müssen 
dann im Roboter die vom Controller generierten Motorwerte gesetzt bekommen, das ist in 
der Methode setMotors() zu erledigen.
Joints besitzen durch die  ODE  automatisch Achsenstellungs- und Radgeschwindigkeits­
sensoren. In einem Roboter ist es lediglich notwendig, diese Werte auszulesen und dem 
Agent in der Methode getSensors() zur Verfügung zu stellen.
3.3.4 Die Sensoren
Zusätzlich zu den Sensoren, die mit den  Joints erzeugt werden, lassen sich in  lpzrobots 
noch weitere Sensoren, z.B. der RelativePositionSensor,  IRSensor oder SpeedSensor,  verwen­
den. Der  RelativePositionSensor  kann an einer Primitive des Roboters angebracht werden. 
Mit der Methode  setReference()  setzt  man zusätzlich die Referenz-Primitive,  worauf der 
RelativePositionSensor die relative Position zwischen der Roboter-Primitive und der Refe­
renz-Primitive misst. Bringt man den  IRSensor an einem Roboter an, so kann dieser den 
Abstand zwischen anderen Gegenständen in der virtuellen Welt als Sensorwert bestim­
men. Mit dem SpeedSensor lässt sich wahlweise die Translations- oder Rotationsgeschwin­
digkeit einer Primitive als Sensorwert erfassen.
Der  nach  dem  Dekorierermuster entworfene  AddSensors2RobotAdapter ermöglicht  das 
Anbringen eines beliebigen Sensors an einen Roboter. Dabei stellt der Adapter die Infor­
mationsweitergabe  zwischen  dem hinzuzufügenden  Sensor  und  dem  Controller sicher. 
Auch Motoren lassen sich mit diesem Adapter leicht einem Roboter hinzufügen. Die dafür 
notwendigen Methoden sind addSensor() und addMotor().
3.3.5 Der OdeRobot
In den letzten drei Kapiteln wurden alle nötigen Bauteile erläutert, die notwendig sind, 
um einen Roboter zu konstruieren. Die Klasse OdeRobot stellt grundlegende Eigenschaften 
eines virtuellen Roboters bereit. Dies sind z.B. die Position (getPosition()), Geschwindigkeit 
(getSpeed()) oder Orientierung (getOrientation()) des Roboters. Auch werden einige Metho­
den wie update(),  place() oder doInternalStuff() abstrakt definiert. Mit der Methode update() 
kann der Roboter alle graphischen Besonderheiten in der OSG aktualisieren. Die Methode 
place() erlaubt es dem Benutzer, in der Simulation ThisSim den Roboter an eine bestimmte 
Stelle  zu platzieren.  Weiterhin ist  eine  mainPrimitive definiert,  welche  den eigentlichen 
body des Roboters darstellt.  An diesen können mehrere Primitiven mit  Transforms oder 
Joints gekoppelt werden. Alle Primitiven werden im gleichen ODE-Space registriert, da der 
Roboter nicht mit sich selbst kollidieren soll.  Ist dennoch eine zusätzliche Kollisionsbe­
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handlung erforderlich, so kann diese mittels der Methode collisionCallback()  durchgeführt 
werden.
Der OdeRobot ist eine abgeleitete Klasse des AbstractRobot. Das Klassendiagramm ist in der 
Abbildung  3.7 dargestellt.  Der  AbstractRobot definiert  zusätzlich  Methoden sowohl  zur 
Erfassung der Sensorwerte (getSensors()) als auch zur Weitergabe der Motorwerte an den 
Roboter (setMotors()). Die Klasse  AbstractRobot stammt aus dem  selforg-Package. Mit ihm 
ist es möglich, nicht nur OdeRobots mit dem selforg-Package zu verwenden, sondern auch 
beispielsweise reale Roboter. Diese Roboter müssen nur das AbstractRobot-Interface imple­
mentieren.
In  [KRE07] ist ein in  lpzrobots implementiertes Komponentensystem vorgestellt, welches 
das hierarchische Zusammensetzen von mehreren Robotern zu einem Roboter erlaubt.
3.3.6 Der OdeAgent und sein Controller
Ein Roboter ist so gut wie sein Gehirn. Der OdeRobot stellt nur den physikalischen Roboter 
in der virtuellen Welt zur Verfügung. Jedoch fehlt dazu der Controller für seine Steuerung. 
Der  OdeAgent  vereint den  OdeRobot,  den Controller  und das  Wiring  zu einer Einheit. Das 
Wiring  bildet  die Sensorwerte des Roboters auf die Inputs des  Controllers und die vom 
Controller generierten Motorwerte auf die Motoren des Roboters ab. Im einfachsten Fall 
erledigt  das  ein  One2OneWiring,  welches  keinerlei  Veränderungen  in  der  Abbildungs­
struktur vornimmt.  Mit  einem  DerivativeWiring ist  es aber z.B.  möglich,  dem  Controller 
Ableitungen der eigentlichen Roboter-Sensoren in Form zusätzlicher Sensoren als Input 
zur Verfügung zu stellen.
Ein weiterer wichtiger Aspekt für die Benutzung eines Wiring ist, dass es den vom Roboter 
generierten  Sensorwerten  einen  Rauschanteil  hinzufügt.  Dazu  wird  ein  NoiseGenerator 
Abbildung 3.7: Klassendiagramm für den OdeRobot sowie das AbstractRobot-Interface. Der OdeRobot ist eine Spezialisierung 
des AbstractRobot, welcher grundlegende Methoden wie  getSensors() und setMotors() definiert. Der OdeRobot implementiert 
alle Methoden, die automatisch durch Verwendung der ODE und OSG zur Verfügung stehen, z.B. getPosition(). Weiterhin 
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benutzt, der verschiedene Rauschtypen erzeugen kann. Beispielsweise gibt es das  White­
UniformNoise,  WhiteNormalNoise,  ColorUniformNoise oder SineWhiteNoise. Dadurch können 
realitätsnahe Sensoren nachgebildet werden, da die  ODE und  OSG nur exakte Sensoren 
liefert. Auch verlangen die meisten Controllertypen verrauschte Sensoren, damit sie kor­
rekt arbeiten.
Der Controller ist durch das Interface AbstractController definiert. Darin sind Methoden auf­
geführt, die jeder  Controller implementieren muss. Beispielsweise sind das die Methoden 
init() und step(). Mit der ersten Methode initialisiert der (Ode-)Agent den Controller, wäh­
rend mit der zweiten Methode der  Agent  den  Controller anweist,  neue Motorwerte auf­
grund eines neuen Simulationsschrittes (simStep) zu generieren.
Zusätzlich erbt der AbstractController von den Interfaces Configurable, Inspectable sowie Sto­
reable, siehe Abbildung 3.9. Configurable bedeutet, dass die internen Parameter des Control­
Abbildung 3.9: Klassendiagramm für den AbstractController. Alle  Controller in lpzrobots sind von diesem abgeleitet. Er erbt 
von den Interfaces Configurable, Inspectable sowie Storable. Mit dem Configurable-Interface können Controllerparameter an der 
Konsole oder im Simulationsquellcode (Methode setParam()) selbst verändert werden. Mit der Methode addParameter() kann 
















Abbildung 3.8: Klassendiagramm für die Klassen WiredController, Agent und OdeAgent. Der WiredController verwaltet einen 
AbstractController und ein AbstractWiring und sorgt für deren korrektes Zusammenspiel. Der Agent fügt noch einen Abstract-
Robot hinzu. Der  OdeAgent benutzt statt dem AbstractRobot einen  OdeRobot  und implementiert  ODE- und  OSG-spezifische 
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ler an der Konsole der Simulationsumgebung veränderbar sind. Auch können dadurch im 
Quellcode der  Simulation  ThisSim die  Controllerparameter  mit  der Methode  setParam() 
geändert werden. Der Controller kann konfigurierbare Parameter mit der Methode addPa­
rameter() anmelden. Mit dem Interface  Inspectable lassen sich interne Parameter des  Con­
trollers mit den  PlotOptions online beobachten und auswerten (siehe Kapitel  3.2.3). Dazu 
muss  der  Controller die  beiden  Methoden  getInternalParamNames() sowie 
getInternalParams() implementieren. Erstere lässt den internen Parametern einen Namen 
geben,  Letztere  gibt  die  Werte  der  internen  Parameter  zurück.  Das  Interface  Storable  
erlaubt dem Controller, seinen kompletten internen Zustand zu speichern und später wie­
der zu laden.
Die  Klasse  OdeAgent ist  von  der  Klasse  Agent  abgeleitet.  Der  OdeAgent  implementiert 
gegenüber dem Agent zusätzlich die visualisierte Trace-Möglichkeit. Die Methode init_tra­
cing() initialisiert den Trace-Vorgang. Anschließend ist eine Spur in der Simulationsumge­
bung des Roboters zu sehen, sodass dessen zurückgelegter Weg gut sichtbar dargestellt 
werden kann.
Alle anderen Funktionen zur Verwaltung des  AbstractRobot, Controller  und  Wiring  stellt 
jedoch bereits der Agent bereit. Er ist von der Klasse WiredController abgeleitet, welche ein 
Wiring und einen Controller miteinander verknüpft. Der Agent fügt gegenüber dem Wired­
Controller  noch den  AbstractRobot hinzu. Ein Klassendiagramm für den  OdeAgent,  Agent 
Abbildung  3.10: Objektdiagramm für den  Agent  und seine verwalteten Komponenten. Die Hauptkomponenten sind der 
myController, das myWiring sowie der myRobot. Der Agent sorgt dafür, dass in jedem simStep die Sensorwerte von myRobot  
abgefragt und an den Controller gesandt werden, woraufhin der myController angewiesen wird, neue Motorwerte zu generie­
ren, die anschließend an den  myRobot zurückgeschickt werden. In der  inspectableList sind die Objekte referenziert, die in 
regelmäßigen Intervallen nach ihren aktuellen internen Zuständen vom  Agent abgefragt werden. Diese werden dann mit 
einer oder mehrerer  PlotOptions weiterverarbeitet (siehe Kapitel  3.2.3). Die Objekte  myController  und myWiring sind stets 
vom Typ Inspectable, optional auch der myRobot. Das Verhalten und der Einsatz von Callbackable-Klassen ist in dem Kapitel 
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und WiredController ist in der Abbildung 3.8 dargestellt. Die Abbildung 3.10 beinhaltet das 
Objektdiagramm für den Agent, welches ebenso für den OdeAgent aussieht.
4 Erweiterungen für lpzrobots
In  diesem  Kapitel  werden Neuerungen erläutert,  die  im Rahmen dieser  Arbeit  in  das 
Simulationssystem lpzrobots integriert wurden. Die erste Erweiterung bilden die graphisch 
komplexen 3D-Modelle (Meshes) in  lpzrobots.  Es wird darauf eingegangen, wie sich 3D-
Modelle aus CAD-Programmen importieren lassen, wie deren physikalischen Repräsenta­
tion aussehen und wie sich die physikalische und graphische Repräsentation gemeinsam 
als lpzrobots-Primitive Mesh verwenden lässt. Eine andere Erweiterung stellen die neu inte­
grierten, leicht zu bedienenden Programmkomponenten  Statistic Tools und  HUDSM dar. 
Sie erlauben es, statistische Analysen für Variablen anzufertigen. Statistic Tools benutzt für 
die  online-Auswertung  den  GUILogger oder  eine  andere  PlotOption (Kapitel  3.2.3),  der 
HUDSM verwendet dazu das  HeadUpDisplay (HUD). Die dritte Erweiterung bezieht sich 
auf die erweiterte Kamerasteuerung und automatisierten Kameramodi, die in dem Kapitel 
4.4 dargestellt werden. Anschließend erfolgt in den Kapiteln  4.5 und 4.6 die Vorstellung 
eines MultiController-Systems für lpzrobots. Besondere Gewichtung liegt bei den vorgestell­
ten Erweiterungen auf der Art und Weise ihrer Implementierung mit Hilfe von Entwurfs­
mustern (Kapitel 2.3).
4.1 Meshes in lpzrobots
Eine wichtige Eigenschaft des Simulationssystems lpzrobots ist, dass jeder Roboter mit C++-
Quellcode konstruiert wird. Das ermöglicht eine sehr große Flexibilität bei der Individuali­
sierung der Roboter. Jedoch hat diese Methode auch einen Nachteil. In lpzrobots lassen sich 
Gegenstände und Roboter nur aus Primitiven, z.B. Kugeln, Zylinder oder Quader (Kapitel 
3.3.1), zusammensetzen, womit sich in Verbindung mit den Joints und Motoren (Kapitel 
3.3.3) komplexe physikalische Gebilde konstruieren lassen. Die Primitiven können zwar 
mit Texturen für eine bessere Darstellungsqualität versehen werden, jedoch ist deren Aus­
sehen auf die Primitivenformen begrenzt.  Der Aufwand einer manuellen Konstruktion 
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einer graphisch besser aussehenden, komplexeren Primitive, zusammengesetzt aus mehre­
ren Primitiven, ist sehr hoch.
Mit der neuen  lpzrobots-Primitive  Mesh  wird es dem Benutzer ermöglicht,  mittels  CAD-
Programmen14,  z.B.  3DSMax der Firma  Autodesk [AUT07] oder dem  OSGEdit [OSG07a], 
komplexe graphische 3D-Modelle mit vielen Polygonen zu erstellen und sie anschließend 
in lpzrobots einzubinden und zu benutzen. Dabei werden die Vorteile von professionellen 
CAD-Programmen ausgenutzt, mit denen sich komplexe, gut aussehende 3D-Modelle viel 
leichter erstellen lassen. Die Möglichkeit der Benutzung von bereits auf dem freien Markt15 
existierenden 3D-Modellen eröffnet neue Perspektiven zur Konstruktion eines realistische­
ren Simulationssystems für autonome Roboter. In dem folgenden Kapitel 4.1.1 ist erläutert, 
wie sich 3D-Modelle aus CAD-Programmen importieren lassen. Das Kapitel 4.1.2 beschäf­
tigt sich anschließend mit der physikalischen Repräsentation des importierten 3D-Modells. 
Daraufhin ist in dem Kapitel 4.1.3 beschrieben, wie sich die physikalische und graphische 
Repräsentation gemeinsam als lpzrobots-Primitive Mesh verwenden lässt.
4.1.1 Erstellung und Import eines 3D-Modells
3D-Modelle, die mit professionellen  CAD-Programmen erstellt wurden, bieten eine opti­
male  Ausgangsbasis  für  die  Verbesserung  der  Darstellungsqualität  von  lpzrobots.  3D-
Modelle  können  u.a.  Geometriedaten  (komplexe  Polygonzüge),  Materialien,  Texturen, 
Lichtquellen,  Animationen sowie Partikel enthalten.  Das Programm  3DSMax der Firma 
Autodesk [AUT07] bietet eine Fülle von Möglichkeiten, 3D-Modelle zu erstellen und zu ver­
ändern (Abbildung 4.1). Es lassen sich sogar ganze 3D-Szenen erstellen. Diese 3D-Modelle 
können dann in der von 3DSMax verwendeten Modellbeschreibungsdatei  .max oder  .3ds 
abgespeichert werden.
Allerdings sind diese von 3DSMax erstellten 3D-Modelle nicht mit dem OSG direkt ver­
wendbar. Mit dem 3DSMax-Plugin OSGExp [OSG07b] lassen sich die 3D-Modelle in eine 
.osg-Datei  exportieren.  Dabei  erstellt  OSGExp aus  dem Modell  einen  OSG-kompatiblen 
Szenengraph. Dieser enthält mittels mehreren im Szenengraph hängenden Knoten (Node) 
alle Merkmale des Modells , z.B. die Geometriedaten (Mesh) und Texturen.
Der  OSG unterstützt den Import von Szenengraphen, die in der Szenengraph-Beschrei­
bungsdatei .osg abgelegt sind. Mit dem Befehl osgDB::readNodeFile(„filename.osg“) des OSG-
Moduls  DB ist das Einlesen des gespeicherten Szenengraphs möglich, der anschließend 
mit  node->addChild(fileNode) als ein Knoten (Node) im Szenengraph der aktuellen Simula­
tion eingehängt werden kann.
14 CAD = computer aided design = computergestützte Entwicklung und Design
15 Damit sind vorwiegend OpenSource-Modelle gemeint.
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Gespeicherte Szenengraphen lassen sich auch mit dem Programm OSGEdit [OSG07a] bear­
beiten. Es bietet viele Manipulationsmöglichkeiten,  ist  jedoch nicht so mächtig wie z.B. 
3DSMax.
Der Import von .osg-Dateien wurde in lpzrobots mit der OSG-Primitive OSGMesh realisiert. 
Wird eine neue Primitive OSGMesh angelegt, so muss man dieser den Dateinamen überge­
ben, worin der gewünschte Szenengraph für das anzuzeigende 3D-Modell gespeichert ist. 
Die  OSG-Primitive  wird von der  lpzrobots-Primitive  Mesh erstellt  und verwaltet16.  Nun 
muss für das OSGMesh eine physikalische Reprästentation gefunden werden, der sich das 
nächste Kapitel widmet.
4.1.2 Die physikalische Repräsentation
Mit dem Szenengraph des OSG kann nur eine graphische Repräsentation des Simulations­
systems  lpzrobots  realisiert  werden,  für die  physikalische  Repräsentation  ist  die  ODE 
zuständig.
16 Das Zusammenspiel der lpzrobots-, ODE- sowie OSG-Primitiven ist in dem Kapitel 3.3.1 erläutert.
Abbildung 4.1: Das Programm 3DSMax der Firma Autodesk mit dem Plugin OSGExp. Dargestellt ist das Arbeitsfenster von 
3DSMax mit vier verschiedenen Sichten. Unten rechts befindet sich die Sicht auf das fertig gerenderte Modell. Dieses Modell  
kann vom OSGExp-Modul als ein OSG-kompatibler Szenengraph in einer .osg-Datei abgespeichert werden. Quelle und wei­
tere Informationen: [OSG07b], [AUT07]
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In der ODE gibt es jedoch kein Mesh17. Das liegt daran, dass die ODE Speziallösungen bei 
den  ODE-Primitiven  benutzt.  Beispielsweise  muss  bei  der  Kollisionserkennung  einer 
ODE-Sphere mit einer weiteren ODE-Sphere lediglich überprüft werden, ob die beiden Mit­
telpunkte der  ODE-Spheres  weiter voneinander entfernt sind als die Summe der beiden 
Sphere-Radien. Bei Meshes sind allerdings keine derartigen Speziallösungen verwendbar18. 
Jeder einzelne Vertex eines Mesh muss der Kollisionsüberprüfung unterzogen werden. Bei 
Meshes mit 1.000 bis über 1Mio Vertices ist eine Kollisionserkennung nicht mehr in Echtzeit 
durchführbar. Der Rechenaufwand erhöht sich weiter, wenn Kollisionen zwischen zwei 
Meshes überprüft werden müssten.
Eine Möglichkeit der Reduzierung des Rechenaufwandes besteht in der Verwendung von 
ODE-Primitiven als Ersatz für das  OSGMesh. Mehrere, richtig angeordnete  ODE-Primiti­
ven können in ihrer Summe das Kollisionsmodell (bounding-box) des  OSGMesh repräsen­
tieren.  Je  mehr  ODE-Primitiven  für  das  Kollisionsmodell  Verwendung  finden,  desto 
genauer ist die dadurch resultierende physikalische Repräsentation in der ODE.
Die ODE-Primitiven für das OSGMesh werden in lpzrobots mit einer .bbox-Datei (bounding-
box) festgelegt. Die Datei muss genauso heißen wie die .osg-Datei, jedoch mit der hinzuge­
fügten Endung .bbox. Die möglichen Zeileneinträge sind in der Abbildung 4.2 zu sehen.
Die Primitiven Sphere, Cylinder,  Capsule und Box können als .bbox-Eintrag verwendet wer­
den. Nach den Bezeichnungen der Primitiven werden die Maße wie Radius, Breite und 
Höhe angegeben. Anschließend folgt die Translationskoordination, mit der die entspre­
chende Primitive vom Mittelpunkt des OSGMesh verschoben wird. Zuletzt sind die Rotati­
onswinkel für die x-, y- und z-Achse anzugeben, mit denen die Primitive vor der Transla­
tion rotiert wird19.
17 Die ODE unterstützt das TriMesh, jedoch wird dringend von dessen häufigeren Einsatz aus o.g. Gründen abgeraten.
18 Die Ausnahme bilden HeightPrimitiven, die in dem Kapitel 3.3.1 vorgestellt sind.
19 Die Operationen auf Matrizen werden in der Computergraphik von rechts nach links ausgewertet.
Abbildung 4.2: Liste der möglichen Einträge in einer .bbox-Datei für die Erstellung der ODE-Primitiven, welche zusammen 
ein OSGMesh repräsentieren. Mit den Wörtern sphere, cylinder, capsule und box gibt man die gewünschte Art der Primitive an. 
Anschließend sind die Maße der Primitiven anzugeben. Dabei sind die Wörter radius,  height,  length und width durch Gleit­
kommazahlen zu ersetzen. Dasselbe gilt für x, y und z, welche die Translationskoordinaten für die Verschiebung der Primi­
tive vom Mittelpunkt des OSGMesh angeben. Die Rotationswinkel alpha, beta und gamma, welche für die Rotation der Primi­
tiven am Mittelpunkt des OSGMesh verwendet werden, sind in Grad anzugeben. Die Abbildung 4.3 zeigt den Inhalt einer 
Beispiel-.bbox-Datei für die Kuh, welche in den Abbildungen 4.4 und 4.7 dargestellt ist.
sphere radius (x,y,z)
cylinder radius height (x,y,z) (alpha, beta, gamma)
capsule radius height (x,y,z) (alpha, beta, gamma)
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Der Beispielinhalt  einer .bbox-Datei  für  eine Kuh20 ist  in der  Abbildung  4.3 dargestellt. 
Diese legt die nötigen Primitiven für die Kuh an, die graphisch mit der Datei  cow.osg als 
OSGMesh in  lpzrobots zur Verfügung gestellt  wurde.  Die .bbox-Datei  definiert  für jeden 
Körperteil eine Primitive. Die ersten beiden Zylinder (Zeile 1 und 2) decken den Leib und 
den Kopf der Kuh ab. Für die Beine dienen die Zylinder in den Zeilen 3 bis 6 als Kollisi­
onsmodell. Die Box in der Zeile 7 deckt die Hörner des Kuhmodells ab.
Damit in lpzrobots die Lage der einzelnen Primitiven der bounding-box eingeschätzt werden 
können, sollte man beim Start der Simulation mit dem Schalter  -drawboundings die  boun­
ding-box in einem halbtransparentem Rot zeichnen lassen, wie in der Abbildung 4.4 darge­
stellt.
20 Die Kuh und den Truck liefert der OSG als Beispiel-.osg-Dateien mit. Das Beispiel der Kuh zeigt, dass nicht nur das Mesh  
importiert wird, sondern auch im Szenengraph verankerte Texturen und Filter der Datei cow.osg mit geladen und ange­
zeigt werden (siehe auch Beispielvideos auf der beiliegenden CD). Das 3D-Modell besitzt auch Hörner, was etwas unty­
pisch für Kühe ist.
Abbildung 4.4: Beispielszene mit drei importierten 3D-Modellen mit dem Startparameter -drawboundings. Der Truck ist ein 
Roboter  (in  lpzrobots als  TruckMesh  bezeichnet)  mit  sechs  Rädern  und wird  von  einem selbstorganisierenden  Controller 
gesteuert. Er fährt die Kuh spazieren. In halbtransparentem Rot ist jeweils die bounding-box dargestellt. Die Beinzylinder der 
Kuh stehen auf dem Truck, der nur durch eine Box und Räder in der ODE repräsentiert wird. Die bounding-box des Baums 
sorgt dafür, dass der Truck nicht durch den Baum hindurch fahren kann. Die Abbildung 4.7 zeigt die Beispielszene ohne die 
bounding-boxes der Modelle.
Abbildung 4.3: Beispielinhalt einer .bbox-Datei für die Kuh als 3D-Modell (Abbildung 4.4 und 4.7).
cylinder 1.8 7.0 (-0.5,-0.45,0.5) (0,90,0)
cylinder 1.0 3.0 (4.5,-0.45,2) (0,90,0)
cylinder 0.3 2.3 (2.1,-1.3,-2) (0,0,90)
cylinder 0.3 2.3 (2.1,0.4,-2) (0,0,90)
cylinder 0.3 2.3 (-3.0,-1.4,-2) (0,0,90)
cylinder 0.3 2.3 (-3.0,0.5,-2) (0,0,90)
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4.1.3 Benutzung der lpzrobots-Primitive Mesh
Die lpzrobots-Primitive Mesh ermöglicht die gemeinsame Benutzung eines graphischen 3D-
Modells mit einer physikalischen Repräsentation, der bounding-box. Sie kann wie alle ande­
ren Primitiven für Gegenstände  und Roboter  verwendet  werden.  Auch ist  es  möglich, 
bereits vorhandene Roboter so zu modifizieren, dass man bei ihnen einen Körperteil durch 
eine Mesh-Primitive ersetzt. Die Mesh ist in zwei Varianten verwendbar. Die erste ist eine 
passive Mesh und findet somit Anwendung für Gegenstände (obstacles). In der Abbildung 
4.5 ist ein Beispiellisting für die Erstellung der Kuh als PassiveMesh zu sehen. Intern wird 
für das PassiveMesh die lpzrobots-Primitive Mesh verwendet.
Die zweite Möglichkeit der Nutzung eines 3D-Modells besteht darin, eine lpzrobots-Primi­
tive  Mesh selbst zu erstellen. Das ist bei der Konstruktion von Robotern, die  Meshes als 
Körperteile besitzen sollen, notwendig. Das Beispiellisting für die Erstellung des  Meshes 
für den Roboter TruckMesh ist in der Abbildung 4.6 aufgeführt.
In  der  Abbildung  4.7 ist  die  Beispielszene ohne den Startparameter  -drawboundings  zu 
sehen. Der Truck besteht aus sehr filigranen Einzelkomponenten wie dem Fahrerhaus, den 
Auspuffrohren oder der Aufladefläche. Die Abbildung  4.4 zeigt, dass der Truck mit nur 
einer  ODE-Box in der  ODE repräsentiert wird. Jedoch reicht die eine ODE-Primitive aus, 
um dem Truck mit den sechs Rädern ein realistisches Fahrverhalten zu verleihen. Die Kuh 
steht nicht ganz auf der Ladefläche. Dies könnte man beheben, indem man die eine ODE-
Box durch mehrere ersetzt. Somit lässt sich die Qualität der physikalischen Repräsentation 
entsprechend den Anforderungen anpassen, indem man mehr oder weniger ODE-Primiti­
ven als bounding-box für die OSGMesh verwendet.
Abbildung 4.5: Listing für die Erstellung der Kuh als passives  Mesh. Mit der Zeile 1 wird die benötigte Ressource für die 
PassiveMesh importiert. Die Zeile 2 erstellt die Kuh als PassiveMesh. Im Konstruktor muss das odeHandle und osgHandle ange­
geben werden, der String enthält die zu benutzende .osg-Datei. Die erste Zahl im Konstruktor ist der Skalierungsfaktor für 
das 3D-Modell, die letzte gibt die Masse der Kuh an. Mit der Zeile 3 wird die Kuh auf die gewünschte Position in der Simu­
lation gesetzt. Die Zeile 4 meldet die Kuh als obstacle in der Simulation an.
Abbildung 4.6: Listing für die Erstellung der lpzrobots-Primitive Mesh (truckPrimitive) für den Roboter TruckMesh. Die erste 
Zeile importiert die benötigten Ressourcen. In der zweiten Zeile wird der .osg-Dateiname und der Skalierungsfaktor, mit der 
das 3D-Modell skaliert wird, angegeben. Die Zeilen 3 und 4 sind identisch mit denen für normale Primitiven.
#include “passivemesh.h“
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Texturen und Texturfilter lassen sich für  Meshes bereits in den  CAD-Programmen festle­
gen. Das hat den Vorteil, dass die zu verwendenden 3D-Modelle mit den CAD-Program­
men vollständig entworfen und designt werden können. Auch kann man für das Hinzufü­
gen weiterer Details, z.B. Texturen, das Programm OSGEdit benutzen.
4.1.4 Implementierung der lpzrobots-Primitive Mesh
Für  die  lpzrobots-Primitive  Mesh ist  die  Klassenstruktur  durch  die  Ableitung  von  der 
Klasse  Primitive fest  vorgegeben.  Jedoch  weist  die  physikalische  Repräsentation  einige 
Unterschiede zu normalen lpzrobots-Primitiven auf. Das in der Abbildung 4.8 dargestellte 
Objektdiagramm zeigt die wichtigsten Objektreferenzen auf. Die mit dem Verhaltensmus­
ter  Befehl konzipierte Klasse  BoundingShape  übernimmt das Einlesen der .bbox-Datei und 
erzeugt die nötigen lpzrobots-Primitiven, welche die bounding-box bilden. Dabei werden für 
die Translation und Rotation der Primitiven Transforms benutzt (Kapitel  3.3.1). Die  lpzro­
bots-Primitiven werden mit der  mode-Kombination  body | geom  initialisiert (Kapitel  3.3.1). 
Optional wird der  mode draw hinzugeschaltet,  wenn die Simulation mit dem Parameter 
-drawboundings gestartet wurde. Hierbei wird ausgenutzt, dass jede lpzrobots-Primitive sich 
automatisch um die Erstellung einer entsprechenden ODE-Primitive kümmert und diese, 
da  alle  ODE-Primitiven  im gleichen  Space registriert  sind,  eine  komplexe  bounding-box 
ergeben.
Die lpzrobots-Primitive Mesh erzeugt mit einer OSGMesh-Instanz die graphische Repräsen­
tation. Die OSGMesh liest den in der .osg-Datei gespeicherten Szenengraph ein, lässt die­
sen als Unterknoten mit einer osg::MatrixTransform skalieren und hängt diese anschließend 
in den bestehenden Szenengraph der Simulation ein. Während der Simulation sorgt die 
Abbildung 4.7: Die endgültige Szene mit dem Truck-Roboter, der die Kuh spazieren fährt. Dabei kollidiert er auch mit dem 
dahinter stehenden Baum. 
48 4.1.4 Implementierung der lpzrobots-Primitive Mesh
Methode  update() der  lpzrobots-Primitive  für  die  Synchronisation  der  Positionen in  der 
ODE und der OSGMesh in der OSG (Kapitel 3.3.1).
4.2 Die StatisticTools
Die Programmkomponente  StatisticTools bildet  einen  Werkzeugkasten für  die statistische 
Auswertung von Variablen. Der Umgang mit dem Tool ist sehr einfach. Statistisch ausge­
wertete Variablen werden automatisch in der  PlotOption erfasst, dadurch lassen sich die 
Statistiken z.B. mit dem GUILogger online während der Simulation betrachten. Auch alle 
anderen PlotOptions (z.B.  FileLogging) können für die Auswertung herangezogen werden 
(Kapitel 3.2.3).
Die gegebene Architektur des Agents sowie den PlotOptions erfordert für jeden Agent eine 
Instanz von StatisticTools. Das bedeutet, wenn in einer Simulation mehrere Agents existie­
ren, werden auch mehrere GUILogger gestartet (Kapitel 3.2.3).
Die Abbildung 4.9 stellt die Initialisierung der Klasse StatisticTools in einer beliebigen lpz­
robots-Simulation dar. Die Zeile 1 importiert die benötigte Quelldatei. Zeile 2 erzeugt eine 
neue Instanz der Klasse StatisticTools. Damit die Instanz für die statistischen Berechnungen 
vom Agent in jedem Simulationsschritt informiert bzw. zurückgerufen wird, ist Zeile 3 not­
wendig. Die Zeile 4 sorgt dafür, dass die Instanz beim  Agent als eine  Inspectable-Klasse 
Abbildung 4.8: Objektdiagramm, welches die Beziehungen zwischen den Objekten der OSG und lpzrobots bezüglich der lpz­
robots-Primitive Mesh darstellt. Eine Instanz der lpzrobots-Primitive hält eine Referenz auf die BoundingShape, welche für das 
Einlesen der .bbox-Datei zuständig ist (Methode readBBoxFile()) und die Primitiven sowie dazugehörigen Transforms erstellt. 
Alle Transforms melden sich selbst in der ODE an (Kapitel 3.3.1). Dabei werden alle Transforms und deren zugehörige Primiti­
ven dem gleichen  Space zugeordnet. Die  lpzrobots-Primitive  Mesh  erstellt eine  OSG-Primitive  OSGMesh für die graphische 
Darstellung des 3D-Modells. Die OSGMesh liest den in der .osg-Datei gespeicherten Szenengraph als meshNode ein und über­
gibt diese einer  MatrixTransform  (scaleTransform), die die Skalierung der  meshNode vornimmt. Zum Schluss wird die  scale­
Transform als  childNode der  sceneNode, welche im OSGHandle gespeichert ist, zugewiesen. Die Klasse  BoundingShape wurde 
nach dem Verhaltensmuster Befehl entworfen. Sie kann mit dem Namen der .bbox-Datei, dem ODEHandle, dem OSGHandle 
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registriert wird. Daraus folgt, dass der  Agent die Klasse  StatisticTools bei den PlotOptions 
mit einbindet.
Die Initialisierung ist damit abgeschlossen. Anschließend ist es möglich, der StatisticTools  
-Instanz  st Werte zu übergeben, die statistisch analysiert werden sollen.  Dies geschieht 
mittels der Codezeile in der Abbildung 4.10.
Der Instanz von StatisticTools wird die Adresse des zu überwachenden Wertes (&observed­
Value), der Name der Messung als String („measureName“) sowie die Messmethode (ID) 
übergeben. Der  „measureName“ ist wichtig, falls die  StatisticTools-Instanz beim  Agent als 
Inspectable-Klasse registriert wurde. Verwendet wird dieser Name dann bei den PlotOpti­
ons (Kapitel 3.2.3).
4.2.1 Implementierung der StatisticTools
Die Klasse StatisticTools bietet einige nützliche Methoden an (Abbildung 4.11). Mit  begin­
MeasureAt() lässt sich festlegen, ab welchem Zeitschritt die Auswertung beginnen soll. Das 
ist sinnvoll, wenn gewisse Initialbedingungen dazu führen, dass die zu überwachenden 
Parameter noch nicht auswertbar sind. Ein Beispiel ist,  wenn ein Roboter anfahren und 
erst danach die Auswertung beginnen soll. Mit den Methoden addMeasure() und getMea­
sure() lässt  sich,  wie  bereits  beschrieben,  eine  neue Auswertung anmelden.  Der  Unter­
schied zwischen addMeasure() und getMeasure() besteht im Rückgabetyp. Mit addMeasure() 
wird die Adresse der Auswertung und mit getMeasure() das Objekt vom Typ StatisticMea­
sure  zurückgegeben. Die Klasse  StatisticTools benutzt intern diese  StatisticMeasure-Klasse 
für die Verwaltung der einzelnen Messungen. Damit die berechneten Werte im GUILogger 
(oder einer anderen  PlotOption,  Kapitel  3.2.3)  angezeigt  werden können,  implementiert 
StatisticTools das Inspectable-Interface. Für den Rückruf in jedem Zeitschritt verwendet Sta­
tisticTools das Callbackable-Interface. Wird StatisticTools  bei einem Agent (oder auch Wired­
Controller) mit der Methode addCallbackable() angemeldet, so ruft der Agent in jedem Zeit­
Abbildung  4.9: Listing für die Initialisierung der Klasse  StatisticTools in einer beliebigen  lpzrobots-Simulation. Die Zeile 1 
importiert die benötigte Quelldatei. Der Code in der Zeile 2 erstellt eine neue Instanz der Klasse  StatisticTools. Damit die 
Instanz für die statistischen Berechnungen vom Agent in jedem Simulationsschritt informiert bzw. zurückgerufen wird, ist 
Zeile 3 notwendig. Durch den Code in der Zeile 4 wird die Instanz beim Agent als eine Inspectable-Klasse registriert.
#include <selforg/statistictools.h>







Abbildung 4.10: Listing für das Hinzufügen der Variable  observedValue als Beobachtungswert zur StatisticTools-Instanz. Es 
wird nur die Adresse der Variable übergeben, wodurch die  StatisticTools-Instanz immer auf den aktuellen Variablenwert 
zugreifen kann. Der MeasureMode kann z.B. ID, AVG, SUM, MIN, MAX, PEAK oder CONV sein.
st->addMeasure(&observedValue,“measureName“,ID); 1
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schritt (Methode  Agent::step())  StatisticTools zurück (Abbildung  4.12). Die Klasse  Statistic­
Tools  kann anschließend  mit  StatisticMeasure::step() alle  Messungen  updaten.  Das  neue 
Interface Callbackable wurde nach dem Verhaltensmuster Zuständigkeitskette erstellt. Dabei 
stellt ein neuer Zeitschritt das Ereignis dar. Der Agent arbeitet dieses Ereignis nicht kom­
plett ab, sondern leitet es im Sinne der Zuständigkeitskette an alle Callbackable-Klassen wei­
ter. Mit dem Callbackable-Interface wird eine lose Kopplung zwischen dem Ereignisauslö­
ser und Ereignisempfänger ermöglicht. Für die Callbackable-Klassen ist der Ereignisauslö­
ser der Agent. Allerdings geht die Zuständigkeitskette noch weiter, bis hin zur eigentlichen 
Simulationsschleife (Kapitel 3.3.6).
Die Klasse StatisticTools hält eine Liste measureList, worin alle Messungen (measure) gespei­
chert sind und kapselt jede Messung als ein Objekt. Alle unterschiedlichen Auswertungs­
verfahren sind in dieser Klasse implementiert. In der Datei measuremodes.h sind separat die 
Namen der möglichen Auswertungsverfahren angegeben. Möchte man ein Messverfahren 
implementieren, so muss in measuremodes.h das Verfahren benannt und in der Datei stati­
sticmeasure.cpp implementiert werden. Das Kapitel  4.2.2 stellt ein Beispiel eines Auswer­
tungsverfahrens bezüglich seiner Komplexität vor.
Abbildung 4.11: Klassendiagramm für die Klasse StatisticTools. Sie implementiert die beiden Interfaces Inspectable und Call­
backable. Mit dem Inspectable-Interface ist  StatisticTools  als Parameterschnittstelle für die PlotOptions  kompatibel (Methoden 
getInternalParams() und  getInternalParamNames(), Kapiel  3.2.3). Mit dem  Callbackable-Interface kann  StatisticTools von ange­
meldeten Objekten zurückgerufen werden. Dies entspricht dem Verhaltensmuster  Zuständigkeitskette. Das Ereignis ist ein 
neuer Zeitschritt, dieses Ereignis arbeitet nicht direkt der Agent (siehe auch Abbildung 4.10) ab, sondern erst die Klasse Stati­
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4.2.2 Beispiel eines Auswertungsverfahrens
Ein sehr wichtiger Aspekt bei statistischen Auswertungsverfahren bilden die benötigten 
Speicher- und Rechenanforderungen. Es gilt stets, diese Anforderungen so gering zu hal­
ten,  dass  für  z.B.  selbstorganisierende  Controller mehr  Berechnungszeit  zur  Verfügung 
steht. Das Kapitel stellt kurz den gleitenden Durchschnitt  als ein Auswertungsverfahren 
vor.
Sei x die zu beobachtende Variable. Dann ist der gleitende Durchschnitt mit einer Historie 








Gesucht ist der gleitende Durchschnitt zum Zeitpunkt t + 1 mit gegebenem xt + 1 auf Basis 








Die Berechnungskosten der Gleichung 4.2 sind konstant. Für alle Zeitschritte t < k kann fol­
gende Update-Regel verwendet werden:
21 Für den gleitenden Durchschnitt existieren auch andere Definitionen.
Abbildung 4.12: Objektdiagramm für die Arbeitsweise der Klasse StatisticTools. Der Agent (oder auch WiredController) hält 
zwei Listen, die inspectableList für die Klassen, die die PlotOptions-Schnittstelle unterstützen, die callbackableList für die Klas­
sen, die in jedem Zeitschritt einen Rückruf benötigen. StatisticTools meldet sich mit den Agent- bzw. WiredController-Metho­
den als Inspectable und Callbackable-Klasse beim Agent an. Jede StatisticMeasure wird mittels der measureList in StatisticTools 
referenziert. StatisticTools ruft in jedem Zeitschritt (durch doOnCallBack(), siehe Abbildung 4.9) die Methode step() aller mea­
sures in der measureList auf. Die Methoden getName() und getValue() werden für das von StatisticTools implementierte Inspec­






































Die Berechnungskosten sind wieder konstant. Jedoch benötigen beide Gleichungen eine 
Historie über  k Zeitschritte. Der Speicheraufwand ist somit linear bezüglich der Anzahl 
der Zeitschritte.
Das Kapitel 5.4.4 stellt ein weiteres Auswertungsverfahren vor, welches mit den Statistic­
Tools realisiert wurde.
4.3 Der HUDStatisticsManager
Eine weitere Möglichkeit, Parameter zu visualisieren, besteht durch das Head Up Display  
(HUD), d.h. die 2D-Bildschirmausgabe der lpzrobots-Simulationsumgebung. Der HUDSta­
tisticsManager (HUDSM) erlaubt das Anzeigen von statistischen Analysen auf dem HUD. 
Er benutzt für die Berechnungen eine Instanz der StatisticTools. Anstatt die erstellten Sta­
tistiken dem PlotOptions-System zu übergeben, werden sie auf dem  HUD angezeigt. Ein 
interessanter  Parameter  kann  beispielsweise  die  Robotergeschwindigkeit  sein.  Die 
Anzeige dieses Parameters auf dem HUD ermöglicht die direkte Beobachtung der Robo­
tergeschwindigkeit während der Simulation.
Die Initialisierung des HUDSM geschieht automatisch. Der Grund dafür ist, dass es global 
nur ein  HUD gibt  und daher der  HUDSM durch die Klasse  Simulation standardmäßig 
initialisiert ist. Man muss lediglich dem HUDSM eine Messung hinzufügen. Dies geschieht 
analog zu den StatisticTools. Mittels this->getHUDSM() kann auf den HUDSM zugegriffen 
werden, siehe Abbildung 4.13. Die Verwendung des HUDSM ist identisch zu den Statistic­
Tools.
4.3.1 Implementierung des HUDSM
Dem  HUDSM liegt das Strukturmuster  Dekorierer zugrunde, welches die vom  HUDSM 
benutzte  Klasse  StatisticTools um  spezifische  Eigenschaften  erweitert.  Das  betrifft  die 
Anzeige der Messergebnisse auf dem  HUD.  Der  HUDSM  implementiert wie die Klasse 
StatisticTools das Callbackable-Interface, um in jedem Zeitschritt zurückgerufen werden zu 
können, siehe Abbildung 4.14.
Abbildung 4.13: Listing für das Hinzufügen der Variable observedValue als Beobachtungswert zur HUDSM-Instanz. Es wird 
nur die Adresse der Variable übergeben, wodurch der  HUDSM immer auf den aktuellen Variablenwert zugreifen kann. 
Details zu der Methode addMeasure() sind in dem Kapitel 4.2 zu finden.
this->getHUDSM()->addMeasure(&observedValue,“measureName“,ID); 1
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In der Abbildung 4.15 ist das Objektdiagramm für den HUDSM dargestellt. Mit den zwei 
neuen Methoden  addPhysicsCallbackable  und  addGraphicsCallbackable registriert die Klasse 
Simulation eine erzeugte Instanz des HUDSM bei sich selbst. Das führt dazu, dass in jedem 
simStep (Zeitschritt in der  ODE) sowie in jedem graphicsStep  der  HUDSM zurückgerufen 
wird. Der HUDSM ruft darauf in jedem simStep eine Instanz von StatisticTools zurück (ver­
längerte Zuständigkeitskette) und aktualisiert in jedem graphicsStep (Zeitschritt in der OSG) 
alle in der windowStatisticList gespeicherten WindowStatistic-Instanzen. Die Klasse Window­
Statistic ist eine in den HUDSM eingebettete Klasse für das einfachere Auffinden und Ver­
walten der measures und der hUDTexts. Das Objekt hUDtext, vom Typ osgText, ist der Text, 
der letztendlich auf dem  HUD erscheint. Das bedeutet, dass der  hUDText  in jedem  gra­
phicsStep mit dem neuesten berechneten Wert der measure versehen werden muss.
Abbildung 4.14: Klassendiagramm für den HudStatisticsManager (HUDSM). Das in dem Kapitel 4.2.1 vorgestellte Callbacka­
ble-Interface ermöglicht dem HUSDSM, zu jedem Zeitschritt zurückgerufen zu werden (Details siehe Abbildung 4.15). Das 
dem HUDSM zugrunde liegende Entwurfsmuster ist das Strukturmuster Dekorierer, welches die Klasse StatisticTools um spe­
zifische Eigenschaften erweitert. Da der HUDSM ein Dekorierer für StatisticTools ist, implementiert er die gleichen Methoden. 











Die Kamerasteuerung ist ein wesentlicher Bestandteil einer 3D-Simulations-Software, inso­
fern man aktiv in das Geschehen eingreifen bzw. die Betrachtungsposition und den Blick­
winkel je nach Anforderung variieren möchte. Bei der einfachen Kamerasteuerung ist es 
möglich, mit der Maus die Kamera in dem virtuellen Raum der Simulation zu verschieben, 
um somit die Betrachtungsperspektive zu verändern.
In diesem Kapitel erfolgt zuerst eine Vorstellung der allgemeinen Kamerasteuerung in lpz­
robots. Es wird auf die Probleme eingegangen, die sich mit dieser Kamerasteuerung erge­
ben  und  welche  weiteren  Wünsche  für  eine  komfortable  Bedienung  gestellt  werden. 
Anschließend werden die einzelnen Lösungen sowie deren Arbeitsweise und Implemen­
tierung vorgestellt.
Abbildung 4.15: Objektdiagramm für den HUDSM. Die Klasse Simulation (genauer gesagt die Superklasse Base von Simula­
tion) legt vom HUDSM eine Instanz an und registriert diesen mittels addPhysicsCallbackable() und addGraphicsCallbackable() bei 
sich selbst als physicsCallbackable sowie graphicsCallbackable. Zu jedem simStep (Schritt in der ODE) und graphicsStep (Schritt in 
der  OSG) wird der  HUDSM zurückgerufen. Der  HUDSM hält eine Referenz auf ein  StatisticTools-Objekt und ruft dieses 
jeden  simStep auf. Jeden  graphicsStep werden alle  windowStatistic in der  windowStatisticList durchlaufen und der  hUDText  
aktualisiert. Die Klasse  WindowStatistic ist eine in den HUDSM eingebettete Klasse, die für das einfachere Auffinden und 













































Die Roboter sind aufgrund ihrer Bewegungsdynamik in der Lage, sich aus dem Sichtbe­
reich des Betrachters zu bewegen (frustum view), denn die ursprüngliche Kamera steht fest 
an einer Position und somit ist lediglich ein bestimmter Bereich der Roboterwelt zu sehen. 
Beispielsweise  ist  für  die  Beobachtung  eines  bestimmten  Roboters  innerhalb  der  Welt 
lediglich eine manuelle Verfolgung mit der Kamera mit der Maus möglich. Dabei ändert 
sich  die  Kameraposition  und  -blickrichtung.  Die  Mausinteraktionen  bewirken  jedoch 
innerhalb der Simulation ruckartige Bewegungen, damit sind Videoaufnahmen der Robo­
ter nur sehr schwer in guter Qualität22 realisierbar.
Ein weiteres Problem stellt das Auffinden eines bestimmten Roboters dar, denn einerseits 
kann die Roboterwelt sehr komplex sein und andererseits können die Roboter sehr große 
Ähnlichkeiten aufweisen. Damit sind sie schwer zu unterscheiden.
4.4.2 Lösungsansätze
Mit Hilfe des  smooth camera move-Verfahrens ist es möglich, eine gleichmäßige und flie­
ßende Änderung der Kameraposition und -blickrichtung durchzuführen. Damit werden 
ruckartige Bewegungen verhindert.
Weiterhin ist  das Zentrieren der Kamera auf einen bestimmten Roboter möglich.  Dazu 
wird jedem Roboter auf der Tastatur (F1 bis F12) eine Taste zugewiesen. Der Roboter kann 
nun direkt gewählt und die Kameraposition entsprechend auf ihn zentriert werden. Das 
aufwendige Suchen in der Roboterwelt  nach einem bestimmten Roboter entfällt  damit. 
Neben der Zentrierung der Kamera ist es auch möglich, die Kamera mittels der Taste end 
direkt hinter den ausgewählten Roboter zu setzen. Das wirkt sich vorteilhaft für das Fin­
den von Robotern, die sich hinter Gegenständen (obstacles) aufhalten und somit nicht zu 
sehen sind oder sich zu weit weg befinden, aus.
Für  die  Verfolgung  der  Roboter  innerhalb  der  Roboterwelt  stehen  vier  verschiedene 
Kameramodi zur Verfügung. Der manuelle (normale) Kameramodus ist voreingestellt. Er 
enthält neben dem smooth camera move-Verfahren keinerlei Automatismen. Die Verfolgung 
eines Roboters erfolgt mit Hilfe von manuellen Mausinteraktionen.
Bei dem follow mode verändert die Kamera ihre Position, die Blickrichtung bleibt konstant. 
Dazu zentriert die Kamera bei Aktivierung des follow mode den ausgewählten Roboter und 
folgt ihm mit konstantem Abstand. So kann verhindert werden, dass sich der Roboter aus 
22 Die qualitative Bewertung des Videos bezieht sich hier auf die Bewegung der Kamera und der daraus resultierenden 
Kamerabilder, jedoch nicht auf die Pixel- und allgemeine Grafikqualitität.
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dem Sichtfenster bewegt.  Da sich die Blickrichtung der Kamera nicht  ändert,  sieht  der 
Beobachter aufgrund der Bewegungsdynamik des Roboters immer eine andere Seite von 
ihm. Fährt die Kamera beispielsweise parallel zum Roboter, dann führt eine Drehung des 
Roboters dazu, dass die Betrachtungsrichtung auf den Roboter wechselt.
Ist der  TV mode eingestellt, so verändert die Kamera ihre Blickrichtung, die Kameraposi­
tion bleibt konstant. Die Kamera wird in jedem Zeitschritt auf den ausgewählten Roboter 
zentriert. Somit ist es dem Roboter nicht möglich, sich aus dem Sichtfenster zu bewegen. 
Ähnlich  dem  follow  mode sieht  der  Beobachter  aufgrund  der  Bewegungsdynamik  des 
Roboters immer eine andere Seite von ihm.
Bei  dem  race  mode wird  die  Kamera  hinter  den  Roboter  gesetzt.  Bewegt  sich  dieser 
anschließend, so folgt ihm die Kamera mit konstantem Abstand und Blick. Der Beobachter 
sieht somit den Roboter sowie den Sichtbereich des Roboters. Diese Kameraperspektive 
wird sehr oft in Rennsimulationen verwendet, damit der „virtuelle Fahrer“ sowohl das 
Auto als auch die Fahrbahn sieht.
In den Kapiteln  4.4.4 bis  4.4.6 wird die Arbeits-  und Verfahrensweise der vorgestellten 
Lösungsansätze erläutert.  Zuvor erfolgt jedoch eine Vorstellung der normalen Kamera­
steuerung und deren Manipulationsmöglichkeiten.
4.4.3 Die normale Kamerasteuerung
In diesem Kapitel erfolgt die normale Kamerasteuerung, wie sie durch den OSG standard­
mäßig zur Verfügung gestellt wird, im ersten Teil werden einige Grundlagen geklärt. Dies 
betrifft die Position und die Bezeichnung der Kamerakoordinaten und Kamerablickrich­
tung. In der Abbildung 4.16 ist eine Skizze eines kartesischen Koordinatensystems darge­
stellt, mit dem Roboter (Auto) und der Kamera (Auge). Die Kamerakoordinaten werden 
mit C t bezeichnet, die des Roboters mit Rt. Die Kamerablickrichtung wird mit V t, von view 
stammend, gekennzeichnet, die des Roboters mit V R
t . Die Blickrichtung ist ein Vektor und 
zu diesem existieren daraus berechenbare Blickrichtungswinkel. Alle Veränderungen im 
kartesischen Koordinatensystem geschehen auf einer Zeitachse, dabei gibt t den diskreten 
Zeitschritt vor.
Die  Kamera  lässt  sich  mittels  Mausaktionen  verändern.  Mit  Drücken  der  rechten 
Maustaste und anschließender Verschiebung der Maus lässt sich die Kameraposition in 
der x-y-Ebene verändern. Das Drücken beider Maustasten und einer Mausverschiebung 
resultiert in der Änderung der Kameraposition in z-Richtung. Drückt der Benutzer nur die 
linke Maustaste und bewegt anschließend die Maus, so ist der Blickrichtungswinkel  C 
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und C veränderbar. Der erste Blickrichtungswinkel ist der Drehwinkel in der x-y-Ebene, 
der zweite der Drehwinkel in der x-z-Ebene.
4.4.3.1 Grundlagen




t  ∧ V t=xV
t , yV
t , zV
t  ∣ C ,V∈ℝ3 (4.4)
Dabei ist C t die Kameraposition und V t die Kamerablickrichtung zum Zeitpunkt t. Verän­
derungen der Kamerblickrichtung kann man in der  OSG mit den Blickrichtungswinkeln 
angeben. Daher ist die Berechnung der Blickrichtungswinkel aus der Kamerablickrichtung 
wichtig.
Festgelegt  ist  die  Normierung  des  Blickrichtungsvektors  V t,  d.h.  ∣V t∣=1.  Es  bezeichne 
e x=1 , 0 ,0 den Einheitsvektor in x-Richtung,  e y=0 ,1 ,0 den Einheitsvektor in y-Rich­
tung und e z=0 , 0 ,1 den Einheitsvektor in z-Richtung. Der Winkel C ist der Drehwinkel 
der Kamera in der x-y-Ebene, C der Drehwinkel in der x-z-Ebene und C der Drehwinkel 
in der y-z-Ebene. Für die Berechnungen wird die Definition des Skalarproduktes
a⋅b≝∣a∣⋅∣b∣⋅cos∢a , b (4.5)
herangezogen,  womit  die  Winkel  zwischen  den  Vektoren  xV , yV , 0,  xV ,0 ,zV  sowie 
0 , yV , zV  und den Einheitsvektoren berechnet werden
23:
23 Dabei ist ∣e x∣=1. Für die beiden anderen Einheitsvektoren gilt dies analog.
Abbildung 4.16: Kartesisches Koordinatensystem, wie es in der OSG und ODE verwendet wird. Die x- und y-Achse liegen 
in der waagerechten Grundebene, die z-Achse zeigt zum Himmel. Jeder Gegenstand, ob Roboter (als Auto dargestellt) oder 
Kamera (als Auge dargestellt), besitzt dreidimensionale Koordinaten und eine Blickrichtung. Bei Gegenständen und Robo­
tern wird die Blickrichtung durch eine Rotation verändert.
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C= arccos xV , yV , 0⋅e x∣xV , yV ,0 ∣ 2{0 , , falls xV≥0falls xV0 ,
C= arccos xV ,0 , zV ⋅e z∣xV ,0 , zV∣ −2 sowie
C= arccos 0 , yV , zV ⋅e y∣0 , yV , zV ∣ 2 {0 , , falls yV≥0falls yV0 .
(4.6)
Die bedingten π-Anteile entstehen dadurch, dass die arccos-Funktion nur für 0 - 180° defi­
niert ist24.
Die Veränderung der Kameraposition zwischen zwei verschiedenen Zeittakten t—s und t 
sei wie folgt definiert:
C s=C t−C t− s (4.7)
4.4.4 Das smooth camera move-Verfahren
Mit dem Einsatz des  smooth camera move-Verfahrens ist die Glättung der Kameraposition 
sowie der Blickrichtungswinkel möglich. Für die Implementierung dieses Verfahrens sind 
zusätzliche Variablen eingeführt. Es wird zwischen der aktuellen Kameraposition (actual­
Position) Cact
t  und der gewünschten Kameraposition (desiredPosition) Cdes
t  unterschieden. Die 
Aktualisierungsregel für C act
t  lautet wie folgt:
C act
t = {⋅C actt−11−⋅Cdest falls ∣Cdest −C actt−1∣≥Cdest sonst (4.8)
Dabei ist  der Glättungsfaktor mit 0≤≤1. Je näher er an 1 liegt, desto glatter wirkt die 
Kamerabewegung,  allerdings  nimmt die  Aktualisierung eine größere Anzahl  von Zeit­
schritten in Anspruch. Ist =0, so findet keine Glättung statt und die aktuelle Position Cact
t  
wird in jedem Zeitschritt  t sofort  auf  die gewünschte Position  Cdes
t  gesetzt.   stellt  das 
Abbruchkriterium dar. Ist der Unterschied zwischen der gewünschten und der aktuellen 
Position so klein, dass der Benutzer den Abstand zwischen C act
t−1 und Cdes
t  in der Simulation 
nicht feststellen kann, so wird die Kameraposition nur direkt aktualisiert. Dabei muss   
geeignet empirisch gewählt sein. Die Änderung der Kamerablickrichtung V act
t  erfolgt äqui­
valent zu C act
t  nach der Gleichung 4.8, es ist Cdes
t  durch V des
t  zu ersetzen.
Ein Eindruck der Arbeitsweise der Aktualisierungsregel lässt sich mit einer Anwendung 
zur Glättung geben, siehe Abbildung 4.17. Ein Java-Programm zeichnete die gleichmäßige 
24 In vielen Programmiersprachen ist die arccos2-Funktion für 0-360° definiert, womit sich obige Gleichung vereinfacht.
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Bewegung der Maus für die x-Richtung auf. Dabei war eine Strecke von 600 Bildpunkten 
(Pixel) auf dem Bildschirm zurückzulegen und die Mausbewegung möglichst gleichmäßig 
durchzuführen. Aufgezeigt ist der zurückgelegte Weg in  Pixel sowie die daraus resultie­
rende Mausgeschwindigkeit  Pixel pro Zeittakt. Die zwei roten Linien zeigen das normale 
Verhalten ohne Glättung auf, bzw. mit einem Glättungsfaktor =0. Erkennbar ist, dass die 
Maus den Weg von 600 Pixeln bereits nach 150 Zeittakten zurückgelegt hat. Die blauen 
und grünen Linien zeigen die geglätteten Werte mit  einem Glättungsfaktor von  =0,9 
(blaue Linien) bzw. =0,95 (grüne Linien). Sie benötigen längere Zeit (blaue Linie: ca. 200 
Zeittakte, grüne Linie: ca. 250 Zeittakte) für das Erreichen der gewünschten Endposition 
der Maus. Je höher der Glättungsfaktor ist, desto glatter verläuft die Bewegung. Das ist am 
Besten an der Mausgeschwindigkeit (rechtes Diagramm der Abbildung 4.17) sichtbar. Sie 
bleibt bei hohem Glättungsfaktor über viele Zeittakte hinweg konstant.
In den folgenden Kapiteln wird nur eine Änderung der gewünschten Kameraposition Cdes
t  
und  der  Kamerablickrichtung  durchgeführt,   nicht  der  aktuellen  Kameraposition  C act
t−1 
sowie der Kamerablickrichtung. Dadurch bleibt das  smooth camera move-Verfahren jeder­
zeit  aktiviert.  Beispielsweise  werden durch Drücken der  Leertaste die  homePosition und 
homeView als die gewünschte Kameraposition sowie -blickrichtung benutzt. Somit gleitet 
die Kamera zu der gewünschten Stelle.
4.4.5 Die erweiterte Kamerasteuerung
Im Kapitel 4.4.3 wurde die normale Kamerasteuerung vorgestellt, die die Robotersimula­






























































Abbildung 4.17: Zurückgelegter Weg der Maus (links) und die daraus resultierende Mausgeschwindigkeit (rechts). Die rote 
Linie zeigt den Weg bzw. die Geschwindigkeit ohne Glättung, die blaue und grüne Kurve mit Glättung. Zu erkennen ist, 
dass mit größerer Glättung einerseits die Kamera mehr Zeittakte für die endgültige Position benötigt als auch sie eine über 
viele Zeittakte hinweg konstante Geschwindigkeit aufweist.
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4.4.5.1 Roboterauswahl
Die Roboter  der  aktiven Simulation sind in  lpzrobots in  einer  Liste  referenziert.  Jedem 
Roboter der Liste wird durch die Kamerasteuerung eine Taste (F1 bis  F12) zugeordnet. 
Sind mehr als 12 Roboter in der Simulation vorhanden, so können nur die ersten 12 Robo­
ter direkt ausgewählt werden.
Betätigt man beispielsweise die Taste F1, so ist der erste Roboter ausgewählt. Er ist nun im 
aktuellen Kamerafokus. Es erfolgt eine Zentrierung der Kamera auf diesen Roboter, d.h. 
die Kamerablickrichtung ändert sich (Kapitel 4.4.5.2).
4.4.5.2 Zentrierung auf den Roboter
Bei der Zentrierung der Kamera auf den Roboter ändert sich die Kamerablickrichtung. 
Dafür ist die Roboter- sowie Kameraposition zum aktuellen Zeitpunkt t heranzuziehen25. 
Um die neue Kamerablickrichtung  V t zu erhalten,  muss der Differenzvektor  zwischen 





Aus der mit der Gleichung 4.9 berechneten Kamerblickrichtung lassen sich die Blickrich­
tungswinkel C
t  und C
t  mit der Gleichung 4.6 bestimmen.
4.4.5.3 Kamera in Roboterblickrichtung (Perspektive)
Drückt der Benutzer die Taste end, so fährt die Kamera hinter den ausgewählten Roboter 
und zentriert den Blick auf ihn. Es werden also sowohl die Kameraposition C t als auch die 
Kamerablickrichtung V t verändert. Für die Bestimmung der neuen Kameraposition ist die 
Roboterposition Rt sowie die Roboterblickrichtung V R
t  zum aktuellen Zeitpunkt t notwen­
dig. Soll die Kamera in einer Distanz d hinter dem Roboter stehen, so kann die Kamerapo­
sition mit der Gleichung
C t=Rt−d⋅V R
t (4.10)
bestimmt werden.  Dabei wird vorrausgesetzt,  dass  die Roboterblickrichtung  V R
t  bereits 
normiert  ist,  d.h.  ∣V Rt∣=1.  Die Gleichung  4.10 ermittelt  die neue Kameraposition derart, 
dass von der aktuellen Roboterposition  Rt entgegengesetzt der Roboterblickrichtung  V R
t  
25 Wie bereits angemerkt, bezieht sich hier die aktuelle Kameraposition auf die gewünschte Kameraposition (Kapitel 4.4.4).
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die Entfernung d abgetragen wird. Anschließend kommt es zur Zentrierung der Kamera­
blickrichtung V t entsprechend der Gleichung 4.9.
Werden die Änderungen auf die gewünschte Kameraposition desiredPosition sowie Kame­
rablickrichtung desiredView angewandt, so fährt die Kamera auf diese Position hinter den 
Roboter.
Die Distanz d, zwischen Kamera und Roboter, ist beim Betätigen der Taste end kein festge­
legter Parameter, bei  lpzrobots ist  d=5m. Im race mode kann d dagegen variieren (Kapitel 
4.4.6.3).
4.4.6 Die automatisierten Kameramodi
Zusätzlich zu den in dem Kapitel 4.4.5 erweiterten Kamerasteuerungsmöglichkeiten wur­
den in  lpzrobots implementierte Mechanismen zur Verfügung gestellt, die eine automati­
sche Kameraführung ermöglichen. Dazu zählen der  follow mode,  der  TV mode sowie der 
race mode. Alle drei Kameramodi zeichnen sich dadurch aus, dass sie den zu beobachten­
den Roboter immer im Blick haben. Zusätzlich kann bei diesen Kameramodi weiterhin ein 
interaktiver Eingriff durch den Benutzer stattfinden, womit entsprechende Parameter des 
gerade aktiven Kameramodus verändert werden können.
Der normale – nicht automatisierte – Kameramodus ist standardmäßig aktiviert. Hat der 
Benutzer einen anderen Kameramodus mit den Tasten 2, 3 oder 4 eingestellt und möchte 
den normalen Kameramodus wieder aktivieren, so ist dies durch Betätigen der Taste  1 
möglich.
4.4.6.1 Der follow mode
Der follow mode sorgt dafür, dass die Kamera dem Roboter immer folgt. Positionsänderun­
gen des Roboters werden auf die Kameraposition übertragen. Die Kamerablickrichtung 
bleibt konstant. Bei der Aktivierung des follow mode (durch Betätigung der Taste 2) findet 
eine Zentrierung der Kamerablickrichtung V t auf die Roboterposition Rt gemäß der Glei­
chung 4.9 statt. Anschließend wird in jedem nachfolgendem Zeitschritt t die nachstehende 
Update-Regel für die Kameraposition C t ausgeführt:
C t=C t−1Rt−Rt−1 (4.11)
Zu der ursprünglichen Kameraposition C t−1 wird somit der Differenzvektor zwischen der 
aktuellen Roboterposition Rt und der ursprünglichen Roboterposition Rt−1 addiert, d.h. die 
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durch den Roboter zurückgelegte Wegdifferenz wird zur Kameraposition  C t−1 hinzuge­
fügt.
Ist der follow mode aktiv und der Benutzer verändert die Kameraposition sowie -blickrich­
tung,  so führt  die  mit  der  Gleichung  4.11 definierte  Update-Regel  der Kameraposition 
dazu, dass diese auf die durch den Benutzer geänderte Kameraposition wirkt. Mit anderen 
Worten, wirken sich die Benutzeraktionen sowie die Update-Regel des follow mode additiv 
aus, unterliegen also dem Superpositionsprinzip. Dadurch ist es dem Benutzer möglich, 
den  Roboter  von  verschiedenen  Perspektiven  zu  betrachten,  jedoch  folgt  die  Kamera 
immer dem Roboter.
4.4.6.2 Der TV mode
Der TV mode lässt die Kamera an einem Ort feststehen und zentriert lediglich die Kamera­
blickrichtung auf den Roboter.  Dabei wird in jedem Zeitschritt  t die Gleichung  4.9 als 
Update-Regel für die Kamerablickrichtung V t ausgeführt. Bei aktiviertem TV mode (Betäti­
gung der Taste 3) kann der Benutzer nur die Kameraposition C t mit den in dem Kapitel  
beschriebenen  Möglichkeiten  verändern.  Die  Änderung  der  Kamerablickrichtung  V t 
erfolgt nur durch die Update-Regel (Gleichung 4.9). Kommt es zu einer Verschiebung der 
Kameraposition, so wird in jedem Zeitschritt  t die Kamera auf den Roboter zentriert. In 
Kombination mit dem smooth camera move-Verfahren sind damit sehr elegante Kamerafahr­
ten durch die interaktive Steuerung möglich.
4.4.6.3 Der race mode
Der race mode sorgt dafür (Aktivierung durch Betätigen der Taste 4), dass sich die Kamera 
stets hinter dem Roboter in einem fest definierten Abstand befindet. In jedem Zeitschritt t 
wird dann die Gleichung 4.10 als Update-Regel für die Kameraposition C t ausgeführt. Die 
Aktualisierung der Kamerablickrichtung V t erfolgt mit der Gleichung 4.9. Somit bleibt die 
Kamera stets hinter dem Roboter und der Benutzer kann sowohl den Roboter als auch die 
vor dem Roboter liegende Landschaft  betrachten. Dieser Kameramodus wird im Allge­
meinen in Rennsimulationen verwendet.
Ist der  race mode aktiv, so kann der Benutzer die Kameraposition  C t nur  in begrenztem 
Maß verändern. Einerseits lässt sich die Höhe der Kamera durch Drücken beider Maustas­
ten  und  anschließender  Mausverschiebung  zum  Boden  einstellen,  d.h.  zC
t  erfährt  eine 
Änderung. Andererseits kann der Abstand  d der Kamera zum Roboter mit der rechten 
Maustaste verändert werden.  Im Gegensatz zum follow mode wirken sich beim race  mode  
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nicht alle Benutzeraktionen additiv aus. Die Änderung der Kamerablickrichtung V t erfolgt 
nur durch die Update-Regel der Gleichung 4.9.
4.4.7 Implementierung der Kamerasteuerung und -modi
In diesem Kapitel werden für die in den Kapiteln 4.5.3 bis 4.5.6 beschriebenen Kamera­
manpilutationsverfahren  einige  grundlegende  Implementierungsdetails  aufgezeigt,  die 
auf der Ebene des Softwaredesigns zu finden sind. Es wird geklärt, welches Entwurfsmus­
ter bei der Implementierung Anwendung findet und welche weiteren Besonderheiten zu 
beachten sind.
Für die Implementierung der Kamerasteuerung und -modi ist die Einbeziehung der aktu­
ellen Architektur von lpzrobots und der OSG wichtig. Die Klasse Simulation hält eine Objek­
treferenz  auf  eine  Instanz  des  osgProducer::Viewer.  Dieser  verwaltet  das  Graphikfenster 
(HUD) sowie die Key- und Mausaktionen und leitet diese an die gewünschten Komponen­
ten weiter. Mit dem keyManipulator wird z.B. der Kameramodus geändert, mit dem mouse­
Manipulator erfolgt eine aktive Verschiebung der Kamera vom Benutzer. Die Klasse Simu­
lation meldet in der Initialisierungsphase alle benötigten CameraManipulatoren, welche von 
der  Klasse  OSG::MatrixManipulator  abgeleitet  sind,  beim  Viewer an.  Der  Viewer ruft  in 
jedem  drawStep die Methode  handle() des aktiven (ausgewählten)  CameraManipulator auf. 
Das Objektdiagramm in der Abbildung 4.18 stellt die wichtigsten Beziehungen nochmals 
dar.
Bei  Verwendung  mehrerer  Kameramodi  sind  für  diese  in  der  Klasse  Simulation  eine 
Instanz zu erstellen und an dem Viewer anzumelden. Die OSG bietet bereits verschiedene 
Kamerasteuerungsmodi an, z.B. den  DriveManipulator,  FlightManipulator oder  UFOMani­
pulator.  Diese sind jedoch nicht für das Einsatzgebiet der Beobachtung und Verfolgung 
autonomer Roboter geeignet.
Für die Wahl des richtigen Entwurfsmusters kommen zwei geeignete Entwurfsmuster in 
Frage, der  Dekorierer und die  Schablonenmethode. Beide Entwurfsmuster würden die Auf­
gabe gut erledigen. Die Wahl fiel auf die Schablonenmethode. Mit ihr kann ein Algorithmus 
abstrakt und schrittweise definiert werden, wobei mit jedem Schritt eine abstrakte oder 
primtive Operation aufgerufen wird.  Erst  entsprechende Unterklassen füllen durch die 
Implementierung der abstrakten Operationen den Algorithmus aus.
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Folgende drei  Algorithmen unterscheiden sich bei  den unterschiedlichen Kameramodi. 
Der erste betrifft  die Ausrichtung der Kamera auf den Roboter,  die Methode  calcMove­
mentByAgent(). Bei dem Standardkameramodus bewirkt der Algorithmus nichts, d.h. die 
Implementation ist leer. Bei aktivem follow mode wird nur die Kameraposition verändert, 
wogegen der Algorithmus bei aktivem TV mode die Kameraposition verändert. Ist der race  
mode aktiv, so müssen sowohl die Kameraposition als auch die Kamerablickwinkel verän­
dert werden.
Wird ein  neuer  Roboter  über  die  Tastatur  ausgewählt,  so  beschreiben  der  zweite  und 
dritte Algorithmus das Verhalten der Kamera. Beim  follow – sowie  race mode  findet eine 
Abbildung  4.18: Objektdiagramm, welches die Beziehungen zwischen den Objekten der  OSG und lpzrobots bezüglich der 
Kameramodi darstellt.  Eine Instanz der lpzrobots-Klasse hält eine Referenz auf den Viewer, welcher für die Darstellung des 
2D-Bildes zuständig ist. Das Objekt Simulation meldet beim Viewer eine oder mehrere Instanzen des CameraManipulators an 
(Methode nicht in der Abbildung aufgeführt). In Verbindung mit dem keyManipulator sorgt der Viewer für die korrekte Akti­
vierung des entsprechenden CameraManipulators. Der Viewer informiert den CameraManipulator mit der Methode handle() bei 











Abbildung 4.19: Klassendiagramm für die Kamerasteuerung. Die Superklasse ist der CameraManipulator, die den normalen 
Kameramodus und alle Methoden implementiert, die für alle Kameramodi identisch sind, z.B. die von der Klasse MatrixMa­
nipulator geerbte Methode handle(). Dazu zählt auch das smooth camera move-Verfahren. Die drei Klassen CameraManipulator­
Follow, CameraManipulatorTV und CameraManipulatorRace sind von der Superklasse abgeleitet und implementieren die ange­
gebenen Methoden, die der CameraManipulator nur als Schablone, d.h. ohne Implementierung, liefert. Die Methode calcMove­
mentByAgent() berechnet die Änderung der Kameraposition sowie -blickrichtung, die durch die Bewegung des Agents (Robo­
ters) auftritt. Die beiden Methoden setHomeEyeByeAgent() sowie setHomeViewByAgent() verändern die Kameraposition (eye) 
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Zentrierung auf den Roboter statt (Methode setHomeViewByAgent()). Bei aktivem race mode 
muss zusätzlich die Kameraposition hinter den Roboter gesetzt werden (Methode  setHo­
meEyeByAgent()). Beim  TV mode sowie dem normalen Kameramodus bleiben die Imple­
mentierung der Methoden setHomeEyeByAgent() und setHomeViewByAgent() leer.
Der normale Kameramodus fungiert für die drei Algorithmen als Schablone26. Die Klasse 
CameraManipulator implementiert sie nur leer. Von der Klasse CameraManipulator sind die 
drei Klassen  CameraManipulatorFollow,  CamerManipulatorTV sowie  CameraManipulatorRace 
abgeleitet. Ein Klassendiagramm ist in der Abbildung 4.19 zu sehen. In jeder Unterklasse 
können  die  drei  Methoden  calcMovementByAgent(),  setHomeEyeByAgent sowie  setHome­
ViewByAgent() individuell implementiert werden.
4.5 Der AbstractMultiController
In vielen Simulationen werden die Roboter lediglich durch je einen  Controller gesteuert. 
Die Schwierigkeit besteht darin, dass ein  Controller das komplexe Verhaltensmuster für 
den Roboter erzeugen muss. Mit dem AbstractMultiController (AMC) lässt sich ein Roboter 
durch mehrere Controller gleichzeitig steuern. Dabei könnte z.B. jeder Controller Teilaufga­
ben  übernehmen  bzw.  bestimmte  Spezialgebiete  des  Roboterverhaltens  abdecken.  Der 
AMC kann als eine neue Entscheidungsebene (Gating) fungieren. Das  Gating könnte sich 
nach den von den Controllern generierten Zeitschleifenfehler richten und immer den Con­
troller mit dem geringsten Zeitschleifenfehler entscheiden lassen. Aber auch andere hierar­
chische Systeme sind möglich.
Es gibt noch keine direkte Implementation eines MultiControllers mit Gating-Mechanismen, 
mit dem mehrere  Controller gleichzeitig einen Roboter steuern, weil der  AMC  als Basis­
klasse für den OneActiveMultiPassiveController entwickelt wurde (Kapitel 4.6). Dieser lässt 
nur einen Controller den Roboter steuern, alle weiteren Controller sind passiv. Sie empfan­
gen zwar die Sensorwerte,  können jedoch ihre generierten Motorwerte an den Roboter 
übertragen.
4.5.1 Implementierung des AbstractMultiControllers
Der  AMC erbt  von dem neuen  AbstractControllerAdapter  (ACA),  welcher  wiederum ein 
AbstractController ist, (Abbildung 4.20). Der ACA wurde nach dem Strukturmuster Dekorie­
rer entworfen und ermöglicht die Manipulation des Datenaustauschs zwischen dem Agent 
26 Auf die zusätzliche Implementierung einer abstrakten Schnittstelle wurde verzichtet. Sie wäre aber sinnvoll, wenn noch 
viele weitere Kameramodi implementiert werden sollen.
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und dem AbstractController. Beispielsweise können mit einem solchen Adapter die Sensor­
werte diskretisiert werden, bevor sie zum Controller geschickt werden27.
Im abgeleiteten AMC ist zusätzlich zum im ACA definierten mainController eine controller­
List gehalten, die alle weiteren, optionalen  AbstractController hält, siehe Abbildung  4.21. 
Eine controllerNameList speichert alle Namen der AbstractController, sodass eine Identifika­
tion dieser in dem PlotOptions-System möglich ist. Der  AMC sorgt dafür, dass der  Agent 
(oder auch  WiredController) alle Parameternamen (getInternalParamNames()) und Parame­
terwerte (getInternalParams()) von allen bei ihm angemeldeten  AbstractControllern zusam­
men als Parameternamen und -werte des AMC bekommt. Für den Agent ist es also nicht 
ersichtlich, ob der  AMC nur ein Controller  oder ein Kompositum aus mehreren Controllern  
ist.
Das dem AMC zugrunde liegende Strukturmuster ist das Kompositionsmuster, mit dem sich 
solche zusammengesetzten und hierarchischen Strukturen bilden lassen.  Mit der  AMC-
Methode  addPassiveController() lässt  sich  ein  weiteren  Controller hinzufügen.  Dieser  ist 
jedoch im AMC passiv, d.h. er besitzt im Gegensatz zum mainController keinen Einfluss auf 
die  Generierung  der  Motorwerte.  Die  vom  AMC abgeleiteten  MultiController können 
jedoch für die aktive Teilnahme der passiven  Controller bei der Generierung der Motor­
werte sorgen.
27 Der DiscreteControllerAdapter (ein Dekorierer), der diese Aufgabe erfüllt, wurde in dieser Arbeit nicht verwendet und wird 
daher nicht explizit vorgestellt. Er kann die Sensor- sowie Motorwerte nach Wahl diskretisieren. Damit lassen sich bei­
spielsweise reale Roboter wie der Khepera I nachbilden, dessen Motor- und Sensorwerte nur jeweils 255 Intervalle (bins) 
besitzen. Details zu den Khepera-Robotern sind unter [KTE06] zu finden.
Abbildung 4.20: Klassendiagramm für den AMC. Er ist ein ACA, welcher wiederum ein AbstractController ist und das Inter­
face  Inspectable implementiert. Für das  Configurable-Interface ist keine Methode zu implementieren. Das Interface  Storable  
wird vom AMC derzeit leer implementiert. Die Arbeitsweise des ACA ist in der Abbildung 4.21 aufgezeigt. Der AMC imple­
mentiert die vom AbstractController vorgegebenen Methoden und sorgt für die Weiterleitung an alle bei ihm angemeldeten 
Controller. Die Methode addPassiveController() fügt dem AMC einen weiteren Controller hinzu, der allerdings im AMC passiv 
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4.6 Der OneActiveMultiPassiveController
Eines der Hauptziele dieser Arbeit ist es, herauszufinden, ob eine neue Art der Selbstorga­
nisation durch informationstheoretische Maße (Kapitel 5) sinnvoll ist. Im Hinblick darauf 
ist die Beobachtung des Verhaltens der Sensor- und Motorwerte des Roboters und seines 
selbstorganiserenden Controllers für die Ermittlung von informationstheoretischen Maßen 
notwendig. Mit dem  OneActiveMultiPassiveController (OAMPC) ist es möglich, zu einem 
aktiven Controller, der den Roboter steuert, mehrere passive  Controller  hinzuzufügen, die 
das Verhalten des Roboters und seines Controllers beobachten können. Der für das in dem 
Kapitel 5 vorgestellte Experiment entwickelte MutualInformationController nutzt dafür den 
OAMPC und ist somit in der Lage, parallel zum eigentlichen Controller mitlaufen zu kön­
nen. Zukünftige, weitere MultiController würden es ermöglichen, dass auch mehrere Con­
troller Einfluss auf die Generierung der Motorwerte für den Roboter haben.
4.6.1 Implementierung des OneActiveMultiPassiveController
Der OAMPC ist eine abgeleitete Klasse des AMC, siehe Abbildung 4.22. Zusätzlich zu dem 
AMC implementiert er u.a. die Methoden step() und init() neu, um dafür zu sorgen, dass 
die passiven  Controller ihre generierten Motorwerte nur auf die virtuellen  passiveMotors  
anwenden. Lediglich der mainController darf die Motorwerte für den Roboter generieren. 
Auf ein Objektdiagramm wurde verzichtet,  denn die Objektreferenzen sind,  abgesehen 
von den passiveMotors, identisch sind zu dem AMC, siehe Abbildung 4.21.
Abbildung 4.21: Objektdiagramm für den AMC. Der Agent (oder auch WiredController) hält eine Referenz auf den AMC als 
myController, welcher einen mainController besitzt und weitere optionale Controller, die in der controllerList gehalten werden. 
Zusätzlich besitzt der  AMC eine controllerNameList, in der die Namen der angemeldeten  Controller gespeichert sind. Diese 
Namen sind z.B. für die Erkennung der Parameter in den PlotOptions wichtig. Der angedeutet dargestellte ACA besitzt eine 
Referenz auf einen  AbstractController, den er als  Dekorierer verwaltet. Mit einem  ACA ist es möglich, den Datenaustausch 
zwischen dem Agent und dem AbstractController zu manipulieren. Beispielsweise ist mit einem solchen Adapter die Diskreti­
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Abbildung 4.22: Klassendiagramm für den OAMPC. Er implementiert die Methoden step() und init() und sorgt dafür, dass 
alle passiven angemeldeten Controller statt den richtigen Motoren die Werte der virtuellen passiveMotors verändern. Nur der 













5 Informationstheoretische Maße und das 
Verhalten autonomer Roboter
Die Verwendung komplexer Systeme ist durch ihre vielseitige Struktur und Funktionalität 
für selbstorganisierende Controller geeignet. Die Auswahl passender Maße für die Bewer­
tung von bestimmten Eigenschaften solcher Systeme ist eines der Hauptziele der Komple­
xitätstheorie. Von besonderem Interesse sind Maße, die etwas über die „wirkliche“ Kom­
plexität aussagen können. Sie fallen sowohl in sehr geordneten als auch zufälligen Syste­
men sehr klein aus. Eine gute Einführung ist in [GRA86], [CRU89] und [BIA01] zu finden.
Eine wichtige Anwendung von Komplexitätsmaßen ist die Zeitreihenanalyse. Die prädik­
tive Information [BIA01] hat sich als ein sehr nützliches Maß bewährt, da es das Maß der 
Komplexität in Zeitreihen nur auf die dynamischen Aspekte bezieht. Dieses Konzept ist 
für die Anwendung auf Zeitreihen der Sensorwerte von autonomen Robotern sehr inter­
essant.  Im Gegensatz  zu  den klassischen  Zeitreihenanalysen  generiert  der  Roboter  die 
Zeitreihen  hierbei  durch  sein  Verhalten.  Dieses  kann  somit  auf  die  Komplexität  der 
Zeitreihen bezogen werden. Dadurch ist es möglich, die Komplexitätstheorie für die Klas­
sifizierung des Verhaltens von Robotern, die mit der Umgebung interagieren, heranzuzie­
hen. Hat sich ein Komplexitätsmaß bewährt,  so kann es als eine objektive Bewertungs­
funktion für die Selbstorganisation des Verhaltens von Robotern Anwendung finden.
Die wichtigste Frage für das Experiment ist die Wahl des Komplexitätsmaßes. Bei dieser 
Arbeit und in [AY07] steht die prädiktive Information im Mittelpunkt, da diese die Vielfalt 
des Roboterverhaltens mit der Vorhersagbarkeit  der zukünftigen Sensorwerte,  gegeben 
durch ihre Vergangenheit, kombiniert. Die prädiktive Information ist ein sehr allgemeines 
und tiefreichendes  Komplexitätsmaß.  Einige  andere  Ansätze,  Komplexitätsmaße  in  der 
Robotik zu benutzen, beruhen auf einer Menge von univariaten sowie multivariaten statis­
tischen Maßen, die für die Bewertung der Informationsstruktur in Sensor- und Motorkanä­
len herangezogen werden, nachzulesen in [LUN05]. In [PRO07] wurde die Frage gestellt, 
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ob z.B. die Anpassung von selbstorganisierenden Systemen an ihre Umgebung eine Steige­
rung der Komplexität hervorruft.
In [AY07] und in dieser Arbeit wird als informationstheoretisches Maß die Mutual Informa­
tion (MI) zwischen zwei direkt aufeinanderfolgenden Zeitschritten herangezogen. Diese ist 
identisch zur prädiktiven Information, falls die Markov-Eigenschaft zutrifft, nachzulesen 
in  [AY07].  Vorabexperimente  haben  gezeigt,  dass  die  MI ausgezeichnete  Bereiche  mit 
einem Maximum aufweist. Es stellt sich die Frage, ob die MI etwas über das Verhalten des 
Roboters aussagen kann. Die Definition der  MI ist in dem Kapitel  5.1 erläutert. Für die 
praktische Anwendung der MI ist jedoch zunächst die Kenntnis über den in diesem Expe­
riment  verwendeten  Roboter  und  Controller sowie  das  Experiment  selbst  erforderlich. 
Daher erfolgt in dem Kapitel 5.2 die Vorstellung des Roboters und des Controller-Paradig­
mas,  einschließlich  der  sensomotorischen  Schleife.  Das  Kapitel  5.3 erläutert  wichtige 
Details zu dem Experiment.
Anschließend wird in dem Kapitel 5.4 geklärt, wie die MI bezogen auf dieses Experiment 
bestimmt werden kann. Dabei spielen die folgenden Punkte eine wichtige Rolle. Erstens ist 
die Frage geklärt, wie sich der Sensorwertraum geeignet diskretisieren lässt. Eine daraus 
resultierende diskretisierte Sensorwertmenge bildet die Grundlage für die Zufallsgrößen 
der  MI. Zweitens erfolgt in dem Kapitel  5.4.1 die Bestimmung der Berechnungsmethode 
für die MI mittels absoluten Häufigkeiten, da in diesem Experiment nicht die Wahrschein­
lichkeiten vorliegen. Es ist weiterhin in diesem Kapitel aufgezeigt, wie die absoluten Häu­
figkeiten geeignet in einer Datenstruktur gehalten werden können.
Ein wichtiger Teil dieser Arbeit besteht aus der Herleitung einer optimierten Berechnungs­
methode der MI. So ist in dem Kapitel 5.4.2 aufgezeigt, dass sich für die Berechnung der 
MI für Zeitreihenanalysen eine Update-Regel verwenden lässt, die nur lineare anstatt qua­
dratische Berechnungskosten benötigt. Die Berechnungskosten hängen von dem gewähl­
ten Diskretisierungsgrad ab. Die weitere Optimierung ist in dem Kapitel 5.4.3 aufgezeigt. 
Aus der Herleitung folgt eine Update-Regel, die nur konstante Berechnungskosten für die 
Bestimmung der MI benötigt. Sie ist somit nicht vom Diskretisierungsgrad abhängig.
Um die Bestimmung der  MI mit Hilfe eines Automatisierungsprozesses zu ermöglichen, 
sind  Überlegungen  hinsichtlich  des  Konvergenzverhaltens  der  MI notwendig.  In  dem 
Kapitel 5.4.4 sind zwei Konvergenzkriterien angegeben, die zusammen eine Aussage dar­
über treffen können, ob die Werte der MIs bereits eine ausreichende Konvergenz zeigen.
In dem Kapitel  5.5 erfolgt  dann die Präsentation und Auswertung der  Ergebnisse  des 
Roboter-Experiments sowie ein Ausblick auf weitere, an das Experiment anschließende, 
Forschungsthemen.
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5.1 Informationstheoretische Grundlagen
5.1.1 Die Entropie
Die Informationstheorie geht auf  Claude E. Shannon zurück  [SHA48] und entstammt aus 
dem Bereich der Wahrscheinlichkeitstheorie und Statistik.  Mit der  Shannonschen Theorie 




px ⋅log p x (5.1)
H(X) wird auch die Quellentropie genannt. Sie ist um so höher, je gleichmäßiger die Wahr­


















Dabei ist ∣X∣ die Kardinalität der diskreten Zufallsgröße X. Die Entropie gibt die Unsicher­
heit der Zufallsgröße X an. Je höher die Entropie, desto unsicherer ist die Erwartung, dass 
ein  bestimmtes  x∈X auftritt.  Geringe  Entropie  dagegen  führt  zu  einer  recht  sicheren 
Erwartung des  Auftretens  eines  bestimmten  x∈X.  Ist  beispielsweise  im Extremfall  die 
Entropie einer Zufallsgröße X null, d.h.
pX=x=1 ⇒ H X=0 , (5.3)
so liegt keine Unsicherheit bezüglich der Zufallsgröße X vor. Das ist ersichtlich, da nur ein 
ganz bestimmtes  x∈X auftreten kann und die Wahrscheinlichkeit für alle anderen Ele­
mente null ist.
Für  die  Bildung der  MI wird  von der  mit  der  Gleichung  5.1 definierten  Entropie  die 
bedingte Entropie (Äquovikation)  H(Y|X) abgezogen. Die  bedingte Entropie ist wie folgt 
definiert:
H Y∣X = ∑
x∈X















p x , y log p y∣x
(5.4)
28 Wenn nicht explizit anders angegeben, ist in der Gleichung 5.1 und in allen folgenden Fällen mit log der Logarithmus 
zur Basis 2 gemeint.
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Die zweite Zeile der Gleichung 5.4 folgt aus der ersten Zeile durch Benutzung der Glei­
chung  5.1,  die  Zeile  4  der  Gleichung  5.4 folgt  aus  der  Verbundwahrscheinlichkeit 
px , y=p y∣x p x.  Anders ausgedrückt,  entspricht die bedingte Entropie der Entropie 
der Zufallsgröße  Y  bei gegebener Zufallsgröße  X.  Sie gibt die Unsicherheit der Zufalls­
größe Y an, die verbleibt, wenn die Verteilung von X bekannt ist.
Die bedingte Entropie ist umso höher, je weniger die Zufallsgröße X etwas über Y aussagt, 
womit anders gesagt, die Erwartungshaltung Y betreffend umso unsicherer ist, je weniger 
die Wahrscheinlichkeitsverteilung von  Y aus  X vorhergesagt werden kann. Dagegen ist 
die bedingte Entropie umso kleiner, je größer eine funktionale Abhängigkeit zwischen X 
und  Y besteht, d.h.  Y= f X . Somit ist die Unsicherheit von  Y sehr klein, da die Wahr­
scheinlichkeitsverteilung  von  Y  direkt  von  der  Wahrscheinlichkeitsverteilung  von  X 
abhängt.  Die  Wahrscheinlichkeitsverteilung von  X bestimmt also  sehr stark die Wahr­
scheinlichkeitsverteilung von Y.
5.1.2 Die Mutual Information
Die Mutual Information (MI) – auch Transinformation genannt – gibt die Stärke des statisti­
schen Zusammenhangs zweier Zufallsgrößen  X und  Y an. Sie wird auch als  gegenseitige  
Information bezeichnet und kann als ein Spezialfall der prädiktiven Information angesehen 
werden, mit der Annahme, dass ein Markov-Prozess zugrunde liegt.
Definiert werden kann die MI als Differenz der Entropie H(X) und der bedingten Entropie 
H(X|Y):
MI X ,Y=H X – H X∣Y =H Y  – H Y∣X  (5.5)
Die  MI ist genau dann sehr klein, wenn entweder die Entropie der Zufallsgröße  Y sehr 
klein oder die bedingte Entropie  H(Y|X) fast so groß wie die Entropie  H(Y) ist. Ersteres 
tritt bei sehr geringen Unsicherheiten der Zufallsgröße Y ein. Letzteres, wenn die Erwar­
tung über die Wahrscheinlichkeitsverteilung von Y nur sehr begrenzt aus der Wahrschein­
lichkeitsverteilung von X vorhersagbar ist.
Dagegen weist die MI einen hohen Wert auf, wenn H(Y) groß und die bedingte Entropie 
H(Y|X) sehr klein ist. Einerseits ist die Unsicherheit der Zufallsgröße  Y sehr hoch, aller­
dings kann sie sehr gut aus der Wahrscheinlichkeitsverteilung der Zufallsgröße X vorher­
gesagt werden. Prädiktive Information wird als die Information (Entropie) bezeichnet, die 
zwischen zwei oder mehreren Zufallsgrößen transferiert wird. Die MI ist somit die Trans­
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information, die von der Zufallsgröße  X als Information (Entropie) in der Zufallsgröße  Y 
vorhanden ist29.
5.1.2.1 Probabilistische Berechnungsmethode
Die  MI kann mit den Wahrscheinlichkeitsverteilungen der zwei Zufallsgrößen  X und  Y 
berechnet werden. Die Gleichung  5.5 zeigt auf, dass die  MI die Differenz zwischen der 
Entropie H(X) und der bedingten Entropie H(X|Y) bildet. Mit den Gleichungen 5.1 und 5.4 
lässt sich die MI wie folgt ausdrücken:
MI X ,Y= H X −H X∣Y 
= −∑
x∈X































Mit dem letzten Term in der Gleichung  5.6 und mittels der Verbundwahrscheinlichkeit 






px , y 
p x⋅p y
(5.7)
Die Gleichung 5.7 entspricht der gängigen Definition der MI mittels Wahrscheinlichkeiten. 
Um die MI praktisch anwenden zu können, ist jedoch zunächst die Kenntnis über den ver­
wendeten  Roboter  und  den  Controller mit  dem  Prinzip  der  sensomotorischen  Schleife 
erforderlich.
5.2 Der Roboter und sein Controller
Für das Experiment findet der zweirädrige Roboter Nimm2 (siehe Abbildung 5.1) Anwen­
dung30, der mit Hilfe von lpzrobots simuliert wird. Je ein Motor treibt ein Rad des Roboters 
an. Die Motorwerte sind durch den Vektor yt∈ℝ
2 beschrieben, die der Controller erzeugt. 
Der  Vektor  ist  somit  die Ausgabe des  Controllers.  Die einzigen zwei  Sensoren,  die  der 
29 In der Kommunikationstheorie bezeichnet man die Zufallsgröße X als Quelle und die Zufallsgröße Y als Senke. Die MI 
ist dann die Information, die tatsächlich von der Quelle zur Senke transferiert wurde. Eine sehr schöne und ausführliche 
Darstellung ist in [SHA48] zu finden.
30 Jeder Roboter benötigt einen Namen, der von der Robotik-Gruppe von  Prof. R. Der entweder aufgrund seiner Funktion 
oder seines Aussehens gefunden wird. In diesem Fall sieht der Roboter wie ein Nimm2-Bonbon mit Rädern aus.
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Nimm2 in  dem Experiment  hat,  sind  seine  Radgeschwindigkeitssensoren,  deren  Werte 
durch den Vektor xt∈ℝ
2 beschrieben sind31.
Abbildung  5.1: Der  Nimm2-Roboter  aus  dem  lpzrobots-Simulationssystem,  der  in  dem  Experiment  verwendet  wird.  Er 
besitzt zwei Räder und als Sensoren nur zwei Radgeschwindigkeitsmesser.
5.2.1 Das Controller-Paradigma
Der  Controller benutzt eine geschlossene sensomotorische Schleife,  die dazu führt,  dass 
dem Controller gemessene  Sensorwerte als Information zur Verfügung stehen. Aus diesen 
generiert der Controller Motorwerte, die anschließend von dem Roboter direkt umgesetzt 




y=K x  (5.8)
In diesem Experiment beschränkt sich der  Controller auf einen rein reaktiven  Controller. 
Normalerweise darf er zusätzlich von einem internen Zustand abhängen. 
Damit der Roboter die physikalischen Gesetzmäßigkeiten nicht verletzt, muss der Control­
ler diesbezüglich  zwei  Bedingungen  erfüllen.  Erstens  dürfen  die  von  ihm  generierten 
Motorwerte xt∈ℝ
2 nicht über der möglichen Maximalgeschwindigkeit des Roboter liegen, 
d.h. diese Motorwerte müssen begrenzt werden. Zweitens darf der  Controller wegen der 
richtungsbezogenen Symmetrie des Roboters die Sensor- und Motorwerte nicht einfach 
umdrehen. Positive und negative Sensor- sowie Motorwerte müssen fest einer bestimmten 
Richtung zugeordnet bleiben.
Der Einfachheit halber wird für die Berechnung der neuen Motorwerte folgender pseudo­
linearer Ausdruck benutzt:
31 Zwischen dem Vektor  xt∈ℝ
2 und einem Ereignis  x∈X besteht evtl. für den Leser Verwechslungsgefahr. Wenn nicht 
explizit angegeben, bezeichnet in den Kapiteln 5.2 bis 5.4 xt immer den Vektor. Das gilt analog für yt.
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y i=g C i1 x1Ci2 x2  (5.9)
Dabei  ist  i = 1, 2.  Für  die  Funktion  wird  die  antisymmetrische  sigmoide  Funktion 
g(z) = tanh (z) benutzt.
In diesem Experiment soll die prädiktive Information als Funktion der Kopplungsstärken 
C ij empirisch ermittelt werden. Damit allerdings der Berechnungsaufwand nicht zu hoch 
wird, werden kreuzgerichtete Kopplungsstärken weggelassen, d.h. C12=C21=0. Durch die 
links-rechtsseitige Symmetrie des Roboters werden  C11=C22=c gesetzt, womit die Matrix 
C wie folgt aussieht:
C=c 00 c (5.10)
Der Parameter c ist somit der einzige, der das Verhalten des Roboters bestimmen kann.
5.2.2 Die sensomotorische Schleife
Von der Perspektive des Roboters aus gesehen ist als Information von der Außenwelt nur 
die  Sensorzeitreihe  xt∈ℝ
n , t=1,2 , ... verfügbar.  Damit  der  Roboter  seine  Welt  verstehen 
kann, soll er das folgende Modell der Zeitreihe xt benutzen:
xt1=F xt , ytt (5.11)
Dabei ist F eine Funktion, welche die alten Sensor- und Motorwerte (xt und yt) mit Hinzu­
nahme des Modellfehlers t∈ℝ
n auf die neuen Sensorwerte xt1 abbildet:
F : Rn×RnRn (5.12)
F kann in praktischen Anwendungen z.B. durch ein neuronales Netzwerk realisiert wer­
den,  welches  durch überwachtes  Lernen trainiert  werden kann.  In  diesem Experiment 
geben die  gemessenen Radgeschwindigkeiten  die  vom  Controller bestimmten  Motorge­
schwindigkeiten an, d.h.  xt1=A yt.  A ist eine Matrix mit  Aij=aij, welche die Hardware-
Konstante a enthält, die auf a = 1 gesetzt wird. Damit lässt sich die Gleichung 5.11 auf fol­
gende Form reduzieren:
xt1=yt t1 (5.13)
Dabei  enthält   alle  physikalischen Effekte,  wie  z.B.  Reibung,  Rutschen oder  Trägheit. 
Diese verursachen eine Unsicherheit im Antwortverhalten des Roboters bezüglich seiner 
Kontrolle. Wenn der Roboter z.B. auf ein Hindernis trifft, können die Räder teilweise oder 
sogar völlig blockiert werden. In diesem Fall ist  dann sehr groß. Falls die Räder nur teil­
weise blockiert sind, könnte  einer Schwankung mit einer großen Amplitude unterliegen. 
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Weiterhin  verrät  ,  ob  der  Roboter  auf  ein  bewegliches  oder  ein  feststehendes  Objekt 
getroffen ist.
Mit den Gleichungen 5.8 und 5.11 kann die sensomotorische Dynamik wie folgt geschrie­
ben werden:
xt1=xt1 (5.14)
Dabei ist x=F x , Kx . Für den speziellen Fall der Gleichung 5.13 ist
x=G Cx . (5.15)
G ist dabei die Vektorfunktion G :ℝ2ℝ2 ,Gi z=g z=tanh z mit i = 1, 2. Dadurch folgt:
xt1=G C xtt1 (5.16)
Obwohl der Roboter sich auf eine sehr komplexe Art und Weise verhalten kann, ist die 
Gleichung 5.14 exakt, da die Effekte seiner Interaktion mit der Welt in dem Modellfehler  
verborgen sind.
Die Vektorfunktion G liefert mit der Gleichung 5.16 eine unterschiedliche Anzahl von Fix­
punkten für die Sensorwerte  x in Abhängigkeit von  c.  Setzt man in der Gleichung  5.16 
xt1=xt und lässt die Störgröße ξ weg, so erhält man:
x=tanh cx (5.17)
Für  die  Gleichung  5.17 ergibt  eine  Fixpunktanalyse,  dass  sie  verschiedene  Fixpunkte 
besitzt. Für 0 < c < 1 existiert ein stabiler Fixpunkt bei  x = 0.. Für c > 1 ist dieser Fixpunkt 
instabil und es gibt zwei neue stabile Fixpunkte. Es entsteht eine Bifurkation, dargestellt in 
der Abbildung 5.2.
Abbildung  5.2: Skizze eines  Bifurkationsdiagramms,  welches  für  die  Fixpunkte  der  Gleichung  5.17 entsteht.  Im ersten 
Bereich (0 < c < 1, grüne Linie) bildet sich ein stabiler Fixpunkt bei x = 0. Dieser Fixpunkt wird ab c > 1 instabil (rote Linie) 
und es bilden sich zwei neue stabile Fixpunkte (blaue Linien). Diese sind vom Betrag her identisch und besitzen ein entge­
gengesetztes Vorzeichen.
Mit ansteigendem c-Wert nehmen die zwei neuen Fixpunkte immer größere Werte an. Sie 
sind vom Betrag her identisch und besitzen ein entgegengesetztes Vorzeichen. In [AY07] 
wurde für die Gleichung 5.17 eine angenäherte Lösung für die c-Werte, die sehr nahe bei 1 
liegen, entwickelt, dabei wurde die Näherung tanhx=z− z
3
3  verwendet:
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x=±3 c−1 O 2 (5.18)
Dabei ist  c – 1 = δ,  0 <δ <<1. Zwischen diesen zwei Fixpunkten ist nur dann ein Wechsel 
möglich, wenn die Störgröße ξ betragsmäßig (∣ξ∣x) groß genug ist und vom Vorzeichen 
her in die Richtung des anderen Fixpunktes zeigt. Dadurch ist ein Fixpunktwechsel umso 
schwieriger, je höher der c-Wert ist.
Die Lösungen der Gleichung 5.17 lassen sich auch auf den zweidimensionalen Fall über­
tragen [AY07]. Eine Vernachlässigung des Rauschens ermöglicht eine voneinander unab­
hängige Betrachtung der  Controller-Dynamiken für jeden Motor.  Es  ergeben sich damit 
zwei  sensomotorische Schleifen.  Ist  0 < c < 1,  so besitzt  jede sensomotorische  Schleife  je 
einen Fixpunkt xi = 0. Für c > 1 gibt es für jede sensomotorische Schleife je zwei Fixpunkte. 
Aus den insgesamt vier Fixpunkten c > 1 ergeben sich unterschiedliche Fahrmodi für den 
Roboter, welche im Ergebnisteil dieses Kapitels erläutert sind (Kapitel 5.5).
Im  folgenden  Kapitel  wird  das  Roboter-Experiment  vorgestellt.  Anschließend  wird 
geklärt, wie die  MI bezogen auf dieses Experiment bestimmt werden kann und welche 
Punkte dabei zu beachten sind.
5.3 Das Roboter-Experiment
Eines der Hauptziele ist die Verwendung von informationstheoretischen Maßen für realis­
tische Roboteranwendungen, besonders im Bereich des  embodiment32. Das bedeutet, dass 
das Studieren physikalischer Roboter – sowohl in der Simulation als auch in der Realität – 
eine wichtige Rolle für das Verständnis von informationstheoretischen Maßen spielt. Das 
embodiment wird letztendlich durch die physikalischen Effekte wie Reibung, Rutschen oder 
Trägheit sowie den verrauschten Sensoren und Motorfunktionen geprägt.
In dem Experiment bewegt sich der Roboter in einer Arena, die von Wänden umgeben ist 
(Abbildung 5.3). Der Roboter kann die Arena somit nicht verlassen. In der Arena befinden 
sich 16 würfelförmige Gegenstände, die gegenüber dem Roboter eine sehr große Masse 
besitzen.
32 embodiment = Verkörperung. Der Körper erzeugt in der Interaktion mit der Umwelt die für das Gehirn relevante Infor­
mationen. Die Intelligenz ergibt sich dabei aus dem Zusammenspiel des Gehirns, der Morphologie, den Materialien und 
der Umgebung. Dieses Prinzip des embodiment wird auch als verkörperte künstliche Intelligenz bezeichnet. Eine ausführli­
che Erläuterung und Auseinandersetzung mit diesem Thema ist in [PFE06] zu finden.
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Mittels heftigen Kollisionen ist der Roboter in der Lage, die Gegenstände minimal zu ver­
schieben. Da er keinerlei Umgebungssensoren wie z.B. Infrarotsensoren besitzt, wird er 
zwangsläufig sehr oft mit den Wänden und Gegenständen kollidieren. Die Häufigkeit der 
Stöße hängt vornehmlich von dem Controllerparamer c ab.
5.4 Die Bestimmung der MI
Das zentrale Ziel dieses Experiments ist  die Bestimmung der  MI als eine Funktion des 




i = f c ii (5.19)
Dabei  ist  i = 1, 2  der  Sensorindex.  Durch die  Symmetrie  der  C-Matrix  (Gleichung  5.10) 
sowie die Links-rechts-Symmetrie  des  Roboters ist  zu erwarten,  dass  nach hinreichend 
langer Simulationszeit die MIs der beiden Räder gleich sind. Das ist eines der Konvergenz­
kriterien für die Bestimmung der MIs (Kapitel 5.4.4). Um f (c) bestimmen zu können, muss 
für jeden c-Wert die Simulation neu gestartet und die MI berechnet werden.
Die Verwendung der MI als informationstheoretisches Maß setzt voraus, dass die Zufalls­
größen X und Y diskretisiert, also endliche Merkmalsmengen sind. Mit Hilfe einer Diskre­
tisierungsfunktion kann eine geeignete Transformation auf dem Sensorwertraum durchge­
führt werden. Dafür ist  die Sensorzeitreihe  xt∈ℝ
n , t=1 ,2 , ... mit  n = 1 gegeben. Der Ein­
fachheit halber wird nur der eindimensionale Fall betrachtet, da wie bereits erwähnt, die 
MI für jeden Radgeschwindigkeitssensor separat bestimmt wird. Der Sensorwert xt1 ist in 
Abbildung 5.3: Die Arena – Spielwiese – für den zweirädrigen Roboter Nimm2. Sie ist von festen Wänden umgeben, sodass 
der Roboter diesen Bereich nicht verlassen kann. In der Arena stehen 16 würfelförmige Gegenstände, die gegenüber dem 
Roboter eine recht große Masse besitzen. Der Roboter ist in der Lage, mit sehr heftigen Kollisionen die Gegenstände zu ver­
schieben, allerdings nur minimal. Der Roboter befindet sich in der Startposition des Experiments.
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der  Simulation  zum Zeitpunkt  t nicht  gegeben,  daher  werden  stattdessen  xt−1 und  xt 
betrachtet. Gesucht ist somit für die diskretisierten Sensorwerte xt−1 und xt die MI in Form 
der Gleichung 5.7:




px , y ⋅log
p x , y 
p x⋅py 
(5.20)
Dabei bilden die Zufallsgrößen Xt - 1 und Xt die Merkmalsmenge aller möglichen diskreti­
sierten Sensorwerte xt (t = 1, 2, ...). Der Sensorwertraum ist dabei in ns Intervalle (bins) auf­
geteilt. Je feiner der Sensorwertraum diskretisiert wird, desto größer ist ns. Für die Zufalls­
größen Xt - 1 und Xt gilt somit für deren Kardinalität ns=∣X t−1∣=∣Xt∣.
Mit den Wahrscheinlichkeitsfunktionen P(Xt - 1 = x) sowie P(Xt  = y) erfolgt die Bestimmung 
der  Wahrscheinlichkeit  des  Auftretens  eines  bestimmten  diskretisierten  Sensorwertes 
x∈X t−1 bzw. y∈Xt. Betrachtet werden dafür alle diskretisierten Sensorwertpaare
33
xt−1 , xt∈Xt−1×Xt ∀ t . (5.21)
Die Zufallsgröße  Xt - 1 bestimmt die Wahrscheinlichkeitsverteilung der aufgetretenen dis­
kretisierten  Sensorwerte  zum Zeitpunkt  t - 1.  Xt gibt  die  Wahrscheinlichkeitsverteilung 
aller aufgetretenen diskretisierten Sensorwerte zum Zeitpunkt t an:
p X t−1=x  = px ∀ t ,
p X t=y  = py  ∀ t sowie
pXt−1=x , Xt=y = px , y  ∀ t
(5.22)
Es sind zwei Dinge bei der Bestimmung der MI zu beachten. Erstens muss der Diskretisie­
rungsgrad der Sensorwerte xt∈ℝ
n , t=1,2 , ... so gewählt sein, dass einerseits eine zu grobe 
Diskretisierung nicht zu falschen Ergebnissen führt und andererseits ein zu hoher Diskre­
tisierungsgrad nicht die durch die Berechnungsmethode entstehenden Rechen- und Spei­
cheranforderungen überstrapaziert.  Für das Experiment reicht eine Diskretisierung von 
ns=30 Intervallen (bins) aus.  Das bestätigten Vergleichstests mit Diskretisierungsgraden 
von ns=10, 20 und 50 Intervallen (bins).
Zweitens ist das Konvergenzkriterium festzulegen, welches aussagt, ab wann die  MI als 
ausreichend konvergiert gegen einen Grenzwert gelten darf. Gerade bei hohen c-Werten tritt 
die ausreichende Konvergenz meist erst wesentlich später ein, auch wenn es so scheint, als 
ob sich die  MI im Moment von Zeitschritt  zu Zeitschritt  nicht mehr verändert. In dem 
Kapitel 5.4.4 wird diese Frag geklärt. Ein weiterer wichtiger Punkt in den Kapiteln 5.4.1 bis 
33 Wenn nicht anders angegeben, wird in den folgenden Kapiteln das Sensorwertpaar  x t−1 , xt als bereits diskretisiert 
angesehen.
80 5.4 Die Bestimmung der MI
5.4.3 ist die Art und Weise der genauen Berechnung der MI und die Möglichkeit zu deren 
Optimierung. Zuerst erfolgt jedoch im Kapitel 5.4.1 die Klärung, wie mit den Wahrschein­
lichkeitsfunktionen  P(Xt - 1 = x) und  P(Xt = y) die Wahrscheinlichkeiten für  Xt - 1 und  Xt bei 
Vorliegen von absoluten Häufigkeitsverteilungen berechnet werden können.
5.4.1 Berechnungsmethode mit absoluten Häufigkeiten
Für die Bestimmung der Wahrscheinlichkeitsverteilung von diskreten Zufallsgrößen, die 
auf der Grundlage von Datenerhebungen basieren, sind nicht direkt die Wahrscheinlich­
keiten  gegeben,  sondern  lediglich  die  entsprechenden absoluten  Häufigkeiten.  Dies  ist 
auch in diesem Experiment der Fall.









= # x , y
t
(5.23)
Dabei ist #x die absolute Häufigkeit des Elementes x der diskreten Zufallsgröße  Xt - 1. Der 
Term ∑x # x=t bildet die Summe der absoluten Häufigkeiten aller Elemente  x∈X t−1. Für 
Xt gilt die Berechnung analog. #(x,y) bezeichnet die absolute Häufigkeit des kombinierten 
Ereignisses  x und  y,  d.h.  die  aufgetretene  Häufigkeit  des  Sensorwertpaares 
x , y ∈Xt−1×Xt ∀t. Daraus ergibt sich die MI aus der Gleichung 5.20 wie folgt:




p x , y ⋅log p x , y





# x , y
t
⋅log
#x , y t2








#x , y ⋅log
#x , y t
# x# y
(5.24)
Die absoluten Häufigkeiten in der Gleichung 5.24 sind somit für die Berechnung der  MI 
heranzuziehen. Sie müssen in einer geeigneten Datenstruktur, der Häufigkeitsmatrix  F, 
abgelegt werden34:
34 Die Häufigkeitsmatrix F (von engl. frequency stammend) hat nichts mit der in der Gleichung 5.11 angegebenen Funktion 
F gemein.
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F=
#1,1  ⋯ ⋯ #1,ns # x=1
⋮ ⋱ ⋮ ⋮
⋮ ⋱ ⋮ ⋮
#ns ,1  ⋯ ⋯ #ns , ns # x=ns
# y=1 ⋯ ⋯ # y=ns
 (5.25)
Die absoluten Häufigkeiten für Xt - 1 werden somit zeilenweise, die absoluten Häufigkeiten 
für  Xt spaltenweise in  F abgelegt. Der Index für die absoluten Häufigkeiten der Sensor­
wertpaare (xt – 1 , xt) in  F beginnt bei  [0,0 ] und endet bei  [ns−1, ns−1 ]. In den Elementen 
[0, ns] bis  [ns−1,ns] sind die absoluten Häufigkeiten für die Elemente  x der Zufallsgröße 
Xt - 1 abgelegt, in den Elementen [ns ,0] bis [ns ,ns−1 ] die absoluten Häufigkeiten für die Ele­
mente y der Zufallsgröße Xt. Die Dimension von F ist dimF =ns1,ns1. Der Speicher­
aufwand für F beträgt damit O ns
2.
Die Häufigkeitsmatrix F wird in jedem Zeitschritt  t der Simulation aktualisiert und zwar 
derart, dass nur die Einträge aktualisiert werden, die sich durch den neuen Zeitschritt  t 
verändern. Zum Zeitpunkt t tritt das Sensorwertpaar (xt – 1 , xt) auf. Man erhöht F [x , y ] um 
eins, da für die Indizierung in F x=xt−1 und y=xt benutzt wird. Außerdem erhöhen sich 
F [x , ns ] und F [ns , y ] um eins. Die Kosten für die Aktualisierung der Häufigkeitsmatrix F 
betragen damit
O 111=O1 . (5.26)
Benutzt man für die Bestimmung der MI die Elemente der Häufigkeitsmatrix F, so ergibt 











F [x , y ]⋅log F [x , y ]⋅t
F [x , ns ]⋅F [ns , y ]
(5.27)




Zusammen  mit  der  Gleichung  5.26 ergeben  sich  Gesamtkosten  in  Höhe  von 
O 1ns
2 =O ns
2. Der Berechnungsaufwand steigt quadratisch mit dem Diskretisierungs­
grad.
Da insgesamt nur 3 Elemente von F in jedem Zeitschritt um eins erhöht werden, liegt die 
Vermutung nahe, dass sich der Wert der  MI zum Zeitpunkt  t nur sehr wenig von dem 
einen Zeitschritt früher unterscheidet. Infolgedessen sind die zwei folgenden Schritte sinn­
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voll. Erstens kann eine Herleitung einer allgemeinen Update-Regel für die  MI zum Zeit­
punkt t aus der MI einen Zeitschritt früher erfolgen. Zweitens ist eine Untersuchung der 
Update-Regel während der Herleitung auf identische Terme für die beiden Zeitpunkte 
t - 1 und  t möglich.  Die identischen Terme werden anschließend aus der Update-Regel 
herausgerechnet. Im folgenden Kapitel 5.4.2 wird geschildert, wie sich eine Update-Regel 
der MI finden lässt, die nur lineare Berechnungskosten benötigt. Danach erfolgt im Kapitel 
5.4.3 eine weitere Optimierung der Update-Regel, so dass nur konstante Berechnungskos­
ten erforderlich sind.
5.4.2 Update-Regel mit linearen Kosten
Eine Optimierung der Berechnung der  MI trägt dazu bei, die Prozessorlast während der 
Simulation wesentlich zu verringern. Dadurch können sowohl mehrere MI parallel berech­
net als auch die Diskretisierung erheblich verfeinert werden. Es ist möglich, die Berech­
nung der  MI derart aufzuspalten, dass  sie zum Zeitpunkt  t größtenteils aus der  MI zum 
Zeitpunkt t - 1 ermittelt werden kann, da sich nur wenige Elemente der Häufigkeitsmatrix 
F einer Änderung unterlagen.
Es  ist  die  MI nach  der  Gleichung  5.27 gegeben.  Darin  sind  t  und das  Element 
F [x , y ]=F [xt−1 ,xt] um  eins  erhöht  sowie  die  Elemente  F [x , ns ]=F [xt−1 ,ns] und 
F [ns , y ]=F [ns , xt], welche sich beziehend auf die Zeile  xt – 1 und Spalte  xt geändert haben. 
Zuerst wird t aus dem Term der doppelten Summe herausgezogen. Dann wird jeweils die 
Zeile xt – 1 und Spalte xt isoliert.
Die Gleichung 5.27 kann wie folgt umgeformt werden:






y F [x , y ]⋅log F[x , y ]F [x ,ns]⋅F [ns , y ]F [x ,y ]⋅log t
=
1
t ∑x ∑y F [x , y]⋅log F [x , y ]F [x ,ns]⋅F [ns , y]∑x ∑y F [x , y]⋅log t
=
1
t ∑x ∑y F [x , y]⋅log F [x , y ]F [x ,ns]⋅F [ns , y]log t⋅∑x ∑y F [x ,y ]
(5.29)
Die Summe ∑x∑y F [x , y ] ist die Summe aller aufgetretenen Sensorwertpaare (xt – 1 , xt) für 
die gesamte Zeitreihe. Daher ist
∑x∑y F [x ,y ]=t . (5.30)
Folglich lässt sich die Gleichung 5.29 vereinfachen:
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MI Xt−1 ,X t =
1








F [x , y ]⋅log
F [x , y ]




⋅Sx ,y log t
(5.31)
Die Idee, die Summe Sx ,y  aus der Gleichung 5.31 aufzuspalten, wird umgesetzt, indem 
eine Trennung der gleichbleibenden von den sich unterscheidenden Zeilen bzw. Spalten 
erfolgt. Die konstant bleibenden Zeilen und Spalten müssen nicht neu berechnet werden. 
Man kann für die Summe Sx ,y  schreiben:






F[x , y ]⋅log F [x , y ]




F [x , xt]⋅log
F [x , xt]




F [xt−1 , y ]⋅log
F[xt−1 , y ]
F [xt−1 ,ns]⋅F [ns , y ]
F [xt−1 ,xt]⋅log
F [xt−1 , xt ]
F[xt−1 , ns ]⋅F [ns , xt]
= S1 x , y Scolumn x , xtSrow xt−1 , yxt−1 , xt
(5.32)
Der erste Summand S1 x , y  in der Gleichung 5.32 betrifft die Zeilen und Spalten der Häu­
figkeitsmatrix F, die nicht die Zeile xt – 1 sowie die Spalte xt enthält, d.h. diese Summe bleibt 
zwischen den Zeitpunkten  t - 1 und  t konstant. Der zweite Summand Scolumn x , xt in der 
Gleichung 5.32 stellt die Spalte xt und der dritte Srow xt−1 , y die Zeile xt – 1 dar. Beide wei­
sen allerdings  das  Element  F [xt−1 , xt] nicht  auf,  welches  mit  dem vierten Summanden 
xt−1 , xt in  der  Gleichung  5.32 berechnet  wird.  Bei  den  Summanden  Scolumn x , xt, 
Srow xt−1 , y sowie xt−1 , xt ergeben sich also Änderungen zwischen den Zeitpunkten t - 1 
und t.
Die weitere Vorgehensweise ist nun, für jeden einzelnen Summanden aus der Gleichung 
5.32 den Differenzterm zu ermitteln, der entsteht, wenn die Summanden für zwei direkt 
aufeinanderfolgende Zeitpunkte t - 1 und t betrachtet werden. Damit lässt sich die MI zum 
Zeitpunkt t aus der MI zum Zeitpunkt t - 1 mittels einer Update-Regel ermitteln. Da einige 
Teilterme oder sogar gesamte Summanden aus der Gleichung  5.32 zum Zeitpunkt  t - 1 
identisch mit denen zum Zeitpunkt t sind, kann die Berechnung des Updates kostengüns­
tiger als die der  MI mittels der Gleichung 5.27 ausfallen, da sich diese Teilterme für den 
Zeitpunkt t vom Zeitpunkt t - 1 nutzen lassen.
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Es sei  F [x , y ]t−1  die absolute Häufigkeit des Sensorwertpaares ( x , y) zum Zeitpunkt  t - 1 
und  F [x , y]t  die  zum  Zeitpunkt  t. Falls  x≠xt−1 und  y≠xt,  so  ist  F [x , y ]
t−1 =F [x , y ]t , 
F [x , ns ]
t−1 =F [x , ns]
t  und  F [ns , y ]
t−1 =F [ns ,y ]
t ,  da  sich  nur  F [xt−1 , xt],  F [xt−1 , ns ] und 
F [ns , xt] zum Zeitpunkt  t  um jeweils  eins  erhöht  haben.  Somit  ist  der  erste  Summand 
S1 x , y
t−1  aus der Gleichung 5.32 für die MI zum Zeitpunkt t – 1 gleich dem ersten Sum­
manden S1 x , y 
t  aus der Gleichung 5.32 zum Zeitpunkt t:







F [x , y ]t−1 ⋅log F [x , y ]
t−1
F [x ,ns]








F [x , y ]t ⋅log
F [x , y]t
F [x ,ns ]
t ⋅F [ns , y]
t
= S1 x , y 
t
(5.33)
Für den Summanden Scolumn x , xt aus der Gleichung 5.32 gilt  y=xt und x≠xt−1. Dadurch 
ist  F [x , xt]
t =F [x , xt]
t−1 ,  F [x ,ns]
t =F [x , ns ]
t−1  sowie  F [ns ,xt]
t =F [ns , xt]
t−1 1.  Wegen 
F [ns , xt] ist der Summand nicht identisch zu den Zeitpunkten t – 1 und t. Also ist F [ns , xt] 
aus der Summe Scolumn x , xt herauszuziehen. Es ergibt sich für Scolumn x , xt:
Scolumn x , xt= ∑
x
x≠x t−1




F [x , xt]⋅log





F [x , xt]⋅log F[ns , xt]
= U c1x , xt−U c2x , xt
(5.34)
Durch die Gleichung  5.34 wird deutlich, dass die erste Teilsumme  U c1x , xt zum Zeit­
punkt t – 1 gleich der zum Zeitpunkt t ist (Beweis folgt mit der Gleichung 5.35). Dies gilt 
jedoch nicht für die zweite Teilsumme U c2x , xt. Es ergibt sich:













F [x , xt]
t−1 ⋅log




= U c1 x , xt
t−1
(5.35)
Scolumn x , xt
t  kann zusammenfassend nun folgendermaßen ausgedrückt werden:
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Scolumn x ,xt
t =U c1 x ,xt
t −U c2 x , xt
t
=U c1 x , xt
t−1 −U c2 x , xt
t (5.36)
Für den dritten Summanden Srow xt−1 , y aus der Gleichung 5.32 wird nun eine analog ver­
laufende  Rechnung  durchgeführt.  Für  ihn  gilt  aufgrund  x= x t−1  und  y≠x t ,  dass 
F [xt−1 , y]
t =F [xt−1 , y ]
t−1 ,  F [xt−1 ,ns]
t =F [xt−1 , ns ]
t−1 1 und  F [ns ,y ]
t =F [ns , y ]
t−1 .  Es  besteht 
wie beim Summanden Scolumn x , xt aus der Gleichung 5.32 keine Gleichheit zwischen den 
Zeitpunkten t – 1 und t. Hier wird F [xt−1 , ns ] herausgezogen:
Srowxt−1 , y= ∑
y
y≠xt
F [xt−1 , y ]⋅log
F [xt−1 , y ]




F [xt−1 , y ]⋅log
F[xt−1 , y ]




F[xt−1 , y ]⋅log F [xt−1 ,ns]
= Ur1xt−1 , y −U r2xt−1 , y 
(5.37)
Die erste Teilsumme U r1xt−1 , y in der Gleichung 5.37 ist zu den Zeitpunkten t - 1 und t 
gleich. Das gilt jedoch nicht für die zweite Teilsumme aufgrund  F [xt−1 , ns ].  Srow xt−1 , y
t  
kann also wie folgt beschrieben werden:
Srow xt−1 , y
t = U r1 xt−1 , y
t − Ur2 xt−1 , y
t
= U r1 xt−1 , y
t−1 − Ur2 xt−1 , y
t (5.38)
Mit den Gleichungen 5.32, 5.34 sowie 5.37 ergibt sich für Sx ,y  folgende Beziehung:
Sx , y= S1x , y Scolumn x , xt  Srowxt−1 , y  xt−1 ,xt
= S1x , y Uc1x ,xt−U c2x , xtU r1xt−1 , y −U r2xt−1 , y xt−1 ,xt
(5.39)
Die Differenz der Summe Sx ,y  zwischen den Zeitpunkten t - k und t sei definiert als:
S x , yk ≝S x , yt −S x , y t−k (5.40)
Bei Verwendung der  MI ist  k=1. Die Summe  S x ,y t−1  kann mit Hilfe der Gleichungen 
5.39 und 5.40 wie folgt geschrieben werden:
S x , yt−1 = S1 x , y 
t−1 U c1 x , xt
t−1 Ur1 xt−1 , y 
t−1
−U c2 x , xt
t−1 −Ur2 xt−1 , y 
t−1   xt−1 , xt
t−1 (5.41)
Analog dazu lässt sich die Summe S x , yt  zusätzlich mittels den Gleichungen  5.33,  5.36 
und 5.38 wie folgt  ausdrücken:
S x , yt = S1 x , y
t−1 U c1 x , xt
t−1 U r1 xt−1 , y
t−1
−Uc2 x ,xt
t −U r2 xt−1 , y 
t  xt−1 , st
t (5.42)
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Mit den Gleichungen 5.40 bis 5.42 ergibt sich für die Summendifferenz S  x , y1 :
S x , y1 = S x ,y t −S x , y t−1
= S1 x , y
t−1 U c1 x , xt
t−1 Ur1 xt−1 ,y 
t−1
−U c2 x ,xt
t − U r2 xt−1 , y 
t  xt−1 , xt
t
−S1 x , y 
t−1 −U c1 x , xt
t−1 − Ur1 xt−1 , y 
t−1
U c2 x , xt
t−1  U r2 xt−1 , y
t−1 − xt−1 , xt
t−1
(5.43)
Einige Summen in der Gleichung 5.43 kürzen sich heraus und es bleibt als Differenz:
S x , y1 = −U c2 x ,xt
t − U r2 xt−1 , y 
t  xt−1 , xt
t
U c2 x , xt
t−1  U r2 xt−1 , y
t−1 − xt−1 , xt
t−1 (5.44)
Mit den Gleichungen 5.31 und 5.40 ergibt sich die MI zum Zeitpunkt t wie folgt:








⋅S x , yt−1 S x , y 1  log t
(5.45)
Die Summe S x ,y t−1  ist ein Teil der Gleichung für die MI zum Zeitpunkt t - 1. Mit folgen­
den Umformungen der Gleichung 5.45 lässt sich MI Xt−1 ,X t
t  mittels der MI Xt−1 ,Xt
t−1  
berechnen:
MI Xt−1 ,X t
t = 1
t




⋅t−1⋅ 1t−1⋅S x , y t−1 log t−1−log t−1S x ,y 1 logt
(5.46)
Mit Einsetzen von MI Xt−1 ,Xt
t−1  in die Gleichung 5.46 ergibt sich für MI Xt−1 ,X t
t :
MI Xt−1 ,X t
t = 1
t
⋅t−1⋅MI Xt−1 , Xtt−1 −log t−1S x , y 1 log t (5.47)
Die Berechnungskosten der Differenzsumme S x , y1  sind linear, d.h. O ns. Damit lässt 
sich MI Xt−1 ,X t
t  auch mit linearen Kosten O 1⋅12ns2=O ns berechnen.
Die mit der Gleichung 5.37 definierte Update-Regel für die MI ermöglicht eine wesentlich 
feinere Diskretisierung. Beispielsweise beträgt auf einem Intel Core 2 Duo E6700-Prozessor 
(2x2,66Ghz) die während einer Simulation auftretende Prozessorlast 100%, wenn dabei die 
MI eines diskretisierten Sensorwertraumes mit ns=170  ohne obige Update-Regel ermittelt 
wird. Die Prozessorlast mit abgeschalteter  MI-Berechnung beträgt dabei durchschnittlich 
30%. Durch die Verwendung der Update-Regel mit linearen Kosten könnte die Diskretisie­
rung bei gleicher Prozessorlast (100%) viel feiner ausfallen.
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5.4.3 Update-Regel mit konstanten Kosten
Um die Berechnungskosten noch stärker zu senken, ist es erforderlich, S x , y1  weiter zu 
optimieren.  S x , y1  enthält  die  Teilsummen  U c2x , xt,  U r2xt−1 , y sowie  den  Term 
xt−1 , xt.  Der  letzte  Term  benötigt  nur  konstante  Berechnungskosten,  U c2x , xt und 
U r2xt−1 , y jedoch nicht. U c2x , x t ist in der Gleichung 5.34 definiert und aufgrund des für 
die Summe konstanten Terms log F [ns , xt] zu folgender Gleichung umformbar:
U c2x , xt=log F [ns , xt ]⋅∑
x
x≠xt− 1
F [x ,xt] (5.48)
Die Summe über F [x , xt] in der Gleichung 5.48 kann durch die absolute Gesamthäufigkeit 
F [ns , xt] minus der absoluten Häufigkeit  F [xt−1 , xt] des Sensorwertpaares  (xt – 1 , xt) ausge­
drückt werden. Es folgt:
U c2 x , xt= log F [ns , xt ]⋅F[ns , xt]−F [xt−1 , xt] (5.49)
Damit  ergeben  sich  für  U c2x , xt konstante  Berechnungskosten.  Es  gilt  für  U c2
tx , xt 
außerdem, dass
U c2 x , xt
t = log F [ns , xt]
t ⋅F [ns , xt]t −F [xt−1 , xt]t 
= log F [ns , xt]
t−1 1⋅F [ns , xt ]t−1 1−F [xt−1 , xt]t−1 1
= log F [ns , xt]
t−1 1⋅F [ns , xt ]t−1 −F [xt−1 , xt]t−1  .
= F [ns , xt]
t−1 ⋅log F [ns ,xt]
t−1 1
−F [xt−1 , xt]




t−1 x , xt wird wie folgt beschrieben:
U c2 x , xt
t−1 = log F [ns , xt ]
t−1 ⋅F [ns , xt]t−1 −F [xt−1 , xt]t−1 
= F [ns , xt]
t−1 ⋅log F [ns , xt]
t−1 
−F [xt−1 , xt ]
t−1 ⋅log F [ns , xt]
t−1 
(5.51)
Analog dazu verläuft die Betrachtung von  U r2xt−1 , y,  womit sich auch für  U r2xt−1 , y 
konstante Berechnungskosten ergeben:
U r2xt−1 , y= ∑
y
y≠xt
F [xt−1 , y]⋅log F [xt−1 ,ns]
= log F [xt−1 ,ns]⋅∑
∀ y
y≠xt
F [xt−1 , y]
= log F [xt−1 ,ns]⋅F [xt−1 ,ns]−F [xt−1 ,xt]
(5.52)
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Für U r2 xt−1 , y 
t  gilt zusätzlich:
U r2 xt−1 , y 
t = log F [xt−1 ,ns ]
t ⋅F [xt−1 ,ns]t −F [xt−1 , xt]t 
= log F [xt−1 , ns]
t−1 1⋅F [xt−1 ,ns]t−1 1−F [xt−1 , xt ]t−1 1
= log F [xt−1 , ns]
t−1 1⋅F [xt−1 ,ns]t−1 −F [xt−1 , xt]t−1 
= F [xt−1 , ns ]
t−1 ⋅log F [xt−1 , ns ]
t−1 1
−F [xt−1 , xt]
t−1 ⋅ log F [xt−1 ,ns]
t−1 1
(5.53)
Dagegen ergibt sich für U r2 xt−1 , y
t−1 :
U r2 xt−1 , y
t−1 = log F [xt−1 ,ns]
t−1 ⋅F [xt−1 ,ns]t−1 −F [xt−1 ,xt]t−1 
= F [xt−1 , ns]
t−1 ⋅log F [xt−1 ,ns]
t−1 
−F [xt−1 , xt ]
t−1 ⋅ log F [xt−1 ,ns]
t−1 
(5.54)
Für  xt−1 , xt
t  gilt:
 xt−1 , xt
t = F [xt−1 , xt]
t ⋅log
F [xt−1 , xt ]
t
F [xt−1 ,ns]
t ⋅F [ns , xt]
t
= F [xt−1 , xt]
t−1 1⋅log
F [xt−1 , xt]
t−1 1
F [xt−1 ,ns]
t−1 1⋅F [ns , xt]
t−1 1
= F [xt−1 , xt]
t−1 1⋅log F [xt−1 , xt]
t−1 1
−F [xt−1 , xt]
t−1 1⋅log F [ns , xt]
t−1 1
−F [xt−1 , xt]
t−1 1⋅log F [xt−1 ,ns]
t−1 1
= F [xt−1 , xt]
t−1 1⋅log F [xt−1 , xt]
t−1 1
− F [xt−1 , xt]
t−1 ⋅ log F [ns , xt]
t−1 1
− log F [ns , xt]
t−1 1
− F [xt−1 , xt]
t−1 ⋅ log F [xt−1 , ns]
t−1 1 
− log F [xt−1 ,ns]
t−1 1
(5.55)
Für  xt−1 , xt
t−1  ergibt sich:
 xt−1 , xt
t−1 = F [xt−1 , xt]
t−1 ⋅log
F [xt−1 , xt]
t−1
F [xt−1 ,ns]
t−1 ⋅F [ns , xt ]
t−1
= F [xt−1 , xt]
t−1 ⋅log F [xt−1 ,xt]
t−1 
−F [xt−1 , xt ]
t−1 ⋅log F [ns , xt]
t−1 
−F [xt−1 , xt ]
t−1 ⋅log F [xt−1 , ns]
t−1 
(5.56)
Nun kann mit Verwendung der Gleichungen  5.44 und  5.50 bis  5.56 S x , y1  wie folgt 
geschrieben werden:
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S x , y1 =− U c2 x , xt
t − Ur2 xt−1 ,y 
t
  xt−1 , xt
t  Uc2 x , xt
t−1
 U r2 xt−1 , y
t−1 −  xt−1 , xt
t−1
=− F [ns , xt]
t−1 ⋅ log F [ns ,xt]
t−1 1 1
 F [xt−1 ,xt]
t−1 ⋅ log F [ns ,xt]
t−1 1 2
− F [xt−1 ,ns ]
t−1 ⋅ log F [xt−1 ,ns]
t−1 1 3
 F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 ,ns]
t−1 1 4
 F [xt−1 , xt]
t−1 1 ⋅ log F [xt−1 , xt]
t−1 1 5
− F [xt−1 ,xt]
t−1 ⋅ log F [ns ,xt]
t−1 1 6
− log F [ns ,xt]
t−1 1 7
− F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 ,ns]
t−1 1 8
− log F [xt−1 ,ns]
t−1 1 9
 F [ns , xt]
t−1 ⋅ log F [ns ,xt]
t−1  10
− F [xt−1 ,xt]
t−1 ⋅ log F [ns ,xt]
t−1  11
 F [xt−1 ,ns ]
t−1 ⋅ log F [xt−1 ,ns]
t−1  12
− F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 ,ns]
t−1  13
− F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 , xt]
t−1  14
 F [xt−1 ,xt]
t−1 ⋅ log F [ns ,xt]
t−1  15
 F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 ,ns]
t−1  16
(5.57)
Rechts  sind die  Terme für  eine  bessere  Übersicht  von 1  bis  16  durchnummeriert.  Die 
Terme 1 und 2 stammen von −Uc2 x ,xt
t , die Terme 3 und 4 von −Ur2 xt−1 ,y 
t , die Terme 
5 bis 9 von  xt−1 , xt
t , die Terme 10 und 11 von −Uc2 x , xt
t−1 , die Terme 12 und 13 von 
−Ur2 xt−1 , y 
t−1  und die Terme 14 bis 16 von  xt−1 , xt
t−1 . In der Gleichung 5.57 heben sich 
insgesamt acht Terme gegenseitig auf, der 2te mit dem 6ten, der 4te mit dem 8ten, der 11te 
mit dem 15ten sowie der 13te mit dem 16ten:
S x , y1 =− F [ns , xt]
t−1 ⋅ log F [ns , xt]
t−1 1 1
− F [xt−1 ,ns ]
t−1 ⋅ log F [xt−1 , ns]
t−1 1  3
 F [xt−1 , xt]
t−1 1⋅ log F [xt−1 , xt]
t−1 1 5
− log F [ns , xt]
t−1 1 7
− log F [xt−1 , ns]
t−1 1  9
 F [ns , xt]
t−1 ⋅ log F [ns , xt]
t−1  10
 F [xt−1 ,ns ]
t−1 ⋅ log F [xt−1 , ns]
t−1  12
− F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 , xt]
t−1  14
(5.58)
In der Gleichung 5.58 können nun noch jeweils die Terme 1 und 7 sowie 3 und 9 zusam­
mengefasst werden. Damit ergibt sich für S x , y1 :
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S x , y1 = F [ns , xt]
t−1 ⋅ log F [ns ,xt]
t−1  10
 F [xt−1 ,ns ]
t−1 ⋅ log F [xt−1 ,ns]
t−1  12
− F [xt−1 ,xt]
t−1 ⋅ log F [xt−1 , xt]
t−1  14
− F [ns , xt]
t−1 1 ⋅ log F [ns ,xt]
t−1 1 17
− F [xt−1 , ns ]
t−1 1⋅ log F [xt−1 ,ns]
t−1 1 39
 F [xt−1 , xt]
t−1 1⋅ log F [xt−1 , xt]
t−1 1  5
(5.59)
Die Terme 10, 12 und 14 bewirken, dass von der Summe S x ,y t−1  zuerst die alten Werte 
für das Sensorwertpaar (xt – 1 , xt) zum Zeitpunkt t - 1 abgezogen werden, um dann mit den 
Termen 1+7, 3+9 sowie 5 die neuen, veränderten Werte für das Sensorwertpaar  (xt – 1 , xt) 
zum Zeitpunkt  t hinzuzufügen. Die Terme 10 und 1+7 repräsentieren die Änderung der 
absoluten Häufigkeit für das Auftreten des Sensorzustandes  xt (Spaltensumme in  F), die 
Terme 12 und 3+9 die Änderung der absoluten Häufigkeit für das Auftreten des Sensorzu­
stands xt – 1 (Zeilensumme in F) und die Terme 14 sowie 5 die die Änderung der absoluten 
Häufigkeit des Sensorzustandsübergangs (xt – 1 , xt).
Für  S x , y1  ergeben  sich  mit  der  Gleichung  5.59 somit  Berechnungskosten  von 
O 222222=O 1 . Betrachtet man nun die Berechnungskosten für die in der 
Gleichung 5.47 formulierte Update-Regel der MI




⋅t−1⋅MI Xt−1 , Xtt−1 −log t−1S x , y 1 log t (5.60)
zum Zeitpunkt t, so sind sie konstant, nämlich O 1⋅ 12 12=O 1 .
Die Gleichungen 5.59 und 5.60 wurden im MutalInformationController implementiert. Das 
Ergebnis  zeigt  keinerlei  Abweichungen  von  der  normalen  Berechnungsmethode  (Glei­
chung 5.27). Die gemessene Prozessorlast liegt dann nur bei durchschnittlich 30%, unab­
hängig vom Diskretisierungsgrad. Ab einer Diskretisierung mit ns=1500 gibt es allerdings 
Speicherzuweisungsprobleme, da die Häufigkeitsmatrix  F aufgrund ihrer quadratischen 
Speicheranforderung für den Arbeitsspeicher des PCs zu groß geworden ist.
Im nächsten Kapitel erfolgt eine Betrachtung der Konvergenzkriterien für die MI. Sie spie­
len für die korrekte Ermittlung der endgültigen MI eine große Rolle.
5.4.4 Die Konvergenzkriterien für die MI
Mathematisch  gesehen  kann  die  MI bei  praktischen  Anwendungen  nie  konvergieren, 
abgesehen von dem Spezialfall, dass die Entropie  H(Xt – 1) = H(Xt) = 0 ist. Für die Bestim­
mung der MI als Funktion des Controllerparameters c ist jedoch keine unendliche Rechen­
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zeit verfügbar. In Vorabexperimenten zeigte sich, dass – bezogen auf die mathematische 
Definition des Grenzwertes – der Wert der  MI in endlicher Zeit recht schnell zu einem 
bestimmten Wert tendiert. Je genauer der Wert der MI sein soll, desto mehr Simulations­
schritte sind notwendig.
Jedoch gibt es Controllerparameterwerte (z.B. c > 1,1), die zu einem Roboterverhalten füh­
ren, dass für die Konvergenzerkennung des Grenzwertes der MI eine viel größere Anzahl 
von Simulationsschritten benötigt wird. Eine mathematische Definition eines Konvergenz­
kriteriums ist sinnvoll, weil einerseits der Rechner im Gegensatz zum Menschen in der 
Lage ist,  in jedem Simulationsschritt das Konvergenzkriterium zu überprüfen. Anderer­
seits lässt sich damit ein Automatisierungsprozess realisieren, der selbständig für alle zu 
überprüfenden Controllerparameter c den Wert der MI bestimmt.
Gegeben sei eine Konvergenzschranke  ∈ℝ sowie eine Konvergenzschrittanzahl  ∈ℕ. 
Der Wert der  MIi (i = 1, 2) gilt zum Zeitpunkt  t mit folgender Bedingung als  ausreichend  
konvergiert:




Die MI zum Zeitpunkt t− wird mit jeder nachfolgend berechneten MI darauf überprüft, 
ob die jeweilige Differenz kleiner als die Hälfte der Konvergenzschranke ist.  Damit ist 
sichergestellt, dass alle MI zwischen den Zeitpunkten t− und t nicht mehr als den Betrag 
der Konvergenzschranke voneinander abweichen.
Mit  dem folgenden Konvergenzkriterium wird die  Symmetrieeigenschaft  des  Roboters 
ausgenutzt. Die MI für die beiden Sensoren gelten erst dann als zusammen ausreichend kon­
vergiert, wenn zusätzlich zur Bedingung in der Gleichung 5.61 gilt:
∣MI1Xt−1 ,X t−MI2 Xt−1 ,Xt∣≤ (5.62)
Die Implementierung des Tests auf Erfüllung des Konvergenzkriteriums der Gleichung 
5.61 erfolgt  mit  den  StatisticTools (Kapitel  4.2).  Dieser  Test  benötigt  lediglich konstante 
Berechnungskosten, da für k=−1 mit der Anfangsbedingung




bereits zum Zeitpunkt t−1 eine Überprüfung möglich ist, ob die Bedingung in der Glei­
chung 5.61 zum Zeitpunkt  t erfüllt werden könnte oder nicht. Ist die Anfangsbedingung 
erfüllt, erfolgt eine Überprüfung der Bedingung der Gleichung 5.61 im darauf folgenden 
Zeitschritt  t−2 für k=−2. Das setzt sich sukzessive bis zu dem Zeitschritt  t mit k = 0 
fort.
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Mit  Anwendung  dieser  Konvergenzkriterien  lässt  sich  ein  Automatisierungsprozess 
erstellen,  der  für  jede  Simulation,  die  für  einen bestimmten  Controllerparameter  c die 
zugehörige MI berechnet, eine individuelle Simulationszeit zulässt. In diesem Experiment 
ist  θ = 100000 und =0.01. Alle ermittelten MI-Werte erfüllen dann die Konvergenzkrite­
rien meist nach ca. 105 bis 106 Schritten.
Im folgenden Kapitel 5.5 erfolgt nun die Präsentation und Auswertung der Ergebnisse des 
Roboter-Experiments.
5.5 Ergebnisse des Experiments
Das wichtigste Ergebnis des Experiments ist die Bestimmung der MI als eine Funktion des 
Controllerparameters c, siehe Abbildung 5.4. Der Messbereich für die MI ist 0 ≤ c <1.3. Das 
Maximum der  MI ist bei  cMI ≈ 1.07 erreicht, welches der in  [AY07] berechneten theoreti­
schen Kurve der  MI mit Hilfe von gaußschem Rauschen entspricht. In dem Experiment 
erfolgt der Einsatz von farbigem Rauschen, wodurch die  MI-Kurve nicht im Koordina­
tenursprung beginnt. Für die bessere Beurteilung des Roboterverhaltens bezüglich der MI 
wurde zusätzlich der durchschnittlich zurückgelegte Weg sowie die durschnittliche Robo­
terdrehgeschwindigkeit für alle Controllerparameter 0 ≤ c <1.3 ermittelt. Aus dem durch­
schnittlich zurückgelegten Weg lässt sich schließen, ob der Roboter sich überhaupt bewegt 
und somit ein exploratives Verhalten gezeigt hat. Je größer der durchschnittlich zurückge­
legte Weg ist, desto größer ist die Strecke, die der Roboter innerhalb der Arena zurückge­
legt hat. Aus der durchschnittlichen Roboterdrehgeschwindigkeit lässt sich schließen, ob 
der Roboter sich hauptsächlich um die eigene Achse dreht oder nicht. Ist das der Fall, so 
kann man von keinem explorativen Verhalten des Roboters mehr sprechen, da sich der 
Roboter nicht mehr von der Stelle bewegt.
Interessant  ist  das  vielfältige  Verhalten  des  Roboters  bezüglich  unterschiedlicher  MI-
Werte. In dem Bereich 0 < c < 0.75 ist  MI < 1 und der Roboter zeigt ein  random-walk-typi­
sches Verhalten, wobei die vom Controller erzeugten Radgeschwindigkeiten für die Moto­
ren eher zu einem Zittern der Roboterposition führen. Erst ab größeren c-Werten (c < 0.75) 
bilden sich größere Amplituden aus.  Der Wert der  MI steigt  bis zu  c = 1.07 auf knapp 
MI ≈ 2.2 an und fällt dann wieder auf MI ≈ 1.25 bei c = 1.3 ab. Im ansteigenden Bereich ver­
ändert sich das Verhalten des Roboters vom random-walk-typischen zu einem explorativen 
Verhalten, d.h. der Roboter fährt mit zunehmendem  c-Wert ab  c > 1 längere Zeit in eine 
bestimmte Richtung. Ab ca.  c < 1.05 ändert sich die Fahrrichtung vorwiegend nur noch, 
wenn er gegen ein Hindernis stößt. Die zufällige Richtungsänderung des Roboters tritt mit 
zunehmendem  c-Wert  immer seltener auf,  ab  c > 1.1  nicht mehr.  Auffällig ist,  dass der 
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Roboter nach dem Maximum der MI mit größeren Geschwindigkeiten fährt und dadurch 
wesentlich heftigere Zusammenstöße mit Hindernissen auftreten als bei kleineren c-Wer­
ten. Ab c > 1.1 bleibt der Roboter recht häufig stehen und dreht sich dabei um die eigene 
Achse. Dies passiert umso öfter, je größer der c-Wert ist, bei c = 1.3 fährt er nur noch sehr 
selten eine gerade Strecke. Je geringer die  MI im Bereich  c > 1 ausfällt, desto häufiger ist 
dieses Verhalten des Roboters. Zusammenfassend lässt sich sagen, dass bei maximalem 
MI-Wert der Roboter ein optimales Verhalten entwickelt, welches explorativ und zugleich 
sensitiv, d.h. nicht so selbstzerstörerisch, ist.
Abbildung  5.4: Die  Mutual Information  (rote Kurve), der vom Roboter durchschnittlich zurückgelegte Weg (grüne Kurve) 
und die durchschnittliche Roboterdrehgeschwindigkeit (blaue Kurve) als Funktion des Controllerparameters c. Die hier dar­
gestellte MI ist der Mittelwert der MI der beiden Sensoren. Das Maximum der MI liegt bei c = 1.07, das des durchschnittlich 
zurückgelegten Weges des Roboters bei c = 1.1. Die durchschnittliche Drehgeschwindigkeit des Roboters besitzt im Messbe­
reich kein Maximum und steigt ab c = 1 stark an. Durch Verwendung von farbigem Rauschen ist die MI für alle c höher und 
beginnt daher nicht im Koordinatenursprung. Ein Vergleich und die Diskussion mit einer theoretischen  MI-Kurve ist in 
[AY07] zu finden.
Eine Erklärung des Verhaltens des Roboters liefert die Controller-Dynamik. Das Verhalten 
lässt sich in drei Klassen einteilen. Das unterkritische Verhalten tritt bei Werten von 0 < c <1 
auf. Ist c = 0, so bleibt der Roboter stehen, da der Fixpunkt x der beiden sensomotorischen 
Schleifen null ist  (Kapitel  5.2.2). Bei größer werdendem  c-Wert bewegt sich der Roboter 
durch die fluktuierenden Radgeschwindigkeiten ein wenig von der Stelle. Der Controller­
paramter c verstärkt diesen Fakt je nach Wert das Rauschen, sodass bei größeren Werten 
stärkere Fluktuationen auftreten und der Roboter somit einen höheren durchschnittlichen 
Weg zurücklegt (Abbildung 5.4). Auch die Roboterdrehgeschwindigkeit steigt mit größe­
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rem c-Wert an. Trifft der Roboter irgendwann auf ein Hindernis, so bleibt er vor diesem 
stehen. Erst eine längere Reihe von Rauschergebnissen  ξ lässt den Roboter wieder von 
dem Hindernis wegfahren.
Das superkritische Verhalten tritt bei c >> 1 auf. Der Roboter fährt entweder nur gerade aus 
oder dreht sich nur im Kreis. Betrachtet man die Fixpunkte der zwei sensomotorischen 
Schleifen bei solchen c-Werten, so ergeben sich 4 Kombinationen. Sind bei den sensomoto­
rischen Schleifen die zwei Fixpunkte positiv, so fährt der Roboter geradeaus. Er fährt rück­
wärts, wenn sie negativ sind. Weisen dagegen die Fixpunkte der beiden sensomotorischen 
Schleifen unterschiedliche Vorzeichen auf, so dreht sich der Roboter links oder rechts um 
die eigene Achse herum. Bei hohen c-Werten reicht die Störgröße ξ meist nicht mehr für 
das Wechseln zu einem der Fixpunkte aus, somit bleibt der Roboter oft bei einem Verhal­
tensmuster. Da der Roboter bei einer Geradeausfahrt unweigerlich auf ein Hindernis trifft, 
verlässt die  Controller-Dynamik mit großer Wahrscheinlichkeit den Fixpunkt mindestens 
einer  sensomotorischen Schleife  aufgrund der  durch den Aufprall  entstehenden hohen 
Störgröße ξ. Das ist allerdings nur möglich, wenn durch den Aufprall die Räder kurzzeitig 
stehen und somit die Radgeschwindigkeitssensoren Werte nahe bei  xt = 0 liegen.  Daraus 
resultiert, dass sich anschließend der Roboter entweder um die eigene Achse dreht oder 
vom Hindernis wegbewegt. Führt er eine Eigenrotation aus, so ist es unwahrscheinlich, 
dass er diese verlässt, da eine erneute Kollision mit einem Hindernis selten auftritt. Die 
Eigenrotation wird mit zunehmendem c-Wert immer länger beibehalten. Bei diesem Ver­
halten ist die durchschnittliche Roboterdrehgeschwindigkeit sehr hoch, der durchschnitt­
lich zurückgelegte Weg dagegen gering. Hinzu kommt, dass der Roboter bei einer Gerade­
ausfahrt nicht mehr in der Lage ist, leichte Hindernisse zu erkennen, weil er diese einfach 
wegschiebt.  Die theoretischen Überlegungen des  überkritischen Verhaltens werden durch 
das Experiment bestätigt.
Das  kritische,  optimale  Verhalten des Roboters tritt  bei  c-Werten auf, die genau zwischen 
denen des  unterkritischen  und des  überkritischen Verhaltens liegen. In diesem Bereich liegt 
auch  cMI ≈ 1.07 mit  dem maximalen  MI-Wert.  Die Fixpunktdynamik verursacht  wie bei 
dem  überkritischen Verhalten  die vier  Verhaltensmuster  des  Vor-  und Rückwärtsfahrens 
sowie der links- und rechtsgerichteten Eigenrotation. Jedoch liegen die Fixpunkte wesent­
lich näher beieinander (Gleichung 5.18), weshalb die Störgröße ξ wesentlich kleiner ausfal­
len kann, damit die Controller-Dynamik in den sensomotorischen Schleifen von dem einen 
Fixpunkt zu dem anderen Fixpunkt wechselt. Leichte und heftige Stöße führen zum Bei­
spiel dazu. Aber auch das Rauschen der Sensorwerte kann zur Änderung des Vorzeichens 
des Fixpunktes führen. Der Roboter wechselt sehr oft zwischen den verschiedenen Verhal­
tensmustern hin und her. Das führt dazu, dass er ein exploratives Verhalten zeigt. Durch 
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den großen durchschnittlich zurückgelegten Weg (Abbildung  5.4) erkundet der Roboter 
sehr frequentiert die gesamte Arena. Kollisionen mit beweglichen oder festen Hindernis­
sen führen immer zu einer Änderung seines Verhaltens. Je näher der c-Wert an c = 1 liegt, 
desto größer ist der Einfluss des Rauschanteils in den Sensoren, der Wechsel des Verhal­
tens  findet  wesentlich  häufiger  statt.  Das  ist  auch  an  dem  kürzeren  durchschnittlich 
zurückgelegten Weg sowie der kleineren durchschnittlichen Roboterdrehgeschwindigkeit 
erkennbar. Das Verhalten des Roboters trägt somit sehr viele Merkmale eines random walk. 
Bei höheren  c-Werten, im Bereich von 1.05 ≤ c ≤ 1.1, sind die Beträge der Fixpunkte groß 
genug, so dass durch den Rauschanteil in den Sensorwerten die Vorzeichen der Fixpunkte 
nicht mehr so häufig geändert werden. Die Vorzeichenänderung passiert nun vornehmlich 
durch Kollisionen mit einem Hindernis, in dem dann erst der Rauschanteil wegen  xt ≈ 0 
Wirkung zeigt.  In der Abbildung  5.4 weist der durchschnittlich zurückgelegte Weg ein 
Maximum bei c = 1.1 auf. Das zeigt, dass der Einfluss des Rauschanteils der Sensorwerte 
nur noch einen sehr geringen Anteil besitzt. Die durchschnittliche Roboterdrehgeschwin­
digkeit hat sich erhöht, jedoch fällt sie gegenüber dem überkritischen Verhalten geringer aus. 
Zusammengefasst zeigt der Roboter bei c = 1.1 die höchste explorative Aktivität. Bei dem 
c-Wert der maximalen MI cMI ≈ 1.07 verhält er sich nicht ganz so explorativ, jedoch sensiti­
ver.  Selbst  leichtere Stöße veranlassen den Roboter,  sein aktuelles Verhaltensmuster zu 
ändern. Der maximalen explorativen Aktivität steht somit das möglichst sensitive Verhal­
ten, die Wahrnehmung seiner Umgebung gegenüber.
Im Bereich des unterkritischen Verhaltens ist der Roboter also sehr sensitiv gegenüber seiner 
Umgebung,  jedoch nicht  explorativ.  Das  kritische,  optimale  Verhalten  zeigt  auf,  dass  der 
Roboter sowohl explorativ als auch sensitiv agiert. Im Bereich des überkritischen Verhaltens  
wirkt  das  Verhalten einerseits  für  den Roboter  und seine  Umgebung zu zerstörerisch, 
wenn es zu Kollisionen kommt, andererseits ist er eher mit sich selbst beschäftigt, wenn er 
sich um die eigene Achse dreht.
Auffällig ist, dass die MI-Kurve ihr Maximum im Bereich des kritischen, optimalen Verhal­
tens besitzt, womit die MI als informationstheoretisches Maß geeignet scheint, das Verhal­
ten des Roboters zu quantitativ zu bewerten. Interessanterweise entspricht der c-Wert des 
MI-Maximums nicht dem c-Wert  c = 1.1, bei dem der Roboter eine maximale explorative 
Aktivität zeigt. Jedoch agiert der Roboter bei cMI ≈ 1.07 wesentlich sensitiver, d.h. vorsichti­
ger. Die Kombination von sowohl sensitiver als auch explorativer Aktivität bildet das opti­
male Verhalten des Roboters.
In  [AY07] ist  aufgezeigt,  dass  der  c-Wert  des  MI-Maximums  von  dem  verwendeten 
Rauschtyp für die Sensoren sowie der Rauschstärke abhängt. Je höher die Rauschstärke ist, 
desto höher ist  der zum  MI-Maximum dazugehörige  c-Wert.  Dies wurde auch in dem 
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Experiment punktuell nachgewiesen. Eine höhere Rauschstärke verschiebt die zwei Ver­
haltensbereiche  kritisches,  optimales  Verhalten und  überkritisches  Verhalten.  Ersteres  wird, 
bezogen auf den c-Wert, größer, während Letzteres sich daran anschließt. Im Bereich des 
unterkritischen Verhaltens erzeugt der  Controller größere Amplituden für die Motorwerte, 
womit sich der Roboter schneller hin- und herbewegt.
Es ist zu klären, warum ein optimaleres Verhalten des Roboters höhere  MI-Werte gene­
riert.  Im unteren Bereich des  unterkritischen Verhaltens  (0 < c ≤ 0.5) zeigt  der Roboter ein 
random-walk-typisches  Verhaltensmuster  mit  geringen Motorgeschwindigkeiten auf.  Die 
darauf gemessenen Sensorwerte weichen nur geringfügig von xt = 0 ab. Das bedeutet für 
die Entropien  H(Xt – 1) und  H(Xt) der Verteilung der Sensorwerte, dass sie minimal sind, 
denn es herrscht nur eine relativ geringe Unsicherheit über die Erwartungshaltung des 
Auftretens  von  Sensorwerten.  In  der  Sensorwertverteilung  spiegeln  sich  lediglich  die 
durch den Rauschanteil erzeugten Sensorwerte wider. Die daraus resultierende  MI fällt 
somit  gering aus (Gleichung 5.5, Kapitel 5.1.2). Im oberen Bereich des unterkritischen Ver­
haltens (0.5 ≤ c < 1) wird der Rauschanteil der Sensorwerte durch den Controller mehr ver­
stärkt, was zu einer breiteren Verteilung der gemessenen Sensorwerte führt, die Entropie 
und die  MI steigen. Die bedingte Entropie  H(Xt – 1|Xt) sagt aus, wie unsicher die Vorher­
sage des neuen Sensorwertes  xt aus der Sensorwertverteilung zum Zeitpunkt  t - 1 ist. Sie 
könnte  im  Bereich  des  unterkritischen  Verhaltens sehr  klein  sein,  da  der  Roboter  keine 
unvorhergesehenen Sensorwerte erzeugt, beispielsweise durch eine Kollision mit einem 
Hindernis.  Dadurch lassen sich die physikalischen Effekte wie Reibung, Rutschen oder 
Trägheit wahrscheinlich gut vorhersagen. Daraus könnte sich ergeben, dass die MI als Dif­
ferenz zwischen der Entropie  H(Xt – 1) und der bedingten Entropie  H(Xt – 1|Xt) nur etwas 
kleiner ist als die Entropie H(Xt – 1).
Im Bereich des überkritischen Verhaltens dreht sich der Roboter überwiegend nur um seine 
eigene Achse,  was dazu führt,  dass die gemessenen Sensorwerte in Abhängigkeit  zum 
Rauschanteil  entweder leicht  unter dem maximal positiven  xt = 1  oder  leicht  über dem 
maximal negativen Wert  xt = –1 liegen. Je größer allerdings der c-Wert ist, desto öfter lie­
gen die durch den Controller berechneten Motorwerte am Maximum yt = –1 bzw. Minimum 
yt = 1,  womit  der  Einfluss  des  Rauschanteils  der  Sensorwerte  immer  weiter  sinkt.  Das 
könnte zur Folge haben, dass mit zunehmenden c-Werten, wie beim Bereich des unterkriti­
schen Verhaltens, die Entropie und die  MI immer kleiner wird. Hinzu kommt,  dass  die 
durch den Roboter verursachten Stöße um so heftiger ausfallen, je größer der  c-Wert ist. 
Da diese Ereignisse wahrscheinlich weniger vorhersagbar sind, fällt die  MI kleiner aus, 
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wenn die bedingte Entropie  H(Xt – 1|Xt)  aufgrund der  wahrscheinlich  größeren Vorher­
sage-Unsicherheit einen größeren Wert besitzt.
Dass die MI im Bereich des  kritischen, optimalen Verhaltens am größten ausfällt, kann meh­
rere Gründe haben. Erstens erzeugt der Roboter durch sein exploratives Verhalten wesent­
lich  differenziertere  und  vielfältigere  Sensorwerte,  da  er  aller  vier  Bewegungsmodi 
abwechselnd  durchläuft.  Eine  breite  Verteilung  der  Sensorwerte  führt  zu  einer  hohen 
Entropie H(Xt – 1). Und Zweitens erzeugen die nun zusätzlich auftretenden Kollisionen Sen­
sorwerte, die wahrscheinlich zwar nicht komplett mit der bedingten Entropie  H(Xt – 1|Xt) 
vorhersagbar sein könnten, jedoch wahrscheinlich besser als im Bereich des überkritischen  
Verhaltens. Das kann an der wesentlich größeren Sensitivität des Roboters liegen, wodurch 
die Stöße nicht so hart ausfallen und somit eine kleinere Unsicherheit der Sensorwertver­
teilung entsteht, die bedingte Entropie H(Xt – 1|Xt) könnte sinken. Der Wert der bedingten 
Entropie im Bereich des kritisches, optimales Verhaltens müsste somit zwischen den beding­
ten Entropien für 0 < c < 1 und c >> 1 liegen. Als Ergebnis wäre die MI im Bereich des kriti­
schen,  optimalen Verhaltens  am Höchsten.  Die Diskrepanz zwischen  cMI≈1.07 und  c=1.1 
könnte hauptsächlich von der geringeren bedingten Entropie  H(Xt – 1|Xt) herrühren. Ein 
weiterer Aspekt könnte sein, dass die Entropie H(Xt – 1) bereits abnimmt: Die Häufigkeit für 
minimale  und  maximale  Sensorwerte  (xt ≈ -1  und  xt ≈ 1)  in  der  Sensorwertverteilung 
nimmt gegenüber  dem mittleren Sensorwertbereich  (xt ≈ 0)  zu,  da die Verstärkung der 
Sensorwerte mit höheren c-Werten zunimmt.
5.5.1 Ausblick
Die Ergebnisse zeigen, dass man mit der MI als informationstheoretisches Maß charakteri­
sieren kann, ob das Verhalten eines Roboters optimal ist oder nicht. Das deckt sich mit den 
zusätzlichen theoretischen Betrachtungen in  [AY07].  Zwar kann damit nicht die Art des 
Verhaltens bewertet werden – man vergleiche die MI in Bezug auf die verschiedenen Ver­
haltensweisen der beiden Bereiche  unterkritisches  Verhalten und  überkritisches  Verhalten – 
jedoch lässt sich ein Arbeitsbereich eines Controllers finden, für den der Roboter sowohl sen­
sitiv als auch explorativ agiert. Der Wert des  MI-Maximums liegt in diesem Experiment 
genau in diesem Arbeitsbereich.
Im Rahmen dieses Experiments konnte bezüglich der informationstheoretischen Interpre­
tation der Ergebnisse nicht genau geklärt werden, warum die MI bei c = 1.07 maximal ist. 
Alle angegebenen Gründe sind spekulativ. Ein Nachweis dieser steht in zukünftigen Expe­
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rimenten noch aus. Dabei sind vor allem die Entropie H(Xt – 1) sowie die bedingte Entropie 
H(Xt – 1|Xt) zu ermitteln und im Zusammenhang mit der MI(Xt – 1 , Xt) zu analysieren.
In zukünftigen Experimenten wird zusätzlich die Häufigkeitsverteilung des Aufenthalts­
ortes  von  dem  Roboter  in  der  Arena  mit  herangezogen.  Berechnet  man  die  Entropie 
H(Xplace) auf der Häufigkeitsverteilung (Kapitel 5.1.1), kann der Entropiewert eine Aussage 
darüber liefern, ob sich der Roboter nur an einem Ort befand (H(Xplace) = 0) oder ob er an 
allen Stellen gleich oft war (H(Xplace) = max).  Je nach Verhalten befindet sich der Entropie­
wert dann zwischen diesen beiden Grenzwerten. Diese Entropie kann das explorative Ver­
halten des Roboters zusätzlich bestätigen.
Man kann die MI als Maß für die innere Motivation des Roboters betrachten. Die Benut­
zung einer Lernregel mit der MI als Zielfunktion führt zu einer neuen Art der Selbstorga­
nisation: Wendet man auf die MI ein Gradientenabstiegsverfahren an, indem man für den 
Controllerparameter  c eine  Update-Regel  definiert,  so  kann  der  Controllerparameter  c 
bezüglich einer besseren MI optimiert werden:
c=
∂MI X ,Y 
∂ c
(5.64)
Dabei  ist   die  Lernrate.  Die  Herleitung und Angabe  einer  expliziten  Lernregel  ist  in 
[AY07] zu finden.
Andererseits wurde in diesem Experiment ein Roboter benutzt,  der die Umgebung nur 
durch seine Radgeschwindigkeitssensoren wahrnehmen kann. Es stellt sich die Frage, wie 
sich die prädiktive Information für Roboter mit z.B. Druck- oder Infrarotsensoren verhält. 
Das sollte in zukünftigen Experimenten geklärt werden. Auch ist interessant, ob die Strate­
gien des Roboters mehr fundamentaler Natur sind, wie z.B. in [LUN06] behauptet [AY07].
6 Steuerung realer Roboter mit lpzrobots
Das ursprüngliche Ziel für den Entwurf und Ausbau des Simulationssystems lpzrobots war 
es, Roboter in einer virtuellen 3D-Welt zu simulieren, um sie durch selbstorganisierende 
Controller autonom  agieren  zu  lassen.  Somit  ist  es  möglich,  sehr  schnell  und  effizient 
Erkenntnisse über die Auswirkung von Controllertypen sowie deren Parametern zu sam­
meln. Bei realen Robotern ist dies viel schwieriger, denn es treten in Verbindung mit rea­
len Robotern vielfältige Probleme auf, die das wissenschaftliche Arbeiten stark behindern. 
Hinzu kommt, dass die Ergebnisse in der realen Welt meist nicht so einfach reproduzier­
bar und somit verifizierbar sind. Zusammenfassend lässt sich sagen, dass sich in der virtu­
ellen  3D-Welt  neue  Controller wesentlich  leichter  hinsichtlich  des  von ihnen  erzeugten 
Roboterverhalten testen und prüfen lassen.
Sind jedoch einmal  Controller gefunden, die den autonomen Robotern in der virtuellen 
Welt  ein im Sinne der  Selbstorganisation  sinnvolles  Verhalten ermöglichen,  so möchte 
man diese  Ergebnisse  auch auf  reale  Roboter  übertragen.  Mit  lpzrobots ist  es  möglich, 
sowohl reale als auch virtuell Roboter mit dem selforg-Package (Kapitel 3.2.2) anzusteuern.
Während es in dem virtuellen Simulationssystem kein Problem ist, einem Roboter belie­
bige Motoren und Sensoren anzubauen und diese durch die Software-Architektur von lpz­
robots automatisch in  die  sensomotorische  Schleife  mit  einzubinden,  ist  dies  bei  realen 
Robotern nicht ohne Weiteres möglich. Diese Aufgabe übernimmt ein von der  Robotik-
Gruppe von Prof. R. Der entwickeltes Embedded-Controller-Board mit einem speziellen Funk-
Kommunikationsprotokoll,  Communicator  sowie  Plug&Play-System. Die Arbeitsweise der 
Ansteuerung realer Roboter und der dafür entwickelten Hardwarekomponenten wird in 
diesem Kapitel vorgestellt und näher erläutert.
99
100 6.1 Das Embedded-Controller-Board
6.1 Das Embedded-Controller-Board
Für das von der  Robotik-Gruppe  von  Prof.  R.  Der  entwickelte  Embedded-Controller-Board 
wird als Mikrocontroller ein ATmega128 der AVR-Controllerfamilie35 von der Firma Atmel 
verwendet. Dieser ist ein 8bit-RISC-Prozessor36 und wird auf dem für diesen Einsatz ge­
bauten ATmega128-Board (Abbildung 6.1) mit einer Taktfrequenz von 18,432Mhz37 betrie­
ben. Durch die RISC-Architektur erreicht der  ATmega128-Prozessor eine Rechenleistung 
von 18,432MIPS. Sein Arbeitsspeicher beträgt 4kB SRAM, sein programmierbarer Flash-
Speicher 128kB.
Abbildung  6.1: Der Prototyp des  Embedded-Controller-Boards mit dem  ATmega128 der AVR-Controllerfamilie  von  Atmel 
(Chip oberhalb von Port A) und dem Funkmodul XBee von MaxStream. Das Board wird entweder mit einer Spannung zwi­
schen 6-12V über die Klemmbuchse (oben links) oder über den I²C-Anschluss (links und rechts unten) mit 5V versorgt. Die 
zwei Spannungsschienen 3,3V und 5V werden durch zwei Low-Drop-Spannungswandler (oben links) erzeugt und von den 
darunterliegenden Kondensatoren stabilisiert. Der ATmega128 benötigt eine Versorgungsspannung von 5V, das XBee 3,3V. 
Die Kommunikation des  ATmega128 kann über den  USART0 oder den  USART1 (oberhalb des  XBee) erfolgen, wobei der 
USART0 direkt mit dem  XBee-Funkmodul verbunden ist. Mit dem  XBee-Funkmodul wird die Kommunikation zwischen 
mehreren Embedded-Controller-Boards und dem PC oder dem AMD-Geode-X-Board (siehe Kapitel 6.2) per Funk realisiert. Der 
ATmega128 lässt sich über den ISP-Port (oben rechts) programmieren und über den JTAG-Port (mitte unten) debuggen. Über 
den digitalen Port A (unter dem ATmega128) und den analog-digitalen Port BE (rechts von den Spannungswandlern) lassen 
sich z.B. Servo- und PWM-Motoren sowie Infrarot- und andere Sensoren ansteuern. An dem I²C-Bus (links und rechts unten) 
und dem SPI-Bus (auf dem Prototypen-Board nicht herausgeführt) lassen sich beliebig viele Geräte anschließen und durch 
den  ATmega128 steuern,  die  einen  der  Busse  unterstützen.  Die  Ausmaße  des  Embedded-Controller-Boards  betragen  ca.
100mmx50mm.
Der  ATmega128 besitzt  sowohl  digitale  als  auch  analoge  Ein-  und  Ausgänge38 für  die 
Ansteuerung von Servo- und PWM-Motoren, Infrarot- und andere Sensoren sowie LEDs 
und weiteren Geräten. Seine Fähigkeit, über den  I²C-Bus und dem  SPI-Bus mit anderen 
35 Weitere Informationen zur AVR-Controllerfamilie von Atmel sind unter [ATM07] zu finden.
36 Ein  Reduced Instruction Set Computing-Prozessor verzichtet im Gegensatz zu einem  Complex Instruction Set Computing 
(CISC)-Prozessor auf komplexe Befehle, die einen zu hohen Dekodierungsaufwand benötigen und somit nicht innerhalb 
eines Taktes abgearbeitet werden könnten. 
37 Die von Atmel empfohlene Taktung der ATmega128-Prozessoren liegt zwischen 4 und 16Mhz, jedoch sind je nach Aus­
führung auch bis zu 20Mhz möglich. Die Taktfrequenz von 18,432Mhz ermöglicht die fehlerfreie Übertragung mit einer 
Baudrate von bis zu 230,4kbit/s auf den seriellen Schnittstellen USART0 und USART1 (siehe auch [ATM07a]).
38 Ein analoger Ausgang kann an einem digitalen Ausgang simuliert werden, indem durch ein vom ATmega128 erzeugtes 
PWM-Signal mit einem zwischen dem digitalen Ausgang und der Masse anliegenden Kondensator geglättet wird.
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Geräten zu kommunizieren, ermöglicht die Anbindung von beliebig vielen Geräten, die 
einen dieser Busse unterstützen.
Für die Kommunikation zwischen verschiedenen Embedded-Controller-Boards und anderen 
Plattformen (z.B.  PC  oder  AMD-Geode-X-Board, Kapitel  6.2) stehen außer dem  I²C- und 
SPI-Bus die zwei seriellen Schnittstellen (RS232)  USART0 und  USART1 zur Verfügung. 
Auf dem Embedded-Controller-Board (Abbildung 6.1) ist der USART0 direkt mit dem XBee-
Funkmodul  der  ZigBee-Familie39 von  der  Firma  MaxStream verbunden,  die  die  serielle 
Übertragung per Funk realisiert40.
Der ATmega128-Prozessor lässt sich über den ISP-Port programmieren. Die für den Prozes­
sor benötigte Programmierbibliothek AVR-GCC41 ermöglicht die Generierung von effizien­
tem Programmcode sowohl in Assembler als auch in C/C++. Damit wurde für das Embed­
ded-Controller-Board ein Software-System entwickelt, das die Ansteuerung von Servomoto­
ren,  Infrarotsensoren,  Kompassmodulen und weiteren Geräten per  I²C Plug&Play-fähig 
macht. Das bedeutet, dass an das  Embedded-Controller-Board beliebig viele Geräte an den 
I²C-Bus angeschlossen werden können und nach einem Reset des  ATmega128 (erneutes 
Anschalten der Betriebsspannung oder Drücken des Resettasters auf dem Board) das Soft­
ware-System diese Geräte automatisch erkennt und sie anschließend in die sensomotori­
sche Schleife des (selbstorganisierenden) Controllers integriert.
Um  zwischen  verschiedenen  Embedded-Controller-Boards  und  anderen  Plattformen  wie 
dem PC oder dem AMD-Geode-X-Board (Kapitel 6.2) drahtlos zu kommunizieren, verwen­
det  das Software-System ein Kommunikationsprotokoll  für die  XBee-Funkmodule nach 
dem Master-Slave-Prinzip. Das bedeutet, dass die Plattform, auf dem der Controller läuft, 
als Master fungiert.  Diese kann ein  PC oder ein  AMD-Geode-X-Board sein.  An dem  PC 
bzw. AMD-Geode-X-Board muss allerdings ein an einem seriellen Port (RS232) angeschlos­
senes AXE210 PICAXE Connect Board (Abbildung 6.2) die Funkkommunikation bereitstel­
len. An den Slaves, welche aus jeweils einem Embedded-Controller-Board bestehen, sind alle 
Motoren und Sensoren des Roboters angeschlossen. Der Master fragt sequentiell alle Sla­
ves nach den aktuellen Messwerten der Sensoren, welche dem Controller übergeben wer­
den. Der Controller berechnet daraufhin die neuen Motorwerte, welche wiederum sequen­
tiell  an alle aktiven Slaves geschickt  werden. Anschließend werden wieder die Sensor­
werte abgefragt. Das Kommunikationsprotokoll steuert auch die Initialisierung der Embed­
ded-Controller-Boards sowie die des Controllers.
39 Weitere Informationen zu den ZigBee-Funkmodulen von MaxStream sind unter [DIG07] zu finden.
40 Die serielle Übertragungsgeschwindigkeit ist derzeit auf 33,6kBit/s begrenzt, da sonst die verwendeten die XBee-Funk­
module Fehler produzierten. Geschwindigkeits- und Fehlertests mit den leistungsfähigeren Xbee-Pro-Funkmodulen ste­
hen noch aus.
41 Alternativ lässt sich auch WinAVR oder AVR Studio 4 verwenden. Nähere Informationen sind unter [ATM07b] zu finden.
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Abbildung 6.2: Das AXE210 PICAXE Connect Board der Firma Revolution Education Ltd. Über die serielle Schnittstelle (3,5mm 
Klinkenbuchse oben links) lässt sich das Board mit einem  PC oder anderen Boards (die eine serielle Schnittstelle mit 9V 
Betriebsspannung besitzen) verbinden. Ein MAX3232-Chip der Firma MAXIM (unter der Klinkenbuchse) transformiert die 
Signale von 9V auf 3,3V und zurück. Das XBee-Funkmodul wird auf der rechten Seite des Boards eingesteckt und stellt die 
Kommunikation zwischen anderen XBee-Funkmodulen her. Das AXE210 PICAXE Connect Board unterstützt den Anschluss 
der Betriebsspannungen von 5V und 9V. Es ist auf eine maximale Kommunikationsgeschwindigkeit von 115,2kbit/s ausge­
legt. Quelle und weitere Informationen: [REV07], [MAX07]
Der Master  führt  ein spezielles  Simulationssystem des  selforg-Package aus  (Verzeichnis 
simulations/spherical_xbee/workstation), welches das oben genannte Kommunikationsproto­
koll beinhaltet und die nötigen Softwarestrukturen für die Zusammenarbeit der selbstor­
ganisierenden Controller aus dem selforg-Package mit einem realen Roboter bereitstellt. Die 
von der Klasse AbstractRobot (Kapitel 3.3.5) abgeleitetete Klasse Communicator sorgt für die 
Bereitstellung der Motor- und Sensorwerte. Ein  Agent (Kapitel  3.3.6). sorgt anschließend 
dafür, dass die sensomotorische Schleife zwischen dem Communicator und dem verwende­
ten Controller geschlossen wird.
Durch  das  oben  beschriebene  Kommunikationsprotokoll  sowie  dem  Plug&Play-System 
des Embedded-Controller-Boards kann sich ein Roboter aus mehreren unabhängigen Modu­
len mit jeweils  einem  Embedded-Controller-Board für die Ansteuerung der Motoren und 
Sensoren zusammensetzen. Ein Beispielroboter ist in dem Kapitel 6.3 erläutert. Die Kom­
munikation der  Module über Funk gewährleistet  eine große Flexibilität.  Somit  können 
auch mehrere Roboter durch nur einen einzigen Controller gesteuert werden.
6.2 Das AMD-Geode-X-Board
Die Ausführung des Controllers auf einem PC oder einem AMD-Geode-X-Board ist wegen 
der wesentlich höheren Rechenleistung gegenüber dem  ATmega128 sinnvoll. Damit fun­
giert  das  Embedded-Controller-Board  als  reines  Low-Level-Ansteuerungsmodul  für  die 
Motoren und Sensoren.
Das  AMD-Geode-X-Board (Abbildung  6.3) ermöglicht die Ausführung des  Controllers auf 
einer in Bezug auf die Größe sehr leistungsfähigen Plattform. Die geringe Leistungsauf­
nahme von durchschnittlich 3W und die kleine Dimension dieses Boards erlauben hin­
sichtlich der Fernsteuerung, im Gegensatz zur Verwendung des  PCs für den  Controller, 
den Bau eines autonomen Roboters.  Dabei ist  das  AMD-Geode-X-Board in den Roboter 
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integriert und fungiert als Master für ein oder mehrere Embedded-Controller-Boards, welche 
die Motoren und Sensoren ansteuern.
Abbildung 6.3: Das AMD-Geode-X-Board. Der Geode SC1200 ist ein mit 266Mhz getakteter  x86-Prozessor (32bit). Er ist mit 
128MB SDRAM sowie 128MB bootbarem Flash-Speicher ausgestattet. Das AMD-Geode-X-Board unterstützt u.a. AC97-Sound, 
4MB Video-Speicher für die Ansteuerung eines Monitors, USB 1.1, 10/100Base-T Ethernet, RS232 sowie UDMA33 EIDE-Fest­
platten. Die Dimensionen des AMD-Geode-X-Boards betragen 68x49mm. Der Energieverbrauch liegt bei durchschnittlich 3W. 
Mit dem Betriebssystem Damn Small Linux (DSL) ist es möglich, den Controller auf dem AMD-Geode-X-Board laufen zu las­
sen. Quelle und weitere Informationen: [KON07], [DSL07]
Die Ausführung des  Controllers auf dem PC bietet sich vor allem für die online-Auswer­
tung der Motor- und Sensorwerte sowie der Controllerparameter an. Der Controller kann 
auch mit dem  PC umprogrammiert und erneut getestet  werden. Daher eignet sich das 
AMD-Geode-X-Board nur für Controller, die keiner weiteren Änderung mehr bedürfen und 
bei denen keine online-Auswertung mehr nötig ist.
6.3 Der Kugelroboter
Ein aktuelles Forschungsprojekt stellt der in der Abbildung 6.4 dargestellte Kugelroboter 
dar, der von Julius Popp entworfen wurde42. Zwei aus Glasfasern bestehende Halbkugeln 
mit einem Durchmesser von ca. 30cm bilden die Außenhülle des Roboters. Im Inneren der 
Kugel befindet sich eine mit der Außenhülle verbundene Achse, an der ein Motorblock 
mittels 2 Motoren beweglich ist und seine Position bezüglich der Achse verlagern kann. 
Diese  Schwerpunktveränderung  ermöglicht  die  Fortbewegung des  Kugelroboters  ohne 
jegliche Extremitäten.
Der Kugelroboter benutzt für die Ansteuerung aller Motoren und Sensoren zwei  Embed­
ded-Controller-Boards. Das erste Embedded-Controller-Board steuert per I²C das Dual-Motor­
treiber-Board MD2343 an und liest zudem von dem Board die integrierten Motordrehzahl­
messer für die zwei Motoren als Sensorwerte aus. Für die am Innenrand der Außenhülle 
angebrachten 12 Infrarotsensoren ist das zweite Embedded-Controller-Board zuständig. Ein 
42 Der hier verwendete Kugelroboter ist der erste Prototyp von Julius Popp. Informationen zu weiteren Kugelrobotern sind 
unter [POP04] zu finden.
43 Weitere Informationen zu dem Dual-Motortreiber-Board MD23 sind unter [DEV07] zu finden.
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mit dem PCF8591-Chip44 bestücktes Miniboard (Ausmaße: ca. 50mmx20mm) übersetzt die 
analogen Messwerte von bis zu 4 Infrarotsensoren in digitale Werte, die der  ATmega128 
über den I²C-Bus auslesen kann. Für die 12 Infrarotsensoren wurden somit vier PCF8591-
Miniboards  in  die  Kugel  integriert.  Jedes  Embedded-Controller-Board  verfügt  über  eine 
separate  Versorgungsspannung,  wobei  das  erste  Embedded-Controller-Board per  I²C von 
dem Dual-Motortreiber-Board  MD23  versorgt und das zweite  Embedded-Controller-Board 
von einem 4,8V-Mignonblock gespeist wird.
Abbildung  6.4: Der zweite Prototyp des Kugelroboters von  Julius Popp. Im Gegensatz zum ersten Prototyp besitzt dieser 
Kugelroboter 3 Zahnradachsen, an dem mit jeweils einem Motor die Position des gesamten Motorblocks verändert werden 
kann. Das aus Glasfaser bestehende Gehäuse ist mit dem des ersten Prototyps identisch.
6.3.1 Ergebnisse
Ein ähnlicher Kugelroboter existiert im virtuellen Simulationssystem  lpzrobots. Er besitzt 
jedoch statt einer Achse drei, die orthogonal zueinander stehen und jeweils eine verschieb­
bare Masse aufweisen (Abbildung 6.5).
Abbildung 6.5: Der Kugelroboter des Simulationssystems lpzrobots. Er besitzt drei Achsen, die orthogonal zueinander ste­
hen. Auf jeder Achse befindet sich eine Massekugel, die sich durch einen Slider verschieben lässt. Der Kugelroboter besitzt 
im Gegensatz zum realen Gegenstück u.a. die Möglichkeit, alle drei Massen in das oder nahe an das Zentrum zu ziehen, 
womit z.B. Kreiseleffekte möglich sind. Die Architektur des realen Kugelroboters hingegen lässt eine Schwerpunktverlage­
rung in den Mittelpunkt der Kugel nicht zu.
44 Weitere Informationen zu dem 8bit A/D-Wandler sind unter [NXP07] zu finden.
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Aufgrund der differenzierten Architektur ergeben sich unterschiedliche Bewegungsmög­
lichkeiten der beiden Kugelroboter. So kann z.B. der reale Kugelroboter im Gegensatz zu 
seinem virtuellen Gegenstück seinen Schwerpunkt nicht ins Zentrum verlagern,  womit 
z.B.  kein  passives  Ausrollen  der  Kugel  möglich  ist.  Die  wissenschaftlichen  Arbeiten 
[MAR07], [DER06] und [DER06a] haben sich mit dem Verhalten des virtuellen Kugelrobo­
ters mit der Steuerung durch einen selbstorganisierenden Controller beschäftigt.
Die Beobachtungen über die  Bewegungsarten des realen Kugelroboters,  der mit  einem 
selbstorganisierenden  Controller gesteuert  wurde,  bestätigte  die Überlegungen über  die 
unterschiedliche Auswirkung der Kugelarchitekturen. Außerdem liefern die Motordreh­
zahl- und Infrarotsensoren dem Controller nicht genügend Informationen über das Verhal­
ten des Kugelroboters bezüglich seiner Umwelt. Weitere Sensoren, wie ein Kompassmo­
dul  und Achsneigungssensoren,  sollen  bei  zukünftigen  wissenschaftlichen  Arbeiten  an 
den Roboter angebracht werden. Dann ist es dem Controller möglich zu erkennen, dass z.B. 
der Kugelroboter steht, obwohl sich die Motoren drehen. Das kann beim Anstoßen an ein 
Hindernis der Fall sein.
6.4 Ausblick
Das lpzrobots-Simulationssystem ermöglicht die Steuerung sowohl virtueller als auch real 
existierender  Roboter.  Mit  dem  Embedded-Controller-Board,  dem Kommunikationsproto­
koll  per  Funk sowie dem  Plug&Play-System des  Embedded-Controller-Boards lassen sich 
reale Roboter erstellen, die aus einzelnen Modulen bestehen und sofort mit den selbstorga­
nisierenden  Controllern aus dem  selforg-Package ansteuerbar sind. Die Realisierung kann 
entweder mittels dem PC für die bessere Auswertung des Roboter- und Controllerverhal­
tens oder mittels dem AMD-Geode-X-Board für eine vollständige Autonomie des Roboters 
durchgeführt werden.
Roboter können mit lpzrobots sowohl in einer virtuellen Welt getestet als auch in der realen 
Welt betrieben werden. Während in dem virtuellen Simulationssystem sich sehr schnell 
Erkenntnisse  über  das  Verhalten von Robotern  und deren  Controllern sammeln lassen, 
birgt die Praxis viele Probleme, welche den Erkenntnisfortschritt massiv behindern. Bei­
spielsweise  können die  Akkupacks  leer  sein,  wohingegen  im Simulationssystem keine 
Stromknappheit  herrscht.  Ein weiterer  wichtiger  Aspekt  sind elektrische  Probleme der 
Boards,  z.B.  kalte Lötstellen, Wackelkontakte und gebrochene Kabel. Auch verläuft der 
Anschluss  neuer  Geräte,  z.B.  ein  Achsneigungssensor,  nicht  ohne  Komplikationen,  da 
diese ein anderes Kommunikationsprotokoll (z.B.  SPI) als die anderen Geräte aufweisen 
können und daher dieses Protokoll erst noch implementiert und getestet werden müsste.
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Mit dem Embedded-Controller-Board wurde jedoch eine Plattform geschaffen, die einerseits 
sehr vielseitig einsetzbar ist, andererseits jedoch sehr stark auf bewährte Kommunikations­
schnittstellen wie z.B. den seriellen als auch I²C-Bus setzt. Mit dem übergeordneten Kom­
munikationsprotokoll  lassen  sich  mehrere  Embedded-Controller-Boards  als  ein  Roboter 
betrachten und von einem einzigen Controller steuern, wodurch sich eine flexible Modula­
rität des Roboters ergibt. Weiterhin können alle Geräte, die per I²C angeschlossen sind, die 
Plug&Play-Fähigkeit  erlangen.  Der  ATmega128 sucht  bei  jedem Reset  automatisch nach 
allen angeschlossenen I²C-Geräten und bindet diese dann anschließend automatisch in die 
sensomotorische Schleife ein. Durch das funkbasierte Kommunikationsprotokoll und dem 
Plug&Play-System wird die Fehleranfälligkeit beim Bau des Roboters erheblich reduziert.
7 Zusammenfassung
In den letzten Jahrzehnten hat sich die Simulation von Robotern zu einem essentiellen 
Werkzeug für den Fortschritt in der Erforschung von künstlicher Intelligenz entwickelt, 
auch im Bereich des embodiment.  Das begründet sich auf der wesentlich leichteren Hand­
habung und Reproduzierbarkeit von Experimenten mit virtuellen Robotern. Das Simulati­
onssystem lpzrobots ermöglicht die Steuerung von sowohl virtuellen als auch realen Robo­
tern.
Die  Simulationsumgebung  von  lpzrobots baut  auf  den  beiden  Engines  Open  Dynamics  
Engine  (ODE) und OpenSceneGraph (OSG) auf. Die ODE ist eine freie und leistungsstarke 
C/C++-Bibliothek. Sie simuliert die Dynamik von Festkörpern und stellt  eine integrierte 
Kollisionserkennung mit  vielfältigen  ODE-Paradigmen,  z.B.  Primitiven,  Joints,  Motoren 
und  Spaces,  bereit. Die  OSG ist eine sehr gut skalierende Graphik-Engine, die durch die 
Verwendung eines  Szenengraphen und modernster  Visualisierungstechniken  eine  gute 
Darstellung der Simulationsumgebung mit minimalem Berechnungsaufwand ermöglicht. 
Sie bietet zahlreiche Schnittstellen, welche den Import und die Verwendung von komple­
xen 3D-Modellen (Meshes) aus professionellen  CAD-Programmen wie  3DSMax ermögli­
chen.
Das Simulationssystem  lpzrobots dient zur Simulation einer virtuellen 3D-Welt für auto­
nome Roboter. Dabei sind u.a. die Steuerung der Roboter durch selbstorganisierende neu­
ronale Netze sowie Interaktionen zwischen den Robotern möglich. Weiterhin dient lpzro­
bots als  Werkzeug für  die  flexible  Konstruktion  von Robotern  aus  Einzelkomponenten 
sowie für die Erstellung von individuellen autonomen Roboterwelten.
Bei  der Entwicklung der Komponenten von  lpzrobots spielen Entwurfsmuster  eine ent­
scheidende Rolle.  Sie ermöglichen den professionellen Entwurf von Softwarestrukturen 
und -Systemen in lpzrobots. Zu den lpzrobots-Komponenten zählen die Packages ode_robots 
und selforg sowie die PlotOptions GuiLogger und NeuronViz. Ersteres Package beinhaltet die 
Simulationsumgebung, mit der sich virtuelle Welten für autonome Roboter realisieren las­
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sen und Letzteres Package stellt eine große Sammlung von selbstorganisierenden Control­
lern bereit. Die PlotOptions GUILogger und NeuronViz ermöglichen die online-Auswertung 
von Controllern der Roboter. Neu integrierte lpzrobots-Komponenten, wie die StatisticTools  
und der HUDStatisticsManager, erweitern diese Analyse- und Anzeigeverfahren.
Eine erweiterte Kamerasteuerung erleichtert durch verschiedene Kameramodi das Auffin­
den und Beobachten der Roboter in der laufenden Simulation. Dazu sind sowohl verschie­
dene Kamerapositionen als auch -blickwinkel wählbar. Sie ermöglicht außerdem die Auf­
nahme ruckelfreier Videos, wenn sich die Kamera bewegt.
Mit  lpzrobots  lassen sich,  wie bereits  erwähnt,  auch reale Roboter steuern.  Die  Robotik-
Gruppe von Prof. R. Der entwickelte für eine große Flexibilität in der Modularität von rea­
len Robotern ein Embedded-Controller-Board. Die Steuerung des Controllers erfolgt entweder 
mittels dem PC für die bessere Auswertung des Roboter- und Controllerverhaltens oder 
mittels dem AMD-Geode-X-Board für eine vollständige Autonomie des Roboters. Bei der 
Sammlung von Erkenntnissen über das Verhalten von realen Robotern und deren Control­
lern treten in der Praxis aber auch viele Probleme, z.B. leere Akkupacks, kalte Lötstellen 
oder gebrochene Kabel, auf. Diese können den Erkenntnisfortschritt massiv behindern.
Ein weiterer Schwerpunkt dieser Arbeit liegt in der Zeitreihenanalyse mit einem ausge­
wählten informationstheoretischen Maß bezüglich des Roboterverhaltens. Für die prakti­
sche Umsetzung wurde eine Simulation mit einem Roboter, der zwei Räder mit je einem 
Radgeschwindigkeitssensor besitzt, in einer Arena durchgeführt. Da der Roboter keinerlei 
Umgebungssensoren  besitzt,  kollidiert  er  zwangsläufig  sehr  oft  mit  den  Wänden und 
Gegenständen.  Die  Simulation  wurde  für  verschiedene  Controllerparameter  0 ≤ c ≤ 1.3 
wiederholt und die  MI als prädiktive Information zwischen zwei direkt aufeinander fol­
genden  Zeitschritten  ermittelt.  Dafür  wurde  eine  Update-Regel  hergeleitet,  die  für  die 
Berechnung anstatt quadratischer lediglich konstante Kosten benötigt.
Es konnte herausgefunden werden, dass bei maximaler MI der Roboter zugleich ein explo­
ratives sowie sensitives Verhalten zeigt. Damit definiert das Maximum der MI einen opti­
malen Arbeitsbereich.  Man kann die  MI als Maß für die innere Motivation des Roboters 
betrachten.  Die  Benutzung einer  Lernregel  mit  der  MI  als  Zielfunktion  führt  zu  einer 
neuen  Art  der  Selbstorganisation.  Dieser  Fakt  kann Gegenstand  weiterer  Forschungen 
sein. Es stellt sich außerdem die Frage, wie sich die prädiktive Information für Roboter mit 
z.B. Druck- oder Infrarotsensoren verhält.
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Anhang – Notationshinweise zu Klassen- 
und Objektdiagrammen
In dieser Arbeit finden Klassen- und Objektdiagramme für die Verdeutlichung der Soft­
ware-Architektur  in  lpzrobots Verwendung.  In  Klassendiagrammen wurde  bewusst  auf 
Aggregation und Komposition verzichtet, da sich die Beziehungen zwischen den Objekten 
mittels  Objektdiagrammen  besser  darstellen  lassen.  Gerade  das  Verhalten  der  Objekte 
zueinander kann somit besser verdeutlicht werden. Daher finden sich in Klassendiagram­
men nur Vererbungsstrukturen wieder.
In den Objektdiagrammen werden optional  zusätzlich die Objektmethoden angegeben, 
falls  dies  nicht  bereits  in  einem  entsprechenden  Klassendiagramm  erfolgte.  Nicht  alle 
Methoden und Objektreferenzen sind in den Klassen- bzw. Objektdiagrammen aufgeführt. 
Die  Abbildung 1  zeigt  die  Notationshinweise  für  Klassendiagramme,  Abbildung 2  für 
Objektdiagramme auf.
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Abbildung 1: Notationshinweise für Klassendiagramme. In den bläulichen Kopfbereichen stehen die jeweiligen Klassenna­
men. Dies kann entweder ein Interface, eine Superklasse oder eine abgeleitete Klasse sein. Die Schrift von Interface-Klassen 
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Abbildung 2: Notationshinweise für Objektdiagramme. In den bläulichen Kopfbereichen stehen die jeweiligen Klassenna­
men des referenzierten Objektes, der Objekttyp. Objektnamen werden im weißen Bereich ohne Klammer angegeben. Die 
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