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Abstract
The combined CFD-PBE (population balance models) are computationally intensive requiring efﬁcient numerical methods for
solving practical problems. In this paper, a high order method is presented based on the least-squares method (LSM) for the solution
of a spatial-dependent population balance equation which includes advective processes. Numerical experiments are performed in
order to study the behavior of the proposed method for one-dimensional cases using model problems with analytical solutions.
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1. Introduction
Population balance modeling is an active ﬁeld of research due to its application to several engineering and scientiﬁc
problems. This method is commonly used to study precipitation, polymerization, particle size distribution, bubbly and
droplet ﬂow and so on. In particular, in multiphase ﬂow problems, the dispersed phase distribution has a strong effect
in the hydrodynamic properties and phase distribution. For that reason, considerable efforts have been made in order
to develop polydisperse multi-ﬂuid models with an inherent population balance module that will be able to consider
the effects of the variations in the size and shape distributions of the dispersed phase.
Using a population balance approach the dispersed phase is commonly treated using a density function, DF, for
instance f (r, , t) where r is the spatial vector position,  is the property of interest of the disperse phase, and t the
time. Thus, f (r, , t) d can represent the number of particles per unit volume at time t, at the position r, with property
between  and + d. The evolution of this DF must take into account the different processes that control the DF such
as breakage, coalescence, growth and convective transport of the particles. The resulting equation is a non-linear partial
integro-differential equation which requires to be solved by a suitable numerical method.
Well established solution techniques for this type of problems are the so-called sectional methods which are based
on low-order approximations. In general, these methods require the use of empirical ad hoc rules in order to conserve
certain properties of the distribution, e.g., mass and number [19,21]. An important drawback of the sectional methods
is that a considerable large number of discretization points can be required for producing reasonable results, which can
reach up to 1000 points in some applications [15].
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An alternative strategy is to employ projection methods, such as ﬁnite element methods (FEM) in which the solution
is approximated as a linear combination of the basis functions over a ﬁnite number of sub-domains. For example,
Chen et al. [3] developed a wavelet-Galerkin method for the solution of PBEs describing the treatment of particle-
size distribution in problems of a continuous, mixed-suspension and mixed-product removal crystallizer with effects
of breakage.
The high computational cost of low-order methods can be reduced by using high-order methods. High-order methods
present a fast convergence rate if the underlying solution is smooth, reducing the number of unknowns required, as
compared with a low approximation method [7]. Subramani and Ramkrishna [20] presented a Tau method for solving
the distribution of the population of microbial cells that present growth and breakage processes. Mantzaris et al. [14]
discussed the Galerkin, Tau and pseudo-spectral methods as tools for solving multi-variable cell population balance
models (PBE) that represent growth and breakage. An alternative to the mentioned high-order methods is the least-
squares method (LSM). The LSM is a well established numerical method for solving a wide range of mathematical
problems (e.g., [12,1,18,16]). The basic idea in the LSM is to minimize the L2 norm of the residual over the compu-
tational domain. In the case when the exact solutions are sufﬁciently smooth, the convergence rate is exponential. For
time-dependent problems, the space–time formulation, i.e., time is treated as an additional dimension, allows high-order
accuracy both in space and in time (e.g., [17,4]). In this way, space–time can be solved at once, or per time-step on a
space–time slab in a kind of semi-discrete formulation. In particular, the application of the LSM to PBE was previously
discussed in [7–9] for the breakage and coalescence processes.
The motivation for our work is to extend the LSM applied to the PBE for including the advection operator. In this
way, this framework could be applied for predicting the evolution of the density function representing the dispersed
phase, e.g., the bubble size distribution in the simulation of bubble column reactors [10,11].
In Section 2, the population balance equation for the breakage case is presented. Section 3 describes the least-squares
spectral method. In Section 5, some numerical examples are discussed. Finally, Section 6 presents the main conclusions
of this work.
2. The population balance equation
A general steady state population balance equation can be written like
∇ · (v(r, )f (r, )) +LPBf (r, ) = g(r, ) in , (1)
f (r, ) = fI(r, ) on I, (2)
where =r × and r ⊂ Rd , with d = 1, 2 or 3, the spatial domain and  = [min, max] the internal property
domain. In practical applications, the maximum particle property max is restricted by the maximum dimensions of the
systems. In Eq. (1), the ﬁrst term on the left-hand side is a convective term in conservative form, with v(r, ) a given
velocity ﬁeld. In this paper, we adopt the non-conservative form
∇ · (v(r, )f (r, )) = v(r, ) · ∇f (r, ) + c(r, )f (r, ) (3)
with c=∇ · v. In the last term of Eq. (1), g(r, ) is given and represents a source term, i.e., a sink or source of particles
into the system.
The population balance operator considering only breakage can be written like
LPBf (r, ) = b(r, )f (r, ) −
∫ max

b(r, s)h(r, , s)f (r, s) ds. (4)
The ﬁrst term in the RHS of (4) represents the change in the population due to loss of the individuals in the population,
for example, due to a breakage process; in this case b(r, ) is the breakage rate of the particles of type . The second
term in the RHS gives us the change in the population due to the arrivals of new individuals with property . In
the case of a breakage process, the breakage of particles of type s will produce particles of type  according to the
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Fig. 1. Domain  and the respective inﬂow boundary I.
breakage yield function, h(r, , s). Besides, h(r, , s) satisﬁes the property that
∫ p
min
kh(r, , p) d= kp for all r ∈ r, (5)
where the integral term is the moment of the new particles that appear after the breakage, and k is the moment that is
conserved in the breakage process.
The limits of the integrals in Eq. (4) are deﬁned based on the assumption that only particles with a property s > 
can break into . For example, this holds when  is assumed to be the bubble volume [19].
Eq. (2) contains the boundary condition, where fI() is the density function of the particles that enter into the system
through I, called the inﬂow part of the boundary of the domain , generally deﬁned by
I = {(r, ) ∈  : n(r, ) · v(r, )< 0}, (6)
where n(x, ) is the outward unit normal on , see Fig. 1. It is important to note that the velocity ﬁeld can present
components both in the spatial dimensions and in the property dimensions as well. The velocity components related
to the property dimensions correspond to the a growth type phenomena, i.e., the motion of the particles in the particle
coordinate . However, in this work this case is not considered and the inﬂow boundary is reduced to
I = {(r, ) ∈  : n(r) · v(r, )< 0}, (7)
where n(r) is the outward unit normal on r and v(r, ) ∈ Rd , with d = 1, 2 or 3, the spatial domain.
For simplicity and generality, Eqs. (1) and (2) can be written in a compact form like
Lf (r, ) = g(r, ) in , (8)
Bf (r, ) = fI(r, ) on I (9)
with
LQ= v(r, ) · ∇Q+ c(r, )Q+LPBQ, (10)
a ﬁrst-order linear integro-differential operator and
BQ= Q, (11)
the identity operator.
3. The least-squares method
Assuming that the initial value problem (8)–(9) is well-posed, the mapping f → (Lf,Bf ) is a one-to-one cor-
respondence between the underlying Hilbert space X = X() onto the Hilbert space Y = Y () and Y ∗ = Y ().
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This implies that there exists two positive constants C1, C2 > 0 independent of f for which we have
C1‖f ‖X‖Lf − g‖Y + ‖Bf − fI‖Y ∗C2‖f ‖X ∀f ∈ X, (12)
where ‖Q‖X, ‖Q‖Y and ‖Q‖Y ∗ represent the norms associated to the Hilbert spaces X,Y and Y ∗, respectively. Based on
expression (12), the error estimate between f ∈ X and the exact solution fex ∈ X of the initial value problem (8)–(9)
gives
C1‖f − fex‖X‖Lf − g‖Y + ‖Bf − fI‖Y ∗C2‖f − fex‖X ∀f ∈ X. (13)
Hence, if the norm of the residuals of (8)–(9) approaches zero, i.e., ‖Lf − g‖Y → 0 and ‖Bf − fI‖Y ∗ → 0,
the approximate solution converges to the exact solution, i.e., ‖f − fex‖X → 0, and the other way around. Then,
minimizing ‖f − fex‖X is equivalent to minimizing ‖Lf − g‖Y + ‖Bf − fI‖Y ∗ .
For problem (8)–(9), we seek to minimize in the L2-norm the least-squares functional
J(f ; g, fI) ≡ 12‖Lf − g‖2Y () + 12‖Bf − fI‖2Y (I),
with the L2-norm and the weighted L2-norm deﬁned like
‖Q‖2Y () = 〈Q,Q〉Y () =
∫

QQ d, (14)
‖Q‖2Y (I) = 〈Q,Q〉Y (I) =
∫
I
QQ|n · v|ds, (15)
where 〈Q,Q〉Y () and 〈Q,Q〉Y () are the corresponding inner products and ‖Q‖2Y (I) is the boundary norm [12].
Based on variational analysis, the minimization statement is equivalent to:
Find f ∈ X() such that
lim
→0
dJ(f + v; g, fI)
d
= 0 ∀v ∈ X(), (16)
whereX() ≡ H 1(), the space of the admissible functions. Equivalently, it is possible towrite the necessary condition
as:
Find f ∈ X() such that
A(f, v) =F(v) ∀v ∈ X() (17)
with
A(f, v) = 〈Lf,Lv〉Y () + 〈Bf,Bv〉Y (I), (18)
F(v) = 〈g,Lv〉Y () + 〈fI,Bv〉Y (I). (19)
The discretization statement consists in seeking the solution in a reduced subspace, i.e., fN(r, ) ∈ XN() ⊂ X().
For example, using a nodal base functions for expanding XN() we have
fN(x) =
N∑
l=0
fll (x) with fl = f (xl ), (20)
with x = (r, ) and l (x) the nodal base functions such that
XN() = span{0(x), . . . ,N(x)}. (21)
Replacing approximation (20) into Eq. (17), and choosing systematically v = 0, . . . ,N, we get the following
algebraic system:
Af =F, (22)
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Fig. 2. The domain  and the respective inﬂow boundary I considering v(r, )> 0.
where
[A]ij =A(j ,i ) = 〈Lj ,Li〉Y () + 〈Bj ,Bi〉Y (I), (23)
[F]j =F(j ) = 〈g,Lj 〉Y () + 〈fI,Bj 〉Y (I), (24)
[f]i = fi = f (xi ). (25)
An important remark is that the advection operation does not introduce a signiﬁcant computational cost for computing
A, due to the high computational cost already involved in the computation of the integral term related to the breakage
operator.
The framework presented here is quite general allowing any spatial dimensions and any property dimensions. In the
next section, an example of its application is presented in order to understand the main implementation details and
issues.
4. Example: 1D population balance equation
The 1D population balance equation can be written like
Lf (r, ) = g(r, ) in , (26)
Bf (r, ) = fI(r, ) on I, (27)
with
LQ= v(r, )Q
r
+ c(r, )Q+ b()Q−
∫ max

b(r, s)h(r, , s)Q ds, (28)
BQ= Q, (29)
with =r ×, where r = [0, Lr ] represents the spatial domain and  = [0, max] the internal property domain,
see Fig. 2. In the deﬁnition of the operator (28) and in Eq. (26), functions v(r, ), c(r, ), g(r, ), b(r, ) and h(r, , s)
are given. For simplicity, we assume v(x, )> 0, which implies that the inﬂow boundary is given by I = {(r, ) ∈
 : r = 0}.
4.1. The least square spectral approximation
For this case, the least-squares functional is deﬁned as
J(f ; g, fI) ≡ 12‖Lf − g‖2Y () + 12‖Bf − fI‖2Y (I), (30)
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Fig. 3. The distribution of the GLL-GL points, xi , in [−1, 1]2.
with the norms
‖Q‖2Y () = 〈Q,Q〉Y () =
∫

QQ d=
∫ Lr
0
∫ max
0
QQ d dr , (31)
‖Q‖2Y (I) = 〈Q,Q〉Y (I) =
∫
I
QQ|n · v| ds =
∫ max
0
QQv(0, I ) dI. (32)
The LSM solution fN(r, ) ∈ XN() ⊂ X() for this problem can be expressed like
fN(r, ) =
N1∑
i=0
N2∑
j=0
fij ij (r, ) with fij = f (rj , i ), (33)
where the 2D basis functions ij (r, ) are built like the product of two 1D basis functions, i.e., ij (r, )=i ()j (r).
The 1D basis functions i () and j (r) are chosen to be the Lagrange interpolant polynomials of order N1 and N2, re-
spectively. For this problem, the internal coordinate is expanded based on Lagrange interpolants using Gauss–Legendre
(GL) quadrature points, while the spatial dimension is based on Lagrange interpolant using Gauss–Lobatto–Legendre
(GLL) points [2,6].
Deﬁning the index l = i + j (N1 + 1) with 0 iN1 and 0jN2, andN = (N1 + 1)(N2 + 1) − 1 (Fig. 3),
expression (33) can be written as
fN(x) =
N∑
l=0
fll (x) with fl = f (xl ), (34)
with x= (r, ) and l (x)=j (r)i (), see Fig. 4. Finally, using approximation (34) we get the ﬁnal algebraic system
to be solved:
Af =F. (35)
The integral expressions can be approximated in an efﬁcient way by using numerical quadrature [6]. For example, the
integral of a function b() in the reference domain ˆ= [−1, 1] evaluated numerically using GLL integration is given
as
∫ 1
−1
b() d ≈
P∑
q=0
b(q)wq , (36)
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Fig. 4. One of the 16 basis functions l (x) = ij (r, ) in [−1, 1]2.
where q and wq are the quadrature points and weights, respectively. Generally, the same GLL-roots are used for the
evaluation of the integrals as for the approximation of the solution, because of simplicity and for the implementation
aspects. The Gaussian quadrature based on the GLL-roots is even exact when the integrand b() is a polynomial of
degree 2P −1 or lower. Thus, it is possible to determine a priori for a given problem the optimal order of P. Depending
on the characteristics of the solution and of the non-constant coefﬁcients, overintegration (i.e., P >N) can improve the
convergence rate of the solution [13,5]. In this work, the integral of the residuals is performed using the same numerical
quadrature as the one used for constructing the approximation of the solution. The integral term in expression (28)
was evaluated using the same approximation order as the one used for the particle property dimension mapped to the
interval [, max].
5. Numerical experiments
Two numerical experiments are performed for testing the capability of the method. The problems are deﬁned as

r
[v(r, )f (r, )] = −LPBf (r, ) + g(r, ) on , (37)
f (r, ) = fI() in I, (38)
with = [0, 1] × [0, 1]. It is assumed that v(r, )> 0, so the inﬂow boundary is given as I = {(r, ) ∈  : r = 0}.
The population balance operator is deﬁned as
LPBf (r, ) = b()f (r, ) −
∫ 1

b(s)h(, s)f (r, s) ds. (39)
For Case 1 the analytical solutions with the corresponding boundary conditions are
f (r, ) = e, fI() = e,
where the functions are given like
v(r, ) = 1 + er2, c(r, ) = v(r, )
r
= 2re,
b() = 2, h(, s) = 2
p
uniform redistribution,
g(z, ) = e(−2 + 2er + 2+ 2).
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For Case 2, for which there is no available analytical solution, the functions are given like
fI() = e, v(r, ) = 1 + er2,
c(r, ) = v(r, )
r
= 2re, b() = 2,
h(, s) = 12(p − )
3p
parabolic redistribution, g(r, ) = 0.
In the deﬁned cases, the population balance operator is deﬁned such that the ﬁrst moment is conserved. Therefore,
multiplying Eq. (37) by , integrating over  and applying the Gauss Theorem, we get the conservation statement
jout − jin =
∫ 1
0
∫ 1
0
g(r, ) dr d, (40)
with
jin =
∫ 1
0
v(0, )f (0, ) d, jout =
∫ 1
0
v(1, )f (1, ) d,
the input and output ﬂux of the conserved property. The RHS of Eq. (40) is the total production of the conserved
moment by the source term. The ﬁrst term of the RHS of Eq. (37) vanishes due to the fact that the moment is conserved.
In order to show how accurate the numerical solutions of Case 1 is in comparison with the exact ones, the error and
the residual are measured in the L2-norm
‖‖2 =
(∫ 1
0
∫ 1
0
(f (r, ) − fN(r, ))2 d dr
)1/2
, (41)
‖R‖2 =
(
‖LfN − g‖2Y () + ‖fN − f0‖2Y (0)
)1/2
, (42)
where f (z, ) is the exact solution and fN(z, ) is the LSQ solution. Besides, the conservation property of the method
is measured by computing the error between the net ﬂux and the production term
‖j‖∞ =
∣∣∣∣jNout − jNin +
∫ 1
0
∫ 1
0
g(r, ) dr d
∣∣∣∣ , (43)
with
jNin =
∫ 1
0
v(0, )fN(0, ) d, jNout =
∫ 1
0
v(1, )fN(1, ) d. (44)
The plots in Fig. 5 show the convergence analysis of ‖‖2, ‖R‖2 and ‖j‖∞ when the approximation order is increased.
The three errors show the expected exponential type of convergence. In particular, the conservation measure, ‖j‖∞,
shows a quite lower error. It is important to note that this parameter is considered important in some engineering
applications.
Fig. 6 shows the PDF, f (r, ), for Case 2. Due to the breakage process, particles with a higher property  are
redistributed in a parabolic way being clustered close to the region with low values of . In Fig. 7, the convergence
analyses for ‖R‖2 and ‖j‖∞ are plotted. The conservation is also satisﬁed in this case even for a low approximation
order. Compared with Case 1, the convergence rate is much lower as a consequence of the complexity of the solution.
In Fig. 5, ‖j‖∞ shows a not expected increase which can be attributed to the low-order integration used and to the
more complex behavior of the underlying solution.
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Fig. 5. Error, residual and conservation convergence for Case 1.
6. Conclusions
In this work a high-order method based on the least-squares formulation is discussed for solving population balance
problems including an advective process. The given method can be applied for solving the population balance equation
in several spatial and property dimensions. The inclusion of the advection operator into the minimization statement
does not increase the computational cost of the method considerably due to the high computational cost required for
computing the contribution of the integral term of the population balance operator. In the article the advective process
was considered in the spatial dimension only, however the method can easily be extended to include a growth process,
i.e., an advective process in the property dimension.
Two numerical experiments were presented for testing the capability of the method. The ﬁrst problem with
analytical solution was used for studying the error behavior of the LSM solution. The second problem was
included as an example of the application of the method for studying the evolution of the density function un-
der a given population balance operator. In both cases, the residual and the conservation error showed a fast
convergence rate.
The main purpose of the described method is the analysis of phase distribution of dispersed systems, for instance,
in the analysis of the bubble size distribution in bubble column reactors. Further work is required for coupling this
framework with two-ﬂuid or multi-ﬂuid solvers which provide the required velocity ﬁeld.
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