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Abstract. Three methods for modelling the potential distribution of forest formations in protected
areas in southern Spain are discussed in this paper: logistic multiple regression, artificial neural net and de-
cision tree. For every model, the potential habitat of every forest type has been designed using environ-
mental information (soil, lithology, geomorphology and climate). The results were compared with the current
area corresponding to every forest type, to determine the relative accuracy of every method. The multiple
logistic regression seems to offer the best results.
Key words:Artificial neural net; decision tree; logistic regression; relationship vegetation - environ-
ment; Mediterranean forest.
Resumen. En este trabajo se discuten tres métodos de modelización de la distribución potencial de
formaciones forestales utilizando datos medioambientales de áreas protegidas del sur de España: regresión
logística múltiple, red neuronal artificial y árbol de decisión.
Para cada modelo, el hábitat potencial de cada tipo de vegetación forestal se ha diseñado utilizando infor-
mación medioambiental (suelo, litología, geomorfología y clima). Los resultados obtenidos se compararon
con el área actual de cada tipo de formación forestal, para determinar la precisión relativa de cada uno de
los métodos. La regresión logística múltiple es el método que ha ofrecido mejores resultados.
Palabras clave:Red neuronal artificial; árbol de decisión; regresión logística; relaciones vegetación-
medioambiente; bosque mediterráneo.
INTRODUCCIÓN
En general, la evaluación de los suelos
está basada en modelos conceptuales de las re-
laciones entre las características del medio fí-
sico y su productividad. Por ello, a menudo, los
modelos son demasiado simples para conside-
rar relaciones complejas entre los distintos
componentes del sistema.
Según Franklin (1995) y Guisan y Zim-
mermann (2000), las relaciones existentes entre
las diversas comunidades vegetales y el medio
físico condicionan la distribución potencial de
las especies.  Tradicionalmente, el estudio de la
vegetación potencial ha utilizado métodos in-
tuitivos, basados en la experiencia previa y en
el estudio de las series de vegetación. Un ejem-
plo de este tipo de análisis es el mapa de series
de vegetación de España realizado por Rivas-
Martínez (1987). Sin embargo, más reciente-
mente, y aprovechando el desarrollo de nuevas
herramientas informáticas, la modelización de
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los procesos naturales y el análisis estadístico
de la información espacial se ha hecho más efi-
ciente.
La modelización de la vegetación y la
distribución espacial de las especies se apoya
frecuentemente en la utilización de la telede-
tección, los modelos digitales del terreno y los
mapas de suelo (Neave y Norton, 1998; Vogel-
mann et al., 1998; Münier et al., 2001; Bellin-
fante et al, 2003).
El principal objetivo de este trabajo es la
comparación entre diferentes modelos de pre-
dicción del hábitat potencial (red neuronal arti-
ficial, árbol de decisión y regresión logística
múltiple) para cuatro tipos de formaciones fo-
restales en el área de estudio: bosque de encina
y alcornoque, pinar, eucaliptar y otras frondo-
sas.
ÁREA DE ESTUDIO
El área de estudio incluye el Parque Na-
tural de la Sierra de Aracena, así como parte del
área natural del Andévalo occidental (Figura 1;
aproximadamente 4770 km2). La elevación
media en la sierra apenas supera los 1000 m,
mientras que el Andévalo muestra un relieve
muy suave. El principal tipo de uso de la Sierra
de Aracena es el aprovechamiento forestal, y
en el Andévalo predomina una agricultura de 
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FIGURA 1. Área de estudio.
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baja producción. El clima es mediterráneo, con
una gran diferencia estacional, caracterizado
por inviernos fríos y lluviosos y por veranos cá-
lidos  secos.
El bosque de alcornoque (Q. suber) y la
encina (Q. rotundifolia) constituyen la vegeta-
ción climácica. También existen extensas áreas
reforestadas, normalmente con eucaliptos y
pinos, en el centro y sur del área de estudio.
Ocasionalmente, se encuentran otras especies,




Los datos sobre cada tipo de formación
forestal se extrajeron del mapa de usos y co-
berturas vegetales del suelo en Andalucía (Con-
sejería de Medio Ambiente de la Junta de
Andalucía, datos no publicados). A causa del
elevado número de clases de la leyenda origi-
nal, se seleccionaron cuatro grupos principales
para este trabajo, de acuerdo con los grupos ta-
xonómicos dominantes: Quercus, Pinus, Eu-
calyptus y otras frondosas (en adelante,
frondosas). 
Variables predictivas
Las variables se extrajeron de diferentes
fuentes publicadas previamente o elaboradas
por los autores. La información litológica se
obtuvo a partir de los mapas geológicos publi-
cados originalmente a escala 1:50.000. Los
mapas se procesaron utilizando el software
Arc/Info (ESRI, 1982-1997). Las variables li-
tológicas seleccionadas fueron la naturaleza ge-
ológica (rocas volcánicas, ígneas intrusivas,
metamórficas o sedimentarias), la acidez y la
consolidación de la roca (roca dura o sedimento
no cohesivo).
Los datos de suelo se obtuvieron de los
mapas de unidades geomorfoedáficas del P. N.
Sierra de Aracena (Recio y Núñez, 1997) y del
Andévalo occidental (Martínez-Zavala, 2001).
Las variables edáficas seleccionadas fueron la
acidez del suelo (pH), los elementos químicos
asimilables (Fe, Mn, Cu, Zn, Mg, K y P), la
materia orgánica, la capacidad de intercambio
catiónico (CIC), la saturación del complejo de
cambio (S), la proporción de elementos grue-
sos y la fracción de arcilla en la tierra fina.
Las variables geomorfológicas, fisiográ-
ficas y topográficas se extrajeron también de
los mapas realizados por Recio y Núñez (1997)
y Martínez-Zavala (2001). Estas variables fue-
ron divididas en varias clases cualitativas.
Como variables de tipo geomorfológico se con-
sideraron los tipos de proceso erosivo (erosión
laminar, en regueros y cárcavas, erosión por
gota de lluvia o erosión vertical por cauces de
agua), tipo de deslizamiento, sedimentación
(por gravedad o por inundación), morfogénesis
(fluvial, denudativa, endógena o kárstica) y cla-
ses fisiográficas, tal como aparecen definidas
por De la Rosa y Moreira, 1987): lecho fluvial,
llanura estable, superficie de erosión, meseta,
loma, colina, cerro y relieve montañoso.
Las variables topográficas se obtuvieron
a partir de un modelo digital del terreno (MDT)
de resolución 20 × 20 m2. A partir de éste, se
construyeron otros cuatro modelos derivados:
elevación, pendiente, curvatura de la superficie
y orientación de las laderas. La orientación se
calculó como exposición N-S (seno del ángulo
de orientación respecto al norte) y exposición
E-W (coseno).
Los datos climáticos fueron procesados
por Anaya-Romero (2003), usando una inter-
polación estadística de puntos de la red de es-
taciones meteorológicas. Las variables
consideradas fueron la radiación solar, la pre-
cipitación media anual, la precipitación media
en verano, la temperatura anual media, la tem-
peratura media del mes más cálido y la tempe-
ratura media del mes más frío.
Preparación de los datos
La distribución actual de cada tipo de for-
mación forestal, en formato digital, se utilizó
para construir un modelo digital con una reso-
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lución de 20 x 20 m2. El modelo correspon-
diente a cada formación forestal posee una in-
formación binaria, de modo que el valor de
cada celda es 1 (presencia) ó 0 (ausencia). Las
variables predictivas también se procesaron de
la misma manera. Cuando fue necesario, los
valores decimales se corrigieron utilizando un
factor de conversión apropiado (x 10, x 102, x
103, etc.).
Debido al gran número de datos, se llevó
a cabo un muestreo sistemático del área de es-
tudio. Se seleccionaron 65.535 puntos unifor-
memente distribuidos (14 puntos por km2 ).
Para reducir la dimensionalidad de los
datos edáficos, se realizó un análisis de com-
ponentes principales (ACP) sobre las 14 varia-
bles disponibles. La distribución espacial de los
datos ausentes o erróneos se verificó visual-
mente. Su distribución era regular y sin ten-
dencia, por lo que se eliminaron del análisis. 
Métodos de Clasificación
Regresión logística. Dada una respuesta
binaria 0-1 y p variables predictoras cuantitati-
vas x1,…,xp, (algunas de las cuales pueden ser
variables ficticias 0-1 empleadas para codificar
variables cualitativas), bajo el modelo de re-
gresión logística (RL) la probabilidad de que se
observe la respuesta objetivo (codificada como
1) es:
La función glm de R (Venables and Ri-
pley, 1999) intenta calcular el estimador de má-
xima verosimilitud de los p+1 parámetros por
un método iterado de mínimos cuadrados
(IWLS). Existen diversos procedimientos infe-
renciales para contrastar la significación esta-
dística del modelo completo y la significación
individual de cada variable. Además, este mo-
delo es fácilmente interpretable y se dispone de
una gran variedad de criterios para identificar
observaciones atípicas y observaciones in-
fluencia. Asimismo existen varios algoritmos
propuestos para realizar un proceso de selec-
ción secuencial de variables. En nuestro con-
texto, la aplicación de un modelo RL sobre un
modelo digital del terreno (MDT), proporciona
una medida de adecuación para cada uno de los
usos forestales estudiados. El resultado es un
nuevo MDT en el que cada para celda de la pa-
rrilla se obtiene una estimación de la probabi-
lidad de cada uso. Si se desea obtener un
modelo automático se necesita determinar un
valor umbral, de manera que si la probabilidad
estimada es superior a dicho umbral, el punto
es clasificado en la clase codificada como 1.
Árboles de Decisión. Un Árbol de Deci-
sión (AD) se construye mediante un particio-
namiento binario recursivo a partir de la
variable respuesta y construyendo las divisio-
nes mediante las variables predictoras. En cada
etapa se elige la división que maximiza la re-
ducción de la impureza (una medida de diver-
sidad para la variable respuesta calculada sobre
un conjunto específico de nodos). La división
continúa hasta que los nodos terminales con-
tienen un número de observaciones demasiado
pequeño como para continuar el proceso de di-
visión. Para clasificar un punto se identifica pri-
mero el nodo terminal que le corresponde y se
determina la clase más frecuente entre los casos
que corresponden a dicho nodo terminal. En
nuestro estudio, para cada posible tipo forestal
los dos posibles valores de la variable respuesta
son Sí (presencia de dicho tipo) y No (ausen-
cia). Hemos utilizado el paquete rpart de R (Ve-
nables and Ripley, 1999), que implementa la
metodología CART (Classification and Regre-
sion Trees) que fue propuesta por Breiman et
al. (1984). Con esta implementación, el usuario
debe ajustar un parámetro fundamental, el nú-
mero de nodos terminales, también llamado ta-
maño del árbol. 
Perceptrón Multinivel. Una Red Neuro-
nal Artificial (RNA) proporciona una gran va-
riedad de modelos matemáticos no lineales,
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útiles para afrontar problemas estadísticos muy
diversos. Existen varios resultados teóricos que
proporcionan un gran respaldo a una arquitec-
tura particular, como el Perceptrón Multinivel
(PM), como puede verse en Bishop (1995). De
acuerdo con este resultado, hemos considerado
un perceptrón de tres capas (una de entrada,
una oculta y una capa de salida) con la función
de activación logística                     en la capa
oculta y la función de activación identidad en la
capa de salida. Sean H el tamaño de la capa
oculta, {vih, i=0,1,2,...,p, h=1,2,...,H} los coe-
ficientes sinápticos para las conexiones entre la
capa de entrada, de tamaño p, y la capa oculta
{whj, h=0,1,2,...,H, j=1,2,...,q} los coeficientes
sinápticos para las conexiones entre la capa
oculta y la capa de salida, de tamaño q. Las sa-
lidas de la red son
La salida de cada nodo es reescalada me-
diante los coeficientes sinápticos y se propaga
como entrada a los nodos de la siguiente capa
de la red (Gardner y Dorling, 1998).
En nuestro problema de clasificación la
respuesta fue codificada mediante un vector
z=(z1, z2) formado por dos variables 0-1, una
para cada clase, por lo que el número de salidas
fue q=2. Dada una entrada a la red, su clasifi-
cación es la clase correspondiente al máximo
de las dos predicciones de las variables auxi-
liares. En general, para q clases, la siguiente ex-
presión proporciona una estimación de la
probabilidad de la clase  j, j=1,2,…,q:
La función nnet de R (Venables and Ri-
pley, 1999) ajusta modelos PM mediante el
procedimiento BFGS, un algoritmo cuasi-New-
ton publicado en 1970 por Broyden, Fletcher,
Goldfarb y Shanno, que intenta minimizar un
criterio de mínimos cuadrados que permite in-
cluir un término de penalización λ diseñado
para intentar evitar problemas de sobreajuste,
que surgen cuando la red se especializa en ex-
ceso en los datos disponibles, perdiendo la ca-
pacidad de generalización ante nuevos datos.
Si W denota el vector de todos los M coefi-
cientes sinápticos de la red, el método BFGS
se aplica al siguiente problema no lineal de mí-
nimos cuadrados: 
La principal desventaja de los modelos
PM es el hecho de que no se tiene asegurada la
convergencia a soluciones globales mediante
ningún algoritmo de entrenamiento.
Selección de Parámetros
Ninguno de los tres métodos puede ser
considerado automático, por lo que se requiere
un proceso cuidadoso para seleccionar los pa-
rámetros. En nuestra metodología de trabajo se
ha realizado para cada parámetro una búsqueda
en un espacio o parrilla de posibles valores.
Para que la selección fuera más segura, se ha
seguido el siguiente proceso de validación cru-
zada:
1. Dividir el conjunto de datos en valida-
ción (el primer 10% de casos) y entrenamiento
(el restante 90%).
2. Ajustar el modelo sobre el conjunto de
entrenamiento.
3. Calcular la proporción de errores sobre
el conjunto de validación.
4. Repetir los pasos 1, 2, y 3 para los
pares de conjuntos de validación segundo a dé-
cimo.
5. Calcular la media de las 10 proporcio-
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nes de errores de validación.
Para cada modelo de clasificación, el
conjunto de parámetros seleccionado se deter-
minó con el objetivo de minimizar la medida
de error calculada en el paso 5.
RESULTADOS
Reducción de variables edáficas
Para reducir el número de datos edáficos,
tras el ACP se seleccionaron los cuatro compo-
nentes con mayor autovalor (AV), que explican 
una varianza acumulada del 65 % (tabla 1). Las
variables que mostraron una mayor correlación
con estos ejes se incluyeron en el análisis pos-
terior (tabla 2).
El componente 1 (AV=3.7, VE=29%) se rela-
cionó de manera significativa con el contenido
en micronutrientes (como Cu y Fe, r=0.95 y
0.83, respectivamente). El componente 2
(AV=2.0, VE=16%) se relacionó con el conte-
nido en gravas (r=0.84) y la saturación del
complejo de cambio (0.71). El componente 3
(AV=1.6, VE=12%) se relacionó con el pH y el
contenido en potasio, magnesio y manganeso.
Finalmente, el componente 4 (AV=1.17,
VE=9%) se relacionó con el contenido en arci-
lla, la CIC y el contenido en materia orgánica.
Selección del modelo de predicción
La predicción obtenida con cada método
predictivo se comparó con la distribución ac-
tual utilizando la matriz de confusión (Klein-
baum, 1994). Para ello, se calculó un índice de
error (IE), que consiste en la suma de los erro-
res de predicción dividida entre el número total
de puntos analizados tanto para datos de entre-
namiento como de validación (tabla 3).
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TABLA 1. Autovalor (AV) de los componentes principales y porcentaje de varianza explicada (VE).
TABLA 2. Correlación entre las variables edáficas incluidas en el análisis de componentes principales y los
factores determinados. Sólo se muestran las correlaciones significativas y superiores a 0.6.
TABLA 3. Cálculo del índice de error para los datos de entrenamiento (E) y de validación (V). RLM: re-
gresión logística múltiple; RNA: red neuronal artificial; AD: árbol de decisión.
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DISCUSIÓN
La interpretación de los resultados debe
ser diferente para cada método utilizado. Por
supuesto, cada método posee ventajas e incon-
venientes. El modelo RNA es útil para la pre-
dicción, especialmente cuando no se puede
construir un modelo teórico, o cuando se tra-
baja con sistemas no lineales (Gardner y Dor-
ling, 1998). Quizás, uno de los principales
problemas para los científicos sea decidir cuál
es la arquitectura de la red, ya que no hay reglas
predeterminadas (Gardner y Dorling, 1998).
Las RNAs y los ADs son capaces de clasificar
datos en más de dos categorías. Por otro lado,
los resultados que muestra la RLM deben ser
interpretados como probabilidad de presencia.
La RLM es el método usado más comúnmente
en el análisis de datos ecológicos, ya que es
muy fácil de aplicar y posee una gran capacidad
de explicación de los resultados (Gevrey et al.,
2003; Robertson et al., 2003). Una gran dife-
rencia entre los modelos de RLM y RNA/AD
es la incapacidad de estudiar relaciones no li-
neales que tiene el primero.
En general, la RLM y el AD ofrecen un
IE similar y menor que el obtenido por la RNA
en el caso de los datos de validación. La res-
puesta no es tan clara para los datos de entre-
namiento. Sin embargo, cuando se compara el
promedio de IE para los tres métodos ocurre
que de nuevo RLM y AD son más precisos que
la RNA.
La RLM posee el mínimo IE cuando se
utilizan los datos de validación. Por lo tanto,
puede concluirse que, en este caso, la RLM
ofrece la mayor fiabilidad cuando se usan nue-
vos datos en el modelo.
No obstante, esta conclusión no puede ser
tomada como una regla general. De hecho,
existen algunas limitaciones. En primer lugar,
los resultados pueden depender de la calidad de
los datos de entrada. El primer requerimiento
para la mejora de la predicción del modelo es
una elevada precisión y resolución de los
mapas biofísicos de entrada (Guisan y Zim-
mermann, 2000), especialmente cuando se uti-
lizan variables como la litología, las unidades
de suelo o la cobertura vegetal (Fischer, 1994).
La competencia ecológica entre diferentes es-
pecies no se ha tenido en cuenta durante este
trabajo, y probablemente posee una gran rele-
vancia en la distribución real de las comunida-
des vegetales. Factores históricos, como la
actividad antrópica sobre el sistema original
tampoco se han tenido en cuenta. Esto es, qui-
zás, un problema sin solución, excepto para sis-
temas naturales no intervenidos. De este modo,
y de acuerdo con otros autores (Guisan y Zim-
mermann, 2000; Cairns, 2001) la variabilidad
en la capacidad y exactitud obtenida por los tres
métodos utilizados en este trabajo sugiere que
el mejor modelo predictivo depende en gran
manera del tipo y calidad de los datos emplea-
dos.
CONCLUSIONES
Se han evaluado tres modelos distintos
para elegir aquél que mejor se adapta a los
datos de entrada y se han comparado mediante
el cálculo del IE de cada uno de ellos.
•El uso de cartografía temática básica pu-
blicada o elaborada por el equipo de trabajo
permite la elaboración de modelos de evalua-
ción de aptitud del suelo. 
•El modelo predictivo más preciso, te-
niendo en cuenta el tipo y calidad de los datos
utilizados en el proceso de evaluación, ha sido
la regresión logística múltiple.
•La distribución actual de las distintas
formaciones no tiene por que adecuarse a los
modelos de distribución potencial, ya que la ac-
tuación de factores de tipo antrópico ha podido
afectar de manera artificial a las condiciones
ecológicas o a las especies.
•Todo modelo de predicción está basado
sólamente en procesos conocidos. Por lo tanto,
no es posible modelizar la distribución de for-
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