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RESUME 
Ce travail de recherche porte sur les réseaux offrant des communications multi- 
point. Nou , nous intéressons essentiellement à leur synthèse, ce qui comprend deux 
sous-problèmes, l'acheminement des appels et le dimensionnement des artères de 
transmission. L'acheminement consiste a choisir les routes sur lesquelles les appels 
seront connectés dans le but de maximiser le revenu généré par les connexions, 
dans un réseau donné et pour des demandes de trafic données. Le dimensionnement 
consiste à optimiser les capacités des artères de transmission dans le but de minimi- 
ser le coût du réseau, pour des demandes de trafic données. Le problème de synthèse 
consiste dors à maximiser la valeur nette du réseau soit, la différence entre le revenu 
généré par les connexions et le coût du réseau. 
Le problème de synthèse de réseau a fait l'objet de nombreuses études dans 
le contexte de réseaux n'offrant que des communications point-à-point (commuta- 
tion de circuit) impliquant une paire d'usagers chacune. Ces études ont montré que 
connecter les appels d'abord sur l'arc direct est généralement optimal, non seule- 
ment en terme de revenu d'appels, dans le contexte d'acheminement, mais aussi 
en terme de valeur nette du réseau, dans le contexte de synthèse de réseau. Dans 
le contexte de réseaux offrant des communications multipoint, on ne parle plus de 
paire d'usagers voulant se connecter mais plutôt d'un ensemble d'usagers. On utilise 
alors des arbres plutôt que des chemins pour connecter les appels et on ne sait pas 
comment sélectionner ces arbres (c.-à-d., former les ensembles d'arbres candidats 
sur lesquels les appels seront connectés) de façon à maximiser le revenu ou la valeur 
nette (différence entre le revenu et le coût) du réseau. 
Notre premier objectif consiste à comprendre, dans un contexte mon-débit, le 
problème de sélection d'arbres, d'évaluer son impact sur les performances du réseau 
et éventuellement, trouver des critères simples pour cette sélection d'arbres. Le se- 
cond objectif consiste à proposer une formulation mathématique pour le problème 
de sélection d'arbres et à proposer des méthodes numériques pour la résolution de ce 
problème dans les contextes d'acheminement et de synthèse de réseaux. Le troisième 
objectif consiste à étudier la sensibilité du réseau à la variation du trafic (variation 
des demandes de trafic ou des ensembles de participants aux communications). en 
termes de perte de revenu et de probabilité de perte d'appels. Nous voulons, entre 
autre, évaluer I'importance de la connaissance à priori du trafic car en pratique, il est 
très difficile de le prévoir. Enfin, le dernier objectif consiste à généraliser l'étude au 
cas de réseaux multi-débit. En utilisant la notion de débit équivalent, nous pouvons 
alors étudier le problème de synthèse de réseau à large bande de type ATM avec 
communications mdtipoint. 
Nous pouvons résumer les contributions réalisées dans le cadre de ce travail de 
recherche comme suit. Nous avons tout d'abord formulé le problème de synthèse de 
réseaux offiant des communications multipoint et avons dégagé les points essentiels 
à étudier. Nous avons proposé un algorithme pour résoudre le problème d'achemi- 
nement et un algorithme pour résoudre le problème de dimensionnement, pour un 
ensemble d'arbres donné. Nous avons utilisé à cette fin des méthodes d'optimisation 
classiques notamment, la méthode du gradient projeté pour l'optimisation de l'ache 
minement et la relaxation Lagrangieme pour l'optimisation du dimensionnement. 
Nous avons ensuite établi un critère simple de sélection d'arbres pour l'ache 
minement d'une part, et un autre pour la synthèse de réseaux, d'autre part. Nous 
avons montré que ces critères suggéraient des actions contraires puisque selon l'un, 
il faut disperser le trafic dans le contexte d'acheminement c.-à-d., utiliser des arbres 
disjoints alors que selon l'autre, il faut concentrer le trafic dans le contexte de syn- 
thèse c.-à-d., utiliser des arbres ayant plusieurs arcs en commun. Nous avons alors 
expliqué les raisons et les conséquences d'un tel dilemme. 
Nous avons ensuite proposé deux algorithmes de sélection d'arbres dans le contexte 
d'acheminement d'appel dont un, basé sur la méthode du gradient projeté avec gé- 
nération de colonnes, qui donne une solution exacte (optimum local) et un autre 
algorithme plus simple, basé sur une heuristique. Nous avons montré que l'dg* 
rithme qui donne une solution exacte est très complexe et qu'il ne peut être utilisé 
pour des réseaux de taille r a i so~ab l e  alors que celui basé sur l'heuristique donne 
rapidement des solutions comparables à ceiles obtenues par la méthode exacte. À 
l'aide de ces algorithmes, nous avons illustré que l'utilisation de plusieurs arbres 
disjoints de petite taille pour connecter les appels est souvent op t irnale. 
Nous avons également proposé dew algorithmes de sélection d'arbres dans le 
contexte de synthèse de réseau dont un est basé sur la méthode du gradient projeté 
avec génération de c o l o ~ e s  et l'autre sur une heuristique simple. Nous avons montré 
que le premier algorithme est inutilisable en pratique en raison de sa complexité alors 
que le second conduit à des solutions quasi optimales. A l'aide de cet algorithme, 
nous avons montré que pour des appels multipoint, les arbres optimaux (en terme de 
synthèse) utilisés pour connecter les appels mu1 ti point ont plusieurs arcs en commun 
faisant en sorte que le réseau optimal est très faiblement connecté, se réduisant 
souvent à un arbre. 
Nous avons ensuite étudié le problème de synthèse de réseaux offrant des commu- 
nications point-à-point et point-à-rnultipoint et nous avons montré que les résultats 
dépendaient de l'intensité relative des trafics: plus le trafic point-à-point est in- 
tense par rapport au trafic point-à-multipoint, plus le réseau optimd est fortement 
connecté. Dans le cas contraire, où le trafic point-à-multipoint est plus intense, on 
a tendance à obtenir un réseau faiblement connecté. En général, la corinectivité du 
réseau varie entre celle d'un arbre et celle d'un graphe complet. 
Nous avons aussi étudié le problème de sensibilité de la performance du réseau 
obtenu par synthèse optimale à la variation de trafic. Nous avons montré qu'en gé- 
néral, la variation de l'intensité des demandes de trafic n'affecte que très légérernent 
la performance du réseau alors que la variations des membres participant aux com- 
munications peut en affecter considérablement la performiuice. Nous avons d o n  
proposé des moyens pour réagir aux variations de trafic notamment, ré-optimiser 
l'acheminement des appels, re-dimensionner les artères de transmission et comme 
dernier recours, refaire la synthèse du réseau avec les nouvelles matrices de trafic. 
D'autre part, dans la mesure où pour des appels multipoint le réseau optimal 
(obtenu après synthèse) et très faiblement connecté, en cas de variation de trafic, 
la ré-optimisation de l'acheminement est très difficile, voire, impossible. Nous avons 
alors proposé un algorithme qui permet d'augmenter la connectivité du réseau de 
façon économique et nous avons montré que l'augmentation de la comectivité du 
réseau est beaucoup plus coûteuse que l'augmentation du revenu générée en ré- 
optimisant l'acheminement. 
Enfin, nous avons généralisé notre étude au cas de réseaux multi-débit et nous 
avons montré que nous obtenons pratiquement les mêmes conclusions notamment, 
il faut disperser le trafic dans le contexte d'acheminement et le concentrer dans le 
contexte de synthèse de réseaux. En utilisant le concept de débit équivalent, nous 
pouvons don utiliser nos résultats dans le contexte de synthèse de réseaux à large 
bande de type ATM. 
ABSTRACT 
This work deals with the design of networks supporting multipoint communica- 
tions. The network design problem includes two subproblems, routing and dimen- 
sioning. The routing is to choose the routes that carry the cdis in order to maximize 
the revenue generated by the multicast connections for a given network and set of 
t r a c  demands. The dimensioning is to optimize the capacities of the network links 
in order to minimize the cost of the network for a given set of traffic demuids. The 
design problem is to maxirnize the net value of the network which is the difference 
between the revenue and the cost of the network. 
Network design with point-tepoint connections has b e n  studied extensively in 
the literature and it was shown that the direct link is &en optimal to connect the 
c d s  either in the c d  routing context or in the dimensioning context. 
Multipoint connections are connected using trees instead of paths and we do not 
know how to select the trees (Le., build the candidate sets of trees) that should be 
used to connect the calls in order to maximize the revenue or the net value of the 
network. 
Our first objective is to understand the tree selection problem and to evaluate 
its impact on the network performance and eventudy, find simple criteria upon 
which the tree selection should be based. Second, we want to give a mathematical 
xiv 
formulation for the tree selection problem and develop numerical algori t hms to solve 
it. Third, we want to investigate how tr&c variation (either of the traffic demands 
or of the members participating in the communications) affects the network perfor- 
mance and how should we react to such variation. We also want to investigate the 
importance of knowing a priori the t r a c  demônds and the members participating 
in the communications since in practice, the t r a c  is difficult to forecast. Finally, 
we want to generalize our work to the multi-class case which, through the equiva- 
lent bandwidth concept, would allow us to apply our work to ATM-like broadband 
networks. 
We can summarize our contributions a s  follows. First, we have highlighted and 
prioritized the important points of the network design problem with multipoint 
communications. We have proposed two algorithms to optimize the cd1 routing and 
the network design for a given set of trees. We have used classical optimization 
methods Le., the gradient projection method for the c d  routing problem and the 
Lagrangiaa relaxation rnethod for the network design problem. 
We have established two simple criteria for the tree selection, one for routing 
and one for dimensioning. We have shown that these two criteria are contradicting 
each other Le., we should use disjoint trees for routing (split the trafic) and trees 
with many links in common for dimensioning (concentrate the t r a c )  and we have 
explained why we have such a dilemma and discussed its consequences. 
We then have proposed two a1gorith.m~ to select the trees in the c d  routing 
context, one based on the gradient projection method with column generation which 
yields an exact solution (local optimum) and one based on a heuristic. We have shown 
that the h t  algorithm is very complex and that it c a n o t  be used in practice, for 
any network of a reasonable size, while the second algorithm can be used in practice 
to quickly select trees and has a performance close to the exact one. By means of 
these dgorithms, we have shown that for the c d  routing to be optimal, we should 
use as many small and disjoint trees as possible to connect the calls. 
We have also proposed two aigorithms to select the trees in the network design 
context, one based on the gradient projection method with column generation and 
one based on a simple heuristic. We have shown that the first algorithm is very 
complex and that it cannot be used in practice and that the second algorithm yields 
nearly optimal tree selections. By means of this algori thm, we have illustrated that 
in the network design context, the optimal trees share many links resulting in a 
weakly connected network that is often reduced to a tree. 
We have also studied the network design problem with point-tepoint and point- 
temultipoint communications and have shown that the results depend on the mix 
of traffic: the optimal network topology can have any connectivity between that of 
a tree and that of a f d y  connected network, depending on the intensity of both 
types of traffic. The more intense the point-tepoint tr&c, the higher the network 
comect ivity. 
We have also studied the sensitivity of the network performance in the presence of 
traffic variation. We have shown that in generd, the variation of the tr&c demands 
intensity has a negligible impact on the network performance whereas the variation 
of the mernbers participating in the multipoint communications has a significant 
impact on the network pedomance. We then have proposed different ways to react 
to the t r a c  variation Le., re-optimize the c d  routing, update the Link capacities 
(dimensioning) or less fiequently, re-design the network for the new t ra5c pattern. 
In addition, since when we have multipoint communications, the optimal network 
that is obtained by solving the design problem is weakly connected, it is very difficult 
and even impossible to re-optimize the cal1 routing when the tr&c varies. We then 
have proposed an algorithm to economicdy increase the network connectivity and 
we have shown that introducing more connectivity in the network is done at a much 
higher price than the improvement of the revenue obtained by re-optimizing the cal1 
routing. 
Finally, we have generalized o u  study to the multi-class case and we have shown 
that our conclusions are d i d  in that context, Le., splitting the tr&c in the caU rou- 
ting context and concentrating it in the design context are optimal. This dows  us to 
apply our work to ATM Like broadband networks through the equivalent bandwidth 
concept . 
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CHAPITRE 1 
Introduction 
Les communications multipoint, impliquant plus de deux usagers simultanément, 
deviennent de plus en plus populaires. On cite à titre d'exemple des applications 
comme la vidéo-conférence, la diffusion de données audiovisuelle à des sites répartis 
dans le réseau, l'enseignement à distance et l'accès à des bases de données [98,62,23]. 
Un exemple de la popularité des communications multipoint est Mbone (multi- 
cast backbone) qui est un réseau virtuel permettant de réaliser des communications 
multipoint sur lnternet [28, 21. Bien que Mbone soit encore dans une phase expé- 
rimentale, un nombre considérable d'usagers l'utilisent dès aujourd'hui même si la 
qualité de service n'est pas encore au rendez-vous. En effet, lors de la diffusion de 
données multimédia, on constate que le son est de mauvaise qualité à cause des 
interruptions de la voix dues a u  variations du délais de transmission, et les images 
sont rafraîchies à une fréquence très lente. Cela est dû a la largeur de bande limitée 
et à l'absence de garantie de qualité de service (qs)' dans internet. D'autre part, 
1. Nous utilisons cette notation afin de distinguer la qualité de senrice du niveau unités de 
données (qs) de celle du niveau appel (QS). 
on peut s'attendre à une demande croissante en communications rnultipoint qui re- 
quièrent une grande largeur de bande avec une qs garantie, ce qui justifie le besoin 
d'introduire des techniques élaborées pour réaliser ce type de communications. 
Le réseau numérique à intégration de services à large bande (RNIS-LB) utilisant 
le mode de transfert asynchrone (ATM: Asynchronous Transfer Mode) offre quant à 
lui une qualité de service garantie d'une part, et une grande largeur de bande, d'autre 
part. De plus, cette largeur de bande est flexible et peut être ajustée en fonction de 
la demande de l'usager. Ces deux caractéristiques pourraient rendre envisageable un 
éventail d'applications qui requièrent à la fois une grande largeur de bande et une 
qs garantie. Hélas, l'ATM a une signalisation multipoint très lourde [7] et toutes les 
applications rnultipoint disponibles aujourd'hui utilisent Internet. 
Aussi, en plus des communications point-à-point classiques, on voit apparaitre 
des connexions mdtipoint qui peuvent être de trois types différents. On distingue 
le point-à-multipoint (diffusion de données multimédia), le multipoint-à-point (télé- 
mesures) ou encore, dans le cas général, le multipoint-à-multipoint (vidécxonférence). 
Ces communications se différentient par la nature de leur trafic (variable ou constant), 
par leurs contraintes de qs, et par la largeur de bande requise. 
Les communications multipoint sont encore nouvelles et on s'attend à ce qu'elles 
aient un impact important sur la gestion de ressources de télécommunications, n e  
tamment sur la synthèse de réseaux. En effet, certaines des techniques utilisées pour 
la gestion de ressources et la synthèse de réseaux traditionnels (communications 
point-à-point) [38, 581 risquent de ne plus être utilisables pour les communications 
multipoint. Par exemple, un appel point-à-rnultipoint d'une source donnée vers N 
destinations n'est pas équivalent à N appels point-à-point de cette source vers les N 
destinations. En effet, on peut distinguer deux différences fondamentales 1) dans le 
cas d'un appel multipoint, le trafic est corrélé puisque plusieurs nœuds participent 
simultanément à une même communication et 2) en pratique, dans une connexion 
multipoint, les ressources sont partagées. En effet, on n'aura pas à allouer de la 
largeur de bande pour chacune des N destinations en utilisant N chemins distincts, 
mais plutôt on alloue de la largeur de bande pour la connexion multipoint en considé- 
rant que celle-ci est connectée a l'aide d'un arbre. Ceci est illustré par la figure 1.1 où 
on a N appels point-à-point connectés sur N chemins distincts, et par la figure 1.2 où 
on a un appel multipoint connecté à l'aide d'un arbre. Dans la figure 1.2, nous avons 
considéré que les nœuds sont capables de dupliquer l'information pour l'envoyer à 
plusieurs nœuds adjacents dans l'arbre. Ceci est rédisé par des commutateurs du- 
plicateurs (voir définition dans la section 2.1). La duplication d'information permet 
surtout de faire des économies de ressources. 
Figure 1.1: N appeb point-à-point (N = 4 sur cette figure). 
Comme on peut le voir sur cet exemple, avec l'introduction des communica- 
tions multipoint, la gestion de ressources peut être affectée considérablement et les 
techniques utilisées dans le cas de communications point-à-point ne sont plus utili- 
sables telles quelles. À ce jours, il n'y a dans la littérature aucune étude qui tmite 
Figure 1.2: Appel point-à-multipoint vers N destinations avec des commutateurs 
duplicateurs (N = 4 ) .  
le problème de synthèse de réseaux avec communications multipoint. C'est l'une des 
principales motivations de notre projet de recherche. Nous voulons étudier l'impact 
de l'introduction des communications multipoint sur la gestion et les performances 
des réseaux de télécommunications et plus précisément, nous voulons étudier la syn- 
thèse de réseaux avec communications mult ipoint . 
Avec l'introduction de communications multipoint, le problème de synthèse de 
réseaux, qui était relativement bien résolu pour le point-à-point, regagne de l'impor- 
tance notamment à cause du volume considérable de trafic engendré par ce type de 
communications. D'une part, ce nouveau type de trafic exige une grande quantité 
de ressources, ce qui affecte considérablement le coût du réseau. D'autre part, le 
trafic multipoint peut potentiellement générer des revenus importants étant donné 
le grand nombre d'usagers intéressés à ce type de communications. Tout cela fait en 
sorte que le problème de synthèse de réseaux doit être revu. 
Le problème de synthèse de réseaux avec communications multipoint a été évoqué 
pour la première fois dans [40] où on donne une formulation mathématique et un 
cadre d'étude pour ce problème. Cet article soulève aussi des questions pertinentes 
notamment, comment sélectionner les arbres qui permettent de maximiser le revenu, 
dans le contexte d'acheminement d'appels muitipoint, ou de maximiser le revenu 
net du réseau dans ie contexte de synthèse de réseaux. L'article souligne qu'il n'y a 
pas un choix naturel d'arbres pour connecter les appels multipoint, contrairement 
aux communications point-à-point où l'utilisation de l'arc direct est généralement le 
meilleur choix en termes d'utilisation de ressources. 
1.1 Problématique 
Le problème de synthèse de réseaux comprend deux sous-problèmes, l'achemine- 
ment des appels et le dimensionnement des artères de transmission. L'acheminement 
consiste à choisir les routes pour connecter les appels dans le but de maximiser le 
revenu généré par les connexions dans un réseau dont on connaît les capacités instai- 
lées sur les arcs et les demandes de trafic. Le dimensionnement consiste à optimiser 
les capacités des artères de transmission dans le but de minimiser le coût du ré- 
seau pour des demandes de trafic données. Le problème de synthèse consiste alors à 
maximiser la valeur nette du réseau, 
appels et le coût du réseau pour des 
Dans le contexte de réseaux avec 
soit la différence entre le revenu généré par les 
demandes de trafic données. 
communications point-&-point entre deux usa- 
gers, le problème de synthke de réseaux a fait l'objet de nombreuses études [38,58] 
qui ont montré que connecter les appels d'abord sur l'arc direct est généralement 
optimal en terme de revenu d'appels, dans le contexte d'acheminement, et en terme 
de revenu net, dans le contexte de synthèse de réseau. 
Dans le contexte de réseaux avec communications multipoint, on ne parle plus de 
paire d'usagers voulant se c o ~ e c t e r  mais plutot d'un ensemble d'usagers. On utilise 
alors des arbres plutôt que des chemins pour connecter les appels. Contrairement 
au contexte de communications point-à-point, on ne sait pas comment sélectionner 
ces arbres de façon à optimiser le revenu des appels ou la valeur nette du réseau. 
Ainsi, le premier problème qui se pose est de sélectionner les arbres pour connecter 
les appels multipoint . 
D'autre part, l'expérience montre qu'un réseau dimensionné pour du trafic point- 
à-point est peu sensible à des variations de l'intensité du trafic. Autrement dit, 
même si le trafic change par rapport aux valeurs pour lesquelles le réseau a été 
dimensionné, on est toujours capable de maintenir une qualité de service acceptable 
grâce en particulier aux techniques d'acheminement adaptatif, dans la mesure où 
ces wiations ne sont pas trop fortes. Par contre, dans le cas du multipoint, on ne 
sait pas si un réseau dimensionné pour des demandes de trafic multipoint données 
garantirait une bonne qualité de service lorsque ces demandes de trafic changent. 
On doit alors étudier la sensibilité du réseau à la variation du trafic multipoint et 
éventuellement évaluer l'importânce de la connaissance des demandes du trafic. 
Finalement, dans les réseaux de télécommunications actuels, les applications sont 
de plus en plus gourmandes en termes de largeurs de bande. De plus, les exigences 
en largeur de bande peuvent varier considérablement d'une application à une autre 
par exemple, entre une communication téléphonique et la diffusion de données mul- 
tirnédia. On doit donc considérer les communications multipoint dans le contexte 
du multi-débit . 
1.1.1 Le problème de sélection d'arbres 
Afin de simplifier la discussion sur le problème de sélection d'arbres, nous consi- 
dérons uniquement des communications point-à-multipoint. E n  effet, comme on le 
verra plus tard dans la section 2.4.2, ce type de communications permet aussi de réa- 
liser des communications multipoint-à-multipoint et ce, en utilisant plusieurs corn- 
munications point-à-multipoint, tel que recommandé par l'ATM Forum [7]. Dans 
la suite de ce chapitre, l'utilisation du terme multipoint se limite au cas point-à- 
multipoint. 
L'un des points soulevés dans [40] est que pour les techniques d'acheminement 
utilisant un ensemble fixe pré-défini de routes, il n'y a pas de choix naturel d'arbres 
candidats dans le contexte du multipoint. Il nous faut donc trouver un critère pour 
la sélection d'arbres. Cette question comporte trois aspects: 
1. Comment générer les arbres connaissant la source et les destinations? Les 
arbres le plus souvent utilisés sont les arbres de recouvrement de coût mi- 
nimum, arbre du plus court chemin ainsi que les arbres de Steiner de coût 
minimum. Cependant, on ne sait pas quelle métrique utiliser pour générer ces 
arbres c.-à-d., quel est le coût qu'il faut associer à chaque arc du réseau. Il faut 
donc définir une métrique (coût des arcs) et des outils pour générer les arbres. 
Nous appelons ce problème le problème de génération d'arbres. 
2. Une fois les arbres générés, comment construire des ensemble constituant les 
candidats pour l'acheminement? En d'autres termes, quels arbres, parmi les 
arbres qu'on a généré devraitsn sélectionner? Il faut définir un critère ainsi que 
des outils pour faire cette sélection. Ceci est le problème de sélection d'arbres. 
Nous d o ~ o n s  dans le chapitre 4 et dans [?O, 721 une description de l'étude 
que nous avons effectuée a h  d'étudier le problème de sélection d'arbre dans 
le contexte d'acheminement et dans le chapitre 5 ainsi que dans 170, 711, une 
description de l'étude que nous avons effectuée dans le contexte de synthèse 
de réseaux. 
3. Une fois les candidats connus, comment optimiser le chou d'arbres (I'achemi- 
nement) afin de maximiser le revenu? On suggère dans (401 que toutes autres 
choses étant pm ailleurs égales, les grands arbres tels que les arbres de Stei- 
ner seraient des mauvais candidats à cause du grand nombre d'arcs qu'on y 
trouve. Nous avons besoin d'outils d'optimisation qui permettent de vérifier 
une telle conjecture. On peut utiliser des techniques d'optimisation classiques 
pour développer ces outils tel que décrit dans la section 3.4. 
1.1.2 Point-à-point vs point-à-multipoint 
Pour le problème de synthèse de réseau, on sait que pour des communications 
point-à-point, le réseau optimal (obtenu après dimensionnement) comprend les axcs 
directs entre presque toutes les paires de nœuds. Ainsi, dans le cas où on a plusieurs 
communications point-à-point, la topologie optimde est en général très fortement 
connectée (381 où la connectivité est mesurée par le nombre d'arcs dans le réseau, 
(les arcs représentent soit des liens physiques ou logiques). 
Nous ne savons pas queile serait la topologie optimale dans le cas où on a du 
trafic multipoint dans le réseau. En effet, dans 1a mesure où le trafic multipoint 
est connecté sur des atbres, ce qui est fondamentalement différent des arcs directs 
utilisés en point-&-point, on peut s'attendre à ce que la connectivité du réseau soit 
affectée par la présence du trafic multipoint. Nous voulons aussi savoir quelle serait 
la topologie optimale du 
coexistent dam le réseau 
réseau dans le cas où les deux types de communications 
1.1.3 Sensibilité à la variation du trafic 
En dimensionnant un réseau pour une matrice de trafic donnée, on obtient un 
réseau de référence qui est optimal pour une telle matrice de trafic. Un problème, 
peut-être aussi important que celui de la sélection d'arbres, est dors la sensibilité du 
réseau à la variation du trafic, soit par un changement dans les demandes de trafic, 
soit par un changement des ensembles de nœuds participants à des communication 
point-à-multipoint . 
Le premier type de variation se manifeste lorsqu'on dimensionne le réseau pour 
des demandes de trafic estimées dors qu'en réalité, les demandes de trafic réelles sont 
sensiblement différentes lors de l'optimisation du réseau. Cette variation peut aussi 
se manifester si, après une période assez longue (quelques heures), les demandes de 
trafic changent et le réseau de référence peut alors ne plus être optimal pour ces 
nouvelles demandes de trafic. 
Le deuxième type de variation se manifeste lorsqu'un certain nombre de nœuds, 
supposés prendre part dans les communications multipoint, ne sont plus là lors de 
l'établissement d'appels, alors que d'autres nœuds, non prévus, veulent se connecter. 
La sensibilité aux variations de trafic est caractérisée par la dégradation possible 
de la qualité de service au niveau appel (QS) et/ou par une perte éventuelle de 
revenu. Ainsi, il faut quantifier cette sensibilité et éventuellement savoir de quelle 
manière il faut réagir aux deux types de vaxiation de trafic. Cette étude nous per- 
mettra aussi d'évaluer l'importance de connaitre à priori les matrices de trafic ainsi 
que les différents membres participants aux communications multi point. En effet, il 
est difficile en pratique de prévoir le trafic et on peut s'attendre à ce que le nombre 
de connexions multipoint dans le réseau soit très grand faisant en sorte qu'il est diffi- 
cile de connaître le trafic à l'avance. Ainsi, l'hypothèse de connaissance des matrices 
de trafic n'est pas très réaliste mais on doit la considérer afin que nous puissions 
dégager les tendances liées au multipoint. 
Un modèle réaliste serait celui où on a un réseau multi-débit avec plusieurs 
types d'appels, point-à-point et point-à-multipoint, ce qui constitue l'objectif ultime 
de notre travail. Ceci nous permettra entre autre d'étudier le multipoint dans des 
réseaux à large bande de type ATM puisque des techniques utilisées dans les réseaux 
multi-débit sont applicables dans le contexte de réseaux de type ATM (car on utilise 
des circuits virtuels) en utilisant la notion de débit équivalent [37, 59, 251. 
Nous voulons d'abord savoir si les résultats trouvés dans le contexte du mon* 
débit sont valides dans le contexte du multi-débit. Ensuite, nous voulons dégager les 
particularités liées à la coexistence du multi-débit et du mdtipoint sur la synthèse 
de réseaux. 
1.2 Objectifs et contributions 
Comme on vient de le voir dans la section 1.1, le problème de synthèse de réseau 
avec communications multipoint est très complexe. Nous avons présenté les points 
qu'on a jugé essentiels notamment, dans le contexte du mono-débit, les problèmes de 
choix optimal d'arbres, de sélection d'arbres et de sensibilité du réseau aux Mnations 
de trafic. Ces problèmes doivent aussi être considérés dans le contexte du multi- 
débit. D'autre problèmes ont été considérés dont nous donnons un aperçu dans le 
chapitre 6. 
1.2.1 Objectifs 
En partant de la problématique décrite dans la section 1.1, on peut résumer les 
objectifs de ce travail de recherche comme suit: 
1. Comprendre le problème de synthèse de réseaux avec communications mul- 
tipoint et dégager les points importants qui doivent être étudiés en premier 
lieu. 
2. Développer des algorithmes numériques qui permet tent d'optimiser l'achemi- 
nement des appels d'une part, et le dimensionnement du réseau d'autre part. 
3. Comprendre le problème de sélection d'arbres, évaluer son impact sur la syn- 
thèse de réseaux et trouver des critères simples pour cette sélection, dans le 
contexte d'acheminement d'une part et dans le contexte de dimensionnement 
d'autre part (on étudie d'abord les réseaux monedébit). 
4. Proposer un modèle pour le problème de sélection d'arbres et développer des 
procédures pour sa résolution. 
5. Étudier la sensibilité du réseau à la variation du trafic rnultipoint en termes 
de perte de revenu et de qualité de service du niveau appel et éventuellement, 
si nécessaire, proposer un modèle adéquat qui tient compte de cette variation 
de trafic. 
6. Étudier les points énumérés ci-dessus dans le cadre de grands réseaux multi- 
débit, incluant des communications point-à-point et point-à-multipoint. Ceci 
nous permettra d'étudier l'impact du multipoint sur la synthèse des réseaux à 
large bande de type ATM (761. 
1.2.2 Contributions 
À la lumière des objectifs cités dans la section 1.2.1, nous donnons dans cette 
sous-section les contributions réalisées dans le cadre de ce travail de recherche. Ces 
contributions ont fait l'objet d'une publication dans la conférence internationde 
IEEE Globecorn [70], de deux articles soumis pour publications dans la revue spé- 
cialisée IEEE/A CM Transactions on Ne tworkâng [72, 711 dont deux versions courtes 
ont été soumises pour publication à la conférence [TC-1 6 [74, 731. 
1. Dégagement des points essentiels à étudier dans le contexte de synthèse de 
réseaux supportant des communications multipoint. 
2. Résolution des problèmes d'acheminement et de dimensionnement. 
(a) Développement et mise en œuvre d'un algorithme basé sur la méthode 
du gradient projeté pour I'optimisat ion de l'acheminement. 
(b) Développement et mise en œuvre d'un algorithme basé sur la méthode de 
relaxation Lagrangieme pour la résolution du problème de dimensionne- 
ment. 
3. Établissement de critères de sélection d'arbres pour l'acheminement et pour le 
dimensionnement [?O]. 
4. Développement de procédures pour la sélection d'arbres 
(a) Deux algorithmes dans le contexte d'acheminement d'appels dont un basé 
sur une méthode exacte (721 et L'autre sur une heuristique [74]. 
(b) Un algorithme dans le contexte de synthèse de réseau basé sur une heu- 
ristique simple en tenant compte des communications point-à-rnultipoint 
et point-à-point [73, 711. 
5. Étude du problème de sensibilité à la wiation de trafic dans les contextes 
d'acheminement et de dimensionnement [YI]. 
6. Généralisation des résultats dans le cas de réseaux multi-débit [72, 71). 
1.3 Organisation de la thèse 
Dans le chapitre 2, nous proposons une revue de la littérature qui décrit le mul- 
tipoint avec les problèmes qui en découlent. Dans le chapitre 3, nous présentons les 
modèles d'acheminement et de synthèse de réseaux ainsi que les algorithmes que 
nous avons développés pour résoudre ces problème. Dans le chapitre 4, nous pré- 
sentons la démarche que nous avons adoptée pour résoudre le problème de sélection 
d'arbres dans le contexte d'acheminement en présentant une méthode exacte et une 
méthode heuristique. Dans le chapitre 5, nous décrivons l'approche que nous pro- 
posons pour sélectionner les arbres dans les contextes de dimensionnement optimal 
et de synthèse de réseaux. Enfin, le chapitre 6 donne un résumé des contributions 
et un aperpJ sur des travaux de recherche future qui peuvent constituer une suite à 
notre travail. 
CHAPITRE 2 
Revue de la littérature 
Les communications multipoint deviennent de plus en plus populaires. Ceci a 
motivé un grand nombre de chercheurs à étudier les divers problèmes à surmonter 
afin d'offrir les communications multipoint de façon efficace. Parmi ces problèmes, 
comment réaliser le multipoint, comment gérer les ressources dans un tel contexte et 
comment offrir de telles communications avec une qualité de service garantie. Dans 
ce chapitre, nous proposons une revue de la littérature où nous décrivons brièvement 
le multipoint et ses problèmes les plus importants, en citant les travaux de recherche 
les plus pertinents qui traitent ces problèmes. Dans la section 2.1, nous exposons 
les caractéristiques du multipoint en général et les difficultés qui en découlent. Dans 
la section 2.3, nous décrivons spécifiquement le multipoint dans Internet et dans la 
section 2.4, nous décrivons le rnultipoint dans les réseaux de type ATM. 
mult ipoint 
Dans cette section, nous décrivons les caractéristiques du rnultipoint en géné- 
ral et les problèmes qui en découlent notamment, comment réaliser la duplication 
des unités de données, comment gérer les ressources (largeur de bande), comment 
réaliser l'adressage, comment réaliser la tarification et comment offrir de telles com- 
munications avec une qs garantie. 
2.1.1 Commutateur duplicateur 
Dans la littérature anglophone on emploie le terme multicast pour duplication. 
Le terme est souvent utilisé pour désigner l'opération qui consiste à dupliquer une 
unité de données (paquet ou cellule en ATM) provenant d'une source vers plusieurs 
destinations '. Cette opération est réalisée à l'aide de commutateurs duplicateurs. 
Un commutateur duplicateur permet de générer plusieurs copies d'une unité de 
donnée amimat sur un port d'entrée vers plusieurs ports de sortie. Ceci permet 
d'envoyer simultanément plusieurs copies de cette unité de donnée à un certain 
nombre de destinations, sans avoir à établir une connexion point-à-point entre la 
source et chacune de ces destinations. Ceci permet aussi de réduire le trafic puisqu'il 
n'est pas nécessaire d'avoir N unités de données identiques sur un arc donné du 
réseau pour desservir N usagers. Il existe plusieurs techniques pour effectuer une 
telle opération de duplication. 
-- - -- 
1. On utiiïse ce terme aussi pour désigner la diffusion d'une information provenant d'une source 
vers un ensemble de destinations. 
2.1.1.1 Techniques de duplication 
Plusieurs techniques de duplication d'unités de données sont proposées dans la 
littérature. Nous allons décrire les techniques les plus populaires en commençant par 
les plus simples. 
La duplication peut être réalisée à l'aide du recyclage d'une unité de donnée à 
l'intérieur du commutateur [92]. On utilise une boucle qui relie un port de sortie à un 
port d'entrée et à chaque cycle, une copie de cette unité est envoyée au port de sortie 
approprié. L'opération est répétée autant de fois qu'il y a de ports de sortie à partir 
desquels des copies doivent être envoyées vers des nœuds adjacents. Cet te méthode 
de duplication n'est pas très équitable dans la mesure où les dernières copies générées 
peuvent arriver à destination très en retard par rapport aux premières copies. On 
propose alors [65] d'introduire un décalage cyclique dans l'ordre dans lequel les ports 
de sortie sont sélectionnés. Ce décalage est réalisé moyennant l'introduction d'une 
complexité matérielle non négligeable à l'intérieur du commutateur [65]. 
Une autre approche de duplication, utilisée surtout pour des commutateurs du 
type 4 Banyan * [26, 921, consiste à générer des copies en même temps que celles-ci 
sont acheminées à l'intérieur du commutateur [26]. L'en-tête est alors modifié afin 
d'indiquer si oui ou non une unité de donnée doit être dupliquée à un élément donné 
du commutateur. Cette méthode introduit un délai supplémentaire pour toutes les 
unités de données à cause du traitement de l'information sur la duplication lors 
de l'acheminement de ces unités de données et ce délai peut devenir très grand si 
plusieurs copies doivent être fait es. 
Enfin, une autre technique intéressante est proposée, surtout pour les commu- 
tateurs de type ATM à mémoires partagées. La duplication est réalisée par l'accès 
à un bus auquel seront connectés seulement les ports de sortie par où des copies 
de cellules doivent quitter le ccrnmutateur [63]. Le seul inconvénient de ce type de 
commutateur est la limitation de la vitesse d'accès à la mémoire. 
2.1.1.2 Serveur duplicateur 
Dans la littérature (7, 23, 181 on propose l'utilisation de serveurs duplicateurs 
pour réaliser des connexion multipoint. Ce sont des commutateurs spécialisés qui 
sont les seuls commutateurs dans le réseau capables de faire la duplication d'unités 
de données. Toute source voulant diffuser des données à un certain nombre de des- 
tinations doit alors se connecter à un serveur duplicateur qui se charge de l'envoi 
de copies des unités de données, venant de la source, vers chacune des destinations. 
Cette idée est héritée de 1'Internet où la notion de serveurs duplicateurs (équivalent 
à multicast routers) est très utilisée (23, 5, 13, 12, 941. Cependant, il est aujourd'hui 
admis que pour les commutateurs de type ATM, la duplication de cellules ne coûte 
pas cher dans la mesure où la plupart des constructeurs l'ont déjà introduite dans 
leurs commutateurs. En pratique, nous pouvons considérer que tous les commuta- 
teurs d'un réseau de type ATM (et de plus en plus de routeurs Internet) sont dotés 
de la fonction de duplication de cellules. 
2.1.2 Aspect dynamique des connexions 
Une particularité spécifique aux communications multipoint est l'aspect dyna- 
mique des connexions. Cet aspect dynamique est caractérisé par la possibilité qu'un 
usager joigne et /ou quitte une communication rnultipoint donnée à tout moment 
pendant la durée de vie de celle-ci. L'arrivée et le départ des usagers peuvent être 
gérés par la (les) source(s) de données ou par les destinations. Ainsi, la composi- 
tion du groupe d'intervenants qui participent à une communication muhipoint peut 
changer pendant la durée de vie de celle-ci. Plusieurs problèmes apparaissent alors, 
problèmes que l'on ne trouve pas dans le contexte de connexions point-a-point . 
Le premier problème est celui d'identifier les membres prenant part à une connexion 
multipoint à un instant d o ~ é .  Cette identification peut être difficile lorsque les usa- 
gers se connectent à leur initiative, ce qui est le cas d'hternet. Il faut alors intro- 
duire des mécanismes sophistiqués pour s'assurer que l'information concernant les 
membres connectés soit bien véhiculée à l'ensemble de tous les participants connec- 
tés (dont la composition peut changer). En pratique, un des nœuds est choisi comme 
responsable de recueillir et diffuser cette information. Il s'agit alors d'une approche 
centralisée OU la liste des membres est gérée par un nœud qui est souvent la source 
de données [7]. Une approche décentralisée est aussi possible où chaque nœud doit 
maintenir à jour I'information sur les membres qui lui sont directement connectés. 
Un moyen connu sous le nom de M k t e n  [2] qui permet d'identifier les différents 
membres d'un groupe multipoint dans Internet est décrit dans la section 2.3. 
D'autre part, dans la mesure où les nœuds (commutateurs) membres d'une com- 
munication mul tipoint peuvent changer, l'arbre qui connecte ces nœuds peut ne pas 
être optimal en terme d'utilisation de ressources. En effet, il faudrait modifier l'arbre 
à chaque changement dans le groupe. Souvent, la modification de l'arbre n'est que 
partielle et ne concerne que les nœuds qui se sont connectés ou déconnectés rendant 
ainsi très S c i l e  le maintien de l'optimalité de l'arbre en termes d'utihsation de 
ressources (541. 
Qualité de service 
Dans cette section, nous discutons de la qualité de service des niveaux unités de 
donnée (paquet ou cellule). Afin de la distin y e r  entre la qualité de service (QS) du 
niveau appel, nous noterons qs la qualité de service du niveau paquet. 
La qs d'une connexion multipoint n'a pas encore été définie par les organismes de 
normalisation. La présence de plusieurs usagers à la fois, ayant chacun un équipement 
différent, fait en sorte qu'il est difficile de définir une même qs pour I'ensemble des 
usagers d'une même connexion. D'autre part, on ne sait pas lequel des membres 
d'une connexion multi point doit déclarer les paramétres de qs. Par exemple, dans le 
cas de communications point-à-rnultipoint, la source pourrait déclarer les paramètres 
de qs de la connexion. Cela suppose que celle-ci connait les besoins en qs de tous les 
usagers, ce qui semble difficile à implanter. Si, par contre, ce sont les destinations 
qui déclarent leur qs, alors, il faut introduire des mécanismes d'acceptation. d'appel 
sophistiqués afin de pouvoir garantir la qs à chaque usager [go]. 
Il est de plus difficile de garantir une même qs à tous les membres d'une connexion 
multipoint dans la mesure où la position par rapport à la source n'est pas la même 
pour toutes les destinations. Nous avons dors un problème d'équité si la qs ne peut 
être garantie pour tous les membres. Par exemple, dans une conférence vidéo, il 
se peut qu'un usager, situé loin de la source et des autres membres, ne puisse pas 
obtenir les mêmes garanties de qs que les autres membres. On a donc besoin de 
spécifier ce que le réseau doit faire dans ce genre de situations. 
De plus, les terminaux participant à une même communication multipoint peuvent 
avoir des caractéristiques différentes, notamment, la résolution graphique, ce qui 
rend encore plus difficile l'attribution de la qs aux usagers utilisant de tels termi- 
naux. 
A ce jour, il n'y a aucune étude qui a été effectuée à cet égard. Puisqu'il n'y o 
aucune garantie de qs dans Internet, on a introduit des mécanismes de résenation 
de ressources [30] afin d'être en mesure d'offrir une certaine garantie de qs (pour le 
point-à-point et le multipoint). Nous donnons une description de tels mécanismes 
dans la section 2.3. En ATM par contre, c'est la source qui déclare la qs d'une 
connexion point-à-rnultipoint et tous les usagers auront ainsi la même qs [?]. Il n'y a 
cependant pas de définition de nouveaux paramètres qui tiennent compte de l'aspect 
mdt i  point notamment, la diversité des équipements des usagers et l'aspect dyna- 
mique des connexions. Dans la section 2.4, nous donnons des définitions relatives à 
la qs pour les connexions multipoint dans les réseaux de type ATM. 
2.1.4 Adressage multipoint 
Avec l'introduction de communications multipoint, l'adressage devient difficile 
à gérer dans la mesure où plusieurs participants prennent part à une même com- 
munication. En effet, si, dans le contexte du point-à-point, il est relativement fa- 
cile d'identifier l'adresse d'une destination donnée, cela est moins évident dans le 
contexte où on a plusieurs destinations surtout si celles-ci peuvent changer durant 
les communications. De plus, dans la mesure où plusieurs usagers participent à 
une communication donnée et où on a plusieurs communications mult ipoint , l'es- 
pace d'adresse (contenu dans l'en-tête des unités de données) peut être rapidement 
épuisé si on ne gère pas l'espace d'adressage de façon efficace. 
Afin de gérer efficacement l'espace d'adressage pour les communications muC 
tipoint, on a introduit !s notion de groupe qui peut être identifié par une adresse 
unique. Les usagers participant à une communication muitipoint font alors partie 
d'un même groupe et sont identifiés par une même adresse. Cette notion permet de 
simplifier I'ident ificat ion d'une connexion multipoint dans le réseau surtout lorsque 
de nouveaux usagers veulent se connecter à une communication en cours. 
La notion de groupe et d'adresse de groupe est très efficacement utilisée dans 
Internet [23, 5 ,  131. Malheureusement, les réseaux de type ATM ne permettent pas 
d'utiliser efficacement cette notion de groupe dans la mesure où aucun champ dans 
l'en-tête des cellules n'a été prévu à cette fin. En effet, si, dans Internet, l'adresse 
utilisée dans l'en-tête des datagrammes ne change pas tout au  long du parcours de 
ces derniers dans le réseau, dans les réseau de type ATM, on utilise des numéros 
de voies logiques (VPI: Virtual Path Identifier et VCI: Virtual Channel Identifier) 
dans l'en-tête des cellules, qui peuvent changer si les cellules traversent des nœuds 
de transit (des commutateurs). Plus de détails sur l'adressage sont donnés pour 
Internet dans la section 2.3 et pour ATM dans la section 2.4. 
Le problème de tarification prend une nature différente dans le contexte de com- 
munications multipoint par rapport au contexte de communications point-à-point. 
En effet, dans la mesure où plusieurs usagers participent à la même connexion, 
la question qui se pose est alors quelle doit être la contribution de chacun de ces 
usagers dans le coût de la communication? Dans le contexte de communications 
point-à-point, en général, c'est le demandeur du service (I'appelant dans un réseau 
de téléphone) qui paye le prix de la communication. On se demande alors comment 
le coût d'une communication multipoint sera partagé parmi les usagers. 
Dans [46], on propose de faire une allocation équitable parmi les usagers. Il 
s'agit surtout de répartir équitablement les économies effectuées en utilisant un 
arbre unique pour connecter les usagers plutOt qu'un chemin pour chacun de ces 
usagers. Ce genre de problème peut être adéquatement étudié en utilisant la théorie 
des jeux coopératifs tel que suggéré dans [go]. 
Le coût peut être attribué en tenant compte du nombre de liens qui séparent 
un usager d o ~ é  de la source [46]. On suppose que seuls les usagers connectés à 
la source auront une portion du coût qui leur est affecté et ce, en tenant compte 
du fait que la connexion d'un usager se fait à sa demande ce qui veut dire que la 
source n'est pas prise en compte dans la tarification. fl faut aussi tenir compte de 
la qualité de service qui peut varier d'un usager à l'autre (461. Alors, la contribution 
d'un usager devrait augmenter ou diminuer selon que ses contraintes de qs sont très 
exigeantes ou peu exigeantes, respectivement. 
2.2 Synthèse de réseaux 
Pour concevoir un réseau de télécommunications, il est indispensable de définir les 
différents éléments qui constituent ce réseau. On peut alors donner une classification 
hiérarchique des différents niveaux d'un réseau de télécommunications. On distingue 
- le réseau physique, 
- le réseau de trmsmission, 
- le réseau cornmuté et 
- le réseau d'abonnés. 
Le réseau physique est le niveau hiérarchique le plus bas sur lequel on construit 
le réseau de transmission et représente les liens physiques tels que câbles coaxiaux 
ou fibres optiques. Le réseau de transmission permet de raccorder les différents 
utilisateurs du réseau à l'aide de systèmes point-à-point. Il s'agit de systèmes de 
capacité fixe sur des périodes assez longues (plusieurs semaines) où la capacité est 
exprimée en terme de nombre de circuits, chaque circuit représentant une largeur 
de bande bien déterminée (par exemple, en téléphonie, un circuit correspond à 64 
kbits/s). Les points de raccordement sont appelés mdtip1exeurs. En pratique, il 
n'est pas économique de raccorder tous les utilisateurs du réseau par des systèmes 
point-à-point et on fait appel aux techniques de multiplexage pour affecter de la 
capacité entre les utilisateurs 1371. Le réseau commuté, plus flexible que le réseau de 
transmission, est un niveau hiérarchique plus haut et est constitué des équipements 
(commutateurs) permettant d'affecter les ressources (largeur de bande) aux usagers 
sur des périodes qui varient selon le besoin des usagers (durées des communications). 
Enfin, le réseau d'abonnés est constitué des équipements qui permet tent de raccorder 
les abonnés (usagers) au réseau à travers les commutateurs et les multiplexeurs. 
Chaque niveau hiérarchique représente une demande pour le niveau hiérarchique 
inférieur. Par exemple, les appels des abonnés constituent la demande offerte au 
réseau commuté. La capacité requise entre les commutateurs du réseau commuté 
représente la demande pour le réseau de transmission. Enfin, la capacité des arcs du 
réseau de transmission constitue la demande à installer sur les Lens physiques. 
Dans ce t r a d  de recherche, nous nous intéressons i la synthèse du réseau corn- 
muté. Ainsi, le terme réseau sera Limité au réseau commuté. 
Le problème de synthèse de réseaux constitue la motivation principale de ce tra- 
Mil de recherche. Ce problème comprend deux sous-problèmes, l'acheminement des 
appels et le dimensionnement des ôrtères de transmission. L'acheminement consiste 
à choisir les routes pour connecter les appels dans le but de maximiser le revenu 
généré par les connexions dans un réseau donné, dont on connaît les capacités ins- 
tallées sur les arcs et pour des demandes de trafic données. Le dimensionnement 
consiste à optimiser les capacités des artères de transmission afin de réduire le coût 
du réseau. La synthèse du réseau consiste à maximiser la valeur nette du réseau, soit 
la différence entre le revenu généré par les appels et le coût de dimensionnement des 
artères de transmission pour des demandes de trafic données. 
Dans cette section, nous allons nous attarder sur les problèmes de caractérisation 
des demandes de trafic d'une part et sur l'acheminement d'autre part dans la mesure 
où la plus grande complexité du problème de synthèse en dépend. L'objectif ici est 
de dégager, dans le contexte de synthèse de réseau, les différences fondamentales 
entre le point-à-point et le multipoint. On peut en distinguer quatre: 
1. Dans le contexte de connexions multipoint, il est très dificile de caractériser 
les demandes de trafic surtout à cause du très grand nombre de connexions et 
de participants dans chaque connexion multipoint et aussi à cause de l'aspect 
dynamique de ces connexions. 
2. Pour connecter les appels multipoint, on utilise des arbres plutôt que des 
chemins. La génération d'arbres est nettement plus complexe que la génération 
de chemins. En effet, il n'est pas difEcile d'imaginer que relier deux points dans 
un graphe donné est beaucoup plus simple que relier plusieurs points à la fois, 
le nombre de choix possible dans le premier cas étant beaucoup plus réduit 
que dans le deuxième cas, augmentant considérablement la complexité des 
algorithmes de génération d'ôrbres. Nous donnons dans la section 2.2.2 une 
description détaillée des différents types d'arbres couramment utilisés dans les 
réseaux de communications. 
3. Dans le contexte de communications multipoint, on ne sait pas quels arbres sé- 
lectionner pour connecter les appels multipoint de façon à maximiser le revenu 
des appels (acheminement) ou la valeur nette du réseau (synthèse). Dans le 
contexte du point-à-point, plusieurs études [38, 58) montrent que l'utilisation 
de l'arc direct (s'il est disponible) comme premier choix pour connecter les 
appels est optimale. La question de sélect ion d'arbres est primordiale et elle 
fait l'objet des chapitres 4 et 5 et des articles [70, 72, 71, 74, 731. 
4. On ne sait pas quelles techniques d'acheminement utiliser pour connecter les 
appels multipoint. Une fois qu'on a sélectionné de bons arbres candidats pour 
connecter les appels, on ne sait pas quelle politique d'acheminement utiliser. 
Nous donnons dans la section 2.2.3 une description détaillée des techniques 
d'acheminement couramment utilisées dans le contexte du point-à-point et 
nous voulons savoir si on peut généraliser de telles techniques d'acheminement 
pour le multipoint. 
2.2.1 Demandes de trafic 
Dans les réseaux fonctionnant par cornmu tation de circuits (téléphone), une de- 
mande de trafic désigne le taux d'arrivée d'appels d'un commutateur de départ vers 
un commutateur d'arrivée (en gros, il s'agit du nombre d'appels par unité de temps). 
Dans les réseaux de datagrammes (Internet), les demandes de trafic représentent le 
nombre de paquets par unité de temps soit, le trafic total offert à un point quel- 
conque du réseau (d'un nœud origine à un nœud destination). Dans les réseaux 
utilisant les circuits virtuels (ATM), on retrouve les deux définitions de demande de 
trafic c.-à-d., au niveau appel et au niveau paquet. 
Dans le contexte de communications point-à-point et en commutation de circuit, 
il est convenable de modéliser les arrivées d'appel par un processus de Poisson. 
Exception faite de la téléphonie, où on a de bon modèles pour décrire le trafic [38], il 
est en général difficile de connaitre l'intensité de ces demandes de trafic. En pratique, 
on utilise une prédiction de la demande (381 en se basant sur les utilisateurs potentiels 
des services de communication et sur leur comportement habituel (nombre moyen 
de demandes de connexions passées pax exemple). 
Dans Internet, dans la mesure où il n'y a pas de garantie de qs, on se contente 
de réagir à la congestion en augmentant la capacité là où cela devient nécessaire. 
Pour ce faire, on effectue des mesures pour déterminer la nature et l'intensité du 
trafic [l6,95]. On fait dors des statistiques sur la taille des datagrammes, la durée des 
connexions TCP ( Transport Control Protocol) et la composition du trafic (WWW 
( World Wzde Web), FTP (File Transfer Protocol), Telnet etc). Ces mesures sont 
effectuées sur un lien donné du réseau et pour des périodes variant de 24 heures à 
7 jours [95]. Si ces mesures indiquent que la capacité du lien ne s a t  plus (trop de 
congestion) on l'augmente. 
Le problème de caractérisation du trafic est cependant plus difficile dans le cas 
des réseaux de type ATM car on n'a presque aucune idée sur la nature du trafic ni 
sur son intensité. Il existe néanmoins plusieurs éléments pour caractériser le trafic 
2. La notion de connexion n'existe pas dans hternet mais s'agissant de TCP, on utilise les 
numéros de ports source-destination qui permettent d'identifier une connexion. 
notamment, les modèles de sources (321 
tingue les types de trafic CBR (Constant 
et les descripteurs de trafic [53]. On dis- 
Bit Rate), VBR ( Variable Bit Rate), ABR 
(Auaifable Bit Rote) et UBR ( UnspeciJied Bit Rate). On définit alors les procédures 
d'acceptation d'appels (CAC: Cal1 Admission Conho[). Selon les descripteurs de 
trafic, les paramètres de qualité de service de la source et les ressources disponibles 
dans le réseau, les procédures de CAC indiquent si oui ou non un appel venant de 
cette source peut être accepté [53, 321. 
Le problème de caractérisation des demandes de trafic est encore plus difficile 
dans le contexte du multipoint essentiellement à cause du très grand nombre de par- 
ticipants dans les communications d'une part et à cause de l'aspect dynamique des 
connexions, d'autre part. En effet, dans ce cas, on ne sait pas comment caractériser 
le processus d'arrivée d'appels d'une source donnée vers toutes ses destinations. Il 
faudrait définir une demande pour chaque membre participant à une communica- 
tion multipoint donnée si on veut caractériser adéquatement le processus d'arrivée 
d'appels. Dans le cas où les connexions ne sont pas dynamiques (ensemble fixe de 
destinations), on peut définir un ensemble source-destinations. La demande de trafic 
peut alors caractériser le trafic venant de la source vers ses destinations. 
À date, il n'y a aucune étude qui a été effectuée pour adéquatement caractériser 
le trafic multipoint dans un réseau de téléphone public ou ATM. Pour Internet, on 
effectue des mesures de trafic en considérant les datagrammes offerts aux arcs du 
réseau [2, 681 ce qui donne une idée très limitée sur le trafic d'appels. 
D'autre part, il faut souligner que la séparation entre les trafics en provenance 
des différents types de réseaux notamment, le réseau de téléphone public, Internet 
et même ATM se fait de moins en moins. Cela va dans l'esprit d'intégration des ser- 
vices de communication. Par exemple, de nombreuses connexions Internet utilisent 
le réseau de téléphone public [89]. En effet, la plupart des abonnement résidentiels 
Internet passent par le réseau de téléphone public [78]. On envisage aussi faire des 
appels téléphoniques en passant directement par le réseau de données tel que In- 
ternet ou ATM [17]. De plus, on envisage faire des communications Intemet via les 
réseaux de type ATM (5, 61 en allant jusqu'à intégrer la commutation ATM dans les 
routeurs IP ( Intemet Protocol) [IOO]. Cette intégration fait en sorte que I'évolution 
du trafic en termes de volume et de distribution dans n'importe quel des trois types 
de réseaux affecte le trafic sur les autres réseau. Cela aura sans doute des répercus- 
sions non négligeables sur la planification de réseaux de télécommunications dans 
les années à venir. 
Un autre aspect qui illustre la convergence des différents types de réseaux est 
l'utilisation de la notion d'identificateur de connexion (ou label) dans Internet ver- 
sion 6 [91]. Ce label simplifie l'acheminement des dotagrammes (point-à-point ou 
multipoint) dans la mesure où les routeurs Internet l'utilisent pour offrir un service 
identique aux datagrammes d'une connexion TCP, par exemple, en imposant que 
ces datagranmes suivent tous le même chemin. Cela ressemble à la notion d'identifi- 
cateur de circuit virtuel en ATM où les paquets d'une même connexion, appartenant 
à une même classe de service [SOI, suivent le même chemin. 
D'autre part, dans les services de type ABR introduits en ATM, on fait du 
contrôle de congestion et la qs ainsi que le débit d'une connexion donnée dépendent 
de l'état du réseau (pas de garantie) ce qui est très semblable au service TCP sur 
Internet [IOO]. 
2.2.2 Algorithmes de génération d9arbres 
Dans le contexte du point-à-point, une route est définie par un chemin allant 
d'un nœud source vers un nœud destinataire et constitué d b e  succession d'arcs, 
passant par des noeuds de transit, reliant une paire de nœuds. 
Dans le contexte du multipoint, une connexion est réalisée à L'aide d'un arbre. 
Cet arbre est un sous-graphe du réseau qui doit connecter les nœuds participant à 
la communication multipoint. On peut aussi avoir d'autres nœuds dans l'arbre, en 
dehors de ceux qui participent à la communication. On a alors un arbre de Steiner 
au sens de la théorie des graphes [101]. Un exemple d'arbre de Steiner est donné dans 
la figure 2.1 où les nœuds participant à la communication et les liens constituant 
l'arbre sont représentés en gras. 
Nœud de Steiner 
Figure 2.1: Exemple d'arbre de Steiner. 
Le choix d'algorithme de génération d'arbres constitue un objectif primordial 
de notre travail de recherche. A priori, on ne sait pas quel type dkrbres est plus 
intéressant à utiliser pour connecter les appels multipoint. On peut distinguer deux 
a i t  ères pour choisir un algorithme plutôt qu'un autre: simplicité de l'algorithme et 
escacité en termes de performances du réseau. Par exemple, un algorithme simple 
tel que celui de l'arbre des plus courts chemins qui minimise le coût (délai, agent, 
distance, etc.) entre la source et toutes les destinations n'est pas nécessairement 
optimal en terme de revenu généré par les appels écoulés sur cet arbre et vice versa. 
Nous partons de l'hypothèse que nous avons un graphe Ç constitué d'un ensemble 
E de N = 1&1 nœuds et d'un ensemble d'arcs S. Nous supposons aussi que nous avons 
les coûts 1, de tous les arcs s E S. On veut connecter un sous ensemble 3 c E de 
nœuds (nœuds obligatoires). Nous appelons dors Ç' C Ç, le sous-graphe construit 
pour connecter ces nœuds. 
Nous définissons le poids 8 d'un arbre comme étant la somme des coûts 1, des 
arcs contenus dans l'arbre c.-à-d., 
On distingue deux catégories d'algorithmes de génération d'arbres. Les algo- 
rithmes statiques, c.-à-d., où on génère un arbre pour un ensemble connu de nœuds. 
L'autre catégorie d'algorithmes sont ceux utilisés pour des ensembles de nœuds qui 
peuvent changer. L'arbre est alors modifié en conséquence par l'ajout ou la s u p  
pression d'ucs a h  de connecter tous les nœuds participants [54]. On parle alors 
d'algorithmes dynamiques. 
2.2.2.1 Algorithmes statiques 
Ces algori t h m e  génèrent des arbres op t i m a u  selon un critère bien déterminé, 
pour un ensemble de nœuds fixe, connu à l'avance (la génération d'arbres se fait 
hors ligne). Le critère est souvent lié au poids Pl de l'arbre que l'on minimise. 
Plusieurs algorithmes sont proposés pour générer des arbres pour les communications 
multipoint [60, 69, 98). Les algorithmes les plus populaires sont les suivants: 
- Inondation ( Flooding) : c'est la méthode la plus simple pour diffuser les données 
dans un réseau. Il s'agit d'envoyer des copies d'une unité de données à tous 
les nœuds du réseau, même à ceux qui ne devraient pas recevoir ces données. 
Dans ce cas, Ç' connecte tous les nœuds de E mais peut contenir des cycles. 
Afin d'éviter d'avoir des cycles, on définit pour chaque nœud n du réseau un 
nœud père qui est le seul nœud à pouvoir envoyer des messages à ce nœud n; 
et pour chaque nœud père on définit un ensemble de nœuds fils. Un exemple 
d'algorithme d'inondation populaire est RPF (Reseme Path Fonvarding) [NI. 
Dans cet algorithme, chaque nœud père envoie une copie d'un message (unité 
de donnée), qu'il reçoit pour la première fois, à tous ses nœuds fils [21]. La 
complexité d'un tel dgorithme est O( N). 
- Arbre de recouvrement: un arbre de recouvrement est un sous-graphe g' ne 
contenant aucun cycle et incluant seulement les nœuds de T (ceux qu'on veut 
connecter). La complexité d'un tel algorithme est O ( N ) .  
- Arbre de recouvrement de coiit minimum (MST: Minimum Spannzng Tree): un 
arbre de recouvrement de coût minimum est un arbre de recouvrement dont 
le poids Pi est minimal. La complexité du calcul est O( N2). 
- Arbre des plus courts chemins: construire un arbre des plus courts chemins 
consiste à trouver, pour un nœud n E 3 donné, les chemins les plus courts au 
sens des coûts 1, pour d e r  de ce nœud vers tous les autres nœuds de 3. n peut 
être considéré comme la racine de l'arbre. La complexité de cet algorithme est 
aussi 0 ( N 2 ) .  
- Arbre de Steiner: le probiéme de recherche de l'arbre de Steiner dans un graphe 
consiste à trouver un sous graphe Ç', incluant tous les nœuds de .F (nœuds 
obligatoires), et éventuellement d'autres nœuds de E [101]. 
- Arbre de Steiner de coût minimum: il s'agit d'un arbre de Steiner dont le poids 
4 est minimum (ce problème est NP difficile [34]). 
2.2.2.2 Algorithmes dynamiques 
Plut& que de générer un arbre optimal à l'aide d'un algorithme statique qui 
nécessite la génération complète d'un nouvel arbre à chaque fois que la composition 
de 3 est modifiée, on propose des algorithmes où les arbres sont modifiés et mis à 
jour en fonction des usagers connectés [24]. De ces algorithmes, les plus connus sont 
les suivants: 
- Inondation et Émondage (Flood and Prune): dans l'algorithme d'inondation, 
certains nœuàs reçoivent inutilement des données alors qu'ils ne font pas partie 
de 3. Afin de remédier à cela, il a été proposé d'émonder l'axbre généré [97] 
par inondation afin d'éliminer les branches inutiles, celles qui ne contiennent 
aucun nœud de 3. L'opération d'inondation et d'émondage s'effectue périodi- 
quement et tient compte de la nouvelle composition de 3. Une application est 
l'algorithme populaire proposé pour Intemet connu sous le nom de PIM (Pro- 
toc01 Independent Multicost) [21] où, pour chaque source voulant diffuser des 
données, un arbre est généré par inondation et émondage (voir section 2.3.4 
pour plus de détails sur l'algorithme PM). 
- Arbre avec centre (9, 151: on construit un arbre des plus courts chemins entre 
le centre et chaque destination. Le centre n'est pas nécessairement une source 
mais on optimise son 
entre ce centre et tous 
centre afin de diffuser 
choix dans E aiin de minimiser les coûts des chemins 
les nœuds de 3. Toutes les sources doivent passer par le 
les donnés aux autres membres. Les membres utilisent 
donc un arbre unique (Shared Tree) pour communiquer entre eux. On peut 
avoir plusieurs centres dans un seul arbre. Pour chaque destination, l'arbre 
comprend alors le plus court chemin entre cette destination et le centre le plus 
proche 191. Un exemple d'algorithme populaire pour générer ce type d'arbres 
est CBT (Core Based Trees') [9] introduit pour Internet (voir section 2.3.4 pour 
plus de détails sur l'algorithme CBT). 
2.2.2.3 Comparaison des algorithmes de génération d'arbres 
En ce qui concerne l'arbre de recouvrement, il s'agit d'un algorithme très simple. 
Cependant, il n'est pas toujours possible de générer un arbre de recouvrement car 
cela dépend de la connectivité du graphe du réseau. Nous avons alors besoin de 
générer un arbre de Steiner [101,48]. Le problème de génération d'arbres de Steiner 
est NP difficile [34] et on a souvent recours à des heuristiques pour trouver de tels 
axbres [84, 93, 36, 98, 61'44, 11. 
Comme tous les arbres de poids minimum, l'arbre des plus courts chemins dépend 
de la métrique utilisée. L'arbre ainsi généré peut ne pas être optimal pour d'autres 
métriques tel que le coût des ressources utilisées. Ainsi, on ne sait pas quelle métrique 
utiliser pour générer les arbres a h  de maximiser le revenu ou de minimiser le coût 
du réseau. Dans la littérature, I'optimalité des arbres est souvent liée au délai de 
livraison des unités de données de la source vers les destinations 182, 88, 211 ou à 
des coûts d'arcs plus ou moins clairement définis [49, 861. 
En ce qui concerne I'algorithme d'inondation, il présente un gaspillage non négli- 
geable de ressources dans la mesure où certaines branches peuvent ne contenir au- 
cun nœud destinataire. L'algorithme d'émondage permet de pallier cet inconvénient. 
Cependant, l'algorithme d'inondation et émondage a un problème de gaspillage de 
ressources dans le cas où on a plusieurs source, dans la mesure où il faut générer un 
arbre par source. 
Enfin, l'arbre avec centre est très populaire à cause de sa souplesse lorsque les 
connexions sont dynamiques. De plus, il utilise un axbre partagé et on a donc un seul 
arbre peu importe le nombre de sources. Cependant, le problème de choix du centre 
est NP difficile [23]. Un autre inconvénient de l'arbre avec centre est I'inéquité de 
l'arbre dans la mesure où les nœuds proches du centre peuvent être privilégiés par 
rapport aux autres. Nous avons aussi le problème de concentration du trafic autour 
du centre ce qui peut créer une congestion. 
2.2.3 Techniques d'acheminement d'appels 
Les techniques d'acheminement que nous décrivons ici sont couramment utilisées 
pour acheminer les appels point-à-point en commutation de circuits. Nous voulons 
entre autre savoir si de telles techniques pourraient être utilisées dans le contexte 
du multipoint . 
2.2.3.1 Partsggc! de charge 
C'est la technique d'acheminement la plus simple. Cependant, elle n'est pas uti- 
lisée en pratique à cause de son inefficacité. On la retient surtout pour les avantages 
qu'elle présente en termes de simplicité et intérêt théorique. 
Pour chaque paire de nœuds (i, j), on définit un ensemble de Ii chemins C'*J qui 
peuvent être utilisés pour acheminer ces appels. L'objectif est alors d'optimiser le 
partage de charge soit, trouver les valeurs optimales des coefficients a? représentant 
la fraction d'appels offerts au chemin (i, j. k ) .  En pratique. on effectue un tirage 
aléatoire selon ces coefficients, pour savoir sur quel chemin envoyer l'appel (voir 
figure 2.2). La faiblesse de cette méthode vient du fait qu'un appel peut être perdu 
(si le chemin auquel il est offert est bloqué), alors qu'il aurait pu être connecté sur 
un autre chemin libre? puisqu'il n'y a pas de deuxième tentative en cas de blocage. 
Trafic de I vcrs 2 
h- = 3 chemins pour connecter les nœuds 1 et 2 
0 y + o y  + U;s2 = 1 
Figure 2.2: Exemple d'acheminement avec partage de charge. 
2.2.3.2 Débordement 
Comme dans le partage de charge, pour chaque paire de nœuds (i, j ) ,  on définit 
un ensemble de chemins ci*' qui peuvent être utilisés pour acheminer les appels. 
b 
Cette fois, ces chemins sont ordonnés. A son arrivée, un appel est offert au chemin 
de premier choix. Si ce dernier est bloqué, alors, l'appel est offert au  chemin suivant 
et ainsi de suite, jusqu'à épuisement de tous les chemins de débordement (voir 
figure 2.3). 
, 1 chix 
Trafic de L vers 2 / , 2' choix 
w 
K = 3 chemins avcc deux d6bordcmcnts pour coririeçtcr lcs iiu'uds 1 et 2 
Fi y r e  2.3: Etemple d 'acheminement avec dibordement. 
Nous avons plusieurs façons de mettre en oeuvre le débordement [%]. La tech- 
nique la plus souvent utilisée est appelée commande pas-à-pas ou encore Sequential 
ODce Control (SOC). Un appel bloqué à un nœud intermédiaire est perdu, c.-à-d. 
que la décision est prise uniquement à partir de l'état des liaisons adjacentes au 
commutateur où se trouve la commande (pas de possibilité de retour en arrière). 
Une autre technique de commande de bout-en-bout ou encore Originating O ' c e  
Control (OOC) permet de prendre une décision à partir de l'état complet du che- 
min (possibilité de retour en arrière). Ainsi, pour un ensemble de chemins donné, la 
condition de perte d'appel varie selon la commande utilisée. 
2.2.3.3 Acheminement DNHR 
L'acheminement DNHR (Dynamic NonHiemrchical Routing) a été proposé par 
AT&T dans les années 80 [38]. On définit un ensemble de périodes pendant lesquelles 
on estime que les demandes de trafic ne changent pas. Au début, on a découpé la jour- 
née en 24 périodes d'une heure pendant lesquelles chaque paire origine-destination 
utilisait un acheminement non hiérarchique à plusieurs débordements avec transit. 
L'ensemble de chemins de débordement peut varier d'une période à l'autre. Nous 
avons donc un acheminement dynamique. Cependant, cet acheminement ne tient 
pas compte de l'état du réseau (congestion). Le DNHR n'est donc pas adaptatif. 
2.2.3.4 Acheminements adaptatifs 
Dans l'acheminement par partage de charge, I'inefficacité était due à la possibilité 
de perdre un appel alors qu'il aurait pu être connecté sur un deuxième chemin. 
On peut, au lieu de faire un tirage aléatoire, choisir un chemin d'une façon plus 
intelligente par exemple, en ajustant les coefficients de partage de charge selon l'état 
du réseau. 
Un acheminement connu sous le nom de DCR [87] (Dynamicaliy Controlled Rou- 
ting) choisit le chemin de transit dont Io capacité disponible est la plus grande 
possible. Un appel de i vers j est d'abord offert B l'arc direct ( i ,  j). Si cet arc est 
bloqué, on choisit le chemin de débordement k de façon aléatoire mais dont la pr* 
babilité de sélection ap est calculée à partirtir de la capacité résiduelle CF (371 du 
chemin. En gros, CiJ est le minimum des capacités résidueiles des arcs du chemin 
(obtenues en mesurant le nombre de circuits installés sur les arcs dont on retranche 
le nombre de circuits occupés) (371. On a 
2.2.3.5 Acheminement d'appels multipoint 
Dans la littérature, très peu d'études ont traité le problème d'acheminement d'ap 
pels multipoint en utilisant les techniques d'acheminement décrites ci-dessus. C'est 
l'une des principales motivation de ce travail de recherche. Par exemple, dans (401, 
on propose une généralisation de l'acheminement par partage de charge pour le mul- 
tipoint avec l'hypothèse que toutes les destinations se connectent et se déconnectent 
en même temps. 
On voit tout de suite la difficulté d'appliquer les techniques d'acheminement 
décrites ci-dessus dans le cas où les membres participant à une communication don- 
née peuvent changer puisqu'alors, on ne peut plus identifier un appel par une paire 
source-destination(s). 11 faudrait plutôt considérer chaque destination à part, ce qui 
exigerait des techniques d'acheminement très sophistiquées. 
2.2.4 Acheminement de paquets 
Dans le cas de réseaux de datagrammes comme Internet, ce sont ces datagrammes 
qui sont acheminés plutôt que les appels. Chaque datagramme d'une même com- 
munication peut suivre un chemin distinct. Dans les réseaux avec circuits virtuels 
comme ATM, on achemine plutôt les circuits virtuels (un VP ou un VC) et tous les 
paquets d'une même connexion suivront alors le même chemin. Les réseaux utilisant 
les circuits virtuels sont en fait une solution intermédiaire entre la commutation de 
circuits et la commutation de datagrammes. D'une part, cela permet de simplifier 
l'acheminement dans la mesure où on achemine un circuit virtuel à l'établissement 
de la connexion seulement (comme en comrnutat ion de circuits) et d'autre part, cela 
permet de ne pas gaspiller les ressources daas la mesure où plusieurs circuits virtuels 
puissent emprunter le même chemin physique faisant en sorte que les paquets de dif- 
férentes connexions peuvent être acheminés sur le même chemin physique (comme 
pour les datagramme) grâce au multiplexage statistique. Le gain de multiplexage 
est surtout dû à la nature sporadique du trafic de données [IO]. 
Nous donnons dans la section 2.3 une description des techniques d'achemine- 
ment multipoint utilisées dans Internet et dans la section 2.4 celles utilisées dans 
les réseaux de type ATM. On donne aussi dans la section 2.5 une description des 
techniques proposées pour acheminer le trafic multipoint d'hternet par les réseau 
de type ATM. 
2.3 Le multipoint dans Internet 
Dans les années 90, les communications multipoint dans Internet ont progressé 
considérablement. Il y a eu de nombreux essais pour tester le fonctio~ement de ce 
type de communicôtions [2]. Dans cette section nous donnons les éIéments particu- 
liers à ce type de communications dans Internet. 
2.3.1 Le réseau Mbone 
Mbone est un réseau virtuel au dessus de Internet qui s'occupe de tous les aspects 
du trafic mult ipoint comme l'acheminement, l'adressage et la signalisation [28]. Il 
faut noter que Mbone est un réseau expérimental mais qu'il est sur le point de 
devenir le support multipoint pour Internet. 
Mbone est constitué d'un ensemble de sous-réseaux qu'on appelle iles. A chaque 
île, on associe un -9enieur duplicateur sur lequel est exécuté un programme appelé 
Mrouted. Ces serveurs sont 
appelés tunnels (les tunnels 
illustré par la figure 2.4. 
tous connectés entre eux à l'aide de liens point-à-point 
sont routés sur les liens physiques du réseau). Ceci est 
Internat - 
Figure 2.4: Topologie simplifiée de Mbone. 
La procédure avec laquelle les données sont envoyées est la suivante: un paquet 
(datagramme) est envoyé d'un réseau local (appartenant à une île) à un serveur 
Mrouted. Ce paquet est destiné à un certain groupe de destinations. La duplication 
de paquets se fait par les routeurs Mbone. Le programme Mrouted se charge alors de 
déterminer sur quel(s) tunnel(s) le paquet doit être envoyé. Des copies de ce paquet 
arrivent alors à d'autres serveurs qui e u  vont effectuer la même opération jusqu'à 
ce que les destinations reçoivent chacune une copie du paquet. 
2.3.2 Protocole UDP 
Le trafic (du niveau paquet) sur Mbone est acheminé en utilisant un protocole 
appelé UDP (User Datagmm Protocof), plutôt que TCP. Contrairement à TCP, 
UDP ne fournit aucun contrôle d'erreur ni contrôle de débit (pas de voie de retour) 
et il n'y a donc pas de garantie de qualité de service (qs). UDP a été adopté car les 
procédures de contrôle de flux standard sont trop lentes pour le trafic multipoint [28]. 
En effet, le délai dû au contrôle d'erreurs de TCP (retransmissions) est inacceptable 
pour du trafic multipoint car en général, ce type de trafic est sensible au délai de 
transmission (trafic vidéo, temps réel etc.). Ainsi, avec le protocole UDP, on ne parle 
plus de connexion comme c'est le cas pour TCP mais plutôt de sessions Intemet. 
Pour les applications multipoint sensibles à la perte d'information, certains cher- 
cheurs proposent l'utilisation de codes correcteurs d'erreurs (FEC: Foword Error 
Control) [81] où on ajoute des bits de parité aux datagrammes transmis afin de cor- 
riger les erreurs de transmission à la réception (la correction d'erreurs n'est possible 
que si le nombre de bits erronés n'est pas plus grand que le nombre de bits de parité 
reçus [Ni). Cependant, avec cette approche, on a un gaspillage de largeur de bande 
dû aux bits de parité transmis avec chaque datagramme. 
2.3.3 Protocole IGMP 
Le protocole IGMP (Internet Group Management Protoco[) a été introduit pour 
permettre à différents groupes multipoint de joindre ou de quitter des sessions mul- 
tipoint [20]. Un groupe multipoint désigne un ensemble d'usagers, généralement 
appartenant à un même réseau local. 
Un hôte est désigné pour représenter un groupe donné. Cet hôte peut repré- 
senter plusieurs groupes à la fois et n'est pas nécessairement membre d'un groupe 
multipoint auquel cas, l'hôte ne reçoit pas les données échangées par les usagers. 
Les hôtes s'échaogent de l'information concernant les membres qu'ils représentent. 
Cette information sert entre autre à connaître les différents groupes participant à 
une session multipoint à un instant donné. Ces groupes peuvent changer en tout 
temps pendant la session et il n'y a aucune restriction sur leur nombre ni leurs posi- 
tions. Dans [31], on a introduit une procédure qui permet aux réseaux locaux d'élire 
leurs hôtes. 
Après identification de tous les membres, Mbone se charge alors de diffuser les 
datagrammes à tous les groupes qui sont membres d'une session multipoint, en 
utilisant un acheminement approprié. 
2.3.4 Acheminement 
L'acheminement le plus populaire dans Internet se fait à l'aide de la procédure 
OSPF ( Open Shortest Path First). Comme son nom l'indique, cet te technique utilise 
un algorithme du plus court chemin pour acheminer les datagrammes. Une extension 
à OSPF a été faite pour le trafic multipoint. Celle-ci porte le nom de MOSPF pour 
MulticastOSP F [79]. 
Pour un datagramme donné, MOSPF utilise l'algorithme de Dijkstra pour trou- 
ver l'arbre des plus courts chemins, en utilisant les coûts spécifiés par le type de 
service (TOS: Type of Semice). Ces services spécifient la métrique utilisée pour gé- 
nérer les arbres. Nous avons les services 
- à délai minimum, 
- à débit maximum, 
- de coût minimum (en dollars) et 
- normaux. 
MOSPF utilise le protocole IGMP aiin d'identifier les différents groupes qui sont 
membres d'une communication multipoint donnée. MOSPF se charge dors de livrer 
les datagrammes à chaque groupe, en envoyant les datagrammes sur le chemin le 
plus court de la source du datagramme vers les destinations. 11 faut noter que dans 
MOSPF, les nœuds de terminaison (sources et destinations) ne sont pas les usagers 
situés dans les réseaux locaux mais ce sont plutôt les serveurs duplicateurs (routeurs 
Internet). 
Afin d'acheminer les datagrammes en tenant compte de I'aspect dynamique des 
sessions multipoint, on a proposé les algorithmes PIM [21] et CBT [9] qui sont en 
fait des algorithmes de génération d'arbres dynamiques (voir section 2.2.2.1). 
L'algorithme PIM consiste à générer un arbre des plus courts chemins pour 
chaque source d'un groupe multipoint donné par inondation et émondage. L'op& 
ration d'émondage s'effectue après que les serveurs duplicateurs, ayant reçu des 
données relatives aux membres du groupe multipoint et qui n'ont aucun membre 
du groupe multipoint dans leur réseau local, envoient aux sources de l'information 
(dans des datagrammes appropriés) afin que ceiles-ci suppriment les branches qui 
ne contiennent aucun membre du groupe des abres générés par inondation [21]. 
D'autre part, l'algorithme CBT met à jour un arbre partagé pour chaque groupe 
multipoint. Cet arbre est un arbre des plus courts chemins généré à un centre pré- 
défini. On peut avoir plusieurs centres dans un seul arbre. En général, on a un 
centre par groupe multipoint [15]. Pour chaque destination, l'arbre comprend le 
plus court chemin entre elle et le centre le plus proche [9]. Ce type d'arbre permet 
une grande souplesse pour l'ajout et la suppression de nci-uds dans l'arbre dans la 
mesure où l'arbre généré dépend de la position du (des) centre($ et non pas de la 
(des) source(s) . 
Aujourd'hui, on ne sait pas lequel des dew algorithmes PIM et CBT est plus 
efficace pour Internet en terme de performances du réseau. L'algorithme CBT génère 
un arbre unique, indépendamment du nombre de sources. Cependant, à cause du 
fait que les paquets n'empruntent pas le chemin le plus court de la source vers les 
destinations, le délai de transmission de paquets de bout en bout est plus grand avec 
I'algorithme CBT [Il]. D'autre part, avec l'algorithme PIM, on a un gaspillage de 
ressources (laxgeur de bande) lorsque le nombre de sources est grand [Il] à cause du 
nombre considérable d'arbres qui en résulte. 
2.3.5 Qualité de service 
En pratique, Internet n'offre pas une garantie de qualité de service (qs) au niveau 
de la couche réseau. Par exemple, la perte de paquets en cas de congestion ou erreurs 
de transmission est prise en compte par TCP à l'aide de procédures de retransmission 
que l'on considère inefficace dans le cas de trafic muitipoint [28]. 
Afin d'ofiir une garantie de qualité de service pour les applications qui utilisent 
Intemet, on a proposé un protocole de réservation de ressources (RSVP:Resource 
Reseruation Protocol) qui sert pour le trafic point-à-point de même que multi- 
point (14, 991. RSVP permet aux applications de spécifier leurs besoins en termes 
de qualité de service et de donner une description de la nature du trafic engendré 
par ces applications. RSVP permet aux usagers participant à une même connexion 
d'avoir des qs différentes et permet aussi aux usagers de changer leur qs durant la 
communication [30]. 
Une autre façon d'offrir une garantie de qs est de véhiculer les datagrammes 
Internet sur un réseau de type ATM qui, lui, offre une garantie de qs. Une description 
de cette approche est donnée dans la section 2.5. 
2.3.6 Adressage 
Le problème d'adressage du trafic multipoint est résolu dans Internet. Nous avons 
quatre classes d'adresses, A, 8, C et D. En gros, d'une classe à I'autre, c'est I'in- 
tervalle des valeurs possibles qui change. La classe D est réservée au trafic multi- 
point [83]. 
Dans Intemet, on définit la notion d'adresse de groupe qui identifie tous les 
membres d'un groupe participant à une communication multipoint. Tous les membres 
du groupe envoient les datagrammes en utilisant cette adresse pour désigner les des- 
tinations de leurs datagrammes. Ainsi, un membre donné peut ne pas connaître les 
autres membres du groupe. Ce sont donc les destinations qui contrôlent leur appar- 
tenance aux groupes. On peut voir ici le caractère non connecté (connectzonless) du 
multipoint dans Internet. 
2.3.7 Identification des membres 
Un outil informatique connu sous le nom de Mlisten (21 permet de faire une col- 
lecte sur les différents membres d'un groupe multipoint donné afin de maintenir à 
jour une liste sur ces membres. Comme Mrouted, Mlisten est un programme exécuté 
sur un serveur. Mlisten peut joindre une communication multipoint et reconnaître 
les membres du groupe en Lisant l'adresse IP des paquets envoyés au groupe. L'incon- 
vénient de cette approche est qu'elle ne fonctionne pas adéquatement si des paquets 
sont perdus [2]. 
2.3.8 Résumé 
À date, Internet est le seul réseau de données accessible au public qui fournit des 
services de communications multipoint sur une grande étendue géographique. Des 
exemples pratiques ne manquent pas. On cite le protocole SDP: Session Description 
Protocol [45] qui permet d'identifier les sessions multimédia en cours sur Internet 
comme la difision de conférences internationales, de forum de discussions etc3. 
La mauvaise qs et la largeur de bande limitée constituent l'handicap majeur du 
multipoint sur Internet. Beaucoup d'améliorations doivent être introduites notam- 
ment pour offrir plus de largeur de bande et une qs garantie. Cela exige une gestion 
efficace des ressources faute de quoi, le coût du réseau peut être très élevé et par 
conséquent, une communication multipoint avec qs garantie sur Intemet pourrait 
s'avérer extrêmement coûteuse. 
2.4 Le multipoint dans l'ATM 
Une première spécification de communications multipoint est dom& par l'ATM 
Forum [7] qui spécifie essentiellement la signalisation et les procédures d'établis- 
sement de connexions multipoint. On trouve aussi des définitions de divers types 
- -- - -- -- 
3. Il exbte un s e ~ c e  de conférences téléphoniques sur le réseau de téléphone public mais puisque 
ce service fait appel à plusieurs connexions point-à-point, nous ne le considérons pas comme étant 
un service de communications mu1 tipoint . 
Point-à-rnultipoint Multipoint-à-point 
(a) (diffusion) (4 (fusion) 
Composite 
(b) 
Figure 2.5: Types de communications multipoint. 
de communications multipoint dans les recommandations de I'UIT-T (Union Inter- 
nationale des Télécommunications-secteur de standardisation des Télécommunica- 
tions) [52]. 
2.4.1 Définitions de I'UIT-T 
Dans [52], on peut distinguer quatre types de connexions multipoint. 
Ce type de communications est aussi connu sous le nom de diffusion (broadcast). 
Le trafic est unidirectionnel d'une source vers un ensemble de destinations (voir 
figure 2.5(a)) par exemple, la diffusion de données audiovisuelles. 
Aussi connu sous le nom de fusion (merge). Le trafic est unidirectionnel d'un 
ensemble de sources vers une destination commune (voir figure 2.5(c)). Un exemple 
serait les télé-mesures. 
2.4.1.3 Composite 
Une communication composite comprend une communication point-à-rnultipoint 
et une communication multipoint-à-point. Dans ce type de communications, le trafic 
est bidirectionnel (voir figure 2.5(b)) mais les destinations ne communiquent pas 
entre elles. Un exemple est la consultation et mise à jour d'une base de données 
partagée. 
Dans une connexion mu1 tipoint-à-mdtipoint , tous les nœuds sont des émetteurs 
et des récepteurs de données (full muftipoint) (voir figure 2.5(d)) et peuvent com- 
muniquer entre eux. La vidécxonférence multi-parties en est un bon exemple. 
2.4.2 Définitions de l'ATM Forum 
Une connexion point-à-multipoint est une collection de VCs (Virtud Channel) et 
VPs (Virtud Path) avec des nœuds (commutateur) de terminaison associés à cette 
connexion [?]. Une telle connexion a les propriétés suivantes: 
1. Un seul nœud joue Le rôle de source. Si celui-ci envoie des données, des c e  
pies de ces données sont envoyées aux autres nœuds de la connexion, appelés 
destinations ». 
2. Il n'y a pas de voie de retour pour permettre aux nœuds destinataires d'envoyer 
des domées à la source. 
3. Les nœuds destinataires ne peuvent pas communiquer entre eux. 
Une connexion point-à-multipoint est établie d'abord à l'aide d'une connexion 
point-à-point initiée par la source vers une des destinations. Après quoi, à l'initia- 
tive de la source, d'autres nœuds peuvent se joindre à la connexion moyennant des 
cellules de signalisation appropriées. Cette opération peut se faire simultanément 
pour plusieurs nœuds à la fois c.-à-d. qu'il n'est pas nécessaire qu'un nœud donné 
soit connecté pour passer au nœud suivant. D'autre part, à l'initiative de la source, 
un nœud destinataire peut quitter une connexion point-à-rnultipoint en tout temps 
toujours, à l'aide de cellules de signalisation appropriées. Toute la signalisation est 
contrôlée par la source. 
Il faut noter cependant que les spécifications de l'ATM Forum [SI introduisent la 
possibilité que les destinations elles même puissent faire des requêtes pour joindre 
ou quitter un groupe multipoint. 
Multipoint-à-multipoint Il y a deux façons d'établir des connexions multipoint- 
à-multipoint selon l'ATM Forum. Pour cela, chaque nœud voulant envoyer de l'in- 
formation à un certain goupe de nœuds peut 
1. établir une connexion point-à-multipoint avec tous les nœuds du groupe, tel 
que décrit ci-dessus. Avec une telle procédure, un groupe de N nœuds fera 
appel à N connexions point-à-rnultipoint ou 
2. établir une connexion point-à-point avec un serveur. Ce dernier est la racine 
de la connexion point-à-multipoint du groupe avec lequel le nœud en quzstion 
veut communiquer. Des copies de toutes les cellules envoyées à ce serveur 
sont retransmises à tous les membres du groupe. Avec une telle procédure, un 
goupe de N nœuds fera appel à N connexions point-à-point abonné-serveur 
et une connexion point-à-mult ipoint serveur-abonnés. 
2.4.3 Entrelacement de cellules 
Dans le cas où un arbre est partagé par tous les membres d'une communication 
multipoint, des connexions de type fusion (qui peuvent être vues comme des commu- 
nications mdtipoint-à-point ) présentent le problème d'entrelacement de cellules. Si 
des cellules en provenance de différentes sources sont multiplexées à un point donné 
(un commutateur) sur un même VC, il devient impossible de distinguer les cellules 
afin d'en reconnaître les sources. Ceci est illustré par la figure 2.6 où on a trois 
sources (A, B et C) dont les cellules sont transmises sur un VC commun. Remar- 
quons que ce probléme concerne aussi les communications multipoint-à-multipoint. 
En fait, il suffit d'avoir plus d'une source dans une connexion multipoint pour que 
le problème de distinction de cellules se pose. 
Y / Point de fusion 
l 
Cellules portant le même numéro de VC 
Figure 2.6: Problème d'entrelacement de cellules. 
La dificulté de distinguer les cellules est causée d'une part, par le fait que le 
champ VPI/VCI qui permet d'identifier les cellules d'une c o ~ e x i o n  donnée est 
identique pour les cellules transmises sur le même VC et d'autre part, par le fait 
que I'AAL numéro 5 (ATM Adaptation Layer) 1511, communément utilisée pour la 
transmission de données, ne permet pas d'identifier les sources des cellules et ne les 
numérote pas non plus. Afin de pallier ce problème, plusieurs solutions sont possibles 
présentant évidemment chacune des avantages et inconvénients. Parmi ces solutions, 
on distingue celles qui utilisent un arbre partagé et celles qui utilisent des arbres 
mu1 t iples . 
2.4.3.1 Arbre partagé 
On distingue trois solutions: 
1. Utiliser les AAL numéro 3 et numéro 4 [51] qui ont un champ identificateur de 
multiplexage (MID: Multaplezing Identifier). Ce champ permet d'identifier les 
cellules de chaque source. Cependant, cet te solution nécessi te l'augmentation 
du nombre de bits nécessaires à l'encapsulation, ce qui cause un gaspillage de 
largeur de bande et introduit un délai de traitement important [30]. 
2. Utiliser des jetons pour coordonner les sources. Ceci a été proposé dans [35] 
sous le nom de SMART (Shared MAny-to-many ReservaTion). Dans cette 
solution, il y a un jeton par connexion. Ainsi, une seule source peut transmettre 
à la fois. Cette solution introduit un délai non négligeable notamment pour 
acquérir le jeton. 
3. Utiliser des tampons au point de fusion de VC et faire attendre les cellules 
en provenance de sources différentes et n'en transmettre qu'un flot de cellules 
apportenant à une source à la fois. Cette solution est connue sous le nom de 
SEAM (Scalable and EDcient ATM Multipoint-to-multipoint) (431. On a alors 
besoin d'un tampon par source. Cette solution semble être rapide [43] mais 
nécessite l'utilisation de mémoire supplémentaire et provoque des rafales de 
celluies très importantes avec des conséquences néfastes sur la qs. 
2.4.3.2 Arbres multiples 
On distingue deux solutions: 
1. Utiliser un VC point-à-multipoint entre chaque source et ses destinations [23]. 
L'inconvénient de cette solution est qu'elle utilise un très grand nombre de 
numéros de VCI et peut ne pas être utilisable pour de grands réseaux. 
2. Utilisation de serveurs où chaque source envoie ses cellules vers un serveur 
duplicateur sur un VC point-à-point [23]. Ce dernier se charge alors d'envoyer 
les cellules vers les destinations sur un VC point-à-multipoint. Cette solution 
cause un problème de concentration de trafic autour du serveur qui peut en- 
gendrer une congestion importante. 
2.4.3.3 Comparaison des deux approches 
Une différence fondamentale entre l'approche avec arbre partagé et celle avec 
arbres multiples est que dans la première, si un terminal (source) se joint à une 
connexion en cours, le trafic écoulé sur un arc donné de l'arbre partagé peut aug- 
menter. De plus, le trafic écoulé par un arc donné dépend de la topologie de l'arbre 
partagé. Par contre, la deuxième approche permet d'ajouter un terminal sans affec- 
ter le trafic écoulé par les arcs des différents arbres car le trafic écoulé par un arc 
donné ne dépend pas de la topologie de l'arbre qui l'utilise (car il y a une source par 
arbre) ce qui simplifie considérablement l'analyse du trafic écoulé par le réseau. 
Ainsi, on a un problème de caractérisation du trafic écoulé par les arcs du ré- 
seau qui dépend de l'approche adoptée. Ce problème est très important et à notre 
connaissance, il n'a pas était étudié dans la littérature. C'est pourquoi nous allons 
y revenir en profondeur dans le chapitre 3 où nous allons décrire notre modèle. 
2.4.4 Décomposition de connexions mult ipoint 
Dans [52], on spécifie que la diffusion ou duplication de cellules ne peut se faire 
qu'entre des nœuds d'un même réseau. Ainsi, il n'est pas possible d'établir un VC 
point-à-multipoint contenant des nœuds appartenant à des réseaux distincts. On 
part bien entendu de l'hypothèse que le réseau est partitionné en sous-réseaux, 
par exemple, des réseaux géographiquement éloignés. Les partitions sont connec- 
tées entre elles pax des connexion point-à-point. L'objectif est surtout de simplifier 
I'étude des connexions multipoint en traitant chaque partition à part. 
Pour qu'un nceud donné puisse diffuser des données à un groupe de nœuds situés 
dans un sous-réseaux différent, il doit d'abord établir une connexion point-à-point 
avec l'un des nœuds de ce sous-réseau qui ensuite peut diffuser les cellules aux autres 
nœuds du groupe. (Cela nous rappelle l'idée de configuration en iles de Mbone.) 
Ainsi, une connexion multipoint impliquant des nœuds de différents réseaux est 
décomposée en plusieurs niveaux. On parle alors de décomposâtion de connexions 
multipoint [52]. Ceci est illustré par la figure 2.7 où le nœud A du réseau 1 établit 
une connexion point-à-point avec le nœud C (via ie nceud B) qui diffuse les cellules 
aux nœuds D et E du réseau 2. Nous avons alors décomposé la connexion en une 
connexion point-à-point de A vers C et en une connexion point-à-multipoint de C 
vers D et E. 
Figure 2.7: Décomposition de connezionî multipoint en ATM. 
2.4.5 Qualité de service 
Dans un réseau de type ATM, on retrouve la notion de qualité de service (QS) 
du niveau appel et celle du niveau cellule ( q s ) .  La qs est souvent liée à la perte de 
cellules et au délai de bout en bout. Cette qs est déclarée par l'usager. La perte 
d'appels (QS) dépend alors de la qs. En effet, en ATM on utilise des procédures 
d'acceptation d'appels (CAC) afin de savoir si un appel donné peut être accepté, 
tout en respectant la qs du niveau cellule et du nouvel appel et des connexions en 
Afin d'être en mesure d'évaluer la perte d'appels (souvent en considérant les 
probabilités stationnaires de perte d'appel), on a besoin de connaître les probabilités 
de blocage sur les artères de transmission. On a alors introduit la notion de débit 
équivalent [59, 66, 271 dans le contexte du point-à-point. Cette notion permet de 
simplifier considérablement la synthèse de réseaux avec circuit virtuel dans la mesure 
où cela nous permet d'utiliser les résultats obtenus pour les réseaux multi-débit à 
commutation de circuits. 
Pour un arc de capacité C et pour un type d'appel donné, une définition simplifiée 
du débit équivalent est W = C/n  où n est le plus grand nombre d'appels pouvant 
être écoulés sur l'arc en question, tout en respectant les contraintes de qs. Ainsi, 
nous pouvons évaluer les probabilités de blocage sur les arcs. 
Il n'y a pas encore une définition claire de la qs d'une connexion multipoint. 
Selon l'ATM Forum [7], la qs déclarée par le nœud source sera celle des destinations. 
En d'autres mots, les destinations ne peuvent imposer des contraintes de qs plus ou 
moins exigeantes que celle de la source. De plus, ces nœuds destinataires doivent, 
selon l'ATM Fonun, avoir les mêmes descripteurs de trafic que la source (CBR, 
VBR ou ABR) ainsi que les mêmes paramètres, comme par exemple le débit dans 
une connexion CBR et le débit moyen dans une connexion VBR. Ainsi, dans une 
communication multipoint, tous les terminaux doivent être en mesure de supporter 
le débit et la qs imposés par la source. 
2.4.6 Adressage 
Il n'y a malheureusement aucune spécification de l'adressage de groupes en ATM. 
Cela est sûrement dû à la difficulté de trouver un emplacement dans l'en-tête des 
cellules pour un adressage multipoint convenable dans la mesure où l'espace réservé 
aux VPI/VCI ne prévoit pas l'utilisation d'un identificateur de groupe. En effet, dans 
une connexion ATM, on utilise une succession de VP et de VC (si on a au moins 
un nœud de transit) et les VPI et les VCI peuvent changer en traversant ces nœuds 
de transit rendant très difficile l'utilisation d'un numéro unique pour identifier une 
connexion à plusieurs participants. 
D'autre part, par opposition avec Internet, dans les réseaux de type ATM, une 
source doit connaître tous les membres d'un groupe auxquels les cellules seront 
envoyées. C'est donc la source qui contrôle l'appartenance d'un membre donné au 
groupe. On peut voir ici le caractère connecté (31 (connection oriented) du mdtipoint 
les réseau ATM dans la mesure où on a une connexion de bout-en-bout entre 
la source et les destinations. Cela cause un problème d'incompatibilité irnport ant 
lorsqu'on veut véhiculer du trafic rnultipoint d'Internet sur un réseau de type ATM. 
2.4.7 Résumé 
Nous pouvons constater que les réseaux de type ATM offrent deux avantages 
principaux: 1) la grande disponibilité de largeur de bande et 2) la garantie de qs. 
Ces deux awitages sont nécessaires pour réaliser des communications multipoint 
où le trafic du niveau cellules consomme beaucoup de largeur de bande et où il 
est nécessaire d'offrir une qs garantie, chose qu7Internet ne peut offrir aujourd'hui. 
Malheureusement, les infrastructures déjà en place (Internet) ne permet tent pas 
de passer facilement d'hternet à la technique ATM et le principal obstacle est le 
coût très élevé qui résulterait d'un tel passage. C'est pourquoi, on a pensé à utiliser 
la technique ATM comme véhicule pour le trafic multipoint dYInternet plutôt que 
remplacer Internet par ATM. 
2.5 Trafic Internet multipoint sur ATM 
Dans la littérature, il y a un nombre considérable de travaux effectués pour 
trouver comment véhiculer le trafic multipoint d71nternet par des réseaux de type 
ATM [5, 13, 6, 41. Cela présente beaucoup d'avantages notamment, de bénéficier 
des infrastructures et des applications déjà en place d'hternet et profiter de la 
qualité de service et la largeur de bande offertes par les réseaux de type ATM. 
Malheureusement, les spécifications relatives au multipoint pour les réseaux de type 
ATM et celles pour Intemet ne sont pas compatibles. 
D'une part, les communications point-à-multipoint dans les réseaux de type ATM 
sont contrôlées par la source et le scénario multipoint-à-multipoint nécessite autant 
d'arbres qu'il y a de sources. D'autre part, les communications point-à-multipoint 
dans Internet sont contrôlées par les destinations et le scénario mdtipoint-à-multipoint 
fait appel à un seul arbre en utilisant les serveurs duplicateurs. Ces différences 
causent des problèmes importants d'adressage et de signalisation. Dans cette section, 
nous décrivons brièvement les problèmes essentiels liés à l'utilisation de l'infrastruc- 
ture multipoint ATM pour véhiculer le trafic multipoint d'hternet. 
2.5.1 Adressage 
Le problème le plus important rencontré pour acheminer du trafic multipoint 
venant d31nternet sur un &eau de type ATM (si on veut respecter les spécifications 
de I'ATM Forum) est l'adressage. Les caractères connecté des réseau ATM et non 
connecté d1Internet en sont la cause principale. 
Dans les spécifications de I'ATM Forum, les connexions point-à-multipoint sont 
gérées par la source et c'est cette source qui garde le contrôle de la connexion en 
ce qui concerne les membres qui participent à la connexion. De l'autre côté, dans le 
réseau Internet, ce sont les destinations qui sont responsables de leur appârtenance 
aux groupes multipoint et la source peut ne pas savoir qui recevra les données qu'elle 
envoie. Ainsi, il faut introduire un mécanisme sophistiqué afin d'être en mesure 
d'acheminer le trafic multipoint provenant dTIntemet en utilisant I'infrastructure 
multipoint de l'ATM. 
Pour résoudre le problème d'adressage, I'IETF (Internet Engineering Task Force) 
a introduit la notion de serveur MARS (Multicast Address Resohtion Semer) [5, 
131. Un serveur MARS contient un registre où sont sauvegardées les différentes 
informations concernant les différents groupes multipoint et leurs membres. Ces 
informations incluent les adresses ATM de tous les nœuds faisant partie d'un groupe 
multipoint Intemet donné ainsi que l'adresse IP du groupe multipoint. Les serveurs 
MARS sont chargés d'informer chaque membre d'un groupe multipoint donné de 
l'identité des autres membres faisant partie de ce groupe. Un nœud donné interroge 
un serveur MARS lorsqu'il désire connaître les adresses ATM des membres d'un 
groupe multipoint donné. Lonqu'un nœud donné désire joindre ou quitter un groupe 
multipoint, il doit informer un serveur MARS. Ce dernier se charge don d'informer 
tous les membres de la connexion multipoint de la nouvelle composition du groupe 
participant. 
2 S.2 Comment réaliser le multipoint-à-multipoint ? 
Deux solutions sont retenues pour permettre au trafic muitipoint-à-multipoint 
d'être véhiculé par le réseau: une première basée sur les serveurs duplicateurs et une 
autre sur un ensemble de VC point-à-multipoint. 
2.5.2.1 Semeurs duplicateurs 
Dans cette solution, chaque membre d'un groupe mdtipoint établit un VC 
point-à-point avec un serveur duplicateur. Chaque serveur duplicateur établit une 
connexion point-à-point avec un serveur MARS. Ce dernier ajoute alors le serveur 
à un VC point-à-mdtipoint unidirectionnel, où seuls les serveurs duplicateurs sont 
les destinations, sur lequel sont envoyées les informations relatives aux membres 
participant dans les différents groupes multipoint. Un serveur duplicateur donné se 
charge d'envoyer des copies des cellules reçues aux membres d'un même groupe sur 
un VC point-à-muitipoint et aux autres serveurs sur des VC point-à-point. Ceci est 
ihstré dans la figure 2.8. Cette solution a les avantages suivants: 
0 Terminaux - VC pointkpoint Connexion en cours 
Figure 2.8: Solution avec serveurs duplicateurs. 
- économie de VCI (identificateurs de VC) et 
- peu de trafic de signalisation en cas de changement daas les membres de 
groupes mdti point. 
Cette méthode a les inconvénients suivants: 
- surcharge des serveurs duplicateurs et concentration de la congestion aux alen- 
tours de ces serveurs, 
- les arbres générés pour connecter les nœuds (commutateurs) ne sont pas né- 
cessairement optimaux en termes d'utilisation de ressources, 
- introduction d'un délai important dû au passage obligatoire par les serveurs 
et 
- possibilité de renvoi d'une copie d'un message à celui qui l'a envoyé. Une 
solution serait alors d'établir un VC point-à-point entre le serveur et chaque 
destination mais cela gaspille les champs VCI. 
2.5.2.2 Ensemble de VCs 
Dans cette solution connue sous le nom de VC meah [23] en anglais, on propose 
de générer un VC point-à-multipoint pour chaque source utilisant ainsi un arbre par 
source. La duplication de cellules se fait dors dans les commutateurs ATM. Chaque 
source dans un sous-réseau appartenant à Internet qui veut envoyer des données à 
un groupe de nœuds doit faire une requête auprès du serveur MARS afin d'obtenir 
les adresses ATM des nœuds à connecter et établr un VC point-à-multipoint avec 
ces noeuds. Ceci est illustré par la figure 2.9 où le nœud S fait une requête après du 
MARS pour joindre un groupe multipoint. Cette solution est préférable à celle avec 
serveurs duplicateurs car 
- elle est plus facile à utiliser avec la signalisation proposée par l'ATM Forum, 
- elle offre une meilleure qualité de service car on a un arbre pour chaque source 
de données et 
- il n'est pas possible qu'un membre donné reçoive ses propres messages. 
Les inconvénients de cette solution sont 
- le gaspillage de numéros de VC et 
- le gaspillage de largeur de bande si les VCs point-à-multipoint sont sous utilisés 
surtout dans des communications multipoint-à-multipoint où peu de sources 
sont actives à Ia fois. 
Nœud à connecter 
u 
Phase d'établissement Connexion en cours 
VC point-à-multipoint 0 Commutateurs 
.IiC VC point-à-point 
Figure 2.9: Solution avec un ensemble de VC. 
2.5.3 Résumé 
Utiliser l'infrastructure ATM pour véhiculer du trafic multipoint d71nternet est 
faisable. Malheureusement, à cause de l'incompatibilité de la signalisation et de 
l'adressage, il a f d u  introduire des mécanismes sophistiqués pour pallier cette in- 
compatibilité. Soulignons par ailleurs que l'ATM Forum et L'IETF sont entrain de 
définir de nouvelles recommandations qui permettent de réduire les incompatibilités 
et d'introduire plus de souplesse afm de pouvoir transporter des datagrammes IP 
sur un réseau de type ATM [8,23]. P u  exemple, on sait que l'ATM Fonun a donné 
la possibilité aux destinations de gérer leur appartenance aux groupes multipoint. 
2.6 Conclusion 
Dans ce chapitre, nous avons donné une description du multipoint en général 
et nous nous sommes particulièrement attardés sur le réseau Internet et les réseaux 
de type ATM. Nous avons donné une brève description des problèmes que I'on ren- 
contre pour réaliser les communications multipoint. Nous avons sélectionné quelques 
solutions intéressantes que certains chercheurs proposent afin de surmonter certains 
de ces problèmes. Un des problèmes est celui de la synthèse de réseau, problème qui 
jusqu'à maintenant n'a pas été abordé dans la littérature. Cela constitue l'objet de 
notre travail de recherche. Le problème de synthèse inclut plusieurs problèmes no- 
tamment l'acheminement et le dimensionnement. Dans les trois chapitres suivants, 
nous donnons une description de ces problèmes ainsi que de la démarche que nous 
proposons pour les résoudre. 
CHAPITRE 3 
Modélisation du problème de 
synthèse de réseaux 
Dans ce chapitre, nous décrivons le modèle que nous avons utilisé pour étudier 
le problème de synthèse de réseaux en justifiant nos choix et hypothèses. Dans 
la section 3.1, nous décrivons différents scénarios multipoint dont nous dégageons 
le scénario le plus pertinent qu'on se propose d'étudier. Dans la section 3.2, nous 
proposons une formulation mathématique du modèle d'acheminement dans le cas 
où les arbres utilisés pour connecter les appels sont donnés. Cela nous permettra 
de comprendre le problème d'acheminement dans un premier temps et ensuite de 
généraliser le modèle au cas où les arbres ne sont pas cornus d'avance. Dans la 
section 3.3, nous décrivons le modèle utilisé pour le problème de synthèse, aussi 
dans le cas où les arbres sont connus. Enfin, dans la section 3.4, nous décrivons 
les algorithmes que nous proposons pour résoudre les problèmes d'acheminement 
d'appels et de synthèse de réseaux, pour un ensemble d'arbres d o ~ é .  
3.1 Problèmes multipoint pertinents 
Dans la mesure où il existe une grande diversité d'applications qui font appel 
au multipoint (diffusion multimédia, vidbconférence, jeux interactifs, etc), il est 
difficile de représenter toutes ces applications par un seul modèle. Nous vouions 
savoir quel est le problème multipoint qui serait le plus intéressant à considérer en 
premier lieu. Notre critère se base essentiellement sur l'impact de l'introduction des 
communications multipoint sur les performances du réseau commuté. 
3.1.1 Classification des communications mult ipoint 
Nous définissons quatre attributs qui permettent de caractériser les communica- 
tions mult i point: 
1. le type: on distingue le type point-à-multipoint, le type muitipoint-à-point, le 
type composite et le type multipoint-a-muitipoint, 
2. le dynamisme des connexions: on distingue les connexions statiques et les 
connexions dynamiques c.-à-d., où les usagers peuvent joindre ou quitter une 
connexion multipoint pendant la durée de vie de celle-ci, 
3. la synchronisation permet de savoir si une application donnée est en temps 
réel ou pas auquel cas il faudra synchroniser les usagers ou pas et 
4. la politique (en cas de plusieurs sources) selon laquelle les usagers peuvent 
transmettre simultanément ou uniquement un à la fois. 
Nous d o n s  illustrer comment, selon l'application considérée, certains attributs 
peuvent être ou ne pas être pertinents quant aux ressources utilisées dans le réseau 
commuté pour établir des connexions multi point. 
Considérons une diffusion de données telle que la diffusion de cours, de confé- 
rences, de films, etc. Le sens des données est unique, de la source vers les destinations 
et aucune synchronisation ni politique de trmsmission ne sont requises. La varia- 
tion de l'ensemble d'usagers a une influence négligeable sur la gestion de ressources. 
En effet, supposons que nous connaissons les commutateurs à travers desquels un 
certain nombre d'usagers reçoivent les données diffusées par une source donnée. Si 
de nouveaux usagers joignent ou quittent la connexion à travers les même com- 
mutateurs déjà utilisés, cela n'affecte pas le trafic écoulé par l'arbre qui connecte 
l'ensemble de ces commutateurs dans la mesure où peu importe le nombre de ter- 
minaux connectés aux commutateurs, une seule copie d'une unité de données sera 
envoyée aux commutateurs. Des exemple typiques sont la diffusion de cours à des 
sites connus et la diffusion de confërences où on diffuse les données peu importe le 
nombre d'usagers connectés aux commutateurs, pourvu qu'il y ait au moins un usa- 
ger par commutateur. Ceci est illustré par la figure 3.1 où le fait que l'ensemble de 
destinations change de {A,C,D,E,F) à {B,C,D,E,F,G} n'affecte pas le trafic écoulé 
dans le réseau commuté (liens dessinés en lignes épaisses). Dans chaque cas, seule 
une copie d'une unité de données en provenance de la source S sera écoulée sur les 











Ensemble d'usagers original ; Ensemble d'usagers modifié 
Figure 3.1: Le t&c dans le réseau commuté ne dépend pas du changement des 
membres. 
Considérons une application du type vidéo conférence. Dans ce type d'applica- 
tions, il est fort probable que la politique de transmission ne permette qu'à un usager 
à la fois de transmettre. En effet, comme il est de coutume dans les discussions où 
les intervenants sont des êtres humains, une personne parle et les autres écoutent. 
De plus, la direction de transmission peut changer au cours du temps car nous avons 
plusieurs sources. 
D'autre part, la synchronisation est souhaitée dans ce type d'application. Afin 
d'établir une connexion multipoint pour ce type d'application, la solution avec arbre 
partagé est appropriée. On utilise dors un jeton pour la politique de transmission 
des usagers tel que décrit dans la section 2.4.3.1. 
Par ailleurs, comme les membres des groupes multipoint peuvent changer, le 
dynamisme des connexions est pertinent dans ce cas pour deux raisons. La première 
est qu'on peut avoir un petit nombre d'usagers et dans la mesure où un seul usager 
peut être connecté à un commutateur donné, on pourrait être amené à optimiser 
l'arbre qui connecte les commutateurs assez souvent, au fur et à mesure que les 
usagers changent, faute de quoi l'arbre en question peut devenir non optirnal en 
terme de ressources utilisées. Ceci est illustré par la figure 3.2 où le fait que l'ensemble 
d'usagers change de {A,C,F) à {C,F,G) fait en sorte qu'il n'est plus nécessaire de 
connecter le commutateur numéro 1. 
Ensemble d'usagers original ; Ensemble d'usagers modifié 
1 
Figure 3.2: Effet de la modificBtion du groupe d'usagers. 
La deuxième raison pour laquelle l'aspect dynamique est pertinent est l'impact 
que cela peut avoir sur le trafic (unité de données) écoulé sur un arc donné du réseau 
commuté. Par exemple, dans la figure 3.2, la modification de l'ensemble d'usagers fait 
en sorte que sur l'arc (2,3) reliant les nœuds 2 et 3, on aura plus de trafic écoulé car 
deux usagers (F et G) émettent du trafic sur cet arc alors qu'avant la modification, 
seul l'usager F transmettait sur cet arc. Cela peut avoir un impact direct sur la 
caractérisation du trafic sur l'arc (2,3) dans la mesure où ce trafic change en fonction 
du nombre d'usagers connectés au nœud 3. On a alors un problème de caractérisation 
du débit équivalent (voir section 2.3.5) qui dépend du nombre d'usagers connectés 
à un instant donné et de la topologie de l'arbre qui connecte ces usagers. 
Le problème de caractérisation du débit équivalent dépend aussi de la politique de 
transmission. Supposons qu'on ait un débit équivalent W sur un arc donné, pour la 
connexion multipoint dorinée dans la figure 3.2. Par exemple, si on veut que ce débit 
équivalent ne soit pas dépendant du nombre d'usagers qui transmettent au nœud 
3, on peut ajuster le débit x alloué à chaque usager (en supposant que les usagers 
transmettent au même débit, on peut ajuster la vitesse de rotation du jeton) de sorte 
qu'on ait, en tout temps, W = i x ,  où i est le nombre d'usagers connectés au nœud 
3. Par contre, si on veut douer  à chaque usager un débit y indépendant du nombre 
d'usagers qui transmettent à partir du nœud 3, le débit Y = iy  va augmenter avec le 
nombre d'usagers rendant la notion de débit équivalent très difficile à utiliser voire, 
inappropriée dans ce cas. Nous avons alors besoin d'introduire de nouveaux modèles 
pour caractériser le débit équivalent dans ce contexte particulier. 
On considère des applications du type fusion comme les télé-mesures. On peut 
rencontrer dans ce genre de communications les même problèmes COMUS pour le 
type multipoint-à-muhipoint . Cependant, il est important de constater que dans la 
mesure où on a une seule destination, aucune duplication d'unités de données n'est 
requise et on peut alors réaliser ce type de communication par de simples connexions 
point-à-point . 
Il est S c i l e  de savoir dans quelle mesure il serait avantageux de réaliser le 
multipoint-à-point à l'aide de plusieurs c o ~ e x i o n s  point-à-point indépendantes car 
cela dépend des applications. Par exemple, si une collecte de données doit être 
effectuée dans un certain ordre, faire des connexions point-à-point indépendantes 
n'est pas la meilleure solution. Il faudrait plutôt utiliser des mécanismes à jeton 
pour synchroniser les sources ce qui introduit une dépendance entre les sources et 
par conséquent, une corrélation dans le trafic qu'il faudra éventuellement modéliser. 
3.1.5 Temps réel 
Si on considère une application telle qu'un jeu multimédia multi-usagers distri- 
bué (simulation de batailles de tanks), les communications sont en général du type 
multipoint-kmultipoint, les connexions sont dynamiques (par exemple, si un joueur 
perd, il quitte le jeu), la synchronisation est primordiale et la politique de trans- 
mission doit permettre aux usagers de transmettre des données simultanément. Ce 
type d'applications est le plus exigeant en termes de ressources. Pour que toutes ces 
exigences soient satisfaites, on doit faire appel à un ensemble de connexions point-à- 
mdtipoint c.-à-d., chaque joueur établit une connexion point-à-muitipoint avec tous 
les autres joueurs. 
Heureusement, nous ne connaissons pas d'exemple où ce type de communica- 
tion se fait sur une grande étendue géographique et ainsi, on peut s'attendre i ce 
que le nombre de nœuds (commutateurs) utilisés soit très petit voir nul (si ça se 
passe dans un réseau local) faisant en sorte que ce type d'applications n'affecte pas 
considérablement la synthèse du réseau commuté. Némoins ,  dans la mesure où la 
technologie des réseaux continue à évoluer notamment, la disponibilité de la largeur 
de bande, de t e k s  applications deviendront envisageables à grande échelle. Cela 
nécessiterait une modélisation adéquate notamment, comment faire un ensemble de 
connexions point-à-multipoint synchronisées entre elles. 
3.1.6 Résumé 
D'après cette brève discussion, nous pouvons conclure que les applications de 
type diffusion (point-à-multipoint) sont très utilisées actuellement. Elles sont aussi 
simples à modéliser dans la mesure oii on n'a pas vraiment à considérer l'aspect 
dynamique des connexions et où on peut appliquer la notion de débit équivalent sans 
difficulté particulière. De plus, le type multipoint-à-mult ipoint (plusieurs sources) 
peut être réalisé à l'aide d'un ensemble de connexions point-à-mu1 t i poin t donnant à 
ce dernier encore plus d'intérêt. C'est pourquoi, nous avons choisi de nous y intéresser 
ici. Dans le cas où on a plusieurs sources et qu'on utilise un arbre partagé, le problème 
de synthèse devient très compliqué à cause notamment de la difficulté de gérer des 
connexions dynamiques d'une part et la difficulté de caractériser le débit équivalent, 
d'autre part. Ces sujets devront faire l'objet d'études plus poussées qui sortent du 
cadre de cette thèse. 
3.2 Description du modèle 
Le modèle que nous décrivons dans cette section à été introduit dans [40]. Nous 
supposons que nous avons un réseau à commutation de circuits. Le choix de la 
commutation de circuits ne limite pas le modèle aux réseaux de téléphone public 
mais le modèle peut être appliqué pour les réseaux de type ATM en utilisant la 
notion de débit équivalent [59]. 
Dans la mesure où on peut avoir des connexions mdtipoint qui requièrent des 
largeurs de bande différentes, nous supposons que nous avons C classes d'appels, 
chaque classe représentant un débit différent. Pour chaque classe d'indice c, nous 
définissons W(c)  comme étant le nombre de serveurs saisis et libérés simultanément 
au début et en fin de connexion, respectivement. 
Nous supposons que nous avons K types d'appels par classe, où un type cor- 
respond à un ensemble de nœuds constitué d'une source et d'un nombre arbitraire, 
mais fue, de destinations, équivalent à un couple origine-destination en point-à- 
point. Nous introduisons k comme étant l'indice de type d'appel. 
Nous supposons donc que le modèle traite uniquement le type point-à-multipoint 
étant donné l'intérêt qu'il présente. Il est alors possible de cornaître à priori les corn- 
mutateurs qui doivent être connectés pour chaque type d'appel et ce, en considérant 
les usagers potentiels qui sont raccordés au réseau par l'intermédiaire de ces com- 
mutateurs. 
De plus, nous n'avons pas a modéliser l'aspect dynamique des connexions. En 
effet, dans la mesure où nous considérons des applications de type diffusion et que 
tous les commutateurs peuvent dupliquer des cellules, nous supposons que le réseau 
commuté n'est pas affecté par la modification des ensembles d'usagers participant 
aux communications multipoint (voir section 3.1). 
Nous supposons aussi que nous connaissons la matrice de trafic généralisée A ~ ( c )  
qui représente le rapport du taux d7arrivée poissonnien des appels de type k et de 
classe c, au taux de service exponentiel. ~ ' ( c )  est aussi appelée demande de trafic. 
Nous supposons que les matrices de trafic sont déterminées par une prévision de la 
demande, ce qui est possible pour des applications comme la diffusion de conférences, 
de cours à distance et de films (voir section 2.2.1). En pratique, la prévision et la 
représentation de ces matrices de trafic présente un problème non trivial surtout à 
cause de leur nombre potentiellement élevé mais nous allons supposer que nous les 
connaissons afin d'être en mesure d'étudier l'impact du multipoint sur la synthèse 
du réseau. 
3.2.1 Acheminement 
Nous supposons que nous utilisons un acheminement simple par partage de 
charge en étant conscients que cet acheminement n'est pas très utilisé en pratique. 
En effet, en pratique on utilise plutôt des techniques d'acheminement adaptatif [38] 
qui tiennent compte de l'état du réseau, tel que la technique DCR (Dynarnically 
Controlled Routing). Malheureusement, il est très difficile de faire une étude ma- 
thématique rigoureuse en utilisant des techniques d'acheminement adaptatif et c'est 
pour quoi nous nous contentons d'un acheminement par partage de charge simple. 
Ceci va nous permettre de bien comprendre le problème de synthèse de réseau et 
par la suite, le problème de sélection d'arbres. 
Nous supposons qu7à chaque couple (k, c) correspond un ensemble Sk(c) connu 
et fixe d'arbres ayant une racine au nœud source, que nous dénoterons (k, c, m) où 
l'indice rn dénote le numéro de l'arbre dans cet ensemble. Un arbre (k, c, m) sert à 
connecter les appels de type (k, c). On a ainsi plusieurs choix d'arbres pour connecter 
un appel donné. Pour simplifier le modèle, nous supposons que nous avons M arbres 
pour chaque couple (k, c).  Nous introduisons aussi S = Uk,, sk (c ) .  
Nous définissons les coeficients de partage de charge a i ( c )  qui représentent la 
fraction des appels multipoint de type k et de classe c qui sont offerts à l'arbre 
(k, c, m). En pratique, lorsqu'un appel se présente, on choisira l'arbre auquel on va 
l'offrir par un tirage aléatoire selon les probabilités a&(c) .  On tente de connecter 
l'appel sur l'arbre ainsi choisi et si l'appel est bloqué sur cet arbre, alon il est perdu. 
3.2.2 Calcul du blocage 
Un élément important dans l'optimisation de l'acheminement est l'évaluation de 
la qualité de service (QS) du "veau appel pour un réseau donné. Cette QS s'exprime 
comme la probabilité de perte pour les appels de type k et de classe c, dénotée Lk(c ) .  
Nous supposons que la qualité de service (qs) du niveau paquet dans le cas de réseaux 
ATM est contenue dans le débit équivalent associé à une classe d'appel c. 
Il faut d'abord calculer la probabilité de perte d'un appel sur un arbre donné, ce 
qui constitue la mesure de la QS. Nous faisons l'hypothèse suivante: 
un appel ne sera accepté que si on peut le connecter sur tous les ares de 
l'arbre. 
Cette hypothèse signifie que les nœuds participants doivent tous être connectés sinon, 
l'appel est perdu. Nous faisons cette hypothèse pour simplifier le modèle et il n'est 
pas difficile de faire en sorte que l'on puisse accepter des connexions partielles où on 
ne connecte pas nécessairement tous les nœuds. 
Nous définissons L ~ ( C )  comme étant la probabilité de perte sur l'arbre (k, c, m). 
Nous pouvons écrire 
oii &(c) est la probabilité de blocage d'un appel de classe c sur l'arc s et Qk (c) est 
la probabilité de connexion sur l'arbre (k, c, m). Remarquons aussi que l'équation 
(3.2) repose sur l'hypothèse d'indépendance: 
les événements de blocage sur les arcs du réspau sont indépendants. 
Nous faisons cette hypothèse pour simplifier le problème. En effet, en pratique les 
probabilités de blocage sur les arcs du réseau sont sirement dépendantes même pour 
le point-à-point. Cette dépendance pourrait être accentuée par l'aspect multipoint 
à cause de la corrélation du trafic du niveau cellules. Notons cependant qu'aucune 
étude n'a montré la validité ou la non validité d'une telle hypothèse. Pour le point- 
à-point, le fait que les résultats obtenus sous cette hypothèse sont confirmés par les 
mesures dans le réseau justifie son utilisation mais nous ne savons pas si cela sera 
le cas pour le multipoint aussi. Nous la maintenons en étant conscients que tôt ou 
tard, il faudra la remettre en question. 
On peut écrire, pour des coefficients de partage de charge a&(c )  donnés, 
Le calcul des probabilités de perte se ramène donc au calcul des probabilités de 
blocage de toutes les classes B,(c) sur les arcs du réseau. Nous posons as(c) le trafic 
total de classe c (mesuré en nombre moyen de demandes de connexion) offert à l'arc 
s et ü,(c) le trafic total écoulé sur cet arc. Pour l'arc s et la classe c, nous pouvons 
alors écrire 
- I 1 si l'arc s est dans l'arbre (k, c, m) L k m )  
1 0  sinon 
où la matrice Z est la matrice d'incidence arearbre. 
Pour simplifier le problème, nous avons supposé que les arcs sont symétriques 
c.-à-d., le trafic a,(c) sur l'arc s connectant la paire de nœuds (i, j) désigne la somme 
des trafics écoulés de i vers j et de j vers i. En pratique, les arcs dans un réseau de 
télécommunications peuvent être asymétriques (comme c'est le cas des VCs en ATM) 
donnant lieu à un graphe orienté, ce gui complique considérablement le problème de 
génération d'arbres [85]. 
Nous supposons que nous connaissons une fonction g qui nous permet de cdculer 
la probabilité de blocage sur les arcs en fonction des trafics offerts, des débits et des 
autres paramètres de l'arc donnée par 
oii a. dénote le vecteur des trafics offerts à l'arc s et W le vecteur des débits des 
différentes classes d'appels. 
Dans [56], on propose un algorithme numérique complexe pour calculer les Bs ( c )  
de façon exacte. Ici, nous utilisons l'approximation donnée dans [64] pour évaluer 
B,(c). Dans le cas d'une seule classe d'appel, B.(c) est donnée par la formule d'Er- 
lang. 
II est évident que nous devons résoudre le système d7équations (3.2-3.6) pour 
obtenir les d e u s  des probabilités de blocage. Nous avons donc un système de 
point fixe. On sait que dans le contexte du point-&-point et dans le cas de plusieurs 
classes d'appel, ce système peut posaéder plusieurs solutions qui se manifestent par 
une hystéresis lors du fonctionnement du réseau [39] ce qui est susceptible d'être 
vrai dans le contexte du multipoint aussi. Cependant, on peut facilement montrer 
que le théorème de Kelly [57] sur l'unicité des solutions du point fixe d'Erlang dans 
le cas du partage de charge est valable pour les communications multipoint telles 
que définies ci-dessus dans le cas où on a une seule classe d'appels. Nous ne savons 
pas si c'est vrai dans le cas où on a plus d'une classe d'appel. 
La résolution du point fixe se fait comme suit: soit B(') et a(') respectivement 
le vecteur de probabilités de blocages et le vecteur de trafics offerts aux arcs à 
l'itération i de l'algorithme de résolution du point fixe. En partant du vecteur de 
probabilités de blocage initial B(') pour i = 0, 
1. calculer a('+ '1 à l'aide de l'équation (3.5), 
2. calculer B('+') à l'aide de l'équation (3.6)' 
où EI  < 1 et €2 < 1 donnent la précision sur la résolution du point fixe. 
3.2.3 Optimisation de l'acheminement 
L'optimisation de l'acheminement est pertinente parce qu'en pratique, les valeurs 
courantes des demandes de trafic sont différentes des prévisions de trafic utilisées 
pour dimensiorner le réseau et varient sur une échelle de temps assez courte, ty- 
piquement, une heure. Puisqu'on ne peut changer aussi fréquemment les valeurs 
des capacités des liens, la seule façon d'améliorer les performances du réseau est 
d'optimiser l'acheminement c.-à-d., recalculer les coefficients de partage de charge. 
Notons qu'il ne s'agit pas d'un acheminement adaptatif où les coefficients de par- 
tage de charge sont modifiés très fréquemment en fonction de l'état du réseau mais 
il s'agit plutôt d'un acheminement statique sur une période de quelques heures. 
Nous pouvons maintenant écrire le problème de I'optimisation de l'acheminement 
statique en supposant que nous voulons maximiser le revenu total produit par le 
réseau. Nous avons alors le problème 
minr 0 = - C W ~ ( C ) Â ~ ( C )  
oii wk(c) représente le revenu produit par un appel de type k et de classe c écoulé 
dans le réseau et z k ( c )  est le trafic de classe c et de type k écoulé dans le réseau. Sa 
d e u r  est donnée par 
Nous pouvons incorporer les équations du point fixe comme contraintes et re- 
laxer les variables BS(c) comme variables indépendantes pour obtenir le problème 
équivalent 
où les quanti tés entre parenthèses sont les multiplicateurs de Kuhn-Tucker corres- 
pondant aux contraintes. 
Nous allons maintenant écrire les équations d'optimalité pour les deux groupes 
de variables a et B. Le Lagrangien du problème est donné par 
Après un long développement [40], on peut montrer que pour tous les arbres rn 
du type k et de la classe c, la condition d'optimalité obtenue pour les variables a 
s 'écrit 
On peut donc identifier le coût induit r,(c) d'un arc s pour la classe c comme 
qui est en fait le coût (ou perte de revenu) dû à l'écoulement d'un appel supplé- 
mentaire de classe c sur l'arc s (les résultats numériques que nous avons obtenus 
semblent indiquer que les rs(c) sont négatifs), et le revenu net marginal d'un arbre 
de type k pour la classe c comme 
R ~ ( C )  représente l'accroissement de revenu produit si on connecte un appel de classe 
c de plus sur l'arbre (k, c, m). On peut voir que ce dernier est le revenu wk(c) duquel 
on soustrait la somme des coûts induits des arcs appartenant à l'arbre en question. 
Pour des raisons d'ordre pratique, nous introduisons la quantité 
comme étant le revenu net marginal pondéré de l'arbre (k, c, m). 
Dans la condit ion d'optimalité (3.15), deux cas peuvent se présenter: 
ou bien 
Ainsi, la condition d'optirnalité veut que tous les revenus nets pondérés R:(C) 
soient égaux pour les arbres qui écoulent un flot pour un type donné et que les arbres 
ayant des revenus nets pondérés plus petits ou égaux à ceux des arbres écoulant du 
flot n'écoulent pas de flot. On voit ici une généralisation de la condition d'optimali té 
dans le cas de communications point-à-point [40] où on utilise des chemins à la place 
k des arbres. Notons que nous avons aussi le cas dégénéré & ( c )  = O et u,(c) = O et 
-k 
alors, on a vk(c) = RJc)  ce qui veut dire qu'un arbre n'écoulant pas de flot peut 
aussi avoir un revenu égal à ceux des arbres écoulant du Bot. 
3.2.4 Calcul des multiplicat e u s  
Puisque les coûts induits r sont des combinaisons linéaires des multiplicateurs y, 
les valeurs de ces multiplicateurs du point fixe sont données par la résolution d'un 
système linéaire, dans la mesure OU on connaît les valeurs des trafics et des blocages. 
Ces multiplicateurs donnent la condition d'optimalité par rapports aux probabilités 
de blocage B. Après un calcul élaboré [40], on obtient 
On peut voir dans cette équation les contributions de tous les couples (k, m) au 
multiplicateur d'un arc donné. Seuls les types d'appel qui ont des arbres utilisant 
cet arc vont contribuer au multiplicateur. Cette contribution comporte deux parties: 
la première provient du revenu brut de l'arc alors que la seconde provient des coûts 
induits sur les autres arcs de l'arbre. 
3.3 Synthèse de réseaux 
On peut écrire le problème de synthèse comme la maximisation de la valeur nette 
du réseau, constituée de la différence entre les revenus produits par le réseau et son 
coût de construction. On obtient alors le problème 
auquel nous avons incorporé les équations du point fixe. Cs (N. ) est le coût d'ins t d- 
lation d'une capacité N, sur l'arc S. rk(c) est une borne définissant la probabilité de 
perte maximale (QS) pour le couple (k, c). On obtient pour l'acheminement optimal 
les candi t ions 
Pour des raisons pratiques, nous introduisons le revenu net d'un arbre 
comme étant la différence entre le revenu net marginal pondéré I Q c )  et le coût dû 
aux appels perdus Lk(c)xk(c). On voit que le revenu net d'un arbre est modifié par 
l'aiout du coût rattaché à la perte d'appels pour le type k. La condition d'équilibre 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
s'exprime toujours par l'égalité des revenus nets pondérés des arbres utilisés, mais 
cette fois, le revenu net comprend le coût des appels perdus. Nous avons deux cas: 
,b 
a: (c) > O =+ uk (c )  = O w vk(c) = &(c)  (3.30) 
Ainsi, la condition d'optimalité veut que les arbres écoulant du Bot positif aient des 
d -C 
revenus &(c) égaux et que les arbres ayant des revenus &(c)  inférieurs n'écoulent 
pas de flot. Ce résultat est similaire à celui trouvé pour l'acheminement excepté que 
-iC 4 
ici, nous avons &(c) au lieu de &(c). Notons qu'on a aussi le cas dégénéré où 
-C 
&(c) = O et uQ(c) = 0 et alors, on a vk(c) = RJc) .  
On peut aussi calculer les équation d'optimalité pour les variables N., qui sont 
les équations de dimensionnement optimal. On obtient 
qui est une équation séparable par faisceau, mais qui comporte un couplage inter- 
classe. Les multiplicateurs y sont donnés par 
Une fois qu'on a les multiplicateurs y, on peut déterminer les coûts induits des arcs 
et les revenus nets des arbres. 
3.4 Algorithmes d'optimisation pour un ensemble 
d'arbres donné 
Dans cette section, nous proposons deux algorithmes pour résoudre les problèmes 
d'acheminement et de dimensionnement en utilisant des méthodes d'optimisation 
classiques, pour des ensembles d'arbres donnés. Dans la section 3.4.1, nous p r o p  
sons un algorithme basé sur la méthode du gradient projeté pour la résolution du 
problème d'acheminement et dans la section 3.4.2, nous proposons un algorithme 
basé sur la méthode de relaxation Lagrangienne pour la résolution du problème de 
synthèse. Ces méthodes nous serviront ensuite à résoudre le problème de sélection 
d'arbres lorsque ceux-ci ne sont pas connus. 
3.4.1 Algorithme d'optimisation du partage de charge 
Nous voulons résoudre le problème (3.7-3.9) que nous écrivons 
où a est le vecteur dont les composantes sont les coefficients de partage de charge. 
La matrice correspondant aux contraintes (3.35-3.36) qu'on note A est une matrice 
ayant (1 + M)KC lignes et MKC colonnes, où C,K et M sont respectivement le 
nombre de classes, le nombre de types d'appel et le nombre d'arbres pour le partage 
de charge. 
Nous supposons que l'ensemble Sk(c) de tous les arbres candidats au partage de 
charge pour le type k est connu pour chaque type et que le nombre d'arbres dans 
Sk(c)  est M V k. Le but ici est de trouver un algorithme qui optimise les coefficients 
de partage de chivge a connaissant les Sk(c).  Puisqu'on a un problème non linéaire 
avec contrainte linéaires de la forme 
oh dans notre cas, Ai correspond aux contraintes (3.35) et A2 aux contraintes (3.36) 
et les variables sont les coefficients de partage de charge a, on peut utiliser les 
méthodes du gradient réduit, du gradient projeté [67] ou de Frank et Wolfe (331 
(détournement de flots) pour le résoudre. Parmi ces méthodes, nous avons retenu la 
méthode du gradient projeté car elie peut être adéquatement généralisée au cas où 
les ensembles Sk(c)  ne sont pas connus à priori (voir chapitre 4). 
3.4.1.1 Méthode du gradient pro jeté 
L'algorithme de gradient projeté consiste, à une itération donnée, à 
1. définir l'ensemble R(a) des contraintes actives et former le sous espace MW 
correspondant à ces contraintes. Les contraintes actives sont les contraintes 
d'égalité (3.35) et les contraintes d'inégalité (3.36) saturées. On forme alors la 
sous matrice A, dont les lignes correspondent aux contraintes actives. 
2. Calculer la matrice de projection P = I - A:(A,A:)-'A, sur le sous espace 
MW, et le vecteur déplacement d = - P V Z ( ~ ) ~  qui est la projection de Vr 
dans ce sous espace. 
3. Si d f O, optimiser le pas de déplacement ,B suivant la direction d de sorte 
qu'on minimise t dans cette direction, tout en respectant les contraintes. On 
calcule don le nouveau vecteur o pax a t a + Pd. 
4. Si d = O, on a trouvé un minimum local dans le sous espace définit par MW. 
On calcuie alors le vecteur dual 
Deux cas peuvent se présenter: 
(a) Toutes les composantes de X correspondant aux contraintes d'inégslité 
actives sont non négatives, les conditions de Kuhn-Tucker sont satisfaites 
et on a ainsi un optimum local du problème (3.34-3.36). L'algorithme 
s'arrête. 
(b) Sinon, on enlève de la matrice A, la ligne correspondant à l'inégdité qui, 
à son tour, correspond à la composante du vecteur X la plus négative 
puisque ckst cette opération qui donne la plus forte décroissame de z. 
La contrainte correspondant à cet te  ligne est relaxée et sort de L'ensemble 
de contraintes actives. Avec les nouvelles contraintes actives, on forme le 
nouveau R ( a ) .  L'algorithme reprend alors au point 2. 
Il faut noter ici que le calcul de X nécessite la connaissance de toutes les contraintes 
du problème (tous les arbres). Ceci ne présente pas de difficulté particulière tant que 
M n'est pas trop grand. Nous verrons dans le chapitre 4 ce qu'il y a lieu de faire si 
ce n'est pas le cas. 
3.4.1.2 Mise en œuvre 
En pratique, on n'a pas à faire de produit matriciel pour évaluer le vecteur 
déplacement d et la structure des contraintes nous permet de calculer d beaucoup 
plus simplement. En effet, la matrice A peut être vue comme une matrice diagonale 
de sous-matrices Aj,  chacune correspondant a un couple (k, c) : 
avec 
La matrice A, correspondant au couple (k, c) est une matrice (M + 1) x M. La. 
première ligne correspond à la contrainte d'égalitk (3.35) pour le couple (k, c). Les 
M lignes restantes correspondent aux contraintes d'inégalité (3.36). 
La matrice de projection peut aussi être vue comme une attrice composée de 
sous-matrices Pj,  chacune correspondant à un couple (k, c). On a 
Supposons qu'à une itération donnée, pour le couple (k, c) ,  M - p k ,  contraintes 
d'inégalité sont actives. On définit alon l'ensemble WC(&) regroupant ces contraintes. 
Après réorganisation de la matrice Pj, on a, pour l'indice j 
La composante (k, c, m) du gradient projeté s'écrit alors 
et on peut calculer le nouveau vecteur CR par 
On peut facilement remarquer que 
qui est bien la règle d'équilibre des revenus nets pondérés marginaux des arbres écou- 
lant du lo t  (3.30) pour l'acheminement optimal tel que décrit dans la section 3.2.3. 
On peut aussi remarquer que 
qui est aussi une condition d'arrêt de l'algorithme, est équivalente à la condition 
d70ptimalité (3.31) donnée dans la section 3.2.3 où nous avons dit que les arbres 
ayant des revenus nets pondérés plus petits que ceux des arbres écoulant du flot 
n'écoulent pas de flot. 
D'autre part, nous avons jugé que pour le problème qui nous intéresse, l'optimi- 
sation du pas de déplacement P est très coûteuse en termes de temps de calcul car 
on doit évaluer la fonction objectif (il faudrait résoudre le point fixe) un nombre trés 
élevé de fois pour trouver ce déplacement optimal. Nous faisons plutôt un déplace- 
ment évalué de sorte que le nouveau vecteur a satisfasse toutes les contraintes tout 
en améliorant la fonction objectif. 
Après avoir évalué le nouveau vecteur a, on recalcule une solution du point 
fixe ce qui correspond à un point fixe résolu à chaque itération de l'algorithme du 
gradient projeté; puisque nous n'optimisons pas le pas de déplacement Pl le point 
fixe n'est pas résolu lors de la minimisation de la fonction objectif dans la direction 
de descente ce qui nous permet de faire beaucoup d'économie de temps de calcul. On 
évalue aussi la fonction objectif z ainsi que les critères d'arrêt. Les critères d'arrêt 
sont la convergence de la fonction objectif (ce qui est équivalent à un déplacement 
nul selon tous les a k ( c ) )  et la satisfaction des conditions de Kuhn-Tucker. 
À la fin, on peut évaluer les multiplicateurs y.(c), les revenus nets pondérés 
-k R,(c) ainsi que les coûts induits r,(c). La résolution du système linéaire pour trou- 
ver les y&) se fait à l'aide de MATLAB. Le reste du programme est écrit en C. 
L'appel de MATLAB se fait d'une manière automatique à la fin de l'optimisation 
de l'acheminement. 
3.4.2 Algorithme de dimensionnement 
Nous supposons que nous connaissons les coûts de dimensionnement CJN,)  et 
nous supposons que ceux-ci sont linéaires c.-à-d. C J N , )  = Cs Ns. L'algorithme pro- 
posé est un dgorithme de relaxation lagrasgienne. La fonction duale est calculée 
par relaxation des contraintes de perte (3.26) et le problème dual est résolu par 
la méthode du sous-gradient. Pour cela, nous définissons la fonction duale + ( x )  du 
problème (3.22-3.26) par 
On résout alors le problème dual en maximisant +(x): 
Pour s'assurer de l'optimali té des solutions obtenues, nous vérifions la condition 
d'optimali té donnée par l'équation (3.32). Aussi, dans le cas où on a une seule classe 
d'appel, nous avons vérifié la relation donnée par l'équation (3.39) où nous avons 
supprimé l'indice de classe. 
Cette relation signifie qu'à la solution optimale, le coût induit d'un arc est exacte- 
ment l'augmentation du coût de dimensionnement d'un arc requise pour écouler un 
appel supplémentaire à probabilité de blocage constante sur cet arc [38], qui est une 
conséquence de la définition des coûts induits et des conditions d'optimalité. 
3.5 Conclusion 
Nous avons présenté une formulation mathématique du problème de synthèse 
de réseau notamment, les problèmes d'acheminement et de dimensionnement. La 
résolution de ces problèmes permet d'évaluer les différentes quantités importantes 
pour l'analyse du problèse de synthèse notamment, les coûts induits des arcs et les 
coefficients de partage de charge. Étant donné la complexité du modèle, seule une 
résolution numérique est envisageable. 
Nous avons proposé deux algorithmes pour optimiser l'acheminement et le dimen- 
sionnement, en utilisant des méthodes classiques d'optimisation. Ces algorithmes 
sont efficaces tant du point de vue de la rapidité que de la stabilité de calcul (nous 
donnons dans le chapitre 4 une évaluation de la qualité de ces algorithmes). 
Maintenant qu'on a ces outils, nécessaires pour optimiser l'acheminement et le 
dimensionnement pour des ensembles d'arbres donnés, nous pouvons aborder le p r e  
blème d'optimisation de Ia sélection d'arbres. En effet, les algorithmes proposés dans 
cette section sont très utiles voire indispensables pour comprendre le problème de 
sélection d'arbres. 
Par exemple, en optimisant l'acheminement on peut savoir si un arbre donné est 
un bon candidat ou pas en considérant le coefficient de partage de charge qui lui 
correspond. Si ce coefficient est très faible, ceci voudrait dire qu'on a un mauvais 
candidat. Ainsi, on peut chercher un critère qui fait en sorte qu'un arbre donné est 
bon candidat ou pas, comme on va le voir dans les deux chapitres suivants. 
CHAPITRE 4 
Sélection d'arbres pour 
l'acheminement 
Dans ce chapitre, nous donnons une description du problème de sélect ion d'arbres 
dans le contexte de l'acheminement des appels. Dans la section 4.1, nous présentons 
une formulation mathématique de ce problème. Dans la section 4.2, nous décrivons 
une étude que nous avons effectuée pour évaluer l'impact de la sélection d'arbres 
sur les performances du réseau et nous donnons un critère simple pour la sélection 
d'arbres, dans le contexte d'acheminement d'appels. Dans la section 4.3, nous pro- 
posons un algorithme basé sur la méthode du gradient projeté et sur la méthode 
de génération de colonnes pour résoudre le problème de sélection d'arbres de façon 
exacte et nous présentons ensuite une méthode heuristique simple pour résoudre 
ce probléme. Ces deux algorithmes ont fait l'objet de l'article [72] et la méthode 
heuristique a fait l'objet de l'article [74]. 
4.1 Formulation du problème de sélect ion d'arbres 
Dans [40], on a souligné que pour les techniques d'acheminement d'appels utili- 
sant un ensemble fixe de routes, tel que le partage de charge, il n'y a pas de choix 
naturel de candidats pour le point-à-mu1 tipoint . Ainsi, la question de la sélection 
d'arbres devient primordiale, et comporte trois aspects: 
1. Comment générer les arbres co~a i s s an t  la source et les destinations. Nous 
appelons ceci le problème de génération d'arbres. 
2. Comment construire des ensembles constituant les candidats pour l'achemine- 
ment. Ceci est le problème de sélection d'arbres. 
3. Une fois les candidats connus, comment optimiser le choiz d'arbres (l'achemi- 
nement) afin de maximiser le revenu. 
Pour répondre à ces questions, nous utilisons le modèle proposé dans le chapitre 3 
et dans [40]. Dans ce modèle, on considère qu'on a un réseau à commutation de 
circuits virtuels composé exclusivement de commutateurs duplicateurs ( multicast 
switches). On suppose aussi que le réseau écoule seulement des connexions point-à- 
mdtipoint du type diffusion. On suppose que l'acheminement est un simple partage 
de charge tel que décrit dans le chapitre 3. Enfin, on suppose qu'on connait les 
demandes de trafic qui représentent les taux d'arrivée d'appels d'une source donnée 
vers un ensemble domé et fixe de destinations. 
Le problème de sélection d'arbres dans le contexte d'acheminement peut dors 
être énoncé comme suit: 
Pour une matrice de trafic donnée et pour un réseau donné, avec des 
liens de capacités connues, trouver la paire (S, a) optimale constituée de 
l'ensemble d'arbres S et de l'acheminement a qui mMmise le revenu 
généré par les connezions. 
Dans cet énoncé, l'acheminement et la sélect ion d'arbres doivent être optimisés 
simultanément. Malheureusement, cette condit ion rend toute analyse mat hématique 
du problème très difficile voire, impossible. C'est pourquoi nous allons essayer le plus 
possible de séparer les deux problèmes au cours de l'analyse théorique. Cependant, 
lors de l'implantation sous forme d'algorithme d70ptimisation de sélection d'arbres, 
les deux problèmes doivent être traités simultanément. Une andyse mathématique 
détaillée du problème d'acheminement avec partage de charge est donnée dans le 
chapitre 3 et dans [40]. La formulation mathématique du problème sélection d'axbres 
est dors 
Dans cette formulation, nous n'avons pas limité le nombre d'arbres qui peuvent être 
utilisés par type d'appel et nous supposons donc que SC(c) peut contenir n'importe 
quel arbre qui permet de connecter les appels de type k. Notons qu'en pratique, 
le nombre d'arbres pouvant être utilisés peut être très grand et il est impossible 
d'énumérer tous les arbres pouvant appartenir à Sk (c )  . 
Avant de présenter la démarche proposée pour résoudre le problème de sélec- 
tion d'arbres, une question importante est de savoir dans quelle mesure la sélection 
d'arbres a un impact sur les performances du réseau ou si, peu importe le choix 
d'arbres utilisés pour connecter les appels, l'impact sur les performances du réseau 
est négligeable. Dans le cas où cette sélection d'arbres aurait un impact important, 
on voudrait alors trouver un critère pour la sélection d'arbres et ensuite modéliser 
le problème et développer une méthode systématique simple pour le résoudre. 
4.2 Impact de la sélection d'arbres s u r  l'achemi- 
nement 
Dans cette section, nous voulons illustrer dans quelle mesure la sélection d'arbres 
est importante. Avant de faire cela, nous rappelons les définitions proposée dans [40] 
et dans [70] qui sont pertinentes à cette illustration. 
4.2.1 Définitions 
Dans [40], on définit les notions suivantes: 
1. Pour chaque arc s, on définit un cout induit r ,(c)  qui représente la perte de 
revenu due à l'augmentation marginale de congestion causée par l'accep t ation 
d'un appel supplémentaire sur l'arc S. 
2. Pour chaque arbre, on définit &c) comme étant le revenu net margina/ pon- 
déré généré par un appel supplémentaire connecté sur l'arbre. Il s'agit du 
revenu brut de l'arbre duquel on soustrait la somme des coûts induits des arcs 
appartenant à l'arbre en question, pondéré par la probabilité de connexion. 
3. La règle d'acheminement optimal consiste à choisir les coefficients de partage 
de charge de telle façon que pour chaque type d'appel, les revenus nets pondérés 
des arbres écoulant du trafic sont tous égaux et plus grands que les revenus 
nets pondérés des arbres n'écoulant pas de trafic. 
A cause de la propriété 2, il a été suggéré dans [40] que toutes autres choses 
étant par ailleurs égales, les arbres de Steiner seraient en désavantage parce qu'ils 
contiennent plus d'arcs que les arbres simples tels que les arbres de recouvrement. 
Ainsi, on pourrait s'attendre à ce que les arbres de recouvrement jouent le même 
rôle dans le contexte du point-à-rnultipoint que les arcs directs dans le contexte 
du point-à-point. En d'autres mots, le nombre d'arcs dons l'arbre serait une règle 
simple pour sélectionner les arbres. Nous voulons étudier cette suggestion et évaluer 
l'impact de la sélection d'arbres sur les performances du réseau pour éventuellement 
trouver un critère pour la sélection d'arbres. 
Nous avons effectué une étude numérique approfondie de l'impact de la sélection 
d'arbres sur l'acheminement [70]. Dans cette étude, nous avons supposé que les 
ensembles d'arbres sélectionnés Sk(c) sont donnés et fixes, et que la métrique utilisée 
pour générer les arbres est la distance euclidienne entre les nœuds. En effet, notre 
objectif étant de savoir si oui ou non la sélection d'arbres est importante, la métrique 
importe peu dans ce cas. Dans [?O], nous définissons les notions importantes qui 
suivent. 
- Un arc coûteuz est un arc dont le coût induit r,(c) est élevé (négatif avec une 
grande valeur absolue) par rapport à ceux des autre arcs. Les arcs coûteux 
ont une influence considérable sur le choix optimal des arbres. Plus un arbre 
donné a des arcs coûteux, moins il est susceptible de constituer un bon choix 
pour écouler du trafic. 
- Un arc commun est un arc que l'on trouve dans plusieurs arbres qui sont 
utilisés pour acheminer les appels point-à-mult ipoint de types différents. Un 
arc commun a une forte chance d'être coûteux. 
- Un arc cdique est un arc que l'on trouve dans tous les arbres candidats d'un 
type d'appel donné. Un arc critique est en général très coûteux et affecte 
considérablement le revenu du type d'appel pour lequel il est critique. Un tel 
arc affecte aussi considérablement l'acheminement optimal des autres types 
d'appels, pour lesquels cet arc n'est pas critique, lorsque au moins un arbre 
correspondant à ces autres types d'appel utilise cet arc. 
Exemple 4.2.1 Considérons le réseau de N = 9 nœuds de la figure 4.1. Nous 
supposons que nous avons une capacité N, = 9 sur les arcs &n d'avoir une QS 
acceptable (de l'ordre de 1% de probabilité de perte). Notons que nous avons supposé 
que tous les arcs ont la même capacité et ce, adin de simplifier l'étude. On peut aussi 
bien utiliser des arcs de capacités différentes sans toutefois affecter les résultats. Un 
arc peut être identifié par la paire de nœuds (i, j) qu'il connecte ou par un indice 
approprié s (ici, on a i < j et s = iN - (i + I)(i  + 2)/2 + j + 1). Dans cet exemple, 
nous considérons une seule classe et un seul type d'appel (K = 1) et nous allons 
supprimer l'indice de classe. 
Nous supposons que la source est le nœud 1 et que les destinations sont les nœuds 
{3,4,5,7,8}. Nous supposons que AL = 4 et que w1 = 5 et ce, en supposant que 
chaque destination génère une unité (nous supposons que les wk peuvent facilement 
être convertis en dollars). 
Figure 4.1: Topologie du réseau. 
Nous considérons trois arbres candidats pour connecter les appels, un arbre des 
plus courts chemins (étoile) (arbre numéro l ) ,  un arbre de recouvrement de coût mi- 
nimum (MST) (numéro 2) et un arbre de Steiner (numéro 3) en utilisant la distance 
euclidienne comme métrique. Ce choix d'arbres est donné dans la figure 4.2. Nous 
utilisons l'dgori thme décrit dans la section 3.4.1.1 pour optimiser l'acheminement 
et nous obtenons les résultats du tableau 4.1. La probabilité de perte des appels 
vaut L1 = 0.0139 et le revenu est I t l  = 19.72. 
Arbrc 1 (étoile) Arbre 2 (MST) Arbre 3 (Skina) 
Figure 4.2: Chou d'arbres pour un seul type  d'appel. 
Tableau 4.1: Résultats du partage d e  charge p o u r  un seul type d hppel .  
Tableau 4.2: Variables d'arcs avec un seul type d'appel. 
D'après les résultats du tableau 4.1, on serait tenté de dire que l'arbre de Steiner 
ne semble pas être un bon choix puisque le coefficient de partage de charge cornes- 
pondant est très faible (a; = 0.124). Cette conclusion est hâtive car comme on va 
le voir plus tard dans cet exemple, c'est un autre facteur qui influence Le choix de 
l'arbre, en l'occurrence, la présence ou non, dans l'arbre, d'arcs communs. 
En effet, comme on peut le voir dans le tableau 4.2, les arcs (1,5), (1'3) et (7,8) 
ont des coûts induits sensiblement élevés par rapport aux autres arcs utilisés. L'arc 
(1: 5), qui a le coût induit le plus élevé, est présent dans les trois arbres. C'est un arc 
critique qui ne peut être évité. Les arcs (1,3) et (7,8) sont présents dans l'arbre de 
Steiner. Ces deux arcs ont le même coiit induit (et la même probabilité de blocage 
aussi). L'étoile contient seulement l'arc (1,3) et l'arbre de recouvrement contient 
seulement l'arc (7,8). Ainsi, l'étoile et l'arbre de recouvrement sont parfaitement 
identiques en terme de revenu net. On peut vérifier dans le tableau 4.1 que ces 
deux arbres ont les mêmes coefficients de partage de charge. Ces deux arbres sont 
nettement préférables à l'arbre de Steiner car celui-ci contient deux fois plus d'arcs 
coûteux que les deux premiers. 
Maintenant, nous voulons mettre en évidence le phénomène d'influence des arcs 
communs sur le choix optimal des arbres. Soit un nouveau type d'appel dont le 
nœud source est le nœud 6 et les destinations sont {1,2,4,5,7,9). Nous proposons 
un choix d'arbres similaire que ci-dessus soit, une étoile, un MST et un arbre de 
Steiner. Ce choix d'arbres est donné dans la figure 4.3. La demande de trafic est 
Ai = 5 et le revenu d'un appel est w' = 6 puisqu'il y a maintenant six nœuds 
destinataires. Le nombre de circuits requis est N, = 11 sur tous les arcs pour avoir 
une QS acceptable. 
Arbre 1 (itoile) Arbre 2 (MT) Arbre 3 (Steiner) 
Figure 4.3: Choix d'arbres pour le nouveau type d'appel. 
Tableau 4.3: Résultats du partage de charge pour le nouveau type d'appel. 
Les résultats du partage de charge sont donnés dans le tableau 4.3 et ceux don- 
nant les variables d'arcs dans le tableau 4.4. La revenu est 29.52. La probabilité de 
perte d'un appel est L1 = 0.0159. 
Notons par ailleurs qu'on peut avoir une idée sur la précision des résultats en 
comparant les Rk dans le tableau 4.3 qui doivent être égaux d'après l'équation 
d'optimalité (3.15). Si on considère seulement trois chifies significatifs, on remarque 
que cette condition est satisfaite. 
Tableau 4.4: Résultats pour les arcs avec le nouveau type d'appel. 
On remarque dans ce cas qu'une faible fraction des appels a été envoyée sur 
l'arbre de recouvrement. L'arbre de Steiner reçoit près de 41% des appels (voir les a 
dans le tableau 4.3). Le choix optimal d'arbres ne semble donc pas être lié au fait que 
l'arbre soit de Steiner ou pas. C'est plutôt le nombre d'arcs communs qui influence 
ce choix. En effet, dans ce cas, l'arbre de Steiner utilise moins d'arcs communs que 
l'arbre de recouvrement. Ce dernier contient les arcs communs (4'6)' (6,7) et (5,6) 
(qui sont coûteux aussi (voir tableau 4.4)) qui sont aussi présents dans l'étoile, tandis 
que l'arbre de Steiner n'utilise pas l'arc (5 '6)  d'où, une préférence pour I'arbre de 
Steiner plutôt que l'arbre de recouvrement. Notons que les arcs (2'4) et (7,9) sont 
communs au MST et à l'arbre de Steiner et qu'ils ne sont pas utilisés par l'étoile qui 
reçoit alors légèrement plus de trafic que l'arbre de Steiner (45%). 
Exemple 4.2.2 Dans cet exemple' nous considérons trois types d'appel (une seule 
classe) que nous décrivons dans le tableau 4.5. Les valeurs des revenus wk sont 
calculées en supposant que chaque destination génère une unité et que pour le type 3, 
on a deux unités par destination car on a une longue distance de la source vers les 
destinations. 
Nous utilisons le réseau de N = 9 nœuds avec les arcs correspondants donné 
dans la figure 4.4. Nous supposons que nous avons une capacité N, = 10 sur les 23 
arcs du réseau. 
Nous utilisons les arbres candidats de la figure 4.5. Nous avons généré pour 
chaque type d'appel un arbre des plus courts chemins (étoile), un arbre de recou- 
vrement (MST) et un arbre de Steiner. Ainsi, nous avons M = 3 arbres candidats 
pour connecter les appels d'un type donné et K = 3 types d'appels en tout. 
Nous utilisons l'algorithme décrit dans la section 3.4.1.1 pour optimiser 17achemi- 
nement. Les résultats pour l'acheminement optimal sont dom& dans le tableau 4.6. 
Les résultats pour les variables d'arcs optimales sont donnés dans le tableau 4.7. 
Figure 4.4: Topologae du réseau. 
Tableau 4.5: Données. 
k 1 source 1 destinations 
Arbre 1 (Étoile) 1 Arbre 2 (MST) 
1 2 : ,  
I Arbre 3 (Steiner) 
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Figure 4.5: Arbres candidats et acheminement optimal (les valeurs en pourcent re- 
présentent les coeficients de partage de charge am). L'épaisseur d'un arc est pro- 
portionnelle au nombre d'arbres qui l'utilisent. 











Tableau 4.7: Variables d'arcs optimales pour les arcs coûtew drsl 2 0.14). 
On peut voir d'après le tableau 4.7 que nous avons six arcs coiteux. Ces arcs 
influencent considérablement l'acheminement optimal. En effet, comme on peut le 
voir dans la figure 4.5, les arbres qui utilisent plusieurs de ces arcs ne sont pas utilisés 
(n'écoulent pas de trafic). Ces arbres sont l'arbre 3 pour le type 1 et les arbres 2 et 3 
pour le type 3. Comme on peut le voir dans le tableau 4.6, les revenus nets pondérés 
de ces arbres sont inférieurs à ceux des arbres de même type qui écoulent du trafic. 
On peut ainsi vérifier que la condition d 'opt imali té (3.15) est satisfaite. 
Aussi, on peut remarquer que le choix optimal d'arbres ne dépend pas du fait 
que l'arbre soit de Steiner ou pas mais plutôt, il dépend du nombre d'arcs coûteux 
dans les arbres. Par exemple, dans le tableau 4.6, on peut constater que l'arbre 
de Steiner du type 2 reçoit plus de trafic que l'arbre de recouvrement (MST) du 
même type (a: > ai). Ainsi, même si l'arbre de Steiner a plus d'arcs que l'arbre 
de recouvrement, il reçoit plus de trafic ce qui veut dire que ce n'est pas le nombre 
d'arcs dans l'arbre qui importe dans le choix optimal (acheminement) mais plutôt, 
le nombre d'arcs communs dans l'arbre. En effet, comme on peut le voir dans la 
figure 4.5, l'arbre de recouvrement pour le type 2 utilise l'arc (1,s) qui est utilisé 
par six arbres en tout et I'arc (5'6) qui est utilisé par quatre arbres en tout. L'arbre 
de Steiner quant à lui utilise les arcs (1'3) (utilisé par trois arbres), l'arc (3'5) (utilisé 
par deux arbres) et l'arc (3'6) (utilisé par deux arbres) (les arcs (2'4)' (4'6)' (6'7) 
et (7'9) sont communs à l'arbre de Steiner et à l'arbre de recouvrement de type 2 
et n'influencent pas le choix). C'est le fait que les arcs de l'arbre de Steiner soient 
utilisés pat un petit nombre d'arbres (ils sont peu communs) qui a fait en sorte qu'il 
reçoit plus de trafic. 
D'autre part, la QS du type 2 est très mauvaise (plus de 4% de perte d'appels) 
comme on peut le voir dans le tableau 4.6 (colonne Lk). En effet, comme on peut 
le voir dans la figure 4.5, pour ce type d'appel, on a deux arcs critiques, les arcs 
(4'6) et (6,7). Comme ces arcs sont très coûteux (voir tableau 4.6)' ils ne peuvent 
être évités et cela résdte en une performance relativement mauvaise pour ce type 
d'appel. 
On peut améliorer la performance du réseau en évitant 1) l'utilisation d'arcs 
critiques et 2) les arcs communs. Nous avons alors sélectionné les arbres en faisant 
en aorte que 1) les arbres du même type soient disjoints (aucun arc en commun) et 
2) un arc donné ne peut être utilisé qu'au plus par deux arbres en considérant tous 
les types d'appel. Nous avons alors dû limiter le nombre d'arbres à deux par type 
d'appel car il est impossible d'avoir plusieurs arbres disjoints. Cependant, nous nous 
sommes assurés d'utiliser exactement le même nombre d'arcs en tout (23) que dans 
le cas où nous avions la sélection d'arbre de la figure 4.5 a h  que la comparaison 
soit équitable. Nous obtenons la sélection d'arbres de la figure 4.6. 
Avec cette nouvelle sélection d'arbres, nous obtenons un revenu de 69.02 et 
Lk $ 0.029 V k (à comparer à un revenu de 68.3 et L' 5 0.041 V k avec la sé- 
lection d'arbres de la figure 4.5). Ainsi, nous avons amélioré la performance du 
réseau en sélectionnant adéquatement les arbres et ce, même si nous avons moins 
d9arbres candidats par type d'appel (on est passé de M = 3 à M = 2) ce qui illustre 
l'importance de bien choisir les arbres. De plus, comme on peut le constater dans 
la figure 4.6, le choix optimal d'arbre (valeurs de c r i  en pourcent) ne donne aucune 
préférence particulière pour un arbre ou pour un autre, dans la mesure oii chaque 
arbre d'un type d'appel donné reçoit pratiquement 50% du trafic. 
Figure 4.6: Sélection d'arbres et acheminement optimal avec un petit nombre d'arcs 
en commun (les valeurs en pourcent donnent le partage de charge optimal). 
Exemple 4.2.3 Nous considérons maintenant un exemple où nous avons deux classes 
d'appels. Aux trois types d'appel décrits dans le tableau 4.5, nous ajoutons deux 
types d'appels de débit deux fois supérieur à celui de ces trois types d'appels. Nous 
avons donc W(1) = 1 et W(2) = 2 (pour les autres paramètres, voir tableau 4.8). 
Nous vouions vérifier que les résultats obtenus dans 17exemple 4.2.2 sont aussi va- 
lables dans le contexte du multi-débit. 
Pour chacun des deux types d'appel de classe 2 décrits dans le tableau 4.8, nous 
générons trois arbres, une étoile, un arbre de recouvrement et un arbre de Steiner de 
coûts minimum. Dans cet exemple, nous avons supposé que les revenus wk(c) sont 
proportionnels au nombre de destinations par type et au débit des connexions. Afin 
de tenir compte du trafic additionnel ajouté dans le réseau, nous avons augmenté 
les capacités des arcs à Ns = 17 V S. 
Les arbres candidats et l'acheminement optimal sont donnés dans la figure 4.7. 
Comme nous pouvons le constater dans cette figure, les arbres ayant beaucoup d'arcs 
communs (ceux représentés avec des lignes épaisses) n'écoulent pas de trafic ou 
écoulent peu de trafic ce qui généralise le résultat sur l'influence des arcs coûteux 
et critiques sur le choix optimal d'arbres. En effet, pour le type 1 de classe 2, nous 
avons deux arcs critiques (arcs (3'5) et (3,6)) ce qui dégrade considérablement la. 
QS de ce type d'appel. 
Une remarque intéressante que l'on peut aussi faire dans le contexte du multi- 
débit est que le coût induit semble être proportionnel au débit de la classe, comme on 
peut le voir dans le tableau 4.9. Ceci laisse suggérer que le priz  à payer pour écouler 
un appel supplémentaire sur un arc donné est proportionnel au débit de l'appel en 
puestion. Ceci suggère aussi que les revenus wk(c) devraient être proportionnels au 
débits W(c) .  Notons que cette conclusion serait due à l'approximation de Labour- 
dette [64] que nous utilisons pour trouver les probabilités de blocage sur les arcs 
selon laquelle, asymptotiquement, les appels multi-débit se comportent comme si les 
circuits étaient saisis et libérés indépendamment [64]. 
Il nous est difficile de trouver une bonne sélection d'arbres par essais et erreur 
avec plusieurs types d'appel. Cela justifie la nécessi té de développer des procédures 
systématiques pour sélectionner les arbres dans le cas général. Comme on va, le voir 
dans l'exemple 4.3.2, nous pouvons considérablement améliorer la performance du 
réseau pour les données de cet exemple en sélectionnant de bons arbres. 
Tableau 4.8: Données pour le multz-débit. 
source destinations 
4.2.2 Résumé 
Le résultat le plus important que l'on peut dégager de cette étude numérique 
peut être résumé comme suit: 
Pour le problème d'acheminement, le critère le plus important sur lequel 
la sélection d'arbres doit se baser semble être la présence ou non d'arcs 
Arbre 2 (MST) 
- - - - - - - - - - * - - - - - - - -  
Arbre 3 (Steiner) 
I I 
100% 19.85 &on utili& 18.53 j Non utilid 18.75 j 
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Figure 4.7: Arbres candidats pour le multi-dkbit. Pour chaque arbn, now donnons 
l e  c o e m e n t  de portage de charge en pourcent (coin gauche en bas) et le revenu net 
pondke' (coin drozt en bas). Le revenu total est 131.9. 
113 
Tableau 4.9: Variables d'arcs optimales pour les arcs coûteux pour le mufti-débit 
communs dans les arbres utilisé's pour acheminer les appels des différents 
types d'appel. L'utilisation d'arbres avec peu d'arcs en commun réduit la 
chance d'avoir des arcs coateuz et on peut augmenter ainsi le revenu 
des appels. D'autre part, si nous utilisons des arbres avec des arcs en 
commun, à l'acheminement optimal, le trafic est partagé plus ou moins 
un$ormément entre les arbres. De plus, il faut éviter l'utilisation d'arcs 
critiques. 
Nous avons ainsi testé la suggestion à l'effet de sélectionner des arbres avec un 
petit nombre d'arcs et nous avons constaté que cette règle n'est pas valide en général. 
Au contraire, un point clé dans la sélection de bons candidats est Le fait que les arbres 
aient ou pas des arcs communs, un résultat directement lié aux coûts induits des arcs. 
Nous avons montré que pour avoir un bon revenu, il faut avoir des arbres disjoints et 
ce, indépendamment du fait que ces arbres soient des arbres de recouvrement ou des 
arbres de Steiner. Ceci va f&e en sorte que le trafic soit dispersé sur un maximum 
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possible d'arcs et on évite ainsi d'avoir des arcs trop chargés comme c'est le cas des 
arcs cri tiques. 
Maintenant 
performance du 
qu'on sait que la sélection d'arbres a un impact important sur la 
réseau, on a besoin d'outils pour générer et sélectionner Les arbres de 
façon systématique. Ces outils doivent nous permettre d'optimiser et l'acheminement 
et les ensembles d'arbres candidats Sk(c) .
4.3 Algorithmes de sélection d'arbres 
On veut savoir comment résoudre le problème de sélection d'arbres décrit par les 
équations (4.1- 4.3) qui sont très complexes et qui impliquent plusieurs problèmes à 
la fois. Nous décrivons dans cette section deux méthodes pour résoudre ce problème, 
une méthode exacte basée sur le gradient projeté et la génération de colonnes, qui 
illustre la complexité du problème, et une méthode heuristique. 
4.3.1 Méthode exacte 
Pour résoudre le problème (4.1-4.3) de façon exacte, il nous faut une méthode 
qui n'exige pas la connaissance des arbres à priori. C'est pour cette raison que 
nous avons fait appel à la méthode du gradient projeté. En fait, pour évaluer le 
gradient projeté, on a besoin de connaître seulement les arbres dont les contraintes 
d'inégalité données par l'équation (4.3) ne sont pas saturées. Nous utilisons alors 
une forme légèrement modifiée de l'algorithme du gradient projeté décrit dans la 
section 3.4.1.1. 
Cette modification concerne le point 4 de l'algorithme où on a trouvé un mini- 
mum local dans le sous espace défmit par MW. Dans ce cas, il faut vérifier si on a 
intérêt à q, t ter la surface courante. 11 faut donc s'assurer que toutes les composantes 
de X correspondant aux contraintes saturées sont non négatives. 
Malheureusement, à cause du très gand nombre d'arbres que l'on peut avoir, 
on ne peut pas énumérer tous les éléments de l'ensemble de contraintes actives 
(ou saturées) WC(a) afin d'évaluer le vecteur dual X comme on l'a fait dans la 
section 3.4.1.1. La difficulté vient donc de la vérification de la condition d'optirnalité 
donnée par l'équation (3.38) pour toutes les contraintes actives. En pratique, le 
nombre de contraintes actives peut être très grand. 
Toutefois, on sait que la contrainte donnée par l'équation (3.38) est équivalente 
à la condition d'optirnaiité (3.15) selon laquelle, les revenus nets pondérés R;(C) 
des arbres n'écoulant pas de trafic doivent être inférieurs ou égaux aux revenus nets 
pondérés des arbres écoulant du trafic. Cette condition peut s'exprimer par 
et on sait calculer R:(C) connaissant les coûts induits r,(c) ,  les probabilités de 
blocage &(c)  et l'arbre (k ,c ,m) .  On peut ainsi vérifier cette condition dans la 
mesure où 
- si on trouve au moins une paire (k, c) dans R f ( a )  pour laquelle il existe m' 
tel que uk,(c)  < O (ce qui est équivalent à dire qu'il y a une composante 
négative dans A) alors, la contrainte correspondant à l'arbre ainsi généré est 
relaxée puisque cela revient à dire qu'il existe un arbre pou. lequel le revenu 
net pondéré &(c)  est supérieur à celui des arbres qui écoulent actuellement 
du trafic. 
- Sinon, on n'a pas intérêt à quitter la surface courante, les conditions de Kuhn- 
Tucker sont satisfaites on a donc attcint un minimum local et l'algorithme 
s'arrête. 
L'algorithme consiste alors à générer l'arbre (k, c, rn) qui minimise uk(c) ou 
encore, qui maximise le revenu net pondéré (c) en utilisant r,(c) comme longueurs 
d'arcs ce qui revient à générer un arbre de Steiner de coût pondéré maximum où les 
coûts des arcs sont donnés par les coûts induits. Cela revient à résoudre le problème 
suivant pour chaque couple (k, c) 
rnax R:(C). 
ment (a) 
Ainsi, pour chaque paire (k, c), la contrainte susceptible de quitter nc(a) est obtenue 
en trouvant la solution du problème (4.5). 
Ceci est en fait une méthode de génération de colonnes [40] communément utilisée 
en programmation linéaire quand on a un très grand nombre de variables [75]. Il 
s'agit, à chaque itération, d'introduire une colonne qui minimise les coûts réduits. 
Dans notre cas, une colonne correspond à un arbre par couple (k, c) .  Notons qu'en 
pratique, tous les arbres pour lesquels &(c) < O peuvent quitter R b ( a )  en même 
temps mais en pratique, on se contente de relaxer une seule contrainte à la fois. 
Théoriquement, I'algorit hme décrit ci-dessus converge vers un minimum local. 
Les difficultés qui restent à surmonter sont alon liées à la complexité du calcul. Ces 
difficultés peuvent être résumées en trois points: 
1. Complexité du problème de génération d'arbres de Steiner de coût pondéré 
maximum. Tl faut noter que dans la mesure où les coût induits sont négatifs 
(ce qui peut être vérifié numériquement), le problème de génération d'arbres 
de Steiner de coût maximum est équivalent au problème de génération d'arbre 
de Steiner de coût minimum en inversant le signe des coiits induits. La diffi- 
culté vient essentiellement de la pondération qui est un problème tout à fait 
nouveau qui, à notre connaissance, n'a pas été étudié dans la Littérature. En 
effet, d'après l'équation (3.18), nous avons besoin de connaitre Q:(c) pour gé- 
nérer les arbres qui maximisent RC,(C).  Cette quantité comprend des produits 
des probabilités de connexion sur les arcs dors que tous les algorithmes de 
génération d'arbres de Steiner que nous connaissons utilisent des coûts addi- 
tifs. Nous avons donc à la fois des coiits additifs et multiplicatifs et nous ne 
connaissons pas d'heuristiques de génération d'arbres de Steiner applicable à 
notre problème. En pratique, nous générons d'abord un arbre de Steiner de 
coût minimum en utilisant les coûts additifs (les r , (c))  seulement (en considé- 
rant toutes les combinaisons possibles de nœuds de Steiner) puis, évaluer Qm(c) 
et R:(C) et ensuite, sélectionner l'arbre qui maximise R: (c). Néanmoins, nous 
pouvons supposer que Q i ( c )  peut être négligé lors de la génération d'arbres 
dans la mesure où Qi (c )  S 1. En effet, en pratique, les bons arbres doivent 
avoir une forte probabilité de connexion faute de quoi, ils seraient peu suscep- 
tibles de générer plus de revenu que les arbres qui écoulent du trafic. Notons 
par ailleurs que le problème de génération d'arbres de Steiner de coût mini- 
mum dans les graphes est un problème NP-difficile [75, 23, 601 mais il y a 
des heuristiques pour trouver les arbres de Steiner [84, 36, 981 de coût mini- 
mum. Cependant, comme nous voulons une résolution exacte, nous n'avons 
pas utilisé ces heurkt iques. 
2. Complexité du calcul du gradient Vz qui affecte considérablement la conver- 
gence de l'algorithme d'optimisation de l'acheminement. En effet, en se basant 
sur plusieurs exemples numériques, nous avons constaté que la convergence 
de l'algorithme d'optimisation de l'acheminement peut être très lente si on ne 
limite pas le choix d'arbres et le nombre d'arbres pour chaque type d'appel. 
Dans ce cas, le nombre d'itérations requis pour la convergence de l'algorithme 
d'optimisation de l'acheminement croit considérablement avec le nombre de 
types d'appel. 
3. Complexité du calcul des coût induits à chaque itération de l'algorithme. Ces 
coûts induits sont calculés en t r o u w t  la solution d'un système linéaire pour 
les multiplicateurs y. On peut alors s'attendre à ce que le temps de calcul soit 
très grand si le réseau est dense et contient plusieurs arcs et plusieurs classes 
d'appels. Par exemple, nous savons que dans le contexte du point-à-point, le 
calcul des multiplicateurs y est une composante dominante dans Le temps de 
calcul de l'acheminement optimal. 
D'autre part, en se basant sur plusieurs exemples numériques, nous avons constaté 
que la solution h a l e  de cet algorithme dépendait fortement de la solution initiale 
(une solution désigne une sélection d'arbres avec son acheminement optimal). Les 
arbres d'une itération donnée sont générés à partir des coût induits c a l d é s  pour 
les arbres de l'itération précédente et cela affecte beaucoup la qualité de la solution 
optimaie obtenue par cet algorithme si on ne choisit pas attentivement la solution 
initiale. De plus, nous avons constaté que le problème n'est pas convexe dans la 
mesure où, en partilnt de solutions initiales dinérentes, nous obtenons des solu- 
tions optimales différentes aussi. Cette non convexité est très forte puisque pour 
pratiquement chaque solution initiale que nous avons essayée, nous avons obtenu 
systématiquement une nouvelle solution optimale. 
Ainsi, on a besoin d'une approche plus simple pour trouver de bonnes sélections 
d'arbres. Dans la section 4.3.2, nous proposons une méthode heuristique où on réduit 
considérablement la complexité du problème de sélection d'arbres. Cette méthode 
pourrait servir entre autre à trouver une bonne solution initiale pour la méthode 
exacte si on voulait en calculer une. 
4.3.2 Méthode heuristique 
La résolution du problème de sélection d'arbres par la méthode exacte peut 
prendre beaucoup de temps pour converger surtout à cause du problème de g é  
nération d'arbres de Steiner de coût pondéré maximum. On a aussi constaté que 
cette méthode pouvait donner des optimums locaux de mauvaise qualité à cause n e  
tamment de sa forte dépendance de la solution initiale. Nous proposons dans cette 
section une méthode heuristique qui permet de trouver rapidement une sélection 
quasi optimale d'arbres. Nous expliquerons plus loin dans cette section pourquoi les 
solutions obtenues par la méthode heuristique sont quasi optimales. Nous proposons 
les deux éléments simplificateurs suivants: 
- Nous introduisons z k ( e )  comme étant le nombre maximal d'arbres qu'on peut 
-k 
envisager par type d'appels (M (c) est une donnée du problème). Nous in- 
troduisons également Mt ( c ) ,  le nombre d'arbres effectivement utilisés pour 
connecter les appels de type k. Cette quantité doit elle aussi être optimisée. 
En effet, il n'y aucune raison que ce nombre soit le même pour tous les types 
d'appel. On a ~ ~ ( c )  = ISk(c)l < IZk(c). 
- Les arbres générés pour un type d'appel donné devront faire partie d'un en- 
semble T k ( c )  fixé à l'avance. Mous supposons que nous pouvons vérifier facile- 
ment si un arbre donné appartient à ' Tk (c )  même si on ne peut pas énumérer 
tous les éléments de T k ( c ) .  Ceci pourrait être une contrainte sur le nombre 
maximal de nœuds de Steiner dans les arbres par exemple. En pratique, il fau- 
dra que T k ( c )  soit assez grand pour couvrir un nombre suffisant de solutions 
admissibles, mais pas trop grand pour éviter que l'algorithme ne devienne trop 
complexe. 
Nous nous proposons alors de résoudre le problème suivant: 
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où nous avons introduit la contrainte (4.9) qui impose une limite M ( c )  au nombre 
d'arbres pouvant appartenir à l'ensemble Sk(c) et la contrainte (4.10) a h  de limiter 
le nombre de choix possibles d'arbres. 
4.3.2.1 Approximation du revenu 
Dans cette section, nous donnons une approximation du revenu généré par les 
connexions afin de simplifier le problème de sélection d'arbre. Nous notons x une 
approximation d'une variable X si elle correspond à une borne supérieure et x si elle 
correspond une borne inférieure. Nous avons fait en sorte que les approximations 
satisfassent i 2 z et Lk(c) 2 L ~ ( c )  sans pour autant que les bornes ne soient trop 
larges. Ceci garantit que si i k ( ( c )  satisfait les contraintes de QS, alois Lk((e les 
satisfait aussi ( L ~ ( c )  < i k ( c )  5 z k ( c ) ) .  
Dans la mesure où nous utilisons un partage de charge statique et que nous 
considérons une seule tentative de connexion, nous devons avoir de très Faibles pr* 
babilités de blocage sur les arcs (B, (e)  < 1) pour avoir une bonne QÇ [72]. En 
pratique, pour L ~ ( c )  donné, B,(C) est de l'ordre L ~ ( c ) / D  où D est le nodibre moyen 
de destinations par type d'appel. Par exemple, si L ~ ( c )  est de l'ordre de 0.01 et 
qu'en moyenne, nous avons D = 10, BS(c) est de l'ordre de 0.001. On peut alors 
approximer le trafic offert à un arc s de classe c au trafic total qu'on aurait s'il n'y 
avait pas de blocage sur l'arc. Ainsi, nous approxirnons a,(c) par 
et nous pouvons alors écrire 
d'où nous pouvons approximer la probabilité de connexion sur un arbre donné par 
La fonction objectif z peut alors être approximée par 
Expérimentalement, nous avons vérifié que î est une bonne approximation de 2 (de 
l'ordre de 0.3% plus élevée que z) pour des probabilités de perte d'app& Lk(c )  de 
moins de 1%. De même, nous avons pu vérifier, sur plusieurs exemples 06 WC) «
1 V s, que I'approximation sur les Lk(c) est acceptable (voir exemples numériques 
ci-dessous et 1721). Minimiser i est dors équivalent à minimiser 
qui représente une approximation de la perte de revenu due aux blocages sur les arcs. 
Ainsi, pour des coefficients de partage de charge donnés et pour un type C de classe 
c donné, un bon candidat serait l'arbre qui minimise la somme des probabilités de 
blocage de l'arbre 
qui est en fait une approximation de la probabilité de perte d'un appel sur l'arbre en 
question. L'idée est alors basée sur la génération d'arbres qui minimisent C, 61, (c) 
ce qui donne un algorithme générateur de colonnes (une colonne désigne un arbre) 
qui est nettement plus simple que l'algorithme décrit par le problème (4.5). 
4.3.2.2 Heuristique de sélection d'arbres 
Nous voulons générer des arbres de recouvrement de coût minimum et/ou des 
arbres de Steiner de coût minimum avec les BS(c) comme longueurs d'arcs, malgré 
que l'on sait que la génération d'arbres de Steiner de coût minimum est complexe. 
En fait, dans l'algorithme que nous d o n s  proposer, nous allons limiter l'ensemble 
d'arbres possibles T k ( c )  a u  arbres de Steiner d'au plus n nœuds de Steiner avec n 
petit (de l'ordre de 2). Les arbres de Steiner sont générés en faisant une énumération 
complète de tous les arbres possibles de 7&(c), en considérant toutes les combinaisons 
possibles de nœuds de Steiner, et en choisissant celui qui a le coût minimum. 
Par ailleurs, les résultats numériques ont montré que la solution initiale affecte 
considérablement la solution finale. Ainsi, nous voulons être en mesure de générer de 
bons arbres dés les premières itérations de l'algorithme de sélection d'arbres. Mal- 
fi  
heureusement, cela nécessite la connaissance des BJc) qui ne peuvent être éva.luks 
que si nous avons les arbres alon que ces derniers nécessitent la connaissance des 
&(c) afin d'être générés. En pratique, nous calculons les B,(c) au fur et à mesure 
que nous générons les arbres comme nous allons le décrire dans la procédure donnée 
ci-dessous. 
Nous avons aussi constaté qu'en commençant par générer des arbres pour les 
types d'appel ayant une forte intensité de trafic (fortes valeurs de W ( c )  et/ou A&(c)), 
nous obtenons de meilleurs résultats que si l'ordre dans lequel nous générons les 
arbres est arbitraire [72]. En effet, comme la solution initiale a un impact important 
sur la solution finale, il vaut mieux commencer par générer des arbres pour les types 
d'appel ayant une forte intensité de trafic car au fur et à mesure que nous générons 
des arbres, le nombres d'arcs non utilisés diminue et on a alors de moins en moins 
de choix pour générer des arbres disjoints. Alors, si on laisse les types d'appel avec 
une forte intensité de trafic aux dernières itérations, le fait qu'on ait un choix limité 
pour générer de bons arbres pour ces types d'appel a de fortes chances de donner 
de mauvaises solutions. 
La procédure de sélection d'arbres est alors la suivante: 
1. Arranger les types d'appels dans l'ordre décroissant de W(C)A'(C). 
-k 
(a) Mt = C k , c  M ( c )  - ~ ~ ( c ) .  
(b) Si Mk(c) < z k ( c ) ,  ni = Mk(c) t ~ ' ( e )  + 1, Mg t M, + 1. Sinon, d e r  
à 2f. 
(c) Évaluer B,(c) = g,(â,(c) + A~(c ) ,  W, N,). 
(d) Générer l'aibre qui minimise 2L(c) (les arbres doivent appartenir à Tk(c)) 
(voir procédure ci-dessous). 
(e) Pour chaque arc s utilisé par le type k de classe c, â,(c) t â.(c) + Ak(c). 
(f)  Si Mg = Mt,  aller à (3). Sinon, k = k + 1 (mod K + l), aller à (2b). 
3. Optimiser l'acheminement à l'aide de l'algorithme décrit dans la section 3.4.1. 
4. Pour chaque arbre de S, si c&(c) = O, enlever l'arbre (k ,c ,m)  de Sk(c), 
Mk(c) t Mk(c) - 1. 
5. Si le revenu augmente ( z  diminue), â,(c) = a,(c) Vs, aller à (2a). Sinon, fin. 
où M, et Mt sont des variables entières qui donnent le nombre d'arbres générés 
à l'itération courante et le nombre dkrbres total qui reste à générer à l'itération 
courante, respectivement, en considérant tous les types d'appel. 
Cet algorithme est en fait une heuristique gloutonne qui fonctionne sur un en- 
semble donné d9a.rbres. A chaque itération, on génère un nouvel arbre pour chaque 
type d'appel. Cet arbre doit appartenir à un ensemble d'arbres bien défini (ici les 
arbres d'au plus n nœuds de Steiner). Notons que cet ensemble d'arbres peut être 
ajusté selon la connectivité du réseau (on mesure la comectivité en termes de nombre 
d'arcs dans le réseau). Plus le réseau est connecté, plus on devrait limiter le nombre 
maximum de nœuds de Steiner dans les arbres et vice-versa et ce, dans le but de 
réduire la complexité de l'algorithme d'une part, et d'avoir un nombre suffisamment 
gra.nd de solutions admissibles, d'autre part. En pratique, nous avons constaté que 
pour des réseaux moyennement comectés, n = 2 était acceptable [72]. 
Supposons que Tk(c) contient les arbres d'au plus n nœuds de Steiner et que 
N est le nombre de nœuds dans le réseau. Un arbre avec exactement i nœuds de 
Steiner est généré en considérant ( y )  arbres de recouvrement (ces arbres recouvrent 
les destinations du type d'appel k et les i nœuds de Steiner) et en sélectionnant 
l'arbre qui minimise L:(C).  Après avoir généré tous les arbres pour O 5 i 5 n, 
nous sélectionnons l'arbre qui minimise L i ( c )  qui est celui que nous cherchons dans 
l'étape 2d de l'algorithme. 
Dans la mesure où la complexité de l'algorithme MST est O( N2) où N est le 
nombre de nœuds du réseau, générer un arbre avec un nœud de Steiner présente une 
complexité 0 ( N 2 + ' )  puisqu'on fait appel N fois à l'algorithme MST et en général, 
générer un arbre avec n nœuds de Steiner présente une complexité 0 ( N 2 + " )  puis- 
qu'on fait appel (:) fois appel à l'algorithme MST et dans la mesure où (:) peut 
être réduit en un polynôme en N de degré n. Ainsi, la complexité de l'algorithme 
de génération d'arbres est 0(Nn+2). 
En supposant que = maxrJTk(c),  dans la mesure où on génère un arbre par 
type d'appel dans chaque itération et où on doit générer au plus M arbres par type 
d'appel et en supposant qu'on a K types d'appel par classe, et C classes d'appel, 
la complexité de l'algorithme de sélect ion d'arbres est O ( K c M N ~ + * ) .  1l est alors 
évident que n doit être petit et que cette méthode ne s'appliquera à des grands 
réseaux ( N  > 100) que pour n très petit (n = 1). 
Les trois avantages principaux de l'algorithme de sélection d'arbres que nous 
venons de présenter sont 1) il ne nécessite pas une solution initiale (celle-ci est 
générée automatiquement), 2) il ne nécessite pas la connaissance des coûts induits 
ce qui simplifie la génération d'arbres et 3) il réduit considérablement la complexité 
du problème de sélection d'arbres en limitant le choix d'arbres à un ensemble pré- 
défini. 
4.3.2.3 Qualité de Pheuristique 
Une façon de vérifier la qualité de l'heuristique est de la tester avec des données 
pour lesquelles on connkit la solution optimale. Pour ce faire, on dimensionne un 
réseau pour une sélection d'arbres générés arbitrairement, a h  d'obtenir un réseau 
avec des capacités optimales pour cette sélection d'arbres. Maintenant, si on cherche 
les arbres optimaux pour le réseau ainsi obtenu, on doit retrouver ceux qu'on a géné- 
rés arbitrairement. Cela a été vérifié pour quelques exemples et nous obtenons bien 
les arbres optimaux désirés sauf pour certains cas particuliers où il a été possible 
de trouver une autre sélection d'arbres (à cause de la non convexité du problème), 
mais qui donne sensiblement les mêmes performances obtenues par dimensionne- 
ment. D'autre part, nous avons pu vérifier que l'algorithme converge au bout de 
quelques itérations (en moyenne 6 itérations) peu importe la taille du réseau alors 
que le temps de calcul dans chaque itération augmente avec la taille du réseau et du 
nombre de types d'appel [72]. 
Une autre façon de vérifier la qualité des solutions obtenues par la méthode 
heuristique est de comparer le revenu obtenu à celui qu'on aurait si les contraintes 
de QS étaient juste satisfaites. Par exemple, si on admet des probabilités de perte 
d'appels d'au plus 1% alors, le revenu obtenu par la sélection d'arbres devrait être 
supérieur où égal à 99% du revenu total (brut) qu'on obtiendrait si on écoulait tous 
les appels (sans perte). Cela à était vérifié sur une dizaine d'exemples différents et 
on a obtenu même mieux que 99% du revenu bmt dans la plupart des cas. (On 
qualifiera d'accéptable une sélections d'arbres pour laquelle le revenu est supérieur 
où égal à 99% du revenu total). 
Une autre possibilité consiste à établir des bornes inférieures sur le revenu généré 
par les appels et la QS selon une analyse théorique rigoureuse. Malheureusement, 
cela constitue une tâche très difficile. La seule borne que nous avons (le revenu brut 
des appel) est relativement large et ne peut donner qu'une idée sur la qualité des 
solut ions obtenues. 
Enfin, une autre façon de vérifier la qualité des solutions obtenues à l'aide de 
ces procédures de sélection d'arbres consiste à les comparer à des solutions exactes 
obtenues à l'aide de l'algorithme décrit dans la section 4.3.1 comme nous allons le 
décrire dans l'exemple 4.3.1. On pourrait aussi comparer nos méthodes avec des 
méthodes génétiques ou de type tabou tel que décrit dans la section 4.5. 
Exemple 4.3.1 Nous utilisons les mêmes données de l'exemple 4.2.2. Nous utilisons 
l'algorithme de la section 4.3.1 pour résoudre le problème de sélection d'arbres de 
façon exacte et la méthode heuristique décrite dans la section 4.3.2 pour le résoudre 
de façon approximative. Nous voulons comparer la perfomiance du réseau pour les 
sélections d'arbres obtenues par les d e w  méthodes d'une part et comparer le temps 
de calcul requis par les deux méthodes, d'autre part. 
Notons par ailleurs que nous avons choisi des réseaux ni sous-dimensionnés, ni 
sur-dimensionnés où il y avait place pour une amélioration de la QS et du revenu 
par un choix non trivial de l'acheminement. Un acheminement trivial serait obtenu 
si peu importe I'acheminement, la performance du réseau est acceptable (moins de 
1% de perte d'appels). 
Pour la méthode heuristique, nous vouions évaluer la qualité des solutions en 
fonction du nombre maximum de nœuds de Steiner n et le nombre maximum d'arbres 
- -k - 
M où nous avons supposé que M = M V k. Les solutions ainsi obtenues sont 
utilisées comme solution initiales pour la méthode exacte. Notons que dans la mesure 
où le problème de sélection d'arbres n'est pas convexe, la méthode exacte donne des 
solutions différentes pour des valeurs initiales différentes. 






Les résultats sont donnés dans le tableau 4.10. D'après ces résultats, on constate 
que plus on augmente n (de O à 1) et/ou M, plus on améliore la qualité de la sélection 
d'arbres obtenue par la méthode heuristique. Cependant, nous avons constaté que 
pour n 2 2 et pour M 2 4, nous n'avons plus une amélioration importante de la 
solution. En fait, pour les données de cet exemple, les solution pour n = 2 et pour 
- 
M = 4 sont identiques à celles obtenues pour n = 1 et M = 3 (seul le temps de 
calcul augmente pour n = 2 et M = 4). Ceci veut dire qu'il n'est pas intéressant 














- - - - . 
64.7 69.4 (7% de plus) 
65.8 69.2 (5% de plus) 
69.0 69.8 (1% de plus) 
69.1 69.8 (1% de plus) 






d'appel d'autre part car dans le premier cas, nous augmentons inutilement le temps 
de calcul et dans le deuxième cas, il n'est plus possible de générer autant d'arbres 
disjoints [ï2]. 
Nous constatons aussi d'après les résultats du tableau 4.10 que peu importe la 
solution initiale (obtenue par la méthode heuristique), nous obtenons une sélection 
d'arbres acceptable avec la méthode exacte. D'autre part, nous constatons que le 
temps de convergence de la méthode exacte peut être très long. En fait, avec la 
méthode exacte on a soit un temps très long pour trouver une bonne sélection 
d'arbres comme c'est le cas pour (M, n) = (2,O) ou un temps relativement court 
auquel cas, on a un optimum local qui n'est pas nécessairement très bon comme 
c'est le cas pour (a, n) = (1,1). 
La meilleure sélection d'arbres (méthode heuristique) est obtenue pour (M,  n)  = 
(3 , l ) .  Cette solution est légèrement améliorée par la méthode exacte (surtout pour 
la QS). En effet, avec la méthode exacte, on peut utiliser autant d'arbres et de nœuds 
de Steiner qu'on veut (ici, à la solution optimale nous avons jusqu'à six vbres par 
type d'appel dans la solution exacte) mais puisque la méthode heuristique donne 
une solution où moins de 0.8% des appels sont perdus, on peut très bien se contenter 
de cette solution. 
Le revenu total (brut) qu'on aurait si tout le trafic était écoulé est de 70.0 ce 
qui veut dire que si on admet 1% de perte, on devrait avoir 69.3 comme revenu. La 
solution obtenue avec la méthode heuristique pour (M,  n) = ( 3 , l )  donne un revenu 
de 69.7 ce qui est mieux que le minimum exigé. Avec les approximations, nous avons 
[il = 69.7. Remarquons que dans l'exemple 4.2.2 le revenu était de 68.3 ce qui n'est 
pas acceptable. Les résultats importants sont résumés dans le tableau 4.11. 
Tableau 4.11: Acheminement des appels point-à-rnultipoznt. 
La meilleure sélection d'arbres (méthode heuristique) et l'acheminement optimal 
correspondant sont donnés dans la figure 4.8. On voit qu'il n'y a pas de préférence 
particulière dans l'acheminement optimal dans la mesure où tous les arbres sélec- 
tionnés ont un petit nombre d'arcs coûteux. Si on compare la performance du réseau 
avec ceile de l'exemple 4.2.2, d'après le tableau 4.11, on voit qu'on a une améliora- 
tion du revenu et surtout de la QS. En effet celle-ci passe de maxk Lk = 0.041 dans 
le cas où la sélection d'arbres est constituée d'une étoile, d'un MST et d'un arbre 
de Steiner pour chaque type d'appel, à maxk Lk = 0.008 dans le cas où on utilise la 
méthode heuristique pour sélectionner les arbres et ce, en utilisant le même nombre 
d'arbres par type d'appel, soit trois arbres. Avec les approximations, nous avons 
constaté que nous avons pratiquement les même valeurs pour Lk et Lk. 
Sélection d'arbres 
Réf. (étoile,MST,S teiner ) 
Heuristique 
Exacte 
Exemple 4.3.2 De même que dans l'exemple 4.3.1, nous d o n s  maintenant sélec- 
tionner des arbres à l'aide de la méthode heuristique puis par la méthode exacte 
mais cette fois, dans le contexte du multi-débit, pour les données de l'exemple 4.2.3. 
Nous avons fixé le nombre maximum d'arbres à M = 3 et le nombre maximal de 
nœud de Steiner à n = 1. 





























Figure 4.8: Sélection d'arbres avec la méthode heuristique. 
Tableau 4.12: QS pour le multi-débit. 
en particulier. Le revenu est de 133.7 (121 = 133.7) et la qualité de service est 
donnée dans le tableau 4.12. Comme nous pouvons le constater, nous avons légère- 
ment amélioré le revenu et nettement amélioré la QS par rapport aux résultats de 
l'exemple 4.2.3. En effet, dans cet exemple là, le revenu était de 131.9 et on avait 
maxk = 0.04. Ces résultats sont résumés dans le tableau 4.13. 
Tableau 4.13: Acheminement des appels point-à-multipoint avec du mufti-débit. 
1 Sélection d'arbres 1 Revenu / maxr 1 
1 Réf. (étoiie,MST,Steiner) 1 131.9 1 .O40 1 
4.3.3 Résultats pour d'autres réseaux 
- - - - - - - 
Heuristique 
Exacte 
Dans cette section, nous voulons évaluer la qualité de l'heuristique en fonction 
de la taille du réseau (en termes de nombre de nœuds), du nombre de types d'appel 





Exemple 4.3.3 Dans cet exemple, nous considérons une seule classe d'appels et 
nous faisons varier le nombre de nœuds dans le réseau en fixant le nombre de types 
d'appel K à 10. Pour chaque résear, nous avons effectué exactement la même étude 
que dans l'exemple 4.3.1 et nous donnons la meilleure sélection d'arbres obtenues 
par la méthode heuristique et les valeurs de (M, n)  qui permettent d'obtenir cette 
sélection d'arbres. La solution obtenue par la méthode exacte est obtenue en partant 
d'une solution arbitraire car nous voulons illustrer la différence entre les temps de 
calcul des deux méthodes. Cependant, nous nous sommes assurés d'obtenir une 
solution acceptable par la méthode exacte et ce, en commençant par différentes 
solutions initiales. Les résultats sont donnés dans le tableau 4.14. 
D'après ces résultats, nous pouvons constater que le temps de calcul pour la 
méthode exacte croit très rapidement avec la taille du réseau alors que la croissance 
est quasi linéaire avec la méthode heuristique. En effet, lorsque N augmente, la 
complexité du problème de recherche de l'arbre de Steiner croit exponentiellement 
et si on ne limite pas le nombre maximal de nœud de Steiner, le temps de calcul 
peut être trop long comme c'est le cas pour N = 25 dans le tableau 4.14. 


























D'autre part, pour N = 16, nous avons constaté que la solution obtenue par la 
méthode heuristique est un optimum local pour la méthode exacte [72]. En effet, si 
nous commençons par la solution obtenue par la méthode heuristique, la méthode 
exacte ne donne aucune amélioration, un résultat qui a aussi été observé sur d'autres 
réseaux. 
Exemple 4.3.4 Dans cet exemple, nous considérons aussi une seule classe mais 
nous faisons varier le nombre de types d'appel K et nous fixons N à 16. De même, 
pour chaque réseau, nous avons effectué exactement la même étude que dans l'exemple 4.3.1 
et nous donnons la meilleure sélection d'arbres. Les résultats sont donnés dans le 
tableau 4.15. 
Tableau 4.15: Résultats pour différents nombre de types  d'appels pour N = 16. 
Comme nous pouvons le constater, le temps de calcul de la méthode heuristique 
et celui de la méthode exacte augmentent quasi linéairement avec le nombre de types 
d'appel. Ceci est dû au fait que nous nous sommes concentrés sur la simplification 
des problèmes de génération et sélection d'arbres et non pas sur la simplification du 












( 4 4  
(372) 















du vecteur a croît rapidement ce qui complique le calcul de Vz. Ainsi, il faudrait 
trouver un moyen pour approximer le calcul de VI, ce qui constitue une tâche non 
triviale. 
Exemple 4.3.5 Dans cet exemple, nous fixons N et K et nous faisons w i e r  le 
nombre de classes. Nous considérons trois cas, le cas où nous avons une classe avec 
W(1) = 1, deux classes avec en plus W(2) = 2 et trois classe avec en plus W(3) = 4. 
Nous supposons que nous avons dix types d'appel en tout. 
Pour chaque cas, nous sélectionnons les arbres à l'aide de la méthode heuristique 
puis par la méthode exacte en partant d'une solution initiale arbitraire. Les résultats 
sont donné dans le tableau 4.16 pour le revenu et dans le tableau 4.17 pour la QS. 
Tableau 4.16: Résultats pour différentes classes d'appel pour N = 9 et IO types 
d 'appel. 
Comme on peut le constater d'après les résultats du tableau 4.16, la méthode 
heuristique donne des solutions cornpaxables à celles obtenues par la méthode exacte 
en un temps plus court. 
D'autre part, comme on peut le constater dans le tableau 4.17, les probabilités 
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Tableau 4.17: max, L ~ ( c )  pour des réseau multi-débit. 
à haut débit. Ceci est dû au fait que nous n'utilisons pas de réservation de circuits 
dans notre modèle. Dans ce cas, les grosses capacités des arcs font en sorte que 
pour les appels de faible débit, peu importe la route utilisée pour connecter ces 
appels, leur QS est acceptable. Ainsi, nous pourrions simplifier la sélection d'arbre 
en la considérant seulement pour les appels de haut débit ce qui se ramènerait à 
considérer une seule classe d'appel. 
En effet, dans le cas du rnulti-débit, le nombre de variables d'arcs (a,(c) et B,(c))  
augmente avec le nombre de classes ce qui complique la résolution du point fixe. En 
effet, comme on peut le voir dans le tableau 4.16, même pour un petit réseau de 9 
nœuds, pour les deux méthodes de sélection d'arbres, on a un temps de calcul très 
long dans le cas de trois classes d'appel par rapport au cas où on a une classe. 
c 
-k 
4.3.3.1 Sélection de T k ( c )  et M (c) 
Nous avons montré que la qualité de la sélection d'arbres obtenue par la méthode 
-k 
heuristique dépendait considérablement de T k ( c )  et M (c).  La question qui se pose 
est alors comment trouver la meilleure sélection d'arbres dans un minimum de temps 







Intuitivement, nous savons que nous devons avoir un domaine suffisamment 
grand afin d'avoir suffisamment de solutions admissibles sans pour autant avoir 
un domaine trop gand qui augmenterait la chance de trouver de mauvais candi- 
dats. En pratique, nous avons constaté que dans un réseau suffisamment connecté, 
n = 1 ou 2 était suffisant. De plus, nous avons constaté qu'avoir n 2 3 n'était pas 
nécessairement avantageux dans la mesure où dans ce cas, on perd beaucoup de 
temps à tester des mauvais candidats (de trop gros arbres) et la chance de trouver 
de mauvais optimums locaux augmente. Cependant, il n'est pas toujours possible 
d'avoir des arbres d'au plus deux nœuds de Steiner pour connecter tous les types 
d'appel car cela dépend de la connectivité du réseau. Alors, pour les types d'appel 
concernés, on n'a pas le choix que de générer de gros arbres de Steiner (avec plus de 
deux nœuds de Steiner). 
-k 
D'autre part, pour trouver M ( c ) ,  il est important de garder présent à l'esprit 
que nous devons avoir des arbres avec un petit nombre d'arcs en commun. m k ( c )  n'il 
donc pas à prendre des valeurs trop grandes dans la mesure où il est naturellement 
impossible d'avoir un gand nombre d'arbres disjoints. En pratique, nous avons 
constaté qu'indépendamment de la taille du réseau, ZTk(c) = 3 OU 4 donnait des 
résultats acceptables. 
4.3.4 Résumé 
Nous avons testé l'algorithme basé sur la méthode heuristique sur plusieurs ré- 
seaux. Dans tous les cas étudiés, l'algorithme nous a permis d'obtenir rapidement 
des solutions très satisfaisantes en terme de revenu et qualité de service. 
D'autre part, les solut ions obtenues par cet te méthode heuristique sont compa- 
rables en termes de performances à celles obtenues par la méthode exacte. En fait, 
nous avons constaté que la méthode exacte dépendait beaucoup de la solution ini- 
tiale et qu'en partant d'une solution arbitrairement choisie, on pouvait obtenir des 
solutions moins bonnes que celles obtenues par la méthode heuristique [72]. Cela 
est dû à la non convexité du problème et ainsi, au fait que les solutions obtenues 
sont des optimums locaux. De plus, pour n et M assez grands, nous avons souvent 
obtenu des solutions exactes identiques à celles obtenues par la méthode heuristique 
lorsque la solution obtenue par cette méthode heuristique est utilisée comme solu- 
tion initiale pour la méthode exacte; d'où l'expression quasi optimales pour décrire 
les solutions obtenues par la méthode heuristique [72]. 
Enfin, nous avons montré qu'il n'est pas nécessaire de considérer de très gands 
arbres de Steiner dans la mesure où ceux-ci ont de fortes chances de contenir des 
arcs coûteux et ainsi, de générer de faibles revenus. 
4.4 Acheminement en temps réel 
L'heuristique que nous avons proposée pour la sélection d'arbre pour le problème 
d'acheminement dépend de la connaissance à priori des matrices de trafic. En pra- 
tique, il peut être diacile de caractériser ces matrices de trafic et nous pouvons 
avoir de grosses différences entre les valeurs prévues et les valeurs réelles de ces 
matrices de trafic. De plus, le nombre de types d'appel peut être immense ce qui 
rend très diflicile la co~aissance de ces types d'appel. Alors, on se demande que 
faire si en pratique, nous ne connaissons pas ces matrices de trafic. Par exemple, 
que se passe-t-il si un appel arrive alors qu'il ne correspond à aucun type d'appel 
pré-défini? 
Une fois que nous avons sélectionné les arbres, nous avons les valeurs des proba- 
bilités de blocage sur les arcs. Comme nous l'avons expliqué dans la section 4.3.2.2, 
étant donné les B,, on peut générer les arbres qui minimisent C, B,. Ainsi, si on 
peut mesurer ces probabilités (en comptant le nombre d'appels bloqués sur les arcs), 
il nous est possible de générer de bons arbres sans connaître les matrices de trafic. 
Si un appel qui ne correspond pas à un type d'appel pré-défini arrive, nous pouvons 
générer à l'aide de l'heuristique un arbre qui minimise C, Bs pour le connecter. 
L'opérateur du réseau peut alors décider quand il doit mettre à jour les types 
d'appel. Si on considère que l'appel qui vient d'arriver n'est pas susceptible de se 
reproduire, on se contente de générer un arbre qui minimise Cs Bs. Si par contre on 
constate qu'on a des appels fréquents venant d'une nouvelle source vers un nouvel 
ensemble de destinations, il faut mettre à jour les types d'appels et ré-optimiser 
l'acheminement. Si on constate que même en ré-optimisant I'acheminement des ap- 
pels, la performance du réseau est inacceptable alors, il faudra re-sélectionner les 
arbres. Si la performance du réseau est toujours inacceptable, l'opérateur n'a pas le 
choix que de re-dimensionner le réseau afin de tenir compte de l'augmentation du 
trafic offert au réseau. On doit alors connaître les nouvelles matrices de trafic. En 
pratique, celles-ci peuvent aussi être mesurées en comptant le nombre de requêtes 
de connexions venant des commutateurs. 
Ainsi, afin de mettre en œuvre un algorithme pour effectuer l'acheminement en 
temps réel, on a besoin de compteurs pour mesurer les probabilités de blocage des 
arcs et le trafic offert au réseau. Une question serait alors s'il y it moyen d'implan- 
ter un tel algorithme de façon distribuée plutôt que d'une façon centralisée oh les 
données concernant les valeun mesurées sont envoyées périodiquement à un serveur 
qui utilise la méthode heuristique pour générer les arbres. 
4.5 Autres méthodes d'optimisation de la sélec- 
t ion d'arbres 
Il existe dans la littérature des méthodes d'optimisation autres que celles que 
nous proposons pour résoudre des problèmes mixtes (à variables e ~ t  ières et miables 
continues). Parmi ces méthodes, les plus populaires sont actuellem& les algori thmes 
génétiques et les algorithmes de recherche de type tabou. Comme on va le voir dans 
ce qui suit, le principe sur lequel se basent ces deux méthodes est le même et il 
consiste à altérer une solution courante afin de voir si on peut l'améliorer. Nous 
allons expliquer comment notre méthode heuristique repose ~r$tiquement sur le 
même principe et pourquoi elle est plus adéquate pour résoudre le problème de 
sélection d'arbres. 
Algorithmes génétiques 4.5.1 
Les a , dgorithmes génétiques ont été introduits dans [47]. II s'a@ d'heuristiques 
qui simulent les principes d'évolution dans une population en considérant quatre 
opérations: 
1. sélect ion, 
2. croisement, 
3. mutation et 
4. évaluation. 
Chaque opération est répétée, soit un nombre prédéterminé de fois, soit jusqu'à 
ce que la solution réponde à un critère donné. En pratique, on associe une probabilité 
qu'un croisement ou une mutation ait lieu. Le croisement qui contrôle la reproduction 
se fait en général avec une forte probabilité. La mutation se fait en général avec 
une faible probabilité. Dans la littérature, il n'y a pas de valeurs s u  lesquelles les 
chercheurs semblent s'entendre mais en général, la probabilité de croisement est 
supérieur à 0.6 et celle de mutation est de l'ordre de 0.01 1221. 
Dans le contexte d'acheminement, l'opération sélection se ferait selon un critère 
qui minimise la somme des coûts induits ou des probabilités de blocage des arcs d'un 
arbre donné. Afin de tenter d'améliorer la solution courante, on pourrait envisager 
un croisement d'un certain nombre d'arbres avec d'autres arbres dont le résultat 
serait un arbre qui utilise le minimum possible d'arcs en commun avec e u .  Une 
mutation serait de modifier un arbre existant en y remplaçant un arc et I'éMluation 
serait indiquée par le revenu net de l'arbre. On se rend alon compte qu'à peu de 
choses près, c'est ce que fait la méthode heuristique que nous proposons dans la 
section 4.3.2.2. 
Il est difficile de quantifier la complexité d'un tel algorithme. Si nous voulons 
envisager toutes les mutations et les croisements possibles, nous obtenons une corn- 
plexité trop grande, qui peut être plus grande que celle de la méthode exacte proposée 
dans la section 4.3.1. En effet, il y a un nombre très élevé de façons de remplacer 
un arc dans un arbre et de considérer les combinaisons des arbres qui subissent de 
telles mutations (pour tous les types d'appels). Aussi, pour un arbre donné, il y a un 
nombre très grand de façons de trouver des arbres disjoints avec lui. De plus, si nous 
ne contrôlons pas la taille de la population, nous pouvons rapidement se retrouver 
avec un très grand nombre d'arbres rendant l'optimisation difficile voire impossible 
avec les outils informatiques dont nous disposons. Il faudra alors limiter la tailie de 
la population et c'est ce que fait la méthode heuristique que nous proposons daos la 
section 4.3.2.2 en limitant le nombre de nœuds de Steiner dans les arbres sélection- 
nés. Il faut aussi noter qu'en pratique, les algori thmes génétiques sont utilisés pour 
des population de tailles limitées, en général, quelques centaines [29, 221. 
4.5.2 Recherche de type tabou 
La recherche de type tabou a été introduite dans [42]. Brièvement, il s'agit d'une 
heuristique qui consiste à partir d'une solution courante et définir un voisinage en 
altérant légèrement cet te solut ion selon des transformations spécifiques. On obtient 
ainsi un ensemble de solutions dont la meilleure devient celle A partir de laquelle 
commence l'étape suivante. Une particularité intéressante de cette méthode est que 
les transformations peuvent dégrader la fonction objectif ce qui évite la convergence 
rapide vers de mauvais optimums locaux. Aussi, pour éviter le retour vers des solu- 
tions déjà explorées, on interdit les solutions qui ont été explorées récemment en les 
considérant #tabou*, d'où l'appellation de la méthode. 
Dans le problème de sélection d'arbres et dans le contexte d'acheminement, nous 
pouvons définir le voisinage d'une solut ion comme étant l'ensemble d'arbres qu i  
différent d'un arc de ceux qui écoulent actuellement du trafic. Même avec une aussi 
petite différence, en pratique, ce voisinage peut être immense. En effet, pour un 
arbre donné, et dans un réseau de taille N, la taille du voisinage est 0 ( N 3 )  car il y 
a N - 1 façons d'enlever un arc d'un arbre et N(N - 1)/2 - ( N  - 1) façons de le 
remplacer. Si on a KCM axbres en tout, la taille du voisinage deviect 0 ( N 3 K C M ) .  
Afin de limiter la taille de ce voisinage, nous pouvons plutôt ne changer un arc 
qu'avec UR arc qui satisfait un certain critère par exemple, dont la probabilité de 
blocage Bl(c) (ou le coût induit) et au plus égale a la sienne. Nous optimisons dors 
l'acheminement et nous retenons seulement les arbres écoulmt du trafic. Ici aussi, 
nous constatons qu'à peu de choses près, c'est ce que fait la méthode heuristique 
que nous proposons dans la section 4.3.2.2. 
4.5.3 Résumé 
Nous avons brièvement expliqué comment on pourrait sélectionner les arbres en 
utilisant des méthodes génétiques ou de recherche de type tabou. Nous pouvons 
conclure qu'il existe des ressemblances entre ces méthodes et notre heuristique mais 
l'heuristique que nous proposons est plus appropriée pour résoudre le problème de 
sélection d'asbres car elle a été spécialement développée pour cette fin. 
4.6 Conclusion 
Nous avons illustré dans quelle mesure la sélection d'arbres avait un impact sur les 
performances du réseau et nous avons proposé un critère simple pour sélectionner les 
arbres. Nous avons alors présenté deux algorithmes pour la sélection d'arbres dans le 
contexte d'acheminement. Le premier algorithme converge théoriquement vers une 
solution exacte (un optimum local) mais il est très complexe et la qualité de ses 
solutions dépend considérablement de la solution initiale. Le dewième algorithme 
est basé sur une méthode heuristique et nous permet de trouver rapidement une 
bonne sélection d'arbres qui peut servir entre autre comme solution initiale pour 
la méthode exacte. De plus, pour phsieurs exemples, les solutions obtenues par la 
méthode heuristique sont optimales pour la méthode exacte ce qui veut dire que 
pour ces exemples, la méthode exacte n'est pas nécessaire pour trouver une bonne 
solution optimale. 
CHAPITRE 5 
Sélect ion d'arbres pour la synthèse 
de réseaux 
Nous donnons dans ce chapitre une description du problème de sélection d'arbres 
dans le contexte de la synthèse de réseau. Dans la section 5.1, nous donnons une 
formulation mathématique pour ce problème. Dans la section 5.2, nous résumons 
une étude que nous avons effectuée pour étudier l'impact de la sélection d'arbres sur 
la synthèse de réseaux et nous donnons ensuite un critère simple pour la sélection 
d'arbre. Dans la section 5.3, nous expliquons comment on pourrait utiliser les mé- 
thodes du gradient projeté et de génération de colonnes pour résoudre le problème 
de sélection d'arbre de façon exacte. E n h ,  dans la section 5.4, nous proposons une 
méthode heuristique simple pour résoudre le problème de sélection d'arbres, qui a 
fait l'objet de l'article [73]. Les deux méthodes ont fait l'objet de l'article [71]. 
5.1 Formulation du problème 
De même que pour l'acheminement, on peut énoncer le problème de sélection 
d'arbres dans le contexte de La synthèse de réseau comme suit: 
pour une matrice de t ~ t a j c  donnée, trouver le triplet (&a, N )  incluant 
l'ensemble d'arbres S ,  l'acheminement a et les capacités des artères de 
transmission N qui maaimise la valeur nette du réseau. 
Ainsi, les problèmes de sélection d'arbres, de dimensionnement et d'achemine- 
ment doivent être traités simultanément. La formulation mathématique du problème 
est 
où Cs est une constante qui donne le coût d'une unité de capacité, sur l'arc s et 
-k L ( c )  est la probabilité de perte d'appel maximale permise pour le type k de classe 
Dans cette formulation, on peut identifier le revenu des connexions par 
et le coût du réseau par 
Il est clair que le problème de synthèse est encore plus complexe que le problème 
d'acheminement puisqu'on optimise aussi les capacités. Cependant, comme on va le 
voir dans la section 5.2, il existe un critère simple pour sélectionner les arbres de 
façon à maximiser la valeur nette du réseau. Ce critère nous a permis de développer 
une heuristique assez simple que nous décrivons dans la section 5.4. 
5.2 Critère de sélection d'arbres 
Afin de trouver un critère de sélection d'arbres, nous allons évaluer l'impact du 
choix d'arbres sur la performance du réseau. Dans cette section, nous utilisons les 
mêmes définitions que dans la section 4.2. 
Par ailleurs, nous allons supposer que le coût de capacité est le même pour tous 
les arcs c.-à-d., Cs = Co V S. Cette hypothèse est réaliste dans la mesure où nous 
avons des arcs de même type (fibre par exemple) et que la capacité a le même coût 
pour tous les arcs du réseau. 
Exemple 5.2.1 Considérons le réseau donné dans l'exemple 4.2.2 avec la sélection 
d'arbres de la figure 4.5. Quand nous optimisons le dimensionnement avec l'algo- 
rithme de la section 3.4.2, nous avons constaté que tout le trafic de type 1 est écoulé 
sur l'arbre de Steiner, tout le trafic de type 2 est écoulé sur l'arbre de recouvrement 
et enfin, le trafic de type 3 est écoulé sur l'arbre de Steiner. Ceci donne lieu à la 
topologie optimale donnée dans la figure 5.1. Nous avons seulement dix arcs dans le 
réseau et en supposant que Co = 0.1, le coût du réseau est 14.9. 
D'autre part, nous avons constaté qu'à la solution optimale, les coûts induits 
de tous les arcs sont du même ordre de grandeur. Ceci est dû au fait que dans la 
mesure où on peut ajuster les capacités des arcs, on peut réduire leurs coût induit 
Tableau 5.1: QS pour le dimensionnement optimal du réseau. 
Figure 5.1 : Topologie optimale du réseau. 
en augmentant leurs capacités. Lorsqu'on faisait uniquement de l'acheminement, le 
seul moyen de réduire les coûts induits des arcs était d'acheminer le trafic sur des 
arbres disjoints et dans ce cas, il n'est pas toujours possible d'éviter les arcs coûteux. 
Dans la mesure où dans l'exemple 4.2.2 nous avions 23 arcs de capacité Ns = 10 
chacun, le coût du réseau était de 23.0. Cela illustre dans quelle mesure ta concen- 
tration du trafic réduit le coût du réseau. Le revenu des appels est 69.3 et la QS est 
donnée dans le tableau 5.1. Ainsi, on peut dire qu'en satisfaisant les contraintes de 
QS, nous avons réussi à réduire le coft du réseau de 35%. Ce résultat est très im- 
portant car il montre à quel point nous pouvons faire des économies en concentrant 
le trafic. 
Maintenant, nous allons sélectionner les arbres de façon à ce que ceux-ci aient le 
maximum possible d'arcs en commun. Nous utilisons alors les axbres de la figure 5.2. 
Comme on peut voir sur cette figure, les arbres d'indice 2 utilisent huit arcs en tout. 
Les arbres d'indice 1 sont des étoiles que nous utilisons pour illustrer la non convexité 
du problème de synthèse de réseaux. 
Quand nous optimisons le dimensionnement avec l'algorithme de la section 3.4.2, 
nous trouvons que tous les appels sont connectés sur les arbres d'indice 2. Nous obte- 
nons alors un réseau de huit arcs (un arbre) dont le coût est 13. On a pratiquement le 
même revenu et QS que le cas où nous utilisons la sélection d'arbres de la figure 4.5. 
Comme le coût du réseau avec cette sélection d'arbres était de 14.9, nous avons fait 
des économies 13% en utilisant des arbres ayant plusieurs arcs en commun. 
Quand nous commençons par une solution initiale qui privilégie les étoiles (de 
forte valeurs de am pour les arbres correspondant), nous obtenons un réseau où tout 
le trafic est écoulé par les étoiles. Ce réseau a 15 arcs et son coût est de 16.3 qui 
est 20% plus cher que le réseau de huit arcs. Ainsi, nous illustrons à la fois la non 
convexité du problème et l'inconvénient de disperser le trafic sur plusieurs arcs dans 
le contexte de la synthèse de réseaux. Ces résultats sont résumés dans le tableau 5.2. 
Exemple 5.2.2 Dans l'exemple 4.2.3, nous avions utilisé 30 arcs de capacité 17 
chacun ce qui veut dire que le coût du réseau est 51 et ce pour Co = 0.1. 
Nous allons maintenant optimiser les capacités des arcs pour les données et 
le choix d'arbres de l'exemple 4.2.3. Pour ce faire, nous utilisons l'algorithme de 
dimensionnement de la section 3.4.2. 
En dimensio~ant les arcs, nous constatons que comme dans l'exemple 5.2.1, un 
Figure 5.2: Sélection d'arbres ayant plusieurs arcs en commun. 




seul arbre est utilisé pour écouler les appels d'un type d'appel donné. Ceci corres- 
8 arcs en commun 
étoile,MST,S teiner 
étoiles 
pond à l'arbre de recouvrement pour le type 1 de classe 1, l'arbre de recouvrement 
pour le type 2 de classe 1, l'arbre de Steiner pour le type 3 de classe 1, l'arbre de 
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type 2 de classe 2. Comme nous pouvons le voir dans la figure 4.7, ces arbres ont 
Coût 
plusieurs arcs en commun. Nous obtenons alors le réseau de 15 arcs de la figure 5.3 
dont le coût est 29.7 ce qui veut dire que nous avons réalisé des économies de 42% 




par rapport au réseau utilisé dans l'exemple 4.2.3. Le revenu est 132.7 et la QS est 




Nous pouvons encore réduire le coût du réseau en concentrant davantage le tra- 
1; 1; 0.88 
1; 1; 1. 
I 
1; 1; 1 
fic. Il est clair que dès que le nombre d'appels devient important, le choix des arbres 
devient difficile à faire. Cela illustre le besoin de développer une approche systéma- 
tique pour sélectionner les arbres. En effet, comme on le verra dans I'exemple 5.4.2, 
on peut réduire le coût du réseau considérablement en concentrant le trafic sur des 
arcs bien choisis. 
Figure 5.3: Topologie optimale du réseau avec mufti-débit. 
Tableau 5.3: QS pour le dimensionnement optimal du réseau avec du mufti-débit. 
5.2.1 Influence du facteur de coût Co et des revenus wk(c)  
Afin de tester l'influence du paramètre Co ou des revenus wk(c) sur les résul- 
tats, nous avons dimensionné le réseau avec la même sélection d'arbres que dans 
l'exemple 5.2.1, pour différentes valeurs de Co. Les résultats sont donnés dans le 
tableau 5.4 pour l'acheminement et la QS et dans le tableau 5.5 pour les capacités 
des arcs. 
D'après ces résultats, nous constatons que Co n'affecte pas le choix des arbres. 
Seul le coût du réseau augmente ou diminue proportionnellement à Co. Cependant, 
nous avons constaté que les capacités installées sur les arcs correspondant aux arbres 
sélectionnés augmentaient légèrement si Co diminue considérablement et ceci est tout 
à fait prévisible puisque la capacité coûte moins cher. Néanmoins, il faut une très 
forte variation de Co (dix fois) pour observer une variation significative des capacités. 
Aussi, à partir d'une certaine d e u r  de Co, les capacités optimales ne changent 
pratiquement plus. Cette limite correspond aux capacités minimales requises pour 
satisfaire les contraintes de QS. 
D'autre part, comme nous pouvons le constater dans le tableau 5.4, plus Ca 
augmente, plus le coût rattaché à la perte Lk(c)zk(c) est important et plus les reve- 
nus nets marginaux pondérés des arbres sont faibles. Ceci est tout à fait prévisible 
puisque plus la capacité coûte cher, plus il est coûteux (ou encore, moins cela génère 
du revenu) d'écouler un appel supplémentaire dans le réseau. 
Enfin, il est important de noter que le choix de Co est intimement lié aux revenus 
wk. En pratique, pour des revenus valant 1 par destination, nous avons constaté 
que pour une plage de valeurs 0.01 5 Co 5 0.5, nous obtenons pratiquement le 
même réseau. Si nous augmentons les wk et Co proportionnellement, cela ne change 







Tableau 5.5: Capacités (Na) des arcs et  coût du réseau us Co. 
absolument rien aux résultats. Ainsi, il suffit de fixer l'un et de faire varier l'autre 
pour étudier et l'influence de Co et celle de w'. Notons aussi qu'il est raisonnable de 
faire en sorte que le coût du réseau ne dépasse pas le revenu généré par les appels. 
5.2.2 Interprétation des résultats 
D'après ces résultats (qui ont été vérifiés sur plusieurs exemples), nous pouvons 
dégager les points suivants: 
- Le problème de synthèse de réseaux n'est pas convexe car il a été possible 
d'obtenir des solutions optimales différentes pour les mêmes données, mais en 
pirtant de solut ions initiales différentes. On obtient donc des optimums locaux, 
ce qui veut dire que les algorithmes que nous proposons ici ne garantissent pas 
la convergence vers un optimum global. 
- Le dimensionnement optimal élimine l'existence d'arcs coûteux car on optimise 
les capacités des arcs. De ce f i t ,  on élimine les problèmes de perte de revenu 
due a w  arcs coûteux qu'on retrouve dans le cas où on effectue seulement 
l'acheminement. 
On peut aussi dégager un critère simple pour la sélection d'arbres qui s'énonce 
comme suit: 
Dans le contexte de lu synthèse de réseaux, il est préfé~able de concentrer 
le trafic et d'utiliser des arbres avec le mazimvm possible d'arcs en com- 
mun. Cela donne un réseau optimal faiblement connecté (se réduisant 
souvent à un arbre). L? vaut donc mieuz avoir un petit nombre d'arcs de 
grandes capacités plutôt qu 'un grand nombre d'arcs de capacités relative- 
ment faibles. De plus, le dimensionnement optimal conduit à 1 'utilisation 
d 'un arbre unique pour connecter les appels point-à-multipoint d'un type 
donné. 
Ainsi, on obtient un critère de sélection contraire à celui obtenu dans le contexte 
d'acheminement (voir section 4.2). Ceci est essentiellement du au fait que pour 
l'acheminement, on ne peut diminuer les coûts induits des arcs qu'en acheminant les 
appels sur des arbres disjoints. Cela conduit à l'utilisation de plusieurs arbres par 
type d'appel donc, à l'utilisation de plusieurs arcs. Par contre, si on peut ajuster 
les capacités des arcs, le problème d'arcs coûteux est éliminé et il est plus rentable 
de faire en sorte que les arbres des différents types d'appels partagent le maximum 
possible d'arcs donnant lieu à une topologie optimale faiblement connectée [?O]. 11 
faut noter que ceci repose sur l'hypothèse de la concavité de la fonction qui donne 
le coût des capacités des arcs ce qui est le cas de notre modèle où ces coûts sont 
linéaires. Dans le cas de fonction coiit non concave, on ne sait pas quelle serait 1â 
topologie optimale du réseau. Cependant, il faut noter qu'en pratique, les coûts sont 
concaves dans la mesure où il est moins cher d'acheter un petit nombre de systèmes 
de grosses capacités que plusieurs systèmes de capacités relativement petites. 
5.2.3 Résumé 
Nous avons illustré dans quelle mesure la concentration de trafic permet de ré- 
duire le coût du réseau. Il faut maintenant trouver une approche systématique pour 
générer et sélectionner les arbres dans le contexte de la synthèse de réseaux. Nous 
proposons deux méthodes, une méthode exacte qui est malheureusement inutilisable 
en pratique et une méthode heuristique basée sur le critère de sélection qu'on vient 
de décrire. 
5.3 Méthode exacte 
Si on connaissait tous les arbres candidats correspondant à tous les types d'appel 
et qu'on optimisait le dimensionnement et l'acheminement, seuls les arbres écoulant 
du flot positif auraient dû être sélectionnés pour connecter les appels et nous aurions 
alors résolu le problème de sélection d'arbres. Malheureusement, il est pratiquement 
impossible de connaître tous les arbres poumnt être utilisés pour connecter les ap- 
pels. Nous avons dors besoin d'une méthode qui ne requiert pas la connaissance à 
priori de ces arbres. Ceci peut être réalisé à l'aide des méthodes du gradient p r e  
jeté [67] et de génération de colonnes. 
5.3.1 Gradient projeté 
Dans la section 4.3.1, nous avons montré que la méthode du gradient projeté 
peut être utilisée pour résoudre le problème de sélection d'arbres dans le contexte 
d'acheminement d'appels. Nous pouvons utiliser exactement la même approche ici 
sauf que nous avons comme variables les a et les N aussi. Nous pouvons facilement 
montrer que d'une itération à l'autre du gradient projeté, on a 
où Qt(a) et R(N) sont les ensembles de contraintes actives correspondant aux co- 
efficients de partage de charge et aux capacités des arcs, respectivement. 
Cet algorithme converge localement dans l'espace défini par les contraintes ac- 
tives et les conditions de convergence sont exactement celles données dans la sec- 
tion 4.3.1. Une fois que nous avons cet optimum local, nous V O U ~ ~ O ~ S  alors savoir 
quel(s) arbre(s) et/ou arc(s) devrions nous faire sortir de l'ensemble des contraintes 
actives aiin d'améliorer la fonction objectif; ce qui peut être réalisé par la méthode 
de génération de colonnes. 
5.3.2 Génération de colonnes 
Dans le contexte d'acheminement, la génération de colonne concernait seulement 
l'ensemble R ( a ) .  Ici, elle concerne aussi l'ensemble de contraintes actives R(N) 
rendant ainsi le problème de génération d'arbres encore plus complexe. 
Dans la section 4.3.1, nous avons montré que dans le contexte d'acheminement, 
dans le cas où nous trouvons un arbre satisfaisant R:(c) > vk(c )  (u& < O), cet 
arbre quitte l'ensemble des contraintes actives puisqu'il génère plus de revenu que 
les arbres écoulant du flot actuellement. Nous pouvons généraliser ceci au contexte 
-t 
de la synthèse de réseaux excepté que nous devons considérer R,(c) au lieu de 
-k 
R,(c). En effet, comme nous le voyons dans les équations (3.30) et (3.31)' les arbres 
-L 
écoulant du flot positif ont des revenus R,(c) égaux et les arbres n'écoulant pas de 
==k 
flot, ont un revenu inférieur. Ainsi, en maximisant R,(c), si nous pouvons générer 
un arbre qui satisfait &(c) < O, cet arbre est celui qui doit quitter l'ensemble des 
contraintes actives ~ t ( a ) .  
Malheureusement, il est pratiquement impossible de générer des arbres qui maxi- 
-L. 
misent &(c) car, comme nous l'indique l'équation (3.29)' nous devons connaître 
L ' ( c ) x ~ ( c )  afin de générer de tels arbres. De plus, nous avons besoin de connaître 
Qk(c) qui contient le produit des probabilités de connexion sur les arcs alors que 
tous les algorithmes de génération d'arbres que nous connaissons sont basés sur des 
coûts additifs. Pour pallier cette difficulté, dons la section 4.3.1, nous avions s u p  
posé que les Qm(c) sont proches de 1, et de cette façon, nous avons pu les négliger 
ct 
en générant les arbres. Or, ici nous avons le produit Lk(c)xk(c) dans R,(c) et en 
pratique, il est facile de montrer avec des résultats numériques que ce produit ne 
peut être négligé de-t &c), même si Lk(c) < 1 (car Q ~ ( c )  2 1). Un exemple 
est donné dans le tableau 5.4 pour Co = 0.5. Notons aussi que les Lk(c) sont une 
fonction du produit des probabilités de blocage des arcs ce qui rend la résolution du 
problème d'arbre de Steiner très difficile voire, impossible. 
De plus, on o besoin de connaître queiles contraintes (5.5) doivent quitter fl(N). 
L'ensemble de contraintes (5.5) inactives va ainsi déterminer les arcs que nous pou- 
vons considérer lors de la génération d'arbres tel que décrit ci-dessus. 
Afin de connaître quelle contrainte (5.5) doit quitter Q(N) (et l'arc s correspon- 
dant), nous avons besoin de chercher s'il existe un orbre (k, c, m') qui utilise l'arc 
correspondant à cette contrainte (Z,(k+-,m') = 1) et qui satisfait 
Ainsi, les ensembles Q(N) et R,k(a) sont intimement liés ce qui rend le problème de 
sélection d'arbres encore plus complexe. Par exemple, lorsque nous sommes entrain 
de dimensionner le réseau, quelques variables Ns peuvent s'annuler, ce qui va rendre 
les contraintes qui leur correspondent actives. Ainsi, toutes les contraintes (5.3) 
correspondant aux arbres utilisant les arcs pour lesquels N, = O deviennent aussi 
actives. Cela rend la résolution du problème de sélection d'arbres de façon exacte 
pratiquement impossible. C'est pourquoi, nous ne pouvons qu'utiliser des Deuris- 
tiques pour résoudre ce problème. 
5.4 Méthode heuristique 
Dans cette section, nous proposons des approximations afin de simplifier le p r e  
blème de sélection d'arbres et nous allons illustrer pourquoi la concentration de trafic 
permet de réduire le coût du réseau. Pour le revenu, nous allons utiliser les approxi- 
mations de la section 4.3.2.1. Notons qu'ici, une approximation notée par X pour 
une variable X donnée ne correspond pas nécessairement à une borne inférieure ou 
supérieure. 
5.4.1 Approximation du coût et des contraintes de QS 
En supposant que la topologie du réseau et les contraintes de QS sont données, 
nous pouvons estimer les capacités qui doivent être installées sur les arcs. Nous d o n s  
remplacer à cette fin les contraintes de QS (5.4) de bout en bout par des contraintes 
sur les probabilités de blocages des arcs. 
Pour un arc s donné, soit la classe c* satisfaisant W(cœ) 2 W(c)  V c  sur cet arc. 
-k 
Ainsi, de l'équation (4.15), et en supposant que Lk(cw) = L (c') pour tous les arbres 
écoulant du flot, nous pouvons déduire que 
min 
zk (c* ) 
's(c*) = ((t.ni))[~~&,=*.ni) D k ( e )  
où Dk(c*) est le nombre de destinations pour le type d'appel k de classe cœ. Dans 
l'équation (5.6)' nous avons supposé que nous avons un arbre dont le nombre d'arcs 
est Dk(c') ce qui est le cas des arbres de recouvrement. En pratique, nous pouvons 
avoir des arbres de Steiner mais nous savons qu'il n'est pas économique d'utiliser de 
très gros arbres dans la mesure où ceux-ci génèrent de faibles revenus [40, 701. Nous 
pouvons alors déduire l'approximation pour la capacité de l'arc s 
où âs est évalué par l'équation (4.11). L'équation (5.7) stipule que la capacité 
de l'arc s doit être celle qui fait en sorte que les appels de classe cm aient une 
probabilité de blocage B,(ca) et puisque pour toutes les autres classes nous avons 
B&) 5 BJc*), dors, les contraintes de QS seront satisfaites pour tous les types 
d'appel si l'équation (5.7) est vraie pour tous les arcs. Ceci est vrai car nous n'avons 
pas de réservation de circuit dans notre modèle. Si cela était le cas, il faudra trouver 
une autre démarche pour approximer les capacités. 
Enfin, nous pouvons approximer le coût du réseau par 
et la valeur nette du réseau par 
qui peuvent être facilement évalués cornaissant les zk(c) et les arbres. 
5.4.2 Concentration de t r a c  
Pour le problème de synthèse de réseaux, nous avons constaté sur tous les 
exemples numériques que nous avons considérés (une cinquantaine) que pour chaque 
type d'appel, un arbre unique est utilisé pour acheminer le trafic et que tous les arbres 
sélectionnés utilisent plusieurs arcs en commun. Nous avons aussi constaté que plus 
nous réduisons le nombre d'arcs dans le réseau, moins ce dernier coûte cher. Ainsi, 
intuitivement, on devrait s'attendre à ce que le réseau qui coûte le moins cher soit 
un réseau très faiblement connecté se réduisant souvent à un arbre. Ce résultat n'est 
pas surprenant dans la mesure où il est COMU que les systèmes avec grosses capacités 
ont de meilleures performances marginales que les systèmes à faibles capacités. Nous 
pouvons expliquer ce phénomène comme suit. 
Dans le cas d'une seule classe d'appel, nous savons empiriquement que la fonc- 
tion f donnée par l'équation (5.10) (où nous avons supprimé l'indice de classe) 
est concave. D'autres propriétés intéressantes de cette fonction sont que f (O) = O et 
qu'elle est asymptotiquement linéaire (voir figure 5.4 oY nous donnons cette fonction 
pour B, = C t  = 0.001). 
Ns = f (a,) 1 B.=c~. (5.10) 
Ainsi, nous pouvons faire la proposition a de concentration de trafic * suivante: 
Proposition 5.4.1 Nous supposons que la fonction f donnant la capacité d'un arc s 
a blocage constant sur cet arc est concave et strictement croissante. Alors, la capacitc' 
marginale AN., requise pour augmenter le trafic offert à l'arc s d'une quantité Au, > 
O à blocage constant sur cet arc, diminue à mesure que la capacité de l'arc augmente. 
Démonstration: Nous d o n s  faire une démonstration graphique (une démonstra- 
tion analytique est donnée dans l'annexe A). Considérons la fonction f donnée dans 
la figure 5.4. Il est clair que pour maintenir la probabilité de blocage constante sur 
un arc s donné, accroître le trafic par une quantité mârginale Au, requiert une plus 
petite capacité marginale dans le cas où nous avons une grosse capacité sur l'arc. 
En d'autre mots, N: < Ns a AN: > ANs. 
Figure 5.4: Variation de la capacité en fonction du trafic offert à blocage constant 
(B, = 0.001). 
Ainsi, il est économique de concentrer le trafic sur un petit nombre d'arcs de 
grosses capacités plutôt que sur un grand nombre d'arcs de capacités relativement 
petites. D'autre part, nous pouvons faire la proposition r du chemin unique * sui- 
vante : 
Proposition 5.4.2 Nous dàmensionnons un réseau de N nœuds (N 2 3)  à blocage 
constant et égal à Bo sur tous les arcs du réseau (mono-débit). Nous supposons que la 
fonction f donnant la capacité d'un arcs s à blocage constant sur cet arc est concave 
et strictement croissante et que f(O) = O .  Nous voulons acheminer une quantité de 
trafic a (trafic offert) d'un nœud A vers un nœud B donnés. Nous supposons que 
nous n'avons pas encore installé de capacité entre A et B et que nous allons utiliser 
des arcs qui n'écoulent p a s  de trafic actuellement. Dans ces conditions, il sufit que 
Bo 5 1 / ( N  - 1 )  pour qu'il soit plus économique d'écouler le trafic de A vers B sur 
un chemin unique, ayant le plus petit nombre possible d'arcs. 
Les nœuds A et B peuvent être la source et la destination d'un type d'appel point- 
&point, des nœuds de transit appartenant ù une communication point-à-point ou des 
nœuds figurant sur un arbre connectant des appels point-à-multipolnt. En général, le 
troJic écoulé de A vers B est une agrégation de trafies provenant de plusieurs types 
d 'appel. 
Une démonstration rigoureuse de cette proposition est donnée dans l'annexe B. Pour 
avoir une idée sur notre démarche, considérons la figure 5.5 où nous avons deux cas: 
un cas où le trafic a est acheminé sur un seul chemin de A vers B et un cas où on 
utilise deux chemins. En supposant que dans chacun des deux cas les probabilités de 
blocage sur les arcs sont très faibles ( &(c)  < 1) et ainsi, que le trafic offert aux arcs 
est à égal au trafic écoulé a (voir section 4.3.2.1), pour montrer que l'on a besoin de 
moins de capacité dans le cas où on utilise un seul chemin, il suffit de montrer pour 
O < a l l q u e  
ce qui peut être facilement déduit des propriétés de la fonction f (voir lemme B. 1.1). 
Dans la figure 5.5, nous avons considéré deux chemins utilisant le même nombre 
d'arcs. Si cela n'est pas le cas, il est évident que les appels doivent être acheminés 
sur le chemin ayant le plus petit nombre d'arcs. 
Notons que la condition suffisante 
de la proposition 5.4.2 est pratiquement toujours satisfaite pour des réseaux ayant 
des containtes de QS raisonnables ( p ( c )  de l'ordre de 1%). En effet, &(c) 5 zk(c) 
Figure 5.5: Concentration de trafic sur un seul chemin. 
car autrement, on aura certainement plus que Z*(c) comme probabilité de perte 
-k 
d'appel. Par exemple, si L (c )  = 0.01, tant que N 5 100, la condition (5.12) est 
toujours satisfaite. Notons aussi qu'en pratique, BJc) est approximée par l'équa- 
tion (5.6) ce qui veut dire que si le nombre de nœuds dans le réseau (N) augmente, 
le nombre de destinations ( D k ( c ) )  est susceptible d'augmenter aussi faisant en sorte 
que la condition (5.12) soit satisfaite. 
Ainsi, selon la proposition 5.4.2, si nous n'avons pas encore installé de capacité 
sur des arcs reliant une paire de nœuds donnée, il est plus économique d'utiliser 
un seul chemin ayant le plus petit nombre d'arcs possible pour écouler le trafic 
entre ces nœuds. D'autre part, selon la proposition 5.4.1, si nous avons déjà installé 
de la capacité sur des arcs reliant cette paire de nœuds, il est plus économique 
d'augmenter la capacité des arcs qui ont les plus grosses capacités pour écouler une 
quantité de trafic supplémentaire entre ces nœuds. Ainsi, nous pouvons résumer que 
la concentration de trafic couvre deux aspects notamment 
1. il faut avoir le moins d'arcs possible dans le réseau et 
2. les arcs doivent être en mesure d'écouler le plus de trafic possible. 
Notons que pour montrer les économies réalisées par concentration de trafic, nous 
n'avons pas tenu compte des coûts des capacités (C.(N,)) .  Tant que ces coûts sont 
des fonctions concaves et croissantes de la capacité (ce qui est le cas en pratique), 
la concentration de trafic est économique. 
La concentration de trafic est aussi économique dans le contexte du multi-débit 
puisque nous savons que dans ce cas, le comportement asymptotique des appels est 
comme si ces derniers saisissent et libèrent les circuits de façon indépendante [64]. 
5.4.3 Algorithme de sélection d'arbres 
Dans la section 5.3, nous avons montré comment on pourrait résoudre le problème 
de sélection d'arbres de façon exacte et nous avons aussi expliqué pourquoi il est 
pratiquement impossible de le faire. Néanmoins, nous pouvons simplifier l'algorithme 
de sélection d'arbres en supposant qu'à la solution initiale Q(N) = 0 et qu'en cours 
d'optimisation, la contrainte (5.5) qui devient active n'est plus reconsidérée ce qui 
veut dire que si un arc voit sa capacité s'annuler en cours d'optimisation, on ne 
le reconsidérera plus dans la suite. Ainsi, nous pouvons réduire la génération de 
colonnes en la considérant uniquement pour les contraintes (5.3) c.-à-d., seulement 
pour R ( a ) .  Compte tenu des économies réalisées avec la concentration de trafic sur 
un petit nombre d'arcs, il est alors évident qu'un tel algorithme va converger vers 
une solution où le réseau optimal a un petit nombre d'arcs, souvent vers un réseau 
en arbre. Il reste dors à savoir quels arcs sélectionner pour former cet arbre. 
L'algorithme que nous dons proposer ici est basé sur le principe de concentration 
de trafic décrit dans la section 5.4.2. D'un côté, nous voulons utiliser le moins d'arcs 
que possible (aspect 1 de la concentration de trafic) et de l'autre, nous voulons faire 
en sorte que les arcs puissent écouler le plus de trafic que possible (aspect 2 de la 
concentration de trafic). 
La procédure de sélection d'arbres comporte deux étapes: d'abord on effectue une 
concentration globale du trafic en considérant tous les types d'appel en même temps 
et ensuite, nous effectuons une concentration individuelle, en considérant les types 
d'appel un par un. L'idée principale consiste à mettre de la capacité sur le plus petit 
nombre possible d'arcs afin de minimiser le coût du réseau. Dans la concentration 
globale, nous essayons de faire partager les arcs par le plus grand nombre possible 
de types d'appel, ensuite dans la concentration individuelle, nous essayons de faire 
en sorte que chaque type d'appel utilise le plus petit nombre possible d'arcs. 
5.4.4 Algorithme de concentrat ion globale de trafic 
L'algorithme qu'on propose ici concentre le trafic conduisant à un réseau en 
arbre. Les arbres utilisés pour connecter les appels des différents types sont donc 
des sous arbres du graphe du réseau. La procédure est la suivante: 
1. Pour chaque type k de classe c, identifier Ek(c)  l'ensemble des nœuds partici- 
pant à ce type d'appel (source et destinations). 
2. Pour chaque type k, construire les paires ordonnées de noeuds ( i ,  j ) ,  i < 
j v(i,j) E Ek(c) x ï ( c ) .  Les arcs correspondant à ces paires forment ainsi 
les arcs potentiels qui pourraient être utilisés pour connecter les appels de 
type k. 
3. Construire la matrice d'incidence 




4. Pour chaque arc s, calculer 
le trafic maximal qui peut être offert à cet arc (sans perte). 
5. En utilisant t, comme longueur d'arcs, construire un arbre de recouvrement 
de coût maximal. 
6. Pour chaque type, construire le sous-arbre qui connecte les nœuds participants 
aux appels de ce type. 
Ainsi, cette procédure permet de concentrer le trafic d'une façon globale c.-à- 
d., en considérant tous les types d'appel. On obtient un réseau en arbre quasi- 
optimal (RAQO) sur lequel sont générés les arbres des différents types d'appel point- 
à-multipoint. Pour chaque type d'appel, on a donc un arbre unique pour connecter 
les appels. On peut montrer moyennant les explications données dans la section 5.4.2 
la quasi optimali té d'une telle procédure de sélection d'arbres. 
La raison pour laquelle nous considérons que le réseau est optimal est que si 
nous devions chercher un réseau en arbre, la concentration globale de trafic donne le 
meilleur en terme de valeur nette du réseau. En général, le réseau optima! n'est pas 
un arbre (voir section 5.4.5) mais avec exclusivement des appels point-à-muitipoint, 
nous pouvons montrer que souvent, nous avons une solution optimale. Pour ce faire, 
nous avons utilisé des méthodes de recherche de type tabou que l'on décrit dans la 
section 5.8. 
Dans la mesure où le réseau est un arbre, en cas de panne, il n'y pas de sécurité 
au niveau commuté. En général, il est nécessaire d'introduire une certaine sécurité au 
niveau commuté (point-à-point) mais nous ne savons pas si cela peut se généraliser 
pour le cas où nous avons des appels point-à-multipoint. Néanmoins, dans la mesure 
où nous considérons un réseau composé de liens logiques tels que les VP ( Virtual 
Path) en ATM, en cas de panne, nous pouvons re-router les circuits sur d'autres 
chemins physiques. 
Enfin, il est aussi important de noter que puisqu7en général il y a plus d'un arbre 
de recouvrement de coût maximum, l'algorithme de concentration globale de trafic 
peut avoir plusieurs solutions. Ainsi, nous avons une flexibilité quant au  choix de la 
solution. La qs peut d o n  être un critère de choix, par exemple, nous pouvons limiter 
le degré de chaque nœud du réseau afin de réduire le nombre de copies effectuées à 
chaque commutateur [55] ou encore, le nombre d'arcs dans les branches de l'arbre 
afin de minimiser le délai de livraison des unités de données de la source vers les 
destinations [88]. 
Exemple 5.4.1 Pour les mêmes données de l'exemple 5.2.1, à l'aide de l'algorithme 
que nous venons de présenter, nous optimisons le dimensionnement, l'acheminement 
ainsi que la sélection d'arbres. Ceci nous donne le réseau en arbre quasi optimal 
(RAQO) de la figure 5.6 dont le coût est cette fois 13.0. Le revenu généré par les a p  
pels est 69.3 et Lk(c)  = 0.01 V k, c. Ainsi, a l'aide de l'algorithme de concentration 
globale de trafic, nous avons encore réduit le coût du réseau de 13% par rapport à 
l'exemple 5.2.1. Les résultats sont résumés dans le tableau 5.6. 
Les capacités et les variables d'arcs avec les approximations sont données dans le 
tableau 5.7. On peut dors remuquer que les approximations sont très bonnes dans 
ce cas. 
Exemple 5.4.2 Nous optimisons maintenant la sélection d'arbres et le dimension- 
nement du réseau, pour les données de l'exemple 5.2.2, à l'aide de l'algorithme de 
Tableau 5.6: Synthèse de réseauz avec du point-a-multipoint. 
Figure 5.6: Topologie 
Réf. (étoile,MST,Steiner) 
Concentration de trafic 













Tableau 5.7: Variables d'arcs. 
concentration de trafic. Nous obtenons le RAQO de la figure 5.7. Le coût du réseau 
est 24.5 et le revenu est 132.8. Ainsi, nous avons encore réduit le coût du réseau 
de 17.5% par rapport à celui de l'exemple 5.2.2. Ces résultats sont résumés dans le 
tableau 5.8. 
La QS est donné dans le tableau 5.9. La fonction objectif vaut z = -108.3 et nous 
avons 2 = -107.9. Les variables d'arc sont données dans le tableau 5.10- Comme 
nous pouvons le constater d'après ces résultats, nos approximations sont très bonnes 
dans ce cas aussi. 
5.4.5 Concentration individuelle du trafic 
On peut montrer [?1,70] que la procédure décrite dans la section 5.4.4 est quasi- 
optimale pour des réseaux avec des communication point-à-multipoint . Cependant, il 
se peut que pour quelques types, on puisse générer un arbre différent de celui obtenu 
Tableau 5.8: Synthèse de réseaux avec du mufti-débit. 
Réf. (étoile,MST,S teiner) 
Concentration de trafic 
Coût 1 Revenu 1 Valeur nette 1 maxk Lk 1 
Figure 5.7: Topologie du RAQO avec du multi-débit. 
Tableau 5.9: QS pour la synthèse du réseau avec du multz-débit. 
Tableau 5.10: Va'oriables d'arcs pour le multi-débit (classe 2 seulement). 
à l'aide de la procédure décrite ci-dessus et obtenir encore de meilleurs résultats. 
On parle alors d'une concentration individuelle de trafic, en considérant les types 
d'appel un par un et ce, après avoir effectué la concentration globale de trafic. 
Avec la concentration individuelle du trafic, même si on a des appels point-à-point, 
le réseau obtenu est quasi-optimd, ce qui n'est pas vrai si on se contente de la 
procédure décrite dans la section 5.4.4. 
La concentration individuelle de trafic est intéressante lorsque pour certains types 
on a un petit nombre de noeuds participants, typiquement, des connexions point-a- 
point. Souvent, pour ce type d'appel, l'arbre obtenu par la procédure décrite dans la 
section 5.4.4 est un arbre de Steiner de grande taille (avec plusieurs nœuds de Stei- 
ner). Remplacer cet arbre par un arbre plus petit (un arbre de recouvrement) donne 
souvent de meilleurs résultats. Ainsi, nous concentrons davantage le trafic en rédui- 
sant le nombre d'arcs. Néaamoins, dans la mesure où la concentration individuelle 
du trafic concerne un petit nombre de types d'appels, les économies réalisées sont 
négligeables par rapport aux économies déjà effectuées par la concentration globale 
de trafic. Ainsi, nous pouvons voir la concentration globale comme étant grossière 
don que la concentration individuelle peut être vue comme étant fine. 
Un exemple est d o ~ é  dans la figure 5.8 oh nous avons deux cas. Un cas oii le 
trafic de A vers B est envoyé sur le chemin utilisant les trois arcs s i ,  sl, et s3 (nous 
supposons que ces arcs appar t ie~ent  au RAQO). Dans l'autre cas, nous utilisons 
l'arc direct s de A vers B (cet arc n'est pas dans le RAQO). Le coût du réseau est 
réduit avec une telle opération si 
où les variables primées correspondent à l'utilisation de l'arc direct au lieu du chemin 
SI ,  S2' et S3* 
L'inégalité (5.14) est susceptible d'être satisfaite si la demande de trafic de A 
vers B est assez forte pour que nous ayons Ni, < NqVi E {1,2,3). Cependant, si 
cette demande de trafic est très forte, l'arc s a de fortes chances de faire partie du 
RAQO ce qui veut dire que nous n'avons pas besoin de la concentration individuelle 
de trafic dans ce cas. 
Utilisation des arcs du RAQO Utilisation de l'arc direct 
Figure 5.8: Utilisation de l'arc direct au lieu des arcs du RAQO. 
Ainsi, après la génération du RAQO, on effectue la procédure s u i m t e  
1. k = O, rn = 1. Pour tous les arcs du réseau non utilisés, t, = -1. 
2. k = k + 1, si k = K + 1, fin. 
3. Si l'arbre (k, c, m), généré sur l'arbre optimal n'est pas un arbre de recou- 
vrement, générer un arbre de recouvrement de coût maximum à sa place, en 
utilisant î. comme longueur d'arcs. Sinon, aller à (2). 
4. Si on améliore la fonction objectif (valeur nette évaluée approximativement tel 
que indiqué dans la section 5.4.1), remplacer l'arbre de Steiner par l'arbre de 
recouvrement dans SL(c) . 
5. Aller à (2). 
Au début de cette procédure, les î, des arcs n'appartenant pas au RAQO doivent 
prendre des valeurs négatives afin de donner la préférence aux arcs qui sont déjà 
sélectionnés dans le RAQO. Une fois que nous avons sélectionné les arbres, nous 
optimisons les capacités à l'aide de l'algorithme de la section 3.4.2. 
À la fin de cette procédure, on a toujours un arbre unique pour connecter un 
type d'appel donné mais la topologie optimale du réseau n'est pas nécessairement un 
arbre. Ceci n'est pas forcément mauvais compte tenu de l'introduction d'une certaine 
sécurité dans le réseau d'une part, et de la possibilité d'optimiser l'acheminement si 
le trafic change (voir section 5.6), d'autre part. 
Exemple 5.4.3 Dans cet exemple, aux données de l'exemple 5.4.1, nous ajoutons 
un type d'appel (type 4) point-à-point du nœud 6 vers le nœud 8. On suppose que 
A4 = 4. D'abord, nous n'utilisons pas la concentration individuelle du trafic et nous 
cherchons le RAQO. Nous obtenons un réseau dont la topologie est exactement celle 
donnée dans la figure 5.6 mais dont les capacités de certains arcs ont augmenté. 
Celles-ci sont données dans le tableau 5.1 1 où on les comparent avec les capacités 
de référence obtenue dans l'exemple 5.4.1. Le coût du réseau est passé de 13 pour le 
réseau de référence à 14.6 (Co = 0.1). 
Nous pouvons constater que les capacités des arcs (1,5), (1'8) et ( 5 ' 6 )  ont aug- 
menté. Ces arcs correspondent au chemin utilisé pour connecter les appels de 6 vers 
8 dans le RAQO de la figure 5.6. Ainsi, nous avons deux nœuds de transit dans 
ce chemin ce qui résulte en un gaspillage de capacité. En effet, si nous utilisions la 
concentration individuelle du trafic, nous obtiendrions un réseau identique à celui la 
figure 5.6 mais auquel nous ajouterions l'arc (6,8). Les capacités des arcs sont exac- 
tement celies données dans le tableau 5.7 et la capacité de l'arc (6'8) est NX = 9.3 
- 
(nous avons aussi N& = 9.3). Le coût du nouveau réseau est 13.9 (au lieu de 14.6 
sans la concentration individuelle) ce qui veut dire que nous avons fait environ 5% 
d'économies. 
5.4.6 Dilemme point-à-point/multipoid 
Nous avons constaté que l'introduction du point-à-multipoint avec le point-à- 
point donne des réseau dont la comectivité varie selon I'intensité du trafic de l'un 
ou de l'autre [?Il. Plus le trafic point-à-point est intense par rapport au trafic 
point-à-muhi point , plus l'utilisation des arcs directs est optimale et le trafic point- 
à-multipoint est alors acheminé sur les arcs déjà utilisés pour le trafic point-à-point. 
Ainsi, si nous avons plusieurs appels point-à-point, la topologie est relativement 
fortement connectée. Dans le cas contraire, où le t r d c  point-à-multipoint est plus 
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Tableau 5.1 1: Capocités des arcs avec un appel point-à-point e t  trois appels point-à- 
multipoint. 
- - -  -- 
Nu de référence 
intense, on a tendance à obtenir des topologies faiblement connectées et le trafic 
point-à-point est alors acheminé sur des chemins avec un nombre plus ou moins 
élevé de nœuds de transit. Dans le cas général, la connectivité du réseau optimal 
varie entre celle d'un axbre et celle d'un graphe complet. 
Exemple 5.4.4 L'objectif de cet exemple est d'illustrer d'une part, l'utilité de la 
concentration individuelle du trafic et d'autre part, l'impact de l'introduction d'ap- 
pels point-à-point sur la topologie optimale du réseau. Pour ce faire, aux données de 
l'exemple 5.2.1, nous ajoutons sept types d'appel point-à-point . Ceux-ci sont donnés 
dans le tableau 5.12. 
Considérons d'abord le cas où nous avons une sélection d'arbres dans la quelle 
on utilise un arbre unique en étoile pour connecter tous les appels d'un type donné. 
Un arbre en étoile peut être considéré comme un arbre direct * dans la mesure où 
Tableau 5.12: Types d 'appel point-à-point . 
source destinations 
Figure 5.9: Topologie optimale du réseau avec des appels point-à-point en utilisant 
les arbres directs. 
on utilise l'arc direct entre la source et chaque destination. Nous dimensionnons le 
réseau à l'aide de l'algorithme de la section 3.4.2 et nous obtenons le réseau de la 
figure 5.9. Le coût de ce réseau est de 22.8 (Co = 0.1) et le revenu des appels est 
102.0 et Lk 5 0.OllVk. 
Maintenant, nous optimisons la sélection d'arbres à l'aide de l'algorithme que 
nous venons de présenter ci-dessus c.-à-d., on fait d'abord une concentration globale 
du trafic puis une concentration individuelle. Ceci nous dorme le réseau optimal de 
11 arcs de la figure 5.10 dont le coût est 18.8. Le revenu généré par les appels est 
102.2 et Lk 5 0.01 lVk. Ainsi, nous avons réalisé des économies de 18% par rapport 
au cas où nous utilisons les étoiles. 
D'autre part, on voit ici que l'introduction d'appels point-à-point fait en sorte 
que la topologie optimale (voir figure 5.10) obtenue par concentration du trafic n'est 
plus un arbre. Si nous n'avions pas utilisé la concentration individuelle de trafic, la 
topologie optimale du réseau aurait été un arbre de coût 22.0, ce qui signifie qu'avec 
la concentration individuelle de trafic, nous avons réduit le coût du réseau de 15% 
par rapport au cas ou l'on effectue seulement la concentration globale du trafic. Les 
résultats sont résumés dans le tableau 5.13. 
Il est aussi intéressant de noter que tous les types point-à-point utilisent les arcs 
directs et que le trafic multipoint est écoulé sur ces mêmes arcs. Nous avons constaté 
que si nous diminuons l'intensité du trafic point-à-point, le réseau optimal est un 
arbre (la concentration individuelle du trafic n'est pas requise) et le trafic point-à- 
point n'est pas nécessairement écoulé sur les arcs directs ce qui illustre le dilemme 
point-à-point /muhipoint (voir exemple 5.4.8). 
Figure 5.10: Topologie optimale du réseau avec des appels point-à-point. 
Tableau 5.13: Synthèse de réseauz avec point-a-point et  point-à-rnultipoint. 
- - - -- - - 
Référence (étoiies ) 
Concentration globale 
Concentration individuelle 
-. .. - - -- 
Valeur nette /maxi Lk 
5.4.7 Résultats pour d'autres réseaux 
Étant donné que la concentration globale de trafic est intéressante si on a plu- 
sieurs appels point-à-multipoint et que la concentration individuelle l'est plutôt 
quand on a des appels point-à-point, nous voulons alors savoir dans quelle mesure 
on économise si on a les deux catégories d'appel dans le réseau. 
Nous allons considérer comme référence un réseau obtenu après dimensionnement 
en utilisant des étoiles pour connecter les appels point-à-multipoint (une étoile par 
type d'appel). Nous définissons alors qg comme étant l'économie (en pourcent) réa- 
lisée en utilisant l'algorithme de concentration globale de trafic et qi comme étant 
l'économie additionnelle réalisée à l'aide de la concentrat ion individuelle. L'économie 
totale est alors donnée par q = rl, + qq - il,v/100. 
Nous voulons savoir comment T ~ ,  qi et q évoluent en fonction du nombre de 
nœuds N dans le réseau, du nombre de types d'appel h', du rapport p défini comme 
étant la fraction du nombre de type d'appel point-à-point sur le nombre de types 
d'appel point-à-mult ipoint et du nombre de classes C. 
Exemple 5.4.5 Dans cet exemple, nous considérons une seule classe d'appel et 
nous faisons varier N, K et p. Les Résultats sont donnés dans la figure 5.11 pour 
dans la figure 5.12 pour Q et dans la figure 5.13 pour q. 
D'après les résultats de la figure 5.11, nous constatons que 7, augmente avec la 
taille du réseau. Ceci est dû au fait que lorsqu'on a plusieurs nœuds, utiIiser les arbres 
directs (étoiles) donne lieu à un réseau très connecté qui coûte trés cher. En effet, 
comme on peut le voir dans la figure 5.11, pour N = 25, K = 20 et p = 0/1, nous 
avons une économie de 45% en concentrant le t r d c  sur un axbre (RAQO). D'autre 
part, nous constatons que dans la mesure où la proportion d'appels point-&-point 
Figure 5.1 1: Variation de rl, (en %) us N .  
diminue (indiquée par p), les économies réalisées pas concentration globale du trafic 
augmentent. Ceci est dû au fait que si on a plusieurs appels point-à-mdtipoint, on 
gagne beaucoup à concentrer le trafic. 
D'autre part, d'après les résultats de la figure 5.12, nous constatons que qi ne 
dépend pas particulièrement du 
augmente considérablement 
concentration individuelle pour 
nombre de nœuds ou de types d'appels. En revanche, 
avec p et ceci est dû à l'économie réalisée par la 
le trafic point-à-point. 
. , . . Enfin, d'après la figure 5.13, on peut voir que r )  donne des économes importantes 
dans pratiquement tous les cas excepté lonqulon a plusieurs types d'appel point-à- 
point (p et K grands). Ceci est dû au fait que dans ce cas, nous n'avons pas beaucoup 
d'économies avec la concent ration globale de trafic et des économies relativement 
faibles par la concentration individuelle du trafic. En effet, si nous utilisons les arbres 
Figure 5.12: Variation de rl; (en %) us N .  
Figure 5.13: Variation de 7 (en %) vs N .  
directs comme référence, les arcs directs correspondant à la plupart des appels point- 
à-point sont déjà utilisés. Ceci est illustré dans la figure 5.13 pour N = 9, K = 40 
et p = 112 et pour N = 9, K = 39 et p = 213 où q est de l'ordre de 15%. 
Exemple 5.4.6 Dans cet exemple, nous étudions I%volution de a, vi et en fonc- 
tion du nombre de classes d'appel. Pour cette fin, nous considérons un réseau de 9 
nœuds avec 15 types d'appel en tout. Nous considérons trois cas avec respective- 
ment, une deux et trois classes ayant chacune W(1) = 1, W(2) = 2 et W(3)  = 4 
comme débits. Dans chaque cas, nous avons deux réseaux avec p = 113 et p = 213. 
Nous supposons que le trafic point-&-point utilise une faible largeur de bande car 
en pratique, ce trafic correspond à de la voix et à des données informatiques alors 
que le multipoint correspond à du trafic vidéo et mdtimédia. 
Dans le tableau 5.14, nous donnons (qg,  Q, q )  et dans le tableau 5.15, nous don- 
nons la QS. Ainsi, on peut voir que la concentration du trafic permet d'économiser 
davantage dans le cas du multi-débit et ceci est dû au volume important du trafic 
dans ce cas. En effet, les économies augmentent avec le nombre de classes surtout 
lorsqu'on a plusieurs appels point-à-multipoint comme c'est le cas pour p = 113 
dans le tableau 5.14. 
D'autre part, nous pouvons voir d'après le tableau 5.14 que lorsque nous avons 
plus d'une classe d'appel, la concentration individuelle du trafic n'est pas requise 
(w = O). Ceci veut dire que tout le trafic point-à-point est acheminé sur les arcs 
utilisés pour le multipoint. Ainsi, dans le cas de plusieurs classes, si l'arc direct 
correspondant à un appel point-&-point donné n'est pas dans le RAQO, ce dernier 
est acheminé sur un chemin à plusieurs nœuds de transit. Ceci est dû au fait que dans 
ce cas, les grosses capacités des arcs font en sorte qu'il est plus économique de les 
Tableau 5.14: (G, v, q )  pour des réseaux multi-débit. 
/ p (1 Une classe ( Deux classes ( Trois classes / 
augmenter Iégèrernent pour acheminer le trafic point-à-point plutôt que de mettre la 
capacité sur l'arc direct, comme on pouvait s'y attendre d'après la proposition 5.4.1. 
En effet, comme on peut le voir dans le tableau 5.15, les probabilités de blocage des 
appels de faible débit sont très petites par rapport à celles des appels à haut débit 
et ceci explique pourquoi on a intérêt à utiliser les arcs du RAQO seulement. Ce 
phénomène est dû au fait que nous n'avons pas de réservation de circuit dans notre 
modèle de synthèse. Si tel est le cas, les résultats peuvent être différents [96]. 
Enfin, les capacités optimales et les variables d'arcs sont données dans le ta- 
bleau 5.16 pour p = 213 et la classe 3 dans le cas où nous avons trois classes d'appel. 
On peut alon vérifier que nos approximations sont bonnes dans cet exemple aussi. 
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Tableau 5.16: Variables d'arcs tour la classe 3 avec trois classes d'appel et p = 213. 
7 
Exemple 5.4.7 Dans cet exemple, nous d o n s  considérer des données particulières 
qui vont nous permettre d'observer l'évolution des économies obtenues par concen- 
tration de trafic en fonction du nombre de nœuds N et de l'intensité du trafic offert 
(les A ~ )  et ce, pour des grands réseaux. Cependant, il est très diflicile d'obtenir des 
résultats pour un très gand nombre de types d'appel (K 2 50) et un très gand 
réseau (N 2 50) avec les outils informatiques dont nous disposons (pas assez de 
mémoire). Néanmoins, les approximations que nous donnons dans la section 5.4.1 
peuvent être utilisées pour n'importe quelles valeurs de N et de K. 
L'objectif ici est de donner une idée sur l'évolution des économies pour N grand, 
alors, les données que nous allons utiliser ici seront choisies de sorte qu'elles per- 
mettent d'isoler l'effet de N et des Ak (il va sans dire que si N est grand, en pratique, 
K est grand aussi). 
Nous supposons que nous avons un réseau de N nœuds et que nous avons K = N 
types d'appel point-à-multipoint. Ainsi, nous allons nous intéresser seulement à qg. 
Pour simplifier, nous considérons une seule classe d'appel et nous supposons que 
chaque nœud du réseau joue le rôle d'une source dans un type d'appel différent 
et nous supposons alors qu'un nœud i donné est la source du type d'appel k = i. 
Nous supposons que chaque type d'appel k = i possède N - 1 destinations (tous les 
nœuds j # à). De plus, nous supposons que nous avons la même demande de trafic 
A& = Am Vk pour tous les types d'appel. 
Nous allons d'abord supposer que nous utilisons un arbre en étoile pour connecter 
chaque type d'appel. Il est alors clair que si nous dimensionnons le réseau, nous 
obtenons un graphe complet ayant N(N - 1)/2 arcs. Chaque arc s connectant les 
nœuds ( i ,  j) aura alors comme trafic offert la somme des trafics offerts provenant 
du type d'appel i (de i vers j) et du type d'appel j (de j vers 2 ) .  Comme chaque 
type a une demande de trafic A,, on a â, = 2A, Vs. En supposant que nous 
dimensionnons le réseau pour une QS donnée par zk, comme nous avons (N - 1) 
destinations, nous pouvons calculer les B, d'après l'approximation (5.6) et les N, 
d'après l'approximation (5 -7). 
Maintenant, nous d o n s  supposer que nous utilisons un RAQO. Il faut noter 
que dans la mesure où les types d'appels ont les mêmes demandes de trafic et que 
chacun d'entre eux implique tous les nœuds du réseau, tous les arbres qui recouvrent 
les nœuds du réseau ont des performances identiques en terme de coût du réseau. 
En effet, le trafic potentiel qui pourrait être offert à tous les arcs est le même et 
mut es = NA, Vs. Il s'agit en fait de la somme des trafics offerts provenant des N 
types d'appel. Alors, de même que ci-dessus, en supposant que nous dimensiomons 
le réseau pour une QS donnée par E, comme nous avons (N - 1) destinations, nous 
pouvons calculer les B~ d'après l'approximation (5.6) et celles-ci auront les mêmes 
valeurs que lorsqu'on utilise les étoiles. Alors, on peut déterminer les IVs en utilisant 
l'approximation (5.7). 
Nous pouvons alors approximer l'économie réalisée en utilisant le RAQO au lieu 
des étoile en observant que dans le premier cas, nous utilisons N(N - 1)/2 arcs de 
capacité f (2A,,,) chacun et que dans le deuxième cas, nous utilisons seulement N - 1 
arcs de capacité f (NA, ) cette fois; où f est la fonction donnée par l'équation (5.10) 
avec B, = Ct. = ZJD. 
Dans la mesure où f est concave, on a N f (2AJ > 2 f (NA,) (voir lemme B.1.2 
donné dans l'annexe B) et on a ainsi 
CO N ( N  - f (Mm) zCo(N - 1) f ( N A , ) .  2 
Le terme de droite de l'équation (5.15) donne le coût approximatif dans le cas où 
nous utilisons les étoiles et le terme de gauche, dans le cas où nous utilisons le 
RAQO. Ainsi, les économies réalisées sont 
Afin de vérifier le bien fondé de l'équation (5.16), nous avons comparé ses ré- 
sultats à ceux obtenus pour rl, dans la figure 5.11 pour respectivement N = 9, 16 
et 25. Nous obtenons dors les résultats du tableau 5.17. On peut remarquer que 
même si les résultats obtenus dans la figure 5.11 ne correspondent pas à des données 
similaires à celles que nous utilisons dans cet exemple, les résultats de la figure 5.11 
et ceux obtenus par l'équation (5.16) sont du même ordre de grandeur. Cela nous 
indique que l'équation (5.16) est susceptible de donner une bonne estimation des 
économies obtenues par concentration de trafic. Notons que pour évaluer q$, nous 
Tableau 5.17: Compa~aison de q, et 7;. 
avons supposé que A, = 4 ce qui correspond, à peu de choses près, à la demande 
de trafic moyenne pour les données de la figure 5.11 et que B, = Ct. = 0.001. 
Maintenant, nous voulons observer l'évolution de 7; en fonction de N. Ceci est 
donné dans la figure 5.14 pour différentes valeurs de A,. Nous avons supposé que 
- 
L = 0.01 et donc que 8, = Ct. = 0.01/(N - 1). 
Comme on peut le constater d'après cette figure, l'économie augmente rapide- 
ment pour N relativement moyen (entre O et 25) pour ne plus croître que de façon 
modérée à partir de N = 40. Néanmoins, l'économie est autour de 50% pour de 
grandes valeurs de N ce qui veut dire que nous avons encore plus d'intérêt à concen- 
trer le trafic pour des grands réseaux. Ainsi, nous pouvons dire que dès que N dépasse 
25, on peut s'attendre t ce qu'en pratique, les économies obtenues par concentration 
de trafic soient très importantes. 
D'autre part, nous constatons que les économies sont plus importantes si les 
demandes de trafic (A,) sont faibles. Ceci est dû au fait qu'dors, nous sommes 
dans la région de courbure forte de la fonction f (voir figure 5.4) et les économie 
obtenues par concentration du trafic sont très importantes. 
Exemple 5.4.8 De même que dans l'exemple 5.4.7, nous d o n s  ici considérer des 
Figure 5.14: 7; en fonction de N. 
données particulières qui vont nous permettre d'observer l'évolution des économies 
en fonction de N et des pour des grands réseaux mais cette fois, en présence de 
trafic point-à-point aussi. On s'intéresse donc à qi et rl,. 
A u  données de l'exemple 5.4.7, nous ajoutons des appels point-à-point entre 
chaque paire de nœuds. Nous supposons que les appels point-A-point ont tous les 
mêmes demandes de trafic A, et que les appels point-à-multipoint ont tous les mêmes 
demandes de trafic A,. Parce que nous voulons entre autre étudier l'impact du 
rapport APIA, sur vi et rl,, nous allons supposer que A, = 1 et nous allons évaluer 
rl; et qg en fonction de A,. 
Nous considérons d'abord le cas où nous utilisons les arbres et les arcs directs pour 
connecter tous les types d'appel. Cela résulte en un graphe complet ( N ( N - 1 ) / 2  arcs) 
où le trafic offert à chaque arc est â, = 2A, + A, Vs. En effet, puisque chaque appel 
point-à-point utilise son arc direct, nous ajoutons A, au trafic point-à-multipoint 
que nous avions dans l'exemple 5.4.7. 
Maintenant, nous utilisons un RAQO. Nous avons î, = NA, + A ,  Vs. Ainsi, on a 
plusieurs RAQO. Pour simplifier, nous allons supposer que nous utilisons un RAQO 
en étoile. Nous d o n s  noter io la racine du RAQO. Cela veut dire que (N - 1) appels 
point-à-point utiliseront les arcs directs (ceux ayant io comme source ou destination) 
et N( N - 1) /2 - (N - 1) appels point-à-point utiliseront des chemins à un nœud de 
transit (le nœud de transit est io). Ainsi, on peut montrer que le trafic offert à chaque 
arc (io, i) du réseau est â, = NA, + (N - 1)A, Vs. Ceci est le t r d c  multipoint de 
l'exemple 5.4.7, auquel on ajoute le trafic correspondant à N- 1 appels point-à-point 
impliquant le nœud i. 
Maintenant, nous supposons que nous utilisons la concentration individuelle du 
trafic. Nous supposons que seuls les appels point-à-point subiront une concentration 
individuelle. Alors, nous auront N - l arcs auxquels le trafic offert est 9, = NA, +A,  
(il s'agit du trafic mdtipoint auquel est ajouté le trafic point-à-point offert à l'arc 
direct); et N(N - 1)/2 - ( N - 1) arcs auxquels le trafic offert est â, = A, (seulement 
du trafic point-à-point ). 
Il faut noter ici que nous ne savons pas à priori si nous auront des économies par 
concentration du trafic car cela dépend de la valeur de A, comme on va le voir tout 
de suite sur des exemples numériques. Nous pouvons alors montrer que l'économie 
par concentration globale du trafic est 
et que l'économie par concentration individuelle du trafic est 
Les résultats sont donnés dans la figure 5.15 pour 7; et dans la figure 5.16 pour 7:. 
Nous pouvons alors constater d'après la figure 5.15 que augmente avec N et qu'elle 
diminue avec A,. Cela est prévisible dans la mesure ou plus le trafic point-à-point 
est intense, moins il est avantageux d'effectuer la concentration globale. Néanmoins, 
pour de grands réseaux (N > 50)' l'économie est au delà de 20% même si le trafic 
point-à-point est cinq fois plus intense que le trafic point-à-multipoint (voir courbe 
A, = 5 dans la figure 5.15). Cela est dû au nombre très grand de destinations dans 
les appels point-à-multipoint . 
D'autre part, d'après la figure 5.16, on constate que r)i' semble croître très rapi- 
dement pour des petites valeurs de N pour atteindre un maximum pour un certain 
N (autour de 5) et commence à décroitre pour devenir négligeable quand N est très 
grand. Notons que nous avons un comportement similaire pour les résultats obtenus 
dans la figure 5.12. On peut alors interpréter ce résultat en considérant deux aspects 
1) quand N est très grand, le trafic point-à-multipoint est très fort (NA,) ce qui 
minimise I'importance de la concentration individuelle du trafic alors que 2) si N 
est assez faible (autour de 5), nous avons des valeurs comparables entre A, et NA, 
et alors, on a des économies relativement importante par concentration individuelle 
du trafic. D'autre part, nous constatons que la concentration individuelle du trafic 
n'est pertinente que si le trafic point-à-point est au moins 3 fois plus fort que le trafic 
point-à-multipoint. Cela veut dire que si A, est faible, utiliser un RAQO est optimal 
et il est plus avantageux de connecter les appels point-à-point sur des chemins avec 
UR nombre de nœuds de transit plus ou moins grand. 
5.5 Variation du trafic 
Nous voulons étudier le problème de sensibilité de la performance du réseau en 
présence de variation de trafic due à des erreurs de prévision soit sur les demandes de 
trafic ou sur les ensembles de nœuds participants dans les communications point-à- 
multipoint. On sait que dans le cas où on a uniquement des connexions point-à-point, 
le réseau est relativement peu sensible aux variations de trafic grâce en particulier 
aux techniques d'acheminement adaptatif. Cependant, pour des connexions point- 
à-multipoint, la question n'est pas résolue. 
Nous voulons alors savoir comment un opérateur du réseau doit réagir vis-à-vis 
de la variation de trafic. Nous avons considéré quatre façons de réagir: 
1. Une façon triviale de réagir à la variation de trafic est de garder le même réseau, 
avec les mêmes capacités et la même sélection d'arbres (si possible) et ne rien 
Figure 5.15: 7; (en %) en fonction de N artec du point-à-point. 
Figure 5.16: q( (en %) en fonction de N avec du point-&point. 
faire. Cependant, si les nœuds participant aux communications multipoint 
varient, on n'a pas le choix que de modifier les arbres faute de quoi, certains 
nœuds ne seront pas connectés. 
2. Une deuxième possibilité est de ré-optimiser l'acheminement des appels sur 
d'autres arbres qu'il faudra éventuellement générer. Cette approche a 17avan- 
tage d'être simple et de pouvoir se faire sur une échelle de temps assez courte 
(quelques minuta). Cependant, elle peut être insuffisante si la wiat ion de 
trafic est importante. De plus, elle exige une connectivité assez forte dans le 
réseau ce qui n'est pas le cas du réseau que nous obtenons en concentrant le 
trafic. Nous verrons dans la section 5.6, ce qu'il y a lieu de faire afin de faire 
en sorte que le réseau soit s ~ s a m m e n t  connecté sans que cela ne coûte trop 
cher. 
3. L'opérateur du réseau peut optimiser le dimensio~ement des capacités des 
arcs sans pour autant ré-optimiser l'acheminement des appels. Ceci peut se 
faire si le réseau de transmission est un réseau logique par exemple, un réseau 
de VPs en ATM. Aussi, si les destinations changent, il faudra d'abord mettre à 
jour les arbres car autrement, certaines nouvelles destinations (commutateurs) 
pourraient ne pas être connectées alors que d'autres nœuds ayant quitté les 
communications pourraient recevoir inutilement du trafic. 
4. Enfm, une dernière façon de réagir à la vaxiation de trafic, qui donne les 
meilleurs résultats mais, qui ne peut être faite que sur une échelle de temps 
plus longue (plusieurs semaines) est de refaire la synthèse du réseau pour tenir 
compte des nouvelles valeurs des demandes de traiic. On peut alors utiliser 
l'dgorithme de concentration de trafic. Cette approche ne peut se faire fré- 
quemment lorsqu'on dimensionne des liens physiques. Par contre, dans le cas 
où on a des liens logiques comme les VP 1411 dans les réseaux de type ATM, 
le redimensionnement du réseau pourrait se faire assez fréquemment (ce type 
de réseau peut être re-configuré en moins d'une seconde aujourd'hui) (bien 
entendu, on ne M pas re-configurer le réseau toute les secondes). 
Exemple 5.5.1 Asa d'étudier I'impact de la variation du trafic sur la performance 
du réseau, nous considérons le cas réaliste où on a suffisamment de trafic c.-à-d., un 
nombre suffisamment grand de types d'appel point-à-point et point-à-multipoint. 
Soit les données des tableaux 5.18 et 5.19 où nous donnons les demandes de 
trafic et les destinations, prévues et réelles, correspondant aux types d'appel point-à- 
multipoint et point-&-point, respectivement. Nous avons supposé que l'on ne commet 
pas d'erreur sur les paires origine-destination (O-d) participant aux appels point-à- 
point. 
Nous générons un réseau optimal à l'aide de l'algorithme de concentration de 
trafic (globale et individuelle) pour le trafic prévu (demandes de trafic et destination) 
et nous évaluons la performance de ce réseau lorsque le trafic varie, tel qu'indiqué 
dans les tableaux 5.18 et 5.19, en fonction de I'action entreprise par l'opérateur du 
réseau. 
Les résultats sont donnés dans le tableau 5.20 pour le cas des appels point-à- 
multipoint exclusivement et dans le tableau 5.21 pour le cas où on a aussi des appels 
point-&-point. Dans le premier cas, dans la mesure où le réseau est un arbre, on ne 
peut ré-optimiser l'acheminement et par conséquent, on un un seul choix d'arbre 
pour connecter les appels si le t d c  change. Cependant, lorsque les destinations 
Tableau 5.18: Demandes de trafic point-a-multipoint et destinations prévues et 
réelles. Les destinations prévues et gui ne le devraient pas sont en petit caractères 
source 
et les destinations 
destinations 




Tableau 5.19: Demandes de trafic point-à-point prévues e t  réelles. 
Ak Prévu 
 réel 
5 4 2 4 3 4 5 3 5 4 
4 5 3 2 5 3 4 4 4 5 
changent, il faut modifier les arbres faute de quoi, certaines destinations pourraient 
ne pas être connectées. Dans le deuxième cas, puisque le réseau n'est pas un arbre, 
on peut ré-optimiser l'acheminement des appels si le trafic varie. L'optimisation de 
I'acheminement est réalisée par la méthode heuristique décrite dans le chapitre 4. 
Tableau 5.20: Performance du réseau en présence de variation de trafic avec exclu- 





























Comme on peut le voir dans le tableau 5-20, même si aucune action n'est prise, la 
performance du réseau est peu sensible à la variation des demandes de trafic. Ainsi, 
on peut dire que dans le cas où on a exclusivement des appels point-à-multipoint, la 
connaissance exacte des demandes de trafic importe peu (à condition que la vatiation 
- - 
Valeur nette maxi Lk 
ne soit pas trop forte). 
On peut aussi voir dans le tableau 5.21 que les erreurs de prédiction affectent 
183.7 .O07 
Tableau 5.21: Performance du réseau en présence de variation de trafic avec du trafic 
point-a-multipoint et point-à-point. k 5 10 correspond au appels point-d-multipoint. 
- - -  
Coût 
42.2 















Concent rat ion 




A' et  dest. réels 
surtout le trafic point-à-multipoint. En effet, la perte d'appel est beaucoup plus 
importante pour ces types d'appel. Aussi, si aucune action n'est prise, les erreurs de 
prédiction sur les demandes de trafic ont un impact important et ceci est surtout dû 
à l'erreur supplémentaire sur les demandes de trafic point-à-point. Néanmoins, on 
peut améliorer la performance du réseau simplement en ré-acheminant les appels. 
D'autre part, d'après les résultats du tableau 5.20, on constate que l'erreur de 
prévision sur les destinations a un impact non négligeable sur les performances du 
réseau. 11 faut au moins re-dimensionner les arcs pour y remédier. Comme on peut 
le voir dans le tableau 5.21, la présence d'appels point-à-point permet de réduire 
l'impact des erreurs de prévision sur les destinations car dans ce cas, le réseau est 
relativement fortement connecté faisant en sorte qu'il est possible de ré-acheminer 
les appels pour améliorer la performance du réseau. 
D'autre pu t ,  nous avons constaté (voir tableaux 5.20 and 5.21) que le coût du 
réseau obtenu après re-dimensionnement des artères de transmission est légèrement 
supérieur à celui obtenu en utilisant l'algorithme de concentration de trafic [?Il, et 
que les deux réseaux ont pratiquement les mêmes revenus et QS, ce qui laisse suggérer 
que p o u m  que le trafic soit concentré sur un petit nombre d'arcs susceptibles de 
servir à connecter un nombre assez grand de paire de nœuds participant auz différents 
types d'appel, peu importe ces arcs, le coût du réseau est quasi-optimal, un résultat 
typique obtenu pour piusieurs exemples numériques. 
5.6 Dilemme acheminement /dimensionnement 
Nous avons illustré comment la concentration de trafic sur un petit nombre d'arcs 
réduisait considérablement le coût du réseau. D'autre part, dans le chapitre 4, nous 
avons illustré comment la répartition du trafic sur des arbres disjoints augmentait 
le revenu généré par les appels. Nous nous demandons alors que faire en pratique 
si le réseau dimensionné ne comprend qu'un petit nombre d'arcs, donnant un choix 
très limité pour générer des arbres disjoints, alors que nous voulons ré-acheminer les 
appels quand le trafic wie .  
Heureusement, en pratique, si nous avons des appels point-à-point et des appels 
point-à-multipoint et que ceux-ci ont les mêmes exigences en termes de largeur de 
bande, nous savons que la topologie optimale est plus connectée que celle d'un arbre 
et si nous avons assez d'appels point-à-point dans le réseau (ce qui est le cas en 
pratique) nous auront une topologie qui permet de ré-optimiser l'acheminement des 
appels. Ainsi, le dilemme acheminement/dimensio~ement n'est pertinent que s'il 
n'y a pas de trafic point-à-point dans le réseau ou si celui-ci requiert une petite 
largeur de bande. 
Dans ce cas, pour rendre l'optimisation de l'acheminement des appels possible, 
nous avons besoin d'introduire plus de choix d'arcs dans le réseau. Une possibilité 
serait de modifier le modèle de sélection d'arbres, dans le contexte de la synthèse de 
réseaux, en introduisant une contrainte sur la connectivité minimale du réseau mais 
ceci augmente considérablement la complexité du problème. Une autre possibilité est 
de sélectionner des arbres disjoints en considérant tous le types d'appels ce qui est 
totalement à l'encontre du principe de concentration de trafic. En effet, nous avons 
montré qu'une telle solution donne un réseau dont le coût peut être 45% plus élevé 
qu'une valeur presque optimale que l'on peut atteindre [71] (voir exemple 5.4.5). 
Néanmoins, nous pouvons générer un réseau relativement connecté de façon plus 
efficace en n'introduisant que des arcs pertinents à l'acheminement des appels. Ces 
arcs sont ceux qui peuvent être partagés par le plus grand nombre possible de types 
d'appel tel que décrit dans la section 5.4.4 où nous avons dit que les arcs en question 
sont ceux ayant les plus fortes valeur des es. 
Soit h(n), le degré d'un nœud n. Si nous voulons que l'optimisation de I'achemi- 
nement soit pertinente, nous voulons éviter d'avoir plusieurs nœuds avec h(n) = 1 
ce qui est le cas de toutes les feuilles d'un arbre. L'idée est alors, une fois que nous 
avons généré un RAQO par l'algorithme de la section 5.4.4 (concentration globale 
du trafic), nous continuons la sélection des arcs connectant les nœuds ayant à la 
fois des petites valeurs de h(n) et des grandes valeurs de t,. En faisant ainsi, nous 
sommes sûrs que les arcs sélectionnés pourront servir à écouler beaucoup de trafic, 
provenant de plusieurs types d'appels et que nous allons efficacement augmenter la 
connectivité du réseau. Ceci peut être réalisé par la procédure suivante: 
2. Marquer les arcs co~espondant aux paires de nœuds ( i ,  j )  telles que h ( i )  = ho 
et h ( j )  = ho. S'il n'y a pas de tels arcs, aller à 3. Sinon, d e r  à 4. 
3. Marquer les arcs correspondant aux paires de nœuds (i, j) telles que h ( i )  = ho 
ou h ( j )  = ho. S'il n'y a pas de tels arcs, d e r  à 5. 
4. Sélectionner l'arc (a,  b) marqué et ayant la plus forte valeur de & et l'ajouter 
au réseau s'il n'y est pas déjà. h ( a )  t h(a)  + 1 et h(b) t h(b) + 1. Enlever le 
marquage de tous les arcs et aller à 2. 
où hmin est le degré minimal requis pour chaque nœud du réseau qui est une donnée 
de l'algorithme (que l'on peut fixer selon la connectivité voulue du réseau) et ho est 
une variable entière qui représente le degré courant des nœuds. 
Il reste cependant un problème à résoudre, quelles capacités allouer aux arcs 
sélectionnés, y compris ceux de l'arbre (RAQO) généré par l'algorithme de la sec- 
tion 5.4.4. Nous savons que nous voulons d'un coté minimiser le coût du réseau et 
de l'autre coté, obtenir une topologie assez connectée. Ainsi, on doit éviter de sélec- 
tionner des arbres utilisant exclusivement les arcs du RAQO car si on le faisait, au 
dimensionnement optirnd, seuls les arcs appartenant à cet arbre auront une Capa- 
cité positive. On doit plutôt sélectionner des arbres disjoints. La sélection d'arbres 
disjoints dans un réseau donné peut dors être réalisée à l'aide de l'heuristique de 
sélection d'arbres que avons proposée dans le chapitre 4. Maintenant que nous avons 
sélectionné les arbres, nous optimisons les capacités des arcs à Ifaide de l'algorithme 
décrit dans la section 3.4.2. 
Exemple 5.6.1 Dans cet exemple, nous considérons des appel point-à-multipoint 
exclusivement. Considérons les données correspondant aux demandes de trafic et 
destinations prévues données dans le tableau 5.18. Le RAQO correspondznt est 
donné dans la figure 5.17 (a). Le coût de ce réseau est 34.8 pour Co = 0.1. On peut 
voir sur cette figure que h(1)  = 5 et h(n)  = 1 V n E {3,5,6,7,9). 
Maintenant, nous fixons hmin = 2 et nous utilisons l'algorithme de la section 5.6 
pour augmenter la connectivité du réseau et nous obtenons dors le réseau de la 
figure 5.17 (b). Comme on peut le voir sur cette figure, trois arcs ont été ajoutés 
au RAQO, les arcs ( 5 3 ,  (3,6) et (4,7) que nous donnons par ordre décroissant 
des t,. Le coût de ce réseau est 38.5 ce qui est 11% plus cher que le RAQO de la 
figure 5.17 (a). 
Figure 5.17: Augmentation de la connectiuité du réseau. 
On fait de même pour hm, = 3 et nous avons constaté que quatre arcs sup 
plémentaires sont ajoutés au réseau précédent, les arcs (8,9), (2 ,5 ) ,  (6,7) et (3,9) 
d o ~ a n t  lieu au réseau de la figure 5.17 (c). Le coût de ce réseau est 41.8 ce qui est 
20% plus cher que le réseau de la figure 5.17 (a). 
Afin de tester la performance des ces deux réseaux, nous considérons le cas où les 
demandes de trafic ainsi que les destinations varient en même temps, tel que indiqué 
dans le tableau 5.18. Nous considérons alors cinq cas: le cas où nous modifions les 
arbres dans le réseau de la figure 5.17 (a), deux cas où nous augmentons la connec- 
tivité du réseau et ensuite on utilise l'heuristique du chapitre 4 pour sélectionner de 
nouveaux arbres, un cas oii nous dimensionnons les artères de transmission (pour 
les arbres modifiés obtenus dans le premier cas) et enfin, le cas où nous générons un 
RAQO pour le nouveau trafic. Les résultats sont donné dans le tableau 5.22. 
Comme on peut le voir d'après ces résultats, en augmentant la connectivité du 
réseau, nous pouvons augmenter sensiblement le revenu et la QS en ré-optimisant 
l'acheminement des appels. Cependant, il faut avoir hm, = 3 au moins afin d'obtenir 
de bonnes performances p o u  le réseau lorsque le trafic varie. Le réseau obtenu pour 
hm, = 3 est 15% plus cher que le RAQO obtenu par concentration du trafic alors 
que le revenu est 5% plus élevé que celui qu'on aurait si on se contentait de modifier 
Tableau 5.22: Performance en présence de variation de trafic. 
les arbres. Ceci nous indique que si now voulons augmenter &a connectiuité du réseau 
afin de pouvoir ré-optimiser l'acheminement des appels en cas de variation de trafic, 
le p r i z  à payer est beaucoup plus important que le gain que nous obtenons en ré- 
optimisant l'acheminement. On a plutôt intérêt a refaire la synthèse optimale pour 
la nouvelle matrice de trafi, un résultat typique qui a été observé pour plusieurs 







wk(c)  (car nous considérons les pourcentages des accroissements du coût du réseau 
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part et sur le revenu généré par la ré-optimisation de I'acheminement des appels, 
d'autre part. De plus, nous n'avons pas tenu compte du coût rattaché à l'opération 
qui consiste à ajouter des arcs au réseau. 
Exemple 5.6.2 Dans cet exemple, nous considérons des réseaux écoulant à la fois 
du trafic point-à-point et du trafic point-à-multipoint. Les résultats sont donnés 
dans le tableau 5.23 où nous donnons le nombre d'arcs dans Le réseau en fonction 
du nombre de nœuds et de p, le rapport du nombre de types d'appel point-à-point 
sur le nombre de types d'appel point-à-multipoint. Comme on peut le voir dans ce 
tableau, le nombre d'arcs est suffisamment grand faisant en sorte que si le trafic 
varie, on peut ré-acheminer les appels en conséquences et améliorer la perfomiuice 
du réseau. 
Des résultats pour N = 9 sont donnés dans le tableau 5.21 de I'exemple 5.5.1. 
On peut remarquer que même si nous avons seulement 11 arcs dans le réseau, on 
peut améliorer sa performance en ré-optimisant l'acheminement en cas de variation 
de trafic, surtout dans le cas où seulement les intensités des demandes de trafic ou 
les destinations varient. Il va sans dire que si le trafic augmente considérablement, 
il faut re-dimensionner le réseau comme on peut le voir dans le tableau 5.21 dans le 
cas OU les intensités des demandes de trafic ainsi que les destinations wien t .  
Tableau 5.23: Nombre d'arcs dans le réseau us N et p. 
5.7 Utilité pratique de l'heuristique de sélect ion 
d'arbres 
De même que pour l'acheminement, l'heuristique que nous avons proposée pour la 
sélection d'arbre dans le contexte de la synthèse de réseaux dépend de la connaissance 
à priori des matrices de trafic. Or, en pratique, il peut être difficile de caractériser 
ces matrices de trafic et nous pouvons avoir de grosses différences entre les valeurs 
prévues et les mleurs réelles de ces matrices de trafic. On se demande alon que faire 
si en pratique, nous ne connaissons pas ces matrices de trafic et que nous voulons 
dirnensionner le réseau. 
Si on constate que même avec une bonne sélection d'arbres (obtenue par ré- 
acheminement des appels par la méthode heuristique décrite dans le chapitre 4) les 
performances du réseau ne sont pas acceptables, l'opérateur du réseau n'a pas le 
choix que de re-dimensionner les artères de transmission. Alors, il a deux choix, soit 
garder la sélection d'arbre et opt irniser les capacités en utilisant I'algori t hme de la 
section 3.4.2 (dimensionnement optimd) ou encore, refaire la synthèse du réseau en 
tenant compte des nouvelles demandes de trafic (mesurées) et en re-sélectionnant 
les arbres par l'algorithme de concentration de trafic. 
La mise à jour des capacités des artères de transmission peut se faire approxima- 
tivement en utilisant la relation (5.7), en augmentant ou en diminuant la capacité de 
l'arc si la probabilité de blocage mesurée est inférieure ou supérieure à celle donnée 
par l'équation (5.6), respectivement. La concentration de trafic peut être réalisée en 
mesurant le trafic offert aux arc et en utilisant ces mesures pour approximer les P,. 
C'est à l'opérateur du réseau de décider quand il est nécessaire de mettre à 
jour les capacités des arcs où encore, quand il doit refaire la synthèse du réseau en 
re-sélectionnant les arbres. Nous avons montré qu'en général, il sufit de mettre à 
jour les capacités dans la mesure où le coût du réseau obtenu après mise à jour des 
capacités des liens est légèrement plus cher que le réseau obtenu en re-sélectionnant 
les arbres. 
La fréquence à laquelle on refait le dimensionnement ou la synthèse optimale du 
réseau dépend de la nature des liens c.-à-d., si les liens sont logiques, on peut le 
faire beaucoup plus fréquemment que dans le cas de liens physiques. Typiquement, 
toutes les semaines pour des liens logiques et quelque mois pour des liens physiques. 
Cependant, pour les réseaux de type ATM, on parle aujourd'hui de la possibilité de 
re-configurer le réseau en moins d'une seconde. 
5.8 Autres méthodes d'optimisation de la sélec- 
tion d'arbres 
Dans cette section, nous comparons l'heuristique de concentration de trafic à ce 
qu'on aurait si on avait utilisé des algorithmes génétiques ou des recherche du type 
tabou (voir section 4.5). 
5.8.1 Algorithmes génétiques 
Dans le contexte de la synthèse de réseaux, le croisement entre deux arbres de 
types d'appels différents donnerait lieu à un arbre qui utilise le maximum possible 
d'arcs en commun avec eux. Cependant, dans la mesure où dans le contexte de syn- 
thèse on veut minimiser le nombre d'arcs et d'arbres, le croisement est inapproprié 
(on choisirait une probabilité de croisement nulle). La mutation consisterait à al téter 
un arbre donné afin de minimiser le nombre d'arcs qu'il utilise et c'est ce que nous 
faisons pour les types d'appel ayant un petit nombre de destinations dans la sec- 
tion 5.4.5. Ainsi, on peut voir que cette approche est à peu de choses près semblable 
à la méthode heuristique que nous proposons daos la section 5.4.3. 
5.8.2 Recherche de type tabou 
On peut supposer qu'un voisinage est constitué de l'ensemble de réseaux qui 
différent de i arcs du réseau actuel. On a alors deux choix, soit remplacer i arcs ou 
ajouter i arcs. 
Pour chaque réseau dans le voisinage, il faudra sélectionner les arbres pour chaque 
type d'appel. Par exemple, dans le cas où on ajoute un seul arc au réseau, on a N arcs 
pour N nœuds. Il y a dors plus d'une façon de générer un arbre pour certains types 
d'appel. Ensuite, il faudra déterminer les capacités optimales des arcs ainsi que le 
partage de charge. Dans chaque itération, nous retenons le réseau qui a la meilleure 
valeur nette. On peut montrer à l'aide d'exemples numériques que même avec une 
aussi petite altération du réseau, cela prend un temps très long pour explorer tout 
le voisinage. 
Nous avons appliqué cette méthode en partant du RAQO, dans le cas d'appels 
point-à-multipoint exclusivement, tel que décrit dans la section 5.4.4. Dans le cas 
où nous limitons le voisinage aux réseaux en arbre qui différent d'un seul arc du 
RAQO, les résultats sont donnés dans le tableau 5.24. On peut voir que Les réseaux 
en arbre dans le voisinage sont entre 0% est 14% plus chers que le RAQO alors que le 
revenu et la QS sont pratiquement les mêmes [71]. On peut aussi voir que lorsqu'on 
remplace l'arc si par l'arc sz, le coût du réseau qui en résulte augmente avec es, - Qs2 
ce qui illustre l'optimalité de la concentration du trafic. Notons que nous pouvons 
avoir plusieurs RAQO avec la concentration globale du trafic et le meilleur réseau 
donné dans le tableau 5.24 n'en est pas un. 










utilisant des méthodes génétiques ou de recherche de type tabou. Nous avons illustré 
les ressemblances qui existent entre ces méthodes et notre heuristique et nous avons 
expliqué pourquoi notre méthode est plus appropriée pour résoudre le problème de 
sélect ion d'arbres- 
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Nous avons illustré dans quelle mesure la concentration du trafic permet de 


























critère selon lequel les arbres doivent être sélectionnés dans le contexte de la synthèse 
de réseaux. Nous avons aussi montré que ce résultat est indépendant des coûts de 
capacité. 
Nous avons décrit un algorithme basé sur une méthode exacte pour résoudre le 
problème de de sélection d'arbres pour la synthèse de réseaux. Nous avons constaté 
qu'un tel algorithme est pratiquement inutilisable à cause de sa complexité. Nous 
avons dors proposé une heuristique simple basée sur le critère de sélection d'arbres 
pour résoudre ce problème. Pour tous les exemples étudiés, cette heuristique a donné 
des résultats très intéressants notamment, une économie de coût du réseau pouvant 
aller jusqu'à 45% par rapport au cas où nous sélectionnons les arbres de façon 
arbitraire, ce qui nous laisse croire que nous sommes très proches d'un optimum 
global. 
Nous avons aussi montré qu'il y a un dilemme concernant le dimensionnement 
optimal du réseau pour du trafic point-à-point d'une part et pour du trafic point- 
à-multipoint d'autre part. Plus le trafic point-à-point est intense pax rapport au 
trafic point-à-multipoint, plus la topologie optimale est connectée et vice-versa. 
Nous avons aussi montré que dans le cas où nous avons exdusivement des appels 
point-a-muhipoint, nous avons un autre dilemme concernant le dimensionnement et 
l'acheminement cette fois. Le réseau optimal obtenu par dimensionnement est faible- 
ment connecté se réduisant souvent à un arbre, ce qui ne permet pas de ré-optimiser 
l'acheminement des appels en cas de variation du trafic. Nous avons proposé une heu- 
ristique pour augmenter la co~ec t i v i t é  du réseau de façon économique et nous avons 
constaté que le prix à payer afin d'être en mesure de ré-optimiser l'acheminement 
des appels est beaucoup plus important que Le gain réalisé par ce ré-acheminement. 
Enfin, nous avons constaté que la wiation des demandes de trafic avait un impact 
très faible sur les performances du réseau alors que la variation des destinations 
avait un impact très important. 
CHAPITRE 6 
Conclusions 
Dans ce chapitre, nous résumons les contributions effectuées dans le cadre de ce 
travail de recherche. Nous donnons aussi un aperçu sur d'autres problèmes portant 
sur les réseaux avec communications multi point qui pourraient faire l'objet d'autres 
travaux de recherche. 
6.1 Résumé des contributions 
La première contribution consiste à avoir clarifié le problème de synthèse de 
réseaux avec communications mu1 tipoint et à avoir identifié les points essentiels 
qu'il faut étudier. 
Nous avons développé des outils informatiques qui permettent de faire diverses 
études portant sur le problème de synthèse de réseaux avec communications multi- 
point notamment, un algorithme d'optimisation pour l'acheminement des appels et 
un algorithme de dimensiormement optimal du réseau. 
A l'aide des algorithmes d'optimisation, nous avons illustré l'impact de la sélec- 
tion d'arbres sur la synthèse des réseaux de téiécornmunications. Nous avons ensuite 
établit deux critères simples et efficaces de sélection d'arbres, un dans le contexte 
d'acheminement et un dans le contexte de synthèse de réseaux. Ceci a fait l'objet 
d'une publication dans une conférence internationale [?O]. 
Nous avons ensuite modélisé le problème de sélection d'arbres pour les problèmes 
d'acheminement et de dimensionnement. Pour le problème d'acheminement, nous 
avons développé un algorithme basé sur la méthode du gradient projeté et sur la 
méthode de génération de colonnes pour résoudre le problème de sélection d'arbres 
de façon exacte et nous avons montré les limitations de cette approche. Nous avons 
ensuite proposé une méthode heuristique plus rapide et de qualité comparable à la 
méthode exacte. Ce travail a été soumis pour publication dans une revue spéciali- 
sée [72] et l'heuristique a fait l'objet de l'article de conférence (741. Nous avons montré 
comment on pourrait résoudre le problème de sélection d'arbres dans le contexte de 
la synthèse de réseaux de façon exacte et nous avons illustré la complexité d'une 
telle approche. Nous avons dors proposé une méthode heuristique pour résoudre le 
problème de façon approximative. Ce travail a aussi été soumis pour publication a 
une revue spécialisée [71] et l'heuristique a fait l'ob jet de l'article de conférence [73]. 
6.1.1 Sélection d'arbres 
Nous avons présenté deux algorithmes pour la sélection optimale d'arbres dans 
le contexte l'acheminement. Le premier algorithme converge théoriquement vers un 
optimum local mais il est très complexe et la qualité de ses solutions dépend considé- 
rablement de la solution initiale. Le deuxième algorithme est basé sur une méthode 
heuristique et nous permet de trouver rapidement une bonne sélection d'asbres qui 
peut servir entre autre comme solution initiale pour la méthode exacte. Néanmoins, 
pour certains exemples, les solutions obtenues par la méthode heuristique sont o p  
timdes pour la méthode exacte. 
Nous avons aussi décrit un algorithme basé sur une méthode exacte pour ré- 
soudre le problème de sélection d'arbres pour la synthèse de réseaux et nous avons 
constaté qu'un tel algorithme est pratiquement inutilisable. Nous avons alors proposé 
un algorithme basé sur une heuristique simple pour résoudre ce problème approxi- 
mativement. Pour tous les exemples étudiés, cet algorithme a donné des résultats 
très encourageants notamment une économie de coût du réseau pouvaat aller jusqu'à 
45% par rapport au cas oii nous sélectionnons les arbres de façon arbitraire. 
À l'aide de ces algorithmes, nous avons illustré dans quelles mesures l'utilisation 
d'arbres disjoints augmentait le revenu des connexions d'une part et dans quelle 
mesure la concentration du trafic permet de réduire le coût du réseau d'autre part. 
Nous avons aussi illustré la complexité du problème de sélection d'arbres et nous 
avons montré qu'il n'est pas convexe. 
6.1.2 Variation du trafic 
Nous avons étudié le problème de sensibilité du réseau obtenu par synthèse opti- 
male à la variation de trafic due à des erreurs de prédiction soit sur les demandes de 
trafic ou sur les ensembles de nœuds participants dans les communications point-à- 
mdtipoint. 
Nous avons constaté que dans le contexte de commu,nïcations point-à-multipoint, 
une erreur de prédiction sur les demandes de trafic n'avait pas beaucoup d'effet sur 
les performances de réseau alon qu'une erreur sur les membres d'une communi- 
cation multipoint engendre une perte de revenu et une dégradation de la QS non 
négligeab les. 
Nous avons illustré comment l'opérateur du réseau peut réagir afin de pallier la 
dégradation de performance causée par la variation de trafic. Une façon de réagir à 
la variation de trafic est de garder le même réseau, avec les mêmes capacités, et ré- 
optimiser l'acheminement des appels sur d'autres arbres qu'il faudra éventuellement 
générer. Cette approche a l'avantage d'être simple et de pouvoir se faire sur une 
échelle de temps assez courte (quelques minutes). Cependant, elle peut être insuffi- 
sante si la variation de trafic est importante. Une autre façon, qui donne de meilleurs 
résultats mais, qui ne peut être faite que sur une échelle de temps plus longue (plu- 
sieurs jours) est de redimensionner le réseau en gardant la même sélection d'arbres 
pour tenir compte des nouvelle vdeurs des demandes de trafic. Comme dernier re- 
cours, l'opérateur du réseau peut refaire la synthèse du réseau en sélectionnant de 
nouveaux arbres. Cependant, la synthèse du réseau ne peut se faire fréquemment 
lorsqu'on a des Liens physiques. Par contre, dans le cas où on a des Liens logiques 
comme les VP (Virtual Path) [41] dans le contexte de 17.4TM, la synthèse du réseau 
pourrait se faire assez fréquemment. 
6.1.3 Dilemme point-à-point/multipoint 
Nous avons étudié le cas de réseaux écoulant à la fois du trafic point-à-point 
et point-à-multipoint. Nous avons constaté que la topologie du réseau varie selon 
les intensités des deux types de trafic. On obtient d o n  des topologies très forte- 
ment connectées dans le cas où le trafic point-à-point est plus intense que le trafic 
multipoint, et des topologies faiblement connectées dans le cas contraire. 
Nous avons aussi montré que puisque la présence du trafic point-à-point avec 
le multipoint fait en sorte que la topologie optimale du réseau est plus fortement 
connectée, d'une part, nous pouvons ré-optimiser l'acheminement des appels si le 
trafic varie et d'autre part, nous introduisons une certaine sécurité dans le réseau 
cornmuté. 
6.1.4 Dilemme dimensionnement /acheminement 
Nous avons illustré comment la concentration de trafic sur un petit nombre 
d'arcs réduisait considérablement le COU t du réseau. D'autre part, nous avons illustré 
comment la répartition du trafic sur des arbres ayant le moins possible d'arcs en 
commun augmentait le revenu généré par les appels. On se demande alors que faire 
en pratique si le réseau dimensionné ne comprend qu'un petit nombre d'arcs donnant 
un choix très limité pour générer des arbres disjoints. 
Si nous avons des appels point-à-point avec les appels point-à-multipoint, la 
topologie optimale est fortement connectée, ce qui rend possible la ré-optimisation 
de l'acheminement des appels. Ainsi, le dilemme acheminement / dimensionnement 
n'est pertinent que s'il n'y a pas de trafic point-à-point dans le réseau (ou si le trafic 
point-à-point a de faibles demandes de trafic et/ou requiert une petite largeur de 
bande). 
Dans ce cas, pour rendre l'optimisation de l'acheminement des appels possible, 
nous avons besoin d'introduire plus d'arcs dans le réseau. Nous avons montré corn- 
ment générer un réseau relativement connecté de façon économique et ce, en n'intro- 
duisant que des arcs pertinents à l'optimisation de l'acheminement des appels. Ces 
arcs sont ceux qui peuvent être paxtagés par le plus grand nombre possible de types 
d'appel. Nous avons alors montré que le prix à payer afin de pouvoir ré-optimiser 
l'acheminement des appels en cas de variation de trafic est beaucoup plus important 
que le gain que nous obtenons en ré-optimisant l'acheminement. 
Nous avons étudié le problème de sélection d'arbres dans le contexte de réseaux 
multi-débit ce qui nous a permis entre autre d'appliquer nos résultats aux réseaux 
à large bande de type ATM en utilisant le concept de débit équivalent. 
Nous avons montré que les conclusions obtenues dans le contexte du monedébit 
sont aussi valables dans le contexte du multi-débit, notamment, la concentration 
de trafic dans le contexte de dimensionnement et la dispersion du trafic dans le 
contexte d'acheminement. De plus, nous avons montré que la concentration du trafic 
est encore plus avantageuse dans le contexte du multi-débit à cause des grandes 
largeurs de bande requises dans ce contexte. 
6.2 Autres problèmes pertinents 
Dans cette section, nous donnons plusieurs problèmes dont nous n'avons pas tenu 
compte dans nos modèIes ou que nous avons simplifiés. Chaque problème soulevé ici 
pourrait faire l'objet d'un t r a d  de recherche à part entière. 
Dans notre étude, nous avons supposé que l'acheminement des appels était un 
simple partage de charge. En pratique, on utilise d'autres techniques d'acheminement 
notamment les acheminements adaptatifs ou le débordement [do]. Nous devons donc 
vérifier la validité de la plupart de nos conclusions pour d'autres techniques d'ache- 
minement. Néanmoins, on pourrait s'attendre à ce que dans le contexte de synthèse 
de réseau, dans la mesure où un arbre unique est optimal pour acheminer les appels, 
les résultats obtenus soient indépendants de la technique d'acheminement [71]. Ce- 
pendant, ceci n'est pas le cas pour des appels point-à-point exclusivement oii on sait 
qu'avoir plusieurs chemins de débordement améliore la performance du réseau [38]. 
Aussi, nous nous sommes intéressés uniquement au cas des appels point-à-mu1 ti point. 
Il y a plusieurs autres scéna.rîos possibles notamment des communication muitipoint- 
à-multipoint . Pour l'instant, l'ATM Forum propose de faire de telles communications 
moyennant plusieurs communications point-à-multi point, autant qu'il en faut pour 
que tous les nœuds puissent communiquer entre eux [7]. Ceci n'est certainement pas 
la meilleure façon de faire si on considère par exemple le gaspillage de ressources 
en termes d'espace d'adressage. On devrait plutôt utiliser des arbres partagés et on 
doit alors modifier le modèle de synthèse de réseaux. 
D'autre part, dans le modèle utilisé, nous avons supposé que pour un type d'appel 
donné, on a une source et que les destinations (commutateurs) sont fixes et connues 
d'avance. Dans le cas général, on a des communications multipoint-à-multipoint et 
les usagers peuvent joindre ou quitter une communication de façon dynamique ce 
qui peut affecter la composition de I'ensemble de commutateurs pour un type d 'ap  
pel donné surtout lorsqu'il y a au plus un usager connecté par commutateur. Un 
exemple typique serait une conférence ou on a un très petit nombre d'usagers g& 
graphiquement éloignés. Cela changera considérablement le modèle et les résultats 
obtenus ici. 
Nous avons aussi supposé que nous connaissions les matrices de trafic. Or, en 
pratique, ça ne sera probablement pas le cas. Le problème de co~aissance de ma- 
trices de trafic ne concerne pas uniquement les communications multipoint mais les 
réseaux de communications en général. Néanmoins, nous avons constaté que la syn- 
thèse optimale pour des communications multipoint donnait un réseau peu sensible 
aux variations des demandes de trafic [71], ce qui voudrait dire que la connaissance 
des valeurs de ces demandes de trafic importe peu dans ce cas particulier (dans la 
mesure où les erreurs de prédiction ne sont pas trop fortes). D'autre part, nous avons 
considéré que les matrices de trafic étaient caractérisées par une valeur qui donne le 
taux d'arrivée Poissonnien d'appels d'une source vers un certain nombre de desti- 
nations. Or, en pratique on peut avoir des communications multipoint-à-multipoint 
avec un très petit nombre d'usagers qui ne se connectent pas nécessairement en 
même temps. Dans ce cas, la caractérisation des matrices de trafic que nous pro- 
posons n'est plus suffisante et il faudrait tenir compte de l'aspect dynamique des 
connexions. 
Nous avons aussi supposé que tous les commutateurs du réseaux pouvaient faire 
la duplication d'unités de données. Dans Internet, cela n'est pas le cas dans la mesure 
où on utilise des serveurs duplicateurs qui sont les se& éléments du réseau capables 
de dupliquer les datagrammes. Cela introduit une contrainte importante dans le 
problème de génération d'arbres. Il faudrait alors étudier l'impact de l'utilisation de 
tels serveurs sur la topologie optimale du réseau ainsi que sur les performances en 
termes de coût de dimensionnement, revenu et qualité de service. 
D'autre part, nous n'avons pas tenu compte dans notre modèle des performances 
du niveau paquet (cellules pour les réseaux ATM) en terme de qualité de service 
(qs) [41] spécifique au multipoint. Notons au passage que la qs reste à définir dans 
le contexte du multipoint car on ne sait pas clairement ce que cela veut dire pour un 
ensemble d'usagers. La difficulté vient surtout de la diversité des terminaux que les 
usagers utilisent. Par exemple, on ne peut avoir les même exigences de qs pour un 
terminal lent et un terminal très rapide qui prennent part à une même communica- 
tion. Une quantité comme le délai de transmission de paquets de bout en bout, délai 
qui peu être augmenté à cause de l'opération de duplication de paquets, devrait faire 
partie du modèle. Il est possible de simplifier la modélisation en introduisant une 
telle quantité dans le débit équivalent. Seule une étude approfondie, en analysant les 
performances du niveau paquet pourrait dire si une telle simplification serait justi- 
fiable. Nous n'avons pas tenu compte non plus de la congestion que pourrait causer 
le trafic multipoint dans le réseau à cause de la corrélation due à la transmission 
instantanée d'un grand nombre de copies d'une même cellule à un point donné du 
réseau. Ce genre de trafic peut causer des congestions très importantes surtout si 
des serveurs duplicateurs sont utilisés. 
Nous avons aussi considérablement simplifié l'aspect tarification dans notre mo- 
dèle dans la mesure où nous avons supposé que chaque appel multipoint générait un 
revenu. Ce revenu pourrait être interprété comme le prix total que devront payer en- 
semble, tous les usagers participant à une communication multipoint donnée. Nous 
n'avons pas tenu compte de la contribution individuelle de ces usagers de façon à ce 
que le coût de la communication soit équitablement réparti parmi ces usagers. Dans 
un réseau réel, plus un usager est éloigné par rapport à la source, plus il est coûteux 
de le connecter et surtout de lui offrir une garantie de QS [46]. II est ainsi tout à fait 
raisonnable de faire en sorte qu'un tel usager paye plus cher que les autres membres 
d'une communication multipoint qui sont plus proches que lui de la source. 
D'autre part, le modèle de synthèse de réseau que nous utilisons exige une in- 
tervention de l'opérateur du réseau à chaque fois que le trafic change. Ce modèle 
pourrait être modifié de manière à optimiser la synthèse non pas pour une seule 
matrice de trafic, mais plutôt pour une plage de valeurs possible pour les demandes 
de trafic afin de tenir compte de la wiat ion éventuelle de ces demandes de trafic. 
Une telle approche donnerait un réseau plus robuste, peu sensible à des variations 
de trafic mais certainement plus coûteux. Cependant, on ne sait pas quelle est la 
complexité qui serait introduite par une telle approche. 
Nous avons aussi supposé que nous avons un modèle sans réservation de circuits. 
Cela nous a amené a conclure que dans ce cas, le trafic de faible débit a un im- 
pact négligeable sur la performance du réseau. II faudra éventuellement tester cette 
conclusion qui ne sera plus vraie si on introduit la réservation de circuits dans le mo- 
dèle. Un modèle avec réservation est susceptible d'être très complexe notamment, 
a cause de l'aspect dynamique des connexions puisqu'aiors, il est très difficile de 
connaître le trafic à l'avance [771. 
Enfin, dans le modèle de synthèse de réseaux, on a supposé que les arcs étaient 
symétriques. Un modèle plus réaliste doit tenir compte du fait qu'en pratique, les 
arcs sont asymétriques. En effet, dans un réseau de type ATM par exemple, un 
VC bidirectionnel est constitué de deux VC unidirectionnels de sens opposés. Cette 
dissymétrie fait en sorte que les algorithmes de génération d'arbres classiques tels 
que ceux de Steiner doivent être modifiés 1851 dans la mesure où on aura un graphe 
orienté et le coût d'un arc donné dépend du sens dans lequel cet arc est considéré; 
ce qui rendrait le problème de synthèse encore plus complexe qu'il ne l'est déjà. 
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ANNEXE A 
Preuve de la proposition de 
concentration de trafic 
Rappelons d'abord la proposition: 
Proposition A.O.l Nous supposons que la /onction f donnant la capacité d'un 
arc s ci blocage constant sur cet arc est concave et strictement croissante. Alors, 
la capacité marginale AN., requise pour augmenter le trafic offert à 1 'arc s d'une 
quantité Au, > O à blocage constant sur cet arc, diminue à mesure que la capacité 
de l'arc augmente. 
Démonstration: Soit la fonction g définie sur 92+ par 
La capacité marginale requise pour augmenter le trafic offert à l'arc s d'une quantité 
Aa, à blocage constant sur cet arc est 
où a, est le trafic offert à l'arc. 
Dans la mesure où f est croissante, montrer que ANs diminue à mesure que la 
capacité de l'arc Na augmente est équivalent à montrer que ANs diminue à mesure 
que a, augmente. II suffit alors de montrer que g ( x )  est une fonction décroissante. 
Or, f est concave donc, j"(x) < O ce qui veut dire que 
Donc, on a 
g'(x)  = f f ( z  + AG) - ff(4 < 0 
ce qui prouve que g(x) est décroissante. 
ANNEXE B 
Preuve de la proposition du 
chemin unique 
B. 1 Résultats préliminaires 
Lemme B.1.1 Soit f une fonction continue et concave sur l'ensemble des réels 32 
satisfaisant f(0) = O .  Pour O 5 a 5 1, et pour a E 91, on a 
Démonstration: Puisque / est concave, on a 
f ( a a +  (1 - a ) b )  2 a f ( a )  + (1 -a) f ( b )  V(a,b)  E R x 92. 
Posons b = O. En utilisant le fait que f ( O )  = O ,  on a 
f (4 l o f  (4. 
En substituant 1 - a à a, on obtient 
En addit io~ant  les deux termes de gauche et les deux termes de droite des équa- 
tions (B.3) et (B.4), on obtient l'équation (B. 1). 
Lemme B.1.2 Soit f une fonction continue et concave sur l'ensemble des réels 91 
satisfaisant j ( 0 )  = 0 .  
Démonstration: On 
Pour ( x ,  y )  E !R+ x W tels que y 5 x, on a 
y f ( z z )  1 z f ( 2 y )  VzE 92. 
a égalité pour x = O. Si x > O, on veut montrer que 
et la démonstration est complétée en utilisant l'équation (B.3) et en remarquant que 
Lemme B.1.3 Soient n et m deuz entiers satisfaisant m 2 n 2 1. On a 
rn- m-n 
n < m ( n ; ' )  . 
Démonstration: Définissons la suite (u,),,, - de terme général 
m- m-n 
u m = m ( + )  . 
Propriété: La suite u, est croissante. 
Démonstration: On peut remarquer que 
s i r n = n = l  
um+1 
Um 
m2-1 1 sinon 
ce qui prouve que u, est croissante. On peut alors écrire 
En remarquant que un = n, on a ainsi montré l'inégalité (B.6). 
B.2 Preuve de la proposition du chemin unique 
Nous d o n s  d'abord rappeler la proposition: 
Proposition B.2.1 Nous dimensionnons un réseau de N nœuds (N 2 3) 4 blocage 
constant et égal à Bo sur tous les arcs du réseau (mono-débit). Nous supposons que la 
fonction f donnant la capacité d'un arcs s à blocage constant sur cet arc est concave 
et strictement missante  et que f(0) = O .  Nous voulons acheminer une quantité de 
trafic a (trafic offert) d 'un neud A vers un nœud B donnés. Nous supposons que 
n o w  n'avons pas encore installé de capacité entre A et  B et que nous allons utiliser 
des arcs qui n'écoulent pas de trafic actuellement. Dans ces conditions, il sufit que 
Bo 5 1 / ( N  - 1) pour qu'il soit plus économique d'écouler le trafic de A vers B sur 
un chemin unique, ayant le plus petit nombre possible d'arcs. 
Démonstration: 
1) Cas de chemins ayant le même nombre d9arcs: Nous supposons, sans perte 
de généralité, que nous avons le choix entre acheminer le trafic sur un chemin unique 
à n arcs ou sur deux chemins distincts à n a c s  chacun. 
Dans le cas où on utilise un seul chemin (chemin kl), dans la mesure où nous 
n'avons pas encore installé de capacité entre A et B et que nous allons utiliser des 
arcs qui écoulent seulement le trafic de A vers B, selon notre modèle, le trafic écoulé 
par tous les arcs du chemin est le même. On peut alors écrire 
Q&' = II [l - Bs] = (1 - Bo)" (B.9) 
s e l  
est la probabilité de connexion sur le chemin kl (voir équations (3.2) et (3.4)). Ainsi, 
d'après l'équation (3.5)' le trafic offert à tous les arcs est 
Dans le cas où on utilise deux chemins (chemins ki et kz) avec respectivement 
cr et 1 - a comme coefficients de partage de charge, le trafic écoulé par les arcs du 
chemin kl est 
- 
a. = aâo Vs E ki (B.12) 
et le trafic écoulé par les arcs du chemin k2 est 
On peut alors déduire que le trafic offert aux arcs du chemin kl est 
et que le trafic offert aux arcs du chemin k2 est 
Pour montrer qu'il est plus économique d'utiliser seulement un chemin à n arcs, 
il suffit de montrer que 
En effet, dans chaque chemin, on a n arcs dont la capacité est donnée par la fonction 
f définie dans l'équation (5.10) où B. = Ct. = Bo. L'inégalité (B.16) peut être 
facilement déduite du lemme B. 1.1. 
2) Cas de chemins n'ayant pas le même nombre d'arcs: Nous d o n s  supposer, 
sons perte de généralité, que nous avons le choix entre acheminer tout le trafic sur 
un seul chemin à n arcs ou sur deux chemins dont l'un contient n arcs (chemin ki)  
et 17autre contient m > n arcs (chemin k2) avec respectivement o et 1 - a comme 
coefficients de partage de charge. 
Dans le cas où nous avons un chemin à m arcs (chemin k2), il suffit de substituer 
m à n dans les équations (B.ll)  et (B.15) pour trouver le trafic offert aux arcs du 
chemin. 
Pour montrer qu'il est plus économique d'utiliser seulement le chemin à n arcs, 
il s d t  de montrer que 
(voir équation B.16). Ainsi, pour montrer l'inégalité (B. li'), il suffit de montrer que 
Pour alléger la notation, posons 
Remarquons que y 5 x. Ainsi, nous voulons montrer que 
D'après le lemme B.1.3, on a 
m-n 
m 
car dans un chemin de m arcs, on ne peut pas avoir plus que N - 1 arcs dans un 
réseau de N nœuds. Comme nous avons posé comme condition 
1 
en appliquant les inégalités (B. 19-B .2 1 ) , on obtient 
D'après le lemme B.1.2, pour z = 1 et x > O,  puisque y 5 x on a 
Y f(9) - 5 -
x f (4 
ce qui prouve l'inégalité (B.18). 
