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Abstract
We generalize the nonabelian Poincare´ duality theorems of Salva-
tore in [Sal01] and Lurie in [Lur09] to the case of not necessarily grou-
plike En-algebras (in the category of spaces). We define a stabiliza-
tion procedure based on McDuff’s “bringing points in from infinity”
maps from [McD75]. For open connected parallelizable n-manifolds,
we prove that, after stabilizing, the topological chiral homology of M
with coefficients in an En-algebra A,
∫
M A, is homology equivalent to
Mapc(M,BnA), the space of compactly supported maps to the n-fold
classifying space of A.
1 Introduction
In this paper, we will be interested in two models of topological chiral ho-
mology. The first model that we will consider uses May’s two-sided bar
construction [May72] and was communicated to the author by Ricardo An-
drade. It is a simplification of his construction from [And10] and is known
to be equivalent to the definition of topological chiral homology introduced
by Lurie in [Lur09]. For an explanation of this equivalence, see Remark 3.15
of [Fra11]. We will also be interested in an even earlier model, Salvatore’s
configuration spaces of particles with summable labels [Sal01]. It is widely
believed that this construction is equivalent to that of Lurie and Andrade.
However, to the best of the author’s knowledge, a proof of this equivalence
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has not been written up explicitly in the literature. We will prove a theorem
for both models, which we call “nonabelian Poincare´ duality after stabiliz-
ing.” Even if one could prove that these two constructions are equivalent,
it would still be interesting to have both proofs since the different nature of
the proofs highlights the advantages and disadvantages of each construction.
The two-sided bar construction has a natural filtration and thus one can use
spectral sequence arguments to study its homology. On the other hand, for
Salvatore’s configuration spaces, the notion of relative configuration space
is easy to define so it is possible to mimic arguments used in the 1970’s to
study classical configuration spaces [McD75] [Bo¨d87].
Topological chiral homology is a collection of constructions which take as
input an En-algebra A and a parallelized n-manifold M and produces a space
often denoted
∫
M
A. There is a scanning map s :
∫
M
A −→ Mapc(M,BnA),
the space of compactly supported functions from M to the n-fold classify-
ing space of A. An En-algebra A is called grouplike if the induced monoid
structure on pi0(A) is a group. For grouplike En-algebras, the scanning map
s :
∫
M
A −→Mapc(M,BnA) is a homotopy equivalence [Sal01] [Lur09]. This
fact is called nonabelian Poincare´ duality since it is equivalent to Poincare´
duality when A = Z after taking homotopy groups [Kal01].
If A is not grouplike, then the scanning map is not a homotopy equiva-
lence. For example, when M = Rn,
∫
M
A is homotopy equivalent to A while
Mapc(M,BnA) is homotopy equivalent to ΩnBnA. From now on, we assume
that n is at least 2 (see [MS76] for a discussion of the case n = 1). At the level
of pi0, the scanning map is not an isomorphism but is instead the inclusion
of a commutative monoid into its Grothendieck group. While the scanning
map s is not a homotopy equivalence, it is a group completion. Let {ai} be
representatives of generators of pi0(A) and let mi : A −→ A be multiplication
by ai maps. The group completion theorem [MS76] states that the induced
map s : hocolimmiA −→ ΩnBnA is a homology equivalence. We will say that
after stabilizing, A is homology equivalent ΩnBnA. We shall generalize this
to arbitrary open parallelizable manifolds M and prove that, after stabiliz-
ing,
∫
M
A is homology equivalent to Mapc(M,BnA). By open, we mean the
interior of a not necessarily compact manifold M¯ with non-empty boundary.
We prove this result both for Andrade’s two-sided bar construction model
of topological chiral homology as well as Salvatore’s configuration spaces of
particles with summable labels. The stabilization maps ti :
∫
M
A −→ ∫
M
A
will be generalizations of McDuff’s “bringing points in from infinity” maps
introduced in [McD75]. The goal of this paper is to prove the following
2
theorem.
Theorem 1.1 Let M be the interior of a connected (not necessarily compact)
n-manifold with nonempty boundary and with n > 1. There are stabilization
maps ti :
∫
M
A −→ ∫
M
A and a scanning map s :
∫
M
A −→ Mapc(M,BnA)
such that s induces a homology equivalence between hocolimti
∫
M
A and
Mapc(M,BnA).
In Salvatore’s model, we are able to generalize Theorem 1.1 to not neces-
sarily parallelizable manifolds. Since it is widely believed that the two models
of topological chiral homology are equivalent, it is natural to conjecture that
Theorem 1.1 for Andrade’s model can be generalized to non-parallelizable
manifolds. Unfortunately however, the methods of proof of this paper do
not seem equipped to handle this generality. We also conjecture that similar
theorems (nonabelian Poincare´ duality after stabilizing) are true for bundles
of En-algebras and En-algebras in categories other than spaces.
In Section 2, we prove Theorem 1.1 when
∫
M
A is the model of topological
chiral homology defined using the two sided bar construction due to Andrade
and in Section 3 we prove the theorem when
∫
M
A is Salvatore’s configuration
space of particles with summable labels. Since Andrade’s model is known to
be homotopy equivalent to Lurie’s model, Theorem 1.1 will also be true when∫
M
A is interpreted to mean Lurie’s definition of topological chiral homology.
In Section 4, we make a conjecture regarding homological stability for the
connected components of
∫
M
A.
Acknowledgments I would like to thank Ricardo Andrade and Jonathan
Campbell for many helpful discussions and the referee for many important
suggestions.
2 Topological chiral homology via the two-
sided bar construction
In this subsection, we will describe a definition of topological chiral homol-
ogy derived from [And10] employing the monadic two-sided bar construction.
The monadic two-sided bar construction was introduced in [May72] to prove
the recognition principle, the theorem that all connected algebras over the
little n-disks operad are homotopy equivalent to n-fold loop spaces. May’s
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proof of the recognition principle immediately generalizes to show that the
scanning map for Andrade’s model of topological chiral homology is a homo-
topy equivalence, in the case when the En-algebra is connected. We will then
generalize this proof to the case of non-connected algebras using the Segal
spectral sequence for the homology of the geometric realization of a proper
simplicial space [Seg68]. This will prove Theorem 1.1 when we interpret
∫
M
A
to mean Andrade’s two sided-bar construction model of topological chiral ho-
mology. In Subsection 2.1, we review basic properties of operads and their
modules and algebras. In 2.2, we recall the definition of monads and their
algebras and functors. In 2.3, we describe the two-sided bar construction and
Andrade’s model of topological chiral homology. In 2.4, we review properties
of simplicial spaces. In 2.5, we review classical theorems about configuration
spaces of distinct points in a manifold. In 2.6, we prove nonabelian Poincare´
duality for connected En-algebras. Finally, in 2.7, we prove that Andrade’s
model of topological chiral homology exhibits nonabelian Poincare´ duality
after stabilizing (Theorem 1.1).
2.1 Symmetric sequences, operads, modules and alge-
bras
In this subsection we recall the definition of operads and their modules and
algebras. An efficient way of defining operads and their modules is via Σ-
spaces (called symmetric sequences in spoken language). Let N0 denote the
non-negative integers.
Definition 2.1 A Σ-space is a collection of spaces X(k) for all k ∈ N0 such
that X(k) has an action of the symmetric group Σk. A map between Σ-spaces
f : X −→ Y is a collection of equivariant maps fk : X(k) −→ Y (k).
The category of Σ-spaces has a (non-symmetric) monoidal structure de-
fined as follows.
Definition 2.2 For X and Y Σ-spaces, X ⊗ Y is the Σ-space such that
(X ⊗ Y )(k) = ⊔∞j=0X(j) ×Σj ⊔f∈Map(k,j)∏ji=1 Y (|f−1(i)|). Here Map(k, j)
is the set of maps from {1, . . . k} to {1, . . . j} and Σk acts via precomposition.
Note that the unit with respect to this product is given by the Σ-space ι
with:
ι(n) =
{
pt, if n = 1
∅ if n 6= 1
4
Definition 2.3 An operad O is a monoid in the category of Σ-spaces.
In other words, an operad O is a Σ-space with maps m : O ⊗ O −→ O
and i : ι −→ O satisfying the obvious compatibility relations. Denote the
image of ι by 1 ∈ O(1).
Definition 2.4 The data of a left module structure on a Σ-space L over
an operad O is a map p : O ⊗ L −→ L such that the following diagrams
commute:
O ⊗O ⊗ L id⊗p−→ O ⊗L ι⊗ L i−→ O ⊗L
m⊗ id ↓ p ↓ ↘ p ↓
O ⊗ L p−→ L L
We likewise define right modules over operads. There is a functor from
spaces to Σ-spaces which sends a space X to the Σ-space with:
X(n) =
{
X, if n = 0
∅ if n 6= 0
We will ignore the distinction between a space and its image as a Σ-space.
Definition 2.5 For an operad O, an O-algebra is a space A with the struc-
ture of a left O-module.
Note that if X is a Σ-space and Y is a space, then the formula for X ⊗Y
simplifies to: X ⊗ Y = ⊔kX(k)×Σk Y k.
2.2 Monads, right functors and algebras
From now on, we will also assume that all operads O have O(0) = {0}. All
algebras that we will consider will have a base point a0 ∈ A equal to the
image of O(0) −→ A. We will recall the functor on the category of based
spaces (Top∗) associated to a right module. See [May72] for a more detailed
treatment of the topics of this section.
Definition 2.6 For (X, x0) a based space and R a right module over an
operad O, define a functor R : Top∗ −→ Top∗ by RX = R⊗X/ ∼. Here ∼
is the relation that if r ∈ R, then (r;x1, . . . x0 . . . xn) ∼ (r′;x1, . . . xn) with r′
the composition of r with (1, . . . 1, 0, 1 . . . 1).
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We follow the convention of [May72] and denote functors associated to
operads or right modules by standard font letters. The functor O associated
to an operad O (viewed as a right module over itself) has more structure
than functors coming just from right modules. These types of functors are
called monads.
Definition 2.7 A functor O, and two natural transformations µ : OO −→ O
and η : Id −→ O are called a monad if the following diagrams commute for
every based space X:
OX
ηO−→ OOX Oη← OX OOOX Oµ−→ OOX
id↘ µ ↓ id↙ µO ↓ µ ↓
OX OOX
µ−→ OX
Definition 2.8 Let O be a monad. A space A and a map ξ : OA −→ A is
called an O-algebra if the following diagrams commute:
A
η−→ OA OOA µ−→ OA
id↘ ξ ↓ Oξ ↓ ξ ↓
A OA
ξ−→ A
Note that the data of being an algebra over an operad is the same as the
data of being an algebra over the monad associated to that operad.
Definition 2.9 Let O be a monad. An O-functor is a functor R and natural
transformation ξ : RO −→ R making the following diagrams commute for
every based space X:
RX
Rη−→ ROX ROOX Rµ−→ ROX
id↘ ξ ↓ ξ ↓ ξ ↓
RX ROX
ξ−→ RX
Note that if R is a right O-module, then R is an O-functor. Unlike with
algebras, there are O-functors which do not come from right O-modules.
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2.3 Topological chiral homology via the two-sided bar
construction
In this subsection, we review a construction of [May72] called the two-sided
bar construction. May used this construction to prove the recognition prin-
ciple, the theorem that connected Dn-algebras (see Definition 2.11) are ho-
motopy equivalent to n-fold loop spaces. The two-sided bar construction is
a construction which takes as inputs, a monad O, an O-algebra A and an O-
functor R and produces a simplicial space B∗(R,O,A). We will then recall
Andrade’s definition of topological chiral homology which is the two-sided
bar construction when O is the monad associated to the little n-disks operad
and R is a right module defined using embeddings of disks in a manifold.
The space of k simplices of B∗(R,O,A) will be ROkA. The alge-
bra composition map OA −→ A induces a map d0 : Bk(R,O,A) −→
Bk−1(M,O,A). The monad composition map OO −→ O gives k − 1 maps
di : Bk(R,O,A) −→ Bk−1(R,O,A) for i = 1 . . . k − 1 and the O-functor
composition map RO −→ R gives another map, dk : Bk(R,O,A) −→
Bk−1(R,O,A). These maps will be the face map of B∗(R,O,A). The degen-
eracies, si : Bk(R,O,A) −→ Bk+1(R,O,A) are induced by the unit of the
monad Id −→ O. In [May72], May noted that these maps satisfy the axioms
of face and degeneracy maps of a simplicial space.
Definition 2.10 For O a monad in based spaces, R an O-functor and A
an O-algebra, let B∗(R,O,A) be the simplicial space described above and let
B(R,O,A) denote its geometric realization.
Now we will recall the definition of the little n-disks operad Dn. We
give examples of algebras, modules and functors over Dn. These operads,
modules and functors will be used to define Andrade’s model of topological
chiral homology and the scanning map. Let Dn be the open unit ball in Rn.
Definition 2.11 Let Dn be the Σ-space with Dn(k) being the space of dis-
joint axis-preserving affine-linear embeddings of
⊔k
i=1Dn into Dn. Topologize
this space with the subspace topology inside the space of all continuous maps
with the compact open topology. This forms an operad via composition of
embeddings.
For orientable manifolds N and M , let Emb(N,M) denote the space of
smooth orientation preserving embeddings.
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Figure 1: Little 2-disks operad
Definition 2.12 Let M be a parallelized n-manifold. Using the paralleliza-
tion, the derivative at a point of an orientation preserving map between two
framed n-manifolds can be identified with a matrix in GLn(R)+ (+ denotes
positive determinant). Define D(M)(k) to be the pullback of the following
diagram:
D(M)(k) −→ Emb(⊔ki=1Dn,M)
↓ D0 ↓
MatR(n, n)
k exp−→ GL+n (R)k
.
Here the map D0 : Emb(
⊔k
i=1Dn,M) −→ GL+n (R)k is the map which records
the derivatives at 0 ∈ Dn of all of the embeddings Dn −→M .
The spaces D(M)(k) assemble to form a Σ-space denoted D(M). The
purpose of the matrices is to make D(M) homotopy equivalent to the space of
configurations of ordered distinct points in M . That is, the map which sends
a collection of embeddings to the image of the centers of each disk induces
a homotopy equivalence between D(M)(k) and Mk − ∆fat where ∆fat is
the fat diagonal. This map is a homotopy equivalence since the subspace of
Emb(Dn,M) consisting of maps with a fixed value and derivative at 0 ∈ Dn
is contractible (see Chapter 4, Section 5 of [And10]). This contrasts with the
fact that the fibers of Emb(
⊔k
i=1Dn,M) −→ Mk − ∆fat are homotopic to
GL+n (R)k.
The space D(M) has the structure of a right Dn-module as follows. Ig-
noring the matrices, the module structure is induced by composition of em-
beddings. To get the labeling matrices correct, use the following procedure.
If f : Dn −→ M is an embedding with matrix A0, and e : Dn −→ Dn is an
affine-linear axis-preserving embedding, pick a path in Dn(1), et with e0 = id
and e1 = e. Next consider the following path of matrices: Bt = Df◦et(0).
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Figure 2: Embedding module
Since B0 = exp(A0), the path determines a branch of the logarithm and a
unique continuous choice for At with exp(At) = Bt. Associate A1 to the
composition f ◦ e.
To define the scanning map, we need to consider the following Dn-functor.
Example 2.13 Let Z be a paracompact space. The functor Y −→
Mapc(Z,ΣnY ) is a Dn-functor. Here Map
c(Z,ΣnY ) is defined to be the
space of based maps from the one point compactification of Z (with ∞ as the
basepoint) to Y .
Note that the standard definition of compactly supported maps is homo-
topic to this one. We use the convention that the one point compactification
of a compact space is the space with a disjoint basepoint.
This is a Dn-functor because the functor Y −→ ΣnY is a Dn-functor
(page 128 of [May72]). For M a parallelized n-manifold, there is a scanning
natural transformation of Dn-functors s : D(M) −→ Mapc(M,Σn·) defined
as follows. Let Y be a based space and ei : Dn −→ M be embeddings.
Map the pair (e1, . . . ek; y1 . . . yk) to a map which is constant outside of the
images of the ei. For m ∈ im(ei), (e−1i (m), yi) defines a point inside ΣnY .
Map m to this point. Here we view ΣnY as Y smashed with the one point
compactification of Dn. This is a natural transformation of Dn-functors.
The scanning natural transformation induces the scanning map s :
B(D(M), Dn, A) −→ Mapc(M,BnA) as follows. The natural transforma-
tion induces a map B(D(M), Dn, A) −→ B(Mapc(M,Σn·), Dn, A). Let X
be a based space and let A∗ be a simplicial space. The spaces of based maps,
Map•(X,Ak), assemble to form a simplicial space Map•(X,A∗). There is
a natural map |Map•(X,A∗)| −→ Map•(X, |A∗|). Taking X equal to the
one point compactification of M gives a map B(Mapc(M,Σn·), Dn, A) −→
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Mapc(M,B(Σn·, Dn, A)). The composition of these two maps is defined to
be the scanning map s : B(D(M), Dn, A) −→Mapc(M,BnA).
2.4 Properties of simplicial spaces
In this section, we recall some facts about simplicial spaces that we will need
to prove that the scanning map induces a homotopy or homology equivalence.
Most of these were proved in [May72]. We will also use a lemma appearing
in [HM97]. Recall that a levelwise weak homotopy equivalence between sim-
plicial spaces does not always induce a weak homotopy equivalence between
geometric realizations. The following sufficient condition is due to May in
[May72].
Definition 2.14 A simplicial space A∗ is called proper if ∪si(Ai) −→ Ai+1
is a cofibration for each i.
Theorem 2.15 A map between proper simplicial space f∗ : A∗ −→ B∗ in-
duces homology or weak homotopy equivalence on geometric realizations if it
does levelwise.
The fact that a levelwise homology equivalence induces a homology equiv-
alence on geometric realizations follows from a spectral sequence introduced
by Segal in [Seg68]. Given a simplicial space A∗, let E0pq = Cp(Aq). This is
a double complex with the following two differentials. The first is induced
by the differential on singular chains and the second induced by the alter-
nating sum of the face maps. If A∗ is proper, this gives a spectral sequence
converging to the homology of |A∗|, the geometric realization of A∗ with the
following E2 page. Let ∂pq : Hp(Aq) −→ Hp(Aq−1) be the alternating sum of
the maps in homology induced by the face maps. This forms a chain com-
plex for each p. Call this chain complex Ep. The Segal spectral sequence has
Epq2 = Hq(Ep).
To use the Segal spectral sequence or Theorem 2.15, one needs to be able
to prove that a given simplicial space is proper. In [May72], May gives the
following criterion for B∗(M,O,A) being a proper simplicial space. To state
it, May introduces the following definitions.
Definition 2.16 A pair (X,A) of spaces is an NDR-pair if there exists a
map u : X −→ [0, 1] such that A = u−1({0}) and a homotopy h : [0, 1] ×
X −→ X with h(0, x) = x for all x ∈ X, h(t, a) = a for all (t, a) ∈ [0, 1]×A,
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and h(1, x) ∈ A for all x ∈ u−1([0, 1)). The pair (h, u) is said to be a
representation of (X,A) as an NDR-pair.
Definition 2.17 A functor F : Top∗ −→ Top∗ is admissible if any rep-
resentation (h, u) of (X,A) as an NDR-pair determines a representation
(Fh, Fu) of (FX,FA) as an NDR-pair such that (Fh)t = F (ht) on X
and such that, for any map g : X −→ X with u(g(x)) < 1 whenever
u(x) < 1, the map Fu : FX −→ [0, 1] satisfies (Fu)((Fg)(y)) < 1 when-
ever Fu(y) < 1, y ∈ FX.
The definition of admissible functor is useful because of the following
theorem in [May72].
Proposition 2.18 Let O be an operad with {id} −→ O(1) a cofibration of
spaces. Let O be the monad associated to O. Let A be an O-algebra that is
a well based space (inclusion of the base point is a cofibration) and let M be
an admissible O-functor. Then B∗(M,O,A) is a proper simplicial space.
May proved that Σn, Ωn and monads associated to operads are admissible
functors. He noted that composition of admissible functors are also admis-
sible. We shall prove that the functor associated to D(M) and Mapc(M, ·)
are admissible.
Lemma 2.19 The functor associated to D(M) and Mapc(M, ·) are admis-
sible.
Proof Let (h, u) represent (X,A) as an NDR-pair. Define Mapc(M, ·)u :
Mapc(M,X) −→ [0, 1] by the formula Mapc(M, ·)u(f) = Maxm∈Mu(f(m)).
Define D(M)u : D(M)X −→ [0, 1] by (D(M)u)(e;x1 . . . xk) = maxiu(xi).
These functions satisfy the hypothesis of Definition 2.17.
Let X be a based space and let A∗ be a simplicial space. The natural
map |Map•(X,A∗)| −→ Map•(X, |A∗|) is not always a homotopy equiva-
lence. In [May72], May proved that if each Ak is connected, A∗ is proper,
and X is a circle, then the map is a weak equivalence. In [HM97], they
proved that the map is a homotopy equivalence if X is a simplicial complex,
A∗ is proper and Ak is dimX connected for each k. We will generalize the
last theorem by relaxing the connectivity of requirements on the spaces Ak
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by one. These proofs use the notion of a simplicial Hurewicz fibration intro-
duced in [May72]. A simplicial Hurewicz fibration is a condition on a map
of simplicial spaces f∗ : E∗ −→ B∗ that generalizes the notion of fibration of
spaces. This definition is somewhat involved so we will not give it. However,
we will state two theorems. In [HM97] (page 11), Hesselholt and Madsen ob-
served that a particular class of maps are simplicial Hurewicz fibrations. In
[May72] (Theorem 12.7), May proved useful properties of simplicial Hurewicz
fibrations.
Proposition 2.20 Let Z and X be simplicial complexes and let X = Z ∪ el
with el an l-cell. Then for any proper simplicial space A∗, Map•(X,A∗) −→
Map•(Z,A∗) is a simplicial Hurewicz fibration with fiber Map•(Sl, A∗).
In [HM97], they also noted that Map•(X,A∗) is proper if A∗ is.
Proposition 2.21 Let E∗ −→ B∗ be a simplicial Hurewicz fibration with
fiber F∗. If each Bk is connected and B∗ is proper, then |E∗| −→ |B∗| is a
quasi-fibration with fiber |F∗|.
Combining these two propositions, we get the following corollary.
Corollary 2.22 Let X be a finite simplicial complex of dimension at most
n. Assume that A∗ is a proper simplicial space and that each Ak is (n −
1)-connected. Then the map |Map•(X,A∗)| −→ Map•(X, |A∗|) is a weak
equivalence.
Proof Let Xn−1 be the n−1-skeleton of X. The quotient X/Xn−1 is a wedge
of spheres
∨
Sn. For any space Y , Map•(
∨
Sn, Y ) −→ Map•(X, Y ) −→
Map•(Xn−1, Y ) is a fibration sequence since Xn−1 −→ X is a cofibra-
tion. This is true in particular when Y = |A∗|. Since every Ak is n − 1
connected and Xn−1 is n − 1 dimensional, the spaces Map•(Xn−1, Ak)
are connected. The sequence |Map•(∨Sn, A∗)| −→ |Map•(X,A∗)| −→
|Map•(Xn−1, A∗)| is a quasi-fibration sequence since Map•(
∨
Sn, A∗) −→
Map•(X,A∗) −→ Map•(Xn−1, A∗) is a simplicial Hurewicz fibration, A∗ is
proper and Map•(Xn−1, Ak) is connected for every k. Consider the following
commuting diagram of quasi-fibrations:
|Map•(∨Sn, A∗)| −→ Map•(∨Sn, |A∗|)
↓ ↓
|Map•(X,A∗)| −→ Map•(X, |A∗|)
↓ ↓
|Map•(Xn−1, A∗)| −→ Map•(Xn−1, |A∗|).
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The map |Map•(∨Sn, A∗)| −→ Map•(∨Sn, |A∗|) is a weak equivalence
by [May72] (Theorem 12.3) and |Map•(Xn−1, A∗)| −→ Map•(Xn−1, |A∗|)
is a weak equivalence by [HM97] (Lemma 1.4). Thus, |Map•(X,A∗)| −→
Map•(X, |A∗|) is a weak equivalence.
2.5 Classical scanning theorems for configuration
spaces
To prove the recognition principle, May proved the so called approximation
theorem. Namely he proved that s : DnX −→ ΩnΣnX is a weak equiva-
lence for X connected and well based [May72]. In order to prove nonabeilian
Poincare´ duality theorems, we will need similar results concerning the scan-
ning map s : D(M)X −→Map(M,ΣnX). Thus, we review some facts about
classical configuration spaces proved in [McD75] and [Bo¨d87].
Definition 2.23 Let M be a parallelized n-manifold. Let C(M) be the Σ-
space with C(M)(k) = Mk −∆fat with ∆fat denoting the fat diagonal.
Note that the map c : D(M)(k) −→ C(M)(k) sending an embedding to
its center is a homotopy equivalence and so c induces a homotopy equiva-
lence between D(M)X −→ C(M)X for all well based spaces X. In [Bo¨d87],
Bo¨digheimer defined scanning maps s′ making the following diagram homo-
topy commute:
D(M)X
c−→ C(M)X
s↘ s′ ↓
Mapc(M,ΣnX)
.
Bo¨digheimer also generalizes May’s approximation theorem and proves the
following theorem [Bo¨d87].
Theorem 2.24 If X is connected, M a parallelizable n-manifold, then s′ :
C(M)X −→Mapc(M,ΣnX) is a homotopy equivalence.
If X is not connected, then s and s′ are not homotopy equivalences.
However, if M is open, they are what we shall call a “stable” homology
equivalence. The word stable does not mean stable in the sense of stable
homotopy theory. For simplicity we assume that M is connected and is the
interior of a (not necessarily compact) manifold M¯ with connected boundary
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∂M . However, everything can be generalized to the case when pi0(∂M) −→
pi0(M¯) is onto.
Let M ′ = M¯ ∪∂M ∂M × [0, 1). Fix a diffeomorphism d : M ′ −→
M whose inverse is isotopic to the inclusion M ↪→ M ′. Given x ∈
X and p ∈ ∂M × [0, 1), there is an induced map tx : C(M)X −→
C(M)X defined as follows. Send a configuration (m1, . . .mk;x1 . . . xk) to
(d(m1), . . . d(mk), d(p);x1 . . . xk, x). Up to homotopy, t only depends on
[x] ∈ pi0(X). Let fx : ∂M × [0, 1) −→ ΣnX be s(p;x). Let Tx :
Mapc(M,ΣnX) −→Mapc(M,ΣnX) be the following function:
Tx(f)(m) =
{
f(d−1(m)) if d−1(m) ∈M
fx(d
−1(m)) if d−1(m) /∈M.
Let {xi} be a sequence of not necessarily distinct elements of X such that
each connected component of X has infinitely many terms of the sequence.
The natural numbers N0 are a partially ordered set and hence a category.
Let C : N0 −→ Top be a functor that takes each object to C(M)X and sends
morphisms j −→ j + 1 to maps txj . Likewise define M : N0 −→ Top to
be the functor which takes objects to Mapc(M,ΣnX) and morphisms to the
maps Txj . In [McD75], McDuff proved the following theorem in the case that
X = S0.
Theorem 2.25 If M is a connected parallelizable manifold, ∂M is non-
empty and dimRM > 1, then s
′ : hocolimN0C −→ hocolimN0M is a homology
equivalence.
However, all of her arguments follow almost verbatim for general well
based X. See [Bo¨d87] for more details. We shall describe the above the-
orem by saying that s : C(M)X −→ Mapc(M,ΣnX) is a stable homology
equivalence. We call the maps tx and Tx stabilization maps. Note that each
Tx are homotopy equivalences. Thus hocolimN0M is homotopy equivalent to
Mapc(M,ΣnX).
2.6 Scanning with a connected algebra
The goal of this section is to prove that the scanning map s :
B(D(M), Dn, A) −→ Mapc(M,BnA) is a weak homotopy equivalence when
A is connected. The proof follows May’s proof of the approximation theorem
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in [May72]. This is a special case of the Lurie’s nonabelian Poincare´ duality
theorem from [Lur09] since all connected Dn-algebras are grouplike. Despite
being less general than theorems already appearing in the literature, we give
this proof as warm up to the case when A is not necessarily grouplike.
Theorem 2.26 If A is a connected Dn-algebra, M a parallelized n-manifold,
then the scanning map s : B(D(M), Dn, A) −→ Mapc(M,BnA) is a weak
homotopy equivalence.
Proof Consider the map of simplicial spaces:
B∗(D(M), Dn, A) −→ B∗(Mapc(M,Σn·), Dn, A).
By Lemma 2.19 and Proposition 2.18, both simplicial spaces are proper. By
Theorem 2.24 and the fact that D(M)X is homotopic to C(M)X, the map is
a levelwise homotopy equivalence. Thus by Theorem 2.15, it induces a weak
equivalence on geometric realizations. Now consider the map:
B(Mapc(M,Σn·), Dn, A) −→Mapc(M,B(Σn, Dn, A)).
Since B∗(Σn, Dn, A) is a proper simplicial space and ΣnDknA is n-connected
(and hence n− 1 connected) for every k, by Corollary 2.22 we can conclude
that this map is a weak homotopy equivalence. Since the scanning map is
the composition of these two maps, it too is a weak homotopy equivalence.
2.7 Scanning with an open manifold
In this subsection, we no longer assume that the Dn-algebra A is connected
or even grouplike. As before, we assume that M is a smooth, connected,
open, parallelizable n-manifold with n > 1. We also assume that M is the
interior of a (not necessarily compact) manifold M¯ with connected boundary.
Note that insisting that the boundary of M¯ is connected is not a condition
on M since we do not assume that M¯ is compact. The goal of this section is
to prove that the scanning map s : B(D(M), Dn, A) −→ Mapc(M,BnA) is
a stable homology equivalence. Here stable is in the sense of Subsection 2.5.
Intuitively, we want to use the same proof strategy as was used in the case
where A is connected except using Theorem 2.25 instead of Theorem 2.24.
See Subsection 2.5 for definitions of the stabilization maps tx : C(M)X −→
C(M)X and Tx : Map
c(M ; ΣnX) −→Mapc(M ; ΣnX).
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For α ∈ Bk(D(∂M × (0, 1)), Dn, A), we can define a stabilization map
tα : Bk(D(M), Dn, A) −→ Bk(D(M), Dn, A) in a similar way to the way tx :
C(M)X −→ C(M)X was defined. That is, taking the “union” of an element
ξ ∈ Bk(D(M), Dn, A) with the element α ∈ Bk(D(∂M × (0, 1)), Dn, A) gives
an element of Bk(D(M¯ ∪∂M ∂M × [0, 1)), Dn, A). Using a diffeomorphism
M¯ ∪∂M ∂M × (0, 1) −→ M produces an element of Bk(D(M), Dn, A). For
future use, require that the inverse of this diffeomorphism is isotopic to the
inclusion M ↪→ M¯ ∪∂M ∂M × [0, 1).
For a ∈ A, we shall define a stabilization map ta : B∗(D(M), Dn, A) −→
B∗(D(M), Dn, A) as follows. Let a0 ∈ D(∂M × (0, 1))A be a disk labeled by
a. Let ak ∈ Bk(D(∂M×(0, 1)), Dn, A) be the image of a0 under the composi-
tion of k degeneracy maps. Let ta : B∗(D(M), Dn, A) −→ B∗(D(M), Dn, A)
be the map induced by tak : Bk(D(M), Dn, A) −→ Bk(D(M), Dn, A). Let
{ai} be a sequence of not necessarily distinct elements of A such that each
connected component of A has infinitely many terms of the sequence. Let
C : N0 −→ Top be a functor that takes each object to B(D(M), Dn, A) and
sends morphisms j −→ j + 1 to maps taj . Likewise define M : N0 −→
Top to be the functor which takes objects to Mapc(M,BnX) and mor-
phisms to the maps Taj (defined in the analogous way using the maps
Takj : Bk(Map
c(M,Σn·), Dn, A) −→ Bk(Mapc(M,Σn·), Dn, A)).
Also define Ck and Mk to be the analogous functor sending every natural
number to Bk(D(M), Dn, A) and Bk(Map
c(M,Σn·), Dn, A) respectively. Let
C∗ be the simplicial space with Ck = hocolimN0Ck and face maps and de-
generacies induced by the face maps and degeneracies of B∗(D(M), Dn, A).
Likewise define M∗ to be the simplicial space with Mk = hocolimN0Mk. We
will show that |C∗| is homology equivalent to |M∗|.
We will need to compare the maps tα with the maps tak . Let ∂k :
H∗(Bk(D(M), Dn, A)) −→ H∗(Bk−1(D(M), Dn, A)) be the alternating sum
of the facemaps.
Lemma 2.27 For all x ∈ ker(∂k) and α ∈ Bk(D(∂M× (0, 1)), Dn, A), there
exist a ∈ A such that tα∗(x) − tak∗(x) ∈ im(∂k+1). In other words, tα∗ and
tak∗ induce the same map on the E2 page of the Segal spectral sequence for
the homologies of |C∗| and |M∗|.
Proof For α, α′ ∈ Bk(D(∂M× (0, 1)), Dn, A), we say tα∗ and tα′∗ are homol-
ogous to mean tα∗(x) − tα′∗(x) ∈ im(∂k+1) for all x ∈ ker(∂k). An element
α ∈ Bk(D(∂M×(0, 1)), Dn, A) includes the data of a collection of embeddings
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Figure 3: Two outer walls
e ∈ D(∂M×(0, 1)) and elements eij ∈ Dn for 0 ≤ i ≤ k and elements al ∈ A.
We order the eij so that the elements (ek1, ek2 . . . ; a1, a2 . . .) define elements of
DnA and (ek−1,1, ek−1,2 . . . ; ek1, ek2 . . . ; a1, a2 . . .) define elements of Dn(DnA),
et cetera. For all N > 0, we say that α ∈ Bk(D(∂M × (0, 1)), Dn, A) has at
least N outer walls if e ∈ D(∂M × (0, 1))(1) and each eij ∈ Dn(1) for i < N
(See Figure 3). We say that all elements have at least zero outer walls. For
α, α′ ∈ Bk(D(∂M × (0, 1)), Dn, A), we say that α ∼ α′ if α and α′ are in the
same connected component of B(D(∂M × (0, 1)), Dn, A). If α ∼ α′ and α
and α′ both have k+1 outer walls, then α and α′ are in the same component
of Bk(D(∂M×(0, 1)), Dn, A) and hence tα∗ = tα′∗. Note that tα is homotopic
to tak for some a if α has k + 1 outer walls.
We shall assume for the purposes of induction that if α ∼ α′ and α and
α′ both have N + 1 outer walls, then tα∗ and tα′∗ are homologous. We shall
now prove that if α ∼ α′ and α and α′ both have N outer walls, then tα∗
and tα′∗ are homologous. Let β ∈ Bk+1(D(∂M × (0, 1)), Dn, A) be α with an
extra outer wall. Note that diβ = α for i ≥ k + 1 − N and diβ has N + 1
outer walls for i < k+ 1−N (see Figure 4 for an illustration). Let a ∈ A be
the product of all of the elements of A labeling the disks comprising α. This
is well defined in pi0(A). Note that a
k has k+1 (and hence N+1) outer walls
(see above for definition of ak). Also observe that ak ∼ diβ for all i. By our
induction hypothesis, tak∗ is homologous to tdiβ∗ for i < k + 1−N since diβ
has N + 1 outer walls for i < k + 1 − N . Let x ∈ ker∂k be arbitrary. Note
that the following diagram commutes:
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Bk+1(D(M), Dn, A)
tβ−→ Bk+1(D(M), Dn, A)
di ↓ di ↓
Bk(D(M), Dn, A)
tdiβ−→ Bk(D(M), Dn, A)
(1)
Let sl : Bk(D(M), Dn, A) −→ Bk+1(D(M), Dn, A) be a degeneracy map.
Let x ∈ ker∂k be arbitrary. From now on, we will write “=” for homologous
and not distinguish between maps and their effects in homology. Note that
for any z ∈ H∗(Bk−1(D(M), Dn, A)), slz is null homologous. We have:
0 = ∂k+1tβslx (since boundaries are zero in homology)
=
i=k+1∑
i=0
±ditβslx (by the definition of ∂)
=
i=k−N∑
i=0
±takdislx+
i=k+1∑
i=k+1−N
±tαdislx (by Diagram (1))
and
0 = ∂k+1tak+1slx (since boundaries are zero in homology)
= tak∂k+1slx (since ta is a chain map)
=
i=k−N∑
i=0
±takdislx+
i=k+1∑
i=k+1−N
±takdislx (definition of ∂).
Subtracting, we see that tα(y) = tak(y) for y =
∑i=k+1
i=k+1−N ±dislx. Let l =
k −N . We have:
y = ±dk+1−Nsk−Nx+
i=k+1∑
i=k+2−N
±disk−Nx
= ±x+
i=k+1∑
i=k+2−N
±sk−Ndi−1x (simplicial identities)
= ±x (image of degeneracies are null homologous.)
Thus x = ±y so tα(x) = tak(x). Since x was arbitrary, we can conclude that
tα and tak are homologous. If α
′ ∼ α, then α′ ∼ ak and so tα and tα′ are also
homologous. The claim now follows by induction.
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Theorem 2.28 The scanning map s : B(D(M), Dn, A) −→Mapc(M,BnA)
induces a map of simplicial spaces s∗ : C∗ −→M∗ which induces a homology
equivalence on geometric realizations.
Proof First note that C∗ and M∗ are proper simplicial spaces. This follows
from the fact that B∗(D(M), Dn, A) and B∗(Map(M,Σn·), Dn, A) are proper
and the following fact about cofibrations. Assume that the following diagram
commutes and the vertical maps are cofibrations.
X −→ Y
↓ ↓
Z −→ W
Then the inclusion of the mapping cylinder of X −→ Y into the mapping
cylinder of Z −→ W is a cofibration.
It is not true that the scanning maps s : Ck −→Mk are homology equiva-
lences. This would follow from Theorem 2.25 if we took the homotopy colimit
with respect to stabilization maps tα for α representing each component of
pi0(Bk(D(∂M × (0, 1)), Dn, A)). However, we are only using stabilization
maps of the form taki (see above for notation). Fortunately this difference
is not relevant on the E2 page of the Segal spectral sequence (see Subsec-
tion 2.4). By Lemma 2.27, the difference between the effects in homology
of tα with α arbitrary and taki is in the image of the alternating sum of the
face maps
∑±di : H∗(Ck+1) −→ H∗(Ck). Thus by Theorem 2.25, the map,
s : C∗ −→ M∗ induces an isomorphism on the E2 page of the Segal spectral
sequence and hence s : |C∗| −→ |M∗| is a homology equivalence.
We can now deduce Theorem 1.1 (nonabelian Poincare´ duality after
stabilizing) for Andrade’s model of topological chiral homology,
∫
M
A =
B(D(M), Dn, A).
Corollary 2.29 If M is an open parallelizable n-manifold, the scanning map
s induces a homology equivalence between hocolimtaiB(D(M), Dn, A) and
Mapc(M,B(Σn, Dn, A)).
Proof By Theorem 2.28, s : |C∗| −→ |M∗| is a homology equivalence. Af-
ter interchanging colimits and using Corollary 2.22, we have that |C∗| =
hocolimtaiB(D(M), Dn, A) and |M∗| = hocolimTaiMap(M,B(Σn, Dn, A).
Since the stabilization maps Tai : Map
c(M,B(Σn, Dn, A)) −→
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Figure 4: Example of ak, α, β, and diβ with i < k + 1−N
Mapc(M,B(Σn, Dn, A)) are homotopy equivalences, Map
c(M,B(Σn, Dn, A))
is weakly equivalent to |M∗|. Thus hocolimtaiB(D(M), Dn, A) is homology
equivalent to Mapc(M,B(Σn, Dn, A)) and we have proven Theorem 1.1 for
Andrade’s model of topological chiral homology.
3 Configuration spaces of particles with
summable labels
The goal of this section is to prove Theorem 1.1 (nonabelian Poincare´ du-
ality after stabilizing) for Salvatore’s model of topological chiral homology,
configuration spaces of particles with summable labels [Sal01]. We will no
longer restrict our attention to the case of parallelizable manifolds. Thus we
will consider framed En-algebras instead of unframed.
Unlike other models of topological chiral homology, Salvatore’s model
does not take as inputs an algebra over the little n-disks operad, but instead
accepts algebras over the (framed) Fulton-MacPherson operad Fn. In the pre-
vious section, the arguments can be summarized as using May’s two-sided
bar construction to leverage classical results about configuration spaces to
draw conclusions about topological chiral homology. In contrast, Salvatore’s
model of topological chiral homology is sufficiently close to classical configu-
ration spaces that many of those arguments developed for classical configu-
ration spaces directly apply. In Subsection 3.1, we recall the definition of the
(framed) Fulton-MacPherson configuration spaces and operad as well as re-
view the definition of configuration spaces of particles with summable labels.
In 3.2, we recall Salvatore’s definition of relative configuration spaces. In
3.3, we extend Salvatore’s nonabelian Poincare´ duality theorem from [Sal01]
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to more general relative configuration spaces using arguments from [Bo¨d87].
In 3.4, we use ideas similar to those used by McDuff in [McD75] regarding
homology fibrations and configuration spaces to prove non-abelian Poincare´
duality after stabilizing for Salvatore’s model of topological chiral homology.
3.1 Fulton-Macpherson operad and configuration
spaces
In this subsection, we will recall the definition of the Fulton-MacPherson con-
figuration space and the Fulton-MacPherson operad. Using these definitions,
we will describe Salvatore’s model of topological chiral homology. We follow
the treatment in [Sal01] in general but modify some notation in order not
to conflict with notation from the previous section. The Fulton-MacPherson
configuration space is a partial compactification of the configuration space
of ordered distinct points in a manifold.
Definition 3.1 Let Bl∆M
k denote the real oriented blow-up of Mk along
the small diagonal ∆.
There is a natural map from C(M)(k) −→ Bl∆(Mk). Given a subset
S ⊂ {1, . . . k}, there is a natural map C(M)(k) −→ C(M)(|S|). Let j :
C(M)(k) −→∏|S|>1Bl∆MS be the product of these maps.
Definition 3.2 Let Cfm(M)(k) be the closure of the image of j.
There is an obvious macroscopic location map b : Cfm(M)(k) −→Mk.
Definition 3.3 As a space, the k’th space of operad Fn is the collection of
points of Cfm(Rn)(k) macroscopically located at the origin, b−1(0, 0, . . .).
See [GJ94] or [Sal01] for an operad structure on Fn and a proof that Fn
is an En-operad. To define the framed Fulton-MacPherson operad, we first
recall the definition of the semi-direct product of a group G and an operad
O in G-spaces (an operad in spaces where each space has a G-action and all
structure maps are G-equivariant).
Definition 3.4 Let G be a group and let O be an operad in G-spaces. De-
fine O o G to be the topological operad with (O o G)(k) = O(k) × Gk and
composition map m˜ : (O oG)⊗ (O oG) −→ O oG given by:
m˜((o, g1, . . . gk); (o1, g
1
1, . . . g
m1
1 ), . . . , (ok, g
1
k, . . . g
mk
k )) =
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(m(o; g1o1, . . . , gkok), g1g
1
1, . . . , gkg
mk
k )
with m : O ⊗O −→ O the composition map of the operad O.
We now define the framed Fulton-MacPherson operad and the framed
Fulton-MacPherson configuration space.
Definition 3.5 Define the framed Fulton-MacPherson operad fFn as Fn o
GLn(R) with the GLn(R) action on Fn(k) induced by the action of GLn(R)
on Rn.
See [Sal01] for more details on this action.
Definition 3.6 Let P −→ M be the principle GLn(R) bundle associated to
the tangent bundle of an n-manifold M . Let the framed Fulton-MacPherson
configuration space of k points in M be the pullback of the following diagram:
fCfm(M)(k) −→ P k
↓ ↓
Cfm(M)(k)
b−→ Mk
with b the macroscopic location map. Let fCfm(M) =
⊔
k fC
fm(M)(k).
Note that the symmetric group actions on Mk induces a Σ-space structure
on fCfm(M).
In [Sal01], Salvatore describes a right fFn-module structure on fC
fm(M).
This structure is similar to the Dn-module structure on D(M). For M an
n-manifold with corners, we define fCfm(M) as follows. Let W be an n-
manifold (without boundary or corners) containing M . Let fCfm(M) be the
subspace of fCfm(W ) of particles macroscopically located in M . We can
now give Salvatore’s definition of the configuration space of particles with
summable labels.
Definition 3.7 For an fFn-algebra A, M an n-manifold (possibly with cor-
ners), let C(M ;A) be the coequalizer of the two natural maps fCfm(M) ⊗
fFn ⊗ A⇒ fCfm(M)⊗ A.
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3.2 Relative configuration spaces of particles
There also is a relative version of Salvatore’s configuration spaces of particles
with summable labels. For N ⊂ M , we will define a relative configuration
space Cfm(M,N ;A). Intuitively it is the space of particles in M which
vanish if they enter N . To define C(M ;A), we used a right fFn-module
fCfm(M). To define Cfm(M,N ;A), we will need to define a right functor
fC(M,N) over the monad fFn. Throughout, we will assume that M and N
are manifolds with corners, N ↪→ M is a cofibration, dimM = n and that
M −N is open.
Let W be an open submanifold containing N . Let X be a space.
All elements of fCfm(M)X can be uniquely described by an element of
fCfm(M −N)X and an element of fCfm(W )X consisting of points macro-
scopically located in N . Let ∼ be the relation that on fCfm(M)X given by
identifying elements whose corresponding elements in fCfm(M − N)X are
equal.
Definition 3.8 For a based space X, we define a space fCfm(M,N)X to be
Cfm(M)X/ ∼. Let fCfm(M,N) be the functor from based spaces to based
spaces which sends a space X to fCfm(M,N)X.
See [Sal01] for a description of the right fFn-functor structure on
Cfm(M,N).
Definition 3.9 For A an fFn-algebra, let C(M,N ;A) denote the coequalizer
of the two natural maps fCfm(M,N)fFnA⇒ fCfm(M,N)A.
3.3 Quasifibrations and scanning theorems
In this subsection we will recall Salvatore’s definition of the scanning map,
review the nonabelian Poincare´ duality theorems from [Sal01], as well as
review Salvatore’s results concerning when the natural map pi : C(M ;A) −→
C(M,N ;A) is a quasi-fibration. All theorems without proof in this subsection
are due to Salvatore in [Sal01]. Before we can define Salvatore’s scanning
map, we need the following theorem regarding a model of BnA and the
following definition of relative compactly supported space of sections.
Theorem 3.10 For an fFn-algebra A, C(S
n, pt;A) ' BnA and C(Rn;A) '
A.
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For a manifold M with a metric, let TM , DM , and SM respectively
denote the tangent bundle, closed unit disk bundle and sphere bundle of M .
Given a fFn-algebra A, let E
A −→M be the bundle whose fiber over a point
m ∈M is C(DMm, SMm;A). We will define a scanning map from C(M ;A)
to a space of sections of EA. Note that fibers of EA are all models of BnA.
Definition 3.11 Let W be an open n-manifold containing M containing
N and let E −→ W be a bundle with a preferred section s0. Let Γc(M,N)(E)
denote the space of sections of E over W −N which agree with s0 on W −M .
For N empty, let ΓcM(E) = Γ
c
(M,N)(E).
The scanning map will depend on a choice of metric on M − N and
function  : M −→ R>0. Require that the ball of radius (m) around m ∈
M−N is inside the injectivity radius. For m ∈M−N , the map TmM −→M
given by v −→ expm((m)v) gives a diffeomorphism between DmM and
B(m)(m), the ball of radius (m) around the point m. Smooth maps of
spaces induce maps of labeled configuration spaces with the maps acting on
macroscopic locations of the particles and the derivatives of the maps acting
on the labels. In this way, the inverse of the above function induces a map
of configuration spaces em : C(M,M −B(m)(m);A) −→ C(DmM,SmM ;A).
Using this map, we can construct the scanning map.
Definition 3.12 Let s : C(M,N ;A) −→ Γc(M,N)(EA) be the map defined as
follows. For m ∈ M − N and ξ ∈ C(M,N ;A), let s(ξ)(m) ∈ EAm be the
image of ξ under the maps:
C(M,N ;A)
pi−→ C(M,M −B(m)(m);A) em−→ C(DmM,SmM ;A) = EAm.
Here the preferred section of EA used in the compactly supported condition
is the empty section s0. That is, s0(m) ∈ EAm = C(DmM,SmM ;A) is the
empty configuration.
The following lemma is an important tool in Salvatore’s proof of non-
abelian Poincare´ duality.
Lemma 3.13 Let K be n-submanifold of M and assume that pi0(N∩K) −→
pi0(M) is onto. Then the projection map pi : C(M,N ;A) −→ C(M,K∪N ;A)
is a quasi-fibration with fiber C(K,K ∩N ;A).
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Theorem 3.14 If pi0(N) −→ pi0(M) is onto, then s : C(M,N ;A) −→
Γc(M,N)(E
A) is a weak homotopy equivalence.
Proof The case when N = ∂M is proven in [Sal01]. Salvatore’s proof is iden-
tical to Steps 1-4 of Proposition 2 of [Bo¨d87] after replacing labeled (without
summing) configuration spaces with configuration spaces with summable la-
bels. Steps 5-8 of Proposition 2 of [Bo¨d87] also apply to configuration spaces
with summable labels to give the above theorem. The key tool in both Salv-
tore and Bo¨digheimer’s proof is respectively Lemma 3.13 and the analogous
statement for labeled configuration spaces without summable labels.
3.4 Homology fibrations and scanning theorems
In this subsection, we will consider the case that M is a connected open
n-manifold which is the interior of a manifold with non-empty boundary.
We will describe a stabilization procedure involving bringing points in from
infinity and prove that the scanning map induces a homolology equivalence
between the stabilization of C(M ;A) and ΓcM(E
A).
In Andrade’s model of topological chiral homology, the only point-
set topological assumptions we made were that the Dn-algebras had non-
degenerate basepoints. To prove non-abelian Poincare´ duality after stabiliz-
ing for configuration spaces of particles with summable labels, we need to
make additional point-set topological assumptions.
Definition 3.15 A space X is uniformly locally connected if there is a neigh-
borhood U of the diagonal in X × X and a map λ : U × [0, 1] −→ X such
that λ(x, y, 0) = x, λ(x, y, 1) = y and λ(x, x, t) = x.
Definition 3.16 We call an fFn-algebra A and a smooth n-manifold M
non-pathological if A is uniformly locally connected and well based and both
A and C(M ;A) are homotopy equivalent to CW complexes.
We will prove non-abelian Poincare´ duality after stabilizing under the
assumption that the pair (A,M) is non-pathological. Next we will describe
the stabilization maps. For simplicity, we assume that M is connected. Since
we assume that M is the interior of a manifold with non-empty boundary,
we can find a submanifold with boundary Q1, diffeomorphic to [0, 1)×Rn−1
such that M −Q1 is diffeomorphic to M by a diffeomorphism isotopic to the
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Figure 5: The subsets Q1 and Q2
identity. For future use, we will fix another submanifold with boundary Q2
containing Q1 in its interior (see Figure 5) with the same properties as Q1.
Let Mi = M −Qi. Fix a diffeomorphism f : M1 −→M such that f |M2 = id
and which is isotopic relative to M2 to the standard inclusion i : M1 −→M .
Also fix a point q ∈ Q1.
Definition 3.17 For a ∈ A, let ta : C(M ;A) −→ C(M ;A) be defined as
follows. The diffeomorphism f−1 induces a map C(M ;A) −→ C(M1;A).
Mapping a configuration of labeled points in C(M1;A) to the same configu-
ration of points union (q; a) gives a map C(M1;A) −→ C(M ;A). Let ta be
the composition of these two maps.
Let Ta be the corresponding stabilization map for Γ
c
M(E
A). The goal
of this section is to prove the following theorem. It is nonabalian Poincare´
duality after stabilizing for configuration spaces of particles with summable
labels.
Theorem 3.18 Let M be a connected parallelizable n-manifold with n > 1
which is the interior of a manifold with nonempty boundary. Assume
that (A,M) is non-pathological. Let {ai} be a sequence of elements of A
such that each connected component has an infinite number of terms of
the sequence. The scanning map s induces a homology equivalence between
hocolimtaiC(M ;A) and Γ
c
M(E
A).
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By hocolimtaiC(M ;A), we mean the mapping telescope of the following
diagram:
C(M ;A)
ta1−→ C(M ;A) ta2−→ C(M ;A) ta3−→ C(M ;A) . . .
All other similar homotopy colimits are understood to be taken over similar
diagrams.
For M parallelizable, ΓcM(E
A) 'Mapc(M,BnA). In particular, Theorem
3.18 implies Theorem 1.1 for Salvatore’s model of topological chiral homology.
The rest of this section is devoted to proving Theorem 3.18. Consider the
following commuting diagram:
C(Q2;A)
s−→ ΓcQ2(EA)
ι ↓ ↓
C(M ;A)
s−→ ΓcM(EA)
pi ↓ ↓
C(M,Q2;A)
s−→ Γc(M,Q2)(EA).
Note that the right-hand side is a fiber sequence. This follows from a
generalization of the fact that the functor Map(·, X) takes cofiber sequences
to fiber sequences (for example see the proof of Proposition 2 of [Bo¨d87]).
By Theorem 3.14, the bottom row is a weak homotopy equivalence. When
A is grouplike, Salvatore proved that the left-hand side is a quasi-fibration
[Sal01] and the top row is a weak equivalence. Thus, if A is grouplike,
s : C(M ;A) −→ ΓcM(EA) is a weak equivalence by the long exact sequence
of homotopy groups and the five lemma. In the nongrouplike case, we will
use a similar argument. First we will stabilize. Then we will show that the
left hand side is a homology fibration and that the top scanning map is a
homology equivalence. Then we will use the spectral sequence comparison
theorem. Since we assumed that f is the identity on M2, the following
diagram commutes:
C(Q2;A)
ta−→ C(Q2;A)
ι ↓ ι ↓
C(M ;A)
ta−→ C(M ;A)
pi ↓ pi ↓
C(M,Q2;A)
id−→ C(M,Q2;A).
Thus, the following diagram commutes:
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hocolimtaiC(Q2;A)
s−→ hocolimTaiΓcQ2(EA)
ι ↓ ↓
hocolimtaiC(M ;A)
s−→ hocolimTaiΓcM(EA)
pi ↓ ↓
C(M,Q2;A)
s−→ Γc(M,Q2)(EA).
(2)
To see that the top row of Diagram (2) is a homology equivalence, we
recall the following result from [Sal01].
Theorem 3.19 The scanning map s : C(Rn;A) −→ ΓcRn(EA) is a group
completion.
Corollary 3.20 For n > 1, the scanning map s : C(Q2;A) −→
ΓcQ2(E
A) induces a homology equivalence, s : hocolimtaiC(Q2;A) −→
hocolimTaiΓ
c
Q2
(EA).
Proof First note that a diffeomorpism Rn −→ Q2 induces homotopy equiv-
alences C(Rn;A) −→ C(Q2;A) and ΓcRn(EA) −→ ΓcQ2(EA). The space
C(Rn;A) is a Dn-algebra. Thus for n > 1, it is homotopy equivalent to
a homotopy commutative monoid. Therefore, it satisfies the hypothesis of
the group completion theorem [MS76]. The monoid multiplication maps are
homotopic to the stabilization maps ta : C(Rn;A) −→ C(Rn;A). By the
group completion theorem, we can deduce that s : hocolimtaiC(R
n;A) −→
hocolimtaiΓ
c
Q2
(EA) is a homology equivalence and the claim follows.
The left hand side of Diagram (2) is not always a quasi-fibration, but is
a homology fibration when (A,M) is non-pathological.
Definition 3.21 A map pi : E −→ B is called a homology fibration if the
inclusion of every fiber into the homotopy fiber is a homology equivalence.
This definition implies that the Serre spectral sequence can be used to
study the homology of the total space of a homology fibration. In [McD75],
McDuff states the following sufficient condition for a map being a homology
fibration.
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Proposition 3.22 A map r : Y −→ X is a homology fibration with fiber F
if the following 5 conditions are satisfied. Let X =
⋃
Xk with each Xi closed.
(i) all spaces Xk, Xk−Xk−1, r−1(Xk), r−1(Xk−Xk−1) have the homotopy
type of CW complexes;
(ii) each Xk is uniformly locally connected;
(iii) each x ∈ X has a basis of contractible neighborhoods U such that the
contraction of U lifts to a deformation retraction of r−1(U) into r−1(x);
(iv) each r : r−1(Xk −Xk−1) −→ Xk −Xk−1 is a fibration with fiber F ;
(v) for each k, there is an open subset Uk of Xk such that Xk−1 ⊂ Uk, and
there are homotopies ht : Uk −→ Uk and Ht : r−1(Uk) −→ r−1(Uk) satisfying
(a) h0 = id, ht(Xk−1) ⊂ Xk−1, h1(Uk) ⊂ Xk−1;
(b) H0 = id, r ◦Ht = ht ◦ r;
(c) H1 : r
−1(x) −→ r−1(h1(x)) induces an isomorphism on homology for
all x ∈ Uk.
This is analogous to a theorem of Dold and Thom in [DT58] involving
weak equivalences and quasi-fibrations.
Lemma 3.23 If dimM > 1 and (A,M) is non-pathological, then the map
pi : hocolimtaiC(M ;A) −→ C(M,Q2;A) is a homology fibration with fiber
hocolimtaiC(Q2;A).
Proof For simplicity of notation, we will assume that pi0(A) = N0. The
general case is similar except with more indices. Since we also are assuming
that M is connected, we have that pi0(C(M ;A)) = pi0(C(Q2;A)) = N0. The
isomorphism pi0(C(M ;A)) −→ pi0(A) is given by multiplying together all of
the elements of A labeling a particular configuration of points in M . Let Ak
denote the k’th component of A. We will use Theorem 3.22 to show that pi
is a homology fibration by considering the following choice of filtration on
C(M,Q2;A): let Xk be the subset of points where the product of the labels
of points macroscopically located in M2 is in Ai with i ≤ k.
Conditions (i) and (ii) are true since the pair (A,M) is non-pathological.
To see that condition (iii) is satisfied, fix x ∈ C(M,Q2;A). Let (m1 . . .mr)
be the macroscopic locations of the points of x. Let ai ∈ A be the label of the
configuration x at the point mi and let {Ui} be a collection of disjoint open
balls such that mi ∈ Ui ⊂M2. Let Ai ⊂ A be a contractible set deformation
retracting onto the point ai. Let U ⊂ C(
⋃Ui;A) ⊂ C(M,Q2;A) be the set
of configurations of points such that the product of the labels of the points
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macroscopically located in Ui are in Ai. Sets of this form give a basis of
C(M,Q2;A) which satisfy the requirements of condition (iii). Condition
(iv) is true since pi is in fact a trivial fibration over each Xk−Xk−1 with fiber
hocolimtaiC(Q2;A).
We now check condition (v). Let M3 be M minus a closed collar neigh-
borhood of Q2. Let Uk ⊂ Xk be the subspace of configurations of points
where the product of the labels of the points macroscopically located in M3
is in Ai with i < k. Let gt be a path of diffeomorphisms of M with g0 = id,
gt(Q2) ⊂ Q2 for all t and g1(M −M3) ⊂ Q2. The isotopy gt induces ho-
motopies ht : Uk −→ Uk and Ht : pi−1(Uk) −→ pi−1(Uk) by applying gt to
each point in the configurations. To see that condition (a) is satisfied, first
note that h0 = id since g0 = id. We have that ht(Xk−1) ⊂ Xk−1 since
gt(Q2) ⊂ Q2. Since g1(M −M3) ⊂ Q2, h1(Uk) ⊂ Xk−1. Condition (b) fol-
lows from the fact that f0 = id and Ht and ht are both induced by ft. The
map on hocolimtaiC(Q2;A) from condition (c) is homotopy equivalent to
one induced by a product of stabilization maps tai . The stabilization maps
induce homology equivalences on hocolimtaiC(Q2;A) provided that n > 1.
When n = 1, there are two potentially non-homotopic stabilization maps
C(Q2;A) −→ C(Q2;A) corresponding to adding points from the left or right.
Thus pi is a homology fibration.
Before we can prove Theorem 3.18, we need the following lemma.
Lemma 3.24 For dimM > 1, the action of pi1(C(M,Q2;A)) on
H∗(hocolimtaiC(Q2;A)) induced by the map pi is trivial. Also, the action
of pi1(Γ
c
(M,Q2)
(EA)) on H∗(hocolimTaiΓ
c
Q2
(EA)) is trivial.
Proof The way pi1(C(M,Q2;A)) acts on H∗(hocolimtaiC(Q2;A)) is via
conjugation by the maps on homology induced by the stabilization maps.
Since C(Q2;A) is homotopy commutative for n > 1, conjugation is triv-
ial. The same argument applies to the action of pi1(Γ
c
(M,Q2)
(EA)) on
H∗(hocolimTaiΓ
c
Q2
(EA)).
The action could be non-trivial if we considered Q2 whose interior is not
of the form R2×N with N a connected (n− 2)-manifold. We can now prove
Theorem 3.18, nonabelian Poincare´ duality after stabilizing for Salvatore’s
configuration space of particles with summable labels.
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Proof of Theorem 3.18 See Diagram (2). The left row is a homology
fibration and the right row is a quasi-fibration and hence also a homol-
ogy fibration. The bottom row is a weak-equivalence and the top row is
a homology equivalence. The fundamental groups of the bases act triv-
ially on the fibers. Consider the Serre spectral sequences for the two ho-
mology fibrations. The scanning map induces an isomorphism between
the E2 pages and hence an isomorphism between the E∞ pages. Thus
s : hocolimtaiC(M ;A) −→ hocolimTaiΓcM(EA) is a homology equivalence.
Since each Tai is a homotopy equivalence, hocolimTaiΓ
c
M(E
A) is homotopy
equivalent to ΓcM(E
A). This completes the proof.
4 A conjecture on homological stability
There are several natural questions raised by Theorem 1.1. In this section,
we highlight one of them and make a conjecture regarding the effects in
homology of the stabilization maps tai :
∫
M
A −→ ∫
M
A. For simplicity of
notation, assume that M is connected and open and pi0(A) = N0.
Definition 4.1 Let A be an En-algebra with pi0(A) = N0. Fix b ∈ A1 and
let mb : Ak −→ Ak+1 be a multiplication with b map. We say that A has
homological stability if there is a function r : N0 −→ N0 tending to ∞ such
that mb∗ : Hi(Ak) −→ Hi(Ak+1) is an isomorphism for i ≤ r(k).
Examples of such En-algebras include: labeled (without summable labels)
configuration spaces [Seg79] [RW11], rational functions [Seg79] [BM88], as
well as the union of the classifying spaces of the mapping class groups of
once punctured surfaces [Har85]. Let (
∫
M
A)k denote the k’th component of∫
M
A.
Conjecture 4.2 Let M be an open connected parallelizable n-manifold and
let A be an En-algebra with pi0(A) = N0. Fix b ∈ A1 and let tb : (
∫
M
A)k −→
(
∫
M
A)k+1 be a stabilization map described in previous sections. If A has ho-
mological stability, we conjecture that there is a range of dimensions tending
to infinity below which tb induces an isomorphism on homology. Moreover,
this range should depend only on the homological stability range of A.
This conjecture is trivially true when M = Rn. It is also true when
A = C(Rn)X for a based space X. If true, combining this conjecture with
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Theorem 1.1 would allow one to conclude that the scanning map s :
∫
M
A −→
Mapc(M,BnA) is a homology equivalence though a range of dimensions.
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