Proper Forcing Axiom の無矛盾性 by 山本 啓太 & Yamamoto Keita
Proper Forcing Axiom の無矛盾性
著者 山本 啓太
発行年 2012
URL http://hdl.handle.net/2241/116715
筑波大学大学院博士前期課程
数理物質科学研究科修士論文
Proper Forcing Axiomの無矛盾性
山本啓太
(数学専攻)
2012年 2月
筑波大学大学院博士前期課程
数理物質科学研究科修士論文
Proper Forcing Axiomの無矛盾性
山本啓太
(数学専攻)
指導教員 塩谷真弘 印
論文要旨
本論文は Proper Forcing Axiomの無矛盾性に関する結果をまとめた総合報告である.
1963年, Cohenは強制法 (forcing)と呼ばれる手法を開発し, Cantorの連続体仮設 (2! = !1)の独立性
を示した ([6], [7]). 強制法とは半順序を用いて集合論のモデルを拡大する手法である. これは, ZFC(選
択公理を含む集合論の公理系の一つ)のモデル V と半順序 P 2 V が与えられたときに, P の V -generic
フィルター Gを含むように V を拡大して新しいモデル V [G]を得る手法である. ここで, V -genericフィ
ルターとは V 上のすべての P の稠密な部分集合と交わるフィルターのことである. 例えば, P として 0,
1の有限列からなる半順序をとれば, いわゆる Cohen実数を (１つ)付加したモデルが得られる. Cohen
は, Cohen実数を !2 個付加したモデルを構成することにより, 連続体仮設の独立性を証明した.
1965年, Solovayと Tennenbaumは, 可算鎖条件 (countable chain condition, c.c.c.)をみたす半順序に
よる反復強制法 (iterated forcing)を開発して, 実数直線の特徴付けに関する Suslinの問題の無矛盾性を
証明した ([19]). 彼らの証明の要となった事実は, c.c.c. をみたす半順序のクラスが有限台反復強制法に
よって閉じていることである. Solovayと Tennenbaumの結果は, この事実に気づいた人々によって直ち
に, いわゆる Martin の公理 (Martin's Axiom, MA) の無矛盾性に一般化された ([15]). Martin の公理
は, 一連の強制法公理 (forcing axiom)の最初の例となった:
定義. 半順序のある性質 'に対して, 強制法公理 FA(')を以下の主張とする:
'を満たす任意の半順序 P と P の任意の稠密部分集合 D ( < !1)に対して, すべての D と交わる
P のフィルターが存在する.
Martinの公理MA (より正確にはMA!1)とは FA(c.c.c.)のことである. MAは Suslinの問題を解決し,
連続体仮設の否定を導く他にも幅広い応用があることが知られている. 一方で, Martinの公理に解決で
きない問題も多数存在する. 最も代表的な問題の例は, 巨大基数が関わることが知られている問題である.
ここで, 巨大基数とは, ZFCの無矛盾性を導くような超越性を備えた無限基数の一般的総称である. MA
の無矛盾性は ZFCの無矛盾性から従うので, MA自体が ZFCの無矛盾性を導くような命題を導くこと
は (ZFC自体が矛盾しない限り)できない.
1980年頃, Shelahは proper強制法と呼ばれる, 非常に広い半順序のクラスを導入し, このクラスが可算
台反復強制法で閉じていることを証明した ([17], [18]). Baumgartner は FA(proper) を導入し, これを
Proper Forcing Axiom (PFA)と名付けた. さらに Shelahの結果も用いることで, 超コンパクト基数 (巨
大基数の一種)の無矛盾性から PFAの無矛盾性も証明した ([2], [3]):
定理. (Baumgartner-Shelah) ZFC+\超コンパクト基数の存在" が無矛盾ならば, ZFC+PFA も無矛盾
である.
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Proper な半順序は c.c.c. や countably closed な半順序を含み, 特に PFA は MA を導く. さらに PFA
は連続体濃度を決定する (2! = !2)ことも Todorcevicと Velickovicによって示された ([4], [20]). また
PFAは関数解析にも応用がある. 可換 Banach代数は Banach空間に他の演算と両立する積演算を加え
たものであり, 閉区間 [0; 1]上の複素数値連続関数全体 C([0; 1])は可換 Banach代数をなす. Todorcevic
は, PFA を仮定すると, C([0; 1]) から可換 Banach 代数への準同型写像は常に連続写像となることを
示した ([4], [9]). Todorcevic はさらに, PFA から Square 原理の否定を導き, PFA の無矛盾性には巨
大基数の無矛盾性が本質的に関わっていることを示した ([4]). PFA の無矛盾性からWoodin 基数 (巨
大基数の一種で無矛盾の強さとしては超コンパクト基数より遥かに弱い) の無矛盾性が導かれることは
Schimmerlingにより示されている ([16])が, PFAの無矛盾性は超コンパクト基数の無矛盾性をも導くで
あろうと予想されており, この予想はいわゆる内部モデルの理論の重要な動機となっている.
第 1章は集合論の基礎事項についてのまとめで, 本論文に必要な知識を簡潔に解説する.
第 2 章では半順序の定義及び半順序上のフィルターについて解説する. 特に P(A) 上の正規なフィル
ターとその重要な例である clubフィルターについて重点をおいて解説する.
第 3章では巨大基数の一つである超コンパクト基数について解説する. 超コンパクト基数の存在が集合論
のモデル間のある初等的埋め込みの存在で記述できることを示し, 重要な道具の一つである Laver関数の
存在を証明する.
第 4章では集合論のモデルの重要な構成法である強制法について解説する. 強制法の一般論について初歩
の部分から反復強制法まで幅広く解説する.
第 5章では Shelahによって導入された properな強制法について解説する. 半順序が properであること
の定義が generic conditionと呼ばれる半順序の要素を用いて同値に言い換え出来ることを示し, proper
という性質が可算台を持つ反復強制法で閉じているという重要な定理を証明する.
最終章である第 6章では Proper Forcing Axiomを定義し, その無矛盾性が超コンパクト基数の無矛盾性
から導かれることを証明する. この定理が本論文における主定理であり, 第 1章から第 5章までの知識を
用いて証明される.
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1 基本事項
ZFCは集合論の公理系の一つで選択公理を含むものであり, 本論文の定理などはこの公理系を採用して
いる.
定義 1.1. 集合全体のクラス fx : x = xgを V と書く.
定義 1.2. ;  を順序数とする.
1. 写像 f : !  について, 次が成り立つとき f は共終的であるという:
8 < ; 9 < ;   f():
2.  の共終数 cf()を次で定める:
cf() = minf   : からへの共終的な写像が存在 g:
定義 1.3. を極限順序数とする.
cf() = が成り立つとき, は正則であるという. そうでないとき は特異であるという.
定義 1.4. 各順序数 に対して, V を次のように再帰的に定義する:
 V0 = ;.
 V+1 = P(V).
 V =
S
<V (が極限順序数のとき).
定義 1.5. 次が成り立つとき, クラス C は推移的であるという: 任意の a; bに対して,
a 2 b 2 C ならば a 2 C:
定義 1.6.
1. 集合 xについて, xを部分集合として含む最小の推移的な集合を xの推移的閉包といい, TC(x)と
書く.
2. 基数 に対して, H := fx : jTC(x)j < gと定める.
定義 1.7. N;M を 2つの L-構造とする. 次が成り立つとき, 写像 j : N ! M は初等的埋め込みである
という: 任意の L-論理式 '(x1; :::; xn)と任意の a1; :::; an 2 N に対して,
N j= '(a1; :::; an) , M j= '(j(a1); :::; j(an)):
特に, 初等的埋め込み j が恒等写像のときは N をM の初等的部分構造といい, N M とかく.
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命題 1.8. (Tarski-Vaughtの判定法) M;N は 2つの L-構造で, M は N の部分構造であるとする. この
とき, 次の２つは同値である:
1. M  N
2. 任意の L-論理式 '(x; y1; : : : ; yn)と任意の a1; : : : ; an 2M に対して,
N j= 9x'(x; a1; : : : ; an)ならば, ある b 2M が存在して N j= '(b; a1; : : : ; an):
命題 1.9. Lを可算言語, M を L-構造とする. このとき, 任意の可算部分集合 A M に対して, Aを含
む可算濃度の初等的部分構造 N M が存在する.
定義 1.10. クラス C 上の 2項関係 Rについて,
1. (C;R) は整礎的 :, C の空でない任意の部分集合 X に対して, 9y 2 X; 8z 2 X; (z; y) 62 R:
2. (C;R) は集合的 :, 任意の x 2 C に対して fy 2 C : (y; x) 2 Rgは集合である.
3. (C;R)は外延的 :, 8x; y 2 C; (8z 2 C ((z; x) 2 R, (z; y) 2 R) ) x = y):
定理 1.11. クラス C 上の 2項関係 R について, (C;R)は整礎的で集合的かつ外延的であるとする. ク
ラス関数  : C ! V を次のように再帰的に定める:
(x) = f(y) : y 2 C; (y; x) 2 Rg:
M := ran()とおく. このとき  は (C;R)から (M;2)への同型写像となり, M は推移的となる. この
M を (C;R)の推移的崩壊という.
定義 1.12. クラスM と f2g-論理式 'に対して, 論理式 'M を再帰的に次のように定める:
 (x 2 y)M  x 2 y.
 (x = y)M  x = y.
 (:')M  :('M ).
 (' ^  )M  'M ^  M .
 (' _  )M  'M _  M .
 ('!  )M  'M !  M .
 (8x')M  8x 2M 'M .
 (9x')M  9x 2M 'M .
このように定めた 'M を 'のM による相対化という ('M をM j= 'と書くこともある). また, クラス
C = fx : '(x)gに対して CM := fx 2M : 'M (x)gを C のM による相対化という.
定義 1.13. '(x1; :::; xn)を f2g-論理式, M  N を 2つのクラスとする. 次が成り立つとき, 'はM;N
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の間で絶対的という:
8a1; :::; an 2M ('M (a1; :::; an) $ 'N (a1; :::; an)):
また, M;V の間で絶対的なときは単にM で絶対的という.
定義 1.14. M を推移的なクラス, T を f2g-閉論理式からなる集合とする.
任意の ' 2 T に対して 'M が証明できるとき, M は T のモデルであるという.
定義 1.15. N M を 2つの推移的なクラスとする. 任意の f2g-論理式 '(x1; :::; xn)に対して次が成り
立つとき, クラス関数 j : N !M は初等的埋め込みであるという:
8a1; :::; an 2 N ('N (a1; :::; an) $ 'M (j(a1); :::; j(an)):
2 半順序とフィルター
定義 2.1. 集合 P と P 上の 2項関係 との対 (P;)が次を満たすとき半順序という:
 8p 2 P; (p  p).
 8p; q; r 2 P; (p  q  r ) p  r).
定義 2.2. (P;)を半順序とし, p; q 2 P とする.
 p k q (両立可能) :, 9r 2 P (r  p ^ r  q):
 p ? q (両立不可能) :, :(p k q):
定義 2.3. P を半順序とし, F  P とする. 次が成り立つとき, F は P 上のフィルターという:
 F 6= ;.
 8p; q 2 F; 9r 2 F (r  p; r  q).
 8p 2 F; 8q 2 P (p  q ) q 2 F ).
定義 2.4. S を集合, F  P(S) n f;gとする. F が半順序 (P(S) n f;g;)上のフィルターとなるとき,
F を S 上のフィルターとよぶ.
定義 2.5. 集合 S 上のフィルター F に対して, F+ := fX  S : 8C 2 F; X \ C 6= ;gと定める.
定義 2.6. F を S 上のフィルター, を基数とする.
1. 任意のX  S に対してX か S nX のどちらかが F の要素となるとき, F を S 上の超フィルター
とよぶ.
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2. 濃度が 未満の任意の部分集合 A  F に対して共通部分 TAが F の要素となるとき, F は -完
備であるという.
定義 2.7. 集合 A と jAj 以下の基数  に対して, P(A) := fX  A : jXj < g と定める. P(A) は
[A]< と書くこともある.
定義 2.8. 各 a 2 Aごとに Xa  P(A)が与えられているとする. このとき, 対角共通部分4a2AXa を
次で定義する；
4a2AXa := fx 2 P(A) : a 2
\
a2x
Xag:
定義 2.9. F を P(A)上のフィルターとする. 次が成り立つとき, F は正規であるという:
 F は -完備.
 任意の x 2 P(A)に対して fy 2 P(A) : x  yg 2 F .
 任意の fCa : a 2 Ag  F に対して4a2ACa 2 F .
補題 2.10. F を P(A)上の正規なフィルター, S 2 F+, f : S ! Aを任意の x 2 S について f(x) 2 x
となる写像とする. このとき, fx 2 S : f(x) = ag 2 F+ となる a 2 Aが存在する.
証明. 背理法で示す. 任意の a 2 Aについて fx 2 S : f(x) = ag 62 F+ と仮定する. 各 a 2 Aに対し,
Ca 2 F を Ca \ fx 2 S : f(x) = ag = ;になるように取る. このとき, S \ Ca 3 xならば f(x) 6= aと
なっている. 4a2ACa 2 F; S 2 F+ だから S \ 4a2ACa 3 xなる xがある. この xは
T
a2x(Ca \ S)
の要素になっている. よって Ca の選び方により f(x) 6= a が任意の a 2 x について成り立つ. これは
f(x) =2 xを意味しており, f の性質と矛盾する.
正規なフィルターの例として, 以下で定められる P(A)上の clubフィルターがある.
定義 2.11. を非可算正則基数, Aを濃度 以上の集合とする.
1. X  P(A)について, 任意の x 2 P(A)に対して x  y なる y 2 X が存在するとき, X は非有
界であるという.
2. X  P(A)について, X の要素からなる長さ  ( < )の任意の拡大列 hx :  < iに対してS
< x 2 X となるとき, X は閉であるという.
3. C  P(A)が閉かつ非有界であるとき, C は clubであるという.
4. S  P(A)について, 任意の P(A)の club C に対して C \ S 6= ;が成り立つとき, S は定常集
合であるという.
例 2.12. 可算言語 L と非可算濃度の L-構造 M に対して, M の可算濃度の初等的部分構造全体は
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P!1(M)の clubとなる.
命題 2.13. を非可算正則基数, Aを濃度 以上の集合とする. このとき, 次が成り立つ:
1. 任意の x 2 P(A)に対して fy 2 P(A) : x  ygは P(A)の clubになる.
2.  < としたとき, 各  <  に対して C が P(A)の clubであるならば,
T
< C も P(A)の
clubになる.
3. 各 a 2 Aに対して Ca が P(A)の clubであるならば, 4a2ACa も P(A)の clubになる.
特に, fX  P(A) : P(A)のある club C があって X  Cgは P(A)上の正規フィルターとなる. こ
のフィルターを P(A)上の clubフィルターと呼ぶ.
証明. (1について) : 容易に確かめられる.
(2について) : T< C が閉であることは明らか. T< C が非有界であることを示そう. x 2 P(A)
を一つとって固定する. xn 2 P(A), an; 2 C (n < !;  < )を次を満たすように再帰的に選ぶ（C
が clubであることと, が正則であることを使う）；
1. x0 = x,
2. xn  an; (8n < !; 8 < ),
3. xn+1 =
S
< an; (8n < !).
y =
S
n<! xn とおく. y 2
T
 C を示せばよい.  <  を固定する. x0  a0;  x1  a1;  ::: 
xn  an;  xn+1  ::: . よって y =
S
n<! xn =
S
n<! an; 2 C.
(3について) : C = 4a2ACa とおく.
(C が閉であること)： hx :  < iを C の上昇列とする ( < ).
S
< x 2 C を示せばよい. これはS
< x 2
T
a2∪< x Ca と同値であり, すなわち任意の  < ; a 2 x について S< x 2 Ca を示
せばよい.  <  と a 2 x を固定する. 任意の  以上の  <  について a 2 x であるので x 2 Ca.
よってS< x = S< x 2 Ca となる.
(C が非有界となること)： x 2 P(A) を固定する. x  y なる y 2 C の存在を示せばよい, つま
り, x  y 2 Ta2y Ca なる y 2 P(A) を見つければよい. Ta2xn Ca が club になることに注意して
xn 2 P(A) (n < !)を次を満たすように取る；
1. x = x0  x1  x2  ::: ,
2. xn+1 2
T
a2xn Ca (8n < !).
y =
S
n<! xn とおく. 任意に n < !; a 2 xn をとる. y 2 Ca を示せば y 2
T
a2y Ca が示されたことに
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なり証明が終わる. xn についての一つ目の条件により, 任意の m  nに対して a 2 xm である. これは
二つ目の条件により xm+1 2 Ca となる. よって y =
S
nm<! xm+1 2 Ca がわかる.
定義 2.14. D  P(A)とする. 任意の x; y 2 D に対して x [ y  z なる z 2 D が存在するとき, D を
有向集合という.
補題 2.15. C  P(A)を閉な部分集合, D  C を濃度 未満の有向集合とする. このとき,
S
D 2 C.
証明. を Dの濃度とする. D = fx :  < gと並べておく.
(jDj  ! のとき)：yn 2 D (n < )を次を満たすように取る.
1. y0 = x0,
2. yn+1  xn+1 [ yn.
このとき,
 yn  yn0 ,
 xn  yn,
が全ての n < n0 < について成り立っている. よって二つ目の性質より SD = Sn< yn が導かれる.
一方, C が閉であることと一つ目の性質より Sn< yn 2 C となる.
(jDj > ! のとき)：D の濃度に関する帰納法で示す. まず, 関数 f : D2 ! D で, x [ y  f(x; y)を満た
すものを一つとって固定する. 各  < に対して D を次のように再帰的に定義する；
D は fxg [
S
<D を含み, 関数 f で閉じている最小の集合.
このとき, D  D は有向集合になり次の三つの性質を持つ.
1. D  D0 ( < 0 < ),
2. x 2 D ( < ),
3. jDj  maxfjj; !g.
各 に対して y =
S
D とおく. 帰納法の仮定により, y 2 C が全ての  < について成り立つ. D
についての二つ目の性質により SD = S< y となる. また, 一つ目の性質と, y  y0 ( < 0 < )
に注意するとS< y 2 C がわかる.
定義 2.16. 写像 f : [A]<! ! P(A)と x 2 P(A)を考える. 任意の e 2 [x]<! について f(e)  xが成
り立つとき, xを f の closure point という. また,f の closure point全体の集合を Cf と書く. このとき,
Cf は P(A)の clubになっている.
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補題 2.17. 任意の P(A) の club C に対してある写像 f : [A]<! ! P(A) が存在して Cf  C を満
たす.
証明. e 2 [A]<! とする. f(e) 2 C を f(e)  e [Se0(e f(e0)なるように, 濃度の小さい eから再帰的
に選ぶ. このとき,
1. e  f(e),
2. e1  e2 ) f(e1)  f(e2)
となる. Cf  C を示したいので, x 2 Cf を一つ取り固定する. 集合
Sff(e) : e 2 [x]<!gを考える. x 2
Cf なので, xがこの集合を含んでいることがわかる. 一方, e  f(e)なので, x =
Sff(e) : e 2 [x]<!g
がわかる. また, e1  e2 ) f(e1)  f(e2)なので ff(e) : e 2 [x]<!g  C は有向集合である. よって補
題 2.15より x 2 C.
定義 2.18. A  B, jAj  とする. X 2 P(B)に対して X の Aへの射影 XjAを, XjA := fx \ A :
x 2 Xg で定義する. また, Y 2 P(A) に対して Y の B への持ち上げ Y B を, Y B := fx 2 P(B) :
x \A 2 Y gで定義する.
定理 2.19. A  B とする.
1. S を P(B)の定常集合とする. このとき, SjAは P(A)の定常集合になる.
2. S を P(A)の定常集合とする. このとき, SB は P(B)の定常集合になる.
証明. (1): C を P(A)の clubとする. もし S \CB 6= ;ならば, S \CB = fx 2 S : x\A 2 Cgだか
ら SjA \ C 6= ;となる. よって次を示せば十分である.
主張 2.20. CB は P(B)の clubになる.
まず CB が閉であることを示す.  <  とし, x ( < ) を CB の上昇列とする. CB の定義か
ら, x \ A 2 C となる. よって x \ A ( < ) は C の上昇列となる. C は club だったからS
<(x \A) = (
S
 x) \A 2 C. よって
S
 x 2 CB となり, CB が閉であることがわかった.
次に CB が非有界であることを示す. x 2 P(B)を固定して考える. x  y なる y 2 CB を見つければよ
い. y0 2 C を x \ A  y0 となるようにとる. y = y0 [ xとする. x  y は明らか. y \ A = y0 2 C だか
ら y 2 CB .
(2): CをP(B)の clubとする. CjA\S 6= ;ならば x\A 2 Sとなる x 2 Cがあるから x 2 C\SB 6= ;
となる. よって次を示せば十分.
主張 2.21. CjAはある clubを含む.
補題 2.17 により, Cf  C となる f : [B]<! ! P(B) がとれる. また, Cf jA  CjA に注意する. 各
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e 2 [A]<! に対して xe =
Tfx 2 Cf : e  xg とおく. すると, xe は e を含む最小の f の closure
point になる. 写像 g : [A]<! ! P(A) を g(e) = xe \ A で定める. Cf jA = Cg であることを示せば,
CjA  Cf jAなので CjAが club Cg を含むことがわかる.
Cf jA  Cg であることを確かめよう. x 2 Cf をとる. x \ A 2 Cg を導けばよい. e 2 [x \ A]<! とす
ると g(e) = xe \ A. また e  xと x 2 Cf に注意すると xe  xとなるから, xe \ A  x \ A. よって
x \A 2 Cg がわかった.
次に Cf jA  Cg を確かめる. y 2 Cg とする. y =
S
e2[y]<! (xe \ A) = (
S
e2[y]<! xe) \ Aとかけること
に注意する. なぜならば任意の e 2 [y]<! に対して, xe \ A = g(e)  y と e  xe \ A が成り立ってい
るからである. さて, Se2[y]<! xe 2 Cf を確かめれば証明が終わる. xe の最小性により e1  e2 ならば
xe1  xe2 である. だから fxe : e 2 [y]<!g は濃度  未満の Cf の有向集合になっている. よって補題
2.15よりSe2[y]<! xe 2 Cf が導かれる.
定理 2.22. 任意の P!1(A)の club C に対して C  CF := fx 2 P!1(A) : 8e 2 [x]<!; F (e) 2 xgとな
るような写像 F : [A]<! ! Aが存在する. （CF は P!1(A)の clubになる. ）
証明. Aはある基数 だと仮定してよい. []<! の club C を固定して考える. 補題 2.17の証明と同じ
ように, f : []<! ! C を e  f(e), e  e0 ) f(e)  f(e0)となるように選ぶ. このとき Cf  C となっ
ている. 各 e 2 []<! について, jf(e)j  ! なので, f(e) = ffk(e) : k < !gと並べておく（fk(e)は f(e)
の k番目の要素のことである）. また, !  ! の要素を次のように並べる;
!  ! = f(kn;mn) : n < !g; and 8n < !; mn  n:
写像 []<! ! を
 F (fg) =  + 1,
 F (f1; :::; ng) = fkn(f1; :::; mng) (1 < ::: < n < ; 2  n < !)
で定義する.
主張 2.23. CF  Cf ( C).
x 2 CF をとる. F の定義により,  2 x)  + 1 2 x. また, F (;) 2 xなので x 6= ;. 任意の e 2 [x]<!
について f(e)  x をとなれば x 2 Cf となって主張が示される. f のとり方より任意の e  x につい
て 2  jej < ! ならば f(e)  x を示せば十分である. e = f1; :::; mg (1 < ::: < m; m < !) を
固定する. f(e) の並べ方を思い出すと, fk(e) 2 x を全ての k < ! について確かめればよい. n < !
を m = mn かつ k = kn となるようにとる. また,  2 x )  + 1 2 x より, m+1; :::; n 2 x を
m < m+1 < ::: < n となるように選べる. このとき fk(e) = fkn(f1; :::mng) = F (f1; :::; ng)と
なるが, xは CF の要素なので, F (f1; :::; ng) 2 xである.
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3 正規な超フィルターと超コンパクト基数
本節で定義される超コンパクト基数は巨大基数のうちの一つである. 巨大基数という言葉の定義はない
が, 一般には, 到達不可能基数であって, ある程度強い性質をもつ基数を指す.
定義 3.1. が非可算な正則基数でかつ任意の基数  < に対して 2 < が成り立つとき, を到達不
可能基数とよぶ.
命題 3.2. が到達不可能基数であるならば V は ZFCのモデルとなる.
定義 3.3. を非可算正則基数,   を基数とする.
P()上の正規な超フィルターが存在するとき, を -超コンパクト基数という.
命題 3.4. 0    とする.
が 0-超コンバクト基数ならば は -超コンバクト基数となる.
定義 3.5. を非可算正則基数とする.
任意の基数   に対して が -超コンパクト基数となるとき, を超コンパクト基数と呼ぶ.
命題 3.6. が -超コンパクト基数ならば は到達不可能基数である. 特に, 超コンパクト基数は到達不
可能基数である.
証明. を -超コンパクト基数とする. この が任意の基数  < に対して 2 < を満たすことを示
せばよい. 背理法で示す. ある基数  < に対して 2  が成り立つと仮定する. 仮定より, から 2
(から 2への関数全体)への単射 F が存在する. は -超コンパクト基数なので, P()上の正規な超
フィルター U も存在する. そこで, f : ! 2と X 2 U ( < )を次のように定める:
f() =
8<:1
 fx 2 P() : F (sup(x))() = 1g 2 U
0
 fx 2 P() : F (sup(x))() = 0g 2 U
X = fx 2 P() : F (sup(x))() = f()g:
U は -完備なので, T2X 2 U . 一方で,\
2
X = fx 2 P() : 8 2 ; F (sup(x))() = f()g
= fx 2 P() : F (sup(x)) = fg
も成り立つ. ゆえに, もし F () = f となる  < が存在しなければ T2X は空集合となり, そのよ
うな  < が存在するとしても, F の単射性により,\
2
X = fx 2 P() : sup(x) = g
10
となる. したがって, どちらの場合にしても T2X は U の要素でないので矛盾.
定義 3.7. U を P()上の正規な超フィルターとする. このとき V の U による超べき UltU (V )を次の
ように構成する:
 P()から V への関数全体を f  g , fx 2 P() : f(x) = g(x)g 2 U で定めた同値関係 で
割った商クラスをM = f[f ] : f : P() ! V gとおく.
 M 上の二項関係 2U を [f ] 2U [g] , fx 2 P() : f(x) 2 g(x)g 2 U と定める.
 (M;2U )は整礎的で集合的かつ外延的となるのでその推移的崩壊を UltU (V )と書く（表記を簡潔
にするため, UltU (V )の各要素 ([f ])を改めて [f ]と書くことにする).
定理 3.8. ( Los) U を P() 上の超フィルターとする. 任意の f2g-論理式 '(x1; :::; xn) と任意の
[f1]; : : : ; [fn] 2 UltU (V )に対して,
UltU (V ) j= '([f1]; : : : ; [fn]) , fx 2 P() : '(f1(x); :::; fn(x))g 2 U:
定義 3.9. U を P()上の正規な超フィルターとする.
クラス関数 jU : V ! UltU (V )を jU (x) = [cx]で定める（ただし cx は P()のすべての要素を xへ写
す定数関数)と Losの定理よりこれは初等的埋め込みとなる. この jU を U から定められる自然な初等的
埋め込みという.
定義 3.10. M を推移的なクラス, j : V ! M を恒等写像でない初等的埋め込みとする. このとき,
 < j()となる最小の順序数 を j の臨界点といい, crit(j)と書く.
補題 3.11. を 以上の基数, U を P()上の正規な超フィルターとし, U から定められる自然な初等
的埋め込みを jU : V ! UltU (V ), P()上の恒等写像を dとおく. このとき, dで表される UltU (V )の
要素 [d] は jU\に等しい. ゆえに, U = fX  P() : jV \ 2 jU (X)g.
証明. ([d]  jU\):  <  を固定する. fx 2 P() :  2 xg 2 U となるから,  Los の定理により
jU () 2 [d]:
([d]  jU\): [f ] 2 [d] をとる. fx : f(x) 2 xg 2 U だから fx : f(x) = g となる  <  が存在する.
よって [f ] = jU () 2 jU\.
補題 3.12. U を P()上の正規な超フィルター,   とする.
1. 任意の [f ] 2 UltU (V )に対して [f ] = (jUf)(jU\).
2. f(x) = otp(x\) (x 2 P(), otp(a)は aの順序型を表す) と定めた関数 f に対して  = [f]
となる.
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証明. (1): fx 2 P() : (x; f(x)) 2 fg = P() 2 U に注意すると Losの定理により ([d]; [f ]) 2 jUf
となる. よって (jUf)(jU\) = (jUf)([d]) = [f ].
(2):   を固定する.
[f] = (jUf)(jU\)
= otp[(jU\) \ jU ()] (jUが初等埋め込みであることから )
= otpfjU () :  < g
= :
補題 3.13.   とする. 次の二つの条件は同値である.
1. が -超コンパクト基数である.
2. ある初等的埋め込み j : V !M が存在して次を満たす.
（a）任意の  < に対して j() = ,
（b）j() > ,
（c）M M .
証明. (1 ! 2): U を P() 上の正規な超フィルターとする. UltU (V ) を M , 自然な初等的埋め込
み jU : V ! UltU (V ) を j とおく. U は -完備だったから, (a) はあきらか. また, 任意の x 2 P()
について otp(x \ ) <  だから, 補題 3.12 の 2. と Los の定理によって  = [f] < j() となり, (b)
が示される. 最後に, (c) を確かめる. a 2 M ( < ) ならば fa :  < g 2 M を示せば十分
である. なぜなら, S = hb :  < i (b 2 M; < ) とすると h; bi 2 M ( < ) となり,
S = fh; bi :  < g 2 M がわかるからである. a = [f]となる f を各  < ごとにとる. P()
上の関数 f を f(x) = ff(x) :  2 xgで定義する.
主張 3.14. [f ] = fa :  < g.
まず, [f ]  fa :  < g を示す.  <  とすると, fx 2 P() :  2 xg 2 U なので fx 2 P() :
 2 xg  fx 2 P() : f(x) 2 f(x)g 2 U . だから a = [f] 2 [f ]. 次に逆の包含関係を確かめ
る. [g] 2 [f ] とすると fx : g(x) 2 f(x)g 2 U であるが, 左辺の集合は fx : 9 2 x; g(x) = f(x)g
に等しい. この集合を X とおき, 各 x 2 X に対して g(x) = f(x)(x) となる (x) 2 x をとってくる
と, U が正規な超フィルターであることから, ある  を見つけて fx 2 X : (x) = g 2 U とできる.
fx 2 X : (x) = g  fx : g(x) = f(x)g 2 U より, [g] = [f ] = a .(主張の証明終わり)
（2 ! 1）: U = fX  P() : j\ 2 j(X)gとする.
主張 3.15. U は P()上の正規な超フィルターである.
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U が超フィルターであることは簡単に確かめられる.
U が -完備であることを示す.  < , X 2 U ( < )とする. このとき j\ 2 j(X)となっている.
X := hX :  < iとおくと,(a)と初等的埋め込みの性質から j(X ) = hf(X) :  < iとなる. よって,
j(
T
<X) = j(
T
ranX ) = T ranj(X ) = T< j(X) 3 j\となる. 以上から T<X 2 U .
次に U が ne measure になっていることを示す. U が -完備であることから, 任意の  <  につ
いて fx 2 P() :  2 xg 2 U となることを示せばよい. X := fx 2 P() :  2 xg とおく.
V j= 8x   (jxj <  ^  2 x! x 2 X)だからM j= 8x  j() (jxj < j() ^ j() 2 x! x 2 j(X)).
また, M j= j\  j() ^ jj\j < j() ^ j() 2 j\. 二つをあわせて j\ 2 j(X) を得る. よって
X 2 U .
最後に U が正規な超フィルターであることを示そう. fP() : f(x) 2 xg 2 U とする. j\ 2 j(fx 2
P() : f(x) 2 xg)なので (jf)(j\) 2 j\となる. よって, ある  < が存在して (jf)(j\) = j()と
できる. これは j\ 2 j(fx 2 P() : f(x) = g)を意味する. よって fx 2 P() : f(x) = g 2 U .
補題 3.16. j : V ! M を補題 3.13の条件を満たす初等的埋め込み, U = fX  P() : j\ 2 j(X)g
とする（U は P()上の正規な超フィルターになる）. k : UltU (V ) !M を k([f ]) = (jf)(j\)で定義
する. このとき,
1. k は well-dened,
2. k は初等的埋め込み,
3. j = k  jU ,
4. 任意の   に対して k() = ,
となる.
証明. (1): [f ] = [g]とすると, fx : f(x) = g(x)g 2 U なので j\ 2 j(fx : f(x) = g(x)g)となる. よっ
て, (jf)(j\) = (jg)(j\).
(2): UltU (V ) j= '([f1]; :::; [fn])とする.  Los の定理より fx 2 P() : '(f1(x); :::; fn(x))g 2 U . よって
j\ 2 j(fx 2 P() : '(f1(x); :::; fn(x))g). 以上よりM j= '((jf1)(j\); :::; (jfn)(j\))がえられる.
(3): Ca を Ca(x) = a (x 2 P())となる関数とすると, k  jU (a) = [Ca] = (jCa)(j\)となる. j は初
等的埋め込みだったから, (jCa)(j\) = j(a).
(4):    を固定する. f(x) = otp(x \ ) とすると,  = [f] であった. よって, k() = k([f]) =
(jf)(j\) = otp(j\ \ j()) = otpfj() :  < g = .
定理 3.17 (Laver). を超コンパクト基数とする. このとき, 次の性質を満たす関数 f :  ! V が存在
する:
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任意の   と, 任意の x 2 H+ に対して, jU (f)() = xとなるような P()上の正規な超フィ
ルター U が存在する.
この関数を Laver関数という.
証明. '(; ; f; x)を, \ある P()上の正規な超フィルター U が存在して jU (f)() = xを満たす"と
いうことを表現している論理式とする. 再帰的に構成することによって, f : ! V として次を満たすよ
うなものを一つ選ぶ； 任意の  < に対して
 :'(; ; f j; x) となるような  以上  未満の基数  と, x 2 H+ が存在するときは, f() 2
H+0
かつ :'(; 0; f j; f()) が成り立つ. ただし, 0 = minf :    <  and 9x 2
H+ :'(; ; f j; x)gとする.
 それ以外の場合は f() = 0となる.
任意の   と x 2 H+ に対して '(; ; f; x)が成り立つことを, 背理法で示す. 反例が存在すると仮
定する. 0 = minf :    and 9x 2 H+ :'(; ; f; x)g,  を 0 に対して十分大きな基数とする.
任意の  < に対して j() = , j() > , M M となるような初等的埋め込み j : V !M をとる.
主張 3.18. 1. 任意の   0 に対して (H+)M = H+ .
2. 任意の 以上 0 以下の基数 と, x 2 H+ に対して, 'M (; ; f; x) , '(; ; f; x).
(1): (H+)M は次のように変形できる.
(H+)M = fx 2M : (jTC(x)j  )Mg
= fx 2M : jTC(x)j  g (M M より)
= H+ \M:
よって, H+ M を示せば十分. y 2 H+ とする. y M と jyj  jTC(y)j    0 < から y 2M
となる.
（2）:と xを固定する. M M と <  より,
fU : U は P() 上の 正規な超フィルター gM = fU : U は P() 上の 正規な超フィルター g:
P() 上の任意の正規な超フィルター U に対して jU (f) = jUM (f) を示せばよい. ここで, jU (f) =
[Cf ], jUM (f) = [Cf ]M , Cf (x) = f (x 2 P()) に注意すると, 任意の g : P() ! M に対して
[g] = [g]M を示せばよいことがわかる. これを 2 に関する帰納法で証明しよう. ただし g 2 g0 ,
fx 2 P() : g(x) 2 g0(x)g 2 U である. g : P() ! M を一つ固定する. まず [g]  [g]M を示す.
h : P() ! M , [h]M 2 [g]M とすると, M j= [h] 2 [g] である. よって, M j= fx 2 P() : h(x) 2
g(x)g 2 U となるが, これは fx 2 P() : h(x) 2 g(x)g 2 U を意味する. したがって h 2 g. 帰納法の
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仮定を使って [h]M = [h] 2 [g]を得る. 逆の包含関係を示そう. h : P() ! V , [h] 2 [g]とする. このと
き fx 2 P() : h(x) 2 g(x)g 2 U . 関数 h0 : P() !M を,
h0(x) =
8<:h(x) (h(x) 2 g(x))0 (otherwise)
で定義する. すると, [h0] = [h] 2 [g]だから, [h0]M 2 [g]M が導かれる. ところが, 帰納法の仮定により
[h0]M = [h0] = [h]だから, [h] 2 [g]M . (主張の証明終わり)
主張 3.19. (jf)() 2 H+0 かつ :'(; 0; f; (jf)()):
f の定義と j が初等的埋め込みであることから, M で次が成り立つ.
\もし :'(; ; (jf)j; x) を満たす,    < j() なる  と x 2 H+ が存在するならば,
1 = minf :    < j() and 9x 2 H+ :'(; ; (jf)j; x)g とおいたとき, (jf)() 2 H+1
かつ :'(; 1; (jf)j; (jf)())が成り立つ. "
（次のことに注意せよ：f() 2 Vだから j(f()) = f()となる. 一方 j(f()) = (jf)(j()) = (jf)().
よって, 任意の  < に対して (jf)() = f().つまり, (jf)j = f . ）
一方, 一つ目の主張と背理法の仮定より, M で次が成り立つ.
\:'(; ; f; x)を満たす    < j()なる と x 2 H+ が存在し, かつ 0 = minf :    <
j() and 9x 2 H+ :'(; ; f; x)gとなる."
よって, M j= (jf)() 2 H+0 ^ :'(; 0; f; (jf)()). 一つ目の主張より V で同じ論理式が成り立つ.
(主張の証明終わり)
U = fX 2 P(0) : j\0 2 j(X)g とおく (U は P(0) 上の正規な超フィルターになる). 初等的埋
め込み k : UltU (V ) ! M を [f ] 7! (jf)(j\0) で定義する. このとき補題 3.16 より, k  jU = j と
k() =  (  0)が成り立つ. (jf)() 2 H+0  UltU (V )かつ   0 だから, k((jf)()) = (jf)()
と k() = が成り立つ. よって, k(jU (f)()) = [(k  jU )(f)](k()) = (jf)() = k((jf)()). k は単射
だったから, jU (f)() = (jf)(). これは二つ目の主張に矛盾する.
4 半順序と強制法
ここでは記述の簡便性のために, 最大元 1を持つ半順序のみを扱うことにし, 半順序であることの条件に
最大元が存在することを追加することにする.
定義 4.1. P を半順序とする.
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 A  P が反鎖 :, 8p; q 2 A (p 6= q ) p ? q):
 D  P が稠密 :, 8p 2 P; 9q 2 D (q  p):
 D  P が pの下で稠密 :, 8q  p; 9r 2 D (r  q):
 D  P が前稠密 :, 8p 2 P; 9q 2 D (q k p):
 D  P が pの下で前稠密 :, 8q  p; 9r 2 D (r k q):
定義 4.2. P を半順序とする. 各順序数 に対して V P を次のように再帰的に定める:
 V P0 = ;.
 V P+1 = P(V P  P ).
 V P =
S
< V
P
 (が極限順序数のとき).
V P :=
S
:順序数 V
P
 と定める. このとき, クラス V P の要素を P -名称 (または単に, 名称)とよび, P -名
称はドットを付けて _xなどと表す.
定義 4.3. P を半順序, p 2 P , '(x1; : : : ; xn) を論理式, _a1; : : : ; _an 2 V P とする. このとき, 強制関係
p P '( _a1; : : : ; _an)を次のように再帰的に定める:
まず,
( _a1; _a2)R(_b1; _b2) , _a1 2 dom(_b1) かつ _a2 2 dom(_b2)
で定めた V P  V P 上の二項関係 Rは整礎的かつ集合的であることから, p P _a1 = _a2 を Rに関する再
帰法で次のように定める:
 _a1 p _a2 , 任意の (_b1; s1) 2 _a1 に対して, fq 2 P : q  s1 ) 9(_b2; s2) 2 _a2; (q  s2; q P
_b1 = _b2)gが pの下で稠密.
 p P _a1 = _a2 , _a1 p _a2 かつ _a2 p _a1.
残りの場合は次のように定める:
 p P _a1 2 _a2 , fq 2 P : 9(_b2; s2) 2 _a2; (q  s2; q P _a1 = _b2)gが pの下で稠密.
 p P (' ^  )( _a1; : : : ; _an) , p P '( _a1; : : : ; _an) かつ p P  ( _a1; : : : ; _an).
 p P :'( _a1; : : : ; _an) , 任意の q  pに対して, q 6P '( _a1; : : : ; _an).
 p P 9x'(x; _a1; : : : ; _an) , fq 2 P : 9_b 2 V P ; q  '(_b; _a1; : : : ; _an)gが pの下で稠密.
1 P '( _a1; : : : ; _an) のときは単に P '( _a1; : : : ; _an) と書いたり, V P をモデルのようにみて, V P j=
'( _a1; : : : ; _an)と書くこともある.
定理 4.4. P を半順序とする. このとき, 任意の ' 2 ZFCに対して, P '.
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V はクラス fx : x = xg のことと定めていたが, 以下では強制法での慣習に従い, V は (ある固定し
た)ZFCの可算な推移的モデルを表すことにする.
定義 4.5. G を半順序 P 上のフィルターとする. V 上の P の任意の稠密部分集合 D 2 V に対して
G \D 6= ;が成り立つとき, Gは V 上 P -genericであるという.
命題 4.6. 半順序 P と p 2 P に対して, pを含む V 上 P -genericなフィルターが存在する.
定義 4.7. P 2 V を半順序, Gを V 上 P -genericなフィルターとする.
 各 _x 2 V P に対して, _xG を再帰的に _xG = f _yG : 9p 2 G; ( _y; p) 2 _xgと定める.
 V [G] := f _xG : _x 2 V は P -名称 gは P による強制拡大という (この V [G]は推移的).
定義 4.8. 半順序 P に対して, チェック作用素と呼ばれる写像 : V ! V P を次のように再帰的に定める:
x = f(y; 1) : y 2 xg:
チャック作用素の記号は混乱が生じない限りにおいて省略される場合がある.
命題 4.9. P 2 V を半順序, Gを V 上 P -genericなフィルターとする. このとき, x 2 V ならば xG = x.
特に, V  V [G].
定義 4.10. 半順序 P に対して, P -名称 _G := f(p; p) : p 2 Pgを P -genericなフィルターの標準名称と
よぶ.
命題 4.11. P 2 V を半順序, G を V 上 P -generic なフィルターとする. このとき, _GG = G. 特に,
G 2 V [G].
定理 4.12. P 2 V を半順序, Gを P 上 V -genericなフィルターとする. 任意の論理式 '(x1; : : : ; xn)と
任意の _a1; : : : ; _an 2 V P に対して, 次の 2つは同値である:
1. ある p 2 Gが存在して, V j= \p P '( _a1; : : : ; _an)".
2. V [G] j= '( _aG1 ; : : : ; _aGn ).
特に, V [G]は ZFCの推移的なモデルとなる.
定義 4.13. を基数, P を半順序とする.
 任意の基数   に対して P \は基数"が成り立つとき, P は 以上の基数を保存するという.
 任意の基数   に対して P \は基数"が成り立つとき, P は 以下の基数を保存するという.
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定義 4.14. を基数, P を半順序とする. P のすべての反鎖の濃度が 未満となるとき, P は -c.c.を
満たすという. 特に, !1-c.c.を満たすときは c.c.c.を満たすという.
定義 4.15. を基数, P を半順序とする. P の要素からなる長さ 未満の任意の下降列が下界を持つと
き, P は -closedであるという. 特に, !1-closedであるときは countably closedであるという.
命題 4.16. を基数, P を半順序とする.
 が正則基数でかつ P が -c.c.を満たすならば, P は 以上の基数を保存する.
 P が -closedであるならば, P は 以下の基数を保存する.
定義 4.17. P を半順序, _Qを V P のある半順序の名称とする. 半順序 P  _Qを次のように定める:
1. P  _Q := f(p; _q) : p 2 P and P _q 2 _Qg
2. (p1; _q1)  (p2; _q2) :, p1  p2 and p1  _q1  _q2.
定理 4.18.
1. Gを V 上 P -genericなフィルター，Q = _QG，H を V [G]上 Q-genericなフィルターとする．こ
のとき, G H := f(p; _q) 2 P  _Q : p 2 G and _qG 2 Hgは V 上 P  _Q-genericなフィルターで
V [G H] = V [G][H]となる．
2. K を V 上の P  _Q-genericなフィルターとする．このとき, G := fp 2 P : 9 _q (p; _q) 2 Kgは V
上 P -generic, H := f _qG : 9p (p; _q) 2 Kgは V [G]上 _QG-generic，K = G H となる．
証明. (1): D 2 V を稠密な P Qの部分集合とする．D \ (G H) 6= ;を示せばよい．
主張 4.19. V [G]において D1 := f _qG : 9p 2 G (p; q) 2 Dgが Qで稠密．
V の中で考える．仮定より任意の _q0 について fp 2 P : 9 _q1 p  _q1  _q0 and (p; _q1) 2 Dgは P で稠密
になる．（主張の証明終わり）
主張より D1 \H 6= ;．よって D \ (G H) 6= ;.
(2): D 2 V を P の稠密部分集合とする．このとき, D1 := f(p; _q) : p 2 Dg は P  _Q で稠密になる．
よって D1 \K 6= ;，すなわち G \D 6= ;となり, Gは V 上 P -genericである．
次に D 2 V [G] を _QG の稠密部分集合とする．すると, ある _D 2 V P があって, D = _DG かつ
 \ _D は _Q で稠密 " が成り立つ．D2 を f(p; _q) 2 P  _Q : p  _q 2 _Dg とおくと, D2 は P  _Q で稠密
になる. よって D2 \K 6= ;なので, その一つの要素を取って (p; _q)とする. このとき p 2 G, _qG 2 H,
p  _q 2 _D である. これらより _qG 2 _DG = D となる. 以上より, D \H 6= ;が導かれる. よって, H は
V [G]上 _QG-genericである.
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定義 4.20. P (  ) を半順序, _Q 2 V P ; P \ _Q は半順序" ( < )とする.
hhP :   i; h _Q :  < iiが次の条件を満たすとき, 反復強制法という；
1. 任意の   に対して, P は長さ  の列の集合であり, P = fpj : p 2 Pg.
2. 各   について,
（a）( = 1のとき)
 p 2 P1 , p(0) 2 Q0,
 p P1 q , p(0) Q0 q(0),
（b）( =  + 1のとき)
 p 2 P , pj 2 P かつ P \p() 2 _Q",
 p P q , pj P qj かつ pj P \p() Q q()",
（c）( が極限順序数のとき)
 長さ  の列 h _1; _1; :::iが P に属しており,
  < , p 2 P , q 2 P , q P pj ならば q [ pj[; ) 2 P ,
 p P q ,任意の  <  について pj P qj.
定義 4.21. 定義 4.20と同じ前提を仮定する.
1. 各 p 2 P について pの台を supt(p) := f <  : :  \p() = _1"gで定義する.
2. I を, の全ての有限集合を含むような, 上のイデアルとする. 反復強制法 hhP :   i; h _Q :
 < iiが, 任意の極限順序数   と長さ  の任意の列 pについて,次の条件を満たすとき, I-
台の反復強制法という; p 2 P ,任意の  <  に対して pj 2 P かつ supt(p) 2 I.
3. とくに, I := fx   : x は有限集合 gのとき,有限台の反復強制法という.
4. また, I := fx   : x は可算集合 gのとき, 可算台の反復強制法という.
定義 4.22. hhP :   i; h _Q :  < ii を反復強制法,   を極限順序数とする.
1. 任意の長さ  の列 pに対して次の条件を満たすとき, P を順極限という; p 2 P ,ある  < 
が存在して pj 2 P ,かつ,  8 <  [p() = 1].
2. 任意の長さ  の列 p に対して次の条件を満たすとき, P を逆極限という; 　 p 2 P , 任意の
 <  に対して, pj 2 P .
例 4.23. hhP :   i; h _Q :  < iiを可算台を持つ反復強制法,    を極限順序数とする. このと
き, cf() > ! ならば P は順極限, cf() = ! ならば P は逆極限になる.
定理 4.24.  を非可算正則基数, cf() > !, hhP :   i; h _Q :  < ii を反復強制法とする.
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さらに, 任意の  <  について P は -c.c. を満たし, P は順極限だとする. cf() 6=  であるか,
f <  : P は順極限 gが定常集合であるかのどちらかが成り立つとき, P は -c.c.を満たす.
証明. 濃度 のW  P を任意に取る. W が P の反鎖でないことを示せばよい. W = fp :  < g
とおく.
(cf() 6=  のとき): P が順極限であることに注意する. まず, Z := fp 2 W : supt(p)  g の濃度
が  になるような  <  が取れることを示そう. そのような  <  が存在しないとする. cf() > 
を仮定する. 各  <  について supt(p)   になるような  <  をとる.  := sup<  とおく.
このとき任意の  <  について supt(p)   となるので矛盾. cf() <  を仮定する. f : cf() ! 
を共終的な写像とする.  ( < cf()) を fp 2 W : supt(p)  f()g の濃度とする. このとき,
 = jW j = jS<cf()fp 2W : supt(p)  f()gj  cf()  sup<cf() . 一方 cf(); sup<cf()  < 
だから, 矛盾. 以上で  の存在が示された. fpj : p 2 Zg  P かつ P が -c.c.を満たすので, p; q 2 Z
を p 6= q, pj kP qj となるように取れる. このとき, supt(p); supt(q)   に注意すると, p kP q とな
る. よって, W は P の反鎖ではない.
(cf() = のとき): h :  < iを順序数の連続的な上昇列で, sup<  = となるようなものとする.
C := f <  : 8 < ; supt(p)  g, S := f <  : P は順極限;  は極限順序数 g とおく. この
とき, P が順極限であることと,  のとり方より, C は の clubになる. また, f <  : P は順極限 g
が  の定常集合であることと, C 0 が  の club ならば f :  2 C 0g は  の club になることか
ら, S は  の定常集合になる. よって S \ C も定常集合である. さらに, 任意の  2 C \ S に対
して, supt(p) \   () となるような () <  が存在する. Fodor の定理により, 定常集合
S0  C \ S と  <  が存在して, 任意の  2 S0 について  <  と supt(p) <  と    を満
たす. fpj :  2 S0g  P と P が -c.c. であることより,  <  となる ;  2 S0 が存在して
pj kP pj を満たす. q 2 P を, pj と pj の下界としよう. 今, ;  のとり方によって, 次
が成り立っている.
  <  < ,
 q  pj , q  pj ,
 supt(p) \    , supt(p) \    ,
 supt(p)  .
このことより r = q [ (pj[ ; )) [ (pj[; ))とおけば, r 2 P と r  p; p が成り立つ. よって
p kP p である. 以上より, W は反鎖ではないことがわかる.
系 4.25.  を !1 より大きい正則基数, hhP :   i; h _Q :  < ii を可算台を持つ反復強制法, 各
 < について P は -c.c.を満たすとする. このとき, P は -c.c.を満たす.
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証明. cf() > ! より, P は順極限である. f <  : cf() = !1g が定常集合であることと, 任意の
 < について, cf() = !1 ならば P が順極限になることから, f <  : P は順極限 gは定常集合に
なる. よって, 定理 4.24より P は -c.c.を満たす.
5 Properな強制法
定義 5.1. P を半順序とする. 任意の非可算基数  と, P!1() の任意の定常集合 S に対して P
\S は P!1() の定常集合. "が成り立つとき, P は properであるという.
補題 5.2. P を properな半順序, Gを V 上 P -genericなフィルターとする.
X 2 V [G], (X は順序数からなる可算集合)V [G] ならば, ある Y 2 V が存在して (Y は可算集合)V かつ
(X  Y )V [G] となる.
証明. (X  )V [G] となるような V で非可算な  をとる. ((P!1())V が P!1() の定常集合 )V [G]
と, (fY 2 P!1() : X  Y g は club.)V [G] が成り立つ. よってある Y 2 (P!1())V が存在して,
(X  Y )V [G] となる.
系 5.3. properな半順序は !1 を保つ (つまり,  !1 = !1).
証明. 補題 5.2よりわかる.
命題 5.4. c.c.c.を満たす半順序は properである.
証明. c.c.c.を満たす P と を固定する. p P \ _C は P!1() の club. "を仮定する. p  \D  _C "と
なるような P!1()の club Dを見つければ十分である. 定理 2.22より, p  \[ _F : []<! ! ]^C _F  _C
" となるような _F 2 V P をとる. f : []<! ! P!1()を f(e) = f 2  : 9q  p q  _F (e) = gで定義
する. この右辺は, P が c.c.c.を満たすことより可算集合となる. D = Cf としよう.
主張 5.5. p  \D  C _F ( _C)".
任意に x 2 D と e 2 [x]<! をとる. このとき, p  \ _F (e) 2 f(e)  x"なので, p  \ _F (e) 2 x". よって
p  \8x 2 D 8e 2 [x]<! ( _F (e) 2 x)"となる. (主張の証明終わり)
命題 5.6. countably closed な半順序 P は proper.
証明. を非可算基数, S を P!1()の定常集合とする. p  \ _F : []<! ! "を仮定する. 適当な q  p
と x 2 S を見つけて, 任意の e 2 [x]<! に対して q  \ _F (e) 2 x"となることを示せば十分である（なぜ
なら, これから P \8F : []<! ! ; S \ CF 6= ;"が導かれるから）. 正則基数   を, 十分大きく
とって固定する. club C を次の集合とする；
fM 2 P!1(H) : M  (H;2; :::)g:
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定理 2.19より, SH は P!1(H)の定常集合になる. よって, M \  2 S となるようなM 2 C が存在す
る. x := M \  とする. [x]<! = fen : n < !g とおく. ここで en 2 M に注意する. pn 2 P \M と
n 2 x (n < !)を次を満たすように再帰的にとる；
1. p  p0  p1  ::: ,
2. pn  \ _F (en) = n".
q を fpngの下界とする. このような q は, P が countably closedなので, 必ず存在する. このとき, 任意
の n < ! について, q  \ _F (en) = n 2 x"となる. よって, 任意の e 2 [x]<! に対して, q  \ _F (e) 2 x"
が成り立つ.
定義 5.7. P を半順序, M  (H;2; :::), q 2 P とする. 任意の P の極大な反鎖 A 2 M に対して,
A \M が q の下で前稠密になるとき, q は (M;P )-genericであるという.
補題 5.8. P を半順序とする. 次は同値;
1. P は properである.
2. 任意の十分大きな に対して, fM  (H;2; :::) : jM j  !; 8p 2 M \ P 9q  p (q は (M;P )
-generic)gは P!1(H)の clubを含む.
証明. (1 ! 2): P は proper,  は十分大きいとする. 背理法で示す. fM  (H;2; :::) : jM j 
!; 9p 2 M \ P 8q  p (q は (M;P )-genericでない)gが定常集合だと仮定する. 補題 2.10によって,
fM  (H;2; :::) : jM j  !; 8q  p (q は (M;P )-genericでない)gが定常集合になるような q 2 P を
とれる. この定常集合を S とおく. P が properだったから,  \S は定常集合.". _f を次を満たすように
とる;
 任意の P の極大な反鎖 Aに対して  \ _f(A) 2 A \ _G",
  \ _f : (H)V ! (H)V ".
このとき,  \C _f \ S 6= ;"となる. q  pとM 2 S を, q  \M は _f で閉じている"となるようにとる.
主張 5.9. q は (M;P )-generic.
P の極大な反鎖 A 2 M と r  q を固定する. _f と q, M のとり方により, q  \ _f(A) 2 (A \ _G) \M".
これから r  \ _f(A) 2 (A \M) \ _Gかつ r 2 _G" がわかる. よって r  \9s 2 A \M (s k r)". だから,
s 2 A \M で s k r となるものが取れる. これは A \M が q の下で前稠密であることを意味する. （主
張の証明終わり）
この主張はM 2 S であることと矛盾する.
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(2 ! 1):  を非可算基数, S を P!1() の定常集合とする.  \S は P!1() の定常集合" を示したい.
p  \ _F : []<! ! " となるような p 2 P をとる. q  \x は _F で閉じている" を満たす q  p と
x 2 S を見つければ十分である.    を十分大きな基数とする. 仮定より, C  fM  (H;2; :::) :
jM j  !; 8p0 2 M \ P 9q  p0 (q は (M;P ) -generic)gとなるような club C が存在する. ここで任
意のM 2 C に対して p; _F 2 M としてよい. Cjが clubをふくむことより, M \  2 S となるような
M 2 C がとれる. そのM に対して, (M;P )-genericな q  pをとる.
主張 5.10. q  \M \  は _F で閉じている."
e 2 [M \ ]<! を固定する. q  \ _F (e) 2M"を示したい. r  q と  < に対して, r  \ _F (e) = "を
仮定する.  2M となることを示せば十分である. A 2M を次の条件を満たすようにとる;
 Aは pの下で極大な反鎖,
 任意の s 2 Aに対して  < が存在して s  \ _F (e) = ".
このとき A \M は q の下で前稠密になる. r  q より, r と両立する s 2 A \M が存在する. s 2 Aだ
から, s  \ _F (e) = "を満たす  < が存在する. ゆえに, r と sの両立性より s  \ _F (e) = "かつ,
s; _F ; e 2M となる. よって  2M . (主張の証明終わり)
系 5.11. P を半順序とする. 次は同値になる；
1. P は proper.
2. 任意の, 十分大きな , 可算なM  (H;2;; :::) (は H の整列順序)と, p 2 P \M に対し
て, (M;P )-genericな q  pが存在する.
証明. (2 ! 1): 補題 5.8より明らか.
(1 ! 2):  を十分大きな基数とし,  を  に対して十分大きな基数とする. 補題 5.8 によって, CF が
fN  H : jN j  !; 8p 2 N \P 9q  p (q は (N;P ) -generic)gに含まれるような F : [H]<! ! H
で,  について最小な F 2 H をとれる. M  H とすると, M \ H 2 CF . よって, 任意の
p 2 P \M \H (= P \M) に対して (M \H; P )-generic な q  p が存在する. この q は (M;P )-
genericである.
補題 5.12. P を半順序,  を十分大きな正則基数, _x 2 V P とする.
1. _x 2 H ならば P \ _x 2 H".
2. p 2 P , p  \ _x 2 H"とする. このとき _y 2 H かつ p  \ _x = _y"となるような _y 2 V P が存在
する.
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証明. (1): _xのランクについての帰納法で示す. _x 2 H とする. jP j <  より, P は -c.c. を満たす.
よって  \ は正則基数"が成り立つ. ゆえに,  \ _x  H かつ j _xj < "を示せば十分である. ( _y; r) 2 _x
としよう. _x 2 H なので, _y 2 H. 帰納法の仮定によって  \ _y 2 H". よって  \ _x  H"がわかっ
た. つぎに,  < , _x = f( _ai; ri) : i < g, _f = f(o:p:(i; _ai); ri) : i < g とおく. ただし, o:p:( _x; _y) は
V P 上での _x; _y の順序対を表す名称である. すると,  \ _f は関数であり, dom _f   かつ ran _f = _x"と
なる. よって  \j _xj = jran _f j  jdom _f j   < "だから,  \j _xj < ".
(2): _x 2 V P のランクについての帰納法で示す. p 2 P , p  \ _x 2 H"を仮定する.  の正則性と jP j < 
より, p  \j _xj  "となるような  <  がとれる. そこで, p  \ _f : ! _x は全射"となるような _f を
とる. このとき, 任意の  < について次の集合は pの下で稠密になる;
fr : 9 _a 2 dom _x r  \ _a 2 _x and f() = _a"g:
pの下で極大な反鎖 A ( < )を次を満たすようにとる: 任意の r 2 A についてある _a;r 2 dom _x
が存在し, r  \ _a;r 2 _x かつ f() = _a;r" を満たす. さて, r  \ _a;r 2 _x 2 H" に注意すると,
r  \ _a;r 2 H"がわかる. よって, 帰納法の仮定より, 各  < と r 2 Aに対して _b;r 2 H かつ r 
\_b;r = _a;r"となるような _b;r 2 V P が存在する. _y = f(_b;r; r) :  <  and r 2 Agとおく.
主張 5.13. _y 2 H かつ p  \ _x = _y".
まず _y 2 H を示す. _b;r 2 H と A  P  H に注意すると _y  H がわかる. 一方  <  と
jAj  jP j <  より j _yj < . よって _y 2 H となる.
次に, p  _x  _y を確かめる. r  \_b;r = _a;r 2 _x"に注意すると, 任意の  < と r 2 A, q  p; r に
ついて q  \_b;r 2 _x"がわかる. つまり, 任意の ( _a; r) 2 _y と q  p; r に対して q  \ _a 2 _x"である.
最後に p  _x  _y を示そう. p  \ran _f = _x" なので, 任意の  <  について p  \ _f() 2 _y" を示せ
ば十分である.  < , r 2 A を固定する. このとき r  \ _f() = _a;r = _b;r 2 _y" となる. よって
r  _f() 2 _y. A は pの下で極大な反鎖だったので, p  \ _f() 2 _y"が得られる.
補題 5.14. P を半順序,  を十分大きな基数, M  H とする. このとき, Gを V 上 P -genericとする
と, (M )M [G]  HV [G] である. ただし, M [G] := f _xG : _x は P -名称 かつ _x 2Mg.
証明. 補題 5.12より, M [G]  H[G] = HV [G] . Tarski-Vaughtの判定条件により, 次を示せば十分で
ある.
主張 5.15. '(x; y1; :::yn)を論理式とする. a1; :::; an 2 M [G], HV [G] j= 9x'(x; a1; :::; an)ならば,
ある b 2M [G]が存在して HV [G] j= '(b; a1; :::; an).
表記を簡単にするため, n = 1 の場合を考え, a1 = a, y1 = y と書く. 一般の場合も同様である.
さて, a 2 M [G], HV [G] j= 9x'(x; a) と仮定する. ここで, a = _aG, _a 2 M となっている. する
と, V [G] j= \H j= 9x'(x; _aG)" が成り立つ. また, ある P -名称 _b があって, P \_b 2 H ^ H j=
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9x'(x; _a) ! '(_b; _a)"を満たす. 補題 5.12の 2.により, _b 2 H かつ  \H j= 9x'(x; _a) ! '(_b; _a)"と
なる P -名称 _bが存在する. 上の強制関係の式は H で定義できるので,
H j= [P -名称_b が存在して  \H j= 9x'(x; _a) ! '(_b; _a)" を満たす]:
よって, M  H だから,  \H j= 9x'(x; _a) ! '(_b; _a)" を満たすような P -名称 _b を M からと
れる. V [G] で考えると, V [G] j= \H j= 9x'(x; _aG) ! '(_bG; _aG)" がわかる. ところが仮定より
V [G] j= \H j= 9x'(x; _aG)"だったから, V [G] j= \H j= '(_bG; _aG)". よって HV [G] j= '(_bG; a) かつ
_bG 2M [G]が成り立つ.
補題 5.16. P を半順序,  を十分大きな基数, M  H を可算な初等的部分構造, p 2 P とする. このと
き, 次の三つの条件は同値である:
1. pは (M;P )-generic.
2. 任意の P で稠密な D 2M に対して, D \M は pの下で前稠密になる.
3. p P \M [ _G] \ V = M \ V ".
注意 5.17. P を半順序, p 2 P , X  P とする. X が pの下で前稠密であることは, p P \X \ _G 6= ;"
の必要十分条件である.
証明. (十分性): D := fr : 9s 2 X(r  s) または r?pgとおく. Dは P で稠密である. よって,
  \D \ _G 6= ;"
  \任意の r 2 D に対して, 9s 2 X(r  s) または r?p"
となることがわかる. だから, ある _r が存在して p  \ _r 2 D ^ _r; p 2 _G" を満たす. これより,
p  \ _r 2 D^ _r k p". 上の二番目の条件より, p  \9s 2 X( _r  s)". p  \ _r 2 _G"より p  \X\ _G 6= ;".
(必要性): r  q とする. すると, r  \X \ _G 6= ;". よって r  \9s 2 X(s 2 _G ^ r 2 _G)". だから
r  \9s 2 X(s k r)"となる. 絶対性より, ある s 2 X が存在して s k r を満たす.
証明. (補題 5.16の証明)
(1 ! 2): pは (M;P )-genericと仮定する. P で稠密な D 2 M を固定する. A  D となるような P の
極大反鎖 A 2 M をとる. すると, A \M は pの下で前稠密になる. A  D だから, D \M も pの下で
前稠密になる.
(2 ! 3): p  \8x(x 2 M [G] \ V ! x 2 M)" を示したい. q  \ _x 2 M [G] \ V " を満たすよう
な _x 2 V P , q  p を任意にとる. r  \ _x 2 M" を満たす r  q が存在することを示せば十分であ
る. まず, _y 2 M と r  \ _x = _y" を満たすような _y 2 V P と r  q をとる. D := fs 2 P : 9a(s 
\ _y = a") または s  \ _y =2 V "g とする. D は P で稠密である. D 2 M を示そう. s  \ _y =2 V " は
8t  s(t = \ _y 2 V ") と同値である. これは, 任意の t  sについて ft0 : 9a (t0  _y = a)gが tの下で稠
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密でないことと同値である. 一方, s  \ _y = a"とする. _y 2 H より,  \ _y 2 H"だから, s  \a 2 H"
である. よって, s  \jTC(a)j < "がわかるから, jTC(a)j < となる. だから, a 2 H. 以上でD 2M
がわかった.
仮定より D \M は r の下で前稠密である. fs : s  \ _x 2 M"g が r の下で稠密になることを示せば
r  _x 2 M となって証明が終わる. r0  r とする. t  r0; s となる s 2 D \M と t 2 P がとれる.
s 2 D, r  \ _y 2 V ", s k r より, s  \ _y = a"となる aが存在する. sと _y はM の要素なので, そのよ
うな aはM の要素として取れる. よって t  \ _x = _y 2 M", すなわち t  \ _x 2 M"を得る. 以上より
fs  \ _x 2M"gは r の下で稠密である.
(3 ! 1): P の極大な反鎖 A 2M を固定する. _q = Sr2Af(a; r) : a 2 rgとする. このとき,
 _q 2M ,
 任意の r 2 Aについて r  \ _q = r",
  _q 2 A \ _G.
(二つ目の条件は次のようにしてわかる: G を P -generic, r 2 G とすると _qG = f(a)G : a 2 rg = r.)
はじめの二つの条件より,  \ _q 2 M [ _G] \ V ". 仮定より p  \ _q 2 M". 三番目の条件より p  \ _q 2
A \M \ _G". よって p  \A \M \ _G 6= ;". 以上より, A \M は pの下で前稠密であることがわかっ
た.
補題 5.18. P を半順序, _Qをある半順序の P -名称とする. さらに,  を十分大きな基数, M  H を可
算の初等的部分構造, (p; _q) 2 P  _Q とする. もし, p が (M;P )-generic で, p P \ _q は (M [ _GP ]; _Q)  
generic"が成り立っているならば, (p; _q)は (M;P  _Q)-genericである.
証明. (p; _q) R \M [ _GR] \ V = M \ V "を示せばよい. ただし, R = P  _Qである. V 上 R-generic
で, (p; _q) 2 K となる K を固定する. このとき, 定理 4.18の 2.より, V 上 P -genericな G 3 pと V [G]
上 _QG-genericな H 3 _qG が存在し, K = G H とできる.
主張 5.19. M [K] M [G][H]:
写像 i : V R ! V P を,
i( _x) = f(o:p:(i( _y); _q); p) : ( _y; (p; _q)) 2 _xg
となるように _xのランクについての再帰的方法で定義する. 絶対性により, _x 2M ならば i( _x) 2M であ
る. 次を示せば十分:
_xを R-名称とする. このとき, (i( _x))G は V [G]上で _QG-名称であり, _xK = [(i( _x))G]H .
(十分であることを説明する：a 2 M [K]とすると a = _xK , _x 2 M と表せて, i( _x) 2 M がわかる. よっ
て (i( _x))G 2 M [G]は _QG-名称となり, a = _xK = [(i( _x))G]H 2 M [G][H].) _xのランクについての帰納
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法で示そう. (i( _x))G = f((i( _y))G; _qG) : 9p 2 G ( _y; (p; _q)) 2 _xgである. よって (i( _x))G は _QG-名称. 次
の等式より, 主張が示される.
[(i( _x))G]H = f[(i( _y))G]H : 9p 2 G;9 _q ( _qG 2 H ^ ( _y; (p; _q)) 2 _x)g
= f _yK : 9(p; _q) 2 K ( _y; (p; _q)) 2 _xg
= _xK :
(主張の証明終わり)
さて, M [K] \ V  M を示せば補題の証明が終わる. pは (M;P )-genericなので, p  \M [GP ] \ V =
M \ V ". p 2 Gに注意するとM [G] \ V = M となる. また,
p P \ _q は (M [ _GP ]; _Q)-generic"
より, ( _qG は (M [G]; _QG)-generic)V [G]. だから,
( _qG  _QG \M [G][ _G _QG ] \ V = M [G] \ V ")V [G]
となる. _qG 2 H より, M [G][H] \ V [G] = M [G]. よって,
M [K] \ V M [G][H] \ V
= M [G][H] \ V [G] \ V
= M [G] \ V
= M:
定理 5.20 (Shelah). hhP :   i; h _Q :  < iiを可算台を持つ反復強制法とする. 任意の  < に
ついて  \ _Q は properかつ分離的 "が成り立っているならば, P は properである.
証明には次の補題を使う.
補題 5.21.  を十分大きな基数, M  (H;2;; :::) を可算の初等的部分構造とする. また,
hhP :   i; h _Q :  < ii 2 M を可算台を持つ反復強制法で, 任意の  <  について
 \ _Q は properかつ分離的" とする. さらに,  2  \ M , q0 を (M;P)-generic, _p 2 V P ,
q0  \ _p 2 (P \M) ^ _pj 2 _G"とする. このとき, ある (M;P)-genericな q が存在し, qj = q0 か
つ q  _p 2 _G を満たす.
証明. (定理 5.20の証明) P が properであるとは, 十分大きな任意の  と任意の可算のM  (H;2
;; :::), 任意の p 2 P \M に対して, (M;P)-genericな q  pが存在することと同値であった. ここ
で, P が分離的なので, 条件 q  pを q P \p 2 _G"に置き換えても同値である. よって, 補題 5.21を
 = 0; q0 = 1P0 (P0 = f1P0g)について適用すればよい.
補題 5.21の証明に先立ち, 次の補題を示しておく.
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補題 5.22. P を proper, _Q 2 V P , P \ _Q は properな半順序" とする.  を十分大きな基数とし,
M  H を可算の初等的部分構造, R = P  _Q 2 M とする. q0 は (M;P )-generic とし, _p 2 V P ,
q0 P \ _p 2 (M \ R) ^ _p(0) 2 _GP "とする. ただし, _p(0)は V P 上での _pの最初の成分である. このと
き, 次の条件を満たす _q1 2 V P が存在する:
 (q0; _q1)は (M;R)-generic.
 (q0; _q1) R \ _p 2 _GR".
証明.
主張 5.23. q0 P \q1  ( _p(1)) _GPを満たす (M [ _GP ]; _Q)-genericな q1 が存在する. "ただし, _p(1)は
V P 上での _pの二つ目の成分である.
V 上 P -generic な G 3 q0 を固定する. V [G] の中で考える. p = _pG, Q = _QG とする. 仮定より
p = (p0; _p1) 2M , p0 2 Gである. _p1 2M より, _pG1 2M [G]\Q. Qは properで, M [G]  HV [G] なの
で, (M [G]; Q)-genericな q1  _pG1 が存在する. （主張の証明終わり）
主張の条件を満たす _q1 2 V P を固定する. すると, q0 と _q1 の generic性より, (q0; _q1)が (M;R)-generic
になることがわかる. また, q0 P \ _p(0) 2 _GP ^ _q1  ( _p(1)) _GP "より, (q0; _q1)  \ _p 2 _GR". (なぜなら
ば, K = G H は V 上 R-generic, (q0; _q1) 2 K とすると, _pG = (p0; _p1); p0 2 G; _qG1  _pG1 だが, これよ
り _pG1 2 H, よって _pG = (p0; _p1) 2 G H = K がわかる. )
証明. (補題 5.21の証明) についての帰納法で証明する.
(が後続順序数のとき): 帰納法の仮定と補題 5.22より示される.
( が極限順序数のとき): hn : n < !i を M 上の順序数からなる上昇列で  \M で共終的なもの
とする. ただし, 0 =  である. fDn : n < !g = fD 2 M : D  P; D は稠密 g と並べておく.
(M;Pn)-genericな qn と _pn 2 V Pn (n < !)を次の条件を満たすようにとりたい:
 _p0 = _p,
 任意の n < ! について, qn+1jn = qn,
 任意の n < ! について,
qn n \ _pn 2 P \M; _pn  _pn 1; _pn 2 Dn 1; _pnjn 2 _Gn".
このような qn, _pn を nについての帰納法で構成する. ある nについて qn, _pn がえられたとする.
主張 5.24. qn n \8p 2 P \M [pjn 2 _Gn ) 9p0 2 Dn \M(p0  p ^ p0jn 2 _Gn)]".
r n \pjn 2 _Gn"となる p 2 P \M と r  qn を任意にとって固定する. s n \p0  p ^ p0jn 2
_Gn"となるような s  r と p0 2 Dn \M の存在を示せばよい. つまり, 適当な s  r と p0 2 Dn \M
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が存在して p0  p かつ s  p0jn とできることを示せば十分である. D = fp0jn : p0 2 Dn and p0 
pg [ fs 2 Pn : s n \pjn =2 _Gn"gとおく. ここで, D の定義に現れるオブジェクトが全てM の要
素であることに注意すると D 2 M がわかる. また, D は Pn で稠密になっている. これを確かめよう.
Pn から任意の要素 xをとる. このとき, y  xで, y n \pjn =2 _Gn"か y n \pjn 2 _Gn"のどち
らかが成り立つような y がとれる. 前者の場合, y 2 D である. 後者の場合, Pn が分離的であることに
注意すると, y  pjn. よって y+ := y [ pj[n; ) とおくと y+  pとなる. このとき, ある p0 2 D が
あって, p0  y+( p)を満たす. p0jn 2 D, p0jn  y+jn = y  xだから, Dの稠密性がわかる. qn は
(M;Pn)-generic だから, D \M は qn の下で前稠密である. r  qn より, s  r; s0 となる s 2 Pn と
s0 2 M \D がとれる. s0 2 D, r n \P jn 2 _Gn"と r; s0 の両立性から, p0  pかつ s0 = p0jn を満
たす p0 2 Dn が存在する. p; s0; n; Dn は全てM の要素であることから, そのような p0 はM の中にも
存在する. この s 2 Pn と p0 2M は示すべき条件を満たす. (主張の証明終わり)
p = _pn として主張を適用すると, ある _pn+1 2 V Pn が存在して qn n \ _pn+1 2 Dn \M; _pn+1 
_pn; _pn+1jn 2 _Gn" を満たす. 帰納法の仮定から, (M;Pn+1)-generic な qn+1 で qn+1jn = qn かつ
qn+1 n+1 \ _pn+1jn+1 2 _Gn" となるようなものがとれる. これで, 与えられた条件を満たす pn, _qn
(n < !)の存在が示せた.
q =
S
n<! qn としよう. このとき, q 2 P, qj = q0 である. この q が (M;P)-genericかつ q  \ _p 2
_G"となることを示せば証明が終わる. n 2 ! を任意にとって固定する. q  _pn 2 _G を示せば十分で
ある. なぜならば, これから, 任意の n < ! に対し q  \ _pn+1 2 Dn \M \ _G"が示され, P で稠密な
任意の D 2 M に対して q  D \M \ _G 6= ;となることがわかるから, q の (M;P)-generic性が従
う. さて, 任意の m  nに対して qm m \ _pnjm 2 _Gm"が成り立つことに注意する. （なぜならば,
qm  _pmjm 2 _Gm かつ qm  _pm  _pn だから. ）r  \ _pn = s"となるような r  q と s 2 P を
任意に固定する. 先ほどの注意により, 任意のm  nに対して, rjm m sjm 2 _Gm である. P は分
離的だったから, rjm  sjm. また, sのとり方から, s 2M . ゆえに supt(s) 2M . supt(s)は可算だか
ら supt(s) M となる. よって, supmn m = sup( \M)と supt(s)   \M が成り立つことに注意
すると, r  sがわかる. 以上より r  \s 2 _G"が示され, r, sの取り方から, 証明が終わった.
6 Proper Forcing Axiomとその無矛盾性
定義 6.1. Proper Forcing Axiom (PFA)とは, 次の公理のことである:
(PFA): 任意の proper な半順序 P と, !1 個の P の稠密部分集合からなる任意の族 D に対して, P 上の
D-genericなフィルター Gが存在する.
ただし、D-genericなフィルターとは D の全ての要素と交わるフィルターのことである.
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定理 6.2. (Baumgartner-Shelah) 超コンパクト基数が存在すれば, ある半順序 P が存在して P \PFA"
を満たす.
証明. を超コンパクト基数, f : ! V を Laver関数とする. P を長さ の可算台を持つ反復強制法
hhP :   i; h _Q :  < iiで次のように構成する: 番目のステップにおいて, もし, ある _Q 2 V P
で f() = _Qかつ P \ _Q は properな半順序."が成り立つならば, _Q = _Q, それ以外の場合は _Q は
自明な半順序と定める. さて, P \PFA" を示そう. まず, 定理 5.20 より P は proper なので, P が
!1 を保存する (つまり,  \!1 = !1") ことがわかる. また, 任意の  <  に対して f() 2 V なの
で, _Q 2 V となり, jPj <  がわかる. ゆえに, P ( < ) は -c.c. を満たすので, 系 4.25 より P
も -c.c. を満たすことがわかる. 定理の証明を後で述べる補題 6.4 を仮定して完成させる. V P の中で
考える.  <  を順序数とする. Q = ff  !1   : jf j  !; f は関数 g (Q の順序は包含関係の逆),
D = ff 2 Q :  2 ran(f)g, D = fD :  < g とおいて, 補題 6.4 を適用すると, Q 上の D-generic
なフィルター F が見つかる. SF : !1 !  は全射である. よって !1  jj.  < は任意だったから,
 = !2. したがって補題 6.4より PFAが V P で成立することが示された.
注意 6.3. 定理 6.2の証明中において, さらに P \2! = !2 = "も示せる.
証明. V P の中で考える. PFAより, MA!1 が成立するので, 2! > !1. よって 2!  !2 = . 一方, P
は -c.c.を満たし、かつ jPj  が V で成り立っているので, V の中で次の不等式が成り立っている:
jPの反鎖からなる長さ!の列全体の集合 j  j!([P]<)j
 (<)!
 :
よって, V P の中で, 2!   = !2 となる.
補題 6.4. (定理 6.2の証明の状況において) 次の命題が V P 上で成り立つ: 任意の properな半順序 Q
と, Qの稠密部分集合からなる濃度 未満の任意の族 D に対して, Q上の D-genericなフィルター F が
存在する.
証明. V 上 P-genericな Gを固定する. まず V [G]の中で考える. properな半順序Q = _QG と  < ,
Qの稠密な部分集合 D ( < )を任意に取って固定する. D = fD :  < gとおく. Qは properだ
から, 適当な基数  をとって, 任意の可算な初等的部分構造 N  H と, 任意の p 2 Q \ N に対して,
(N;Q)-genericな q  pが存在するようにできる. 次に V の中で考える. を ;  に対して十分大きく
とって固定する. このとき, V [G] j= \Q  "と仮定してよい. f : ! V が Laver関数だったから, 次
の条件を満たす初等的埋め込み j : V !M が存在する:
 crit(j) = ,
 j() > ,
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 M M (よって H+ M),
 (jf)() = _Q ( _Q 2 H+ より).
主張 6.5. M [G] j= `Qは proper".
M M より, V [G] j= \(M [G]) M [G]". ゆえに、(H+)V [G] M [G]と (H)V [G] = (H)M [G] が
成り立つ. よって  のとりかたより, M [G]で次の命題が成り立っている:
任意の可算な初等的部分構造 N  H と任意の p 2 Q \N に対して, (N;Q)-genericな q  pが
存在する.
以上よりM [G] j= \Qは proper"が示された. （主張の証明終わり）
次に j(P)について考える. P = hP :   i, Q = h _Q :  < iとおく. h P ; Qiは可算台を持つ長さ
の反復強制法である. M の中で考えると, 次の 4つの条件が成り立っている:
 hj( P ); j( Q)iは可算台を持つ長さ j()の反復強制法,
 j( P ) = P, ( < に対して V j= Q = _Q からM j= j( Q) = _Q が導かれるから.)
 j( P )j() = j(P),
 j( Q) = _Q. ((jf)() = _Qと先ほどの主張より.)
よって, ある _R 2MP _Q が存在して, j(P) = (P  _Q)  _Rと同一視できる.
さて, V [G] 上 Q-generic な H と, V [G  H] 上 _RGH -generic な K を固定して考える. j : V [G] !
M [G H K]を j( _xG) = j( _x)GHK ( _x 2 V P)で定義する.
主張 6.6. jの定義は well-denedである. また, jは初等的埋め込みになり, jjV = j, crit(j) = 
が成り立つ.
まず, j\G  G H K に注意する.
(well-denedなこと): _x; _y 2 V P , V [G] j= _xG = _yG とする. p  \ _x = _y"なる p 2 Gをとる. j は初
等的埋め込みだから, M j= \j(p)  j( _x) = j( _y)". 先ほど述べた注意より, j(p) 2 G  H K だから,
M [G H K] j= \j( _x)GHK = j( _y)GHK".
(j が初等的埋め込みであること): _x 2 V P , V [G] j= '( _xG)を仮定する. ここで 'は任意の論理式であ
る. p  '( _x)となる p 2 Gをとる. j が初等的埋め込みであることから, M j= \j(p)  '(j( _x))"となる.
j(p) 2 G H K だから, M [G H K] j= '(j( _x)GHK). j( _x)GHK = j( _xG)であった.
(jjV = j であること): x 2 V とする. j(x) = j(xG) = j(x)GHK である. j(x) = (j(x))を使うと,
j(x)GHK = [(j(x))]GHK = j(x)がわかる. （主張の証明終わり）
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jj = jj 2M かつ H  Q  だから, j\H 2M [G H K]がわかる. 次に,
M [G H K] j= \8D 2 j(D); (j\H) \D 6= ;"
を示そう. V [G] j= \D = fD :  < g ^  < " だから, M [G  H  K] j= \j(D) = fj(D) :
 < g" である.  <  を固定する. H \ D は空集合ではないので, ある要素 p を持つ. このとき,
V [G] j= \p 2 D"である. よってM [G H K] j= \j(p) 2 j(D)". また, j(p) 2 j\H だったか
ら, M [G H K] j= \8 < ; (j\H) \ j(D) 6= ;"となる.
最後に,
M [G H K] j= \8p; q 2 j\H; 9r 2 j\H; (r  p; q)"
も成立していることに注意する.
以上より,
M [G H K] j= \j\H で生成されるフィルターは j(D)-generic."
すなわち,
M [G H K] j= \j(Q)上の j(D)-genericなフィルターが存在する."
が導かれる. j が初等的埋め込みであることから,
V [G] j= \Q上の D-genericなフィルターが存在する."
となり, 証明が終わった.
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