In order to enhance the search results of keyword search in relational databases, semantic relationship among relations and tuples is employed and a semantic ranking function is proposed. In addition to considering current ranking principles, the proposed semantic ranking function provides new metrics to measure query relevance. Based on it, two Top-k search algorithms BA (blocking algorithm) and EBA (early-stopping blocking algorithm) are presented. EBA improves BA by providing a filtering threshold to terminate iterations as early as possible. Finally, experimental results show the semantic ranking function guarantees a search result with high precision and recall, and the proposed BA and EBA algorithms improve query performance of existing approaches.
Introduction
Integration of IR and database technologies has been a hot research topic. One of the driving forces is the fact that more and more data is stored in relational databases [1, 2] . Two advantages for integrating keyword search into relational databases are users need to neither understand the underlying database schemas and structures in advance nor complex query languages like SQL. Instead, users are only required to submit a list of keywords, and search engines will return ranked answers based on their relevance to query keywords.
However, due to the inherit nature of relational databases, information retrieval (IR) techniques in text databases cannot be straightforwardly applied to relational databases (DBs). Figure 1 shows an example of four and "Tom." Assume the search engine returns three results R 11 , R 12 , and R 13 to answer Qry 1 . R 11 is a tuple containing one of the keyword "John," and R 12 is a tuple containing another keyword "Tom." Whereas, R 13 is a tuple tree [3] , in which tuples are related with each other through reference constraints and the non-free tuples cover all the query keywords ("John" and "Tom"). The size of the tuple tree R 13 is the number of tuples in R 13 , i.e. |R 13 |=5. R 11 and R 12 can be regarded as tuple trees such that |R 11 |=|R 12 |=1.
Drawbacks of current ranking functions
Ranking functions and search algorithms are two core aspects in IR technologies. Current ranking functions in relational databases can be classified into two categories: tuple tree size based ranking function and IR-style relevance ranking function. Tuple tree size based ranking function [3−6] is a simple and straightforward ranking measurement, which roughly considers inverse proportion between the size of a tuple tree and the score that tuple tree gets. IR-style relevance ranking function [1, 3, 5, 7] makes further exploration and incorporates into DB's ranking
Journal of Software 软件学报 Vol.19, No.9, September 2008 field the relevance-ranking strategies developed by IR community over the years. Specifically, it treats each attribute text as a document, all attribute texts in a database as the document collection, and leverage state-of-the-art IR ranking functionality [8] to compute a tuple tree's relevance to query keywords. Current search algorithms can also be classified to two categories: Candidate Networks (CN)-based search algorithm [1, 3, 4, 6, 7] and graph-based algorithm [5, 11, 12] . Both of the two types of algorithms start from tuples that contains partial or all keywords, discover shortest paths that could connect those tuples according to database schemas or pre-created data models, and finally return ranked joining networks of tuples (tuple trees) as answers.
However, the existing keywords search approaches [1,3,4,6,7,13−15] cannot capture semantic relevant to the query due to overlooking the following two cases.
Case ( 1) The concepts of semantic relevance as well as a novel ranking function to encompass this concept are proposed.
2) Two efficient algorithms namely BA and EBA in support of the new ranking function are presented.
Related Work
Keyword search in structured or semi-structured data has attracted a lot attention. DBExplorer [6] , DISCOVER1 [4] , BANKS [5] , DISCOVER2 [3] , and SPARK [1] support keyword search in relational databases [7] and return ranked tuple trees as answers [9] . The former three systems require answers to cover all query keywords while the latter ones [1, 3, 7] support searching out answers that partially contain query keywords. However, DBMSs are required to process a huge amount of data, therefore, jeopardize search performance.
DISCOVER1 is an improvement of DBExplorer in that it stores some temporary data to avoid repeated evaluation of some joining networks of relations. DISCOVER2 and SPARK use different strategies such as Top-K or skyline to further improve search performance. When it comes to ranking functions, DBExplorer and DISCOVER1 explore the structure of an answer and favor tuple trees of small size over those with a large size. BANKS measures a tuple tree's relevance in terms of two aspects: the weight of each tuple member (similar to Google's PageRank), and the weight of each edge member. BANKS, DBExplorer, and DISCOVER1 do not leverage state-of-the-art IR ranking methods. Reference [7] and DISCOVER2 use IR-style relevance ranking methods to compute relevance. Ref. [15] extend the term "relevance" to another dimension: if a tuple is referenced by another which actually contain a query keyword, the referenced tuple is relevant to the query keyword [10] . However, they do not consider tuples that actually contain query keywords as relevant [10] . 
Problem Definition
Given a set of keywords Q={w 1 ,w 2 ,…,w n }, design a ranking function score, so that score considers not only tuples that actually contain keywords but also those semantically contain keywords in Q. Based on the ranking function score, determine k results R(Q,k). For any tuple tree T∈R(Q,k), there does not exist a tuple tree T ′ ∈R(Q,k)
such that the score of T is less than the score of T ′ . This paper bases on the following two assumptions:
(1) For any keyword w i , all tuples actually containing w i can be achieved in a descending order w.r.t. a given ranking function score.
(2) Tuple trees that contain partial query keywords in Q are also useful. For the sake of simplicity, Table 2 displays notations and their descriptions used in the rest part of the paper.
Table 2 Notations used in this paper
The set of attributes of a tuple t score D (t, w i )
The direct contribution ratio for a tuple t to the query keyword w i (will be discussed in Section 4.1.1)
The indirect contribution ratio for a tuple t to query keyword w i (will be discussed in Section 4.
1.2) score(t, Q)
The overall contribution ratio for a tuple t to a set of query keywords {w 1 ,
The semantic similarity between a tuple tree T and query keywords Q
Semantic Ranking Function
Our semantic ranking function considers both cases of directly and indirectly containing query keywords, use direct contribution ratio and indirect contribution ratio, respectively, to quantify the relevance between a tuple t and a query keyword w. We show how to quantify the contribution ratios in Section 4.1 and how to compute the semantic correlation in Section 4.2. Based on the discussions in Section 4.1 and Section 4.2, we propose a semantic ranking function in Section 4.3.
Containment relationship between query and tuples

Direct contribution ratio
Direct contribution ratio measures the degree of which that a tuple tree directly contains a set of query keywords. In this paper, we adopt the ranking method in DISCOVER2 [5] to compute direct contribution ratio. 
Indirect contribution ratio
Indirect contribution ratio measures the degree of which a tuple tree indirectly contains a set of query keywords in Q. Considering the scenario that a tuple t is referenced by other tuples directly containing the query Q.
Tuple t is also relevant to Q.
In order to clearly describing how t is related to other tuples using foreign-key constraints, we employ a matrix 
does not directly contain .
The row of M denotes a query Q = {w 1 ,w 2 ,…,w n }, the column of M denotes S(t i ), and m ij represents the direct contribution ratio for t i to w j . When t i does not directly contain w j , m ij =0.
First, consider the indirect contribution ratio for t i to a single keyword w. We obtain the indirect contribution ratio score I (t i , w) by using Eq.(5). 
The indirect contribution ratio defined in Eq.(5) satisfies the following two properties:
(1) Given a tuple t i and a query keyword w, the larger size of S(t i ) is, the larger value of score I (t i , w) should be; (2) Given two tuples t 1 and t 2 . Let 1 t′ and 2 t′ be tuples such that 1
I I score t w score t w ≥ .
When it comes to multi-term keyword search, Q={w 1 ,w 2 ,…,w n } say, the indirect contribution ratio for t to Q is shown in Eq.(6).
( , ), if indirectly contains a keyword in , 
Overall contribution ratio for a tuple tree to query keywords
As mentioned before, Eq.(3) computes the direct contribution ratio for t to Q and Eq.(6) computes the indirect contribution ratio for t to Q. We use Eq. (7) to combine the direct and indirect contribution ratios to quantify the overall contribution ratio for t to Q, denoted score(t, Q).
where, θ is a coefficient to balance the two contribution ratios, θ < 0.5. When θ equals 0, we do not consider the indirect contribution ratio.
Example. Consider the query Qry 2 and its results in Table 1 . The direction contribution ratio for paper.t 5 to "XML" is score D (paper.t 5 , "XML")=0, since it does not directly contains "XML." However, paper.t 5 is cited by paper.t 1 , paper.t 3 , and paper.t 4 , which directly contain "XML," therefore, the indirection contribution ratio for The overall contribution ratio for a tuple tree T to a query Q is defined in Equation (8).
Semantic correlation between query and tuples
In this subsection, we take care of Case (2) discussed in Section 1.1. Consider a two-keyword query Q = {w 1 , w 2 }. Suppose a tuple tree T: t 1 ←t→ t 2 , where t 1 , t 2 , and t are tuples of R 1 , R 2 , and R, respectively, ) ( and t∈R. Let S 1 and S 2 be subsets of R where all tuples connect with t 1 and t 2 through foreign key constraints among R, R 1 , and R 2 , respectively.
Here, A(R) denotes the set of all attributes of relation R. The intersection of S 1 and S 2 denotes tuples connecting with both t 1 and t 2 through foreign key constraints. For instance, a 1 and a 2 are coauthors to a paper, then S 1 means all papers written by a 1 , S 2 means all papers written by a 2 , and 2 1 S S ∩ is a collection of the papers in which both a 1 and a 2 join. The semantic correlation between tuples in the tuple tree T w.r.t. Q can be expressed using the similarity between the two sets S 1 and S 2 , i.e. 
For instance, the semantic correlation between tuples in R 34 w.r.t. the Qry 3 in Table1 is correlation (R 34 , "Jane, John")=1/(1+2)=1/3, correlation (R 35 , "Jane, John")=1/2, therefore, we conclude that author.t 2 cooperates more closely with author.t 3 than with author.t 1 .
Semantic ranking function
As discussed above, semantic ranking function should take into consideration three aspects: (1) the total contribution ratio for a single tuple to keywords, (2) semantic correlation between non-free tuples, and (3) the size
of the tuple tree. Therefore, the semantic ranking function is defined in Equation (11), where |T| is the number of tuples in T.
Semantic-Based Search Algorithms
Our semantic-based search algorithm (SSA) is based on that of the DISCOVER2 systems, that is, it first creates the tuple set graph from the pre-defined database schema graph and the tuple sets returned by the IR Engine module. Figure 3 shows an example of the tuple set graph derived from relations in Fig.1 . 
author
Q and paper Q in Fig.3 . Differently from the existing approaches, SSA progressively adds a CN by expanding non-free tuples by using a tuple set adjacent to the CN in the tuple set graph. For instance, when a keyword in Q is "XML," it firstly identifies "XML" in the relation paper, then it expands all terms that directly contains the keyword "XML." SSA uses paper's adjacent relation cites to do the expansion. Since all papers in the relation paper cite paper.t5, SSA expands values of non-free tuples to "DB" (the title of paper.t5) to construct a new CN.
In this section, we first propose a pre-processing approach to extending non-free tuples in CNs that indirectly contain query keywords, we then discuss that the proposed semantic ranking function satisfies the tuple monotonicity property [5] , so that the existing approach can be employed by using the ranking function. We finally present two improved algorithms in Section 5.3.
Expanding Non-Free tuples in CNs
Given a query keyword w, the search algorithm expands w to a term set indirectly containing w. Firstly, the algorithm identifies relation R that contains the query keyword w, then it finds relations S 1 , S 2 , …, and S m that have foreign key constraints with R, i.e.
, the attribute R.key has the same domain with the attributes S 1 .a 1 and S m .a m . Equation (12) shows the set of terms T s (R,w) that indirectly contain w in relation R. 
Different from the existing approaches, non-free tuples in CNs can be terms in either Q or T s (R,w). For example, in Fig.1 
Tuple monotonicity
A naive algorithm to get semantic top-k results includes the following two steps: (i) calculate candidate CNs using non-free tuples R∪T s (R,w i ), and (ii) for each candidate tuple tree T, calculate score s (T,Q) using Equation (11) and choose k tuple trees with largest ranking values. Obviously, the naive approach calculates many tuple trees that do not belong to the top-k results. Literature [3] uses sparse algorithm to calculate top-k results. In this section, we first prove that the sparse algorithm [3] can also be employed under our semantic-based scenarios. That is, semanticbased ranking function satisfies tuple monotonicity property [3] . respectively. Obviously, when we construct a CN using terms that indirectly contain the query keywords, the algorithm SSA already calculated the score value score(T,Q) in the current CN. That is, it follows the same observation with [4, 5] , i.e. score(T,Q)≥score(T ′ ,Q) holds.
Theorem 2. Given a set of CNs. Let C be a CN such that its score s (T,Q) is the k-th largest score. For any CN C′, if its score(T ′ , Q) is less than score s (T,Q), then the remaining tuple trees in C′ are not candidates. Proof: From Equations (10) and (11), we know
So, if a tuple tree T ′ whose score(T ′ ,Q) is less than score s (T,Q), then its semantic score score(T ′ ,Q) must be less than score s (T,Q). Since T is the k-th closest CN to answer the query Q, the tuple tree T′ can be safely pruned.
Semantic Top-k algorithm
For each CN, the existing approaches probe the database to evaluate tuples one by one and generate k candidate tuple trees. The final top-k results are chosen from the candidate tuples trees of all CNs. In order to improve query performance in a single CN, the tuples can be grouped into blocks to save the times of probing the database. Two algorithms namely BA (Block Algorithm) and EBA (Early-stopping Block Algorithm) are proposed in this paper.
Block algorithm (BA)
Given a CN C. For each query keyword w i , we rank tuples in R∪T S (R,w i ) in descending order. In order to avoid frequently probing database, we divide tuples in R∪T S (R,w i ) into several equal-sized data blocks. In each iteration step, a data block, which contains tuples with highest scores are fetched from R∪T S (R,w i ) to generate candidate k tuple trees with k largest semantic scores. Calculate T s (B, w i ) using Equation (12); 4.
Order tuples in T s (B i ,w i ) in descending order using their semantic ranking scores; 5.
Generate S Ti such that tuples in it are ranked in descending order according to score(t, {w i });
Return Res; A queue containing top-k results Res in C;
// checked i is a set of checked tuples that contain w i 6.
Construct a tuple tree T such that its non-free tuple contains tuples in checked i ; 7.
Res.push_back(T); } 8.
Return Res; 
Early-Stopping block algorithm (EBA)
It is unnecessary to generate all k results for each CN. EBA enhances the BA algorithm by providing a filtering threshold to prune non-candidates. At the beginning of the search algorithm, the threshold is set to be 0. During the processing of all CNS, EBA always keeps the k-th maximal possible score value as a filtering threshold. Only a candidate tuple tree whose score larger than the threshold, it can be returned as a candidate. Figure 6 shows the GenCandidate() function in EBA algorithm. Differ from the function in Fig.5 , EBA stores the filtering threshold. In Line 4, EBA generates a candidate only when there is no enough results generated and the semantic score is larger than the filtering threshold T k . The value of T k increases when more tuples in CNs are processed, which saves more iterative steps.
For example, given 5 CNs. BA algorithm chooses 5 tuple trees within each CN and chooses the top-5 results among these candidate CNs. EBA also chooses 5 tuple trees within the first processing CN. Then, it uses the semantic score of the 5th tuple tree as the filtering threshold T k . When processing the second CN, only a tuple tree whose score is larger than T k and is ranked within top-5 tuple trees can be regarded as candidate. Therefore, the filtering threshold increases when more CNs are processed. Construct a tuple tree T such that its non-free tuple contains tuples in checked i ; 8. max_score = score S (T,Q); // calculate semantic ranking function as the maximal possible score 9.
IF (max_score > T k ) { 10.
Res.push_back(T); 11.
T k = the (k−1)-th semantic score in the candidate tuple trees; } ELSE flag = false; } 11.
Experimental Results
In order to evaluate the effectiveness of the proposed semantic ranking function and the efficiency of BA and EBA algorithms, we have conducted extensive experiments on large-scale real datasets.
We used two real data sets. The first one was about course information of University of Washington, download from the data archive in University of Illinois. The second data set was from DBLP. All the algorithms were implemented using JDK 1. Q 30 ) were involved multiple CNs derived from the courses tuple set graph. We implemented the global pipeline (GP) algorithm [3] to generate top-k results without considering semantic correlation, and compared BA and EBA algorithms with the GP algorithm. We manually determined 150 tuples as one block for DBLP and 200 tuples as one block for course according to their different data distributions.
Effective of semantic ranking function
In order to test the effectiveness of the proposed semantic ranking function, we used recall and top-k precision to do the evaluation. Recall is a ratio of the number of relevant tuple trees searched over the overall number of relevant tuple trees in the database. Recall=1 means search algorithm can successfully retrieve all relevant tuple trees. Top-k precision is a ratio of the number of returned results that are among tuple trees of top-k highest scores over k results.
We compared the recall and top-10 precision between GP and EBA algorithms using queries Q 1 , Q 2 ,…, and Figure 9 shows the execution time when varying k values from 1 to 20. We choose query Q 7 to test the execution time of different top-k queries. Figure 9 (a) shows the running time of query Q 7 . When k was small, GP performed quicker than BA and EBA. The reason is that GP only needs small number of iterations to get tuple trees with highest scores, whereas BA and EBA accessed one data block at each iteration, which produces much more number of tuple trees that cannot answer the query. However, when k increased, GA needed more iterations than BA and EBA, which result in more frequent database probes. Furthermore, EBA and BA required the same running time when k was small (e.g. k=1) for additional computations. As k increased, EBA performed better than BA and GP algorithms, since EBA used filtering threshold to saves more iterative steps. 
Effect of k values on query performance
Conclusions
In this paper, we studied semantics-based Top-k keyword search over relational databases. We proposed a novel semantic ranking function, which not only adapts the state-of-the-art IR ranking function and more importantly, it encompasses semantic features. We also studied search methods tailored to support our ranking function. Two Top-k algorithms namely BA and EBA are proposed which process data in block, minimize database probes and can more comprehensively and effectively search out relevant results. We have conducted extensive experiments on large-scale databases. The experimental results show that the semantic ranking function is adequate and proposed algorithms are effective and efficient.
