Introduction and the main results
In this paper we consider the properties of the mixed modulus of continuity Ω (f, δ, ξ) p,ω in the Lebesgue spaces 
. For example, Potapov obtained a direct theorem [9, 12] and inverse estimate [13] on trigonometric approximation by an angle for functions in spaces L
. Hardy-Littlewood, Marcinkiewicz, Littlewood-Paley, and embedding theorems were proved in [10, 11] . Transformed Fourier series and mixed modulus of continuity were investigated by Potapov et al. in [15] and [17] . Embeddings of the Besov-Nikolskii and Weyl-Nikolskii classes were studied in [14, 16] . ( L p − L q ) Ulyanov type inequalities were proved in [18] . Mixed K -functionals were analyzed by Cottin in [2] and by Runovski in [20] . More information about mixed modulus of continuity and trigonometric approximation by an angle can be found in the survey [19] . In L ) (see, e.g., the books of Timan [21] and Timan [22, Chapter 2] ).
We note that mixed differences are closely related to other differences [22 ) (see (6) ).
Using some properties of Ω (f, δ, ξ) p,ω we obtain an equivalence between Ω (f, δ, ξ) p,ω and mixed K -functional K(f, δ, ξ, p, ω, 2, 2) (see Definition 18) :
, then there exist constants depending only on
Muckenhoupt's constant [ω]
Ap of ω and p so that the equivalence Ω (f, δ, ξ) p,ω ≈ K(f, δ, ξ, p, ω, 2, 2) holds for δ, ξ ≥ 0.
We use the properties of mixed modulus of continuity Ω (f, δ, ξ) p,ω to obtain a Potapov type direct theorem on trigonometric approximation by an angle in 
where m, n ∈ N ;
is the set of all trigonometric polynomials of degree at most m (at most n ) with respect to variable x (variable y ).
, λ > 1 , and hence we can define the trigonometric Fourier series of
. Partial sums of trigonometric Fourier series of f will be denoted by S m,• , S •,n , and
The following theorem gives the weak inverse of (1).
, then there exist constants depending only on [ω] Ap and p so that
We obtain an equivalence between Ω (f, 1/m, 1/n) p,ω and mixed realization functional R(f, m, n, p, ω, 2, 2) (see (16) ):
, then there exist constants depending only on [ω] Ap and p so that the equivalence
holds for m, n ∈ N. 
Steklov type averages, difference operators, and modulus of continuity
be the collection of the Lebesgue integrable functions f (x, y) :
is 2π -periodic with respect to each variable x, y.
We suppose that J is the set of rectangles in T 2 with the sides parallel to coordinate axes. A function
is measurable and positive almost everywhere on
ω (x, y) is 2π -periodic with respect to each variable x, y and
and
periodic with respect to each variable x, y and
We define T m,• (respectively T •,n ) as the set of all trigonometric polynomials of degree at most m (at most n ) with respect to variable x (variable y ). T m,n is defined as the set of all trigonometric polynomials of degree at most m with respect to variable x and of degree at most n with respect to variable y.
The best partial trigonometric approximation orders are defined as
The best angular trigonometric approximation error is defined as
We define Steklov type averages:
Using Theorem 3.3 of [4] we obtain
, where the constant C depends only on [ω] Ap and p. 
arbitrary rectangles implies A p (T) in each variable uniformly with respect to the other variables for
1 < p < ∞. In other words, if 1 < p < ∞, ω (x, y) ∈ A p ( T 2 , J ) then, for any intervals I, J ⊂ T sup I   1 |I| ∫ I ω (x, y) dx     1 |I| ∫ I [ω (x, y)] − 1 p−1 dx   p−1 < ∞, for a.e. y and sup J   1 |J| ∫ J ω (x, y) dy     1 |J| ∫ J [ω (x, y)] − 1 p−1 dy   p−1 < ∞, for a.e. x.
For weights in
, then
where the constants depend only on [ω] Ap and p .
, h, k > 0 we define the differences
where I is the identity operator on T 2 . Using inequalities (4)- (3) we get
with constants depending only on [ω] Ap and p .
The mixed modulus of continuity of
, then from (6) and (5)
with constant depending only on [ω] Ap and p .
Note that from the definition of Ω (f, ·, ·) p,ω , it has the following properties when 1
Some means of Fourier series
. Namely,
and this gives the possibility to define the corresponding Fourier series of f :
, then we have
for some λ > 1.
) and using Hölder's inequality
where the constant depends only on [ω] Ap and p . Hence, (7) is proved. 2
) and
be the corresponding Fourier series for f .
For the Fourier series (
we define the partial sums of (8) as
cos kt is the Dirichlet kernel. Theorem 8 of [5] and Lemma 5 give:
we define the partial Cesaro means and dela Valleè Poussin means of f as
In this case
is the Fejer kernel.
As a corollary of Lemma 8 and (9)- (10) we have:
Lemma 10 Let
, where the constant depends only on [ω] Ap and p .
Proof We take polynomials T 1 ∈ T m,• , T 2 ∈ T •,n , T 3 ∈ T m,n and set
Hence, using Corollary 9,
with a constant independent of
holds. 2
Using Theorems 10 and 11 of [8] and Lemma 5, we obtain:
Lemma 11 is a consequence of a pointwise estimate through a strong maximal function and its boundedness in weighted Lebesgue spaces.
Bernstein type inequalities
and hence
The following Bernstein type inequalities hold.
and 
and as a result
Lemma 14 For
there exists a constant depending only on [ω] Ap and p so that
where
and ⌊x⌋ := max {z ∈ Z : z ≤ x} .
Proof
Since
we have by Lemma 10
Now using Corollary 13 and the last inequality,
Proof Since
holds. 2
Favard type Jackson inequalities
).
The following Favard type Jackson inequalities hold. 
Lemma 17 For
hold for g ∈ W 2,2 p,ω .
Proof For (13) we have
inequality (13) follows.
Similarly, we have
The proof is completed. 2
Mixed K-functional

Definition 18
The mixed K -functional is defined as
where the infimum is taken from all g 1 , g 2 , g so that
) .
Here we give the proof of Theorem 1, but first we need the following theorem.
then there exist constants depending only on [ω]
Ap and p so that
•,2 p,ω , and
Proof of Theorem 1 We prove the upper estimate. We define
By the same procedure
We have
Similarly,
Also,
For the lower inequality
From the last inequality we take the infimum and the lower estimate
Potapov type direct inequality
Here we give the proof of Potapov type direct Theorem 2.
Proof of Theorem 2 For any
Taking the infimum on g 1 , g 2 , g we have that the inequality
Realization functional
We define the mixed realization functional as
We give the proof of Theorem 4.
Proof of Theorem 3 ∀h, k > 0 and m, n ∈ N, and we get 
