Binding of one protein to another is involved in nearly all biological functions, yet the principles governing the interaction of proteins are not fully understood. To analyze the contributions of individual amino acid residues in protein± protein binding we have compiled a database of 2325 alanine mutants for which the change in free energy of binding upon mutation to alanine has been measured (available at http://motorhead. ucsf.edu/$thorn/hotspot). Our analysis shows that at the level of sidechains there is little correlation between buried surface area and free energy of binding. We ®nd that the free energy of binding is not evenly distributed across interfaces; instead, there are hot spots of binding energy made up of a small subset of residues in the dimer interface. These hot spots are enriched in tryptophan, tyrosine and arginine, and are surrounded by energetically less important residues that most likely serve to occlude bulk solvent from the hot spot. Occlusion of solvent is found to be a necessary condition for highly energetic interactions.
The vast majority of proteins bind to other proteins at some time in their existence in order to perform various functions. Processes as varied as cytoskeletal remodeling, vesicle transport and signal transduction are all dependent on physical interactions between proteins, yet the principles that govern the interaction of two protein surfaces remain elusive (Janin, 1995) . With the recent explosion in co-crystal structures of protein heterodimers that are relevant therapeutic targets, the opportunity exists to design small molecules with high speci®city and af®nity that block or alter protein ±protein interactions. However, this task has been extraordinarily dif®cult, with the few limited successes based primarily on luck and accident, not on rational design (Tilley et al., 1997) . Intelligent design of compounds that are capable of interfering with protein ±protein interactions requires an understanding of the sources of af®nity and speci®city in each interface.
Most interfaces are composed of two relatively large protein surfaces with good shape and electrostatic complementarity for one another (Janin, 1995 (Janin, , 1997 Jones & Thornton, 1996; Lawrence & Colman, 1993; McCoy et al., 1997) . Almost all of these interfaces bury more than 600 A Ê 2 of total surface area and it is often assumed that the energy of protein± protein binding is directly related to buried hydrophobic surface area (Chothia & Janin, 1975; Horton & Lewis, 1992; Jones & Thornton, 1996; Privalov, 1979) . While this assumption holds up when whole surfaces are studied, it gives little insight into the details of the contributions of individual residues to binding. Previously, these contributions have been studied using computational techniques (Krystek et al., 1993; Novotny et al., 1989) . To experimentally probe the energetic contributions of individual sidechains to protein binding, alanine scanning mutagenesis (Wells, 1991) has been used to selectively remove individual side-chains from an interface. By combining alanine scanning with kinetic and thermodynamic measurements, it has been shown that, despite the large size of binding interfaces, single residues can contribute a large fraction of the binding free energy in an interface (Clackson & Wells, 1995) . However, the detailed anatomy of these hot spots remains unclear.
In order to study protein± protein binding at the resolution of individual amino acid residues in an interface (rather than making generalizations about whole interfaces), we have compiled and analyzed a database of alanine mutants of heterodimeric protein± protein complexes for which af®nity measurements and structural data are available. We have used this database to study the energetic contributions of individual amino acid side-chains to protein ±protein binding, and to determine both the composition and common features of heterodi-mer interfaces. At the resolution of individual sidechains, we do not ®nd a correlation between buried hydrophobic surface area and energies, contrary to the results for whole surfaces (Chothia & Janin, 1975; Horton & Lewis, 1992; Jones & Thornton, 1996) . Instead, we ®nd a highly uneven distribution of energetic contributions of individual residues across each interface, with certain residues responsible for the bulk of the binding energy. This is generally true for all of the protein heterodimer interfaces we have studied. We also ®nd that hot spots of binding energy are surrounded by a shell of energetically unimportant contacts in all of the different protein interfaces we analyzed.
The interfaces included in our database are shown in Table 1 . The typical error of the measurements of change in free energy of binding (ÁÁG) upon mutation to alanine is $ AE0.5 kcal/mol. Mutants that result in non-speci®c destabilization of the complex (by unfolding of the monomer, for instance) have been successfully excluded, as evidenced by the relatively few mutants with signi®cant energy contributions that are not at the interface. The distribution of amino acid types in the database (Table 2) is in good agreement with the distribution of amino acid types on protein surfaces (Janin et al., 1988) . For residues that are in dimer interfaces, our database samples evenly Muller et al. (1997) Those mutations for which K d or EC 50 had been measured were used. Mutations that were judged by the authors of the paper to have gross effects on protein conformation were excluded.
Structures for either the protein monomer or the dimer studied were obtained from the PDB (Bernstein et al., 1977) and solvent-accessible surface areas were calculated for the mutated side-chains. The program NACCESS (Hubbard & Thornton, 1993) was used for calculations of solvent-accessible surface areas and all atoms beyond the C a atom were included. Standard van der Waals radii and a probe radius of 1.4 A Ê were used in the computation. In cases where the dimer structure was available, the solvent-accessible surface area of the side-chains was calculated for the separated monomer and for the complex.
The database contains 2325 residues that have structural data for the monomer or dimer and 402 that have structural data for the dimer. In general, residues with less than 10 A Ê 2 of solvent-accessible surface area in the monomer were considered to be buried and were not included in the analysis. across those interfaces. Of the 168 residues in our database that are not in the heterodimer interface, only 16 have a signi®cant ÁÁG (data not shown). The largest of these is 1.22 kcal/mol, a relatively small energetic contribution. Interestingly, nine of these 16 residues are charged amino acids and only 69 of the 152 energetically insigni®cant ones are charged. While this is not a statistically signi®-cant difference, the charged residues may contribute to binding through electrostatic steering (Janin, 1997) even though they are not in the dimer interface.
To determine if the buried surface area of a sidechain in a complex was responsible for its energetic contribution to binding as determined by alanine mutagenesis, we looked at all residues for which the complex structure was available (calculations are described in the legend to Table 1 ) . We ®nd a poor correlation (r 0.44) between the energetic contributions of individual side-chains in protein± protein binding interfaces and the buried surface areas of those side-chains (Figure 1 ). Neither the change in total side-chain solvent-accessible surface area on complex formation (ÁASA) nor the sidechain ÁASA of hydrophobic atoms is well correlated to the change in free energy on mutation of that side-chain to alanine (ÁÁG).
Hot spots are protected from bulk solvent
Hot spots of binding energy located near the center of the interface are a general property of the interfaces we examined (Figure 2 ), as was previously shown for human growth hormone bound to its receptor (Clackson & Wells, 1995) . The residues that make up each hot spot tend to cluster together near the center of the interface; very few residues that contribute a large amount of binding energy (>3.5 kcal/mol) are at the edge of an interface. There is no purely geometric reason that hot spot residues should be in the center of interfaces; they could just as easily be distributed around the perimeter. The hot spots in Figure 2 are self-complementary across the interfaces; that is, the hot spot of one face packs against the hot spot of its binding partner.
To determine why the hot spot residues we observe tend to be clustered together at the center of an interface, we examined the role that occlusion of bulk solvent from a side-chain plays in determining the energetic contribution of that residue to protein± protein binding. The loss of binding energy of a particular side-chain upon mutation to alanine was plotted against the accessible surface area of that side-chain in the complex (Figure 3 ). We ®nd that for a residue to have a large impact on the free energy of binding, it must be largely protected from contact with bulk solvent (low or zero ASA). However, we also ®nd that many of the residues that are occluded from solvent do not make large contributions to binding energy. Surprisingly, we ®nd no residue with high solvent accessibility that makes a large contribution to The number and percentage of amino acids in the database of 2325 alanine mutations studied are shown. The composition of the database is in rough agreement with the distribution of amino acids on protein surfaces (Janin et al., 1988) . The number and percentage of each residue type with ÁÁG 5 2 kcal/mol is also given. Percentage of amino acid type with ÁÁG 5 2 kcal/mol is calculated by dividing the number of a given residue type with ÁÁG 5 2 kcal/mol by the number of that type of residue in the database. Enrichment in hot spots gives the fold enrichment of that residue type in hot spots (ÁÁG 5 2 kcal/mol) over the database as a whole (e.g. a value of 2 indicates that the residue is twice as frequent in hot spots as in the database as a whole). The distribution of these energetically important residues is very non-random, with certain amino acid types (Trp, Tyr and Arg) much more likely to be in hot spots than others (Val, Leu and Ser).
ÁÁG. This suggests that, while exposure to bulk solvent prevents a residue from contributing greatly to the overall binding free energy, solvent occlusion is a necessary, but not suf®cient, condition for a residue to be in a hot spot. It is not surprising that this condition is insuf®cient, since other factors, like complementarity of the van der Waals surface in the interface, surely contribute to the free energy of binding.
The vast majority of protein heterodimer interfaces are larger than 600 A Ê 2 (Jones & Thornton, 1996) . We suggest that this cutoff corresponds to a minimum area required to make a water-tight seal around a critical set of energetically favorable interactions. For example, the buried surface area of the human growth hormone receptor hot spot plus the neighboring residues (within 4 A Ê ) is 621 A Ê 2 . This area is remarkably similar to the minimum interface size observed in previous studies (Jones & Thornton, 1996) , yet is less than half of the area buried on the receptor in complex with human growth hormone (1300 A Ê 2 ).
A necessary condition for high-af®nity interactions is the exclusion of bulk solvent from the interacting residues (burial of the interacting residues). In many protein-small molecule interactions, this exclusion of solvent is achieved by burying the small molecule ligand in a deep pocket on the pro- Figure 1 . Relationship between change in solvent-accessible surface area and free energies of binding. ÁASA was calculated as the difference between the solventaccessible surface area of the side-chain in the complex and in the separated monomer. Side-chains that were largely buried in the monomer (<10 A Ê 2 exposed in the separated monomer) were excluded, as were those for which mutation to alanine was reported to result in perturbation of the protein structure. A poor correlation is observed between change in solvent-accessible surface area and change in free energy upon mutation to alanine. The complexes used are listed in Table 1 . rotation around the x axis and water molecules have been omitted. Residues are colored by their energetic contribution to the interface: <0.5 kcal/mol, blue; 0.5 to 2.0 kcal/mol, green; 2.0 to 3.5 kcal/mol, yellow; >3.5 kcal/mol, red; no, data dark gray; not in the interface, white. The energetic contribution of speci®c residues for (a) the D1.3-E5.2 antibody complex (PBD 1dvf), (b) the barnase-barstar complex (PDB 1brs), and (c) the human growth hormone-receptor site 1 complex (PDB 3hhr). These complexes were selected on the basis of thorough alanine-scanning sampling of the binding interface. The hot spots of binding energy are near the center of the interfaces and are sealed from bulk solvent by surrounding residues of less energetic signi®cance. While a few hot spot residues appear to be at the edge of the interface, they are largely occluded from solvent by residues on the complementary face of their partner. There is no purely geometric reason why the hot spots should be in the center of the interfaces and not at the edges. The Figure was prepared using MOLSCRIPT (Kraulis, 1991) and Raster3D (Bacon & Anderson, 1988; Merritt & Murphy, 1994) . tein surface. However, since protein ±protein interfaces are often¯at, deep pockets are not usually available for burying interacting residues. In these interactions exclusion of solvent from hot spot residues is achieved by a surrounding set of contacts that are energetically unimportant (analogous to an O-ring in a pipe ®tting). This O-ring is required because it occludes bulk solvent, thereby generating suitable effective dielectric and solvation conditions for a hot spot of interaction energy. For electrostatic and hydrogen bonding interactions, a lower effective dielectric increases the interaction strength. The energetic bene®t of occluding bulk solvent from hydrophobic interactions is less clear. In simulations of protein unfolding it has been shown that solvation of hydrophobic residues plays a critical role in the unfolding process (Karplus & Sali, 1995) . We believe that a similar mechanism operates in the dissociation of protein± protein interfaces. Occlusion of bulk solvent by the O-ring may retard attack of water molecules on hydrophobic residues in the hot spot and increase interaction af®nity by slowing dissociation. As the primary role of the O-ring is to occlude bulk solvent from the hot spot, an alanine mutation in it might have little or no effect on binding af®nity as long as bulk solvent was still blocked by the contact of the methyl sidechain and protein backbone.
Alanine-shaving, which is the process of making multiple simultaneous alanine mutations, has been used to experimentally test the role of af®nity inert side-chains. One study (Jin & Wells, 1994) found a less than tenfold drop in af®nity when 16 energetically unimportant residues were simultaneously mutated to alanine in the interface between human growth hormone and a monoclonal antibody. However, without a structure of the complex it is not known if these mutations disrupt the O-ring. We have calculated the change in solvent-accessible surface area for the hot spot of the human growth hormone (hGH) receptor binding site 1 (PDB 3hhr) using the alanine shaves reported in a recent study (Clackson et al., 1998) . We removed atoms beyond the C b atom from the PDB coordinates for each shaved residue and calculated the solvent-accessible surface area of the hGH receptor hot spot (E44, W104, P106, E127 and D164) following the method in Table 1 . The largest change in hot spot solvent-accessible surface area we ®nd is 4.2 A Ê 2 for the shaved mutant hGH receptor [B C D] (S98A, S102A, E120A, K121A, Q166A, K167A and V171A). Shave [A H ] (N72A, T73A, Q74A, E75A, W76A and W80A) increases the solvent accessibility of the hot spot by only 3.3 A Ê 2 , whereas shave [E H ] (Q216A, R217A and N218A) has no effect on the solvent accessibility of the hot spot. These small changes in solvent accessibility of the hot spot are in agreement with the high af®nities for hormone reported for these shaved mutant receptors. Our results show that alanine shaving often fails to signi®cantly increase the solvent accessibility of the hot spot in a complex. This may explain why alanine shaved mutants often have binding af®nities similar to those of wild-type proteins.
Much to our surprise, we found that if one assumes no side-chain rearrangement, it is extraordinarily dif®cult to expose a hot spot to bulk solvent by alanine shaving, even if both sides of the interface are simultaneously shaved. Truncation to alanine of all 46 af®nity-inert side-chains (ÁÁG < 1.5 kcal/mol) in the hGH and hGH receptor interface resulted in a calculated increase in solvent-accessible surface of only 56% (60.6 A Ê 2 ) for the hGH receptor hot spot. In other words, alanine side-chains and the protein backbone appear to be largely suf®cient to exclude solvent from a neighboring hot spot. It is possible that disrupting an O-ring by prying it open (for example, by tryptophan-scanning mutagenesis) would be easier than cutting a hole in it with alanine shaving.
Added to the dif®culty of breaking an O-ring with alanine shaving is the apparent structural plasticity of heavily mutated interfaces. A recent structure (Atwell et al., 1997) of a single hot spot mutant of hGH receptor bound to a high-af®nity pentamutant hGH shows massive structural rearrangements in the interface. Main-chain and side-chain atoms that are 15 A Ê from the epicenter Figure 3 . Correlation between solvent accessibility of interface residues in a complex and side-chain contribution to free energy of binding. The same set of residues as that in Figure 1 was used. Solvent accessibility of the interface residues was calculated for the complexed structure. The left side of the graph (0 A Ê 2 solvent accessibility) corresponds to completely buried; the right to highly exposed. Solvent inaccessibility in the complex (left side of the graph) can occur either if the side-chain is largely buried by its neighbors in the monomer or by burial due to the neighboring residues from its binding partner. This shows that a high degree of burial is necessary, but not suf®cient, for a large energetic contribution to binding. Some residues with a high degree of solvent accessibility in the complex (>80 A Ê 2 , right side of the graph) are still capable of burying a signi®cant amount of surface area in the complex, yet none of these occurs in hot spots.
Anatomy of Hot Spots in Protein Interfaces
of these mutations moved by as much as 3 A Ê relative to their wild-type neighbors (Atwell et al., 1997) . However, for our database of alanine mutants, these results are not a problem, since single alanine mutants are unlikely to generate any such plasticity. In fact, the same report has also shown that for a triple alanine mutant of energetically inert residues, there was no major structural change from the wild-type complex.
Perhaps the most compelling data in support of the O-ring hypothesis are those in Figure 3 , which show that occlusion of bulk solvent is a necessary condition for residues to be in hot spots. Since all of the hot spot residues are mostly shielded from bulk solvent (>70% burial on average), we suggest that the O-ring serves to establish a non-aqueous environment with an effective dielectric constant at the hot spot signi®cantly decreased from the dielectric of water. The O-ring also shields hot spot residues from attack by bulk solvent, presumably decreasing the dissociation rate. The resulting hot spot environment should therefore favor residues capable of both hydrogen bonding and hydrophobic interactions. This is precisely what we observe in Table 2 , with tryptophan, arginine and tyrosine as the preferred residues in hot spots.
Amino acid preferences in hot spots
The distribution of percentages of different amino acid types that occur in hot spots (contribute more than 2 kcal/mol to a binding interaction) in our database is strikingly non-random (Table 2) . Only three amino acids appear in hot spots with a frequency of more than 10%; 21% of tryptophan, 13.3% of arginine and 12.3% of tyrosine residues are in hot spots. However, many amino acids are found in hot spots very rarely. Less than 3% of the leucine, methionine, serine, threonine and valine residues in our database are in hot spots. It has been shown that most hydrophobic residues are predominantly found in the interior of proteins, while polar and charged residues are preferred on surfaces (Tsai et al., 1997) . Interestingly, tryptophan and tyrosine residues are found on surfaces and in interiors with nearly identical frequencies, the only two hydrophobic residues for which this is true (Tsai et al., 1997) . These hydrophobic residues may be found frequently on protein surfaces in order to form the interior cores of certain protein dimer interfaces. Tryptophan, tyrosine and arginine residues are also found more frequently in interfaces than they are in proteins in general; however, this is true of many amino acids (Tsai et al., 1997 ). An enrichment of tyrosine and tryptophan as well as a discrimination against valine, isoleucine and leucine in antibody complementarity-determining region (CDR) sequences has been noted (Padlan, 1990) . This was proposed to be due to aromatic residues contributing binding energy through the hydrophobic effect without a large entropic penalty because they have few rotatable bonds. Another study on several protease/inhibitor complexes (Krystek et al., 1993) found that``non-entropic'' amino acids (alanine, proline, glycine and cysteine) accounted for a large percentage of residues at the contact surface. Because these residues are not usually mutated in alanine scans, we cannot comment on the energies they contribute to binding.
The non-random composition of hot spots (Table 2) demonstrates that certain amino acids are preferred in the high-energy interactions between proteins in a heterodimer. We do not see a preference for a single type of amino acid, such as hydrophobic or charged residues. In fact, the three most common amino acids in the hot spots analyzed here (Trp, Arg and Tyr) include two reasonably hydrophobic aromatic residues and one positively charged amino acid. One explanation is that amino acids capable of making multiple types of favorable interactions are preferred in the lowered effective dielectric environment of hot spots. Tryptophan, for example, can contribute aromatic p-interactions, a hydrogen bonding donor, and a large hydrophobic surface. Likewise, tyrosine offers hydrophobic surface, and both aromatic p-interactions and the hydrogen bonding ability of its 4-hydroxyl group. Presumably, the ability of tyrosine to hydrogen bond explains why it is more than three times more likely to be in hot spots (on a percentage basis) as phenylalanine (Table 2) . This ®nding excludes the possibility that our results re¯ect free energy changes due to cavity formation, since tyrosine and phenylalanine have nearly identical volumes. Arginine, too, is capable of multiple types of favorable interaction. It has the ability to form a hydrogen bond network with up to ®ve H-bonds and a salt-bridge with its positively charged guanidinium motif. The electron delocalization of the guanidinium p-system has a pseudo-aromatic character. Also, arginine has three methylene carbon atoms, which are all hydrophobic in character.
It is also interesting to note that aspartate is favored over glutamate, appearing in hot spots more than twice as often (Table 2) . Similarly, asparagine is more prevalent in hot spots than glutamine. These differences are presumably due to differences in side-chain conformational entropy (Lee et al., 1994) . Curiously, we ®nd that isoleucine, which appears in hot spots with a frequency of 9.62%, is more than ten times as common in hot spots as leucine (0.83%), despite the fact that they are isomers with essentially identical chemistry. Based on these principles of amino acid preferences in hot spots, it may be possible to predict hot spots in an interface without exhaustive mutagenesis and thermodynamic analysis and thus design minimized mimics of these interfaces much more rapidly. An evolutionary trace method based on conservation of important residues has proven useful in ®nding interaction surfaces common to protein families (Lichtarge et al., 1996) . Our approach might allow this method to be extended to proteins where evolutionary data is limited.
Implications for drug design
In contrast to protein± protein targets, the design of small-molecule ligands for various enzymes has been quite successful. Unlike the reasonably large and¯at interfaces seen in many protein heterodimers, most enzymes have deep pockets on their surface in which ligands can bind. The pocket is often the enzyme active site, so the rational design of inhibitors is possible without including an O-ring in the designed ligand, because the deep pocket that is provided by the enzyme presumably performs the same function (occlusion of bulk solvent). Many examples exist of successfully designed ligands for enzymes. Agouron Pharmaceutical's nel®navir (Viracept or AG-1343), for example, is a potent inhibitor of HIV-1 protease that was recently approved for clinical use (Patick et al., 1996) . Likewise, the Hoffman-La Roche, Ltd compound Ro 46-6240 was rationally designed as an inhibitor of thrombin and is currently in clinical development as an antithrombotic agent (Hilpert et al., 1994) . Numerous other examples of high-af®-nity, rationally designed small-molecule ligands exist, essentially all of which have enzyme targets (Charifson & Kuntz, 1997) . The observation that ligand design has been most successful for proteins with deep pockets supports the concept that occlusion of bulk solvent is a necessary condition for tight binding.
Recently, some peptides and small molecules have been designed to bind to protein interface surfaces. These mimetics include peptide agonists of the erythropoietin (EPO) and thrombopoietin (TPO) receptors that were selected by phage display (Cwirla et al., 1997; Livnah et al., 1996) . An analysis of the complex of the EPO receptor with its peptide agonist shows that the features of the peptide-protein interface are generally similar to the protein± protein interfaces we have studied. Of the eight residues conserved in the selected peptides, seven have less than 25 A Ê 2 of surface area accessible to solvent in the complex. The one exception, proline 10, is probably important for stabilizing a b-turn. The EPO receptor and the nonconserved regions of the peptide appear to occlude bulk solvent from the presumed hot spot (the conserved residues) in a manner similar to that of the other interfaces we have studied. Non-peptidic, small-molecule mimics have proven more dif®cult to design. Recent attempts to design small molecules that block protein± protein interactions have resulted in compounds with micromolar af®nities (Judice, 1997; Li et al., 1998; Tilley et al., 1997) ; we propose that one possible dif®culty is the failure to suf®ciently exclude solvent from the hot spot mimics.
As drug design moves toward both mimicking and modulating protein ±protein interactions, it becomes increasingly important to understand the forces that govern those interactions. Our results indicate that the af®nity of a protein interface depends on both an energetically critical hot spot located near the center of the interface, and a surrounding seal of contacting residues that may establish the correct solvation environment by occluding bulk solvent from the hot spot. Much of the solvent occlusion is provided by the mainchain and C b atoms adjacent to the hot spot, which explains why alanine shaving has little effect on af®nity. Small molecules designed with a built-in O-ring may be able to modulate or even mimic an entire protein surface in a functionally important protein± protein interaction. Furthermore, the rapid determination of hot spot residues in new structures based on the principles we have outlined may speed development of small-molecule competitive inhibitors of protein± protein interactions.
