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Abstract
In this thesis, we focus on video action understanding problems from an online
and real-time processing point of view. We start with the conversion of the
traditional offline spatiotemporal action detection pipeline into an online spa-
tiotemporal action tube detection system. An action tube is a set of bounding
connected over time, which bounds an action instance in space and time. Next,
we explore the future prediction capabilities of such detection methods by ex-
tending the an existing action tube into the future by regression. Later, we seek
to establish that online/causal representations can achieve similar performance
to that of offline three dimensional (3D) convolutional neural networks (CNNs)
on various tasks, including action recognition, temporal action segmentation
and early prediction.
To this end, we propose various action tube detection approaches from either
single or multiple frames. We start by introducing supervised action proposals
for frame-level action detection and solving two energy optimisation formula-
tions to detect the spatial and temporal boundaries of action tubes. Further,
we propose an incremental tube construction algorithm to handle the online
action detection problem. There, the real-time capabilities are made possible
by introducing real-time frame-level action detection and real-time optical flow
in the action detection pipeline for efficiency. Next, we extend our frame-level
approach to multiple frames with the help of a novel proposal to for predicting
flexible action ’micro-tubes’ from a pair of frames. We extend the micro-tube
prediction network in order to regress the future of each micro-tube, which is
then fed to our proposed future action tube prediction framework. We convert
3D CNNs to causal 3D CNNs by replacing every 3D convolution with recur-
rent convolution, and by making use of sophisticated initialisation to handle the
problems of recurrent modules.
We show that our action tube detectors perform better than previous state-
of-the-art methods, while exhibiting online and real-time capabilities. We eval-
uate each action tube detector and predictor on publicly available benchmarks
to show the comparison with other state-of-the-art approaches. We also show
that our flexible micro-tube proposals not only improve action detection per-
formance but can also handle sparse annotations. Finally, we demonstrate the
causal capabilities of our causal 3D CNN.
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Chapter 1
Introduction
A video is a set of natural images ordered according to the time they were
captured by a camera device. Videos can play the role of modern-day journals,
personal journals, record books, novels, radio for sports, and letters to friends,
for they can store a vast variety of information in a single format. The recording
of videos is becoming increasingly simple and cheap by readily available mobile
devices. There are various video libraries available these days, e.g. YouTube1,
Netflix2. Recordings from millions of closed-circuit cameras (CCTV) also exist.
Almost 70% of the world internet traffic is video content. Because of their
multi-modal nature, it is difficult to interpret videos automatically. This makes
video content understanding a major problem in artificial intelligence (AI).
1.1 Understanding video content
Video understanding is a difficult task because it inherits all the complexity
of the video capturing process and because of its multi-modal (video, audio,
subtitles, commentary) nature. Sometime these modalities could be very useful
complementary signals to visual features, e.g. audio in the professional broad-
casting of sports videos could be very useful. The script of a movie may help us
understand its content, along with the video. Most of the time, however, these
complementary signals are either not available or confusing, e.g. music playing
in a sports video. In the purview of this thesis, we will only concern ourselves
with the visual content understanding of videos.
Video understanding entails multiple problems. Here, we itemise a few of
the most visited problems by the research community.
• Human action/activity understanding
1www.youtube.com
2www.netflix.com
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2• Video retrieval
• Video compression
• Object tracking
• Optical flow computation
• Video content description
• Semantic video segmentation
The above list is by no means exhaustive, but it gives us an idea of the
different tasks associated with video understanding. These problems pose mul-
tiple different types of challenges to a researcher. For instance, keeping track of
moving components is necessary for object tracking, optical flow estimation and
video compression. Content identification is equally necessary for video content
description and action understanding.
1.2 Why human actions?
In this thesis, we focus on human action understanding in particular for two
main reasons. Firstly, most of the video content is created around humans
and their activities/actions, as in the case of a security guard having to flag
the unusual movements of humans. Secondly, action understanding implicitly
requires to concurrently solve several of the above-listed problems. Algorithms
need needs to understand the content of video if a human is interacting with
some objects (which involves implicit object tracking and content recognition),
but also need to understand motions (which requires optical flow computation
and video compression).
A variety of terms are used to describe human behaviour understanding e.g.
actions, events, and activities. We think it is useful to define these terms before
moving forward.
• An event is something that happens, not necessarily because of the will of
agent (human/robot/machine); examples are: a person falling, road accident,
and raining etc.
• An action is an event which happens because an agent (typically, a human)
wanted it to happen, e.g. walking, running, throwing a ball, playing piano,
working on a laptop etc.
• An activity is an ensemble of atomic actions performed by one or more agents,
e.g. protesting on the street, playing basketball, and javelin throwing etc.
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1.3 Types of problems in human action under-
standing
Human action understanding can be classified into various subcategories. Next,
we will define some of the tasks involved in human action understanding and
link them with some examples of the datasets used to study them.
1. Action recognition is one of the most fundamental and studied problems
in human action understanding. Here, given a video clip (typically of
limited duration, such as a few seconds) we need to label it with one of
the categories in an action vocabulary defined by the user or the dataset.
Example datasets are UCF101 [1], Sports1M [2], Kinetics [3].
2. Temporal action segmentation consists in labelling each frame in the video
with one or more labels from a list of action categories. The task is some-
times called ‘frame-wise action classification’. Example datasets include
Charades [4] and MultiThumos [5].
3. Temporal action detection is a task in which we need to identify the tem-
poral boundaries (start and end timestamps) of each action instance, to-
gether with its label. Given a video, we need to detect all action instances
with their category labels, start time, and end time. Example datasets
include, again, Charades [6] and THUMOS [7].
4. Spatiotemporal action detection indicates the case in which we need to
identify the label, temporal boundaries and spatial bounding box in each
frame associated with an action instance. Each action instance is called
an action tube in the literature [8,9]. An action tube is a set of bounding
boxes linked across time. Some example datasets includes UCF101-24 [1],
J-HMDB-21 [10], AVA [11].
5. Spatiotemporal action segmentation is similar to action tube detection,
but also includes the pixel-level segmentation of the human involved in
each action instance. J-HMDB-21 [10] is an example of a suitable dataset.
6. Early action label prediction is the problem of predicting the action label of
a clip as early as possible, after observing a few frames from the initial part
of the video. This problem can be considered as a more advanced version
of the recognition problem, for here we recognise the action category by
observing as few frames as possible. Most of the recognition and temporal
segmentation datasets can be used to evaluate such a task.
47. Causal/Online spatiotemporal action detection is the online version of the
spatiotemporal action detection problem, in which we detect action in-
stances in the observed part of the video. Spatiotemporal reasoning is
limited to the frames observed up to that point. Spatiotemporal action
detection datasets are used to evaluate these tasks as a function of video
observation percentage.
8. Future action prediction has many interpretations. Some of them include
next action label prediction, i.e., what will be the action label a certain
amount of time in future, when will the next action start, and so on. We
are seeing a surge in methods designed to address these kinds of problems –
we will discuss them in more detail in the next chapter, in the related work
section. Recognition and detection datasets can be modified to validate
these tasks.
9. Future action tube prediction is the problem of predicting the future bound-
ing boxes and label of an action tube by only observing the current and
past video frames. Action tube detection datasets can be employed to
evaluate solutions to this problem.
In this thesis, we will touch upon most of the above problems, while mainly
focusing on spatiotemporal action detection. We will start with our proposed so-
lution to the spatiotemporal detection problem. We will then tackle the problem
of solving action detection in an online and real-time fashion. We will consider
multiple approaches to the online action detection problem and its extension to
early label prediction and future tube prediction. Finally, towards the end of the
thesis, we will present a spatiotemporal representation which is online/causal
in nature.
1.4 Why online action tube detection
We argue that the problem of detecting action tubes in space and time
in untrimmed videos is a rather comprehensive human action understanding
problem. It encompasses problems such as action recognition, temporal action
detection, the spatial detection and tracking of each actor. All these tasks
require a complex understanding of the video content, as well as of its context,
for context is important to understand what humans are doing: for instance,
basketball and tennis are sports played in specific types of courts.
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Figure 1.1: Online spatio-temporal action detection and early action label prediction
in a test ‘fencing’ video from UCF-101-24 [1]. (a) to (c): A 3D volumetric view of
the video showing detection boxes and selected frames. At any given time, a certain
portion (%) of the entire video is observed by the system, and the detection boxes are
linked up to incrementally build space-time action tubes.
Further, we consider action-tube detection in an online mode (or ‘causal’
setting), where we need to process the video as it comes, based on its present
and past observations, as shown in Figure 1.1. Such a style of processing is
crucial for action detection system to be deployed in various real-world scenarios,
including for instance action detection of other road agents for self-driving cars,
human-robot interaction, surgical robotics. Moreover, if we are able to detect
actions in an online fashion then it becomes relatively easier to extend the same
method to the future action prediction task – we will show such an example in
Chapter 6.
Figure 1.2: Co-occurring spatio-temporal action detection in a test video from LIRIS-
HARL [12]. (a) A 3D volumetric view of the video showing detection boxes and
selected frames with their labels. Two people enter a room and put/take an object from
a box (frame 150). They then shake hands (frame 175) and start having a discussion
(frame 350). In frame 450, another person enters the room, shakes hands, and then
joins the discussion. Each action tube instance is numbered and coloured according
to its action category. (b) Action tubes drawn as viewed from above, compared to
(c) the ground truth action tubes.
It is important to note that the action tube detection problem involves the
detection of co-occurring action instances. These action instances could belong
6to the same action class (see, Figure 1.1) or to different action classes (see
frame 115 or 425 in Figure 1.2). One class of action/interaction could turn into
a different class (see instances number 6 and 7 in Figure 1.2).
We argue that an instance-based solution to the action detection problem
may provide a better understanding of a video’s content, and of the complex
interactions and activities taking place there. Moreover, we strive to address
this problem in a causal/online and real-time fashion, in order for any solution
to be applicable to real-world problems.
1.5 Contributions of the thesis
In this thesis, we describe the first online and real-time action detection sys-
tem, able to detect multiple co-occurring actions in untrimmed videos, unlike
previous works [8,13] which were offline in nature. We establish that supervised
proposals are important for action detection [14], and that temporal localisa-
tion can be formulated as an efficient dynamic programming-based solution, in
opposition to earlier sliding window approaches. Next, we show how we can
extend the approach to action detection based on individually processing each
video frame to methods that can process multiple frames at the same time. In
particular, we introduce a new way of generating cross-frame flexible anchor
proposals, and compare it against the cuboid anchor proposals in [14–16]. Also,
for the first time, we introduce the future action tube prediction problem as
an extension of online action tube detection problem. Finally, we introduce an
online 3D spatiotemporal video representation based on a causal 3D CNN ar-
chitecture which, while being causal, is competitive with the previous a-causal
3D representations [17–19].
In this thesis, each contribution is separately presented in each chapter in
the context of the previous related work at the end of each chapter. We run a
comparison with the relevant previous state of the art in a “related work” chap-
ter (Chapter 2). Finally, we summarise these contributions again in Chapter 8,
in which the contributions of each chapter are consolidated in Section 8.1.
1.6 Overview of the thesis
First and foremost, all related work is reviewed in chapter (Chapter 2). The five
main contribution chapters of this thesis follow. These chapters are grouped into
three parts, Part I, Part II and Part III. Finally, our contributions and possible
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future extensions are summarised in Chapter 8.
Part I 2.10.4 includes two chapters (Chapter 3, and Chapter 4). The main
theme of Part I is online and real-time action detection. Chapter 3 describes an
offline action detection approach based on previous works [14,20]. Here, we lay
the groundwork for the next chapters, and a possible extension towards an online
and real-time approach. We show that supervised proposals are important for
action detection [14], and temporal localisation can be efficiently formulated
in a dynamic programming setting, in contrast with the earlier sliding window
approaches.
In Chapter 4 we present what was, at the time of publication, the first online
and real-time action detection system, based on our published work [9]. We
bring forward a host of changes to make the action detection system online
and real-time, while being extremely competitive with other, offline systems in
terms of performance. In particular, we: (i) propose an online tube generation
algorithm; (ii) exploit the real-time network architecture of single-shot-detector
(SSD) [21]; (iii) ablate the replacement of expensive optical flow calculation
approaches [22] with real-time optical flow method [23].
Part II 4.8 also includes two chapters (Chapter 5, and Chapter 6). Its main
theme is the notion of action ‘micro-tube’ for action detection and future pre-
diction. Chapter 5 presents two approaches for extending single frame-based
action detectors to multi-frame action detectors, based on two other published
works of ours [24, 25]. The first approach (based on [14]) involves generalising
a frame-based object/action detector to a multi-frame detector by extending
conventional frame-level anchor proposals in the temporal direction to generate
anchor-cuboids. The main idea is that predictions made in reference to an an-
chor cuboid are considered linked (to form micro-tubes, as pair of bounding box
detections with an attached label). This provides us with pairs of boxes which
are inherently linked across frames, a step towards doing away with the tem-
poral linking in a post-processing stage. We will call such a detector an action
micro-tube network (AMTNet). The next approach introduces flexible anchor
proposals across frames, which allow the anchor in one frame to shift to another
location in the next frame, in order to handle “dynamic” actions. This is done
by learning a transition probability matrix from the training data in a hidden
Markov model formulation, leading to an original configurable layer architec-
ture. We call such an action detector a transition matrix network (TraMNet)
[25].
Building on these results, Chapter 6 shows that a micro-tube prediction net-
work can be extended to predict the future of each action tube individually.
We formulate this as a multi-tasking problem. A new task head is added to the
8micro-tube prediction architecture to predict the future locations of each micro-
tube. The resulting network is called a tube predictor network (TPNet) [26].
Further, we propose a tube prediction framework which completes the future of
each tube by taking the outputs of the individual micro-tubes. We show that
TPNet can cope with the intrinsic uncertainty about the future better than
the considered baseline methods, while remaining state-of-the-art in the action
detection task.
Lastly, we have a single chapter (Chapter 7) in Part III, where we take steps
to transform state-of-the-art three dimensional (3D) convolutional neural net-
works (CNNs) to causal 3D CNNs, in line with the main objective of this PhD
work, which is online action detection. The fundamental observation is that 3D
CNNs are anti-causal (i.e., they exploit information from both the past and the
future to produce feature representations, thus preventing their use in online
settings). They also constrain the temporal reasoning horizon to the size of
the temporal convolution kernel, and are not temporal resolution-preserving for
video sequence-to-sequence modelling, as, e.g., in action detection. To address
these serious limitations, in Chapter 7 we present a new architecture for the
causal/online spatiotemporal representation of videos. Namely, we propose a
novel recurrent convolutional network (RCN) [27] which relies on recurrence to
capture the temporal context across frames at every level of network depth. We
show in our experiments on the large-scale large “Kinetics” and “MultiThu-
mos” datasets that the proposed method achieves superior performance even
when compared with anti-causal 3D CNNs while being causal and using fewer
parameters.
1.7 Structure of the chapters
All the main contribution chapters (Chapter 3 to Chapter 7) follows the same
overall structure. Firstly, we have an ‘introduction’ section, where we present
motivation in terms of applications and previous works. It also contains an
‘outline’ of that particular chapter. Next, we have ‘overview of the approach’
section, where we highlight the main steps included in our approach. This sec-
tion also includes a subsection for ‘resulting contributions’ from our approach.
Following that, various sections describe the approach. An experiment section
follows in which we evaluate and ablate our approach in the context of the
claims made in the approach and introduction sections. Finally, each chapter
has a ‘summary and limitations’ section, which includes a short summary of the
chapter, the limitations of the presented approach, and a paragraph where we
look ahead to the next chapter in anticipation.
Chapter 1. Introduction 9
1.8 Resulting publications and resources
1.8.1 List of publications
Part of thesis: Following is the list of publications that make the major part
of this PhD thesis.
1. Gurkirt Singh and Fabio Cuzzolin, “Recurrent Convolutions for Causal
3D CNNs”, in Proceedings of International Conference on Computer Vi-
sion Workshop (ICCVW) on Large Scale Holistic Video Understanding,
2019.
2. Gurkirt Singh, Suman Saha and Fabio Cuzzolin, “TraMNet - Transition
Matrix Network for Efficient Action Tube Proposals”, in Proceedings of
Asian Conference on Computer Vision (ACCV), 2018.
3. Gurkirt Singh, Suman Saha and Fabio Cuzzolin, “Predicting Action
Tubes”, in Proceedings of European Conference on Computer Vision Work-
shops (ECCVW) on Anticipating Human Behaviour Workshop, 2018.
4. Gurkirt Singh, Suman Saha, and Fabio Cuzzolin, “Online Real-time
Multiple Spatio-temporal Action Localisation and Prediction”, in pro-
ceedings of International Conference on Computer Vision (ICCV) 2017.
5. Suman Saha, Gurkirt Singh and Fabio Cuzzolin, “AMTnet: Action-
Micro-Tube Regression by end-to-end Trainable Deep Architecture”, in
proceedings of International Conference on Computer Vision (ICCV) 2017.
6. Suman Saha, Gurkirt Singh, Michael Sapienza, Philip Torr and Fabio
Cuzzolin, Deep Learning for Detecting Multiple Space-time Action Tubes
in Videos, proceedings of British Machine Vision Conference (BMVC)
2016.
7. Gurkirt Singh and Fabio Cuzzolin, “Untrimmed Video Classification
for Activity Detection: Submission to ActivityNet Challenge”, in Tech-
report arXiv:1607.01979, presented at ActivityNet Challenge Workshop
in CVPR 2016.
Other works: Below is the list of other works which were conducted during
PhD but these are not part of this thesis.
1. Harkirat Behl, Michael Sapienza Gurkirt Singh, Suman Saha, Fabio
Cuzzolin and Philip Torr, “Incremental Tube Construction for Human
Action Detection”, British Machine Vision Conference (BMVC), 2018.
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2. Gurkirt Singh∗, Stephen Akrigg∗, Valentina Fontana∗, Manuele Di Maio,
Suman Saha, Fabio Cuzzolin,“Action Detection from a Robot-Car Per-
spective”, Preprint arXiv: 1807.11332, 2018.
3. Silvio Olivastri, Gurkirt Singh and Fabio Cuzzolin,“An End-to-End
Baseline for Video Captioning”, in Proceedings of International Confer-
ence on Computer Vision Workshop (ICCVW) on Large Scale Holistic
Video Understanding, 2019.
4. Suman Saha, Gurkirt Singh, Michael Sapienza, Philip Torr and Fabio
Cuzzolin,“Spatio-temporal Human Action Localisation and Instance Seg-
mentation in Temporally Untrimmed Videos”, arXiv preprint arXiv:1707.07213,
2017.
1.8.2 List of software packages and other resources
The following software packages from this thesis are available online.
• Source code for our ICCV 2017 [9] work is publicly available online at:
https://github.com/gurkirt/realtime-action-detection.
CNN training and evaluation code are developed using Pytorch and Python.
The tube construction algorithm is available in both Matlab and Python.
• ICCV 2017 work [9] - YouTube demo video link
https://www.youtube.com/watch?v=e6r_39ETe-g.
• Annotation of UCF101-24 [1] were corrected during for our ICCV 2017 [9]
work. The corrected annotations at available at https://github.com/gurkirt/
corrected-UCF101-Annots.
• Source code for our ActivityNet challenge submission during CVPR 2016 [20]
work is publicly available online at
https://github.com/gurkirt/actNet-inAct.
The source code is developed in Python.
• Source code for our BMVC 2016 [14] work is publicly available online at:
https://bitbucket.org/sahasuman/bmvc2016_code.
Source code developed using MatCaffe (the Matlab wrapper for Caffe deep
learning toolbox).
• BMVC 2016 work [14] - YouTube demo video link
https://youtu.be/vBZsTgjhWaQ.
Chapter 2
Related Work
In this chapter, we present a literature review from various perspectives con-
cerning the problems and techniques mentioned in the Introduction. We review
the work most related to the concepts and contributions of this thesis, as de-
scribed in the remainder of the thesis.
The terms “previous work” and “recent work” are used in the context of the
work presented in this thesis – for instance, the paper [28] on action detection
was published before our relevant publication [20], and is therefore considered
‘previous’ work. However, [29] appeared after [20], therefore it is consider ‘re-
cent’ work.
We first briefly review the most prominent work in action recognition in
Section 2.1.1, as the most basic video clip understanding problem. We then
outline the recent advances in temporal action detection. Finally, we review the
state of the art in spatiotemporal action detection.
2.1 Action recognition
Action recognition, also called video classification, is most widely studied of all
video action understanding problems (§ 1.3).
2.1.1 Traditional approaches
Action recognition has been studied for a long time [30–32]. Seminal work by I.
Laptev [32] provided a solid platform for subsequent important papers [33, 34]
in action understanding. As a result, image-based feature descriptors (such as
HOG [35] and SIFT [36])) were adopted or suitably extended to process videos,
e.g. as in motion boundary histograms (MBH) [37]. 3D descriptors [38] and
dense trajectory features et al. [39,40] were later proposed, which would exploit
Bag-of-Visual-Words (BoVW) [41] or Fisher vector (FV) [42] representations.
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2.1.2 2D CNNs
After the advent of deep learning [43–45], image-based convolutional neural
networks (2D-CNN) were adopted to tackle the action recognition problem. Si-
monyan and Zisserman [46] proposed to train two separate 2D-CNNs on RGB
and optical flow images as inputs: their approach was able to produce compa-
rable to local feature-based approaches [40]. Feichtenhofer et al. [47] showed
that fusing the two streams can improve the performance further. Efforts were
also made to better capture temporal information with 2D CNNs. For instance,
Donahue used LSTMs [48] on top of 2D CNN features. Wang et al. [49] pro-
posed instead to train 2D CNNs with segment-level inputs. Other approaches
include, among others, CNN features in combination with LSTMs [50] for tem-
poral action detection, 2D features used in an encoder-decoder setup along with
temporal convolutions [29], and conditional random fields on series of 2D fea-
tures [51] for temporal action detection and recognition. All these methods
showed promising results. In all these architectures, however, the optical flow
stream and the few layers on the top of the 2D features are the only sources of
temporal reasoning.
2.1.3 3D CNNs
Initial attempts to apply three dimensional (3D) CNNs models [52, 53], which
promised to be able to perform spatial and temporal reasoning in parallel, met
limited success. Later, Carreira et al. [17] improved the existing 3D CNNs by
employing ImageNet-based initialisation and by training their models on the
large-scale Kinetics dataset [3]. The resulting models outperformed older 2D
ones. In spite of this, 3D CNNs remain heavy and very expensive to train –
e.g., 64 GPUs were used in [17].
In alternative, the notion of factorising 3D convolutional networks was ex-
plored by Sun et al. [54]. This inspired [18,19,55] to decompose 3D convolutions
into 2D (spatial) and 1D (temporal) convolutions. Recent work by Xie et al. [18]
has further promised to reduce complexity (in terms of number of parameters)
while making up for the performance lost via a gating mechanism. Tran et
al. [19] would keep the number of parameters equal to that of 3D convolu-
tions, but boost performance by increasing the number of kernels in the 2D
layer. The size of the temporal convolution kernel needs to be fixed to a rela-
tively small number (e.g., 3 in [17–19]). Varol et al. [56] have thus proposed
the use of long-term convolutions to capture long-range dependencies in the
data. Wang et al. [57], instead, have introduced non-local blocks in existing
3D CNN architectures, to capture the non-local context in both the spatial and
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the temporal (present, past and future) dimensions. Feichtenhofer et al. [58]
have proposed to combine the information coming from two branches of 3D
CNNs which operate at different frame rates to boost the performance of action
recognition even further. Similarly, Diba et al. [59] have suggested to combine
information at multiple stages of a 2D CNN with that of a 3D CNN.
2.2 Temporal action detection
In the past, the temporal action detection problem was mostly tackled us-
ing expensive sliding window approaches [33, 60–63]. These can deliver good
results [60–62], but are too inefficient to work in real-time. Recently, deep
learning-based methods have led to significant advances in this area as well.
For instance, Shou et al. [64] have employed 3D CNNs [52, 53] to address tem-
poral action detection in long videos. Recurrent neural networks (RNN) [65]
and LSTMs [66] are also increasingly being used [67–70] to address the prob-
lem, as well as temporal convolutions [71]. In past, dynamic programming has
been employed to solve the problem efficiently [20, 72, 73]. Some of the above
works [5,67,73] can perform action detection in an online fashion. In our work,
specifically in Chapter 3, we adopt [73] for the temporal detection of action
tubes.
More recently, temporal proposal-based methods [74–80] have gained much
traction and have proven to be very effective [76, 79, 80]. The philosophy of
Faster R-CNN [81] has been extended to videos to predict the start and end
time of action instances in untrimmed videos by [77,79]. Zhao et al. [76] would
generate proposal by applying a watershed algorithm [82] on the frame-level
actionness (presence of action) of video frames. Similarly, Lin et al. [80] would
generate proposals by predicting a score for the likelihood of each frame to
belong to the start or the end of an action instance.
Currently, proposal-based methods [76, 80] are state-of-the-art in temporal
action detection.
2.3 Multi-label temporal action segmentation
Although relatively new, the task of dense temporal prediction has been
studied by several authors [5,29,51,64,83] in a multi-label setting, i.e., in which
each video may contain multiple action labels. Two major datasets related to
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this task are Charades [4] and MultiThumos [5]. Yeung et al. [5] has recently
proposed to this purpose a multiple-output version of LSTMs, named multi-
LTSM [5]. The authors of [29, 84] use temporal deconvolution layers on top
of the C3D network [53] to recover the loss of temporal resolution due to the
temporal convolutions in the base C3D network [53]. Piergiovanni et al. [83]
have proposed an attention mechanism in the form of temporal structure filters
that enable the model to focus on particular sub-intervals of a video. However,
their model requires the pre-computation of 3D CNN features for the entire
video.
In this thesis we show an online method able to solve the above problem
more efficiently in an online/causal/streaming manner in Chapter 7.
2.4 Spatiotemporal action detection
Spatiotemporal action detection is also a widely studied problem. Later in this
thesis we provide a more extensive overview of the methods related to it. Here,
we first quickly review frame-level action detection methods in Section 2.4.1,
to later move on to multi-frame methods in Section 2.4.2. Lastly, we consider
methods based on 3D spatiotemporal representations in Section 2.4.3.
2.4.1 Single-frame based methods
Initial proposals for human action detection included human location detection-
based approaches such as [61,85–88]. There, after a human was detected in the
video, 3D features [38] and dense trajectories et al. [39] were pooled into a
feature vector representation [41, 42]. Weinzaepfel et al.’s work [13] performed
both temporal and spatial detections by coupling frame-level EdgeBoxes [89]
region proposals with a tracking-by-detection framework. In their work, how-
ever, temporal trimming was still achieved via a multi-scale sliding window over
each track, making the approach inefficient for longer video sequences.
More recently, Saha et al. [14] and Peng et al. [90] made use of supervised re-
gion proposal networks (RPNs) [81] to generate region proposals for actions at
the frame level, and solved the space-time association problem via 2 recursive
passes over frame-level detections for the entire video by dynamic programming.
The use of a non-real-time and 2-pass tube generation approach, however, made
their methods intrinsically offline and inefficient.
In this thesis, we extend our previous offline frame-level work [14] to an online
and real-time action detection method [9] in Chapter 4. Our framework employs
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a real-time optical flow (OF) algorithm [23] and a single shot SSD detector [21]
to build multiple action tubes in a fully incremental way, and in real-time, unlike
previous methods. After [9] was published, several efforts [15, 16, 24, 91] were
directed towards exploiting the spatiotemporal information encoded by multiple
frames. The reason is that, in frame-based methods, the deep network is not in a
condition to learn the temporal features essential for accurate action detection,
and temporal reasoning is performed by some tube construction stage, in a
sub-optimal post-processing step.
2.4.2 Multi-frame based methods
Most early attempts to solve space-time action detection using informa-
tion coming from multiple frames were based on action cuboid hypotheses and
sliding-window based approaches [33,61,92–94]. Their main limitation was the
assumption that an action can be localised using a cuboidal video sub-volume,
together with the fact that a sliding window-based approach is very expensive.
Very recently, video-based action representation approaches have appeared [15,
16,24,91] which address this issue by learning complex non-linear functions (in
the form of CNNs) which map video data (instead of image data) to a high
dimensional latent feature space. Kalogeiton et al. [15] and Hou et al. [16]’s
models map K video frames to such a latent space, whereas Saha et al. [24]
only require 2 successive frames to learn spatio-temporal feature embedding.
The main advantage of [24] over [15,16] is that its framework is not constrained
to process a fixed set of K frames, but is flexible enough to select training frame
pairs (ft, ft+∆) at various intervals by varying the ∆ value according to the re-
quirements of a particular dataset (i.e., a larger ∆ for longer sequences, or a
relatively smaller one for shorter video clips). As in older approaches [33,61,92],
these more recent methods [15,16,24,91] assume that 3D cuboidal anchors can
be used to localise action instances in K frames.
In Chapter 5, we show that such an assumption is unrealistic for “dynamic”
actions. We then present a solution able to generate flexible anchor proposals
to counter this problem, based on our work in [25]. We show that cuboidal
anchor-based methods are just a special case of our more general solution [25].
More recently, Lin [95] have proposed a two-stage approach for action detection.
Firstly, action tubes are linked using frame-level detections; then, tube classi-
fication is performed using a recurrent network. The resulting performance
improvement, however, is marginal, and even lower when compared with the
base same network (VGG [96]) used in other works [15,25].
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2.4.3 3D representations for action detection
In Section 2.1.3, we learned that 3D CNNs are state-of-the-art in action
recognition. In fact, spatiotemporal 3D representations [17–19, 57, 58, 97] have
recently emerged as a dominant force in action detection as well [11, 98, 99].
Gu et al. [11], for instance, combine an inflated 3D (I3D) network [17] with
2D proposals as in [90] to exploit the representational power of I3D. A similar
notion is proposed in [18,95,98]. Duarte et al. [99], on their part, have proposed
an interesting 3D video-capsule network for frame-level spatiotemporal action
segmentation. Wu et al. [97] combine a 3D representation with temporal filter
banks to improve action detection performance. It is important to note that
the above-mentioned methods are not specifically designed for action detection
– most of them (except [97–99]) exhibit superior performance due to the high
representational power that comes with a 3D representation.
2.5 Online and real-time methods
Relatively few efforts have been directed at simultaneous real-time action detec-
tion and classification. Zhang et al. [100], for example, would accelerate the two-
stream CNN architecture of [46], performing action classification at 400 frames
per second. Yu et al. [101] evaluated their real-time continuous action classifi-
cation approach on the relatively simpler KTH [102] and UT-interaction [103]
datasets. The above methods, however, were not able to perform spatiotempo-
ral action detection.
To the best of our knowledge, the method we propose in Chapter 4 is the
first to address the spatiotemporal action detection problem in real time.
2.6 Early action prediction and detection
Prior to 2016 early action prediction was studied by a relatively small num-
ber of authors [50, 104–107]. Ryoo et al. [104] used a dynamic bag of words
approach to speed up their action prediction pipeline based on handcrafted fea-
tures. Hoai [105] proposed their max-Margin early event detectors based on
structured output SVM. In [106], Lan et al.proposed a way to capture human
movement before the action actually happens, at a different level of temporal
granularity, and were able to make predictions by observing the action for 50%
of its duration. Different types of loss function were proposed to encourage
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LSTMs [66] to predict the correct label as early possible in [50, 107]. None of
these approaches, however, perform online spatial-temporal action detection.
More recently, Soomro et al. [108] have proposed an online method which can
predict an action’s label and location by observing a relatively smaller portion
of the entire video sequence. However, [108]’s method works only on temporally
trimmed videos and not in real-time, due to the expensive segmentation stage
required. Singh et al. [9], on the other hand, have brought forward an online
action detection and early label prediction approach which works on temporally
untrimmed videos. Similarly, Behl et al. [109] solve online detection by formu-
lating it as a multi-target tracking problem. Subsequent works [15,25,26] have
adopted Singh et al. [9]’s online tube generation algorithm for online action
detection. As mentioned, this approach [9] is presented in Chapter 4.
2.7 Future prediction problems
The computer vision community is in fact witnessing rising interest in problems
such as future action label prediction [5, 69, 104–107, 110–113], online tempo-
ral action detection [5, 50, 67, 114], online spatio-temporal action detection
[9, 108, 115], future representation prediction [111, 116] or trajectory predic-
tion [117–119]. Although all these problems are interesting, and definitely
encompass a broad scope of applications, they do not entirely capture the com-
plexity involved by many critical scenarios including, e.g., surgical robotics or
autonomous driving. In opposition to [9, 108] which can only perform early
label prediction and online action detection, we will combine early label pre-
diction, online action detection, and trajectory prediction into one problem in
Chapter 6.
2.8 Causal representations
The use of temporal convolutions in all the above methods is, however, inher-
ently anti-causal [120], as it requires information from both past and future.
Any online or future prediction method needs to be causal in nature. All 2D
representations-based approaches [9, 46, 47, 68, 121] are causal as they do not
require future frames to make a prediction about the present. However, as
mentioned, the optical stream and the few layers on the top of the 2D features
are the only sources of temporal reasoning. Which is why using a 3D representa-
tion is highly desirable to improve performance – unfortunately, all existing such
representations are not causal. Relevantly, Carreira et al. [120] have recently
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proposed to address the anti-causal nature of 3D CNNs by predicting the future
and utilising the flow of information in the network. They train their causal
network to mimic a 3D network – the resulting performance drop, however, is
significant.
In Chapter 7 we propose a Recurrent Convolutional Network (RCN) de-
signed to solve exactly the above problem.
2.9 Related datasets
Action detection and recogntion research is evaluated with various different
datasets. Here, we describe the properties of the datasets used in this thesis.
2.9.1 UCF101-24
UCF101-24 is a subset of UCF101 [1], one of the largest and most diversified
and challenging action datasets. A subset of 24 classes out of 101 comes with
spatiotemporal detection annotation, released as bounding box annotations of
humans for the THUMOS-2013 challenge1. Although each video only contains
a single action category, it may contain multiple action instances (up to 12 in
a video) of the same action class, with different spatial and temporal bound-
aries. On average there are 1.5 action instances per video, each action instance
covering 70% of the duration of the video. For some classes, instances average
duration can be as low as 30%. We will use this dataset to evaluate the spa-
tiotemporal action detection problem, similar to previous works [13, 122], we
test our method on split 1.
Note that, while conducting our tests, we noted and corrected some issues we
found with the original annotation of UCF101-24 [1] released for the THUMOS-
2013 [123] challenge. The corrected annotation is available on Github2. These
annotations were realised together with our ICCV 2017 paper [9]. UCF101-24
dataset is widely used in this thesis to evaluate spatiotemporal action detection
performance.
2.9.2 ActivityNet
ActivityNet [6] dataset is a large scale temporal activity detection dataset with
200 activity classes and 100 videos per class, on average. In practice, a large
proportion of videos have a duration between 5 and 10 minutes [6]. The dataset
is divided into three disjoint subsets: training, validation and testing, following
1http://crcv.ucf.edu/ICCV13-Action-Workshop/download.html
2https://github.com/gurkirt/corrected-UCF101-Annots
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a ratio of 2:1:1. The authors of the dataset organised a challenge in 2016 and
we participated with our temporal detection formulation, securing second place.
We used ActivityNet dataset to evaluate temporal action detection performance
in Chapter 3.
2.9.3 J-HMDB-21
J-HMDB-21 [10] is a subset of the HMDB-51 dataset [124] with 21 action
categories and 928 videos, each containing a single instance of action tube,
and each video trimmed to the action’s duration. Hence, it does not require
temporal trimming step (§ 3.5.2). As in [8] we pick the top 3 action paths from
each class to be evaluated against the ground truth tube in each video. We use
J-HMDB-21 dataset in this thesis to evaluate trimmed spatiotemporal action
detection performance in various chapters.
2.9.4 LIRIS-HARL
LIRIS-HARL is a human activity detection dataset [12] with 107 training and
58 testing video sequences. The videos in LIRIS-HARL have a relatively longer
duration than the videos in UCF101-24 and J-HMDB-21 dataset. Videos con-
tain multiple concurrent action instances from different action classes. The
average duration of action instances is much shorter than the duration of the
videos: hence, this dataset is well suited to evaluate the temporal trimming
capabilities of our method. We use LIRIS-HARL dataset in Chapter 3 in this
thesis to evaluate the spatiotemporal action detection performance of multiple
different co-occurring actions.
2.9.5 DALY
The DALY dataset was released by Weinzaepfel et al. [125] for 10 daily ac-
tivities and contains 520 videos (200 for test and the rest for training) with 3.3
million frames. Videos in DALY are much longer, and the action duration to
video duration ratio is only 4%, compared to UCF101-24’s 70%, making the
temporal labelling of action tubes very challenging. The most interesting as-
pect of this dataset is that it is not densely annotated, as at max 5 frames are
annotated per action instance, and 12% of the action instances only have one
annotated frame. As a result, annotated frames are 2.2 seconds apart on aver-
age (∆ = 59). We use this dataset to evaluate our sparse annotation handling
models in Chapter 5.
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2.9.6 Kinetics
The Kinetics dataset comprises 400 classes and 260K videos; each video con-
tains a single atomic action. Kinetics has become a de facto benchmark for
recent action recognition works [17–19,57,120]. The average duration of a video
clip in Kinetics is 10 seconds. It is used for the action classification task, we
will use this dataset in Chapter 7 to evaluate our causal 3D CNN model.
2.9.7 MultiThumos
The MultiThumos [5] dataset is a multilabel extension of THUMOS [126].
It features 65 classes and 400 videos, with a total duration of 30 hours. On
average, it provides 1.5 labels per frame, 10.5 action classes per video. Videos
are densely labelled, as opposed to those in THUMOS [126] or ActivityNet [28].
MultiThumos allows us to show the dense prediction capabilities of RCN on
long, real-world videos. We use this dataset in Chapter 7 to evaluate our causal
3D CNN model for the task of action segmentation.
2.10 Evaluation metrics
In this thesis, we use standard evaluation metrics following the previous works
or variation of these metric. Next, we describe the evaluation metrics used in
this thesis.
2.10.1 Classification accuracy
The classification accuracy is used to evaluate tasks of action recognition or
prediction. Given an observation video clip or frames, we predict one class label
with the highest score. The classification accuracy measures what percentage of
our predictions are correct of all the test videos. We use classification accuracy
as a metric for Kinetics dataset in Chapter 7. Also, we use it in other chapters
for UCF101-24 dataset for the tasks of action recognition, early label prediction,
and future label prediction.
2.10.2 Mean average precision (mAP)
Similar to other detection tasks (object detection and human detection), we use
mean average-precision(mAP) as the main evaluation metric for both temporal
or spatiotemporal detection tasks. Average precision is the average of the max-
imum precision at different recall values. The recall for a ground truth instance
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is measured against an overlap threshold. In our case, the overlap is measured
as the intersection-over-union (IoU) between ground truth instances and detec-
tions produced by the detection framework. Temporal-intersection-over-union
(T-IoU) in temporal detection is defined over the temporal extent. In the case
of spatial detection, instead, we measure the spatial IoU between ground truth
bounding boxes and detected bounding boxes in a detected instance over the
temporal duration of an action instance. We then take the average of the spatial
IoUs to obtain an averaged spatial-IoU (aS-IoU) measure. Finally, we multi-
ply S-IoU and TIoU to get a measure of spatiotemporal-intersection-over-union
(ST-IoU). If a detected tube has the same label as the ground truth, and ST-
IoU is greater than the chosen threshold (δ), then it is classified as true-positive;
otherwise, it is considered a false positive. All the true positives and false posi-
tives are then sorted in decreasing ordered based on the score of each detection
to compute the average precision for each class. The difficulty of detection in-
creases with any increase in the detection threshold (δ) – a value of 0.5 (i.e., a
50% overlap with ground truth) is standard.
2.10.3 Completion-mAP
Completion-mAP is similar to mAP, but here tubes are generated by only ob-
served part of the video. The entire tube predicted (by observing only a small
portion (%) of the video) is compared against the ground truth tube for the
whole video. Based on the detection threshold we can compute mean-average-
precision for the complete tubes, we call this metric completion-mAP (c-mAP).
We will use this metric in Chapter 6.
2.10.4 Prediction-mAP
Similar to c-mAP, prediction-mAP is used to evaluate the prediction made about
the future of the action tubes. We measure how well the future predicted part
of the tube localises. In this measure, we compare the predicted tube with the
corresponding ground truth future tube segment. Given the ground truth and
the predicted future tubes, we can compute the mean-average precision for the
predicted tubes, we call this metric prediction-mAP (p-mAP). We will use this
metric in Chapter 6.
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Part I : Towards Online Action Detection
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Chapter 3
Deep learning for
Spatiotemporal Detection of
Multiple Action Tubes
3.1 Introduction
We maintained in Chapter 1 that ‘action tube’ [8] detection provides a holistic
approach to the human action understanding problem. We defined an action
tube to be a set of connected bounding boxes, covering the temporal extent of
an action instance. A video can contain multiple instances of the same action,
as well as instances of different actions. A pictorial representation of the action
tube detection problem is shown in Figure 3.1. In this chapter, we propose
to tackle this problem with the help of what were in 2016 the latest CNN
architectures. The following chapters will build upon these ideas to achieve
better, faster, and more elegant solutions to action tube detection and future
prediction of action tubes.
Advances in object detection via CNNs which took place in 2014-16 [127]
have triggered a significant performance improvement in the state-of-the-art ac-
tion detectors [8,13]. However, these approaches had two significant drawbacks.
First, their accuracy was limited by their reliance on unsupervised region pro-
posal algorithms such as Selective Search [8] or EdgeBoxes [13] which, besides
being resource-demanding, cannot be trained for a specific detection task and
are disconnected from the overall detection objective. Second, temporal detec-
tion was either achieved by expensive sliding window approach in [13] or is not
taken care as in [8].
To overcome these issues we propose a novel action detection framework
which, instead of adopting an expensive multi-stage detection frameworks [127],
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Figure 3.1: Visualisation of action tube detections in a test ‘biking’ video taken from
UCF101-24 [1]. (a) Side view of the detected action tubes, in which each colour
represents a particular instance. The detection boxes in each frame are linked up to
form space-time action tubes. (b) Illustration of the ground truth temporal duration
for comparison. (c) Viewing the video as a 3D volume with selected image frames;
(d) Top-down view.
takes advantage of the most recent end-to-end trainable architectures for object
detection [81], in which a single CNN is trained for both detecting and classifying
frame-level region proposals in an end-to-end fashion. Detected frame-level
proposals are subsequently linked and trimmed to form space-time action tubes
by solving two optimisation problems via dynamic programming.
3.1.1 Action tube detection approach
We propose to solve the action tube detection problem by dividing it into three
sub-problems. Firstly, we employ supervised proposal generation network to
detect the action bounding boxes within each video frame. Secondly, we connect
the detected bounding boxes within a suitable optimisation framework [8] to
form video-long action paths, using dynamic programming. Lastly, we trim the
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resulting action paths to the temporal extent of action instances via another
dynamic programming-based solution [73].
We demonstrate that the proposed action detection pipeline is at least 5×
faster in test time detection speeds as compared to previous works [8,13], and it
can be trained efficiently as well for the same reason. In Section 3.6.5, we com-
pare the computing time requirements during testing of our approach with [8,13]
on the J-HMDB-21 [10] dataset. Moreover, our pipeline consistently outper-
forms 1 previous state-of-the-art results (Section 3.6).
3.1.2 Temporal action detection approach
Inspired by [72], Evangelidis et al. [73] proposed a simple label consistency
constraint over frame-level gesture class scores, and solved the optimisation
with dynamic programming in multi-class setting. We propose to use a similar
formulation for temporal action detection. The difference, however, is that
we tackle temporal consistency for k classes independently. This class-wise
temporal detection method is used to find the temporal bounds (start and end
time) of each action tube – label consistency for all constituting detection boxes
is ensured. In contrast with other approaches [13,33,61] which achieve temporal
trimming via an inefficient, multi-scale sliding window, we rely on a simple and
efficient dynamic programming formulation.
We demonstrate that our temporal trimming solution provides performance
improvement in spatiotemporal action detection on the LIRIS-HARL and UCF101-
24 datasets, as well as on the temporal activity detection task part of the 2016
Activitynet [28] challenge 2.
Related publications: The work presented in this chapter appeared in BMVC
2016 [14] and [20] as part of our Activitynet [28] challenge 20163 submission.
Our entry secured second place in the activity detection task at a detection
threshold of 0.5, and first place when detection performance was averaged across
multiple detection thresholds, from 0.5 to 0.95. This dissertation’s author was
the primary investigator in [20] and co-author in [14], to which he contributed
the dynamic programming-based solution [20] to the temporal trimming of the
action tubes, explained in Section 3.5.
1The model presented in this chapter appeared in BMVC 2016 and it outperformed the
state-of-the-art results at that time.
2We compare ourselves with the methods published before Activitynet 2016 http://
activity-net.org/challenges/2016/data/anet_challenge_summary.pdf
3http://activity-net.org/challenges/2016/
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Outline: the rest of the chapter is organised as follows. We start by present-
ing an overview of our action tube detection approach in Section 3.2. Next,
we describe the three stages of our action tube detection pipeline. Stage one
(§ 3.3) includes an end-to-end trainable frame-level detector used to produce
bounding box detections around humans. Stage two (§ 3.4) is the process of
connecting detection bounding boxes into video long action paths. Stage three
(§ 3.5) adopts a video-level temporal action detection formulation (§ 3.5.1) for
the temporal trimming of action paths (§ 3.5.2). Next, we report the experi-
mental validation of the proposed model in Section 3.6, from both a qualitative
and a quantitative perspective. In Section 3.6.6, the implementation details
are presented. Finally, we present the method’s summary and limitations in
Section 3.7.
3.2 Overview of action tube detection approach
Our approach is summarised in Figure 3.2. We train two pairs of Region Pro-
posal Networks (RPN) [81] and Fast R-CNN [128] detection networks - one on
RGB and the other on optical flow images [8]. For each pipeline, the RPN (b),
takes as input a video frame (a), and generates a set of region proposals (c),
and their associated “actionness” 4 scores5. Next, a Fast R-CNN [81] detection
network (d) takes as input the original video frame and a fraction of the region
proposals generated by the RPN, and outputs a ‘regressed’ detection box and a
softmax classification score for each input proposal, indicating the probability of
an action class being present within the box. To merge appearance and motion
cues, we fuse (f) the softmax scores from the appearance- and motion-based
detection boxes (e) (§ 3.3.4). We find that this strategy significantly boosts
detection accuracy.
After fusing the set of detections over the entire video, we identify sequences
of frame regions most likely to be associated with a single action tube. Detec-
tion boxes in a tube need to display a high score for the considered action
class, as well as a significant spatial overlap for consecutive detections. Class-
specific action paths (g) spanning the whole video duration are generated via
a Viterbi forward-backward pass (as in [8]). An additional second pass of dy-
namic programming is introduced to take care of temporal detection (h). As a
result, our action tubes are not constrained to span the entire video duration, as
in [8]. Furthermore, extracting multiple paths allows our algorithm to account
4The term actionness [129] is used to denote the possibility of an action being present
within a region proposal.
5A normalised score with softmax operator.
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Figure 3.2: Overview of our two-stream deep action detection pipeline at test time.
(a) RGB and optical-flow images are passed to (b) two separate region proposal net-
works (RPNs) (§ 3.3.1). (c) Each network outputs its own region proposals with
their associated “actionness” scores . (d) Each appearance/motion detection net-
work (§ 3.3.2) takes as input the relevant image and RPN-generated region proposals,
and (e) outputs detection boxes and softmax probability scores. (f) Appearance and
motion based detections are fused (§ 3.3.4) and (g) linked up to generate class-specific
action paths spanning the whole video (§ 3.4). (h) Finally the action paths are tem-
porally trimmed to form action tubes (§ 3.5.2).
for multiple co-occurring instances of the same action class.
3.3 Frame-level detection framework
As outlined in Figure 3.2 our approach combines a region-proposal network
(§ 3.3.1-Fig. 3.2(b)) with a detection network (§ 3.3.2-Fig. 3.2(d)), and fuses
the resulting outputs (§ 3.3.4-Fig. 3.2(f)). These two components provide each
a set of detection bounding boxes for each video frame, where each bounding
box is associated with a classification score vector of length C + 1, including
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one for a ‘background’ class.
Each component of our system is described in detail below.
3.3.1 Region proposal network
To generate rectangular action region hypotheses in each video frame we adopt
the Region Proposal Network (RPN) first published in [81], which is built on
top of the last convolutional layer of the VGG-16 architecture by Simonyan
and Zisserman [96]. To generate region proposals, this mini-network slides over
the convolutional feature map outputted by the last layer, processing at each
location a n× n spatial window and mapping it to a lower-dimensional feature
vector (512-d for VGG-16). The feature vector is then passed to two fully
connected layers: a box-regression layer and a box-classification layer.
During training, for each image location, k region proposals (also called
‘anchors’) [81] are generated. We consider those anchors having a high spa-
tial intersection-over-union (IoU) with the ground truth boxes (IoU > 0.7) as
positive examples, whilst those with IoU < 0.3 are considered as negative ex-
amples. Based on these training examples, the network’s objective function is
minimised using stochastic gradient descent (SGD), encouraging the prediction
of both the probability of an anchor belonging to action or no-action category (a
binary classification) and the 4 coordinates of the bounding box. Similar to [81],
smooth L1 loss function is used for regression and crossentropy for classification
objective.
3.3.2 Detection network
As the detection network we use a Fast R-CNN net [128] with a VGG-16 base
architecture [96]. This takes the RPN-based region proposals (§ 3.3.1) and
regresses a new set of bounding boxes for each action class with the associated
classification scores. Each RPN-generated region proposal leads to C (number
of classes) regressed bounding boxes with corresponding class scores.
Analogously to the RPN component, the detection network is also built upon
the convolutional feature map outputted by the last layer of the VGG-16 net-
work. It generates a feature vector for each proposal generated by RPN, which
is again fed to two sibling fully-connected layers: a box-regression layer and a
box-classification layer. Unlike what happens in RPNs, these layers produce C
multi-class softmax scores and refined boxes (one for each action category) for
each input region proposal.
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3.3.3 CNN training strategy
We employ a variation on the training strategy of [81] to train both the RPN and
the Fast R-CNN networks. Shaoqing et al. [81] suggested a 4-steps ‘alternating
training’ algorithm in which in the first 2 steps, an RPN and Fast R-CNN nets
are trained independently, while in the 3rd and 4th steps the two networks are
fine-tuned with shared convolutional layers. In practice, we found empirically
that the detection accuracy on UCF101-24 slightly decreases when using shared
convolutional features, i.e., when fine-tuning the RPN and Fast-RCNN trained
models obtained after the first two steps. As a result, we train the RPN and
the Fast R-CNN networks independently following only the 1st and 2nd steps
of [81], while neglecting the 3rd and 4th steps suggested by [81].
3.3.4 Fusion of appearance and motion cues
In a work by Redmon et al. [130], the authors combine the outputs from Fast
R-CNN [128] and YOLO [130] (You Only Look Once) object detection networks
to reduce background detections and improve the overall detection quality. In-
spired by their work, we use our motion-based detection network to improve
the scores of the appearance-based detection net (see Figure 3.2(f)).
Let {bsi} and {bfj } denote the sets of detection boxes generated by the
appearance- and motion-based detection networks, respectively, on a given test
frame and for a specific action class c. Let bfmax be the motion-based detection
box with maximum overlap with a given appearance-based detection box bsi . If
this maximum overlap, quantified using the IoU, is above a given threshold τ ,
we augment the softmax score sc(b
s
i ) of the appearance-based box as follows:
s∗c(b
s
i ) = sc(b
s
i ) + sc(b
f
max)× IoU(bsi ,bfmax). (3.1)
The second term adds to the existing score of the appearance-based detection
box a proportion, equal to the amount of overlap, of the motion-based detection
score. We set τ = 0.3 by cross-validation on the training set. We also tried
augmenting the softmax scores of the motion-based detection boxes as per their
maximum IoU overlaps with the appearance-based detections, but this did not
produce better results.
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3.4 Building action paths.
3.4.1 Problem formulation
The output of our fusion stage (§ 3.3.4) is, for each video frame, a collection
of detection boxes for each action category, together with their associated aug-
mented classification scores (Equation 3.1). Detection boxes can then be linked
up in time to identify video regions most likely to be associated with single or
multiple action instances, which we term action paths.
Action paths are connected sequences of detection boxes in time, without
interruptions, which span the entire video duration. They are obtained as so-
lutions to an energy maximisation problem. A number of action-specific paths
pc = [b1, . . . ,bT ], spanning the entire video length, are constructed by linking
detection boxes over time in virtue of their class-specific scores and their spatial
overlap.
For example, consider a video composed of 200 frames, in which an action is
present between frame 52 and 87. The generated action paths, however, will
span the entire video duration – i.e., each path starts at frame 1 and ends at
frame 200. For those frames where the action is not present, the action path
generation algorithm (§ 3.4.2) picks up suitable detections according to the en-
ergy defined for a particular path (Equation 3.2). Subsequently, these noisy
detections are expected to be removed from each path during the temporal
trimming step (§ 3.5.2).
Video-long action paths are illustrated in Figure 3.3(a).
Action path
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Figure 3.3: (a) K class-specific action paths pc are built by temporally linking a num-
ber of frame-level detections bt. (b) Action tubes are generated after applying temporal
trimming on the K class-specific action paths. In this example, p1c is trimmed down
to one action tube, p2c is trimmed to two action tubes, whereas p
K
c does not contain
any actual action tube, hence it is entirely discarded.
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3.4.2 Optimisation formulation
We define the energy E(pc) for a particular path pc linking up detection boxes
for class c across time to be a sum of unary and pairwise potentials:
E(pc) =
T∑
t=1
s∗c(bt) + λo
T∑
t=2
ψo (bt,bt−1) , (3.2)
where s∗c(bt) denotes the augmented score (Equation 3.1) of detection bt, the
overlap potential ψo(bt,bt−1) is the IoU of the two boxes bt and bt−1, and λo is
a scalar parameter weighting the relative importance of the pairwise term, λo
is set to 1 after cross-validation. The value of the energy (Equation 3.2) is high
for paths whose detection boxes score highly for the particular action category
c, and for which consecutive detection boxes overlap significantly. We can find
the path which maximises the energy,
p∗c = argmaxpc E(pc) (3.3)
by simply applying the Viterbi algorithm used by [8].
Once an optimal path has been found, we remove all the detection boxes
associated with it and recursively seek the next best action path. Extract-
ing multiple paths allows our algorithm to account for multiple co-occurring
instances of the same action class.
3.5 Temporal action detection
In this section we describe how a label consistency formulation can be applied
to convert frame-level score vectors into a temporal action detection method
(Section 3.5.1), as well as into a method designed to trim action paths to the
actual temporal extent of the action instances there contained (Section 3.5.2),
as illustrated in Figure 3.3(b).
3.5.1 Frame-level temporal action detection for the Ac-
tivityNet challenge
The optimisation formulation we used to perform temporal action detection in
the context of the 2016 ActivityNet challenge is described here.
For that competition, we used the frame-level and video-level pre-computed
CNN features provided by the organisers. Each video was first classified into
one of the C classes using an ensemble of classifiers trained [20] on video-level
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features. We would only perform temporal trimming for the top-5 video-level
labels. More details about video classification and features are given in Sec-
tion 3.6.6 – here we are interested, in particular, in the label consistency for-
mulation designed to solve the temporal action detection problem starting from
the score vectors of the observed video frames. We trained a random forest [131]
classifier on the frame-level features, which outputted a classification score of
length C for each frame.
Formally, given the frame-level scores {st, t = 1, ..., T} for a video of length
T , we want to assign to each frame a binary label lt ∈ {1, 0} (where zero rep-
resents the ‘background’ or ‘no-activity’ class), which maximises:
E(L) =
T∑
t=1
st − λ
T∑
t=2
ψl (lt, lt−1) , (3.4)
where λ is a scalar parameter weighting the relative importance of the pairwise
term. The pairwise potential ψl is defined as:
ψl(lt, lt−1) =
0 if lt = lt−1α otherwise, (3.5)
where α is a parameter which we set by cross-validation. λl set to 1 after
cross validation. This penalises labelling L = {l1, ..., lT} which are not smooth,
thus enforcing a piece-wise constant solution. All contiguous sub-sequences form
the desired activity proposal (which can be as many as there are instances of
activities). Each activity proposal is assigned a global score of Sa equal to the
mean of the scores of its constituting frames. This optimisation problem can
be efficiently solved by dynamic programming [73].
3.5.2 Temporal trimming in action paths
We can address the temporal trimming of action paths with the same formula-
tion as in Section 3.5.1.
As a result of the action path building formulation of Section 3.4, action-
paths span the entire video duration, whereas human actions typically only
occupy a fraction of it. Temporal trimming, therefore, becomes necessary. The
dynamic programming solution of Equation 3.2 aims at extracting connected
paths by penalising regions which do not overlap in time. As a result, however,
not all detection boxes within a path exhibit strong action-class scores.
The goal here is to assign to every box bt ∈ pc in an action path pc a binary
label lt ∈ {c, 0} (where zero represents the ‘background’ or ‘no-action’ class),
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subject to the conditions that the path’s labelling Lpc = [l1, l2, . . . , lT ]
′: i) is
consistent with the unary scores (Equation 3.1); and ii) is smooth (no sudden
jumps).
As in the previous pass, we may solve for the best labelling by maximising:
E(L)pc = argmax
Lpc
(
T∑
t=1
slt(bt)− λl
T∑
t=2
ψl (lt, lt−1)
)
, (3.6)
where λl is a scalar parameter weighting the relative importance of the pairwise
term. The pairwise potential ψl is defined to be:
ψl(lt, lt−1) =
0 if lt = lt−1αc otherwise, (3.7)
where αc is a class-specific constant parameter which we set by cross validation.
We set λl to 1 after cross validation. As each action category has its own short-
term and long-range motion dynamics, cross-validating αc for each action class
separately improves the temporal detection accuracy (§ 3.6.4). Equation 3.7 is
the standard Potts model which penalises labelling that are not smooth, thus
enforcing a piece-wise constant solution. Again, we solve (Equation 3.2) using
the Viterbi algorithm.
All contiguous sub-sequences of the retained action paths pc associated with
category label c constitute our action tubes. As a result, one or more distinct
action tubes spanning arbitrary temporal intervals may be found in each video
for each action class c. Finally, each action tube is assigned a global score
equal to the mean of the top k augmented class scores (Equation 3.3.4) of its
constituting detection boxes.
If an action occurs multiple times in a video, then each occurrence of that
action represents a different action instance which is encoded by a different
action tube. Figure 3.3(b) illustrates the action tube generation step in which
K action tubes are obtained by applying temporal trimming on the K class-
specific action paths.
3.6 Experimental validation
We evaluate our method on two separate challenging problems: i) the tempo-
ral action detection task on the ActivityNet dataset in the context of the 2016
challenge (§ 3.6.1), in order to assess the strength of the label consistency for-
mulation introduced in Section 3.5; ii) the spatiotemporal action detection task
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(§ 3.6.2) on the UCF101-24, J-HMDB-21 and LIRIS-HARL datasets, which
evaluates our overall action tube detection framework (§ 3.2).
The detailed information about evaluation benchmarks is given in Section 2.9
in Chapter 2. In the following we show the results of our method on different
thresholds to understand the performance under gradually more difficult tasks.
The mAP metric, when used to evaluate the detection of tubes in videos, is
called video-mAP. In our case, video-mAP and mAP are used interchangeably.
More information about evaluation metric can be found in Section 2.10.
T-IoU threshold δ = 0.1 0.2 0.3 0.4 0.5
Validation-Set Caba et al. [28] 12.5% 11.9% 11.1% 10.4% 09.7%
Validation-Set Montes et al. [28] – – – – 22.5
Validation-Set proposed 52.1% 47.9% 43.5% 39.2% 34.5%
Testing-Set Singh et al. [68] – – – – 28.8%
Testing-Set proposed – – – – 36.4%
Table 3.1: Activity detection performance results [20] on validation and testing set.
The quantity δ is the Temporal Intersection over Union (T-IoU) threshold.
3.6.1 Temporal detection performance comparison
Table 3.1 show the results obtained using the temporal label smoothing frame-
work proposed in Section 3.5. Our method show superior performance than the
baseline method of Caba et al. [28]. Note that we used the same pre-computed
features as Caba et al. [28] to build our temporal action detection framework.
It clearly shows that temporal detection formulation presented in Section 3.5 is
effective, hence, its adoption for trimming the action paths in Section 3.5.2 is
natural.
Dataset UCF101-24 J-HMDB-21 LIRIS-HARL
ST-IoU threshold δ 0.05 0.2 0.5 0.2 0.5 0.2 0.5
FAP [122] 42.80 – – – – – –
ActionTube [8] – – – – 53.3 – –
Wang et al. [132] – – – – 56.4 – –
STMH [13] 54.28 46.77 – 63.1 60.7 – –
Our (appearance stream) 67.56 56.55 30.64 52.94 51.34 41.94 20.43
Our (optical flow stream) 65.19 55.68 27.84 69.59 67.90 46.58 19.28
Our (fused) 78.85 66.36 34.82 72.63 71.50 49.10 21.36
Table 3.2: Quantitative action detection results (mAP) [14] on UCF101-24, J-
HMDB-21 and LIRIS-HARL datasets.
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3.6.2 Spatiotemporal detection performance comparison
Table 3.2 presents the results we obtained on UCF101-24, J-HMDB-21, LIRIS-
HARL datasets. It contains a comparison with the previous state-of-the-art
paper [8,13,122,132] on each dataset. Next, we discuss the performance of our
proposed method on each individual dataset. It is important to note that our
fusion strategy (§ 3.3.4) helps improve the performance of our method consis-
tently on all datasets – see the last three rows in Table 3.2.
Performance comparison on UCF101-24 We achieve an mAP of 66.36%
compared to the 46.77% reported by [13] (a 20% gain), at the standard thresh-
old of δ = 0.2. At a threshold of δ = 0.4 we still get a high score of 45.24%,
(comparable to 46.77% [13] at δ = 0.2). Note that we are the first to report re-
sults on UCF101-24 up to δ = 0.6, which attests the robustness of our approach
to more accurate detection requirements. Although our separate appearance-
and motion-based detection pipelines already outperform the state-of-the-art
(Table 3.2), their combination (§ 3.3.4) delivers a significant performance in-
crease.
Figure 3.4: Sample action detection results [14] on UCF101-24. Ground-truth boxes
are in green, detection boxes in red. The top two rows show correct detections, the
bottom one contains examples of more mixed results. In the second row right most
frame, 3 out of 4 ‘Fencing’ instances are nevertheless correctly detected.
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Some representative example results from UCF101-24 are shown in Fig-
ure 3.4. Our method can detect several (more than 2) action instances con-
currently, as shown in Figure 3.1, in which three concurrent instances and in
total of six action instances is detected correctly. Quantitatively, our method
achieves class-specific video AP (average precision in %) of 88.0, 83.0 and 62.5
on the UCF101-24 action categories ‘fencing’, ‘salsa spin’ and ‘ice dancing’, re-
spectively, which all concern multiple inherently co-occurring action instances.
Figure 3.5: Sample action detection results [14] on J-HMDB-21. Top row: accurate
detection examples. Bottom row: mis-detection examples.
Performance comparison on J-HMDB-21 The results we obtained on J-
HMDB-21 are presented in the second part of Table 3.2. Our method again out-
performs the state-of-the-art, with an mAP increase of 18% and 11% at δ = 0.5
as compared to [8] and [13], respectively. Note that our motion-based detection
pipeline alone exhibits superior results, and when combined with appearance-
based detections leads to a further improvement of 4% at δ = 0.5.
These results confirm the high precision of the detections - a large portion of
the detection boxes have high IoU overlap with the ground truth boxes, a fea-
ture due to the superior quality of RPN-based region proposals as opposed to
Selective Search’s (a direct comparison is provided in Section 3.6.3). Sample
detections on J-HMDB-21 are shown in Figure 3.5.
Performance comparison on LIRIS-HARL LIRIS HARL allows us to
demonstrate the efficacy of our approach on temporally long untrimmed videos
with co-occurring actions. We also report in Table 3.2 the mAP scores obtained
by the appearance, motion and the fusion detection models, respectively (note
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telephone-conversationput-take-obj-into-from-box-desk
enter-leave-room-no-unlocking handshaking
discussion leave-baggage-unattended put-take-obj-into-from-box-desk
Figure 3.6: Sample action detection results [14] on LIRIS-HARL, some of which
include single actions involving more than one person like ‘handshaking’ and ‘discus-
sion’. Top row: accurate detection examples. Bottom row: mis-detection examples.
that there is no prior state of the art to report in this case). Again, we can
observe an improvement of 7% mAP at δ = 0.2 associated with our fusion
strategy. Qualitative results on LIRIS reported in Figure 3.6 show how our
method can handle co-occurring action instances of different action classes.
Similarly to what happens with the mAP metric, the F1 score can be com-
puted using precision and recall at a particular threshold. The F1 score was used
as an evaluation metric for the LIRIS-HARL dataset to set the benchmark. Our
method achieves an F1 score of 0.58 as compared with 0.05 and 0.03 obtained by
the two benchmark approaches of VPULABUAM-13 [133] and IACAS-51 [134]
respectively.
3.6.3 Comparative analysis of region proposal quality
To understand the importance of region proposal generation, we also analyse
the quality of Selective Search vs that of RPN (§ 3.3.1) region proposals us-
ing the Recall-to-IoU measure [81]. We first extract Selective Search (SS)
boxes (approximately 1000 boxes/frame) and RPN-based detection boxes (300
boxes/frame) from our detection network on UCF101-24 test-split-1. We also
apply a constraint on the RPN-based proposals by applying a threshold to their
class-specific softmax probability scores sc, and only considering those propos-
als with sc ≥ 0.2. For each UCF101-24 action category we compute the recall
of these proposals at different threshold values. Even with a relatively smaller
number of proposals and the additional constraint on the classification probabil-
ity score, RPN-based proposals exhibit much better recall values than SS-based
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Figure 3.7: Performance comparison between Selective Search (SS) and RPN-based
region proposals on 24 action classes of UCF101-24 dataset. 1st & 3rd rows: recall
vs. IoU curve for Selective Search based region proposals; 2nd & 4th rows: recall vs.
IoU curve for RPN-based region proposals.
boxes as depicted in Figure 3.7.
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3.6.4 Impact of label smoothing
Along with temporal action detection results shown on ActivityNet dataset in
Section 3.6.1, we demonstrate the advantage of our temporal label smoothing
step (§ 3.5.2) on UCF101-24 dataset and LIRIS-HARL datasets. We shown re-
sults (mAP) using the action tubes generated by trimming action paths (§ 3.4.2)
with our label smoothing method (§ 3.5.2) for action paths. Without the 2nd
(trimming) pass, performance decreases by 20%, highlighting the importance of
temporal trimming in the construction of accurate action tubes.
First, we conduct an experiment where we evaluate the performance differ-
ence observed when we perform a temporal label smoothing (as in Section 3.5.2)
of the action paths. We evaluate the action paths generated on LIRIS-HARL
against the ground truth action tubes, i.e., without temporal trimming them
using the method of Section 3.5.2: see the first row in Table 3.3. Similarly, we
evaluate on LIRIS-HARL the action tubes generated using the label temporal
smoothing formulation of Section 3.5.2: see the second row in Table 3.3. We can
clearly see from Table 3.3 that proposed temporal label smoothing formulation
helps significantly.
Proposed - no temporal smoothing (i.e., without § 3.5) 38.1 29.46 23.58 14.54 9.59
Proposed - with temporal smoothing (i.e., with § 3.5) 54.18 49.10 35.91 28.03 21.36
Table 3.3: Action detection results (mAP) on LIRIS-HARL with and without tem-
poral trimming (§ 3.5).
Next, we also conduct experiments to show the significance of the label
smoothing step with the help of parameter class-specific αc. More specifi-
cally, we show that class-specific αc values help smoothing the action paths for
each action category independently, resulting in an overall performance boost
in the spatiotemporal detection accuracy. First, we generate detection results
on UCF101-24 test set (split-1) by setting the constant parameter αc = 0 for
each action category. Then, we use a fixed value of αc = 3. Lastly, we use the
cross-validated class-specific αc values and again generated detection results. In
our experiment, we set the spatiotemporal IoU threshold to δ = 0.2.
Table 3.4 presents the results for the following three cases: (a) detection results
obtained by setting αc = 0 for all action classes; (b) detection results generated
using a fixed value of αc for all classes; (c) detection results obtained using
the cross validated class-specific αc values. It shows that αc should be greater
than 0 to force piece-wise constant results, otherwise the resulting labelling path
would just track the score values over time.
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mAP
αc = 0 60.77
αc = 3 66.03
class-specific αc 66.36
Table 3.4: Spatiotemporal action detection results (mAP) on UCF101-24 using three
different sets of αc values.
3.6.5 Computing time analysis for testing
We think useful to compare the detection speed at test time of the combined
region proposal generation and CNN feature extraction approach used in ( [8,
13]) with our neural-net based, single stage action proposal and classification
pipeline on the J-HMDB-21 dataset: see Table 3.5. We find our method to be
10× faster than [8] and 5× faster than [13], with a mean of 113.52 [8], 52.23 [13]
and 10.89 (ours) seconds per video, averaged over all the videos in J-HMDB-21
split1.
We exclude our 2nd label smoothing step (§ 3.5.2) due to the fact that
J-HMDB-21 video clips do not require temporal trimming. The action path
building (§ 3.4.2) step and optical flow based ‘motion frame’ generation steps
are common to [8] and our pipeline – we thus exclude these steps as well in
our comparison. We compare the computation times required for the region
proposal generation and CNN feature extraction steps of [8, 13] with our RPN
and detection nets computation times. Table 3.5 shows the time required for
each step. The reported computation time is averaged over all the videos in
the J-HMDB-21 test split1. The time is in second per video clip. It takes 10
seconds on an average to process a video by detection framework. On the other
side of computation, we can say that it takes 200 milliseconds per frame to
run detection framework. All the Experimental results were generated using
a desktop computer with an Intel Xeon CPU@3.20GHz and NVIDIA Titan X
GPU.
Our method is at least 10× faster than [8] and 5× than [13] for those steps
we compared with (see Table 3.5).
It is important to note that our adoption of Faster-RCNN [128] for action
tube detection does not only provide improvement in performance (see Ta-
ble 3.2) but also a simpler and faster solution to the problem. We do away with
the expensive sliding window-based approach in [13] for temporal detection in
action paths, which is replaced by our efficient [73] label smoothing formulation.
When combined, our efficient label smoothing step and the use of a faster
detection network produce an elegant, simple, and efficient framework for action
tube detection.
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Table 3.5: Test time detection speed comparison on J-HMDB-21 with [8, 13].
ActionTube [8], STMH [13] Average time (Sec./video)
Selective Search [8] / EdgeBoxes [13] 68.10 / 6.81
CNN feature extraction 45.42
Average detection time 113.52 [8] / 52.23 [13]
Ours Average time(Sec./video)
RPN proposal generation 4.08
Detection network 6.81
Average detection time 10.89
3.6.6 Implementation details
Training data preparation We divided the UCF101-24 train split one into
two subsets. The first subset consists of 70% (1605 videos ∼ 240k frames) of
the training videos from UCF101-24 train split one, whereas the second subset
contains the remaining 30% (688 videos) . We selected the videos uniformly at
random for each action class, and trained the RPN and Fast R-CNN networks
using the first subset, while the second subset was used as a validation set for
CNN training. For the J-HMDB-21 and LIRIS HARL D2 datasets we used the
original training sets provided by the authors [10,135].
CNN weight initialisation The RPN and Fast R-CNN networks [81] were
initialised with weights from a model pre-trained on ImageNet dataset [136].
CNN solver configuration setting. For UCF101-24, we trained both RPN
and Fast R-CNN for 320k iterations. For the first 240k iterations we used
a learning rate 0.001, while for the remaining 80k iterations a learning rate
of 0.0001 was set. For both the J-HMDB-21 and the LIRIS-HARL datasets,
we trained both RPN and Fast R-CNN networks for 180k iterations. For the
first 120k iterations a learning rate of 0.001 was used - for the remaining 60k
iterations, we set the learning rate to 0.0001. The momentum was set to a
constant value of 0.9, while weight decay was fixed to 0.0005.
Stochastic Gradient Descent mini-batch size. We selected an SGD mini-
batch size of 256 for RPN, and of 128 for Fast R-CNN training.
CNN training. First, we trained an RPN network with either a set of RGB
or optical flow-based training video frames. At each training iteration, the RPN
would take as input a video frame and its associated ground truth bounding
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boxes. Once the RPN net was trained, we used the trained model to extract
frame-level region proposals. A trained RPN net outputs a set of region pro-
posals (around 16k to 17k) per frame and their associated “actionness” scores.
We then filtered these region proposals using non-maximal suppression (NMS)
and selected top 2k proposals based on their “actionness” scores. These top
2k region proposals along with the frame and its ground truth boxes were then
passed to a Fast R-CNN for training.
CNN testing. Once training both RPN and Fast R-CNN networks, we ex-
tracted region proposals from test video frames using the learnt RPN model.
Similarly to what done in the training stage, we filtered the region proposals
using NMS - however, at test time, we chose the top 300 region proposals and
passed them to the Fast R-CNN network to obtain the final detection boxes: a
set of 300 × C regressed boxes and their associated softmax probability scores
(where C is the number of ground truth action categories in a given dataset).
For each action category, we first filtered the detection boxes using NMS and
then selected the top 5 boxes per frame based on their softmax probability
scores. We used an NMS threshold of 0.7 to filter the RPN-generated region
proposals, and a threshold of 0.3 when filtering the Fast R-CNN detection boxes.
Implementation details for temporal detection on Activitynet. In this
case we used the features provided on ActivityNet’s [28] web page6. More specif-
ically, these video-level features comprised of two sets of features. First, Ima-
geNetShuffle features, which are video-level features generated by [137] using a
Google inception net (GoogLeNet [138]). Second, Motion Boundary Histogram
(MBH) features, which are generated with the aid of the improved trajecto-
ries [40] executable7. Video level features were passed to an SVM classifier for
video classification. Finally, C3D features were generated at 2 frames per second
using a C3D network [53] with a temporal resolution of 16 frames. The frame-
level features were then used for frame-level classification with a random forest
classifier [131] to produce frame-level scores. The frame-level scores of top 5
video-level categories were fed to the temporal detection formulation described
in Section 3.5 to obtain temporal action detection results. We refer to [20] for
more details. The working code is available on our public GitHub repository8.
6http://activity-net.org/challenges/2016/download.html
7http://lear.inrialpes.fr/people/wang/improved_trajectories
8https://github.com/gurkirt/actNet-inAct
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3.7 Summary and limitations
Summary: The superior performance of the proposed method is due to a
number of reasons. 1) Instead of using unsupervised region proposal algorithms
as in [89, 139], our pipeline takes advantage of a supervised RPN-based re-
gion proposal approach which exhibits better recall values than [139] (see Sec-
tion 3.6.3). 2) Our fusion technique (Section 3.3.4) improves the mAP score
(over the individual appearance or motion models) by 9.4% on the UCF101-24,
J-HMDB-21 and LIRIS HARL datasets respectively, as shown in Section 3.6.2
and Table 3.2. 3) Temporal detection via label consistency is responsible for
significant improvements in mAP, quantifiable at around 20% on LIRIS HARL
and at 6% on UCF-101: see Section 3.6.4.
Qualitative results are also provided in the supplementary video 9 and on
the project’s web page10, where the code has also been made available.
Limitations Although the proposed method produces remarkable results com-
pared to the previous state-of-the-art, while also being more efficient, it still
suffers from three major limitations, which are described below.
Firstly, dynamic programming is used to solve the optimisation problem
formulation of both action path building (§ 3.4) and temporal trimming (§ 3.5) of
action paths into action tubes. A dynamic programming-based solution requires
various iterative passes. Hence, it requires observations from the entire video
to be at hand, and as a result is intrinsically offline in nature, i.e., it cannot
process videos in a streaming fashion.
Secondly, even though the proposed method is more efficient than other ap-
proaches, it cannot still perform in real time at test time. One of the bottleneck
is the two-step (RPN and detection) frame-level detection framework (§ 3.3),
which requires 200ms (§ 3.6.5) to process a single frame. Another bottleneck
is the computation time required for dense optical flow estimation [22], which
again does not allow real time processing.
Thirdly, in the approach presented in this chapter the temporal reasoning
is limited to the tube construction method (§ 3.4) and the optical flow stream
(§ 4.5). The detection network, on the other hand, does not involve any tem-
poral reasoning either at training or at testing time. We think it is a limitation
of similar frame-level methods not being able to learn to perform temporal
reasoning implicitly.
9https://www.youtube.com/embed/vBZsTgjhWaQ
10http://sahasuman.bitbucket.io/bmvc2016
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Looking ahead The limitations explained above provides us with an oppor-
tunity to devise a new way to tackle action detection problems. In the next
chapter, we propose to overcome the first two limitations with the help of an
online, real-time action detection method. The online, real-time processing in
an action detection system makes it applicable to a wide variety of problems and
applications, such as human-robot interaction, self-driving vehicles, autonomous
robotic surgery. We will cover these aspects in the next chapter. Later on, in
Chapter 5, we will propose solutions to enhance the temporal reasoning for
predicting longer tubes directly from the set of input frames.
Chapter 4
Online and Real-time Action
Tube Detection
4.1 Introduction
It has been observed, both in the previous chapter (Chapter 3) and in other
works [13,14,90], that detecting human action tubes in unconstrained videos is
challenging, owing to their deformable, spatiotemporal nature. The problem is
made even harder if the detection is to be performed in an online setting and
at real-time speed. Despite the performance of state-of-the-art spatiotemporal
action detection systems (as described in the previous chapter and in [14,90]) be-
ing far from real-time, current systems also assume that the entire video (taken
as a 3D block of pixels) is available ahead of time to detect action instances.
As previously explained in the limitation Section 3.7 of the previous chapter, in
order for such a detector to be applicable in real-world scenarios, such as video
surveillance and human-robot interaction, video frames need to be processed
in real-time and in an online fashion. Moreover, the action detection system
needs to generate action tubes in an incremental and online fashion, as each
new frame is captured.
The results from Chapter 3 show that supervised region proposal generation
is crucial to improve detection accuracy. Although, [14,90] exhibit the excellent
spatiotemporal action detection accuracy (§ 3.6.2), their test time detection
strategy involves using computationally expensive optical flow frames [22]. In
addition, these approaches require a two step process, composed by a region
proposal network (RPN) [81] and an R-CNN formulation [127], limiting real-
time deployment. Also, [14, 90] both employ offline tube generation methods
which process the entire video in two passes: the first pass links up detection
boxes into paths which stretch from start to end of the video; the second pass is
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there to temporally trim the video-long constructed paths down to proper action
tubes. Finally, these methods’ mAP at high detection overlap values remains
disappointingly low, and incompatible with many real-world applications.
4.1.1 An online, real-time framework
In this chapter, we illustrate an online framework, originally proposed in [9]
and outlined in Figure 4.1, which overcomes all the above limitations. More
specifically we propose three fundamental changes compared to the (then) ex-
isting action tube detection pipelines [14,90] to achieve real-time processing and
overcome the offline nature of the tube building process.
Firstly, the pipeline takes advantage of the SSD (Single Shot MultiBox De-
tector) object detector [21] to address issues with accuracy and speed in pre-
vious [81] frame-level detection networks. This is possible as SSD eliminates
the region proposal generation step and is a single-stage, end-to-end trainable
detection network.
Secondly, to leverage the performance of SSD in an online fashion, we design
a novel single-pass online tube building method which leads to both superior
accuracy (compared to [13,14,90]), especially at realistic detection precision, and
better real-time detection speed. Unlike previous tube-generation approaches [8,
13,14,90] our algorithm works in an online fashion as tubes are updated frame
by frame, together with their overall action-specific scores and labels. As soon
as non-real-time optical flow [22] is replaced by a less accurate (but real-time)
optical flow algorithm [23], the resulting system performs in real-time (28fps),
with just a little performance degradation, an essential feature for real-world
applications.
Lastly, we show that we can replace non-real-time optical flow [22] with
less accurate but real-time optical flow proposed by [23] in two stream setting
(shown in 4.1) without sacrificing much performance. Although a CNN trained
on real-time optical flow [23] does not lead to the same performance as to the
network trained on more accurate optical flow [22] by itself, but when used in a
two-stream setting (in which detections from the RGB and the OF streams are
fused) it can provide a similar boost as provided by an accurate optical flow [22]
network in parallel to the appearance stream.
4.1.2 Extension to early label predictions
The incremental nature of our system makes it possible to accurately foresee
the class label of an entire test video and detect action instances within it by
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Figure 4.1: At test time, the input to the framework is a sequence of RGB video
frames (a). A real-time optical flow (OF) algorithm (b) [23] takes the consecutive
RGB frames as input to produce flow images (d). As an option, (c) a more accurate
optical flow algorithm [22] can be used (although not in real time). (e) RGB and
OF images are fed to two separate SSD detection [21] networks (§ 4.3). (f) Each
network outputs a set of detection boxes along with their class-specific confidence
scores. (g) Appearance and flow detections are fused (§ 4.3.2). Finally (h), multiple
action tubes are built up in an online fashion by associating current detections with
partial tubes (§ 4.4).
just observing a small fraction of frames (the early action prediction and de-
tection problem, which we described in the Introduction). Such a system was
proposed by Soomro et al. [108], who showed that both action prediction and
online detection performance improve over time as more and more video frames
become available. Using [108] as a baseline, we report here new state-of-the-art
results on the temporally trimmed J-HMDB-21 videos. Furthermore, compared
to Soomro et al. [108], we are able to demonstrate action prediction and de-
tection capabilities from partially observed untrimmed streaming videos on the
challenging UCF101-24 dataset, while retaining real-time detection speeds.
In summary, we demonstrate that our online approach:
• significantly outperforms current offline methods, especially on realistic de-
tection thresholds of 0.5 or greater;
• is capable of superior early action prediction performance compared to the
existing baseline [108];
• achieves a real-time detection speed (up to 40fps), that is 5 to 6 times faster
than previous works.
Related publications: The work presented in this chapter appeared in ICCV
2017 [9]. The dissertation author was the primary investigator in [9]. Our code
is also available online1. Our statistics show that the code has been forked 60
times and stared 188 times in GitHub.
Outline: This chapter is organised as follows. We start by presenting an
overview of our action tube detection approach in Section 4.2. Next, we de-
1https://github.com/gurkirt/realtime-action-detection
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scribe in detail the three steps we introduced in this new online action tube
detection framework. We first describe the integration of the Single-Shot De-
tector network [21] in Section 4.3, which is used to predict detection boxes and
class-specific confidence scores for appearance and flow frames independently.
Secondly, we describe our proposed novel online tube construction algorithm in
Section 4.4. The third step (§ 4.5) is where we describe the efficient computa-
tion of optical flow. Section 4.6 illustrates, in particular, how the online tube
construction algorithm can be used for early action label prediction. Next, we
report the experimental validation of the proposed model (Section 4.7) from
both a qualitative and a quantitative perspective. Finally, we present a sum-
mary and the approach’s limitations in Section 4.8.
4.2 Overview of the approach
The proposed framework is outlined in Figure 4.1. We train two SSD detec-
tion networks [21]: one on RGB frames (appearance), the other on optical-flow
images [8]. At test time, the input to the framework is a sequence of RGB
video frames (Fig. 4.1(a)). A real-time optical flow algorithm [23] takes the
RGB frames as input to produce flow images (Fig. 4.1(d)). As an option,
more accurate OF (Fig. 4.1(c)) images can be computed in a non real-time
setting [22] (but still incrementally). For each pipeline, the related detection
network (Fig. 4.1(b)) takes as input an RGB (or OF) frame, and outputs a set
of ‘regressed’ detection boxes (Fig. 4.1(f)), together with a set of class-specific
confidence scores for each box indicating the likelihood of an action class be-
ing present there. We then we merge (Fig. 4.1(g)) the class-specific confidence
scores associated with the flow-based and the appearance-based detection boxes,
as this significantly boosts detection accuracy. Finally, sequences of detection
boxes are linked up to form action-specific tubes in a completely online, incre-
mental fashion (Fig. 4.1(h)).
The resulting framework is the first method to perform action tube detection
in an online and real-time fashion. Unlike those in [8], the resulting action tubes
are not constrained to span the entire video duration. Unlike what happens
in [13, 14, 90], tubes are built in an online fashion allowing for early action
label prediction and detection. Usage of real-time optical flow [23], and SSD
detection networks [21] allows us ot process videos in streaming (online and
real-time) fashion.
Our framework is the first with a demonstrated ability to perform online
spatiotemporal action detection.
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4.3 Integrated detection network
We use a single-stage convolutional neural network (Fig. 4.1(e)) for bounding
box prediction and classification, which follows an end-to-end trainable archi-
tecture proposed in [21]. The architecture unifies a number of functionalities
in single CNN which are, in other action and object detectors, performed by
separate components [8, 13, 14, 81], namely: (i) region proposal generation, (ii)
bounding box prediction and (iii) estimation of class-specific confidence scores
for the predicted boxes. This allows for relatively faster training and higher test
time detection speeds.
4.3.1 Detection network design and training.
For our integrated detection network we adopt the network design and archi-
tecture of the SSD [21] object detector, with an input image size of 300× 300.
We do not use the 512× 512 SSD architecture [21], as detection speed is much
slower [21]. As in [21], we also use an ImageNet pretrained VGG16 network pro-
vided by [21] (https://gist.github.com/weiliu89/2ed6e13bfd5b57cf81d6).
We adopt the training procedure described by [21] along with their publicly
available code for network training (https://github.com/weiliu89/caffe/
tree/ssd). We use a learning rate of 0.0005 for the appearance stream and of
0.0001 for the flow stream on UCF101-24, whereas that for J-HMDB-21 is set
to 0.0001 for both appearance and flow.
4.3.2 Fusion of appearance and flow cues
The detection boxes generated by the appearance and flow detection networks
(Fig. 4.1(f)) need to be merged to improve robustness and accuracy (Fig. 4.1(g)).
We conducted experiments using two distinct fusion strategies.
Boost-fusion. As in the previous chapter, here we follow the approach in [14],
with a minor modification. Firstly, we perform L-1 normalisation on the de-
tection boxes’ scores after fusion. Secondly, we retain any flow detection boxes
for which an associated appearance based box was not found, as we found that
discarding the boxes lowers the overall recall.
Fusion by taking the union-set. A different, effective fusion strategy consists
in retaining the union {bai } ∪ {bfj } of the two sets of appearance {bai } and flow
{bfj } detection boxes, respectively. The rationale is that in UCF101-24, for
instance, several action classes (such as ‘Biking’, ‘IceDancing’, or ‘SalsaSpin’)
have concurrent action instances in the majority of video clips: an increased
number of detection boxes may so help to detect concurrent action instances.
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4.4 Online action tube generation
4.4.1 Problem formulation
Given a set of detections at time t = 1, . . . , T , for each given action class c,
we seek the sets of consecutive detections (or action tubes) Tc = {bts , . . . , bte}
which, among all possible such collections, are more likely to constitute an ac-
tion instance. This is done separately for each class, so that the results for class
c do not influence those for other classes. We allow the number of tubes nc(t)
to vary in time, within the constraint given by the number of available input
detections. We allow action tubes to start or end at any given time. Finally, we
require: (i) consecutive detections part of an action tube to have spatial overlap
above a threshold λ; (ii) each class-specific detection to belong to a single action
tube; (iii) the online update of the tubes’ temporal labels.
Previous approaches to the problem [8, 14] would constrain tubes to span the
entire video duration. In both [14] and [90], in addition, action paths are tem-
porally trimmed to proper action tubes using a second pass of dynamic pro-
gramming.
In opposition, we propose a simple but efficient online action tube generation
algorithm which incrementally (frame by frame) builds multiple action tubes for
each action class in parallel. Action tubes are treated as ‘tracklets’, as in multi-
target tracking approaches [140]. We propose a greedy algorithm (4.4.2) similar
to [141, 142] for associating detection boxes in the upcoming frame with the
current set of (partial) action tubes. Concurrently, each tube is temporally
trimmed in an online temporal labelling (4.4.3) setting.
4.4.2 A novel greedy algorithm
The input to the algorithm is the fused frame-level detection boxes with their
class-specific scores (Sec. 4.3.2). At each time step t, the top n class-specific
detection boxes {bc} are selected by applying non-maximum suppression on a
per-class basis. At the first frame of the video, nc(1) = n action tubes per class c
are initialised using the n detection boxes at t = 1. The algorithm incrementally
grows the tubes over time by adding one box at a time. The number of tubes
nc(t) varies with time, as new tubes are added and/or old tubes are terminated.
At each time step, we sort the existing partial tubes so that the best tube
can potentially match the best box from the set of detection boxes in the next
frame t. Also, for each partial tube T ic at time t − 1, we restrict the potential
matches to detection boxes at time t whose IoU (Intersection over Union) with
the last box of T ic is above a threshold λ. In this way, tubes cannot simply
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drift off, and they can be terminated if no matches are found for k consecutive
frames. Finally, each newly updated tube is temporally trimmed by performing
a binary labelling
Summarising, action tubes are constructed by applying the following 7 steps
to every new frame at time t:
1. Execute steps 2 to 7 for each class c.
2. Sort the action tubes generated up to time t−1 in decreasing order, based
on the mean of the class scores of the tube’s member detection boxes.
3. LOOP START: i = 1 to nc(t− 1) - traverse the sorted tube list.
4. Pick tube T ic from the list and find a matching box for it among the n
class-specific detection boxes {bjc, j = 1, ..., n} at frame t based on the
following conditions:
(a) for all j = 1, ..., n, if the IoU between the last box of tube T ic and the
detection box bjc is greater than λ, then add it to a potential match
list Bi;
(b) if the list of potential matches is not empty, Bi 6= ∅, select the box
bmaxc from Bi with the highest score for class c as the match, and
remove it from the set of available detection boxes at time t;
(c) if Bi = ∅, retain the tube anyway, without adding any new detection
box, unless more than k frames have passed with no match found for
it.
5. Update the temporal labelling for tube T ic using the score s(bmaxc ) of the
selected box bmaxc (see § 4.4.3).
6. LOOP END
7. If any detection box is left unassigned, start a new tube at time t using
this box.
In all our experiments, we set λ = 0.1, n = 10, and k = 5.
4.4.3 Temporal labelling
Although n action tubes per class are initialised at frame t = 1, we want all
action specific tubes to be allowed to start and end at any arbitrary time points
ts and te. The online temporal relabelling step 5 in the above algorithm is
designed to take care of this.
Similarly to [14, 73] and to Chapter 3’s approach, each detection box br,
r = 1, ..., T in a tube Tc, where T is the current duration of the tube and r
is its temporal position within it, is assigned a binary label lr ∈ {c, 0}, where
c is the tube’s class label and 0 denotes the background class. The temporal
trimming of an action tube thus reduces to finding an optimal binary labelling
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l = {l1, ..., lT} for all the constituting bounding boxes. This can be achieved by
maximising for each tube Tc the energy:
E(l) =
T∑
r=1
slr(br)− αl
T∑
r=2
ψl (lr, lr−1) , (4.1)
where slr(br) = sc(br) if lr = c, 1− sc(br) if lr = 0, αl is a scalar parameter, and
the pairwise potential ψl is defined as: ψl(lr, lr−1) = 0 if lr = lr−1, ψl(lr, lr−1) =
αc otherwise.
Online Viterbi
The maximisation problem (4.1) can be solved by Viterbi dynamic program-
ming [14,73]. An optimal labelling lˆ for a tube Tc can be generated by a Viterbi
backward pass at any arbitrary time instant t in linear time. That, however,
would require a backward pass all the way back to the start of each action path,
which is expensive to perform for every action path at each time step. Instead,
we keep track of the minimum cost edges from the past box-to-tube associa-
tions from the start of the tube up to t−m, which eliminates the requirement
for an entire backward pass at each time step but only up to the previous m
steps. In the following we used m equal to 5. This makes temporal labelling
very efficient, and suitable to be used in an online fashion. This can be further
optimised for much longer videos by finding the coalescence point [143]. As
stated in step 5 above, the temporal labelling of each tube is updated at each
time step whenever a new box is added.
4.5 Optical flow computation
The input to our framework is a sequence of RGB images. As in prior work in
action detection [8, 13, 14], we use a two-stream CNN approach [46] in which
optical flow and appearance are processed in two parallel, distinct streams.
As our aim is to perform action detection in real-time, we employ real-time
optical flow (Fig. 4.1(b)) [23] to generate the flow images (Fig. 4.1(d)). As
an option, one can compute optical flow more accurately (Fig. 4.1(c)), using
Brox et al.’s [22] method. We thus train two different networks for the two OF
algorithms, while at test time only one network is used depending on whether
the focus is on speed rather than accuracy. Following the transfer learning
approach on motion vectors of [100], we first train the SSD network on accurate
flow results, to later transfer the learned weights to initialise those of the real-
time OF network. Performance would degrade whenever transfer learning was
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not used.
4.6 Early action prediction
As for each test video multiple tubes are built incrementally at each time step
t (§4.4), we can predict at any time instant the label of the whole video as the
label of the current highest-scoring tube, where the score of a tube is defined
as the mean of the tube boxes’ individual detection scores:
cˆ(t) = arg max
c
(
max
Tc
1
T
T∑
r=1
s(br)
)
. (4.2)
4.7 Experiments
We test our online framework on three separate challenging setups:
i) early action label prediction (§ 4.7.1);
ii) online spatiotemporal action detection over time (§ 4.7.2);
iii) an offline setting in which entire video is observed, so that the global spa-
tiotemporal action detection performance can be assessed (§ 4.7.3), including a
comparison with offline action detection methods.
In all settings we generate results by running our framework in five different
‘modes’:
1. Appearance (A) – only RGB video frames are processed by a single SSD;
2. Real-time flow (RTF) – optical flow images are computed in real-time [23]
and fed to a single SSD;
3. A+RTF : both RGB and real-time optical flow images are processed by
SSD in two separate streams;
4. Accurate flow (AF) optical flow images are computed as in [22], and
5. A+AF : both RGB and non-real-time optical flow frames [22] are used.
Modes 1), 2) and 3) run in real-time whereas modes 4) and 5)’s perfor-
mances are non-real-time (while still working incrementally), due to the rela-
tively higher computation time needed to generate accurate optical flow. Note
that all experiments are conducted in a fully online fashion, using the proposed
tube generation algorithm (§ 4.4).
In Section 4.7.4, we see how our online tube construction method contributes
to the overall performance of our method. Next, we ablate the contribution of
56
the different optical methods in Section 4.7.5. Lastly, we provide evidence of
real-time capability in Section 6.6.4.
As in the previous chapter and in previous related works [13,14,90,122] we
evaluate our model on the UCF101-24 [1] and J-HMDB-21 [10] benchmarks.
Please refer to Section 2.9 in Chapter 2 for more details on these dataset. We
also used ActivityNet [6] dataset to evaluate temporal action detection perfor-
mance, more details about the dataset are available in Section 2.9 in Chapter 2.
Evaluation metrics. For the early action label prediction (§ 4.7.1) and the
online action detection (§ 4.7.2) tasks we follow the experimental setup of [108],
and use the traditional detection metrics, such as AUC (area under the curve)
and mAP (mean average precision). We report performance as a function of
Video Observation Percentage, i.e., with respect to the portion (%) of the entire
video observed before predicting action label and location.
We also report a performance comparison with the relevant offline meth-
ods [13, 14, 90, 122] using the mean-average-precision (mAP) at various detec-
tion thresholds (δ), as explained in Section 2.10 in Chapter 2. Also, similarly
to the evaluation protocol for object detection in the Microsoft COCO [144]
dataset, we propose to use the “average detection performance” (avg-mAP) to
compare our performance with that of the previous state-of-the-art. To ob-
tain the latter, we first compute the video-mAPs at higher IoU thresholds (δ)
ranging [0.5 : 0.05 : 0.95], and then take the average of these video-mAPs.
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Figure 4.2: Early action label prediction results (accuracy %) over the UCF101-24
and J-HMDB-21 datasets.
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4.7.1 Early action label prediction
Here, we need to drive the inference (obtain the video action label) before the
action is over (see Section 4.6 for video-level score computation). Although
action tubes are computed by our framework frame by frame, we sample them
at 10 different time ‘check-points’ on each video, starting at 10% of the total
number of video frames and with a step size of 10%. We use the union-set and
boost fusion strategies (§ 4.3.2) for UCF101-24 and J-HMDB-21, respectively.
Fig. 4.2 compares the early action prediction accuracy of our approach with that
of [108], as a function of the portion (%) of video observed. Our method clearly
demonstrates superior performance, as it is able to predict the actual video label
by observing a very small portion of the entire video at a very initial stage. For
instance, by observing only the initial 10% of the videos in J-HMDB-21, we are
able to achieve a prediction accuracy of 48% as compared to 5% by Soomro et
al. [108], which is, in fact, higher than the 43% accuracy achieved by [108] after
observing the entire video. We do not run comparisons with the early action
prediction work by Ma et al. [50] for they only show results on ActivityNet [28],
as dataset which has only temporal annotations. The early prediction capability
of our approach is a sub-product of its being online, as in [108]: thus, we only
compare ourselves with Soomro et al. [108] re early action prediction results.
Compared to [108] we take one step further, and perform early label predic-
tion on the untrimmed videos of UCF101-24 as well (see Fig. 4.2). It can be
noted that our method performs much better on UCF101-24 than on J-HMBD-
21 at the prediction task. This relatively higher performance may be attributed
to the larger number of training examples, subject to more modes of variations,
present in UCF101-24, which improves the generalisation ability of the model
and prevents it from overfitting. Interestingly, we can observe that the perfor-
mances of the real-time (A + RTF) and non-real-time (A + AF) modalities are
quite similar, which suggests that accurate optical flow might be not so cru-
cial for action classification on UCF101-24 dataset, which strongly supports our
framework’s ambition to accurately solve the problem in real-world situations
in which real-time speed is required.
4.7.2 Spatiotemporal performance over time
Our action tubes are built incrementally and carry associated labels and scores
at each time step. At any arbitrary time t, we can thus compute the spatiotem-
poral IoU between the tubes generated by our online algorithm and the ground
truth tubes, up to time t.
Figure 4.3 plots the AUC curves against the observed portion of the video
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Figure 4.3: Online action detection results using the AUC (%) metric on J-HMDB-
21, at IoU thresholds of δ = 0.2, 0.5.
at different IoU thresholds (δ = 0.2 and 0.5) for the proposed approach versus
our competitor [108]. Our method outperforms [108] on online action detection
by a large margin at all the IoU thresholds and video observation percentage.
Notice that our online detection performance (Fig. 4.3) is a stable function of
the video observation percentage, whereas Soomro et al. [108]’s method needs
some ‘warm-up’ time to reach stability, and its accuracy slightly decreases at
the end. In addition, [108] only reports online spatial detection results on the
temporally trimmed J-HMDB-21 test videos, and their approach lacks temporal
detection capabilities.
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Figure 4.4: Action detection results using the mAP (%) metric on UCF101-24 and
J-HMDB-21, at IoU thresholds of δ = 0.2, 0.5.
Our framework, instead, can perform online spatiotemporal detection: to
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demonstrate this, we present results on the temporally untrimmed UCF101-24
test videos as well. In Figure 4.4 we report online spatial-temporal detection
results on UCF101-24 and JHMBD-21 using the standard mAP metric (not
reported in [108]). Interestingly, for UCF101-24, at a relatively smaller IoU
threshold (δ = 0.2) the performance gradually increases over time as more video
frames are observed, whereas at a higher IoU threshold (δ = 0.5) it slightly
degrades over time. A reason for this could be that UCF101-24 videos are
temporally untrimmed and contain multiple action instances, so that accurate
detection may be challenging at higher detection thresholds (e.g. δ = 0.5). If
temporal labelling is not very accurate, as required at high thresholds (δ = 0.5),
this might result in more false positives as the video progress, hence the observed
drop in performance over time.
Table 4.1: Action detection results (mAP) on UCF101-24 dataset in split1.
IoU threshold δ 0.2 0.5 0.75 avg-mAP
Yu et al. [122]‡ 26.5 – – –
Weinzaepfel et al. [13]‡ 46.8 – – –
Peng and Schmid [90]† 73.5 32.1 02.7 07.3
Saha et al. [14]† 66.6 36.4 07.9 14.4
Ours: Appearance (A)
∗
69.8 40.9 15.5 18.7
Ours: Real-time flow (RTF)
∗
42.5 13.9 00.5 03.3
Ours: A + RTF (boost-fusion)
∗
69.7 41.9 14.1 18.4
Ours: A + RTF (union-set)
∗
70.2 43.0 14.5 19.2
Ours: Accurate - flow (AF)
∗∗
63.7 30.8 02.8 11.0
Ours: A + AF (boost-fusion)
∗∗
73.0 44.0 14.1 19.2
Ours: A + AF (union-set)
∗∗
73.5 46.3 15.0 20.4
SSD+ [14] A + AF (union-set)† 71.7 43.3 13.2 18.6
‡ These methods were using different annotations to [14,90] and ours.
New annotations are available at https://github.com/gurkirt/corrected-UCF101-Annots
∗ Incremental & real-time ∗∗ Incremental, non real-time † Offline
4.7.3 Global spatiotemporal performance
To demonstrate the strength of our online framework, we compare as well its
absolute detection performances (avg-mAP after the video is fully observed) to
those of the previous offline competitors [13, 14, 90, 122]. To ensure a fair com-
parison with [14] (tube construction method presented in the previous chapter),
we evaluate their offline tube generation method using the detection of bounding
boxes produced by the SSD net.
Improvement over the top performers. Results on UCF101-24 are
reported in Table 4.1. In an online real-time setting we achieve an mAP of
70.2% compared to 66.6% reported by [14] at the standard IoU threshold of
δ = 0.2. In non-real time mode, we observe a further performance improvement
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of around 3.3%, leading to a 73.5% mAP, comparable to the 73.5 reported by
the current top performer [90]. The similar performance of our method (A+AF)
to [90] at δ = 0.2 suggests that SSD and the multi-region adaptation of Faster-
RCNN by [90] produce similar quality frame level detection boxes.
Performance under more realistic requirements. Our method signifi-
cantly outperforms [14,90] at more meaningful detection thresholds δ = 0.5 or
higher. For instance, we achieve a 46.2% mAP at δ = 0.5 as opposed to 32.1%
by [90] and 36.4% by [14], an improvement of 14% and 9.8%, respectively.
This attests the superiority of our tube building algorithm when compared to
those of [14, 90]. In fact, even in real time mode our pipeline (A + RTF) still
performs better than both [14,90] at δ = 0.5 or higher.
It is important to note that, our proposed fusion method (union-set-fusion)
significantly outperforms boost-fusion proposed by [14] on UCF101-24 dataset
(see Table 4.1). UCF101-24 includes many co-occurring action instances, we can
infer that the union-set fusion strategy improves the performance by providing
a larger number of high confidence boxes from either the the appearance or the
flow network. When a single action is present in each video, as in J-HMDB,
boost-fusion perform better (Table 4.2). In the Table 4.3, we present a complete
class-wise performance comparison of the two fusion strategies on both datasets.
Table 4.2: Action detection results (mAP) on J-HMDB-21.
IoU threshold δ 0.2 0.5 0.75 avg-mAP
Gkioxari and Malik [8]† – 53.3 – –
Wang et al. [132]† – 56.4 – –
Weinzaepfel et al. [13]† 63.1 60.7 – –
Saha et al. [14]† 72.6 71.5 43.3 40.0
Peng and Schmid [90]† 74.1 73.1 – –
Ours: Appearance (A)
∗
60.8 59.7 37.5 33.9
Ours: Real-time flow (RTF)
∗
56.9 47.4 20.2 19.3
Ours: A + RTF (union-set)
∗
66.0 63.9 35.1 34.4
Ours: A + RTF (boost-fusion)
∗
67.5 65.0 36.7 38.8
Ours: Accurate - flow (AF)
∗∗
68.5 67.0 38.7 36.1
Ours: A + AF (union-set)
∗∗
70.8 70.1 43.7 39.7
Ours: A + AF (boost-fusion)
∗∗
73.8 72.0 44.5 41.6
SSD+ [14] A + AF (boost-fusion)† 73.2 71.1 40.5 38.0
∗ Incremental & real-time ∗∗ Incremental, non real-time † Offline
Evaluation on J-HMDB-21. Table 4.2 reports action detection results
averaged over the three splits of J-HMDB-21, and compares them with those to
our closest (offline) competitors. Our framework outperforms the multi-stage
approaches of [8,13,132] in non-real-time mode at the standard IoU threshold
of 0.5, while it attains figures very close to those of [14,90] (73.8 versus 74.1 and
72.6, respectively) approaches, which make use of a two-stage Faster-RCNN.
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Once again it is very important to point out that [90] employs a battery
of frame-level detectors, among which one based on strong priors on human
body parts. Our approach does not make any prior assumption on the ob-
ject(s)/actor(s) performing the action of interest, and is thus arguably more
general-purpose.
4.7.4 Relative contribution of tube generation and SSD
As anticipated we evaluated the offline tube generation method of [14] using
the detection bounding boxes produced by the SSD network, to both provide a
fair comparison and to understand each component’s influence on performance.
The related results appear in the last row of Table 4.1 and Table 4.2. Similar
comparison is shown in Table 4.3, it shows that most of the classes benifit from
proposed tube construction method 4.4.
From comparing the figures in the last two rows of both tables it is apparent
that our online tube generation performs better than the offline tube generation
of [14], especially providing significant improvements at higher detection thresh-
olds for both datasets. We can infer that the increase in performance comes
from both the higher-quality detections generated by SSD, as well as our new
online tube generation method. The fact that our tube generation is online,
greedy and outperforms offline methods, so it suggests that offline approaches
have a big room for improvements.
The reason for not observing a big boost with use of SSD on J-HMDB-21
maybe due to its relatively smaller size, which does not allow us to leverage on
the expressive power of SSD models. Nevertheless, cross-validating the CNNs’
hyper-parameters (e.g. learning rate), might lead to further improvements there
as well.
4.7.5 Contribution of the flow stream
The optical flow stream (§ 4.5) is an essential part of the framework. Fusing the
real-time flow stream with the appearance stream (A+RTF mode) on UCF101-
24 leads to a 2.1% improvement at δ = 0.5. Accurate flow adds a further 3.3%.
A similar trend can be observed on J-HMDB-21, where A+RTF gives a 5%
boost at δ = 0.5, and the A+RTF mode takes it further to 72%. It is clear from
Table 4.1 and Table 4.2 that optical flow plays a much bigger role on the J-
HMDB-21 dataset as compared to UCF101-24. Real-time OF does not provide
as big a boost as accurate flow, but still pushes the overall performance towards
that of the top competitors, with the invaluable addition of real-time speed.
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Table 4.3: Spatiotemporal action detection results (video APs in %) on UCF101-
24 at δ = 0.2 along with class-wise statistics about UCF101-24 dataset in first two
rows (number of action instance per video and action instance duration compared
to video duration). All 24 classes are presented in following order: Basketball (1-
BB), BasketballDunk (2-BD), Biking (3-BK), CliffDiving (4-CD), CricketBowling
(5-CB), Diving (6-DV), Fencing (7-FC), FloorGymnastics (8-FG), GolfSwing (9-
GS), HorseRiding (10-HR), IceDancing (11-ID), LongJump (12-LJ), PoleVault (13-
PV), RopeClimbing (14-RC), SalsaSpin (15-SS), SkateBoarding (16-SB), Skiing (17-
SK), Skijet (18-SI), SoccerJuggling (19-SJ), Surfing (20-SF), TennisSwing (21-TS),
TrampolineJumping (22-TJ), VolleyballSpiking (23-VS), and WalkingWithDog (24-
WD)
Actions 1-BB 2-BD 3-BK 4-CD 5-CB 6-DV 7-FC 8-FG
Number of Actions/Video 1.0 1.0 1.8 1.0 1.1 1.0 2.4 1.0
Action/Video duration (ratio) 0.34 0.59 0.70 0.64 0.36 0.65 0.89 1.00
Saha et al. [14] 39.6 49.7 66.9 73.2 14.1 93.6 85.9 99.8
Ours-Appearance (A) 43.0 67.4 75.8 67.2 50.5 100.0 88.5 97.9
Ours-A + RTF (boost-fusion) 42.2 69.0 71.7 73.1 41.3 100.0 87.6 99.1
Ours-A + RTF (union-set) 42.0 64.6 73.7 75.2 41.5 100.0 86.5 97.9
Ours-A + AF (boost-fusion) 45.0 86.4 67.6 78.2 44.2 100.0 89.8 99.9
Ours-A + AF (union-set) 43.9 81.6 73.6 73.7 49.0 100.0 90.2 97.9
SSD+ [14] A + AF (union-set) 43.2 78.5 65.8 72.0 43.6 100.0 86.1 98.1
Actions 9-GS 10-HR 11-ID 12-LJ 13-PV 14-RC 15-SS 16-SB
Number of Actions/Video 1.0 1.0 2.3 1.0 1.1 1.0 4.9 1.0
Action/Video duration (ratio) 1.00 0.95 0.86 0.53 0.30 0.65 0.31 0.84
Saha et al. [14] 68.3 94.1 63.1 57.2 75.1 89.6 31.1 85.1
Ours-Appearance (A) 59.9 95.9 56.5 59.7 80.8 93.4 36.9 86.1
Ours-A + RTF (boost-fusion) 64.3 96.0 72.8 68.8 72.7 94.5 19.7 85.6
Ours-A + RTF (union-set) 62.1 96.0 77.6 69.7 76.1 96.1 22.2 87.4
Ours-A + AF (boost-fusion) 65.8 96.0 74.0 81.4 80.3 95.8 23.1 88.3
Ours-A + AF (union-set) 62.0 96.0 76.3 82.9 82.7 98.1 25.7 87.8
SSD+ [14] A + AF (union-set) 61.3 96.0 60.6 83.4 84.6 98.6 20.1 88.4
Actions 17-SK 18-SI 19-SJ 20-SF 21-TS 22-TJ 23-VS 24-WD
Number of Actions/Video 1.0 1.0 1.1 1.6 1.3 2.5 1.1 1.1
Action/Video duration (ratio) 0.67 0.95 0.85 0.98 0.81 1.00 0.34 1.00
Saha et al. [14] 79.6 96.1 89.1 63.2 33.6 52.7 20.9 75.6
Ours-Appearance (A) 78.6 94.6 71.0 65.4 37.6 59.4 24.8 83.7
Ours-A + RTF (boost-fusion) 78.8 89.9 82.1 62.1 31.7 57.7 27.0 83.2
Ours-A + RTF (union-set) 81.0 87.1 82.4 62.1 37.4 59.4 21.7 85.1
Ours-A + AF (boost-fusion) 80.0 91.1 93.1 65.4 38.7 57.4 28.3 84.3
Ours-A + AF (union-set) 81.8 93.2 93.0 65.8 38.2 58.5 26.1 86.9
SSD+ [14] A + AF (union-set) 82.0 93.5 92.7 61.1 38.8 56.8 30.7 86.6
We also report an ablation study of the online spatiotemporal action de-
tection performance on UCF101-24 dataset. Table 4.3 shows the class-specific
video AP (average precision in %) for each action category of UCF101-24 gen-
erated by the appearance (A) model, appearance plus real-time flow (A & RTF
) fusion model and appearance plus accurate flow (A & AF ) fusion model.
Results are generated at a spatiotemporal overlap threshold of δ = 0.2 in Ta-
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ble 4.3. For 12 out of 24 action classes, our appearance plus accurate flow fusion
technique gives the best APs. The appearance-based detection network alone
achieves the best APs for three classes: “HorseRiding”, “Surfing” and “Fenc-
ing”. It is worth noting that for action classes “HorseRiding” and “Fencing”,
appearance cues such as “horse” and “fencing player with white dress” are the
most discriminative features. Whereas, in action class “Surfing”, sea motion
might be preventing the flow networks from learning discriminative features.
A difference between the two fusion strategies can be observed (Table 4.3) in
classes with multiple actors, such as “IceDancing”, “SalsaSpin” and “Biking”.
There, union-set fusion exhibits a significant improvement when compared with
boost-fusion strategy.
Difficult classes. “Basketball”, “CricketBowling”, “VolleyballSpiking” and
“TennisSwing” are the most difficult classes. Most of the “Basketball” training
videos have at least one actor (basketball player) present in the video. The
“Basketball” action, however, is performed within a small temporal extent. As
temporal detection is difficult, action categories with a relatively large number
of temporally untrimmed test videos such as “CricketBowling” , “Volleyball-
Spiking” and “TennisSwing” show lower APs. Further, running (during the
“CricketBowling” action) is not considered as a part of the action which makes
it even more difficult to detect. “VolleyballSpiking” videos contain many poten-
tial actors (Volleyball players) which are difficult to distinguish. It is clear from
the above pieces of evidence that, it is necessary to re-train network using a
background frame, which is not done. To achieve that we would need to modify
the cost function of SSD to accept an image without any positive instance. At
the moment it requires at least one positive instance present in any video frame.
Easy classes. “FloorGymnastics”, “HorseRiding” and “SoccerJuggling”
are the easiest classes to detect, possibly because these classes contain mostly
one actor at a time and have salient appearance features. An example, consider
the presence of a horse in the “HorseRiding” class.
Dataset statistics of UCF101-24 dataset. The first two rows of Ta-
ble 4.3 shows class-wise statistics on the UCF101-24 dataset. The number of
action instances per video is shown in the first row, averaged over test-list of
split 1. The duration of action instance compared with the duration of the video
is shown in the second row, averaged over test-list of split 1. It is clear that the
most difficult classes are those which span a shorter fraction of the entire video
duration.
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4.7.6 Test time detection speed
To support our claim to real time capability, we report the test time detection
speed of our pipeline under all three types of input A (RGB), A+RTF (real-time
flow), A + AF (accurate flow) in Table 4.4. These figures were generated using a
desktop computer with an Intel Xeon CPU@2.80GHz (8 cores) and two NVIDIA
Titan X GPUs. Real-time capabilities can be achieved by either not using
optical flow (using only appearance (A) stream on one GPU) or by computing
real-time optical flow [23] on a CPU in parallel with two CNN forward passes
on two GPUs. For action tube generation (§ 4.4) we ran 8 CPU threads in
parallel for each class. We used the real-time optical flow algorithm [23] in a
customised setting, with a minimum number of pyramid levels set to 2 instead
of 3, and patch overlap 0.6 rather than 0.4. OF computation averages ∼ 7 ms
per image.
Table 4.4 also compares our detection speed to that reported by Saha et
al. [14] (see Chapter 3). With an overall detection speed of 40 fps (when using
RGB only) and 28 fps (when using also real-time OF), our framework is able to
detect multiple co-occurring action instances in real-time while retaining very
competitive performance.
Table 4.4: Test time detection speed.
Framework modules A A+RTF A+AF [14]
Flow computation (ms∗) – 7.0 110 110
Detection network time (ms∗) 21.8 21.8 21.8 145
Tube generation time (ms∗) 2.5 3.0 3.0 10.0
Overall speed (fps∗∗ ) 40 28 7 4
∗ ms - milliseconds ∗∗ fps - frame per second.
4.7.7 Qualitative results
Fig. 4.5 and 4.6 show qualitative results of spatiotemporal action detection on
temporally untrimmed “Fencing” and “Surfing” action sequences taken from
UCF101-24 test-set. Fig. 4.7 shows sample early action label prediction and
online action detection qualitative results on the J-HMDB-21 dataset. Fig. 4.8
provides additional evidence on the action detection performance of our method
on UCF101-24 dataset.
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Figure 4.5: Sample spatiotemporal action detection results on a “Fencing” action
sequence taken from UCF101-24 test-set. The detected action tubes are plotted in 3D
and drawn in different colour indicating 3 different action instances. The ground-truth
temporal duration of each action instance is shown by the coloured bars. Note that
the temporal duration of the detected and the ground-truth tubes are closely matched
(with good temporal overlaps).
4.8 Summary and limitations
Summary: We presented a first and novel online framework for action de-
tection and prediction able to address the challenges involved in concurrent
multiple human action recognition, spatial detection and temporal detection, in
real-time. Thanks to an efficient deep learning strategy for the simultaneous de-
tection and classification of region proposals and a new incremental action tube
generation approach, our method achieves superior performances compared to
the previous state-of-the-art on early action prediction and online detection,
while outperforming the top offline competitors, in particular at high detection
overlap. Its combination of high accuracy and fast detection speed at test time
paves the way for its application to real-time applications such as autonomous
driving, human-robot interaction and surgical robotics, among others.
In summary, we present a holistic framework for the real-time, online spatial
and temporal detection of multiple action instances in videos which:
• incorporates the SSD [21] neural architecture to improve the speed to predict
frame-level detection boxes and the associated action class-specific confidence
scores, in a single-stage regression and classification approach (§ 4.3);
• devises an original, greedy online algorithm capable of generating multiple
action tubes incrementally (§ 4.4 - Fig. 4.1(g));
• provides early action class label predictions (§ 4.6) and online spatiotempo-
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Figure 4.6: Sample spatiotemporal action detection results on a “Surfing” action
sequence taken from UCF101-24 test-set. The detected action tubes are plotted in 3D
and drawn in different colour indicating 3 different action instances. The ground-truth
temporal duration of each action instance is shown by the coloured bars. Note that
the temporal duration of the detection and the ground-truth tubes are closely matched.
ral detection (§ 4.4) from partially observed action instances in untrimmed
videos;
• functions in real-time, while outperforming the previous (offline) state of the
art on the untrimmed videos of UCF101-24 dataset.
Limitations: as for the previously illustrated offline action tubes detection
method, the proposed online method retains the same limitations in terms of
temporal reasoning, for the latter is limited to the tube construction method
(§ 4.4) and the optical flow stream (§ 4.3.2).
Looking ahead: in the next chapter, we propose to solve these limitations
by devising a closer-to-optimal formulation for the entire action tube detection
problem. We propose to address tube detection by dividing it into a set of sub-
problems, in which the detection of a ‘micro-tube’ from a small set of consecutive
frames is one of the sub-problems. As shown in Chapter 5, the proposed solution
also helps with the linking formulation.
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prediction improved as more video frames were observed 
brush-hair climb-stairs climb-stairs climb-stairs climb-stairs
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Video observed = 70% Video observed = 100%
Figure 4.7: Sample early action label prediction and online action detection results
on J-HMDB-21 dataset. (a) and (b) show prediction results of 2 different test videos
with ground-truth action labels ‘climb-stairs’ and ‘pick’ respectively. Each video and
its corresponding space-time detection tube were plotted in 3D at different time points
(i.e., % of video observed). Detection tubes are drawn in two different colours to
indicate the wrong early label prediction and the improved prediction as more video
frames were observed in time. Below the 3D plot, the predicted action labels for the
same video at different time points are overlaid on the corresponding video frames in
which the green box depicts the ground-truth and red depicts the predicted bounding
box.
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Figure 4.8: Sample action detection results on UCF101-24. Each row represents
a UCF101-24 test video clip. Ground-truth bounding boxes are drawn in green and
detection boxes are in red.
Part II : Micro-tubes for Action Detection and Future Prediction of
Tubes
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Chapter 5
Transition Matrix Network for
Flexible Micro-tube Proposal
Generation
5.1 Introduction
A frame-level action detection approach, such as those presented in the previous
two chapters, are sub-optimal for long term action tube detection, for they do
not allow any feature-level interaction across frames.
In this chapter we take two steps towards a truly optimal solution of the
action detection problem by considering video-level region proposals formed by
a pair of bounding boxes spanning two successive video frames at an arbitrary
temporal interval ∆. This allows us to learn a feature representation from pairs
of video frames, unlike the single frame-based approaches of Chapter 3 and
Chapter 4. It is quite easy to stack multiple frames and pass them through a
CNN, but we also need to solve the feature-level correspondence problem, so
that we can take features from both frames into account with respect to the
reference anchor boxes. Unlike frame-based actor/object detectors, we need
reference anchor boxes to span multiple frames.
5.1.1 AMTNet - 3D proposals for micro-tube detection
3D proposals can be created by extending 2D frame-level anchors/proposals in
the temporal dimension. The networks will then learn a feature representa-
tion from pairs of video frames, allowing them to implicitly learn the temporal
correspondence between inter-frame action regions (bounding boxes). As a re-
sult, they can predict action micro-tubes [24], i.e., temporally linked frame-level
detections for short sub-sequences of a test video clip. We call the resulting
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architecture an action micro-tube network (AMTNet) [24]. In the following we
demonstrate that AMTNet does improve performance in comparison with a
frame-based approach by a large margin.
A major concern with AMTNet is that action proposals are generated by
extending 2D object proposals (anchor/prior boxes for images) [21, 81] to 3D
proposals (anchor cuboids spanning multiple frames) (see Fig. 5.1(a)). These
3D anchor cuboids may be suitable for “static” actions (e.g. “handshake” or
“clap”, in which the spatial location of the actor(s) does not vary over time,
see Figure 5.1(c)), but are most inappropriate for “dynamic” ones (e.g. “horse
riding”, “skiing”). Figure 5.1(a) underscores this issue. In the remainder of the
chapter we thus illustrate a way to handle this problem. However, towards the
end of this chapter, we show evidence that, even considering these issues, the
anchor cuboid-based AMTNet possesses multiple advantages, and improves on
the single frame-based approaches presented in the previous chapters.
(a) (b)
anchorcuboid ground-truthmicro-tube
Time t
anchormicro-tube ground-truthmicro-tube
Time t Time t
anchor cuboid ormicro-tube ground-truthmicro-tube
(c)
Figure 5.1: Illustrating the key limitation of anchor cuboids using a “dynamic” action
such as “horse riding”. (a) A horse rider changes its location from frame ft to
ft+∆ as shown by the ground truth bounding boxes (in green). As anchor cuboid
generation [15,24] is constrained by the spatial location of the anchor box in the first
frame ft, the overall spatiotemporal IoU overlap between the ground-truth micro-tube
and the anchor cuboid is relatively low. (b) In contrast, anchor micro-tube proposal
generator is much more flexible, as it efficiently explores the video search space via an
approximate transition matrix estimated according to a hidden Markov model (HMM)
formulation. As a result, the anchor micro-tube proposal (in blue) generated by the
proposed model exhibits higher overlap with the ground-truth. (c) For “static” actions
(such as “clap”) in which the actor does not change location over time, anchor cuboid
and anchor micro-tubes have the same
5.1.2 TraMNet - Flexible 3D proposals
We observed in Figure 5.1 that anchor cuboids are limiting for dynamic actions.
However, the video proposal search space (O(nf )) is much larger than the image
proposal search space (O(n)), where n is the number of anchor boxes per frame
and f is the number of video frames considered.
As a next step, we thus propose a flexible micro-tube proposal generation
method which allows us to explore the video search space efficiently via an
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approximate transition matrix. Such transition matrix encodes the probability
of a temporal link between an anchor box at time t and one at t + ∆, and is
estimated within the framework of discrete state/continuous observation hidden
Markov models (HMMs, see Section 5.4) [145]. Here, the hidden states are the
2D bounding-box coordinates [xmin, ymin, xmax, ymax]
′ of each anchor box from
a (finite) hierarchy of fixed grids at different scales. Anchor micro-tubes are
not bound to be of strictly cuboidal shape (as in [15, 16, 24]), thus resulting
in a higher IoU overlap with the ground-truth (see the anchor micro-tubes in
Figure 5.1(b)), specifically for instances where the spatial location of the actor
changes significantly from ft to ft+∆ in a training pair. We thus propose a novel
configurable deep neural network architecture (see Fig. 5.2), which leverages
high-quality micro-tubes shaped by learnt anchor transition probabilities. We
call it the transition matrix network (TraMNet).
In Section 5.4.3 we show that AMTNet is special case of TraMNet , i.e., a
TraMNet can be converted into an AMTNet by replacing the learnt probabilistic
transition matrix with the identity matrix.
To validate these notions we produced a new action detection dataset which
is a “transformed” version of UCF101-24 [1], in which we force action instances
to be dynamic (i.e., to change their spatial location significantly over time) by
introducing random translations in the 2d spatial domain. We show that our
proposed action detection approach outperforms the baseline AMTNet method
when trained and tested on this transformed dataset.
5.1.3 Handling sparse annotations
The previous action detection methods such as as [15,16] require dense ground-
truth annotation for network training: bounding-box annotation is required
for k consecutive video frames, where k is the number of frames in a training
example. Kalogeiton et al. [15] use k = 6 whereas for Hou et al. [16] k =
8. Generating such dense bounding box annotation for long video sequences
is highly expensive and impractical [11, 125]. The latest generation action
detection benchmarks DALY [125] and AVA [11], in contrast, provide sparse
bounding-box annotations. More specifically, DALY has 1 to 5 frames bounding
box annotation per action instance, irrespective of the duration of an instance,
whereas AVA only has one frame annotation per second. This motivates the
design of a deep network capable of handling sparse annotations, while still
being able to predict micro-tubes over multiple frames.
Unlike [15,16], AMTNet uses pairs of successive frames (ft, ft+∆), thus elim-
inating the need for dense training annotation when ∆ is large (e.g., ∆ =
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{5, 10, 21}) or arbitrary as in DALY [125]. If the spatiotemporal IoU (Intersec-
tion over Union) overlap between ground-truth micro-tube and action proposal
could be improved (cf. Fig. 5.1), such a network would be able to handle sparse
annotation (e.g., pairs of frames which are ∆ = 21 apart). Indeed, the use
of pairs of successive frames (ft, ft+∆), in combination with the flexible anchor
proposals introduced here, is arguably more efficient than any other state-of-
the-art method [3, 16, 24] in handling sparse annotations (e.g. DALY [125] and
AVA [11]), which we quantitatively demonstrate later in the chapter.
Related publications: The AMTNet work presented in this chapter ap-
peared in ICCV 2017 [24]. The dissertation author was the main co-investigator
in [25]. Here, we present multiple improvements over the original work [24],
namely: i) we incorporate the SSD architecture to keep the pipeline real-time,
as compared to the Faster R-CNN used in [24]; ii) we adopt the online tube
construction method [9] of Chapter 4 because of its performance and its online
processing capabilities. The TraMNet work presented in this chapter appeared
in ACCV 2018 [25]. The dissertation author was the primary investigator in
[25].
Outline: The remainder of the chapter is organised as follows. We start by
presenting an overview of our TraMNet based action detection approach in Sec-
tion 5.2. In Section 5.3, we introduce the base network architecture used for
feature learning. We cast the action proposal generation problem in a hidden
Markov model (HMM) formulation (§ Section 5.4), and introduce an approx-
imate estimation of the HMM transition probability matrix using a heuristic
approach (§ Section 5.4.1). In Section 5.5, a configurable pooling layer archi-
tecture is presented which pools convolutional features from the regions in the
two frames linked by the estimated transition probabilities. Finally, the output
layers of the network (i.e., the micro-tube regression and classification layers)
are described in Section 5.5.2. Next, we report the experimental validation of
the proposed model in Section 5.7 from both qualitative and quantitative per-
spective. Finally, we present a summary and comparison among AMTNet and
TraMNet in Section 5.8.
5.2 Overview of the approach.
The network architecture of AMTNet and TraMNet builds on the architectural
components of SSD [21] (Fig. 5.2). The proposed network takes as input a
pair of successive video frames ft, ft+∆ (where ∆ is the inter-frame distance)
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Figure 5.2: Overview of our proposed TraMNet at training time.
(Fig. 5.2 (a)) and propagates these frames through a base network comprised
of two parallel CNN networks (§ 5.3 Fig. 5.2 (b)), which produce two sets
of p conv feature maps Ktp and K
t+∆
p forming a pyramid (Fig. 5.2 (c)). These
feature pyramids are used by a configurable pooling layer (§ 5.5 and Fig. 5.2 (d))
to pool features based on the transition probabilities defined by a transition
matrix A, probabilistic matrix for TraMNet (§ 5.4.1) and identity matrix for
AMTNet (§ 5.4.3). The pooled convolutional features are then stacked (§ 5.5
and Fig. 5.2 (e)), and the resulting feature vector is passed to two parallel
fully connected (linear) layers (one for classification and another for micro-tube
regression, see § 5.5.2 and Fig. 5.2 (f)), which predict the output micro-tube
and its classification scores for each class C.
Each training mini-batch is used to compute the classification and micro-
tube regression losses given the output predictions, ground truth and anchor
micro-tubes. We call our network “configurable” because the configuration of
the pooling layer (see Fig. 5.2 (d)) depends on the transition matrices A, and
can be changed by altering the threshold applied to A (see Section 5.5.1) or by
replacing the transition matrices with a new one for another dataset or having
a different transition matrices at test time (see § 5.5.3).
5.3 Base network
The base network takes as inputs a pair of video frames (ft, ft+∆) and propagates
them through two parallel CNN streams (cf. Fig. 5.2 (b)). In Fig. 5.3 (a), we
show the network diagram of one of the CNN streams; the other follows the
same design.
The network architecture is based on that of the Single-Shot-Detector (SSD) [21].
The CNN stream outputs a set of P convolutional feature maps Kp, p =
{1, 2, ..., P = 6} (feature pyramid, cfr. Fig. 5.3 (b)) of shape [H ′p ×W ′p × Dp],
where H ′p, W
′
p and Dp are the height, width and depth of the feature map
at network depth p, respectively. The feature maps are extracted at different
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VGG-16
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transition
matrices
Figure 5.3: Base network architecture. (a) SSD convolutional layers; (b) the corre-
sponding convolutional feature maps outputted by each convolution layer; (c) r anchor
boxes with different aspect ratios assigned to cell location c5 of the 3× 3 feature map
grid; (d) transition matrices for the P feature map grids in the pyramid, where P = 6.
depths p = {1, 2, ..., 6} of the network. For P = 6, the convolutional feature
map spatial dimensions are H ′ = W ′ = {38, 19, 10, 5, 3, 1}, respectively. The
feature maps at the lower depth levels (i.e., p = 1, 2 or 3) are responsible for
encoding smaller objects/actions, whereas feature maps at higher depth levels
encode larger actions/objects. For each cell location cij of [H
′
p ×W ′p] feature
map grid Cp, r anchor boxes (each with different aspect ratio or scale) are as-
signed where rp = {4, 6, 6, 6, 4, 4}. E.g. at each cell location of the 3× 3 grid in
the pyramid, 4 anchor boxes are produced (Fig. 5.3 (c)), resulting in a total of
3×3×4 = 36 anchor boxes. These anchor boxes, assigned for all P = 6 distinct
feature map grids, are then used to generate action proposal hypotheses based
on the transition probability matrix, as explained below.
Note that the proposed framework is not limited to any particular base
network architecture, and is flexible enough to accommodate any latest 3D
networks [17,57,146] or single-stage object detectors [146,147].
5.4 HMM-based action proposal generation
A hidden Markov model (HMM) models a time series of (directly measurable)
observations O = {o1,o2, ...,oT}, either discrete or continuous, as randomly
generated at each time instant t by a hidden state qt ∈ Q = {q1,q2, ...,qN},
whose series form a Markov chain, i.e., the conditional probability of the state
at time t given q1, ...,qt−1 only depends on the value of the state qt−1 at time
t− 1. The whole information on the time series’ dynamics is thus contained in
a transition probability matrix A = [pij; i, j = 1, .., n], where pij = P (qj|qi) is
the probability of moving from state i to state j, and
∑N
j=1 pij = 1 ∀i.
In our setting, a state qn is a vector containing the 2D bounding-box coordinates
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of one of the anchor boxes [xamin, y
a
min, x
a
max, y
a
max]
′ in one of the grids forming the
pyramid (§ 5.3). The transition matrix encodes the probabilities of a temporal
link existing between an anchor box (indexed by i) at time t and another anchor
box (indexed by j) at time t + ∆. The continuous observations ot, t = 1, ..., T
are the ground-truth bounding boxes, so that O corresponds to a ground-truth
action tube.
In hidden Markov models, observations are assumed to be Gaussian dis-
tributed given a state qi, with mean o
i
µ and covariance Q
i
Σ. After assuming an
appropriate distribution for the initial state, e.g. P (q0) ∼ N (0, I), the transi-
tion model A = [P (qj|qi)] allows us to predict at each time t the probability
P (qt|O1:t) of the current state given the history of previous observations, i.e.,
the probability of each anchor box at time t given the observed (partial) ground-
truth action tube. Given a training set, the optimal HMM parameters (A, oiµ
and QiΣ for i = 1, ..., N) can be learned using standard expectation maximisa-
tion (EM) or the Baum-Welch algorithm, by optimising the likelihood of the
predictions P (qt|O1:t) produced by the model.
Once training is done, at test time, the mean oqˆtµ of the conditional distri-
bution of the observations given the state associated with the predicted state
qˆt
.
= arg maxi P (qi|O1:t) at time t can be used to initialise the anchor boxes
for each of the P CNN feature map grids (§ 5.3). The learnt transition matrix
A can be used to generate a set of training action proposals hypotheses (i.e.,
anchor micro-tubes, Fig. 5.1). As in our case the mean vectors oiµ, i = 1, ..., N
are known a-priori (as the coordinates of the anchor boxes are predefined for
each feature map grid, § 5.3), we do not allow the M-step of EM algorithm to
update Qµ = [o
i
µ, i = 1, ..., N ]. Only the covariance matrix QΣ is updated.
5.4.1 Approximation of the HMM transition matrix
Although the above setting perfectly formalises the anchor box-ground truth
detection relation over the time series of training frames, a number of com-
putational issues arise. At training time, some states (anchor boxes) may not
be associated with any of the observations (ground-truth boxes) in the E-step,
leading to zero covariance for those states. Furthermore, for a large number of
states (in our case N = 8732 anchor boxes), it takes around 4 days to complete
a single HMM training iteration.
In response, we propose to approximate the HMM’s transition probability
matrix A with a matrix Aˆ generated by a heuristic approach explained below.
The problem is to learn a transition probability, i.e., the probability of a tem-
poral link (edge) between two anchor boxes {bat , bat+∆} belonging to two feature
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map grids Ctp and C
t+∆
p′ . If we assume that transitions only take place between
states at the same level p = p′ of the feature pyramid, the two sets of anchor
boxes Btp = {bat1 , ..., batN} and Bt+∆p = {ba(t+∆)1 , ..., b
a
(t+∆)N
} belonging to a pair of
grids {Ctp,Ct+∆p } are identical, namely: Btp = Bt+∆p .= Bp = {bai , i = 1, ..., N},
allowing us to remove the time superscript. Recall that each feature map grid
Cp has spatial dimension [H
′
p ×W ′p].
We compute a transition probability matrix Aˆp individually for each grid
level p, resulting in p such matrices of shape [(H ′p)
2 × (W ′p)2] (see Fig. 5.3 (d)).
For example, at level p = 5 we have a 3 × 3 feature map grids, so that the
transition matrix Aˆp will be [3
2 × 32]. Each cell in the grid is assigned to rp
anchor boxes, resulting in n = H ′p×W ′p× rp total anchor boxes per grid (§ 5.3).
Note that here we are interested in learning a transition probability between two
anchor boxes belonging to two different cell locations in the grid, thus further
reducing the search space complexity from O(nf ) to O(Lf ) where, L is the
number of cell locations in a grid.
5.4.2 Transition matrix computation for TraMNet
Initially, all entries of the transition matrix are set to zero: Aˆ[i, j] = 0. Given a
ground-truth micro-tube mg = {bgt , bgt+∆} (a pair of temporally linked ground-
truth boxes [24]), we compute the IoU overlap for each ground-truth box with all
the anchor boxes Bp in the considered grid, namely: IoU(bgt ,Bp) and IoU(bgt+∆,Bp).
We select the pair of anchor boxes ma = {bai , baj} (which we term anchor micro-
tube) having the maximum IoU overlap with mg, where i and j are two cell
locations. If i = j (the resulting anchor boxes are in the same location) we get
an anchor cuboid, otherwise a general anchor micro-tube.
It is repeated for all P feature map grids Cp to select the anchor micro-
tube map with the highest overlap. The best match anchor micro-tube m
a
pˆ for a
given ground-truth micro-tube mg is selected among those P , and the transition
matrix is updated as follows: Aˆ[i, j] = Aˆ[i, j]+1. The above steps are repeated
for all the ground-truth micro-tubes in a training set. Finally, each row of the
transition matrix Aˆ is normalised by dividing each entry by the sum of that
row.
Fig. 5.4 plots the transition matrix Aˆp for p = 4 (a feature map grid 5× 5), for
different values of ∆. As explained in the following, the configurable pooling
layer employs these matrices to pool convolutional features for action proposal
classification and regression.
Although our approach learns transition probabilities for anchor boxes be-
longing to the same feature map grid Cp, we realise that the quality of the
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Figure 5.4: (a) Transition matrix for a 5× 5 feature map grid (p = 4) for different
∆ values. As ∆ increases, off-diagonal probability values also increase, indicating
a need for anchor micro-tubes rather than anchor-cuboids. (b) Top - Monte Carlo
sampling of transition hypotheses (i, j) ∈ Cp × Cp based on uniformly sampling the
[0, 1] range. Bottom - our anchor micro-tube sampling scheme, based on thresholding
the transition probabilities p(i|j), is also stochastic in nature and emulates Monte
Carlo sampling. The blue line denotes the threshold and the shaded area above the
threshold line shows the sampling region, a subset of the product grid Cp ×Cp.
resulting action proposals could be further improved by learning transitions be-
tween anchors across different levels of the pyramid. As the feature dimension of
each map varies in SSD, e.g. 1024 for p = 2 and 512 for p = 1, a more consistent
network such as FPN [146] with ResNet [148] would be a better choice as base
architecture. Here we stick to SSD to produce a fair comparison with [9,15,24],
and leave this extension to future work.
5.4.3 Identity matrix for AMTNet
As explained in the introduction and overview, the AMTNet is a sub-case of
TraMNet. We can implement AMTNet by replacing the transition matrix in
TraMNet by an identity, i.e.
Aˆ[i, j] =
1 if i == j0 otherwise. (5.1)
In all of our experiment on AMTNet [24], we use similar implementation and
hyperparameters as for TraMNet.
5.5 Configurable pooling layer
The SSD [21] network uses convolutional kernels of dimension [3 × 3 × D] as
classification and regression layers (called classification and regression heads).
More specifically, SSD uses r × 4 kernels for bounding box regression (recall
r anchor boxes with different aspect ratios are assigned to each cell location
(§ 5.3)) and (C+1)×r kernels for classification over the p convolutional feature
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maps (§ 5.3). This is fine when the number of proposal hypotheses is fixed (e.g.,
for object detection in images, the number of anchor boxes is set to 8732). In
our setting, however, the number of proposals varies depending upon the cardi-
nality |Aˆp| of the transition matrix (§ 5.4.1). Consequently, it is more principled
to implement the classification and regression heads as fully connected layers
(see Fig. 5.2 (f)). If we observe consistent off-diagonal entries in the transi-
tion matrices (e.g. lots of cells moving one step in the same direction), we could
perform pooling as convolution feature map stacking with padding to allow spa-
tial movement. However, transition matrices are empirically extremely sparse
(e.g., there are only 25 and 1908 off-diagonal non-zero entries in the transition
matrices at ∆ equal to 4 and 20, respectively, on the UCF101-24 dataset).
5.5.1 Anchor micro-tube sampling
Each transition matrix is converted into a binary one by a threshold so that the
cardinality of the matrix depends not only on the data but also on the transition
probability threshold. Our transition matrix-based anchor micro-tube sampling
scheme is stochastic in nature and emulates Monte Carlo sampling techniques
(Fig. 5.4 (b)). A threshold on the transition matrix allows us to sample a
variable number of anchors rather than a fixed one. We empirically found that
a 10% threshold gives the best results in all of our tests. We discuss the threshold
and its effect on performance in § 5.4.1.
The pooling layer (see Fig. 5.2 (d)) is configured to pool features from a pair
of convolutional feature maps {Ktp, Kt+∆p }, each of size [H ′p ×W ′p × D]. The
pooling is done at cell locations i and j, specified by the estimated (thresholded)
transition matrix Aˆp (§ 5.4.1). The pooling kernel has dimension [3 × 3 ×D].
Pooled features are subsequently stacked (see Fig. 5.2 (e)) to get a single feature
representation of size [2× 3× 3×D] per anchor micro-tube.
5.5.2 Classification and regression layers
After pooling and stacking, we get M convolutional features of size [2×3×3×D],
for each M anchor micro-tube cell regions, where M =
∑P=6
p=1 |Aˆp| is the sum
of the cardinalities of the P transition matrices. We pass these M features to a
classification layer ((18×D), ((C + 1)× r)), and a regression layer ((18×D),
((2×4)×r)) (see Fig. 5.2 (f)). The classification layer outputs C+1 class scores
and the regression layer outputs 2 × 4 bounding-box coordinates for r anchor
micro-tubes per anchor micro-tube cell region (see Fig. 5.2 (g)). The linear
classification and regression layers have the the same number of parameters as
the convolutional heads in the SSD network [21].
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5.5.3 Generality at test time
Our approach allows the pooling layer to be “configurable” for any transition
matrix, while keeping the network parameters intact. This configurable nature
provides us with the advantage of using different transition matrices at test
time, we can generate a more generic set of anchor micro-tubes by setting the
transition probabilities to 1 for those diagonal or off-diagonal entries which
were earlier 0 for the training set, or accommodating all anchor micro-tubes
transitions relative to each cell. At test time, in cases in which test ∆ is larger
than train ∆, we can use the Markov chain rule to generate the new transition
matrix.
Predicted by the network
Linear interpolation
(a)
Temporal association learned by the network
Temporal linking done by our micro-tube linking algorithm 
(b)
Micro tube
1 - 4
Micro tube
4 - 7
Micro tube
7 - 10
Micro tube
10 - 13
Figure 5.5: (a) Action micro-tube generation by linear interpolation of coordinates of
predicted bounding boxes. The blue circles denote the 8 (x, y) coordinate values of the
bounding boxes predicted by our network for a pair of successive (but not necessarily
consecutive) test video frames. The first frame in the pair is indexed by t = 1, the
second by t = 4. We generate the coordinates of the detection bounding boxes (pink
circles) for intermediate frames by linear interpolation of the predicted coordinates.
(b) Action tube generation takes place via the linking of micro-tubes generated as in
(a). Note that, for a video sequence with T frames, our model only needs to perform
T/∆ forward passes – as a result, the micro-tube linking algorithm (§ 5.6) only needs
to connect T/∆− 1 of these frames.
5.6 Online action tube generation
The output of the proposed network is a set of detection micro-tubes and their
class confidence scores (see Fig. 5.2 (g)). Based on the previous chapter, we
adapt the online action tube generation algorithm proposed by Singh et al. [9]
(presented in Section 4.4.2 of Chapter 4) to compose these detection micro-tubes
into complete action paths (tracklets) spanning the entire video. Note that,
Singh et al. [9] use their tube generation algorithm to temporally connect frame-
level detection bounding-boxes, whereas our modified version of the algorithm
connects video-level detection micro-tubes. Similarly to [9], we build action
paths incrementally by connecting micro-tubes across time.
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Let Bt be the set of detection bounding boxes from a frame ft. Since their
method is based on a frame-level detector, Singh et al. [9] associate boxes in
Bt to boxes in Bt+1. In our case, as TraMNet/AMTnet generates micro-tubes
mt ∈ Mt .= B1t × B2t+∆ each spanning a pair of frames {ft, ft+∆} separated by
an interval of ∆, the algorithm needs to link the micro-tubes associated with
the pair t, t + ∆ with those mt+∆ ∈ Mt+∆ .= B1t+∆ × B2t+2∆ associated with
the following pair of frames {ft+∆, ft+2∆}. Note that the set of detections B2t+∆
generated for time t+∆ by the network when processing the first pair of frames,
will in general differ from the set of detections B1t+∆ for the same frame t + ∆
generated by the network when processing {ft+∆, ft+2∆} frames.
Micro-tube linking happens by associating elements of B2t+∆, coming from
Mt, with elements of B
1
t+∆, coming from Mt+∆, as shown in Figure 5.5(b).
Interestingly, the latter is a relatively easier sub-problem, as all such detections
are generated based on the same frame, unlike the across-frame association
problem considered in [9]. Association is achieved based on both Intersection
over Union (IoU) and class score, as the tubes are built separately for each class
in a multi-label scenario. For more details, we refer the reader to [9].
5.6.1 Bounding box interpolation
At test time, for a input pair of successive video frames (ft and ft+∆), the
final outputs of AMTnet (§ 5.2) are the top k detection micro-tubes and their
class confidence scores. For example, in Figure 5.5 (a) an action micro-tube
predicted by the network for an input pair (f1, f4) (∆ = 3), composed by the
two blue bounding boxes highlighted and uniquely determined by 8 coordinate
values (blue circles) is depicted. In practice, the network predicts M such
micro-tubes for each input pair, where M is a parameter which depends on
the number of anchor locations. The predicted micro-tube, however, does not
provide bounding boxes for the intermediate frames (in the example f2 and f3).
We thus generate detection boxes for all intermediate frames using a simple
coordinate wise linear interpolation.
5.6.2 Fusion of appearance and motion cues
We follow a late fusion strategy [15] to fuse appearance and motion cues, per-
formed at test time after all the detections are extracted from the two streams.
Kalogeiton et al. [15] demonstrated that mean fusion works better than both
boost fusion [14] and union-set fusion [9]. Thus, in this chapter we produce
all results using mean fusion [15]. We also report an ablation study of the
appearance and flow stream performance in experiment Section (§ 5.7).
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5.7 Experiments
We first present datasets, evaluation setup, fair comparison and implementation
details used in Section 5.7.1. Here, we show how AMTNet and TraMNet is
able to improve spatial-temporal action detection in Section 5.7.3. Thirdly, in
Section 5.7.6, we discuss how a network learned using transition matrices is able
to generalise at test time, when more general anchor-micro-tubes are used to
evaluate the network. Finally, in Section 5.7.7, we quantitatively demonstrate
that TraMNet can effectively handle sparse annotation as in the DALY dataset,
and generalise well on the various train and test ∆’s on the UCF101-24 dataset.
5.7.1 Datasets and evaluation setup
Similar to previous chapter and previous works [9, 15]. we evaluate our models
on the UCF101-24 [1] to validate spatiotemporal detection performance. We use
DALY [125] and UCF101-24 [1] to evaluate the method on sparse annotations.
Transformed-UCF101-24 was created by us by padding all images along
both the horizontal and the vertical dimension. We set the maximum padding
values to 32 and 20 pixels, respectively, as 40% of the average width (80) and
height (52) of bounding box annotations. A uniformly sampled random fraction
of 32 pixels is padded on the left edge of the image, the remaining is padded
on the right edge of the image. Similar random padding is performed at the
top and bottom of each frame. The padding itself is obtained by mirroring the
adjacent portion of the image through the edge. The same offset is applied to
the bounding box annotations.
Evaluation setup. Similar to previous chapter, we use “average detec-
tion performance” (avg-mAP) to compare AMTNet’s and TraMNet’s perfor-
mance with the previous state-of-the-art approaches [9,15,90,122] on UCF101-
24 dataset.
On the DALY dataset, we also evaluate at various thresholds in both an
untrimmed and a trimmed setting. The latter is achieved by trimming the
action paths generated by the boundaries of the ground truth [125]. We further
report the video classification accuracy using the predicted tubes as in [9], in
which videos are assigned the label of the highest-scoring tube. One could
improve classification performance on DALY by taking into consideration other
tube scores. Nevertheless, in our tests, we adopt the existing protocol.
For fair comparison we re-implemented the methods of our previous1 com-
petitors [9,15] with SSD as the base network. As in our AMTNet/TraMNet net-
1This work was published in ACCV 2018, we compare with state-of-the-art approaches
at the time of submission.
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works, we also replaced SSD’s convolutional heads with new linear layers. The
same tube generation [9] and data augmentation [21] methods were adopted,
and the same hyperparameters were used for training all the networks, including
TraMNet and AMTNet. The only difference is that the anchor micro-tubes used
in [15] were cuboidal for six frames, whereas AMTNet’s and TraMNet’s anchor
micro-tubes are generated using transition matrices for two consecutive frames
separated by ∆. We refer to these approaches as SSD-L (SSD-linear-heads) [9],
and as ACT-L (ACT-detector-linear-heads) [15].
5.7.2 Network training and implementation details.
We used well-established training settings from previous chapters for all the
above methods. While training on the UCF101-24 dataset, we used a batch
size of 16 and an initial learning rate of 0.0005, with the learning rate dropping
after 100K iterations for the appearance stream and 140K for the flow stream.
Whereas the appearance stream is only trained for 180K iterations, the flow
stream is trained for 200K iterations. In all cases, the input image size was
3 × 300 × 300 for the appearance stream, while a stack of five optical flow
images [22] (15 × 300 × 300) was used as input for flow-stream. Each network
was trained on 2 1080Ti GPUs. SSD-L and ACT-L are also trained using the
same training setup.
Table 5.1: Action detection results on untrimmed videos from UCF101-24 split1. The
table is divided into 5 parts. The first part lists approaches which have single frames as
input; the second part approaches which take multiple frames as input; the third part
contemplates the re-implemented versions of previous approaches [9, 15]; the fourth
part reports the performance of AMTNet; lastly, we report TraMNet’s performance.
Methods Train ∆ Test ∆ δ = 0.2 δ = 0.5 δ = 0.75 δ = .5:.95 Acc %
T-CNN [16] NA NA 47.1 – – – –
MR-TS [90] NA NA 73.5 32.1 02.7 07.3 –
Saha et al. [14] NA NA 66.6 36.4 07.9 14.4 –
SSD [9] NA NA 73.2 46.3 15.0 20.4 –
AMTnet [24] rgb-only 1,2,3 1 63.0 33.1 00.5 10.7 –
ACT [15] 1 1 76.2 49.2 19.7 23.4 –
RTPR (VGG) [95] 1 1 76.3 – – – –
Gu et al. [11] ( [90] + [17]) NA NA – 59.9 – – –
SSD-L with-trimming NA NA 76.2 45.5 16.4 20.6 92.0
SSD-L NA NA 76.8 48.2 17.0 21.7 92.1
ACT-L 1 1 77.9 50.8 19.8 23.9 91.4
AMTnet (ours) 1 1 79.4 51.2 19.0 23.4 92.9
AMTnet (ours) 5 5 77.5 49.5 17.3 22.5 91.6
AMTnet (ours) 21 5 76.2 47.6 16.5 21.6 90.0
TraMNet (ours) 1 1 79.0 50.9 20.1 23.9 92.4
TraMNet (ours) 5 5 77.6 49.7 18.4 22.8 91.3
TraMNet (ours) 21 5 75.2 47.8 17.4 22.3 90.7
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5.7.3 Action detection performance
Table 5.1 shows the resulting performance on UCF101-24 at multiple train and
test ∆s for TraMNet versus other competitors [9, 14–16, 90]. Note that Gu et
al. [11] build upon MS-TS [90] by adding a strong I3D [17] base network, making
it unfair to compare [11] to SSD-L, AMTnet, ACT-L and TraMNet, which all
use 2D VGG [96] as a base network.
The ACT is a dense network (processes 6 consecutive frames), which shows
the best performance at high overlap (an avg-mAP of 23.9%). AMTnet is
slightly inferior (23.4%), most likely due to its learning representations from
only a pair of consecutive frames at its best training and test settings (∆ = 1).
TraMNet is able to match ACT-L’s performance at high overlap (23.9%) while
being comparatively more efficient (only using a pair of frames as compared to
6 used by ACT-L).
We cross-validated different transition probability thresholds on transition
matrices. Thresholds of 2%, 5%, 10%, 15% and 20% yielded an avg-mAP of
21.6%, 22.0%, 22.4%, 21.9% and 21.2%, respectively, on the appearance stream.
Given such evidence, we concluded that a 10% transition probability threshold
was to be adopted throughout all our experiments.
5.7.4 AMTNet comparison with 2D methods
We SSD as base network for AMTNet and TraMNet, it is only fair to compare
AMTNet’s performance to that of SSD-L in Table 5.1. We can see that AMTNet
performs better that the frame-level SSD-L method presented in the previous
chapter.
5.7.5 TraMNet on Transformed-UCF101-24
The evaluation of AMTNet on Transformed-UCF101-24 (§ 5.7.1) shows an avg-
mAP of 19.3% using the appearance stream only, whereas TraMNet records
an avg-mAP of 20.5%, a gain of 1.2% that can be attributed to its estimating
grid location transition probabilities. It shows that TraMNet is more suited
to action instances involving substantial shifts from one frame to the next. A
similar phenomenon can be observed on the standard UCF101-24 when the train
or test ∆ is greater than 1 in Table 5.1.
5.7.6 Location invariance at test time
Anchor micro-tubes are sampled based on the transition probabilities from spe-
cific cells (at frame ft) to other specific cells (at frame ft+∆) (§ 5.4.2) based
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on the training data. As a result, anchor miro-tubes are location dependent.
However, as at test time action instances of the same class may appear in other
regions of the image plane than those observed at training time, it is desirable
to generate additional anchor micro-tubes proposals than those produced by the
learnt transition matrices. Such location invariance property can be achieved
at test time by augmenting the binary transition matrix (§ 5.5.1) with likely
transitions from other grid locations.
Each row/column of the transition matrix Aˆ (§ 5.4.2) corresponds to a cell
location in the grid. One augmentation technique is to set all the diagonal
entries to 1 (i.e., Aˆ[i, j] = 1, where i == j). This amounts to generating anchor
cuboids which may have been missing at training time (cfr. Fig. 5.4 (a)). The
network can then be evaluated using this new set of anchor micro-tubes by
configuring the pooling layer (§ 5.5)) accordingly. When doing so, however,
we observed only a very minor difference in avg-mAP at the second decimal
point for TraMNet. Secondly, we also evaluated TraMNet by incorporating the
transitions from each cell to its 8 neighbouring cells (also at test time), but
observed no significant change in avg-mAP.
A third approach, given a pyramid level p, and the initial binary transition
matrix for that level, consists of computing the relative transition offsets for
all grid cells (offset = i − j ∀i, j where Aˆ[i, j] = 1). All such transition offsets
correspond to different spatial translation patterns (of action instances) present
in the dataset at different locations in the given video. Augmenting all the rows
with these spatial translation patterns, by taking each diagonal entry in the
transition matrix as a reference point, yields a more dense transition matrix
whose anchor micro-tubes are translation invariant, i.e., spatial location invari-
ant. However, after training TraMNet at train ∆ = 1 we observed that the
final avg-mAP at test ∆ = 1 was 22.6% as compared to 23.9% when using the
original (sparse) transition matrix. As in the experiments (i.e., added diagonal
and neighbour transitions) explained above, we evaluated the network that was
trained on the original transition matrices at train ∆ = 1 by using the tran-
sition matrix generated via relative offsets, observing an avg-mAP consistent
(i.e., 23.9%) with the original results.
This shows that the system should be trained using the original transition
matrices learned from the data, whereas more anchor micro-tube proposals can
be assessed at test time without loss of generality. Hence, we can train our
network efficiently and evaluate with more anchors as the evaluation is much
faster than training. It also shows that UCF101-24 is not sufficiently realistic
a dataset from the point of view of translation invariance, which is why we
conducted tests on Transformed-UCF101-24 (§ 5.7.1) to highlight this issue.
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Table 5.2: Action detection results (video-mAP) on the DALY dataset. SSD-L with-
out trimming refers to when action paths are not trimmed and the network is SSD.
Untrimmed Videos Trimmed Videos
Methods Test ∆ δ=0.2 δ=0.5 Acc% δ=0.5 δ=.5:.95 Acc% CleaningFloor
Weinzaepfel et al. [125] NA 13.9 – – 63.9 – – –
SSD-L without-trimming NA 06.1 01.1 61.5
SSD-L NA 14.6 05.7 58.5 63.9 38.2 75.5 80.2
AMTnet (ours) 3 12.1 04.3 62.0 63.7 39.3 76.5 83.4
TraMNet (ours) 3 13.4 04.6 67.0 64.2 41.4 78.5 86.6
5.7.7 Handling sparse annotations
Table 5.2 shows the results on the DALY dataset. We can see that TraMNet
significantly improves on AMTnet and AMTNet on SSD-L in the trimmed video
setting, with an average video-mAP of 41.4%. TraMNet reaches top classifica-
tion accuracy in both the trimmed and the untrimmed cases. As we would
expect, TraMNet improves the temporal linking via better micro-tubes and
classification, as clearly indicated in the trimmed videos setting. Nevertheless,
SSD-L is the best when it comes to temporal trimming. We think this is because
of each micro-tube in our case is 4 frames long as the test ∆ is equal to 3, and
each micro-tube only has one score vector rather than 4 score vectors for each
frame, which might render temporal segmentation ineffective (loss of discrimi-
native power across frames). Given the above evidence and in Section 5.7.4, we
can say that AMTNet and TraMNet are better that spatial detection than tem-
poral trimming as compared to single-frame approach defined by SSD-L from
the previous chapter.
DALY allows us to show how TraMNet is able to handle sparse annotations
better than AMTNet, which uses anchor cuboids, strengthening the argument
that learning transition matrices help generate better micro-tubes.
TramNet’s performance on ‘CleaningFloor’ at δ equal to 0.5 in the trimmed
case highlights the effectiveness of general anchor micro-tubes for dynamic
classes. ‘CleaningFloor’ is one of DALY’s classes in which the actor moves
spatially while the camera is mostly static. To further strengthen the argu-
ment, we picked classes showing fast spatial movements across frames in the
UCF101-24 dataset and observed the class-wise average-precision (AP) at δ
equal to 0.2. For ‘BasketballDunk’, ‘Skiing’ and ‘VolleyballSpiking’ TraMNet
performs significantly better than both AMTnet and ACT-L; e.g. on ‘Skiing’,
the performance of TraMNet, AMTNet and ACT-L is 85.2, 82.4 and 81.1, re-
spectively.
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Figure 5.6: Avg mAP (δ = 0.5 : 0.95) performance of TraMNet and AMTNet, (a)
when tested at increasing ∆ from 1 to 30 and trained at constant ∆ equal to 5, (b)
when tested at constant ∆ equal to 5 and trained on increasing ∆ from 1 to 20.
5.7.8 Training and testing at multiple ∆’s
To further test whether TraMNet can handle sparse annotation we introduced
an artificial gap (∆) in UCF101-24’s training examples, while testing on frames
that are far away (e.g. ∆ = 30). We can observe in Figure 5.6(b) that per-
formance is preserved when increasing the training ∆ while keeping the test ∆
small (e.g. equal to 5, as shown in plot (a)). One could think of increasing ∆ at
test time to improve run-time efficiency: we can observe from Figure 5.6(a) that
performance drops linearly as speed linearly increases. In both cases TraMNet
consistently outperforms AMTNet. When ∆ is large TraMNet’s improvement
is large as well.
5.7.9 Temporal labelling
Temporal labelling is performed using the labelling formulation presented in [9]
(similar to Chapter 3 and Chapter 4). Actually, temporal labelling hurts
the performance on UCF101-24, as shown in Table 5.1 where ‘SSD-L-with-
trimming’ uses [9]’s temporal labelling technique, whereas ‘SSD-L’ and the other
methods below that do not. In contrast, on DALY the results are quite the op-
posite: the same temporal labelling framework improves the performance from
6.1% to 14.9% at δ = 0.2. We think that these (superficially) contradictory
results relate to the fact that action instances cover on average a very differ-
ent fraction (70% versus 4%) of the video duration in UCF101-24 and DALY,
respectively. Hence, we can conclude that temporal trimming does not have
major impact on overall performance on UCF101-24 (§ 5.7.3) dataset except
few difficult classes pointed out in Section 4.7.5 of Chapter 4.
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5.7.10 Detection speed
Similar to previous chapters, we continue to keep our models real-time and
online. We measured the average time taken for a forward pass for a batch
size of 1 as compared to 8 by [9]. A single-stream forward pass takes 29.8
milliseconds (i.e. 33fps) on a single 1080Ti GPU. One can improve speed even
further by evaluating TraMNet with ∆ equal to 2 or 4, obtaining a 2× or 4×
speed improvement while paying very little in terms of performance, as shown
in Figure 5.6(a), as explained in Section 5.6.1 and Fig.5.5 .
5.8 Summary and limitations
Summary: We presented AMTNet and TraMNet two deep learning frame-
work for action detection in videos. While AMTNet remains simple and efficient
as it generates action cuboid proposals, whereas, TraMNet can cope with real-
world videos containing “dynamic” actions whose location significantly changes
over time. This is done by learning a transition probability matrix for each
feature pyramid layer from the training data in a hidden Markov model for-
mulation, leading to an original configurable layer architecture. Furthermore,
unlike their competitors [15,16], which require dense frame-level bounding box
annotation, AMTNet and TraMNet builds on a similar network architecture in
which action representations are learnt from pairs of frames rather than chunks
of consecutive frames, thus eliminating the need for dense annotation. An ex-
tensive experimental analysis supports TraMNet’s action detection capabilities,
especially under dynamic actions and sparse annotations.
In summary, we present a novel deep learning architecture for spatiotemporal
action detection which:
• on the methodological side, constitutes a key conceptual step forward from
action detection paradigms relying on frame-level region proposals towards
networks able to regress optimal solutions to the problem in the form of
complete action tubes;
• a novel, end-to-end trainable deep network architecture which addresses the
spatiotemporal action detection and classification task jointly using a single
round of optimisation;
• introduces an efficient and flexible anchor micro-tube hypothesis generation
framework to generate high-quality action proposals;
• can handle significant spatial movement in dynamic actions without penalis-
ing more static ones;
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• is a scalable solution for training models on both sparse and dense annota-
tions.
Limitations of TraMNet as oppose to AMTNet: We can argue that
TraMNet is more generic and provides better spatiotemporal localisation per-
formance. However there are few advantages to AMTNet, i) AMTNet is simple
and does not require pre-computation of the transition matrix, ii) it has fewer
hyperparameters, as it does not require a threshold to sample micro-tubes pro-
posals from training data, iii) the time complexity of AMTNet is constant iv)
in cases where there is not much movement, AMTNet might still be a more
reliable option. We recommend trying AMTNet first on a new dataset before
moving on to more complex TraMNet. As a result, we recommend using both
methods in tandem.
Looking ahead: So far in this dissertation, we covered different methods
of action tube detection in untrimmed videos in online fashion. Interestingly,
similar to early action prediction problem observed in chapter 4 as a consequence
of the online nature of action tube detection solution, we can look to predict
the future of action tubes themselves. Any future prediction approach needs
to online in nature, hence, we can use our existing online action tube detection
methods for predicting the future of action tubes. In the next chapter, we will
see how online tube construction along with future regression help in the future
prediction of action tubes.
Chapter 6
Predicting Future of Action
Tubes
6.1 Introduction
Imagine a pedestrian on the sidewalk, and an autonomous car cruising on the
nearby road. If the pedestrian stays on the sidewalk and continues walking,
they are of no concern for an autonomous vehicle. What, instead, if they start
approaching the road, in a possible attempt to cross it? Any future prediction
about the pedestrian’s action and their possible position on/off the road would
crucially help the autonomous car avoid any potential incident. It would suffice
to foresee the pedestrian’s action label and position half a second early to avoid
a major accident. As a result, awareness about surrounding human actions and
their future location are essential for the robot-car.
We can formalise the above problem as follows. We seek to predict both the
class label and the future spatial location(s) of an action instance as early as
possible, as shown in Figure 6.1. Basically, it translates into early spatiotempo-
ral action detection (similar to [9] and Chapter 4) and future location prediction
of tubes, achieved by completing action instance(s) for the unobserved part of
the video. In earlier Chapter 4, we learned to predict the action class label early
for an input video by observing a smaller portion (a few frames) of it, whilst the
system incrementally builds action tubes in an online fashion. In contrast, here,
we propose to predict both the class label of an action and its future location(s)
(i.e., the future shape of an action tube). In this chapter, by ‘prediction’ we re-
fer to the estimation of both an action’s label and location in future, unobserved
video segments. An illustration of above is shown in Figure 6.1.
As observed in Chapter 5, the ability to predict action micro-tubes (sets of
temporally connected bounding boxes spanning k video frames) from pairs of
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Figure 6.1: An Illustration of the action tube prediction problem using an example
in which a “pickup” action is being performed on a sidewalk. As an ideal case, we
want the system to predict an action tube as shown in (c) (i.e. when 100% of the
video has been processed) just by observing 25% of the entire clip (a). We want the
tube predictor to predict the action class label (shown in red) alongside predicting the
spatial location of the tube. The red shaded bounding boxes denote the detected tube
in the observed portion of the input video, whereas, the blue coloured bounding boxes
represent the future predicted action tube for the unobserved part of the clip.
frames [24] or sets of k frames [15, 16] provides a powerful tool to extend the
single frame-based online localisation approach discussed in Chapter 4 (i.e. [9])
to a action location prediction approach, while retaining its incremental nature.
Combining the basic philosophies of [9] (Chapter 4) and [24] (Chapter 5) thus
has the potential to provide an interesting and scalable approach to action
prediction. As a result, we will build our tube prediction approach on two
previous chapters. We can extend AMTNet by adding future prediction output
heads to AMTNet to predict the future and past of each micro-tube. We call
this new deep network a Tube Predictor Network (‘TPNet’). We will show that
such a network not only able to perform future tube prediction but also improve
detection performance.
Related publications. The work presented in this chapter has appeared in
ECCV workshop on anticipating human behaviour, 2018 [26]. The dissertation
author is the primary investigator in [26]. Note, that this publication [26] and
chapter built upon our previous works described in [9, 24] and two previous
chapters.
Outline: The remaining chapter is organised as follows. We start by present-
ing an overview of our TPNet based tube prediction approach in Section 6.2.
Next, we describe the modifications in AMTNet as compared to the previous
chapter in Section 6.3. In Section 6.4, we describe the training procedure of
our TPNet along with multi-task learning objective in Section 6.4.1. Next in
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Figure 6.2: Workflow illustrating the application of TPNet to a test video at a time
instant t. The network takes frames ft and ft+∆ as input and generates classification
scores, the micro-tube (in red) for frames ft and ft+∆, and prediction bounding boxes
(in blue) for frames ft−∆p, ft+∆f up to ft+n∆f . All bounding boxes are considered to
be linked to the micro-tube. Note that predictions also span the past: a setting called
smoothing in the estimation literature. n, ∆f , and ∆p are network parameters that
we cross-validate during training.
Section 6.5, we present how to use TPNet in a sliding window fashion in the
temporal direction while generating micro-tubes and corresponding future pre-
dictions. These, eventually, are fed to a tube prediction framework (§ 6.5) to
generate the future of any current action tube being built using micro-tubes.
Then, we present the evaluation of our TPNet based approach in Section 6.6.
Finally, we present a summary in Section 6.7.
6.2 Overview of the approach
We propose to extend the action micro-tube detection architecture presented
in previous chapter to produce, at any time t, past (τ < t), present, and future
(τ > t) detection bounding boxes, so that each (extended) micro-tube contains
bounding boxes for both observed and not yet observed frames. All bounding
boxes, spanning presently observed frames as well as past and future ones (in
which case we call them predicted bounding boxes), are considered to be linked,
as shown in blue in Figure 6.2.
Further, in virtue of TPNet and online tube construction, the temporally
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Figure 6.3: Overview of the action micro-tube detection network (AMTnet). Here
we introduce feature-level fusion (d).
linked micro-tubes forming each currently detected action tube (spanning the
observed segment of the video) also, contain past and future estimated bound-
ing boxes. As these predicted boxes are implicitly linked to the micro-tubes
which compose the presently detected tube, the problem of linking to the latter
the future bounding boxes, leading to a whole action tube, is automatically
addressed.
6.3 Base network
Our TPNet build on AMTNet in previous chapter. However, we make some
improvement on the fusion side, earlier we performed a late fusion of appear-
ance and motion cues. Here, in this chapter, we introduce a feature-level fusion
of appearance and motion cues for AMTNet network. An overview of AMTNet
with fusion is shown in Figure 6.3 We try two different types (summation and
concatenation) of fusion methods. We show that both methods perform simi-
larly, however, frame-level fusion provides a big performance improvement over
late-fusion techniques used in previous chapters on J-HMDB-21 dataset.
6.3.1 Converting AMTNet into TPNet
AMTNet allows us to generate micro-tubes which has to connected boxes from
a pair of frames at time t and t+ ∆. While observing the same pair frames, we
can extend the idea of connected boxes further by predicting a box for frame
time t + ∆f . We can take it even further, we can predict connected boxes for
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Figure 6.4: Overview of the tube predictor network architecture at training time.
n future frames which we haven’t observed, also even for a past frame t −∆p.
Note that predictions also span the past: a setting called smoothing in the
estimation literature. We only observe a pair of frames from time t and t+ ∆,
and ∆p measure how far in the past we are predicting into, whereas ∆f is a
future step size, and n is the number of future steps. Figure 6.4 show an overview
of tube predictor network (TPNet), which incorporate above prediction ideas.
Based on this idea we will now explain how to train such a network in the next
Section 6.4, and for prediction in Section 6.5.
6.4 Training TPNet
The underlying architecture of TPNet is shown in Figure 6.4. TPNet takes two
successive frames from time t and t+ ∆ as input. The two input frames are fed
to two parallel CNN streams, one for appearance and one for optical flow. The
resulting feature maps are fused, either by summation or concatenation of the
given feature maps. Finally, three types of convolutional output heads are used
for P prior boxes as shown in Figure 6.4. The first one produces the P ×(C+1)
classification outputs; the the second one regresses the P × 8 coordinates of the
micro-tubes, as in AMTnet; the last one regresses P × (4(1 + n)) coordinates,
where 4 coordinates correspond to the frame at t −∆p, and the remaining 4n
are associated with the n future steps. The training procedure for the new
architecture is illustrated below.
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6.4.1 Multi-task learning
TPNet is designed to strive for three objectives, for each prior box p. The first
task (i) is to classify the P prior boxes; the second task (ii) is to regress the
coordinates of the micro-tubes; the last (iii) is to regress the coordinates of the
past and future detections associated with each micro-tube.
Given a set of P anchor boxes and the respective outputs we compute a loss
following the training objective of SSD [21]. Let xci,j = {0, 1} be the indicator
for matching the i-th prior box to the j-th ground truth box of category c. We
use the bipartite matching procedure described in [21] for matching the ground
truth micro-tubes G = {gt, gt+∆} to the prior boxes, where gt is a ground truth
box at time t. The overlap is computed between a prior box p and micro-tube
G as the mean IoU between p and the ground truth boxes in G. A match is
defined as positive (xci,j = 1) if the overlap is more than or equal to 0.5.
The overall loss function L is the following weighted sum of classification
loss (Lcls), micro-tube regression loss (Lreg) and prediction loss (Lpred):
L(x, c,m,G, z, Y ) = 1
N
(Lcls(x, c) + αLreg(x,m,G) + βLpred(x, z, Y )), (6.1)
where N is the number of matches, c is the ground truth class, m is the predicted
micro-tube, G is the ground truth micro-tube, z assembles the predictions for
the future and the past, and Y is the ground truth of future and past bounding
boxes associated with the ground truth micro-tube G. The values of α and β
are both set to 1 in all of our experiments: different values might result in better
performance.
The classification loss Lcls is a softmax cross-entropy loss; a hard negative
mining strategy is also employed, as proposed in [21]. The micro-tube loss
Lreg is a smooth L1 loss [81] between the predicted (m) and the ground truth
(G) micro-tube. Similarly, the prediction loss Lpred is also a smooth L1 loss
between the predicted boxes (z) and the ground truth boxes (Y ). As in [21,81],
we regress the offsets with respect to the coordinates of matched prior box p
matched to G for both m and z. We use the same offset encoding scheme as
used in [21].
6.5 Tube prediction framework
6.5.1 Problem statement
Similar to previous chapters, we define an action tube as a connected sequence
of detection boxes in time without interruptions and associated with a same
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action class c, starting at first frame f1 and ending last frame fT , in trimmed
video: Tc = {b1, ...bt, ...bT}. Tubes are constrained to span the entire video
duration, like in [8]. At any time point t, a tube is divided into two parts,
one needs to be detected T dc = {b1, ...bt} up to ft and another part needs to
be predicted/estimated T pc = {bt+1, ...bT} from frame ft+1 to fT along with its
class c. The observed part of the video is responsible for generating T dc (red in
Fig 6.1), while we need to estimate the future section of the tube T pc (blue in
Fig 6.1) for the unobserved segment of the video. The first sub-problem, the
online detection of T dc , is explained in Section 5.6 of Chapter 5. The second
sub-problem (the estimation of the future tube segment T pc ) is tackled by a tube
predictor network (TPNet, § 6.4) in a novel tube prediction framework describe
in next Section 6.5.2.
6.5.2 Tube prediction using TPNet
TPNet is shown in Figure 6.2 at test time. Similar to the training setting, TPNet
observes only two frames that are ∆ apart at any time point t. The outputs
of TPNet at any time t are linked to a micro-tube, each micro-tube containing
a set of bounding boxes {mt = {bt, bt+∆}; zt = {bt−∆p , bt+∆f , ..., bt+∆f}}, which
are considered as linked together.
As explained in Section 5.6 of Chapter 5, given a set of micro-tubes {m1...mt−∆},
we can construct T dc by online linking [9] of the micro-tubes. As a result, we
can use predictions for t+ ∆f up to t+ n∆f to generate the future of T dc , thus
extending it further into the future as shown in Figure 6.5. More specifically,
as it is indicated in Figure 6.5(a), a micro tube at t− 2∆ is composed by n+ 2
bounding boxes ({bt−2∆, bt−∆, bt−2∆+∆f , ...bt−∆+n∆f}) linked together. The last
micro-tube is generated from t − ∆. In the same fashion, putting together
the predictions associated with all the past micro-tubes ({m1...mt−∆}) yields
a set of linked future bounding boxes ({bt+1, ..., bt+∆+∆f , ..., bt−∆+n∆f}) for the
current action tube T dc , thus outputting a part of the desired future T pc .
Now, we can generate future tube T pc from the set of linked future bounding
boxes ({bt+1, ...bt−∆+∆f , ...bt−∆+n∆f}) from t+1 to t−∆+n∆f and simple linear
extrapolation of bounding boxes from t−∆ + n∆f to T . Linear extrapolation
is performed based on the average velocity of the each coordinates from last
5 frames, predictions outside the image coordinate are trimmed to the image
edges.
There may be an overlap of predictions for the same tube, for instance, if
both ∆f and ∆ equal to 1 then at time t there a future predicted box from
t − 1 and a detected box from t, in that case, detection takes precedence over
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Figure 6.5: Overview of future tube (T pc ) prediction using the predictions that are
linked to micro-tubes. The first row (a) shows two output micro-tubes in light red and
red and their corresponding predictions in future in light blue and blue. In row (b) two
micro-tubes are linked together, after which they are shown in the same colour (red).
By induction on the previous step, in row (c) we show that the predictions associated
with two micro-tubes are linked together as well, hence forming one single tube. The
observed segment is shown in red, while the predicted segment for the part of the video
yet to observe is shown in blue in case of prediction. There may be an overlap of
predictions for the same tube, precedence to use the box in final tube is defined by:
detection box >> most recent prediction >> older prediction box. It is explained in
more details at the end of Section 6.5.2.
future prediction, i.e detected box is used in final tube. In any of such case,
precedence to use the box in final tube is defined by: detection box >> most
recent prediction >> older prediction box.
6.6 Experiments
We test our action tube prediction framework (§ 6.5) on four challenging prob-
lems:
i) action detection (§ 6.6.1),
ii) early action prediction (§ 6.6.2),
iii) online action detection (§ 6.6.2),
iv) future action tube prediction (§ 6.6.3)
Finally, evidence of real time capability is quantitatively demonstrated in (§ 6.6.4).
Evaluation protocol. Now, we define the evaluation metrics used in the
current chapter for the tasks mentioned above. i) We use a standard mean-
average precision metric to evaluate the detection performance when the whole
video is observed. ii) Early label prediction task is evaluated by video clas-
sification accuracy [9, 108] as early as when only 10% of the video frames are
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observed.
iii) Online action detection (§ 6.6.2) is set up based on the experimental setup
of [9], and use mAP (mean average precision) as metric for online action detec-
tion i.e. it evaluates present tube (T dc ) built-in online fashion.
iv) The future tube prediction is a new task; we propose to evaluate its per-
formance in two ways, one completion-mAP (c-mAP) and prediction-mAP (p-
mAP). These metrics are define in Section 2.10.
Similar to Chapter 4, we report the performance of previous three tasks (i.e.
task ii to iv) as a function of Video Observation Percentage, i.e., the portion
(%) of the entire video observed.
J-HMDB-21. We evaluate our model on the J-HMDB-21 [10] dataset.
Each video contains an instance of an atomic action for 20-40 frames. Although,
videos are of short duration (max 40 frames), we consider this dataset because
tubes belong to the same class and we think it is a good dataset to start with
for action prediction task. More details about the dataset can be found in
Section 2.9.
Baseline. We modified AMTnet to fuse flow and appearance features 6.3. We
treat it as a baseline for all of our tasks. Firstly, we show how feature fusion helps
AMTnet in Section 6.6.1, and compare it with other action detection methods
along with our TPNet. Secondly in Section 6.6.3, we linearly extrapolate the
detection from AMTnet to construct the future tubes and use them as a baseline
for the tube prediction task.
TPNetabc. The training parameters of our TPNet are used to define the name
of the setting in which we use our tube prediction network. The network name
TPNetabc represents our TPNet where a = ∆p, b = ∆f and c = n, if ∆p is set
to 0 it means network doesn’t learn to predict the past bounding boxes. Future
prediction window is defined by b× c, i.e. ∆f × n. In all of our settings, we use
∆ = 1 in order to keep our experiments consistent with previous work(AMTNet
[24].
Implementation details. We train all of our networks with the same set
of hyper-parameters to ensure fair comparison and consistency, including TP-
Net and AMTnet. We use an initial learning rate of 0.0005, and the learning
rate drops by a factor of 10 after 5K and 7K iterations. All the networks
are trained up to 10K iterations. We implemented AMTnet using PyTorch
(https://pytorch.org/). We initialise AMTnet and TPNet models using the
pretrained SSD network on J-HMDB-21 dataset on its respective train splits.
The SSD network training is initialised using image-net trained VGG network.
For, optical flow images, we used optical flow algorithm of Brox et al. [22]. Op-
tical flow output is put into a three-channel image, two channels are made of
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Table 6.1: Action detection results on J-HMDB dataset. The table is divided into
four parts. The first part lists approaches which takes a single frame as input; the
second part presents approaches which takes multiple frames as input; the third part
contemplates different fusion strategies of our feature-level fusion (based on AMTnet);
lastly, we report the detection performance of our TPNet by ignoring the future and
past predictions and only use the detected micro-tubes to produce the final action tubes.
Methods δ = 0.2 δ = 0.5 δ = 0.75 δ = .5:.95 Acc %
MR-TS Peng et al. [90] 74.1 73.1 – – –
FasterRCNN Saha et al. [14] 72.2 71.5 43.5 40.0 –
OJLA Behl et al. [109]∗ – 67.3 – 36.1 –
SSD Singh et al. [9]∗ 73.8 72.0 44.5 41.6 –
AMTnet Saha et al. [24] rgb-only 57.7 55.3 – – –
ACT Kalogeiton et al. [15]∗ 74.2 73.7 52.1 44.8 61.7
T-CNN (offline) Hou et al. [16] 78.4 76.9 – – 67.2
MR-TS [90] + I3D [17] Gu et al. [11] – 78.6 – – –
AMTnet-Late-Fusion∗ 71.7 71.2 49.7 42.5 65.8
AMTnet-Feat-Fusion-Concat∗ 73.1 72.6 59.8 48.3 68.4
AMTnet-Feat-Fusion-Sum∗ 73.5 72.8 59.7 48.1 69.6
Ours TPNet053
∗ 72.6 72.1 58.0 46.7 67.5
Ours TPNet453
∗ 73.8 73.0 59.1 47.3 68.2
Ours TPNet051
∗ 74.6 73.1 60.5 49.0 69.8
Ours TPNet451
∗ 74.8 74.1 61.3 49.1 68.9
TPNetabc represents configurations of TPNet where a = ∆p, b = ∆f and c = n;
∆p is past step, ∆f is future step, and n is number of future steps;
Future prediction window is defined by b× c, i.e. ∆f × n;
∗ means online methods
flow vector and the third channel is the magnitude of the flow vector.
6.6.1 Action detection performance
Table 6.1 shows the traditional action detection results for the whole action
tube detection in the videos of J-HMBD-21 dataset.
Feature fusion compared to the late fusion scheme in AMTnet shows (Ta-
ble 6.1) remarkable improvement, at detection threshold δ = 0.75 the gain with
feature level fusion is 10%, as a result, it is able to surpass the performance of
ACT [15], which relies on a set of 6 frames as compared to AMTnet which uses
only 2 successive frames as input. Looking at the average-mAP (δ = 0.5 : 95),
we can see that the fused model improves by almost 8% as compared to single
frame SSD model of Singh et al. [9]. We can see that concatenation and sum
fusion perform almost similar for AMTnet. Sum fusion is little less memory
intensive on the GPUs as compared to the concatenation fusion; as a result, we
use sum fusion in our TPNet.
TPNet for detection is shown in the last part of the Table 6.1, where we
only use the detected micro-tubes by TPNet to construct the action tubes. We
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(a) (b)
Figure 6.6: Early label prediction results (video-level label prediction accuracy) on
J-HMDB-21 dataset in sub-figure (a). Online action detection results (mAP with
detection threshold δ = 0.5) on J-HMDB-21 dataset are shown in sub-figure (b).
TPNetabc represents our TPNet where a = ∆p, b = ∆f and c = n.
train TPNet to predict future and past (i.e. when ∆p > 0) as well as present
micro-tubes. We think that predicting bounding boxes for both the past and
future video segments act as a regulariser and helps improving the represen-
tation of the whole network. Thus, improving the detection performance (Ta-
ble 6.1 TPNet051 and TPNet451). However, that does not mean adding extra
prediction task always help when a network is asked to learn prediction in far
future, as is the case in TPNet053 and TPNet453, we have a drop in the detection
performance. We think there might be two possible reasons for this, i) network
might starts to focus more on the prediction task, and ii) videos in J-HMDB-21
are short and the number of training samples decreases drastically (19K for
TPNet051 and 10K for TPNet453), because we can not use edge frames of the
video in training samples as we need a ground truth bounding box which is 15
frames in the future, as ∆f = 5 and n = 3 for TPNet053. However, in Sec-
tion 6.6.3, we show that the TPNet053 model is the best to predict the future
very early.
6.6.2 Early label prediction and online detection
Figure 6.6 (a) & (b) show the early prediction and online detection capabilities
of Singh et al. [9], AMTnet-Feature Fusion-sum and our TPNet.
Soomro et al. [108]’s method also perform early label prediction on J-HMDB-
21; however, their performance is deficient, as a result, the plot would become
skewed (Figure 6.6(a)), so we omit theirs from the figure. For instance, by
observing only the initial 10% of the videos in J-HMDB-21, TPNet453 able to
achieve a prediction accuracy of 58% as compared to 48% by Singh et al. [9]
and 5% by Soomro et al. [108], which is in fact higher than the 43% accuracy
achieved by [108] after observing the entire video. As more and more video
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Figure 6.7: Future action tube prediction results (a) (prediction-mAP (p-mAP)) for
predicting the tube in unobserved part of the video. Action tube prediction results
(b) (completion-mAP (c-mAP)) for predicting video long tubes as early as possible
on J-HMDB-21 dataset in sub-figure (b). We use p-mAP (a) and c-mAP (b) with
detection threshold δ = 0.5 as evaluation metrics on J-HMDB-21 dataset. TPNetabc
represents our TPNet where a = ∆p, b = ∆f and c = n.
observed, all the methods improve, but TPNet451 show the most gain, however,
TPNet053 observed the least gain from all the TPNet settings shown. Which is
in-line with action detection performance discussed in the previous section 6.6.1.
We can observe the similar trends in online action detection performance shown
in Figure 6.6(b). To reiterate, TPNet053 doesn’t get to see the training samples
from the end portion of the videos, as it needs a ground truth bounding box from
15 frames ahead. So, the last frame it sees of any training video is T −15, which
is almost half the length of the most extended video(40 frames) in J-HMDB-21.
6.6.3 Future action tube prediction
Our main task of this work is to predict the future of action tubes. We evaluate
it using two newly proposed metrics (p-mAP and c-mAP) as explained earlier
at the start of the experiment section 6.6. Result are shown in Figure 6.7 for
future tube prediction (Figure 6.7 (a)) with p-mAP metric and tube completion
with c-mAP as metric.
Although, the TPNet053 is the worst setting of TPNet model for early label
prediction (Fig. 6.6(a)), online detection(Fig. 6.6(b)) and action tube detection
(Table 6.1), but as it predicts furthest in the future (i.e. 15 frame away from the
present time), it is the best model for early future tube prediction (Fig. 6.7(a)).
However, it does not observe as much appreciation in performance as other set-
tings as more and more frames are seen, owing to the reduction in the number
of training samples. On the other hand, TPNet451 observed large improvement
as compared to TPNet051 as more and more portion of the video is observed for
tube completion task (Fig.6.7(b)), which strengthen our argument that predict-
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ing not only the future but also, the past is useful to achieve more regularised
predictions.
Comparison with the baseline. As explained above, we use AMTnet as a
baseline, and its results can be seen in all the plots and the Table. We can
observe that our TPNet performs better than AMTnet in almost all the cases,
especially in our desired task of early future prediction (Fig 6.7(a)) TPNet043
shows almost 4% improvement in p-mAP (at 10% video observation) over AMT-
net.
Discussion. Predicting further into the future is essential to produce any
meaningful predictions (seen in TPNet053), but at the same time, predicting
past is helpful to improve overall tube completion performance. One of the
reasons for such behaviour could be that J-HMDB-21 tubes are short (max
40 frames long). We think training samples for a combination of TPNet053 and
TPNet451, i.e. TPNet453 are chosen uniformly over the whole video while taking
care of the absence of ground truth in the loss function could give us better of
both settings. The idea of regularising based on past prediction is similar to
the one used by Ma et al. [50], where they show that regularisation based on
past can help in the prediction of the future.
6.6.4 Test Time Detection Speed
Continue from previous chapters, here, we show real-time capabilities. Here we
use their online tube generation method from Chapter 4 for our tube prediction
framework to inherit online capabilities. The only question mark is TPNet’s
forward pass speed. We thus measured the average time taken for a forward
pass for a batch size of 1 as compared to 8 by [9]. A single forward pass takes
46.8 milliseconds to process one example, showing that it can be run in almost
real-time at 21fps with two streams on a single 1080Ti GPU. One can improve
speed even further by testing TPNet with ∆ equal to 2 or 4 and obtain a speed
improvement of 2× or 2×. However, use of dense optical flow [22], which is
slow, but as in [9], we can always switch to real-time optical [23] with small
drop in performance.
6.7 Summary and limitations
Summary: We presented TPnet, a deep learning framework for future action
tube prediction in videos which, unlike previous online tube detection meth-
ods [9,108], generates future of action tubes as early as when 10% of the video
is observed. It can cope with future uncertainty better than the baseline meth-
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ods while remaining state-of-the-art in action detection task. Hence, we provide
a scalable platform to push the boundaries of action tube prediction research;
it is implicitly scalable to multiple action tube instances in the video as future
prediction is made for each action tube separately.
In summary, we present a Tube Predictor network (TPNet) which:
• given a partially observed video, can (early) predict video long action tubes
in terms of both their classes and the constituting bounding boxes;
• demonstrates that training a network to make predictions also helps in im-
proving action detection performance;
• demonstrates that feature-based fusion works better than late fusion in the
context of spatiotemporal action detection.
Limitations: The current tube prediction method is limited in the following
ways: i) it work on small videos which contain only one action instance each,
ii) training is sub-optimal when prediction needs to be made for the long term
because videos are small. iii) feature representation only depends on two frames
separated by ∆ steps.
Looking ahead: We presented action detection and prediction framework
in previous chapters which solely rely on frame-level 2D CNNs for feature rep-
resentation, which is required for speed purpose. However, 3D representation
from a continuous set of frames is state-of-the-art in many video understanding
tasks, as discussed in the related work chapter (Chapter 2). In the next chapter,
we will present a 3D representation method which is causal/online in nature.
These online methods are important for any online action detection/prediction
approach to be useful in real-world applications.
Part III : Online/Causal 3D Representations
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Chapter 7
Recurrent Convolution for
Causal 3D CNNs
7.1 Introduction
Convolutional neural networks (CNN) are starting to exhibit gains in action
recognition from videos similar to those previously observed in image recogni-
tion [45, 96] thanks to new 3D CNNs [17–19, 57, 149]. For instance, Hare et
al. [149] have shown that that is the case for the 3D version of 2D residual
networks (ResNets) [148]. However, they have multiple problem concerning
their deployment in online video understanding problems, e.g., online action
detection [9, 108], future action label/tube prediction [26, 111], and future rep-
resentation prediction [116].
Firstly, temporal convolutions are inherently anti-causal, which is necessary
for online video understanding. Secondly, the temporal convolution size needs
to be picked by hand at every level of network depth. As a result, the tempo-
ral reasoning horizon or ‘receptive field’ is effectively constrained by the size of
the temporal convolution kernel(s). Lastly, 3D CNNs do not preserve temporal
resolution, as the latter drops with network depth. Preserving temporal resolu-
tion, in opposition, is essential in problems such where we need predictions to
be made on each frame of input clip while reasoning about temporal context,
e.g. bounding box regression on each frame for action tube detection [8, 9] or
temporal label prediction on each frame for temporal action segmentation [4,29]
or online video segmentation [150].
Our method: combining implicit and explicit temporal modelling. Inspired
by the success of 3D CNNs, we propose to make 3DCNNs causal by explicit
temporal modelling. Hidden state models, such as Markov ones [151], recur-
rent neural networks (RNN) [65, 152], and long short-term memory (LSTM)
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Figure 7.1: Illustration of basic 3D units used to build 3D networks to process se-
quences of input frames. (a) Standard 3D convolution, as in I3D [17] or C3D [53]. (b)
3D convolution decomposed into a 2D spatial convolution followed by a 1D temporal
one, as in S3D [18]. In R(2+1)D [19] the number Mi of middle planes is increased
to match the number of parameters in standard 3D convolution. (c) Our proposed
decomposition of 3D convolution into 2D spatial convolution and recurrence (in red)
in the temporal direction, with a 1×1×1 convolution as hidden state transformation.
networks [66] can all be used to model temporal dynamics in videos [48, 153],
allowing flexible temporal reasoning.
In an approach which aims to combine the representation power of explicit
dynamical models with the discriminative power of 3D networks, in this work
we propose a recurrent alternative to 3D convolution illustrated in Figure 7.1(c).
In this new architecture, spatial reasoning, expressed in the form of a mapping
from the input to a hidden state, is performed by spatial convolution (with
kernel size 1×d×d), whereas temporal reasoning (represented by hidden state-
to-hidden state transformations) is performed by a convolution (with kernel size
1 × 1 × 1) taking place at every point in time and at each level (depth-wise)
of the network. In a setting which combines the effect of both operators, the
hidden state at time t (denoted by ht) is a function of both the output of the
spatial convolution and of the output of the temporal (hidden) convolution with
ht−1 as an input.
As a result, the temporal reasoning horizon is effectively unconstrained, as
the hidden state ht is a function of the input in the interval [0, t]. Also, we
are able to convert anti causal 3DCNNs into causal one while preserving the
temporal resolution.
To complete the transformation of 3DCNNs into causal 3DCNNs, we need
to take care of some limitations of RNNs, such as vanishing/exploding gra-
dients problem and activation functions (which could slow down the training).
Interestingly, Le et al. [154] show that simple RNNs can exhibit long-term mem-
ory properties if appropriately initialised, even better than LSTMs. They use
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ReLU [155] activation functions because of their fast convergence and sparsity
properties [155], as opposed sigmoid or tanh activation function used with tra-
ditional RNNs. The use of ReLU is in line with standard practice in CNNs.
We thus follow [154] and initialise our hidden-to-hidden convolution (kernel size
N × N × 1 × 1 × 1) by the identity matrix, where N is number of hidden
state kernels. Spatial convolution, instead, can simply be initialised using Im-
ageNet pre-trained weights. We will show that such initialisation is important
to achieve competitive performance to that of 3DCNNs.
Related publications. The work presented in this chapter [27] has been
accepted for publication at ICCV workshop on large scale video understanding,
2019. The dissertation author is the primary investigator in [27].
Outline: The rest of the chapter is organised as follow: we start with the
overview of our approach in Section 7.2. We explain how 3D CNNs are created
from 2D CNNs in Section 7.3 for baseline purpose. Next, we introduce our
proposed casual 3D CNN architecture in Section 7.4, including its properties.
In Section 7.5, we validate our approach with various studies on two large scale
dataset. Finally, we present a short summary and in Section 7.6.
7.2 Overview of the approach
Our approach builds upon existing 3D CNNs, which are described in Section 7.3.
We replace every 3D convolution (Fig. 7.1(a)) in 3D CNNs (§ 7.3) with our
Recurrent Convolutional Unit (RCU) (Fig. 7.1(c) - § 7.4.1). As, a result, a 3D
CNN is converted into a casual 3D CNNs, named RCN (§ 7.4.2). Next, it is
important to start from good initialisation, to this, we proposed to initialise
our RCN with two separate initialisation process. First, each 2D convolution
is initialised with pre-trained 2D network weights (§ 7.4.5). Next, hidden state
convolution matrix weight are initialised with identity matrix, as explained in
Section 7.4.6.
In our experiments, we show that our proposed RCN outperforms baseline
I3D and (2+1)D models, while displaying all the above desirable properties.
7.3 2D to 3D CNNs
There are two main reason why 3D CNNs [17–19,57] evolved from 2D CNNs [49,
96] perform better than 3D CNNs built from scratch [52,53]. Firstly, 2D CNNs
are well tried and tested on the problem of image recognition and a video is, after
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Table 7.1: I3D ResNet-18 network architecture with its outputs sizes and RCN’s
output sizes for input with 16 × 112 × 112 size. Each Convolution layer of the net-
work is defined by temporal (n) and spatial (d) size of kernel and number of kernels.
ConvC (convolutional classification) layer uses the number of classes as the number
of kernels.
Layers Output Sizes
Names n, d, number of kernels I3D RCN
conv1 3, 7, 64; stride 1, 2, 2 16× 56× 56 16× 56× 56
res2 [3, 3, 64 & 3, 3, 64]× 2 16× 56× 56 16× 56× 56
res3 [3, 3, 128 & 3, 3, 128]× 2 8× 28× 28 16× 28× 28
res4 [3, 3, 256 & 3, 3, 256]× 2 4× 14× 14 16× 14× 14
res5 [3, 3, 512 & 3, 3, 512]× 2 2× 7× 7 16× 7× 7
pool spatial pooling 2× 1× 1 16× 1× 1
convC classification; 1, 1, C 2× C 16× C
mean temporal pooling C C
all, a sequence of images – hence, transferability makes sense. Secondly, initial-
isation from a good starting guess leads to better convergence in videos [17],
since the number of parameters in 3D networks is huge.
In this section, we recall the two basic types of 3D CNNs that can be built
using a 2D CNN architecture. We will use them as baselines in our experiments.
7.3.1 Inflated 3D network (I3D)
A 2D network can be converted/inflated into a 3D one by replacing a 2D
(d×d) convolution with a 3D (n×d×d) convolution as shown in Figure 7.1(a).
Usually, the kernel’s temporal dimension n is set to be equal to the spatial
dimension d, as in the inflated 3D network (I3D) [17] or the convolutional 3D
network (C3D) [53].
Here, we inflate the 18 layer ResNet [148] network into an I3D one as shown in
Table 7.1, where each 2D convolution is inflated into a 3D convolution. Similarly
to the I3D network in [17], a convolutional layer is used for classification, instead
of the fully connected layer used in [19,57]. A convolutional classification layer
allows us to evaluate the model on sequences of variable length at test time. In
this way, video-level results can be obtained in a seamless fashion as compared to
computing clip-level outputs in sliding window fashion to obtain the video-level
output.
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7.3.2 Separated convolution networks
Figure 7.1(b) shows how a 3D (t× d× d) convolution can be decomposed into
a (1 × d × d) spatial convolution and a (t × 1 × 1) temporal one. Usually, the
size of the temporal kernel t is set to be equal to its spatial dimension d, as in
both I3D [17] and C3D [53].
Such a separated convolutional network (S3D) was introduced by Xie et al. [18].
The authors showed that such a decomposition not only reduces the number
of parameters, but also delivers performances very much similar to those of
traditional 3D CNNs. After taking a closer look at 3D convolution separa-
tion, Tran et al. [19] argued that if the number of kernels Mi used in spatial
convolution (Figure 7.1(b)) are increased in such way that the numbers of pa-
rameters of spatial and temporal convolution combined are equal to the number
of parameters in 3D convolution, then performance actually improves over 3D
networks. However, such a change in the number of kernels does not allow ini-
tialisation from ImageNet pre-trained models any longer. They refer to their
model as (2 + 1)D model. Although the latter can be considered a special case
of Pseudo-3D networks (P3D) [55] models, because of its homogeneity and
simplicity the (2+1)D model performs better than P3D.
We re-implemented (2+1)D without ImageNet initialisation as an additional
baseline as it has the most promising result without any additional trick like
gating in S3Dg (S3D with gating).
7.4 3D Recurrent convolutional network
We are now ready to describe the architecture of our causal Recurrent Convo-
lutional (3D) Network (RCN) and its properties in detail. Firstly, we show how
Recurrent Convolutional Units (RCUs) (§ 7.4.1) are used to replace every 3D
convolutions in the I3D network (§ 7.3.1), resulting in our RCN model (§ 7.4.2).
Next, we show how RCUs preserve temporal resolution in Section 7.4.3. Then
in Section 7.4.4, we show how our network behaves in a causal manner. Lastly,
in § 7.4.5 and § 7.4.6, we illustrate the initialisation process for RCN and RCU.
7.4.1 Recurrent convolutional unit
A pictorial illustration of our proposed Recurrent Convolutional Unit (RCU)
is given in Figure 7.1(c). The input at any time instant t passes through 3D
spatial convolution (with kernel of size 1×d×d, denoted by wxh). The result is
added to the output of a recurrent convolution operation, with kernel denoted
by whh, of size 1× 1× 1.
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Figure 7.2: An unrolled version of Recurrent Convolutional Network (RCN) com-
posed by a single RCU layer followed by a batch normalisation (BN) layer, a ReLU
activation layer, and a final convolutional layer used for classification.
The result is termed the hidden state ht of the unit. Analytically, a recurrent
convolutional unit can be described by the following relation:
h(t) = (ht−1 ∗ whh + xt ∗ wxh)/2.0, (7.1)
where whh and wxh are parameters of the RCU, and ∗ denotes the convolution
operator. An RCU can be seen in the context of other modules of a network in
Figure 7.2.
In practise, we replace every 3D convolution in Table 7.1 with RCU to obtain
an RCN. In general, one could skip/add a few replacements to obtain a mixed
network.
7.4.2 Unrolling a recurrent convolutional network
Figure 7.2 represents a simple recurrent convolutional network (RCN) composed
by a single RCU unit, unrolled up to time t. At each time step t, an input xt is
processed by the RCU and the other layers to produce an output yt.
The unrolling principle allows us to build an RCN from 2D/3D networks,
e.g. by replacing 3D convolutions with RCUs in any I3D network. Indeed,
the network architecture of our proposed model builds on the I3D network
architecture shown in Table 7.1, where the same parameters (d, number of
kernels) used for 3D convolutions are used for our RCU. Unlike I3D, however,
our RCN does not require a temporal convolution size n (cfr. Table 7.1) as a
parameter. As in 2D or I3D ResNet models [19, 148, 149], our proposed RCN
also has residual connections. The hidden state ht at time t is considered to
be the output at that time instant – as such, it acts as input to next hidden
state and to the whole next depth-level layer. Table 7.1 describes the network
Chapter 7. Recurrent Convolution for Causal 3D CNNs 113
architecture of ResNet-18 [148] with 18 layers. Similarly, we can build upon
other variants of ResNet.
7.4.3 Temporal resolution preservation
The output sizes for both I3D and our proposed RCN are shown in Table 7.1.
Our RCN only uses spatial pooling and a convolutional layer for classification,
unlike the spatiotemporal pooling of [17, 19, 57]. From Table 7.1, compared to
I3D, RCN produces 16 classification score vectors with an input sequence length
of 16.
This one-to-one mapping from input to output is essential in many tasks,
ranging from temporal action segmentation [29, 84], to temporal action detec-
tion [20], to action tube detection [9]. In all such tasks, video-level accuracy is
not enough, but we need frame-level results in terms, e.g., of detection bound-
ing boxes and class scores. Temporal convolution behaves in a similar way to
spatial convolution: it results in lower resolution feature maps as compared to
the input as the depth of the network increases.
Unlike the temporal deconvolution proposed in [29,84], our RCN inherently
addresses this problem (see Table 7.1). For a fair comparison, in our tests, we
adjusted our baseline I3D model for dense prediction, by setting the temporal
stride to 1 (§ 7.5.4). The resulting I3D model can produce dense predictions:
given T frames as input, it will generate T predictions in 1-1 correspondence
with the input frames.
7.4.4 Causality and long-term dependencies
A size-n temporal convolution operation uses a sequence xt−n/2, ..., xt, ..., xt+n/2
as input to generate an output yt at time t. In our Recurrent Convolutional
Network, instead, yt is a function of only the inputs x0, x1, ..., xt from the present
and the past (up to the initial time step), as shown in Figure 7.2. Its indepen-
dence from future inputs makes the output yt at time t causal. Thus RCN, as
presented here, is not only causal but poses no constraints on the modelling
of temporal dependencies (as opposed to an upper bound of n in the case of
temporal convolutions). Temporal dependencies are only limited by the input
sequence length at training time.
As in traditional RNNs, we have the option to unroll the same network to
model arbitrary input sequence lengths at test time, thus further increasing the
horizon of temporal dependencies and show a substantial gain in performance.
We will discuss it in more details while discussing the results in Section 7.5.7.
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7.4.5 ImageNet initialisation for the 2D layers
The I3D model proposed by Carreira et al. [17] greatly owes its success to a
good initialisation from 2D models trained on ImageNet [136]. By inflating
these 2D models, we can benefit from their ImageNet pre-trained weights, as
in most state-of-the-art 3D models [17, 18, 57]. We follow the same principle
and initialise all 2D layers using the weights of available pre-trained 2D ResNet
models [148]. It is noteworthy that the other state-of-the-art (2+1)D model by
Tran et al. [19] cannot, instead, exploit ImageNet initialisation, because of the
change in the number of kernels.
7.4.6 Identity Initialisation for the Hidden Layers
The presence of a hidden state convolution (whh, see Figure 7.2) layer at every
depth level of the unrolled network makes initialisation a tricky issue. The ran-
dom initialisation of the hidden state convolution component could destabilise
the norm of the feature space between two 2D layers. In response to a similar
issue, Le et al. [154] presented a simple way to initialise RNNs when used with
ReLU [155] activation functions. Most state-of-the-art 2D models [138, 148]
make indeed use of ReLU as activation function of choice for fast and optimal
convergence [155].
Following the example of Le et al. [154] and others [156, 157], we initialise
the weights of the hidden state convolution kernel (whh) with the identity ma-
trix. Identity matrix initialisation is shown [154, 156] to capture longer term
dependencies. It also helps induce forgetting capabilities in recurrent models,
unlike traditional RNNs.
7.5 Experiments
In this section, we evaluate our RCN on the challenging Kinetics [3] and Mul-
tiThumos [5] datasets to answer the following questions: i) How does our
training setup, which uses 4 GPUs, compare with the 64 GPU training setup
of [53] (Section 7.5.2)? ii) How do recurrent convolutions compare against 3D
convolutions in the action recognition problem (§ 7.5.3)? iii) How does our
RCN help solving the dense prediction task associated with action detection
(§ 7.5.4)? Finally, iv) we validate our claims on the temporal causality and flex-
ibility of RCN, and check whether those features help with longer-term temporal
reasoning (§ 7.5.5).
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Evaluation: For fair comparison, we computed clip-level and video-level ac-
curacy as described in [19, 57]. Ten regularly sampled clips were evaluated per
video, and scores were averaged for video-level classification. On videos of ar-
bitrary length, we averaged all the predictions made by the unrolled versions
of both our RCN and of I3D. Please refer to Section 2.9 to gather more details
about the datasets and evaluation metrics (accuracy and mAP) used in this
chapter.
7.5.1 Implementation details
In all our experiments we used sequences of RGB frames as input for simplicity
and computational reasons. We used a batch size of 64 when training ResNet18-
based models and 32 for models based on ResNet-34 and -50. The initial learning
rate was set to 0.01 for batches of 64, and to 0.005 for batches of 32. We
reduced the learning rate by a factor of 10 after both 250K and 350K iterations.
Moreover, training was stopped after 400K iterations (number of batches). We
used standard data augmentation techniques, such as random crop, horizontal
flip with 50% probability, and temporal jitter.
Table 7.2: Clip-level and video-level action recognition accuracy on the validation set
of the Kinetics dataset for different ResNet18 based models, trained using 8-frame-long
clips as input.
Network #Params Initialisation Clip % Video %
I3D [149] 33.4M random – 54.2
I3D [19] 33.4M random 49.4 61.8
(2+1)D [19] 33.3M random 52.8 64.8
I3D† 33.4M random 49.7 62.3
RCN [ours]† 12.8M random 51.0 63.8
(2+1)D† 33.4M random 51.9 64.8
I3D† 33.4M ImageNet 51.6 64.4
RCN [ours]† 12.8M ImageNet 53.4 65.6
† trained with our implementation and training setup.
7.5.2 Fair training setup
GPU memory consumption plays a crucial role in the design of neural network
architectures. In our training processes, a maximum of 4 GPUs was used. Given
our GPU memory and computational constraints, we only considered training
networks with 8-frame long input clips, except for ResNet34 which was trained
with 16 frames long clips.
As explained above, we have GPU memory constrained, we will report re-
sults of previous basic 3D models [17, 19] re-implemented and trained by using
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the same amount of resources as our RCN. The main hyperparameters involved
in the training of a 3D network are learning rate, batch size, and the num-
ber of iterations. These parameters are interdependent, and their optimal set-
ting depends on the computational power at disposal. For instance, Tran et
al. [19] would use 64 GPUs, with the training process distributed across mul-
tiple machines. In such a case, when vast computational resources are avail-
able [17,19,120], training takes 10-15 hours [19], allowing for time to identify the
optimal parameters. The availability of such computational power, however, is
scarce.
In a bid to reproduce the training setup of [19] on 4 GPUs, we re-implemented
the I3D and (2+1)D models using ResNet18 and ResNet34 as a backbone. The
ResNet18-I3D architecture is described in Table 7.1. Based on the latter, we
built a (2+1)D [19] architecture in which we matched the number of parame-
ters of separated convolutions to that of standard 3D convolutions, as explained
in [19].
The results of the I3D and (2+1)D implementations reported in Tran et
al. [19] are shown in the top half of Table 7.2. When comparing them with
our implementations of the same networks in the bottom half, it is clear that
our training is as performing as that of Tran et al. [19]. This allows a fair
comparison of our results.
Why smaller clips as input: training a ResNet18-based model on Kinet-
ics with 8 frame clips as input takes up to 2-3 days on 4 GPUs. Training a
ResNet50-based model takes up to 4-5 days. In principle, one could train the
same model for longer input clip sizes, but the amount of GPU memory and
time required to train would grow linearly. As an estimate, it would take more
than two weeks to train a ResNet50 model on 64 long frame clips, assuming
that all the hyperparameters are known (i.e., batch size, learning rate, step size
for learning rate drop, and whether batch normalisation layers should be frozen
or not).
For these reasons we stick to smaller input clips to train our models in a fair
comparison setting, using the hyperparameter values from § 7.5.1.
7.5.3 Results on action recognition
We compared our RCN with both I3D and (2+1)D models in the action recog-
nition problem on the Kinetics dataset. A fair comparison is shown in Table 7.2
with ResNet18 as backbone architecture. Table 7.3 shows the results with
ResNet34 and ResNet50 as backbone, trained on 16 frame and 8 frame clips,
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Table 7.3: Video-level action classification accuracy of different models on the vali-
dation set of the Kinetics dataset.
Model Clip-length Initialisation Acc%
ResNet34-(2+1)D [19]† 16 random 67.8
ResNet34-I3D [17] † 16 ImageNet 68.2
ResNet34-RCN [ours]?† 16 ImageNet 70.3
ResNet50-I3D [17] † 8 ImageNet 70.0
ResNet50-RCN [ours]?† 8 ImageNet 71.2
ResNet50-RCN-unrolled [ours]?† 8 ImageNet 72.1
? causal model; † trained with our implementation and training setup.
respectively. It is clear from these figures that RCN significantly outperforms
state-of-the-art 3D networks – e.g. our network outperforms the equivalent I3D
network by more than 2% across the board.
The ability to model long-term temporal reasoning of RCN is attested
by the performance of the unrolled version (last row of Table 7.3). It shows
that, even though the network is trained on input clip of 8 frames, it can reason
over longer temporal horizons at test time. The corresponding unrolled I3D
version (the last classification layer is also convolutional, see Table 7.1) showed
no substantial improvement in performance – in fact, a slight drop.
Comparison with I3D variants: the main variants of the I3D model are
separated 3D convolutions with gating (S3Dg) [18] and with non-local operators
(NL) [57]. We think it appropriate to take a closer look at these variants of
I3D as they provide state-of-the-art performance, albeit being all anti-causal.
In [18, 57] the application of non-local or gating operations to I3D yields the
best performances to date, mainly thanks to training on longer clips given a
large amount of GPU memory at their disposal (S3Dg [18] models are trained
using 56 GPUs, [57] uses 8 GPUs with 16GB memory each). The best version
of I3D-NL achieves an accuracy of 77.7%, but uses 128 frames and ResNet101
as backbone network; hence we do not deem fair to compare it with our models
(which only use 8 frame long clips). It would take almost a month to train
such a network using 4 GPUs. What needs to be stressed is that gating and
NL operations are not at all constrained to be applied on top of I3D or S3D
models: indeed, they can also be used in conjunction with (2+1)D and our own
RCN model. As in this work we focus on comparing our network with other 3D
models, we chose I3D and (2+1)D as baselines (Sec. 7.5.3).
Training on longer sequences: we tried training on longer sequences (32
frames) by reducing the batch size to 8 with ResNet50 as base network. Despite
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Table 7.4: Action detection/segmentation results on MultiThumos dataset, mAP
computed from dense prediction at every frame (mAP@1) and every 8th frame
(mAP@8).
Network Input mAP@1 % mAP@8 %
Two-stream+LSTM [5]? RGB+FLOW 28.1 -
MultiLSTM [5]? RGB+FLOW 29.7 -
Inception-I3D by [83] RGB+FLOW - 30.1
Inception-I3D + SE [83] RGB+FLOW - 36.2
ResNet50-I3D [baseline] RGB 34.8 36.9
ResNet50-RCN [ours]? RGB 35.3 37.3
ResNet50-RCN-unrolled [ours]? RGB 36.2 38.3
? causal model
a sub-optimal training procedure, RCN was observed to still outperform I3D
by a margin of 1.5%. A closer to optimal training procedure with ResNet50 (as
in [19,57]), is very likely to yield even better results.
7.5.4 Results on temporal action detection
We also evaluate our model on the temporal action detection problem on the
MultiThumos [5] dataset. The latter is a dense label prediction task. As a
baseline, we use a temporal resolution preserving a version of I3D introduced in
Section 7.4.3. ResNet50 is employed as a backbone for both our RCN and the
baseline I3D. To capture the longer duration, we use 16 frame clips as input; the
sampling period is 4 frames. Both networks are initialised with the respective
models pretrained on Kinetics. The initial learning rate is set to 0.001 and
dropped after 14K iterations, a batch size of 16 is used, and trained up to 20K
iterations. Similar to [83], we use binary cross-entropy as loss function.
We use the evaluation setup of [5] and [83], and computed both frame-wise
mean Average Precision at 1 (mAP@1) (in which case a prediction needs to be
made for each frame) and [83] mAP@8 (every 8th frame).
Table 7.4 shows the performance of our models along with that of other
state-of-the-art methods. Two LSTM-based causal models presented by [5] are
shown in rows 1 and 2. Piergiovanni et al. [83] use pretrained I3D [17] to
compute features, but do not train I3D end-to-end, hence their performance
is lower than in our version of I3D. Our RCN outperforms all other methods,
including anti-causal I3D+Super-Events (SE) [83] and the I3D baseline. It is
safe to say that RCN is well applicable to dense prediction tasks as well.
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Table 7.5: Comparison between RCN and other causal models on the validation set of
Mini-Kinetics [120] (First half of the table) and Kinetics-400 (last half of the table).
ResNet-50 (R50) is used as base model.
Model Clip-length Acc%
InceptionV1-I3D [120] 64 71.8
InceptionV1-I3D-seq [120]? 64 71.1
InceptionV1-I3D-par [120]? 64 54.5
R50 - I3D† 8 70.0
R50 - RCN [ours]∗† 8 71.2
R50 - RCN - unrolled [ours]∗† 8 72.2
? causal model, unlike respective I3D version
† trained with our implementation and training setup.
7.5.5 Causality and temporal reasoning
A comparison with other causal methods is a must, as we claim the causal na-
ture of the network to be the main contributions of our work, making RCN best
suited to online applications such as action detection and prediction. In Sec-
tion 7.5.4 we have already shown that our model excels in the task of temporal
action detection.
Carreira et al. [120] proposed two causal variants of the I3D network. Their
sequential version of I3D, however, shows a slight drop [120] in performance as
compared to I3D, as seen in the first and second row of Table 7.5. Their parallel
version is much faster than the sequential one but suffers from an even more
significant performance decline 71.8% to 54.5% [120], as seen in the first and
third row of Table 7.5.
In contrast, our causal/online model not only outperforms other causal mod-
els (see Table 7.4) but beats as well strong, inherently anti-causal state-of-the-
art 3D networks on a large scale dataset such as Kinetics (see last half of Ta-
ble 7.5).
In addition, as in [9, 104], we can use the early action prediction task to
evaluate the sequential temporal reasoning of RCN. The task consists in guessing
the label of an entire action instance (or video, if containing a single action)
after observing just a fraction of video frames. Accumulated output scores up
to time t are used to predict the label of the entire video. The idea is that a
system should improve its classification accuracy as it observes a larger fraction
of the input video, by exploiting temporal context. Figure 7.3(a) shows that our
RCN improves drastically as more video frames are observed when compared
to I3D. It indicates that RCN has superior anticipation ability, albeit starting
slowly in first 10% of the video.
Furthermore, to provide useful cues about causality and temporal reasoning, we
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Figure 7.3: (a) Online/early action prediction task: accumulated scores are used to
compute the accuracy against the label of the entire video as a function of the video
observation percentage. (b) relative (difference from first segment) accuracy of each
of 10 regularly sampled segments.
designed an original segment-level classification evaluation setting. Namely,
the outputs of the models being tested are divided into ten regularly sampled
segments and the difference between the accuracy for each segment and that
for the first segment is computed, as shown in Figure 7.3(b). Within this set-
ting, we compared the I3D baseline with RCN in two different modalities, one
considering clip-wise outputs in a sliding window fashion, the other obtained by
unrolling both I3D and RCN over test videos of arbitrary length.
Notably, middle segments provide the best relative improvement, which is
reasonable as it indicates that the middle part of the video is the most infor-
mative. Secondly, the last segment (no. 10) has the lowest relative accuracy
of all, except for RCN-unrolled. The relative accuracy of a pure causal system,
though, should improve monotonically, i.e., exploit all it has seen. Instead, all
compared models end up at the same performance they started with, except
for unrolled RCN for which the final accuracy is almost 5% higher than the ini-
tial one. We can conclude that unrolled RCN has a longer-term memory than
unrolled I3D or both sliding window-based I3D/RCN.
7.5.6 Evolution of recurrence with network depth
It is another aspect that can provide clues about RCN’s temporal flexibility. To
this purpose, we examine the statistics of the weight matrices (whh) associated
with the hidden state at every RCU layer in the RCN network. In Figure 7.4(a)
we can see that the mean of the diagonal elements of the weight matrices in-
creases and their standard deviation decreases with the depth of the network.
This means that the whh matrix becomes sparser as network depth grows. In our
view, this phenomenon is associated with RCN putting more focus on feature
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Figure 7.4: (a) Mean and standard deviation (Std) of all the entries of the weight
matrices (whh) of the hidden state at every RCU layer of RCN, as well as those of
just the diagonal elements. (b) Mean and Std of the eigenvalues of the hidden state
weight matrices at every RCU layer of a 18-layer RCN.
learning in the early part of the network, and emphasising temporal reasoning
at later depths as the temporal reasoning horizon (‘receptive field’) increases.
In other words, RCN learns to select the layers which should contribute to-
wards temporal reasoning automatically. A similar phenomenon is observed in
networks based on temporal convolutions [18].
Arjovsky [157] argue that if the eigenvalues of the hidden state-to-hidden
state weight matrix diverge from the value 1, optimisation becomes difficult
due to the vanishing gradient problem. Chang et al. [158] explore a similar
idea. Taking an ordinary differential equation view of RNNs, they argue that
their stability for long-term memory is related to the eigenvalues of the weight
matrices. Figure 7.4(b) shows that in RCN the mean eigenvalue does rise to-
wards 1 as network depth increases, suggesting that later layers are more stable
in terms of long-term memory whereas earlier layers are not concerned with
long-term reasoning.
Table 7.6: Video-level and clip-level action recognition accuracy on the Kinetics val-
idation set for different initialisation of 2D layer (wxh) and hidden state unit weights
(whh) in RCU with ResNet-18-based RCN models trained on 8 frame-long clip as an
input.
wxh init whh init Clip-Acc% Video-Acc%
Random Random 49.2 61.2
Random Identity 49.7 62.1
ImageNet Random 50.7 62.9
ImageNet Identity 53.4 65.6
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7.5.7 Effect of weight initialisation.
Weights of inflated 2D layers in ResNet (base networks) [148] based I3D and our
RCN networks are initialised with weights from a pre-trained ImageNet model
train on RGB images. In the case of RCN inflation in the third dimension is
1, practically, it is 2D weight matrix with the third dimension being 1. As a
result, we do need to replicate the weights like in the 3D layer of I3D.
Random initialisation for hidden state parameters resulted in sub-optimal
training. Thus, in all the experiments with RCN, we used identity matrix
initialisation instead. Here we show the result of training RCN with different
initialisation of hidden-state whh convolution and spatial wxh convolution in
Table 7.6. The first row of the table where both wxh and whh of all the RCUs
in RCN is initialised randomly using normal initialisation process described
in [159].
Table 7.6 show the result of different initialisation of wxh and whh respec-
tively. It is clear from the last row of the table that RCN performs best if wxh
and whh are initialised with ImageNet and identity matrix respectively. It is
noteworthy that the performance difference is relatively small in first three rows
of that table as compared to the last row jump.
7.5.8 Discussion
In the light of RCN’s superior results on temporal action detection (§ 7.5.4),
early action prediction (see Figure 7.3(a)), long-term temporal reasoning (in
its unrolled incarnation) at segment-level and for action recognition (§ 7.5.3,
see the last row of Table 7.3), it is fair to say that the proposed Recurrent
Convolutional Network is the best performing causal network out there.
Why layer-wise design: we tried replacing 3D CONV by RCU, (i) only in
the last four layers and (ii) on four regularly sampled layers of ResNet50. This
led to lower performance (69% and 68% respectively), compared to 71% when
RCU replaces all 18 3D CONVs. This is consistent with previous approaches [18,
57], we can conclude that replacing every 3D CONV with RCU leads to the best
performance.
The number of parameters in our proposed RCN model is 12.8 million (M),
as opposed to 33.4M in both the I3D and (2+1)D models, see Table 7.2. It is re-
markable to see that, despite a 2.6 times reduction in the number of parameters,
RCN still outperforms both I3D and (2+1)D when trained using ImageNet ini-
tialisation. Further, RCN surpasses I3D also under random initialisation, while
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using 2.6 times fewer model parameters. We measured the floating-point op-
erations (FLOPs) for I3D, R(2+1)D, and RCN, recording 41MMac, 120MMac,
and 54MMac, respectively. Thus, RCN requires half the FLOPs as compared to
(2+1)D, and is comparable to I3D because RCN preserves temporal resolution.
We computed the average time taken to process ten-second long videos of the
Kinetics dataset. This takes 0.4s, 0.8s, and 0.9s for I3D, RCN, and (2+1)D
respectively.
ImageNet initialisation proves to be useful for both the I3D and our RCN
models. While (2+1)D performs (Table 7.2, row 6) better than RCN (row
5) with the random initialisation, our RCN recovers to improve over (2+1)D
(row 6) with ImageNet initialisation, whereas (2+1)D cannot make use of free
ImageNet initialisation. This seems to be a severe drawback for the (2+1)D
model, and a big advantage for I3D and RCN. One may argue that, if the
purpose is to build on existing 2D models, then RCN and I3D are a better
choice, whereas if new 3D models are preferred then (2+1)D might prove useful.
The latter does provide better performance with the random initialisation, but
at the price of requiring many more parameters than RCN.
Random initialisation for hidden state parameters resulted in sub-optimal
results. Thus, in all the experiments with RCN, we used identity matrix initiali-
sation instead. Identity matrix initialisation helps to capture forget capabilities
as well, as suggested by [154]. An ablation study on the effect of initialisation
is provided in Section 7.5.7.
On input clip length: input clip length is another factor in determining
the final performance of any network. We can see from the Table that all the
Inception-based models are trained on 64 frame-long clips, one of the reasons
why Inception nets work better that ResNet models while using fewer param-
eters. Among the latter, ResNet101-I3D-NL [57] is shown to work better with
an even longer input clip length. Thus, the evidence supports that training on
larger input sequences boosts performance while clashing with memory limita-
tions.
In our experiments, as mentioned, we stuck to 8 or 16 frame clips as input
and compared our proposed RCN with baseline I3D models. We think this
provides enough evidence of the validity of our proposal to move away from
temporal convolutional networks [17–19, 57], and replace them with more so-
phisticated and causal structures. As with the role of additional layers, it is
fair to predict that more extensive training on more extended clips (32,64,128)
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has a serious potential to take RCN to outperform state of the art in absolute
terms.
On efficient training of 3D networks: two basic things are clear from our
experience with training heavy 3D models (I3D, (2+1)D, RCN) on large-scale
datasets such as Kinetics. Firstly, training is very computationally expensive
and memory bulky; secondly, longer input clips are crucial to achieving better
optimisation which, however, renders the first issue even more severe. We feel
that how to train these model efficiently is still a wide-open problem, whose
solution is essential to speed up the process for broader adoption. We observed
that ImageNet initialisation does speed up the training procedure, and helps
reach local minima much quicker. In the case of both I3D and RCN, ImageNet
initialisation improves the video classification accuracy on Kinetics by almost
3% compared to random initialisation when using the same number of training
iterations, as shown in the first and last row of Table 7.6.
The bottom line is that we should strive for more efficient implementations
of 3D models for the sake of their adoption.
7.6 Summary and limitations
Summary: In this work, we presented a recurrence-based convolutional net-
work (RCN) able to generate causal spatiotemporal representations by convert-
ing 3D CNNs in to causal 3D CNNs while using 2.6 times fewer parameters
compared to its traditional 3D counterparts. RCN can model long-term tempo-
ral dependencies without the need to specify temporal extents. The proposed
RCN is not only causal in nature and temporal resolution-preserving but was
also shown to outperform the main baseline 3D networks in all the fair com-
parisons we ran. We showed that ImageNet-based initialisation is at the heart
of the success of 3D CNNs. Indeed, although RCN is recurrent in nature, it
can still utilise the weights of a pre-trained 2D network for initialisation. In
summary, we present a new approach to video feature representation based on
an original convolutional network with recurrent hidden states at each depth
level, which:
• allows flexible temporal reasoning, as it exploits by design information coming
from all the input sequence observed up to time t;
• generates output representations in a causal way, allowing online video pro-
cessing and enabling the use of 3D networks in scenarios in which causality
is key;
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• is designed to directly benefit from model initialisation via ImageNet pre-
trained weights, as opposed to state of the art approaches, and in line with
clear emerging trends in the field.
Limitations: our proposed network has all the nice properties like causality,
flexible temporal reasoning temporal resolution preservation. However, there
some limitations as follows: i) it is only evaluated on small input clip lengths
of 8-16 frames, ii) it require more GPU memory to train than a 3D network
because of temporal resolution preservation iii) it relies on good initialisation
for its performance. Despite these problems, our RCN is the best causal video
representation model out there.
Looking ahead: The causal nature of our recurrent 3D convolutional net-
work opens up manifold research directions, with direct and promising potential
application in areas such as online action detection and future event/action pre-
diction. In the next chapter, we will discuss the potential application of causal
3D CNNs along with the inspiration from previous chapters.
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Chapter 8
Conclusions and Future
Research Directions
In this thesis , we have introduced a number of novel deep learning based frame-
works (Chapter 3, 4, 5, 5 & 7) to solve for variety video understanding prob-
lems. In particular, we addressed the problem of action detection, online and
real-time action detection, early action prediction, future action tube predic-
tion and causal video representations. All these problems have applications in
a real-world scenario, e.g. online and real-time action detection system could
be used in real-time video surveillance, and future action tube prediction has
applications in self-driving and many others.
To conclude this thesis, we divide this chapter into two sections. First,
we summarise (§ 8.1) the contributions of the presented work in this thesis
in chapter-wise order. Lastly, we will conclude by introducing some the most
prominent direction for the future works(§ 8.1).
8.1 Summary of contributions of the thesis
8.1.1 Action detection using frame-level deep features
We presented a novel spatiotemporal action detection pipeline and temporal
labelling framework, where we show that supervised proposal is important for
predicting frame-level detection boxes and the associated action class scores.
We propose an original fusion strategy for merging appearance and motion cues
based on the softmax probability scores and spatial overlaps of the detection of
bounding boxes. We propose to solve action tube construction by two different
optimisation formulation. Finally, we proposed an efficient dynamic program-
ming based solution to temporal localisation of action in tubes and videos. As a
result, our pipeline was able to outperform the previous state-of-the-art methods
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in action detection.
8.1.2 Online and real-time action detection
We will describe the first online and real-time action detection system which
can detect multiple co-occurring actions in untrimmed videos. We devise an
original, greedy online algorithm capable of generating multiple action tubes
incrementally, which also provides early action class label predictions. Further,
we extend the online action detection task to untrimmed videos for the first
time. We show that such a system can work in an online and real-time fashion
and also outperform previous state-of-the-art action detection methods.
8.1.3 Flexible micro-tube proposals
Moving away from the frame-level detector and tube construction methods in
previous chapters, we propose two novel deep networks to incorporate informa-
tion from multiple frames. Flexible anchor proposal method is proposed with
the help of a hidden Markov model (HMM) formulation, which can be approx-
imated efficiently into a transition matrix. We show that such a network can
handle significant spatial movement in dynamic actors without penalising more
static actions. Further, we observed that it is a scalable solution for training
models on both sparse and dense annotations.
8.1.4 Predicting Future locations of action tubes
We showed that a micro-tube prediction network can be extended to predict
the future of each action tube individually. Thanks to online tube construction
method proposed previous chapters, we propose a future action tube prediction
framework. Here, we linked that the online nature of methods is essential to
future prediction. We demonstrate that training a network to make predictions
also helps in improving action detection performance. We also demonstrate that
feature-based fusion works better than late fusion in the context of spatiotem-
poral action detection, unlike late fusion in previous chapters.
8.1.5 Causal 3D representations
Motivated by the applications of online methods, we propose to convert temporal-
convolutions based state-of-the-art anti-causal 3D CNNs to causal 3D CNNs by
an original convolutional network with recurrent hidden states at each depth
level. We show that it can directly benefit from model initialisation via Ima-
geNet pre-trained weights, as opposed to state of the art approaches, and in
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line with clear emerging trends in the field. It also allows flexible temporal rea-
soning, as it exploits information coming from all the input sequence observed.
8.2 Overall conclusion
We presented various action detection methods in this thesis, the main thread
has been online processing of videos. We see that online processing not only help
action detector to be applicable in real-world applications but also it can help
such online detection to predict action early or predict future of action tubes.
We believe that such online processing would result in much more applications.
From another main contribution point of view, we show that we can take care
of the dynamic nature of action while designing the reference anchor proposals
for an action detector, such a detector can be scaled to handle both sparse
and dense annotations. Finally, we show that we can convert anti-causal 3D
CNNs into causal 3DCNNs with the help of recurrence, which leads to flexible
temporal reasoning.
8.3 Future research directions
In this section, we bring forward some prominent research directions for future
work based on the experimental results reported in this thesis and the very
latest advancements in computer vision and machine learning.
8.3.1 Causal spatiotemporal action detection with 3D
CNNs
We have discussed in Chapter 2 in Section 2.4.3 that 3D CNNs enjoy superior
performance in action detection task due to their high representational power.
However, all such methods are anti-causal. We can use causal RCN proposed
in Chapter 7 for better online action detector, also an extension to future an-
ticipation tasks. RCN can also preserve the temporal resolution, which would
make its application in streaming applications easier. All the existing methods
using 3D CNNs for action detection use a 2D CNNs in parallel on keyframes for
bounding box detection, then they pool classification features from 3DCNNs
for that box. It is still to be tested if RCN would need such a 2D detector in
parallel or not. Also, it yet to be seen if we can convert latest slow-fast 3D CNN
[58] into a causal 3D CNN.
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8.3.2 Improving action representation
More recent works on 3D representation [18,19] has shown that factorised convo-
lutions not only reduce the number of parameters in a network but also improve
the performance. Subsequently, Feichtenhofer et al. [58], show the two parallel
streams of a network can process information and different rate and help gain
better performance on action recognition tasks. It would be interesting to see
if these kinds of networks can be made causal. One of the ways to make these
networks causal is to pre-trained these networks the replace 3D convolutions by
recurrent convolutions. Also, it would be interesting to try to train recurrent
convolutions from scratch, as 3D CNNs are trained from scratch in [19,58].
8.3.3 Improving temporal action detection
We observed in Chapter 2 in Section 2.2 that proposal based methods for tempo-
ral action detection are best at finding temporal boundaries of action instance.
It would be interesting to see if action paths (Figure. 3.3) can be trimmed with
temporal boundary prediction network [80]. We can see from Table 4.3 that the
classes with low ratio of action instance duration over video duration have a very
low performance, i.e. occupy the less temporal extent in the video. It means
these classes needed better temporal detection, e.g. ‘Cricket bowling’ or ‘Vol-
leyball Spiking’. We feel that the adaptation of temporal detection literature
into spatiotemporal action detection method has a lot of room to improve.
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