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Parameter estimation for nonlinear differential equations is notoriously difﬁcult because of
poor or even no convergence of the nonlinear ﬁt algorithm due to the lack of appropriate
initial parameter values. This paper presents a method to gather such initial values by a
simple estimation procedure. The method ﬁrst determines the tangent slope and coordi-
nates for a given solution of the ordinary differential equation (ODE) at randomly selected
points in time. With these values the ODE is transformed into a system of equations, which
is linear for linear appearance of the parameters in the ODE. For numerically generated
data of the Lorenz attractor good estimates are obtained even at large noise levels. The
method can be generalized to nonlinear parameter dependency. This case is illustrated
using numerical data for a biological example. The typical problems of the method as well
as their possible mitigation are discussed. Since a rigorous failure criterion of the method is
missing, its results must be checked with a nonlinear ﬁt algorithm. Therefore the method
may serve as a preprocessing algorithm for nonlinear parameter ﬁt algorithms. It can
improve the convergence of the ﬁt by providing initial parameter estimates close to opti-
mal ones.
 2013 The Author. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.1. Introduction and overview
Ordinary differential equations (ODE) are frequently ap-
plied to model phenomena in science and engineering. The
prototypical equation for a system of ODE’s with N compo-
nents is given in Eq. (1). There the coordinate vector is
x(t) = (x1(t), . . . , xN(t)). The derivative with respect to t of
its a-th component is x0a(t) and depends on a Ma-dimen-
sional parameter vector pa ¼ ðpa;1; . . . ; pa;Ma Þ. Here and in
the following bold characters are used for vectors.
x0aðtÞ ¼ faðxðtÞ;pa; tÞ with a ¼ 1; . . . ;N ð1ÞIntegration schemes to generate numerically solutions
x(t) for given parameters pa are widely used. Except for
simple cases the solutions are then compared qualitatively
to the experimental data. The converse problem, i.e. deter-
mine the parameters pa for given solution data x(t) of a
nonlinear ODE model, is however a tough problem. Never-
theless estimating parameters for ODE solutions is an ac-
tive ﬁeld of research. Prominent techniques are least
square (LS) and Kalman ﬁltering methods [1,2] like the ex-
tended Kalman ﬁlter (EKF) [3] and the unscented Kalman
ﬁlter (UKF) [4]. LS-methods are typically a version of Bock’s
shooting algorithm [5]. There small curve segments are
calculated with numerical ODE integration routines. The
distance between these segments and the data is then
measured using least squares. Numerical methods are then
used to vary the parameters in order to minimize that least
square distance. However for this method convergence
problems are reported [6]. Nonlinear Kalman ﬁltering
methods need initial estimates of the states, parameters
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ters and observations. These initial estimates inﬂuence
crucially convergence of the ﬁltering procedure. For this
and other reasons Kalman methods face frequently the
‘‘loss of lock’’ problem of nonlinear ﬁltering [7]. When
the number of parameters to be estimated increases, the
loss of lock problem grows very fast for the systems inves-
tigated by the author of the present paper.
In a recent letter of Hutter et al. [8] the reconstruction
of the potential for a driven one dimensional oscillator
from the Fourier spectra of periodic orbits was considered.
There trigonometric functions were used as basis functions
to derive a set of equations that must be solved. The pres-
ent paper arose from the question, what happens, if ﬁnite
differences are used instead of the Fourier basis functions
of Hutter. However it should be mentioned that the meth-
od of the present paper is a pure parameter estimation
method, while the method of Hutter falls rather in the class
of the more difﬁcult model estimation methods, since the
potential (i.e. model) has to be determined.
The paper is organized as follows. In Section 2 two ver-
sions of the method are derived using simple consider-
ations. Applications are given in detail in Section 3. First
the algorithm is applied to the Lorenz attractor. Later the
sensitivity towards noise and the inﬂuence of some of
the variables entering the algorithm is investigated. Then
the algorithm is applied to a biophysical model with non-
linear parameter dependency. Section 4 comprises further
discussions of the method, relates the results of this paper
to other methods, contains some remarks on the algo-
rithms, lists typical problem and failure situations of the
method and suggests some mitigations. In the conclusion
the major differences to other methods are summarized
and some outlooks are given. In appendix B the method
is applied to eight further systems of ordinary differential
equations to underpin the generality of the method.
2. Exposition of the method
2.1. General considerations
Eq. (1) can be rewritten as
Faðx0aðtÞ;xðtÞ;pa; tÞ¼ x0aðtÞ faðxðtÞ;pa;tÞ¼0 a¼1; . . . ;N ð2Þ
This system of ODE’s is now formulated in the spirit of
ﬁnite differences on a discrete time grid. Suppose that at R
randomly selected trial points tr estimated coordinate val-
ues xaðtrÞ as well as tangent values x0aðtrÞ for each compo-
nent a of the ODE are known. Using these points in time
for each component a a system of R nonlinear equations
can be established.
Faðx0aðtrÞ; xðtrÞ;pa; trÞ ¼ 0 with r ¼ 1; . . . ;R ð3Þ
If R > =Ma and if the Jacobian of this system of equa-
tions with respect to pa is a well conditioned matrix, then
according to the theorem on implicit functions these equa-
tions can be solved for the sought parameter vectors pa
using Newtons method. Further details on the implicit
function theorem are given in [9]. The number of equations
R is chosen as small as possible. The central idea of the
present paper is to estimate the parameters by solvingsmall R-dimensional systems as in Eq. (3) repeatedly for
S different randomly selected sets of points in time {t1,s, -
. . . ,tR,s} with s = 1, . . . ,S. The estimated parameter is then
the arithmetic average over all successful samples out of
S samples.
The remaining question is how one can estimate the
coordinates xaðtrÞ and tangent values x0aðtrÞ. Like in [10]
one could use a smoothing method for this estimation. In
the present paper however similar as in [11] a linear
regression method was used to extract this information
from the given data. Obviously at tr the coordinate and tan-
gent values can be estimated by linear regression on the
neighbouring points xa(tr1), xa(tr) and xa(tr+1) (see Eq. (4)
in the case of I = 1). If these three points stem from a
smooth curve, then in the limit of vanishing time differ-
ences this estimate approaches the true coordinate and
tangent value. In the presence of noise however this
approximation turns out to be very poor. Then one is
tempted to use a larger number of I points to the right
and I points to the left to formulate the linear regression
problem.
1 ðtrI  trÞ




1 ðtrþI1  trÞ




















In fact the increase of the number I improves the accu-
racy of the estimates xaðtrÞ and x0aðtrÞ as long as the data are
measured in short enough time intervals. Then the 2⁄I+1
data points around tr describe a roughly linear curve seg-
ment, so that the then almost linear trend can be distin-
guished from the noise by linear regression. But it is clear
that a too large I causes misﬁts of the tangent, because
then the curvature in the data cannot be neglected any
longer. A detailed investigation of this problem in the pres-
ence of noise is given in the next section using numerically
generated data for the Lorenz attractor (see especially
Fig. 4). The system of linear equations in formula 4 is
solved throughout this paper using Cholesky decomposi-
tion [12] after multiplying the equation with the trans-
posed matrix.
2.2. Nonlinear sampling algorithm (NOS)
Now the general algorithm can be formulated. First one
determines the number of samples S, which have to be cal-
culated. For each sample s with s = 1, . . . ,S the following
steps are performed using Eq. (2).
1. Choose R >maxa(Ma) randomly selected vectors x(tr)
with r = 1, . . . ,R from the solution data.
2. Determine the coordinate values xðtrÞ and tangent val-
ues x0ðtrÞ by linear regression as described by formula 4.
3. For each a set up the R nonlinear equations
Faðx0aðtrÞ; xðtrÞ;pa; trÞ ¼ 0. Chose a random start parame-
ter vector p^a;s with the methods described in appendix
A and solve the equations with the Newton algorithm
[13].
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successful sample pa;s. Otherwise skip the sample s.
The result < pa > for the parameter pa is then the arith-
metic average over all successful samples pa;s, where the
Newton algorithm converged. An important variation of
the algorithm is to use in step 3 after some successful sam-
ples as start parameter vector p^a;s the arithmetic average of
the already obtained pa;s to speed up convergence. A typi-
cal value for the number of successful samples for this var-
iation is 10. It is very helpful to create histograms of the
samples pa;s, since the only measure of the quality of the
ﬁt is the standard deviation of the estimated parameters
(see also sub Section 4.1). In order to obtain reasonable his-
tograms the number of samples is frequently choosen to be
as large as 10,000, although in typical situations reasonable
parameter estimates emerge after 10 or less samples. For
all results in this paper obtained by the NOS-algorithm, ex-
cept those of Table 3 where Cholesky decomposition was
used, the linear equations arising in the Newton algorithm
are solved using QR-decomposition [12]. This method
turns out to be more robust than Cholesky decomposition,
because Cholesky decomposition squares the condition
number of the Jacobi matrix due to the multiplication with
the transposed matrix.
2.3. Linear sampling algorithm (LIS)
An important simpliﬁcation and acceleration of the NOS
algorithm is possible, when the system of Eq. (3) depends
only linearly on the parameters pa. It can then be written
as




¼ 0 with r ¼ 1; . . . ;R ð5Þ
with some parameter independent functions giðxðtrÞÞ. This
is obviously a linear regression problem of the type
A⁄pa = b for the sought parameters pa;i. The R-dimensional
vector with elements x0aðtrÞ can serve as a right hand side b,
while the regression matrix A has R rows and Ma columns
with elements Ari ¼ giðxðtrÞÞ. As in the case of NOS one ﬁrst
determines the number of samples S, which have to be cal-
culated. For each sample s with s = 1, . . . , S the following
steps are performed.
1. Choose R >maxa(Ma) randomly selected vectors x(tr)
with r = 1, . . . ,R from the solution data.
2. Determine the coordinate values xðtrÞ and tangent val-
ues x0ðtrÞ by linear regression as described by formula 4.
3. For each component a set up the R linear equations as
indicated in Eq. (5).
4. If the solution of the R linear equations was successful,
store the result as successful sample pa;s. Otherwise
skip the sample s.
The estimated result < pa > for the parameter pa is
then the arithmetic average over all successful samples
pa;s. It is very helpful to create histograms of the samples
pa;s. For all results obtained by the LIS-algorithm in thispaper the R linear equations corresponding to Eq. (5) were
solved using Cholesky decomposition [12] after multiply-
ing the system of R equations with the transposed matrix.
This is possible because in the case of linear parameter
dependency the Jacobi matrix has typically a good enough
condition number. This measure speeds up the overall
computation.
3. Applications of the method
3.1. The Lorenz attractor and its numerical integration
The Lorenz equations [14] are written here as
x01 ¼ p1;1x2  p1;2x1
x02 ¼ p2;1x1  p2;2x1x3  p2;3x2
x03 ¼ p3;1x1x2  p3;2x3:
ð6Þ
Note that all parameters appear linearly in this set of
equations. The parameters p1;1, p2;1 and p3;2 are the con-
ventionally used ones and are chosen to be 10.0, 25.0 and
2.66 respectively. As usual p1;2 is set equals to p1;1 while
p2;2, p2;3 and p3;1 are set to 1.0 as in the typical setting
for this system. The initial conditions are 1.0 for all three
coordinates at t = 0.0. Numerical integration was per-
formed in time steps of 104 using the simple forward Eu-
ler method [15], while the data points are recorded in time
intervals of 103 . The trajectory shown in Fig. 1 starts at
t0 = 10.0 and lasts until te = 26.383.
To make the estimation problem more realistic, gauss-
ian noise was added to the numerical data as indicated in
Fig. 2. Then the LIS-algorithm was carried out with values
of I = 20, R = 30 and S = 10,000. In Fig. 3 a histogram of
10,000 samples of p2;1 calculated with the LIS-algorithm
is shown. The samples are distributed in a bell shaped form
around the true parameter value 25.0 given in Table 1. In
that table also the estimated values, i.e. averages of the
samples, of the other parameters are given as well as their
standard deviation. The results are astonishingly precise.
The parameter values of reference [6] yield similar accu-
rate results. It is obvious that much less than 10,000 sam-
ples lead to reasonable estimates for the case considered
here. The high number of samples is chosen to get a rea-
sonable statistic for the histogram and the standard devia-
tions. Note that nevertheless situations may arise, where
the matrix appearing in Eq. (5) has such a high condition
number that the algorithm fails for all samples (see also
sub Section 4.4).
From Table 1 it can be seen that the parameter p2;3 has a
relatively large standard deviation compared to the others.
This reﬂects the fact that the solution of the Lorenz system
depends only weakly on the term containing parameter
p2;3. The reader can check this statement by simply setting
p2;3 to zero when performing a numerical integration. Then
a solution curve is obtained which is qualitatively very
similar to the solution with p2;3 = 1.0.
The behaviour of this algorithm concerning the number
of linear regression points I for the determination of coor-
dinates and tangents and the number of trial points R for
one sample is demonstrated in Figs. 4 and 5 respectively.
A small value of I results, as expected, in a large standard
Fig. 1. Numerically calculated trajectory of the Lorenz system in Eq. (6). Parameters are given in Table 1 in the column ‘value sim.’ and further details are
explained in the text.
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determined. A large number I of regression points creates a
misﬁt of the tangent and wrong estimates, because the
curvature of the trajectory described by the (2I+1) data
points used for linear regression cannot be neglected any
more. Similar a small number of trial points R results in a
poorly conditioned matrix of the LIS-algorithm, which in
turn causes a large standard deviation of the samples,
while increasing R can improve the condition of this ma-
trix. This effect is demonstrated in Table 5.
In order to investigate the inﬂuence of large errors in
the data, noise with r = 1 was added in Fig. 6. The values
of the parameters for the LIS-algorithm are again I = 20,
R = 30 and S = 10,000. Surprisingly the algorithm still ﬁnds
averages of the parameters close to the true ones (see Ta-
ble 2), although the standard deviations are considerably
increased. A discussion of the statistical properties of the
estimates is given in sub Section 4.3.Fig. 2. Same as Fig. 1 except that noise of a gaussian distribution with r = 0.1 ha
the addition of noise are given in Appendix A.3.2. Application to the Kummer core model
In a paper of Kummer et al. [16] a biological model was
developed for oscillations of the cytoplasmic free calcium
concentration. The core version of this model, i.e. Eqs. 6
to 8 of [16], reads:
x01 ¼ p1;1 þ p1;2x1  p1;3x1x2=ðx1 þ p1;4Þ  p1;5x1x3=ðx1 þ p1;6Þ
x02 ¼ p2;1x1  p2;2x2=ðp2;3 þ x2Þ
x03 ¼ p3;1x1  p3;2x3=ðx3 þ p3;3Þ:
ð7Þ
The extended version of this model was studied by Peifer
et al [17] using a version of Bock’s algorithm. But in con-
trast to [17] in the present paper also the parameters in
the terms with nonlinear parameter dependency, i.e.
parameters p1;6, p2;3 and p3;3 of the Eq. (7), are estimated.
The Kummer core equations are integrated with thes been added making the individual data points discernible. The details of
Fig. 3. Histogram for the results of LIS-algorithm for parameter p2;1 of Eq. (6). The bin size of the histogram ist set to 0.02.
Table 1
The following table compares the parameter values used for numerical
simulation in Fig. 2 (r = 0.1) with those obtained by the LIS-algorithm.
Parameter value sim. value estim. std. dev.
p1;1 10.000 10.030 0.0751
p1;2 10.000 10.027 0.0830
p2;1 25.000 25.059 0.3253
p2;2 1.0000 1.0034 0.0086
p2;3 1.0000 1.0052 0.1237
p3;1 1.0000 1.0043 0.0044
p3;2 2.6600 2.6689 0.0147
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sim.’ using an forward Euler integration method with step
size h = 105. The initial conditions were
x1(0) = x2(0) = x3(0) = 0.01. The data points are recorded at
intervals of 104. Then some noise was added in Fig. 7.
The series starts at t0 = 0.0 and ends at te = 99.9999 con-
taining 1 million of data points. The parameters for theFig. 4. Mean of p2;1 as a function of the number of regression pointsalgorithm were I = 60, R = 100 and S = 10,000. The Newton
algorithm was stopped, when the euclidean norm of the
residual vector was below 109. The sample was skipped,
when the Newton algorithm needed more than 200 itera-
tions to reach that level or when a numeric error occurred.
The data in Table 3 reﬂect 4479 successful samples out of
10,000. The results of the NOS-algorithm are summarized
in Table 3 together with the lower and upper bounds of
the intervals for random start parameter generation.
The results as seen in Table 3 are quite satisfactory.
Only the standard deviations for p1;1, p1;6 and p3;3 are rel-
atively large. The values of the parameter vector p3 for the
third equation of the Kummer core equations are scattered
over 4 orders of magnitude. Therefore appropriate scaling
(see chapter 7 of [18]) could improve the accuracy of the
Newton iteration. This can easily be achieved if one uses
a QR-decomposition [12] instead of the simple Cholesky
decomposition. Then one can scale the matrix R of the
QR-decomposition by dividing each column i of R by the
element Rii. In addition one has to scale the solution vectorI. The error bars are the standard deviation of the estimates.
Fig. 5. Mean of p2;1 as a function of the number of the randomly selected trial points R. The error bars are the standard deviation of the estimates.
Fig. 6. Same as Fig. 1 except that noise of a Gauss distribution with r = 1.0 has been added resulting in a slightly structured cloud of data points. The details
of the addition of the noise are given in Appendix A.
Table 2
Comparison of the parameter values used for numerical simulation in Fig. 6
(r = 1) with those retrieved by the LIS-algorithm and the corresponding
standard deviation of the sampled set.
Parameter value sim. value estim. std. dev.
p1;1 10.00 9.985 0.740
p1;2 10.00 9.954 0.816
p2;1 25.00 25.11 3.235
p2;2 1.000 1.003 0.085
p2;3 1.000 1.042 1.230
p3;1 1.000 1.007 0.044
p3;2 2.660 2.674 0.146
Table 3
Comparison of the parameter values used for numerical simulation in Fig. 7
with those retrieved by NOS-algorithm as well es their standard deviation.
Also the lower and upper bounds for the intervals for random start











p1;1 0.212 102 101 0.215 0.108
p1;2 2.926 101 102 2.926 0.025
p1;3 1.520 101 102 1.521 0.016
p1;4 0.190 102 101 0.194 0.051
p1;5 4.880 101 102 4.907 0.541
p1;6 1.180 101 102 1.251 1.404
p2;1 1.240 101 102 1.240 0.013
p2;2 32.24 100 103 32.31 1.395
p2;3 29.09 100 103 29.194 1.841
p3;1 13.38 100 103 13.45 1.030
p3,2 153.0 101 104 151.5 11.48
p3,3 0.160 102 101 0.160 0.355
98 O. Strebel / Chaos, Solitons & Fractals 57 (2013) 93–104accordingly (see [18]). The parameters for the algorithm
were again I = 60, R = 100 and S = 10,000. The data in Ta-
ble 4 reﬂect of 6254 successful samples out of 10,000.
Fig. 7. A simulation of the ODE system in Eq. (7). The parameters are given in the column ‘value sim.’ of Table 3. Noise with r = 0.01 was added. The details
of the addition of the noise are given in Appendix A. Further details of the integration routine are given in the text.
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more accurate and the standard deviation is reduced. How-
ever the application of various matrix scaling and condi-
tioning techniques [13,19] are beyond the scope of the
present paper. The same is true for various regularisation
procedures [20,21] as well as damped or global Newton
methods [13]. These themes are left to future research.4. Discussion of the LIS- and NOS-algorithms
4.1. Review of the method
It should be noted that the method with its two ver-
sions NOS and LIS presented so far is very general under
the prerequisite that the data points are measured densely
enough. In that case the 2⁄I+1 data points used for linear
regression describe an almost linear curve segment, which
is blurred by noise (see also the last two paragraphs in sub-
section 2.1). Then the noise can be distinguished from the
almost linear trend by linear regression. As a consequence
the estimated values xaðtrÞ and x0aðtrÞ of subsection 2.1 rep-
resent reasonable approximations to the true values.Table 4
Same as in Table 3 except that a scaled QR algorithm (see text) instead of











p1;1 0.212 102 101 0.216 0.108
p1;2 2.926 101 102 2.926 0.025
p1;3 1.520 101 102 1.521 0.016
p1;4 0.190 102 101 0.194 0.050
p1;5 4.880 101 102 4.906 0.500
p1;6 1.180 101 102 1.250 1.297
p2;1 1.240 101 102 1.240 0.013
p2;2 32.24 100 103 32.31 1.399
p2;3 29.09 100 103 29.194 1.847
p3;1 13.38 100 103 13.45 0.252
p3,2 153.0 101 104 152.4 2.755
p3,3 0.160 102 101 0.160 0.061Moreover this procedure can be applied to all systems of
ﬁrst order ODE’s, i.e. it is a general procedure. With the
estimated values xaðtrÞ and x0aðtrÞ a system of R equations
as in formula 3 can be set up that must be fulﬁlled simul-
taneously by the parameters and can be solved in general
due to the theorem on implicit functions (see discussion
after formula 3). This is again a generically applicable pro-
cedure. To underpin the generality of the method in appen-
dix B eight further systems were investigated.
However the method of the present paper never calcu-
lates the least square distance of the estimated solution
curve to the entire data set. Due to the usage of small num-
ber R of equations for a sample, each sample might overﬁt
the data and the estimated parameters will vary consider-
ably from sample to sample. In that case the variances of
the estimated parameters will be very large giving just a
coarse indication that the ﬁt failed. Thus the method just
creates numbers for parameter values and does not check
whether the integrated solution curves calculated with these
values are close to the data. But LS- and KF-methods per-
form this check. Therefore NOS- and LIS-estimates based
on real experimental datamust be probed with the conven-
tional LS- or EKF-method in order to ensure that the results
really ﬁt the experimental data. The parameters estimated
by the method of this paper then enter the nonlinear least
square algorithm as start values. In view of this the method
should be regarded as a possible preprocessing algorithm for
LS- and KF-methods, when these methods fail due to poor ini-
tial estimates of the parameters.
A test of the estimation results with the conventional LS
or EKF method for the simulated Lorenz and the Kummer-
Core trajectories of this paper was omitted, since it is
known that these methods converge very well for start val-
ues extremely close to the true parameters.
A major weaknesses of the method is that in the linear
equations solved during the algorithms the matrices and
the right hand sides are noise affected, which can lead
for strong noise to a breakdown of the method yielding
unreasonable estimates or none of the samples can be
calculated sucessfully. An advantage of the LIS- and
100 O. Strebel / Chaos, Solitons & Fractals 57 (2013) 93–104NOS-algorithms is however that they can be parallelized
easily by calculating each sample s on a different processor.4.2. Relation of the method to recent developments
As mentioned in Section 2 the estimation of tangent and
coordinate values was also pursued by Ramsay et al. [10]
and Liang et al. [11]. While the former group used a
smoothing technique the latter used linear regression for
estimation of the coordinates and regression with a qua-
dratic polynomial in time for the tangents. Then however
both groups use LS-techniques for the entire data set. If
this LS-estimation fails, a hard and time consuming search
for appropriate initial estimates for the parameters must
be performed. In the case of linear dependency of the
ODE on the parameters the LIS algorithm needs no such
initial guesses. Moreover the LIS and NOS algorithms probe
the data with many small samples. This makes a few lucky
hits of successful estimates among many failures possible.
The unscented Kalman ﬁlter (UKF) applied to ODE’s by
Sitz et al. [4], particle swarm (PS) techniques as described
by He et al. [22] and differential evolution (DE) methods
applied to ODE by Peng et al. [23] avoid like the LIS-algo-
rithm the calculation of derivatives. The latter two meth-
ods use several agents during the search for the
optimum, which has some resemblance with the LIS- and
NOS-algorithms, where the minimum ist searched for sev-
eral random samples. But the PS- and DE-methods select
the best ﬁtting agent, while the LIS- and NOS-algorithms
average over the samples. Moreover the PS- and DE-meth-
ods restricted the parameter search in the Lorenz system to
quite small intervals in the same order of magnitude. The
LIS-algorithm needs no such restriction for parameter
search, while the NOS-algorithm was in the case of the
Kummer core model able to ﬁnd the parameters within
intervals comprising three orders of magnitude around
the true value. The UKF is mentioned in the context of
other ﬁltering methods for parameter estimation in [24].
Quinn et al. [25] used a synchronisation technique
developed by Parlitz [26] for parameter and model estima-
tion in the Colpitts system. In this circuit typical currents of
103 Ampere arise, while the reverse saturation current of
a typical pnp-Transistor in this circuit is of the order
of 1014 Ampere resulting in a very hard scaling problem
[18]. It is clear that such problems will also arise in the
LS- and EKF-methods as well as LIS- and NOS-algorithms.
However the latter algorithms avoid the additional com-
plexity due to the introduction of a coupling for the
synchronisation.
In a parameter estimation problem based on experi-
mental data frequently not all components of an ODE can
be measured, which leads to the problem of estimation
of the unobserved components. Recent methods of Mai-
wald et al. [27] can deal with this problem [28]. For partial
differential equations also methods have been developed
by Yu et al. [29], which can deal with that situation. The
extension of the present method to such problems by the
introduction of appropriate mathematical measurement
models for the unobserved components is however left
for future research.4.3. Notes on the statistical properties of the algorithms
The histograms of the estimated parameters like the
one in Fig. 3 reﬂect hardly the noise within the data. This
is mainly due to the fact that the coordinates and tangent
values entering the LIS- and NOS-algorithms are obtained
by linear regression thereby removing the noise partially.
These values, which are still noisy, then enter the linear
equations in the algorithms (Note that the Newton algo-
rithm relies on linearisation).
The remaining noise affects the linear equations in two
opposite directions. First, the noise induced error in the
right hand side of the linear equations can be ampliﬁed
by a poorly conditioned matrix, thereby making an estima-
tion impossible. Second, a very poorly conditioned matrix
can be regularized by the noise making an estimation pos-
sible. Thus the histograms reﬂect the scattering of the
parameters generated by the overall estimation procedure
and the standard deviations should be taken as a qualita-
tive hint on the overall behaviour of the algorithm.4.4. Typical shortcomings of the algorithms
Although it was demonstrated ins Section 3 and appen-
dix B that the algorithms can estimate parameters quite
well, situations might arise, where no reasonable solutions
emerge. In the following a list of typical problems as well
as possible mitigations are discussed as a helpful guidance
for users of the algorithms.
Problem: Insufﬁcient density of data points. This will lead
in the case of LIS-algorithm to false estimates of coordi-
nates and tangents when solving Eq. (4). In case of the
NOS-algorithm the method might then simply not con-
verge. Therefore it is crucial for the algorithms to work that
the data are measured very densely. If sufﬁciently dense
data are not available at all, a smoothing method might
be applied for the estimate of coordinate and tangent val-
ues as in the paper of Ramsay [10].
Problem: Many almost equal tangent and coordinate val-
ues for the R trial points. This situation occurs for instance
when one estimates parameters from solutions close to
rectangular pulses. In that case also the tangent is small.
Then more data points per time interval should be mea-
sured and the estimation should the be restricted to coor-
dinates where the tangent is not small.
Problem: Largely different scales of the parameters. This is
a well known phenomenon even in the case of linear least
squares ﬁtting that can lead to poorly conditioned matri-
ces. An appropriate scaling of the matrices and the param-
eters to be estimated as described by Dennis and Schnabel
[18], Deuﬂhardt [13] and Seber and Lee [19] can be a rem-
edy. An impression of the effect due to scaling is given in
Tables 3 and 4 (See also remarks on the Colpitts system
in sub Section 4.2).
Problem: Unsuitable model for the data. In this situation
the model contains terms on which it depends only weakly
like the term of p2;3 of the Lorenz attractor. Or the model
contains terms, which lead to almost identical columns
in the Jacobi matrix. Then these terms should be removed,
if the estimation fails.
O. Strebel / Chaos, Solitons & Fractals 57 (2013) 93–104 101Problem: False solutions of the NOS-algorithm. Consider
the following measures: increase the precision of the New-
ton iteration and/or increase the precision of the equation
solver and/or increase the size of initial sample of NOS-
algorithm and/or increase the intervals from which the
random initial parameters are chosen. Inspecting histo-
grams of the samples samples might give some hints about
a better choice of the intervals where the start parameter
values are drawn from. A typical false solution shows
unreasonable giant parameter values above 1015 or so for
some samples. But beside these unreasonable values also
estimates with reasonable values might occur for other
samples. Then one can restrict the intervals for the start
parameters of the Newton iteration close to those value
which were leading to reasonable estimates.
Problem: Rare or no convergence of the NOS-algorithm.
First the model could simply not ﬁt to the data. Second
the stop parameter in the Newton iteration or the equation
solver could be too small so that no convergence is
achieved. Third the initial sample size of the NOS-algo-
rithm might be too small so that subsequent start values
lead to a non-convergence of the Newton algorithm. Forth
the interval size for the start parameters can be restricted
close to the converging start values.
5. Conclusions and outlook
A novel preprocessing method that estimates parame-
ters from solution data for a system of ordinary differential
equations was developed. Despite of its simplicity it pro-
duces astonishingly accurate results for the cases consid-
ered in this paper. In summary the method differs mainly
by two points from other established methods.
1. It calculates many small samples comprising a few trial
points instead of using the entire data set for estima-
tion. This makes a few lucky hits possible among many
failing estimates. As a consequence it overcomes the all
or nothing effect inherent in the LS- and KF-methods,
where the estimation either fails or converges, because
the latter methods use the entire data set. In view of
this and the discussion in sub Section 4.1 the LIS- and
NOS-algorithms might serve as a possible preprocessing
algorithm to generate improved start parameters for
LS and EKF-methods, when the latter methods fail.
2. For ODE, which are only nonlinear in the coordinates
but linear in the parameters, a case that occurs quite
frequently, the method estimates the parameters by
simple linear regression as indicated in Section 2. It
then needs no initial guesses of the parameters and
moreover avoids the cumbersome forming of numerical
derivatives. In that case the method is computationally
extremely fast, when compared to LS- and KF-methods.
But the method has also many problems as mentioned
in Section 4. Moreover it should be noted that the method
estimates the parameters at several randomly selected dis-
tant data points. Therefore it presents no reasonable test
for ODE integration routines, since the errors of these rou-
tines can be estimated by mathematically well elaborated
methods [15].In principle the method can be extended easily to differ-
ential algebraic equations and partial differential equa-
tions. However in the latter case tangents in space and
time as well as curvatures and higher derivatives have to
be estimated simultaneously, which can lead according to
the humble experience of the author to considerable less
accurate estimates in the cases he considered. Neverthe-
less the author thinks that it is worth to undertake some
effort in that direction.
Appendix A. Pseudo random number generation
Uniform pseudo random numbers were generated with
the generator of Ecuyer with multiplier 40014 as described
in [30] and mapped to the needed interval. Gaussian ran-
dom number are generated with the zero mean and unit
variance Box–Muller algorithm as described also in [30].
The results of this random number generator are then mul-
tiplied with the noise strength r and added to the solution
curves of the ODE.
The start parameter values for the NOS-algorithm need
a logarithmically uniform distribution, if the order of mag-
nitude of the parameter is not precisely known. Therefore
positive parameter values for the NOS-algorithmwere gen-
erated by mapping Ecuyer40014 random numbers uni-
formly to the interval [log(a), log(b)] and exponentiating
the result. If U() is a uniform random number generator
on the unit interval [0, 1], then the logarithmically uniform
random number r on an interval [a, b] is given by
r ¼ exp½logðaÞ þ ðlogðbÞ  logðaÞÞ  UðÞ ðA:1Þ
This procedure has the advantage that every order of mag-
nitude in the interval [a, b] gets approximately the same
number of generated numbers. Without doing so the uni-
form random number generator in the interval [104, 10]
would generate about 90 percent of its numbers in the
interval [1,10], while the interval [104, 103] would re-
ceive approximately 0.001 percent of the random numbers.
This would result in a bad behaviour of the NOS-algorithm,
if the true value would be in the interval [104, 103].
Appendix B. Application to various dynamical systems
To underline the generality of the preprocessing meth-
od this section presents brieﬂy estimates of eight further
systems of ordinary differential equations.
B.1. Nonlinear ordinary differential equations
A standard example in nonlinear dynamics is the Brus-
selator model taken from [15] and used in the formulation
of Eq. (B.1). All numerical parameters are given in
Table B.5.
x01 ¼ p1;1x1 þ p1;2 þ p1;3x21x2
x02 ¼ p2;1x1  p2;2x21x2
ðB:1Þ
The FitzHugh–Nagumo model as formulated in Ramsay
[10] is written down in Eq. (B.2). All numerical parameters
are given in Table B.6.
Table B.5
Comparison of the parameter values used for numerical simulation of the
Brusselator Eq. (B.1) with those retrieved by the LIS-algorithm and the
corresponding standard deviation of the sampled set. Noise with r = 0.03
was added. The initial values at t = 0 were x1 = 1.0 and x2 = 1.0. The step size
for ODE integration using the Euler algorithm was h = 0.0001, while data
were recorded at step size hr = 0.01. The trajectory used for estimation
started at t = 100 and ended at t = 199.99. The parameters for the LIS-
algorithm were I = 5, R = 50 and S = 1000.
Parameter value sim. value estim. std. dev.
p1;1 4.000 3.960 0.130
p1;2 1.000 0.995 0.069
p1;3 1.000 0.986 0.032
p2;1 3.000 2.963 0.098
p2;2 1.000 0.986 0.030
Table B.6
Comparison of the parameter values used for numerical simulation of the
FitzHugh–Nagumo Eq. (B.2) with those retrieved by the LIS-algorithm and
the corresponding standard deviation of the sampled set. Noise with
r = 0.03 was added. The initial values at t = 0 were x1 =  1.0 and x2 = 1.0.
The step size for ODE integration using the Euler algorithm was h = 0.0001,
while data were recorded at step size hr = 0.01. The trajectory used for
estimation started at t = 100 and ended at t = 199.99. The parameters for
the LIS-algorithm were I = 10, R = 50 and S = 1000.
Parameter value sim. value estim. std. dev.
p1;1 3.000 2.908 0.056
p1;2 1.000 0.971 0.018
p1;3 3.000 2.933 0.040
p2;1 0.333 0.333 0.010
p2;2 0.667 0.665 0.016
p2;3 0.667 0.658 0.024
Table B.7
Comparison of the parameter values used for numerical simulation of the
Roessler Eq. (B.3) with those retrieved by the LIS-algorithm and the
corresponding standard deviations of the sampled set. Noise with r = 0.1
was added. The initial values at t = 0 were x1 = x2 = x3 = 5.0. The step size for
ODE integration using the Euler algorithm was h = 0.0001, while data were
recorded at step size hr = 0.01. The trajectory used for estimation started at
t = 0 and ended at t = 399.99. The parameters for the LIS-algorithm were
I = 30, R = 50 and S = 1000. Note that parameter p3;3 is estimated very
poorly. This estimate can be improved by using a higher density of data
points per time interval. This was not done here to give the reader a
realistic impression of the limitations of the method.
Parameter value sim. value estim. std. dev.
p1;1 1.000 1.007 0.003
p1;2 1.000 1.024 0.045
p2;1 1.000 1.008 0.003
p2;2 0.200 0.202 0.002
p3;1 0.200 0.211 0.032
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x02 ¼ p2;1x1 þ p2;2  p2;3x2
ðB:2Þ
Another prominent system of ordinary differential equa-
tions is the Roessler attractor as presented in Haken [31]
(see Eq. (B.3)). All numerical parameters are given in
Table B.7.
x01 ¼ p1;1x2  p1;2x3
x02 ¼ p2;1x1 þ p2;2x2
x03 ¼ p3;1 þ p3;2x3x1  p3;3x3
ðB:3Þp3;2 1.000 0.850 0.024
p3;3 5.700 4.750 0.161
Table B.8
Comparison of the parameter values used for numerical simulation of the
driven van der Pol Eq. (B.4) with those retrieved by the LIS-algorithm and
the corresponding standard deviations of the sampled set. Noise with
r = 0.05 was added. The initial values at t = 0 were x = y = z = 1.0. The step
size for ODE integration using the Euler algorithm was h = 0.0001, while
data were recorded at step size hr = 0.01. The trajectory used for estimation
started at t = 0 and ended at t = 99.99. The parameters for the NOS-
algorithm were I = 10, R = 50 and S = 1000. The driving frequency and the
phase were considered to be known and had values of x = 1.15 and / = 0.0,
while the driver amplitude was estimated as parameter p1;4.
Parameter value sim. value estim. std. dev.
p1;1 0.100 0.100 0.023
p1;2 0.100 0.099 0.032
p1;3 1.000 1.003 0.026
p1;4 0.320 0.316 0.044B.2. Driven ordinary differential equations
Here the parameters of the driving signal are considered
as given like in the work of Hutter et.al [8] except for the
case of the equation system (B.4), where the driving ampli-
tude is estimated. In experimental situations as in the case
of intermodulation spectroscopy in reference [8] typically
the driving signal is known. For the NOS algorithm the
determination of the phase in the driving term causes seri-
ous unrest concerning the convergence of the algorithm,
since the phase is unique only modulo 2p. Therefore the
parameter search for the phase must be restricted to the
interval [0, 2p]. The elaboration of the corresponding algo-
rithms is left for future research.
The driven van der Pol equations (see Hairer et. al. [32])
are given in (B.4). All numerical parameters are given in
Table B.8.x0 ¼ y
y0 ¼ p1;1x2yþ p1;2y p1;3x p1;4z
z0 ¼ xsinðxt þ /Þ
ðB:4Þ
Also the damped and doubly driven Morse potential as
considered by Hutter et. al. [8] was investigated here in the
formulation of Eq. (B.5). All numerical parameters are gi-





For a comparison with the Morse potential also the
damped and doubly driven Lennard–Jones potential (see
Atkins [33]) was investigated here in the formulation of
Eq. (B.6). All numerical parameters are given in Table B.10.
x0 ¼ y












z0 ¼ A1x1sinðx1t þ /1Þ  A2x2sinðx2t þ /2Þ
ðB:6Þ
Table B.9
Comparison of the parameter values used for numerical simulation of the doubly driven Morse potential (B.5) with those retrieved by the NOS-algorithm and
the corresponding standard deviations as well as lower and upper bound for the estimation of the initial parameters (see A and sub Section 3.2). Noise with
r = 0.005 was added. The initial values at t = 0 were x = 3.0, y = 0.0 and z = 0.06. The step size for ODE integration using the Euler algorithm was h = 0.0001,
while data were recorded at step size hr = 0.01. The trajectory used for estimation started at t = 200.0 and ended at t = 399.99. The parameters for the NOS-
algorithm were I = 30, R = 40 and S = 1000. The Newton iteration was stopped and the sample skipped, when after 30 iterations the euclidean norm of the
residual vector was above 109. The initial values for the Newton iteration are drawn randomly and logarithmically (see appendix A) between the lower and
upper bound given in the table. After 10 successful estimates the average of these estimates was taken as start value for the Newton iteration. Then 973 out of
the 1000 samples were successful. The driving amplitudes, frequencies and phases were considered to be known and had values of A1 = 0.01, x1 = 0.5, /1 = 0.0,
A2 = 0.05, x2 = 0.72 and /2 = 0.0.
Parameter value sim. lower bound upper bound value estim. std. dev.
p1;1 0.100 0.010 1.000 0.099 0.002
p1;2 1.000 0.100 10.00 1.004 0.012
p1;3 0.500 0.050 5.000 0.498 0.007
p1;4 3.000 0.300 30.00 3.002 0.002
Table B.10
Comparison of the parameter values used for numerical simulation of the doubly driven Lennard–Jones potential (B.6) with those retrieved by the NOS-
algorithm and the corresponding standard deviations as well as lower and upper bound for the estimation of the initial parameters (see A and sub Section 3.2).
Noise with r = 0.001 was added. The initial values at t = 0 were x = 3.0, y = 0.0 and z = 0.02. The step size for ODE integration using the Euler algorithm was
h = 0.0001, while data were recorded at step size hr = 0.01. The trajectory used for estimation started at t = 0.0 and ended at t = 199.99. The parameters for the
NOS-algorithm were I = 10, R = 40 and S = 1000. The Newton iteration was stopped and the sample skipped, when after 30 iterations the euclidean norm of the
residual vector was above 109. The initial values for the Newton iteration are drawn randomly and logarithmically (see appendix A) between the lower and
upper bound given in the table. After 10 successful estimates the average of these estimates was taken as start value for the Newton iteration. Then 965 out of
the 1000 samples were successful. The driving amplitudes, frequencies and phases were considered to be known and had values of A1 = 0.01, x1 = 0.5, /1 = 0.0,
A2 = 0.01, x2 = 0.72 and /2 = 0.0.
Parameter value sim. lower bound upper bound value estim. std. dev.
p1;1 0.100 0.010 1.000 0.100 0.050
p1;2 1.000 0.100 10.00 1.000 0.012
p1;3 3.000 0.300 30.000 3.000 0.000
Table B.11
Comparison of the parameter values used for numerical simulation of the
Henon–Heiles Eq. (B.7) with those retrieved by the LIS-algorithm and the
corresponding standard deviations of the sampled set. Noise with r = 0.01
was added. The initial values at t = 0 were x1 = 0.5, x2 = 0.1, and y1 = y2 = 0.0.
The step size for ODE integration using the symplectic Euler algorithm [32]
was h = 0.001, while data were recorded at step size hr = 0.01. The trajectory
used for estimation started at t = 0 and ended at t = 399.99. The parameters
for the LIS-algorithm were I = 10, R = 50 and S = 1000.
Parameter value sim. value estim. std. dev.
p1;1 1.000 1.001 0.019
p1;2 2.000 2.003 0.068
p2;1 1.000 0.999 0.021
p2;2 1.000 1.001 0.047
p2;3 1.000 1.002 0.043
Table B.12
Comparison of the parameter values used for numerical simulation of the Hamilton
the corresponding standard deviations as well as lower and upper bound for the e
r = 0.05 was added. The initial values at t = 0 were x1 = 1.0, x2 = 2.0, y1 = 3.0 and
algorithm [32] was h = 0.001, while data were recorded at step size hr = 0.01. The
parameters for the NOS-algorithm were I = 30, R = 40 and S = 1000. The Newton i
euclidean norm of the residual vector was above 109. The initial values for the N
between the lower and upper bound given in the table. Note that the interval for
estimates the average of these estimates was taken as start value for the Newton
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Chaos in Hamiltonian systems is covered by Lieberman
and Lichtenberg [34] where the Henon–Heiles equations as
given in Eq. (B.7) are a prominent examples. All numerical
parameters are given in Table B.11.
x01 ¼ y1
y01 ¼ p1;1x1  p1;2x1x2
x02 ¼ y2
y02 ¼ p2;1x2 þ p2;2x22  p2;3x21
ðB:7Þian system given in Eq. (B.8) with those retrieved by the NOS-algorithm and
stimation of the initial parameters (see A and sub Section 3.2). Noise with
y2 =  2.0. The step size for ODE integration using the symplectic Euler
trajectory used for estimation started at t = 0.0 and ended at t = 399.99. The
teration was stopped and the sample skipped, when after 30 iterations the
ewton iteration are drawn randomly and logarithmically (see appendix A)
the initial values comprises four orders of magnitude. After 10 successful
iteration. Then 847 out of the 1000 samples were successful.
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nonlinear parameter dependency the system in Eq. (B.8)
was constructed with a Toda-type coupling (see Lieberman
Lichtenberg [34]) in addition to a harmonic coupling. All
numerical parameters are given in Table B.12.
x01 ¼ y1
y01 ¼ p1;1expðp1;2ðx1  x2ÞÞ  p1;3ðx1  x2Þ
x02 ¼ y2
y02 ¼ p2;1expðp2;2ðx1  x2ÞÞ þ p2;3ðx1  x2Þ
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