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ABSTRACT  
 
 
Cluster growth during de-wetting of solid thin films:  
Coarsening exponents and the role of long range  
de-wetting interactions 
 
Adi Constantinescu  
 
 
Coarsening processes play prominent roles in non-equilibrium statistical physics and in applied 
physical sciences. A new area in this field of statistical physics has emerged from recent 
experimental revelations that long range de-wetting forces acting across thin films, such as the 
fundamental van der Waals interactions, may drive the formation of large clusters (tall multi-
layer islands) and pits, observed in thin films of soft materials (polymers), as well as in thin films 
of liquid and solid metals. Motivated by the experiments, in this Thesis we elucidate the 
fundamentals of the non-equilibrium statistical mechanics of solid thin films coarsening within a 
unified model explicitly incorporating de-wetting interactions. By analytic arguments and 
simulations of the model, we study the growth laws of clusters formed in thin films due to the 
de-wetting interactions. The ultimate long time-scale cluster growth coarsening exponents are 
found to depend on the substrate dimensionality, unlike the super-universal exponents 
encountered in standard coarsening phenomena. Nonetheless, the ultimate cluster growth scaling 
laws at long times are strongly universal: Short and long range de-wetting interactions yield the 
same coarsening exponents.  However, long range de-wetting interactions, such as the common 
van der Waals forces, introduce a distinct long lasting early-time scaling behavior characterized 
by a slow growth of the cluster height/lateral size aspect ratio (i.e., a time-dependent Young 
angle), and by effective coarsening exponents that depend on cluster size. In this thesis, we 
develop a theory capable to calculate these effective size-dependent coarsening exponents 
characterizing the cluster growth in the early-time cross-over regime. Such a pronounced cross-
over behavior has been indeed seen in experiments; however its physical origin has remained 
elusive to this date. Our results attribute these observed phenomena to ubiquitous long range de-
wetting interactions acting across thin films.  
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Chapter 1 
 
Introduction 
 
 
 
 
1.1  Casimir Interactions 
 
In 1948, Hendrik Brugt Casimir using Quantum Electrodynamics made a striking 
prediction that two perfectly reflecting parallel plates placed in vacuum will attract each 
other [1]. This exotic phenomenon is due to the modification of the quantum 
electromagnetic field ground state (“zero point”) energy between the plates which is 
produced simply by the presence of the plates. Indeed, the ground state quantum field 
energy of the empty space is different from that with plates present. Casimir calculated 
the difference between the two energies, with the result:   
                                                    
3
2
240
3
h
c
h

  ,                                                (1) 
per unit area of the plates. This produces a net force per unit area (attractive pressure) 
of the form 
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2
240 h
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



   ,                                                (2) 
where   is Planck’s constant divided by 2 , c  is the speed of light and h  the 
separation between the two plates [1]. The origin of this force results from the fact that 
even in a perfect vacuum at zero absolute temperature there is a fluctuating 
electromagnetic field having a mean energy equal to half the energy of a photon (per 
mode). Consider the gap between the two plates as a cavity. Electromagnetic fields can 
2 
 
propagate in space, they carry energy, and they also exert pressure on surfaces. This 
radiation pressure increases with the energy (and hence, the frequency) of the 
electromagnetic field. At a cavity-resonance frequency, the radiation pressure inside the 
cavity is stronger than outside and the plates are therefore pushed apart. Out of 
resonance, in contrast, the radiation pressure inside the cavity is smaller than outside 
and the plates are drawn towards each other. It turns out, on balance, that the attractive 
components have a slightly stronger impact than the repulsive ones.  
           Casimir’s discovery had a great intellectual impact on the developments in the 
theoretical understanding of other forces in nature, in particular of the van der Waals 
forces. This deep understanding of the van der Waals forces was provided by Lifshitz  
who related these forces to electronic charge density fluctuations existing in any 
material even at zero absolute temperature due to quantum effects [2-4]. These charge 
fluctuations and the induced electromagnetic field fluctuations generate transient 
dipole moments in atoms and produce effective forces acting even between neutral 
atoms. At zero temperature these forces are called as London forces. The London force 
constitutes the major branch of Van der Waals interactions and for this reason it is 
called London-van der Waals force or bosonic Casimir interaction because they are all 
transmitted through photons. The London energy effective potential between two 
neutral atoms has the form 
                                                           
  620
2
44
6
d
d

 
   ,                                            (3) 
where 
 
is the atomic polarizability,   is a characteristic frequency (the optic 
absorption frequency), and d  is the distance between the two atoms. Hamaker 
considered this London-Van der Waals to discuss thin films [4]. He found that opposite 
surfaces of a thin film interact through the effective potential 
                                                           
2 12 h
A
h H

   ,                                                    (4) 
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per unit area, where h  is the thickness of the thin film, and  HA  is the so called 
Hamaker constant that can be calculated from the Lifshits theory [2,3].   
        Recently, another interaction, the so called fermionic Casimir interaction was 
predicted to occur [5, 6].  It is mediated by traveling electrons in metals, rather than by 
photons. In metallic thin films, this interaction is expected to be more important than 
the van der Walls interaction in Eq. (4), [7].  It has been proposed that the opposite 
surfaces of a metallic film interact with each other by an attractive fermionic Casimir 
interaction of the form: 
                                                             
ah
h F

   ,                                                       (5) 
where h  is the thickness of the thin film, F  is the Fermi energy of the metal, and a
 
is 
the atomic size. 
 
1.2  Coarsening of Thin Films and this Thesis goals 
 
           Ever since a seminal study of Lifshits and Slyozov [8], coarsening processes have 
played prominent role in statistical [9] and biological physics [10], and in applied 
physical sciences [11-17].  Technologically significant thin films are no exception to this, 
as exemplified by growing microstructures seen in epitaxial growth [11,14].   
          A new venue in this area emerged from recent experimental revelations that long 
range de-wetting forces acting across thin films, such as the above discussed van der 
Waals interactions [18], may induce the formation of large clusters, i.e., tall multi-layer 
islands formed during high temperature annealing (relaxation) of thin films, [19]. 
Earlier experiments with Sn [13] and Mn films [15] on silicon evidence that the clusters 
grow in time by a coarsening process, with cluster linear size 4/1~ t (at long times t), as 
predicted by Chakraverty [16,17]. However, a more complex mode of cluster growth 
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has been also seen, in solid Co films on sapphire [7,20]. In addition, an intriguing long 
lasting early-time cluster growth behavior, preceding the 4/1t  regime, has been seen in 
the experiments [13].  
          Motivated by the experiments, in this Thesis we elucidate the fundamentals of the 
non-equilibrium statistical mechanics of solid films coarsening within a unified film 
interface dynamics model explicitly incorporating de-wetting interactions. By analytic 
arguments and simulations of D+1 -dimensional films on D-dimensional substrates, we 
study the growth of clusters formed due to de-wetting interactions, such as the common 
van der Waals and other experimentally significant long range interactions discussed in 
the previous section.  We find that the cluster height 4/1~ tH , for any 2D  (a super-
universal behavior), in accord with the experiments [13,15] whence 2D .  On the other 
hand, for 2D , the super-universality breaks down; HtH ~  with a D-dependent 
exponent )32/( DDH  . These scaling laws hold at long times, for both short and long 
range de-wetting interaction. However, we reveal that long range (power-law) de-
wetting interactions introduce a long lasting early-time (cross-over) scaling behavior that 
is especially prominent for 2D  whence it yields effective cluster height growth 
exponent 4/1effH . This behavior persists over several decades of time and it is thus 
experimentally relevant.  Such a pronounced cross-over behavior, with a 4/1effH , has 
been indeed seen in the experiments [13], and its physical origin has remained elusive 
to this date. In this Thesis, this long lasting cross-over phenomenon is explained as an 
effect of the ubiquitous long range de-wetting interactions we discussed in Sec. 1.1.  We 
theoretically prove, by numerical simulations and analytic methods, that the long range 
nature of de-wetting forces indeed produces long lasting early-time departures from the 
asymptotic power laws, with the effective exponent 4/1effH  for 2D . 
Experimentally, such an effective early-time exponent, measured to be 33.0effH , has 
been indeed reported for  Sn clusters on silicon, Ref. [13]. This early-time cluster growth 
regime is shown here to be marked by a growing cluster height-to-width aspect ratio 
which slowly approaches the aspect ratio determined by the Young contact angle. In 
this respect, notable are the experiments of Ref. [7], in which the clusters are indeed 
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seen to exhibit a growing cluster aspect ratio. For realistic de-wetting potentials, such as 
van der Waals and other long range interactions, these early-time crossover phenomena 
are found here to ubiquitously persist over several decades of time and they are thus 
experimentally significant.  
       The organization of this Thesis is as follows: In Chapter 2, we introduce the 
interface dynamics model and discuss its properties in detail. In particular, in Sec. 2.5, 
we discuss a simple kinetic theory of the coarsening dynamics of the clusters formed in 
our model. This discussion provides the values of the cluster growth exponents (such as 
the above mentioned exponent H ) that are valid only in the long times limit. In this 
limit, the clusters can be described by the classical Young-Laplace model. In Chapter 3, 
we use numerical simulations of our interface dynamics model to explore the role 
played by the long-range de-wetting interactions on the character of the cluster 
coarsening dynamics. We find that these interactions produce significant early time 
departures from the asymptotic predictions based on the Young-Laplace model, as 
anticipated in this section. To address this phenomenon, in Chapter 4, we first provide a 
theoretical description of quasi-static (slowly evolving) clusters that goes beyond the 
classical Young-Laplace model. Next, in Chapter 5, we use this description to develop a 
powerful cluster dynamics theory capable to analytically explain the findings of our 
simulations. Finally, at the end we provide a summary and conclusion of this Thesis. 
We note that each chapter contains its own list of references. 
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Chapter 2 
 
 
Interface Dynamics Model with De-wetting 
Interactions 
 
 
2.1 The Model 
 
In this thesis we discuss a simple model for solid film interface dynamics 
respecting the conservation of the film volume, of the general form [1, 2],  
                                                   J
t
h 



 ,                                              (1)  
where ),( txh

 is the film interface height over a D-dimensional base plane, 
),...,,( 21 Dxxxx 

.  In Eq. (1), J

 is the surface current density [1,2], given by the Nernst-
Einstein equation,     
                                             PJ 

  .                                    (2)  
Here,   is a transport coefficient, and   is chemical potential field; P ,                                                           
with  , the atomic volume.  As detailed in the Appendix of this chapter, within the 
small slope approximation (SSA), 1||  hm

, the pressure  field ),( txP

 in Eq. (2) is 
generated by the surface contribution to  the film free energy, of the form [3],                     
                                          





 )()(
2
2 hhxdF D

  ,                             (3a)  
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via the relation    
                                       )('
),(
),( 2 hh
txh
F
txP 




 .                        (3b)  
Above,   is the surface tension of the film at its top interface with vacuum, whereas 
)(h  is the de-wetting interaction potential.  Within the SSA, the   is taken to be 
isotropic. As discussed in Ch. 1, physically interesting de-wetting potentials have the 
asymptotic form of a power law attraction, 
                                                    
h
h
1
~)(    ,                                      (4)  
for large h ; Fig. 1. 
 
Fig. 1. De-wetting interaction potential causing the flat film instability. 
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The common non-retarded van der Waals interactions correspond to the case 2  of 
Eq. (4), [3]. The case 1  may also be interesting [4]. Short range de-wetting 
interactions are regained in the large-  limit; 1 .  By Eqs.  (1-3),  
                                     )]('[ 222 hhP
t
h


 
  .                (5) 
For 0)(  h , Eq. (5) reduces to the classical Mullins model for solid interface relaxation 
by surface diffusion [1]. 
 
2.2. Spinodal Instability 
    The presence of the de-wetting potential )(h  induces an undulational (spinodal de-
wetting) instability of flat ( .consth  ) films [4,5]. To demonstrate its presence in our 
model, consider a thin film of average thickness 0h  , with a small fluctuation  txh ,

  at a 
time t  and position x

: 
                                           txhhtxh ,),( 0

   ,                             (6) 
with 0hh   , as depicted in Fig. 2. 
 
Fig. 2.  Schematic view of small fluctuations h of the thin film surface around average thickness 0h .  
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By expanding the interaction potential about the thickness 0h  we have 
                                                  hhhh 00   ,                             (7) 
to the first order. Therefore, by Eqs. (5-7), 
                                     
 
      022 hhh
t
h


 

 
 .                 (8) 
This linear PDF can be solved by  
                                                   xqitAtxh q

 exp,   ,                               (9) 
where qA  is a time dependent amplitude of the film’s fluctuation with the wavevector  
q

.  By Eq. (9), the equation (8) reduces to 
                                                 
 
   tAqG
dt
tdA
q
q


  ,                                  (10) 
with the dispersion relation  qG  given by 
                                              024 hqqqG    .                       (11) 
By Eq. (10),  the time dependent amplitude  tAq  is given by 
                                                       exp 0 tqGAtA qq    .                           (12) 
Eqs. (11)-(12) are essential for understanding the initiation  of the thin film de-wetting 
process. If   00   h , the  qG  is negative for any q

, and the fluctuations of the film 
about the initial thickness 0h  will smooth out. The film is thus stable. On the other hand, 
as depicted in Fig. 3, if   00   h , the  qG  is positive in the range cqq ||

, with  
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 

0hqc
 
  .                                     (13) 
The fluctuations with cqq ||

 grow exponentially in time, making the film interface 
unstable. Therefore, the condition for the film instability is :  
                                                        
  00   h  .                                        (14) 
  
Fig. 3. Variation of the dispersion relation  qG  as function of the magnitude of the wavevector q . 
 
 This instability initiates the de-wetting of the thin film. In this initiation, the dominant 
role is played by the fastest growing fluctuations, with the largest value of   qG  
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corresponding to its maximum seen in Fig. 3. Their wave-vector earlyq  can easily be 
evaluated from  the condition 
                                                            
 
0
earlyq
dq
qd
 .                                (15) 
Thus we obtain  
                                               
 
22
0 c
early
qh
q 
 


  ,                            (16) 
 corresponding  to the wavelength 
                                           
 0
2
2
2
hqearly
early
 




   .                        (16’) 
The corresponding value of the dispersion relation Eq. (11) is 
                                              
4
)]("[ 20hqG early

                                (17) 
The reciprocal of  earlyqG  is the characteristic time scale for the growth of the spinodal 
decomposition instability. We note that the equations (16-17) are general because they 
do not assume a certain shape of the interaction potential. The only essential condition 
is that   00   h . Notable feature of the wavelength  early   is that it depends on the 
initial thickness 0h  of the film.   
        Due to the spinodal instability, the thin film structures into a periodic like pattern 
with wavelength  early . As the film continues to evolve, it will subsequently form arrays 
of pits [see Fig. 5(a) from our simulations]. These arrays of pits are however unstable 
and subsequently transform into arrays of cluster [see Fig. 5(b) from our simulations]. 
The initial separation between these clusters is  early~ . These clusters continue to grow 
via a coarsening process discussed in the following chapters.  
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2.3. Young Contact Angle 
Due to the presence of clusters, at long times the film partially “de-wets”: Large 
slowly growing (quasi-static) clusters sitting on “dry” substrate area are formed, as seen 
in our simulations in 1D  and 2; see Figs. 4 and 5(b). The dry area, i.e., the substrate 
corresponds to the minimum min of )(h , at minh (~atomic size) in Fig. 1. In view of 
this, the actual local film thicknes is given by the expression 
                                              min),(),(
~
htxhtxh 

 
 
 
 
Fig. 4. A snapshot from our simulations: The interface profile     min,,
~
htxhtxh  (thinner line) in 
1D
 
and the corresponding field of pressure ),( txP  (thicker line). 
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In the limit of very large clusters, the cluster pressure 0P  [see Ch. 3]. In this limit, 
the maximum  cluster slope [occurring close to cluster base in Fig. 5(b), at an inflection 
point of cluster radial profile]  maxmaxmax ||)tan()( htm 

  approaches the Young contact 
angle slope  YYm tan . The Young contact angle can be calculated for our model: By 
Eq. (3b), in the limit 0P  we obtain: 
                                                  0)(' 2  hh

 .                                  (18) 
 
 
 
Fig. 5.  Snapshots from our simulations: (a) The initial stage of the 2D  thin film interface, 
dominated by the formation of pits. Figure (b) exhibits the final stage of the 2D  thin film interface 
evolution, dominated by the presence of growing clusters. 
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For example, for one dimensional case  1D , Eq. (18) reduces to 
                                                 0)(' 
2
2
 h
dx
hd
  .                                      (19) 
By the identities  
2
22
  2
dx
hd
dx
dh
dx
dh
dx
d






   and   
 
dx
dh
h
dx
hd
)(' 

, Eq. (19) implies 
                                               0
2
2















h
dx
dh
dx
d 
 ,                               (20) 
that is, 
                                                  Ch
dx
dh






2
2

 ,                                   (21) 
where C  is an integration constant. Equation (21) describes the interface profile around 
the “contact point” of the film with the “dry” substrate. On one side of the “contact 
point”, the profile )(xh  asymptotically approaches minh , i.e., the local film thickness 
0)()(
~
min  hxhxh

. In this limit, by Eq. (21) we obtain that   minmin    hC . 
With this condition,  Eq. (21) reduces to 
                                                min
2
 
2






h
dx
dh
.                               (22) 
On the other side of the contact point, h  for  .x In this limit,   0 h . 
Thus, by Eq. (22), the interface slope dxdh /  approaches the Young angle slope  given by 
                                             

 min
2
)tan(

 YYm  .                             (23) 
The result (23) for the Young contact angle is general and applies in any D . To see this, 
consider, for example, the two dimensional case  2D . For a radially symmetric 
cluster,  Eq. (3b) in polar coordinates reduces to 
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                                                Ph
dr
dh
rdr
hd







1
 
2
2
   .                        (24) 
Around the contact point, we can expand xRr   with Rx   , whereR  is the cluster 
base radius, as in Fig. 5(b). Thus, Eq. (24) becomes: 
                                             Ph
dx
dh
xRdx
hd








1
 
2
2
  .                      (25) 
Expanding, 







... 1
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2
2
R
x
R
x
RxR
 for Rx  , we obtain: 
                                    Ph
dx
dh
R
x
R
x
Rdx
hd






 ...1 
2
2
2
2 
  .            (26) 
In the limit of large clusters R , the cluster pressure 0P  (see Sec. 2.5 in the 
following). In this limit, the equation (26) reduces to Eq. (19) we had for the one 
dimensional case. Thus, the result for the contact angle slope  YYm tan  stated in Eq. 
(23) applies also for large clusters in 2D .     
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Fig. 6. Sketch of a cluster on top of a substrate depicting the Young-Dupré model of de-wetting ;   , 
FS  and VS
  are the interface energies at vacuum-film, film-substrate and vacuum-substrate 
interfaces, respectively ; Y  is the cluster-substrate contact angle and 1R  is the radius of the curvature 
of the cluster interface with vacuum whereas R is the radius of the cluster circular base. 
 
      It is physically illuminating to note that, within the SSA, our equation (23) turns out 
to be equivalent to the standard Young-Dupré law,  
                                       VSFSY
 )cos(   ,                                (27) 
for the cluster-substrate contact angle Y ; see Fig. 6.   
      To see this equivalence, we note that the film-substrate surface tension FS  and 
vacuum-substrate surface tension VS  satisfy the relation 
                                             )( minmin hFSVS    ,                       (28) 
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suggested by de Gennes [3]. Within the SSA, 2/)(tan1)cos( 2 YY   , and, by Eq. (28),  it 
is easy to see that Eqs. (23) and (27) are equivalent to each other. It should be stressed 
that this discussion  proves the validity of the Young-Dupré law only in the limit of 
large clusters [recall of our discussions around Eq. (26)]. For a finite size cluster, the 
effects of de-wetting interactions become more significant and the Young-Dupré law is 
not applicable. This feature gives rise to the interesting phenomena we will reveal in the 
following chapters of this Thesis. 
 
2.4 Rescaled Model       
      Motivated by Eq. (4) and by the above discussions, we simulated the model in Eq. 
(5) with 
                                            

















 h
h
h
A
h min
1
1)(' ,                              (29) 
corresponding  to the potential  
                                      
     















 h
h
h
A
h min
2
1
1)(  ,                       (30) 
having minimum at minh , as in Fig. 1. With this )(h , by a suitable rescaling of ),,( htx

, 
the continuum model stated in Eqs. (5)  and (29) can be made dimensionless (with 
1 A ), of the form,  
                                           )]('[ 222 hhP
t
h


 
,                       (31) 
and  
                                          

















 h
h
h
h min
1
1
1
)('
 
.                               (32) 
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We chose the rescaling of the original model such that, in the rescaled model, 
                                             



/1
min
)12(2
2








h .                                     (33) 
This choice is a matter of future convenience. [Other choices, such as hmin=1, are also 
possible to achieve by the choice of rescaling.  The choice in Eq. (33) is preferred because 
it gives a very simple form to the equation (39) discussed in the following.] By Eqs. (32) 
and (33), the rescaled model potential 
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

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
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

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1
1
1
)(  ,                             (34) 
has a signle inflection point  
                                                     0)(" inf  h ,                                           (35) 
at the height 
                                                 



/1
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)1(2
2
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

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



h  .                                  (36) 
For the initial (t=0) thin film interface heights  0)0,( htxh 

 that are above  the 
inflection point, one has   
                                                      0)(" 0  h ,                                           (37) 
Thus, by Eq. (14), such films are unstable and will undergo spinodal de-wetting. 
Interestingly, among these unstable films there is one which is the most unstable. 
Indeed, Eq. (17) shows that by maximizing the magnitude of )(" 0h  one can minimize 
the time scale of the instability, i.e., maximize its rate. Thus, this maximization 
corresponds to the condition,  
                                                     
0)(''' 0  h ,                                           (38) 
20 
 
for the initial film height. By Eqs. (32) and (36), it is easy to show that the Eq. (38) is 
solved by 
                                                           10 h .                                                   (39) 
             Motivated by this feature, in our simulations of the rescaled model, we set the 
initial height to be  
                                 1)0,( 0  htxh

 + a small random field,                (40) 
to initiate the spinodal de-wetting instability. Such very thin films undergo the fastest 
possible spinodal instability and quickly pass from the initial instability time stage to 
the stage characterized by cluster formation. It should be stressed that the initial 
condition in Eq. (40) was motivated by practical reasons, to avoid too much of our 
computation times spent on the relatively simple instability time stage. Our primary 
interest is in the post-instability stage when the clusters appear and grow.  In Figs. 5 (a, 
b) , 7 and 8 we give views of  growing clusters from our simulations discussed in the 
following chapters of this thesis. 
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Fig. 7. Interface height plots showing the formation of a slowly growing cluster for 1D  and 1  , 
from our simulation of the rescaled model with dimensionless t , x

 and h  . Here, T is a characteristic 
time-scale at which the well structured clusters are seen for the first time. In the figure, we indicate 
tangents drawn at inflection points of the cluster profiles. Note that the tangent slope slowly grows in 
time. 
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Fig. 8. Interface height plots showing the formation of a slowly growing cluster for 2D  and 1  , 
from our simulation of the rescaled model with dimensionless t , x

 and h  [as in Fig. 5(b)]. Here, T is 
a characteristic time-scale at which the well structured clusters are seen for the first time. It 
corresponds to the crossover from pits arrays [Fig. 5(a)] to cluster dominated surface morphology [Fig. 
5(b)]. In the figure, we indicate tangents drawn at inflection points of the cluster profiles. Note that the 
tangent slope slowly grows in time. 
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At the minimum, the rescaled potential in Eq.  (34) has the value    
                                           
)2(
12
)( minmin





h  .                           (41) 
Thus, by Eqs. (41) and (23) [applied to the rescaled model with A=, the Young 
angle  slope for the rescaled model Eqs. (31-33) has  the value, 
                                             )2(
)12(2
)tan(





YYm  .                           (42) 
As discussed in Sec. 2.3, this result applies in the limit of large clusters. For a finite size 
cluster, the corresponding quantity is  the maximum  cluster slope [occurring close to 
cluster base in Fig. 5(b), at an inflection point of cluster radial profile]  
maxmaxmax ||)tan()( htm 

   . This slope is expected to approach the Young contact angle 
slope  YYm tan  in the limit of large clusters. This feature is illustrated in Figs. 7 and 
8, in which we display the tangents drawn at the inflection points. One can see that 
slope of these tangents indeed slowly grows as the cluster grows. This phenomenon 
will play a significant role in the discussions made in the following chapters. 
 
 
2.5  Cluster Coarsening Dynamics in the Young-Laplace Limit 
 
     In this section we will elucidate the cluster formation and the laws of cluster 
coarsening growth by a simple kinetic scaling theory. Of direct interest is the case D=2. 
We will however consider these phenomena in a general number of dimensions. Thus, 
in the following, we are looking at D+1 dimensional  clusters on a D dimensional 
substrate. The pressure field is nearly uniform within a cluster, clusterPtxP ),(

, with each 
cluster having a different pressure; see Fig. 4 from our simulations. In this section, we 
will consider clusters in the Young-Laplace limit. In this limit clusters are large  and the 
cluster radial profile has the simple form 
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Hrh  ,                                            (43) 
for Rr  =cluster base radius, while  
                                                 
2
2
R
HD
Pcluster



 
.                                             (44) 
The equations (43) and (44) are easily obtained by ignoring the potential )(h  in the 
equation 3(b). This reduces the equation to the simple Poisson equation 
                                                 hPcluster
2   ,                                              (45) 
spelling the classical Laplace relation between the pressure and the interface curvature. 
The potential )(h  however does become important for Rr   where the cluster slope 
assumes the value of the Young angle slope Eq. (23). Thus, by Eq. (43)  
                                         
R
H
Rhm YY
2
|)('|)tan(   .                                  (46) 
By Eqs. (46) and (44), the cluster pressure has the form 
                                          
R
mD
H
mD
P YYcluster


2
2
 ,                                    (47) 
valid in the Young-Laplace limit. By Eq. (1), the cluster volume clusterV  changes in time 
according to the equation 
                                                    IV
dt
d
cluster  ,                                               (48) 
with, by Eq. (43), 
                                 D
R
D
cluster HR
DD
DS
rhrdrDSV
)2(
)(2
)()(
0
1

 
 .                   (49) 
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Here )(DS  is the surface area of the D-dimensional unit sphere, given by the 
expression,  
                                             
)2/(
2)2(
)(
2/12/
DGamma
DS
DD 


   
,                             (50) 
where Gamma stands for the ordinary gamma-function (here, of D/2). Note that, for an 
integer valued D, the Eq. (50) reproduces the familiar results such as S(D=3)=4 
S(D=2)=2 , and S(D=1)=2. However, the above equation for S(D), as well as our other 
discussions here, remain well defined even for non-integer D. The current I in Eq. (48) 
is, by Eq. (1), the flux of the surface current density J

 through the cluster base 
boundary being the surface of D-dimensional sphere with the radius R . By Eqs. (1) 
and (2) with 0/  th , one has, 
                                                         
                                                           02  PJ

        
                                                                        
outside of the slowly evolving (quasi-static) clusters. Assuming here a radially 
symmetric solution, we obtain, 
                                             
0
)(
)(
1



dr
dI
dr
dP
rDS
I
rJ
D
 ,                    (51) 
outside of a slowly evolving (quasi-static) cluster, that is, for r in the range  rR . 
Here,   is a characteristic distance corresponding to inter-cluster separation, see Fig. 
5(b). By integrating Eq. (51) over r, in the range  rR  
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RF
PRP D


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)()(

  .                          (52) 
Here, 



R
D
D rdrRF
1/),( , and thus  
                                               
D
R
RF
DD
D




2
),(
22
  ,                              (53) 
for 2D , whereas  for D=2 we have, 
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.                                        (54) 
 Eq. (52) can be solved for the current I, 
                                          
),(
)()(
)(
RF
PRP
DSI
D 


 
.                                (52’) 
       The clusters are poly-disperse in sizes, with smaller than average clusters [with, by 
Eq. (47), higher pressure] decaying by expelling their material into larger clusters [with, 
by Eq. (47), lower pressure]; see Figs. 4 from our simulations. This coarsening yields a 
steady increase of average cluster height )(tH and cluster base radius )(tR . The 
coarsening cluster growth is governed by the decay of the clusters that are comparable 
yet smaller than the average cluster size. For such a cluster  )()( PRPPcluster the 
pressure of the nearest-neighbor (larger) cluster; see Fig. 4 from our simulations.  Thus, 
by Eq. (52’),       
                                                      
),(
)(~
RF
P
DSI
D
cluster

  ,                              (55) 
In the Young-Laplace limit, the result in Eq. (47) applies. With it, Eq. (55) yields, 
           
                                      ),(
~
RFR
m
I
D
Y


,                                         (55’) 
with   . 
      We note that the volume conservation law in Eq. (1) ensures that   c l u s t erV the film 
volume initially (at 0t ) covering the base area D~ , i.e., by Eq. (49),  
 
                                                  DD hHR 0~ ,                                             (56) 
with 0h , the initial film thickness. By Eqs. (46) and (56), 
                                             DDY Rhm
/11/1
0 )/(~
 .                                    (57) 
Note that by Eq. (57) 
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 for large clusters with H>>h0 . 
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       The differential equation (48), in combination with Eqs. (46), (49), (55’), and (57),  
can be easily integrated to find the time-scale of the cluster decay, with the result 
 
                                             /),(~ 2 RFRt D
D .                                       (58) 
 
The cluster decay time-scale ~ evolution time [10], so Eqs. (57) and (58) directly yield 
the desired coarsening laws for the growth of RmHR Y~, , and 
DR /11~  .  
 
             Case D>2: As R , for  2D , one has, by Eq. (53), DD RRF
2~),(  .  So, for 
t , by Eqs. (58) and (46)  one has  
 
                                            4/1)(~~/ tRmH Y   ,                                    (59) 
for any 2D .   
 
           Case 2D : For this case, )/ln(),(2 RRFD   , so for t , the Eqs. (57’) and 
(58) yield   
   
                                            /)/ln(~ 0
4 RRRt ,                                        (60) 
 
with YmhR /~ 00 . By iteratively solving Eq. (60) for R(t), we obtain 
 
                                      4/14/10 )()]/[ln(~~/ tttRmH Y 
 ,                      (61) 
 
with /~ 400 Rt ,  for 2D  and t . Thus, up to a very slowly varying logarithmic 
pre-factor, one has 4/1~~ tRH  for t , in accord with our 2D  simulations 
[discussed in chapter 3] and the experiments [11,12].  
             
             Case D<2: As R , for 2D  one has, by Eqs. (53) and (57), 
DDD
Y
D
D RhmRF
 2/11/1
0
2 ])/[(~~),(  , so by Eq. (58),  
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                                      /~ /)2(0
/)32(/)2( DDDDDD
Y hRmt
 .                             (62) 
 
By Eq. (62), for 2D ,  
 
                                             )32/(~~/ DDY tRmH
 ,                                      (63) 
 
for  t  whence Ymm max . For 1D , Eq. (63)  yields  
 
                                         5/1~~/ tRmH Y  for t .                               (64) 
 
             Let us summarize the results of this section. At long times, i.e., in the Young-
Laplace limit, we find that the cluster height 4/1~ tH ,  for any 2D  (a super-universal 
behavior), in accord with the experiments [11,12] whence 2D .  In D=2  however, in 
addition to the power law, there is also a slowly changing logarithmic correction 
displayed in Eq. (61).  On the other hand, for 2D , the super-universality breaks 
down; HtH ~  with a D-dependent exponent )32/( DDH  . These scaling laws hold 
at long times, and they are insensitive to the actual form of the de-wetting potential such 
the value of the exponent  in Eq. (4)]. It is interesting to note that our result in Eq. (64) 
for the special case D=1, coincides with the result obtained for a different model in Ref. 
[13]. The model in Ref. [13] actually describes coarsening of liquid films, in which case 
the transport coefficient  depends on the interface height, rather than being constant as 
in our model for solid thin films. We also note that the existence of the logarithmic 
correction in D=2 has been noted (in passing) in Ref. [14], for the case of liquid films 
coarsening. However, unlike to our explicit result in Eq. (61), Ref. [14] does not provide 
any explicit formula (equation) giving the actual form of the logarithmic correction, that 
exists in D=2. We also note that the above discussed breakdown of super-universality 
was noted before in Ref. [14], for the case of liquid films. However, it has not been noted  
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before that this breakdown of super-universality occurs only for D<2, as shown by our 
discussions above. 
            For the future purposes of Chs. 4 and 5, it will be convenient to express the 
quasi-static cluster pressure P, height H, and base radius R, as functions of the cluster 
volume V. This can be easily done in the Young-Laplace limit, by a straightforward 
application of the Eqs. (44), (46), (47), and (49), yielding,   
                  3/13/13/1 )(,)(,)(  VCVPVCVRVCVH P
Young
statR
Young
statH
Young
stat ,              (65) 
for the physically interesting case D=2.  In Eq. (65),                                                                                                                                                      
                  3/43/13/13/13/23/1 )2(,)/4(,)2( YPYRYH mCmCmC  
 .                (66) 
For example, for our rescaled model with , by Eqs. (66) and (42), 
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2.6. Appendix 
 
In this appendix we present a more detailed derivation of the theoretical model 
for solid film interface dynamics introduced in section 2.1. 
           Our model assumes the absence of evaporation and re-condensation process. 
Thus the thin film volume V  is conserved 
                                                  , txhxdtV
D   constant  .                      (A1) 
The net free energy F  of the film depends on the interfacial height  txh ,

 and contains 
three contributions: 
                                                  intFFFF surfbulk   .                              (A2) 
The first term in (A2) is the extensive, bulk contribution to the film free energy which is 
proportional to the film volume. This volume is conserved, so the first term in (A2) can 
not affect the interface dynamics and it can thus be dropped. The second term in (A2), 
surfF   is the surface contribution to the free energy which is proportional to the surface 
area, the proportionality constant being the surface tension of the film at its top 
interface with vacuum,  . Hence, 
                                               
2 
  1  hxdF Dsurf

  .                          (A3) 
In the small slope approximation, 1||  hm

 , Eq. (A3) becomes: 
                                             2 
2
  hxdAF DBsurf  

  ,                       (A4) 
where BA  is the base plane area. Finally, the third term of Eq. (A2) , intF  is the 
interaction contribution to the free energy arising from the de-wetting potential  h  
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                                                        hxdF
D  int  .                                        (A5) 
Thus, by dropping all constant terms, the film free energy (A2) can be expressed as in 
Eq. (3a),  i.e.  
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 )()(
2
2 hhxdF D

 .                   
The variation of this free energy upon a small change  )(xh  of the interface height  is 
                                                 hhhxdF D     2 

 .                         (A6) 
By the standard definition of the functional derivative, from Eq. (A6), we regain the 
pressure field  txP ,

  introduced in Eq. (3b),  i.e. 
                                            )('
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),( 2 hh
txh
F
txP 




 .                    (A6’) 
Thus, the Eq. (A6) can be written shortly as  
                                              )(),( xhtxPxdF D   .                                  (A6’’) 
In general, the chemical potential   is the change  of the free energy when the number 
of atoms of the film increases by one, say, by adding one more atom to its surface at the 
location 0x , as conceptualized in Figs. 9(a ,b):     FNFNF   1   ( N  being the 
number of atoms of the film). Thus, by Eq. (A6’’), the chemical potential field is given 
by: 
                                     ),(),(),( 00 xxhtxPxdFtx
D  ,                       (A7) 
where ),( 0xxh  is the change of the interface height profile corresponding to adding one 
atom at the location 0x . By assuming that the pressure field changes slowly over the 
atom size, Eq. (A7) yields  
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                                 ),(),(),(),( 0000 txPxxhxdtxPtx
D   ,             (A8) 
where   is the atomic volume,    
                                                      0, xxhxd
D   ,                                     (A9) 
Thus, by Eq. (A8) we obtain 
                                 hhtxPtx  2  ),(),(

 .                       (A10) 
as noted below Eq. (2). 
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Fig. 9. (a) Schematic representation of a configuration with no atom added on the surface. The free 
energy of this configuration is labeled as withoutF  . In (b) we represent the configuration with the atom 
added on the surface at position 0x

, causing the interface height change h . The free energy of this 
configuration is labeled as withF . The difference of the free energy between these two configurations 
is the chemical potential field: withoutwith FFx )( 0  . In figure (c) we represent schematically the 
surface atoms and x-components of their velocities at positions x  and xx   , respectively. Figure (d) 
shows the tangential force causing drift of surface atoms. 
 
          The chemical potential field in Eq. (A10) is an effective potential acting on the 
atoms that are free to diffuse along the film surface. Its -gradient (tangential force) will 
thus cause a drifting motion of these diffusing atoms. To proceed, for simplicity, let us 
consider a surface which height changes along one ( x ) direction only; see Fig. 9(c). 
During  the time interval dt , the film volume between x
 
and xx   in Fig. 9(c) changes 
by the amount 
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                                    ltxhdxdndtxxlvndtxlv  ,      00   .           (A11) 
The Eq. (A11) states that this volume changes due to the net influx of the drifting 
surface atoms. In Eq. (A11), 0n  is the surface density of the diffusing (“surface active”) 
atoms,   the atomic volume,  xv  and  xxv   are the drift velocities of the diffusing 
atoms at positions x  and xx   , respectively. Using the identity 
                                                     
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by Eq. (A11) we obtain: 
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Therefore, 
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  0   .                                    (A13) 
The tangential force tanF  acting on a surface atom is proportional to its velocity,   
                                                        xFxv tan  ,  
where   is a mobility constant. Therefore,  Eq. (A13) becomes: 
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0      .                               (A14) 
The tangential force is given by the -gradient of the chemical potential along the arc-
length in Fig. 9(d), 
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 within the small slope approximation. Thus, by Eqs. (A14) , (A15) and (A10), 
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By Eqs. (A16) and (A6’), we regain Eq. (5)  i.e. 
                                )]('[ 222 hhP
t
h
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
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  ,                     (A17) 
where  
                                                          0n  ,                                              (A18) 
is a transport coefficient.  We recall the Eq. (A17), i.e., Eq. (5) is equivalent to the 
conservation law in Eq. (1), with the J

 given by  
                                        2 hhPJ 

   ,             (A19) 
as stated in Eq. (2) . 
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Chapter 3 
 
 
Simulations of interface dynamics and the cluster 
coarsening growth  
 
         
3.1  Introduction 
 
           In this Chapter, we describe the results of our interface dynamics simulations of 
the cluster coarsening dynamics. These simulations are the first step in our theoretical 
understanding of the effects of the long-range de-wetting interactions on the character 
of the cluster coarsening dynamics. As the next step in this direction, in the following 
chapters [Chs. 4 and 5], we will corroborate our simulations with an analytic theory of 
the cluster growth phenomena.  
         As detailed in this chapter, our simulations indicate that the long range de-wetting 
interactions produce significant early time departures from the asymptotic predictions 
based on the classical Young-Laplace cluster model, Sec. 2.5.  Young-Laplace model 
gives the coarsening exponents that are correct only at asymptotically long times. The 
Young-Laplace asymptotic exponents are universal, that is, they do not depend on the 
details of the de-wetting interactions such as the value of  in the potential in Eq. (4) of 
Ch. 2. In this chapter we will use our simulations results to elucidate the actual role 
played by the value of For this purpose, we will employ time dependent effective 
coarsening exponents. These effective coarsening exponents are powerful theoretical 
concepts that can be used to describe the cluster growth at any instant of the system 
evolution, during both late and early times. We will show that the effective coarsening 
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exponents are very sensitive measures of  the role played by the actual value of  in the 
potential in Eq. (4) of Ch. 2. We find that smaller is the  larger are the deviations of the 
effective exponents from their asymptotic values. These early time deviations are thus 
especially prominent for the small values of , such as  and We recall that 
these values of correspond to the experimentally significant de-wetting interactions, 
such as the van der Walls interaction (and fermionic Casimir interaction ( 
discussed in Chapter 1. In fact, on the experimental side, a significant difference 
between the effective (early time) exponent and the asymptotic (late time) exponent for 
the growth of cluster height, has been indeed seen in the experiments, as noted in Ch. 1 
[see Ref. [13] of our Ch. 1]. Our simulation results presented in this chapter, in 
combination with our analytic theory developed in following chapters [Chs. 4 and 5], 
explain these experimental findings in terms of long range de-wetting potentials. 
              To document the above anticipated findings, this chapter describes the results 
of our  simulations of the interface dynamics of the rescaled model defined in Sec. 2.4. 
In this model, we will consider the de-wetting potentials with and  in Eq. 
(4) of Ch. 2In this and the following chapters, we focus on the physically interesting 
case with D=2; see Fig. 1 from our simulations. After an initial stage characterized by 
formation of pits, the interface eventually structures as an ensemble of clusters that 
grow via a coarsening process.  By Fig. 1, the clusters are poly-disperse in sizes, with 
smaller than average clusters decaying by expelling their material into larger clusters 
[recall of Sec. 2.5 discussion]. Due to the decay of the small clusters, the total number of 
clusters N(t) in the system decreases in time [see Fig. 2], while the average cluster size 
increases in time. This coarsening yields a steady growth of the average cluster height 
and cluster base radius, see Fig. 1. In the following section, we will introduce basic 
statistical quantities that can be used to characterize the evolving ensemble of growing 
clusters seen in Fig. 1 from our simulations.  
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Fig. 1. Figure (a) exhibits the final stage of the 2D  thin film interface evolution, dominated by the 
presence of growing clusters.  In figure (b), interface height contour plots showing film morphology 
evolution for 2D  and 1 ,  from the simulation of the rescaled model with dimensionless  
hxt ,,

 (see Sec. 2.4). Here,  T  is a time-scale conventionally set to correspond to the emergence of the 
transient  worm-like morphology at Tt 3 . For Tt 3 , the interface is in a time stage characterized 
by pit formation [as in Fig. 5(a) of Ch. 2]. For Tt 3 , the interface is characterized by the formation of 
slowly growing clusters [as in figure (a) here].  
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Fig. 2. Time evolution of the number of clusters N(t) in the systems we simulated, with and 6. 
The N(t) displayed here is the average of the clusters numbers obtained from ten simulations done for 
each value of . Also presented is the effective coarsening exponent, td ln[N(t)]/d ln(t). This 
exponent approaches the value of -3/4 at long times. There are however significant deviations away 
from this value, that are seen in the t at early times. 
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3.2   Statistical quantities characterizing clusters    
        and thin film interfaces 
 
           In this section, we define a variety of statistical quantities we will use to quantify 
the evolving ensemble of clusters. In the following sections, these quantities will be 
extracted from our simulations. Thus, by using interface configurations such those seen 
in Fig. 1, we counted clusters to obtain their number N(t) in the simulation sample at 
time t. We measured the heights of individual clusters, Hn  [n=1, 2, 3, …, N(t)] , to obtain 
the average cluster height,
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1
tN
H
H
tN
n
n
  .                                                    (1) 
 
We also measured the pressure at center of each cluster, Pn , to obtain the average 
cluster pressure, 
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1
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.                                                       (2) 
       Another important quantity characterizing our film is the size of the “wet” area, i.e., 
the area covered by clusters [the “white area” in Fig. 1]. To extract it, we used a 
convention involving a characteristic height scale h*, below which the interface height  
rapidly (exponentially) approaches its asymptotic value
minh  [see Ch. 4 and Fig. 1(b) 
therein]. Thus, the interface sections with *),( htxh 

 can be identified as “dry” area, 
whereas, the interface sections with *),( htxh 

 can be identified as “wet” area, i.e.,  
clusters. The total wet area is thus given by the surface integral, 
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Here, z) is the usual step function [z)=1 for z > 0, and z)=0 for z < 0]. The total wet 
area Eq. (3) is obviously smaller than the entire substrate area, 
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The area fraction occupied by clusters (“wet area fraction”) is thus, 
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We stress that the above employed height scale h* is not a sharply defined quantity. One 
possible choice would be to identify h* with the inflection point of the de-wetting 
potential (h), i.e. ”(h*)=0. We have however decided for a different convention 
defining the h* via the condition that the third derivative (h) vanishes at h*. For the 
here interesting rescaled model potential in Eqs. (32) and (33) of Ch. 2, this condition 
gives h*=1 for any [as discussed in Sec. 2.4]. 
          The base areas of the clusters are non-overlapping [see Fig. 1], so the total wet area 
is simply the sum of all clusters base areas, 
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Thus, by Eqs. (6) and (3), the average cluster base area is 
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We also measured the base area of each individual cluster, An [n=1, 2, 3, …, N(t)]. Thus 
cluster bases are nearly circular [see Fig. 1 from our simulations], so one can introduce 
the base radius of the n-th cluster via 
                                                             

 nnnn
A
RAtR )(2  .                                                       (8)  
Using (8), we calculated the average cluster base radius via, 
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Another quantity of interest is the total volume of the film inside clusters, i.e., the 
volume of the film covering wet areas with *),( htxh 

. Recall that the actual film 
thickness is  
                                                 min),(),(
~
htxhtxh 

;                                                         (10) 
see Sec. 2.3. Thus, for example, the n-th cluster height Hn is given by Eq. (10) with x

being the center of cluster base area. The total volume of the film covering wet areas 
*]),([ htxh 
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This volume is the sum of volumes of individual clusters, Vn  [n=1, 2, 3, …, N(t)], so, 
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Thus, the average volume of a cluster is given by 
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It will be convenient to introduce the concept of spatial average, defined via 
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 for any function ),( txf

. Thus, the wet area fraction Eq. (5) can be expressed briefly as,  
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.                                                           (15) 
Also interesting are the spatial averages in the form of the moments of the local film 
thickness,     
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For n=1, the above reduces to 
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.                      (17) 
By Ch. 2 discussions, total film volume Vfilm is conserved. Thus, the  first order moment  
M1  in Eq. (17) does not depend on time. However, other moments (M2, M3, …) do 
depend on time. Note that, with our initial condition [discussed in Sec. (2.4)], the 
moment M1 is simply equal to the initial film thickness, 
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~
hhhM 
 
.                                                   (18) 
       An interesting statistical quantity of the thin film is the restricted average height, 
hrest defined as the spatial average of the local film thickness done however only over 
the wet area occupied by clusters, that is,  
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 By Eqs. (7), (13), and (19), we see that, 
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Finally, also interesting are nonlocal surface averages, such the height-height correlation 
function,  
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        In the following sections of this chapter, we will discuss the dynamics of the 
numerous statistical quantities introduced in this section, by using the results obtained 
from our simulations for three different values of  [ =1, 2, and 6].To suppress 
statistical fluctuations, all statistical quantities are obtained by doing average of data 
obtained from 10 statistically independent simulations done for each studied value of 
 
3.3   Dynamics of cluster sizes and pressure  
          In the Figs. 3 through 6, we display our simulations results for the time evolution 
of the four basic statistical quantities characterizing cluster ensemble: average cluster 
volume <V>, average cluster pressure <P>, average cluster height <H>, and cluster 
radius R. These quantities are extracted from our simulations results, using their 
definitions in Eqs. (1), (2), (9), and (13).  
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Fig. 3. Temporal evolution of the clusters average volume <V> in the systems we simulated, with 
and 6.  We also present the evolution of the corresponding effective coarsening exponent, 
Vtd ln[<V>]/d ln(t). This exponent approaches the value of +3/4 at long times. There are however 
significant deviations away from this value, that are seen in the Vt at early times.  
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Fig. 4. Temporal evolution of the clusters average pressure <P> in the systems we simulated, with 
and 6.  We also present the evolution of the corresponding effective coarsening exponent, 
Ptd ln[<P>]/d ln(t). This exponent approaches the value of -1/4 at long times. There are however 
significant deviations away from this value, that are seen in the Pt at early times.  
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Fig. 5. Time evolution of the clusters average height <H> in the systems we simulated, with and 
6.  We also present the evolution of the corresponding effective exponent, Htd ln[<H>]/d ln(t). 
This exponent approaches the value of +1/4 at long times. There are however significant deviations 
away from this value, that are seen in the Ht at early times.  
 
49 
 
 
 
 
Fig. 6. Time evolution of the clusters average base radius <R> in the systems we simulated, with 
and 6.  We also present the evolution of the corresponding effective exponent, Rt 
d ln[<R>]/d ln(t). This exponent approaches the value of +1/4 at long times. There are however 
significant deviations away from this value, that are seen in the Rt at early times. For comparison, 
we also display <A>twhere <A>t d ln[<A>]/d ln(t) is the effective exponent for the growth of 
cluster base area. 
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In the Figs. 3 through 6, we also display the evolution of the effective coarsening 
exponents, defined by, 
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From the Figs. 3 through 6, we see that these effective exponents depend on time t.  The 
exponents seen in these figures deviate from the asymptotic values expected at long 
times, on the basis of the Young-Laplace model for clusters [Sec. 2.5]. By the Sec. 2.5 
results (for D=2), these asymptotic exponents are given by, 
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and, by Eq. (49) of Ch.2, 
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while, by Eq. (44) of Ch.2, 
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The above asymptotic (Young-Laplace) coarsening exponents are universal, i.e., they do 
not depend on the de-wetting potential details such as the value of in Eq. (4) of Ch. 2. 
However, the simulations results displayed in the Figs. 3 through 6 do evidence 
significant early time departures away from the above universal long time coarsening 
exponents. Moreover, the simulations results indicate that these departures are 
correlated with the long range character of the potential. For example, from Fig. 5, for a 
large essentially,  a short range de-wetting potential), the early time range cluster 
height exponent H> is about 0.28, so it is close to the  universal asymptotic H>=0.25. 
On the other hand, for genuine long-range potentials with for and the early 
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time range exponent H> is about 0.33, i.e., it deviates significantly from the asymptotic 
H>=0.25. It is of direct physical interest to understand these effects. Indeed, the 
potentials and are physically interesting since they corresponding to van der 
Waals interaction (and to fermionic Casimir interaction (); see Chapters 1 and 
2 discussions. In addition, on the experimental side, an effective (early time) exponent 
for the growth of cluster height, estimated to be 33.0effH , has been indeed reported 
for  Sn clusters on silicon, see Ref. [13] of Ch. 1. In view of the above discussion, by the 
results of our simulations in figure 5, we argue that the experimentally seen coarsening 
exponent emerges as an effect of the long-range de-wetting interactions. 
         The above simulation results suggest that the deviations from the Young-Laplace 
model are larger for smaller values of  i.e., for longer ranged de-wetting interactions. 
To illustrate this point, in Fig. 7 we plot the quantity  
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By the Eq. (46) of Ch. 2, we have for the n-th cluster (in the Young-Laplace limit) 
                                             
 RmHRmH YnYn 22  .                                 (26) 
 
Thus the quantity in Eq. (25) is exactly 1 in the Young-Laplace limit. However, from our 
simulation results in Fig. 7(lower panel) we see that the aspect ratio 2<H>/<R> is, at 
early times, significantly smaller than the Young angle slope mY, especially for the 
smaller values of  i.e., for longer range de-wetting interactions. As documented in 
Fig. 7(upper panel), this effect is correlated with the magnitude of the departures of the 
effective coarsening exponents from their asymptotic values, which are larger for 
smaller values of , i.e., for the longer range interactions.  
         This breakdown of the classical Young-Laplace model effect will be discussed 
analytically in the next chapter [Ch. 4] as well as in Chapter 5 in which we develop a 
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novel cluster dynamics theory capable to analytically explain the results of this chapter  
simulations as well as the related results from the experiments such as those of Ref. [13] 
of Ch. 1. 
 
 
 
Fig. 7: The figure qualitatively documents the correlation between the failure of the Young-Laplace 
model prediction for cluster aspect ratio (lower panel), with the magnitude of the deviations of the 
effective exponent H away from its asymptotic value (upper panel). Both effects increase with 
decreasing   
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       Finally, also interesting is the scaling of the average cluster base area Eq. (7). The 
associate effective coarsening exponent is, 
                                                      )ln(
)ln(
)(
td
Ad
tA

  .                                                   (27) 
Crudely, <A> is approximately <R>2, so one may expect, 
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at any t, and, in particular,  
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in the infinite time, Young-Laplace limit. To check the validity of the approximate 
relation (28), in Fig. 6, we plot our simulation results for both  <A>/2 and <R>. The 
approximate character of Eq. (28) is evident from these plots.
 
 
  3.4   Other statistical properties of the thin film interface       
              In Fig. 8, we display the time evolution of the area fraction occupied by clusters, 
i.e., the wet area fraction defined in Eq. (5). In the figure, we also plot the 
corresponding effective coarsening exponent, 
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This exponent is expressible in terms of the exponents for cluster base area Eq. (27) and 
cluster number  N(t),  
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Fig. 8. The time evolution of the area fraction occupied by clusters, i.e., the wet area fraction  in the 
systems we simulated, with =1, 2, and 6. In the figure, we also plot the corresponding effective 
coarsening exponent  It approaches the value of  -¼ at long times. 
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displayed  earlier  in Fig. 2. Indeed, by the Eqs. (5) and (7), 
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Thus,     
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As much as for the previously discussed exponents, in Fig. 8 we see significant 
dependent deviations of (t) away from its universal asymptotic value, 
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Above, we used the Eq. (29) and the result 
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  discussed in the following. 
         In Fig. 9, we display the time evolution of the average restricted height ; see Eqs. 
(19) and (19’). In the figure, we also plot the corresponding effective coarsening 
exponent, 
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.                                             (36) 
By Eq. (19’), this exponent is expressible in terms of the exponents for cluster base area 
Eq. (27) and cluster number volume [see Eq. (21)],  
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Fig. 9. The time evolution of the restricted average height hrest in the systems we simulated, with =1, 
2, and 6.  In the figure, we also plot the corresponding effective coarsening exponent. It approaches the 
value of  ¼ at long times.  
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.                                           (37) 
As much as for the previously discussed exponents, in Fig. 8 we see significant 
deviations of this exponent away from its asymptotic value, 
                                             4
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.                        (38) 
        Figure 10 from our simulations documents an interesting approximate relation 
between the effective exponents N(t) and <V>(t), of the form, 
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.                                                (39) 
 The origin of the relation Eq. (39) is in the fact that the (conserved) film volume Vfilm is 
almost entirely accumulated inside the clusters, i.e., over the wet area fraction. In terms 
of Eq. (13), this means, 
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Thus, we have the relation    
                                                       
.)( constVVtN film 
 
,                                             (41) 
implying  the exponent relation (39). From the simulations result in Fig. 10,  we indeed 
see the approximate character of the relation (39). From the figure, we also see that the 
difference between  -N(t) and <V>(t)  decreases with time. Thus, asymptotically,   
                                                  4
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,                                         (42) 
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Fig. 10.  Simulations results documenting that  -N(t) is approximately equal to  <V>(t).  
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as anticipated before in the Eq. (35). 
          Yet another interesting approximate exponents  relation is seen in Fig. 11 from our 
simulations. Therein we plot the growth of the second moment of the local film 
thickness, defined by the Eq. (16) with n=2. In the Fig. 11, we plot the effective 
coarsening exponent going with this quantity growth, 
                                                   )ln(
)
~
ln(
)(
2
~2
td
hd
t
h




 
,                                                   (43) 
and, in the same figure, we compare this exponent with the exponent <H> for the 
growth of the cluster average height. We see that the relation, 
                                                    
)()(2~ tt Hh   
 
,                                                          (44) 
is suggested  by the plots in Fig. 11. 
      Finally, in the Figs. 12 and 13, we display our results obtained by calculating the 
height-height correlation function K(r,t) , Eq. (20). The figure 12 displays this correlation 
function obtained at several instants of evolution time. The most prominent feature of 
the K(r,t) is its central peak originating from cluster spatial self-correlations (of a cluster 
with itself). The width w(t) of the self-correlation peak (indicated in Fig. 12), is, 
approximately, 
                                                            
 Rtw 2)(
 
.                                                        (45) 
 
Thus, we expect that the effective coarsening exponent of w(t) is nearly the same as that 
of <R>. This is indeed the case; see Fig. 13 and compare it with Fig. 6. 
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Fig. 11.  Simulations  results documenting the Eq. (44) 
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Fig. 12. The height-height correlation function K(r,t) obtained at several instants of evolution time. 
The most prominent feature of the K(r,t) is its central peak originating from single cluster spatial self-
correlations. The width w(t) of the self-correlation peak is approximately equal to 2<R>. 
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Fig. 13. Time evolution of the width w(t) of the self-correlation  peak  of the correlation function K(r,t)  
in the systems we simulated, with and 6.   
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Chapter 4 
 
 
 
Clusters morphology beyond 
the classical Young-Laplace model 
 
 
        4.1  Introduction 
           In this and the following chapter, we develop an analytic theory aimed to explain 
the results of our Ch. 3 interface dynamics simulations of the cluster coarsening 
dynamics. Our main goal is to elucidate the effects of the long-range de-wetting 
interactions on the character of the cluster coarsening dynamics. Our simulations 
suggest that the long range de-wetting interactions produce significant early time 
departures from the asymptotic predictions based on the classical Young-Laplace 
cluster model, Sec. 2.5.   
           To understand this effect, as the first step, in this Chapter we provide a 
mathematical analysis of quasi-static clusters that goes beyond the Young-Laplace 
model of Sec. 2.5. This model is valid only in the limit of large clusters, i.e., at very long 
times. In this limit, the detailed form of the de-wetting interaction potential is irrelevant. 
Indeed, in the Young-Laplace limit, the coarsening exponents are universal, i.e., they do 
not depend on the potential details such as value of in Eq. (4) of Ch. 2. On the other 
hand, the simulations of Ch. 3, do evidence significant early time departures from these 
universal long time coarsening exponents. Moreover, the simulations indicate that these 
departures are correlated with the long range character of the potential. For example, by 
the simulations of Ch. 3, for a large essentially, a short range de-wetting 
potential), the early time range cluster height exponent H is about 0.28, so it is close to 
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the  universal asymptotic H=0.25. On the other hand, from the Ch. 3 simulations with 
genuine long-range potentials with for and the early time range exponent H is 
about 0.33, i.e., it deviates significantly from the asymptotic H=0.25. It is physically 
significant to understand these effects. Indeed, the potentials and are 
physically interesting cases since they corresponding to van der Waals interaction 
(and to fermionic Casimir interaction (); see Chapters 1 and 2 discussions. In 
addition, on the experimental side, an effective (early time) exponent for the growth of 
cluster height, measured to be 33.0effH , has been indeed reported for  Sn clusters on 
silicon, see Ref. [13] of Ch. 1. Our analytic theory developed in this and the following 
chapter, in combination with our simulations of Ch. 3, explains these experimental 
findings in terms of long range de-wetting potentials. The simulations by themselves 
already indicate that these early time effects are correlated with a breakdown of the 
Young-Laplace simple model of clusters. For example, within this model, the cluster 
height(H)-to-radius(R) aspect ratio does not depend on the cluster size. Rather, by Eq. 
(46) of Ch. 2, in the Young-Laplace limit we have,  
                                               )tan(
2
YYm
R
H
   ,                                                        (1) 
indicating  that the aspect ratio is a constant expressible in terms of the Young angle 
slope. Likewise, by the discussions of Sec. 2.5, in the Young-Laplace static cluster model 
for D=2 we have the following simple results for cluster height, cluster base radius, and 
cluster pressure, expressed as functions of the cluster volume, 
            
          3/13/13/1 )(,)(,)(  VCVPVCVRVCVH P
Young
statR
Young
statH
Young
stat  ,            (2)
 
with CH, CR, CP being numerical constants expressible in terms of the Young angle 
slope; see the Eqs. (65-67) of Ch. 2. However, the clusters seen in the simulations 
strongly deviate from Young-Laplace behavior in Eqs. (1) and (2). Moreover, in Ch. 3, 
we have found that these deviations are larger for smaller values of  i.e., for longer 
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ranged de-wetting interactions. Recall, for example, of the Fig. 7 of Ch. 3, which shows 
that, in contrast to Eq. (1), the ratio 2H/R is, at early times, significantly smaller than the 
Young angle slope, especially for smaller values of  i.e., for longer ranged de-wetting 
interactions. As documented in Fig. 7  of Ch. 3, this effect is correlated with the 
magnitude of the departures of the coarsening exponents from their asymptotic values, 
which are larger for smaller values of .  
        To quantify these effects, in this chapter we pursue a mathematical discussion of 
quasi-static clusters shapes and sizes that goes beyond the Young-Laplace model. Our 
discussion will be used in the following chapter [Ch. 5], to develop a powerful cluster 
dynamics theory capable to analytically explain the findings of our simulations and 
related results from the experiments. 
 
4.2  Quasi-static clusters 
        Clusters occurring in our simulations are evolving very slowly and can be 
considered as (nearly) time-independent, static objects with (nearly) constant pressure. 
Thus, for D=2, the radial profile of a single cluster can be described by Eq. (24) of Ch. 2, 
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with  Pstat  being the static cluster pressure. Here, we will outline the results obtained by 
solving the Eq. (3), for our rescaled model of Sec. 2.4, with , and  
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For a given cluster height H  (above the dry area, at h=hmin; see Fig. 1(c)), we solved the 
Eq. (3) numerically (using Wolfram’s Mathematica), with the boundary conditions, 
                                     0,)0(
0
min 
rdr
dh
hHrh  .                                                 (6) 
For any given H, the value of the cluster pressure Pstat in Eq. (3), is chosen such that the 
h(r) approaches a finite value in the limit of infinite r , see Fig. 1(a). Thus, by imposing 
this boundary condition at infinity, we were able to find the functional relation Pstat(H) 
expressing the cluster pressure Pstat as a function of the cluster height H. For the 
purposes of Ch. 5, it will be however more convenient to express Pstat  as a function of 
the cluster volume,  
                                    ])([2 min
0
hrhrdrV
R
  .                                                         (7)  
Here, R is the cluster base radius, fixed by the condition h(r=R)=h*  with h* being a 
characteristic height below which h(r) exponentially approaches its asymptotic value (at 
infinite r), see Fig. 1(b). The h* is not a sharply defined quantity. One possible choice 
would be to identify it as the inflection point of the de-wetting potential (h). We have 
however decided for a different convention defining the h*, via the condition that the 
third derivative (h) vanishes at h*. We recall that the same convention is used in Ch. 3 
to define clusters. For the rescaled model potential in Eq. (4), this convention gives h*=1 
for any [as discussed in Sec. 2.4]. 
       By the above described procedure, we  have constructed the functional relations, 
                                                  
 )(),(),( VRVHVP statstatstat
 
,                                (8) 
expressing cluster pressure, cluster height, and cluster base radius, as functions of the 
cluster volume. Our numerical results for these functions are given in Figs. 2 through 4, 
for  the rescaled model with andSee also the Appendix to this Chapter.  
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Fig. 1. (a) Cluster profiles obtained by solving  the Eq. (3) for for several different pressures. To 
obtain the cluster type solutions, for each cluster height H, the pressure is fixed by the boundary 
condition that the interface height approaches a finite value at infinity. (b) The figure conceptualizes 
the definition of the cluster radius R. Also labeled is the inflection point of the cluster profile at which 
the interface slope reaches its maximum value mmax. 
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Fig. 2. Our numerical results for the function  Pstat(V) for the rescaled model with andThe 
dashed line is the corresponding result in the Young-Laplace model; see Eqs. 65-67 of Ch. 2. 
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
Fig. 3. Our numerical results for the function  Hstat(V) for the rescaled model with and  The 
dashed line is the corresponding result in the Young-Laplace model; see Eqs. 65-67 of Ch. 2. 
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Fig. 4. Our numerical results for the function  Rstat(V) for the rescaled model with andThe 
dashed line is the corresponding result in the Young-Laplace model; see Eqs. 65-67 of Ch. 2. 
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In figure 5 we display several quantities well evidencing the magnitude of the 
breakdown of the Young-Laplace cluster model. Thus, in Fig. 5 (a), we display the 
quantity,  
                                                                  
Ym
Hm )(max    ,                                                   (9)    
versus cluster height H. Here, mmax=|dh/dr|max is the maximum interface slope 
occurring at the inflection point of the cluster profile; see Fig. 1(b). The mmax approaches 
the Young angle slope mY for large H, so the ratio in Eq. (9) approaches 1 in the Young-
Laplace limit. However, for a finite H, this ratio is smaller than one, and this effect is 
especially prominent for de-wetting potentials with smaller values of suchasand 
On the other side, for a large (essentially, a short range potential)the ratio in 
qquickly approaches 1, i.e., the Young-Laplace limit. The same trend is seen in 
other quantities displayed in Fig. 5 for various values of Thus, in Fig. 5(b) we display 
the ratio,  
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stat
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which by Eq. (1) approaches 1 in the Young-Laplace limit of infinite cluster height H.  
We also display, in Fig. 5(c), 
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,                                                       (11) 
being the ratio between the true pressure of a cluster with height H , and the Young-
Laplace model pressure for a cluster of the same height H  [given by Eq. (47) of Ch2].  
 
Finally we display, in Fig. 5(d), the quantity 
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,                                                        (12) 
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Fig. 5. The figure documents the way how the four cluster  properties in Eqs. (9) through (12) approach 
the Young-Laplace limit with increasing cluster height H, for the rescaled model with and
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being the ratio between the Young-Laplace model volume of the cluster with the height 
 H  and the true volume of  the cluster with the same height H.  The ratios in Eqs. (10-12)  
all  approach 1 in the limit of infinite cluster height H.  However, for a finite H, these 
ratios are all smaller than one, and this effect is especially prominent for de-wetting 
potentials with smaller values of suchasand On the other side, for a large 
(essentially, a short range potential)allthese ratios in qsquickly 
approach 1, i.e., the Young-Laplace limit.  
          
The results in Fig. 5 are in accord with the Ch. 3 simulations results indicating that 
the deviations from the Young-Laplace model are larger for smaller values of  i.e., for 
longer ranged de-wetting interactions. Thus, for example, the Fig. 7 of Ch. 3 shows that, 
in contrast to Eq. (1) but in accord with Fig. 5(b), the ratio 2H/R is, at early times, 
significantly smaller than the Young angle slope, especially for smaller values of  i.e., 
for longer range de-wetting interactions. As documented in Fig. 7  of Ch. 3, this effect is 
correlated with the magnitude of the departures of the coarsening exponents from their 
asymptotic values, which are larger for smaller values of , i.e., for the longer range 
interactions. This dynamical effect will be discussed in the next chapter [Ch. 5], in 
which the results of the present chapter are used as inputs to a novel cluster dynamics 
theory capable to analytically explain the results of Ch. 3 simulations as well as the 
related results from the experiments such as those of Ref. [13] of Ch. 1. 
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4.3  Appendix 
 
The functions Pstat(V), Hstat(V), Rstat(V) displayed in Figs. 2 through 4 are obtained on a 
discrete set of V points involved in the procedure discussed in Sec. 4.2. However, for the 
purposes of Ch. 5, we need these functions as functions of a continuous V. For this 
purpose, we fitted the discrete V set functions by suitably chosen continuous V  
functions. Rather than using P, H, and R as functions of V, in the mathematical 
framework of Ch. 5  it is more natural to employ a change of variables and express 
                                        
)ln(),ln(),ln( RRHHPP 
 
,                                  (A1)
 
as functions of  
                                          
)ln(VV  .                                                                         (A2)
  
We fitted our discrete data with the 4-parameter fits of the form, 
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In Eq. (A3), the terms with the A-constants are motivated by the Young-Laplace large-V 
limit; see the equations 65 through 67 of Ch. 2. In this limit, the terms in (A3) with the B-
constants would represent the asymptotic corrections to the leading order terms, while, 
by the Eqs. 65-67 of Ch. 2,  the A-constants in the leading order terms in (A3) would 
have to be fixed to  
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Thus, in the large-V limit, the A-constants are fixed and the Eqs. (A3) reduce to 2-
parameters fits, for the B-constants only. On the other hand, in our Ch. 5 analytic 
calculations, we will be interested to compare analytic results with the results obtained 
from the simulations of Ch. 3. In these simulations, the cluster volumes are below the 
large-V range in which Eq. (A4) applies. For this reason, the Eqs. (A3) are considered as  
true 4-parameter fits that are done in the finite V-range actually encountered in the 
simulations. Using this procedure we have obtained excellent fits used in the Chapter 5 
calculations.  
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Chapter 5 
 
 
 
Analytic Theory of the Cluster Coarsening Growth 
 
 
 5.1  Introduction 
 
           In Chapter 3, we have used numerical simulations of our interface dynamics 
model to explore the role played by the long-range de-wetting interactions on the 
character of the cluster coarsening dynamics. Main physical effect suggested by our 
simulations is that the long range de-wetting interactions produce significant early time 
departures from the asymptotic predictions based on the classical Young-Laplace 
model.  To address this phenomenon, as the first step, in Chapter 4 we have provided a 
theoretical analysis of quasi-static clusters that goes beyond the Young-Laplace model.  
            In this Chapter,  we will use the results of this analysis to develop a powerful 
cluster dynamics theory capable to analytically explain the findings of our simulations. 
Main result of this chapter is that the effective cluster growth coarsening exponents can be 
expressed as functions of the cluster size. In this chapter we will calculate these exponents 
by our analytic approach, and compare them with the results obtained from our 
numerical simulations of Chapter 3. We find a very good agreement between our 
analytic results and the corresponding results for the effective exponents obtained from 
our simulations. This agreement is the final proof of our assertion that the long range 
de-wetting interactions are responsible for the significant early time departures from 
the asymptotic predictions based on the classical Young-Laplace model.   
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  5.2  Cluster dynamics and statistics 
 
           We begin our discussion by considering in more detail the dynamics of clusters. 
A simple model for this dynamics was introduced already in Sec. 2.5. By the Eqs. (48) 
and (52’) of Ch. 2, we have [for D=2] the following result for the dynamics of a cluster 
cluster  with volume V, 
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.                                                      (1)                     
By the discussions of Sec. 2.5, the P(R) in Eq. (1) can be identified with the quasi-static 
cluster pressure, expressible [by the results of Ch. 4; see Fig. 2 therein] as a function of 
the cluster volume,  labeled as Pstat(V). In addition, by the Ch. 4 discussions [see Fig. 4 
therein], the cluster radius entering Eq. (1) is also expressible as a function of cluster 
volume,  Rstat(V).  We will handle the Eq. (1) in the spirit of the statistical mean-field 
Lifhits-Slyozov theory [1-3], so the Eq. (1) will be replaced by the equation 
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In Eq. (2), the length-scale  is a “screening length” proportional to the average inter-
cluster separation as discussed in Sec. 2.5. The volume conservation law in Eq. (1) of 
Ch. 2 ensures that the average cluster volume is equal to film volume initially (at 0t ) 
covering the area 2)2/( . Thus we have,  
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where C is a numerical proportionality constant.  
          Within the Lifhits-Slyozov statistical approach, we will describe the ensemble of 
clusters by their volume distribution function  V,t) such that V,t)dV=dN=the 
number of clusters within the volume interval (V,V+dV). Thus, the total number of 
clusters is, 
                                                 ),( tVdVdNN   .                                                             (5)                                             
The total film volume is 
                                              VtVdVVdNV film   ),( .                                                    (6)     
Thus, the average cluster volume is given by 
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is the cluster volume probability density function. The time evolution of the cluster 
distribution function is, in general, governed by the continuity equation, 
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Here, in our case, the function F(V) is given by Eq. (2). The conservation of the total film 
volume Eq. (6), implies a restriction on the possible form of F(V) that can be used to fix 
the value of the parameter P* introduced in Eq. (2). Indeed, by using Eqs. (6) and (9), it 
is easy to show that the condition dVfilm/dt=0 implies the condition  
                                                 )(),()(0 VFtVdVVF    .                                             (10)        
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In combination with the form of  F(V) in Eq. (2), the Eq. (10) can be easily used to obtain 
the value of the parameter P*. 
 
5.3  Cluster distribution cut off 
  
             A special feature of the here interesting cluster distributions is that they exhibit a 
sharp cut off  Vmax(t)  (the maximum cluster size) such that   
                                           )(,0),( max tVVfortV   
.                                                       (11)                                        
This cut off will play an essential role in the following discussions. Within the present 
kinetic theory Eq. (9), the presence of the sharp distribution cut off imposes a special 
condition, the solvability condition revealed by Lifhits and Slyozov, of the form 
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which is easily seen to be equivalent to 
                                                   1)ln(
)](ln[
max



VV
V
VF
 
.                                                             (12’)                                                  
A consequence of the condition Eq. (12) is that the cut off size dynamics equation, 
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can be written also as, 
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To proceed with discussing the dynamics of Vmax(t), we will simplify our kinetic theory 
by using the approximation  (valid for V ~Vmax), 
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within which the Eq. (10) yields the result 
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while  the Eq. (12) reduces to  
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By Eqs. (15) and (14), we obtain an equation giving the dynamics of  Vmax(t), of the form,  
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with conveniently defined Vmax - dependent “time constant” defined via,  
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We recall that, by Eq. (4), the length-scale in the above equation is given by,  
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Eqs. (18) through (20) will form a closed description of the dynamics of  Vmax provided 
we manage to express the <V>  [entering Eq. (20)] as a function Vmax.  If this closing is 
achievable, then the right hand side of the first order differential equation (18) would 
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become a function of Vmax  only. Such an equation can be then directly integrated. The 
result would give the time evolution of Vmax. 
5.4  Closing the cut off dynamics equation 
           Fortunately, the above anticipated closing of the cut off dynamics equation (18) is 
indeed possible. We base it on the approximate relation 
                                           )()(  VPVP statstat                                                               (21) 
For our system, the relation in Eq. (21) is indeed satisfied to a very good approximation. 
We document this in Fig. 1 from our simulations, which plots the obtained average 
cluster pressure <P> versus the average cluster volume <V>, obtained at various times. 
In the same figure, we give also the function Pstat(V) as obtained in our analytic 
calculations discussed in Chapter 4 [see the Fig. 2 therein]. From the Fig. 1 one can see 
that Eq. (21) holds for essentially all times.  
       By Eq. (21) in combination with Eqs. (16) and (17), we obtain the relation 
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i.e., 
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By Eq. (22),  
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Here, the 
1
statP signifies the inverse function of the function Pstat(V). Note that by Eq. (23), 
we managed to express the average cluster volume <V> [entering the Eq. (20)] as a 
function Vmax.   
82 
 
 
 
 
 
Fig. 1: (a) The figure contains two plots. One of them is obtained from our simulations of the model 
with =1, in D=2. It plots the obtained average cluster pressure <P> versus the average cluster volume 
<V>, obtained at various times. In the same figure, we give also the plot displaying the function 
Pstat(V) as obtained in our analytic calculations in Chapter 4, for =1, in D=2 [see also Fig. 2 of Ch.4]. 
From the displays of the two plots, one can see that Eq. (21) holds for essentially all times [except for 
very early times, when the clusters are small and not quasi-static]. The figure (b) is the same as the 
figure (a) but for the model with =2, in D=2. The figure (b) is the same as the figure (a) but for the 
model with =6, in D=2. 
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In combination with Eq. (23), the Eqs. (18) through (20) form a closed description for the 
dynamics of  Vmax. The right hand side of the first order differential equation (18) thus 
becomes a function of Vmax  only and can be thus integrated. The result of this 
integration gives the time evolution of Vmax through the integral, 
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Here, by Eqs. (19), (20), and (23), 
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with  
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The equation (24) gives the system evolution time t as a function of Vmax. Inverting this 
function thus gives the Vmax as function of the time t. Thus, the Eq. (24), in combination 
with Eqs. (25) and (26), provide the desired solution Vmax(t) for the evolution of the 
cluster distribution cut off, i.e., of the maximum cluster size. 
 
 
5.5  Calculating the effective coarsening exponents 
 
                      
            A neat feature of our equation (24) is that it can be used to obtain the effective 
exponents of the cluster coarsening growth. Interestingly, as discussed in the following, 
these effective coarsening exponents can be expressed as functions of cluster size, e.g., 
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as functions of the cluster average volume <V> at any time t. This is one of the major 
results of this thesis. 
          To derive this significant result, we first discuss the effective coarsening exponent 
for the growth of the cut off, i.e., the maximum cluster size Vmax(t), 
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By Eq.(27), 
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Using here Eq. (24), we obtain, 
                            
                                                     )(
)()ln(
max
max
max V
VVd
V
V





  .                                                    (28) 
 
                                                      
By Eq. (28), it is easy to see that, 
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 After a little algebra, Eq. (29) can be transformed into the differential equaton, 
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with, 
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       Note that solving the differential equation (30)  effectively  gives  the desired 
effective coarsening 
maxV
 expressed as function of Vmax. It is convenient to re-express Eq. 
(30) as, 
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The 
maxV
 and other effective coarsening exponents are slowly changing functions of Vmax 
[as documented in the following sections], so the Eq. (32) can be solved iteratively, by 
writing, 
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with )0(
maxV
 in Eq. (31) being the zero-th order approximation. From the concrete 
calculations discussed in Sec. 5.7, we find that the Eq. (33) is a rapidly converging 
iteration. The effective coarsening exponent  
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is well approximated already by )( max
)3(
max
VnV
 . Importantly, by the above discussions, 
thus obtained effective coarsening exponent 
maxV
 is  expressed as a function of Vmax. This 
exponent can be expressed also as a function of the average cluster volume  <V>. This 
can be accomplished by using the Eq. (23) relating the <V> to Vmax. In practice, this can 
be done by making the parametric plot of 
maxV
 versus <V> , with both of these variables 
expressed as functions of Vmax. 
        Once the 
maxV
 is calculated, other coarsening exponents can be also calculated in a 
straightforward fashion. Thus, the exponent for the growth of the average cluster 
volume, 
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can be expressed as,  
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Here, the first term is a function of Vmax that can be calculated using Eq. (23) expressing 
<V> as function of Vmax .Thus, the Eq. (37) gives the exponent <V> as function of Vmax.  
It is however more natural to express this exponent as a function of the average cluster 
volume  <V>. This can be accomplished by using the Eq. (23) relating the <V> to Vmax. 
In practice, this can be done by making the parametric plot of V versus <V> ,with 
both variables expressed as functions of Vmax. 
        Within our theory, it is also possible to calculate the exponents associated with the 
coarsening dynamics of other quantities characterizing the ensemble of clusters, such as 
average cluster pressure, cluster height, and cluster base radius. Thus, for the average 
cluster pressure we have, by Eq. (21), 
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So, the pressure exponent, 
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can be calculated as, 
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In Eq. (40), the <V> is calculated as described before, while the first term can be 
calculated by using the results of Ch. 4 for the pressure  Pstat(V) of the quasi-static 
clusters. In effect, the equation (40) thus gives the exponent <P> expressed as a function 
of the cluster average volume <V>. 
             The coarsening exponents for growth of average cluster height and base radius 
are obtained using the relations 
                                 
)(),(  VRRVHH statstat  ,                                       (41) 
with the functions Hstat  and Rstat calculated in Ch.4  [see the Figs. 3 and 4 therein]. By 
Eq. (41), 
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Thus, once the exponent  <V> is calculated (as described before), the Eqs. (42) and (43) 
can be then used to calculate the exponents for the growth of the cluster average height 
and base radius.  In Sec. 5.7, we will employ the theory we developed in this and 
prevous sections of this chapter to derive various coarsening exponents for the clusters 
emerging in our interface dynamics model, Ch. 2, with the functions Pstat(V), Hstat(V), 
and Rstat(V) calculated in Ch. 4 [see the figures 2-4 therein]. Prior to this, in the next 
section, we will first revisit the Young-Laplace model, Sec. 2.5.  
 
5.6 Young-Laplace model revisited 
 
 
As an important illustration for the theoretical program developed in the revious 
section of this chapter, we will first apply it to Young-Laplace model discussed in Sec. 
2.5 of Ch.2. This model is interesting in its own right since it gives asymptotic behavior 
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of the coarsening process at the longest time scales. In the Young-Laplace limit, we have 
(for D=2),  
             3/13/13/1 )(,)(,)(  VCVPVCVRVCVH P
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statR
Young
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Young
stat                                (44)  
            
with CH, CR, CP being numerical constants expressible in terms of the Young angle 
slope; see Eqs. 65-67 of Ch. 2. By Eq. (44), in combination with Eq. (22’) we have, 
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Next, using the Eq. (44) in combination with Eqs. (25) and (26), we have 
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By Eqs. (46) and (28), after an elementary integration, we find, 
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or, by Eq.(45), 
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 By Eq. (45), we have, 
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Thus, by Eq. (49),       
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Next, by Eqs. (40), (42), and (43), in combination with the Eq. (44) , we have, 
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Thus, by Eqs. (51) and (52), we find, 
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By the above results, 
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By the results in the Eqs. (51), (53) and (54), we see that the magnitudes of the effective 
(<V>-dependent) coarsening exponents are depressed below their asymptotic values, 
by a slowly changing logarithmic correction. The correction originates from the log in 
the denominator of the cluster dynamics equation (15), containing the “screening 
length”  This depression of the exponents below their asymptotic values is the 
dominant correction to scaling at long times, i.e., in the large <V> limit. On the other 
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hand, as we will reveal in the following section [Sec. 5.7], at early times, the dominant 
correction to scaling comes from the breakdown of the Eq. (44), i.e., of the classical 
Young-Laplace model. In this early time regime the Eq. (44) needs to replaced by the 
exact forms of Pstat(V), Hstat(V), and Rstat(V) obtained in Ch. 4. The resulting coarsening 
exponents are discussed in the next section. Here we note that the breakdown of the 
Young-Laplace model at early times yields the coarsening exponents that are actually 
above their asymptotic values, in contrast to the effect of the above discussed logarithmic 
correction (due to the screening length ) which tends to depress the coarsening 
exponents below their asymptotic values. 
                      
 
 
5.7  Effective exponents beyond the Young-Laplace model 
 
 
            In this Section, we will use the results of the previous sections of this chapter to 
analytically explain the findings of our simulations in Chapter 3. Main theoretical 
results will be the effective cluster growth coarsening exponents calculated as functions of the 
cluster average volume <V> at time t. Furthermore, we will compare our analytic results 
for the cluster coarsening exponents with the corresponding results obtained from our 
numerical simulations of Chapter 3. The comparison will show a very good agreement 
between our analytic results and the corresponding results for the effective exponents 
obtained from our simulations. This agreement constitutes the final proof of our 
assertion that the long range de-wetting interactions are responsible for the significant 
early time departures from the asymptotic predictions based on the classical Young-
Laplace model.   
        Our analytic calculation of the effective coarsening exponents employs the iterative 
procedure introduced in Eq. (33), yielding the exponent Vmax. The exponents <V>, <P>, 
H>, and R> are then calculated using the Eqs. (40) through (43), and expressed as 
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functions of the average cluster volume <V>, as detailed in Sec. 5.5. In these analytic 
calculations, the central inputs are the form of quasi-static cluster pressure Pstat(V), 
cluster height Hstat(V), and cluster base radius Rstat(V), all obtained in Ch. 4 for our 
rescaled model [Sec. 2.4], for the cases and see Figs. 2-4 of Ch. 4 and 
Appendix to Ch. 4In the figures that follow, we display our analytic results for <V>, 
<P>, H>, and R>  as functions of <V>, for the cases and see Figs 2 
through 5. In the same set of figures, for comparison, we also display the corresponding 
results for  <V>, <P>, H>, and R>  as functions of <V>,  obtained from our simulations 
in Ch. 3. From the figures 2 through 5 we see that there are statistical fluctuations seen 
in the simulations results. Note however that these statistical fluctuations go around the 
corresponding analytic results for the exponents. By the figures 2 through 5, the 
agreement between the analytic and the simulations results for the exponents is very 
good, for all the cases (and and for all the exponents <V>, <P>, H>, and 
R>.   
       We recall that our analytic theory contains a numerical proportionality constant C 
[see Eq. (33), or Eq. (20) for the screening length]. This constant relates to the inter-
cluster transport of material over nearly “dry” areas where the film thickness is very 
small. Thus, the C should not depend much on the details of the de-wetting potential 
such as the value of which actually describes the asymptotic behavior of the potential 
for large film thicknesses occurring only in “wet” areas inside the clusters. We indeed 
find that simulations of the cases and can be all well fitted by our analytic 
theory using a single value of  C=1.60 that has been employed in the figures of this 
chapter. 
       As evidenced by the figures 2-5, both the analytic theory and the simulations exhibit 
a significant effect of the actual value of the on the early time behavior of the effective 
exponents  <V>, <P>, H>, and R>:Larger is the , smaller is the difference between 
effective exponents and their asymptotic values in Eqs. (55-57).  Indeed, for a large 
essentially,  a short range de-wetting potential), the early time range exponent 
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H>  is about 0.28, so it is close to the  asymptotic H>=0.25. On the other hand, for 
long-range potentials with for and the early time range exponent H> is about 
0.33, i.e., it deviates significantly from the asymptotic  H>=0.25. We recall that the cases 
and are the physically interesting cases, corresponding to van der Waals 
interaction (and to fermionic Casimir interaction (); see Chapters 1 and 2 
discussions. Experimentally, such an effective early-time exponent, measured to be 
33.0effH , has been indeed reported for  Sn clusters on silicon, see Ref. [13] of Ch. 1. 
Our analytic theory, in combination with simulations, explains these experimental findings in 
terms of long range de-wetting potentials.  
      With increasing time, i.e., cluster average volume <V>, the effective coarsening 
exponents do approach their asymptotic values Eqs. (55-57) predicted by Young-
Laplace model. This approach is however non-monotonous for the exponents <V>,  
H>, and R>, as can be seen in the figures 6 through 8. In this figure, we display the 
analytically calculated effective exponents in a volume <V> range that is much wider 
than in Figs. 2-5 so one can see better the approach to the asymptotic values of the 
exponents which are  0.75 for <V> ,  -0.25 for <P>,  0.25 for H>, and 0.25 for R>. By 
this figure, for example, the exponent  H> is bigger than ¼ at early times, and it crosses 
¼ at a finite time. After this, the H> becomes smaller than ¼ , and it goes through a 
minimum value (< ¼ ) at a finite time. After this instant of time, the H>  increases to 
reach the asymptotic value of ¼ at infinite time. The early regime with H> > ¼  is   
dominated by the breakdown of the Young-Laplace model. On the other side, the late 
time regime with H> < ¼  is dominated by the screening length effects discussed in 
Sec. 5.6.  
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Fig. 2. Analytic results versus the corresponding simulation results for the effective coarsening 
exponent for the growth of cluster volume, <V> as function of the average cluster volume <V>. We 
recall that the asymptotic value of <V> is  0.75 for infinite <V>. 
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Fig. 3. Analytic results versus the corresponding simulation results for the effective coarsening 
exponent for the dynamics of cluster pressure, <P> as function of the average cluster volume <V>. We 
note that the asymptotic value of <P> is  -0.25 for infinite <V>. 
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Fig. 4. Analytic results versus the corresponding simulation results for the effective coarsening 
exponent for the growth of cluster height, H> as function of the average cluster volume <V>. We 
recall that the asymptotic value of H> is  0.25 for infinite <V>. 
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Fig. 5. Analytic results versus the corresponding simulation results for the effective coarsening 
exponent for the growth of cluster base radius, R> as function of the average cluster volume <V>. We 
recall that the asymptotic value of R> is  0.25 for infinite <V>. 
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Fig. 6. Analytic results for the effective coarsening exponents <V>, <P>, H>, and R> as functions 
of the average cluster volume <V>, for the rescaled model with . In this figure, we display the 
exponents in a volume <V> range that is much wider than in figs. 2-5 so one can see the better the 
approach to the asymptotic exponents values, which are  0.75 for <V> ,  -0.25 for <P>,  0.25 for H>, 
and 0.25 for R>. 
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Fig. 7. Analytic results for the effective coarsening exponents <V>, <P>, H>, and R> as functions 
of the average cluster volume <V>, for the rescaled model with . In this figure, we display the 
exponents in a volume <V> range that is much wider than in figs. 2-5 so one can see the better the 
approach to the asymptotic exponents values, which are  0.75 for <V> ,  -0.25 for <P>,  0.25 for H>, 
and 0.25 for R>. 
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Fig. 8. Analytic results for the effective coarsening exponents <V>, <P>, H>, and R> as functions 
of the average cluster volume <V>, for the rescaled model with . In this figure, we display the 
exponents in a volume <V> range that is much wider than in figs. 2-5 so one can see the better the 
approach to the asymptotic exponents values, which are  0.75 for <V> ,  -0.25 for <P>,  0.25 for H>, 
and 0.25 for R>. 
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Thesis Summary 
 
• We used numerical simulations of our interface dynamics model to explore the 
role played by the long-range de-wetting interactions on the character of the 
cluster coarsening dynamics.  
• We find that these interactions produce significant early time departures  
            from the asymptotic predictions based on the classical Young-Laplace model. 
• To address this phenomenon, we first provided a theoretical description of  
             quasi-static (slowly evolving) clusters that goes beyond  the classical  
             Young-Laplace model.  
• Next, we used this description to develop a novel and powerful cluster dynamics 
theory capable to calculate effective coarsening exponents and thus analytically 
explain the findings of our simulations.  
 
We have theoretically proved, by numerical simulations and analytic methods, that the 
long range nature of de-wetting forces produces long lasting early-time departures from 
the asymptotic (Young-Laplace) power laws, with the effective exponent 25.0H  for 
the growth of cluster height. Experimentally, such an effective early-time exponent, 
measured to be 33.0H , has been indeed reported for  Sn clusters on silicon. Our 
analytic theory, in combination with simulations, explains these experimental findings in terms 
of long range de-wetting potentials. 
 
 
 
