Abstract. In this paper, we present a new variational integrator for problems in Lagrangian mechanics. Using techniques from Galerkin variational integrators, we construct a scheme for numerical integration that converges geometrically, and is symplectic and momentum preserving. Furthermore, we prove that under appropriate assumptions, variational integrators constructed using Galerkin techniques will yield numerical methods that are in a certain sense optimal, converging at the same rate as the best possible approximation in a certain function space. We further prove that certain geometric invariants also converge at an optimal rate, and that the error associated with these geometric invariants is independent of the number of steps taken. We close with several numerical examples that demonstrate the predicted rates of convergence.
Introduction
There has been significant recent interest in the development of structure-preserving numerical methods for variational problems. One of the key points of interest is developing high-order symplectic integrators for Lagrangian systems. The generalized Galerkin framework has proven to be a powerful theoretical and practical tool for developing such methods. This paper presents a high-order Galerkin variational integrator that exhibits geometric convergence to the true flow of a Lagrangian system. In addition, this method is symplectic, momentum-preserving, and stable even for very large time steps.
Galerkin variational integrators fall into the general framework of discrete mechanics. For a general and comprehensive introduction to the subject, the reader is referred to Marsden and West [19] . Discrete mechanics develops mechanics from discrete variational principles, and, as Marsden and West demonstrated, gives rise to many discrete structures which are analogous to structures found in classical mechanics. By taking these structures into account, discrete mechanics suggests numerical methods which often exhibit excellent long term stability and qualitative behavior. Because of these qualities, much recent work has been done on developing numerical methods from the discrete mechanics viewpoint. See, for example, Hairer et al. [9] for a broad overview of the field of geometric numerical integration, and Marsden and West [19] ; Müller and Ortiz [22] ; Patrick and Cuell [24] discuss the error analysis of variational integrators. Various extensions have also been considered, including, Lall and West [10] ; Leok and Zhang [17] for Hamiltonian systems; Fetecau et al. [8] for nonsmooth problems with collisions; Lew et al. [18] ; Marsden et al. [20] for Lagrangian PDEs; Cortés and Martínez [5] ; Fedorov and Zenkov [7] ; McLachlan and Perlmutter [21] for nonholonomic systems; Bou-Rabee and Owhadi [2, 3] for stochastic Hamiltonian systems; Bou-Rabee and Marsden [1] ; Lee et al. [12, 13] for problems on Lie groups and homogeneous spaces.
The fundamental object in discrete mechanics is the discrete Lagrangian L d : Q × Q × R → R, where Q is a configuration manifold. The discrete Lagrangian is chosen to be an approximation to the action of a Lagrangian over the time step [0, h],
or simply L d (q 0 , q 1 ) when h is assumed to be constant. Discrete mechanics is formulated by finding stationary points of a discrete action sum based on the sum of discrete Lagrangians,
For Galerkin variational integrators specifically, the discrete Lagrangian is induced by constructing a discrete approximation of the action integral over the interval [0, h] based on a finite-dimensional function space and quadrature rule. Once this discrete action is constructed, the discrete Lagrangian can be recovered by solving for stationary points of the discrete action subject to fixed endpoints, and then evaluating the discrete action at these stationary points,
b j L (q (c j h) ,q (c j h)) . (1) Because the rate of convergence of the approximate flow to the true flow is related to how well the discrete Lagrangian approximates the true action, this type of construction gives a method for constructing and analyzing high-order methods. The hope is that the discrete Lagrangian inherits the accuracy of the function space used to construct it, much in the same way as standard finite-element methods. We will show that for certain Lagrangians, Galerkin constructions based on high-order approximation spaces do in fact result in correspondingly high order methods.
Significant work has already been done constructing and analyzing these types of Galerkin variational integrators. In Leok [14] , a number of different possible constructions based on the Galerkin framework are presented. In Leok and Shingel [15] , Hermite polynomials are used to construct globally smooth high-order methods. What separates this work from the work that precedes it is the use of a spectral approximation paradigm, which induces methods that exhibit geometric convergence. This type of convergence is established theoretically and demonstrated through numerical examples.
1.1. Discrete Mechanics. Before discussing the construction and convergence of spectral variational integrators, it is useful to review some of the fundamental results from discrete mechanics that are used in our analysis. We have already introduced the discrete Lagrangian and the discrete action sum,
Taking variations of the discrete action sum and using discrete integration by parts leads to the discrete Euler-Lagrange equations,
where D 1 denotes differentiation with respect to the first argument and D 2 denotes differentiation with respect to the second argument. Given (q k−1 , q k ), these equations implicitly define an update map, known as the discrete Lagrangian flow map, F L d : Q × Q → Q × Q, given by F L d (q k−1 , q k ) = (q k , q k+1 ), where (q k−1 , q k ) , (q k , q k+1 ) satisfy (2) . Furthermore, the discrete Lagrangian defines the discrete Legendre transforms, F ± L d : Q × Q → T * Q:
Using the discrete Legendre transforms, we define the discrete Hamiltonian flow map,
The following commutative diagram illustrates the relationship between the discrete Hamiltonian flow map, discrete Lagrangian flow map, and the discrete Legendre transforms,
We now introduce the exact discrete Lagrangian L An important theoretical result for the error analysis of variational integrators is that the discrete Hamiltonian and Lagrangian flow maps associated with the exact discrete Lagrangian produces an exact sampling of the true flow, as was shown in Marsden and West [19] . Using this result, Marsden and West [19] shows that there is a fundamental relationship between how well a discrete Lagrangian L d approximates the exact discrete Lagrangian L E d and how well the corresponding discrete Hamiltonian flow maps, discrete Lagrangian flow maps and discrete Legendre transforms approximate each other. Since the exact discrete Lagrangian produces an exact sampling of the true flow, this in turn leads to the following theorem regarding the error analysis of variational integrators, also found in Marsden and West [19] :
Given a regular Lagrangian L and corresponding Hamiltonian H, the following are equivalent for a discrete Lagrangian L d :
We will make extensive use of this theorem later when we analyze the convergence of spectral variational integrators. In addition, in Marsden and West [19] , it is shown that integrators constructed in this way, which are referred to as variational integrators, have significant geometric structure. Most importantly, variational integrators always conserve the canonical symplectic form, and a discrete Noether's Theorem guarantees that a discrete momentum map is conserved for any continuous symmetry of the discrete Lagrangian. The preservation of these discrete geometric structures underlie the excellent long term behavior of variational integrators.
Construction

Generalized Galerkin Variational
Integrators. The construction of spectral variational integrators falls within the framework of generalized Galerkin variational integrators, discussed in Leok [14] and Marsden and West [19] . The motivating idea is that we try to replace the generally non-computable exact discrete Lagrangian L E d (q k , q k+1 ) with a computable discrete analogue, L G d (q k , q k+1 ). Galerkin variational integrators are constructed by using a finite-dimensional function space to discretize the action of a Lagrangian. Specifically, given a Lagrangian L : T Q → R, to construct a Galerkin variational integrator:
, with a finite set of basis
where F is some appropriate function space,
The points marked with (×) represent the quadrature points, which may or may not be the same as interpolation points d i h. In this figure we have chosen to depict a curve constructed from interpolating basis functions, but this is not necessary in general.
and then construct the discrete action
where we use superscripts to index the weights associated with each basis function, as in Marsden and West [19] . Once the discrete action has been constructed, a discrete Lagrangian can be induced by finding stationary
A discrete Lagrangian flow map that result from this type of discrete Lagrangian is referred to as a Galerkin variational integrator.
Spectral Variational
Integrators. There are two defining features of spectral variational integrators. The first is the choice of function space M n ([0, h] , Q), and the second is that convergence is achieved not by shortening the time step h, but by increasing the dimension n of the function space.
2.2.1. Choice of Function Space. Restricting our attention to the case where Q is a linear space, spectral variational integrators are constructed using the basis functions φ i (t) = l i (t), where l i (t) are Lagrange interpolating polynomials based on the points h i = is simply the polynomials of degree at most n on Q. However, the choice of this particular set of basis functions offer several advantages over other possible bases for the polynomials:
(1) the restriction on variations
the induced numerical methods have generally better stability properties because of the excellent approximation properties of the interpolation polynomials at the Chebyshev points.
Using this choice of basis functions, for any chosen quadrature rule, the discrete Lagrangian becomes,
Requiring the curveq n (t) to be a stationary point of the discretized action provides n − 2 internal stage conditions:
Combining these internal stage conditions with the discrete Euler-Lagrange equations,
and the continuity condition q 1 k = q k yields the following set of n nonlinear equations,
which must be solved at each time step k, and the momentum condition:
which defines (4) for the next time step. Evaluating q k+1 =q n (h) defines the next step for the discrete Lagrangian flow map:
and because of the choice of basis functions, this is simply q k+1 = q n k .
2.2.2. n-Refinement. As is typical for spectral numerical methods (see, for example, Boyd [4] ; Trefethen [25] ), convergence for spectral variational integrators is achieved by increasing the dimension of the function space, M n ([0, h] , Q). Furthermore, because the order of the discrete Lagrangian also depends on the order of the quadrature rule G, we must also refine the quadrature rule as we refine n. Hence, for examining convergence, we must also consider the quadrature rule as a function of n, G n . Because of the dependence on n instead of h, we will often examine the discrete Lagrangian
as opposed to the more conventional
This type of refinement is the foundation for the exceptional convergence properties of spectral variational integrators.
Existence, Uniqueness and Convergence
In this section, we will discuss the major important properties of Galerkin variational integrators and spectral variational integrators. The first will be the existence of unique solutions to the internal stage equations (3) for certain types of Lagrangians. The second is the convergence of the one-step map that results from the Galerkin and spectral variational constructions, which will be shown to be optimal in a certain sense. The third and final is the convergence of continuous approximations to the Euler-Lagrange flow which can easily be constructed from Galerkin and spectral variational integrators, and the behavior of geometric invariants associated with the approximate continuous flow. We will show a number of different convergence results associated with these quantities, which demonstrate that Galerkin and spectral variational integrators can be used to compute continuous approximations to the exact solutions of the Euler-Lagrange equations which have excellent convergence and geometric behavior.
3.1. Existence and Uniqueness. In general, demonstrating that there exists a unique solution to the internal stage equations for a spectral variational integrator is difficult, and depends on the properties of the Lagrangian. However, assuming a Lagrangian of the form
it is possible to show the existence and uniqueness of the solutions to the implicit equations for the one-step method under appropriate assumptions. Proof. We will consider only the case where q (t) ∈ R, but the argument generalizes easily to higher dimensions. To begin, we note that for a Lagrangian of the form,
take the form
where q i is the vector of internal weights,
T , A is a matrix with entries defined by
and f is a vector valued function defined by
It is important to note that the entries of A depend on h. For now we will assume A is invertible, and that
A critical assumption made during the proof of existence and uniqueness is that the matrix A is nonsingular. This property depends on the choice of basis functions φ i . However, using a polynomial basis, like Lagrange interpolation polynomials, it can be shown that A is invertible.
is a polynomial basis of P n , the space of polynomials of degree at most n, M is symmetric positive-definite, and the quadrature rule is order at least 2n + 1, then A defined by
Proof. We begin by considering the equation:
Considering the definition of A, Aq i = 0 holds if and only if the following equations hold:q
It can easily be seen that φ i
is a basis of P n−1 . Using the assumption that the quadrature rule is of order at least 2n − 1 and that M is symmetric positive-definite, we can see that (10) implies:
forms a basis for P n−1 ,q n ∈ P n−1 , and ·, · is non-degenerate, this implies thatq n (t) = 0. Thus,
which implies thatq n (t) = 0 and hence q i = 0. Thus, Aq i = 0 then q i = 0, from which it follows that A is non-singular.
Another subtle difficulty is that the matrix A is a function of h. Since we assumed that A . This argument is easily generalized for a higher upper bound on h.
Proof. We begin the proof by examining how A changes as a function of h. First, let {φ i } 
where I n×n is the n × n identity matrix. This gives
which proves the statement.
3.2.
Order Optimal and Geometric Convergence. To determine the rate of convergence for spectral variational integrators, we will utilize Theorem 1.1 and a simple extension of Theorem 1.1:
(Extension of Theorem 1.1 to Geometric Convergence) Given a regular Lagrangian L and corresponding Hamiltonian H, the following are equivalent for a discrete Lagrangian L d (q 0 , q 1 , n):
(1) there exists a positive constant K, where K < 1, such that the discrete Hamiltonian map for
This theorem provides a fundamental tool for the analysis of Galerkin variational methods. Its proof is almost identical to that of Theorem 1.1, and can be found in the appendix. The critical result is that the order of the error of the discrete Hamiltonian flow map, from which we construct the discrete flow, has the same order as the discrete Lagrangian from which it is constructed. Thus, in order to determine the order of the error of the flow generated by spectral variational integrators, we need only determine how well the discrete Lagrangian approximates the exact discrete Lagrangian. This is a key result which greatly reduces the difficulty of the error analysis of Galerkin variational integrators.
Naturally, the goal of constructing spectral variational integrators is constructing a variational method that has geometric convergence. To this end, it is essential to establish that Galerkin type integrators inherit the convergence properties of the spaces which are used to construct them. The order optimality result is related to the problem of Γ-convergence (see, for example, Dal Maso [6] ), as the Galerkin discrete Lagrangians are given by extremizers of an approximating sequence of variational problems, and the exact discrete Lagrangian is the extremizer of the limiting variational problem. The Γ-convergence of variational integrators was studied in Müller and Ortiz [22] , and our approach involves a refinement of their analysis. We now state our results, which establish not only the geometric convergence of spectral variational integrators, but also order optimality of all Galerkin variational integrators under appropriate smoothness assumptions. 
If:
there exists a closed and bounded neighborhood U ⊂ T Q, such that (q (t) ,q (t)) ∈ U , q n (t) ,q n (t) ∈ U for all t, and all partial derivatives of L are continuous on U ,
for any q n ∈ M n ([0, h] , Q), (4) and the stationary pointsq,q n minimize their respective actions,
for some constant C op independent of h, i.e. discrete Lagrangian L d has error O h n+1 , and hence the discrete Hamiltonian flow map has error O h n+1 .
Proof. First, we rewrite both the exact discrete Lagrangian and the Galerkin discrete Lagrangian:
where in the last line, we have suppressed the t argument, a convention we will continue throughout the proof. Now we introduce the action evaluated on theq n curve, which is an approximation with error O (h n ) to the exact solutionq:
Considering the first term (11a):
By assumption, all partials of L are continuous on U , and since U is closed and bounded, this implies L is Lipschitz on U . Let L α denote that Lipschitz constant. Since, again by assumption, (q,q) ∈ U and q n ,q n ∈ U , we can rewrite:
where we have made use of the best approximation estimate. Hence,
sinceq n , the stationary point of the discrete action, minimizes its action
where the inequalities follow from the assumptions on the order of the quadrature rule. Furthermore,
where the inequalities follow from (12) , the order of the quadrature rule, and the assumption thatq minimizes its action. Putting (13) and (14) together, we can conclude:
Now, combining the bounds (12) and (15) in (11a) and (11b), we can conclude
which, combined with Theorem 1.1, establishes the order of the error of the integrator.
The above proof establishes a significant convergence result for Galerkin variational integrators, namely that for sufficiently well behaved Lagrangians, Galerkin variational integrators will produce discrete approximate flows that converge to the exact flow as h → 0 with the highest possible order allowed by the approximation space, provided the quadrature rule is of sufficiently high order.
We will discuss assumption 4 in §3.3. While in general we cannot assume that stationary points of the action are minimizers, it can be shown that for Lagrangians of the canonical form
under some mild assumptions on the derivatives of V and the accuracy of the quadrature rule, there always exists an interval [0, h] over which stationary points are minimizers. In §3.3 we will show the result extends to the discretized action of Galerkin variational integrators. A similar result was established in Müller and Ortiz [22] . Geometric convergence of spectral variational integrators is not strictly covered under the proof of order optimality. While the above theorem establishes convergence of Galerkin variational integrators by shrinking h, the interval length of each discrete Lagrangian, spectral variational integrators achieve convergence by holding the interval length of each discrete Lagrangian constant and increasing the dimension of the approximation space M n ([0, h] , Q). Thus, for spectral variational integrators, we have the following analogous convergence theorem: 
(1) there exists constants C A , K A , K A < 1, independent of n such that, for each n, there exists a curvê
there exists a closed and bounded neighborhood U ⊂ T Q, such that, (q (t) ,q (t)) ∈ U and q n (t) ,q n (t) ∈ U for all t and n, and all partial derivatives of L are continuous on U , (3) for the sequence of quadrature rules
and the stationary pointsq,q n minimize their respective actions,
for some constants C s , K s , K s < 1, independent of n, and hence the discrete Hamiltonian flow map has error O (K n s ). The proof of the above theorem is very similar to that of order optimality, and would be tedious to repeat here. It can be found in the appendix. The main differences between the proofs are the assumption of the sequence of converging functions in the increasingly high-dimensional approximation spaces, and the assumption of a sequence of increasingly high-order quadrature rules. These assumptions are used in the obvious way in the modified proof.
3.3. Minimization of the Action. One of the major assumptions made in the convergence theorems (3.3) and (3.4) is that the the stationary points of both the continuous and discrete actions are minimizers over the interval [0, h] . This type of minimization requirement is similar to the one made in the paper on Γ-convergence of variational integrators by Müller and Ortiz [22] . In fact, the results in Müller and Ortiz [22] can easily be extended to demonstrate that for sufficiently well-behaved Lagrangians of the form
, there exists an interval [0, h], such that stationary points of the Galerkin action are minimizers.
Theorem 3.5. Consider a Lagrangian of the form
, is a polynomial of degree at most s. Assume M is symmetric positive-definite and all second-order partial derivatives of V exist, and are continuous and bounded. Then, there exists a time interval [0, h] such that stationary points of the discrete action,
on this time interval are minimizers if the quadrature rule used to construct the discrete action is of order at least 2s + 1.
We quickly note that the assumption that each component of q, q d , is a polynomial of degree at most s allows for discretizations where different components of the configuration space are discretized with polynomials of different degrees. This allows for more efficient discretizations where slower evolving components are discretized with lower-degree polynomials than faster evolving ones.
Proof. Letq n be a stationary point of the discrete action S d (·), and let δq be an arbitrary perturbation of the stationary pointq n , under the conditions
Making use of Taylor's remainder theorem, we expand:
∂q l ∂qm . Using this expansion, we rewrite
which, given the symmetry in M , rearranges to:
Now, it should be noted that the stationarity condition for the discrete Euler-Lagrange equations is
for arbitrary δq, which allows us to simplify the expression to
Now, using the assumption that the partial derivatives of V are bounded, |R lm | ≤ ∂ 2 V ∂q l ∂qm < C R , and standard matrix inequalities, we get the inequality:
where D is the number of spatial dimensions of Q. Thus
Because M is symmetric positive-definite, there exists m > 0 such that
Now, we note that since each component of δq is a polynomial of degree at most s, δq T δq and δq T δq are both polynomials of degree less than or equal to 2s. Since our quadrature rule is of order 2s + 1, the quadrature rule is exact, and we can rewrite
From here, we note that
, and make use of the Poincaré inequality to conclude 1 2
3.4. Convergence of Galerkin Curves and Noether Quantities.
3.4.1. Galerkin Curves. In order to construct the one-step method, spectral variational integrators determine a curve,q
which satisfiesq
Evaluating this curve at h defines the next step of the one-step method, q k+1 =q n (h), but the curve itself has many desirable properties which makes it a good continuous approximation to the true solution of the Euler Lagrange equationsq (t). In this section, we will examine some of the favorable properties ofq n (t), hereafter referred to as the Galerkin curve.
However, before discussing the properties of the Galerkin curve, it is useful review the different curves with which we are working. We have already defined the Galerkin curve,q n (t), and we will also be making use of the local solution to the Euler-Lagrange equationsq (t), wherē
However, while for each intervalq satisfies the Euler-Lagrange equations exactly, it is not the exact solution of the Euler-Lagrange equations globally, as q k = Φ kh (q 0 ,q 0 ), where Φ t (q 0 ,q 0 ) is the flow of the EulerLagrange vector field. This is particularly important when discussing invariants, where the invariants ofq remain constant within a time-step, but not from time-step to time-step.
The first property of the Galerkin curve that we will examine is its rate of convergence to the true flow of the Euler-Lagrange vector field. There are two general sources of error that affect the convergence of these curves, the first being the accuracy to which the curves approximate the local solution to the EulerLagrange equations over the interval [0, h] with the boundary (q k , q k+1 ), and the second being the accuracy of the boundary conditions (q k , q k+1 ) as approximations to a true sampling of the exact flow. Numerical experiments will show that often the second source of error dominates the first, causing the Galerkin curves to converge at the same rate as the one-step map. However, the accuracy to which the Galerkin curves approximate the true minimizers independent of the error of the boundary can also be established under appropriate assumptions about the action. Two theorems which establish this convergence are presented below.
Before we state the theorems, we quickly recall the definitions of the Sobolev Norm
We will make extensive use of this norm when examining convergence of Galerkin curves. 
, for all curves δq ∈ H Proof. We start with the bound (16) given at the end of Theorem 3.4,
and expand using the definitions of
, as well as the assumed accuracy of the quadrature rule G n to derive
which implies:
(see the proof of Theorem 3.4 in the appendix). Using this inequality, we make use of a Taylor expansion of S (q n ),
for some ν ∈ U , to see that
where
This result shows that Galerkin curves converge to the true solution geometrically with n-refinement, albeit with a larger geometric constant, and hence a slower rate. By simply replacing the bounds (18) and (19) from Theorem 3.4 with those from Theorem 3.3 and the term C s K n s with C op h p , an identical argument shows that Galerkin curves converge at half the optimal rate with h-refinement. 
Like the requirement that the stationary points of the actions are minimizers, the requirement that the second Frechet derivative of the action is coercive may appear quite strong at first. Again, the coercivity will depend on the properties of the Lagrangian L, but we can establish that for Lagrangians of the canonical form,
there exists a time step [0, h] over which the action is coercive on H 
where M is symmetric positive-definite, and the second derivatives of V (q) are bounded, there exists an interval [0, h] over which the action is coercive over
Proof. First, we note that if
where H (ν) is the Hessian of V (ν) at the point ν. Since M is symmetric positive-definite, and the second derivatives of V (·) are bounded, then there exists C r and m such that:
(see (17) for a derivation of (20)). Hence,
Considering the last two terms in (21) , and noting that δq ∈ H 1 0 ([0, h] , Q), we make use of the Poincaré inequality to derive:
Thus, substituting (22) in for the last two terms of (21), we conclude: 
and making use of Hölder's inequality, we see that
which establishes the coercivity result.
Noether Quantities.
One of the great advantages of using variational integrators for problems in geometric mechanics is that by construction they have a rich geometric structure which helps lead to excellent long term and qualitative behavior. An important geometric feature of variational integrators is the preservation of discrete Noether quantities, which are invariants that are derived from symmetries of the action. These are analogous to the more familiar Noether quantities of geometric mechanics in the continuous case. We quickly recall Noether's theorem in both the discrete and continuous case, which will also help define the notation used throughout the proofs that follow. The proofs of both these theorems can be found in Hairer et al. [9] .
Theorem 3.9. (Noether's Theorem) Consider a system with Hamiltonian H (p, q) and Lagrangian L (q,q). Suppose {g s : s ∈ R} is a one-parameter group of transformations which leaves the Lagrangian invariant. Let
be defined as the vector field with flow g s (q), referred to as the infinitesimal generator, and define the canonical momentum
is a first integral of the Hamiltonian system. 
For the remainder of this section, we will refer to I (q, p) as the Noether quantity and p T n a (q n ) = p T n+1 a (q n+1 ) as the discrete Noether quantity.
For Galerkin variational integrators, it is possible to bound the error of the Noether quantities along the Galerkin curve from the behavior of the analogous discrete Noether quantities of the discrete problem and, more importantly, this bound is independent of the number of time steps that are taken in the numerical integration. This is significant because it offers insight into the excellent behavior of spectral variational integrators even over long periods of integration.
The proof of convergence and near preservation of Noether quantities is broken into three major parts. First, we note that on step k of a numerical integration the discrete Noether quantity arises from a function of the Galerkin curve and the initial point of the one-step map (q k−1 , q k ), and that a bound exists for the difference of this discrete Noether quantity evaluated on the Galerkin curve and evaluated on the local exact solution to the Euler-Lagrange equationsq. Second, we show that a bound exists for the difference of the discrete Noether quantity on the local exact solution of the Euler-Lagrange equations and the value of the Noether quantity of the local exact solution, which is conserved along the flow of the Euler-Lagrange vector field. Finally, we show that under certain smoothness conditions, there exists a point-wise bound between the Noether quantity evaluated on the Galerkin curve and the Noether quantity evaluated on the local exact solution. Thus, we establish a point-wise bound between the Noether quantity evaluated on the Galerkin curve and the discrete Noether quantity, and a bound between the discrete Noether quantity and the Noether quantity, which leads to a point-wise bound between the Noether quantity evaluated on the Galerkin curve, and the Noether quantity which is conserved along the global flow of the Euler-Lagrange vector field.
Throughout this section we will make the simplifying assumptions that
where q 1 k = q k , and thus ∂q n ∂q k = φ 1 .
This assumption significantly simplifies the analysis.
We begin by bounding the discrete Noether quantity by a function of the local exact solution of the Euler-Lagrange equations.
Lemma 3.3. (Bound on Discrete Noether Quantity) Define the Galerkin Noether map as:
and note that the discrete Noether quantity is given by
Assuming the quadrature accuracy of Theorem (3.4) with n-refinement and Theorem (3.3) with h-refinement, if 
for some C independent of n and h.
Proof. We begin by expanding the definitions of the discrete Noether quantity:
Now we introduce the function e q (·, ·) which gives the error of the quadrature rule, and thus
Integrating by parts, we get:
Introducing the Lipschitz constants L 1 for 
+ en −q,q n −q |a (q k )| .
We now make the simplification that the quadrature error |e q (·, ·)| serves as a lower bound for q n −q W 1,1 ([0,h]) . While this may not strictly hold, all of our estimates on the convergence forq n imply this bound, and hence it is a reasonable simplification for establishing convergence in this case. Now, note that
is invariant under h rescaling, and let
which establishes the result.
Lemma 3.3 establishes a bound between the discrete Noether quantity and I d (q, q k ). The next step is to establish a bound between I d (q, q k ) and the Noether quantity. is bounded by a constant C a which is independent of N . Letp
Once again, let the error of the quadrature rule be given by e q (·, ·). Then
Proof. First, we note that sinceq solves the Euler-Lagrange equations exactly, I (p (t) ,q (t)) is a conserved quantity along the flow, so it suffices to show the inequality holds for t = 0. We begin by expanding:
Sinceq (t) solves the Euler-Lagrange equations, φ 1 (0) = 1 and φ 1 (h) = 0, andq (0) = q k ,
≤C a |e q (q,q)| which yields the desired bound.
Once again, if we assume that the quadrature error serves as a lower bound for the Sobolev error, combining the bounds from (3.3) and (3.4) yields:
This bound serves two purposes; the first is to establish a bound between the discrete Noether quantity and the Noether quantity computed on the local exact solutionq. The second is to establish a bound between the discrete Noether quantity after one step and the Noether quantity computed on the initial data:
since for (q 1 , q 2 ),q is the global exact flow of the Euler-Lagrange equations.
The difference between these two bounds is subtle but important; by establishing a bound between the discrete Noether quantity and the Noether quantity associated with the initial conditions, on any step of the method we can bound the error between the discrete Noether quantity and the Noether quantity associated with the global exact flow. By establishing the bound between the discrete Noether quantity and the Noether quantity associated withq at any step, we can bound the error between the Noether quantity associated with the local exact flowq and the true Noether quantity conserved along the global exact flow: (23) for any t 0 ∈ [0, h] on any time step k. Because the local exact flowq is generated from boundary conditions (q k , q k+1 ) which only approximate the boundary conditions of the true flow, there is no guarantee that the Noether quantity associated withq will be the same step to step, only that it will be conserved within each time step. However, because there is a bound between the Noether quantity associated withq and the discrete Noether quantity at every time step, the discrete Noether quantity and the Noether quantity associated with the exact flow, and because the Noether quantity is conserved point-wise alongq on each time step, there exists a bound between the Noether quantity associated with each point of the local exact flow and the Noether quantity associated with the true solution.
We finally arrive at the desired result, which is a theorem that bounds the error between the Noether quantity along the Galerkin curve and the true Noether quantity. It is significant because not only does it bound the error of the Noether quantity, but the bound is independent of the number of steps taken, and hence will not grow even for extremely long numerical integrations. 
Under the assumptions of Lemmas (3.3 -3.4), if the Noether map I (p, q) is Lipschitz continuous in both its arguments, then there exists a constant C v independent N , the number of method steps, such that:
Proof. We begin by introducing the Noether quantity evaluated at t on the local exact flow,q:
Considering the first term in (24) , let L 4 be the Lipschitz constant for I (·, ·). Then
The second term in (24) is exactly the bound given by (23) and thus combining (25) and (23) in (24) and defining C v = 4CC a + L (L 2 + 1), we have:
which completes the result.
The convergence and bounds of the Noether quantity evaluated on the Galerkin curve to that of the true solution is hampered by one issue. While Theorems (3.6) and (3.7) provide estimates for convergence in the Sobolev norm · W 1,1 ([0,h]) , Theorem (3.11) requires estimates in the L ∞ norm. We can establish a bound for q n (t) −q (t) L ∞ ([0,h]) , but it is much more difficult to establish a general estimate for
Lemma 3.5. (Bound on L ∞ Norm from Sobolev Norm) For any t ∈ [0, h], the following bound holds:
and thus
Proof. This is a basic extension of the arguments from Lemma A.1. in Larsson and Thomée [11] , generalizing the lemma from the interval [0, 1] to an interval of arbitrary length, [0, h]. We note that for any t, s ∈ [0, h], q (t) = q (s) + t sq (u) du. Thus:
Now, we integrate with respect to s:
which yields the desired result.
Under certain assumptions about the behavior ofq n −q, it is possible to establish bounds on the point-wise error ofq n from the Sobolev error q n −q W 1,1 ([0,h]) . For example, if the length of time that the error is within a given fraction of the max error is proportional to the length of the interval [0, h], i.e. there exists
where m is the Lebesque measure, then it can easily be seen that:
While we will not establish here that theq n converges in the L ∞ norm with the same rate that the Galerkin curve converges in the Sobolev norm, our numerical experiments will show that the Noether quantities tend to converge at the same rate as the Galerkin curve.
Numerical Experiments
To support the results in this paper, as well as to investigate the efficiency and stability of spectral variational integrators, several numerical experiments were conducted by applying spectral variational techniques to well-known variational problems. For each problem, the spectral variational integrator was constructed using a Lagrange interpolation polynomials at n Chebyshev points with a Gauss quadrature rule at 2n points. Convergence of both the one-step map and the Galerkin curves was measured using the ∞ and L ∞ norms respectively, although we record them on the same axis using labeled L ∞ error in a slight abuse of notation. The experiments strongly support the results of this paper, and suggest topics for further investigation.
4.1. Harmonic Oscillator. The first and simplest numerical experiment conducted was the harmonic oscillator. Starting from the Lagrangian,
where q ∈ R, the induced spectral variational discrete Euler-Lagrange equations are linear. Choosing the large time step h = 20 over 100 steps yields the expected geometric convergence, and attains very high accuracy, as can be seen in Figure 3 . In addition, the max error of the energy converges geometrically, see Figure 4 , and does not grow over the time of integration, see Figure 5 .
N-body Problems.
We now turn our attention towards Kepler N -body problems, which are both good benchmark problems and are interesting in their own right. The general form of the Lagrangian for these problems is
where q i ∈ R D is the center of mass for body i, G is a gravitational constant, and m i is a mass constant associated with the body described by q i .
2-Body
Problem. The first experiment we will examine is the choice of parameters D = 2, m 1 = m 2 = 1. Centering the coordinate system at q 1 , we choose q 2 (0) = (0.4, 0),q 2 (0) = (0, 2), which has a known closed form solution which is a stable closed elliptical orbit with eccentricity 0.6. Knowing the closed form solution allows us to examine the rate of convergence to the true solution, and when solved with the large time step h = 2.0, over 100 steps, the error of the one-step map is O (0.56 n ) with n-refinement and
with h-refinement, as can be seen in Figure 6 and Figure 9 , respectively. The numerical evidence suggests that our bound for the one-step map with h-refinement is not sharp, as the convergence of the one-step map is always even. Interestingly, it is also possible to observe the different convergence rates of the one-step map and the Galerkin curves with n-refinement, as eventually the Galerkin curves have error approximately O (0.74 n ) while the one-step map has error approximately O (0.56 n ), and √ 0.56 ≈ 0.7483. However, it appears that the error from the one step map dominates until very high choices of n, and thus it is difficult to observe the error of the Galerkin curves directly with h-refinement, round off error becomes a problem before the error of the Galerkin curves does for smaller choices of n.
The N-body Lagrangian is invariant under the action of SO (D), which yields the conserved Noether quantity of angular momentum. For the two body problem this is:
where q = (q x , q y ). Numerical experiments show that the error of the angular momentum does not grow with the number of steps taken in the integration, Figure 13 , but that the error is of the same order as the error of Galerkin curve with n-refinement in Figure 8 . With h-refinement, the angular momentum appears to have error O h n 2 + 2 in Figure 11 . This is interesting because the theoretical bound on the error of the Galerkin curves is O h n 2 , and the error of the Noether quantities is theoretically a factor C (h) times the error of the Galerkin curves, where C is the factor that arises in the proof of the convergence of the conserved Noether quantities. Numerical experiments suggest C is O h 2 for this problem, but that the Galerkin curves do converge at a rate of O h n 2 , which is consistent with of the Galerkin curve error estimate. While this evidence is not conclusive, it is suggestive that the error analysis provides a plausible bound. A careful analysis of the factor C would be an interesting direction for further investigation. [23] ) as initial configuration parameters for the Kepler system. Taking 100 time steps of h = 100 days, the N = 25 spectral variational integrator produces a highly stable flow in Figure 14 . It should be noted that orbits are closed, stable, and exhibit almost none of the "precession" effects that are characteristic of symplectic integrators, even though the time step is larger than the orbital period of Mercury. Additionally, considering just the outer solar system (Jupiter, Saturn, Uranus, Neptune, Pluto), and aggregating the inner solar system (Sun, Mercury, Venus, Earth, Mars) to a point mass, an N = 25 spectral variational integrator taking 100 time steps h = 1825 days (5 year steps) produces the orbital flow seen in Figure 15 . Again, these are highly stable, precession free orbits. As can be clearly seen, the spectral variational integrator produces extremely stable flows, even for very large time steps.
Conclusions and Future Work
In this paper a new numerical method for variational problems was introduced, specifically a symplectic momentum-preserving integrator that exhibits geometric convergence to the true flow of a system under the appropriate conditions. These integrators were constructed under the general framework of Galerkin variational integrators, and made use of the global function paradigm common to many different spectral methods.
Additionally, a general convergence theorem was established for Galerkin type variational integrators, establishing the important result that, under suitable hypotheses, Galerkin variational integrators will inherit the optimal order of convergence permitted by the underlying approximation space used in their construction. This result provides a powerful tool for both constructing and analyzing variational integrators, it provides a methodology for constructing methods of very high order of accuracy, and it also establishes order of convergence for methods that can be viewed as Galerkin variational integrators. It was shown that from the one step map, a continuous approximation to the solution of the Euler-Lagrange equations can be easily recovered over each time step. The error of these continuous approximations was shown to be related to the error of the one step map. Furthermore, the Noether quantities along this continuous approximation approximate the true Noether quantity up to a small error which does not grow with the number of steps taken. It was also shown that the error of the Noether quantities converges to zero with n or h refinement at a predictable rate. In addition to the convergence results, another interesting feature of spectral variational integrators is the construction of very high order methods that remain stable and accurate using time steps that are orders of magnitude larger than can be tolerated by traditional integrators. The trade off is that the computational effort required to compute each time step is also orders of magnitude larger than that of other methods, which are a major trade off in terms of the practicality of spectral variational integrators. However, a mitigating factor of this trade off is that the approach of solving a short sequence of large problems, as opposed to a large sequence of small problems, lends itself much better to parallelization and computational acceleration. The literature on methods for acceleration of the construction and solution of structured systems of linear and nonlinear problems for PDE problems is extensive, and it is likely that such methods could be applied to spectral variational integrators to greatly improve their computation cost. [16] or BouRabee and Marsden [1] , it is relatively straight forward to extend spectral variational integrators to Lie groups using natural charts. A systematic investigation of the resulting Lie group methods, including convergence and near conservation of Noether quantities, would be a natural extension of the work done here.
Novel Variational Integrators.
The power of the Galerkin variational framework is its high flexibility in the choice of approximation spaces and quadrature rules used to construct numerical methods. This flexibility allows for the construction of novel methods specifically tailored to certain applications. One immediate example is the use of periodic functions to construct methods for detecting choreographies in Kepler problems, which would be closely related to methods already used with great success to detect choreographies. Another interesting application would be the use of high order polynomials to develop integrators for high-order Lie group problems, such as the construction of Riemannian splines, which has a variety of applications in motion planning. Enriching traditional polynomial approximation spaces with highly oscillatory functions could be used to develop methods for problems with dynamics evolving on radically different time scales, which are also very challenging for traditional numerical methods. 5.1.3. Multisymplectic Variational Integrators. Multisymplectic geometry (see Marsden et al. [20] ) has become an increasingly popular framework for extending much of the geometric theory from classical Lagrangian mechanics to Lagrangian PDEs. The foundations for a discrete theory have been laid, and there have been significant results achieved in geometric techniques for structured problems such as elasticity, fluid mechanics, non-linear wave equations, and computational electromagnetism. However, there is still significant work to be done in the areas of construction of numerical methods, analysis of discrete geometric structure, and especially error analysis. Galerkin type methods have become a standard method in classical numerical PDE methods, such as Finite-Element Methods, Spectral, and Pseudospectral methods. The variational Galerkin framework could provide a natural framework for extending these classical methods to structure preserving geometric methods for PDEs, and the analysis of such methods will rely on the notion of the boundary Lagrangian (see Vankerschaver et al. [26] ), which is the PDE analogue of the exact discrete Lagrangian.
Appendix A. Proofs of Geometric Convergence of Spectral Variational Integrators
As stated in §3.2, it can be shown that spectral variational integrators converge geometrically to the true flow associated with a Lagrangian under the appropriate conditions. The proof is similar to that of order optimality, and is offered below.
However, before we offer a proof of the theorem, we must establish a result that extends Theorem 1.1. Specifically, we must show:
Theorem A.1. (Extension of Theorem 1.1 to Geometric Convergence) Given a regular Lagrangian L and corresponding Hamiltonian H, the following are equivalent for a discrete Lagrangian L d (q 0 , q 1 , n):
(1) there exist a positive constant K, where K < 1, such that the discrete Hamiltonian map for L d (q 0 , q h , n) has error O (K n ), (2) there exists a positive constant K, where K < 1, such that the discrete Legendre transforms of
The proof of this theorem is a simple modification of the proof of Theorem 1.1, and is included here for completeness. For details, the interested reader is referred to [19] .
Proof. Since we are assuming that the time step h is being held constant, we will suppress it as an argument to the exact discrete Lagrangian, writing
and show this implies the discrete Legendre transforms have error
there exists a function which is smooth in its first two arguments e v : Q × Q × N → R such that:
Taking derivatives with respect to the first argument yields:
and with respect to the second yields:
Since e v is smooth and bounded over the closed set U , so are D 1 e v and D 2 e v , yielding that the discrete Legendre transforms have error O (K n ). Now, to show that if the discrete Legendre transforms have error O (K n ), the discrete Lagrangian has error O (K n ), we write:
Since D 1 e v and D 2 e v are smooth and bounded on a bounded set, this implies there exists a function d (n) such that
for some constant C v . This shows that the discrete Lagrangian is equivalent to a discrete Lagrangian with error O (K n ). We note that the equivalence is a consequence of the fact that one can add a function of h or n to any discrete Lagrangian and the resulting discrete Euler-Lagrange equations and discrete Legendre Transforms are unchanged, hence the function d (n).
To show the equivalence of the discrete Hamiltonian map having error O (K n ) and the discrete Legendre transforms having error O (K n ), we recall expressions for the discrete Hamiltonian map for the discrete Lagrangian L d and exact discrete Lagrangian L E d : such that f 1n (x) = g 1 (x) + K n e 1n (x) , f 2n (x) = g 2 (x) + K n e 2n (x) , where sup { e 1n } ∞ n=1 < C 1 and sup { e 2n } ∞ n=1 < C 2 on compact sets, then f 2n (f 1n (x)) = g 2 (g 1 (x)) + K n e 12n (x) (26) It follows from (26) and (27) that if the discrete Legendre transforms have error O (K n ), the discrete Hamiltonian map does as well. Finally, if we have a discrete Hamiltonian map has error O (K n ), we use the identity
where π Q is the projection map π Q : (q, p) → q and (27) to see that F − L d is has error O (K n ), and the identity:
along with (26) to establish that F + L d also has error O (K n ), which completes the proof.
This simple extension is a critical tool for establishing the geometric convergence of spectral variational integrators, and leads to the following theorem concerning the accuracy of spectral variational integrators. b nj L q n c nj h ,q n c nj h .
If:
(1) there exists constants C A , K A , K A < 1, independent of n, such that, for each n, there exists a curvê q n ∈ M n ([0, h] , Q) such that,
there exists a closed and bounded neighborhood U ⊂ T Q such that (q (t) ,q (t)) ∈ U and q n (t) ,q n (t) ∈ U for all t and n, and all partial derivatives of L are continuous on U , (3) for the sequence of quadrature rules G n (f ) = h for some constants C s , K s , K s < 1, independent of n, and hence the discrete Hamiltonian flow map has error O (K n s ).
Proof. As before, we rewrite both the exact discrete Lagrangian and the spectral discrete Lagrangian: By assumption, all partials of L are continuous on U , and since U is closed and bounded, this implies L is Lipschitz on U , so let L α denote the Lipschitz constant. Since, again by assumption, (q,q) ∈ U and q n ,q n ∈ U , we can obtain: hb nj L q n ,q n , sinceq n minimizes its action,
where the inequalities follow from the assumptions on the order of the quadrature rule and (32). Furthermore,
where the inequalities follow from (32), the order of the sequence of quadrature rules, and the assumption thatq minimizes its action. Putting (33) and (34) together, we can conclude:
where K s = max (K A , K g ). Now, combining the bounds (32) and (35) in (31), we can conclude
which, combined with Theorem A.1, establishes the rate of convergence.
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