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Abstract
In this paper we consider a three-component system of one dimensional long wave-short wave inter-
action equations. The system has two-parameter family of solitary wave solutions. We prove orbital
stability of the solitary wave solutions using variational methods.
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1
1 Introduction
In the present paper, we study orbital stability of solitary wave solutions for the three coupled long
wave-short wave interaction (LSI) equations
iφt + φxx = βwφ,
iψt + ψxx = βwψ,
wt = β(|φ|2 + |ψ|2)x,


(1.1)
where φ, ψ : R× R+ → C, w : R× R+ → R, β is a real constant. Here w represents a long wave mode,
and φ and ψ denote short wave modes propagating in a continuous medium. This system describes the
resonant interaction among two short wave modes with equal group speeds and one long wave mode
whose phase speed is equal to the group speed of short waves. System (1.1) appears, for instance, in
water waves [1, 2] and in a bulk elastic medium [3]. In a recent study [4], it is shown that system (1.1)
has a two-parameter family of solitary wave solutions of the form
φs(x, t) = Φ(x− ct)eiωt,
ψs(x, t) = Ψ(x− ct)eiωt,
ws(x, t) =W (x− ct),


(1.2)
where W (x) = −β(|Φ(x)|2 + |Ψ(x)|2)/c, (Φ(x),Ψ(x)) = (R1(x), R2(x))e icx2 , c > 0 and 4ω − c2 > 0.
Here W ∈ L2(R) and (R1, R2) ∈ H1(R)×H1(R) are positive solutions of
−uxx + (ω − c
2
4
)u− β
2
c
(u2 + v2)u = 0,
−vxx + (ω − c
2
4
)v − β
2
c
(u2 + v2)v = 0.


(1.3)
System (1.1) is a generalization of the two component long wave-short wave interaction system given by
iφt + φxx = βwφ,
wt = ν(|φ|2)x.


(1.4)
System (1.4) was derived to describe the resonant interaction of a short wave, φ, and a long wave, w,
propagating on the surface of water [5]. The same system was also obtained for the resonant interaction
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of internal gravity waves [6]. In [7], orbital stability of solitary wave solutions of the two component
system (1.4) was considered and it was observed that the solitary waves of the form
φ(x, t) = R(x− ct) eiωt+i c2 (x−ct), w(x, t) =W (x − ct),
where (R,W ) ∈ H1(R) × L2(R), are orbitally stable when c > 0 and 4ω − c2 > 0. In that study, a
Lyapunov functional, whose critical point is the solitary wave solution of (1.4), was constructed using the
conserved quantities of the system. It was shown that the stability of solitary waves relied on suitable
lower and upper bounds on the variation of the Lyapunov functional. This method has been developed
in [8] to prove the stability of solitary waves of the Korteweg -de Vries equation. In a later study [9],
the same method has been used to show the stability of standing waves of the Nonlinear Schro¨dinger
equation, which has been already proved in [10] using the concentration-compactness methods. In the
present paper, we prove that solitary waves (1.2) are orbitally stable for the LSI system (1.1) when c > 0
and 4ω − c2 > 0, using a variational method, the so-called Lyapunov method.
The organization of the paper is as follows: The local well-posedness of the Cauchy problem for
(1.1) is discussed, and conserved integrals for the same system is given in section 2. A variational
characterization of the solitary waves, which will be used in the proof of the stability of solitary wave
solutions, is briefly presented in section 3. We state the stability theorem that relies on a lower bound
of the second variation of the Lyapunov functional in section 4. Using the analysis of the unconstrained
variational problem carried out in [4], the lower bound is proved and the stability of solitary waves is
established in the same section.
Notations. Throughout the paper Lp(R), 1 ≤ p <∞, represents the space of p−integrable functions.
‖f‖p denotes the Lp(R) norm of f, 1 ≤ p ≤ ∞. H1(R) = W 1,2(R) is the Sobolev space of f for which
the norm ‖f‖2H1 = ‖f‖22 + ‖∇f‖22 is finite. 〈f, g〉 refers to the inner product of f and g in L2(R).
3
2 Local Well-Posedness of Cauchy Problem
The Cauchy problem for the two component LSI system (1.4) was studied in [11] for initial data (φ0, w0) ∈
H1/2(R)×L2(R). A contraction technique was used to prove existence and uniqueness of solutions of the
initial value problem in suitable Banach spaces. Conservation of energy and masses were used to extend
the local solution globally. Later, the local-well-posedness result for (1.4) was improved in [12] for initial
data (φ0, w0) ∈ Hk(R) × L1/k(R), 0 < k < 1/2. The Cauchy problem for the three component LSI
system (1.1) was considered in [13] for initial data (φ0, ψ0, w0) ∈ H1/2(R)×H1/2(R)×L2(R). Following
the ideas of [11], the local-well-posedness theory was established in the same study. In the present
section, the local well-posedness of the Cauchy problem for (1.1), which is necessary in the study of
stability of solitary waves, will be presented briefly.
For the three component LSI system, the Cauchy problem
iφt + φxx = Fφ(φ, ψ)
iψt + ψxx = Fψ(φ, ψ)
φ(x, 0) = φ0(x), ψ(x, 0) = ψ0(x)


(2.1)
was considered in [13], where
(Fφ, Fψ) =

β2
t∫
0
(|φ(x, s)|2 + |ψ(x, s)|2)xds+ βw0(x)

 (φ(x, t), ψ(x, t)).
Here (φ0, ψ0, w0) ∈ H1/2(R)×H1/2(R)×L2(R). Following [11], a fixed point method was used to prove
existence and uniqueness of local in time solutions. First, the Cauchy problem (2.1) was written as a
coupled system of integral equations
φ(t) = J1(φ, ψ) = U(t)φ0(x)− i
t∫
0
U(t− s)Fφ(φ(s), ψ(s))ds
ψ(t) = J2(φ, ψ) = U(t)ψ0(x)− i
t∫
0
U(t− s)Fψ(φ(s), ψ(s))ds,


(2.2)
where U(t) = eit
∂2
∂x2 is the Schro¨dinger linear group. Similar to that of [11], the function space XT was
defined by
XT = {f : [0, T ]× R→ C|f ∈ C([0, T ];H1/2(R)), fx ∈ L∞(R;L2[0, T ])},
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and endowed with the norm
‖f‖XT = sup
0≤t≤T
‖f(., t)‖H1/2 + sup
R


T∫
0
|fx(x, t)|2dt


1/2
.
Thus (φ, ψ) ∈ Y T = XT ×XT for which the norm was defined as
‖(φ, ψ)‖Y T = ‖φ‖XT + ‖ψ‖XT . (2.3)
A ball of radius R > 0 was defined as BR = {(φ, ψ) ∈ Y T : ‖φ‖XT + ‖ψ‖XT ≤ R}. Using smoothing
effects estimates (Lemmas 1-3 in [11]) obtained in [14, 15] and Lemmas 4-5 in [11], the norm of Ψ(φ, ψ) =
(J1, J2) in Y
T was calculated to show Ψ : BR → BR:
‖Ψ(φ, ψ)‖Y T = ‖J1(φ, ψ)‖XT + ‖J2(φ, ψ)‖XT
≤ C1‖φ0‖H1/2 + C2‖ψ0‖H1/2 +K1(T )(‖φ‖2XT
+‖ψ‖2XT + 1)‖φ‖XT +K2(T )(‖φ‖2XT + ‖ψ‖2XT + 1)‖ψ‖XT
≤ C(‖φ0‖H1/2 + ‖ψ0‖H1/2)
+K(T )(‖φ‖2XT + ‖ψ‖2XT + 1)(‖φ‖XT + ‖ψ‖XT ).
Here C = max{C1, C2} is a positive constant, K(T ) = max{K1(T ),K2(T )} and K(T )→ 0 as T → 0.
R was chosen so as to C(‖φ0‖H1/2 + ‖ψ0‖H1/2) ≤ R/2. Then for fixed R > 0, small T was taken to
ensure K(T )(4R3 + 2R) < R/2. This led to
‖Ψ(φ, ψ)‖Y T ≤ R.
For uniqueness of the fixed point, in a similar way, the norm of Ψ(φ1, ψ1)(t) − Ψ(φ2, ψ2)(t) in Y T
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was calculated:
‖Ψ(φ1, ψ1)(t)−Ψ(φ2, ψ2)(t)‖Y T = ‖J1(φ1, ψ1)− J1(φ2, ψ2)‖XT
+ ‖J2(φ1, ψ1)− J2(φ2, ψ2)‖XT
≤ H1(T )
(‖φ1‖2XT + ‖φ2‖2XT + ‖ψ1‖2XT
+‖ψ2‖2XT + 1
) ‖φ1 − φ2‖XT
+H2(T )
(‖ψ1‖2XT + ‖ψ2‖2XT + ‖φ1‖2XT
+ ‖φ2‖2XT + 1
) ‖ψ1 − ψ2‖XT
≤ H(T )(4R2 + 1)‖(φ1 − φ2, ψ1 − ψ2)‖Y T ,
where H(T ) = max{H1(T ), H2(T )} and H(T )→ 0 as T → 0. T was chosen as a small quantity so that
H(T )(4R2 + 1) < 1. It was concluded in [13] that Ψ(φ, ψ) was a contraction on BR and (φ, ψ) was the
unique solution of (2.2), i.e. the local well-posedness of the Cauchy problem for (1.1) was established:
Theorem Let (φ0, ψ0) ∈ H1/2(R)×H1/2(R) and w0 ∈ L2(R)∩L∞(R). There exists a unique solution
(φ(x, t), ψ(x, t)) of the Cauchy problem (2.1) on [0, T ] for T > 0 such that φ ∈ C ([0, T ];H1/2(R)),
φx ∈ L∞
(
R;L2[0, T ]
)
, ψ ∈ C ([0, T ];H1/2(R)) and ψx ∈ L∞ (R;L2[0, T ]).
The conserved integrals of the LSI system (1.1) are of the form [16]
I1 =
∫
R
|φ|2 dx, I2 =
∫
R
|ψ|2 dx,
I3 =
∫
R
[
w2 + i(φ∗φx − φφ∗x + ψ∗ψx − ψψ∗x)
]
dx,
I4 =
∫
R
[|φx|2 + |ψx|2 + β(|φ|2 + |ψ|2)w] dx, (2.4)
where I1 and I2 are the mass functionals, I3 is the momentum functional and I4 is the energy functional,
i.e. the Hamiltonian. As the natural energy space for the LSI system (1.1) is H1(R)×H1(R)× L2(R),
the initial data is taken as (φ0, ψ0, w0) ∈ H1(R)×H1(R)× L2(R) in the present study.
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3 Variational Characterization of Solitary Waves
In this section we briefly discuss a variational characterization of solutions for (1.3), considered in [4],
where the stability analysis of solitary waves is based on.
Motivated by Nagy inequality [17] given as
(
s
2
H(
s
β
,
p− 1
p
)
)− βs
≤ ‖ux‖
β
s
p ‖u‖q+β
q(p−1)
ps
q
‖u‖q+βq+β
, u ∈ H1(R), (3.1)
where q, β > 0, p ≥ 1, s = 1+ q(p− 1)/p, H(a, b) = [(a+ b)−(a+b)Γ(1+ a+ b)]/[a−ab−bΓ(1+ a)Γ(1+ b)]
and Γ is the Gamma function, and by Gagliardo-Nirenberg inequality
‖u‖r ≤ C ‖∇u‖ϑ2 ‖u‖1−ϑ2 , 0 < ϑ ≤ 1, u ∈ H1(Rn)
where ϑ = n(1/2− 1/r); the nonlinear functional J(u, v) on H1(R)×H1(R)
J(u, v) =
(‖u‖22 + ‖v‖22)1−θ/2(‖ux‖22 + ‖vx‖22)θ/2
‖u2 + v2‖1/22
, θ =
1
4
, (3.2)
was considered in [4]. The functional J(u, v) is well defined on H1(R) × H1(R) due to embedding of
H1(R) in L4(R). It should be pointed out that the nonlinear functional J(u, v) is a generalization of
the single variable functional J(u) which was considered in the study of standing waves of the nonlinear
Schro¨dinger equation [18].
The first variation of the nonlinear functional J(u, v) is given as
δJ = −B
∫
R
{
[uxx − Ωu+ γ(u2 + v2)u]η1 + [vxx − Ωv + γ(u2 + v2)v]η2
}
dx,
where ηi ∈ C∞0 (R) (i = 1, 2), Ω = ω − c2/4 and γ = β2/c, B = [33/(44Ω3γ4(
∫
R
(u2 + v2)2dx)6))]1/8,
and the Pohozaev type identities,
3
∫
R
(u2x + v
2
x)dx = Ω
∫
R
(u2 + v2)dx =
3γ
4
∫
R
(u2 + v2)2dx, (3.3)
satisfied by (u, v) are used. It is shown in [4] that the infimum of J(u, v) is achieved at a pair of positive
functions (R1, R2) when c > 0 and 4ω−c2 > 0 using Lieb’s compactness lemma. Thus the critical points
of the functional J(u, v) in H1(R) ×H1(R) are the non-trivial weak solutions of (1.3). As will be seen
7
in section 4, the variational characterization plays a key role in the stability analysis of solitary waves
(1.2).
It should be noted that there are various studies in the literature devoted to the problem of existence
of solutions of the coupled system (1.3) and its generalizations ([19, 20] and the references therein).
In those studies, variational approaches based on minimization of energy functionals subject to some
constraints are used. Though the approach followed in [4] is different from those of [19, 20], it is readily
seen that minimizing the energy functional is equivalent to minimizing the nonlinear functional J(u, v).
Indeed, the energy functional for solitary waves
I4(u, v) =
∫
R
(
u2x + v
2
x +
c2
4
(u2 + v2)− γ(u2 + v2)2
)
dx,
after the scale transformation (uq(x), vq(x)) =
√
q(u(qx), v(qx)) with q > 0, takes the form
I4(u, v) ≥ inf
q>0
I4(uq, vq) = inf
q>0
∫
R
[q2(u2x + v
2
x) +
c2
4
(u2 + v2)− γq(u2 + v2)2 ]dx,
≥
∫
R
(
q2(u2x + v
2
x)− γq(u2 + v2)2
)
dx, (3.4)
where the conserved mass integrals do not change: ‖uq‖2 = ‖u‖2 and ‖vq‖2 = ‖v‖2. Using the scaled
forms of the identities (3.3) in (3.4), the energy functional takes the form
I4(u, v) ≥ inf
q>0
I4(uq, vq) ≥ −
(
3γ2Ω7
16
)1/8
λ5/4
1
inf J(u, v)
,
for which J(uq, vq) = J(u, v) and λ = I1 + I2. Thus ground state solutions (uq, vq), i.e. a minimizer of
the Hamiltonian I4, is also a minimizer of the functional J(u, v).
4 Stability of Solitary Waves
In this section, we are concerned with the stability of solitary wave solutions (1.2) of system (1.1). For
solitary waves, the appropriate notion of stability is orbital stability. All solitary waves of the same form
but in different positions through space translation and phase rotation are assumed to be in the same
orbit. The LSI equations have translation and phase symmetries, i.e. if (φ(x, t), ψ(x, t), w(x, t)) solves
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the LSI equations, then (eiθ1φ(x+ x0, t), e
iθ2ψ(x+ x0, t), w(x+ x0, t)) solves the same system for any
x0 ∈ R and θ1, θ2 ∈ [0, 2π). We define the orbit O(f, g, h) of the triplet (f, g, h) as follows:
O(f, g, h) = {eiθ1f(.+ x0), eiθ2g(.+ x0), h(.+ x0); θ1, θ2 ∈ [0, 2π), x0 ∈ R}.
A solitary wave is said to be orbitally stable if, for the initial data being near the solitary wave orbit,
the solution at all later times remains near the solitary wave orbit.
The main result of this section is the following theorem.
Theorem 1. For c > 0 and 4ω − c2 > 0, solitary wave solution of (1.1)
eiωtΦ(x− ct) = eiωtR1(x− ct)ei
c(x−ct)
2 ,
eiωtΨ(x− ct) = eiωtR2(x − ct)ei
c(x−ct)
2 ,
W (x− ct) = −β
c
[R21(x− ct) +R22(x− ct)],


(4.1)
is orbitally stable, i.e. for any ǫ ≥ 0 there exists a corresponding δ ≥ 0 such that the initial data
(φ0, ψ0, w0) ∈ H1(R)×H1(R)× L2(R) with
‖φ0(.) − Φ(.)‖H1 ≤ δ, ‖ψ0(.)−Ψ(.)‖H1 ≤ δ, ‖w0(.)−W (.)‖2 ≤ δ,
imply
inf
x0∈R
θ1∈[0,2π)
‖eiθ1φ(.+ x0, t)− Φ(.)‖H1 ≤ ǫ,
inf
x0∈R
θ2∈[0,2π)
‖eiθ2ψ(.+ x0, t)−Ψ(.)‖H1 ≤ ǫ,
inf
x0∈R
‖w(.+ x0, t)−W (.)‖2 ≤ ǫ.
In order to show that solitary waves (4.1) are orbitally stable, i.e. to prove Theorem 1; we have
to find an estimate on the distance in H1(R) × H1(R) between the orbit O(R1,R2) of solitary waves
and the solution (φ(x, t), ψ(x, t)) of the LSI system. The deviation of the solution (φ(x, t), ψ(x, t))
corresponding to the initial data (φ0, ψ0) from the orbit O(R1,R2) of solitary waves is measured by the
metric
ρ2Ω[(φ, ψ),O(R1,R2)] = inf
x0∈R
θ1,θ2∈[0,2π)
{IΩ} ,
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where
IΩ(x0, θ1, θ2) = NΩ(e
iθ1e−i
c
2 (.+x0−ct)φ(.+ x0, t)− R1)
+ NΩ(e
iθ2e−i
c
2 (.+x0−ct)ψ(.+ x0, t)−R2). (4.2)
The norm function NΩ in (4.2) is defined as NΩ(f) = Ω‖f‖22 + ‖∇f‖22 and satisfies min(1,Ω) ‖f‖2H1 ≤
NΩ(f) ≤ max(1,Ω) ‖f‖2H1 . Perturbations of solitary waves, denoted by w1(x, t), w2(x, t) and η(x, t),
are defined in the form
w1(x, t) = e
iθ1e−i
c
2 (x+x0−ct)φ(x+ x0, t)−R1(x), (4.3)
w2(x, t) = e
iθ2e−i
c
2 (x+x0−ct)ψ(x+ x0, t)−R2(x), (4.4)
η(x, t) = u(x+ x0, t) +
β
c
[
R21(x) + R
2
2(x)
]
, (4.5)
where wk(x, t) = pk(x, t)+ iqk(x, t) (k = 1, 2) are complex-valued functions, and η(x, t) is a real-valued
function. Here θ1, θ2 and x0 will be chosen later where the infimum of IΩ is attained. Eq. (4.2), and
(4.3)-(4.5) show that we have to find estimates on the H1 norms of w1(x, t) and w2(x, t), and the L
2
norm of η(x, t).
The following lemma is a generalization of the one which was proved in the context of the orbital
stability of solitary waves, by Bona [21] for the Korteweg-de Vries equation and by Angulo and Mon-
tenegro [22] for the long wave-short wave interaction equations with an integral term. The following
lemma states that there are θi = θi(t) (i = 1, 2) and x0 = x0(t) such that infimum of IΩ(x0, θ1, θ2) exists
where the local well-posedness of the Cauchy problem for (1.1) is used.
Lemma 2. Let (φ, ψ, u) be a solution of (1.1) corresponding to the initial data (φ0, ψ0, u0) ∈ H1(R)×
H1(R)×L2(R) with the properties ‖φ0‖2 = ‖R1‖2 and ‖ψ0‖2 = ‖R2‖2. Suppose that IΩ(x0, θ1, θ2) <
Ω(‖R1‖22 + ‖R2‖22) for some t0 ∈ [0, T ] and some (x0, θ1, θ2) ∈ R × [0, 2π)× [0, 2π). Then inf{IΩ|x0 ∈
R, θ1, θ2 ∈ [0, 2π)} is assumed at least once.
Proof. It is clear that IΩ is a continuous function of (x0, θ1, θ2) on R× [0, 2π)× [0, 2π). Moreover,
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for any (θ1, θ2) ∈ [0, 2π)× [0, 2π), we have
lim
x0→∓∞
IΩ(x0, θ1, θ2) = ‖[e−i c2 (·−ct)φ(·, t)]′‖22 ++‖[e−i
c
2 (·−ct)ψ(·, t)]′‖22
+‖R′1(·)‖22 + ‖R′2(·)‖22 + 2Ω‖R1(·)‖22 + 2Ω‖R2(·)‖22,
= (
7Ω
3
+
c2
4
)(‖R1‖22 + ‖R2‖22), (4.6)
where (3.3) is used. The hypothesis IΩ(x0, θ1, θ2) < Ω(‖R1‖22 + ‖R2‖22) , the continuity of IΩ and (4.6)
imply the result. 
We now show that the infimum of IΩ is attained at a finite value of x0 for some t0 ∈ [0, T ]. For this
aim, it will suffice to show that IΩ(x0, θ1, θ2) < Ω(‖R1‖22 + ‖R2‖22) holds in some interval. Using the
inequality ‖a+ b‖22 ≤ 2‖a‖22 + 2‖b‖22, one can obtain
IΩ(ct,−ωt,−ωt) ≤ 2‖φ′(·)− φ′s(·)‖22 + (
c2
2
+ Ω)‖φ(·)− φs(·)‖22
+2‖ψ′(·) − ψ′s(·)‖22 + (
c2
2
+ Ω)‖ψ(·)− ψs(·)‖22,
where prime denotes differentiation with respect to spatial variable x. Solitary wave solutions (φs, ψs)
given in (1.2) are globally defined. Thus, it follows from the continuous dependence theory that, for a
T > 0, there exists a δ > 0 such that if
‖φ0(.)− ei c2 ·R1(.)‖H1 < δ, and ‖ψ0(.)− ei
c
2 ·R2(.)‖H1 < δ,
then the solution (φ(x, t), ψ(x, t)) corresponding to the initial data (φ0(x), ψ0(x)) exists at least for
0 ≤ t ≤ T . This solution also satisfies
‖φ(·, t)− φs(·, t)‖H1 < ǫ, and ‖ψ(·, t)− ψs(·, t)‖H1 < ǫ.
Using this result, we get IΩ(ct,−ωt,−ωt) ≤ 4ǫ2(1 + ω). Choosing ǫ2 < Ω(‖R1‖22 + ‖R2‖22)/[4(1 + ω)],
shows that the hypothesis of Lemma 2 is satisfied at least for (x˜0, θ˜1, θ˜2) = (ct,−ωt,−ωt), from which
we get an upper bound for IΩ.
As a result of Lemma 2, the following compatibility conditions are obtained for the real-valued
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increment functions pi(x, t) and qi(x, t) (i = 1, 2)
∫
R
(
R21 +R
2
2
)
R1q1dx = 0, (4.7)
∫
R
(
R21 +R
2
2
)
R2q2dx = 0, (4.8)
∫
R
(R21 +R
2
2)
(
R1
∂p1
∂x
+R2
∂p2
∂x
)
dx = 0. (4.9)
The relations (4.7), (4.8) and (4.9) are obtained by differentiating IΩ defined in (4.2) with respect to
θ1, θ2 and x0, using system (1.3) and then evaluating the resulting equations at values (x0, θ1, θ2) which
minimize IΩ. Note that
IΩ = ‖eiθ1A′ −R′1‖22 + ‖eiθ1B′ −R′2‖22 +Ω‖eiθ1A−R1‖22 +Ω‖eiθ1B −R2‖22,
where eiθ1e−i
c
2 (x+x0−ct)φ(x + x0, t) = e
iθ1A(x + x0, t) = R1(x) + w1(x, t) and e
iθ2e−i
c
2 (x+x0−ct)ψ(x +
x0, t) = e
iθ2B(x+ x0, t) = R2(x) + w2(x, t).
We now introduce a continuous nonlinear functional L, called the Lyapunov functional, overH1(R)×
H1(R)× L2(R) in the form
L (φ, ψ, u) = ω(I1 + I2) +
c
2
I3 + I4, (4.10)
where Ik (k = 1, 2, 3, 4), given in (2.4), are the conserved quantities of system (1.1). Thus, the Lyapunov
functional is invariant with time: ∆L(0) = ∆L(t). Our stability result will rely on the inequalities
∆L(0) ≤ 2g(ε)
∆L(t) ≥ g(‖w1‖H1) + g(‖w2‖H1),
where g(x) = a1x
2 − a2x3 − a3x4 for some positive constants ai (i = 1, 2, 3), and ‖wi‖H1 (i = 1, 2) is
the distance between the solitary wave (Φ,Ψ) and the solution (φ, ψ) of (1.1). To find the bounds, we
calculate ∆L(t)
∆L(t) = L(φ(x, t), ψ(x, t), u(x, t)) − L(Φ(x),Ψ(x), U(x)),
= L
(
Φ(x) + ei
cx
2 w1(x, t),Ψ(x) + e
i cx2 w2(x, t), U(x) + η(x, t))
−L(Φ(x),Ψ(x), U(x)) .
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Expanding the functional L near (Φ,Ψ) yields
∆L(t) = δL+ δ2L+ δ3L, (4.11)
where δL, δ2L and δ3L are the first, second and third variations of L, respectively; and all variations
higher than third order are zero. The explicit forms of variations are given as
δL =
∫
R
2
{[
R1,xx − ΩR1 + γ(R21 +R22)R1
]
p1
+
[
R2,xx − ΩR2 + γ(R21 +R22)R2
]
p2
}
dx, (4.12)
δ2L =
∫
R
[ c
2
η2 + p21,x + q
2
1,x + p
2
2,x + q
2
2,x +Ω(p
2
1 + q
2
1 + p
2
2 + q
2
2)
+2β(R1p1 +R2p2)η − γ(R21 +R22)(p21 + q21 + p22 + q22)
]
dx, (4.13)
δ3L =
∫
R
β(p21 + q
2
1 + p
2
2 + q
2
2)η dx, (4.14)
where the relations Φ(x) = R1(x)e
icx
2 , Ψ(x) = R2(x)e
icx
2 , W (x) = −β2(R21(x)+R22(x))/c, and wk(x) =
pk(x)+ iqk(x) (k = 1, 2) are used. Because (R1, R2) is a solution (1.3), the first variation (4.12) vanishes.
Thus (R1, R2) is also a critical point of the Lyapunov functional L. From eqs. (4.13) and (4.14), we
have
∆L(t) = 〈L0q1, q1〉+ 〈L0q2, q2〉+ 〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉
−γ
∫
R
[
1
2
(p21 + q
2
1 + p
2
2 + q
2
2)
2 + 2(p21 + q
2
1 + p
2
2 + q
2
2)(p1R1 + p2R2)
]
dx
+
c
2
∫
R
[
η +
2β
c
(p1R1 + p2R2) +
β
c
(p21 + q
2
1 + p
2
2 + q
2
2)
]2
dx, (4.15)
where the operators Li (i = 0, 1, 2, 3) are defined as
L0 = − ∂
2
∂x2
+Ω− γ(R21 +R22), L1 = −
∂2
∂x2
+Ω− γ(3R21 +R22),
L2 = − ∂
2
∂x2
+Ω− γ(R21 + 3R22), L3 = −2γR1R2.
We use the following lemmas to find a lower bound for ∆L(t).
Lemma 3. There exist positive constants Ci (i = 1, 2) such that
〈L0qi, qi〉 ≥ Ci‖qi‖2H1 (i = 1, 2). (4.16)
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Proof. It should be noted that L0Ri = 0 and Ri > 0 (i = 1, 2). Therefore L0 is a non-negative
operator, i.e. µi = inf(〈L0qi, qi〉/〈qi, qi〉) ≥ 0 (i = 1, 2). If the infimum of the functional µi subject to
the constraints (4.7) and (4.8) is zero then it is attained at qi(x) = Ri(x). This contradicts to the above
constraints, thus µi > 0 (i = 1, 2), i.e.
〈L0qi, qi〉 = 1
ki + 1
‖qi‖ − γ
∫
R
(R21 +R
2
2)q
2
1dx+
ki
ki + 1
‖qi‖ ≥ C¯i‖qi‖22 (i = 1, 2)
where ‖qi‖ = ‖∇qi‖22 + Ω‖qi‖22, ki and C¯i are some positive constants. If ki < C¯i/(2γE2) where
E = max(‖R1‖∞, ‖R2‖∞), then we have ‖qi‖/(ki + 1)− γ
∫
R
(R21 +R
2
2)q
2
1dx > 0, and consequently
〈L0qi, qi〉 ≥ Ci‖qi‖2H1 (i = 1, 2),
where Ci = kimin(1,Ω)/(ki + 1). 
To find a lower bound for the expression 〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉 in (4.15) is more difficult
than that of 〈L0qi, qi〉. We will use the facts that (R1, R2) is the minimizer of the functional J(u, v)
and that the expression 〈L1p1, p1〉 + 〈L2p2, p2〉 + 2〈L3p1, p2〉 is associated with the second variation of
J(u, v). First we prove the following lemma which is a generalization of the one given in [23].
Lemma 4. inf
〈f,R1〉=0
〈g,R2〉=0
(〈L1f, f〉+ 〈L2g, g〉+ 2〈L3f, g〉) = 0.
Proof. Recall that (R1, R2) is a minimizer of the nonlinear functional J(u, v). Thus δ
2J ≥ 0 near
(R1, R2). The second variation of the functional J is of the form
d2
dǫ2
J(R1 + ǫη1, R2 + ǫη2) |ǫ=0 = a2 (〈L1η1, η1〉+ 〈L2η2, η2〉+ 2〈L3η1, η2〉)
+a2
[
Ω2
3d
(〈R1, η1〉+ 〈R2, η2〉)2
+
2Ω
d
(〈R1, η1〉+ 〈R2, η2〉)(〈R1,x, η1,x〉+ 〈R2,x, η2,x〉)
]
−a
2
d
(〈R1,x, η1,x〉+ 〈R2,x, η2,x〉)2 ≥ 0, (4.17)
where a2 = [27γ2/(Ω3d6)]1/8/(4
√
2), and d =
∫
R
(u2x + v
2
x)dx. It should be noted that eq. (1.3) and
Pohozaev type identities given by (3.3) are used in obtaining (4.17).
If the increment functions are chosen as η1 = f and η2 = g with the properties 〈f,R1〉 = 0 and
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〈g,R2〉 = 0, then it follows from (4.17) that
〈L1f, f〉+ 〈L2g, g〉+ 2〈L3f, g〉 ≥ 0. (4.18)
Moreover, the functions R1,x and R2,x satisfy
L1R1,x + L3R2,x =
(−R1,xx +ΩR1 − γ(R21 +R22)R1)x = 0,
L2R2,x + L3R1,x =
(−R2,xx +ΩR2 − γ(R21 +R22)R2)x = 0.


(4.19)
As a result of (4.19) we find
〈L1R1,x, R1,x〉+ 〈L2R2,x, R2,x〉+ 〈L3R1,x, R2,x〉+ 〈L3R2,x, R1,x〉
= 〈L1R1,x + L3R2,x, R1,x〉+ 〈L2R2,x + L3R1,x, R2,x〉 = 0,
which shows that the infimum of (4.18) is assumed at (R1,x, R2,x). Because f = R1,x and g = R2,x
satisfy the hypothesis of the lemma, we get 〈f,R1〉 = 〈R1,x, R1〉 = 0 and 〈g,R2〉 = 〈R2,x, R2〉 = 0. This
completes the proof. 
In order to find a lower bound for 〈L1p1, p1〉+ 〈L2p2, p2〉+2〈L3p1, p2〉, we require that the perturbed
solution has the same L2-norm as the solitary wave, as given in the hypotheses of Lemma 2,
‖φ‖2 = ‖R1‖2, ‖ψ‖2 = ‖R2‖2. (4.20)
Conditions (4.20) give rise to the following constraints
〈Ri, pi〉 = −1
2
[〈pi, pi〉+ 〈qi, qi〉] = −1
2
‖wi‖22 < 0 (i = 1, 2), (4.21)
where definitions (4.3) are used. The restrictions (4.20) will be relaxed later and the stability of solitary
waves will be proved with respect to general perturbations. To this end, we assume that the real parts
of the increment functions, pi(x, t) (i = 1, 2), will be of the form pi = pi|| + pi⊥ where
pi|| =
〈pi, Ri〉
‖Ri‖22
Ri, pi⊥ = pi − 〈pi, Ri〉‖Ri‖22
Ri.
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This gives rise to 〈pi⊥, Ri〉 = 0 (i = 1, 2). Using the decomposition of pi(x, t) (i = 1, 2), we have
〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉
= 〈L1p1⊥, p1⊥〉+ 〈L2p2⊥, p2⊥〉+ 2〈L3p1⊥, p2⊥〉
+ 〈L1p1||, p1||〉+ 〈L2p2||, p2||〉+ 2〈L3p1||, p2||〉+ 2〈L1p1⊥, p1||〉
+ 2〈L2p2⊥, p2||〉+ 2〈L3p2||, p1⊥〉+ 2〈L3p1||, p2⊥〉. (4.22)
To find a suitable lower bound for 〈L1p1⊥, p1⊥〉 + 〈L2p2⊥, p2⊥〉 + 2〈L3p1⊥, p2⊥〉 using Lemma 4, we
further assume that 〈p1, R1〉/‖R1‖22 = 〈p2, R2〉/‖R2‖22.
Lemma 5. There exist positive constants C3 and C4 such that
〈L1p1⊥, p1⊥〉+ 〈L2p2⊥, p2⊥〉+ 2〈L3p1⊥, p2⊥〉
≥ C3(‖p1‖22 + ‖p2‖22)− C4(‖w1‖4H1 − ‖w2‖4H1). (4.23)
Proof. If f = p1⊥ and g = p2⊥ then the hypotheses of Lemma 4 are satisfied by p1⊥ and p2⊥. That is,
〈L1p1⊥, p1⊥〉+ 〈L2p2⊥, p2⊥〉+ 2〈L3p1⊥, p2⊥〉 ≥ 0. (4.24)
The infimum of (4.24) is zero. This infimum is attained at (p1⊥, p2⊥) = (R1,x, R2,x). In such a case, for
the increment functions pi = αRi + Ri,x (i = 1, 2) where α = 〈pi, Ri〉/‖Ri‖22 (i = 1, 2), the constraint
(4.9) reduces to
α
4
∫
R
[(R21 +R
2
2)
2]xdx+
∫
R
(R21 +R
2
2)(R1R1xx +R2R2xx)dx = 0,
∫
R
{
[(R21 +R
2
2)x]
2 + 2(R21 +R
2
2)[(R1,x)
2 + (R2,x)
2]
}
dx = 0,
where integration by parts is used. This result leads to Ri = 0 (i = 1, 2) which contradicts positivity of
ground state solutions (R1, R2). Thus there exists a positive constant C¯3 such that
〈L1p1⊥, p1⊥〉+ 〈L2p2⊥, p2⊥〉+ 2〈L3p1⊥, p2⊥〉 ≥ C¯3. (4.25)
Moreover, using 〈pi⊥, pi⊥〉 = 〈pi, pi〉− [〈pi, pi〉+ 〈qi, qi〉]2/(4‖Ri‖22), the inequality (4.25) can be arranged
16
to yield (4.23)
〈L1p1⊥, p1⊥〉+ 〈L2p2⊥, p2⊥〉+ 2〈L3p1⊥, p2⊥〉 ≥ C3(〈p1⊥, p1⊥〉+ 〈p2⊥, p2⊥〉),
= C3
(
‖p1‖22 + ‖p2‖22 −
‖w1‖42
4‖R1‖22
− ‖w2‖
4
2
4‖R2‖22
)
,
≥ C3(‖p1‖22 + ‖p2‖22)− C4(‖w1‖4H1 + ‖w2‖4H1),
where continuous embedding of H1(R) in L4(R) is used, and C3 and C4 are some positive constants.
This completes the proof of Lemma 5. 
Lemma 6. There exist positive constants C5 and C6 such that
〈L1p1||, p1||〉+ 〈L2p2||, p2||〉+ 2〈L3p1||, p2||〉 ≥ −C5‖w1‖4H1 − C6‖w2‖4H1 . (4.26)
Proof. Recall that 〈LiRi, Ri〉 = −2γ〈R2i , R2i 〉 (i = 1, 2). Firstly, using pi|| = αRi (i = 1, 2) where
α = −‖wi‖22/(2‖Ri‖22), we obtain
〈Lipi||, pi||〉 = α2〈LiRi, Ri〉 = −
γ
2
‖R2i ‖22
‖Ri‖42
‖wi‖42 ≥ −C¯4+i‖wi‖4H1 (i = 1, 2), (4.27)
where C¯5 and C¯6 are positive constants. Secondly, using Sobolev embedding and Young’s inequality
ab ≤ ap/p+ bq/q with p = q = 2 , we obtain
〈L3p1||, p2||〉 = −
γ
4
‖R1R2‖22
‖R1‖22 ‖R2‖22
‖w1‖22 ‖w2‖22 ≥ −
C¯7
2
(‖w1‖4H1 + ‖w2‖4H1) , (4.28)
where C¯7 is a positive constant. (4.26) follows from (4.27) and (4.28). 
Lemma 7. 〈L3p1||, p2⊥〉 = 0 and 〈L3p2||, p1⊥〉 = 0.
Proof. Using the definition of the operator L3, we have 〈L3p1||, p2⊥〉 = −2γα〈R22p1⊥, R1〉. Then
|〈L3p1||, p2⊥〉| ≤ |2γα|E2|〈p1⊥, R1〉| = 0 (4.29)
and, similarly
|〈L3p2||, p1⊥〉| ≤ |2γα|E2|〈p2⊥, R2〉| = 0. (4.30)
This completes the proof. 
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Lemma 8. There exist positive constants Ei and Fi (i = 1, 2) such that
2〈Lipi⊥, pi||〉 ≥ −Ei‖wi‖3H1 − Fi‖wi‖4H1 (i = 1, 2). (4.31)
Proof. For the terms 〈Lipi⊥, pi||〉, we find
〈Lipi⊥, pi||〉 = α
(〈Ri,x, pi⊥,x〉 − 3γ〈R3i , pi⊥〉 − γ〈R2jRi, pi⊥〉) , (i, j = 1, 2 i 6= j), (4.32)
where α = −‖wi‖22/(2‖Ri‖22), |〈R3i , pi⊥〉| ≤ E2|〈Ri, pi⊥〉| = 0, and |〈R2jRi, pi⊥〉| ≤ E2|〈Ri, pi⊥〉| = 0.
Using pi⊥ = pi − αRi and the Cauchy-Schwartz inequality in (4.32), we have
〈Lipi⊥, pi||〉 ≥ −
‖wi‖2
2‖Ri‖22
〈Ri,x, pi,x〉 − ‖Ri,x‖
2
2
4‖Ri‖42
‖wi‖42,
≥ −‖Ri,x‖2
2‖Ri‖22
‖wi‖22 ‖wi,x‖2 −
‖Ri,x‖22
4‖Ri‖42
‖wi‖42 (i = 1, 2).
By continuous embedding of H1(R) in L2(R) the result follows
〈Lipi⊥, pi||〉 ≥ −
Ei
2
‖wi‖3H1 −
Fi
2
‖wi‖4H1 (i = 1, 2),
where Ei and Fi are some positive constants . 
Lemma 9. There exist positive constants Ai (i = 1, 2, 3) such that
〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉 ≥ A1
(‖p1‖2H1 + ‖p2‖2H1)
−A2
(‖w1‖3H1 + ‖w2‖3H1)−A3 (‖w1‖4H1 + ‖w2‖4H1) . (4.33)
Proof. By direct computation, one can see that
〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉
= −γ
∫
R
[(R21 +R
2
2)(p
2
1 + p
2
2) + 2(R1P1 +R2p2)
2]dx
+ ‖p1‖+ ‖p2‖, (4.34)
where ‖pi‖ = Ω‖pi‖22+ ‖∇pi‖22 (i = 1, 2). On the other hand, combining the inequalities (4.23), (4.26),
18
(4.29), (4.30) and (4.31), we obtain
〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉 ≥ C3(‖p1‖22 + ‖p2‖22)
−E1‖w1‖3H1 − E2‖w2‖3H1
−C8‖w1‖4H1 − C9‖w2‖4H1 , (4.35)
where C8 = C4 + C5 + F1 and C9 = C4 + C6 + F2 are positive constants.
Using (4.34) and (4.35), for a sufficiently small positive number m, we find
I =
1
m+ 1
(‖p1‖+ ‖p2‖)− γ
∫
R
[(R21 +R
2
2)(p
2
1 + p
2
2) + 2(R1P1 +R2p2)
2]dx
≥ C¯1(‖p1‖22 + ‖p2‖22)−A2(‖w1‖3H1 + ‖w2‖3H1)−A3(‖w1‖4H1 + ‖w2‖4H1)
≥ −A2(‖w1‖3H1 + ‖w2‖3H1)−A3(‖w1‖4H1 + ‖w2‖4H1), (4.36)
where −γ ∫
R
[(R21 + R
2
2)(p
2
1 + p
2
2) + 2(R1P1 + R2p2)
2]dx ≥ −6γE2(‖p1‖22 + ‖p2‖22) is used, and C¯1 =
(C3 − 6γmE2)/(m + 1), A2 = max(E1, E2)/(m + 1) and A3 = max(C8, C9)/(m + 1) are positive
constants. Recalling that 〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉 = I +m(‖p1‖+ ‖p2‖)/(m+ 1) we obtain
(4.33) where A1 = mmin(1,Ω)/(1 +m). This completes the proof of the lemma. 
Finally, the integral term in (4.15) can be estimated as∣∣∣∣∣∣−γ
∫
R
[
1
2
(p21 + q
2
1 + p
2
2 + q
2
2)
2 + 2(p21 + q
2
1 + p
2
2 + q
2
2)(p1R1 + p2R2)
]
dx
∣∣∣∣∣∣
≤ D¯1‖w1‖H1(‖w1‖2H1 + ‖w2‖2H1)
+ D¯2‖w2‖H1(‖w1‖2H1 + ‖w2‖2H1) + γ‖w1‖44 + γ‖w2‖44,
≤ D1‖w1‖3H1 +D2‖w2‖3H1 +D3‖w1‖4H1 +D4‖w2‖4H1 , (4.37)
where continuous embedding of H1(R) in L4(R) and in L∞(R) and Young’s inequality ab ≤ ap/p +
bq/q with p = 3 and q = 3/2, are used, and Di (i = 1, 2, 3, 4) are positive constants.
Proof of Theorem 1. Combining the inequalities (4.16), (4.33) and (4.37), an upper bound for ∆L is
given in terms of H1 norms of the increment functions wi as follows
∆L(t) ≥ g(‖w1‖H1) + g(‖w2‖H1), (4.38)
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where g(x) = a1x
2 − a2x3 − a3x4 with positive constants
a1 = min(C1, C2, A1), a2 = A2 +max(D1, D2), a3 = A3 +max(D3, D4).
Because g(0) = 0 and g(x) ≈ a1x2 near x = 0, there exists a positive number ǫ, 0 < ǫ < ǫ0, such that
g(x) increases on [0, ǫ0]. For such an ǫ, the inequalities
‖w1(0)‖H1 = ‖φ0(.)− Φ(.)‖H1 ≤ δ, ‖w2(0)‖H1 = ‖ψ0(.)−Ψ(.)‖H1 ≤ δ,
imply that
∆L(0) < g(ǫ) + g(ǫ)
for sufficiently small δ. As L(t) is invariant with time, i.e. ∆L(t) = ∆L(0); from (4.38), we have
g(‖w1(t)‖H1 ) + g(‖w2(t)‖H1) ≤ ∆L(t) = ∆L(0) < g(ǫ) + g(ǫ).
By continuity of the function g, there is at least a number ǫ ≤ ǫ1 ≤ ǫ0 such that
‖w1(t)‖H1 ≤ ǫ1 ≤ c1ǫ and ‖w2(t)‖H1 ≤ ǫ1 ≤ c2ǫ,
where t ∈ [0,∞) and ci (i = 1, 2) are positive constants.
Finally for the increment η(x, t), we have to prove that ‖η(t)‖2 ≤ cǫ using the results obtained for
‖w1(t)‖H1 and ‖w2(t)‖H1 . In (4.38) we have shown that
∆L(t) = K +
c
2
∫
R
[
η +
2β
c
(p1R1 + p2R2) +
β
c
(p21 + q
2
1 + p
2
2 + q
2
2)
]2
dx
≥ g(‖w1(t)‖H1 ) + g(‖w2(t)‖H1 )
+
c
2
∫
R
[
η +
2β
c
(p1R1 + p2R2) +
β
c
(p21 + q
2
1 + p
2
2 + q
2
2)
]2
dx,
where
K = 〈L0q1, q1〉+ 〈L0q2, q2〉+ 〈L1p1, p1〉+ 〈L2p2, p2〉+ 2〈L3p1, p2〉
− γ
∫
R
[
1
2
(p21 + q
2
1 + p
2
2 + q
2
2)
2 + 2(p21 + q
2
1 + p
2
2 + q
2
2)(p1R1 + p2R2)
]
dx.
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For a given ǫ > 0 with 0 < ǫ < ǫ0, the function g is increasing and g(‖wi(t)‖H1 ) > 0 for ‖wi(t)‖H1 <
ciǫ (i = 1, 2). This shows that K > 0. By the invariance property of the functional L, ∆L(t) = ∆L(0),
we have ∫
R
[
η +
2β
c
(p1R1 + p2R2) +
β
c
(p21 + q
2
1 + p
2
2 + q
2
2)
]2
dx ≤ 4
c
g(ǫ).
Using the inequalities (a+ b)2 ≥ a
2
2
− b2 and (a+ b)2 ≤ 2(a2 + b2), we find
‖η(t)‖22 ≤
8
c
g(ǫ) + c3(‖w1(t)‖2H1 + ‖w2(t)‖2H1) + c4(‖w1(t)‖4H1 + ‖w2(t)‖2H1), (4.39)
where the embedding of H1(R) into L2(R) and L4(R) is used, and c3 and c4 are positive constants.
For some c > 0, we have ‖η(t)‖2 ≤ cǫ. Thus we have proved that solitary waves (φs, ψs, us) (1.2) are
orbitally stable with respect to the small perturbations preserving the L2 norms.
In order to prove stability of solitary waves with respect to general perturbations, we consider a
solitary wave solution (Q1Ω, Q2Ω) which satisfy the system (1.3)
Q′′1Ω − ΩQ1Ω + γ(Q21Ω +Q22Ω)Q1Ω = 0,
Q′′2Ω − ΩQ2Ω + γ(Q21Ω +Q22Ω)Q2Ω = 0,
where ‖φ0‖2 6= ‖Q1Ω‖2 and ‖ψ0‖2 6= ‖Q2Ω‖2. Then, the functions Pi(x) = QiΩ(x/
√
Ω)/
√
Ω (i = 1, 2),
satisfy
P ′′1 − P1 + γ(P 21 + P 22 )P1 = 0,
P ′′2 − P2 + γ(P 21 + P 22 )P2 = 0,
where ‖Pi‖2 = ‖QiΩ‖2/ 4
√
Ω (i = 1, 2). Thus, for the solution (Q1Ω0 , Q2Ω0) corresponding to Ω0 > 0,
we have ‖Pi‖2 = ‖QiΩ0‖2/ 4
√
Ω0. It is possible to choose Ω0 such that ‖φ0‖2 = ‖Q1Ω0‖2 and ‖ψ0‖2 =
‖Q2Ω0‖2. In the proof of stability of solitary waves (Q1Ω, Q2Ω) relative to general perturbations that do
not preserve L2 norms, assuming the initial data obey the inequalities ‖φ0(.)−Q1Ω(.)e ic.2 ‖H1 ≤ δ and
‖ψ0(.) − Q2Ω(.)e ic.2 ‖H1 ≤ δ , the idea is to apply the preceding stability theory for (Q1Ω0 , Q2Ω0) and
then to use the triangle inequalities
‖eiθ1φ(.+ x0, t)−Q1Ω(.)e ic.2 ‖H1 ≤ ‖eiθ1φ(. + x0, t)−Q1Ω0(.)e
ic.
2 ‖H1
+‖Q1Ω0(.)−Q1Ω(.)‖H1 , (4.40)
‖eiθ2ψ(.+ x0, t)−Q2Ω(.)e ic.2 ‖H1 ≤ ‖eiθ2ψ(.+ x0, t)−Q2Ω0(.)e
ic.
F2 ‖H1
+‖Q2Ω0(.)−Q2Ω(.)‖H1 . (4.41)
The first terms in the right hand side of the inequalities (4.40) and (4.41) are bounded from above
by the orbital stability of the solutions (Q1Ω0 , Q2Ω0). It remains to determine δ and to show that
‖QiΩ0 −QiΩ‖H1 (i = 1, 2) are also small. From the definitions of QiΩ and QiΩ0 we have
‖QiΩ −QiΩ0‖2H1 =
√
Ω
∫
R
| Pi(x)−
√
Ω0
Ω
Pi(
√
Ω0
Ω
x)|2dx
+
√
Ω3
∫
R
| P ′i (x) −
Ω0
Ω
P ′i (
√
Ω0
Ω
x)|2dx (i = 1, 2). (4.42)
Using the inequality (a− ǫb)2 ≤ 2ǫ2(a− b)2 + 2(1− ǫ)2a2, (4.42) is rewritten as
‖QiΩ −QiΩ0‖2H1 =
√
2Ω

Ω0
Ω
∫
R
| Pi(x) − Pi(
√
Ω0
Ω
x)|2dx
+(
Ω0
Ω
− 1)2
∫
R
P 2i (x)dx


+ 2
√
Ω3

Ω20
Ω2
∫
R
| P ′i (x) − P ′i (
√
Ω0
Ω
x)|2dx
+(
Ω0
Ω
− 1)2
∫
R
(P ′i (x))
2dx

 . (4.43)
Following the results of Angulo et. al. [24], obtained in the study of the stability of solitary waves in
the critical case for a generalized Korteweg-de Vries equation and a generalized NLS equation, an upper
bound for (4.43) can be given as follows
‖QiΩ0 −QiΩ‖2H1 ≤ Gi ( 4
√
Ω0 − 4
√
Ω)2 +Hi (
√
Ω0 −
√
Ω)2 (i = 1, 2),
where the fundamental theorem of calculus and Minkowski’s inequality are used, and the positive con-
22
stants Gi and Hi (i = 1, 2) are given as
Gi = 8
√
Ω0
Ω
(‖xP ′i‖22 +Ω0‖xP ′′i ‖22) , Hi = 2√
Ω
(
‖Pi‖22 + (
√
Ω0 +
√
Ω)2‖P ′i‖22
)
.
We now show that there exists a positive constant C = C(Ω0, Pi) such that |
√
Ω0 −
√
Ω| ≤ Cδ at least
for small values of δ. Using the results
√
Ω0 =
‖QiΩ0‖22
‖Pi‖22
=
‖φ0‖22
‖P1‖22
=
‖ψ0‖22
‖P2‖22
,
√
Ω =
‖QiΩ‖22
‖Pi‖22
,
we have
|
√
Ω0 −
√
Ω| ≤ 1‖P1‖22
∣∣∣‖φ0(.)‖22 − ‖Q1Ω(.)e ic.2 ‖22
∣∣∣
≤ 1‖P1‖22
(
δ‖φ0(.)‖22 + (1 +
1
δ
)‖φ0(.)−Q1Ω(.)e ic.2 ‖22
)
,
where the inequality
∣∣‖a‖2 − ‖b‖2∣∣ ≤ ‖a − b‖2 + 2‖a‖‖a − b‖ and Young’s inequality are used. Using
‖φ0(.)−Q1Ω(.)e ic.2 ‖22 ≤ δ2 and ‖φ0‖22 =
√
Ω0‖P1‖22, we have
|
√
Ω0 −
√
Ω| ≤ 1‖P1‖22
(
δ
√
Ω0‖P1‖22 + δ2 + δ
)
≤ C(Ω0, P1)δ
where C(Ω0, Pi) =
√
Ω0 + 2/‖P1‖22. The inequality |
√
Ω0 −
√
Ω| ≤ Cδ implies | 4√Ω0 − 4
√
Ω| ≤ Dδ for
some positive constant D. This completes the proof of Theorem 1.
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