A concept of local approximation of a function is introduced. This concept is defined via directional derivatives. In consequence, the local approximation is carried out by a positively homogeneous mapping. We obtain local approximations for functions that are not necessarily locally Lipschitzian nor continuous. This is the case of some large classes of functions such as stable functions or contingently epidifferentiable and directionally Lipschitzian functions. Using the concept of topological equivalence we establish the existence of a local coordinate transformation between the original function and the positively homogeneous function. This investigation is developed for contingently epidifferentiable functions around a noncritical point, and for noncontingently epidifferentiable functions under particular conditions.
Introduction and notation
Studies of optimization problems have led in recent years to the development of the concept of directional derivative of a real-valued nonsmooth function. It serves as a basis for deriving first order necessary, and occasionally sufficient, optimality conditions. There are numerous works where one can find a whole of va-riety of competing approximation models for various classes of nondifferentiable functions (see, e.g., [3] [4] [5] [6] 8, [11] [12] [13] [14] [15] 18] ). The main departure here from classical analysis is that the local approximation is carried out by a positively homogeneous mapping, rather than a linear one. To compare these different approximations models or schemes, each one based on a concept of directional derivative, Kuntz and Scholtes [10] introduce quantitative and qualitative criteria. As far as quantitative criteria are concerned they refer to the "numerical efficiency." In this way a functionf is called an rth order approximation of the function f at x 0 if
The number r can be used as a measure for the numerical efficiency of the scheme. As qualitative criteria they propose the existence of continuous local coordinate transformations or "topological equivalence." So the approximation function is topologically equivalent to the original function in the sense that there exists a local coordinate transformation such that, locally around the point of investigation, the approximation as a function of the new coordinates coincides with the original function in the original coordinates. These authors study this criterion for piecewise differentiable functions, which in particular are Lipschitzian, and as approximation function they use the Bouligand directional derivative [16] .
The aim of this paper is to establish a concept of local approximation for real functions that are not necessarily locally Lipschitzian nor continuous (Definition 3). This concept is based on a definition of directional derivative (Definition 1) which includes the more usual directional derivatives, for example derivatives in the sense of Dini, Clarke or Hadamard. We analyze some aspects of the numerical efficiency of these approximations (Propositions 13 and 15). In the case of a continuous function, we will provide conditions which ensure that the approximation function is topologically equivalent to the original function (Theorem 19) . So in this theorem we obtain the existence of a continuous local coordinate transformation between a positively homogeneous function and the original function. In order to establish this result we first use the character of critical point of the point of investigation, where the critical point concept is based on Clarke's theory of locally Lipschitzian functions. We apply this concept for a large class of functions called contingently epidifferentiable, and we study Lipschitzian functions as a particular case (Corollary 23). Finally, we provide conditions for topological equivalence without the requirement of critical point (Proposition 34).
Let g : R 3 → R be an arbitrary function. We are interested in expressions involving limits like, for instance, lim sup x →x inf y →y sup z →z g(x , y , z ) defined by Rockafellar in [17] .
In this way, for a function f : U → R defined on an open set U ⊂ R n containing the vector x 0 , we consider the notation
We define the set Λ of limits of the form
We apply these limits to the quotient (f (y + tu) − α)/t. If f happens to be continuous at x 0 , these limits can be expressed in a simpler form. For example, lim inf
Local approximations
Throughout this section U will be an open subset of R n and f : U → R a function. Definition 1. Let x 0 be a point of U . We call a positively homogeneous function
In such way we get the most usual directional derivatives, among which we will mention using the Aubin nomenclature the following ones [2] :
Paratingent derivatives:
, and, taking into account the Clarke's expression for the generalized directional derivative of a Lipschitzian function f ,
we will refer to Clarke derivatives as the following ones:
Next we establish the concept of coherent pair which is the basis of the definition of local approximation.
Definition 3.
A positively homogeneous function g : R n → R ∪ {±∞} will be called a local approximation of f at x 0 if there exists a coherent pair of derivatives
Thus g is called a local approximation of f at x 0 associated to the pair (δ 1 f, δ 2 f ).
According to this definition we can talk of local paratingents, contingents, Clarke or Dini approximations. Likewise we can deduce that a local approximation associated with a coherent pair (δ 1 f, δ 2 f ) is associated with some other coherent pair
Example 4.
If f happens to be Lipschitzian around x 0 , then the Clarke's derivatives (f (x 0 ; ·), f 0 (x 0 ; ·)) are finite and constitute a coherent pair. Furthermore, every local approximation is a Clarke approximation, because in this case (see [17] 
Example 5. For a function f continuously differentiable (in the sense of Fréchet) at x 0 , the unique local approximation of f at x 0 is the gradient map, because f verifies (see [3] 
is a contingent approximation of f at x 0 . For example, Dini derivatives.
Example 7. f is said to be directionally Lipschitzian at x 0 [17] if there is at least one v ∈ R n such that the derivative
. It is not difficult to show that for directionally Lipschitzian and contingently epidifferentiable at x 0 functions, the pair (P ↑ f, P ↓ f ) is a coherent pair, so every positively homogeneous function
Example 8. Consider the convex "derivative" defined by
This derivative satisfies
and its epigraph is the convex kernel of the epigraph of the lower contingent derivative. If f is Lipschitzian around x 0 , then the pair (f , f 0 ) is a coherent pair and
is a local convex approximation of f at x 0 . Local convex approximations will be of a great interest in the problem of topological equivalence as we will show later on.
In some cases local approximations can be characterized by means of sequences: Proposition 9. Let f be continuous on U such that the paratingent pair at x 0 is a coherent pair. Let g : R n → R be a positively homogeneous function. g is a local approximation of f at x 0 if and only if for every v ∈ R n there exist sequences
Proof. (⇒) Since the paratingent pair is a coherent pair, we have
For every n sufficiently large we define the function F n :
.
This assertion is a consequence of paratingent derivatives definitions. ✷ Remark 10. We recall that if f happens to be continuous, directionally Lipschitzian and contingently epidifferentiable at x 0 , then f satisfies the hypothesis of this proposition.
Definition 11.
Let g : R n → R ∪ {±∞} be a local approximation of f at x 0 . g is called an rth order approximation of the function f at x 0 if there exist
Two examples of first order approximations are introduced in the next definition.
Definition 12. (a) A local approximation
Both SLLA and SULA are first order approximations of f at x 0 . Under certain conditions the contingent epiderivatives are SULA and SLLA, respectively. To show this fact we will first study some questions about uniform convergence.
Let g : R n → R be a continuous local approximation of f at x 0 . Let
. We will consider uniform convergence with lower and upper limits. If A is a subset of R n , we will say that lim inf t →0 + , k→h (r(tk, th)/t) = 0 uniformly in h ∈ A if, for all ε > 0, (a) and (b) below hold:
(a) For all δ > 0 and for every h ∈ A there exist t ∈ R, k ∈ R n with 0
Proposition 13. The assertions B(0; λ) denote the open and closed ball, respectively, of radius λ centered at 0. Let B be a bounded set and let λ > 0 be such that B ⊂ B(0; λ). We will show that the convergence is uniform for all h ∈ B(0; λ), so it suffices to verify the condition (b) above.
Since lim inf t →0 + , k→h α (r(tk, th α )/t) = 0, then for every ε/2 > 0, there exists δ α > 0 such that for all 0 < t < δ α , and for all k with k − h α < δ α , we get
On the other hand, by the continuity of g on B(0, λ), for h α ∈ B(0, λ) and ε/2 > 0, there exists µ α > 0 such that
for all h with h − h α < µ α .
We consider
Replacing h α by h i in (2.2) and (2.3) gives
Therefore by virtue of (2.1) −ε < r(tk, th)/t.
To show (2 ⇒ 3) we will prove the two conditions below: 
where the last inequality is consequence from (2.4) and (2.5). So condition (i) is proved.
(ii) Consider λ > 0 and choose v = th with h = λ. Since lim inf t →0 + , k→h (r(tk, th)/t) = 0 uniformly in h ∈ B(0; λ), we obtain that, for every ελ > 0, there existsδ > 0 such that for every 0 < t <δ, −ελ < r(th, th)/t and then −ελ < r (v, v 
Proof. Similarly to Proposition 13 we define the remainder r(y, v) = f (y + v) − f (y) −f (x 0 ; v) and we obtain that lim inf y→x 0 , t→0 + (r(y, tv)/t) = 0, where the convergence is uniform in v ∈ B for all bounded sets B ⊂ R n . Analogously for the remainderr(y,
The proposition below contains the "calculus of approximations" for Lipschitzian functions. The proof can be found in [1] . In any case if A δ 1 ,δ 2 f (x 0 ) defines the set of local approximations of f at x 0 , associated to a coherent pair (δ 1 f, δ 2 f ), it is trivial that λA
To enunciate a property about composition of local approximations we will use the concept of strictly differentiable function. Following Ward and Borwein [20] a function g : R n → R is said to be strictly differentiable at x 0 ∈ R n if there exists a linear mapping ∇g(x 0 ) : R n → R such that 
Local topology equivalence at noncritical points
In this section we study the qualitative nature of the local approximations of a continuous function. To accomplish this, we need the following definition (see [9] ): Definition 17. Let f, g : R n → R be given. f and g are said to be topologically equivalent at (x,z) ∈ R n × R n , if there exist open neighbourhoods U, V ofx,z, respectively, and a homeomorphism Φ : U → V such that
In order to use this definition, from now on we will suppose that f : U → R is a continuous on U function. Furthermore we will focus on the concept of critical point of Clarke's theory. This concept is defined for locally Lipschitz functions, for which the Clarke directional derivative takes the form f 0 (x 0 ; v) = lim sup t →0 + , y→x 0 ((f (y + tv) − f (y))/t). The function f 0 (x 0 ; ·) is sublinear, hence it is the support function of a convex compact set ∂f (x 0 ) which is called Clarke's subdifferential of f at x 0 . This leads to the following definition. Definition 18 [9] . A point x 0 is called a critical point of a locally Lipschitz function f , if 0 ∈ ∂f (x 0 ).
Even if the function f is not Lipschitzian, we can give conditions to obtain topological equivalence with some of its local approximations. One of these cases is that of contingently epidifferentiable functions (i.e., functions f for which D ↑ f (x 0 ; ·) never takes the value −∞). If f is continuous on a neighbourhood of x 0 and contingently epidifferentiable at x 0 , it is easy to see that the function v → f 0 (x 0 ; v) is positively homogeneous and subadditive, and its domain is nonempty because f 0 (x 0 ; 0) = 0. According to Hahn-Banach's theorem, there exists ξ ∈ R n such that ξ, v f 0 (x 0 ; v) for all v ∈ R n , and the subdifferential ∂f (x 0 ) is a nonempty set. Therefore the condition 0 / ∈ ∂f (x 0 ) can be considered.
Theorem 19.
Let f : U → R be continuous on U and contingently epidifferentiable at x 0 ∈ U , such that 0 / ∈ ∂f (x 0 ). Let V be a neighbourhood of 0 ∈ R n and let g : V → R be continuous at V and contingently epidifferentiable at 0 such that
Thus for α > 0 sufficiently small, there exist ε 0 , δ 0 such that for all y ∈ B(x 0 ; ε 0 ) and 0 < t < δ 0 we have
and then
We may assume that ε 0 < δ 0 and that after an affine linear coordinate trans- Proposition 3.22] ). So the result is a consequence of Theorem 19. ✷ Remark 21. Among the functions g which satisfy the assumptions of Theorem 19 are convex or concave Clarke local approximations. As g is concave or convex, we have g 0 (0; u) = g (0; u) for all u ∈ R n and as g is positively homogeneous it follows that g (0; u) = g(u) for all u ∈ R n .
Proof. If f is contingently epidifferentiable at
Remark 22. In the case of directionally Lipschitzian functions, we can furnish conditions using the subdifferential ∂ P ↓ f (x 0 ) defined by
For these functions Hahn-Banach's theorem shows that
Similarly to the last theorem we have an analogous statement adding the condition that f is directionally Lipschitzian at x 0 and replacing 0
For Lipschitzian functions, conditions for topological equivalence are simpler, as we show below:
Corollary 23. Let f be Lipschitzian around a noncritical point x 0 ∈ U . Let V be a neighbourhood of 0 ∈ R n and let g : V → R be Lipschitzian around 0 such that
Proof. The corollary follows from Theorem 19 using the fact that, under these conditions, f and g are contingently epidifferentiable at x 0 and 0, respectively. ✷ Remark 24. Note that under the conditions of Corollary 23, since f is locally Lipschitzian at x 0 , the homeomorphism Ψ of Theorem 19 and its inverse Ψ −1 are Lipschitzian functions. This fact is easy to prove because from 0 / ∈ ∂f (x 0 ), it follows that 0 / ∈ ∂Ψ (x 0 ). By virtue of Clarke's inverse theorem, Ψ is an homeomorphism and Ψ , Ψ −1 are Lipschitzian functions. Similarly ϕ and ϕ −1 are Lipschitzian functions. Then the homeomorphism Φ = ϕ −1 • Ψ , which defines the topological equivalence between f and g x 0 , and its inverse Φ −1 are Lipschitzian. In this case f and g x 0 are called Lipschitz-equivalent [10] . 
Corollary 25. If f is Lipschitzian around a noncritical point
. This example follows immediately from upper corollary. In fact, if f is Lipschitzian around x 0 it is easy to prove that
Example 27. If f is Lipschitzian around a noncritical point x 0 , then f is Lipschitz-equivalent to every Clarke convex or concave local approximation h. In fact, note that for these functions h(v) = h 0 (0; v) for all v ∈ R n . In particular, f is Lipschitz-equivalent to the convex epiderivative D ∞ ↑ f (x 0 ; ·).
Example 28. Our third example is concerned with a class of nonsmooth functions which we have called "piecewise Dini." Under certain conditions these functions are locally Lipschitzian and then Lipschitz-equivalent to its continuous Clarke approximations. We define this class of functions as follows. A condition for Lipschitzianity for these functions is furnished by the next property.
Definition 30.
A piecewise Dini at x 0 function f : U → R is said to have the uniform Dini bound property, if there exists k > 0 such that The proof of this proposition is a consequence of the next lemma. We will suppose that B(x 0 ; δ) ⊂ U . On the other hand, we remark that for a real function g continuous on an interval (a, b) with some of its Dini derivatives bounded on (a, b), g is Lipschitzian on (a, b) (see [7] ). 
Similarly we obtain d + f (z; u) = d + ϕ(0; 1) k u for all u ∈ R n and in particular for u = x − y. ✷ Proof of Proposition 31. Let us fix x, y ∈ B(x 0 ; δ) with x = y. We will consider three possibilities: Case 1. We will first suppose that [x, y] ∩ A = ∅. Let g be a single variable function defined by g(t) = f (tx + (1 − t)y) . g is continuous on [0, 1] and satisfies
by Lemma 32 we obtain |d − g(t; 1)| k x − y for all t ∈ (0, 1); then g is Lipschitzian on (0, 1) and for every t 1 , t 2 ∈ (0, 1) it verifies
Taking the limits t 2 → 1 − , t 1 → 0 + we arrive to
and therefore
Case 2. Let us now assume that y / ∈ A (the other case is similar). By Definition 29(iv) the set [x, y] ∩ A is finite so we can suppose that [x, y] ∩ A = {a 1 , a 2 , . . . , a n } and the only points of A in the segments [ x, a 1 ], [a 1 , a 2 , ] , . . ., [a n , y] are the points {a i } i=1,...,n . For the segment [x, a 1 ] we consider a sequence of points {x 1n } → a 1 such that x 1n ∈ [x, a 1 ] and x 1n / ∈ A for all n ∈ N. By the case 1 we get |f (x) − f (x 1n )| k x − x 1n for all n ∈ N, and since f is continuous, |f (x) − f (a 1 )| k x − a 1 . Similarly we can prove that |f (a i ) − f (a i+1 )| k a i − a i+1 for all i = 1, . . . , n − 1, and |f (a n ) − f (y)| k a n − y . Therefore |f (x) − f (y)| k x − y .
Case 3. Let us now consider a 1 , a 2 ∈ A and let us fix x / ∈ A. Since the set [x, a 1 ] ∩ A is finite, then there exists a sequence {x n } → a 1 with x n ∈ [x, a 1 ], x n / ∈ A for all n ∈ N. For every n, we apply the case 2 to the segment [x n , a 2 ] and it follows that |f (x n ) − f (a 2 )| k x n − a 2 . Therefore since f is continuous, |f (a 1 ) − f (a 2 )| k a 1 − a 2 . ✷ Next we present an example of a piecewise Dini function with the uniform bound property. (x 1 ,x 2 , . . . ,x n ) , the map x 1 → f (x 1 ,x 2 , . . . ,x n ) is strictly increasing on (x 1 − ε,x 1 + ε) . Let U = B(0; ε) ∩ W and let Φ be the map defined on U by Φ(x) = (f (x) − f (0), x 2 , . . . , x n ). Φ is continuous and one-to-one on U and, by Brouwer's theorem on the invariance of domain [19] , Φ : U → Φ( U) is an homeomorphism which satisfies 
