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ABELIAN AND NON-ABELIAN COHOMOLOGY
EUGENE Z. XIA
Abstract. We place the representation variety in the broader
context of abelian and nonabelian cohomology. We outline the
equivalent constructions of the moduli spaces of flat bundles, of
smooth integrable connections, and of holomorphic integrable con-
nections over a compact Ka¨hler manifold. In addition, we describe
the moduli space of Higgs bundles and how it relates to the repre-
sentation variety. We attempt to avoid abstraction, but strive to
present and clarify the unifying ideas underlying the theory.
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1. Prelude
At first glance, the representation variety is a strange object. From
the perspective of group theory, the fundamental group of a surface
does not seem to have anything to do with Lie groups such as SL(2,R).
Yet there is a deep connection from uniformization: the group SL(2,R)
acts on the symmetric space SL(2,R)/U(1) which is identified with
the upper half of the complex plane C. Given a discrete subgroup
Γ < SL(2,R), the quotient X = Γ\ SL(2,R)/U(1) is a Riemann sur-
face with fundamental group isomorphic to Γ. Thus a discrete rep-
resentation ρ of the fundamental group of X gives rise to a Riemann
(hyperbolic) surface. Hence representation varieties are related to Te-
ichmu¨ler spaces. This is the main perspective and focus of the summer
school.
There is another and related perspective of the representation variety
that may also be traced back to Riemann and which is just as impor-
tant. Roughly speaking, one is interested in the holomorphic linear
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ordinary differential equation
∂2f
∂z2
+ a(z)
∂f
∂z
+ b(z)f = 0,
where a and b are rational functions and together with three distinct
poles on the Riemann sphere P1(C) under some additional conditions.
A particular example is the Euler hypergeometric equation
z(1 − z)
d2f
dz2
+ (c− (a+ b+ 1)z)
df
dz
− abf = 0
with a, b, c ∈ C. Then the solutions are the classical Gauss hyper-
geometric functions. These are complicated functions with multiple
indices that can make any non-analyst dizzy and which satisfy still
more complicated Kummer relations.
However under mild conditions and by a standard elementary trans-
formation, one may rewrite this second order equation as a system of
first order equations
(1)
∂F
∂z
+
A0F
z
+
A1F
z − 1
= 0, Ai ∈ gl(2,C), i = 0, 1,
where gl(2,C) consists of 2×2 complex matrices and is the Lie algebra
of GL(2,C). Let A∞ = −A0 − A1. If A0 = A1 = 0, then F is a
meromorphic function on P1(C) with poles at {0, 1,∞} such that ∂F
∂z
=
0. This implies that F is a constant function. In general, such a solution
F only exists locally. Globally, F exists as a multivalued function
with monodromy at {0, 1,∞}. This gives rise to the concept of a
local system (system of locally constant functions) and a monodromy
representation
ρ : π1(P
1(C) \ {0, 1,∞})−→GL(2,C).
Riemann pointed out (in our modern language) that the GL(2,C)-
representation variety of a 3-holed sphere is a point. In the language
of hyperbolic geometry, the hyperbolic structure on a pair of pants
is uniquely determined by the lengths of its three geodesic boundary
components when im(ρ) < SL(2,R). In other words, the solutions to
the equation are determined by the eigenvalues of A1, A2 and A∞ only.
These eigenvalues are easy to compute and together they determine
the monodromy matrices C0, C1 and C∞ uniquely up to simultaneous
conjugation equivalence, i.e. Ci is equal to a conjugate of exp(Ai) and
C0C1C∞ = id. This set of Ci’s determines ρ. Riemann then concluded
that the hypergeometric functions corresponding to the solutions of the
equation are uniquely determined by the corresponding monodromy
representation ρ. In this way, he read off the Kummer relations among
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the hypergeometric functions without much calculation [12, 16]. The
representation varieties into other Lie groups have similar interpreta-
tions in terms of holomorphic differential equations.
It is then of great interest to obtain as much information as possible
concerning the representation varieties. To understand a space means
to discover natural and canonical topological and geometric structures
on that space. Let X be a manifold and G a Lie group and MB the
resulting representation variety (the Betti moduli space) of X . A pri-
ori, MB is a set, one point for each representation up to conjugation
equivalence. However the algebraic/analytic structure on G gives MB
a variety structure, making it a representation variety. If G is reduc-
tive and X is compact and symplectic, then the Poincare´ duality and
a nondegenerate symmetric bi-invariant form on G give a symplectic
structure on MB, making it a symplectic manifold or orbifold.
One method to discover topological and geometric structures is to
give alternative constructions that give rise to new topological and
geometric structures. A representation corresponds to a flat G-vector
bundle on X . A flat vector bundle is one where (locally) constant
sections make sense. In order for this to happen, the transition maps
over the overlapping covering open sets of X must be constant. These
constant transition maps then give rise to a representation. Hence the
representation variety corresponds to the moduli space of flat G-vector
bundles. This gives rise to the Cˇech moduli space Mˇ and is the point
of view of local systems.
A function f is (locally) constant if and only if its partial derivatives
vanish everywhere. Differentiation is R-linear and satisfies the Leibniz
rule when applied to products of functions. Differentiation is an ex-
ample of more general first order linear differential operators, namely,
vector fields that also satisfy R-linearity and the Leibniz rule. This
allows one to say that f is constant if and only if V f = 0 for each
vector field V . The set of vector fields T forms an (infinite dimen-
sional) vector space over R. The very fact that vector fields operate
on functions implies that T , considered as an (additive) abelian group,
acts on the space of functions, making the latter a T -module. One
then considers the family of T -modules where the T -action satisfies
the R-linearity condition and the Leibniz rule. This leads to the con-
cept of connection. In such a module, one may then ask whether there
is a reasonable notion of constant e defined as V e = 0 for all V ∈ T .
This further leads to the idea of integrability and D-modules. On a
smooth manifold X , vector fields are well-defined; hence, the notion of
integrable connections may be extended to smooth manifolds. Hence
the Cˇech moduli space has an equivalent construction as the moduli
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space of sheaves of D-modules or moduli space of flat G-connections.
This is the smooth de Rham moduli space Md.
Suppose X is a complex manifold. Then a function f on X is con-
stant if it is holomorphic and all its holomorphic partial derivatives
vanish. This gives rise to the holomorphic de Rham moduli space, pa-
rameterizing holomorpic structures with integrable holomorphic con-
nections. This is the perspective of holomorphic differential equations
(See (1) above). The holomorphic connections are further generalized
to holomorphic λ-connections for λ ∈ C. This is an algebraic/complex
analytic construction and the resulting moduli spaceMλd has a natural
variety structure. If λ ∈ C×, then all the moduli spaces paramater-
ized by λ have isomorphic underlying variety structure. When X is
compact, M0d acquires a different variety structure while maintain-
ing the same underlying topological/differentiable structure as that of
M1d. This M
0
d is the Dolbeault moduli space. This new variety struc-
ture is compatible with that on the Betti moduli space. These two
variety structures together with the symplectic structure give rise to a
hyperka¨hler structure on the underlying space. To see applications of
this structure in the study of geometric structures on X , see the survey
paper [5].
Section 2 constructs the representation variety, the Betti moduli
space MB, for a manifold and gives two simple examples and points
out the subtle issues of the construction. Section 3 is a quick and
informal introduction to groupoids. It first serves an accounting pur-
pose to keep track of the various objects we are dealing with. More
importantly, with the possible exception of the Betti moduli space,
the constructions of the other moduli spaces as varieties are techni-
cally daunting. Rather, this set of introductory notes only describes
the groupoids of the objects these moduli spaces parameterize and the
relations between the objects among these groupoids.
Sections 4 and 5 deal with local constructions of the smooth and
holomorphic de Rham spaces on the unit ball. Section 6 gives some
examples of connections and especially important is the example that
shows that a connection must be integrable for it to define constant
functions.
Section 7 is a brief outline of the concepts of smooth and complex
manifolds in preparation for global constructions on manifolds. Section
8 describes the smooth, flat and holomorphic bundles on a manifold.
Sections 9 and 10 run in parallel to Sections 4 and 5 and construct
the flat connections, holomorphic structures and flat holomorphic λ-
connections respectively.
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Section 11 describes the relations between the Cˇech, Betti and de
Rham moduli spaces and how they relate to the Dolbeault moduli space
in the case of compact Ka¨hler manifolds. As we are leaving out the
actual constructions of these moduli spaces, we state the equivalence
and give examples of these equivalences in the rank-1 trivial cases in
Section 12. The final Section 13 hints on the complex structure arising
from the Dolbeault moduli space and how this complex structure and
the one from the Betti construction and the symplectic structure give
rise to a hyperka¨hler structure on the smooth part of the representation
variety.
The subject is structure rich. These notes attempt to cover only the
most basic ideas–the leitmotif is the simple observation that a smooth
function is (locally) constant if and only if all its partial derivatives van-
ish. They are also designed to complement and supplement [8] which
focuses on the rank-1 sheaves on Riemann surfaces. These notes at-
tempt to expand the scope to high rank sheaves over Ka¨hler manifolds,
but focus more on detailed local descriptions. While [8] is succinct and
rigorous, these notes are informal and avoid abstraction. The emphasis
is on presenting the basic unifying ideas underlying the theory.
2. The representation variety
Let X be a manifold and G the general linear group GL(r,C). Let
x ∈ X and π = π1(X, x) be the topological fundamental group of
X . We assume that π is finitely generated with N generators and M
relations. Then the space of representations Hom(π,G) is a subvariety
of GN defined by the M relations. The group G acts on Hom(π,G) by
conjugation:
G× Hom(π,G)−→Hom(π,G), (g, ρ) 7→ gρg−1.
One would like to form a quotient of this G-action. However the orbits
of the G-conjugation action may not be closed in Hom(π,G). This
implies that the natural geometric quotient (orbit space) of the G-
conjugation action may not be Hausdorff. To resolve this and obtain
a Hausdorff quotient, one must either remove the non-closed orbits or
identify them with their closure.
SinceG is the rank-r linear group, each representation ρ ∈ Hom(π,G)
induces a rank-r representation of π by composition. We say ρ is re-
ductive if every π-invariant subspace has a π-invariant complement in
C⊕r. Denote by Hom(π,G)+ the subspace of reductive representations.
TheG-conjugation action preserves Hom(π,G)+ and with closed orbits.
Denote by MB the quotient Hom(π,G)
+/G. Then MB parameterizes
the equivalence classes of reductive representations.
ABELIAN AND NON-ABELIAN COHOMOLOGY 7
Alternatively, Hom(π,G) is an affine subvariety of GN , defined by
the M equations with its resulting coordinate ring R. Hence the G-
action on Hom(π1, G) induces a G-action on R. Denote by R
G the
invariant subring. Then MB is the affine variety defined by the ring
RG.
Example: Let X be the compact orientable surface of genus g and
G = GL(1,C) = C×. Set [A,B] = ABA−1B−1. Then
π = 〈Ai, Bi, 1 ≤ i ≤ g |
g∏
i=1
[Ai, Bi]〉
Since G is abelian, Hom(π1,C
×) ∼= (C×)2g and the G-action is trivial.
Hence MB ∼= (C
×)2g.
Example: Let X be the compact orientable surface of genus g and
G = GL(2,C). Then
Hom(π1, G) ∼= {ai, bi ∈ G : 1 ≤ i ≤ g,
g∏
i=1
[ai, bi] = e ∈ G}.
Consider the representation ρ corresponding to
ai, bi =
[
1 1
0 1
]
, 1 ≤ i ≤ g.
The G-orbit of ρ is not closed because it does not contain the trivial
representation. Hence the corresponding geometric quotient space is
not Hausdorff.
3. A reluctant tour of category and groupoid
The basic problem is to classify a family of objects up to isomorphism
and impose a natural and universal geometry over the isomorphism
classes. This problem is often cast in the language of category and
groupoid. We will take a somewhat informal approach and refer to
(Section 1, [8]) for a careful introduction of these concepts. For us,
Definition 3.1. A groupoid C is a category consisting of
(1) A set of objects Obj(C).
(2) A set (quite often a group) G of equivalence relations on the
objects.
We often use C to denote both the groupoid and its set of objects
Obj(C) as well. The equivalence relation is often described by a group
action G × C−→C. From the groupoid, one obtains a set Iso(C) of iso-
morphism classes and then attempts to construct a natural geometric
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structure on Iso(C) in a universal way. This is the concept of moduli
space.
In our specific construction,
Definition 3.2. The Betti groupoid Hom(π,G) consists of
(1) The set of objects: Hom(π,G).
(2) The equivalence group G-action:
G× Hom(π,G)−→Hom(π,G), (g, ρ) 7→ gρg−1.
From these two ingredients, one obtains the orbit family Iso(Hom(π,G)).
The set Hom(π,G) acquires a variety structure from G and MB pa-
rameterizes the reductive representations in Iso(Hom(π,G)).
The Betti groupoid Hom(π,G) is our concern. To understand this
space better, we present a few other related groupoids, namely the
Cˇech, de Rham and Dolbeault groupoids. See Definitions 8.3, 8.4, 9.4
and 10.8 for their constructions.
4. Local functions and their derivatives over Rn
4.1. Functions. Let X be the unit ball in Rn with coordinates x =
(x1, · · · , xn) and suppose that f : X−→C is a smooth (infinitely differ-
entiable) function. A simple observation is that f is a constant function
if and only if
∂f
∂xi
:=
∂ Re(f)
∂xi
+ i
∂ Im(f)
∂xi
= 0
for all 1 ≤ i ≤ n; here i ∈ C with i2 = −1. This simple observation
is the kernel of the theory. Denote by O the set of smooth C-valued
functions on X and by Oc the subset of constant functions. These
two sets form commutative rings with Oc ∼= C and Oc →֒ O a ring
homomorphism.
4.2. Exterior differentiation. The linear first order differential op-
erator ∂
∂xi
is an example of vector fields on X . Denote by T the space
of all such vector fields. If f ∈ O is a function and V ∈ T is a vector
field, then fV is again a vector field. This means that the space T is a
left O-module. A function f ∈ O is constant if and only if V (f) = 0 for
each vector field V ∈ T . This motivates the definition of the exterior
differentiation. Let Ω1 be the space of 1-forms (covector fields) on X .
For each smooth function f : X → C, df is a 1-form:
d : O−→Ω1 : df(V ) = V (f), ∀V ∈ T ,
i.e. df takes a vector field V and returns a function: V (f). Then
f ∈ Oc if and only if df(V ) = 0 for each V ∈ T , or equivalently,
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df = 0 ∈ Ω1 as a covector field. In other words, the ring Oc may be
defined as
(2) Od = {f ∈ O : df = 0}.
From this, one constructs the O-modules of i-forms Ωi = ∧ij=1Ω
1 and
generalizes d to obtain the standard de Rham complex
(Ω•, d) : Ω0
d
−→ Ω1 · · ·Ωi
d
−→ Ωi+1 · · · ,
such that d2 = 0 and satisfying the (generalized) Leibniz rule
d(a ∧ b) = da ∧ b+ (−1)ia ∧ db, a ∈ Ωi.
4.3. Connections. Let E = {f : X−→C⊕r}. Then E is a free O-
module isomorphic to O⊕r. Let Ec ⊆ E be the Oc-module isomorphic
to O⊕rc ⊆ O
⊕r. The exterior differentiation is now generalized to an
operator
D : E−→Ω1(E) := Ω1 ⊗ E , D(f) = D(⊕ri=1fi) = ⊕
r
i=1dfi.
Now we further generalize the notion of exterior differentiation by en-
forcing linearity and the Leibniz rule.
Definition 4.1. Let Ωi(E) := Ωi ⊗ E . An Oc-linear operator
∇ : E−→Ω1(E)
is a connection if ∇(fe) = df ⊗ e + f∇(e) for f ∈ O and e ∈ E .
Denote by Cd the set of all connections on E .
For each i, a connection ∇ extends to an Oc-linear map
∇ : Ωi(E)−→Ωi+1(E)
satisfying the generalized Leibniz rule
∇(η ⊗ e) = dη ⊗ e+ (−1)iη ∧ ∇(e).
Remark 4.2. A connection ∇ together with a vector field V ∈ T
induce a map
∇V : E
∇
−→ Ω1(E)
V
−→ E .
Hence ∇ turns E into a T -module, satisfying Oc-linearity and the Leib-
niz rule.
Notice that D ∈ Cd. Suppose ∇ and ∇0 are two connections. Then
for f ∈ O, e ∈ E ,
(∇−∇0)(fe) = df ⊗ e+ f∇e− df ⊗ e− f∇0e = f(∇−∇0)(e).
Hence η = ∇ − ∇0 is O-linear and a connection is of the form ∇ =
D + A, where
A ∈ Ω1(End(E)) := Ω1 ⊗ End(E)
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and the set of connections identifies with Ω1(End(E)). One may think
of A as an r×r matrix with 1-forms for entries. Then for f ∈ O, e ∈ E ,
∇2(fe) = ∇(df⊗e+f∇(e)) = d2f⊗e−df∧∇(e)+df∧∇(e)+f∇2(e) = f∇2(e).
This implies that the operator∇2 is O-linear, hence, ∇2 ∈ Ω2(End(E)).
Again one may think of elements in Ω2(End(E)) as matrices with scalar
2-form entries.
Definition 4.3. The curvature operator is a map
F : Cd−→Ω
2(End(E)), F(∇) = ∇2.
For ∇ ∈ Cd, F(∇) is the curvature of ∇. A connection ∇ is inte-
grable if F(∇) = 0. If ∇ is integrable, then E∇ = {e ∈ E : ∇e = 0}
is the Oc-module of constant functions with respect to ∇. Denote by
Fd ⊆ Cd the subspace of integrable connections.
Remark 4.4. Notice that D ∈ Fd and E
D = Ec. If we consider a
connection ∇ to be a generalized D and use ∇ to define Oc-modules
of constant functions, then it is not enough that ∇ is Oc-linear and
satisfies the Leibniz rule. ∇ must satisfy the integrability condition in
addition.
Identifying Cd with Ω
1(End(E)), there is an exact sequence of maps
Fd →֒ Ω
1(End(E))
F
−→ Ω2(End(E)).
Notice that Fd is not necessarily a vector space because∇ = D+A1+A2
is not necessarily integrable even if ∇1 = D+A1 and ∇2 = D+A2 are.
Another way of saying this is that F is not a linear operator in general.
For an integrable ∇ ∈ Fd, the ∇-de Rham complex is
(Ω•(E),∇) : Ω0(E)
∇
−→ Ω1(E) · · ·Ωi(E)
∇
−→ Ωi+1(E) · · · .
Remark 4.5. Vector fields in T are first order differential operators on
O. By composing these operators, T generates D, the ring of differen-
tial operators. Integrability of ∇ is precisely the needed condition for E
to inherit a D-module structure from its T -module structure [1, 3, 17].
4.4. The gauge group and its action. The group G acts on C⊕r by
matrix-vector multiplication. Define the G-gauge group
G = Ω0(G) := O(G) = {g : X−→G}.
Then G acts on E by O-module automorphism
G × E−→E , (g, e) 7→ ge, ge(x) = g(x).e(x),
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where g(x).e(x) means matrix-vector multiplication over a point x ∈ X .
Suppose g ∈ G and ∇ ∈ Cd. Then g : E
∼=
−→ E and ∇ pulls back to
another connection g∗∇ on E as follows:
g∗∇ : E
g
−→ E
∇
−→ Ω1(E)
g−1
−→ Ω1(E).
This gives a G-action on Cd.
Remark 4.6. The O-module End(E) should be thought of as the Lie
algebra valued functions
O(g) = Ω0(g) = {v : X−→g}
with the bracket as the commutator, where g is the Lie algebra of G.
Identify Cd with Ω
1(End(E)) ∼= Ω1(g) and let ∇ = D + A for A ∈
Ω1(End(E)) and g ∈ G. Then
g−1∇g = D + g−1(Dg) + g−1Ag,
F(∇) = ∇2 = DA+ A ∧A, F(g−1∇g) = g−1∇2g,
where Dg and DA mean entry-wise exterior differentiation and A ∧A
means matrix multiplication with entry-wise wedge product. Hence
∇2 = 0 if and only if g−1∇2g = 0, i.e. the gauge group action preserves
and restricts to the integrable connections G × Fd−→Fd. Notice that
g may not be commutative; hence, A ∧ A (more canonically written
as 1
2
[A,A] in the language of differential graded Lie algebra [7]) is not
necessarily zero.
Definition 4.7. The orbit space Md = Fd/G is called the de Rham
moduli space of X.
The connection D defines a map
D : G−→Cd, D(g) = g
−1Dg.
Identifying Cd with Ω
1(End(E)), the following sequence of maps is exact
Ω0(G)
D
−→ Ω1(End(E))
F
−→ Ω2(End(E)).
Hence the space Md is a point. This is the same as saying that on
the unit ball, all integrable connections are G-gauge equivalent. The
general principle is that the curvature is the only local obstruction to
a connection being trivial, i.e. isomorphic to D.
Remark 4.8. An integrable connection∇ produces an Oc-module E
∇ ∼=
Ec ⊆ E . The reverse operation is E = O ⊗ E
∇.
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5. Local functions and their derivatives over Cn
Let X be the unit ball in Cn with coordinates z = (z1, · · · , zn) and
suppose that f : X−→C is a smooth function.
5.1. Holomorphic functions and forms. AsX has a complex struc-
ture, one may reformulate the leitmotif as: f is a constant function if
and only if ∂f
∂z¯i
= 0 and ∂f
∂zi
= 0 for all 1 ≤ i ≤ n. In other words,
one may define intermediate objects, halfway between the very flexible
smooth functions and the very rigid constant functions:
Definition 5.1. A function f ∈ O is holomorphic if it satisfies the
Cauchy-Riemann equation ∂f
∂z¯i
= 0 for all 1 ≤ i ≤ n. Denote by Oh the
ring of holomorphic functions on X.
Then f is constant if and only if f is holomorphic and, in addition,
all its holomorphic derivatives are zero, i.e. a constant function f is a
holomorphic function that satisfies the additional equations ∂f
∂zi
= 0 for
all i. Again notice that Oc →֒ Oh →֒ O are ring homomorphisms.
The complex structure on the unit ballX in Cn gives a decomposition
T = T 1,0 ⊕ T 0,1 as O-modules, where T 1,0 is generated by { ∂
∂zi
: 1 ≤
i ≤ n} and T 0,1 is generated by { ∂
∂z¯i
: 1 ≤ i ≤ n}. This induces a
decomposition on the dual space Ω1 = Ω1,0 ⊕ Ω0,1. More generally, by
taking exterior products of Ω1,0 and Ω0,1, one obtains decompositions
and projections
Ωm =
⊕
q+p=m
Ωq,p, Pq,p : Ω
m−→Ωq,p
and the exterior differential operator d : Ωm−→Ωm+1 decomposes as
d = ∂ + ∂ with ∂ = Pq+1,p ◦ d and ∂ = Pq,p+1 ◦ d.
Moreover, for fixed p and q, the de Rham complex decomposes as
(Ωq,•, ∂) : Ωq,0
∂
−→ Ωq,1 · · ·Ωq,i
∂
−→ Ωq,i+1 · · ·
(Ω•,p, ∂) : Ω0,p
∂
−→ Ω1,p · · ·Ωi,p
∂
−→ Ωi+1,p · · · ,
and
(3) Oh := O
∂ = {f ∈ O : ∂f = 0}.
5.2. The holomorphic structures. The operatorD also decomposes
according to types D = D′ +D′′ :
D′′ : E−→Ω0,1(E) = Ω0,1 ⊗ E , D′′(f) = D(⊕ri=1fi) = ⊕
r
i=1∂fi,
D′ : E−→Ω1,0(E) = Ω1,0 ⊗ E , D′(f) = D′(⊕ri=1fi) = ⊕
r
i=1∂fi.
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Definition 5.2. Let Ωq,p(E) := Ωq,p⊗E . An almost holomorphic struc-
ture on E is an operator
∇¯ : E−→Ω0,1(E), with ∇¯(fe) = ∂f ⊗ e + f∇¯(e)
for f ∈ O and e ∈ E . Denote by Ch the space of almost holomorphic
structures on E .
For p+ q = i, ∇¯ extends to an Oc-linear map
∇¯ : Ωp,q(E)−→Ωp,q+1(E)
satisfying the generalized Leibniz rule
∇¯(η ⊗ e) = ∂η ⊗ e+ (−1)iη ∧ ∇¯(e).
Define map
F : Ch−→Ω
0,2(End(E)), F(∇¯) = ∇¯2.
Definition 5.3. A holomorphic structure ∇¯ on E is an almost
holomorphic structure satisfying the integrability condition F(∇¯) = 0.
Denote by Fh the set of holomorphic structures on E .
Suppose that ∇¯ and ∇¯0 are two almost holomorphic structures.
Then
(∇¯ − ∇¯0)(fe) = ∂f ⊗ e+ f∇¯e− ∂f ⊗ e− f∇¯0e = f(∇¯ − ∇¯0)(e).
Hence ∇¯ − ∇¯0 ∈ Ω
0,1(End(E)) and an almost holomorphic structure is
of the form ∇¯ = D′′ +A, where A ∈ Ω0,1(End(E)). Hence the space of
almost holomorphic structures Ch identifies with Ω
0,1(End(E)).
When the integrability condition is satisfied, define the Dolbeault
complex
(Ωq,•(E), ∇¯) : Ωq,0(E)
∇¯
−→ Ωq,1(E) · · ·Ωq,i(E)
∇¯
−→ Ωq,i+1(E) · · ·
Suppose ∇¯ is a holomorphic structure. Then the Oh-module
E ∇¯ = {e : ∇¯e = 0}
is the module of holomorphic sections with respect to ∇¯. Notice that
D′′ ∈ Fh.
5.3. The gauge group action I. The gauge group G acts on the
almost holomorphic structures, inducing an action
G × Ch−→Ch, (g, ∇¯) 7→ g
−1∇¯g.
This action preserves Fh, hence, restricts to an action G × Fh−→Fh.
The operator D′′ also defines a map
D : G−→Ch, D(g) = g
−1D′′g.
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Identifying Ch with Ω
0,1(End(E)), there is an exact sequence of maps
G
D
−→ Ω0,1(End(E))
F
−→ Ω0,2(End(E)).
Hence the space of holomorphic structures Mh := Fh/G is a point.
Remark 5.4. A holomorphic structure ∇¯ produces an Oh-module E
∇¯ ∼=
O⊕rh ⊆ E . The reverse operation is E = O ⊗ E
∇¯.
5.4. Holomorphic λ-connections. At this point, we move to the
holomorphic universe (or category) and make a change of notations to
emphasize a certain suggestive analogy. By Remark 5.4, fix Eh = O
⊕r
h
and let
Th = {V ∈ T : V (f) ∈ Oh, ∀f ∈ Oh}, Ω
q
h = {η ∈ Ω
q,0 : ∂η = 0},
and define the holomorphic de Rham complex
(Ω•h, ∂) : Ω
0
h
∂
−→ Ω1h · · ·Ω
i
h
∂
−→ Ωi+1h · · · .
We make a slight generalization:
Definition 5.5. Let Ωih(Eh) := Ω
i
h ⊗ Eh and λ ∈ C. A holomorphic
λ-connection or λ-connection on Eh is an operator
∇λ : Eh−→Ω
1
h(Eh)
satisfying ∇λ(fe) = λ∂f ⊗ e+ f∇λ(e) for f ∈ Oh and e ∈ Eh. Denote
by Cλh the space of all λ-connections on Eh.
For each i, ∇λ extends to an Oc-linear map
∇λ : Ωih(E)−→Ω
i+1
h (E)
satisfying the generalized Leibniz rule
∇λ(η ⊗ e) = λ∂η ⊗ e + (−1)iη ∧∇λ(e).
When λ = 1 we recover the usual definition of connection. Let
F : Cλh−→Ω
2
h(End(E)), F(∇
λ) = (∇λ)2.
Definition 5.6. A holomorphic λ-connection ∇λ ∈ Cλh is integrable
if F(∇λ) = 0. Denote by Fλh the space of integrable λ-connections on
Eh.
Suppose that ∇λ and ∇λ0 are two λ-connections on Eh. Then
(∇λ−∇λ0)(fe) = λ∂f ⊗ e+ f∇
λe−λ∂f ⊗ e− f∇λ0e = f(∇
λ−∇λ0)(e).
Hence ∇λ − ∇λ0 ∈ Ω
1
h(End(Eh)) and a λ-connection is of the form
∇λ = λD′ + A, where A ∈ Ω1h(End(Eh)). Hence the space C
λ
h of λ-
connections identifies with Ω1h(End(Eh)).
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When the integrability condition is satisfied, the λ-holomorphic de
Rham complex is
(Ω•h(Eh),∇
λ) : Ω0h(Eh)
∇λ
−→ Ω1h(Eh) · · ·Ω
i
h(Eh)
∇λ
−→ Ωi+1h (Eh) · · ·
If ∇λ is integrable, then the Oc-module E
∇λ
h = {e : ∇
λe = 0} is
called the module of constant sections with respect to ∇λ.
Remark 5.7. Vector fields in Th are first order differential operators on
Oh. By operator composition, Th generates Dh, the ring of differential
operators. Integrability of ∇1 is precisely the needed condition for Eh
to inherit a Dh-module structure from its Th-module structure.
Remark 5.8. If λ ∈ C×, then ∇λ = λD′ + A is equivalent to ∇1 =
D′ + A
λ
in the sense that ∇λe = 0 if and only if ∇1e = 0.
5.5. The gauge group action II. The group G is a complex mani-
fold; hence, it makes sense to say whether a map g : X−→G is holomor-
phic. Notice that each g ∈ G is an O-module automorphism g : E−→E .
Let
Gh = {g ∈ G : g : Eh → Eh},
i.e. elements in Gh restrict to Oh-module automorphisms of Eh. By
definition, there is an action Gh × Eh−→Eh which induces an action
Gh × C
λ
h−→C
λ
h , (g,∇
λ) 7→ g−1∇λg = λD′ + λg−1D′g + g−1Ag,
where ∇λ = λD′ + A. The Gh-action preserves F
λ
h . The operator D
′
defines a map
D : Gh−→C
λ
h , D(g) = g
−1λD′g
and there is an exact sequence of maps
Gh
D
−→ Cλh
F
−→ Ω2h(End(Eh)).
The λ-connections in the same orbits are considered equivalent. On
the unit ball X , there is only one integrable λ-connection on Eh up to
Gh-gauge equivalence. Hence F
λ
h/Gh is a point.
Remark 5.9. The O-module E together with ∇¯ make E ∇¯ ∼= Eh an
Oh-module. Furthermore, for λ ∈ C
×, Eh together with ∇
λ give an
Oc-module isomorphism E
λ
h
∼= Ec. To summarize, for λ ∈ C
×,
Eλh ⊆ Eh ⊆ E .
In the reverse direction,
Eh ∼= Oh ⊗ Ec, E ∼= O ⊗ Eh, E ∼= O ⊗ Ec.
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6. Local examples in low dimensions
6.1. Connections on an interval. LetX = (−1, 1) ⊂ R and suppose
that f : X−→C is a smooth function. Then f is a constant function if
and only if ∂f
∂x
= 0.
Consider the situation of r = rank(E) = 1. Then G = C×, E ∼= O,
D = d and Cd identifies with Ω
1(End(E)) ∼= Ω1. Let ∇ ∈ Cd be a
connection. Then ∇ = D + A = d+ A and f ∈ E∇ if and only if
∇f = df + Af = 0.
Choosing f(0) = C and integrating, the solution is
f(x) = Ce−
∫ x
0
A.
The gauge group is
G := Ω0(C×) := O× := {g : X−→C×}
which acts on O by multiplication:
G × E−→E , (g, f) 7→ gf.
Since dimR(X) = 1, all 2-forms on X are zero. Hence Fd = Cd. Identi-
fying Fd with Ω
1, there is an induced action
G × Fd−→Fd, (g,∇) 7→ ∇ + d log(g),
where d log(g) means g−1dg. The set of solutions for Df = df = 0
is precisely Oc. In general, the solution set for the equation ∇f =
(d+ A)f = 0 is {Ce−
∫ x
0
A : C ∈ Oc}, i.e. Oc scaled by e
−
∫ x
0
A. Finally,
after applying the gauge g, the solution set for the equation
g−1∇g(f) = (d+ A+ d log(g))f = 0
is {Cg(x)−1e−
∫ x
0
A : C ∈ Oc}. Hence the G-action simply scales the
solutions.
On the unit ball X = (−1, 1), every closed 1-form is exact, i.e.
A = d log(g) for some g ∈ G or ∇ is equivalent to d. Hence E∇ ∼= Oc
as an Oc-module for all connections ∇ ∈ Cd.
6.2. Connections on the unit disk. Next, let X be the unit disk in
R2 and suppose f ∈ O. Then f ∈ Oc (i.e. constant) if and only if
∂f
∂x1
=
∂f
∂x2
= 0.
Once again, let r = rank(E) = 1 for simplicity. Then G = C× and
E ∼= O as an O-module and D = d. Let ∇ ∈ Cd. One would like to
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say that f ∈ E is a constant if and only if ∇f = 0. However there is a
problem: Suppose
∇f = df + Af = 0, A ∈ Ω1.
Integrating, the solution is of the form
(4) f(z) = Ce−
∫
L
A = f(0)e−
∫
L
A,
where L is a path connecting 0 and z in X . Hence for f to be (even
locally) well-defined, the integral must depend only on z and indepen-
dent of L. In other words,
∮
A = 0 for any small loop that begins and
ends at 0. By Stokes’ theorem, this condition is satisfied if dA = 0.
Since G = C× is abelian, for ∇ = d+ A,
∇2 = dA+ A ∧A = dA+
1
2
[A,A] = dA.
This is the motivation for the integrability condition: If∇ is integrable,
then one may locally solve the equation ∇f = 0. Hence Fd identifies
with
Z1 = {A ∈ Ω1 : dA = 0},
the space of closed 1-forms when G is abelian. Meanwhile, the gauge
G-action is
G × Z1−→Z1, (g,∇) 7→ ∇+ d log(g).
In other words, the gauge g changes the integrable connections by the
log-exact form d log(g).
6.3. The holomorphic construction. The integrability condition
∇¯2 = 0 is trivially satisfied since any (0, 2)-form is zero in complex
dimension n = 1. Hence on the unit disk X , Fh = Ch. Moreover, when
r = 1, every (almost) holomorphic structure ∇¯ is equivalent to ∂ by
a gauge transformation. Similarly, F(∇λ) = 0 is also trivially satisfied
since all (2, 0)-forms are zero on X .
7. Interlude: manifolds and functions
We now briefly describe the concept of manifolds. Let B ⊂ Cn (or
B ⊂ Rn) be the open unit ball. A set X is a manifold if there exist
injective maps {φi : B−→X}i∈I , indexed by I ⊆ Z+, such that X =
∪i∈Iφi(B). Let Ui = φi(B) and U = {Ui : i ∈ I}. For a subset J ⊆ I,
let UJ = ∩i∈JUi. For i, j ∈ I, define transition maps φij = φ
−1
i ◦ φj .
The injectivity of each φi provides each Ui with the structures on B.
However these structures need to be compatible on the intersections Uij
in order for X to inherit these structures globally. These are conditions
imposed on the transition maps φij.
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Definition 7.1. For all i, j ∈ I,
(1) X is a topological manifold if φij is a homeomorphism.
(2) X is a smooth manifold if φij is a diffeomorphism.
(3) X is a complex manifold if φij is holomorphic diffeomor-
phism.
Let X be a smooth manifold. Then each chart Ui inherits an exterior
differential operator di from B. Let f : Ui−→C such that f ◦ φi is
smooth. Since each φij is smooth, f ◦ φj is smooth for all j ∈ I.
Together the local exterior differential operators {di}i∈I define a global
exterior differential operator d.
Similarly, suppose that X is a complex manifold. Then each chart
Ui inherits the ∂i and ∂i operators with di = ∂i + ∂i from those on
B. Let f : Ui−→C such that f ◦ φi is holomorphic. Since each φij
is a holomorphic diffeomorphism, f ◦ φj is holomorphic for all j ∈
I. Together these local operators {∂i}i∈I and {∂i}i∈I define global
differential operators ∂ and ∂ and the exterior differential operator
decomposes as d = ∂ + ∂.
Definition 7.2. Let X be a smooth manifold with charts U = {Ui}i∈I .
Then there is an exterior differential operator d on X. Let U ⊆ X be
an open set. A function f : U−→C is smooth if f ◦ φi is smooth for
all i. Suppose that, in addition, X is a complex manifold. A function
f : U−→C is holomorphic if f ◦φi is holomorphic (i.e ∂i(f ◦φi) = 0)
for all i.
Remark 7.3. A smooth manifold X is a topological space locally home-
omorphic to B with a globally defined exterior differential operator d.
In addition, if X is a complex manifold, then there are globally defined
operators ∂ and ∂ such that d = ∂ + ∂.
From now on, we shall assume that X is always smooth and that X
has a complex structure when discussing holomorphic objects.
8. The Cˇech construction
The most direct way to define (locally) holomorphic and constant
functions on X is the Cˇech construction. The manifold X is covered
with charts. We are already familiar with functions on each chart from
Sections 4 and 5 where it took only one sentence to define constant and
holomorphic functions, respectively, on the unit ball. The arduous task
now is to glue these local functions between charts and into systems of
functions. For this, we introduce sheaves.
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Let X be a smooth manifold with charts U = {Ui}i∈I . A sheaf on
a manifold X assigns to each open set U ⊆ X a particular family of
functions.
8.1. Structure sheaves. For each open set U ⊆ X , let
O(U) = {f : U−→C : f is smooth }.
In other words, the structure sheaf O on X assigns to each open set
U ⊆ X the ring of smooth functions on U (Recall that smoothness
makes global sense since each φij is smooth). Let
Cˇp(U ,O) =
∏
i0<···<ip
O(Ui0···ip), i0, · · · , ip ∈ I.
The Cˇech complex for (U ,O) is
(5) Cˇ•(U ,O) : Cˇ0(U ,O)
d
→ Cˇ1(U ,O)
d
→ · · · Cˇm(U ,O) · · · ,
where
(dα)i0···ip+1 =
p+1∑
j=0
(−1)jαi0···ˆij ···ip+1
8.2. Sheaves of modules. Local functions on charts Ui and Uj may
have different descriptions on Uij . This is described by Cˇech 1-cocycles:
Definition 8.1. The first Cˇech G-cochain with respect to I is
Cˇ1(G) = {{gij : Uij−→G}i,j∈I}.
If the family {gij}i,j∈I satisfies the additional condition gij ◦ gjk ◦ gki =
idUijk for all i, j, k ∈ I, then the family is called a 1-cocycle. The set of
all such 1-cocycles is denoted by Fˇ (or Zˇ1(G)).
A 1-cocycle g = {gij}i,j∈I defines a sheaf of O-module E as follows:
Let U ⊆ X be open. Define
(6)
E(U) = {{ei : U∩Ui → C
⊕r}i∈I : ei is smooth and gij.ej = ei ∀i, j ∈ I}.
In other words, each element in E(U) is a collection of functions such
that the function values on U ∩ Ui and U ∩ Uj differ by the transfor-
mation gij. In this way, E(U) is an O(U)-module.
Remark 8.2. Sheaves over X take an open set U ⊆ X and return
rings and modules. Hence the usual algebraic operations such as sum,
product, tensor, dualization and etc on sheaves all make sense. They
just mean these operations on the rings and modules on each U ⊆ X.
Suppose E is a sheaf on X. When referring to an arbitrary open set
U ⊆ X, we often shorten E(U) to E when no confusion arises.
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For a sheaf E , let
Cˇp(U , E) =
∏
i0<···<ip
E(Ui0···ip), i0, · · · , ip ∈ I.
The Cˇech complex for (U , E) is
(7) Cˇ•(U , E) : Cˇ0(U , E)
∇
→ Cˇ1(U , E)
∇
→ · · · Cˇm(U , E) · · · ,
where
(∇α)i0···ip+1 =
p+1∑
j=0
(−1)jαi0···ˆij ···ip+1 .
The resulting cohomologies are denoted by
Hˇ
i
(U , E) := ker(∇)/∇(Cˇ i−1(U , E)).
When r = 1 and gij = 1 ∈ GL(1,C) = C
×, we recover the structure
sheaf E = O. When gij = 1 ∈ GL(r,C) is the identity map, the sheaf
E ∼= O⊕r is called trivial.
8.3. Sheaf isomorphisms. Suppose E1 and E2 are two sheaves of O-
modules over X . A homomorphism of sheaves g : E1−→E2 means that
for each open U ⊆ X , gU : E
1(U)−→E2(U) is a homomorphism of O-
modules. In addition if V →֒ U is open, then functions on U restrict
to functions on V , i.e. there is a canonical map E(U)−→E(V ) for any
E . We require the following diagram to commute
E1(U)
gU−→ E2(U)
↓ ↓
E1(V )
gV−→ E2(V ).
The homomorphism g is an isomorphism if gU is an isomorphism for
each open U ⊆ X .
Denote by Gˇ the G-zero-cochain
Gˇ := Cˇ0(G) = {{gi : Ui−→G}i∈I}.
An element in Gˇ defines a set of isomorphisms gi : E(Ui)−→E(Ui).
Definition 8.3. The smooth Cˇech groupoid Fˇ consists of
(1) Objects: Sheaves of O-modules.
(2) Equivalence group Gˇ-action:
Gˇ × Fˇ−→Fˇ , ({gi}i∈I , {hij}i,j∈I) 7→ {gig
−1
j hij}i,j∈I.
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Definition 8.4. By replacing the word “smooth” with “constant” start-
ing at this Section 8, we obtain the constant structure sheaf Oc and the
definition of a constant sheaf Ec of Oc-modules and the Cˇech complexes
Cˇ•(U ,Oc) and Cˇ
•(U , Ec) and the resulting cohomologies Hˇ
i
(U , Ec). If
we assume that X is complex in addition, by replacing “smooth” with
“holomorphic”, we obtain the holomorphic structure sheaf Oh and the
definition of a holomorphic sheaf Eh of Oh-modules and the Cˇech com-
plexes Cˇ•(U ,Oh) and Cˇ
•(U , Eh) and the resulting cohomologies Hˇ
i
(U , Eh).
Denote the resulting locally constant and locally holomorphic Cˇech
groupoids by Fˇc and Fˇh, respectively.
A constant transition function is holomorphic and a holomorphic
transition function is smooth. Hence
Remark 8.5. There are natural inclusions
Oc →֒ Oh →֒ O.
A 1-cocycle in Fˇh defines a holomorphic sheaf Eh but also a smooth
sheaf E and there is a natural inclusion Eh →֒ E . Similarly a 1-cocycle
in Fˇc defines a locally constant sheaf Ec and also a locally holomorphic
sheaf Eh and a smooth sheaf E resulting in inclusions Ec →֒ Eh →֒ E .
To summarize, there are inclusions
(8) Fˇc →֒ Fˇh →֒ Fˇ .
In the reverse direction,
Eh = Oh ⊗ Ec ∈ Fˇh, E = O ⊗ Eh ∈ Fˇ , E = O ⊗ Ec ∈ Fˇ .
Important assumption: For the rest of these notes, we shall always
assume that the underlying smooth sheaf, that is the final image of the
maps (8), is isomorphic to the trivial sheaf: O⊕r ∈ Fˇ .
9. The smooth de Rham groupoid
The purpose of this section and the next is to describe the sheaves
arise from the Cˇech constructions in terms of integrable connections,
gaining other perhaps more accessible perspectives. These construc-
tions run in parallel to those of Sections 4 and 5 with much repetition,
but this is precisely the point: The conceptual leap from local construc-
tion on unit balls to global construction on manifolds is rather small.
Again the running leitmotif is that a function is locally constant if and
only if all its partial derivatives are zero.
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9.1. Structure sheaf. Let X be a smooth manifold with the exterior
differential operator d : O−→Ω1 (See Remark 7.3). It is then immedi-
ate that Oc = O
d where Od is the sheaf such that for U ⊆ X ,
Od(U) = {f ∈ O(U) : df = 0}.
Again this follows from the principle that f is a constant function if
and only if df = 0.
9.2. Tangent, cotangent sheaves and the de Rham complex.
The manifold X is covered by charts in U and vector fields are locally
defined on each chart and together they form a sheaf over X with
transition maps gij = Dφij ◦ φ
−1
j , where D is the standard differential
operator on the unit ball. The resulting smooth sheaf T is called the
tangent sheaf of X . Let Ω1 be the dual sheaf of T (See Remark 8.2).
It is the sheaf of covector fields on X . By taking exterior products of
Ω1 and extending the exterior differential operators, one obtains the de
Rham complex
(9) (Ω•, d) : Ω0
d
−→ Ω1 · · ·Ωi
d
−→ Ωi+1 · · · ,
but it is now a complex of sheaves. If we take the global sections, then
Ω0(X)
d
−→ Ω1(X) · · ·Ωi(X)
d
−→ Ωi+1(X) · · ·
is an analogue of Cˇ•(U ,Oc).
9.3. Connections. By Remark 8.5, each constant sheaf Ec can be in-
terpreted as a subsheaf of E . We begin by fixing a rank-r smooth sheaf
of O-modules:
E = {e : X−→C⊕r : e is smooth }.
Remark 9.1. The locally constant (and later, holomorphic) sheaves
we are considering embed into the trivial sheaf E by the assumption at
the end of Chapter 8.
Definition 9.2. Let Ωi(E) := Ωi ⊗ E . An Oc-linear operator
∇ : E−→Ω1(E)
is a connection if ∇(fe) = df ⊗ e + f∇(e) for f ∈ O and e ∈ E .
Denote by Cd the set of all connections on E .
For each i, a connection ∇ extends to an Oc-linear map
∇ : Ωi(E)−→Ωi+1(E)
satisfying the generalized Leibniz rule
∇(η ⊗ e) = dη ⊗ e+ (−1)iη ∧ ∇(e).
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Connections are local operators, operating on E(U) for open sets
U ⊆ X . As before, the exterior differentiation is generalized to the
rank-r trivial connection
D : E−→Ω1(E) := Ω1 ⊗ E , D(f) = D(⊕ri=1fi) = ⊕
r
i=1dfi.
Two connections on E differ by an element A ∈ Ω1(End(E))(X), hence,
Cd identifies with Ω
1(End(E))(X). Then ∇2 is O-linear, hence, ∇2 ∈
Ω2(End(E))(X).
Definition 9.3. The curvature map is
F : Cd−→Ω
2(End(E)), F(∇) = ∇2.
For ∇ ∈ Cd, F(∇) is the curvature of ∇. A connection ∇ is inte-
grable if F(∇) = 0. If ∇ is integrable, then
E∇(U) = {e ∈ E(U) : ∇e = 0}, ∀U ⊆ X
is the locally constant sheaf of Od-modules with respect to ∇. Denote
by Fd (or Z
1(G)(X)) the subspace of integrable connections in Cd.
When ∇ is integrable, the de Rham complex is
(Ω•(E),∇) : Ω0(E)
∇
−→ Ω1(E) · · ·Ωi(E)
∇
−→ Ωi+1(E) · · · .
Taking global sections
Ω0(E)(X)
∇
−→ Ω1(E)(X) · · ·Ωi(E)(X)
∇
−→ Ωi+1(E)(X) · · · ,
the resulting i-th cohomology is
Hi∇(E) = ker(∇)/∇(Ω
i−1(E)(X)).
These are the analogues of Cˇ•(U , Ec) and Hˇ
i
(U , Ec).
The sheaf T generates the sheaf D of rings of differential operators
on O. Integrability of ∇ is precisely the condition for E to inherit a
D-module structure from its T -module structure.
9.4. The gauge group and its action. The group G acts on C⊕r by
matrix-vector multiplication. Define the G-gauge group
G = Ω0(G)(X) := O(G)(X) = {g : X−→G}.
Then G acts on E by O-module automorphism
G × E−→E , (g, e) 7→ ge, ge(x) = g(x)e(x),
where g(x)e(x) means vector-matrix multiplication at x ∈ X . Suppose
g ∈ G. Then g : E
∼=
−→ E . If ∇ is a connection on E , then g pulls back
∇ to a connection g∗∇ on E as follows:
g∗∇ : E
g
−→ E
∇
−→ Ω1(E)
g−1
−→ Ω1(E).
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This give a G-action on Cd. Identifying Cd with Ω
1(End(E))(X), ∇ =
D + A and the G-action is
G × Cd−→Cd, (g,∇) 7→ g
−1∇g = D + g−1(Dg) + g−1Ag.
The curvature of g−1∇g is (g−1∇g)2 = g−1∇2g. Hence ∇2 = 0 if
and only if g−1∇2g = 0 and the gauge action restricts to an action
G × Fd−→Fd.
Definition 9.4. The de Rham groupoid Fd is
(1) Objects: the family of integrable connections on E .
(2) Equivalence: gauge group G-action
G × Fd−→Fd, (g,∇) 7→ g
−1∇g.
The connection D defines a map
D : G−→Cd, D(g) = g
−1Dg.
There is a sequence of maps
Ω0(G)(X)
D
−→ Ω1(End(E))(X)
F
−→ Ω2(End(E))(X).
We have already seen in Section 4 that over a small enough open ball
U ⊆ X , this sequence is exact. However on large open sets and espe-
cially over X , this may not be the case and the resulting orbit space is
our main focus.
Remark 9.5. For an integrable connection ∇ ∈ Fd and a small enough
U ⊆ X, E∇(U) is isomorphic to O⊕rc (U) as an Oc(U)-module as stated
in Remark 4.8. Hence E∇ is isomorphic to a locally constant sheaf
Ec ∈ Fˇc on X.
10. The holomorphic de Rham and Dolbeault groupoid
Let X be a complex manifold with operators d = ∂ + ∂ (See Re-
mark 7.3). There is a decomposition of the sheaf of exterior m-forms
according to types and projections:
(10) Ωm =
⊕
q+p=m
Ωq,p, Pq,p : Ω
m−→Ωq,p.
For d : Ωm−→Ωm+1,
d = ∂ + ∂, ∂ = Pq+1,p ◦ d and ∂ = Pq,p+1 ◦ d.
Moreover, for p and q, the de Rham complex decomposes as
(Ωq,•, ∂) : Ωq,0
∂
−→ Ωq,1 · · ·Ωq,i
∂
−→ Ωq,i+1 · · · ,(11)
(Ω•,p, ∂) : Ω0,p
∂
−→ Ω1,p · · ·Ωi,p
∂
−→ Ωi+1,p · · · .(12)
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The complex structure on X may be equivalently described by an
O-linear operator J : T −→T with J2 = −1 such that the Nijenhuis
tensor of J vanishes, i.e.
(13) NJ(X, Y ) := [X, Y ] + J([JX, Y ] + [X, JY ])− [JX, JY ] = 0
for all X, Y ∈ T . This is the content of the Newlander-Nirenberg
theorem [14]. The smooth tangent sheaf decomposes as T = T 1,0 ⊕
T 0,1 by the eigenspaces of J with eigenvalues i and −i, respectively.
This induces a decomposition Ω1 = Ω1,0 ⊕ Ω0,1 which gives rise to
the decomposition (10) for each m. This again gives a decomposition
d = ∂ + ∂ which is equivalent to ∂
2
= 0 and to Equation (13).
The sheaf Oh is equivalent to O
∂ , where
(14) O∂(U) = {f ∈ O(U) : ∂f = 0}.
The holomorphic tangent sheaf is
Th = {V ∈ T : V (f) ∈ Oh, ∀f ∈ Oh}.
The holomorphic cotangent sheaf Ω1h is the Oh-dual of Th and Ω
q
h =
∧qi=1Ω
1
h. The holomorphic de Rham complex is
(15) (Ω•h, ∂) : Ω
0
h
∂
−→ Ω1h · · ·Ω
i
h
∂
−→ Ωi+1h · · · .
10.1. Holomorphic structures.
Definition 10.1. Let Ωq,p(E) := Ωq,p ⊗ E . An almost holomorphic
structure on E is an operator
∇¯ : E−→Ω0,1(E), with ∇¯(fe) = ∂f ⊗ e + f∇¯(e)
for f ∈ O and e ∈ E . Denote by Ch the space of almost holomorphic
structures on E .
For p+ q = i, ∇¯ extends to an Oc-linear map
∇¯ : Ωp,q(E)−→Ωp,q+1(E)
satisfying the generalized Leibniz rule
∇¯(η ⊗ e) = ∂η ⊗ e+ (−1)iη ∧ ∇¯(e).
The operator D also decomposes according to types D = D′ +D′′ :
D′ : E−→Ω1,0(E) := Ω1,0 ⊗ E , D′(f) = D′(⊕ri=1fi) = ⊕
r
i=1∂fi.
D′′ : E−→Ω0,1(E) := Ω0,1 ⊗ E , D′′(f) = D(⊕ri=1fi) = ⊕
r
i=1∂fi.
Define map
F : Ch−→Ω
0,2(End(E)), F(∇¯) = ∇¯2.
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Definition 10.2. A holomorphic structure ∇¯ on E is an almost
holomorphic structure satisfying the integrability condition F(∇¯) = 0.
Denote by Fh (or Z
0,1(G)(X)) the holomorphic structures on E .
Then D′′ ∈ Fh and
ED
′′
= {e ∈ E : D′′e = 0} ∼= O⊕rh
is a sheaf of O∂-module.
The difference of two almost holomorphic structure isO-linear; hence,
the space of almost holomorphic structures Ch identifies with Ω
0,1(End(E))(X).
If ∇¯ ∈ Fh, then E
∇¯ = {f : ∇¯f = 0} is the sheaf of Oh-modules of ∇¯-
holomorphic sections and the ∇¯-Dolbeault complex is
(Ωq,•(E), ∇¯) : Ωq,0(E)
∇¯
−→ Ωq,1(E) · · ·Ωq,i(E)
∇¯
−→ Ωq,i+1(E) · · · .
Take global sections
Ωq,0(E)(X)
∇¯
−→ Ωq,1(E)(X) · · ·Ωq,i(E)(X)
∇¯
−→ Ωq,i+1(E)(X) · · · .
The resulting i-th cohomology is
Hq,i
∇¯
(E) = ker(∇¯)/∇¯(Ωq,i−1(E)(X)).
These are the analogues of Cˇ•(U ,Ωqh(Eh)) and Hˇ
i
(U ,Ωqh(Eh)).
10.2. The gauge group action I. The gauge group G acts on the
almost holomorphic structures
G × Ch−→Ch, (g, ∇¯) 7→ g
−1∇¯g.
This G-action preserves Fh.
Definition 10.3. The groupoid of holomorphic structures Fh is
(1) Objects: set of holomorphic structures on E .
(2) Equivalence: gauge group G-action:
G × Fh−→Fh, (g, ∇¯) 7→ g
−1∇¯g.
The operator D′′ defines a map
D : G−→Ch, D(g) = g
−1D′′g
Identifying Ch with Ω
0,1(End(E))(X), there is a sequence of maps
G
D
−→ Ω0,1(End(E))(X)
F
−→ Ω0,2(End(E))(X).
Remark 10.4. For a holomorphic structure ∇¯ ∈ Fh and a small
enough U ⊆ X, E ∇¯(U) is isomorphic to O⊕rh (U) as an Oh(U)-module
as stated in Remark 5.4. Hence E ∇¯ is isomorphic to a holomorphic
sheaf Eh ∈ Fˇh on X.
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10.3. Holomorphic λ-connections. A local function f ∈ O(U) is
constant if and only if ∂f = ∂f = 0. Hence,
(16) Oc(U) = O
∂
h(U) = (O
∂)∂(U) = {f ∈ O(U) : ∂f = ∂f = 0}.
Fix a holomorphic structure ∇¯. By Remark 10.4, E ∇¯ ∼= Eh ∈ Fˇh and
we will use Eh to simplify notations. We emphasize here that Eh may
no longer be isomorphic to O⊕rh . Let λ ∈ C.
Definition 10.5. Let Ωih(Eh) := Ω
i
h ⊗Eh and λ ∈ C. A holomorphic
λ-connection or λ-connection on Eh is an operator
∇λ : Eh−→Ω
1
h(Eh)
satisfying ∇λ(fe) = λ∂f ⊗ e+ f∇λ(e) for f ∈ Oh and e ∈ Eh. Denote
by Cλh the space of all λ-connections on Eh.
For each i, ∇λ extends to an Oc-linear map
∇λ : Ωih(E)−→Ω
i+1
h (E)
satisfying the generalized Leibniz rule
∇λ(η ⊗ e) = λ∂η ⊗ e + (−1)iη ∧∇λ(e).
The curvature map is
F : Cλh−→Ω
2
h(End(E)), F(∇
λ) = (∇λ)2.
Definition 10.6. A λ-connection∇λ ∈ Cλh is integrable if F(∇
λ) = 0.
Denote by Fλh the space of integrable λ-connections on Eh.
Notice that λD′ is an integrable λ-connection on O⊕rh . In general,
there is no such canonical λ-connection on Eh. If ∇
λ,∇λ0 ∈ C
λ
h , then
∇λ − ∇λ0 ∈ Ω
1
h(End(Eh))(X). Hence the space C
λ
h of integrable λ-
connections identifies with Ω1h(End(Eh))(X). If ∇
λ is integrable, then
E∇
λ
h = {e : ∇
λe = 0} is the sheaf of Oc-modules of constant sections
with respect to ∇λ and the ∇λ-de Rham complex is
(Ω•h(Eh),∇
λ) : Ω0h(Eh)
∇λ
−→ Ω1h(Eh) · · ·Ω
i
h(Eh)
∇λ
−→ Ωi+1h (Eh) · · · .
Remark 10.7. Vector fields in Th are first order differential operators
on Oh. By composing these operators, Th generates Dh, the sheaf of
rings of holomorphic differential operators. Integrability of ∇1 is pre-
cisely the needed condition for Eh to inherit a Dh-module structure from
its Th-module structure [1, 3, 17].
Definition 10.8. The groupoid Fλd on E consists of
(1) Objects: Fλd = {(∇¯,∇
λ) : ∇¯ ∈ Fh,∇
λ ∈ Fλh , where Eh = E
∇¯}.
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(2) Equivalence: gauge group G:
G × Fλd−→F
λ
d , (g, (∇¯,∇
λ)) = (g−1∇¯g, g−1∇λg).
Fλd is called the holomorphic de Rham groupoid when λ = 1 and
the Dolbeault groupoid when λ = 0.
Remark 10.9. Let λ ∈ C×. For a small enough open set U ⊆ X,
E∇(U) ∼= (O⊕r)D(U) ∼= (O⊕rh )
λD′′(U) ∼= (E ∇¯)∇
λ
(U)
by Remarks 5.4 and 5.9. Hence, Fd and F
λ
d are equivalent construc-
tions.
Remark 10.10. There is a natural map (functor)
Fλd−→Fh, (∇¯,∇) 7→ ∇¯.
Remark 10.11. When λ = 0, ∇0 is Oh-linear and (Eh,∇
0) is called a
Higgs bundle. Moreover there is a natural embedding
Fh−→F
0
d , Eh 7→ (Eh, 0).
This is not true when λ 6= 0 since there is no canonical integrable
λ-connection on a general Eh.
The holomorphic gauge group with respect to Eh is
Gh = {g ∈ G : g : Eh → Eh}.
There is an action Gh×Eh−→Eh. For fixed ∇¯ ∈ Fh and λ ∈ C
×, define
Definition 10.12. The groupoid Fλh (Eh) consists of
(1) Objects: the set of integrable λ-connections on Eh.
(2) Equivalence: Eh-holomorphic gauge group Gh-action:
Gh × F
λ
h (Eh)−→F
λ
h (Eh), (g,∇
λ) 7→ g−1∇λg.
Remark 10.13. Fix Eh ∈ Fh and let λ ∈ C
×. If ∇1 ∈ F1h(Eh), then
λ∇1 ∈ Fλh (Eh). This is an equivalence of F
1
h(Eh) and F
λ
h (Eh).
11. The equivalence of groupoids
A functor F : C1−→C2 between groupoids takes objects to objects
and equivalence relations to equivalence relations, satisfying the general
axioms concerning categories and functors. A functor is an equivalence
of groupoid if it is fully faithful and surjective onto the isomorphism
classes [7, 8]. In the previous sections, we described how objects in
Fd,F
λ
d (λ ∈ C
×) give rise to objects in Fˇc (Remark 9.5 and 10.4). In
other words, we have described functors Fd−→Fˇc and F
λ
d−→Fˇc. In
this section, we bring in the groupoid Hom(π,G).
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Let X be a manifold and π = π1(X, x) the fundamental group of
X as in Section 2 and p : X˜−→X the universal cover. Let O˜ be the
structure sheaf of X˜ , E˜ = O˜⊕r and d˜, D˜ be the exterior differentiation
and the trivial connection on E˜ . As before, E˜ D˜ ∼= O˜⊕rc . The projection
p induces natural maps p∗ : O−→O˜, p∗ : Oc−→O˜c. The images are
π-invariant local functions.
Suppose Ec ∈ Fˇc is a locally constant sheaf. Let γ be a loop represent-
ing an element [γ] ∈ π. Starting at x, there is a sequence {i1, · · · , ik} ∈
I with Ui1 , · · ·Uik following and covering γ. Since the transition maps
gij ,ij+1 are constant maps, we obtain an element g =
∏
gij ,ij+1 for [γ].
The 1-cocycle condition (See Definition 8.1) guarantees that g depends
only on [γ]. This gives a representation of the fundamental group
ρ : π−→G.
Let ρ ∈ Hom(π,G). Then π acts on X˜ freely by deck transformation
and on Cr by the linear G-action via ρ. Let {ei : X−→C
⊕r}ri=1 be a
basis and {e˜i : X˜−→C
⊕r}ri=1 be an equivariant basis with respect to ρ,
i.e.
ρ(σ).e˜i(x) = e˜i(σ.x).
Let U ⊆ X , U˜ = p−1(U) ⊆ X˜ and f ∈ E(U). Then f =
∑r
i=1 fiei
where fi : U−→C for 1 ≤ i ≤ r. Let
f˜ : U˜−→C⊕r, f˜(y˜) =
r∑
i=1
p∗(fi)(y˜)e˜i(y˜).
Then D˜f˜ ∈ Ω1(E˜)(U˜) is equivariant with respect to the π-action,
hence, descends to an element η ∈ Ω1(E)(U). This defines a connection
∇ : E−→Ω1(E). It is integrable since D˜ is integrable. Notice that the
construction of ∇ involves a choice of basis and is unique only up to
gauge transformations. To be specific, let
D˜e˜i =
r∑
j=1
aij e˜j , aij ∈ Ω
1(O˜), i.e. aij is a 1-form on X˜.
Let A˜ be the r × r matrix with entries aij . Then A˜ ∈ Ω
1(E˜) is π-
invariant. Hence A˜ = p∗(A) for some A ∈ Ω1(E). Then ∇ = D + A is
the desired integrable connection whose monodromy representation is
in [ρ].
By Remark 9.5, each E∇ ∈ Fd is isomorphic to a locally constant
sheaf Ec ∈ Fˇc. By Remark 10.9, Fd, F
λ
d are equivalent constructions
for λ ∈ C×.
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To summarize, let λ ∈ C×. Then there are the following correspon-
dences of groupoids:
(17)
Hom(π,G)
ր ց
Fˇc ←− Fd ←→ F
λ
d
In fact, these groupoids are all equivalent. We refer readers to [7, 8]
for a proof. What we have done in effect is to show that these functors
are surjective on isomorphism classes (one can go around the triangle
and see that objects that one begins and ends with are equivalent).
11.1. Ka¨hler manifolds and projective varieties. Let Pn be the
projective n-space over C. Finite sets of homogeneous polynomials in
(n+ 1) variables define algebraic varieties (loci) in Pn.
Definition 11.1. A smooth projective variety X of dimension n
over C is a projective variety that is also a manifold.
Smooth projective varieties over C are compact Ka¨hler manifolds.
However compact Ka¨hler manifolds are not necessarily projective vari-
eties. IfX is a compact Ka¨hler manifold, then Equivalence (17) extends
to the case of λ = 0. We do not provide a proof here and refer readers
to [2, 4, 7, 8, 11, 18], but emphasize that this last equivalence is com-
plicated. For example, for the correspondence (E1h,∇
1) 7→ (E2h,∇
0), it
is not the case that E1h
∼= E2h in general.
12. Moduli spaces by simple examples
From the groupoids Hom(π,G), Fˇc, Fˇh,Fd,Fh and F
λ
d arise the mod-
uli spacesMB,Mˇc,Mˇh,Md,Mh andM
λ
d , universal geometric objects
parameterizing their respective isomorphism classes as outlined in Sec-
tion 3. The word universal here means that the resulting moduli spaces
represent (or corepresent) certain functors. This is firmly in the realm
of Geometric Invariant Theory or GIT for short. We refer readers to
[13] for a full dosage and [15] for a gentler introduction. The subject
has been continuously exploding for years and we point to the reference
section of [13] as evidence. The process of forming moduli spaces is a
subtle and delicate one as demonstrated in Section 2 and the result-
ing moduli space may not be able to encompass the entire family of
isomorphism classes.
The Betti moduli space MB is relatively simple to construct and we
have already done that in Section 2; however, recall the subtle problems
when forming quotients. This space has an algebraic, analytic and
smooth structure from that of G.
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Here we give a few simple examples of these moduli spaces when G
is the abelian GL(1,C) = C×. This puts us back in the more familiar
situation of the usual first cohomology, where E , Eh and Ec are of rank-1.
Then End(E) = O, End(Eh) = Oh and End(Ec) = Oc.
12.1. Classical and abelian cohomology. Our theory is developed
for reductive groups G and is an extension of the theory of the Picard
variety where G = C×. This in turn arises from an understanding of
the classical cohomology theory where G is replaced by the additive
group C which is not reductive.
12.1.1. The case of the additive group C. This is the setting of classical
cohomologies. The constant and holomorphic complexes compute the
cohomologies Hˇ
i
(U ,Oc) and Hˇ
p
(U ,Ωqh):
Cˇ•(U ,Oc) : Cˇ
0(U ,Oc)
d
→ Cˇ1(U ,Oc)
d
→ · · · Cˇj(U ,Oc) · · · ,(18)
Cˇ•(U ,Ωqh) : Cˇ
0(U ,Ωqh)
d
→ Cˇ1(U ,Ωqh)
d
→ · · · Cˇj(U ,Ωqh) · · · .(19)
There is the notion of acyclic cover (§3, Chapter 0, [9]). These acyclic
covers exist under mild assumptions. When U is an acyclic cover with
respect to Ωqh, Cˇ
•(U ,Ωqh) computes the Cˇech cohomologies Hˇ
p
(Ωqh) by
definition. When U is an acyclic cover with respect to Oc, Cˇ
•(U ,Oc)
computes the Cˇech cohomologies Hˇ
i
(Oc) by definition. The fact that
Cˇech cohomologies are independent of acyclic covers is known as the
Leray theorem.
Given a sheaf or a complex of sheaves F • on X , there is a notion of
acyclic resolution (§1, Chapter 3, [10]). Let F •−→I• be such an acyclic
resolution. Then the sheaf cohomologies F • are computed via I• after
taking global sections. As an example, when U is an acyclic cover,
Cˇ•(U ,Oc) and Cˇ
•(U ,Ωqh) should be thought of as the results of apply-
ing the global section functor to the sheafified acyclic Cˇech complex
resolutions (§4, Chapter 3, [10]). A fundamental result of homological
algebra is that the resulting cohomological groups are independent of
the acyclic resolutions.
The de Rham and Dolbeault complexes are respectively:
(Ω•, d) : Ω0
d
−→ Ω1 · · ·Ωj
d
−→ Ωj+1 · · · ,(20)
(Ωq,•, ∂) : Ωq,0
∂
−→ Ωq,1 · · ·Ωq,j
∂
−→ Ωq,j+1 · · ·(21)
The Dolbeault complex is an acyclic resolution of the holomorphic sheaf
Ωqh, hence, computes the holomorphic Cˇech cohomology:
Hq,p
∂
(O) ∼= Hˇ
p
(Ωqh).
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This is the content of Dolbeault theorem.
The de Rham complex is an acyclic resolution of the constant sheaf
Oc = C, hence, computes the constant Cˇech cohomology:
Hid(O)
∼= Hˇ
i
(Oc).
This is the content of de Rham theorem.
The de Rham complex also resolves the holomorphic de Rham com-
plex
(22)
(Ω•, d) : Ω0
d
−→ Ω1 · · · Ωj
d
−→ Ωj+1 · · ·
↑ ↑ ↑ ↑
(Ω•h, ∂) : Ω
0
h
∂
−→ Ω1h · · · Ω
j
h
∂
−→ Ωj+1h · · · .
The decomposition (10) gives a filtration of the de Rham complex
F kΩi =
⊕
q+p=i,q≥k
Ωq,p.
This then induces a filtration on the de Rham cohomology which gives
rise to a double complex and a spectral sequence with E0,11 = H
0,1
∂
(O).
The projection to the graded piece gives a map
(23) H1d(O)−→E
0,1
1 = H
0,1
∂
(O).
If X is smooth projective, then the spectral sequence degenerates at
E1 and the Hodge theorem states that the de Rham cohomologies de-
compose as
Hid(O)
∼=
⊕
q+p=i
Hq,p
∂
(O) ∼=
⊕
q+p=i
Hˇ
p
(Ωqh).
By covering based loops with open charts as in Section 11, there
is an isomorphism Hˇ
1
(Oc) ∼= Hom(π,C). To summarize, we have the
following equivalences:
(24)
Hom(π,C) ∼= Hˇ
1
(Oc) ∼= H
1
d(O)
X projective
∼= H1(Ω0h)⊕ H
0(Ω1h).
12.1.2. G = C×. The moduli spaces are generalizations of classical
cohomologies. Let O×c (resp. O
×
h ) be the sheaf of (multiplicative)
locally constant (resp. holomorphic) functions that are never zero.
These sheaves are related by exact sequences
0−→Z−→Oc
exp
−→ O×c −→0,(25)
0−→Z−→Oh
exp
−→ O×h−→0.(26)
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Here Z denotes the sheaf of constant functions with integer values. The
long cohomological sequence associated with the short exact sequence
(25) is
(27) · · ·
0
−→ Hˇ
1
(Z)−→Hˇ
1
(Oc)−→Hˇ
1
(O×c )
δ
−→ Hˇ
2
(Z) · · · .
Then Mˇc := ker(δ) ∼= Hˇ
1
(Oc)/Hˇ
1
(Z). Here δ is the Chern class. Re-
placing the subscript c with h in the above construction, the long exact
sequence associated with sequence (26) is
(28) · · · Hˇ
1
(Z)−→Hˇ
1
(Oh)−→Hˇ
1
(O×h )
δ
−→ Hˇ
2
(Z) · · · .
The cohomology Hˇ
1
(O×h ) is the moduli space of all rank-1 holomorphic
sheaves on X and Mˇh := ker(δ) ∼= Hˇ
1
(Oh)/Hˇ
1
(Z) which is the moduli
space of rank-1 sheaves that embed into the trivial smooth sheaf (See
Remark 8.5).
12.2. The punctured disk. Let X be the punctured unit disk in C
and let z = x+ iy.
12.2.1. The Betti moduli space. The fundamental group π is isomorphic
to Z and Hom(π1(X),C
×) = C×.
12.2.2. The Cˇech moduli. From the long exact sequence (27), the mod-
uli space of rank-1 locally constant sheaves is
Mˇc = ker(δ) ∼= Hˇ
1
(Oc)/Hˇ
1
(Z) ∼= C/Z
which is a 1-dimension complex torus as is MB.
From the long exact sequence (28), the moduli space of all rank-1
holomorphic sheaves on X is Mˇh = ker(δ) which is the moduli space
of rank-1 sheaves that embed into the trivial smooth sheaf (See Re-
mark 8.5)
E = {e : X−→C : e is smooth }.
It is well-known that Hˇ
1
(Oh) = {0} (§3, Chapter 0, [9]). Hence Mˇh
consists of a single point.
12.2.3. The smooth de Rham moduli space. A smooth integrable con-
nection ∇ on E is of the form d + η where η is a closed 1-form in
Ω1(End(E)) ∼= Ω1. The de Rham moduli spaceMd = ker(d)/ im(d log)
is the sheaf cohomology of
G
d log
−→ Ω1
d
−→ Ω2,
where G is the gauge group consisting of maps g : X−→C×. Hence
it induces a map on the fundamental group g∗ : π1(X)−→π1(C
×)
which is an endomorphism of Z. In other words g(z) = zkg′(z), where
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g′∗ : π1(X)−→π1(C
×) is the trivial map. By homotopy lifting, we can
consider g′ ∈ Ω0 = O. In other words, G ∼= Z × O. There is a decom-
position
Ω1 = {
adz
z
} ⊕ d(O), a ∈ C.
The de Rham cohomology H1d(O)
∼= C is generated by the cocycle [dzz ]
and Md ∼= C/Z is a torus as expected. One can also obtain this from
the de Rham theorem which states that H1d(O)
∼= Hˇ
1
(Oc).
12.2.4. The holomorphic structures. A holomorphic structure on E is
also defined by ∂ + η where η ∈ Ω0,1(End(E)). The space Mh is the
sheaf cohomology of
G
∂ log
−→ Ω0,1
∂
−→ Ω0,2.
Since X has dimension 1, Ω0,2 = {0}. One can compute this directly or
use the Dolbeault theorem which states that H0,1
∂
(O) ∼= Hˇ
1
(Oh). Thus
Mh ∼= Hˇ
1
(O×h ) and consists of a single point.
12.2.5. Holomorphic integrable connections (λ = 1). Since there is only
one holomorphic structure up to isomorphism, we assume that it is ∂.
The moduli space of integrable connections is the sheaf cohomology of
Gh
∂ log
−→ Ω1h
∂
−→ Ω2h.
Since X is of complex dimension 1, Ω2h = {0}. The holomorphic gauge
group Gh consists of holomorphic maps g : X−→C
×. Again, the in-
duced map g∗ : π1(X)−→π1(C
×) is an endomorphism on Z. Hence
g(z) = zkg′(z), where g′∗ : π1(X)−→π1(C
×) is the trivial map. By
homotopy lifting, one may assume that g′ ∈ Ω0h
∼= Oh. In other words,
Gh ∼= Z×Oh.
To further elaborate, the Oh-module of closed holomorphic 1-forms
is of the form f(z)dz where f is a holomorphic function on X . Let
A = adz
z
∈ Ω1h. Since G is abelian, F(∇) = ∂A = 0 and ∇ = ∂ + A
is an integrable connection. However A is not exact because the anti-
derivative of 1
z
is log(z) which is not defined on the entire X . The
equation ∇f = (∂+A)f = 0 has solutions of the form f = Cz−a which
is multi-valued on X . Hence the equation has no global solution on
X . This is reminiscent of the path dependence of formula (4), except
the dependence is only on isotopy classes. The multi-valued function f
on X is then by definition a function f : X˜−→C. The π-action on X˜
induces a π-action on p−1(x), hence, an action on {f(y) : y ∈ p−1(x)},
hence, a (monodromy) representation
π−→Aut(C) ∼= C×.
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Since X is a punctured disk, π ∼= Z. Therefore the representation
variety Hom(π1(X),C
×) is also C×. In the end, M1d
∼= C/Z just as
before.
12.2.6. The Dolbeault moduli space (λ = 0). The Dolbeault moduli
space M0d is parameterized by the trivial holomorphic structure ∂ and
Hˇ
0
(Ω1h). The gauge group acts by the adjoint action, hence, trivially.
Thus M0d
∼= Hˇ
0
(Ω1h)
∼= C which is not diffeomorphic to MB ∼= C
×.
12.3. Compact Riemann surfaces. Now we assume that X is a
compact Riemann surface of genus g.
12.3.1. The Betti moduli space. This is already done in Section 2 with
G = C×. The commutator relation is trivial; hence, MB = (C
×)2g.
12.3.2. The Cˇech moduli space. By the long exact sequence (27), the
moduli space of rank-1 locally constant sheaves is
Mˇc = ker δ ∼= Hˇ
1
(Oc)/Hˇ
1
(Z) ∼= C2g/Z2g ∼= (C×)2g.
Similarly,
Mˇh = ker δ ∼= C
g/Z2g
is the moduli space of rank-1 holomorphic sheaves that embed into the
trivial smooth sheaf (See Remark 8.5). The space Mˇh is the Jacobi
variety of X . Observe that the complex structure on Mˇh depends on
how Z2g injects into Cg. This in turn depends on the complex structure
onX . This is in direct contrast to Mˇc where the embedding Z
2g →֒ C2g
is canonical and independent of the complex structure on X .
12.3.3. The smooth de Rham moduli space. A smooth integrable con-
nection ∇ on E is of the form d+η where η ∈ Ω1(End(E))(X) ∼= Ω1(X).
The de Rham moduli space Md = ker(d)/ im(d log) is the sheaf coho-
mology of
G
d log
−→ Ω1
d
−→ Ω2,
where G is the gauge group consisting of maps g : X−→C×. The de
Rham theorem states that H1d(O)
∼= Hˇ
1
(Oc) and from this, we conclude
that
Md ∼= C
2g/Z2g ∼= (C×)2g.
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12.3.4. The holomorphic structures. A holomorphic structure on E is
also defined by ∂ + η where η ∈ Ω0,1(End(E)). The space Mh is the
sheaf cohomology of
G
∂ log
−→ Ω0,1
∂
−→ Ω0,2.
Since X has complex dimension 1, Ω0,2 = {0}. The Dolbeault theo-
rem states that H0,1
∂
(O) ∼= Hˇ
1
(Oh). The moduli space of holomorphic
structure is
Mh ∼= Mˇh ∼= ker(δ) ∼= C
g/Z2g.
Again this is the Jacobi variety of X .
12.3.5. Holomorphic integrable connections (λ = 1). An object in this
groupoid consists of a pair (∇¯,∇1) where ∇¯ ∈ Fh and ∇
1 is a holo-
morphic integrable connection on Eh ∼= E
∇¯.
However, with this construction, there is a canonical rational map
M1d 99KMh arising from (See (23))
F1d−→Fh, (∇¯,∇
1) 7→ ∇¯.
In this case of G = C×, this rational map is actually defined every
where, hence, holomorphic. To be more explicit, there is a canonical
holomorphic map
M1d
∼= (C×)2g−→Cg/Z2g ∼=Mh ∼= Mˇh.
Recall again that Mh is actually the Jacobi variety whose complex
structure depends on the complex structure on X while the complex
structure on M1d does not depend on the complex structure on X .
12.3.6. The Dolbeault moduli space (λ = 0). The Dolbeault moduli
spaceM0d parameterizes pairs (∇¯,∇
0) where ∇¯ ∈ Fh and ∇
0 ∈ Ω1h(X).
Hence there are respectively canonical holomorphic and rational maps
M0d
99K
←Mh arising from
Fh−→F
0
d , ∇¯ 7→ (∇¯, 0) and F
0
d−→Fh, (∇¯,∇
0) 7→ ∇¯.
The general theory states that when X is projective, there are the
following topological (diffeomorphic) equivalences
M0d
∼=M1d
∼=Md ∼= Mˇc.
In this case of G = C×, the general theory effectively reduces to the
classical Hodge theory. Recall that the classical Hodge theorem states
that
H1d(O)
∼= H
0,1
∂
(O)⊕ H1,0
∂
(O) ∼= Hˇ
1
(Oh)⊕ Hˇ
0
(Ω1h).
From this, we obtain a direct sum decomposition
M0d
∼=Mh ⊕ H
1,0
∂
(O) ∼= Mˇh ⊕ Hˇ
0
(Ω1h).
ABELIAN AND NON-ABELIAN COHOMOLOGY 37
We want to emphasize here that the identification of M0d and Md is
homeomorphic (diffeomorphic), but neither algebraic nor holomorphic
– M0d contains a compact complex torus while Md does not.
13. Some final remarks
The moduli spacesMB andMd have the same underlying topology.
When X is smooth projective, so does the Dolbeault moduli space
M0d. Denote by M the underlying topological space. When G is non-
abelian, the topology of M is complicated. One can see this already
from the Betti moduli space with its inherited variety structure from
G. When X is smooth projective, the Dolbeault moduli space M0d is
homeomorphic (diffeomorphic) toMd, hence, toMB [2, 4, 7, 8, 11, 18].
This gives an extra complex structure on M. The smooth part of
the Betti moduli space MB also has a natural underlying symplectic
structure [6] which, together with the two complex structures on M,
give rise to a hyperka¨hler structure on M. This hyperka¨hler structure
yields rich topological information of M [11] and the most pleasant
surprise occurs when the structure group is real:
Let K = U(r) ⊆ GL(r,C) = G, the maximum compact subgroup of
G. Readers can immediately check that the constructions for the Betti,
the smooth and constant Cˇech and the smooth de Rham groupoids
are still valid. Denote them as Hom(π,K), Fˇ(K), Fˇc(K),Fd(K), re-
spectively. The inclusion P : Fˇc−→Fˇh of Remark 10.10 on objects
is injective, but the induced map on the isomorphism classes P :
Iso(Fˇc)−→Iso(Fˇh) may neither be injective nor surjective.
Continuing from last chapter, we now assume that X is a compact
Riemann surface of genus g and r = 1, i.e. K = U(1) ⊆ C× = G. Then
Mˇh ∼= C
g/Z2g is a complex torus and so is MB(K) = Hom(π,K)/K
and the composition map
Iso(Fˇc(K))−→Iso(Fˇc)
P
−→ Iso(Fˇh)
is one-to-one and onto. More specifically, this gives the following dif-
feomorphisms
U(1)2g ∼= Hom(π,U(1))/U(1) ∼= Mˇh.
This providesMB(U(1)) := Hom(π,U(1))/U(1) with a complex struc-
ture.
In general, for a smooth complex projective variety X and a compact
Lie group K, the representation variety MB(K) acquires the complex
variety structure of Mh [11, 21]. It so happens that the same is true
for any real form H ⊂ G. That is if H is a real form of G, then
38 XIA
MB(H) := Hom(π1(X), H)
+/H acquires a complex variety structure
[11, 21]. Notice that in the case of G = C×, there are diffeomorphisms
MB(U(1))⊕MB(R
×) ∼=MB ∼= Mˇh ⊕ Hˇ
0
(Ω1h).
To summarize, if G is complex reductive, then M has a hyperka¨hler
structure; moreover, if H ⊂ G is a real form, thenM(H) (with under-
lying topological space MB(H)) acquires a complex variety structure.
Acknowledgment: The author thanks Nan-Kuo Ho for proof-reading
the manuscript.
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