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Abstract
Large eddy simulations of turbulent flow and transport in the atmospheric boundary layer were conducted over heterogeneous
sources of heat and water vapor to identify the blending properties of the turbulent mixing in an unstably stratified boundary layer.
The numerical simulations show that the concept of blending in the ABL is in fact a useful one, even under convective conditions,
for a range of surface conditions. Since the transport eddies that are responsible for the blending have sizes that are constrained by
the boundary layer depth, and since the vertical motion is so important under the unstable density stratification studied here, we see
that when the length scales of the source variability on the land surface become significantly greater than the ABL depth the
blending is lost. In this case the source fields remain relatively uncoupled by the important eddy motion. However, for smaller
surface length scales, the dynamic eddy motion couples the surface patches. Hence, there is good reason that the land surface
exchange phenomenon would not be scale invariant over the entire range of scales. Because of the active role of temperature the
eects of inhomogeneous surface sources of sensible heat persist higher into the ABL than do the eects of surface sources from
more passive scalars, such as water vapor. Moreover, the mean fields of potential temperature and specific humidity blend at much
lower heights than do the vertical turbulent flux fields of these two scalars. We propose a useful measure of blending eciency for
simulation studies and show how this bridges from the dynamics responsible for the blending to the horizontal homogeneity of
scalar flux fields at measurement heights in the ABL. Ó 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction
The measurement of water vapor and heat exchange
between the land and the atmosphere is an important
part of eorts to understand the coupling feedbacks
between land surface and atmospheric processes. A
common feature of most measurement approaches is the
assumption or requirement that the land surface be
homogeneous. It is obvious, however, that most land
surfaces are far from homogeneous in a strict sense.
Arguments have been made for considering a range
of naturally heterogeneous surfaces as being eectively
homogenous when sensed from above some height in
the turbulent atmospheric boundary layer (ABL)
[31,32]. The basis for these arguments is that turbulent
motion in the ABL is responsible for an extremely e-
cient mixing of the mass and heat between leaving the
distributed surface sources and arriving at some mea-
surement height in the atmospheric surface layer. The
idea goes that we should be able to make measurements
through time at some point well above the surface in the
ABL and see the net eect of a large distributed surface
area. The height above which measurements sense a
statistically homogeneous surface is often referred to as
the ‘‘blending height’’. It is well established that this
height will depend on the properties of the surface [23].
Typically, the blending height is defined for the mean
wind speed and mean scalar quantities, such that mea-
surements of mean profiles above the blending layer
provide estimates of net surface fluxes over the regional
surface – much as with Monin–Obukhov similarity
theory [28] for truly homogeneous surfaces.
In this paper we apply the Large Eddy Simulation
(LES) technique to explore the potential for dierent
blending eciencies for passive versus active scalars (e.g.
water vapor versus temperature) and for flux fields
versus mean scalar quantities (e.g. sensible heat flux
versus temperature).
With respect to mean scalar quantities, fairly well
developed theory exists to describe the Internal
Boundary Layer (IBL), where the air properties adjust
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over a single patch [40,33,13,15]. With a regional
patchwork of surface features as addressed here, we
are looking at a complicated superposition problem to
describe the net eect as a blending layer. Under the
IBL definition, the air above this layer is in equilibri-
um with the upwind patch [15]. Here we study the
blending layer, above which the air is in equilibrium
with the net regional surface, not just the immediate
upwind surface.
Recent experiments have lent observational support
to the concept of a blending layer for the mean scalar
fields and have demonstrated its usefulness for estima-
tion of regional scale fluxes under both neutral [7,32]
and unstable conditions [6,30]. These results are en-
couraging, however they do not attempt to describe in
physical terms the processes that are responsible for the
blending nor do they address the question of the
blending of fluxes.
Attempts have been made to describe this blending
process for mean fields with semi-analytical solutions
and Reynolds-averaged modeling tools [9,41,34]. These
eorts have yielded results for blending of mean vari-
ables, largely employing diusion-analogy solutions as a
proxy for the turbulence. The blending of turbulent flux
fields does not submit readily to simple modeling tech-
niques nor is it easily measured. The Reynolds-averaged
modeling and semi-analytic solutions to diusion
equations can not capture the non-local transport fea-
tures that can be so important for mixing over strongly
heterogeneous surfaces. These approaches solve for
mean fields using calibrated models to account for the
eect of the turbulent flux fields on these mean fields. In
this study it is the turbulent flux fields which we wish to
explore. Hence, we avoid the use of a priori decisions for
how these fields behave.
Here we explore the dynamics behind this blending
phenomenon in order to move toward a physical un-
derstanding. This should ultimately support the devel-
opment of a relationship which describes or predicts the
depth of the blending layer in terms of certain large scale
surface and flow properties. In this paper we explore this
problem through simulations of turbulent transport of
water vapor and heat over and from the land surface.
We employ the LES technique, where the turbulent flow
and mixing are observed directly from numerical inte-
grations of the Navier–Stokes equations through space
and time over a complex land surface. The conditions
studied here are extreme, with strong dierences in the
strength of convective forcing along the longitudinal
axis of the land surface. These conditions were chosen to
present a dicult set of cases in which to test the ecacy
of the blending mechanisms.
We first present a brief description of the LES
technique and discuss our code and the numerical
experiments that were conducted. Finally, we present
the results of the numerical simulations and the
observations of blending with a description of the pro-
cesses and inference of governing variables.
2. Large Eddy Simulation
The turbulent flow in the ABL is described by the
Navier-Stokes equations written for a wall bounded
flow subject to thermal stratification [19]. These equa-
tions describe dynamics occurring over a continuous
range of scales from O 10ÿ3 to O 103 m. Moreover, these
six decades of scale are active on each of the three spatial
dimensions and are nonsteady in time (i.e. 1018 degrees
of freedom at each instant in time). With state of the art
computational techniques we are limited to dealing with
no more than say 106–109 computational nodes in space,
depending on the particular system. A popular approach
over the past several decades has been to ensemble av-
erage the governing equations and solve for the mean
fields with the net eects of the entire turbulent fields
approximated by some closure model (See review by
Launder [20]). However, with the so-called Reynolds
Averaged approach, the closure model must be carefully
calibrated against experimental data and the modeler is
well advised not to attempt to apply the model to a set
of conditions outside those for which it was originally
calibrated. The later approach is not well suited to the
present problem, where the dynamics and mixing of the
turbulent field is precisely what we wish to study.
Moreover, the Reynolds Averaged approach is notori-
ously ill-equipped to deal with flow situations such as
the one we study here, where non-local transport (i.e.
not proportional to local gradients) is important. In
simple terms, we can not at once average out the tur-
bulence and still explore its dynamical interactions.
With the LES technique we explicitly simulate the
large scale turbulent field (e.g. eddies larger than a few
meters) and model the eects of the small scale eddies,
which are less important to transport processes and by
virtue of their locally isotropic structure submit more
readily to simple parameterization. The large scales of
motion are separated from the small scales of motion
through the explicit convolution of a filter over the fields
of interest [21]. The large scale eddies are ‘‘simulated’’,
with the eects of the small scale eddies ‘‘modeled’’ by a
subgrid scale (SGS) model. The LES technique was pi-
oneered in the early 1970s by Deardor [10–12] and has
become a popular tool for studying engineering and
geophysical turbulent flows [14]. It is a natural approach
for studying land-atmosphere interaction, for it is the
large scales that are both responsible for carrying the
flux and most aected by the boundary conditions.
Several LES applications have demonstrated the
ability of the technique to reproduce canonical turbu-
lence profiles in the horizontally homogeneous ABL
[25,26,4,29]. Several other recent applications have
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explored the eect of observed heterogeneous surface
conditions on overall boundary layer development
[18,36,5]. This paper extends the use of LES into an
exploration of blending layers over patchy surfaces with
distinct and abrupt transitions in surface temperature,
wetness, and roughness.
The base version of our LES code, which simulates
velocity fields and momentum transport in a neutrally
stratified boundary layer, was described earlier by Al-
bertson [1] and Albertson and Parlange [2]. Here it is
extended to include the transport of temperature and
water vapor, the buoyancy eects these scalars have on
the momentum equations, and several other changes as
needed to capture the role of a capping inversion. A
brief description of the LES equations and their nu-
merical solution follows.
2.1. Basic equations
The velocity field is governed by filtered equations
describing the conservation of mass for an incompress-
ible flow
@iui  0 1
and the conservation of momentum, under the Bous-
sinesq approximation,
@oui  uj@jui ÿ @iuj  ÿ@ip  Fpdi1 ÿ @jsij  bdi3; 2
where ui is the resolved (i.e. filtered) velocity component
in the xi direction (i 1,2,3), p is a dynamic pressure
term (which includes the trace of the subgrid stress
tensor and the xi direction gradient of the turbulent
kinetic energy), Fp is the mean streamwise pressure
gradient (forcing), sij is the subgrid stress tensor, b is the
buoyancy parameter (described below), @o is the time
derivative, @k is a spatial derivative with respect to di-
rection xk, and dij is the Kronecker delta (1 for i j, 0
for i 6 j). The turbulent pressure field is defined at each
time step by the application of Eq. (1) to Eq. (2) and
solving the resulting Poisson equation. Note that we use
the overbar to denote a resolved or filtered field, not to
be confused with the traditional ensemble average field.
Hence, ui varies in space and time according to the large
scale eddy motion.
The eect of the subgrid stresses on the resolved eddy
motion is approximated as a local, subgrid eddy-vis-
cosity acting on the resolved instantaneous gradients
[38]
sij  ÿ2mT Sij; 3
where Sij  1=2 @iuj  @jui
ÿ ÿ 
is the resolved strain rate
tensor and mT  csl2

2SijSij
p 
is the eddy viscosity,
which varies in space and time with the strain rates, as
well as potentially with the Smagorinsky constant (cs)
and the length scale of the filter (l). The implied sum-
mation on the repeated subscripts in this Einsteinian
tensor notation renders this eddy-viscosity a scalar field.
The resolved scalar fields are also governed by filtered
conservation equations
@oh uj@jh  ÿ@jphj ;
@oq uj@jq  ÿ@jpqj ;
4
where h is the filtered potential temperature field, q is the
filtered humidity field, and phj and p
q
j are the subgrid
fluxes of temperature and water vapor, respectively, in
the xj direction. As with the momentum field, these
subgrid fluxes are approximated from a local eddy-vis-
cosity model
phj  ÿ
mT
Sc
@jh;
pqj  ÿ
mT
Sc
@jq;
5
where Sc is a general scalar Schmidt number, repre-
senting the relative eciencies of transport of momen-
tum and scalar fields.
Turbulent fluctuations in the temperature and hu-
midity field create vertical accelerations in the momen-
tum field, through the buoyancy term, b. Following the
Boussinesq approximation, it is the normalized devia-
tions (from the horizontal average) in the virtual po-
tential temperature that create these density driven
accelerations, i.e.
b x; y; z; t  
hvx; y; z; t ÿ ~hvz; t
 
~hvz; t
g;
~hvz; t  1LxLy
Z Z
hvx; y; z; tdxdy; 6
where hv  h 0:61q (with temperature in [K], water
vapor concentration in [g/km], and the constant (0.61)
clears units), g is the acceleration due to gravity, and the
 is to define a horizontal average. For most conditions
the bulk of b is due to the potential temperature fluc-
tuations, with a minor contribution from the water va-
por field. See Stull [39] (pp. 81–85) for an excellent
presentation of the Boussinesq approximation and
buoyancy driven accelerations.
2.2. Boundary Conditions
The horizontal directions are assigned periodic
boundary conditions, such that for any primitive flow
variable, A, we have Ax mLx; y  nLy ; z  Ax; y; z,
where Lx and Ly are the domain dimensions in the x and
y direction, and m and n are signed integers. This con-
dition is a great help in turbulence simulation because it
is necessary to have fully developed turbulence on both
the inflow and exit faces of the domain. However, it is
important to prescribe a domain size that is physically
large enough to ensure that the flow becomes completely
uncorrelated as it passes across the domain Lx from inlet
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to exit. Typically, the domain length is kept larger than
twice the spatial lag at which the velocity autocorrela-
tion function vanishes. With the present applications
this criterion is well exceeded, as the domain length is
>6 km.
The top boundary of the computational domain is
positioned well above the top of the boundary layer (500
m above), defined as the location of the steep stable
capping inversion. It is assigned conditions of vanishing
vertical gradients of all primitive variables and no flow
through the boundary (i.e. w 0). A numerical sponge is
added to the vertical momentum equation to dampen
vertical motions as they approach the no-flow upper
boundary [29]. The eects of this dampening are limited
to a small layer located well above the capping inver-
sion, and hence isolated from the important boundary
layer dynamics.
The bottom boundary is far more critical to the
structure of the turbulence than the sides and top. This
is because the mechanical turbulence is produced as a
result of drag at the wall, and the heat flux responsible
for the convective motion is introduced at the wall as
well. The exchange of scalars and momentum between
the flow and the surface are aected by instantaneous
exchange equations that depend on the local dieren-
ces between the properties of the surface (prescribed
fields) and the air just overlying that location at that
point in time. For a general scalar flux (fs) we write
this as
fsx; y; t  sox; y; t

ÿ sx; y;Dz=2; t
 ÿsop k
ln
Dz=2
zos
  ÿ1
; 7
where sox; y; t is the local surface value (concentration)
of the scalar, sx; y;Dz=2; t is the scalar value at the first
node above the surface (note that as the grid is stag-
gered, the first scalar node is at Dz=2), so is the instan-
taneous local surface shear stress, and zos is the scalar
roughness length. Since the simulations that we study
here represent experiments on the order of an hour in
duration, the prescribed spatial fields of surface tem-
perature and wetness fields are held constant in time
(sox; y; t ! sox; y). We note that, in the field, surface
temperature and wetness fields are evolving during the
day. However, this assumption of static surface condi-
tions may be considered representative of mid-day
conditions, bracketing solar-noon. Furthermore, the
presence or lack of a modest trend in the surface tem-
perature and wetness would most likely not have no-
ticeable impacts on the results described here. Although
the type of surface exchange formulation used in Eq. (7)
has its roots as a relationship between mean values, it
has been extended to instantaneous values in boundary
layer simulations in the past [25,24,37]. We envision its
use as a wall-specific subgrid model which relates
instantaneous resolved fields to local instantaneous ex-
change rates.
Typically, LES codes use specified surface fluxes
(rather than specified surface concentrations), but such
an approach provides a horizontal decoupling of the
surface fluxes over heterogeneous source fields, since
local air properties will not aect the fluxes. The use of
Eq. (7) captures these spatially coupled feedbacks,
where the flux (fs) aects the local air properties, which
advect downwind and in turn aect the downwind dis-
tributions of fs.
The turbulent pressure field receives periodic hori-
zontal boundary conditions and vertical boundary
conditions from considerations of the vertical momen-
tum equation written at the wall and the top of the
domain.
2.3. Numerical Technique
With periodic boundary conditions in the x and y
directions the resolved flow variable fields (e.g. Ax; y; z)
may be transformed horizontally into periodic functions
for numerical treatment
Ax; y; z 
X
kx
X
ky
A^kx; ky ; zei kxxky y ; 8
where A^ is the complex amplitude of the 2-D Fourier
transform, kx and ky are the wavenumbers in the x and y
directions, respectively, the summation is over all
resolved wavenumbers, ÿNx=2 1 6 kx6Nx=2 and
ÿNy=2 1 6 ky 6Ny=2, and i ÿ11=2 is the imagi-
nary number. For this 2-dimensional transform it is
understood that x and y assume values constrained to
the quadrature points x  2piÿ 1=Nx and y 
2pjÿ 1=Ny . The transform in Eq. (8) is invertible (i.e.
A() A^) since it is linear and complete in the sense of a
Hilbert space [8]. All the resolved fields are filtered such
that they are fully resolved by the range of modes in-
cluded in this transform. Hence, the filtering is essen-
tially a low pass filter.
In the present LES code the numerics are mixed, with
a Fourier-based pseudospectral approach in the hori-
zontal directions and finite dierence in the vertical
(after Moin et al. [27]). The Horizontal derivatives come
from a straight application of the spatial derivative op-
erator to Eq. (8), i.e.
@x Ax; y; z 
X
kx
0X
ky
0
A^kx; ky ; zikx
h i
ei kxxky y ;
@y Ax; y; z 
X
kx
0X
ky
0
A^kx; ky ; ziky
h i
ei kxxky y ;
9
where the primed summation operators are over all re-
solved wavenumbers, except the Nyquist (i.e. N/2).
The vertical direction is not periodic and is, therefore,
treated with conventional second-order accurate finite
dierences.
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The time advancement is by a second-order accurate
Adams–Bashforth routine (Canuto et al. [8], p. 102),
which is popular for turbulent flows as it is accurate [16]
and tends to have a dampening eect on any oscillatory
computational mode (Haltiner and Williams [17],
p. 151).
The potential for aliasing eects, where high wave-
number energy is folded back to resolved scales from the
physical-space product in the convective terms, is re-
duced by a partial dealiasing [1].
3. Numerical Experiments
To explore the blending of heterogeneous surface
fluxes up into the ABL, we performed systematic 3D,
transient turbulent flow and transport simulations over
several dierent surfaces. As our primary objectives are
to define the characteristics of this blending and begin to
isolate large scale flow variables that control the height
to which the eects of the surface heterogeneities persist
into the ABL (i.e. the depth of the blending layer), we
simulate flow over patchy surfaces, with the length scale
of the patches changing from simulation to simulation.
As a benchmark in the intercomparison of these cases
we employ a base-case with a completely homogenous
surface, but with similar spatially averaged surface
fluxes as in the heterogeneous cases. Relative to this base
case, we study cases with surface patch lengths (Ls) that
are:
(i) significantly smaller than the ABL depth (N 16
patches and Ls 393 m);
(ii) on the order of the ABL depth (N 8 and
Ls 785 m);
(iii) significantly greater than the ABL depth (N 2
and Ls 3142 m).
The reasoning behind these selections is related to the
eect the depth of the boundary layer has in constrain-
ing the upper size of the large scale transport eddies.
Therefore, we look at a case where the surface features
are smaller than the largest eddies, a case where they are
of similar scale, and a case where the surface features are
significantly larger. We then study how the mixing (or
blending) across these patches behaves in each case.
The general features that are common to all cases
(homogeneous and heterogeneous) are: The approxi-
mate depth of the ABL is zi 1000 m; The size of the
simulated flow domain is LxLy 6283 m (i.e. 2pzi)
and Lz 1500 m; The number of simulation nodes is
Nx 64  Ny 32  Nz 80  163; 840; and the ini-
tial mixed layer state has a temperature of 25°C and a
specific humidity of 10 g/kg. In all cases the average
friction velocity is 0.3 m/s, and the average surface flux
of sensible heat is of order 200 w/m2.
The heterogeneous surface cases are designed to
simulate flow over an alternating patchwork of arid
fields (hot, dry, and smooth) and freely evaporating
vegetated areas (cool, wet, and rough). The patches vary
only in the direction of the mean wind, such that they
appear as stripes of well defined width in the streamwise
direction, but which continue infinitely in the transverse
direction. An important aspect of these cases is that the
buoyant forcing changes drastically between the arid
and wet patches. This poses a dicult case for the
blending mechanisms.
The arid fields are defined as having a momentum
roughness length of 15 cm, a surface temperature of
37°C, and a surface specific humidity of 11.0 g/kg. The
vegetated patches are defined with a momentum
roughness length of 75 cm, a surface temperature of
27°C, and a surface specific humidity of 13.0 g/kg. The
homogeneous surface, base case, is defined to be an
eective average of the arid and well-watered surfaces.
Hence, the base case has a momentum roughness
length of 34 cm (from log-average), a surface temper-
ature of 32°C, and a surface specific humidity of 12.0
g/kg.
4. Results and Discussion
Large eddy simulations of ABL flow over complex
terrain generate vast amounts of information, repre-
senting all the velocity components and scalars through
three space dimensions and the full time duration of the
simulation. Hence, appropriate statistical measures must
be defined, quantified, and analyzed to address the
specific objectives. In this study we address the turbulent
mixing of fluxes from patchy terrain, and hence we focus
directly on interaction of the scalar fields and the ver-
tical velocity field.
4.1. LES output and synthesis
Fig. 1 shows three alternative views of the interaction
of vertical velocity and water vapor concentrations
above the land surface for the case with eight surface
patches (Ls 785 m). We use the water vapor transport
from this surface case as an example for exploring the
statistical measures that we will employ for quantifying
the atmospheric response to surface heterogeneity. We
then compare the three cases, relative to the homoge-
neous case. The top panel of Fig. 1 depicts a sample of
the instantaneous vertical latent heat flux along a two-
dimensional slice oriented in the vertical along the mean
wind direction. The yellow regions represent large co-
herent eddies carrying water vapor up through the ABL.
In the middle panel we see a time averaged image of the
vertical latent heat flux over this vertical slice. The fluxes
are averaged over approximately 45 min in this image,
thus removing the random nature of the flow to show
the persistent eects of the surface on the ABL. To
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further refine our picture of how the surface aects the
dynamical interaction between the velocity and scalar
fields we explore in the bottom panel of Fig. 1 the cor-
relation coecient between vertical velocity and water
vapor fluctuations.
To examine the relationships between these images
and to place this in the context of the traditional hy-
drometeorlogical nomenclature, we provide the follow-
ing relationships. The instantaneous vertical latent heat
flux is by definition
LEx; y; z; t  qaLvwx; y; z; tqx; y; z; t; 10
where qa is the density of air, Lv is the latent heat of
vaporization, and w and q are the local instantaneous
values of the vertical wind speed and specific humidity.
Expanding these fields into local time averages (ááñ) and
fluctuations (00) from the time averages we have the
identity
LEx; y; z; t  qaLv hwx; y; zi  wx; y; z; t00
 
hqx; y; zi

 qx; y; z; t00

: 11
This instantaneous flux is what is shown in the top
panel of Fig. 1. Note that the fluctuations from the
time averages shown here (double-primes) are com-
prised in the LES of resolved (over bar) plus subgrid
(single prime) components. Time averaging of Eq. (11),
as needed to obtain the field in the middle panel of
Fig. 1, yields
Fig. 1. Top panel: a vertical cross section of the instantaneous vertical latent heat flux; middle panel: vertical cross section of the time averaged
vertical latent heat flux; bottom panel: vertical cross section of the correlation coecient between vertical velocity and specific humidity. Note that
this is the case with eight patches, each of length 785 m in the longitudinal direction, and that the yellow regions are wet and the red dry.
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hLEx; y; zi  qaLv hwx; y; z00qx; y; z00i
ÿ
 hwx; y; zihqx; y; zi; 12
where for horizontally homogeneous flow in a boundary
layer the second term on the right must vanish (as
áwñ 0), and the mean latent heat flux is proportional to
the covariance between w and q (hence, Reynolds av-
eraging rules apply here). The covariance normalized by
the local temporal standard deviations of the two vari-
ables (rw and rq) yields the correlation coecient
qwqx; y; z 
hwx; y; z00qx; y; z00i
rwx; y; zrqx; y; z : 13
The same relationships hold for the sensible heat flux,
with LE replaced by H, q replaced by the potential
temperature h, and Lv replaced by the specific heat ca-
pacity of air at constant pressure cp.
4.2. Blending measures
Before presenting the induced spatial patterns in the
correlation coecients for the dierent cases, we exam-
ine further the vertical structure of the ABL’s response
to this case, where surface patch length is on the order of
(but somewhat smaller than) the ABL depth. Specifi-
cally, we are interested in using the LES to examine how
the turbulent flow blends over the patchy surface, and
renders the flow more horizontally homogeneous with
greater heights into the ABL. We oer several views of
this. First, in Fig. 2, we look at the time averaged ver-
tical structure of specific humidity, potential tempera-
ture, latent heat flux, and sensible heat flux conditionally
averaged over each of the two surface types. Note that
this figure focuses on the ABL portion of the compu-
tational domain, whereas the upper boundary is im-
posed well above this layer at z 1500 m. The solid lines
represent a piece-wise horizontal average of the time
averages above the well-watered surface regions, and the
dotted lines represent similar averaging but above the
arid surface regions. In the bottom two panels it is evi-
dent that the magnitude of the sensible heat flux over the
arid regions is comparable in magnitude to the latent
heat flux over the wet, vegetated regions. Similarly, the
low heat flux values are also comparable. Note that the
prescribed surface temperature dierences and water
vapor concentration dierences alone would not give
these comparable fluxes, but that when taken together
with the roughness dierences of the two surface types
we achieve similar heat flux maxima and minima. In-
terestingly, Fig. 2 shows that the mean fields are less
strongly aected by the surface heterogeneity than are
the flux profiles. A problem with this sort of presenta-
tion is that the transport features of the flow cause upper
regions of the boundary layer over one type patch to be
perhaps more aected by an upwind patch than by the
surface immediately under the location of interest. This
can be seen in Fig. 1. Hence, the conditional averaging is
most useful in the lower portions of the ABL. Note from
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Fig. 2. Time averaged vertical profiles of specific humidity, potential temperature, latent heat flux, and sensible heat flux, conditionally averaged over
each of the two surface types. The solid lines represent a piece-wise horizontal average above the well-watered surface regions, and the dotted lines
represent averaging above the arid surface regions.
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Fig. 2, though, how the complete horizontal averages
(average of two lines) conforms qualitatively to what
one would expect for a homogeneous ABL. It is also
apparent that eddy correlation fluxes measured at two
dierent heights above the blending layer, over either
patch type, could be extrapolated by a straight line to
give reliable estimates of the regional scale average
surface fluxes. This is in keeping with the concept of a
blending layer as defined in the Introduction.
In Fig. 3 we see a more general view of the blending
of the mean fields and fluxes with height in the ABL.
The measure shown here is basically ( and ÿ) the
horizontal standard deviation of the time averages,
plotted versus height. If A(x,z) is the time (and Y) av-
eraged field, this measure is defined as
DAz  1
Lx
Z
Ax; z
h
ÿ ~Az
i2
dx
1=2
;
~Az  1
Lx
Z
Ax; zdx: 14
This shows clearly how the flux profiles and mean scalar
profiles become more horizontally homogeneous at
greater heights. Note the key results that, in general, the
means blend lower than do the fluxes, and the latent
heat flux blends lower than the sensible heat flux. We
discuss this in greater detail later. It is important to keep
in mind that these profiles begin at a height of Dz/2( 9
m) above the ground. Between this height and the
ground surface the scalar profiles move from these small
dierences to the large dierences in the prescribed
values at the surface (e.g. dierence of 10°C for tem-
perature).
We now turn to focus on the induced spatial patterns
in the correlation coecients between vertical velocity
and water vapor concentrations (qwq) and between ver-
tical velocity and potential temperature (qwh). These
normalized measures of the fluxes (c.f. Eq. (13)) oer a
more refined picture of the turbulent interactions, as
they remove eects on the fluxes due to spatial patterns
in the variances. Also the correlation coecients de-
crease less quickly with height than do the fluxes, which
decrease strongly due to a product of the decreasing
correlation coecients and the decreasing variances
with height in the mixed layer.
4.3. Eects of surface patchiness on vertical transport
The eect of the surface variability on qwq in the ABL
is shown for the three dierent heterogeneous cases in
Fig. 4, with the large patches in the top panel showing
persistent eects through the full the depth of the
boundary layer and the smallest patches in the bottom
panel aecting only the lower region of the boundary
layer. A similar presentation is provided for qwh in
Fig. 5. From a comparison of Figs. 4 and 5 it is
apparent that the eects of the surface temperature
heterogeneities persist much higher into the ABL than
the eects of surface moisture heterogeneities, which is
responsible for the dierences in latent and sensible heat
blending shown in Fig. 3. The surface fluxes are of
∆ ∆
∆ ∆
Fig. 3. Vertical profiles of the horizontal variability of the specific humidity, potential temperature, latent heat flux, and sensible heat flux
(+ and ÿ the horizontal standard deviation of the time averages of each of these variables).
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similar magnitude (mean and dierence between two
surfaces) for both sensible and latent heat. Hence, the
magnitude of the sensible heat flux from the arid surface
is similar (in W/m2) to the latent heat flux from the well
watered vegetation surface, and the latent heat flux from
the arid surface is similar to the sensible heat flux from
the well watered vegetation surface. The blending ap-
pears to be more ecient for latent heat flux than for
sensible heat, under similar surface variability. This is
most likely due to the active role of temperature on the
vertical velocity (c.f. Eqs. (2) and (6)), whereby the
temperature fluctuations induce vertical accelerations,
which in turn carry the temperature fluctuations to
greater heights in a coherent parcel of air. Water vapor,
on the other hand, is much more passive and tends to be
carried simply by the velocity field, with minimal feed-
back. Another way to consider this point is that the high
sensible heat fluxes have a much more pronounced eect
on the convective motion than do the otherwise com-
parable high latent heat fluxes. In fact, any measure of
ABL stability would vary dramatically in X below the
blending height.
4.4. Eects of surface patchiness on scalar similarity
The interactions between the dierent scalar sources
are shown in Fig. 6, which presents the correlation
coecient between potential temperature (h) and water
vapor (q) versus X and Z for the three heterogeneous
cases. For the largest surface features (top panel) we see
the strongest correlations between h and q over the hot-
dry patch, implying that water is being carried hori-
zontally from the wet to the dry patch, where it is swept
vertically in the convective motion driven by the large
Fig. 4. A comparison of the vertical cross sections of correlation coecient between vertical velocity and specific humidity (qwq) for the three het-
erogeneous surface cases. This measure is averaged in time and transverse (Y), and shown versus longitudinal (X) and vertical (Z) axes. The top,
middle, and bottom panels show qwq over surfaces with patch lengths (Ls) of 3142, 785, and 393 m, respectively.
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sensible heat flux. Hence, the correlation between
temperature and humidity is stronger over the main
temperature source than over the main water source.
This spatial inhomogeneity of qhq persists through the
depth of the ABL, because of the strong vertical mo-
tion from the convection present over the hot patches
in concert with the surface features being several times
larger than the largest eddy responsible for the turbu-
lent mixing. However, with the smaller surface patches
the correlation between the scalars remains relatively
strong across the horizontal direction, suggesting that
both scalars are being removed from the surface in the
same eddies. With these smaller patches the turbulence
is eciently mixing, or blending over, the variability in
source areas.
From these statistical analyses of LES output over
spatially variable surface fields it is apparent that it is
possible to define the relative contributions of the sur-
face sources/sinks and those at the capping inversion to
the observed dissimilarity [13,4,3] in the scaling of scalar
mean fields and scalar variances. In fact, we see that
second moments (e.g. fluxes) are aected to greater
heights than are first moments (means). This is in
agreement with many observations that mean water
vapor and temperature fields behave more similarly than
do their variances.
We explore the mixing more directly in Fig. 7,
where we plot horizontal series of the qhq field taken
at two dierent heights, one near the land surface
(z 9 m) and one well into the mixed layer (z 366
m). Note in the bottom panel that the scalars are
near-perfectly correlated near the land for the small
surface features, showing strong similarity of scalar
transport, while the scalars are much less correlated
for the case where the surface patches are larger than
the depth of the ABL. In the upper panel we see the
Fig. 5. As Fig. 4, but showing the correlation coecient between vertical velocity and temperature (qwh).
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eect of dierent eddy sources for the two scalars
persisting to great heights for the large scale surface
heterogeneity case.
4.5. Blending of scalar fluctuation fields, deviation from
homogeneous case
So far we have seen evidence of turbulence blending
with some insight into the mechanisms giving rise the
spatial variability of the correlation coecients. We now
examine quantitatively the blending of the dierent
correlation fields, using the homogeneous case as a ref-
erence. To accomplish this we introduce a new measure
describing the extent to which the horizontal variability
of the correlation coecients in Figs. 4 and 5 (for each
case) exceed that of the homogeneous case as a function
of height.
The mean vertical profile of the correlation coecient
between variables V1 and V2 for case N is defined as
~qv1v2;N z 
1
Lx
Z
qv1v2;N x; zdx 15
and its horizontal standard deviation is
Fig. 6. As Fig. 4, but showing the correlation coecient between vertical temperature and specific humidity (qhq).
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Fig. 7. Spatial series through Fig. 6 at two heights. The top panel
shows qhqx; z  366 m and the bottom panel shows qhqx; z  9 m.
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r~qv1v2 ;N z 
1
Lx
Z
qv1v2;N x; z

ÿ ~qv1v2;N z
2
dx
1=2
:
16
We study the vertical structure of the dierence between
this measure of spatial variability for case N and that for
the base case (subscript 0)
Dr~qv1v2 ;N z  r~qv1v2 ;N z ÿ r~qv1v2 ;0z: 17
This direct measure of departure from homogeneity is
presented in Fig. 8, for blending of qwh in the top panel
and qwq in the bottom panel. From inspection it is clear
that the boundary layer turbulence, for the stability re-
gime studied, blends completely the latent heat fluxes for
the 393 m surface features in the bottom 200 m of the
ABL, and for the 785 m surface case in the bottom 300
m or so of the ABL. For these two cases, the sensible
heat fluxes are also well blended, but at somewhat
greater heights. The sensible heat fluxes for the case with
surface features larger than the ABL depth did not blend
below the capping inversion. There is strong spatial
variability in qwh throughout the depth of the ABL for
this case. The water vapor fluxes are nearly blended for
this 3142 m surface feature case in the bottom 400 m or
so of the ABL, but we note greater spatial variability
near the capping inversion (i.e. around Z 1000 m).
This variability in water vapor flux across the inversion
is a byproduct of temperature eects on the vertical
velocity fluctuations responsible for entrainment ex-
change across the inversion. Note from the mean hu-
midity profile in Fig. 2 that a sharp specific humidity
gradient exists across this layer. Hence, spatial vari-
ability in mixing (i.e. magnitude of w00) across this gra-
dient will induce spatial variability in water vapor fluxes.
Fig. 9 shows the temporal variance of vertical veloc-
ity at the height of the capping inversion, averaged in Y
and plotted as a function of X. Note that this is a fairly
horizontally homogeneous statistic for all cases except
that with large surface patches. For the L 3142 m case,
there is evidence of greater mixing across the inversion
in a region aected strongly by the localized source of
sensible heat at the land surface. This localized region of
strong mixing (due to temperature fluctuations creating
vertical velocity fluctuations) is working on the sharp
specific humidity gradients to create a localized region of
higher qwq that is independent of the spatial variability
of water vapor sources at the land surface.
5. Conclusions
The large eddy simulation (LES) of flow and trans-
port of heat and water vapor in the atmospheric boun-
dary layer (ABL) over spatially heterogeneous surfaces
has been shown to be a useful tool for exploring the
turbulent mixing phenomena responsible for the cre-
ation of a bending layer. Simulations were performed
for three heterogeneous surfaces (with length scales
smaller, similar, and greater than the ABL depth) and a
homogeneous case with surface properties representing
the average of the arid and wet fields employed in the
heterogeneous cases.
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Fig. 8. Vertical profiles of the degree of inhomogeneity in the corre-
lation fields compared to the homogeneous surface case. The qwh field
is studied in the top panel and the qwq field in the bottom panel.
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Fig. 9. Longitudinal series of the temporal vertical velocity variance
for the three heterogeneous cases and the homogeneous case, all taken
at a height just below the capping inversion.
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The mean scalar fields were shown to blend more
eciently (thinner blending layers) than the vertical
scalar flux fields. Hence, separate blending layers should
be defined for these two flow variables.
The water vapor flux field was shown to blend more
eciently than the sensible heat flux field, for similar
surface dierences (in terms of heat units). This dier-
ence between the blending of passive scalar fluxes (e.g.
water vapor) and active scalar fluxes (e.g. temperature)
is attributed to the role of temperature fluctuations in
forcing the vertical velocity fluctuations through the
buoyancy term, resulting in a greater vertical persistence
for temperature sources. This explanation is shown
clearly in the spatially resolved correlation fields, where
water vapor appears to be carried more horizontally
over the wet fields and ultimately carried upward in
temperature driven eddies over downwind arid regions,
while temperature sources are immediately convected
upward in buoyant plumes, thus receiving less hori-
zontal mixing. Under these strongly convective condi-
tions, the concept of blending is shown to break down
for both scalars as the length scale of the surface features
becomes much larger than the ABL depth, and hence
larger than the greatest transport eddies. This is in
agreement with prevailing theory [35,22], and should be
considered in the context of the strong vertical buoyancy
forcing studied here - a dicult case for the blending
mechanisms.
The introduction of a measure of the departure of the
horizontal variability in correlation fields from the ho-
mogeneous case was used to define the blending heights
for the dierent turbulent interactions (vertical velocity
and water vapor; and vertical velocity and temperature)
responsible for the fluxes. This measure vanishes at the
height at which the correlation field converges to the
homogeneous case.
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