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On Differential Invariants
of Parabolic Surfaces1
Zhangchi CHEN, Joël MERKER,
ABSTRACT. The algebra of differential invariants under SA3(R) of generic parabolic
surfaces S2 ⊂ R3 with nonvanishing Pocchiola 4th invariant W is shown to be generated,
through invariant differentiations, by only one other invariant, M, of order 5, having 57
differential monomials. The proof is based on Fels-Olver’s recurrence formulas, pulled
back to the parabolic jet bundles.
[Message to the busy reader: Sections 1 and 2 explain and summarize the contents.]
1. Introduction
In continuous and discrete mathematics, group actions are widespread. They also arise
in various fields of applied science, especially in classical mechanics [2, 6, 28]. Invariants
may be used e.g. to take into account physical symmetries of a body, with the aim of
reducing the data size of its analysis.
When available, the associated (algebraic or differential) group invariants enable one to
solve equivalence problems, to classify geometric objects, to set up canonical forms for
them, to know their symmetries, and to find complete lists of homogeneous models.
This article deals more specifically with differential invariants, group actions being in
general nonlinear. It also attempts to handle extended explicit expressions.
Our computational requirements are: be algorithmic, be explicit, and be synthetic —
what algorithms usually are not! Two main goals are in our minds: compute collections of
generating sets of invariants, and understand differential relations among such collections.
We will touch neither rewriting procedures in terms of the generating invariants, nor al-
gorithms for computing inside algebras of invariants. In any case, as soon as the number of
independent variables becomes> 2, it is well known that one encounters a high complexity
in symbolic expressions. Although objects are inserted in several theoretically satisfactory
frameworks, everybody is often left with frustratingly small achievements while playing on
any computer.
Most problems in the (infinitely wide) Lie-Cartan theory come up with a given action of
a certain r-dimensional Lie group G acting on an m-dimensional manifold M with m > 2.
Attacking these questions often involves studying the induced action of G on submanifolds
Sp ⊂Mm of a prescribed dimension p, with 1 6 p 6 m− 1.
While exploring deeper such problems, the occurrence of certain submanifolds Sp ⊂
Mm repeats itself as producing certain (new) sub-submanifolds Sp22 ⊂ Sp ⊂ Mm, sub-
sub-submanifolds Sp33 ⊂ Sp22 ⊂ Sp ⊂ Mm, and so on, most of the times after replacing
Mm with some appropriate, cut-down and branched, jet subspace. Then new (invariant)
11 This work was supported in part by the Polish National Science Centre (NCN) via the grant number
2018/29/B/ST1/0258.
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equations appear, new (invariant) bifurcations are created. So here Sp and Mm should be
thought of as being sub-objects within some of the branches of a certain root problem lying
at departure.
Since the dimension r of the group is often (much) higher than the dimension m of the
ambient space, in order to somehow ‘des-intricate’ the group action, one prolongs it to the
jet bundles Jnp,q of any order n > 0, where q := m− p is the codimension. Certain general
(but complicated) formulas going back to Lie ([22, Ch. 25]) show how tangent directions
attached to Sp ⊂Mm, and also higher order jets as well, transfer through diffeomorphisms
from the base M to the jet bundles Jnp,q of any order n. Section 3 presents these formulas,
and thanks to them, the action of G on M lifts as a G-action on every jet space Jnp,q.
The geometry of submanifolds under Lie transformation groups: their equivalences,
their symmetries, their normal forms; is entirely governed by what is known as differential
invariants. They are best visualized inside Jnp,q.
A differential invariant is a (perhaps locally defined) real-valued function I : Jnp,q −→ R
that is invariant under the prolonged group action. Any finite-dimensional Lie group action
admits an infinite number of functionally independent differential invariants of progres-
sively higher and higher orders.
A universal question is to find a minimal set of generating differential invariants. Cer-
tainly, the minimal number of generating differential invariants cannot be fixed a priori:
it strongly depends on the particularities of the group action. Since the 19th Century, the
question of finite generation of differential invariants was addressed by several authors, also
in the more general context of (infinite-dimensional) Lie pseudo-groups. The fundamen-
tal Basis Theorem states that all the differential invariants can be generated, from a finite
number of low order invariants, by repeated invariant differentiations.
Serendipitously indeed ([13]), there always exist p = dimS linearly independent invari-
ant differential operatorsD1, . . . ,Dp with the property that eachDj maps every differential
invariant I to a differential invariant Dj
(
I
)
. The great value of such invariant derivations is
that one can explicitly write down their action on invariantized jet monomials, and compare
the outcome with higher order invariants. This comparison, which incorporates appropriate
correction terms, is captured by the celebrated recurrence formulas, set up in the widest
context by Fels-Olver in [13], see also Section 14.
Let us repeat that, notwithstanding their power, recent symbolic implementations are
often led to unsurmountable obstacles while attempting to explicitly compute invariants,
or even cross-sections to the G-action on jet spaces. Our Section 11 illustrates this diffi-
culty. But serendipitously again, from the computational side, a minimal amount of data is
necessary to set up the key recurrence formulas of Fels-Olver. Remarkably, these formulas
can be explicitly determined without knowing the actual formulas for either the differential
invariants, or the invariant differential operators, or even the moving frame itself (!).
Indeed, the recurrence formulas can be written with only the knowledge of the infinites-
imal generators of the action and the equations of the cross-section. Therefore, understand-
ing these recurrence formulas is the ‘master key’, according to Olver, that ‘unlocks’ the
structure of the algebra of differential invariants, the determination of generators, and the
classification of syzygies. The only required ingredients are the prolongation formulas for
the infinitesimal generators, or, equivalently, the Lie matrix, along with the specification of
the cross-section normalizations.
Nevertheless, our slogan will be:
1. Introduction 3
Explicit expressions of invariants are necessary in exploring classification branches.
In differential invariant contexts where no branching is tracked, explicit expressions of
invariants are not crucial. In [33], Olver showed that the algebra of differential invariants
of a suitably generic hyperbolic or elliptic surface S ⊂ R3 under the equi-affine group
action is generated by a single differential invariant, the third order Pick invariant, with
its invariant derivatives. The proof was based on the straight equivariant approach to the
method of moving frames. We believe anyway that classification bifurcations also exist for
hyperbolic and elliptic surfaces.
Question 1.1. What about parabolic surfaces?
These are (local) surfaces S2 ⊂ R3 of the graphed form {u = F (x, y)} whose hessian
matrix
( Fxx Fxy
Fyx Fyy
)
is identically of rank 1, not 2 (elliptic or hyperbolic cases). The vanishing
of the Hessian determinant:
0 ≡ Fxx Fyy − F 2xy (at all points (x,y)),
then creates a differential relation which must be differentiated again and again to build up
the relevant parabolic jet spaces PJn2,1, of any order n > 2. These differential relations also
have strong influence on the recurrence formulas. Knowing explicitly the Hessian is un-
avoidable to study this branch: the category of parabolic surfaces. Other more complicated
branching invariants will come up in our deeper explorations, as we will summarize in the
next Section 2.
The present article therefore opens up a new natural context of jet spaces with differ-
ential relations, in which the (cut-down) pulled back recurrence formulas have an entirely
invariant meaning. The principle of passing to (bifurcating) submanifolds will be illustrated
several times on examples.
It is well known (see Section 3) that the coefficients of the prolonged infinitesimal gen-
erators of any group action are polynomial functions of the jet coordinates. In particular,
if the action of G is transitive on M , which is often the case, and if one normalizes all the
order zero coordinates, this implies that the Maurer–Cartan invariants, which appear in the
fundamental recurrence formulas, are also rational functions of the collection of generating
invariants. As a consequence of the theory, all the higher order differential invariants are
rational functions of the generating differential invariants.
Rationality holds true of all the structures studied in this article. The same algebraicity
features hold for a large class of pseudo-group actions: the differential invariant algebra is
intrinsically rational, in the sense that all recurrence formulas, commutation relations and
syzygies, involve rational functions of the basic differential invariants, all of order > 1.
Beyond transitivity of the G-action, in Theorem 12.6, we provide a condition on G
insuring that all basic differential invariants are of order > 2.
Last but not least, following the approach of Fels-Olver (cf. the recent [36]), we offer in
this article another interpretation of Cartan’s method ofG-structure reductions, the applica-
tion of which goes beyond the plain determination of normal forms for power series given
at the origin. One of its advantages is that it includes an explicit approach to finding gener-
ating invariants. This method will be presented by elaborating on several examples, before
a general theoretical description which will be expressed in a forthcoming publication.
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2. Presentation of the Results
We can now start a precise desciption of our results. Several aspects are true gener-
ally, but we restrict ourselves to a presentation of the 2-dimensional case. Most of our
considerations will be of local nature. We will assume real analyticity throughout.
We consider the special affine group:
SA3(R) = SL3(R)nR3,
which consists of invertible linear transformations (x, y, u) 7−→ (s, t, v) coupled with trans-
lations:
s = ax+ b y + cu+ d,
t = kx+ l y + mu+ n,
v = px+ q y + r u+ s,
1 =
∣∣∣∣∣∣
a b c
k l m
p q r
∣∣∣∣∣∣ ,(2.1)
preserving volume and orientation. We have:
dim SA3(R) = 3 · 3− 1 + 3 = 11.
We will always consider special affine transformations not far from the identity, hence we
may view SA3(R) as a local Lie group. The full affine group will be denoted A3(R) =
GL3(R)nR3.
In the source space (x, y, u), we consider surfaces S2 ⊂ R2x,y × R1u graphed as
{
u =
F (x, y)
}
with convergent power series F ∈ R{x, y}, and similarly, in the target space
(s, t, v), we consider graphed analytic surfaces
{
v = G(s, t)
}
:
u =
∞∑
j=0
∞∑
k=0
Fj,k
xj
j!
yk
k!
,
v =
∞∑
l=0
∞∑
m=0
Gl,m
sl
l!
tm
m!
.
Problem 2.2. Determine when two given surfaces
{
u = F (x, y)
}
and
{
v = G(s, t)
}
are
SA3-equivalent.
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When this holds, by a special affine transformation, every point
(
x, y, F (x, y)
)
is
mapped to a point
(
s, t, G(s, t)
)
, and a fundamental equation holds in R{x, y}:
px+ q y + rF (x, y) + s ≡ G
(
ax+ b y + cF (x, y) + d, kx+ l y + mF (x, y) + n
)
.
Problem 2.3. Classify surfaces
{
u = F (x, y)
}
under the SA3(R) action, especially, find
all (locally) homogeneous models.
Problem 2.3 has been studied by means of Lie-theoretical methods. The classification of
all A3(R)-homogeneous surfaces with identically vanishing Pick invariant in general affine
geometry was obtained in [1].
In [8], all locally homogeneous two-dimensional surfaces in the three-dimensional affine
geometry were described, with a list of 18 items. There exist similar classifications for
equiaffine geometry [14, 20].
We denote a general element of the special affine group by g ∈ SA3(R), and the general
transformation as:
s = s
(
g, x, y, u
)
, t = t
(
g, x, y, u
)
, v = v
(
g, x, y, u
)
.
Definition 2.4. A differential invariant of order n is a function of the horizontal coordinates
and the partial derivatives of the graphing function up to order n:
I
(
s, t,
{
Gsltm(s, t)
}
06l+m6n
)
≡ I
(
x, y,
{
Fxjyk(x, y)
}
06j+k6n
)
,
which is unchanged after replacement of (s, t, v) in terms of
(
g, x, y, u
)
, for every g ∈
SA3(R).
Problem 2.5. Describe the structure of the algebra of differential invariants of surfaces
under the action of SA3(R).
In this memoir, we will focus on Problems 2.2 and 2.5, in the spirit of [30, 13, 31, 33,
34, 36].
To a graphed surface
{
u = F (x, y)
}
is associated its Hessian matrix:
HessianF =
(
Fxx Fxy
Fyx Fyy
)
.
Definition 2.6. [12] A relative invariant is a function satisfying:
P
(
s, t,
{
Gsltm(s, t)
}
06l+m6n
)
≡ nonzero · P
(
x, y,
{
Fxjyk(x, y)
}
06j+k6n
)
,
with a nowhere vanishing factor, at least when g ∈ SA3(R) is not far from the identity.
A starting observation (Section 7) is that the Hessian determinant is a relative invariant:
GssGtt −G2st = nonzero ·
(
Fxx Fyy − F 2xy
)
,
even under general affine transformations. Moreover, Proposition 8.6 shows that the rank
of the Hessian matrix remains unchanged through any (special) affine transformation.
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For the general theory of surfaces, this implies an elementary initial branching:
HessianF ≡
(
0 0
0 0
)
// {u = 0}
{
u = F (x, y)
}
55
//
))
rank HessianF ≡ 1 //
Root Hypothesis in this Memoir
Fxx 6= 0 ≡ FxxFyy − F 2xy
rank HessianF ≡ 2 // Not treated here.
Geometrically, it is clear that the case where the Hessian matrix is identically zero:
0 ≡ Fxx ≡ Fxy ≡ Fyy,
is flat in the proper sense, hence there exists a special affine transformation which maps
any such
{
u = F (x, y)
}
to a reference plane {v = 0}. This branch is hence trivial.
The rank 2 case is a wide story in itself, it conducts to the so-called Pick invariant2, of
order 3, and to further order 4 differential invariants, cf. [40, 33].
In this memoir, we will study the middle branch only. After a rotation in the (x, y)
space, we can assume that Fxx(x, y) 6= 0 is nowhere vanishing (our reasonings are local).
Then our main root hypothesis will constantly be:
Fxx 6= 0 ≡ Fxx Fyy − F 2xy.
Solving:
Fyy ≡
F 2xy
Fxx
,
we may differentiate once:
Fxyy = 2
Fxy Fxxy
Fxx
− F
2
xy Fxxx
F 2xx
,
Fyyy = 3
F 2xy Fxxy
F 2xx
− 2 F
3
xy Fxxx
F 3xx
,
and so on.
(1,0)(2,0)(0,0)
(0,1)(1,1) (n−1,1)
(n,0)
j+k=nk
j
It is easy to convince oneself (see Section 10) that every partial derivative Fxjyk with
k > 2 expresses in terms of the partial derivatives:{
Fxj′
}
j′6j+k,
{
Fxj′′y
}
j′′6j+k−1.
2On p. 39, the reader will find its explicit expression. Thanks are adressed to Paweł Nurowski for his
help.
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This conducts us to introduce the parabolic jet spaces of any order n > 2:
PJn2,1 3
(
x, y,
uy , ... ... uxn−1y ,
u, ux, ..., uxn−1 , uxn
)
∈ R3+2n.
In effective differential invariant theory, for instance in the case of (not necessarily par-
abolic) surfaces, under any action of a (local) Lie group G, certain relative invariants are
encountered, call them:
P = P
(
x, y, u,
{
uxjyk
}
16j+k6n
)
, Q, R, . . .
According to Definition 2.6, their zero-sets
{
P = 0
}
,
{
Q = 0
}
, . . . , are invariant under G.
They are responsible for the creation of branches and of further subbranches:
Q ≡ 0,
P ≡ 0
66
// Q 6= 0,
(∗)
77
''
P 6= 0 //
((
R ≡ 0,
R 6= 0.
We adopt Lie’s principle of thought ([22, Chap. 1]), which admits that either a (relative)
differential invariant is identically zero, or it is assumed to be nowhere zero, after restriction
to an appropriate open subset. Mixed cases where some (relative) invariant is nonzero on
some nonempty open subset and vanishes on a nonempty closed subset are excluded from
exploration.
Importantly, as soon as some (relative) invariant vanishes identically, like our Hessian
determinant:
HF := Fxx Fyy − F 2xy,
one must express all differential consequences of this assumption in order to explore prop-
erly the concerned branch. When, on some (sub)branch, there occurs a simultaneous van-
ishing of two or more (relative) invariants, one must at first express the differential conse-
quences under a closed workable form, like setting up a meaningful Gröbner basis for the
differential ideal generated.
We can now start to present our results. At first, if we abbreviate:
root :=
0 6= Fxx
0 ≡ Fxx Fyy − F 2xy
= Fxx 6= 0 ≡ HF
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the branching diagram which summarizes everything is:
P ≡ 0 C ≡ 0
S ≡ 0
66
// P 6= 0
66
// C 6= 0
root
77
// S 6= 0 //
!!
W ≡ 0 //
((
X ≡ 0
X 6= 0 //
((
Y ≡ 0
W 6= 0 //
((
M ≡ 0 Y 6= 0
M 6= 0
This tree decomposes in 3 main branches, extracted in three diagrams below, just before
the statements of 3 associated theorems.
In the first, top branch, S and P are relative invariants:
S := Fxx Fxxy − Fxy Fxxx
F 2xx
,
P := 1
3
− 5F 2xxx + 3Fxx Fxxxx
F 2xx
,
while C is a differential invariant:
C := 1√
3
9F 2xx Fxxxxx − 45Fxx Fxxx Fxxxx + 40F 3xxx(± 3Fxx Fxxxx ∓ 5F 2xxx)3/2 .
In the second, middle branch, W is a differential invariant, but it is assumed to vanish
identically, hence it is trivial, and further, X and Y are differential invariants:
X := 1
9
(
Fxx Fxxy − Fxy Fxxx
) (
9F 2xx Fxxxxx − 45Fxx Fxxx Fxxxx + 40F 3xxx
)
F 6xx
,
Y := 1
18
(FxxyFxx − FxxxFxy)5/3
Fxx
10
(
9FxxxxxFxx
2 − 45FxxxFxxxxFxx + 40Fxxx3
) {{
11200Fxxx
8 − 12600Fxxx3FxxxxxFxx3Fxxxx + 13230FxxxFxxxxxFxx4Fxxxx2 + 1134FxxxFxxxxxFxx5Fxxxxxx
− 3150Fxxx2FxxxxFxx4Fxxxxxx − 810FxxxxxxxFxx5FxxxFxxxx − 33600Fxxx6FxxxxFxx − 7875Fxxx2Fxxxx3Fxx3
− 756Fxxx2Fxxxxx2Fxx4 + 6720Fxxx5FxxxxxFxx2 + 31500Fxxx4Fxxxx2Fxx2 − 4725Fxxxx4Fxx4
− 189Fxxxxxx2Fxx6 + 1890Fxxxx2Fxx5Fxxxxxx − 2835FxxxxFxx5Fxxxxx2 + 162FxxxxxxxFxx6Fxxxxx
+ 720FxxxxxxxFxx
4Fxxx
3
}
.
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In the third, last, bottom branch, W is a nontrivial differential invariant:
W := F
2
xx Fxxxy − Fxx Fxy Fxxxx + 2Fxy F 2xxx − 2Fxx Fxxx Fxxy
(Fxx)2
(
Fxx Fxxy − Fxy Fxxx
)2/3 ,
and M is also a differential invariant:
M := 1
36
1
Fxx
6 (−FxxyFxx + FxxxFxy)
(
FxxFxxxxFxy − Fxx2Fxxxy + 2FxxxFxxyFxx − 2Fxxx2Fxy
) {{
270Fxx
6FxxxxyFxxy
2Fxxxx − 72FxxxFxxxxxFxx5Fxxy3 + 820FxxxFxx3Fxxxx3Fxy3 − 2195Fxxx3Fxx2Fxxxx2Fxy3
+ 2560Fxxx
5FxxFxxxxFxy
3 + 2000Fxxx
2Fxx
5Fxxxy
2Fxxy − 2000Fxxx3Fxx4Fxxxy2Fxy − 3040Fxxx3Fxx4FxxxyFxxy2
− 3040Fxxx5Fxx2FxxxyFxy2 − 3840Fxxx5Fxxy2Fxx2Fxy + 3840Fxxx6FxxyFxxFxy2 − 420Fxxxx3Fxx4FxxyFxy2
+ 480FxxxxFxx
4Fxxy
3Fxxx
2 − 420FxxyFxx6FxxxxFxxxy2 + 192Fxxx4Fxx2FxxxxxFxy3 − 120Fxxx2Fxx5FxxxxyFxxy2
− 120Fxxx4Fxx3FxxxxyFxy2 + 36FxxxxxFxx6Fxxy2Fxxxy + 45Fxx6Fxxxxy2FxxxFxy − 45Fxx5Fxxxxx2Fxy2Fxxy
+ 45Fxx
4Fxxxxx
2Fxy
3Fxxx − 120Fxx4FxxxxxFxy3Fxxxx2 − 120Fxx6FxxxxxFxyFxxxy2 + 120Fxx5FxxxxyFxxxx2Fxy2
+ 1280Fxxx
4Fxxy
3Fxx
3 − 400FxxxFxx6Fxxxy3 − 45Fxx7Fxxxxy2Fxxy − 405Fxxy3Fxx5Fxxxx2
+ 120Fxx
7FxxxxyFxxxy
2 − 1280Fxxx7Fxy3 − 5200Fxxx2Fxx4FxxxxFxyFxxxyFxxy + 432FxxxFxx4FxxxxFxy2FxxxxxFxxy
− 360FxxxFxx5FxxxxFxyFxxxxyFxxy + 108FxxxFxx5FxxxyFxxxxxFxyFxxy − 2040FxxxFxx4Fxxxx2Fxy2Fxxxy
+ 1985Fxxx
2Fxx
3Fxxxx
2Fxy
2Fxxy + 1620FxxxFxx
5FxxxxFxyFxxxy
2 + 4600Fxxx
3Fxx
3FxxxxFxy
2Fxxxy
+ 1600Fxxx
3Fxx
3FxxxxFxyFxxy
2 − 4640Fxxx4Fxx2FxxxxFxy2Fxxy + 6080Fxxx4Fxx3FxxxyFxxyFxy
+ 840Fxxxx
2Fxx
5FxxyFxyFxxxy + 615Fxxxx
2Fxx
4Fxxy
2FxyFxxx + 600FxxxxFxx
5Fxxy
2FxxxyFxxx
+ 336Fxxx
2Fxx
4FxxxxxFxyFxxy
2 − 456Fxxx3Fxx3FxxxxxFxy2Fxxy − 126Fxxx2Fxx3FxxxxFxy3Fxxxxx
+ 90Fxxx
2Fxx
4FxxxxFxy
2Fxxxxy − 144Fxxx2Fxx4FxxxyFxxxxxFxy2 − 306Fxx5FxxxxxFxyFxxxxFxxy2
+ 240Fxxx
3Fxx
4FxxxxyFxxyFxy − 180FxxxFxx6FxxxyFxxxxyFxxy + 180Fxxx2Fxx5FxxxyFxxxxyFxy
+ 90Fxx
6FxxxxxFxyFxxxxyFxxy − 90Fxx5FxxxxxFxy2FxxxxyFxxx + 240Fxx5FxxxxxFxy2FxxxxFxxxy
− 240Fxx6FxxxxyFxxxxFxyFxxxy
}
.
It is important to show these invariants, because they not only cause the branchings, but
also, they will constitute generating collections for the full algebras of differential invari-
ants.
We may now state our results for the three kinds of branches. We always start from our
root assumption.
P ≡ 0 C ≡ 0
S ≡ 0
66
// P 6= 0
66
// C 6= 0
Fxx 6= 0 ≡ HF
55
The full affine group in two dimensions is A2(R) = GL2(R)nR2.
Theorem 2.7. Within the branch S ≡ 0:
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(1) Every surface S2 ⊂ R3 is special affinely equivalent to the product of a curve in R1+1x,u
and R1y, and SA3(R)-equivalences amount to A2(R)-equivalences of such curves;
(2) There is a relative invariant P of order 4;
(3) When P ≡ 0, the surface is SA3-equivalent to
{
u = x2
}
, the product of a parabola and
R1y, and conversely;
(4) When P 6= 0, the surface is, in a unique way, SA3-equivalent to:
u = x
2
2!
± x4
4!
+ F5,0
x5
5!
+
∑
j>6
Fj,0
xj
j!
,
and the collection of coefficients F5,0,
{
Fj,0
}
j>6 is in one-to-one correspondence with
equivalent classes.
Here:
F5,0 = Fxxxxx(0) = value of C at the origin.
Infinitely many differential invariants correspond to these coefficients Fj,0, as we will soon
explain.
Question 2.8. How to compute explicitly differential invariants?
It is clear that SA3(R) contains all translations:
s = x+ d, t = y + n, v = u+ s.
This implies — exercise from Definition 2.4, or see Theorem 12.3 — that every differen-
tial invariant:
I
(
x, y, u︸ ︷︷ ︸
absent
,
{
uxjyk
}
16j+k6n
)
,
must depend only on jet derivatives of order > 1.
To compute these invariants I, we start from a power series at the origin:
u =
∑
j+k>1
Fj,k
xj
j!
yk
k!
,
and we progressively perform (several) ‘simple’, ‘natural’, special affine transformations
in order to annihilate
/
normalize as much as possible Taylor coefficients Fj,k. Rigorous
descriptions illustrated by examples will be provided in Sections 13, 16, 17, 18, 19, but
here, we only present general ideas. One main feature of the process is its progressivity.
At the end, we reach a certain ‘normal form’:
v =
∑
l+m>1
Gl,m
sl
l!
tm
m!
,
in which several coefficients Gl,m are ‘simplified’, for instance as in Theorem 2.7 above:
G1,0 = G0,1 = 0, G2,0 = 1, G3,0 = 0, etc.
Certainly, the full composition of all the progressively normalizing maps belongs to
SA3(R), hence is of the form (2.1) for some specific constants a, . . . , s. These constants
are complicated at the end, but step-by-step they are simple, only the full composition of
normalizing maps creates complexity.
After the process is pushed at its farthest point, the identity map of SA3(R) is the only
transformation which leaves untouched the ‘normal form’ of the power series v = G(s, t).
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While normalizing low order Taylor coefficients, we also keep track (on a computer)
of the way how the other (higher order) Taylor coefficients are modified. At the end, we
receive formulas:
Gl,m = Πl,m
({
Fj,k
}
16j+k6l+m
)
(l+m> 1).
Then granted that:
Fj,k = uxjyk(0, 0),
all the desired genuine differential invariants are obtained simply by replacing in these
formulas Taylor coefficients by jet coordinates:
Il,m := Πl,m
({
uxjyk(x, y)
}
16j+k6l+m
)
(l+m> 1).
Importantly, the hypothesis that the group contains all translations guarantees (Theo-
rem 12.3) that we obtain the expressions of all differential invariants at every point (x, y)
near the origin.
This process could be explained abstractly in any dimension (forthcoming). During
normalizations, relative invariants play a crucial role.
Observation 2.9. Any (relative) invariant P:
• Either creates a new branch P ≡ 0 to be explored farther;
• or is absorbed, when P 6= 0, into some constant by normalization.
This is, for instance, true of S, P, W, X: when they are nonzero, they will be used to
normalize some Taylor coefficients.
Theorem 2.10. With the assumption S 6= 0, there is exactly one differential invariant of
fourth order, W.
We can now state our second result for the second, middle branch. (The third, bottom
branch will also assume S 6= 0.)
Fxx 6= 0 ≡ HF // S 6= 0 // W ≡ 0 //
((
X ≡ 0
X 6= 0 //
((
Y ≡ 0
Y 6= 0
Theorem 2.11. Within the branch S 6= 0, W ≡ 0:
(1) There is a single invariant, X, of order 5;
(2) When X ≡ 0, every surface S2 ⊂ R3 is SA3-equivalent to the model:
u =
1
2
x2
1− y
= x
2
2
+ x
2 y
2
+ x
2 y2
2
+ x
2 y3
2
+ · · ·+ x2 yk
2
+ · · · ;
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(3) When X 6= 0, every surface is SA3-equivalent to:
u = x
2
2
+ x
2 y
2
+ x
2 y2
2
+ F5,0
x5
120
+ x
2 y3
2
+ 4F5,0
x5y
120
+ x
2 y4
2
+ F7,0
x7
5 040
+ 20F5,0
x5y2
240
+ x
2 y5
2
+
+
∑
j+k>8
Fj,k x
jyk,
with:
F5,0 = value of X at the origin,
F7,0 = value of Y at the origin;
(4) The collection of coefficients F5,0, F7,0,
{
Fj,0
}
j>8 is in one-to-one correspondence with
equivalent classes.
Lastly, we treat the main (thickest) branch:
Fxx 6= 0 ≡ HF // S 6= 0
""
W 6= 0 //
((
M ≡ 0
M 6= 0.
Theorem 2.12. Within the main branch S 6= 0, W 6= 0:
(1) There is a single differential invariant M, of order 5, differentiably independent of W;
(2) Every surface S2 ⊂ R3 is SA3-equivalent to:
u = x
2
2
+ x
2 y
2
+ F3,1
x3 y
6
+ x
2 y2
2
+ F5,0
x5
120
+ 6F3,1
x3 y2
12
+ x
2 y3
2
+
+
∑
j+k>6
Fj,k x
jyk,
with:
F3,1 = value of W at the origin,
F5,0 = value of M at the origin;
(3) Any other surface
{
v = G(s, t)
}
within the same branch similarly put into the form:
v = s
2
2
+ s
2 t
2
+G3,1
s3 t
6
+ s
2 t2
2
+G5,0
s5
120
+ 6G3,1
s3 t2
12
+ s
2 t3
2
+
+
∑
l+m>6
Gl,m s
ltm,
is SA3-equivalent to
{
u = F (x, y)
}
above if and only if all (independent) Taylor coeffi-
cients in the parabolic jet space match:
G3,1 = F3,1, G5,0 = F5,0, Gl,0 = Fl,0 (l> 6),
Gl,1 = Fl,1 (l> 5).
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In these three Theorems 2.7, 2.11, 2.12, there always exist, according to Fels-Olver [13],
two invariant differential operators D1 and D2 satisfying:
Di
(
differential invariant
)
= differential invariant (i= 1, 2),
and they are non-commuting, in general. Invariantly derivating an invariant means applying
D1 and D2 several times, in any order. More explanations will be given in Sections 4, 5,
14, see especially (14.2).
Theorem 2.13. The full algebra of differential invariants under the action of SA3(R) is
generated by:
À In the branch S ≡ 0, P 6= 0:
C and its invariant derivatives;
Á In the branch S 6= 0, W ≡ 0:
X, Y and their invariant derivatives;
Â In the branch S 6= 0, W 6= 0:
W, M and their invariant derivatives.
It is well known that parabolic surfaces coincide with developable surfaces. While
normalizing the SA3(R)-moving frames of parabolic surfaces using Cartan’s formalism,
Guggenheimer obtained degenerate branches of cylinders and cones in [14, p. 295]. His
work can be re-expressed in terms of explicit differential invariants. In Section 22, we will
prove that a parabolic surface is a cylinder if and only if S ≡ 0; a cone if and only if S 6= 0
andW ≡ 0; a tangential surface (tangents of a space curve) if and only if S 6= 0 andW 6= 0.
3. Graph Transformations and Jet Spaces
We provide here a reminder on how graphs and their transformations can be lifted to
jet spaces of any order. All functions and geometric objects will be assumed analytic, or
smooth, or even of a finite but high enough differentiability class, provided all differentia-
tions necessary in our processes are permitted. Over either R or C, we will mostly work in
a local framework, not mentioning restricted open (sub)sets in which calculations are true.
We will deal only with finite-dimensional Lie groups (but see [37, 38]).
3.1. Jet spaces and jet notations. Consider p > 1 independent variables (x1, . . . , xp) and
also q > 1 variables (u1, . . . , uq) which are dependent in the sense that they should be
components uα = uα(x), 1 6 α 6 q, of maps u : Rp −→ Rq. For any n > 0, introduce the
nth order jet space of such maps:
Jnx,u := J
n
(
Rpx −→ Rqu
) ≡ Jnp,q.
This Jnx,u is equipped with coordinates:
z(n) :=
(
xj, uα, uβ
xJ
)
,
where J = (j1, . . . , jλ) is an unordered multi-index, with 1 6 λ = |J | 6 n, with 1 6
j1, . . . , jλ 6 p, and where each uαxJ ≡ uαJ is an independent real coordinate corresponding
to the partial derivative:
∂uα(x)
∂xj1 . . . ∂xjλ
←→ uαxJ ≡ uαJ (16α6 q, J = (j1,...,jλ)).
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For instance when p = q = 1, we will denote jet coordinates sometimes ux, uxx, uxxx,
. . . , sometimes u1, u2, u3, . . . Thus:
dim Jnp,q = p+ q
(
p+ n
n
)
.
When p > 2, say with p = 2 and q = 1 to simplify, an alternative multi-index notation
will sometimes be employed, especially when working on any current computer algebra
system like MATHEMATICA, MAPLE, SAGE and others, for instance:
ux1 ≡ u1 ≡ u[1,0], ux2 ≡ u2 ≡ u[0,1], ux1x2x1 ≡ u1,2,1 ≡ u[2,1].
To translate, we just count the number of times every index 1 6 i 6 p appears in the
sequence j1, . . . , jλ:
κi := Card
{
1 6 ν 6 λ : jν = i
}
,
and we admit the notational coincidences:
uxj1 ···xjλ ≡ uj1,...,jλ ≡ u[κ1,...,κp].
Sometimes even, when employing the second multi-index notation, we will drop the brack-
ets:
u[κ1,...,κp] ≡ uκ1,...,κp ,
especially when studying parabolic surfaces S2 ⊂ R3 later on. There will be no risk of
confusion.
3.2. Prolongations of diffeomorphisms to jet spaces. Without full proofs but with pre-
sentations of ideas, let us review the fundamental prolongation formulas which are anyway
rarely used in applications because of their complexity. For completeness of the exposi-
tion, it is nevertheless necessary to be a bit specific about that, since in some cases anyway,
symbolic computer softwares happen to be able to handle such formulas.
Consider a diffeomorphism φ : Rp+q −→ Rp+q between equidimensional spaces:
(x, u) 7−→ (X(x, u), U(x, u)) = (X,U),
the target space Rp+qX,U being equipped with similar coordinates X ∈ Rp and U ∈ Rq. In
later paragraphs, we will employ the notation (y, v) instead of (X,U) — clearer here as it
indicates parallels and formal analogies.
We must also introduce functional symbols for the first p components and the last q
components of such a diffeomorphism:
X i = ϕi(x, u), Uα = ψα(x, u) (16 i6 p, 16α6 q).
But at the end, we will come back to the more parallel notation:
X i = X i(x, u), Uα = Uα(x, u) (16 i6 p, 16α6 q).
The splitting Rpx × Rqu is motivated by the fact that we are interested in submanifolds{
u = f(x)
}
that are graphs of mapsRp 3 x 7−→ f(x) ∈ Rq. Similar graphs {U = F (X)}
exist in the target space RpX × RqU . We are mainly interested in how source graphs
{
u =
f(x)
}
are transformed into target graphs
{
U = F (X)
}
, provided our diffeomorphism:
(x, u) 7−→ (ϕ(x, u), ψ(x, u))
is not too far from the identity map, and especially, does not "rotate" too much tangent
directions to our graph
{
u = f(x)
}
.
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More precisely, we assume that on restriction to the graph
{
u = f(x)
}
, the first p coor-
dinates ϕ1, . . . , ϕp or the diffeomorphism when equated to p target independent horizontal
coordinates X1, . . . , Xp:
X = ϕ
(
x, f(x)
) ←→ Υ(X) = x,
can be solved by means of the implicit function theorem. Equivalently, we are assum-
ing that the Jacobian determinant of the map x 7−→ ϕ(x, f(x)) between equidimensional
Rp −→ Rp is nowhere vanishing:
0 6= det
(
∂
∂xi
[
ϕj
(
x, f(x)
)])16i6p columns
16j6p rows
= det
(
∂ϕj
∂xi
+
∑
16α6q
∂fα
∂xi
∂ϕj
∂uα
)16i6p
16j6p
,
so that the implicit function theorem really applies to the p equations Xj = ϕj
(
x, f(x)
)
to solve x = (x1, . . . , xp) in terms of X =
(
X1, . . . , Xp
)
by means of a certain map
Υ: Rp −→ Rp as written above:
xi = Υi
(
X1, . . . , Xp
)
(16 i6 p).
By definition, the map X 7−→ Υ(X) satisfies p identities:
Xj ≡ ϕj
(
Υ(X), f
(
Υ(X)
))
(16 j 6 q),
which can be differentiated with respect to all the X` for 1 6 ` 6 p:
δj` =
p∑
i=1
∂ϕj
∂xi
∂Υi
∂X`
+
q∑
α=1
∂ϕj
∂uα
p∑
i=1
∂fα
∂xi
∂Υi
∂X`
=
p∑
i=1
(
∂ϕj
∂xi
+
∑
16α6q
∂fα
∂xi
∂ϕj
∂uα︸ ︷︷ ︸
recognize Jacobian determinant
)
∂Υi
∂X`
,
and since the determinant is assumed nonzero, this linear system can be inverted in order
to determine the partial derivatives ∂Υ
i
∂X`
.
Before doing this, in order to rewrite this system in a more compact and conceptual
form, let us introduce the p total differentiation operators:
Dxi :=
∂
∂xi
+
q∑
α=1
uαi
∂
∂uα
+
∑
# J>1
q∑
α=1
uαJ,i
∂
∂uαJ
(16 i6 p).
These Dxi are here written as infinite formal operators, but anyway, they will always act in
a finite truncated way on every function encountered, for instance:
Dxi
(
ϕj
)
=
(
∂
∂xi
+
q∑
α=1
uαi
∂
∂uα
+ 0
)(
ϕj(x, u)
)
.
On restriction (pullback) to a graph
(
x, f(x)
)
, the independent jet variables uαi ←→
∂fα
∂xi
(x) become of course partial derivatives of the graphing functions fα(x1, . . . , xn), and
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therefore the above linear system rewrites compactly as:
δj` =
p∑
i=1
Dxi
(
ϕj
) ∂Υi
∂X`
(16 j, `6 p).
For instance, in the case where p = 1:
1 = Dx(ϕ) ΥX ,
we can solve:
ΥX =
1
Dx(ϕ)
,
while an unpleasant matrix inversion will be required as soon as p > 2.
Next, in the simplest case where p = 1 = q, the graph
(
x, f(x)
)
is transformed into the
target graph:
U = ψ
(
x, f(x)
)
= ψ
(
Υ(X), f
(
Υ(X)
))
=: F (X),
whose tangent directions are obtained by plain derivation:
FX =
(
ψx + fx ψu
)
ΥX
= Dx(ψ) ΥX
=
Dx(ψ)
Dx(ϕ)
.
Forgetting the functions f(x) and F (X) which represent graphs, and replacing their first-
order derivatives fx and FX by our independent jet variables ux and UX , we have finished
to present the basic
Theorem 3.3. [10, 22, 4, 29, 30, 24] When p = 1 = q, every diffeomorphism from R1x×R1u
to R1X × R1U :
φ : (x, u) 7−→ (X(x, u), U(x, u))
possesses a lift as a diffeomorphism
φ(1) : (x, u, ux) 7−→
(
X(x, u), U(x, u), UX(x, u, ux)
)
from the open subset GJ1x,u (graphed jets) of J
1
x,u defined by
0 6= Dx
(
X
)
= Xx + uxXu,
(1) (automatic) making commutative the diagram:
GJ1x,u
φ(1) //

J1X,U

R1+1x,u
φ // R1+1X,U ,
(2) preserving the contact ideal, i.e. dU − UX dX = (∗)
(
du− ux dx
)
, where (∗) is a
nowhere zero function,
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uniquely determined by the formula:
UX =
Dx(U)
Dx(X)
=
Ux + ux Uu
Xx + uxXu
.
For higher jet orders:
UXX =
1
Dx(X)
Dx
(
UX
)
, UXXX =
1
Dx(X)
Dx
(
UXX
)
, · · · · · · . 
We do not explain how iterations of the first-order jet formula UX =
Dx(U)
Dx(X)
provide
higher order jets formulas. Once the case p = q = 1 has been understood, the technicalities
concerning higher dimensional cases (involving many indices) become more accessible.
Indeed, coming back to the compact linear system for the partial derivatives of the Υi
left above, using the notation Xj(x, u) instead of ϕj(x, u), we see that this system can be
rewritten in matrix form as:
1 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · 1
 =

Υ1X1 Υ
2
X1 · · · ΥpX1
Υ1X2 Υ
2
X2 · · · ΥpX2
...
... . . .
...
Υ1Xp Υ
2
Xp · · · ΥpXp
·

Dx1(X
1) Dx1(X
2) · · · Dx1(Xp)
Dx2(X
1) Dx2(X
2) · · · Dx2(Xp)
...
... . . .
...
Dxp(X
1) Dxp(X
2) · · · Dxp(Xp)
 ,
which means that: Υ1X1 · · · ΥpX1... . . . ...
Υ1Xp · · · ΥpXp
 =
 Dx1(X1) · · · Dx1(Xp)... . . . ...
Dxp(X
1) · · · Dxp(Xp)
−1 .
We also remind that the nonvanishing of the Jacobian determinant of the map x 7−→
X
(
x, f(x)
)
can be re-expressed after a transposition as the invertibility of this matrix:
0 6= det
 Dx1(X1) · · · Dx1(Xp)... . . . ...
Dxp(X
1) · · · Dxp(Xp)
∣∣∣∣
u=f(x), u
xj
=f
xj
(x)
.
The geometric meaning of our assumption that graphs are transformed into graphs is
that the composition of three maps: lifting to the graph; performing the diffeomorphism;
projecting horizontally:
(x, f(x))
φ //
(
X(x, f(x)), U(x, f(x))
)

x
OO
X(x, f(x)),
is invertible.
Similarly as we did in the simple case p = 1 = q, we pass the graph
(
x, f(x)
)
to the
target space, and we re-express the result in terms of X:
Uα = ψα
(
x, f(x)
)
= ψα
(
Υ(X), f
(
Υ(X)
))
=: Fα(X) (16α6 q).
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Next, for fixed α, we differentiate these equations with respect to X1, . . . , Xp:
UαX1 =
p∑
i=1
∂ψα
∂xi
∂Υi
∂X1
+
p∑
i=1
q∑
β=1
∂ψα
∂uβ
∂fβ
∂xi
∂Υi
∂X1
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
UαXp =
p∑
i=1
∂ψα
∂xi
∂Υi
∂Xp
+
p∑
i=1
q∑
β=1
∂ψα
∂uβ
∂fβ
∂xi
∂Υi
∂Xp
,
that is to say after reorganization:
UαX1 =
p∑
i=1
∂Υi
∂X1
(
∂ψα
∂xi
+
q∑
β=1
∂fβ
∂xi
∂ψα
∂uβ
)
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
UαXp =
p∑
i=1
∂Υi
∂Xp
(
∂ψα
∂xi
+
q∑
β=1
∂fβ
∂xi
∂ψα
∂uβ
)
.
Coming back to the notation U(x, u) instead of ψ(x, u), and recognizing the actions of the
total differentiation operators, we get, still for any fixed 1 6 α 6 q: UαX1...
UαXp
 =
 Υ1X1 · · · ΥpX1... . . . ...
Υ1Xp · · · ΥpXp
  Dx1(Uα)...
Dxp(U
α)
 .
We can now state the fundamental general theorem, recalling how we denote coordi-
nates: (
xi, uα, uβ
xj
) ∈ J1x,u and (X i, Uα, UβXj) ∈ J1X,U ,
with trivial projections from the first jet spaces onto the ground manifolds:(
xi, uα, uβ
xj
)

(
Xk, Uγ, U δ
Xl
)

(xi, uα),
(
Xk, Uγ
)
.
Theorem 3.4. [22, 4, 29, 30, 24] For any p > 1 and any q > 1, every diffeomorphism:
φ : Rp+qx,u −→ Rp+qX,U
(xi, uα) 7−→ (Xk(xi, uα), Uγ(xi, uα)),
possesses a lift as a diffeomorphism
φ(1) : (xi, uα, uβ
xj
) 7−→ (Xk(xi, uα), Uγ(xi, uα), U δXl(xi, uα, uβxj))
from the open subset GJ1x,u of J
1
x,u defined by
0 6= det
 Dx1(X1) · · · Dx1(Xp)... . . . ...
Dxp(X
1) · · · Dxp(Xp)
 ,
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(1) (automatic) making commutative the diagram:
GJ1x,u
φ(1) //

J1X,U

Rp+qx,u φ
// Rp+qX,U ,
(2) preserving the contact ideal, i.e. dU1 − U1X1 dX1...
dU q − U qXp dXp
 =
 ∗ · · · ∗... . . . ...
∗ · · · ∗
 ·
 du1 − u1x1 dx1...
duq − uqxp dxp
 ,
where the transition matrix is everywhere invertible,
uniquely determined by the formula: UαX1...
UαXp
 =
 Dx1(X1) · · · Dx1(Xp)... . . . ...
Dxp(X
1) · · · Dxp(Xp)
−1  Dx1(Uα)...
Dxp(U
α)
 .
For higher jet orders, with J = j1, . . . , jλ, with 1 6 j1, . . . , jλ 6 p arbitrary, and with
1 6 α 6 q: UαXJX1...
UαXJXp
 =
 Dx1(X1) · · · Dx1(Xp)... . . . ...
Dxp(X
1) · · · Dxp(Xp)
−1  Dx1(UαXJ )...
Dxp(U
α
XJ )
 . 
Again, we do not provide explanations on how iterations of the first-order jet formula
written above conduct to the higher order jet formulas, leaving the details — which can be
found in [4] — as an exercise to the interested reader.
Introducing the modified total differentiation operators: Ex1...
Exp
 :=
 Dx1(X1) · · · Dx1(Xp)... . . . ...
Dxp(X
1) · · · Dxp(Xp)
−1  Dx1...
Dxp
 ,
the first prolongation of the diffeomorphism φ rewrites as:
UαXj = Exj
(
Uα
)
.
Theorem 3.5. For all 1 6 α 6 q and 1 6 j1, . . . , jλ 6 p:
UαXj1 ···Xjλ = Exj1
( · · · (Exjλ (Uα)) · · · ). 
3.6. Prolongations of vector fields to jet spaces. So we agree that every (local) diffeomor-
phism φ : (x, u) 7−→ (X(x, u), U(x, u)) has uniquely determined lifts φ(n) to the jet spaces
of any order n > 1, even if the explicit formulas for the components of φ(n) are very un-
wieldy, due to the inversion of the matrix Dxi
(
Xj
)
, and due to the well known exponential
symbolic swelling of formulas through iterated differentiations. Fortunately, as discovered
by Lie, linearization of φ(n) sheds new light, and simplifies the formulas.
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Indeed, every vector field on the base:
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
ϕα(x, u)
∂
∂uα
,
produces by integration a 1-parameter group of diffeomorphisms:
φt(x, u) := exp
(
tv
)
(x, u) (t∈R small),
satisfying by definition:
d
dt
∣∣∣∣
t=0
φt(x, u) = v
∣∣
(x,u)
.
Of course, each φt possesses lifts to domains of graphed jets of any order n > 1:
GJnx,u
φ
(n)
t //

JnX,U

Rp+qx,u φt
// Rp+qX,U ,
and it comes naturally to mind to differentiate such a lifted 1-parameter family φ(n)t of
diffeomorphisms, obtaining a uniquely determined vector field upstairs:
v(n) :=
d
dt
∣∣∣∣
t=0
φ
(n)
t
(
xi, uα, uβ
xJ
)
.
Without recalling the explanations which can be found in the literature, employing again
the p total differentiation operators:
Dxi =
∂
∂xi
+
q∑
α=1
uαi
∂
∂uα
+
∑
# J>1
q∑
α=1
uαJ,i
∂
∂uαJ
(16 i6 p),
we shall admit the following very useful theorem which enables to compute the coefficients
ϕαJ of these (infinitely) prolonged vector field:
v(∞) = v +
∑
#J>1
q∑
α=1
ϕαJ
(
xi, uβ, uγ
xK
) ∂
∂uαJ
.
Theorem 3.7. [22, 29, 30, 24] For any 1 6 α 6 q and every J = j1, . . . , jλ with 1 6 jν 6
p, one has:
ϕαJ = DxJ
(
ϕα −
∑
16i6p
ξi uαi
)
+
∑
16i6p
ξi uαJ,i. 
Here of course, we define:
DxJ := Dxj1 · · ·Dxjλ ,
where the order does not matter, since these total differentiation operators commute. It is
important to point out that, due to the obvious relation:
DxJ
(
uαi ) = u
α
J,i,
the last p terms ξi uαJ,i in the formula for ϕ
α
J which incorporate jets of order #J + 1 do in
fact disappear, hence all ϕαJ are functions of jet variables of order 6 #J , as they must be.
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The above "direct formulas" for the coefficients ϕαJ are quite convenient when working
on a computer. Sometimes, alternative formulas proceeding by recurrence happen to be
also useful:
ϕαJ,j = Dxj
(
ϕαJ
)− ∑
16i6p
Dxj(ξ
i)uαJ,i.
These recurrence formulas were closed and synthetized in [24, Chap. II] to produce explicit
formulas for all the ϕαJ by means of multiple Kronecker symbols.
4. The Moving Frame Method
We now present the moving frame method, developped by Olver and his collaborators
([13, 31, 32, 33, 35, 36]).
4.1. Source and target jet coordinates. We keep the previous notation for the coordinates
in the source space:
z = (x, u) =
(
x1, . . . , xp, u1, . . . , uq
)
,
but instead of (X,U), we will denote the coordinates in the target space by:
w = (y, v) =
(
y1, . . . , yp, v1, . . . , vq
)
.
For any jet order n > 0, jet coordinates will accordingly be denoted by:
z(n) =
(
xi, uα, uβ
xJ
)
,
w(n) =
(
yj, vγ, vδyK
)
,
with J = j1, . . . , jλ, with 1 6 λ 6 n, with 1 6 j1, . . . , jλ 6 p, and similarly, with
K = k1, . . . , kµ, with 1 6 µ 6 n, with 1 6 k1, . . . , kµ 6 p. Sometimes, we will abbreviate:
m := p+ q.
Later, we will need to renumber the coordinates by increasing length of derivatives:(
w
(n)
1 , . . . , w
(n)
N
)
=
(
yj, vγ, vδ1
yK1
, . . . , vδn
yKn
)
,
where the total number N is the dimension of the jet space Jnp,q:
N = Np,q(n) := p+ q
(
p+ n
n
)
,
where #K1 = 1, . . . , #Kn = n, and where we choose any ordering for the subcollection
of jet coordinates vδh
yKh
with 1 6 δh 6 q and #Kh = h.
The first p + q coordinates w(n)1 , . . . , w
(n)
p+q belong in fact to the zeroth jet order space,
hence should be written w(0)1 , . . . , w
(0)
p+q. By convention, for any jet order n′ > n, the trivial
projection Jn′p,q −→ Jnp,q allows to identify w(n
′)
k ≡ w(n)k as soon as w(n)k is a coordinate of
Jnp,q.
4.2. Prolongations of groups actions. Next, assume that a finite-dimensional local Lie
group G acts on Rp+qx,u , and denote its dimension by:
r := dimG (16 r <∞).
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Indeed, it is convenient (and theoretically wider) to assume thatG is a local Lie group, as
did Lie in [10, 22]. Therefore, the diffeomorphisms φ : Rp+qx,u −→ Rp+qy,v we are considering
are ‘parametrized’ by group elements g ∈ G in some neighborhood of the identity element:
e ∈ G,
and local Lie group axioms about composition and inversion hold. As we will not require
background reminder about foundational concepts of Lie theory, the interested reader will
be referred to [22, pp. 29–32].
We will not employ functional symbols φ = (ϕ, ψ) like in Section 3, but instead, we
will denote diffeomorphisms ‘parametrized’ by group elements g ∈ G as Lie did:
y = y(g, x, u), v = v(g, x, u).
Sometimes, we will also use the more compact notationw = g ·z instead ofw = w(g, x, u).
Definition 4.3. The action of G on Rp+qx,u is said to be free if the isotropy subgroup of every
z = (x, u) reduces to the identity:
{e} = {g ∈ G : g · z = z} =: Gz (∀ z ∈Rm).
In general, the action of G on Rp+qx,u is not free, just because as soon as r > m + 1,
isotropy subgroups Gz are of dimension > r − m > 1. As soon as the maps g 7−→
w(g, x, u) are not of full rank r, freeness is lost.
A good substitute is to assume that the ranks of the maps g 7−→ w(g, x, u) are con-
stant. In this case, after perhaps passing to smaller open subsets, the G-orbits of the local
Lie group G are of constant dimension, and their union foliates some open set in Rp+qx,u .
In the analytic category, group actions are generically of local constant rank, in appropri-
ate subdomains which have an invariant meaning, hence rank constancy is essentially no
assumption in Lie theory. This principle of thought is explained in Chapter 1 of [22].
All these observations remain valid in jet spaces of any order n > 0, because thanks to
Theorem 3.4, every group-diffeomorphism z 7−→ g · z (close the identity mapping) lifts
upstairs as a jet diffeomorphism:
Jnz
g· //

Jnw

Rmz g· // R
m
w ,
z(n)
g· //

w(n)
(
g, z(n)
)

z
g·
// w(g, z),
vertical arrows being (trivial) projections, as before. The advantage of prolongating is that
the ambient dimension increases polynomially with n:
dim Jnp,q = p+ q
(
p+ n
n
)
,
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and hence, granted that prolongation commutes with projections from higher order n′ >
n > 0 jet spaces:
Jn
′
z
g· //

Jn
′
w

Jnz
g· //

Jnw

Rmz g· // R
m
w ,
it is clear that the (generic) ranks of the maps g 7−→ w(n)(g, z(n)) are increasing with n. Of
course, the ranks of these maps g 7−→ w(n)(g, z(n)) are considered for g ∼ e close to the
identity element, and for z(n) in J (n)p,q , or in some appropriate open subsets of J
(n)
p,q — more
will be said soon about that.
We shall use the abbreviation:
N := Np,q(n) := p+ q
(
p+n
n
)
.
For most of the existing local Lie group actions (and for all the ones studied in the present
article), there always exists a minimal finite jet order:
0 6 nG < ∞,
such that:
rank
(
g 7−→ w(nG)(g, z(nG))) = r = dimG,
and hence the action of the local Lie groupG is free. A necessary — and often sufficient —
condition is that:
p+ q
(
p+nG
nG
)
= Np,q
(
nG
)
> r.
Example 4.4. Let the affine group A2(R) on the plane R2x,u have general transformations
y = ax+bu+c and v = kx+ lu+m with 0 6= |a bk l |. With the modified total differentiation
operator:
Ex :=
1
a + bux
[
∂
∂x
+ ux
∂
∂u
+
∞∑
i=1
uxi+1
∂
∂uxi
]
,
an application of Theorem 3.5 yields the second prolongation on graphed curves
{
u =
u(x)
}
of such affine transformations:
vyy = Ex
(
Ex(v)
)
=
al− bk
(a + bux)3
uxx.
We readily see that the condition uxx 6= 0 is affinely invariant, hence the second order
jet space stratifies A2(R)-invariantly as:
J2x,u =
{
uxx = 0
} ∪ {uxx 6= 0}.
Of course, the flatness condition uxx(x) ≡ 0 which means that the graph u(x) = λx+µ
being a straight line is affinely invariant!
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4.5. Foliated G-actions and differential invariants. For general actions of finite-
dimensional Lie groups on graphs in Rp+qx,u , a case-by-case study is required to determine
the stratification of jet spaces Jnx,u in appropriate invariant pieces wherein the lifted action
of G has constant rank properties.
In later sections, we will conduct a precise stratification study for parabolic surfaces
S2 ⊂ R3.
Definition 4.6. A lifted action of a local Lie group G to a jet space Jnp,q is called foliated at
a point z(n)0 ∈ Jnp,q when all G-orbits have constant dimension equal to a certain integer s
with 0 6 s 6 r = dimG in a neighborhood of z(n)0 , with maps g 7−→ w(n)
(
g, z(n)
)
having
constant rank s for all z(n) near z(n)0 and all g near e ∈ G.
Under this assumption, the rank theorem guarantees that the collection of G-orbits in-
deed constitutes a local foliation by s-dimensional manifolds in a neighborhood of z(n)0 .
Most of the time, for any action of a local Lie group G on graphs {u = u(x)} in
Rp+qx,u , the induced action of G on some jet space Jnx,u (even of low order) becomes almost
everywhere foliated, although not necessarily free.
0
RN−s
Rs
Tn
z(n)
straightening
z
(n)
0
Assuming the action of G is foliated at some z(n)0 ∈ Jnp,q, let us choose a transversal T n
to the G-orbits at z(n)0 , namely a local submanifold:
z
(n)
0 ∈ T n ⊂ Jnp,q
of dimension complementary to the dimension of G-orbits:
dimT n = Np,q(n)− s,
which is also transversal to the G-orbit G · z(n)0 in the sense of transversality theory:
T
z
(n)
0
T n ⊕ T
z
(n)
0
G · z(n)0 = Tz(n)0 J
n
p,q.
After a local straightening diffeomorphism, we can make G-orbits horizontal, directed
by Rs × {0}, and the transversal T n vertical as well, directed by {0} × RN−s. This means
that we can get N − s functions:
I1
(
z(n)
)
, . . . . . . , IN−s
(
z(n)
)
,
vanishing at z(n)0 , such that the union of G-orbits near z
(n)
0 is represented as:⋃
c1,...,cN−s
{
I1 = c1, . . . , IN−s = cN−s
}
,
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with arbitrary constants c1, . . . , cN−s all close to 0. In general, producing such functions
I1, . . . , IN−s requires an application of the implicit function theorem. Hence explicitness
can be lost.
Certainly, such G-invariants I1, . . . , IN−s are functionally independent in the sense that:
R
(
I1(z(n)), . . . , IN−s(z(n))
) ≡ 0 =⇒ R = 0,
because this property is trivially true after straightening, and is invariant under diffeomor-
phisms. Equivalently, the differentials of these invariants are linearly independent:
0 6= dI1
(
z(n)
) ∧ · · · ∧ dIN−s(z(n)) (∀ z(n) near z(n)0 ).
Definition 4.7. A (local) differential invariant I : Jnp,q −→ R is a function defined in a
neighborhood of some z(n)0 ∈ Jnp,q which is constant on (local) G-orbits:
I
(
g · z(n)) = I(z(n)) (∀ g ∈G).
Of course, G is a local Lie group as before. In true applications, as we will soon e.g.
in the context of parabolic surfaces S2 ⊂ R3, the behavior of differential invariants, their
number, their syzygies, will be constant in certain Zariski open subsets of the jet spaces
Jnp,q, for every n > 0, and it is a part of an adequate mathematical work to determine
appropriate invariant stratifications of these Jnp,q.
Theorem 4.8. [10, 29, 30, 22] Given an action on Rpx×Rqu of a local Lie group G, for any
jet order n > 0, given the induced action of G on the space Jnp,q of jets of maps x 7−→ u(x),
with N = Np,q(n) = dim Jnp,q, at any point z
(n)
0 ∈ Jnp,q at which the induced G-action
is foliated of rank s, with 0 6 s 6 r being the dimension of leaves, there are exactly
Np,q(n) − s functionally independent differential invariants I1, . . . , IN−s defined near z(n)0
so that any other differential invariant I is a certain, uniquely defined, function of these:
I = F
(
I1, . . . , IN−s
)
. 
4.9. Free actions and moving frames. Assume now that n > 0 is large enough so that
the induced action of G on Jnp,q is locally free near some z
(n)
0 ∈ J (n)p,q , and also foliated.
As before, denote by nG the minimal such n. Presently, we will work only with jet orders
n > nG.
Thus, all G-orbits on Jnp,q have maximal possible dimension r = dimG. Thanks to the
preceding Theorem 4.8, we know that there are exactly Np,q(n)−r functionally independent
differential invariants.
We now take n := nG minimal possible, so the number of independent differential
invariants is Np,q(nG)− r.
26 Zhangchi CHEN, Joël MERKER
z(n)
ρ(z(n)) ∈ G
Tn
z
(n)
0
ρ(z(n)) · z(n)
The geometrically evident fact that every local G-orbit intersects the transversal T nG ⊂
JnGp,q in a single point explains the:
Lemma 4.10. For every z(nG) near z(nG)0 , there exists a unique group element g ∈ G near e
such that:
g · z(nG) ∈ T nG . 
As in [13], we will denote this unique group element by ρ
(
z(nG)
)
, so that:
ρ
(
z(nG)
) · z(nG) ∈ T nG .
We can be more specific about how the map ρ : JnGp,q 7−→ G can be handled in concrete
situations. Remind from Subsection 4.1 our notation for coordinates on JnGp,q:(
w
(nG)
1 , . . . , w
(nG)
Np,q(nG)
)
=
(
yj, vγ, vδ1
yK1
, . . . , v
δnG
yKnG
)
.
A transversal to theG-orbits is usually constructed after a detailed study of specific features
of the group action.
w
(n1)
ν1
z
(n)
0
Tn
w(n)
(
g, z(n)
)
w
(n)
ν Tntarget
w
(nr)
νr
c1
cr
Generally, a number r = dimG of integers:
1 6 ν1 < · · · < νh < · · · < νr 6 N,
are then ‘selected’ in some ‘natural’ way, and constants c1, . . . , cr ∈ R — often equal to 0
or 1 — are also ‘chosen’ so that, viewed in the target jet space as on the right hand side of
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the figure above, the transversal has defining equations of the shape:
w(n1)ν1 = c1, . . . . . . , w
(nh)
νh
= ch, . . . . . . , w
(nr)
νr = cr,
where for 1 6 h 6 r, the integer (nh) is the minimal jet space order to which the jet
coordinate w(nG)νh = w
(nh)
νh belongs, and where we have nr = nG, by definition of nG.
Viewed in the source space as on the left of the figure above, the equations of the
transversal T nG ⊂ JnGp,q then read by understanding that the w(nh)h are coordinates of the
prolongation of the G-action:
w(n1)ν1
(
g, z(n1)
)
= c1, . . . . . . . . . , w
(nr)
νr
(
g, z(nr)
)
= cr,
and the assumption that T nG is a transversal is equivalent to the fact that all the group
parameters g = (g1, . . . , gr) can be solved from these r equations by means of the implicit
function theorem:
g = ρ
(
z(n1), . . . , z(nG)
) ≡ ρ(z(nG)).
For every n > nG, a transversal T n ⊂ Jnp,q can be chosen to have exactly the same
equations as a transversal T nG ⊂ JnGp,q in the minimal order nG jet space as written above.
For later applications, e.g. to parabolic surfaces S2 ⊂ R3, we want to keep memory that
the map:
z(n) 7−→ ρ(z(n)) = ρ(z(nG))
only depends on jets of this minimal possible order nG. We can now formulate a definition
valid for any n > nG.
Jnx,u
ρ

g·
//

Jny,v ρ
""

G G
·g−1
oo
Rp+qx,u
g· // Rp+qy,v
Definition 4.11. [12, 13] A (local) right moving frame for the action on Rp+qx,u of a local Lie
group G lifted to an nth jet space Jnp,q is a map:
ρ : Jnp,q −→ G,
defined near some jet z(n)0 ∈ Jnp,q which satisfies the right equivariancy rule:
ρ
(
g · z(n)) = ρ(z(n)) · g−1,
for all g ∈ G near e and all z(n) near z(n)0 .
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z(n)
ρ

g·
// g · z(n) ρ
%%
ρ
(
g · z(n))
ρ(z(n)) · g−1 ρ(z(n))
·g−1
oo
Lemma 4.12. [13, Sec. 4] For any choice of a transveral T nG ⊂ JnGp,q as above, and for any
n > nG, the map constructed above by means of the implicit function theorem:
ρ
(
z(n)
)
= ρ
(
z(nG)
)
automatically satisfies the right equivariancy rule. 
The proof, short, will be skipped here, as well as the proof of the next elementary
Theorem 4.13. [13, Sec. 4] If the action of G lifted to Jnp,q is foliated at a point z
(n)
0 , the
following three conditions are equivalent:
(i) a moving frame exists in a neighborhood of z(n)0 ;
(ii) G acts locally freely near z(n)0 ;
(iii) G-orbits have maximal dimension r = dimG near z(n)0 . 
When studying parabolic surfaces S2 ⊂ R3, with G = SA3(R) = SL3(R) n R3 having
dimension 11, we will see that in some appropriately ‘truncated’ 4th jet space having also
dimension 11, the G-orbits have constant dimension 10 = 11 − 1, whence Theorem 4.8
guarantees that there exists one differential invariant of order 4, which we will call W. But
then because the rank of the G-action degenerates by 1 = 11 − 10 dimension, the above
Theorem 4.13 does not apply.
Question 4.14. Is there an appropriate substitute to a moving frame when G-orbits have
constant dimension 0 6 s 6 r − 1 smaller than dimG?
One can think of the isotropy subgroup G
z
(n)
0
⊂ G of a reference point z(n)0 , but then, in
general, this subgroup H := G
z
(n)
0
is not distinguished in G, only left cosets G
/
H or right
cosets H
∖
G can be dealt with.
In presence of a moving frame, Theorem 4.8 becomes the
Theorem 4.15. [13, Sec. 4] If ρ : Jnp,q −→ G is a right moving frame, with n > nG, then in
coordinates, all components of the map:
z(n) 7−→ ρ(z(nG)) · z(n)
constitute a complete generating set of differential invariants of order at most n. 
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Concretely, after having solved the group parameters g = (g1, . . . , gr) from the r equa-
tions wνh = ch, 1 6 h 6 r, of some transversal T nG ⊂ JnGp,q, one replaces these solutions
g = ρ
(
z(nG)
)
in all the other coordinate formulas wν
(
g, z(n)
)
for the prolonged G-action,
and one obtains a generating set of Np,q(n)− r differential invariants of order at most n:
Iν := wν
(
ρ(znG ), z(n)
)
(16 ν 6 Np,q(n), ν 6= ν1,...,νr),
When n > 1 + nG, this means that all indices:
Np,q(nG) + 1 6 ν 6 Np,q(n)
are concerned by such a replacement.
By definition of how the implicit function theorem applies to the equations wνh = ch, if
one replaces g = ρ
(
z(nG)
)
in the coordinates wν1 , . . . , wνr which were used to construct the
moving frame, one gets trivial constants:
wν1
(
ρ(z(nG)), z(n1)
) ≡ c1, . . . . . . . . . , wνr(ρ(z(nG)), z(nr)) ≡ cr.
Terminology 4.16. [13] These r differential quantities wνh
(
ρ(z(nG)), z(nh)
) ≡ ch are called
phantom differential invariants.
These ghost objects will be very useful later.
5. What it Really Means to Be a Differential Invariant
As before, let G be a local Lie group acting on graphs
{
u = u(x)
}
in Rpx×Rqu, of finite
dimension 1 6 r = dimG <∞. The action of an element g ∈ G lifts to all jet spaces Jnx,u
of any order n > 0, as in the following diagrams:
Jnx,u
g· //

Jny,v

Rp+qx,u g· // R
p+q
y,v ,
z(n)
g· //

w(n)
(
g, z(n)
)

z
g·
// w(g, z).
By definition, a differential invariant of order n is a function I : Jnx,u −→ R satisfying:
I
(
g · z(n)) = I(z(n)) (∀ g ∈G),
a property that can be diagrammatized as follows:
R
Jnx,u
g· //

I ++
Jny,v

I
77
Rp+qx,u g· // R
p+q
y,v ,
I
(
z(n)
)
I
(
g · z(n))
z(n)
g·
//
I
00
g · z(n).
I
66
Viewed as such, a differential invariant is a function defined on the jet space Jnx,u
equipped with independent jet coordinates:
z(n) =
(
xj, uα, uβ
xJ
)
,
but it has another more interesting meaning.
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Indeed, remember that we are considering graphs
{
u = u(x)
}
in the source space
and their transforms, which are graphs
{
v = v(y)
}
in the target space. So pulled back
to any graph {u = u(x)}, a differential invariant becomes a function of the coordinates
x = (x1, . . . , xp) on the graph:
x 7−→ I(x, uα(x), uβ
xJ
(x)
)
.
Hence a differential invariant takes various values at various points of a graphed manifold
{u = u(x)}.
Question 5.1. Then what does it really mean, for I
(
xj, uα, uβ
xJ
)
, to be a differential invari-
ant?
Of course, in the target space Rp+qy,v , the same function I of the target arguments must be
considered:
I
(
yk, vγ, vδyK
)
.
But what is the relation with I
(
xj, uα, uβ
xJ
)
?
Recall that any diffeomorphism φ : (x, u) 7−→ (ϕ(x, u), ψ(x, u)) not far from the iden-
tity induces a horizontal diffeomorphism between the graphing horizontal spaces Rpx and
Rpy, simply through three maps: lifting to the graph; performing the diffeomorphism; pro-
jecting horizontally:
(x, u(x))
φ //
(
ϕ(x, u(x)), ψ(x, u(x))
)

x
OO
ϕ(x, u(x)).
We therefore assume that we have a (local) diffeomorphism Rpx 7−→ Rpy:
x −−−−−−−−−→ ϕ(x, u(x)).
y(g, x)
(
y(g, x), v
(
g, y(g, x)
))
x
Jnx,u
g·
g·(
x, u(x)
)
RpyRpx
(
x, uα(x), uβ
xJ
(x)
) (
y(g, x), vγ
(
g, y(g, x)
)
, vδyK
(
g, y(g, x)
))
Jny,v
In our case of the action of a local Lie group G, we have a family of diffeomorphisms
parametrized by g ∈ G, that we can denote as:
(x, u) 7−→ (ϕ(g, x, u), ψ(g, x, u)).
On restriction to a graph
{
u = u(x)
}
, this becomes:(
x, u(x)
) 7−→ (ϕ(g, x, u(x)), ψ(g, x, u(x))).
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Furthermore, as we did in Section 3, we must express how a graph {u = u(x)} is transferred
to the target space.
At first, let us abbreviate the family of horizontal diffeomorphisms as:
x 7−→ ϕ(g, x, u(x)) =: y(g, x) =: y.
Also, let us denote the family of inverse diffeomorphisms as:
x := x(g, y) ←− y,
by means of certain maps x(g, ·) coming from an application of the implicit function theo-
rem. Then the source graph {u = u(x)} becomes a family of graphs over the Rpy space:
v = ψ
(
g, x(g, y), u
(
x(g, y)
))
=: v(g, y).
In summary, the action of a local Lie group G on Rp+q provides a family of diffeomor-
phisms φg(·) =
(
ϕ(g, ·), ψ(g, ·)) together with:
• a G-parametrized family of horizontal diffeomorphisms x 7−→ y(g, x) from Rpx to Rpy;
• a G-parametrized family of graphs {v = v(g, y)} in the target space;
which are both associated to any given graph {u = u(x)} in the source space.
Hence as in the figure above, for any g ∈ G, when x ∈ Rp varies, points (x, u(x))
in a source graph are sent to points
(
y(g, x), v
(
g, y(g, x)
))
in a target graph so that the
pointwise one-to-one correspondence between these two graphs reads:(
x, u(x)
) ←→ (y(g, x), v(g, y(g, x))).
We can now express what it really means to be a differential invariant.
Theorem 5.2. A differential invariant I = I
(
xj, uα, uβ
xJ
)
takes identical values at points
which correspond one to another through the action of any group element g ∈ G:
I
(
x, uα(x), uβ
xJ
(x)
) ≡ I(y(g, x), vγ(g, y(g, x)), vδyK(g, y(g, x))) (∀x∈Rp). 
6. Solving Cross-Section Equations for Curves C1 ⊂ R2 Under SA2(R)
We illustrate this cross-section approach ([13, 33, 36]) in the case of curves C1 ⊂ R2
under the action of the equiaffine group SA2(R), consisting of area-preserving affine trans-
formations R1+1x,u −→ R1+1y,v :
y = ax+ bu+ c,
v = kx+ lu+ m,
1 =
∣∣∣∣ a bk l
∣∣∣∣ .
According to the preceding sections, any (local) invertible diffeomorphism:
φ : R2x,u −→ R2y,v
with det Jacφ 6= 0 which is not far from the identity transforms, through an application
of the implicit function theorem, sends every graphed curve
{
u = F (x)
}
into a similar
graphed curve
{
y = G(v)
}
. Then tangents are transferred from one curve to the other,
32 Zhangchi CHEN, Joël MERKER
and higher order jets as well. This means that the diffeomorphism φ lifts as an invertible
transformation between corresponding nth jet spaces:
Jnx,u
φ(n) //

Jny,v

R2x,u g // R
2
y,v,
with successive:
φ(1) :
(
x, u, u1
) 7−→ (y(x, u), v(x, u), v1(x, u, u1)),
φ(2) :
(
x, u, u1, u2
) 7−→ (y(x, u), v(x, u), v1(x, u, u1), v2(x, u, u1, u2)),
whose first two components are of course those of φ, with certain uniquely determined
functions v1
(
x, u, u1
)
, v2
(
x, u, u1, u2
)
, etc., which use the total differentiation operator:
Dx =
∂
∂x
+ u1
∂
∂u
+
∞∑
i=1
ui+1
∂
∂ui
,
namely:
v1 =
Dx(v)
Dx(y)
, v2 =
Dx(v1)
Dx(y)
, v3 =
Dx(v2)
Dx(y)
, · · · · · · .
However, the expanded formulas are known to rapidly become unwieldy, especially in
higher dimensions. At least here with just one independent variable x, we have up to jet
order 2 ([21, 24]):
v1 =
vx + u1vu
yx + u1yu
,
v2 =
1
(yx + u1yu)3
{
u2
∣∣∣∣ yx yuvx vu
∣∣∣∣+ ∣∣∣∣ yx yxxvx vxx
∣∣∣∣+ u1 [2 ∣∣∣∣ yx yxuvx vxu
∣∣∣∣− ∣∣∣∣ yxx yuvxx vu
∣∣∣∣ ]
+ u21
[ ∣∣∣∣ yx yuuvx vuu
∣∣∣∣− 2 ∣∣∣∣ yxu yuvxu vu
∣∣∣∣ ]− u31 ∣∣∣∣ yuu yuvuu vu
∣∣∣∣ }.
When the diffeomorphism is a special affine transformation:
y = ax+ bu+ c, v = kx+ 1+bk
a
u+ m,
a computer yields compact formulas:
v1 =
ak + (1 + bk)u1
a (a + bu1)
,
v2 =
u2
(a + bu1)3
,
v3 =
−3bu22 + au3 + bu1u3
(a + bu1)5
,
v4 =
−10b2 u1u2u3 − 10abu2u3 + 15b2 u32 + 2abu1u4 + b2 u21u4 + a2 u4
(a + bu1)7
.
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The natural cross-section (cf. Section 13):{
y = 0, v = 0, v1 = 0, v2 = 1, v3 = 0
}
,
enables one to solve the 5 group parameters a, b, c, k, m as:
a =
3u22 − u1u3
3u
5/3
2
,
b =
u3
3u
5/3
2
,
c =
−3xu22 + xu1u3 − uu3
3u
5/3
2
,
k = − u1
u
1/3
2
,
m =
−u+ xu1
u
1/3
2
,
which provides the moving frame map ρ : Jnx,u −→ SA2(R) for any n > 3, and then,
replacing in the formula for v4, we obtain what we will call the parabolas invariant:
P := 1
3
−5u23 + 3u2u4
u
8/3
2
,
and which is also known as the equiaffine curvature.
7. Equiaffine Group SA3(R) and its Action on Graphed Surfaces S2 ⊂ R3
Let a source space R3 be equipped with coordinates (x, y, u), and let a target space R3
be equipped with coordinates (s, t, v). We are interested in how local analytic graphed
surfaces
{
u = F (x, y)
}
are mapped to local analytic graphed surfaces
{
v = G(s, t)
}
through simple transformations R3x,y,u −→ R3s,t,v.
7.1. Affine and special affine transformations. The affine group:
A3(R) := GL3(R)nR3
consists of invertible linear transformations in GL3(R), coupled with translations:
s = ax+ b y + cu+ d,
t = kx+ l y + mu+ n,
v = px+ q y + r u+ s,
0 6=
∣∣∣∣∣∣
a b c
k l m
p q r
∣∣∣∣∣∣ =: δ.
When the determinant δ = 1, so that the volume (and the orientation) of geometric objects
remains unchanged, the transformation is called special affine, or equiaffine:
SA3(R) := SL3(R)nR3.
Both groups A3(R) and SA3(R) act on surfaces S2 ⊂ R3 graphed as
{
u = F (x, y)
}
.
We write R{x, y} to denote the ring of convergent power series defined in some neigh-
borhood of the origin (0, 0) ∈ R2. Each element F (x, y) ∈ R{x, y} admits a power series
expansion:
F (x, y) = F0,0 + F1,0
x1
1!
+ F0,1
y1
1!
+ F2,0
x2
2!
+ F1,1
x1y1
1! 1!
+ F0,2
y2
2!
+ · · · ,
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namely:
F (x, y) =
∞∑
k=0
∞∑
l=0
Fk,l
xk
k!
yl
l!
(Fk,l ∈R).
The two monomials x and y generate the maximal ideal 〈x, y〉 ⊂ R{x, y} formed of power
series with F (0, 0) = 0. For any order O > 0, the quotient:
R{x, y}/〈x, y〉O+1,
is a freeR-module of rank
(
O+2
2
)
, plainly generated by all the monomials xjyk with j+k 6
O.
In this article, we will focus on local analytic graphing functions F (x, y) ∈ R{x, y} of
this sort, and on similar functions G(s, t) ∈ R{s, t}, possibly with F (0, 0) 6= 0 6= G(0, 0).
Definition 7.2. Two local graphed surfaces
{
u = F (x, y)
}
and
{
v = G(s, t)
}
are (special)
affinely equivalent if there exists a (special) affine transformation which sends the one to
the other — a concrete criterion follows in a second.
We will always consider transformations in A3(R) or in SA3(R) which are not far from
the identity, so that graphs are transformed into graphs. Thus, if we let act a (special) affine
transformation (x, y, u) 7−→ (s, t, v) as above, any point (x, y, F (x, y)) is sent to the point(
s, t, G(s, t)
)
and we must have:
px+ q y + r u+ s = G
(
ax+ b y + cu+ d, kx+ l y + mu+ n
)∣∣∣
u=F (x,y)
.
Equivalently, the following fundamental equation:
px+ q y + rF (x, y) + s = G
(
ax+ b y + cF (x, y) + d, kx+ l y + mF (x, y) + n
)
,
(7.3)
must hold identically in the domain of convergence of F (x, y).
Question 7.4. How to determine equivalence classes of surfaces S2 ⊂ R3 modulo A3(R)
or SA3(R)?
As already presented in a general context, we will see that there exist rational com-
binations of derivatives of the graphing function F which are invariant under A3(R), or
SA3(R), called differential invariants. We will realize that if
{
u = F (x, y)
}
is equivalent
to
{
v = G(s, t)
}
, differential invariants are ‘the same’, namely correspond to each other
as explained in Section 5. We will also see that differential invariants determine equivalent
classes of (local) surfaces. All this will be clearer later.
7.5. Three types of substitutions. For now, in order to avoid confusion, it is important
to differentiate three types of use of the action of a transformation group like A3(R) or
SA3(R).
(S1) Equivalence: Have in hands an explicit (special) affine equivalence between two given
surfaces
{
u = F (x, y)
}
and
{
v = G(s, t)
}
, as above — a situation which rarely occurs a
priori.
(S2) Transformation: Start from a given surface
{
u = F (x, y)
}
, apply a (special) affine
transformation, and ask what is the equation of the new surface
{
v = G(s, t)
}
— the
answer relying on an application of the implicit function theorem.
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(S3) Normalization: Start from a given surface
{
u = F (x, y)
}
and ask whether there ex-
ist appropriate special affine transformations with put the target graphed surface
{
v =
G(s, t)
}
into a ‘simpler’, ‘normalized’, form — the core of the problem, which, after be-
ing solved, will enable to know whether two given surfaces are equivalent like in (S1).
In both situations (S2) and (S3), experience tells us that it is more appropriate to consider
the inverse transformation (x, y, u) ←− (s, t, v). We choose to define such an inverse
(special) affine transformation using the same letters for group parameters:
x = a s+ b t+ c v + d,
y = k s+ l t+ m v + n,
u = p s+ q t+ r v + s,
0 6=
∣∣∣∣∣∣
a b c
k l m
p q r
∣∣∣∣∣∣ =: δ.
For instance, if F (x, y) is given, we can answer (S2) by plugging (x, y, u) in terms of
(s, t, v) inside 0 = −u+ F (x, y), which gives:
0 = − p s− q t− r v − s + F(a s+ b t+ c v + d, k s+ l t+ m v + n),
and then the graphing function G(s, t) of the transformed surface is obtained by solving
this equation for v, using the implicit function theorem, provided the partial derivative with
respect to v is nonvanishing:
0 6= − r + cFx + mFy,
a condition which holds automatically when the transformation is close to the identity, since
r ≈ 1, while c ≈ 0 ≈ m.
Later, we will mainly work in order to perform normalizing substitutions of the sort
(S3), first in our treatment of curves done in Sections 13, 16, and then more intensively
when studdying parabolic surfaces S2 ⊂ R3, in Sections 17, 18, 19, 20.
8. Affine Invariancy of the Ranks of Hessian Matrices
For now, we come back to the simple situation (S1) in which an equivalence is given,
not sought for. Differentiating the fundamental equation (7.3) with respect to x and to y,
we get:
p + rFx =
(
a + cFx
)
Gs +
(
k + mFx
)
Gt,
q + rFy =
(
b + cFy
)
Gs +
(
l + mFy
)
Gt.
(8.1)
Therefore, for those transformations of SA3(R) satisfying:
0 6= Λ :=
∣∣∣∣ a + cFx k + mFxb + cFy l + mFy
∣∣∣∣ ,(8.2)
a condition which certainly holds for transformations close to the identity, we can solve Gs
and Gt in terms of Fx, Fy:
Gs :=
1
Λ
∣∣∣∣ p + rFx k + mFxq + rFy l + mFy
∣∣∣∣ Gt = ∣∣∣∣ a + cFx p + rFxb + cFy q + rFy
∣∣∣∣ .
Beyond, by keeping differentiating the fundamental equation (7.3), we claim that
we can iteratively solve every partial derivative Gsltm in terms of the partial derivatives{
Fxjyk
}
j+k6l+m.
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Lemma 8.3. For every order O > 0, the affine group A3(R) and the special affine SA3(R)
groups act on Taylor coefficients with l +m 6 O:
Gl,m = formula
(
a, b, c, d,
k, l, m, n,
p, q, r, s,
{
Fj,k
}
j+k6l+m
)
. 
Such (complicated) formulas express the induced action of A3(R) or of SA3(R) on the
spaces of Taylor coefficients:
R(
O+2
2 ) ∼= R{x, y}/〈x, y〉O+1.
In the context of jet spaces, Section 3 already showed how to obtain such formulas,
provided one restricts considerations to the fiber over the origin (0, 0) of the jet space JOx,y.
Indeed, remember we introduced the modified total differentiation operators that we can
now write after pull-back to the graph {u = F (x, y)} as:(
Ex
Ey
)
=
( l+mFy
Λ
−k−mFx
Λ−b−cFy
Λ
a+cFx
Λ
) (
Dx
Dy
)
,
where Dx, Dy are total differentiation operators, and then, similarly as in Theorem 3.5 —
but only over the origin (0, 0), not over every point (x, y) —, we have:
Gs = Ex
(
px+ q y + rF (x, y) + s
)
,
Gt = Ey
(
px+ q y + rF (x, y) + s
)
.
and beyond:
Gss = Ex
(
Gs
)
, Gst = Ex
(
Gt
)
= Ey
(
Gs
)
= Gts, Gtt = Ey
(
Gt
)
.
In length, the second-order formulas for Taylor coefficients obtained by differentiat-
ing (8.1) once more with respect to x and y read:
rFxx = cFxxGs + mFxxGt +
(
a + cFx
)2
Gss + 2
(
a + cFx
) (
k + mFx
)
Gst +
(
k + mFx
)2
Gtt,
rFxy = cFxy Gs + mFxy Gt
+
(
a + cFx
) (
b + cFy
)
Gss +
[(
a + cFx
) (
l + mFy
)
+
(
b + cFy
) (
k + mFx
)]
Gst
+
(
k + mFx
) (
l + mFy
)
Gtt,
rFyy = cFyy Gs + mFyy Gt +
(
b + cFy
)2
Gss + 2
(
b + cFy
) (
l + mFy
)
Gst +
(
l + mFy
)2
Gtt.
As is known, the Hessian matrix of a graphed surface
{
u = F (x, y)
}
is:
HessianF =
(
Fxx Fxy
Fyx Fyy
)
.
We will denote its determinant by:
HF = det HessianF = Fxx Fyy − F 2xy.
When all entries of the Hessian matrix are identically 0 ≡ Fxx ≡ Fxy ≡ Fyy, the Taylor
series of F reduces to its first order terms F0,0 + F1,0 x+ F0,1 y, and it is easy to verify the
Proposition 8.4. For a graphed surface
{
u = F (x, y)
}
, the following two properties are
equivalent:
(i) there is a special affine transformation (x, y, u) 7−→ (s, t, v) sending it to a plane
{v = 0};
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(ii) the Hessian matrix Hessian(F ) ≡ (0 00 0) is identically zero. 
The preceding section showed formulas giving Fx, Fy, Fxx, Fxy, Fyy in terms of Gs, Gt,
Gss, Gst, Gtt. Then a direct check — using a computer! — yields a formula ([26, 5.2]) for
the transfer of Hessians determinants:
HG = nonzero ·HF ,
valid for any (not necessarily special) affine transformation with nonzero quantities:
0 6= δ =
∣∣∣∣∣∣
a b c
k l m
p q r
∣∣∣∣∣∣ and Λ =
∣∣∣∣ a + cFx k + mFxb + cFy l + mFy
∣∣∣∣ 6= 0.
Theorem 8.5. One has:
GssGtt −G2st =
δ2
Λ4
(
Fxx Fyy − F 2xy
)
. 
Consequently, the vanishing or the nonvanishing of the Hessian determinant is an
affinely invariant property. In fact, this is a consequence of a more informative
Proposition 8.6. The rank and the signature of the Hessian matrix of a graphed surface{
u = F (x, y)
}
are unchanged after any affine transformation. More precisely, under any
affine transformation, one has:(
a + cFx k + mFx
b + cFy l + mFy
)
·
(
Gss Gst
Gts Gtt
)
·
(
a + cFx k + mFx
b + cFy l + mFy
)t
=
δ
Λ
(
Fxx Fxy
Fyx Fyy
)
.
Proof. We already wrote above two formulas giving Gs and Gt in terms of Fx, Fy. Using
a computer, starting from the three formulas for second derivatives written above, we may
similarly solve Gss, Gst, Gtt in terms of Fxx, Fxy, Fyy, Fx, Fy. The formulas are quite
large. Equivalently, with v := px+ q y + rF (x, y) + s:
Gss = Ex
(
Ex(v)
)
, Gst = Ex
(
Ey(v)
)
, Gtt = Ey
(
Ey(v)
)
.
Still on a computer, we verify that this matrix identity holds. 
Definition 8.7. A point p = (xp, yp) on a graphed surface
{
u = F (x, y)
}
is called:
• flat if HessianF (p) = (0 00 0);
• parabolic if HessianF (p) has rank 1;
• elliptic if HessianF (p) has rank 2 and signature (2, 0) or (0, 2);
• hyperbolic if HessianF (p) has rank 2 and signature (1, 1).
Of course, these 4 circumstances are mutually exclusive. After an elementary special
affine transformation, we can assume that the graph u = F (x, y) passes through the origin
p = 0 and that HessianF (0) is as shown below.
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F (x, y) HessianF at the origin Type of the origin
O(3)
(
0 0
0 0
)
flat
1
2
x2 + O(3)
(
1 0
0 0
)
parabolic
1
2
(x2 + y2) + O(3)
(
1 0
0 1
)
elliptic
1
2
(x2 − y2) + O(3)
(
1 0
0 −1
)
hyperbolic
The map:
(x, y) 7−→ rank HessianF (x, y)
is lower semicontinuous, namely, if the Hessian matrix has rank τp with 0 6 τp 6 2 at
some point (xp, yp), then at all nearby points q ∼ p, it has rank τq > τp. If it has rank 2 at
some point, then it has rank 2 in some neighborhood of that point.
If we agree to make rank constancy assumptions, as we will do throughout this article,
analytic surfaces S2 ⊂ R3 can be classified as:
• everywhere flat, if the Hessian matrix is identically of rank 0;
• everywhere parabolic, if the Hessian matrix is identically of rank 1;
• everywhere nondegenerate, if the Hessian matrix is everywhere of rank 2.
Nevertheless, it remains in general two kinds of mixed types, where a surface {u =
F (x, y)} can be:
• flat in a proper closed subset, and parabolic elsewhere, in some dense open subset;
• flat or parabolic in some proper closed subset, and elliptic or hyperbolic elsewhere, in
some dense open subset.
In this paper, we will avoid studying mixed types, because it would engage towards
singularity theory. Before we focus our attention on everywhere parabolic surfaces, let us
briefly review known works about everywhere nondegenerate surfaces S2 ⊂ R3.
9. Everywhere Elliptic or Hyperbolic Surfaces S2 ⊂ R3: A Review
By lower semicontinuity of the rank of a matrix, if the origin is an elliptic (or hyperbolic)
point, then there exists a sufficiently small neighborhood which is everywhere elliptic (or
hyperbolic).
Theorem 9.1. [40, III, p. 165] Under the action of the equi-affine group SA3(R), every
elliptic surface S2 ⊂ R3 is equivalent to:
u = 1
2
(
x2 + y2
)
+ C
6
(
x3 − 3xy2)+ Ox,y(4),
while every hyperbolic surface is equivalent to one and only of the following three:
u = 1
2
(
x2 − y2)+ C
6
(
x3 + 3xy2
)
+ Ox,y(4),
u = 1
2
(
x2 − y2)+ C
6
(
3x2y + y3
)
+ Ox,y(4),
u = 1
2
(
x2 − y2)+ 1
6
(
x+ y
)3
+ Ox,y(4),
where C is unique up to sign.
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This C is a Taylor coefficient at the origin, but the method of the next Section 12 will
show, thanks to the fact that the action of SA3(R) is (trivially) transitive, that the com-
putation of C for a power series at the origin provides the expression of a corresponding
differential invariant at every point (x, y).
Definition 9.2. The quantity:
P := 1
2
C2
is a 3rd-order equi-affine invariant, called the Pick invariant.
Its explicit expression, at an elliptic point, is:
P = 1
512
1(
uxxuyy − u2xy
)11/2 (− 18uxx uxxy uxy uxyy uyy + 12uxxx u2xy uxyy uyy +
+ 9u2xx u
2
xyy uyy + 9uxx u
2
xxy u
2
yy − 6uxxx uxxy uxy u2yy−
− 6uxx uxxx uxyy u2yy + u2xxx u3yy + 12uxx uxxy u2xy uyyy−
− 8uxxx u3xy uyyy − 6u2xx uxy uxyy uyyy − 6u2xx uxxy uyy uyyy +
+ 6uxx uxxx uxy uyy uyyy + u
3
xx u
2
yyy
)2
.
At a hyperbolic point, we replace the factor
(
uxxuyy − u2xy
)−11/2 by (u2xy − uxxuyy)11/2.
When C is nonzero, we may assume C > 0. Then the only element in SA3(R) fixing
the standard form above is the identity, hence all the coefficients in the Taylor expansion of
Ox,y(4) are also differential invariants.
Under some non-degeneracy conditions, Olver proved in [33] that all those higher order
differential invariants can be generated by C and its differentials. Once C is captured in a
small neighborhood of the origin, all the differential invariants are known there.
10. Parabolic Jet Relations
Take a graph
{
u = F (x, y)
}
, and assume that the Hessian matrix of F :
HessianF =
(
Fxx Fxy
Fyx Fyy
)
has rank 1 at every point. After an rotation in the (x, y)-space (if necessary), this assump-
tion amounts to:
Fxx 6= 0 ≡ Fxx Fyy − F 2xy.
Therefore, we can solve:
Fyy =
F 2xy
Fxx
.(10.1)
Jet spaces will be equipped with coordinates denoted:(
x, y, u, u1,0, u0,1, u2,0, u1,1, u0,2, u3,0, u2,1, u1,2, u0,3, . . . . . .
)
.
Sometimes, we will fix an order O > 0. At first, we have to express all the differential
consequences of the resolution (10.1) for Fyy.
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(1,0)(2,0)(0,0)
(0,1)(1,1) (O−1,1)
(O,0)
k+l=O
k
l
For jets of order 3, we obtain by differentiating with respect to x and to y and by per-
forming replacements:
Fxyy = 2
Fxy Fxxy
Fxx
− F
2
xy Fxxx
F 2xx
,
Fyyy = 3
F 2xy Fxxy
F 2xx
− 2 F
3
xy Fxxx
F 3xx
,
and also for jets of order 4:
Fxxyy = − 4 Fxy Fxxy Fxxx
F 2xx
+ 2
Fxy Fxxxy
Fxx
+ 2
F 2xxy
Fxx
+ 2
F 2xy F
2
xxx
F 3xx
− F
2
xy Fxxxx
F 2xx
,
Fxyyy = − 12
F 2xy Fxxx Fxxy
F 3xx
+ 6
Fxy F
2
xxy
F 2xx
+ 6
F 3xy F
2
xxx
F 4xx
+ 3
F 2xy Fxxxy
F 2xx
− 2 F
3
xy Fxxxx
F 3xx
,
Fyyyy = − 24
F 3xy Fxxx Fxxy
F 4xx
+ 12
F 2xy F
2
xxy
F 3xx
+ 4
F 3xy Fxxxy
F 3xx
+ 12
F 4xy F
2
xxx
F 5xx
− 3 F
4
xy Fxxxx
F 4xx
.
Similar quite longer formulas exist for Fxxxyy, Fxxyyy, Fxyyyy, Fyyyyy, for the memory of a
computer, this is nothing, even for jets up to order 7. It is also easy to prove by induction
the
Observation 10.2. Every partial derivative Fxkyl in the red region with l > 2 expresses
rationally in terms of the partial derivatives in the black region:{
Fxk′
}
k′6k+l,
{
Fxk′′y
}
k′′6k+l−1,
with denominators containing only powers
(
Fxx
)∗. 
Using the jet notation, this means that we will exclusively work in the submanifold of
the jet spaces JOx,u defined by:
u0,2 =
u21,1
u2,0
,
next:
u1,2 = 2
u1,1 u2,1
u2,0
− u
2
1,1 u3,0
u22,0
,
u0,3 = 3
u21,1 u2,1
u22,0
− 2 u
3
1,1 u3,0
u32,0
,
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further:
u2,2 = 2
u22,1
u2,0
− 4 u1,1 u2,1 u3,0
u22,0
+ 2
u1,1 u3,1
u2,0
+ 2
u21,1 u
2
3,0
u32,0
− u
2
1,1 u4,0
u22,0
,
u1,3 = 6
u1,1 u
2
2,1
u22,0
− 12 u
2
1,1 u3,0 u2,1
u32,0
+ 3
u21,1 u3,1
u22,0
+ 6
u31,1 u
2
3,0
u42,0
− 2 u
3
1,1 u4,0
u32,0
,
u0,4 = 12
u21,1 u
2
2,1
u32,0
− 24 u
3
1,1 u2,1 u3,0
u42,0
+ 12
u41,1 u
2
3,0
u52,0
+ 4
u31,1 u3,1
u32,0
− 3 u
4
1,1 u4,0
u42,0
,
and so on. Again, this is nothing on a computer.
11. In Search of a Resolved Cross-Section for Parabolic Surfaces S2 ⊂ R3
Now, if we let a general affine transformation:
s = ax+ b y + cu+ d,
t = kx+ l y + mu+ n,
v = px+ q y + r u+ s,
δ =
∣∣∣∣∣∣
a b c
k l m
p q r
∣∣∣∣∣∣ 6= 0,
act on graphed surfaces, the first prolongation formulas are:
v1,0 =
lp− kq + (lr −mq)u1,0 + (mp− kr)u0,1
al− bk + (cl− bm)u1,0 + (am− ck)u0,1 ,
v0,1 =
aq− bp + (cq− br)u1,0 + (ar − cp)u0,1
al− bk + (cl− bm)u1,0 + (am− ck)u0,1 ,
and we of course recognize from (8.2) the denominator:
Λ = al− bk + (cl− bm)u1,0 + (am− ck)u0,1.
Next, for second-order jets v2,0, v1,1, v0,2, we consider only v2,0, v1,1, because the jet
v0,2 = v
2
1,1
/
v2,0 is dependent. Furthermore, we have to take account of the parabolic jet
relations explained in Section 10. Using a computer, we obtain:
v2,0 =
δ
Λ3 u2,0
(
lu2,0 + mu0,1 u2,0 − ku1,1 −mu1,0 u1,1︸ ︷︷ ︸
= Π
)2
,
v1,1 =
δ
Λ3 u2,0
Π
(
cu1,0 u1,1 + au1,1 − bu2,0 − cu0,1 u2,0
)
,
while the formulas for the two independent third-order jets v3,0 and v2,1 start to become
large:
v3,0 =
δ
Λ5 u32,0
Π2
(
48 monomials homogeneous of degree 3 in
a, b, c, d,
k, l, m, n,
p, q, r, s
)
,
v2,1 =
δ
Λ5 u32,0
Π
(
135 monomials homogeneous of degree 4 in
a, b, c, d,
k, l, m, n,
p, q, r, s
)
.
and the last two useful formulas start to become huge:
v4,0 3 factor in the numerator containing 720 monomials,
v4,1 3 factor in the numerator containing 14 156 monomials.
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We were not able, on a computer, to solve for the 11 group parameters
(
a, b, c, d,
k, l, m, n,
p, q, r, s
)
from
the 11 natural cross-section equations:
s = 0, t = 0, v = 0, v1,0 = 0, v0,1 = 0,
v2,0 = 1, v1,1 = 0,
v3,0 = 0, v2,1 = 1,
v4,0 = 0,
v4,1 = 0.
Fortunately, an alternative, more progressive, method works, as we will see in Sections 17,
18, 19, 20.
By solving order-by-order the cross-section equations, they progressively simplify — a
lot! —, and we never have to deal with huge expresssions.
12. The Power Series Method
Consider a local Lie group G0 acting on Rp+qx,u , and assume that all of its elements fix the
origin z = 0:
g0 · 0 = 0 (∀ g0 ∈G0).
As usual, we denote coordinates on the target space Rp+qy,v as w = (y, v). For the moment,
we do not necessarily assume that G0 is the isotropy subgroup of the origin for the action
of a certain larger group G ⊃ G0.
When working with power series, we will abandon the notation J = j1, . . . , jλ used for
jet spaces in the preceding sections, with 1 6 j1, . . . , jλ 6 p not recording repetitions, and
instead, we will employ the standard multi-index notation — with the same letter(s) —:
J =
(
j1, . . . , jp
) ∈ Np.
The advantage is that we can introduce useful quantities which would be otherwise difficult
to denote:
J ! := j1! · · · jp! and |J | := j1 + · · ·+ jp,
and also:
xJ := xj1 · · · xjpp .
As before, we denote the G0-action by w = g0 · z, or equivalently:
y = y
(
g0, x, u), v = v
(
g0, x, u).
Now, consider a (converging) power series mapping Rp 3 x 7−→ F (x) ∈ Rq in the
source space which vanishes at the origin:
uα =
∑
|J |>1
FαJ
xJ
J !
.
Every diffeomorphism z 7−→ g0 · z =: w corresponding to a group parameter g0 ∈ G0
close to the identity element then transforms the graph
{
u = F (x)
}
of this power series
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into another graph
{
v = G(g0, y)
}
depeding on g0, still passing through the origin (y, v) =
(0, 0), whose graphing function also has a power series expansion:
vβ :=
∑
|K|>1
GβK
yβ
K!
,
with coefficients:
GβK = G
β
K
(
g0,
{
F γL
}16γ6q
16|L|6|K|
)
,
depending on the coefficients of the source power series, and on the group parameters as
well — of course. One easily convinces oneself that, as is written, the GβK only depend on
power series coefficients FαJ of order |J | 6 |K|.
Definition 12.1. A power series invariant of order n > 1 is a function of the Taylor coeffi-
cients:
I = I
({
FαJ
}16α6q
16|J |6n
)
,
which has unchanged value after the action of any element in our local Lie group:
I
({
GβK
(
g0,
{
F γL
}16γ6q
16|L|6|K|
)}16β6q
16|K|6n
)
= I
({
FαJ
}16α6q
16|J |6n
)
. (∀ g0 ∈G0).
This concept has a meaning only at the origin! It only concerns the derivatives at 0 of
the graphing functions uα(x): {
uαxJ (0)
}16α6q
J∈Np∗ .
By contrast, the general theory of differential invariants is able to handle derivatives at all
points in the source horizontal space:{
uαxJ (x)
}16α6q
J∈Np∗, x varies in Rp .
So it seems that this notion of power series invariant is quite restrictive! But a bit
paradoxically — and quite the contrary! —, we will rapidly realize that the power series
invariants do capture all differential invariants at any point x ∈ Rp, provided only that the
larger group G ⊃ G0 = Iso(G, 0) contains the ambient translations.
In [36], it is shown how:
invariants in jet spaces ; power series invariants.
Our goal now is to explore the reverse transmission:
invariants in jet spaces ;power series invariants,
which will bring some computational advantages.
Taking a local Lie groupG acting on a neighborhood of 0 ∈ Rp+qx,u , not necessarily fixing
the origin, we will make two kinds of assumptions.
Hypothesis 12.2. The group G contains all translations of the ambient space:(
xi, uα
) 7−→ (xi + ai, uα + bα),
whence dimG > p+ q.
Equivalently, the Lie algebra g = Lie(G) of its action contains all the unit coordinate
infinitesimal generators:
∂xi , ∂uα .
The proof of the following result is elementary.
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Theorem 12.3. If G contains all ambient translations, then for any jet order n > 0, all
differential invariants of G are independent of xi, uα:
I = I
({
uβ
xJ
}16β6q
16|J |6n
)
,
and there is a one-to-one correspondence:
Differential invariants of G ←→ Power series invariants of G. 
More precisely — and this is the interesting aspect! —, the theorem tells us that starting
from a power series invariant determined in a way that will be explained later on:
I = I
({
FαJ
}16α6q
26|J |6n
)
= I
({
uαxJ (0)
}16α6q
26|J |6n
)
,
one deduces instantly a differential invariant by just replacing the origin with any horizontal
x ∈ Rp:
I = I
({
uαxJ (x)
}16α6q
26|J |6n
)
,
and in particular, at the origin, one recovers the starting power series invariant.
Example 12.4. Consider the action of the special Euclidean group SE2(R) := SO2(R)nR2
on curves {u = F (x)} inR2x,u. Because this action is transitive, we can restrict our attention
to curves passing through (0, 0) and to rotations:
x = cos θ y − sin θ v,
u = sin θ y + cos θ v,
abbreviated as
x = c y − s v,
u = s y + c v,
with s2 + c2 = 1. When we deal with the local Lie group near the identity (s, c) = (0, 1),
we may assume c > 0. Two graphed power series:
u = F (x) = F1
x1
1!
+F2
x2
2!
+· · · and v = G(y) = G1 y11! +G2 y
2
2!
+· · ·
are mapped one to another if and only if:
0 ≡ − s y − cG(y) + F(c y − sG(y)) (inC{y}).
In this identity, the first and second order terms read:
0 ≡ (− s−cG1+cF1−sF1G1) y11! +(− cG2−sF1G2+c2 F2−2 csF2G1+s2 F2G21) y22! +Oy(3).
We can make G1 := 0 thanks to the choice of θ ∈ R satisfying:
0 = − sin θ + cos θ F1 ⇐⇒ sc = F1.
Next, we may verify that the transformation of SO2(R) with c > 0 which stabilizes this
normalization of first order terms, namely sends:
u = 0 + F2
x2
2!
+ · · · to v = 0 +G2 y22! + · · · ,
is the identity.
Looking at the second order term above, with G1 = 0, we get:
G2 = F2
c
1 + s
c
F1
= F2
c
1 + F 21
,
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and using 1 = s2 + c2 = c2 F 21 + c
2, which gives c = 1√
1+F 21
, we conclude that we have
obtained a power series invariant:
vyy(0) = uxx(0)
1(
1 + ux(0)2
)3/2 ,
which yields a differential invariant at any point x:
uxx(x)
1(
1 + ux(x)2
)3/2 ,
We have thus recovered the Euclidean curvature of curves in the plane by applying the
power series method. This method also works for the full Euclidean group SE2(R), not just
the local one. A similar calculation for c ∈ [−1, 1] instead of c > 0 shows that there are
two normal forms: v = 0 +G2 y
2
2
+ · · · and v = 0−G2 y22 −· · · , for every nonlinear curve.
These two forms are equivalent to each other by a semi-circle rotation (s, c) = (0, 1). So
our power series invariant for the full group of order 2 is |G2| = |F2|(1+F 21 )3/2 , which yields a
differential invariant at any point x:
|uxx(x)| 1(
1 + ux(x)2
)3/2 .
Beyond this (too) simple example, we will see how the method works in many other
contexts.
Furthermore, the interesting reverse transmission:
invariants in jet spaces ;power series invariants,
holds in other situation, as is expressed by our second
Hypothesis 12.5. The group G contains all translations of the ambient space, and all ver-
tical transvections: (
xi, uα
) 7−→ (xi, uα + ∑
16i6p
cαi x
i
)
,
whence dimG > p+ q + p q.
Equivalently, the Lie algebra g = Lie(G) contains all the infinitesimal generators:
∂xi , ∂uα , x
j ∂uβ .
Theorem 12.6. If G contains all ambient translations and all vertical transvections, then
for any jet order n > 0, all differential invariants of G are independent of xi, uα, uβ
xj
:
I = I
({
uγ
xJ
}16γ6q
26|J |6n
)
,
and there is a one-to-one correspondence:
Differential invariants of G ←→ Power series invariants of G. 
More precisely, the concerned power series invariants can be searched for power series
starting only at order 2:
uα =
∑
|J |>2
FαJ
xJ
J !
and vβ =
∑
|K|>2
GβK
yK
K!
.
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At least three aspects of the power series method are attractive.
• Prolongations of a G0-action to jet spaces of any order n > 0 can be performed ‘au-
tomatically’, especially on a computer, for there is no need to write down the compli-
cated formulas Ek(vα) of Theorem 3.5, they are implicitly performed after replacement of
y = y(g0, x, u) and v = v(g0, x, u) inside 0 = − v +G(y).
• The search for power series invariant takes place above only 1 point, the origin 0 ∈ Rm,
no differentiations are required anymore, just computations with Taylor coefficients, which
are constants, that is to say, the — nonlinear! — action ofG0 is considered just on a vector
space, not on a (jet) bundle.
• In presence of differential relations, as will be illustrated in Sections 17, 18, 19, 20, such
differential relations can also be ‘automatically’ implemented on Taylor series, and this
saves computation time.
Lastly, there is another advantage of the power series method.
• A progressive stratification of the normalisations of group parameters for increasing fixed
orders |J | = 1, 2, 3, . . . conducts to a high proximity with the Cartan method of equiva-
lence, and its famous reductions and prolongations of G-structures.
To explain these claims, let us exhibit another elementary example, that of curves in the
plane R1+1x,u under the special affine group.
13. Special Affine Power Series Invariants of Curves in R2
In R2 3 (x, u), we consider a graphed curve passing through the origin normalized to
order 1:
0 = −u+ F (x) = −u+ F2 x22! + F3 x
3
3!
+ · · ·
which satisfies F2 6= 0. These formal coefficients Fi will be re-initialized in later stages of
the process. But at the beginning, we assign these Taylor coefficients to be initial functional
jets:
Fi := ui = ui(x),
corresponding to ith derivatives uxi(x) at arbitrary points
(
x, u(x)
)
of the curve, as was
explained in Section 12. All power series computations we will perform at the origin will
therefore have an interesting meaning at every point of any curve in R2: such is the ‘power’
of power series!
13.1. First loop. The special affine linear group SL2(R) consists of matrices (a bc d) having
determinant 1 = ad−bc. Without primes or bars, target coordinates will be denoted (y, v).
uR2
x
R2 v
y
{
v = G(y)
}{
u = F (x)
} special affine
inverse
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We consider special affine transformations:
R2x,u −→ R2y,v
which are not too far from the identity, so that any analytic graph
{
u = F (x)
}
is sent to a
similar graphed curve
{
v = G(y)
}
.
Since the source power series F (x) =
∑
i>2 F2
xi
i!
is given and since we want to simplify
the target power series G(y) =
∑
j>2 Gj
yj
j!
, it is more natural to work with the inverse
special affine transformation, which is also represented by means of an SL2(R) matrix as:
x = a y + b v, u = c y + d v,
Then the graphing function G(y) is uniquely determined, by a fundamental equation:
0 ≡ − (c y + d v)+ F(a y + b v)∣∣∣
replace v=G(y)
(in R{y}),
holding identically as a power series of the single horizontal variable y — why and how
G is thusly determined will be clear in a while. The game is to use the group parameters
freedom a, b, c, d in order to ‘kill’ as much as possible coefficients Gj .
After an affine transformation, we may of course assume that our target graph enjoys a
similar first-order normalization v = Oy(2), namely:
0 = − v +G(y) = − v +G2 y22! +G2 y
3
3!
+ · · · .
Then performing the plain replacement above:
(13.2) 0 ≡ − c y − dG(y) + F(a y + bG(y)),
we glean first-order terms which must vanish:
0 ≡ − c y + Oy(2) (in R{y}).
Lemma 13.3. The subgroup of SL2(R) sending v = Oy(2) to u = Ox(2) is 2-dimensional
and consists of matrices:
G
(1)
stab :
(
a b
0 1
a
)
(a 6= 0). 
Thus, we have computed the subgroup which stabilizes the current normal form of our
power series. In later stages of the process, higher order jets stabilizer subgroups:
SL2(R) ⊃ G(1)stab ⊃ G(2)stab ⊃ G(3)stab ⊃ · · · ⊃ G(τ)stab = {e}
will naturally appear until final reduction to identity. A deep proximity exists with Cartan’s
method of equivalence.
But before jumping to the second loop of the ‘algorithm’, we must examine how this
reduced subgroup G(1)stab acts on the second order term y
2 in (13.2), getting:
0 ≡ (− 1
a
G2 + a
2 F2
)
y2
2!
+ Oy(3).
From our assumption F2 6= 0, we deduce that G2 6= 0 is inherited.
Furthermore, taking a := 1
F
1/3
2
, we can makeG2 := 1 by means of the specific matrix —
we choose b := 0 for simplicity —:(
1
F
1/3
2
0
0 F
1/3
2
)
∈ G(1)stab.
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Then with this precise special affine transformation, a computation of the higher order
terms in (13.2) gives us:
0 ≡ (− F 1/32 G3 + F3F2 ) y33! + (− F 1/32 G4 + F4F 4/32 ) y44! + (− F 1/32 G5 + F5F 5/32 ) y55! + · · · ,
and we obtain as promised unique determinations:
Gi :=
Fi
F
1+i
3
2
(i> 3).
Finally, remembering that the Fi were formal variables representing the functional jets
uxi(x) = ui(x) = ui = Fi, we see that the coefficients of the transformed curve
{
v =
G(y)
}
have become:
G2 := 1, Gi :=
ui
u
1+i
3
2
(i> 3).
13.4. Second loop. In order to avoid indices heaviness, we keep the same notation
{
u =
F (x)
}
and
{
v = G(y)
}
, which means that what we now call F is the G of the end of the
previous loop. So in terms of the initial functional jets ui, we have in fact re-assigned:
F2 := 1, Fi :=
ui
u
1+i
3
2
(i> 3).
Keeping this in memory, we will now work formally with power series coefficients Fi and
Gj , and only at the end of the current loop will we express the result in terms of these
Fi = ui
/
u
(1+i)/3
2 .
So both our source and target graphed curves may be assumed to have terms normalized
up to order 2 included:
u = x
2
2!
+ F3
x3
3!
+ · · · and v = y2
2!
+G3
y3
3!
+ · · · .
Remembering that Lemma 13.3 already showed that stabilization up to order 1 forces
c = 0, in order to determine the subgroup G(2)stab ⊂ SL2(R), we can work within G(1)stab.
Lemma 13.5. The subgroup of SL2(R) sending u = 12 x
2 + Ox(3) to v = 12 y
2 + Oy(3) is
1-dimensional and consists of matrices:
G
(2)
stab :
(
1 b
0 1
)
.
Proof. Hence with c = 0, back to (13.2), we get a3 = 1 from:
0 ≡ (− 1
a
+ a2
)
y2
2!
+ Oy(3). 
Thus, as promised, we have determined the subgroup G(2)stab which stabilizes the current
normal form of our power series, and as we will see soon, the process will stop at stage 3:
SL2(R) ⊃ G(1)stab ⊃ G(2)stab ⊃ G(3)stab = {e}.
For the time being, let us examine how this reduced group G(2)stab acts on the third order
term y3 in (13.2):
0 ≡ (− G3 + F3 + 3 b) y33! + Oy(4).
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We can make G3 = 0 with b := −13 F3, by means of the specific matrix:(
1 −F3/3
0 1
)
.
Then with this precise special affine transformation, higher order vanishing terms:
0 ≡ (−G4 − 53 F 23 + F4) y44! + (− G5 − 53 F3G4 + F5 + 53 F 23 − 103 F3F4) y55! + Oy(6)
conduct us to:
G4 := − 53 F 23 + F4, G5 := F5 + 409 F 33 − 5F3F4.
Coming back to the functional jets, we obtain:
G2 := 1, G3 := 0, G4 :=
1
3
−5u23 + 3u2u4
u
8/3
2
, G5 :=
1
9
9u22u5 − 45u2u3u4 + 40u33
u42
.
13.6. Third loop. We start by re-assigning:
F2 := 1, F3 := 0, F4 :=
1
3
−5u23 + 3u2u4
u
8/3
2
, F5 :=
1
9
9u22u5 − 45u2u3u4 + 40u33
u42
.
We again work with formal u =
∑
Fi
xi
i
and v =
∑
Gj
yj
j!
assuming the normalizations:
F2 = 1, F3 = 0 and G2 = 1, G3 = 0.
Naturally, since only 1 degree of freedom was left at the previous stage, the condition that
the coefficient 0 of x
3
3!
is left unchanged drops the group dimension by 1, and it is easy to
verify the
Lemma 13.7. The subgroup of SL2(R) sending v = y
2
2
+ 0 + Oy(4) to u = x
2
2
+ 0 + Ox(4)
is 0-dimensional and reduces to the identity:
G
(3)
stab :
(
1 0
0 1
)
. 
The algorithm therefore stops, and a first result, valid only at the level of power series at
the origin, is a corollary of this reduction to an {e}-group.
Theorem 13.8. (1) Given a real analytic curve
{
u = F (x)
}
in R2 passing through the
origin which satisfies:
Fxx(0) 6= 0,
there always exists an SL2(R) transformation which puts it into the form
u = x
2
2!
+ 0 + F4
x4
4!
+ F5
x5
5!
+
∑
i>6
Fi
xi
i!
.
(2) Any other such real analytic curve
{
v = G(y)
}
similarly put into the form:
v = y
2
2!
+ 0 +G4
y4
4!
+G5
y5
5!
+
∑
j>6
Gj
yj
j!
,
is SL2(R)-equivalent to
{
u = F (x)
}
above if and only if all Taylor coefficients match:
G4 = F4, G5 = F5, Gi = Fi (∀ i> 6). 
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As explained in Section 12, the power series coefficients so obtained F4, F5, are differ-
ential invariants at any point
(
x, u(x)
)
of the curve, and beyond, the explicit expressions of
the next two are:
F6 :=
1
9
9u32u6 − 63u22u3u5 + 105u2u23u4 − 35u43
u
16/3
2
,
F7 :=
1
9
9u42u7 − 84u32u3u6 + 210u22u23u5 − 105u22u3u24 + 210u2u33u4 − 280u53
u
20/3
2
.
Furthermore, in terms of the total differentiation operator:
Dx :=
∂
∂x
+ u1
∂
∂u
+
∞∑
i=1
ui+1
∂
∂ui
the affine-invariant differentiation operator:
Dx :=
1
u
1/3
2
Dx(13.9)
enables to produce higher order invariants, for instance:
Dx
(1
3
−5u23 + 3u2u4
u
8/3
2
)
=
1
9
9u22u5 − 45u2u3u4 + 40u33
u42
.
More will be said in Section 15.
Next, we present an ancient result ([15]).
Lemma 13.10. (1) A curve u = u(x) with uxx 6= 0 is affinely equivalent to a parabola
v = y2 if and only if:
0 ≡ P(u) := 1
3
3uxx uxxxx − 5u2xxx
u
8/3
xx
.
(2) A curve u = u(x) with uxx 6= 0 is affinely equivalent to a nondegenerate conic in
the plane if and only if:
0 ≡ C(u) := 1
9
9u2xx uxxxxx − 45uxx uxxx uxxxx + 40u3xxx
u4xx
.
(3) P(u) ≡ 0 implies C(u) ≡ 0.
Proof. (1) The target being v = y2, we have after an affine transformation whose linear
part (a bk l ) ∼ (1 00 1 ) may be assumed close to the identity:
kx+ lu+ m =
(
ax+ bu+ c
)2
,
hence we may solve for u thanks to the positivity of the discriminant:
u =
l− 2 bc− 2 abx±
√(
4 b2k− 4 abl)x+ l2 − 4 bcl + 4 b2m
2 b2
.
Thus with different constants the general equation of parabolas is:
u = dx+ e +
√
2 g x+ h.
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At first, in order to eliminate d and e, we just differentiate two times:
uxx = − g
2(
2 g x+ h
)3/2 ,
and next, to eliminate the remaining constants, we upside-down:
1
u
2/3
xx
=
2
g1/3
x+
h
g4/3
,
and we again differentiate twice:( 1
u
2/3
xx
)
xx
= −2
9
3uxx uxxxx − 5u2xxx
u
8/3
xx
≡ 0.
Conversely, from P(u) ≡ 0, using uxx 6= 0, one reconstitutes by integration (exercise) the
general equation u = dx+ e +
√
2 g x+ h.
(2) Now, the target is a general conic in the R2y,v-plane, hence an x2 monomial must be
present under the square root:
u = dx+ e +
√
f x2 + 2 g x+ h.
Quite similarly:
uxx =
f h− g2(
f x2 + 2 g x+ h
)3/2 ,
whence:
1
u
2/3
xx
=
f
(f h− g2)2/3 x
2 +
2 g
(f h− g2)2/3 x+
h
(f h− g2)2/3 ,
and lastly we have to differentiate three times to get rid of all remaining constants:( 1
u
2/3
xx
)
xxx
= − 2
27
9u2xx uxxxxx − 45uxx uxxx uxxxx + 40u3xxx
u
11/3
xx
≡ 0.
The converse is also left as an exercise.
(3) follows from a direct differentiation of 0 ≡ 3uxx(x)uxxxx(x)− 5uxxx(x)2, and will
now be explained in a more theoretical framework. 
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14.1. Prolongations of infinitesimal generators. As before, let G be a local Lie group
of finite dimension 1 6 r < ∞ acting on graphs in Rp+qx,u . Abbreviate z = (x, u) and
z(n) =
(
x, u(n)
)
. Choose any basis e1, . . . , er for the Lie algebra g := Lie(G) and introduce
the r infinitesimal generators of the G-action on the considered space:
vσ :=
d
dt
∣∣∣
t=0
exp
(
t eσ
) · z (16σ6 r).
We thus get r vector fields forming a Lie algebra, which we will write as:
vσ =
p∑
i=1
ξiσ(x, u)
∂
∂xi
+
q∑
α=1
ϕασ
∂
∂uα
(16σ6 r).
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For any jet order O > 0, and even up to infinity, the prolongations of these fields:
v(∞)σ = vσ +
∑
# J>1
q∑
α=1
ϕσ
α
J
(
x, u(J)
) ∂
∂uαJ
,
have coefficients computed by applying Theorem 3.7:
ϕσ
α
J = DxJ
(
ϕασ −
∑
16i6p
ξiσ u
α
i
)
+
∑
16i6p
ξiσ u
α
J,i,
where, by a slight abuse of notation, we have denoted u(J) instead of u(#J).
Next, we recall that the modified total differentiation operators are: Ex1...
Exp
 :=
 Dx1(y1) · · · Dx1(yp)... . . . ...
Dxp(y
1) · · · Dxp(yp)
−1  Dx1...
Dxp
 ,
and after perfoming abstractly the matrix inversion, this means that there exist coefficient-
functions such that:
Exi =
∑
16j6p
Zji
(
g, x, u(1)
)
Dxj .(14.2)
Following [13], we may invariantize these Exi by replacing the group parameters g =
(g1, . . . , gr) by their values g := ρ
(
z(nG)
)
solved from the cross-section equations, and in
this way, we produce p invariant horizontal differential operators:
Di := inv
(
Exi
)
:=
∑
16j6p
Zji
(
ρ(z(nG)), x, u(1)
))
Dxj .
Observation 14.3. Such invariant differential operators D1, . . . ,Dp have coefficients
which depend on jets of order nG ,where nG is the minimal jet order for which the action of
G on Jnx,u becomes locally foliated (free) of rank equal to r = dimG. 
Knowing that a moving frame map ρ : JnGp,q −→ G is often difficult to construct explic-
itly, these Di are almost never explicit!
Definition 14.4. The invariantization of an arbitrary function F = F
(
z(n)
)
defined on
any nth order jet space Jnx,u with n > 0 is defined by replacing firstly z(n) in its argument by
the target value w(n) = w(n)
(
g, z(n)
)
and secondly the group parameters g =
(
g1, . . . , gr
)
by their expressions solved from the (not canonical) cross-section equations:
F := inv
(
F
(
z(n)
))
:= F
(
w(n)
(
ρ(z(nG)), z(n)
))
.
Of course, inv(F ) is always a differential invariant. In particular, one can invariantize
all jet monomials:
Ji := inv
(
xi
)
= yi
(
ρ(z(nG)), x, u
)
,
IαK := inv
(
uαK
)
= vαK
(
ρ(z(nG)), x, u(K)
)
,
where, as before, 1 6 i 6 p, 1 6 α 6 q, K = k1, . . . , kλ, 1 6 k1, . . . , kλ 6 p. We will call
them monomial differential invariants.
Convention 14.5. When K = ∅, we agree that Iα∅ = Iα is the invariantization of the
un-differentiated uα.
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Most of the times — at least for all group actions considered in this article —, the action
of G is transitive on Rp+qx,u , hence the cross-section equations can be assumed to contain the
p+ q equations:
yi = 0, uα = 0,
and then:
Ji = 0, Iα = 0.
We will abbreviate:
I(n) :=
(
Ji,
{
IαK
}16α6q
06#K6n
)
,
and we can at last present the fundamental recurrence formulas.
Theorem 14.6. [13] [Recurrence relations] The invariant derivatives of all the monomial
invariants IαK with respect toD1, . . . ,Dp express as differential invariants of order #K+1
raised by one unit:
DjIαK = IαK,j +
∑
16σ6r
ϕσ
α
K
(
I(K)
) ·Kσj (I(nG+1)),
with the peculiar case of:
DjJi = δij +
∑
16σ6r
ξiσ
(
I(0)
) ·Kσj (I(nG+1)),
plus some correction remainders which incorporate the invariantizations ϕσαK
(
I(K)
)
of the
coefficients ϕσαK
(
z(K)
)
of the prolonged vector fields v(∞)1 , . . . ,v
(∞)
r , as well as certain
special differential invariants Kσj of order 6 nG + 1 — called of ‘Maurer-Cartan’ type.
Moreover, for each fixed 1 6 j 6 p, the linear system of r equations in the r unknows
K1j , . . . ,Krj constituted of the r recurrence relations written only for the r phantom invari-
ants:
inv
(
w(n1)ν1
)
= c1, . . . . . . , inv
(
w(nr)νr
)
= cr,
has left-hand sides all equal to 0 = Dj(c1) = · · · = Dj(cr), is of Cramér type, and can be
solved uniquely for K1j , . . . ,Krj in terms of the other present differential invariants, all of
order at most:
1 + max
16h6r
nh = 1 + nG. 
The last sentence justifies why these Maurer-Cartan invariants can be written Kσj =
Kσj
(
I(nG+1)
)
. They appear in a wider theoretical context ([13]), but in all applications, the
most efficient way to determine these Kσj is to set up and solve the mentioned p Cramér
systems.
This fundamental theorem has (at least) three outstanding deep qualities.
• To provide all possible differential relations between differential invariants ([13]).
• To be applicable without the need of computing explicitly any — even a single one which
is not phantom! — differential invariant, a task which reveals itself desperately beyond the
reach of any modern symbolic software.
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• To jump at a synthetic level at which calculations amount to plain linear algebra in low
dimension, hence are very accessible.
14.7. Groups containing translations. Now, assume that our local Lie group G contains
all translations: (
xi, uα
) 7−→ (xi + ai, uα + bα).
This assumption is justified throughout the article, because we will mainly deal with the
standard affine or special affine groups of transformations acting on Rp+q.
We take a reference point p0 ∈ Rp+q, at which we center the coordinates (x, u), so that
p0 = (0, 0) is the origin. With z = (x, u) and w = (y, v), we recall that we denote the
G-action from Rm to Rm as z 7−→ w(g, z), where m = p+ q.
So the initial graphs
{
uα = Fα(x)
}
we are considering satisfy Fα(0) = 0, while
the target G-transformed graphs
{
vβ = Gβ(g, y)
}
do not necessarily pass through the
origin — but our goal is to reduce ourselves to having Gβ(g, 0) = 0 too, at the price of
reducing G. Like for the G-structures of the Cartan method of equivalence, this principle
of progressive reduction will be practically very powerful.
To this aim, we may introduce the isotropy subgroup of the origin:
G0 :=
{
g ∈ G : w(g, 0) = 0}.
It is a local Lie group too, just because fixing a point is preserved by composition. Since
our group G which contains all translations is trivially transitive, we have:
dimG0 = r − (p+ q) =: r0.
After a reordering, we may assume that a basis for g = Lie(G) as introduced before is
organized so that:
g = Span
{
e1, . . . , em, em+1, . . . , er
}
,
Lie(G0) =: g0 = Span
{
em+1, . . . , er
}
.
If as before, we also introduce the infinitesimal generators of the action of G on Rm:
vσ :=
d
dt
∣∣∣
t=0
exp
(
t eσ
) · z (16σ6 r),
then as is well known since Lie ([10, 22]), all the ones associated to G0 do vanish at the
origin:
0 = vm+1
∣∣
0
= · · · = vr
∣∣
0
.
Since G contains all translations, it is clear that we may assume that the first p + q
infinitesimal generators are plainly:
vi = ∂xi , vp+α = ∂uα (16 i6 p, 16α6 q).
Furthermore, on the jet space JnGx,u of the appropriate order nG, we may assume that the
cross-section equations to the lifted action of G on JnGx,u contain the (p+ q) equations:
yi
(
g, x, u
)
= 0, vα
(
g, x, u
)
= 0,
and that these equations are the first m among the r cross-section equations we wrote
abstractly as:
0 = w
(n1)
ν1=1
(
z, g
)
= · · · = w(nm)νm=m
(
z, g
)
.
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Therefore, among the phantom differential invariants, there are the p+ q:
Ji = inv
(
yi
)
, Iα∅ = inv
(
vα
)
.
A quick inspection of the prolongation formulas of Theorem 3.7 convinces of an
Observation 14.8. The prolongations of the translational vector fields are all trivial:
v
(∞)
i = vi + 0, v
(∞)
p+α = vp+α + 0. 
Then in the fundamental recurrence formulas of Theorem 14.6, we decide to set aside
the p+ q ones concerning these first phantom invariants, namely:
DjJi = δij + 1 ·Kij +
∑
m+16σ6r
ξiσ
(
I(0)
) ·Kσj (I(nG+1)),
DjIα∅ = Iαj + 1 ·Kp+αj +
∑
m+16σ6r
ϕασ
(
I(0)
) ·Kσj (I(nG+1)),
and to conserve only the recurrence relations that are of order #K > 1:
DjIαK = IαK,j +
∑
16σ6r
ϕσ
α
K
(
I(K)
) ·Kσj (I(nG+1))
= IαK,j + 0 +
∑
m+16σ6r
ϕσ
α
K
(
I(K)
) ·Kσj (I(nG+1))
but then our observation that ϕσαK = 0 or all 1 6 σ 6 m shows that m terms drop in all the
correction sums.
If we now write only the r−m recurrence formulas which concern the remaining r−m
phantom differential invariants:
inv
(
w(nm+1)νm+1 (z, g)
)
, . . . . . . , inv
(
w(nr)νr (z, g)
)
,
we receive for every fixed j a system of r − m linear equations in the r − m Maurer-
Cartan invariants Km+1j , . . . ,Krj . This system is a subsystem of the full r × r system
of Theorem 14.6 for K1j , . . . ,Kmj , Km+1j , . . . ,Krj , and by triangularity (by blocks), the
(r − m) × (r − m) subsystem is also of Cramér type, hence can be solved uniquely for
Km+1j , . . . ,Krj in terms of I(nG+1).
14.9. Groups containing translations and transvections. Assume now that G contains
not only translations, but also all vertical transvections:
vα = uα + qα1 x
1 + · · ·+ qαp xp (16α6 q).
Thus, dimG = r > p+ q + p q. The p q infinitesimal generators are:
xi ∂uα (16 i6 p, 16α6 q).
An application of Theorem 3.7 shows that their infinite prolongations are truncated after
first order: (
xi ∂uα
)(∞)
= xi ∂uα + ∂uαi + 0.
We list the first p+ q + p q infinitesimal generators as:
vi := ∂xi , vp+α := ∂uα ,
{
vp+q+1, . . . ,vp+q+pq
}
=
{
xi ∂uα
}
.
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Hence we have: (
1 6 σ 6 p+ q, #K > 1
)
=⇒ ϕσαK = 0,(
p+ q + 1 6 σ 6 p+ q + p q, #K > 2
)
=⇒ ϕσαK = 0.
Among the cross-section equations, we may take:
yi = 0, vα = 0, vαi = 0.
This conducts to p+ q + p q phantom invariants:
Ji = 0, Iα∅ = 0, Iαi = 0.
Then in the fundamental recurrence formulas of Theorem 14.6, we decide to set aside
the p+q+p q ones concerning these first phantom invariants, and the interesting recurrence
relations are, for any #K > 2:
DjIαK = IαK,j +
∑
16σ6r
ϕσ
α
K
(
I(K)
) ·Kσj (I(nG+1))
= IαK,j + 0 +
∑
m1+16σ6r
ϕσ
α
K
(
I(K)
) ·Kσj (I(nG+1)),
where we abbreviate m1 := p+ q + p q.
It remains r − m1 infinitesimal generators vm1+1, . . . ,vr. If we now write only the
r − m1 recurrence formulas which concern the remaining r − m1 phantom differential
invariants:
inv
(
w
(nm1+1)
νm1+1
(z, g)
)
, . . . . . . , inv
(
w(nr)νr (z, g)
)
,
we receive for every fixed j a system of r − m1 linear equations in the r − m1 Maurer-
Cartan invariants Km1+1j , . . . ,Krj . This system is a subsystem of the full r × r system
of Theorem 14.6 for K1j , . . . ,Km1j , Km1+1j , . . . ,Krj , and by triangularity (by blocks), the
(r −m1) × (r −m1) subsystem is also of Cramér type, hence can be solved uniquely for
Km1+1j , . . . ,Krj in terms of I(nG+1). This observation will be useful later on, in Section 20.
15. Moving Frame Method and Recurrence Relations for Curves
In general, the structure of the full algebra of differential invariants can be understood
thanks to the recurrence formulas obtained by Fels and Olver in [13].
For any integer n > 0, let Jnx,u be the space of nth order jets of functions R 3 x 7−→
u(x) ∈ R, equipped with coordinates:(
x, u, u1, . . . , un
)
,
where the ui stand for ∂
iu
∂xi
(x), as abstract independent variables.
According to [22, Ch. 23] and to [30, 24], the nth prolongation of a general vector field
on the (x, u) space:
v = ξ(x, u)
∂
∂x
+ η(x, u)
∂
∂u
is a vector field on Jnx,u:
v(n) := v +
∑
16i6n
Φi
(
x, u, u1, . . . , ui
) ∂
∂ui
,
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which has extended coefficients uniquely defined as:
Φi := Dx
( · · · (Dx︸ ︷︷ ︸
i times
(
η − ξ u1
)) · · · )+ ξ ui+1 (16 i6n).
In [24], one finds closed explicit formulas for all these coefficients Φi in any jet order n > 1,
even for an arbitrary number of independent variables
(
x1, . . . , xp
)
and for an arbitrary
number of dependent variables
(
u1, . . . , uq
)
. However, in small dimensions and for small
jet order, it is better and almost straightforward to capture these Φi using a computer.
In the present context, the group SL2(R) has 3 natural infinitesimal generators:
v1 := x ∂x − u ∂u, v2 := u ∂x, v3 := x ∂u,
whose prolongations to the nth order jet space are, as a computer tells us:
v
(n)
1 = x ∂x − u ∂u − 2u1 ∂u1 − 3u2 ∂u2 − 4u3 ∂u3 − · · · − (n+ 1)un ∂un ,
v
(n)
2 = u ∂x − u21 ∂u1 − 3u1 u2 ∂u2 −
(
4u1u3 + 3u
2
2
)
∂u3 −
(
5u1u4 + 10u2u3
)
∂u4 −
− (6u1u5 + 15u2u4 + 10u23) ∂u5 − (7u1u6 + 21u2u5 + 35u3u4) ∂u6 −
− (8u1u7 + 28u2u6 + 56u3u5 + 35u24) ∂u7 − · · · ,
v
(n)
3 = x ∂u + ∂u1 ,
For any jet order n > 1, we would write:
v(n)κ = vκ +
∑
16i6n
Φiκ ∂ui (16κ6 3).
and reading the first terms of v(n)1 , v
(n)
3 , it is visible that:
Φ
(1)
3 = 1, Φ
(2)
3 = · · · = Φ(n)3 = 0, Φ(k)1 = − (k + 1)uk (16 k6n),
while it can be proved (exercise) that when n =: 2n is even:
Φ2n2 = −
∑
16k6n
(
2n+1
k
)
uk u2n+1−k,
and when n =: 2n+ 1 is odd:
Φ2n+12 = −
∑
16k6n
(
2n+2
k
)
uk u2n+2−k − 12
(
2n+2
n+1
) (
un+1
)2
.
Fels and Olver in [13] introduced an invariantization operator ‘inv’ which transforms
every function on the jet space into a differential invariant. After having centered our
surface at the origin by means of a translation, and after having set to constant three other
Taylor coefficients as in Theorem 13.8, we come to:
inv(x) = 0, inv(u) = 0,
I1 := inv
(
ux
)
= 0, I2 := inv
(
uxx
)
= 1, I3 := inv
(
uxxx
)
= 0.
Generally, every pure jet monomial produces a differential invariant:
Ik := inv
(
uxk
)
(k>0),
whose expression is most of the time lengthy and complex, while the 5 constantified invari-
ants inv(x), inv(u), I1, I2, I3 are called phantom invariants.
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The recurrence formulas obtained by Fels and Olver in [13] can be set up without know-
ing the (huge) explicit expressions of differential invariants and are of the form:
(15.1) Ik+1 = Dx
(
Ik
)− ∑
16κ63
inv
(
Φkκ
)
Rκ (k> 0),
where the invariant differentiation operator Dx already introduced above in (13.9) is a
nonzero multiple of the total differentiation operator Dx, where all invariantized coeffi-
cients of the prolonged vector fields are simply:
inv
(
Φkκ
(
x, u, u1, u2, u3, u4, . . . , uk
))
= Φkκ
(
0, 0, 0, 1, 0, I4, . . . , Ik
)
due to the fundamental commutation:
invariantization ◦ function = function ◦ invariantization,
and where the Maurer-Cartan coefficients R1, R2, R3 — which are also differential invari-
ants — can be determined by solving the linear system composed of the three recurrence
relations applied to the three phantom invariants, technically as follows.
One writes the 3×3 matrix of the coefficients of the three generators v1, v2, v3 of sl2(R)
with respect to the three basic fields ∂u1 , ∂u2 , ∂u3 corresponding to the three invariants
inv(u1), inv(u2), inv(u3) which were phantom:
∂u1 ∂u2 ∂u3( )
v1 −2u1 −3u2 −4u3
v2 −u21 −3u1u2 −4u1u3 − 3u22
v3 1 0 0
invariantize−−−−−−−→
 0 −3 00 0 −3
1 0 0
 ,
one invariantizes this matrix, one transposes it, and one gets the phantom recurrence rela-
tions (15.1) for k = 1, 2, 3: I2I3
I4
 =
 Dx(I1)Dx(I2)
Dx(I3)
−
 0 0 1−3 0 0
0 −3 0
  R1R2
R3
 ,
which, if we abbreviate the parabolas invariant as:
P := inv
(
uxxxx
)
become:  10
P
 =
 00
0
−
 0 0 1−3 0 0
0 −3 0
  R1R2
R3
 ,
and this simple linear system has as the unique solution:
R1 := 0 R2 := 1
3
P, R3 := −1.
Once these three Maurer-Cartan invariants have been determined, they can be plugged
in all the other recurrence formulas (15.1). In particular for k = 4, 5, determining first the
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coefficients of ∂u4 , ∂u5:
∂u4 ∂u5( )
v1 −5u4 −6u5
v2 −5u1u4 − 10u2u3 −6u1u5 − 15u2u4 − 10u23
v3 0 0
invariantize−−−−−−−→
 −5P −6 I50 −15P
0 0
 ,
we reach an invariant which we abbreviate as:
M := I5 = Dx
(
P
)− (− 5P) · 0− 0 · 1
3
P− 0 · (−1)
= Dx
(
P
)
,
I6 = Dx
(
I5
)− (− 6M) · 0− (− 15P) · 1
3
P− 0 · (−1)
= Dx
(
Dx(P)
)
+ 5P2.
These first two formulas suggest that the parabolas invariant P together with all its invari-
ants derivatives DνxP generate the algebra of differential invariants, a result established by
Olver in [36]. Let us explain this a bit more.
Indeed, if we abbreviate the relevant invariantizations of the coefficients of v(n)2 as:
Λk := inv
(
Φk2
)
(k>4),
then we have:
Λ4 = 0, I5 = DxI4 + P3 Λ4 = DxP,
Λ5 = 15 I4, I6 = DxI5 + P3 Λ5 = D
2
xP+ 5P2,
Λ6 = 21 I5, I7 = DxI6 + P3 Λ6 = D
3
xP+ 17DxPP,
Λ7 = 28 I6 + 35 I24, I8 = D4xP+ 17
(
DxP
)2
+ 793 D
2
xPP+ 1753 P
3,
Λ8 = 36 I7 + 126 I4I5, I9 = D5xP+ 1813 D
2
xPDxP+ 1153 D
3
xPP+ 421DxPP2,
Although it is clear that
{
DνxP
}
ν∈N generates the full algebra of differential invariants of
curves under SA2(R), it is an open question ([36]) to get closed explicit formulas for all the
Ik.
In summary, what we have done in our basic Section 13 is to decompose into successive
steps — stratified by increasing jet orders viewed in power series centered at the origin —
all the elimination computations which are required to normalize plane curves under special
affine transformations, while the famous moving frame method proceeds with a choice
of a suitable cross-section in a sufficiently high order jet space so as to perform all the
elimination computations in one stroke.
Of course, the two processes are mathematically equivalent, but the interest to decom-
pose computations into steps is to be able to grasp some explicit expressions of at least
a few differential invariants, and in dimension 2 for parabolic surfaces S2 ⊂ R3, we will
soon see that an explicit knowledge of certain ‘bifurcating’ invariants is necessary in order
to study the full ramified tree of equivalent classes.
16. Affine Differential Invariants of Curves in R2
But before we pass to dimension 2, let us show how the story changes much when
considering the full affine group A2(R), with 6 > 5 parameters. In fact, such a study is not
60 Zhangchi CHEN, Joël MERKER
artificial, for it will be required to complete our understanding of a certain (thin) branch in
our later study of parabolic surfaces S2 ⊂ R2 modulo the special affine group SA3(R).
As all symbolic computation softwares do handle polynomials very efficiently, we will
employ the power series method, and we will proceed as explained in the beginning of
Section 13.
16.1. First loop. Leaving aside the condition ad− bc = 1, we therefore start with general
GL2(R) matrices: (
a b
c d
)
(ad− bc 6= 0).
With x = a y + b v and u = c y + d v, the fundamental equation writes again:
(16.2) 0 ≡ − c y − dG(y) + F(a y + bG(y)).
As for SL2(R), we may assume that first-order terms are normalized to vanish:
u = Ox(2) and v = Oy(2).
Lemma 16.3. The subgroup of GL2(R) sending v = Oy(2) to u = Ox(2) is 3-dimensional
and consists of matrices:
G
(1)
stab :
(
a b
0 d
)
(ad 6= 0). 
Next, assuming of course still that F2 6= 0 6= G2 in:
u = F2
x2
2!
+ Ox(3) and v = G2 y
2
2!
+ Oy(3),
we examine how this reduced group G(1)stab acts on the second order term y
2 of the funda-
mental equation (16.2):
0 ≡ (− dG2 + a2 F2) y22! + Oy(3).
Consequently, we can make G2 := 1 for the curve in the target space R2y,v by choosing
d := a2 F2, and with the simplest choice a := 1, we apply the invertible matrix:(
1 0
0 F2
)
∈ G(1)stab.
Calculations of further terms in the fundamental equation (16.2) provide:
G3 =
F3
F2
, G4 =
F4
F2
, G5 =
F5
F2
,
and if we come back to initial functional jets, we get new values:
G2 := 1, G3 :=
u3
u2
, G4 :=
u4
u2
, G5 :=
u5
u2
.
16.4. Second loop. We restart from equations normalized up to order 2:
u = x
2
2!
+ F3
x3
3!
+ · · · , v = y2
2!
+G3
x3
3!
+ · · · .
To determine the subgroup G(2)stab ⊂ G(1)stab which stabilizes these normalizations, we compute
the first term in the fundamental equation (16.2):
0 ≡ (− d + a2) y2
2!
+ Oy(3).
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Lemma 16.5. The subgroup of GL2(R) sending v = y
2
2!
+ Oy(3) to u = x
2
2!
+ Ox(3) is
2-dimensional and consists of matrices:
G
(2)
stab :
(
a b
0 a2
)
(a 6= 0). 
Next, we examine how this reduced group G(2)stab acts on the third order term y
3:
0 ≡ (− a2G3 + 3 ab + a3 F3) y33! + Oy(4).
Consequently, we can make G3 := 0 by choosing b := −13 a2 F3, and with the simple
matrix: (
1 −1
3
F3
0 1
)
,
we transform
{
u = F (x)
}
into:
v = y
2
2!
+ 0 +
(
F4 − 53 F 23
)
y4
4!
+
(
F5 − 5F3F4 + 409 F 33
)
y5
5!
+ Oy(6).
Lastly, coming back to the initial functional jets, we get new values:
G2 := 1, G3 := 0, G4 := F4 − 53 F 23 = 13
− 5u23 + 3u2u4
u22
,
G5 := F5 − 5F3 F4 + 409 F 33 = 19
9u22u5 − 45u2u3u4 + 40u33
u32
.
16.6. Third loop. We restart from equations normalized up to order 3:
u = x
2
2!
+ 0 + F4
x4
4!
+ · · · , v = y2
2!
+ 0 +G4
y4
4!
+ · · · .
To determine the subgroup G(3)stab ⊂ G(2)stab which stabilizes these normalizations, we compute
the first term in the fundamental equation (16.2):
0 ≡ (3 ab) y3
3!
+ Oy(4).
Lemma 16.7. The subgroup of GL2(R) sending v = y
2
2!
+ 0 + Oy(4) to u = x
2
2!
+ 0 + Ox(4)
is 1-dimensional and consists of matrices:
G
(3)
stab :
(
a 0
0 a2
)
(a 6= 0). 
Next, we examine how this reduced group G(3)stab acts on the third order term y
4:
0 ≡ (− a2G4 + a4 F4) y44! + Oy(5).
At this stage, because a 6= 0, a bifurcation necessarily occurs, according to whether
F4 = 0 or F4 6= 0. In fact, coming back to functional jets:
F4 =
1
3
− 5u23 + 3u2u4
u22
,
the branch F4 ≡ 0 must be interpreted as an identical vanishing in the 4th order jet space,
and we have the elementary
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Lemma 16.8. A plane curve
{
u = F (x)
}
with Fxx 6= 0 is affinely equivalent to the model
parabola
{
v = y2
}
if and only if:
0 ≡ 1
3
− 5F 2xxx + 3Fxx Fxxxx
F 2xx
.
Proof. A possible proof has already been left as an exercise in Lemma 13.10, but it is
enlightening to provide another proof which requires no integration, only basic differential
algebra, cf. [26, Thm. 4.1].
The ordinary differential equation 0 ≡ − 5F 2xxx+ 3FxxFxxxx is invariant not only under
the SA2(R) action, but also under general affine transformations, for one can prove directly
([26, p. 26]) that if a graph
{
u = F (x)
}
is transformed into a graph
{
v = G(y)
}
through:
x = a y + b v + c, u = k y + l v + m (al− bk 6= 0),
then:
Fxx =
al− bk(
a + bGy
)3 Gyy,
− 5F 2xxx + 3Fxx Fxxxx =
(al− bk)2(
a + bGy
)8 [− 5G2yyy + 3Gyy Gyyyy].
Therefore, after some preliminary affine transformation as done in Section 13, we can
assume that the equation of our curve is already normalized as:
v = G(y) = y2 + 0 + Oy(4).
Again, we have 0 ≡ −5G2yyy + 3GyyGyyyy and Gyy 6= 0 as well. To conclude, it would
then suffice to show that the remainder Oy(4) ≡ 0 vanishes identically — very easy!
Indeed, we can solve:
Gyyyy =
5
3
G2yyy
Gyy
,
and from Gyyy(0) = 0, we deduce Gyyyy(0) = 0. Let us abbreviate this relation as:
Gyyyy = RGyyy,
where R = R(y) denotes an unspecified function. Then we may differentiate it and re-
place:
Gyyyyy = Ry Gyyy +RGyyyy = RGyyy,
to deduce similarly Gyyyyy(0) = 0. Obviously, induction yields Gyk = RGyyy for any
k > 4, whence Gyk(0) = 0, and we conclude Oy(4) ≡ 0, since we assume analyticity. 
The case F4 = 0 being now fully understood, we can assume that F4 6= 0, and then, two
symmetric subcases occur:
F4 > 0 and F4 < 0.
Assuming F4 > 0, we can then make G4 := 1 by means of the simple matrix:(
F
−1/2
4 0
0 F−14
)
.
Looking at next terms in the fundamental equation, we get:
G5 :=
F5
F
3/2
4
, G6 :=
F6
F 24
, G7 :=
F7
F
5/2
4
.
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Coming back to functional jets:
F5 :=
1√
3
9u22u5 − 45u2u3u4 + 40u33(
3u2u4 − 5u23
)3/2 ,
F6 :=
9u32u6 − 63u22u3u5 + 105u2u23u4 − 35u43(
3u2u4 − 5u23
)2 .
16.9. Fourth loop. The subgroup stabilizing equations normalized up to order 4:
u = x
2
2!
+ 0 + x
4
4!
+ · · · , v = y2
2!
+ 0 + y
4
4!
+ · · · .
is easily seen to reduce to the identity. The algorithm therefore stops, and a first result,
valid only at the level of power series at the origin, is a corollary of this reduction to an
{e}-group.
Theorem 16.10. (1) Given a real analytic curve
{
u = F (x)
}
in R2 passing through the
origin which satisfies:
Fxx(0) 6= 0 and ±
(
FxxFxxxx − 53 F 2xxx
)
> 0,
there always exist a GL2(R) transformation which puts it into the form
u = x
2
2!
+ 0± x4
4!
+ F5
x5
5!
+
∑
i>6
Fi
xi
i!
.
(2) Any other such real analytic curve
{
v = G(y)
}
similarly put into the form:
v = y
2
2!
+ 0± y4
4!
+G5
y5
5!
+
∑
j>6
Gj
yj
j!
.
is GL2(R)-equivalent to
{
u = F (x)
}
above if and only if all Taylor coefficients match:
G5 = F5, Gi = Fi (∀ i> 6). 
16.11. Recurrence relations. Similarly as in Section 15, let us set up the corresponding
recurrence relations. By Theorem 16.10, we come to:
inv(x) = 0, inv(u) = 0, I1 := inv
(
ux
)
= 0,
I2 := inv
(
uxx
)
= 1, I3 := inv
(
uxxx
)
= 0, I4 := inv
(
uxxxx
)
= ±1.
We take the 4 infinitesimal generators of the the action of GL2(R) ⊂ A2(R) on R2x,u:
v1 := x ∂x, v2 := u ∂u, v3 := u ∂x, v4 := x ∂u,
the prolongations of which we write as:
v(∞)κ = vκ +
∑
k>0
Φkκ
(
x, u, u1, . . . , uk
) ∂
∂uk
(16κ6 4).
Generally, every pure jet monomial produces a differential invariant:
Ik := inv
(
uxk
)
(k>0),
and the recurrence formulas are of the form:
Ik+1 = Dx
(
Ik
)− ∑
16κ64
inv
(
Φkκ
)
Rκ (k> 0),
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for some uniquely defined invariant differentiation operatorDx which is a nonzero multiple
of the total differentiation operator Dx, and where, as before, all invariantized coefficients
of the prolonged vector fields are simply:
inv
(
Φkκ
(
x, u, u1, u2, u3, u4, u5, . . . , uk
))
= Φkκ
(
0, 0, 0, 1, 0,±1, I5, . . . , Ik
)
,
and where the Maurer-Cartan invariants R1, R2, R3, R4 can be determined as follows.
One writes the 4 × 4 matrix of the coefficients of the four generators v1, v2, v3, v4
of gl2(R) with respect to the four basic fields ∂u1 , ∂u2 , ∂u3 , ∂u4 corresponding to the four
invariants inv(u1), inv(u2), inv(u3), inv(u4) which were phantom:
∂u1 ∂u2 ∂u3 ∂u4
v1 −u1 −2u2 −3u3 −4u4v2 u1 u2 u3 u4v3 −u21 −3u1u2 −4u1u3 − 3u22 −5u1u4 − 10u2u3
v4 1 0 0 0
invariantize−−−−−−−→

0 −2 0 ∓4
0 1 0 ±1
0 0 −3 0
1 0 0 0
 ,
one invariantizes this matrix, one transposes it, and one gets the phantom recurrence rela-
tions for k = 1, 2, 3, 4:
I2
I3
I4
I5
 =

Dx(I1)
Dx(I2)
Dx(I3)
Dx(I4)
−

0 0 0 1
−2 1 0 0
0 0 −3 0
∓4 ±1 0 0


R1
R2
R3
R4
 ,
which become: 
1
0
±1
I5
 =

0
0
0
0
−

0 0 0 1
−2 1 0 0
0 0 −3 0
∓4 ±1 0 0


R1
R2
R3
R4
 ,
and this simple linear system has as the unique solution:
R1 := ± 1
2
I5, R2 := ± I5, R3 := ± 13 , R4 := − 1.
Once these four Maurer-Cartan invariants have been determined, they can be plugged
in:
∂u5 ∂u6
v1 −5u5 −6u6v2 u5 u6v3 −6u1u5 − 15u2u4 − 10u23 −7u1u6 − 21u2u5 − 35u3u4
v4 0 0
invariantize−−−−−−−→

−5 I5 −6 I6
I5 I6
∓15 −21I5
0 0
 .
We deduce:
I6 = Dx(I5)± 32 I25 + 5,
I7 = Dx(I6)± 2 I5I6 ± 7 I5,
and it is easy to verify that the algebra of differential invariants is generated by I5 and its
invariant derivatives Dνx (I5) of any order ν > 1.
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Recall from Section 10 that we are interested in parabolic surfaces S2 ⊂ R3 graphed as{
u = F (x, y)
}
, whose Hessian matrix is degenerate, of rank 1 < 2, whence after a rotation
in the (x, y)-space, we may assume:
Fxx 6= 0 ≡ FxxFyy − F 2xy.
In the same Section 10, we also showed that the relation Fyy =
F 2xy
Fxx
has infinitely many
differential consequences, namely, for every (j, k) with k > 2, there exists a certain uni-
versal rational expressions Rj,k such that:
Fxjyk = Rj,k
({
Fj′,0
}
06j′6j+k,
{
Fj′′,1
}
06j′′6j+k−1
)
,
the denominators of these Rj,k being certain powers
(
Fxx
)∗. Inside the order n jet space
Jnx,u, this means that:
uj,k = Rj,k
({
uj′,0
}
06j′6j+k,
{
uj′′,1
}
06j′′6j+k−1
)
.(17.1)
Theorem 8.5 already showed that the assumption that the Hessian determinant is iden-
tically zero is stable under (special) affine transformations. It is then interesting to have a
confirmation of this basic fact by means of prolongations of vector fields.
We start by selecting an appropriate basis for the 11-dimensional Lie algebra of infin-
itesimal generators of the action of SA3(R) on the space R3x,y,u, and we choose the same
generators as in [33]:
v1 := x ∂x − u ∂u, v2 := y ∂y − u ∂u,
v3 := y ∂x, v4 := u ∂x, v5 := x ∂y, v6 := u ∂y, v7 := x ∂u, v8 := y ∂u,
w1 := ∂x, w2 := ∂y, w3 := ∂u.
Among these 11 vector fields, 5 are essentially useless, namely the three translational
w1,w2,w3, and the two transvectional v7, v8, as was already explained and understood by
Theorem 12.6. A confirmation of this fact is provided by a computation of the prolonga-
tions of these 5 vector fields to any order:
∂x ∂y ∂u ∂u1,0 ∂u0,1
{
∂uk,l
}
26k+l

v7 0 0 x 1 0 0
v8 0 0 y 0 1 0
w1 1 0 0 0 0 0
w2 0 1 0 0 0 0
w3 0 0 1 0 0 0
,(17.2)
with absolutely zero coefficients in front of all ∂uj,k with j + k > 2. Up to a permutation
of rows and columns, we thus have a matrix which is triangular-by-blocks 5 = 2 + 3,
essentially the 5× 5 identity matrix, followed by a zero matrix.
Consequently, if, for any fixed jet order n > 2, above any point (x, y), we want to
determine:
rank Span
(
v
(n)
1 , v
(n)
2 , v
(n)
3 , v
(n)
4 , v
(n)
5 , v
(n)
6 , v
(n)
7 , v
(n)
8 , w
(n)
1 , w
(n)
2 , w
(n)
3
)
,
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it suffices to determine the rank of only 6 prolonged vector fields v(n)1 , . . . ,v
(n)
6 , with first-
order parts truncated
/
dropped:
∂u2,0 ∂u1,1 ∂u3,0 ∂u2,1 ∂u1,2 ∂u0,3
{
∂uk,l
}
46k+l

v1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
v2 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
v3 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
v4 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
v5 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
v6 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
.
Let us denote the submanifold
{
uj,k = Rj,k
}
of parabolic jets as:
PJn2,1 ⊂ Jn2,1 (n> 0),
with:
dimPJn2,1 = 3 + 2n < 2 +
(
2+n
n
)
= dim Jn2,1,
the inequality being strict as soon as n > 2, e.g. when n = 4:
11 < 17,
with the strange coincidence that this dimension 11 of PJ42,1 is equal to dim SA3(R)! A nice
surprise is waiting for us about that!
(0,1)(1,1)(2,1)(3,1)
(1,0)(2,0)(0,0) (3,0)(4,0)
k+l=4
k
l
Also, let us introduce the projection from the full jet space onto the parabolic jet space:
pj
(
x, y,
{
uj,k
}
j+k6n
)
:=
(
x, y,
u0,1, ... ... un−1,1,
u, u1,0, ..., un−1,0, un,0
)
∈ R3+2n.
A general vector field:
v = ξ(x, y, u)
∂
∂x
+ η(x, y, u)
∂
∂y
+ ϕ(x, y, u)
∂
∂u
,
prolongs infinitely as:
v∞ = v +
∑
16j+k
Φj,k
(
x, y, u(j+k)
) ∂
∂uj,k
,
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with coefficients Φj,k given by mean of the two (infinite, commuting) total differentiation
operators:
Dx :=
∂
∂x
+ u1,0
∂
∂u
+
∑
16j+k
uj+1,k
∂
∂uj,k
,
Dy :=
∂
∂y
+ u0,1
∂
∂u
+
∑
16j+k
uj,k+1
∂
∂uj,k
,
by the formulas of Theorem 3.7:
Φj,k := Djx D
k
y
(
ϕ− ξ u1,0 − η u0,1
)
+ ξ uj+1,k + η uj,k+1,
are functions on J j+k2,1 .
Assertion 17.3. For any jet order n > 2, all the 11 prolonged vector field on Jn2,1:
v
(n)
1 , v
(n)
2 , v
(n)
3 , v
(n)
4 , v
(n)
5 , v
(n)
6 , v
(n)
7 , v
(n)
8 , w
(n)
1 , w
(n)
2 , w
(n)
3 ,
are tangent to the (smooth, graphed) submanifold PJn2,1 ⊂ Jn2,1 of parabolic jets.
Proof. By differentiating one-parameter subgroups, this is a consequence of Theorem 8.5.

Next, the push-forward to the (horizontal) space R3+2n of parabolic jets of such a pro-
longed vector field is obtained by just ‘killing’ all the ∂
/
∂uj,k having k > 2:
pj∗
(
v(∞)
)
= v +
∑
16j′
pj∗
(
Φj
′,0) ∂
∂uj′,0
+
∑
06j′′
pj∗
(
Φj
′′,1) ∂
∂uj′′,1
,
and when we restrict ourselves to a finite order n > 0, this becomes:
pj∗
(
v(n)
)
= v +
∑
16j′6n
pj∗
(
Φj
′,0) ∂
∂uj′,0
+
∑
06j′′6n−1
pj∗
(
Φj
′′,1) ∂
∂uj′′,1
,
where pj∗
(
Φj
′) and pj∗(Φj′′,1) are push-forwards of Φj′,0 and Φj′′,1 to PJ j′2,1 and PJ j′′+12,1 .
To summarize, the push-forward process consists of
• dropping all ∂/∂uj,k with k > 2;
• in the kept coefficients:
Φj
′,0 = Φj
′,0(x, y, u(j′)), Φj′′,1 = Φj′′,1(x, y, u(j′′+1)),
replacing all jet coordinates uj′′′,k′′′ with k′′′ > 2 by Rj′′′,k′′′ .
For confirmation, for confidence, for coherence, the following observation may (for fun)
be checked on whatever computer for many low jet orders n > 2.
Observation 17.4. [Exercise] In order to push forward the 11 generators of the action of
SA3(R) via pj∗, it suffices to know parabolic jets relations only for k = 2, and for any
j > 0:
uj,2 = Rj,2
({
uj′,0
}
26j′6j+2,
{
uj′′,1
}
16j′′6j+1
)
. 
Observation 17.5. [Exercise] The process of replacing uj,2 by Rj,2 occurs only when one
calculates pj∗
(
v
(n)
5
)
and pj∗
(
v
(n)
6
)
for n > 2.
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Now, although Theorem 8.5 already gave a full explanation, we want to verify in another
way that the hypothesis that the Hessian is identically zero is stable under (special) affine
transformations. So we fix the jet order n = 2, whence parabolic jets are defined by a
single equation:
PJ22,1 =
{
u2,0 u0,2 − u21,1
}
,
and equivalently, because we are working on the space
{
u2,0 6= 0
}
, we can solve:
u0,2 =
u21,1
u2,0
.
Clearly, v(2)7 , v
(2)
8 , w
(2)
1 , w
(2)
2 , w
(3)
3 are (trivially) tangent to this submanifold PJ
2
2,1 ⊂ J22,1,
since they incorporate only derivatives ∂x, ∂y, ∂u, ∂u1,0 , ∂u0,1 , nothing of higher order ∂uj,k
with j + k > 2.
Next, we must verify that the 6 remaining vector fields v(2)1 , v
(2)
2 , v
(2)
3 , v
(2)
4 , v
(2)
5 , v
(2)
6
are also tangent to PJn2,1. We write their coefficients matrix as:
∂u2,0 ∂u1,1 ∂u0,2

v1 −3u2,0 −2u1,1 −u0,2
v2 −u2,0 −2u1,1 −3u0,2
v3 0 −u2,0 −2u1,1
v4 −3u2,0u1,0 −2u1,1u1,0 − u2,0u0,1 −2u1,1u0,1 − u0,2u1,0
v5 −2u1,1 −u0,2 0
v6 −2u1,1u1,0 − u2,0u0,1 −2u1,1u0,1 − u0,2u1,0 −3u0,2u0,1
.
Also, let us abbreviate:
Hu := u2,0 u0,2 − u21,1.
The tangency in question is verified on a computer, or else with a pen, as follows.
Assertion 17.6. The quotients:
vσ
(
Hu
)/
Hu
have values, for σ = 1, 2, 3, 4, 5, 6:
− 4, − 4, 0, − 4u1,0, 0, − 4u0,1. 
Thus, Hu = 0 implies vσ
(
Hu
)
= 0, which is tangency! One also observes that there is
a 2× 2 minor of the above matrix which is nowhere vanishing:∣∣∣∣ −u2,0 −2u1,10 −u2,0
∣∣∣∣ = u22,0.
Question 17.7. Are there differential invariants of order 2?
No! Because at every point of
{
u2,0 6= 0 = Hu
}
, we realize that:
dimPJ22,1 = 7 = rank Span
(
pj∗
(
v
(2)
2
)
, pj∗
(
v
(2)
3
)
, pj∗
(
v
(2)
7
)
, pj∗
(
v
(2)
8
)
,
pj∗
(
w
(2)
1
)
, pj∗
(
w
(2)
2
)
, pj∗
(
w
(2)
3
))
,
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by looking at the triangular-by-blocks 7 = 2 + 2 + 3 matrix:
∂x ∂y ∂u ∂u1,0 ∂u0,1 ∂u2,0 ∂u1,1

v2 0 y −u −u1,0 −2u0,1 −u2,0 −2u1,1
v3 y 0 0 0 −u1,0 0 −u2,0
v7 0 0 x 1 0 0 0
v8 0 0 y 0 1 0 0
w1 1 0 0 0 0 0 0
w2 0 1 0 0 0 0 0
w3 0 0 1 0 0 0 0
,
whose determinant equals u22,0 6= 0. Consequently, the set we are working on:{
u2,0 6= 0 = u2,0u0,2 − u21,1
}
contains only 7-dimension orbits, in fact only a unique orbit, for the prolonged action of
SA3(R). So any transversal to the orbits is zero-dimensional, and there are no differential
invariants of order 2. In particular, the HessianHu is not a differential invariant. Taking the
notations of Section 4, we introduce a
Terminology 17.8. For the action of a local Lie group G on graphs {u = u(x)} in Rp+qz , a
function P = P
(
z(n)
)
on the nth order jet space Jnz is called a relative invariant if:
P
(
w(n)
(
g, z(n)
))
= nonzero · P(z(n)) (∀ g ∈G).
Immediately, the zero-set of a relative invariant is invariant:{
P
(
w(n)
(
g, z(n)
))
= 0
}
=
{
P(z(n)) = 0
}
.
Precisely what we already observed of the Hessian!
Next, we examine what occurs in the 3rd order jet space. Recall that we are working
only in the domain: {
u2,0 6= 0 = u2,0 u0,2 − u21,1
}
.
The submanifold PJ32,1 ⊂ J32,1 of parabolic 3rd order jets is now defined by three equa-
tions (the last one being in fact not used):
u0,2 :=
u21,1
u2,0
u1,2 = 2
u1,1 u2,1
u2,0
− u
2
1,1 u3,0
u22,0
,
u0,3 = 3
u21,1 u2,1
u22,0
− 2 u
3
1,1 u3,0
u32,0
.
Beyond Theorem 8.5, again with affine transformations not far from the identity, we
have the
Proposition 17.9. [26, 5.8] With this hypothesis, in terms of the nowhere vanishing quan-
tity:
Υ :=
(
l + mFy
)
Fxx −
(
k + mFx
)
Fxy,
it holds:
GssGsst −GstGsss
G2ss
=
Fxx
Υ
(
Fxx Fxxy − Fxy Fxxx
F 2xx
)
. 
70 Zhangchi CHEN, Joël MERKER
This implies that, in the submanifold PJ32,1 of parabolic jets of order 3, the zero-set:{
u2,0 u2,1 − u1,1 u3,0 = 0
}
,
is invariant under the prolongation of the SA3-action, namely, for every g ∈ SA3(R) not far
from the identity:
g(3)
({
u2,0 u2,1 − u1,1 u3,0 = 0
}) ⊂ {v2,0 v2,1 − v1,1 v3,0 = 0}.
We now want to see the same property from the vector fields point of view. Let us
abbreviate:
Su :=
u2,0 u2,1 − u1,1 u3,0
u22,0
.(17.10)
The tangencies to
{
Su = 0
}
follow from an
Assertion 17.11. The quotients:
pj∗
(
vσ
)(
Su
)/
Su
have values, for σ = 1, 2, 3, 4, 5, 6:
0, − 1, 0, 0, u1,1
u2,0
,
u1,1 u1,0 − u2,0 u0,1
u2,0
. 
Question 17.12. Are there differential invariants of order 3?
Again: No! Because at every point of
{
u2,0 6= 0 = Hu
}
, we realize that:
dimPJ32,1 = 9 = rank Span
(
pj∗
(
v
(3)
1
)
, pj∗
(
v
(3)
2
)
, pj∗
(
v
(3)
3
)
, pj∗
(
v
(3)
4
)
,
pj∗
(
v
(3)
7
)
, pj∗
(
v
(3)
8
)
, pj∗
(
w
(3)
1
)
, pj∗
(
w
(3)
2
)
, pj∗
(
w
(3)
3
))
,
by looking at the triangular-by-blocks 9 = 4 + 2 + 3 matrix:
∂x ∂y ∂u ∂u1,0 ∂u0,1 ∂u2,0 ∂u1,1 ∂u3,0 ∂u2,1

v1 x 0 −u −2u1,0 −u0,1 −3u2,0 −2u1,1 −4u3,0 −3u2,1
v2 0 y −u −u1,0 −2u0,1 −u2,0 −2u1,1 −u3,0 −2u2,1
v3 y 0 0 0 −u1,0 0 −u2,0 0 −u3,0
v4 0 0 u −u21,0 −u1,0u0,1 −3u2,0u1,0 −2u1,1u1,0−u2,0u0,1
−4u3,0u1,0
−3u22,0
−3u2,1u1,0
−3u1,1u2,0−u3,0u0,1
v7 0 0 x 1 0 0 0 0 0
v8 0 0 y 0 1 0 0 0 0
w1 1 0 0 0 0 0 0 0 0
w2 0 1 0 0 0 0 0 0 0
w3 0 0 1 0 0 0 0 0 0
,
and by realizing that the upper-right 4× 4 block has a not identically zero determinant:∣∣∣∣∣∣∣∣
−3u2,0 −2u1,1 −4u3,0 −3u2,1
−u2,0 −2u1,1 −u3,0 −2u2,1
0 −u2,0 0 −u3,0
−3u2,0u1,0 −2u1,1u1,0−u2,0u0,1
−4u3,0u1,0
−3u22,0
−3u2,1u1,0
−3u1,1u2,0−u3,0u0,1
∣∣∣∣∣∣∣∣ = 9u
3
2,0
(
u2,0 u2,1 − u1,1 u3,0︸ ︷︷ ︸
recognize Su
)
.
Our domain
{
u2,0 6= 0 = u2,0u0,2 − u21,1
}
stratifies as:{
Su ≡ 0
}∪ {Su 6= 0}.
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So on the dense open subset where Su 6= 0, the above 9 vector fields span the tangent
space to the 9-dimensional parabolic jet space PJ32,1, whence any transversal to the orbits
of the (prolonged) SA3-action is zero-dimensional, and there are no differential invariants
at a generic point.
Be careful! The closed subset
{
Su = 0
}
is SA2-invariant. In it, the rank in question
degenerates, since the above determinant has value 0. But since u2,0 6= 0, the equation
Su = 0 can be solved for:
u2,1 =
u1,1
u2,0
u3,0.
According to Lie’s general principle of thought, in the study of graphs
{
u = F (x, y)
}
,
there is bifurcation branching:
Identical degeneracy SF ≡ 0,
SF
66
(( Nowhere vanishing SF 6= 0,
namely one studies either graphs for which Fxxy ≡ FxyFxx Fxxx, or graphes for which
Fxx Fxxy − Fxy Fxxx 6= 0 at every point (x, y). In other words, we disregard mixed types
for which SF (x, y) 6≡ 0, while
{
SF (x, y) = 0
} 6= ∅.
Our main study, in the next Sections 18, 19, 20, will concern the branch SF 6= 0. For
now, let us summarize how the branch SF ≡ 0 can be easily terminated.
So our assumptions are:
Fxx 6= 0, Fyy ≡
F 2xy
Fxx
, Fxxy ≡ Fxy
Fxx
Fxxx.(17.13)
This leads to a new (smooth) submanifold of the nth order jet space:
CPJn2,1 ⊂ PJn2,1 ⊂ Jn2,1,
defined by the equations:
u2,0 6= 0, u0,2 =
u21,1
u2,0
, u2,1 =
u1,1
u2,0
u3,0,
together with their differential consequences (exercise).
(1,1)
(1,0)(2,0)(0,0) (3,0)(4,0)
(0,1) k
l
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When n > 2, this submanifold is equipped with horizontal coordinates:
CPJn2,1 = R5+n 3
(
x, y,
u0,1, u1,1,
u, u1,0, u2,0, u3,0, u4,0, u5,0, ..., un,0
)
.
After an elementary affine transformation, we can assume that a graphed surface satis-
fying these assumptions starts at order 2 terms:
u = F2,0
x2
2!
+ F1,1 xy + F0,2
y2
2!
+ Ox,y(3).
Since F0,2 = F 21,1
/
F2,0, we can write:
u =
F2,0
2
(
x+
F1,1
F2,0
y
)2
+ Ox,y(3),
and making the special affine change of coordinates:
x′ := x+ F1,1
F2,0
y, y′ := F2,0 y, u′ := 1F2,0 u,
we come, dropping the primes, to a normalized form:
u = x
2
2!
+ Ox,y(3).
Importantly, our assumptions (17.13) are (special) affinely invariants, and then, in the
new system of coordinates, they continue to hold. As in the proof of Lemma 16.8, let us
write the two PDEs in question as:
Fyy = R Fxy, Fxxy = R Fxy,
whereR = R(x, y) denotes an unspecified function.
Assertion 17.14. In the normalized form, the remainder Ox,y(3) = Ox(3) depends only on
x, not on y.
Proof. At first, we see Fxxy(0) = 0 since Fxy(0) = 0. Differentiating with respect to x, we
get:
Fxxxy = Rx Fxy +R Fxxy = R Fxy,
whence similarly Fxxxy(0) = 0. An easy induction yields Fxky = R Fxy for every k > 2,
whence Fxky(0) = 0.
Next, we see Fyy(0) = 0. Differentiating and inducting, we get Fxkyy = R Fxy for
every k > 0, whence Fxkyy(0) = 0. By another induction, Fxkyl = R Fxy for all k > 0,
l > 2, whence Fxkyl(0) = 0, and this concludes because we assume analyticity. 
So surfaces S2 ⊂ R3 satisfying assumptions (17.13) are of the form:
u = f(x) = x
2
2!
+ Ox(3),
they are products of curves in R2x,u and the straight R1y, which is a degenerate situation.
From any special affine equivalence in SA3(R) we can extract a 2-dimensional equiva-
lence:
s = ax+ b y + cu+ d,
t = kx+ l y + mu+ n,
v = px+ q y + r u+ s
specialize−−−−−−−→
s = ax + cu+ d,
t = l y + n,
v = px + r u+ s
extract−−−−−−−→ s = ax+ cu+ d,
v = px+ r u+ s,
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but then, since the transformation in the y-space has zero influence, we can adjust the
central parameter:
l :=
1
a r − c p ,
in order to guarantee that the determinant has value 1, while the determinant of the 2-
dimensional transformation: ∣∣∣∣ a cp r
∣∣∣∣ 6= 0
must only be nonzero, not necessarily equal to 1. In other words, our curves
{
u = f(x)
}
with fxx 6= 0 are considered modulo affine transformations of the plane R2x,u, not special
affine ones.
We have already studied plane curves modulo A2(R) in Section 16. Hence we only need
to adapt (slightly) these results in our present context.
• There is a relative invariant:
P := − 5u23,0 + 3u2,0 u4,0,
which creates a branching.
• One has P ≡ 0 if and only if the surface {u = F (x, y)} is special affinely equivalent to
the product {v = s2} of a parabola with R1t .
• When P 6= 0, as in Theorem 16.10, the surface is SA3-equivalent to:
u = x
2
2!
+ 0± x4
4!
+ F5
x5
5!
+
∑
i>6
Fi
xi
i!
,
where F5, F6, F7, . . . are diffferential invariants, for instance in the case of + x
4
4!
:
F5 = I5 :=
1√
3
9u22,0 u5,0 − 45u2,0 u3,0 u4,0 + 40u33,0(
3u2,0 u4,0 − 5u33,0
)3/2 .
All the other differential invariants I6, I7, . . . express in terms of I5 and its invariant deriva-
tives Dνx (I5).
• The degenerate case where I5 ≡ 0 means, according to Lemma 13.10, that there exist
constants such that:
u = dx+ e +
√
f x2 + 2g x+ h.
There are unique such constants so that the right-hand side has fourth-order terms normal-
ized as above:
u = 3−
√
9− 3x2, u = − 3 +
√
9 + 3 x2
= x
2
2!
+ 0 + x
4
4!
+ 0 + Ox(6), =
x2
2!
+ 0− x4
4!
+ 0 + Ox(6).
All this study justifies that we can from now on and until the end of the paper assume
that at every point (x, y):
0 6= SF = Fxx Fxxy − Fxy Fxxx.
Question 17.15. Are there differential invariants of order 4?
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Yes, at last! Remind that we already pointed out the coincidence:
dimPJ42,1 = 11 = dim SA3(R).
One could expect that the 11 vector fields prolonged to J42,1 and tangent to the submanifold
PJ42,1 of parabolic jets:
pj∗
(
v
(4)
1
)
, pj∗
(
v
(4)
2
)
, pj∗
(
v
(4)
3
)
, pj∗
(
v
(4)
4
)
, pj∗
(
v
(4)
5
)
, pj∗
(
v
(4)
6
)
,
pj∗
(
v
(4)
7
)
, pj∗
(
v
(4)
8
)
, pj∗
(
w
(4)
1
)
, pj∗
(
w
(4)
2
)
, pj∗
(
w
(4)
3
)
,
are linearly independent at a generic point, hence span the tangent space to PJ42,1 almost
everywhere, but this is not the case.
Indeed, thanks to our earlier observation (17.2) that the last 5 vector fields have iden-
tically zero coefficients in front of all the ∂
/
∂uj,k with j + k > 2, it suffices to examine
the rank of the first 6 vector fields in the space of jets of order > 2, namely, it suffices to
determine the rank at a generic point of the following matrix of coefficients:
∂u2,0 ∂u1,1 ∂u3,0 ∂u2,1 ∂u4,0 ∂u3,1

v1 −3u2,0 −2u1,1 −4u3,0 −3u2,1 −5u4,0 −4u3,1
v2 −u2,0 −2u1,1 −u3,0 −2u2,1 −u4,0 −2u3,1
v3 0 −u2,0 0 −u3,0 0 −u4,0
v4 −3u2,0u1,0 −2u1,1u1,0−u2,0u0,1
−4u3,0u1,0
−3u22,0
−3u2,1u1,0
−3u1,1u2,0−u3,0u0,1
−5u4,0u1,0
−10u2,0u3,0
−4u3,1u1,0−4u1,1u3,0
−6u2,0u2,1−u4,0u0,1
v5 −2u1,1 Φ1,15 −3u2,1 Φ2,15 −4u3,1 Φ3,15
v6
−2u1,1u1,0
−u2,0u0,1 Φ
1,1
6
−3u2,1u1,0
−3u1,1u2,0−u3,0u0,1 Φ
2,1
6
−4u3,1u1,0−4u1,1u3,0
−6u2,0u2,1−u4,0u0,1 Φ
3,1
6
,
in which precisely 6 entries require take account of the parabolic jet relations shown at the
end of Section 10:
Φ1,15 = −
u21,1
u2,0
,
Φ2,15 = − 4
u1,1 u2,1
u2,0
+ 2
u21,1 u3,0
u22,0
,
Φ3,15 = − 6
u1,1 u3,1
u2,0
+ 12
u3,0 u1,1 u2,1
u22,0
− 6 u
2
3,0 u
2
1,1
u32,0
− 6 u
2
2,1
u2,0
+ 3
u4,0 u
2
1,1
u22,0
,
and where:
Φ1,16 = −
u1,0 u
2
1,1
u2,0
− 2u1,1 u0,1,
Φ2,16 = − 4
u1,0 u1,1 u2,1
u2,0
+ 2
u1,0 u
2
1,1 u3,0
u22,0
− 3u21,1 − 2u2,1 u0,1,
Φ3,16 = − 6
u1,0 u1,1 u3,1
u2,0
+ 12
u1,0 u3,0 u1,1 u2,1
u22,0
− 6 u1,0 u
2
3,0 u
2
1,1
u32,0
− 6 u1,0 u
2
2,1
u2,0
+
+ 3
u1,0 u4,0 u
2
1,1
u22,0
− 12u1,1 u2,1 + 2
u3,0 u
2
1,1
u2,0
− 2u3,1 u0,1.
Assertion 17.16. [On a computer] The determinant of the above 6 × 6 matrix vanishes
identically. 
Question 17.17. Then what is the dimension of the generic orbits?
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Assertion 17.18. [On a computer] The above 6×6 matrix has rank 5 at every point in the
domain of PJ42,1 defined by:
u2,0 6= 0, u2,0 u2,1 − u1,1 u3,0 6= 0.
Proof. Denote by M i,j the 5× 5 submatrix of the above 6× 6 matrix for which the ith row
and the j th column are deleted. A computer gives:
detM4,6 = − 18u2,0
(
u2,0 u2,1 − u1,1 u3,0
)(
3u22,0 u
2
2,1 − u1,1 u2,0 u2,1 u3,0 − 2u21,1 u23,0 − 2u1,1 u22,0 u3,1 + 2u21,1 u2,0 u4,0
)
,
detM5,6 = − 18u2,0
(
u2,0 u2,1 − u1,1 u3,0
)(
3u32,0 u2,1 − 3u1,1 u22,0 u3,0 − 5u1,0 u2,0 u2,1 u3,0 + 5u1,0 u1,1 u23,0
+ 2u1,0 u
2
2,0 u3,1 − 2u21,1 u2,0 u4,0
)
,
detM6,6 = − 18u2,0
(
u2,0 u2,1 − u1,1 u3,0
)(− 5u2,0 u2,1 u3,0 + 5u1,1 u23,0 + 2u22,0 u3,1 − 2u1,1 u2,0 u4,0).
Suppose these three determinants are simultaneously 0. Then in our domain u2,0 6= 0 6=
u2,0 u2,1 − u1,1 u3,0 we have:
0 = 3u22,0 u
2
2,1 − u1,1 u2,0 u2,1 u3,0 − 2u21,1 u23,0 − 2u1,1 u22,0 u3,1 + 2u21,1 u2,0 u4,0,
0 = 3u32,0 u2,1 − 3u1,1 u22,0 u3,0 − 5u1,0 u2,0 u2,1 u3,0 + 5u1,0 u1,1 u23,0 + 2u1,0 u22,0 u3,1 − 2u21,1 u2,0 u4,0,
0 = − 5u2,0 u2,1 u3,0 + 5u1,1 u23,0 + 2u22,0 u3,1 − 2u1,1 u2,0 u4,0.
Abbreviating A := u2,0 u2,1 − u1,1 u3,0 and B := u2,0 u3,1 − u1,1 u4,0, this is:
0 =
(
3u2,0 u2,1 + 2u1,1 u3,0
)
A− 2u1,1 u2,0B,
0 =
(
3u22,0 − 5u1,0 u3,0
)
A+ 2u1,0 u2,0B,
0 = − 5u3,0A+ 2u2,0B.
One can eliminate u2,0B and get:
0 = 3A2, 0 = 3u22,0A.
These equations clearly have no solution in our domain. So the three minors cannot degen-
erate simultaneously, although each one can degenerate somewhere. 
Consequently, there is one and only 1 = 6− 5 invariant. On a computer, one can solve
the system of 11 PDEs:
0 ≡ pj∗
(
v(4)σ
)(
W
) ≡ pj∗(w(4)τ )(W) (16σ6 8, 16 τ 6 3),
for an unknown function W of the 11 jet variables:(
x, y,
u0,1, u1,1, u2,1, u3,1,
u, u1,0, u2,0, u3,0, u4,0
)
,
and obtain its explicit expression.
Proposition 17.19. [On a computer] This invariant is:
WF :=
F 2xx Fxxxy − Fxx Fxy Fxxxx + 2Fxy F 2xxx − 2Fxx Fxxx Fxxy
(Fxx)2
(
Fxx Fxxy − Fxy Fxxx
)2/3 . 
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Because computers rarely succeed as soon as either the number of variables or the degree
increases, it would be better to have a method for computing W which would also apply to
determine the explicit expressions of some higher order invariants. To this aim are devoted
the next two Sections 18, 19.
18. Relative Invariant S and First Invariant W
As in Section 13 for the case of curves, we apply the power series method presented in
Section 12 to study equivalences of analytic parabolic surfaces S2 ⊂ R3 centered at the
origin:
u =
∑
j+k>2
Fj,k
xj
j!
yk
k!
,
under the action of the group SL3(R) of special linear transformations. Because the special
affine group SA3(R) contains all translations, Theorem 12.3 already justified that the com-
putation at the origin of the power series SL3-invariants, in the sense of Definition 12.1, is
sufficient to know the differential SA3-invariants at every nearby point (x, y).
Furthermore, because SL3(R) also contains all vertical transvections, Theorem 12.6 al-
ready justified that we may assume the first order terms F0,0 + F1,0 x + F0,1 y = 0 are
already normalized to zero, as was written above.
We can therefore apply the progressive cross-section method of Section 13. The formal
coefficients Fj,k will be re-initialized in later stages of the process. At the beginning, we
assign them to be functional jets:
Fj,k := uj,k,
having in mind uxjyk(x, y) in order to receive true differential invariants — but all compu-
tations will be performed at the origin. We consider special affine transformations:
R3x,y,u −→ R3s,t,v,
which are not too far from the identity, so that any analytic graph
{
u = F (x, y)
}
is sent to
a similar graphed surface
{
v = G(s, t)
}
.
Since the source power series F (x, y) =
∑
Fj,k
xj yk
j! k!
is given and since we want to
simplify the target power series G(s, t) =
∑
Gl,m
sl tm
l!m!
, it is more natural to work with the
inverse special affine transformation:
x = a s+ b t+ c v,
y = k s+ l t+ m v,
u = p s+ q t+ r v.
Then the graphing function G(s, t) is uniquely determined, by a fundamental equation:
0 ≡ − p s− q t− r v + F(a s+ b t+ c v, k s+ l t+ m v)∣∣∣
replace v=G(s,t)
,
which holds identically as a power series in the two horizontal variables (s, t).
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The goal is to use the group parameters freedom a, b, c, k, l, m, p, q, r, in order to
normalize as much as possible coefficients Gl,m.
18.1. First loop. After an affine transformation, we may of course assume that our target
graph enjoys a similar first-order normalization:
v =
∑
l+m>2
Gl,m
sl
l!
tm
m!
.
Then we perform the replacement:
(18.2) 0 ≡ − p s− q t− rG(s, t) + F(a s+ b t+ cG(s, t), k s+ l t+ mG(s, t)),
and we glean first-order terms which must vanish:
0 ≡ − p s− q t+ Os,t(2).
Lemma 18.3. The subgroup of SL3(R) sending v = Os,t(2) to u = Ox,y(2) is 6-
dimensional and consists of matrices:
G
(1)
stab :
 a b ck l m
0 0 r
 ,
with 1 =
(
al− bk) r. 
Next, second order terms in (18.2) are:
0 ≡
(
k2
F 21,1
F2,0
+ a2 F2,0 + 2 akF1,1 − rG2,0
)
s2
2
+
+
(
abF2,0 + bkF1,1 + alF1,1 − rG1,1 + kl
F 21,1
F2,0
)
st+ (∗) t2 + Os,t(3),
where (∗) is unimportant. We can normalize G2,0 := 1 and G1,1 := 0 with the choice of
the simple transformation: 
1
F
1/3
2,0
−F1,1
F2,0
0
0 1 0
0 0 F
1/3
2,0
 ∈ G(1)stab,
and the parabolic jet relation u0,2 =
u21,1
u2,0
satisfied by G(s, t) gives:
G0,2 = 0.
After these normalizations, third order terms become:
0 ≡
(
−F 1/32,0 G3,0+
F3,0
F2,0
)
s3
6
+
(
−F 1/32,0 G2,1−
F3,0 F1,1
F
5/3
2,0
+
F2,1
F
2/3
2,0
)
s2t
2
+(∗) st2+(∗) t3+Os,t(4).
We solve for the Gl,m and we come back to the initial functional jets:
G3,0 =
F3,0
F
4/3
2,0
=
u3,0
u
4/3
2,0
, G2,1 =
F2,0 F2,1 − F1,1 F3,0
F 22,0
=
u2,0 u2,1 − u1,1 u3,0
u22,0
G4,0 =
F4,0
F
5/3
2,0
=
u4,0
u
5/3
2,0
, G3,1 =
F2,0 F3,1 − F1,1 F4,0
F
7/3
2,0
=
u2,0 u3,1 − u1,1 u4,0
u
7/3
2,0
.
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18.4. Second loop. We restart with two formal power series normalized up to order 2:
u =
x2
2!
+
∑
j+k>3
Fj,k
xj
j!
yk
k!
and v =
s2
2!
+
∑
l+m>3
Gl,m
sl
l!
tm
m!
,
and with the previous stabilizer subgroup G(1)stab. The fundamental equation (18.2) is:
0 ≡ − rG(s, t) + F(a s+ b t+ cG(s, t), k s+ l t+ mG(s, t))
≡ (− r + a2) s2
2
+
(
ab
)
st+ (∗) t2
2
+ Os,t(3).
Thus r = a2, then b = 0, and 1 = alr, so l = a−3.
Lemma 18.5. The subgroup G(2)stab ⊂ G(1)stab which sends v = 12 s2 + · · · to u = 12 x2 + · · ·
consists of matrices:
G
(2)
stab :
 a 0 ck a−3 m
0 0 a2
 . 
Next, third order terms are, with no stars present:
0 ≡
(
− a2G3,0 + 3 a2kF2,1 + 3 ac + a3 F3,0
)
s3
6
+
+
(
− a2G2,1 + 1
a
F2,1
)
s2t
2
+ Os,t(4).
Solving:
G2,1 =
1
a3
F2,1,
we deduce from a 6= 0 an
Observation 18.6. After normalization of second order terms, the properties F2,1 = 0 and
F2,1 6= 0 are SL3(R)-invariant. 
Coming back to the initial functional jets, remind we have obtained just above in terms
of functional jets:
G2,1 =
u2,0 u2,1 − u1,1 u3,0
u22,0
,
hence we recognize the relative invariant Su already shown in (17.10). After our normal-
ization, Su becomes simply:
Su
∣∣
u2,0=1
u1,1=0
=
u2,0 u2,1 − u1,1 u3,0
u22,0
∣∣∣∣
u2,0=1
u1,1=0
= u2,1,
and this explains why we obtained the relationG2,1 = F2,1
/
a3 between the plain monomials
G2,1 and F2,1.
Recall that the branch Su ≡ 0 has already been studied fully in Section 17. So we
can assume Su(x, y) 6= 0 at every point (x, y), and in the present context of power series
invariants, this means that we can assume F2,1 6= 0 6= G2,1.
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Then we can normalize G2,1 := 1 and G3,0 := 0 by means of the simple transformation: F
1/3
2,1 0 0
−1
3
F3,0
F
2/3
2,1
1
F2,1
0
0 0 F
2/3
2,1
 ∈ G(2)stab.
Looking at terms of order 4 and solving, we obtain:
G4,0 = − 4
3
F3,1 F3,0
F
1/3
2,1
+
4
3
F2,1 F
2
3,0
F
1/3
2,1
+ F
2/3
2,1 F4,0,
G3,1 =
F3,1
F
2/3
2,1
− 2F 1/32,1 F3,0,
hence coming back to functional jets:
G4,0 =
1
3
4u3,0 u2,0 u4,0 u1,1 − 4u3,0 u22,0 u3,1 + 4u23,0 u2,1 u2,0 − 4u33,0 u1,1 + 3u4,0 u22,0 u2,1
u42,0
(
u2,0 u2,1 − u1,1 u3,0
)1/3
G3,1 =
−u2,0 u4,0 u1,1 + u22,0 u3,1 − 2u3,0 u2,1 u2,0 + 2u23,0 u1,1
u22,0
(
u2,0 u2,1 − u1,1 u3,0
)2/3 .
Before continuing, we observe that from the parabolic jet relations shown in Section 10,
it comes thanks to G1,1 = 0:
G1,2 = 0, G0,3 = 0.
18.7. Third loop. We restart with two formal power series normalized up to order 3:
u =
x2
2
+
x2 y
2
+
∑
j+k>4
Fj,k
xj
j!
yk
k!
and v =
s2
2
+
s2 t
2
+
∑
l+m>4
Gl,m
sl
l!
tm
m!
,
and with the previous stabilizer subgroup G(2)stab. The fundamental equation (18.2) is:
0 ≡ − a2G(s, t) + F(a s+ cG(s, t), k s+ a−3 t+ mG(s, t))
≡ (3 a2k + 3 ac) s3
6
+
(− a2 + 1
a
)
s2t
2
+ Os,t(4).
Thus a = 1 and k = − c.
Lemma 18.8. The subgroup G(3)stab ⊂ G(2)stab which sends v = 12 s2 + s
2t
2
+ · · · to u =
1
2
x2 + x
2y
2
+ · · · consists of matrices:
G
(3)
stab :
 1 0 c−c 1 m
0 0 1
 . 
Next, fourth order terms are:
0 ≡
(
− G4,0 + 3 c2 + 6 m− 4 cF3,1 + F4,0
)
s4
24
+
+
(
− G3,1 + F3,1
)
s3t
6
+ Os,t(5).
Observation 18.9. There exists a (single) 4th order invariant G3,1 = F3,1. 
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Its expression in terms of functional jets was already finalized at the end of the previous
loop, and we attribute a name to this invariant:
W :=
u22,0 u3,1 − u2,0 u4,0 u1,1 + 2u23,0 u1,1 − 2u3,0 u2,1 u2,0
u22,0
(
u2,0 u2,1 − u1,1 u3,0
)2/3 .
This confirms what has already been presented with prolonged vector fields in Section 17,
cf. Proposition 17.19.
Furthermore, we can make G4,0 := 0 with the simple transformation: 1 0 00 1 −1
6
F4,0
0 0 1
 ∈ G(3)stab.
Looking at terms of order 5 and solving, we obtain:
G5,0 = − 5
3
F4,0 F3,1 + F5,0,
G4,1 = F4,1 − 3F4,0,
and coming back to functional jets:
G5,0 =
1
9
1
u62,0
(
u2,0 u2,1 − u1,1 u3,0
) { 5u3,0 u22,0 u24,0 u21,1 − 25u3,0 u32,0 u4,0 u1,1 u3,1
+ 30u33,0 u2,0 u4,0 u
2
1,1 + 20u3,0 u
4
2,0 u
2
3,1
− 40u33,0 u22,1 u22,0 + 80u43,0 u2,1 u2,0 u1,1
− 40u53,0 u21,1 + 15u24,0 u32,0 u2,1 u1,1
− 15u4,0 u42,0 u2,1 u3,1 + 30u3,0 u32,0 u4,0 u22,1
+ 9u5,0 u
4
2,0 u
2
2,1 − 3u3,0 u32,0 u5,0 u1,1 u2,1
− 6u23,0 u22,0 u5,0 u21,1 − 15u3,0 u42,0 u4,1 u2,1
+ 15u23,0 u
3
2,0 u4,1 u1,1 − 60u23,0 u22,0 u4,0 u1,1 u2,1
}
,
G4,1 =
8u23,0 u2,1 u2,0 − 8u33,0 u1,1 + 7u3,0 u2,0 u4,0 u1,1 − 4u3,0 u22,0 u3,1 − u22,0 u5,0 u1,1 + u32,0 u4,1 − 3u4,0 u22,0 u2,1
u42,0
(
u2,0 u2,1 − u1,1 u3,0
)1/3 .
According to our general principles, we must take account of the branching that the
invariant W causes:
Identical degeneracy WF ≡ 0,
WF
66
(( Nowhere vanishing WF 6= 0.
As usual, it is then natural to study first WF ≡ 0, but before doing this in the next Sec-
tion 19, we prefer to push further a bit our power series algorithm, since it will definitely
show that such a branching lies inside the problem.
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Before continuing, we observe that from the parabolic jet relations shown in Section 10,
it comes:
G2,2 = 2, G1,3 = 0, G0,4 = 0.
18.10. Fourth loop. Therefore, we restart with two formal power series normalized up to
order 4:
u =
x2
2
+
x2 y
2
+W x
3 y
6
+ 2
x2 y2
4
+
∑
j+k>4
Fj,k
xj
j!
yk
k!
,
v =
s2
2
+
s2 t
2
+W s
3t
6
+ 2
s2 t2
4
+
∑
l+m>4
Gl,m
sl
l!
tm
m!
.
We repeat that for them to be SA3-equivalent, their (3, 1) coefficients must be equal:
F3,1 = W = G3,1.
We also restart with the previous stabilizer subgroup G(3)stab. The fundamental equa-
tion (18.2) is:
0 ≡ −G(s, t) + F(s+ cG(s, t), − c s+ t+ mG(s, t))
≡ (6 m + 3 c2 − 4 cF3,1) s424 + Os,t(5).
Lemma 18.11. The subgroupG(4)stab ⊂ G(3)stab is only 1-dimensional and consists of matrices:
G
(4)
stab :
 1 0 c−c 1 2
3
cW− 1
2
c2
0 0 1
 . 
Next, fifth order terms are:
0 ≡
(
5 c2W+ 20
3
cW2 −G5,0 − 5 cF4,1 + F5,0
)
s5
120
+
+
(
− G4,1 − 2 cW+ F4,1
)
s4t
24
+ Os,t(6).
Only when W 6= 0, we can normalize G4,1 := 0 with c := 12 F4,1W , with the simple transfor-
mation:  1 0 12
F4,1
W
−1
2
F4,1
W 1
1
3
F4,1 − 18
F 24,1
W2
0 0 1
 ∈ G(4)stab.
The reason we normalizeG4,1 notG5,0 whenW 6= 0 is that the range ofG5,0 = 5 c2W+
. . . is the range of a quadratic function of c. It has either a maximum or a minimum. We
cannot always normalize it to 0 or any fixed real number. In other words, every orbit crosses
the hyperplane {G4,1 = 0} exactly once, but some do not touch {G5,0 = 0}.
This confirms our claim that the invariant W causes a bifurcation, and we will now
explore the two branches.
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19. Branch W ≡ 0 and Branch W 6= 0
Let us treat the branch W ≡ 0. We thus have two differential relations:
0 ≡ Fxx Fyy − F 2xy,
0 ≡ F 2xx Fxxxy − Fxx Fxy Fxxxx + 2Fxy F 2xxx − 2Fxx Fxxx Fxxy,
which, thanks to the assumption Fxx 6= 0, can be solved as:
Fyy =
F 2xy
Fxx
,
Fxxxy =
Fxy Fxxxx
Fxx
− 2 Fxy F
2
xxx
F 2xx
+ 2
Fxxx Fxxy
Fxx
.
These two relations have differential consequences as well.
(1,0)(2,0)(0,0) (3,0)(4,0)
(1,1)(0,1) (2,1) k
l
Observation 19.1. Every partial derivative Fxkyl in the red region with k + l 6 O and
O > 2 expresses rationally in terms of the partial derivatives in the black region:{
Fxk′
}
k′6O ,
{
Fy, Fxy, Fxxy
}
,
with denominators containing only powers
(
Fxx
)∗. 
Using the jet notation, this means that we will exclusively work in the submanifold of
the jet space JOx,u defined by up to order 4 by:
F0,2 =
F 21,1
F2,0
,
F0,3 = 3
F 21,1 F2,1
F 22,0
− 2 F
3
1,1 F3,0
F 32,0
,
F0,4 = 12
F 21,1 F
2
2,1
F 32,0
+
F 41,1 F4,0
F 42,0
− 16 F
3
1,1 F3,0 F2,1
F 42,0
+ 4
F 41,1 F
2
3,0
F 52,0
,
F1,2 = −
F 21,1 F3,0
F 22,0
+ 2
F1,1 F2,1
F2,0
,
F1,3 = 6
F1,1 F
2
2,1
F 22,0
+
F 31,1 F4,0
F 32,0
− 6 F
2
1,1 F3,0 F2,1
F 32,0
,
F2,2 =
F4,0 F
2
1,1
F 22,0
− 2 F
2
1,1 F
2
3,0
F 32,0
+ 2
F 22,1
F2,0
,
F3,1 =
F1,1 F4,0
F2,0
− 2 F1,1 F
2
3,0
F 22,0
+ 2
F3,0 F2,1
F2,0
.
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Observe that in contrast to the general branch H ≡ 0 6= W, the jet coordinates F3,1, F4,1,
. . . , are dependent. Higher differential relations will also be needed, for instance:
F0,5 = 60
F 21,1 F
3
2,1
F 42,0
+
F 51,1 F5,0
F 52,0
− 120 F
3
1,1 F
2
2,1 F3,0
F 52,0
+
+ 15
F 41,1 F4,0 F2,1
F 52,0
− 15 F
5
1,1 F3,0 F4,0
F 62,0
+ 60
F 41,1 F2,1 F
2
3,0
F 62,0
,
F1,4 = − 12
F 41,1 F3,0 F4,0
F 52,0
+ 12
F 41,1 F
3
3,0
F 62,0
+ 12
F 31,1 F2,1 F4,0
F 42,0
+
+
F 41,1 F5,0
F 42,0
+ 24
F1,1 F
3
2,1
F 32,0
− 36 F
2
1,1 F3,0 F
2
2,1
F 42,0
,
F2,3 = − 9
F3,0 F
3
1,1 F4,0
F 42,0
− 18 F2,1 F
2
1,1 F
2
3,0
F 42,0
+ 12
F 33,0 F
3
1,1
F 52,0
+
+ 9
F2,1 F
2
1,1 F4,0
F 32,0
+
F 31,1 F5,0
F 32,0
+ 6
F 32,1
F 22,0
,
F3,2 = 6
F 33,0 F
2
1,1
F 42,0
− 6 F3,0 F
2
1,1 F4,0
F 32,0
+ 6
F 22,1 F3,0
F 22,0
+
+ 6
F1,1 F4,0 F2,1
F 22,0
− 12 F
2
3,0 F1,1 F2,1
F 32,0
+
F5,0 F
2
1,1
F 22,0
,
F4,1 = 3
F4,0 F2,1
F2,0
− 3 F3,0 F1,1 F4,0
F 22,0
+
F1,1 F5,0
F2,0
.
In the branch H ≡ 0 ≡ W the first three loops are the same as in the preceding Sec-
tion 18. So we do not repeat the constructions.
19.2. Fourth loop. Assuming F3,1 = G3,1 = W = 0, we restart from:
u = x
2
2
+ x
2y
2
+ 0 + x
2y2
2
+
∑
j+k>5
Fj,k
xj
j!
yk
k!
,
v = s
2
2
+ s
2t
2
+ 0 + s
2t2
2
+
∑
l+m>5
Gl,m
sl
l!
tm
m!
.
When computing the coefficient F5,0 in terms of the initial functional jets, we must take
account of the differential relations written above, and we obtain:
F5,0 =
1
9
(
u2,0 u2,1 − u1,1 u3,0
) (
9u22,0 u5,0 − 45u2,0 u3,0 u4,0 + 40u33,0
)
u62,0
.(19.3)
We also see that:
F4,1 = 0, F3,2 = 0, F2,3 = 6, F1,4 = 0, F0,5 = 0.
We also restart with the group G(4)stab of Lemma 18.11 but in which we set W := 0:
G
(4)
stab :
 1 0 c−c 1 −1
2
c2
0 0 1
 .
This group (stabilizes) sends v = s
2
2
+ s
2t
2
+ s
2t2
2
+Os,t(5) to u = x
2
2
+ x
2y
2
+ x
2y2
2
+Ox,y(5).
Next, we look at 5th order terms, and we realize that:
G5,0 = F5,0,
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hence the expression (19.3) of F5,0 is a differential invariant. We will call it:
X := 1
9
(
uxx uxxy − uxy uxxx
) (
9u2xx uxxxxx − 45uxx uxxx uxxxx + 40u3xxx
)
u6xx
.
We observe that in the current branch uxx 6= 0 6= S, we have:
X ≡ 0 ⇐⇒ 9u2xx uxxxxx − 45uxx uxxx uxxxx + 40u3xxx ≡ 0.
The following result has been proved for the larger, full affine group A3(R) in [26,
Thm. 4.1]. We verify that it also holds for SA3(R).
Theorem 19.4. For a local real analytic graph
{
u = F (x, y)
}
at the origin of R2x,y × R1u
which satisfies:
Fxx 6= 0, Fxx Fyy − F 2xy ≡ 0, Fxx Fxxy − Fxy Fxxx 6= 0,
the following two conditions are equivalent:
(i) it is special affinely equivalent to:
v =
1
2
s2
1− t ;
(ii) W(F ) ≡ 0 ≡ X(F ), that is to say:
0 ≡ F 2xx Fxxxy − Fxx Fxy Fxxxx + 2Fxy F 2xxx − 2Fxx Fxxx Fxxy,
0 ≡ 9F 2xx Fxxxxx − 45Fxx Fxxx Fxxxx + 40F 3xxx.
Proof. Only (ii) =⇒ (i) matters. We have seen that after some SA3(R) transformation, we
have:
u = F (x, y) = x
2
2
+ x
2 y
2
+ x
2 y2
2
+ Ox,y(5).
Because W and M are differential invariants, the conditions W ≡ 0 and M ≡ 0 still hold.
This graphing function F satisfies:
0 = Fxy(0), 0 = Fyy(0),
0 = Fxxx(0), 1 = Fxxy(0), 0 = Fxyy(0) = Fyyy(0),
0 = Fxxxx(0), 0 = Fxxxy(0), 2 = Fxxyy(0), 0 = Fxyyy(0) = Fyyyy(0).
The condition M(x, y) ≡ 0, valid at every point, can be solved as:
Fxxxxx =
(
5
Fxxxx
Fxx
− 40
9
F 2xxx
F 2xx
)
Fxxx
= R · Fxxx.
We claim that Fxj = R Fxxx +R Fxxxx for all j > 4. This is true for j = 4, 5, and the
induction is:
Fxj+1 = Rx Fxxx +R Fxxxx +Rx Fxxxx +R Fxxxxx
= R Fxxx +R Fxxxx.
Since Fxxx(0) = 0 = Fxxxx(0), we get Fxj(0) = 0 for all j > 3.
Next, we solve from W(x, y) ≡ 0:
Fxxxy =
(
− 2 Fxy Fxxx
F 2xx
+ 2
Fxxy
Fxx
)
Fxxx +
(Fxy
Fxx
)
Fxxxx
= R Fxxx +R Fxxxx.
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The same argument gives Fxjy(0) = 0 for all j > 3.
We claim that Fxjyk(0) = 0 for all j > 3 and all k > 2. Indeed, by induction from
Fxjyk−1 = R Fxxx +R Fxxxx, we get:
Fxjyk = Ry Fxxx +R Fxxxy +Ry Fxxxx +R Fxxxxy
= R Fxxx +R Fxxxx.
x
y y
This offers Fxjyk(0) = 0 for all j > 3, all all k > 2, and hence F reduces to:
F (x, y) = F0(y) + xF1(y) + x
2 F2(y),
with F2(0) = 12 , and due to the normalization above, we have F0(y) = Oy(5) and F1(y) =
Oy(4).
We can now take account of our constant hypothesis that the Hessian determinant van-
ishes:
0 ≡ (2F2(y)) (F0,yy + xF1,yy + x2 F2,yy)− (F1,y + 2xF2,y)2.
The coefficients of x0, x1 yield — remind F2(0) 6= 0 —:
F0,yy =
F 21,y
2F2
= R F1,y,
F1,yy =
4F1,y F2,y
2F2
= R F1,y.
From F1,y(0) = 0, we get F1,yy(0) = 0. By iteration:
F1,yyy = Ry F1,y +R F1,yy = R F1,y,
F1,yk = R F1,y (k> 3),
so F1,yk(0) = 0, whence F1(y) ≡ 0. It comes F0,yy(y) ≡ 0, and lastly, F0(y) ≡ 0. In sum:
F (x, y) = x2 F2(y) =: x
2 T (y),
with T (0) = 1
2
= Ty(0). Back to the Hessian:
0 ≡ 2T · x2 Tyy −
(
2xTy
)2
,
we solve:
Tyy = 2!
(Ty)
2
T
=⇒ Tyyy = 2! 2Ty Tyy
T
− 2! (Ty)
2 Ty
T 2
= 3!
(Ty)
3
T 2
=⇒ Tyk = k!
(Ty)
k
T k−1
,
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whence Tyk(0) = k! 12 , and thus T (y) =
1
2
+ 1
2
y+ 1
2
y2 + · · ·+ 1
2
yk + · · · , and finally, after
having performed only special affine transformations:
u =
1
2
x2
1− y . 
Consequently, we can assume that X 6= 0.
19.5. Fifth loop. We restart from:
u = x
2
2
+ x
2y
2
+ 0 + x
2y2
2
+ X x5
5!
+ x
2y3
2
+
∑
j+k>6
Fj,k
xj
j!
yk
k!
,
v = s
2
2
+ s
2t
2
+ 0 + s
2t2
2
+ X s5
5!
+ s
2t3
2
+
∑
j+k>6
Gl,m
sl
l!
tm
m!
,
with a common coefficient X 6= 0. We examine how the 1-dimensional subgroup G(4)stab acts
on the single independent 6th order coefficient:
0 ≡ −G(s, t) + F(s + cG(s, t), − c s+ t− 1
2
c2G(s, t)
)
≡
(
− 3 cX+ F6,0 −G6,0
)
s6
6!
+ Os,t(7),
Thus, we can normalize G6,0 := 0 by means of the simple transformation: 1 0 13
F6,0
X
−1
3
F6,0
X 1 − 118
F 26,0
X2
0 0 1
 ∈ G(4)stab.
Then in terms of functional jets, there is an invariant of order 7, that we call Y:
The synthesis for this branch is made in Section 1, especially in Theorem 2.11.
Next, we treat the branch W 6= 0. At the end of Section 18, we have seen that when
W 6= 0, we can normalize G4,1 = 0. Solving the other coefficient there, we get:
G5,0 = − 5
4
F 24,1
F3,1
+
10
3
F3,1 F4,1 + F5,0.
Since the last group parameter c has been consumed, it is not necessary to do a fifth loop,
and we conclude that:
Observation 19.6. In the branch W 6= 0, there is a (single) 5th order SA3-invariant. 
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In terms of functional jets, its explicit expression incorporates 57 monomials in the
numerator, and we call it M.
The synthesis for this branch is made in Section 1, especially in Theorem 2.12.
20. Recurrence Relations for Parabolic Surfaces
Since the branch S ≡ 0 has already been done in Section 16, we assume from now on
that S 6= 0, still with Fxx 6= 0 ≡ H.
20.1. Branch W 6= 0. By what precedes, the normalization at the origin takes the form:
u = F (x, y)
= x
2
2
+ x
2y
2
+W x3y
6
+ x
2y2
2
+M x5
5!
+ 6W x3y2
3! 2!
+ x
2y3
2
+ Ox,y(6).
Later, we will need from parabolic jet relations:
F4,2 = 6
(
F3,1
)2
= 6W2.
All invariants are:
Ij,k := inv
(
uxjyk
)
(j+ k> 2).
Of course, SA3(R) contains all translations and all vertical transvections, hence Theo-
rem 12.6 applies.
Moreover, by Section 14.9, we can reduce ourselves to the 6 vector fields:
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v1 := x ∂x − u ∂u, v2 := y ∂y − u ∂u,
v3 := y ∂x, v4 := u ∂x, v5 := x ∂y, v6 := u ∂y,
and we have the recurrence formulae:
D1Ij,k = Ij+1,k +
∑
16σ66
Φj,kσ
(
I(j+k)
) ·Kσ1 ,
D2Ij,k = Ij,k+1 +
∑
16σ66
Φj,kσ
(
I(j+k)
) ·Kσ2 .
According to what precedes, the 6 relevant phantom invariants are:
I2,0 = 1, I1,1 = 0, I3,0 = 0, I2,1 = 1, I4,0 = 0, I4,1 = 0.
We denote specially:
W := I3,1 and M := I5,0,
and we apply the first collection of recurrence formulas:
0
0
0
0
0
0
 =

D1I2,0
D1I1,1
D1I3,0
D1I2,1
D1I4,0
D1I4,1
 =

0
1
0
W
M
I5,1
+

−3 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −3 −3 0
−3 −2 0 0 0 0
0 0 0 0 −4W −6
0 0 −M −10W −24W −18


K11
K21
K31
K41
K51
K61
 .
This Cramér system has the unique solution:
K11 = −
1
3
W, K21 = W, K31 = 1,
K41 = 2
M
W −
1
2
I5,1
W , K
5
1 = −2
M
W +
1
2
I5,1
W , K
6
1 =
3
2
M− 1
3
I5,1.
The second collection is:
0
0
0
0
0
0
 =

D2I2,0
D2I1,1
D2I3,0
D2I2,1
D2I4,0
D2I4,1
 =

1
0
W
2
0
6W2
+

−3 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −3 −3 0
−3 −2 0 0 0 0
0 0 0 0 −4W −6
0 0 −M −10W −24W −18


K12
K22
K32
K42
K52
K62
 ,
and has the unique solution:
K12 = 0, K22 = 1, K32 = 0, K42 = −W, K52 =
4
3
W, K62 = −
8
9
W2.
For the three non-phantom invariants:
I3,1 =: W, I5,0 =: M, I6,0,
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the recurrence formulae are:
 D1WD1M
D1I6,0
 =
 0I6,0
I7,0
+
 −4W −2W 0 −6 −6 0−6M −M 0 0 0 −10W
−7I6,0 −I6,0 0 −21M −6I5,1 0


K11
K21
K31
K41
K51
K61
 ,
and:
 D2WD2M
D2I6,0
 =
 6WI5,1
I6,1
+
 −4W −2W 0 −6 −6 0−6M −M 0 0 0 −10W
−7I6,0 −I6,0 0 −21M −6I5,1 0


K12
K22
K32
K42
K52
K62
 .
So we obtain:
D1W = − 2W
2
3
, D2W = 2W,
D1M = I6,0 − 14MW+ 10
3
I5,1W, D2M = I5,1 −M+ 80
9
W3,
and:
D1I6,0 = I7,0 − 3
2W
(
7M− 2 I5,1
) (
4M− I5,1
)
+
4
3
WI6,0
D2I6,0 = I6,1 − I6,0 + 21WM− 8WI5,1.
Looking at these equations, we see that we can solve the 6th order invariants I6,0 and I5,1
in terms of W, M, D1M, D2M. We can also solve I7,0, I6,1 in terms of W, M and their
invariant derivatives. An elementary induction yields:
Proposition 20.2. Within the branch S 6= 0, W 6= 0, all invariants are generated by W, M
and their invariant derivatives.
Moreover, M cannot be obtained from W and its invariant derivatives.
Proof. Indeed, both D1W = −23 W2 and D2W = 2W do not raise the jet order. 
20.3. Branch W ≡ 0. Thus, we assume S 6= 0 and W ≡ 0. Since the case X ≡ 0 has
already been covered by Theorem 19.4, we may also assume X 6= 0.
According to Theorem 2.11, the normal form is:
u = x
2
2
+ x
2 y
2
+ x
2 y2
2
+ F5,0
x5
120
+ x
2 y3
2
+ 4F5,0
x5y
120
+ x
2 y4
2
+ F7,0
x7
5 040
+ 20F5,0
x5y2
240
+ x
2 y5
2
+
+
∑
j+k>8
Fj,k x
jyk,
and this means that we have 6 phantom invariants:
I2,0 = 1, I1,1 = 0, I3,0 = 0, I2,1 = 1, I4,0 = 0, I6,0 = 0.
We denote specially:
X := I5,0 and Y := I7,0,
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and we apply the first collection of recurrence formulas:
0
0
0
0
0
0
 =

D1I2,0
D1I1,1
D1I3,0
D1I2,1
D1I4,0
D1I6,0
 =

0
1
0
0
X
Y
+

−3 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −3 −3 0
−3 −2 0 0 0 0
0 0 0 0 0 −6
0 0 0 −21X −24X 0


K11
K21
K31
K41
K51
K61
 .
This Cramér system has the unique solution:
K11 = 0, K21 = 0, K31 = 1, K41 = −
Y
3X , K
5
1 =
Y
3X , K
6
1 =
1
6
X.
The second collection is:
0
0
0
0
0
0
 =

D2I2,0
D2I1,1
D2I3,0
D2I2,1
D2I4,0
D2I6,0
 =

1
0
0
2
0
0
+

−3 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −3 −3 0
−3 −2 0 0 0 0
0 0 0 0 0 −6
0 0 0 −21X −24X 0


K12
K22
K32
K42
K52
K62
 ,
and has the unique solution:
K12 = 0, K22 = 1, K32 = 0, K42 = 0, K52 = 0, K62 = 0.
For the three non-phantom invariants:
I5,0 =: X, I7,0 =: Y, I8,0,
the recurrence formulae are:
 D1XD1Y
D1I8,0
 =
 0I8,0
I9,0
+
 −6X −X 0 0 0 0−8Y −Y 0 0 0 −105X
−9I8,0 −I8,0 0 −36Y −48Y 0


K11
K21
K31
K41
K51
K61
 ,
and:
 D2XD2Y
D2I8,0
 =
 4X6Y
7I8,0
+
 −6X −X 0 0 0 0−8Y −Y 0 0 0 −105X
−9I8,0 −I8,0 0 −36Y −48Y 0


K12
K22
K32
K42
K52
K62
 .
So we obtain:
D1X = 0, D2X = 3X,
D1Y = I8,0 − 35
2
X2, D2Y = 5Y,
D1I8,0 = I9,0 − 4 Y
2
X , D2I8,0 = 6 I8,0.
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Looking at these equations, we see that we can solve the 8th order invariant I8,0 in terms of
X, Y and their invariant derivatives. An elementary induction yields:
Proposition 20.4. Within the branch S 6= 0, W ≡ 0, the algebra of differential invariants
is generated by X, Y and their invariant derivatives.
Moreover, Y cannot be obtained from X and its invariant derivatives.
Proof. Indeed, both derivatives D1X = 0 and D2X = 5X do not raise the jet order. 
20.5. Commutators of invariant differentials. Besides taking invariant derivatives D1,
D2, as in [33], there is another way to get syzygies among differential invariants: by means
of the commutator
[
D1,D2
]
. For our group SA3(R), Olver in [33] obtained the following
formulas:
D3 :=
[
D1, D2
]
:= D1 ◦D2 −D2 ◦D1
= Z1D1 + Z2D2,
with the two differential invariants:
Z1 :=
∑
16σ66
(∂ξσ
∂x
(0, 0, 0)Kσ2 −
∂ξσ
∂y
(0, 0, 0)Kσ1
)
= K12 −K31,
Z2 :=
∑
16σ66
(∂ησ
∂x
(0, 0, 0)Kσ2 −
∂ησ
∂y
(0, 0, 0)Kσ1
)
= K52 −K21.
Within the branch S 6= 0, W 6= 0, we have:
Z1 = 0− 1 = − 1,
Z2 =
4
3
W−W = 1
3
W.
Hence
[
D1,D2
]
= −D1 + 13 WD2, an operator which can raise the order by at most
1. The commutator does not generate anything other than the invariant derivations D1,
D2 would do. One can double-check this formula by calculating
[
D1,D2
]
W = 4
3
W2 =
−D1W+ 13 WD2W.
Note that when D2M 6= 0, from
D3M = −D1M+ 1
3
WD2M,
the invariant W is solved in terms of M and its invariant differentials, so are all the other
differential invariants; indeed, we check that D2M 6≡ 0 in general, with numerator having
107 differential monomials.
Within the branch S 6= 0, W ≡ 0, we have:
Z1 = 0− 1 = − 1,
Z2 = 0− 0 = 0.
Hence
[
D1,D2
]
= −D1, an operator which can raise the order by at most 1. The commu-
tator does not generate anything other than the invariant derivations D1, D2 would do. One
can double-check this formula by calculating
[
D1,D2
]
X = 0 = −D1X.
92 Zhangchi CHEN, Joël MERKER
21. Explicit Invariant Differentiation Operators D1 and D2
In order to double-check the overall theoretical coherency of our recurrence formulas
satisfied by infinitely many differential invariants, let us raise
Question 21.1. How to make explicit the two invariant differentiation operators D1 and
D2?
To fix ideas, we will content ourselves to examine the branch W 6= 0. One strategy
would be to follow the general theory presented in the previous sections, but we already
saw in Section 11 that it seems impossible to directly compute in terms of a cross-section,
which we were unable to make explicit.
Therefore, we will trace another route. At first, applying the power series method of Sec-
tions 17 and 18, we compute explicitly the differential invariants W ≡ I3,1, M ≡ I5,0
(already shown) and also I6,0, I5,1. The numerator of I6,0 has 225 monomials, that of I5,1
(only) 69.
In advance, on a computer, we declare some dependent parabolic jets:
u0,2 :=
u21,1
u2,0
, u1,2 :=
2u2,0u1,1u2,1 − u21,1u3,0
u22,0
,
and so on, up to u5,2 (those which will be useful for Dy below), and we declare the two total
differentiation (not invariant) operators:
Dx :=
∂
∂x
+ u1,0
∂
∂u
+ u2,0
∂
∂u1,0
+ u1,1
∂
∂u0,1
+ u3,0
∂
∂u2,0
+ u2,1
∂
∂u1,1
+ u4,0
∂
∂u3,0
+ u3,1
∂
∂u2,1
+ u5,0
∂
∂u4,0
+ u4,1
∂
∂u3,1
+ u6,0
∂
∂u5,0
+ u5,1
∂
∂u4,1
+ u7,0
∂
∂u6,0
+ u6,1
∂
∂u5,1
and
Dy :=
∂
∂y
+ u0,1
∂
∂u
+ u1,1
∂
∂u1,0
+ u0,2
∂
∂u0,1
+ u2,1
∂
∂u2,0
+ u1,2
∂
∂u1,1
+ u3,1
∂
∂u3,0
+ u2,2
∂
∂u2,1
+ u4,1
∂
∂u4,0
+ u3,2
∂
∂u3,1
+ u5,1
∂
∂u5,0
+ u4,2
∂
∂u4,1
+ u6,1
∂
∂u6,0
+ u5,2
∂
∂u5,1
.
According to the general theory, there are coefficients α, β, γ, δ so that:
D1 = αDx + β Dy and D2 = γ Dx + δDy.
Consequently, two appropriate pairs of recurrence relations seen in Section 20 read as two
linear systems satisfied by the two pairs {α, β} and {γ, δ}:[
αDxW+ β DyW = − 23 W2,
αDxM+ β DyM = I6,0 − 14WM+ 103 WI5,1,
and: [
γ DxW+ δDyW = 2W,
γ DxM+ δDyM = I5,1 −M+ 809 W3.
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Contrary to what could be expected/hoped, the common determinant:
∆ :=
∣∣∣∣ DxW DyWDxM DyM
∣∣∣∣ = − 154 complicated numeratoru82,0(u2,0u2,1 − u1,1u3,0)8/3(u1,1u2,0u4,0 − u22,0u3,1 + 2u2,0u2,1u3,0 − 2u1,1u23,0) ,
is not simple, as its numerator is a non-factorizable homogeneous polynomial of degree 15
in the jet variables up to order 6 having 431 monomials.
For some time, we were afraid that this unpleasant numerator indicated there existed a
mistake in our recurrence formulas.
But if one really applies the Cramér formulas to the first linear system:
α :=
∣∣∣∣ −23W2 DyWI6,0 − 14WM+ 103 WI5,1 DyM
∣∣∣∣∣∣∣∣ DxW DyWDxM DyM
∣∣∣∣ , β :=
∣∣∣∣ DxW −23W2DxM I6,0 − 14WM+ 103 WI5,1
∣∣∣∣∣∣∣∣ DxW DyWDxM DyM
∣∣∣∣ ,
one realizes that this large complicated numerator is in fact an extraneous factor, namely it
cancels as it appears both in numerator and in denominator places for both α and β.
After clearing this factor and cleaning, we receive:
α :=
1
6
1
u2,0
(
u2,0u2,1 − u1,1u3,0
)2/3(
u1,1u2,0u4,0 − u22,0u3,1 + 2u2,0u2,1u3,0 − 2u1,1u23,0
){{
12u3,0u
2
2,1u
2
2,0 − 6u3,1u2,1u32,0 − 44u23,0u1,1u2,1u2,0 + 16u3,0u3,1u1,1u22,0 + 15u4,0u1,1u2,1u22,0
− 3u1,1u4,1u32,0 + 32u33,0u21,1 − 25u4,0u21,1u3,0u2,0 + 3u5,0u21,1u22,0
}
,
and:
β :=
1
6
1(
u2,0u2,1 − u1,1u3,0
)2/3(
u1,1u2,0u4,0 − u22,0u3,1 + 2u2,0u2,1u3,0 − 2u1,1u23,0
){{
20u2,0u2,1u
2
3,0 − 10u3,0u22,0u3,1 − 9u22,0u2,1u4,0 + 3u4,1u32,0 − 20u1,1u33,0
+ 19u3,0u1,1u2,0u4,0 − 3u1,1u22,0u5,0
}
.
The same extraneous factor from ∆ also disappears from Cramér’s formulas in the second
linear system, and we receive rather neat and simpler expressions for:
γ := − u2,0u1,1
u2,0u2,1 − u1,1u3,0
and for:
δ :=
u22,0
u2,0u2,1 − u1,1u3,0 .
A computation of the determinant:∣∣∣∣ α βγ δ
∣∣∣∣ = u2,0(
u2,0u2,1 − u1,1u3,0
)2/3 .
confirms a property stated by the general theory:
Span
{
D1,D2
}
= Span
{
Dx,Dy
}
.
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Lastly, with these explicit formulas for D1 and D2, we verify on a computer, after com-
puting independently also, say, I7,0, I6,1 (and so on), that the next few recurrence formulas
hold identically.
In conclusion, this confirms explicit coherency of all our formulas.
22. Relation with the classification of developable surfaces:
SA3(R)-invariant PDEs for cylinders and cones
A surface in R3 is called a ruled surface if it can be parametrized by a family of lines
(rulers):
~x(t, v) = ~α(t) + v ~w(t) (t∈(0,1), v∈R),
where ~α(t), ~w(t) are C1-smooth. It is called developable if
(~w, ~w′, ~α′) ≡ 0.
Properties of ruled surfaces and developable surfaces can be found in [14, 7]. For instance,
a C2-smooth surface is developable if and only if its Gaussian curvature is identically 0. In
this section, we will assume as before that geometric objects are analytic.
Parabolic surfaces are developable since their Gaussian curvature is constantly zero. A
developable surface is called:
• cylindrical if all rules are parallel;
• conical if all rulers pass through the same point;
• tangential if all rulers are tangent to a certain curve in R3.
Near a C2-smooth point, a developable surface is locally cylindrical or conical or tangen-
tial [7, p. 197].
Being locally cylindrical (or conical, or tangential) is clearly a SA3(R)-invariant lo-
cal property. It is expected that such properties can be characterized by some differential
SA3(R)-invariants. Indeed
Theorem 22.1. A parabolic surface is
• a cylinder if and only if S ≡ 0,
• a cone if and only if S 6= 0 and W ≡ 0,
• a tangential surface if and only if S 6= 0 and W 6= 0.
In [14, p. 295], the degenerate branches of cylinders and cones are characterized by the
vanishing of some coefficients in the Cartan’s structure equations.
Proof. It suffices to prove that at any smooth point of
(1) any cylinder, S ≡ 0,
(2) any cone, S 6= 0 and W ≡ 0,
(3) any tangential surface, S 6= 0 and W 6= 0.
(1) Any cylinder passing by a point ~p ∈ R3, after some SA3(R) action, can be viewed as
Ry times a curve in R2x,u, while ~p is mapped to the origin with the tangent plane R2x,y. The
cylinder is then a graph
u = F (x) =
F2,0
2
x2 +
F3,0
6
x3 + · · · .
We calculate S = FxxFxxy−FxyFxxx
F 2xx
= 0 at the origin. Since ~p is arbitrarily chosen, S ≡ 0.
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FIGURE 1. A non-
developable ruled surface FIGURE 2. A cylindrical surface
FIGURE 3. A conical surface FIGURE 4. A tangential surface
(2) A cone can be parameterized by
~x(t, v) = (1− v) ~α(t) + v ~p,
where v < 1, t ∈ (−1, 1), ~α(t) parametrizes a smooth directrix and A := ~p is the apex.
For any smooth marked point B on the cone, we apply the following three steps of
SA3(R)-actions.
First, we translate B to the origin.
Second, we fix the origin and rotate the cone so that its tangent plane at B is spanned by
~ex := (1, 0, 0) and ~ey := (0, 1, 0), while the generatrix ~BA is parallel to ~ey.
Finally, we apply a dilation of the type x′ = λx, y′ = λ−1y, u′ = u to make sure
|BA| = 1, i.e. A = (0, 1, 0).
The new cone has the apex (0, 1, 0) and the marked point (0, 0, 0). By intersecting this
new cone with R2x,u = {y = 0}, we get another directrix
(
t, 0, c(t)
)
passing the origin.
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Thus, our cone is SA3(R)-equivalent to
x(t, v) = (1− v) t,
y(t, v) = v,
u(t, v) = (1− v) c(t),
where c(t) is smooth (analytic) and c(0) = c′(0) = 0. Since the marked point B is arbitrar-
ily chosen, it suffices to check that for the new cone above, the invariant S 6= 0 and W = 0
at the origin.
FIGURE 5. A SA3(R)-normalized cone
Suppose such a conical surface is a graph of u = F (x, y) around the origin. Assuming
c(t), F (x, y) analytic, expand
c(t) =
c2
2
t2 +
c3
6
t3 + · · · ,
F (x, y) = F1,0x+ F0,1y +
F2,0
2
x2 + F1,1x y +
F0,2
2
y2 + · · · .
In the fundamental identity holding for t, v near 0:
u(t, v) ≡ F(x(t, v), y(t, v)),
the Taylor coefficients of all monomials tjvk should be the same. Identifying and solving,
we get
F1,0 = 0, F0,1 = 0,
F2,0 = c2, F1,1 = 0, F0,2 = 0,
F3,0 = c3, F2,1 = c2, F1,2 = 0, F0,3 = 0,
F4,0 = c4, F3,1 = 2 c3, F2,2 = 2 c2, F1,3 = 0, F0,4 = 0.
We may then compute
S := F2,0 F2,1 − F1,1 F3,0
F 22,0
,
W :=
2F1,1 F
2
3,0 + F
2
2,0 F3,1 − 2F2,0 F2,1 F3,0 − F2,0 F1,1 F4,0
F 22,0 (F2,0 F2,1 − F1,1 F3,0)2/3
,
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to get S = 1 and W = 0.
Remark. In the branch W ≡ 0, there are 2 generators of SA3(R)-invariants: X of order 5
and Y of order 7. Indeed at the origin of the normalized cone
X = 40c
3
3 − 45c2 c3 c4 + 9c22 c5
9c42
is the Monge invariant. The model u = x
2
2(1−y) is a cone with apex (0, 1, 0) and directrix
(t, 0, t2/2). One can verify that W = 0 and X = 0 at the origin.
(3) A tangential surface can be parametrized by
~x(t, v) = α(t) + v α′(t),
where v ∈ R, t ∈ (−1, 1) and ~α(t) parametrizes a smooth (analytic) directrix.
For any smooth pointB = ~x(t0, v0) on the surface, letA = ~x(t0, 0) be the corresponding
point on the directrix. There is a SA3(R)-action sending A to (0,−1, 0) and B to (0, 0, 0).
The original surface is sent to tangents of a curve passing by (0,−1, 0) with tangent direc-
tion ~ey := (0, 1, 0). The curve can be locally reparametrized as
(
a(t),−1 + t, c(t)). Thus
our tangential surface is SA3(R)-equivalent to
x(t, v) = a(t) + v a′(t),
y(t, v) = −1 + t+ v,
u(t, v) = c(t) + v c′(t),
where v ∈ R, t ∈ (−1, 1), a(t) and c(t) are analytic with a(0) = c(0) = a′(0) = c′(0) = 0.
Note that ~x(0, 1) = (0, 0, 0) is the marked point B.
FIGURE 6. A SA3(R)-normalized tangential surface
We may rotate the (x, u)-space while fixing the y-axis to make sure the surface is not
vertical at the origin. Then the surface is graphed as u = F (x, y). Assuming a(t), c(t),
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F (x, y) analytic in t, we have
a(t) =
a2
2
t2 +
a3
6
t3 + · · · ,
c(t) =
c2
2
t2 +
c3
6
t3 + · · · ,
F (x, y) = F1,0x+ F0,1y +
F2,0
2
x2 + F1,1x y +
F0,2
2
y2 + · · · .
By expanding the fundamental identity holding for (t, v) near (0, 1)
u(t, v) ≡ F(x(t, v), y(t, v)),
by identifying Taylor coefficients of monomials tj(v − 1)k, and by solving, we obtain
F1,0 =
c2
a2
, F0,1 = 0,
F2,0 =
−a3 c2 + a2 c3
a32
, F1,1 = 0, F0,2 = 0,
F3,0 =
−a2 a3 c2 + 3a23 c2 − a2 a4 c2 + a22 c3 − 3a2 a3 c3 + a22 c4
a52
,
F2,1 =
a3 c2 − a2 c3
a32
, F1,2 = 0, F0,3 = 0,
F4,0 =
1
a72
(− 3a22 a3 c2 + 10a2 a23 c2 − 15a33 c2 − 3a22 a4 c2 + 10a2 a3 a4 c2 + a22 a5 c2 + 3a32 c3
− 10a22 a3 c3 + 15a2 a23 c3 − 4a22 a4 c3 + 3a32 c4 − 6a22 a3 c4 + a32 c5
)
,
F3,1 =
1
a52
(
3 a2 a3 c2 − 6a23 c2 + 2a2 a4 c2 − 3a22 c3 + 6a2 a3 c4 + a32 c5
)
,
F2,2 =
2(−a3 c2 + a2 c3)
a32
, F1,3 = 0, F0,4 = 0.
A computation conducts to the compact expression
W = (a3 c2 − a2 c3)−1/3.
On the other hand, observe that for the curve ~α(t) =
(
a(t),−1 + t, c(t)), the torsion is
τ(t) =
1 + a′(t)2 + c′(t)2(
a′′(t)2 + c′′(t)2
)2 (c′′(t) a′′′(t)− a′′(t) c′′′(t)).
We shall exclude the case τ(t) ≡ 0, since in this degenerate case, the curve is locally planar,
whence the tangential surface is locally flat, contradicting our assumption Fxx 6= 0. If t = 0
is an isolated zero of τ(t), then the tangential surface has a cuspidal edge along ~x(0, v) [5],
contradicting our overall assumption that the surface is smooth (and analytic) at ~x(0, 1).
Thus τ(0) 6= 0 necessarily, and this guarantees that c2 a3 − c3 a2 6= 0. In conclusion,
W 6= 0. 
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FIGURE 7. Tangential surface of a curve with an isolated zero torsion point
at A = (0,−1, 0).
23. Special Affinely Homogeneous Models
The complete classification of A3(R)-homogeneous surfaces S2 ⊂ R3 was terminated
by Doubrov-Komrakov-Rabinovich [8], who solved a long-standing open problem. Also,
Abdalla-Dillen-Vrancken [1] finished the delicate classification of affinely homogeneous
surfaces in R3 having vanishing Pick invariant. This full classification was done again
later by Eastwood-Ezhov [9], who employed the power series method, without considering
algebras of differential invariants. In the literature, we did not find an answer to the simple
Question 23.1. What are the special affinely homogeneous surfaces S2 ⊂ R3?
Because any differential invariant I satisfies, according to Sections 4 and 5:
I
(
g · z(n)) = I(z(n)),
when the horizontal group action, namely the projection of g · z(n):(
x, u(x)
) 7−→ (ϕ(g, x, u(x)), ψ(g, x, u(x))),
is transitive, this forces I to be constant.
Observation 23.2. All differential invariants are constant for geometric objects that are
homogeneous. 
Consequently, all invariant derivatives of any order > 1 are trivially zero:
D j11 · · ·D jpp I ≡ 0.
This yields interesting simplications in the recurrence relations of Theorem 14.6, that are
better rewritten as:
IαK,j = DjIαK◦ −
∑
16σ6r
ϕσ
α
K
(
I(K)
) ·Kσj (I(nG+1)).
Generally, the power series of the graphing functions uα = Fα(x1, . . . , xp), α =
1, . . . , q, can be fully determined from these recurrence relations, when the group action
is transitive. We now illustrate this general idea in our elementary context.
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P ≡ 0 C ≡ 0
S ≡ 0
66
// P 6= 0
66
// C 6= 0
root
77
// S 6= 0 //
!!
W ≡ 0 //
((
X ≡ 0
X 6= 0 //
((
Y ≡ 0
W 6= 0 //
((
M ≡ 0 Y 6= 0
M 6= 0
Coming back to the complete branching diagram of Section 2 copied above, we remem-
ber that the branch S ≡ 0 corresponds to cylindrical surfaces, namely surfaces that are the
product of a curve C1 ⊂ Rx,u with R1y. We also observe that SA3(R)-equivalence classes of
such cylindrical surfaces are in one-to-one correspondence with A2(R)-equivalence classes
of the corresponding curves, because one can always use appropriate dilations along the
dumb axes R1y to adjust preservation of the volume, so that the volume-preserving condi-
tion in R3 is not transmitted as an aera-preserving condition in R2.
Thus, let us discuss how A2(R)-homogeneous curves can be determined by employing
the recurrence relations for differential invariants shown in Section 16.
• Clearly, the relative invariant I2 := Fxx vanishes identically if and only if the curve is
affinely equivalent to the straight line {u = 0}.
• On the branch I2 6= 0, there is the relative differential invariant I4 := 13 −5F
2
xxx+3FxxFxxxx
F 2xx
.
Then Lemma 13.10 (1) already showed that I4 ≡ 0 if and only if the curve is A2(R)-
equivalent to the parabola {u = x2}.
I2
6= 0
≡ 0
u = 0
I4
u = x2
6= 0
≡ 0
I5
6= 0
≡ 0
Two 1-parameter families
of homogeneous models a 6=0
u= x
2
2
+ εx
4
4!
+ ax5 + · · ·
u = ε
√
1 + εx2−ε
ε= ±1
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• On the branch I2 6= 0 6= I4, with ε := ±1 denoting the sign of I4, there comes the first
absolute (i.e. not relative) differential invariant:
I5 :=
1√
3
9F 2xxFxxxxx − 45Fxx Fxxx Fxxxx + 40F 3xxx
(ε [3Fxx Fxxxx − 5F 2xxx])3/2
.
Then Lemma 13.10 (2) already showed that {u = F (x)} is contained in a nondegenerate
conic (hence not a parabola) if and only if I5 ≡ 0. One can verify that only two normalized
equations occur:
u = ε
√
1 + ε x2 − ε,
a circle for ε = 1, and a hyperbola for ε = −1. Both are well known to be affinely
homogeneous.
• Lastly, it remains to consider the branch I5 6= 0. Then according to Observation 23.2,
for homogeneity to hold, I5 ≡ a ∈ R\{0} must necessarily be constant. Furthermore, the
recurrence relations written at the end of Section 16 become:
I6 = Dx(I5)◦ ±
3
2
I25 + 5, = ±32 a2 + 5,
I7 = Dx(I6)◦ ± 2 I5I6 ± 7 I5 = 3a
3 ± 17a.
Beyond, we have for every k > 5:
Ik+1 = Dx
(
Ik
)
◦
−
∑
16κ64
inv
(
Φkκ
)
Rκ,
hence knowing the values of the Rκ, computing the values of inv
(
Φkκ
)
, we realize that all
Ik>5 are uniquely determined polynomials in a. Thus, the power series reads:
23.3 u =
x2
2!
± x
4
4!
+ a x
5
5!
+
(
5± 3
2
a2
) x6
6!
+
(
3a3 ± 17a
) x7
7!
+ · · · .
By employing the Cauchy majorant method, one could prove that this power series has a
radius of convergence > 0 for any parameter a, but this would be tedious.
Another more elementary and straightforward method is to test whether an affine infin-
itesimal transformation with 6 unknowns:
L :=
(
A x+ B u+ C
)
∂
∂x
+
(
E x+ F u+ G
)
∂
∂u
,
is tangent to the above graph, and to realize by examining Taylor coefficients only up to
order 5, that one comes to the single solution — up to dilation —:
L :=
(± 1− 1
2
ax− 1
3
u
)
∂
∂x
+
(± x− au) ∂
∂u
.
Furthermore, one can verify that this vector field is indeed tangent to the graph 23.3 truncated
to any order, and that the recurrence relations are equivalent to such a tangency condition.
Therefore, the homogeneous curve can simply be taken as the orbit of the origin 0 ∈ R2
by the flow of the vector field L, and since L is analytic with L(0) 6= 0, its flow and its
local orbits are analytic too.
By construction, different values of the parameter a ∈ R\{0} conduct to affinely in-
equivalent homogeneous curves. This is the main interest of the use of differential invari-
ants.
Alternative classifications provide closed, explicit expressions for homogeneous graphs
{u = F (x)}, but this then requires discussions (see e.g. [27]) about ranges of incoming
parameters in order to determine in which precise (invariant) branches do sit the corre-
sponding homogeneous models. We will not touch these aspects here.
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FIGURE 8. Flow of L
Now, we come to the non-cylindrical surfaces, those havingS 6= 0. From Theorem 19.4,
we already know that when W ≡ 0 ≡ X, there is, up to SA3(R), the single graph:
u =
1
2
x2
1− y ,
which is equivalent to a smooth part of the standard straight cone {x21 +x22−x23 = 0}. Fur-
thermore, one can verify that this model is special affinely homogeneous, with its algebra
of infinitesimal transformations contained in sa3(R) being generated by:
e1 := −u ∂x + x ∂y,
e2 := (1− y) ∂x + x ∂u,
e3 := (1− y) ∂y + u ∂u,
with Lie structure
[e1, e2] = −e3,
[e1, e3] = − e1,
[e2, e3] = e2,
isomorphic to sl2(R).
Observation 23.4. Excepting the straight cone
{
u = 1
2
x2
1−y
}
, there are no non-cylindrical
special affinely homogeneous parabolic surfaces S2 ⊂ R3.
Proof. Coming back to the complete branching diagram copied above, it remains to exam-
ine the two branches W ≡ 0 6= X and W 6= 0, with no need of going to subbranches.
• When W ≡ 0 6= X, by homogeneity we have X =: a ∈ R\{0} constant, but one of the
recurrence relations shown at the end of Subsection 20.3 immediately brings a contradic-
tion:
0 = D2X = 3X.
• When W 6= 0, we also have W =: b ∈ R\{0} constant, but one of the recurrence
relations shown at the end of Subsection 20.1 again brings an immediate contradiction:
0 = D2W = 2W. 
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