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ISOCAPACITY ESTIMATES FOR HESSIAN OPERATORS
JIE XIAO AND NING ZHANG
Abstract. Through a new powerful potential-theoretic analysis, this paper is devoted to
discovering the geometrically equivalent isocapacity forms of Chou-Wang’s Sobolev type
inequality and Tian-Wang’s Moser-Trudinger type inequality for the fully nonlinear 1 ≤
k ≤ n/2 Hessian operators.
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1. Hessian Sobolev through isocapacitary inequalities
1.1. Sobolev type inequalities for Hessian operators. Unless a special remark is made,
from now on, Ω is a bounded smooth domain in the n-dimensional Euclidean space Rn with
n ≥ 2. Let u be a C2 real-valued function on Ω. For each integer k ∈ [1, n], the k-Hessian
operator Fk is defined as
Fk[u] = Sk(λ(D
2u)) =
∑
1≤i1<···<ik≤n
λi1 · · ·λik ,
where λ = (λ1, . . . , λn) is the vector of the eigenvalues of the real symmetric Hessian matrix
[D2u]. In particular, one has:
Fk[u] =


∆u = the Laplace operator for k = 1;
a fully nonlinear operator for 1 < k < n;
det(D2u) = the Monge-Ampe´re operator for k = n.
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Here and henceforth, the following facts should be kept in mind: for 1 < k < n each Fk[u]
is degenerate elliptic for any k-convex or k-admissible function u, denoted by u ∈ Φk(Ω),
namely, any C2(Ω) function u enjoying
Fj [u] ≥ 0 on Ω ∀ j = 1, 2, ..., k.
Moreover, if Φk0(Ω) stands for the class of all functions u ∈ Φ
k(Ω) with zero value on the
boundary ∂Ω of Ω, then Φk0(Ω) 6= ∅ amounts to that ∂Ω is (k − 1)-convex, i.e., the j-th
mean curvature
Hj(∂Ω, x) =
∑
1≤i1<...<ij≤n−1
κi1(x) · · ·κij (x)(
n− 1
j
) ∀ j = 1, ..., k − 1
of the boundary ∂Ω at x is nonnegative, where κ1(x), ..., κn−1(x) are the principal curvatures
of ∂Ω at the point x; see for example [4, 12, 13, 15, 21, 23, 27].
As a natural generalization of the well-known case k = 1, the following Sobolev type
inequalities indicate that Φk0 can be embeded into some integrable function spaces; see
Wang [26], Chou [8, 9], and Tian-Wang [21] for the details.
Theorem 1.1. Let 

1 ≤ k ≤ n;
u ∈ Φk0(Ω);
‖u‖Φk0(Ω) =
( ∫
Ω
(−u)Fk[u]
)1/(k+1)
.
(i) If 1 ≤ k < n
2
and 1 ≤ q ≤ k∗ = n(k+1)
n−2k
, then there is a positive constant c(n, k, q, |Ω|)
depending only on n, k, q, and the volume |Ω| of Ω such that the Sobolev type inequality
‖u‖Lq(Ω) ≤ c(n, k, q, |Ω|)‖u‖Φk0(Ω)
holds, where for q = k∗ the best constant in the last estimate is obtained via letting
u : Ω→ Rn be
u(x) =
(
1 + |x|2
) 2k−n
2k .
Moreover, for k = n
2
and 0 < q < ∞, there is a positive constant c(n, k, q, diam(Ω))
depending only on n, k, q and the diameter diam(Ω) of Ω such that the Sobolev type
inequality
‖u‖Lq(Ω) ≤ c(n, k, q, diam(Ω))‖u‖Φk0(Ω)
holds.
(ii) If k = n
2
, then there is a positive constant c(n, diam(Ω)) depending only on n and
diam(Ω) such that the Moser-Trudinger type inequality
sup
0<‖u‖
Φk
0
(Ω)
<∞
∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Ω)
)β)
≤ c(n, diam(Ω))
holds, where 

0 < α ≤ α0 = n
(
ωn
k
( n− 1
k − 1
)) 2n
;
1 ≤ β ≤ β0 = 1 +
2
n
;
ωn = the surface area of the unit sphere in R
n.
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(iii) If n
2
< k ≤ n, then there is a positive constant c(n, k, diam(Ω)) depending only on n, k
and diam(Ω) such that the Morrey-Sobolev type inequality
‖u‖L∞(Ω) ≤ c(n, k, diam(Ω))‖u‖Φk0(Ω)
holds.
1.2. Statement of Theorems 1.2-1.3. Since the Morrey-Sobolev type inequality in The-
orem 1.1 (iii) is relatively independent (cf. [20]), a natural question comes up: what is the
geometrically equivalent form of Theorem 1.1 (i)-(ii)? To answer this question, we need the
so-called k-Hessian capacity that was introduced by Trudinger-Wang [24] in a way similar
to the capacity defined by Bedford-Taylor in [3] for the purisubharmonic functions. To be
more precise, if K is a compact subset of Ω, then the [1, n] ∋ k Hessian capacity of K with
respect to Ω is determined by
capk(K,Ω) = sup
{∫
K
Fk[u] : u ∈ Φ
k(Ω), −1 < u < 0
}
;
and hence for an open set O ⊂ Ω we define
capk(O,Ω) = sup
{
capk(K,Ω) : compact K ⊂ O
}
;
whence giving the definition of capk(E,Ω) for an arbitrary set E ⊂ Ω:
capk(E,Ω) = inf
{
capk(O,Ω) : open O with E ⊂ O ⊂ Ω
}
.
Remarkably, Phuc-Verbitsky’s [19, Theorem 2.20] reveals that if 1 ≤ k < n/2 and K is a
compact subset of Q with Q being any element of a Whitney decomposition of Ω into a
union of disjoint dyadic cubes then capk(K,Ω) is equivalent to the so-called Bessel capacity
CapG2k/(k+1),k+1(K,Ω).
According to Labutin’s computation in [15, (4.16)-(4.17)], we see that if Bρ ⊂ R
n denotes
the open ball centered at the origin with radius ρ > 0 and if 0 < r < R < ∞ then there is
a constant c(n, k) > 0 depending only on n, k such that
capk(Br, BR) =


c(n, k)
(
r2−
n
k −R2−
n
k
)−k
for 1 ≤ k < n
2
;
c(n, k)
(
log R
r
)n
2
for k = n
2
.
Moreover, capk(·,Ω) has the following metric properties (cf. [15, Lemma 4.1]):
• if E = ∅, then capk(E,Ω) = 0;
• if E1 ⊂ E2 ⊂ Ω, then capk(E1,Ω) ≤ capk(E2,Ω);
• if E ⊂ Ω1 ⊂ Ω2, then capk(E,Ω1) ≥ capk(E,Ω2);
• if E1, E2, · · · ⊂ Ω, then capk(∪jEj ,Ω) ≤
∑
j capk(Ej ,Ω);
• if K1 ⊃ K2 ⊃ · · · is a sequence of compact subsets of Ω = BR, then capk(∩jKj ,Ω) =
limj→∞ capk(Kj,Ω).
As a geometric form of Theorem 1.1 (i)-(ii), we have the following isocapacitary inequal-
ities for the k-Hessian operators – see also Maz’ya [17, (8.8)-(8.9)] for the case k = 1.
Theorem 1.2. Let E ⊂ Ω and 1 ≤ k ≤ n
2
.
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(i) If 1 ≤ k < n
2
and 1 ≤ q ≤ n(k+1)
n−2k
, then there exists a constant c(n, k, q, |Ω|) > 0
depending only on n, k, q, and |Ω| such that
|E|
k+1
q ≤ c(n, k, q, |Ω|)capk(E,Ω).
In particular, for q = n(k+1)
n−2k
there exists a constant c(n, k) > 0 depending only on n, k
such that
|E|
n−2k
n ≤ c(n, k)capk(E,Ω).
Moreover, for k = n
2
and 1 ≤ q < ∞ there is a positive constant c(n, k, q, diam(Ω))
depending only on n, k, q and diam(Ω) such that
|E|
k+1
q ≤ c(n, k, q, diam(Ω))capk(E,Ω).
(ii) If k = n
2
, then there is a constant c(n) > 0 depending only on n such that
|E|
|Ω|
≤ c(n) exp

− α(
capk(E,Ω)
) β
k+1


holds for a constant c(n, k) depending only on n, k, where

0 < α ≤ α0 = n
(
ωn
k
( n− 1
k − 1
)) 2n
;
1 ≤ β ≤ β0 = 1 +
2
n
;
ωn = the surface area of the unit sphere in R
n.
Theorem 1.2 (i)-(ii) will be verified in §3 by using Theorem 1.1 (i)-(ii) and a new character-
ization of capk(·,Ω) given in §2. This process indicates Theorem 1.1 (i)-(ii) ⇒ Theorem 1.2
(i)-(ii). Nevertheless, Theorem 1.3 (i)-(ii) below with µ being the n-dimensional Lebesgue
measure shows Theorem 1.2 (i)-(ii)⇒ Theorem 1.1 (i)-(ii) under Ω being an origin-centered
ball and k + 1 ≤ q ≤ n(k+1)
n−2k
.
Theorem 1.3. Given an origin-centered Euclidean ball Ω ⊂ Rn, 1 ≤ k ≤ n
2
, and a nonneg-
ative Randon measure µ on Ω, let
τ(µ,Ω, t) = inf
{
capk(K,Ω) : compact K ⊂ Ω with µ(K) ≥ t
}
∀ t > 0.
be the k-Hessian capacitary minimizing function with respect to µ.
(i) If 1 ≤ k ≤ n
2
, then
sup
{
‖u‖Lq(Ω,µ)
‖u‖Φk0(Ω)
: u ∈ Φk0(Ω) ∩ C
2(Ω¯), 0 < ‖u‖Φk0(Ω) <∞
}
<∞
holds if and only if

supt>0
t
k+1
q
τ(µ,Ω,t)
<∞ for k + 1 ≤ q <∞;∫∞
0
(
t
k+1
q
τ(µ,Ω,t)
) q
k+1−q dt
t
<∞ for 1 < q < k + 1.
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(ii) If k = n
2
, then
sup
{
‖u‖L1ϕ(Ω,µ) : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), 0 < ‖u‖Φk0(Ω) <∞
}
<∞
holds if and only if
sup
t>0
t exp

 α(
τ(µ,Ω, t)
) β
k+1

 <∞,
where 

‖u‖L1ϕ(Ω,µ) =
∫
Ω
ϕ(u) dµ;
ϕ(u) = exp
(
α
(
|u|
‖u‖
Φk
0
(Ω)
)β)
;
0 < α < α0 = n
(
ωn
k
( n− 1
k − 1
)) 2n
;
1 ≤ β ≤ β0 = 1 +
2
n
;
ωn = the surface area of the unit sphere in R
n.
Often referred to as trace estimates (due to the fact that µ lives on Ω and may be the
surface measure on a smooth submanifold of Ω), the results in Theorem 1.3 will be proved in
§5 through the k-Hessian capacitary weak and strong type estimates for ‖ · ‖Φk0(Ω) presented
in §4, paralleling the classic ones for k = 1 as developed in Adams-Hedberg’s [2, Chapter 7].
Here, it is worth pointing out that the case k = 1 of Theorem 1.3 can be read off from the
case p = 2 of Maz’ya’s [17, Theorem 8.5 & Remark 8.7] (related to the Nirenberg-Sobolev
inequality [6, Lemma VI.3.1]), and the case q = k + 1 of Theorem 1.3 leads to a kind of
Cheeger’s inequality - for k = 1 see also [7], [6, Theorem VI.1.2], and [28].
Remark 1.4. Two more comments are in order:
(i) Upon adapting the relatively natural capacity of a compact K ⊂ Ω for k-Hessian
operator below (cf. §2)
capk,3(K,Ω) = inf
{
‖u‖k+1
Φk0(Ω)
: u ∈ Φk0(Ω) ∩ C
2(Ω¯), u|K ≤ −1, u ≤ 0
}
,
we can see that Theorem 1.3 without assuming that Ω is an origin-centerd Euclidean
ball, still hold with capk(·,Ω) being replaced by capk,3(·,Ω).
(ii) While going along with demonstrating Theorems 1.2-1.3, we will introduce the required
notation. But here, we only write c(a, b, c, d) for different constants (in different lines)
depending only on a, b, c, d - for instance - X ≤ c(a, b, c, d)Y ≤ c(a, b, c, d)Z means
that there exist two positive constants c(a, b, c, d) and c˜(a, b, c, d) depending only on a,
b, c, d such that X ≤ c(a, b, c, d)Y ≤ c˜(a, b, c, d)Z.
2. Four alternatives to capk(·,Ω)
The purpose of this section is to define four new types of the k-Hessian capacity with
1 ≤ k ≤ n
2
and then to establish their relations with capk(·,Ω). The forthcoming approach
is entirely different from the Wolff’s potential-based argument for Phuc-Verbitsky’s [19,
Theorem 2.20] - the comparability between both capk(·,Ω) and CapG2k/(k+1),k+1(·,Ω) as
1 ≤ k < n/2.
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Definition 2.1. Suppose{
1 ≤ k ≤ n
2
;
1E stands for the characteristic function of E ⊂ Ω.
(i) For a compact K ⊂ Ω let

capk,1(K,Ω) = sup
{∫
K
Fk[u] : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), −1 < u < 0
}
;
capk,2(K,Ω) = inf
{∫
Ω
Fk[u] : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), u ≤ −1K
}
;
capk,3(K,Ω) = inf
{
−
∫
Ω
uFk[u] : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), u ≤ −1K
}
;
capk,4(K,Ω) = sup
{
−
∫
K
uFk[u] : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯),−1 < u < 0
}
.
(ii) For an open set O ⊂ Ω and j = 1, 2, 3, 4 set
capk,j(O,Ω) = sup
{
capk,j(K,Ω) : compact K ⊂ O
}
.
(iii) For a general set E ⊂ Ω and j = 1, 2, 3, 4 put
capk,j(E,Ω) = inf
{
capk,j(K,Ω) : open O with E ⊂ O ⊂ Ω
}
.
Lemma 2.2. Suppose 1 ≤ k ≤ n
2
. Let Ω be the Euclidean ball Br of radius r centered at
the origin. If K is a compact subset of Ω, then
capk,j(K,Ω) =
{∫
K
Fk[Rk(K,Ω)] for j = 1;∫
K
(−Rk(K,Ω))Fk[Rk(K,Ω)] for j = 4,
where
Rk(K,Ω)(x) = lim sup
y→x
(
sup
{
u(y) : u ∈ Φk0(Ω), u ≤ −1K
})
is the regularised relative extremal function associated with K ⊂ Ω.
Proof. As showed in [15], the function x 7→ Rk(K,Ω)(x) is upper semicontinuous; is of
C2(Ω¯); and is the viscosity solution of the following Dirichlet problem:

Fk[u] = 0 in Ω\K;
u = −1 on ∂K;
u = 0 on ∂Ω.
Moreover,
capk(K,Ω) =
∫
K
Fk[Rk(K,Ω)].
Note that Rk(K,Ω) is in Φ
k
0(Ω) ∩ C
2(Ω¯) ⊂ Φk(Ω). So, from Definition 2.1 it follows that
capk,1(K,Ω) =
∫
K
Fk[Rk(K,Ω)].
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To see the desired formula for j = 4, let u ∈ Φk0(Ω) ∩ C
2(Ω¯). Then, for any ǫ > 0 there
exists a function v ∈ Φk0(Ω) ∩ C
2(Ω¯) such that v = (1 + ǫ)u and
(1 + ǫ)k+1capk,4(K,Ω)
= (1 + ǫ)k+1 sup
{∫
K
(−u)Fk[u] : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), −1 < u < 0
}
= sup
{∫
K
(−v)Fk[v] : v ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), −1 − ǫ < v < 0
}
.
Since Rk(K,Ω) > −1− ǫ in K, it follows that
(1 + ǫ)−(k+1)
∫
K
(−Rk(K,Ω))Fk[Rk(K,Ω)] ≤ capk,4(K,Ω).
Letting ǫ→ 0, we obtain∫
K
(−Rk(K,Ω))Fk[Rk(K,Ω)] ≤ capk,4(K,Ω).
To reach the reversed form of the last inequality, let {Ki} be a sequence of compact
subsets of Ω with smooth boundary and
Ki+1 ⊂ Ki & ∩
∞
i=1 Ki = K.
Then, using the regularity of ∂Ki we define
ui = Rk(Ki,Ω) ∈ C(Ω¯).
According to [22, Lemma 2.1], we have the following monotonicity: if

u, v ∈ Φk(Ω) ∩ C2(Ω¯);
u ≥ v in Ω;
u = v on ∂Ω,
then ∫
Ω
Fk[u] ≤
∫
Ω
Fk[v],
whence getting via [15, (4.9)]∫
K
Fk[u] ≤
∫
{ui≤u}
Fk[u] ≤
∫
Ω
Fk[u] ≤
∫
Ω
Fk[ui] =
∫
Ki
Fk[ui].
Letting i→∞ in the last inequality yields that∫
K
(−u)Fk[u] ≤
∫
K
(−Rk(K,Ω))Fk[Rk(K,Ω)]
holds for any u ∈ Φk0(Ω) ∩ C
2(Ω¯) with −1 < u < 0. As a consequence, we get∫
K
(−Rk(K,Ω))Fk[Rk(K,Ω)] ≥ capk,4(K,Ω),
thereby completing the argument. 
Theorem 2.3. Suppose 1 ≤ k ≤ n
2
. Let Ω be the Euclidean ball Br of radius r centered at
the origin. If E ⊂ Ω, then
capk(E,Ω) = capk,j(E,Ω) ∀ j = 1, 2, 3, 4.
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Proof. By Definition 2.1, it is enough to prove that if E = K is a compact subset of Ω then
capk,1(K,Ω) ≤ capk,2(K,Ω) ≤ capk,3(K,Ω) ≤ capk,4(K,Ω) ≤ capk,1(K,Ω).
To do so, note first that the inequalities
capk,4(K,Ω) ≤ capk,1(K,Ω) & capk,2(K,Ω) ≤ capk,3(K,Ω)
just follow from Definition 2.1. Next, an application of Lemma 2.2 yields
capk,1(K,Ω) = capk(K,Ω) =
∫
K
Fk[Rk(K,Ω)] =
∫
Ω
Fk[Rk(K,Ω)].
Thus, from the definition of Rk(K,Ω) and the monotonicity described in the proof of Lemma
2.2, it follows that for any u ∈ Φk0(Ω) ∩ C
2(Ω¯) satisfying u|K ≤ −1 and u < 0 one has∫
Ω
Fk[Rk(K,Ω)] ≤
∫
Ω
Fk[u].
Upon minimizing the right-hand side of the above inequality we obtain
capk,1(K,Ω) =
∫
Ω
Fk[Rk(K,Ω)] ≤ capk,2(K,Ω).
Finally, by the definitions of Rk(K,Ω) and capk,3(K,Ω) we achieve
capk,3(K,Ω) ≤
∫
Ω
(−Rk(K,Ω))Fk[Rk(K,Ω)] =
∫
K
(−Rk(K,Ω))Fk[Rk(K,Ω)],
thereby finding
capk,3(K,Ω) ≤ capk,4(K,Ω).

Corollary 2.4. Let Ω be the Euclidean ball Br of radius r centered at the origin. If E ⊂ Ω,
then
cap1(E,Ω) = inf
{∫
Ω
|Du|2 : u ∈ W 1,2(Ω), u ≥ 1E} ≡ 2-cap(E,Ω),
where W 1,2(Ω) stands for the Sobolev space of all functions whose distributional derivatives
are in L2(Ω).
Proof. Thanks to the well-known metric properties of the Wiener capacity 2-cap(·,Ω) (cf.
[16, Chapter 2]), we only need to check that
cap1(E,Ω) = 2-cap(E,Ω) ∀ compact E ⊂ Ω.
Since F1[u] = ∆u, for any u ∈ Φ
k
0(Ω)∩C
2(Ω¯) with u ≤ −1E we apply an integration-by-part
to obtain ∫
Ω
(−u)F1[u] =
∫
Ω
(−u)∆u =
∫
Ω
|Du|2 =
∫
Ω
|D(−u)|2.
Upon considering the unique solution of the Dirichlet problem:

F1[u] = ∆u = 0 in Ω\E;
−u = 1 on ∂E;
u = 0 on ∂Ω,
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we get
cap1,3(E,Ω) =
∫
Ω
(−R1(E,Ω))F1[R1(E,Ω)] =
∫
Ω
|D(−R1(E,Ω))|
2 = 2-cap(E,Ω),
whence reaching the conclusion via Theorem 2.3. 
3. Isocapacitary inequalities
3.1. Proof of Theorem 1.2 (i). Step (i)1. We start with proving that if E ⊂ Br and
1 ≤ k < n
2
then there is a constant c(n, k, q, |Ω|) > 0 depending only on n, k, q, and |Ω| such
that
|E|
k+1
q ≤ c(n, k, q, |Ω|)
(
capk(E,Br)
)
.
Without loss of generality, we may assume that E is a compact set in Br. Now, by
Theorem 1.1 (i) we have that if 1 ≤ q ≤ k∗ then
‖u‖Lq(Br) ≤ c(n, k, q, r)‖u‖Φk0(Br) ∀ u ∈ Φ
k
0(Br),
where c(n, k, q, r) > 0 is a constant depending only on n, k, q, r.
Since Rk(E,Br) ∈ Φ
k
0(Br), from the definition of ‖ · ‖Φk0(Br) it follows that
‖Rk(E,Br)‖Lq(Br) ≤ c(n, k, q, r)
(∫
Br
(
−Rk(E,Br)
)
Fk[Rk(E,Br)]
) 1
k+1
.
In other words, Theorem 2.3 is employed to derive
‖Rk(E,Br)‖Lq(Br) ≤ c(n, k, q, r)
(
capk(E,Br)
) 1
k+1
.
Thus, by the definition of Rk(E,Br) we achieve
|E|
k+1
q
≤
(∫
E
|Rk(E,Br)|
q
) k+1
q
≤
(∫
Br
|Rk(E,Br)|
q
)k+1
q
≤ ‖Rk(E,Br)‖
k+1
Lq(Br)
≤
(
c(n, k, q, r)
)k+1
capk(E,Br).
Step (i)2. Next, we verify that if E ⊂ Ω and 1 ≤ k <
n
2
then there is a constant
c(n, k, q, |Ω|) > 0 depending only on n, k, q and |Ω| such that
|E|
k+1
q ≤ c(n, k, q, |Ω|)
(
capk(E,Ω)
)n
.
Without loss of generality, we may assume that E is a compact subset of Ω containing
the origin. Then there exists a ball Br centered at the origin with radius r = diam(Ω) such
that Ω ⊂ Br.
Since 1 ≤ k < n
2
, by Step (i)1 and [15, Lemma 4.1(ii)] we obtain
|E|
k+1
q ≤ c(n, k, q, r)capk(E,Br) ≤ c(n, k, q, |Ω|)capk(E,Ω),
as desired.
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Step (i)3. Particularly, for q =
n(k+1)
n−2k
we make the following analysis. Suppose E is a
compact set contained in Br - a ball centered at the origin with radius r > 0. We claim
that if 1 ≤ k < n
2
then there is a constant c(n, k) > 0 depending only on n, k such that
|E|
n−2k
n ≤ c(n, k)capk(E,R
n).
In fact, according to Dai-Bao’s paper [11] there exists a unique viscosity solution to the
Dirichlet problem stated in the proof of Lemma 2.2. Such a solution guarantees that there
exists a unique Rk(E,R
n) satisfying
Rk(E,R
n) = lim
r→∞
Rk(E,Br).
Now, by the previous Step (i)1 we have that if q = k
∗ then
|E|
n−2k
n ≤ c(n, k, r)capk(E,Br),
whence reaching the above claim through letting r →∞ in the above estimate.
Now, using the same argument for Step (i)2 we get
|E|
n−2k
n ≤ c(n, k)capk(E,R
n) ≤ c(n, k)capk(E,Ω).
Step (i)4. Following the above argument and applying [15, Lemma 4.1(ii)], Theorem 1.1
(ii) and Theorem 2.3 we can get that
|E|
k+1
q ≤ c(n, k, q, diam(Ω))capk(E,Ω)
holds for k = n
2
and 1 ≤ q <∞.
3.2. Proof of Theorem 1.2 (ii). Step (ii)1. Partially motivated by [1, 10, 29], we begin
with a slight improvement of the Moser-Trudinger inequality stated in Theorem 1.1 (ii): if
k = n
2
then there is a constant c(n) > 0 depending only on n such that
sup
0<‖u‖
Φk0 (Ω)
<∞
∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Ω)
)β)
≤ c(n)
(
diam(Ω)
)n
,
where α, β are the constants determined in Theorem 1.1 (ii).
Without loss of generality, we may assume that Ω contains the origin. Then there exists
a ball Br centered at the origin with radius diam(Ω) such that Ω ⊂ Br. Following the
argument for [21, Theorem 1.2], we have that, for any radial function u = u(s) in Φk0(Br),
there exists a ball Brˆ ⊂ R
n
2
+1 with radius rˆ = r
2n
n+2 and a radial function v(s) = u(s
n+2
2n ) in
Φk0(Brˆ) such that ∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Br)
)β)
≤
(n+ 2
2n
)(ωn−1
ωn
2
) ∫
Brˆ
exp
(
α
cβ0
( |v|
‖Dv‖
L
n
2 +1(Brˆ)
))
≤ c(n)|Brˆ|
≤ c(n)rˆ
n
2
+1
≤ c(n)rn,
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where
cβ0 =
(
ωn−1
kωn/2
(
n− 1
k − 1
)( 2n
n+ 2
)n
2
) 1
k+1
.
Thus, by [21, Lemma 3.2] we achieve
sup
{∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Ω)
)β)
: u ∈ Φk0(Ω) & 0 < ‖u‖Φk0(Ω) <∞
}
≤ sup
{∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Ω)
)β)
: u ∈ Φk0(Ω) is radial
}
≤ c(n)
(
diam(Ω)
)n
,
as desired.
Step (ii)2. We utilize the last step to check the remaining part of Theorem 1.2 (ii). Since
k = n
2
, by Lemmas 2.2&3.2 and Theorem 2.3 we have
|E| exp
( α(
capk(E,Br)
) β
k+1
)
= |E| exp
( α(
capk,3(E,Br)
) β
k+1
)
≤ sup
{∫
E
exp
(
α
( |u|
‖u‖Φk0(Br)
)β)
: u ∈ Φk0(Br)
}
≤ c(n)
(
diam(Br)
)n
,
i.e.,
α(
capk(E,Ω)
) β
k+1
≤
α(
capk(E,Br)
) β
k+1
≤ ln
(
c(n)|E|−1
(
diam(Ω)
)n)
.
Now, a simple calculation gives the desired inequality.
4. Capacitary weak and strong type estimates for Φk0(Ω)
Through introducing a new measure-theoretic method that is evidently different from the
usual dyadic-splitting-level-set approach to the capacitary weak and strong type estimates
for the Wiener capacity 2-cap(·,Ω) = cap1(·,Ω) (with Ω being an origin-centered Euclidean
ball) – see also Adams-Hedberg’s [2, Chapter 7] and the references therein for an account
on the classical treatment of some relevant capacity estimates, we establish the following
k-Hessian capacitary weak and strong type inequalities.
Theorem 4.1. Suppose that Ω is an origin-centered Euclidean ball. If u ∈ Φk0(Ω) ∩ C
2(Ω¯)
and 1 ≤ k ≤ n
2
, then one has:
(i) the capacitary weak type inequality
capk
(
{x ∈ Ω : |u(x)| ≥ t},Ω
)
≤ t−(k+1)‖u‖k+1
Φk0(Ω)
∀ t > 0;
(ii) the capacitary strong type inequality∫ ∞
0
tkcapk
(
{x ∈ Ω : |u(x)| ≥ t},Ω
)
dt ≤
( a
a− 1
)k+1
(ln a)‖u‖k+1
Φk0(Ω)
∀ a > 1.
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Proof. (i) For t > 0 let v = t−1u. By Theorem 2.3 we obtain
capk
(
{x ∈ Ω : |v(x)| ≥ 1},Ω
)
= sup
{∫
{|v|≥1}
(−f)Fk[f ] : f ∈ Φ
k
0(Ω) ∩ C
2(Ω¯), −1 < f < 0
}
=
∫
{|v|≥1}
(−R({|v| ≥ 1},Ω))Fk[R({|v| ≥ 1},Ω)]
≤
∫
Ω
(−R({|v| ≥ 1},Ω))Fk[R({|v| ≥ 1},Ω)]
≤
∫
Ω
(−v)Fk[R({|v| ≥ 1},Ω)]
≤
∫
Ω
(−v)Fk[v],
thereby getting
capk
(
{x ∈ Ω : |u(x)| ≥ t},Ω
)
≤ t−(k+1)
∫
Ω
(−u)Fk[u].
(ii) For t > 0 let
Mt(u) = {x ∈ Ω : |u(x)| ≥ t} & Ωt(u) = {x ∈ Ω : |u(x)| > t}.
Without loss of generality, we may assume ‖u‖Φk0(Ω) <∞, and then define a normalized set
function (cf. [14, Theorem 2.2-Corollary 2.3]-based argument for [5, Theorem 3.1])
φ(E) ≡ φ(E,Ω) =
∫
E
(−u)Fk[u]
‖u‖k+1
Φk0(Ω)
∀ E ⊂ Ω.
Note that


φ(∅) = 0 & φ(E) ≥ 0 ∀ E ⊂ Ω;
φ(E1) ≤ φ(E2) ∀ E1 ⊂ E2 ⊂ Ω;
φ(E1 ∪ E2) = φ(E1) + φ(E2) ∀ E1, E2 ⊂ Ω with E1 ∩ E2 = ∅.
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So, φ is a measure. Consequently, for a given constant a > 1 we estimate∫ ∞
0
φ(Ωt(u)\Mat(u))
dt
t
≤
∫ ∞
0
φ(Mt(u)\Mat(u))
dt
t
=
∫ ∞
0
∫ at
t
dφ(Ms(u))
dt
t
=
∫ ∞
0
∫ s
a
s
dt
t
dφ(Ms(u))
= −(ln a)
∫ ∞
0
dφ(Ms(u))
= φ(M0(u)) ln a
≤ φ(Ω) ln a
= ln a,
whence deriving∫ ∞
0
∥∥u1Ωt(u)\Mat(u)∥∥k+1Φk0(Ω)dtt =
∫
Ωt(u)\Mat(u)
(−u)Fk[u] ≤ ‖u‖
k+1
Φk0(Ω)
ln a.
Now, if
u˜ = max
{ t− u
(a− 1)t
,−1
}
,
then {
u˜ ∈ Φk0(Ωt(u));
u˜1Mat ≤ −1,
and hence
‖u˜‖k+1
Φk0(Ωt(u))
=
∫
Ωt(u)
(−u˜)Fk[u˜]
= k−1
∫
Ωt(u)
u˜iu˜jF
ij
k [D
2u˜]
= k−1
∫
Ωt(u)\Mat(u)
(
u
(a− 1)t
)
i
(
u
(a− 1)t
)
j
F ijk
[
D2
u
(a− 1)t
]
≤
∫
Ωt(u)\Mat(u)
(
−
u
(a− 1)t
)
Fk
[
u
(a− 1)t
]
= (a− 1)−k−1t−k−1
∫
Ωt\Mat
(−u)Fk[u],
where {
F ijk [A] =
∂
∂aij
Fk[A];
D2f = A = {aij}.
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Using the definition of capk,3(·,Ω), we obtain∫ ∞
0
tk+1capk,3(Mat(u),Ωt(u))
dt
t
≤
∫ ∞
0
tk+1‖u˜‖k+1
Φk0(Ωt(u))
dt
t
≤
∫ ∞
0
(a− 1)−(k+1)
(∫
Ωt(u)\Mat(u)
(−u)Fk[u]
) dt
t
≤ (ln a)(a− 1)−(k+1)‖u‖k+1
Φk0(Ω)
.
This last inequality, along with λ = at and Theorem 2.3, derives∫ ∞
0
λkcapk
(
Mλ(u),Ω
)
dλ
≤
∫ ∞
0
(at)kcapk,3(Mat(u),Ωt(u)) d(at)
≤
( a
a− 1
)k+1
(ln a)‖u‖k+1
Φk0(Ω)
.

Remark 4.2. Interestingly, Theorem 4.1 (i) with t > 1 may be regarded as the bottom of a
consequence of Theorem 4.1 (ii). In fact, since t 7→ capk
(
Mt(u),Ω
)
is a decreasing function,
it follows that( ak+1
k + 1
)
capk
(
Ma(u),Ω
)
≤
∫ a
0
tkcapk
(
Mt(u),Ω
)
dt ≤
( a
a− 1
)k+1
(ln a)‖u‖k+1
Φk0(Ω)
∀ a > 1,
and consequently,
capk
(
Ma(u),Ω
)
≤
(k + 1) ln a
(a− 1)k+1
‖u‖k+1
Φk0(Ω)
≥ a−(k+1)‖u‖k+1
Φk0(Ω)
∀ a > 1.
5. Analytic vs geometric trace inequalities
5.1. Proof of Theorem 1.3 (i). In what follows, we always let

1 ≤ k ≤ n
2
;
u ∈ Φk0(Ω) ∩ C
2(Ω¯);
Mt(u) = {x ∈ Ω : |u(x)| ≥ t} ∀ t > 0.
Step (i)1. For k + 1 ≤ q <∞ let
C1 ≡ sup
t>0
t
k+1
q
τ(µ,Ω, t)
<∞.
Then
µ(K)
1
q ≤ C
1
k+1
1
(
capk(K,Ω)
) 1
k+1 ∀ compact K ⊂ Ω.
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An application of Theorem 4.1 (ii) with a = n yields that for any u ∈ Φk0(Ω) ∩ C
2(Ω¯) one
has ∫
Ω
|u|q dµ
=
∫ ∞
0
µ(Mλ(u)) dλ
q
≤ C
q
k+1
1
∫ ∞
0
(
capk(Mλ(u),Ω)
) q
k+1
dλq
≤ q(k + 1)−1C
q
k+1
1 ‖u‖
q−k−1
Φk0(Ω)
∫ ∞
0
capk(Mλ(u),Ω) dλ
k+1
≤ q(k + 1)−1C
q
k+1
1 c(n, k)‖u‖
q
Φk0(Ω)
.
This gives
C2 ≡ sup
{
‖u‖Lq(Ω,µ)
‖u‖Φk0(Ω)
: u ∈ Φk0(Ω) ∩ C
2(Ω¯) with 0 < ‖u‖Φk0(Ω) <∞
}
<∞.
Conversely, assume C2 < ∞. An application of the Ho¨lder inequality with q
′ = q
q−1
implies
tµ(Mt(u))
≤
∫
Ω
|u|1Mt(u) dµ
≤ ‖u‖Lq(Ω,µ)
(
µ(Mt(u))
) 1
q′
≤ C2‖u‖Φk0(Ω)
(
µ(Mt(u))
) 1
q′ ,
and thus
sup
t>0
t
(
µ(Mt(u))
) 1
q ≤ C2‖u‖Φk0(Ω).
Now, taking 

t = 1;
u ∈ Φk0(Ω) ∩ C
2(Ω¯);
|u| ≥ 1K for any compact K ⊂ Ω,
we obtain (
µ(K)
) 1
q ≤ C2‖u‖Φk0(Ω) ≤ C2
(
capk(K,Ω)
) 1
k+1 ,
whence reaching C1 ≤ C
k+1
2 .
Step (i)2. For 1 < q < k + 1 let

Ik,q(µ) ≡
∫∞
0
(
t
k+1
q
(
τ(µ,Ω, t)
)−1) qk+1−q
t−1 dt;
Sk,q(µ, u) ≡
∑∞
j=−∞
(
µ(M
2j
(u))−µ(M
2j+1
(u))
) k+1
k+1−q(
capk(M2j (u))
) q
k+1−q
.
If Ik,q(µ) <∞, then the elementary inequality
ac + bc ≤ (a + b)c ∀ a, b ≥ 0 & c ≥ 1
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implies
Sk,q(µ, u)
=
∞∑
j=−∞
(
µ(M2j (u))− µ(M2j+1(u))
) k+1
k+1−q
(
capk(M2j (u),Ω)
)− q
k+1−q
≤
∞∑
j=−∞
(
µ(M2j (u))− µ(M2j+1(u))
) k+1
k+1−q
(
τ(µ,Ω, µ(M2j(u)))
)− q
k+1−q
≤
∞∑
j=−∞
µ(M2j (u))
k+1
k+1−q − µ(M2j+1(u))
k+1
k+1−q
(
τ(µ,Ω, µ(M2j (u)))
)− q
k+1−q
≤ c(n, k, q)
∫ ∞
0
(τ(µ,Ω, s))−
q
k+1−q ds
k+1
k+1−q
≤ c(n, k, q)Ik,q(µ).
Therefore, by the Ho¨lder inequality and Theorem 4.1 (ii) with a = n we have
‖u‖qLq(Ω,µ)
=
∫ ∞
0
µ
(
Mt(u)
)
dtq
= −
∫ ∞
0
tqdµ(Mt(u))
≤
∞∑
−∞
(
µ(M2j (u))− µ(M2j+1(u))
)
2(j+1)q
≤ (Sk,q(µ, u))
k+1−q
k+1
(
∞∑
−∞
2j(k+1)capk(M2j(k+1)(u),Ω)
) q
k+1
≤ (Sk,q(µ, u))
k+1−q
k+1
(∫ ∞
0
capk(Mλ(u),Ω) dλ
k+1
) q
k+1
≤ c(n, k, q)(Sk,q(µ, u))
k+1−q
k+1 ‖u‖q
Φk0(Ω)
≤ c(n, k, q)(Ik,q(µ))
k+1−q
k+1 ‖u‖q
Φk0(Ω)
,
whence getting
Cq2 ≤ c(n, k, q)
(
Ik,q(µ)
)k+1−q
k+1 .
Conversely, suppose C2 <∞. Then
sup
t>0
t
(
µ(Mt)
) 1
q ≤ ‖u‖Lq(Ω,µ) ≤ C2‖u‖Φk0(Ω)
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holds for any u ∈ Φk0(Ω) ∩ C
2(Ω¯). According to the definition of τ(µ,Ω, t), for each integer
j there exist a compact set Kj ⊂ Ω and a function uj ∈ Φ
k
0(Ω) ∩ C
2(Ω¯) such that


capk(Kj,Ω) ≤ 2τ(µ,Ω, 2
j);
µ(Kj) > 2
j;
uj ≤ −1Kj ;
2−1‖uj‖
k+1
Φk0(Ω)
≤ capk(Kj ,Ω).
Now, for integers i, m with i < m let


ui,m = supi≤j≤m γjfj ;
γj =
(
2j
τ(µ,Ω,2j)
) 1
k+1−q
∀ j ∈ [i,m].
Then ui,m is a function in Φ
k
0(Ω) ∩ C
2(Ω¯) – this follows from an induction and the easily-
checked fact below
max{u1, u2} =
u1 + u2 + |u1 − u2|
2
∈ Φk0(Ω) ∩ C
2(Ω¯).
Consequently,
‖ui,m‖
k+1
Φk0(Ω)
≤ c(n, k)
m∑
j=i
γk+1j ‖uj‖
k+1
Φk0(Ω)
≤ c(n, k)
m∑
j=i
γk+1j τ(µ,Ω, 2
j).
Observe that for i ≤ j ≤ m one has
ui,m(x) ≤ γj ∀ x ∈ Kj .
Therefore,
2j < µ(Kj) ≤ µ
(
Mγj (ui,m)
)
.
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This in turn implies
‖ui,m‖
q
Φk0(Ω)
≥ C−q2 c(n, k, q)
∫
Ω
|uj,m|
q dµ
≥ C−q2
∫ ∞
0
(
inf{t : µ(Mt(ui,m)) ≤ s}
)q
ds
≥ C−q2
m∑
j=i
(
inf{t : µ(Mt(ui,m)) ≤ 2
j}
)q
2j
≥ C−q2
m∑
j=i
γqj2
j
≥ C−q2 c(n, k, q)


∑m
j=i γ
q
j2
j(∑m
j=i
(
γj
)k+1
τ(µ,Ω, 2j)
) q
k+1

 ‖ui,m‖qΦk0(Ω)
≥ C−q2 c(n, k, q)


∑m
j=i 2
j(k+1)
k+1−q
(
τ(µ,Ω, 2j)
)− q
k+1−q(∑m
j=i 2
j(k+1)
k+1−q
(
τ(µ,Ω, 2j)
) −q
k+1−q
) q
k+1

 ‖ui,m‖qΦk0(Ω)
≥ C−q2 c(n, k, q)
(
m∑
j=i
2
j(k+1)
k+1−q
(
τ(µ,Ω, 2j)
)− q
k+1−q
) k+1−q
k+1
‖ui,m‖
q
Φk0(Ω)
.
Consequently,
Ik,q(µ) ≤ lim
i→−∞, m→∞
m∑
j=i
2
(j+1)(k+1)
k+1−q (τ(µ,Ω, 2j))−
q
k+1−q <∞.
5.2. Proof of Theorem 1.3 (ii). In the sequel, set

k = n
2
;
u ∈ Φk0(Ω) ∩ C
2(Ω¯);
Mt(u) = {x ∈ Ω : |u(x)| ≥ t} ∀ t > 0.
For convenience, rewrite the previous quantity C1 as
C1(n, k, q, µ,Ω) ≡ sup
t>0
t
k+1
q
τ(µ,Ω, t)
.
If
C3(n, k, α, β, µ,Ω) ≡ sup
t>0
t exp

 α(
τ(µ,Ω, t)
) β
k+1

 <∞,
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then for q˜ ≥ k + 1 one has
C1(n, k, q˜, µ,Ω)
= sup
t>0
t
k+1
q˜
τ(µ,Ω, t)
= sup
t>0

( q˜tβq˜
αβ
)( αβq˜−1(
τ(µ,Ω, t)
) β
k+1
)
k+1
β
≤
(
q˜
αβ
) k+1
β
sup
t>0

tβq˜ exp ( αβq˜−1(
τ(µ,Ω, t)
) β
k+1
)
k+1
β
=
(
q˜
αβ
)k+1
β
sup
t>0

t exp ( α(
τ(µ,Ω, t)
) β
k+1
)
k+1
q˜
≤
(
q˜
αβ
) k+1
β (
C3(n, k, µ,Ω)
)k+1
q˜ .
Also, applying the Ho¨lder inequality for q˜ ≥ k + 1 we get∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Ω)
)β)
dµ
=
∞∑
i=1
∫
Ω
αi
i!
( |u|
‖u‖Φk0(Ω)
)βi
dµ
=
∑
i< k+1
β
∫
Ω
αi
i!
( |u|
‖u‖Φk0(Ω)
)βi
dµ+
∑
i≥ k+1
β
∫
Ω
αi
i!
( |u|
‖u‖Φk0(Ω)
)βi
dµ
≤ S1 + S2,
where 

S1 ≡
∑
i< k+1
β
αi
i!
(
µ(Ω)
)1−βi
q˜
( ∫
Ω
( |u|
‖u‖
Φk0 (Ω)
)q˜
dµ
)βi
q˜
;
S2 ≡
∑
i≥ k+1
β
αi
i!
∫
Ω
( |u|
‖u‖
Φk
0
(Ω)
)β0i
dµ.
Next, we control S1 and S2 from above. As estimated in the previous subsection, for any
u ∈ Φk0(Ω) ∩ C
2(Ω¯) and integer m ≥ k + 1 we have∫
Ω
|u|m dµ ≤
(
C1(n, k,m, µ,Ω)
) m
k+1 c(n, k)‖u‖mΦk0(Ω)
.
This, along with the previously-verified inequality
C1(n, k, q˜, µ,Ω) ≤
(
q˜
αβ
)k+1
β (
C3(n, k, µ,Ω)
)k+1
q˜ ∀ q˜ ≥ k + 1,
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gives
S1 ≤
∑
i< k+1
β
αi
i!
(
µ(Ω)
)1−βi
q˜
((
C1(n, k, q˜, µ,Ω)
) q˜
k+1 c(n, k)
)βi
q˜
<∞.
Meanwhile, Theorem 4.1 (ii) with a = n is used to derive
S2
=
∑
i≥ k+1
β
αi
i!
‖u‖−βi
Φk0(Ω)
∫
Ω
|u|βi dµ
=
∑
i≥ k+1
β
αi
i!
‖u‖−βi
Φk0(Ω)
∫ ∞
0
µ(Mt(u)) dt
βi
=
∑
i≥ k+1
β
αi
i!
∫ ∞
0
(
capk(Mt(u),Ω)
) βi
k+1
‖u‖βi
Φk0(Ω)

 µ(Mt(u))(
capk(Mt(u),Ω)
) βi
k+1

 dtβi
≤
∑
i≥ k+1
β
αi
i!
∫ ∞
0
capk(Mt(u),Ω)
tβi−k−1

‖u‖βi−k−1Φk0(Ω)
‖u‖βi
Φk0(Ω)



 µ(Mt(u))(
capk(Mt(u),Ω)
) βi
k+1

 dtβi
≤
αβ
k + 1
∫ ∞
0
∞∑
i=0
αi
i!

 µ(Mt(u))(
capk(Mt(u),Ω)
) βi
k+1

 capk(Mt(u),Ω)‖u‖−(k+1)Φk0(Ω) dtk+1
≤
αβ
k + 1
∫ ∞
0

µ(Mt(u)) exp( α(
capk(Mt(u),Ω)
) β
k+1
)(capk(Mt(u),Ω)
‖u‖k+1
Φk0(Ω)
)
dtk+1
≤ αβ(k + 1)−1C3(n, k, α, β, µ,Ω)‖u‖
−(k+1)
Φk0(Ω)
∫ ∞
0
(
capk(Mt(u),Ω)
)
dtk+1
≤ αβc(n, k)C3(n, k, α, β, µ,Ω).
Now, putting the estimates for S1 and S2 together we obtain
C4 ≡ sup
{
‖u‖L1ϕ(Ω,µ) : u ∈ Φ
k
0(Ω) ∩ C
2(Ω¯) with ‖u‖Φk0(Ω) > 0
}
<∞.
Conversely, if C4 <∞, then for any u ∈ Φ
k
0(Ω)∩C
2(Ω¯) with ‖u‖Φk0(Ω) > 0 one always has∫
Ω
exp
(
α
( |u|
‖u‖Φk0(Ω)
)β)
dµ ≤ C4.
Note that for any compact set K ⊂ Ω there exists a function Rk(K,Ω) such that{
Rk(K,Ω) ∈ Φ
k
0(Ω) ∩ C
2(Ω¯);
|Rk(K,Ω)| ≥ 1K .
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So, we get
µ(K) exp

 α(
capk(K,Ω)
) β
k+1


≤
∫
K
exp

 α(
capk(K,Ω)
) β
k+1

 dµ
≤
∫
Ω
exp
(
α
( |Rk(K,Ω)|
‖Rk(K,Ω)‖Φk0(Ω)
)β)
dµ
≤ C4,
whence achieving C3(n, k, α, β, µ,Ω) ≤ C4.
Acknowledgements. We would like to thank the referee for his/her remarks that indicate
a possibility of utilizing both the equivalence between the k-Hessian capacity and the Bessel
capacity found in [19, Theorem 20] and the capacitary weak-strong inequalities explored
in Adams-Hedberg’s [2, Chapter 7] to obtain Theorem 1.3 (i) under 1 ≤ k < n/2 (see [2,
p.211, 7.6.6] or directly [16, Section 8.4.2], [18, Appendix, Theorem 2] and [25]). 
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