The minimum covariance determinant (MCD) scatter estimator is a highly robust estimator for the dispersion matrix of a multivariate, elliptically symmetric distribution. It is relatively fast to compute and intuitively appealing. In this note we derive its influence function and compute the asymptotic variances of its elements. A comparison with the one step reweighted MCD and with S-estimators is made. Also finite-sample results are reported.
INTRODUCTION
The classical average and covariance matrix are key ingredients in almost all multivariate statistical methods. However, they are extremely sensitive to outliers. It is therefore important to consider robust alternatives for these estimators, which can be used to obtain robust procedures in principal component analysis, factor analysis, etc. Among the robust alternatives to the classical estimators, the minimum volume ellipsoid (MVE) introduced by Rousseeuw (1985) is probably the most widely known and used (e.g., by He and Wang, 1996) . It consists of taking as location estimator the center of the smallest regular ellipsoid containing half the points of the data set. The scatter estimator is then defined by the shape matrix of that ellipsoid. However, it was shown that the MVE estimator is not -n consistent (Davies, 1992a) , making it less attractive for efficiency reasons. A robust estimator which has the normal rate of convergence is the minimum covariance determinant (MCD) estimator of Rousseeuw (1985) . The location and scatter estimates are given by the average and covariance matrix computed on that half of the data which attain the smallest determinant of their covariance matrix. Until quite recently, the major drawback of the MCD estimator was its computation time. Rousseeuw and Van Driessen (1999) however, proposed a new algorithm to compute MCD, which turns out to be extremely fast, even in high dimensions. Theoretical properties of the MCD estimator have been investigated in Butler (1982) and Butler, Davies, and Jhun (1993) , but the asymptotic distribution of the scatter part of the MCD remained unknown. In the particular case of one dimension the influence function of the MCD scale was computed by (Croux and Rousseeuw, 1992) .
The main focus of this paper is to derive the influence function of the MCD scatter matrix in arbitrary dimensions. Second, the influence function is used to calculate asymptotic variances and efficiencies for the MCD and its reweighted version. Third, the finite-sample behavior is investigated by means of a simulation study. Furthermore, a thorough comparison with multivariate S-estimators is included.
The outline of the paper is as follows. Section 2 defines the MCD-functional and gives its influence function while in Section 3 asymptotic variances are computed. Section 4 uses results of Lopuhaa (1997) to show that one step reweighted covariances, starting from MCD based weights, combine the breakdown properties of the MCD estimator while achieving a better asymptotic efficiency. However, this reweighting does not yield an estimator as efficient as the S-estimator of scatter. Finite-sample results based on simulations are reported in Section 5 while Section 6 contains some conclusions.
INFLUENCE FUNCTION
For a finite sample of observations [x 1 , ..., x n ] in R p the MCD is determined by selecting that subset [x i1 , ..., x ih ] of size h, with 1 h n, which minimizes the generalized variance (which is the determinant of the covariance matrix computed from the subset) among all possible subsets of size h. The location estimator is then defined as
and the estimator of scatter by
where c p is a consistency factor. The choice h=[(n+ p+1)Â2] is commonly preferred since it yields the highest possible breakdown point (Lopuhaa and Rousseeuw 1991) . Note that hr n 2 at least if the number of observations is much higher than the dimension. The breakdown point of a multivariate scale estimator is defined as the smallest fraction of observations that you need to replace to arbitrary position before the estimated scatter explodes (its biggest eigenvalue tends to infinity) or implodes (its smallest eigenvalue tends to zero). Another default value is hr0.75n, yielding a better compromise between efficiencyÂstability and high breakdown. To derive the influence function of an estimator, we need a proper definition for its functional form. In Butler, Davies, and Jhun (1993; BDJ from now on) a definition appropriate for continuous distributions is given, which we will generalize afterwards to arbitrary distributions G. This is necessary since we will apply the MCD to point contaminated distributions.
Denote by 0<:<1 the mass of the data not determining the MCD, which will result in an estimator with (asymptotic) breakdown point min(:, 1&:). Define and for every A # D G (:), the average and covariance matrix computed over this set will be denoted by
The set A is called an MCD-solution if det(7 A (G )) det(7 A (G )), (2.4) for every other A # D G (:). The MCD estimators at the theoretical distribution are then defined by
for an MCD solution A. The constant c : can be chosen in such a way that consistency will be obtained at the specified model. A problem may arise with the above definition when the distribution G is not continuous, in which case D G (:) may be empty. Therefore define
which is never empty. Furthermore, for every (A, x) # D G (:) define (with $=1&:&P G (A))
and
(Since A is bounded all the above quantities are well defined). We say that 8) for every (A , x~) # D G (:). The MCD estimators at the population level are then given by 9) for an MCD solution (A, x). Thus, the MCD solution determines a region
. By giving a lower mass to the atom x, we are in a certain way interpolating between the two sets A and B.
For ease of notation, we will write T A (G) and
In this paper we will focus on the problem of estimating the parameters + and 7 of the distribution F +, 7 with density
-det (7) (2.10)
with + # R p and 7 # PD( p), the set of all positive definite matrices of size p.
The function g is assumed to be known and to have a strictly negative derivative g$, so that F +, 7 belongs to a parametric class of elliptically symmetric, unimodal distributions. It is shown in Section 2 of BDJ that for this distribution the MCD-problem has a unique solution given by the ellipsoid
where G(t)=P F0, I (Z t Z t) and q : =G
&1
(1&:), with corresponding MCDfunctionals
To obtain Fisher-consistency at this model, it suffices to set c : = 1&:
. Table I gives several values of the constants c : and q : for different values of p and : at the normal model. Since the MCD is affine equivariant we will only derive the influence function at the model distribution F=F 0, Ip . Consider the contaminated distribution
where 2 x is a Dirac measure putting all its mass at x # R p . The influence function measures the sensitivity of the MCD-functional to small amounts of contamination in the distribution:
More about the use and interpretation of influence functions can be found in Hampel et al. (1986) . The derivation of the influence function for the MCD relies on the following proposition, which says that the MCD solution at the contaminated distribution F =, x is still determined by an ellipsoid. (This can even be shown to be true for any distribution G, and was already proven for empirical distribution functions by BDJ, p. 1392.) 
or, in the special case that x lies at the border of E,
The next theorem gives the influence function of the scatter matrix part of the MCD functional. To facilitate the interpretation, we give separate expressions for the diagonal and off-diagonal elements. All proofs are kept for the Appendix. Theorem 1. With the notations from above, we have that 13) where the constants b 1 , b 2 , c 2 , c 3 , and c 4 are determined by the relations
1&:
It follows immediately that the MCD scale estimator has a bounded influence function, which is redescending to zero for the off-diagonal elements, but not for the on-diagonal elements. In Fig. 1 the influence functions IF(x, 7 11 , F) and IF(x, 7 12 , F) are pictured for p=2 and :=0.25 at the normal model. The functions are smooth, except for a jump at the circle with radius -q : . If we denote % the angle of x with the first axis, then the discontinuity in IF(x, 7 11 , F) is upwards for %<?Â4 and downwards for %>?Â4. The maximal value is attained at (-q : , 0). The off-diagonal influence function is maximal at (-q : Â2, -q : Â2). Remark 2. The classical estimator of a scatter matrix is the covariance matrix C(G), defined at the population level by 14) where +(G )= R p xdG(x) and the consistency factor c 0 equals
where X i is a component of the vector X. It appears as a limit case of the MCD for :, the mass of the data``discarded'' by the MCD, tending to zero. Note that C is only well defined for distributions with a second moment, whereas the MCD functionals are properly defined for arbitrary distributions. It is not so difficult to check that
Remark 3. In the case p=1, (2.12) can be rewritten as
with -q : =F &1 (1&:Â2). The parameter S=-7 measures here the dispersion of the univariate distribution F. This above expression corresponds with the results of Croux and Rousseeuw (1992) . Observe that IF(x, T, F) becomes zero when x is outside the ball of radius -q : , illustrating that MCD-location``rejects'' huge outliers. This is in contrast with MCD-scatter, where these outliers still have a (bounded) influence on the diagonal elements of the scatter matrix.
Attention in this paper is restrained to the scale case, but also highly robust affine equivariant estimation of location is of interest (e.g. for application in MANOVA models). It is however well known (Rousseeuw and Leroy, 1987, p. 271 ) that with an orthogonally equivariant location estimator T 0 and an affine equivariant scatter matrix estimator 7 0 , an affine equivariant location estimator T 1 is easily obtained by setting
Lopuhaa (1992) proved that T 1 inherits the robustness properties of the initial estimators 7 0 and T 0 . Furthermore, orthogonally equivariant location estimators which have high breakdown point, good efficiency properties and which are very fast to compute have been proposed in the literature (e.g., Ho ssjer and Croux, 1994).
Remark 5. Strictly speaking, Theorem 1 only gives an almost sure expression for the influence function. In case that &x& 2 =q : , a zero probability event, one has IF(x, 7, F)=c : xx t &I. This follows quite immediately from the special case of Proposition 1.
ASYMPTOTIC VARIANCES
It follows from BDJ (by taking g(x)=xx t I(x # E & C) in the proof of Theorem 4, page 1397) that the MCD scatter matrix is asymptotically normal, but no expression for the asymptotic variance has been derived there. In this section we will compute asymptotic variances by means of
for 1 i, j n. The above expression certainly holds if the MCD-functional is Frechet differentiable but a formal verification is still open. To our knowledge, a proof of Frechet differentiability has not been given yet in the literature. The normal location-scale model (2.10) with
is without any doubt the most important case. We will denote F=8 the multivariate standard normal distribution. Explicit expressions for the asymptotic variances can be worked out:
Please note that the above expressions vary both with the dimension p and with the trimming proportion :. The limit case :=0 gives the asymptotic variances of the usual covariance matrix:
These asymptotic variances are used to compute the asymptotic efficiencies of the estimators at a model distribution F, which are defined by the ratios
where the inverse of the Fisher Information J(7 ij , F) is the CrameÁ r-Rao lower bound. It is well known that the classical covariance matrix attains the lower bound at normal models. Figure 2 illustrates how the asymptotic efficiencies Eff(7 ij , 8) vary with : and p under the normal model. First of all, note that efficiency decreases as the breakdown point increases, showing a conflict between efficiency and high breakdown. Choosing the highest possible breakdown point (:=0.5) results in a severe loss of efficiency. The suggestion to take :=0.25 as a compromise between efficiency and robustness finds its motivation here: the corresponding estimator can still cope with realistic amounts of contamination in the data, but is much more precise (when no outliers are present) than the usual choice :=0.5. One should not forget that the bias of the MCD with :=0.25 remains bounded for percentages of contamination smaller than 250 but can still become unpractically large. In these cases, the maximal breakdown point MCD may become an alternative. Optimally, a data-driven choice of : should be undertaken, but this possibility has not been explored further. from the origin, when p is large. (Here we used the strong law of large numbers and independency of the different components of X i .) This implies that all observations are``equally likely'' to constitute the subset of size n(1&:) whose covariance matrix will yield the MCD-scatter estimator. We conclude that, at the reference distribution 8 and for p huge, the MCD is like a usual covariance matrix but computed from a random subsample of size n(1&:) instead of size n, which explains (3.3). The convergence in (3.3) is however rather slow, as is shown by the Another class of multivariate elliptically symmetric distributions which is regularly used (e.g. in econometrics), is generated by setting in (2.10)
The corresponding model distribution is a multivariate Student with & degrees of freedom. Consistency factors and influence functions can be easily computed, using symbolic computation software. Moreover, asymptotic variances have been computed by (3.1) for the reference distribution F & , using numerical integration and a lot of computation time in order to obtain accurate results. The classical covariance estimator (2.12) needs now to be premultiplied with c 0 =(&&2)Â&, and has asymptotic variances ASV(
Tables II and III list the asymptotic efficiencies of the elements of the MCD estimator at some Student distributions F & with & degrees of freedom, for several values of p and for :=0.25 and 0.5. Corresponding values for the normal distribution (which is the limit case for & Ä ) are also reported. One sees that at these heavier tailed distributions it remains true that the efficiency gain taking :=0.25 instead of the usual :=0.5 is considerable. Moreover, at the Student distribution with 5 degrees of freedom, the MCD (with :=0.25) is even more efficient than the classical covariance matrix estimator. Remark. Table IV reports the asymptotic efficiencies (only for the diagonal elements) of the MCD estimator at the Cauchy distribution (which is a Student distribution with 1 degree of freedom). The results are less clearcut here: the best choice in high dimensions is :=0.5. Notice that the efficiencies in Table IV decrease with the dimension. 
RELATED ROBUST ESTIMATORS OF SCATTER
Since the efficiency of high breakdown methods at normal distributions can be quite low, it is often recommended to compute reweighted versions of them, which maintain the breakdown point of the initial estimators while attaining (hopefully) a better efficiency. Quite recently, Lopuhaa (1997) derived asymptotic properties of reweighted multivariate estimators of location and scatter. Denote (T 0 , 7 0 ) initial robust estimators of multivariate location and scatter. For a sample [x 1 , ..., x n ] one step reweighted estimators are computed as
where the weights are computed from the initial estimators by
with w: [0, [ Ä R a suitable weight function. A simple, but common choice is to take
where G(u)=P F (X t X u). At the p-dimensional normal model we have q $ =/ 2 p, 1&$ . The consistency factor c 1 is given by
The
Taking the MCD estimator for (T 0 , 7 0 ) and $=0.025 in (4.2) is advocated and used by (Rousseeuw and Van Driessen, 1999 ) and we denote the resulting estimator by MCD 1 . Figure 3 gives the influence functions for a diagonal and an off-diagonal element of the MCD 1 scatter estimator in the bivariate case for :=0.25. We observe two jumps: one due to the discontinuity of the weight function and the other due to the discontinuity in the influence function of the initial MCD estimator. Note that the influence of extreme outliers on MCD 1 is smaller than on the ordinary MCD.
One could also iterate the process and define MCD 2 as a reweighted estimator using MCD 1 as starting estimator in (4.1). The general belief is that reiterating could increase efficiency, but at the cost of a higher bias (Rousseeuw and Croux, 1994) . As The reweighted version of an S-estimator which will be considered, S 1 , is obtained using the biweight S as initial estimator in (4.1). Asymptotics of S-estimators were derived by Davies (1987) and an expression for the influence function can be found in Lopuhaa (1989) . However, points further away (which can be considered as outliers) are downweighted by MCD. The same holds for the influence function of MCD 1 but there the downweighting happens for points somewhat further away from the origin. Moreover, two circles of discontinuity instead of one appear in the graph of IF(x, MCD 1 , 8). The big advantage of the S-estimator is that its influence function is very smooth, also downweights outliers and resembles the influence function of the covariance matrix at the center of the distribution. One could conclude that, with respect to influence functions, an S-estimator is to be preferred.
A comparative study of the asymptotic efficiencies of the elements of the scatter matrix estimators MCD 1 , MCD 2 , S, and S 1 has been done, of which the results are reported in Tables V and VI. As before, the two cases :=250 and 50 0 breakdown point are considered. First of all, note that there is no real efficiency gain using MCD 2 instead of MCD 1 , at least for :=0.25. In the 50 0 breakdown case, where the efficiency of the initial estimator MCD is very low (cf. Fig. 2 ), two times reweighting may be an option. A comparison with Tables II and III shows that a considerable asymptotic efficiency gain is obtained by reweighting the MCD-estimator. Also at the heavier tailed Student distributions, MCD
1 is more precise than ordinary MCD and even achieves a better efficiency than the classical estimator for small values of &. As a preliminary conclusion, one can say that the one step reweighted 25 0 breakdown MCD seems to be the best out of the class of MCD-based estimators.
On the other hand, the 25 0 breakdown S-estimator outperforms all the others in the normal case (except the classical estimator) and under the Student distributions. Using the reweighted S-estimator for efficiency reasons has not much sense, unless for :=50 0 and p small. The ordinary S-estimator combines a high efficiency with a high breakdown point, yielding a very appealing estimator. Rocke (1996) noticed that the efficiency of S-estimators tends to 100 0 when the dimension tends to infinity, but argued that S-estimators are in fact not so robust since their asymptotic rejection probability is extremely small in high dimensions. One may not forget that a positive breakdown point is not a guarantee for robustness, since the corresponding bias may become extremely large, but still remain bounded.
FINITE SAMPLE EFFICIENCIES
The results given in the preceeding sections are of an asymptotic nature. In this section, finite-sample efficiencies for the MCD, S and their reweighted versions are obtained by means of a simulation study. Both estimators are defined as minimizers of a certain criterion under an additional constraint, implying that it is not so obvious to compute them in practice. Fortunately, algorithms were proposed which give approximations to the actual value of the estimator. For computing the MCD the FAST-MCD algorithm of Rousseeuw and Van Driessen (1999) was used, while S-estimators are based on the SURREAL algorithm of Ruppert (1992) . Both algorithms start from an initial mean and covariance matrix obtained from a ( p+1) subset of observations, which is iterated towards better approximations using Newton-steps (for S) or the so-called C-steps which are used in the FAST-MCD algorithm. This choice for the starting values guarantees that the computed version of the estimator shares the robustness properties of the theoretical counterpart. Implementation of the algorithms was done in GAUSS and in both cases 500 different starting values were considered for each computation of the estimator. To illustrate the fastness of the algorithms: at a (50 _ 5) normal data set it took about one second to compute the MCD and half a second for the S-estimator on a Pentium 200Mhz. One may certainly say that computational feasibility is no longer an obstacle for the use of high breakdown methods (at least not for small p). Furthermore, note that reweighting the estimators comes at almost no additional computational cost.
For m=5000 samples of sizes n=50 and 200, observations were generated from a N(0, I p ) with p=2, 3, 5 or 10. Denote 7 k ij the element (i, j ) of the estimator obtained from the kth sample, with 1 k m. The accuracy of a diagonal element is measured by the standardized variance
where ave m (7 ii ) and var m (7 ii ) are the average and variance computed from the sequence of m replicates 7 k ij . (Use of measure (5.1) is motivated by Bickel and Lehmann, page 1142, 1976) . For an off-diagonal element the mean squared error (MSE) is used to measure the deviation from the true value, MSE(7 ij )= n m :
with I ij of course equal to zero for i{ j.
The simulation results are summarized in Tables VII and VIII. Since 2 is the lower bound for (5.1), the reported efficiencies in Table VII equal 2Âave p StVar(7 ii ). Efficiencies for the off-diagonal elements are obtained in a similar way, now with 1 as lower bound. The standard error of any value reported in the tables equals approximately 2 0 of the value.
First off all, note that the finite-sample efficiencies of the MCD converge well to the asymptotic ones which are listed under n= in the tables. There is some discrepancy for p=10, which enforces the idea that convergence to the asymptotic distribution is slower in higher dimensions. Also, it might happen that for p=10, 500 starting values are not enough to ensure that the actual estimate resembles the exact one. For the one step reweighted MCD there is quite serious loss of efficiency at finite samples, certainly for p=5 and p=10, but it still dominates the ordinary MCD. S-estimators have the highest efficiencies among the considered estimators: almost always above 900 (c) reweighting an S-estimator (except for p small and :=0.5) leads to a small loss in precision.
Since the MCD and S estimators are meant to be robust estimators of multivariate location and scatter, we compared their behavior at contaminated normal distributions. The generated samples contain now 20 0 of outliers equal to k Ä e 1 where Ä e 1 is the first unit vector, while the remaining 80 0 observations are again normally distributed. The contamination will affect the whole scatter-matrix, and the median squared error as well as the 0.9 quantile of the squared errors (reported between parenthesis) have been computed for several values of k. Using quantiles of the squared errors instead of the mean squared error was suggested by a referee who argued that MSEs may be misleading under this type of contamination, but the obtained results appeared to be comparable.
In Tables IX and X results for two representative cases, 7 11 and 7 12 , for k=100 and kr-q $ (with $=0.025) are reported for the 25 0 and 50 0 breakdown point MCD, MCD 1 , S and S 1 estimators. Note that k=100 gives samples containing far away outliers which are easily detected by the robust estimators. The MCD estimator is however more sensible to intermediate outliers, which are much harder to detect. Some simulation experiments indicated that kr-q $ is close to the value resulting in the maximal squared errors one can expect for this type of contamination. One sees that the reweighted MCD remains much more precise than its initial estimator even under severe contamination and that it also outperforms the S-estimator in the case of extreme outliers. Although the percentage of outliers is close to the breakdown point of the MCD 1 estimator with :=0.25, the median squared error of the latter is comparable to that of the maximal breakdown point MCD 1 . It is surprising to note that the MCD estimator performs better with :=0.25 than with :=0.5. The S-estimator with :=0.25, which was the most efficient in the uncontaminated case, becomes very unstable at the 20 0 contamination level. On the other hand, the reweighted S-estimator is much more robust but does not outperform the MCD 1 estimator. The (small) loss in efficiency paid for by reweighting the S-estimator, is apparently compensated by a gain in robustness. This in contrast with the MCD, where the reweighted version performs better both in presence and absence of contamination.
To conclude the simulation study, one could say that reweighted S and MCD with 25 0 breakdown are the most appealing among all considered estimators. Comparing MCD 1 with S 1 is slightly favorable for the latter due to its better efficiency at the normal model, especially at finite samples in higher dimensions. Let us not forget, however, the very intuitive finitesample definition of the MCD, which could make MCD 1 more attractive to non-specialists in the field.
CONCLUSION
The development and availability of fast algorithms (Hawkins, 1994; Rousseeuw and Van Driessen, 1999) for computing the minimum covariance determinant (MCD) has brought renewed interest to this estimator. Asymptotic properties were given in Butler, Davies and Jhun (1993) , but the asymptotic variance of the MCD-scatter part remained unknown. In this paper, we worked out the influence function of the MCD scatter matrix estimator and used it to evaluate the asymptotic efficiency of this robust estimator. The efficiencies of other robust estimators, whose influence function has already been derived in the literature, i.e., the S-estimator and reweighted estimators, have also been evaluated numerically.
The main conclusion is that the Gaussian efficiency of the maximal breakdown MCD estimator is rather poor, but is already substantially higher for the 250 breakdown MCD and increases even more after reweighting. The efficiency of the reweighted MCD with :=0.25 seems to be acceptable: almost always above 60 0 in the Gaussian case, even for finite samples.
With respect to efficiency, 25 0 breakdown S-estimators are very attractive and outperform the reweighted MCD estimators. Davies (1992b) and Lopuhaa (1991) proposed alternatives to S-estimators with a higher efficiency, but these improvements seem only to be worthwhile in the 50 0 breakdown point case with p small. In spite of their positive breakdown property, the bias of S-estimators can be considerably high. Yohai and Maronna (1990) showed this by means of the Maxbias curve, which is a powerful tool to quantify the robustness of an estimator. It is therefore not sufficient to consider only breakdown point and efficiency of robust estimators, also Maxbias curves should be computed. This has been done for the MCD-estimator in the univariate case (Croux and Haesbroeck, 1999) , but the multivariate case seems to be rather hard to handle.
APPENDIX

Proof of Proposition
= (z&t = ). Define for every s>0
and take E=E D 2 (G ) . Since lim s Ä P G (E s )>1&: and lim s Ä 0 P G (E s ) =< 1&:, E is a well defined, bounded and non degenerate open ellipsoid with 1&:&= P G (E) 1&:. We conclude that E # D G (:) or (E, x) # D G (:), since x is the only atom of the distribution G. Consider the two following probability measures & (A, y) and & (E, x) defined for each measurable set B by with $=1&:&P G (A) and
where $ =1&:&P G (E). By definition of E one has that $ =0, as long as the atom x does not lie at the border of E. Therefore
It is sufficient to show that
Indeed, if the above equation holds, we know that there exists a 0<c 1 for which
since the RHS of (7.2), like the sum of the diagonal elements of the hat matrix, equals p. Since (A, y) provides an MCD solution we have that det(c7 = ) det(7 = ) det(7 (E, x) (G )), which in combination with (7.3) contradicts the result of Gru bel (1988) unless t = =T (E, x) (G ), and c7 = = 7 (E, x) (G ). Then also c should equal 1, which will end the proof. To prove (7.2), write
(7.5) Combining (7.4) and (7.5) with (7.1), yields
The second term of (7.5) is always negative, since
Proof of Theorem 1: For ease of notation, denote F =, x0 =(1&=) F+=2 x0 , where x 0 is an arbitrary point, 7(F =, x0 )=7 = and T(F =, x0 )=t = . Proposition 1 guarantees that the MCD scatter estimator at F =, x0 satisfies
, for a certain positive number q : (=). (As long as &x 0 & 2 {q : one may suppose that x 0 does not belong to the border of A(F =, x0 ) for = small, cf. Remark 4, Section 2.) By definition, IF(x 0 , 7, F )=( 7 = Â =) |==0 . Let us differentiate 7 = w.r.t. = and set ==0,
Using the Fisher consistency of 7(F ) and the fact that
In order to compute the second term on the right hand side of (7.8), we transform the integration variable x to y=7 &1Â2 = (x&t = ). The integration domain becomes now a ball with center at the origin and radius -q : (=). When more convenient, we will express y in polar coordinates y=r e(%) with r # [0, -q : (=)], e(%) # S p&1 and %=(% 1 , ..., t (r7
1Â2
= e(%)+t = )) dr d%, (7.9) where J(%, r) is the Jacobian of the transformation into polar coordinates. By matrix differentiation and since 7 0 =I, we obtain det(7 &1 . The derivative in the third term of (7.11) is given by = ((7
= y+t = )(7
= y+t = ) t g((7 In order to give element wise expressions for the influence function, we note that 
