The mammalian cerebral cortex consists of multiple areas specialized for processing information for many different sensory modalities. Although the basic structure is similar for each cortical area, specialized neural connections likely mediate unique information processing requirements. Relative to primary visual (V1) and somatosensory (S1) cortices, little is known about the intrinsic connectivity of primary auditory cortex (A1). To better understand the flow of information from the thalamus to and through rat A1, we made use of a rapid, high-throughput screening method exploiting laser-induced uncaging of glutamate to construct excitatory input maps of individual neurons. We found that excitatory inputs to layer 2/3 pyramidal neurons were similar to those in V1 and S1; these cells received strong excitation primarily from layers 2-4. Both anatomical and physiological observations, however, indicate that inputs and outputs of layer 4 excitatory neurons in A1 contrast with those in V1 and S1. Layer 2/3 pyramids in A1 have substantial axonal arbors in layer 4, and photostimulation demonstrates that these pyramids can connect to layer 4 excitatory neurons. Furthermore, most or all of these layer 4 excitatory neurons project out of the local cortical circuit. Unlike S1 and V1, where feedback to layer 4 is mediated exclusively by indirect local circuits involving layer 2/3 projections to deep layers and deep feedback to layer 4, layer 4 of A1 integrates thalamic and strong layer 4 recurrent excitatory input with relatively direct feedback from layer 2/3 and provides direct cortical output.
Introduction
The core areas of auditory cortex, including primary auditory cortex (A1), receive the greatest proportion of ascending projections arising from the auditory thalamus and represent the first auditory areas in the cortical hierarchy. Similarly to other primary sensory areas, local processing of this information in A1 is performed by cell types distinct in their dendritic morphologies, neurotransmitters, electrotonic properties, and axonal projections (Cruikshank et al., 2002; Winer et al., 2005) . Thalamic input patterns into A1 of several species, however, as well as recipient cell types, appear to exhibit unique patterns relative to other primary sensory areas. In particular, thalamic projection density into A1 appears to be graded with cortical depth rather than abrupt at laminar boundaries, and most thalamic axonal terminals are concentrated fairly uniformly in layers 3 and 4 (Winer, 1984a; Metherate and Aramakis, 1999) . The auditory thalamic nuclei that project to A1 also appear to grossly intermingle their projections with one another, although these projections are anatomically distinct on a microscopic level (Roger and Arnault, 1989; Huang and Winer, 2000) . Furthermore, layer 2/3 pyramidal neurons within A1 appear to form synaptic connections with other pyramidal neurons that exhibit biophysical properties unique to auditory cortex (Atzori et al., 2001 ). Together, this evidence implies that A1 neurons may form functional circuits that are anatomically intertwined, functionally precise, and physiologically distinct from other primary sensory areas.
Cortical circuits can be precise at many different levels of organization. For example, within a population of anatomically indistinguishable layer 2/3 pyramidal neurons, distinct subpopulations can exhibit connectivity differences depending on their location relative to thalamic projections (Koralek et al., 1988; Kim and Ebner, 1999; Shepherd et al., 2003) . Furthermore, any given cortical layer contains the dendritic processes of multiple cell types, and axons projecting to that region can selectively connect to some cell types relative to others (Callaway, 2002 ). The possibility exists, then, that specific microcircuits exist in A1 that are anatomically distinct but challenging to discern by classical neuroanatomical tracing techniques or cytological investigations. Elucidation of this local functional circuitry may aid in constructing biologically accurate computational models of the neural network underlying potentially unique auditory functions.
This study makes use of an established high-throughput technique to map the local excitatory circuitry among several subtypes of neurons in layers 2-4 of rat A1. Focal uncaging of glutamate by laser-scanning photostimulation allows rapid successive stimulation of small populations of neurons within small diffraction-limited volumes of an acute brain slice (Callaway and Katz, 1993; Katz and Dalva, 1994; Sawatari and Callaway, 2000; Shepherd et al., 2003; Jin et al., 2006) . The resulting input maps are quantified and compared across neuron classes to determine local circuitry patterns among these auditory cortex neurons, and the results are discussed in the context of other sensory circuits in neocortex.
A brief report of these results has appeared previously in abstract form (Barbour and Callaway, 2004) .
Materials and Methods
Physiological recordings. All animal procedures were approved by the Salk Institute Animal Care and Use Committee. Long-Evans rats with developmentally mature cortical neuron morphology (P25-P31) were given an anesthetic overdose (Nembutal, 35 mg/kg). Their brains were then removed and immersed in ice-cold artificial cerebrospinal solution (ACSF; composition in mM: 124 NaCl, 5 KCl, 1.25 KH 2 PO 4 , 1.3 MgSO 4 , 3.2 CaCl 2 , 26 NaHCO 3 and 10 glucose) for 1 min. The hemispheres were then separated and the cerebellum and subcortical structures removed. A 5 mm block of brain was created by making parallel coronal cuts ϳ2.5 and 7.5 mm from the posterior margin of the cerebral cortex. This block was glued anterior side down to the stage of a vibrating tissue slicer (Oxford Vibratome; Oxford Instruments) and immersed in ice-cold ACSF. Brain slices, 400 m thick, were cut from this block in a posteriorto-anterior direction. Because the extent of auditory cortex has been shown to be coincident with that of the hippocampus (Doron et al., 2002; Rutkowski et al., 2003) , only slices containing clearly defined hippocampus were saved for later experimentation (ϳ6 -8 per hemisphere).
The slices were incubated for at least one hour at 34°C in a custom air/fluid interface chamber infused with 95% oxygen, 5% carbon dioxide and ACSF. Slices were then placed onto a fixed-stage microscope (BX41; Olympus) and perfused with room-temperature ACSF containing 80 -100 M ␥-CNB caged glutamate (G-7055; Molecular Probes). Infrared-differential interference contrast (IR-DIC) optics were used to locate cells of interest and direct the placement of micropipette patch electrodes (6 -10 M⍀) made in a Flaming/Brown micropipette puller (P-97; Sutter Instrument ). Cells were only isolated within the slice region having a visibly prominent layer 4 under IR-DIC optics, later confirmed with a cytochrome oxidase stain. Isolated cells were located 2.46 Ϯ 0.28 mm dorsal to the perirhinal fissure along the cortical surface, consistent with the location of auditory cortex determined from combined physiological and histological studies (Doron et al., 2002) . Patch pipettes contained intracellular solution [ICS; (in mM) 130 K-gluconate, 6 KCl, 2 MgCl 2 , 0.2 EGTA, 10 HEPES, 2.5 Na 2 ATP, 0.5 Na 2 GTP, and 10 K-phosphocreatine, and 0.3% biocytin; pH was adjusted to 7.25 with KOH and a pH meter (Corning 320); osmolarity was adjusted to 285-290 mOsm with sucrose and a vapor pressure osmometer (Wescore 5500)].
Cells were analyzed in whole-cell patch voltage-clamp mode and held at a potential of Ϫ65 mV (the reversal potential for Cl Ϫ ). Ultraviolet light (50 mW at 355 nm) from a diode-pumped, solid-state laser (Series 3500; DPSS Lasers) illuminated the slice through a 40ϫ water-immersion objective (Olympus). Laser stimulations (duration, 10 ms) systematically flashed each slice location in a grid with horizontal and vertical spacings of 50 m. Adjacent sites were never stimulated more rapidly than 10 s apart. Inward currents occurring shortly after a laser flash indicate either a direct response (activation of glutamate receptors on the cell of interest) or the EPSC input from a monosynaptically connected cell (Callaway and Katz, 1993; Dantzker and Callaway, 2000; Shepherd et al., 2003) . With subsequent analysis (see below), direct and synaptic events may be readily distinguished.
Anatomical and physiological analysis. Anatomical methods for cell labeling and laminar boundary determination were described in detail previously (Yabuta and Callaway, 1998; Dantzker and Callaway, 2000) . Briefly, after each experiment, the brain slices were prepared for anatomical analysis by fixation in 4% paraformaldehyde followed by dehydration 24 h later in 30% sucrose. After another 24 h, the fixed, dehydrated slices were then frozen and resectioned in 80 m increments on a freezing microtome (HM 400; Microm International). Sections were stained for cytochrome oxidase and biocytin to establish laminar borders and visualize the filled cell, respectively (Roger and Arnault, 1989; Wallace and Palmer, 2008) . Borders and cells were drawn with Neurolucida software (MicroBrightfield). Verification that the angle of slice cutting was nearly parallel to major intraslice neuronal processes was performed during experimentation by observing under IR-DIC optics that the apical dendrites of deep pyramidal cells were intact to layer 1. Preservation of intraslice processes was also confirmed anatomically by observing the apical dendrites of filled infragranular pyramidal neurons and by observing descending axonal projections of filled layer supragranular pyramidal neurons. Stimulation sites were assigned to cortical layers by custom software written in Matlab (Mathworks) that aligned the stimulation and anatomical maps using registration markings made by the laser (Dantzker and Callaway, 2000) .
Excitatory neurons in layers 2-4 were identified on the basis of their spiny dendritic trees. Cells that sent an apical process superficially to the layer 1/2 border and tufted were considered pyramidal cells. Another cell type observed in layer 4 sent an apical process into layer 3 but not to the layer 1/2 border and did not tuft. These cells are referred to as star pyramids. Inhibitory neurons in layers 2-4 were determined anatomically by their spineless dendritic trees. Two electrophysiological categories of inhibitory interneurons were identified by their spiking behavior in response to 300 ms steps of depolarizing current: adapting and fast-spiking. Fast-spiking cells were distinguished from adapting cells by linear increases in spiking rate as a function of depolarizing current amplitude and an interspike interval ratio between the first and last pairs of spikes approaching unity (Connors et al., 1982; Connors and Gutnick, 1990; Agmon and Connors, 1992; Metherate and Aramakis, 1999) . Cells with interspike interval ratios Ͼ0.7 were classified as fast-spiking (0.89 Ϯ 0.12) and cells with ratios Ͻ0.7 were classified as adapting (0.47 Ϯ 0.13). Both cell types exhibited smooth, aspiny dendrites with a variety of typically compact dendritic morphologies. Axonal projections were extensive and local with no axonal projections into the white matter.
Excitatory current maps were made by measuring inward charge transfer for each stimulation site (i.e., sum of EPSC areas). EPSCs were cataloged and quantified using MiniAnalysis software (Synaptosoft) within a temporal window of 150 ms after laser onset (i.e., the stimulation interval). Stimulation sites resulting in direct currents, as determined by short latency (Ͻ10 ms after laser onset), long duration (tens of milliseconds), and large amplitude relative to isolated synaptic currents, were excluded from analysis. Spontaneous events were also quantified with MiniAnalysis throughout a control interval of 150 ms beginning at least 400 ms after laser stimulation. The same total recording time was used both for control intervals containing only spontaneous events and for stimulation intervals containing spontaneous events and, potentially, stimulated events arising from glutamate-induced presynaptic neuronal activity. The experimenter cataloguing events was blinded to both the type of time interval (stimulation or control) and the stimulation site location.
Excitatory input maps for each cell were visualized as total charge transfer per stimulation site during the stimulation interval, and laminar summaries were calculated as the mean charge transfer across all stimulation sites within each layer. Comparing these laminar charge transfer values directly across cells is unwise because of inevitable variation in series resistance each time a neuron is patched. Consequently, two methods of evaluating laminar input on a cell-by-cell basis were devised. First, laminar charge transfer values were expressed in units of spontaneous charge transfer SD by converting to Z scores:
where CT stim represents the mean charge transfer elicited for sites within a given layer by stimulation, CT spont represents the mean charge transfer for the cell during the unstimulated control interval ("spontaneous") and spont represents the sample SD of spontaneous charge transfer. This metric also removes the effect of spontaneous EPSCs on estimates of excitatory input and results in summary values depicting for a given cell class the magnitude of evoked excitatory input from each layer.
Second, for each cell, the mean stimulated laminar charge transfer values were evaluated for statistical significance relative to the mean spontaneous charge transfer by a repeated-measures ANOVA ( p Ͻ 0.05), post hoc corrected with a Tukey's honestly significant difference (HSD) test for multiple comparisons. To obtain a population estimate of laminar input patterns independent of the collective strength of that input, overall counts of cells receiving significant laminar input (determined by the ANOVA) were evaluated with a two-tailed binomial test. Neuron counts higher than expected from the binomial distribution with a success probability of 0.05 were considered significant. Trends in the relative proportion of excitatory input into cells from different layers were quantified with a linear regression and the significance evaluated with a regression F test. Differences in laminar input strength between cell types were assessed using a Wilcoxon rank-sum test of Z scores.
Results

Laser-scanning photostimulation resolution and neuronal process preservation
We recorded excitatory input maps from a total of 66 neurons in rat auditory cortex brain slices. Under the experimental conditions used for physiological recording, spontaneous neuronal spiking was rare, and laser photostimulation typically depolarized neurons held in whole-cell, current clamp mode above action potential threshold only for laser flashes near their somas ( Fig. 1 A-C) . These results mirror previous findings under similar experimental conditions (Dantzker and Callaway, 2000; Shepherd et al., 2003; Yoshimura et al., 2005) and confirm that for the mapping experiments conducted under voltage clamp, inward currents after photostimulation are likely to reflect monosynap- tic input from excitatory neurons stimulated near their somas. This reasoning follows because spontaneous spiking in the slice is empirically observed to be low, implying that individual excitatory synaptic inputs alone are unlikely to depolarize a postsynaptic neuron sufficiently to induce an action potential. If this condition were not the case, then the current clamp recordings of Figure 1 would show action potentials when the slice was photostimulated away from the patched cell's soma but near the somas of other excitatory neurons monosynaptically projecting to the patched cell. Furthermore, because more action potentials are observed to occur when photostimulation is very close to the soma, a weighted average of postsynaptic activity (see Materials and Methods) allows an improved estimate of the location of presynaptic neuronal somas, as well as an improved ability to quantify relatively weak excitatory input.
Overall, glutamate uncaging by laser scanning photostimulation under these experimental conditions has been shown to be capable of revealing the locations of presynaptic neuron somas to an accuracy of ϳ50 -100 m, with two major exceptions. First, neurons with extensive apical tufts can also fire action potentials when photostimulated near their tufts (Fig. 1C,D ). Because these tufts are located in layer 1, photostimulation in layer 1 cannot distinguish between input from cells whose somas are within the layer and cells whose somas are located in another layer but have apical dendrites that tuft in layer 1. Consequently, layer 1 is excluded from analysis. Few excitatory neurons are located in layer 1, so this constraint has little influence on maps of excitatory input sources. Second, direct stimulation near the soma of a neuron held in voltage clamp induces a large inward current that can obscure and distort input from monosynaptically connected neurons. Consequently, stimulation sites revealing large direct currents are excluded from analysis. Because these stimulation Figure 2 . Photostimulation of a layer 2/3 pyramidal neuron. A, Drawing of pyramidal neuron dendrites (red) and axons (blue) as well as laminar boundaries (green). Inset shows current-clamp responses to depolarizing and hyperpolarizing currents and regular spiking behavior. B, Voltage-clamp current traces (blue) in response to the laser-scanning photostimulation grid reveal both large direct currents seen for stimulation near the soma that are disregarded and EPSCs seen for stimulation elsewhere in the slice. C, Expanded versions of sample traces (pink) reveal inward currents. These currents are brought about by (from top to bottom): direct stimulation near the soma, a strong monosynaptic connection and a weaker monosynaptic connection. D, EPSC areas in each trace of B are summed to create a charge transfer measurement for each stimulation site. Grayscale values in all current maps represent deciles from spontaneous activity to maximum stimulated response. E, Mean charge transfer for stimulation sites in each cortical layer reveal significant excitatory input from layers 2/3, 4, and 5a (***p Ͻ 0.001, ANOVA) and 5b (*p Ͻ 0.05).
sites are close to the somas of the postsynaptic cells, presynaptic neurons with somas located in this region cannot be adequately resolved with the analysis methods used here. Preservation of cellular processes from all cortical layers during the slicing process was verified by tracing processes that cross several laminar boundaries. The layer 5B pyramidal neuron shown in Figure 1 D has an apical dendrite that was completely located within a single 80 m-thick section of the slice, as was half its descending axon. Apical dendrites were always well preserved by the cutting method and descending axons of principal neurons were often preserved within the 400 m-thick slices well into the white matter, with the exception that some projecting axons began to bend out of the plane of the slice in layer 6.
Excitatory input into layer 2/3 pyramidal neurons
Layer 2/3 pyramidal neurons were identified by their large somata and apical dendrites under IR-DIC optics and confirmed anatomically by biocytin fills. An example neuron can be seen in the cell drawing of Figure 2 A made from a biocytin fill, superimposed onto laminar boundaries drawn from cytochrome oxidase staining. The spiny apical dendrites of these neurons always tufted at the layer 1/layer 2 border. Like superficial pyramidal neurons observed in other primary sensory areas, most axonal projections of these neurons appeared to be local within layer 2/3 with many ramifications (35 of 35 adequately filled cells) and additional ramifications in layer 5 (33 of 34 adequately filled cells). Unlike other cortical areas, however, the descending axons of these neurons often sprouted numerous branches within layer 4 (34 of 35 adequately filled cells). Axons from these neurons could occasionally be observed to ramify in layer 6 (7 of 30 adequately filled cells) and could often be traced into the white matter (13 of 34 adequately filled cells), but in some cases were cut by the slicing procedure before reaching the white matter (19 of 34 adequately filled cells). Depolarizing current pulses injected into the somas of these cells during current clamp revealed regular spiking activity typical of neocortical excitatory cells (Connors and Gutnick, 1990 ).
Photostimulation of slices in which these neurons were isolated and held in voltage clamp revealed large direct currents for photostimulation sites near the soma, as well as additional monosynaptic EPSCs at other locations in the slice (Fig. 2 B, C) . Direct currents distort synaptic currents that result from the same stimulation; therefore, all traces containing direct currents were discarded from further analysis. Excitatory input throughout the slice was quantified by integrating the area under each of the EPSC curves for 150 ms after laser onset, thereby generating a measure of photostimulation-induced synaptic charge transfer for each site. Charge transfer maps reveal the pattern of excitatory projections within the slice up to a distance of several hundred micrometers away from the postsynaptic cell held under voltage clamp (Fig. 2 D) . Laminar population summaries were computed from the mean charge transfer for all stimulation sites within each layer. These values were then compared with the mean charge transfer computed during a control interval of 150 ms during which no photostimulation laser pulse occurred, reflecting spontaneous activity (Fig. 2 E) . The pyramidal neuron depicted in Figure 2 received significant laminar input from layers 2/3, 4 and 5a ( p Ͻ 0.001, Tukey's HSD post hoc corrected ANOVA), as well as layer 5b ( p Ͻ 0.05).
Across the population of pyramidal neurons located throughout layers 2 and 3, excitatory laminar input patterns were assessed in two ways. First, neurons whose mean stimulated charge transfer values for a particular layer were significantly greater than the spontaneous charge transfer values ( p Ͻ 0.05, Tukey's HSD post hoc corrected ANOVA) were enumerated. If the number of neurons receiving significant input from any given layer exceeded the number expected by chance (binomial test, success probability, 0.05), neurons in that layer were considered to have contributed pyramidal neurons demonstrate significant excitatory input from layers 2-5a (Z Ͼ 1.96, p Ͻ 0.05). Additionally, the numbers of individual neurons receiving excitatory input from each layer (numbers associated with each horizontal bar) demonstrate significant input from layers 2-5a (***p Ͻ 0.001, binomial test). Input from layer 4 dominates in this neuronal population. B, Subdividing the layer 2/3 pyramidal neuron population by depth within layer 2/3 reveals that layer 2 pyramidal neurons receive substantially greater layer 4 input than layer 3 neurons (layer 2, black bars; layer 3, white bars). C, This trend can be seen more clearly by observing the excitatory input Z scores for each neuron as a function of depth within layer 2/3. Greater layer 4 input is apparent for many layer 2 neurons compared with layer 3. Division between layer 2 and 3 for the histograms of B is indicated by the horizontal line. significantly to the excitatory input of the population of layer 2/3 pyramidal neurons. Second, to compare laminar input directly for neurons across the population, stimulated charge transfer relative to spontaneous charge transfer was converted into Z scores representing a standard normal distribution, and the mean Z score per layer was evaluated relative to Z ϭ 1.96 ( p ϭ 0.05). Figure 3A shows that most of the excitatory input into layer 2/3 pyramidal neurons derives from layer 4 (27 of 35, p Ͻ 0.001, binomial test; Z ϭ 6.83), followed by layer 2/3 (19 of 35, p Ͻ 0.001; Z ϭ 2.53) and then by layer 5a (11 of 35, p Ͻ 0.001; Z ϭ 2.22). Significant input was not observed deriving from layer 5b (4 of 35, p ϭ 0.096; Z ϭ 1.14) or layer 6 (1 of 35, p ϭ 0.83; Z ϭ 0.33).
Whereas layer 2 of A1 appears to receive little thalamocortical input, layer 3 appears to receive as much as layer 4 (Huang and Winer, 2000) . This arrangement is unique for primary sensory cortices and raises the possibility that layer 2 neurons participate in different local circuits than layer 3 neurons. Subdividing our Because of the large range of values for this neuron, many sites with low-amplitude stimulated events are mapped to the lowest decile, which yields a white pixel. E, Significant excitatory input derives from layers 4 and 5a (***p Ͻ 0.001) and layers 2/3 (**p Ͻ 0.01).
layer 2/3 pyramidal neuron population by vertical position within layers 2/3 (Fig. 3B ) reveals that superficial pyramidal neurons ("layer 2") receive substantially more excitatory layer 4 input than do deeper pyramidal neurons ("layer 3"). Further examination of these laminar input patterns as a function of vertical position within layer 2/3 (Fig. 3C ) reveals that some layer 2 neurons receive more local cortical columnar input overall than do layer 3 neurons, particularly of layer 4 input. This small subpopulation of neurons accounts for the difference in relative proportion of layer 4 excitatory input observed between layer 2 and layer 3 pyramids in Figure 3B . This difference is not significant across the population of layer 2/3 pyramidal neurons ( p ϭ 0.82, Wilcoxon rank-sum test of Z scores). The variety in amount of excitatory layer 4 input into layer 2 pyramidal neurons is considerably greater than for layer 3 pyramids ( ϭ 11.9 for layer 2 pyramids vs ϭ 4.2 for layer 3 pyramids), which accounts for the nonsignificance of the difference in Z scores. This distinction may itself reflect different types of excitatory projections between layer 4 to superficial and deep supragranular pyramidal neurons. No systematic excitatory input from layer 6 can be identified across the entire layer 2/3 pyramidal neuron population, as expected from the sparse axonal projection patterns of layer 6 pyramidal neurons to superficial layers in primary sensory cortices (Burkhalter, 1989; Zhang and Deschênes, 1997; Binzegger et al., 2004) . Layer 5b excitatory input may be more prevalent in layer 2 pyramidal neurons, but this input is not statistically significant overall and is dwarfed by input from layers 2-5a. Sparser sampling of layer 3 cells relative to layer 2 leaves open the possibility that a denser sampling could reveal more prominent layer 4 input than is implied by the current data.
To evaluate for each layer 2/3 pyramid the relationship between excitatory input deriving from different layers, scatterplots representing laminar input proportions from pairs of layers are plotted in Figure 4 . Individual neurons receiving proportionally less layer 2/3 input generally received significantly more layer 4 input, as seen in Figure 4 A (p Ͻ 0.001, regression F test). Despite the significant trend, however, a wide variety of input patterns can be seen for the population, as indicated by the relatively low coefficient of determination (r 2 ϭ 0.33). Notably, only one neuron received the majority of its excitatory input from layer 2/3 (fraction layer 2/3 Ͼ 0.5), whereas a substantial proportion of neurons received their majority input from layer 4, further demonstrating the dominance of layer 4 excitatory input in this cell population.
A similar but less significant trend can be observed for layer 2/3 input versus layer 5 input in Figure 4B (p Ͻ 0.02, r 2 ϭ 0.15). Layer 5 in this case represents layers 5a and 5b combined. No cells of this population received a majority of their excitatory input from layer 5. When layer 4 and layer 5 inputs are compared in Figure 4C , a linear trend is evident, but it is not significant (p ϭ 0.15, r 2 ϭ 0.06). Therefore, layer 2/3 pyramidal neurons that receive the most layer 4 input tend to receive the least superficial input, but layer 4 input does not predict the degree of deep input.
Excitatory input into layer 4 excitatory neurons
Although all spiny neurons encountered in layers 2 and 3 exhibited a pyramidal morphology, two distinct morphologies were evident in the population of layer 4 spiny neurons. Layer 4 pyramidal neurons shared dendritic morphological features with layer 2/3 pyramids, including spiny apical dendrites tufting at the layer 1/layer 2 border (6 of 6 adequately filled, uncut cells). Axonal distribution had a fairly uniform density throughout layers 1-5 in all these neurons. Descending axons occasionally ramified in layer 6 (3 of 7 adequately filled cells) and could typically be traced into the white matter (7 of 8 adequately filled, uncut cells). Depolarizing current pulses injected into the somas of these cells during current clamp revealed regular spiking activity. An example neuron of this type can be seen in Figure 5 . This neuron received significant excitatory laminar input from layers 4 and 5a ( p Ͻ 0.001, ANOVA), as well as layers 2/3 ( p Ͻ 0.01).
Another type of spiny neuron was encountered just as commonly as pyramidal neurons in layer 4. These cells possessed an apical dendrite that penetrated into layer 3 but did not reach layer 1 and did not tuft. Most axonal projection density was to layers 2-4 (5 of 5 adequately filled cells) with some ramifications in layer 5 (5 of 5 adequately filled cells), rare ramifications in layer 6 (1 of 5 adequately filled cells), and common projection into the white matter (4 of 4 adequately filled, uncut cells).
In terms of dendritic morphology these neurons resemble somewhat the spiny stellate cells classically observed in thalamocortical recipient layers of primary visual cortex (V1) of multiple species (Lund, 1988) . The lack of spiny stellate neurons encountered in this study, however, mirrors previous findings in cat A1 (Smith and Populin, 2001) , and provides further evidence that spiny stellate neurons may not participate in auditory cortical circuits. The spiny nonpyramidal neurons in A1 do appear nearly stellate in dendritic morphology, and their axonal projections are heavily biased toward layers 2-4, as are the spiny stellate neurons of V1 (Binzegger et al., 2004) and primary somatosensory cortex (S1) (Bender et al., 2003) . These cells may therefore be assuming the role filled by spiny stellate cells in other primary sensory areas. Nevertheless, they more closely resemble in morphology the classically described "star pyramids" observed in primary sensory cortices of multiple species (Martin and Whitteridge, 1984; Winer, 1984b; Cipolloni and Pandya, 1991; Lübke et al., 2000; Winer and Prieto, 2001; Binzegger et al., 2004; Egger et al., 2008 ). An example neuron of this type can be seen in Figure 6 , and neurons of this type will be referred to as star pyramid neurons. This neuron received significant excitatory laminar input from layers 4 and 5a ( p Ͻ 0.001), as well as layer 5b ( p Ͻ 0.05).
Pyramidal neurons have been observed in thalamocortical recipient layers of other primary sensory areas, but the frequency with which they were encountered in the current study may indicate a unique role for them in auditory cortical processing. Their axonal projections appeared rather uniform throughout layers 1-5, which is quite distinct from the axonal distributions of star pyramids. Layer 4 pyramidal neurons appeared morphologically similar to layer 2/3 pyramidal neurons, but no star pyramid neurons were encountered in layers 2/3.
Both excitatory cell types encountered in layer 4 received most of their excitatory input from other layer 4 neurons (Fig. 7) . Stronger layer 4 input was evident in the star pyramid neurons (5 of 5, p Ͻ 0.001; Z ϭ 3.76) than in the pyramidal neurons (7 of 8, p Ͻ 0.001; Z ϭ 2.50), although this difference was not statistically significant. For both cell types, less excitatory input was observed from superficial and deep layers compared with the input from layer 4. Both cell types also appear to receive some excitatory input from layer 2/3, which is an unusual finding. Pyramidal neurons may receive more excitatory input from layer 5 than star pyramids do, but this trend is insufficiently characterized. In terms of laminar excitatory input strength, then, little distinction is evident between these two cell classes.
Scatterplots representing laminar input proportions from pairs of layers reveal perhaps the greatest distinction between these two cell types in terms of excitatory input (Fig. 8) . The star pyramid neurons exhibit no apparent correlation among the excitatory inputs from different cortical layers. Pyramidal neurons that receive more excitatory input from layer 4, however, appear to receive less excitatory input from layer 5. Because pyramids project densely to layer 5 whereas star pyramids project only sparsely, this difference in correlated input implies that the two classes of excitatory neurons encountered in layer 4 may participate in distinct local microcircuits spanning superficial and deep layers.
Excitatory input into inhibitory cell types
Two electrophysiological categories of inhibitory interneurons in layers 2-4 were identified by their spiking behavior in response to steps of depolarizing current: fast-spiking and adapting (Connors et al., 1982; Connors and Gutnick, 1990; Agmon and Connors, 1992; Metherate and Aramakis, 1999) . Both cell types exhibited smooth, aspiny dendrites with a variety of typically compact dendritic morphologies. Axonal projections were extensive and local with no projections into the white matter. Despite some variety in cell shapes across the population, consistent morphological differences between the two cell types were not immediately apparent, but were not analyzed in detail. Examples of excitatory input maps of fast-spiking and adapting neurons located in layer 2/3 can be seen in Figure 9 . These two neurons received significant laminar input from layers 2/3 and 4 ( p Ͻ 0.001, ANOVA) and layer 5a ( p Ͻ 0.05 or p Ͻ 0.01).
As with the excitatory neurons in layer 2-4, the inhibitory neurons encountered in these layers received their greatest excitatory input from layer 4, followed by layers 2/3 and 5a (Fig. 10) . The excitatory input from layers 2/3 is notable for layer 4 neurons (both excitatory and inhibitory) because it implies a direct feedback signal from supragranular neurons to thalamocortical recipient neurons. Deep input was once again relatively weak for these neurons. Layer 4 adapting cells appeared to have weaker input overall than any other cell type, but the small number of such neurons studied makes drawing strong conclusions impossible.
Differences in excitatory input between these two cell populations were again more apparent on examining scatterplots of the excitatory inputs from multiple layers into the same cells (Fig.  11) . Only data from layer 2/3 inhibitory neurons are presented because of the small numbers of inhibitory cells isolated in layer 4. Little evidence exists in these data for functionally distinct circuits formed by different classes of inhibitory neurons. This result contrasts with findings obtained previously in rat V1 (Dantzker and Callaway, 2000) , implying that the correspondence between cell classification and local microcircuitry may not be fixed across cortex or even across primary sensory areas. Alternatively, the subtypes of adapting and FS neurons sampled may differ between these studies. Furthermore, evidence of discrete inhibitory neuronal subpopulations based solely on local microcircuitry that have been discovered in rat V1 was not evident in this data set. This possibility cannot be excluded at present, however, and may require testing of larger samples and more detailed characterization of inhibitory cell types.
Population excitatory laminar input summary
A complete summary of fractional excitatory laminar input across the entire population of neurons studied can be seen in the mean input proportion plots of Figure 12 . All neuron classes found in layers 2/3 tend to have similar excitatory input profiles, . Photostimulation of layer 2/3 interneurons. A, Layer 2/3 fast-spiking interneuron charge transfer map. B, Layer 2/3 fast-spiking interneuron laminar charge transfer summary revealing significant excitatory input from layers 2/3 and 4 (***p Ͻ 0.001) and layer 5a (*p Ͻ 0.05). Inset shows fast-spiking behavior. C, Layer 2/3 adapting interneuron charge transfer map. D, Layer 2/3 adapting interneuron laminar charge transfer summary revealing significant excitatory input from layers 2/3 and 4 (***p Ͻ 0.001) and layer 5a (**p Ͻ 0.01).
with less than one-third of their input deriving from deep layers. The greatest input variation across this subpopulation is the relative proportion of excitatory input from layers 2/3 and 4. Layer 2/3 pyramidal neurons, for example, receive over half their excitatory input from layer 4, adapting inhibitory neurons receive about one-third, and fast-spiking inhibitory neurons are in between.
Substantially more deep excitatory input can be seen in the neurons located in layer 4, up to half of the input in pyramidal and adapting neurons and only slightly less in star pyramids. The greatest distinction between input into pyramidal and star pyramid neurons in layer 4 appears to be the increased layer 4 input and concomitant decreased layer 2/3 input into the star pyramid neurons. The star pyramid neurons are unique among the population studied in that they receive as a population less than onetenth of their excitatory input from layers 2/3, although any input from layer 2/3 to layer 4 cells was unexpected. Layer 4 inhibitory neurons showed a greater variety of input patterns than did superficial inhibitory neurons, with fast spiking neurons receiving substantially more layer 4 input than the adapting neurons. The input patterns for these neuron classes may become more apparent with larger population sizes.
Discussion
The observations made here demonstrate both similarities and differences between rat A1 and other cortical areas in which local functional circuitry and anatomy have been studied in more detail. Like S1 and V1, A1 is characterized by strong excitatory connections from the classic thalamic recipient layer 4 to layer 2/3, as well as strong recurrent excitation within layer 2/3. Current anatomical and physiological observations provide evidence that the inputs and outputs of layer 4 excitatory neurons in area A1 differ from those in S1 and V1. In particular, layer 2/3 pyramids typically arborize their axons within layer 4, and these can connect to layer 4 spiny neurons. Furthermore, nearly all layer 4 spiny neurons project out of A1 to extrinsic targets. These observations suggest a difference in the functional role of excitatory layer 4 neurons in A1 compared with S1 or V1.
Photostimulation technique
Local neocortical circuitry mapping using laser-scanning photostimulation and glutamate uncaging is an established highthroughput, specific technique that reliably reveals monosynaptic projections and the locations of projecting neurons (Callaway and Katz, 1993; Dantzker and Callaway, 2000; Sawatari and Callaway, 2000; Shepherd et al., 2003 Shepherd et al., , 2005 Yoshimura et al., 2005) . One limitation of the technique, however, is that input from presynaptic neurons whose somas are located within 100 -200 m of the postsynaptic cell is generally discarded because this signal is obscured by the direct response of the postsynaptic cell. Because of this spatial limitation, photostimulation likely underestimates the strength of monosynaptic excitatory input located within the same cortical lamina as a recipient cell. In the current study, the dominance of layer 4 input into the population of layer 4 neurons is therefore likely to be underestimated, whereas the possibility of greater layer 2/3 input to layer 2/3 neurons cannot be ruled out. Nevertheless, the extent of layer 4 input in all cell types studied strongly implies that most of the neurons in layers 2-4 of rat primary auditory cortex receive the largest proportion of their local excitatory input from layer 4.
The spatial resolution limitations of photostimulation also call for caution in interpreting input assigned to layer 5a, which is generally only 50 -100 m thick. It is possible for some of the input assigned to layer 5a to derive from neurons whose somas and basal dendritic trees are located close to the layer 4/5 border. Clear examples of unambiguous layer 5a input (Fig. 2D) , the unique profile of layer 5a input patterns relative to layer 4 and the observation that layer 4 excitatory neuron dendrites typically respected the layer 4/5 boundary (8 of 13 adequately filled cells) all argue toward this potential confound not substantially affecting the overall conclusions drawn from this study.
Unique local connectivity patterns in A1
Pyramidal neurons were the only excitatory cell type encountered in layer 2/3. These cells exhibited classical pyramidal morphologies with an apical dendrite that tufted at the layer 1/layer 2 border. The most surprising observation about the anatomy of these neurons is the prevalence of axonal arbors in layer 4. Numerous projections to layer 4 were observed for virtually all layer 2/3 pyramidal neurons. These projections reflect a direct feedback from layer 2/3 to layer 4 that is extremely sparse or absent in other primary sensory areas (Lübke et al., 2003; Binzegger et al., 2004) . Perhaps the strongest example of a projection from layer 2/3 pyramids to layer 4 is in mouse S1 (Yabuta et al., 2000) , but this projection is present only in the deepest layer 3 pyramidal neurons, whose dendrites extend well into layer 4, and is absent in more superficial pyramids. Evidence exists that transient projections from layer 2/3 pyramids to layer 4 are present early in development of ferret V1 before being eliminated (Borrell and Callaway, 2002) , suggesting that differences in activity between layer 2/3 pyramids in A1 versus S1 or V1 may lead to the differential development of axons in layer 4. One potential source for such a difference in the activity of layer 2/3 pyramidal neurons is the distinct laminar organization of thalamic input in A1. Layer 3 of rodent and cat A1 receives perhaps as much lemniscal thalamic projection density as does layer 4 (Winer, 1984a; Cruikshank et al., 2002; Winer et al., 2005) . Thus, even relatively superficial layer 2/3 pyramids could have basal dendrites receiving direct thalamic input.
In both rodent S1 and V1 of species on which data have been published, the main cell population of layer 4 is the spiny stellate. Because their dendrites are confined to layer 4, these neurons can only receive input from cells that have axonal arbors in layer 4. In these same areas and species, layer 2/3 pyramids do not arborize axons in layer 4, implying that they do not provide input to the major cell population of layer 4. In contrast, layer 2/3 input into layer 4 appears to be relatively common in A1, which could imply the existence of a fast intracolumnar feedback mechanism. Such connections may play an important role in rapidly creating auditory stimulus specificity in cortical neurons (Kaur et al., 2004; Liu et al., 2007) or generating specialized receptive field structures not found in other sensory areas, such as intensity tuning (Wehr and Zador, 2003; Tan et al., 2007) .
Layer 4 excitatory neurons exhibited two morphologies: pyramidal and star pyramidal. Star pyramids do not appear to be a common cell type in other sensory areas but have been observed previously in auditory cortex (Winer, 1984b; Cipolloni and Pandya, 1991; Fitzpatrick and Henson, 1994; Winer and Prieto, 2001) . Notably absent in rat layer 4 are spiny stellate cells, which are well known in thalamocortical recipient layers of V1 and appear to represent the majority of excitatory cells in rat barrel cortex layer 4 (Lübke et al., 2000) . Spiny stellate neurons have been reported in cat A1 (Winer, 1984a) , but this observation has also been disputed (Smith and Populin, 2001) . Layer 4 in mustached bat A1 contains spiny nonpyramidal neurons with dendrites extending into layer 3 (Fitzpatrick and Henson, 1994) , implying that this cellular morphology may generalize to multiple species. The prevalence of pyramidal neurons in layer 4 of rat A1 is also notable, as this cell type appears to be relatively rare in thalamocortical recipient layers of other primary sensory areas (Lund, 1988; Binzegger et al., 2004) .
Star pyramids and pyramidal neurons in layer 4 of rat A1 both represent projection neurons, as do layer 2/3 pyramids. Coupled with the direct excitatory feedback from layer 2/3 to layer 4, this finding implies that these cells provide a more direct and possibly more rapid relay between cortical input and output than layer 4 neurons in other primary sensory cortical areas, which tend to have exclusively local projections (Martin and Whitteridge, 1984; Lübke et al., 2000) . All axons entering the white matter from layer 2-4 cells bent dorsally, and some could be followed for hundreds of micrometers within the same section. The targets of these projections are therefore not likely to be another frequency region of A1 or another core cortical area, all of which would be located in anterior or posterior directions or possibly ventrally (Doron et al., 2002; Rutkowski et al., 2003) . Neither are auditory subcortical structures likely to be the targets, as cells projecting to these areas are located in deep layers (Doucet et al., 2002 (Doucet et al., , 2003 . Other subcortical nuclei, nonprimary auditory cortical areas, nonauditory cortical areas or contralateral auditory cortical areas (Jacobson and Trojanowski, 1974) remain potential targets for these neurons.
Input patterns across layers
All the neuron types examined in layers 2-4 of rat A1 derived most of their excitatory input from layer 4. As expected from the sparse axonal projection patterns of layer 6 pyramidal neurons to superficial layers in primary sensory cortices (Burkhalter, 1989; Zhang and Deschênes, 1997; Binzegger et al., 2004) , substantial excitatory input into layer 2-4 neurons deriving from layer 6 was not apparent. Such weak layer 6 input mirrors findings from previous studies making use of photostimulation (Dantzker and Callaway, 2000; Shepherd et al., 2003 Shepherd et al., , 2005 . Some weak excitatory input into all cell types was evident originating from layer 5b, but none that achieved significance except in layer 4 star pyramid neurons, and there with only one of the two statistical measures used.
As a population, layer 2/3 excitatory and inhibitory neurons derived their second greatest excitatory input locally from layer 2/3. Layer 4 neurons, however, received somewhat less layer 2/3 input overall and considerably more deep input from layers 5 and 6. Layer 2/3 pyramidal neurons demonstrated inverse input relationships between layers 2/3 and 4 and between layers 2/3 and 5, but no such relationship between layers 4 and 5. Layer 4 excitatory projections to layer 2/3 pyramidal neurons therefore appear to create specific microcircuits along a continuum of projection strength, but layer 5 input is fairly constant across this continuum. This putative circuitry structure is reminiscent of the finescale layer 2/3 microcircuits in rat V1 that all receive common layer 5 input (Yoshimura et al., 2005) . Within layer 2/3, superficial pyramidal neurons appear to receive more layer 4 excitatory input than deeper neurons, implying that pyramidal neurons take part in different local circuits as a function of depth. As noted above, even layer 2 pyramidal neurons could potentially receive some direct lemniscal thalamic input in A1, but the strength of this input would be expected to be less than for pyramidal neurons located in layer 3. One reasonable possibility for this finding is that extra layer 4 input provides layer 2 pyramids with a stronger disynaptic thalamic excitation to balance the weaker direct thalamic input, whereas the balance of direct versus disynaptic thalamic influence is stronger for layer 3 pyramids (Winer, 1984a (Winer, , 2005 Cruikshank et al., 2002) .
