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1. INTRODUCTION 
In [1], Isac, Sehgal and Singh studied an a l ternate version of a var iat ional  inequal i ty and they 
raised two open problems. One of them is to find the condit ions for a lower and upper  bounds 
version of a var iat ional  inequality. We state the open problem below. 
PROBLEM. (See [1], Open Problem 2.) Given a closed nonempty  subset C in a local ly convex 
semireflexive TVS X ,  a mapping F : C x C -* R, and two real numbers cl < c2, it is interest ing 
to know under what  condit ions there exists x0 E C such that  cl <_ F(xo, y) <_ c2, for every y E C. 
In this paper,  we introduce the concept of extremal  subset o solve this problem in a case that  X 
is a Hausdorff  topological  vector space. We also s tudy a version of a var iat ional  inequal i ty by 
using the concept of extremal  subset and give some appl ications. 
The techniques used are KKM mappings and the Fan-KKM Theorem. We list the definit ion 
of KKM mapping and the Fan-KKM Theorem below for easy reference. 
DEFINITION 1. KKM MAPPING. (See [2].) Let C be a nonempty subset of a linear space X .  
A set-valued mapping G : C --~ 2 x is said to be a KKM mapping ff for any finite subset 
{yl,y2,.  . ,Yn) of C, we have 
n 
co(yl,y2,...,yn) c_ [_J 
i= l  
where co{y1, Y2, . . . ,  Yn} denotes the Convex hull of {Yl, Y2, . . . ,  Yn}. 
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THEOREM 1. FAN-KKM THEOREM. (See [3].) Let C be a nonempty  convex subset of a Haus- 
dorff topological vector space X and let G : C ~ 2 X be a KKM mapping with closed values. I f  
there exists a nonempty  compact convex subset D of C such that NyED G(y) is contained in a 
compact subset of C, then NyeC G(y) ~ ~. 
2. PROPERT IES  OF  EXTREMAL SUBSETS 
The convexity of a mapping is a very important ool in the study of variational inequalities. 
To solve this open problem, we need some conditions called extremal property which is defined 
by the following definitions. 
DEFINITION 2.1. Let a, b be two points in a linear space X ,  the ray from a to b will be denoted 
by ab, and 
ab = {t(b - a) + a : t > 0}. 
From this definition, we see a, b E ab, by taking t = 0 and t = 1. 
DEFINITION 2.2. Let C be a nonempty  subset of a linear space X .  A nonempty  subset B C C 
is called an extremal subset of C i f  B satisfies the following condition: 
i ra  E B,  b E X ,  a ~ b, then either ab A C C_ B,  or ac(t) N C C_ B,  
for every c(t) = t(a - b) + b, t > 1, or both. 
It is worth noting that  an extremal subset may not be a convex subset. The following propo- 
sitions will describe the relationship between extremal subsets and convex subsets. 
PROPOSITION 2.1. Let C be a nonempty convex subset of a linear space X.  A nonempty  subset 
B C C is an extremal subset of C if  and only if C \ B is convex. 
PROOF. NECESSITY. Suppose B c C is an extremal subset in C but C \ B is not convex. Then 
there are elements y and z in C \B  and a E (0,1) such that w = ay+(1-a)z  E B. Since 
y E ~-~ N C and y ~ B, it follows by the extremal property that 
) 
wc(t) N C C_ B, 
for all c(t) = t(w - y) + y, t > 1. Taking t = 1/(1 - a), c(t) = z. Hence by the above expression, 
z E ~ N C C_ B, which contradicts z E C \ B. Consequently C \ B is convex. 
SUFFICIENCY. Assume that  B is not an extremal subset of C. Then there exist a E B, b E C, 
and c = t (a -  b) + b, for some t > 1, such that  ab A C ~ B and h-~ N C ~ B. Then there exists 
u = p(b -  a) + a, for some p > 0, such that u E ab • C and u gt B, that is, u E C \ B, and there 
exists v = q(c - a) + a, for some q > 0, such that v E 5-~ N C, and v ~ B, that is, v E C \ B (here 
we have p, q > 0 because a E B). Now solving for a from the following equations: 
c=t (a -b )+b,  t> 1, 
u=p(b-a )+a,  p>0,  
v = q(c -  a) + a, q > O, 
we have 
It is clear that  
a - 
q( t  - 1) p 
;+q( t  1) u+ - p + q( t  - 1) 
V.  
q(t - 1) 
O(  ~1 
p + q(t - 1)'  p + q(t - 1) 
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and 
q( t -  1) p 
+ --1. 
p+ q( t -  1) p +q( t -  1) 
From the convexity of C \ B, we have a E C \ B; this contradicts a E B. Hence, B must be an 
extremal subset of C. 
We give some corollaries of Proposition 2.1 to describe the relationship between extremal 
subsets and functions. 
COROLLARY 2.1. Let C be a nonempty, convex subset of  a linear space X and let F : C x C -* R 
be a function. For any given x E C and any real number e, if the subset {y E C : F (x ,  y) >_ c} 
is nonempty, then {y E C : F (x ,  y) >_ c} is an extremal subset of  C, i f  and only i f  {y E C : 
F (x ,  y) < c} is convex. Furthermore, the inequality >_ c can be replaced by >, <_, or < in the 
above statement. 
PROOF. Since {y E C : F(x ,  y) >_ c} = C \ {y E C : F (x ,  y) < c}, then the corollary will follow 
immediately from Proposition 2.1. 
COROLLARY 2.2. Let C be a nonempty  convex subset of a linear space X and let F : C x C -* R 
be a function. I f  for some x E C, F (x ,  .) : C --* R is a convex function, then for any real number  c, 
{y E C : F (x ,  y) >_ c} is an extremal subset of  C, i f  it is nonempty. 
PROOF. Since F(x ,  .) : C -+ R is a convex function, then for any real number c, the subset 
{y E C :  F (x ,  y) < c} is a convex subset. From {y E C :  F (x ,  y) >_ c} = C \ {y E C :  F (x ,  y) < c} 
and applying Proposition 2.1, we see that {y E C : F(x ,  y) >_ c} is an extremal subset of C, if it 
is nonempty. 
The following corollary is a dual to Corollary 2.2. 
COROLLARY 2.3. Let C be a nonempty and convex subset of a linear space X and let F : 
C x C ~ R be a function. I f  for some x E C, F (x ,  .) : C --* R is a concave function, then for any 
real number  e, {y E C : F (x ,  y) ~_ e} is an extremal subset of  C, i f  it is nonempty. 
COROLLARY 2.4. Let C be a nonempty, convex subset of  a linear space X and let F : C x C --~ R 
be a function. I f  for some x ~ C, and some real numbers Cl ~_ c2, the subset {y E C : c] _~ 
F(x ,y )  ~_ c2} is nonempty, then {y E C : cl ~_ F (x ,y )  ~ c2} is an extremal subset of  C, i f  and 
only i f  {y E C :  F (x ,y )  < Cl} I J {y E C :  F(x ,y )  > c2} is either empty  or a convex subset of  C. 
PROOF. S ince{yEC:F (x ,y )  < c l}U{y  E C : F (x ,y )  > c2} = C \  {y E C : cl <_ F (x ,y )  <_c2}. 
Then the corollary follows immediately from Proposition 2.1. 
3. THE MAIN  THEOREM 
The following theorem will give a solution of the open problem 2 (see [1]). 
THEOREM 3.1. Let C be a nonempty  convex subset of a Hausdorff topological vector space X 
and let F : C x C --* R be a function. I f  there exist real numbers Cl ~ c2 such that 
(i) for every x E C, el <_ F (x ,  x) <_ e2, 
(ii) for every x E C, {y E C :  cl <_ F (x ,y )  < c2} is an extremal subset of C, 
(iii) there exists a compact convex subset D of C, such that 
N {x c C : cl <_ F(x, y) <_ c2} 
yCD 
is contained in a compact subset of  C, 
(iv) for every y E C, the subset {x E C : cl <_ F(x ,  y) <_ c2} is closed, 
then there exists Xo E C such that cl <_ F (xo ,y )  << c2, for every y E C. 
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PROOF. Define G : C --* 2 C as follows: 
G(y) = {x C C:  cl <_ F(z ,y)  <_ c2}. 
From Conditions (i) and (iv) of F,  we see that  for every y E C, G(y) is a nonempty closed 
subset. Next, we prove that  the map G : C --* 2 C is a KKM map. Suppose Yl, Y2,. • •, Yn • C 
n n and 0 < £ I ,A2 , . . . ,An  < 1, such that  ~ i= l£ i  = 1. Let v := ~i=l£ iy i .  We need to show 
G v • 
Assume, by way of contradiction, v ~ Ui~=l G(yi). Then v ~ G(yi) = (x • C:  cl <_ F(x, Yi) <- 
c2}, that  is, either F(v, yi) < cl or F(v, Yi) > c2, for i = 1, 2 , . . . ,  n. Then we have 
y iE (yeC:F (v ,y )<c l}U(yeC:F (v ,y )>c2},  for i -  1,2 . . . .  ,n. (~) 
From Conditions (i) and (ii) of the theorem, we have that  for every x c C, (y • C : cl _< 
F(x,y)  <_ c2} is nonempty and it is an extremal subset of C. Then (~) and Corollary 2.4 imply 
that  (y • C : F(x,y)  < cl} U (y • C : F(x,y)  > c2} is a nonempty convex subset of C. This 
n A F(x,y)  < cx}U{y • C : F(x,y)  > c2}. It is clear that  yields that  ~--~=1 iyi • {y E C : 
{y • C : F(x ,y)  < cl} N {y E C: F(x,y)  > c2} is empty. Hence, we have either 
n 
Case (1): • {y e C :  < c,} 
i=1  
or  
Case(2):  ~)~iY iE{YCC:F (v ,Y )  >c2}. 
i=1  
Assuming Case (1), we have F(v, v) F "~ = (v ,~ i= l£ iY i )  < cl. This contradicts condition (i): 
cl <_ F(v, v) < c2. We will get a similar contradiction if we assume Case (2). Hence, we must 
have v e U~I  G(y~). This yields that  the map G : C -~ 2 C is a KKM map. Using Condit ion (iii) 
and applying the Fan-KKM Theorem, we have that Nvec G(y) ~ ff~. Taking any xo E AyeC G(y), 
x0 satisfies cl <_ F(xo, y) <_ c2, for every y C C. The theorem is proved. 
REMARKS.  
(1) In Theorem 3.1, if we take a special case Cl < c2, then we will give a solution of the open 
problem 2 [1]. 
(2) From Corollary 2.4, we see that  Condition (ii) of Theorem 3.1 can be replaced by the 
following equivalent condition: 
(ii)' for every x E C, {y E C : F(x,y)  < cl} U {y C C : F (z ,y)  > c2} is either empty or a 
convex subset of C. 
(3) Condit ion (iv) of Theorem 3.1 can be replaced by the following stronger condition: 
(iv) ~ for every y c C, the function F( . ,y )  : C --* R is continuous, or 
(iv)" the function F : C x C --* R is continuous. 
(4) The inequality cl <_ F(x, y) 5 c2 in the statement of Theorem 3.1 can be replaced by 
cl <_ F(z ,y)  < c2, cl < F(x,y)  < c2, or cl < F(z ,y)  < c2. 
Another special case of Theorem 3.1, stated below, is the case where cl = c2 = c. 
COROLLARY 3.1. Let C be a nonempty and convex subset of a Hausdorff topological vector 
space X and let F : C × C --* R be a function. If there exists a real number c such that 
(i) for every x e C, F(x, x) = c, 
(ii) /or every x E C, {y e C : F(x, y) = c} is an extremal subset of C, 
(iii) there exists a compact convex subset D of C, such that 
N {x e C: F(x,y)  = c} 
yED 
is contained in a compact subset of C, 
(iv) for every y e C, the subset {x E C : F(x,  y) = c} is closed, 
then there exists x0 E C such that F(xo,y) = c, for every y E C. 
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4. SOME APPL ICAT IONS AND CONSEQUENCES 
In this section, we give some applications of Theorem 3.1. Corollary 4.1, below, is a special 
case of Theorem 2.1 [1]. But we would like to reprove it here as an application of Theorem 3.1. 
COROLLARY 4.1. Let C be a nonempty convex subset of a Hausdorff topological vector space X 
and let f : C x C -* R be a function such that 
(1) for every y E C, the function F(. ,  y) : C --* R is upper semicontinuous; 
(2) there exists a real number c such that: 
(i) for every x E C, f (x ,  x) > c, 
(ii) for every x E C, {y E C : f (x,  y) > c} is an extremal subset of C, 
(iii) there exists a compact convex subset D of C, such that 
N {x E C:  f (x ,y )  >_ c) 
yED 
is contained in a compact subset of C. 
Then there exists xo E C such that f (x0,  y) >_ c, for every y E C. 
PROOF. Define F : C x C -+ R by 
F(x, y) = e -S(z'y). 
Taking Cl = 0 and c2 -- e -c  in Theorem 3.1 and applying Condition (i) in this corollary, we see 
that  F satisfies Condition (i) in Theorem 3.1. From Conditions (i) and (ii) of this corollary, we 
see that  for every x E C, {y E C : f (x ,  y) >>_ c} is an extremal subset of C. Since 
{y E C:  0 < F(x ,y)  < e -c)  = {y E C:  f (x ,y )  > c}, (**) 
this implies that  {y E C : 0 < F(x, y) < e -c} is an extremal subset of C. Hence F satisfies 
Condit ion (ii) in Theorem 3.1. Condition (iii) in this corollary and equality (**) imply that  F 
satisfies Condit ion (iii) in Theorem 3.1. The upper semicontinuous condition (1) in this corollary 
implies that  for every x E C, the subset {y E C : f (x ,  y) >_ c} is closed. Then from (**), we see 
that  F satisfies Condit ion (iv) of Theorem 3.1. Hence by Theorem 3.1, there exists x0 E C such 
that  0 < F(xo, y) < e -c, for every y E C. It is clear that  such x0 E C will satisfy f (xo,  y) _> c, 
for every y E C. The corollary is proved. 
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