This study is motivated by solving the inverse boundary problem of the static Klein-Gordon equation (SKGE), which usually occurs in data assimilation problems. For the purpose of obtaining boundary conditions, the pro forma solution of the problem is provided by using Green's function. The representation in double series of Green's function for the SKGE on a rectangular region is obtained by means of the method of images. Convergence analysis shows that the representation is uniformly convergent, which is computer friendly, and can be applied to approximate computations.
Introduction
This research is motivated by solving the inverse boundary value problem of the static Klein-Gordon equation (SKGE), which is formulated from data assimilation. Data assimilation is the process by which observations of the actual system are incorporated into the model state of a numerical model of that system. Applications of data assimilation arise in many fields of geosciences, most importantly in weather forecasting and hydrology [] . Data assimilation can be transferred into a variational problem, whose corresponding Euler equation is an elliptic PDE, such as a SKGE. These data assimilation problems have some specific features: the boundary conditions are unknown, and some parameters, such as weighted coefficients, are unknown. In general, such problems are known in the literature as inverse problems. There exists much work on the identification problem of parameter estimation [-] . However, the problem of estimating the boundary conditions from observations of the solution has, to the best of our knowledge, seldom been studied in the literature. We could find in the literature only little related work. A class of inverse problems for the Laplace equation involves estimating the boundary function based on some values of the interior points using a linear assumption as regards the boundary function [] . In [] , the inverse boundary value problem of determining three dimensional unknown inclusions was considered. In paper [] , the authors obtain essentially best possible stability estimates for a class of inverse problems associated to elliptic boundary value problems. Three examples of vibrating systems were considered whose mathematical descriptions lead to the Klein-Gordon equation in [] . In paper [] , P-C scheme based on the use of rational approximants of second order to the matrix exponential term in a three-time level recurrence relation is applied to the nonlinear Klein-Gordon equation. But to estimate the boundary conditions from observations of the solution, to the best of our knowledge, the mentioned inverse boundary problem has seldom been studied in the literature. We could find in the literature only little related work.
Since most inverse problems are ill-posed, many popular techniques for solving inverse problems use some sort of numerical optimization. The unknown parameters or boundary conditions are chosen to be those that best agree with the observed data according to some criterion. In general, assume that the observed data and the desired parameters are related by a mathematical model, such as a differential equation, and that the data can be simulated for any appropriate estimate of the parameters or properly assumed boundary conditions. The output least-squares method is very natural: choose values for the parameters, simulate the data, compare them with the observed data, and then measure the misfit. Intuitively, if the formal solution of the PDE of the SKGE is provided, then the inverse problem can easily be formed as a model of approximation. This leads to the following questions: Can we explicitly solve the boundary problems for the SKGE? If so, can we construct computer-friendly representations?
In [] , the authors studied the Green's functions for the SKGE. The method of images was applied to various boundary value problems in some unbounded domains, including the infinite strip, the infinite circular sector and the half-plane. The corresponding Green's functions for the SKGE were constructed in a rapidly convergent series representation, which is a suitable form for the numerical implementation of Green's functions. The method of eigenfunction expansion was used for constructing the Green's functions of the boundary value problems in the unbounded domain, such as the infinite strip. The corresponding series of Green's functions converges uniformly and can be accurately computed by a direct truncation. However, the series of Green's functions for the rectangle is not computer friendly, as it is not uniformly convergent. To address this issue, in [, ], the author provided explicit formulas for the Green's function of an elliptic PDE in the half-plane and the infinite strip, which were expressed in elementary and special function forms by means of Fourier transformations. However, the construction of Green's function in [] cannot be adapted to obtain the explicit Green's function on rectangular regions, as the Fourier transformation requires an infinite domain.
In this paper, we discuss a method of solving the elliptic equation on a rectangular region. A computer-friendly representation of Green's function for the Static Klein-Gordon Equation is obtained by the method of images. Convergence analysis shows that the representation can be used for approximate computation.
The paper is organized as follows: In Section , the variation formulas and the corresponding inverse boundary value problem are discussed. In Section , the Green's function for the SKGE stated on a rectangular region is presented. In Section , the convergence of the double infinite series of the Green's function is proved. Finally, in Section , the conclusions are given.
The variation formulas and the corresponding inverse boundary value problem
Consider a variational model in data assimilation as follows: Assume that u R is the remote sensing observed value. Let us fix u G as the sensing data of some other sensor G in the same observation field, usually more accurate and distributed over fewer grid points. According to the smoothness and the dependence on the observation, an unknown function u(x, y) is set up to satisfy the following functional extremum problem:
where represents a special region in two-dimensional Euclidean space, and the nonnegative quantities μ R , μ G are weighted coefficients. The first derivative of equation () expresses smoothness, and the subtracted part expresses observation error. In addition, the values of u(x, y) on the boundary of region are given by
This is a functional extremum problem with a boundary constraint. Its corresponding Euler's equation and its boundary conditions are presented as follows:
where
Obviously, this is a typical Dirichlet problem stated on a special region for an elliptic equation. Generally, it admits a unique classical solution.
Unfortunately, unknown boundary conditions are a very common problem with data assimilation, so we cannot directly solve the above problem. In practice, one can assume the boundary conditions, which results in large errors, as the solution of an elliptic equation is continuously dependent on the boundary conditions, and there may be a large difference between the assumed boundary conditions and the real boundary conditions.
In data assimilation, instead of obtaining with difficulty the values on the boundary, we easily observe the values of u(x, y) in sub-region , that is, u(x, y) =ũ(x, y), (x, y) ∈ ⊂ . We try to obtain the boundary conditions from the interior observationũ(x, y). This is obviously an inverse problem. To solve this problem, intuitively, one can obtain the expression of the solution to equations () and () and then evaluate the unknown boundary conditions to minimize the deviation between the solution and the actual observed values.
It is well known that elliptic equations can be solved using Green's functions. In fact, according to the Green's function method, the formal solution of the elliptic equation in the Dirichlet problem presented in () and () is given as follows:
where G(x, y; ξ , η) is known as Green's function, and f (x, y) = μ u. With the help of the formal solution above, we can set u -ũ = min to find g. Obviously, it is important to find an explicit solution when obtaining the boundary conditions. In this paper, we focus on the construction of a computer-friendly Green's function and its convergence for approximate computation.
Green's function for the SKGE stated on a rectangular region
In the following paragraph of this paper, we address the elliptic two-dimensional static Klein-Gordon equation (SKGE),
where ∇  is the Laplace operator in the coordinates of the point P and k is a real constant parameter. The homogeneous boundary value problem
is set up for the nonhomogeneous equation
where represents a connected region in two-dimensional Euclidean space. In this paper, we focus on dealing with the SKGE on a rectangular region, whose boundary is
It is well known that the solution to the boundary value problem, () and (), can be expressed as follows:
In the above representation, the kernel G(P, Q) is said to be the Green's function for the homogeneous problem corresponding to that of () and (). P and Q in () are referred to as the field point and the source point, respectively.
For any source point Q ∈ , the corresponding Green's function, as a function of the coordinates of the field point P, can be expressed as [, , ]
where K  (k|P -Q|) is the modified cylindrical Bessel function of the second kind of order zero, and R(P, Q) satisfies the homogeneous SKGE everywhere on , regardless of the relative locations of P and Q. The singular component
is the response at a field point P to a unit source placed at an arbitrary point Q. In the method of images, the regular component R(P, Q) of G(P, Q) is expressed as a sum of a number of unit sources and sinks placed at points Q *  , Q *  , . . . , Q * m outside the region. It yields the regular component
of G(P, Q), a function satisfying the homogeneous SKGE at any point P in . As in paper [] , it is easy to construct Green's function for the SKGE on the upper halfplane = {(x, y)| -∞ < x < ∞, y > }. In fact, the influence of the unit source at a point Q(ξ , η) ∈ γ represents the singular component
of the Green's function. It can be compensated with a single unit sink placed at point Q * (ξ , -η) located in the lower half-plane and symmetric to Q(ξ , η) about the boundary y = . The Green's function for the upper half-plane is found to be
The Green's function of the Dirichlet problem for the SKGE on the infinite strip =
To derive the Green's function stated on the rectangular region = {(x, y)| ≤ x ≤ a,  ≤ y ≤ b}, we similarly use the method of images in the following paragraph. Obviously,G +  (x, y; ξ , η) satisfies the Dirichlet conditions on the boundary fragment y =  and y = b. However, it conflicts with the Dirichlet conditions on the boundary fragments x =  and x = a. To construct the Green's function satisfying all boundary conditions, we consider the compensation that results by introducing new sinks.
In fact, if we place the unit sources at the point set ( Figure  )
in , then the response toS +  at field point (x, y) is as follows: 
Upon following the above described procedure, we properly place compensatory unit sources that alternate with compensatory unit sinks as follows:
. . .S + ,n = (-na + ξ , -η), (-na + ξ , b -η), (-na + ξ , -b + η),
. . .
The structure is shown in Figure  . Hence, we express the Green's function G(x, y; ξ , η) stated on a rectangular region in the form
After a trivial substitution, the Green's function of the SKGE stated on a rectangular region can be expressed as the double infinite series
Convergence of the double infinite series of Green's function
Since the Green's function in () is expressed as a double infinite series, its convergence ought to be specifically addressed to ensure its computability. Note first that the singularity in () is provided by the component that is a part of a simple term (m = , n = ), which does not, in any way, affect the convergence. First, we note that the logarithmic singularity in
with Euler's constant C ≈ ., is provided by the component that is a part of a single term (m = , n = ) and cannot affect the series convergence.
To study the convergence of the series (), we consider the asymptotic property of Macdonald's function K  (x) as x tends to infinity.
The asymptotic property of Macdonald's function
K  (x) is Neumann's Bessel function of the second kind of order zero:
For the purpose of studying the asymptotics of K  (x), we need to use the following relation []:
is the solution of the following equation:
It is easy to show that
When |z| > , we have
The constant implied in the symbol O is independent of arg(z), and the expansion of
When n is an integer, K n (z) is defined as
where γ ∼ = . is Euler's constant.
When n =  and x is real, we have
It is obvious that when x is sufficiently large, the above relation can be rewritten as
Convergence of double series
As the Green's function is represented in the form of a double infinite series, for the purpose of approximate computation, we now summarize some definitions and results about the uniform convergence of the series.
Definition  The infinite set a i,j , i = , , . . . ; j = , , . . . can be arranged in the shape of an infinite matrix,
Adding up all these elements, we obtain a double series, 
The convergence of infinite double series of Green's function
To study the uniform convergence of the double series, we need to construct its dominant series. We discuss the common term of the series
where the subtraction of the two terms in its general formula physically represents the electric potential at point (x, y) from point charges at two points (ma -ξ , η + nb), (ma -ξ , η -nb). Since the potential of every term for large m, n is sufficiently small, by ignoring their offsetting effect, we can estimate them item by item.
When m, n are large enough, it is not difficult to show that
We define
as m, n → ∞. Consequently, when m, n are sufficiently large, from () and (), we have
Similarly,
Hence,
It is easy to show that the double series
is absolutely uniformly convergent.
Theorem  The following is a computer-friendly representation of Green's function for the static Klein-Gordon equation:
G(x, y; ξ , η) =  π N n=-N M m=-M K  k (x -ξ + ma)  + (y -η + nb)  -K  k (x -ξ -ma)  + (y + η -nb)  + O  |M| + |N| . (   )
Numerical examples
In this section, we give corresponding numerical examples to investigate the performances of the proposed Green's function (). G(x, y; ξ , η) on the rectangular region ( ≤ ξ ≤ ,  ≤ η ≤ ) is plotted in Figure  for (x, y) = (., .). From the figure, we note that G =  on the boundary ξ = , ξ = , and G → ∞ as (ξ , η) → (x, y). These are, in fact, general properties of the Green's function.
To investigate the convergence performance of the Green's function (), we select several points to perform the simulation. Table  and Figure  show that the Green's function () converges quickly. All the points converge steadily to their true numerical values after a limited number of iterations. Figure 4 Convergence trend of the six arbitrary points.
Conclusions
In this paper, we consider the boundary value problem for the static Klein-Gordon equations, which are associated with the Euler equation from data assimilation applications.
In real application problems, such as data assimilations, the rectangle is the most popular analysis region. The present study focuses formally on solving the elliptic Klein-Gordon equation on a rectangular region, which can be used for obtaining the boundary conditions by numerical optimization. Green's function for the static Klein-Gordon equation is constructed through the method of images. Convergence analysis shows that the computer-friendly representation can be used for numerical computation.
