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Abstract
The work assesses the impact of alternative filtering techniques on the
distributional properties of US output time series. We consider filtered
time series of US output levels and growth rates and of other relevant
macroeconomic variables, and we fit the distributions. Moreover, as
regards US output growth rates, we analyse the distribution of isolate
different frequency bands. The main findings are that the majority
of US levels and growth rate distributions shows tails much fatter
than those of a normal distribution, and that this result is robust
to a series of alternative filtering methods. Finally, we offer some
theoretical interpretations regarding the statistical evidences, in order
to explain why the majority of the US time series displays fat tails.
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1 Introduction
This work assesses the impact of alternative filtering techniques on the distri-
butional properties of US time series, and it tries to explain why the majority
of the US time series is fat tailed.
The exercices performed in this paper start from and extend some in-
teresting evidences presented by the article of Fagiolo et al. (2008), which
explores some distributional properties of aggregate output growth rate time
series. The authors show that, in the majority of OECD countries, out-
put growth rate distributions have a Laplacian distribution, with tails much
heavier than those of a Gaussian. In their conclusions, the authors suggest
to filter the output levels and growth rate time series, in order to isolate
the business cycle component of the time series, and then to study the en-
suing distributions. Finally, they underline the need to understand which
frequency intervals are more conducive to fat tails, using the bandpass filter
to isolate various different frequency bands.
In the first part of the work, we consider filtered time series of output
levels and growth rates and we study the shape of the resulting distribu-
tions. In the second part, we analyse the distributions of isolate different
frequency bands directly in US output growth rates, in order to investigate
which frequency intervals are responsible for the emergence of fat tails and
which are not. In the third part, we fit the distributions of the most relevant
macroeconomic variables of the US.
Our main findings are that the majority of US levels and growth rate
distributions show tails much heavier than those of a normal, and that this
result is robust to a series of alternative filtering methods. Furthermore, in
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order to explain these statistical evidences, we offer some theoretical inter-
pretations considering the contributions of the economic literature.
The paper is organized as follows: the next section presents a critical
review of the economic literature concerning the emergence of distributions
with heavy tails and stylized facts about time series, in particular the busi-
ness cycle component; section 3 describes the data and the methodology we
employ; section 4 introduces some definitions of business cycle and presents
the problem of filtering; section 5 analyzes the shape of the distributions of
the US time series, focusing on output time series; section 6 discusses and
interprets the implications of our findings; finally, section 7 concludes.
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2 An Overview of the Literature
In this section, we present a brief overview of two different streams of the
literature that are taken into consideration in this paper: the first summarizes
some empirical regularities of the economy, considered as a complex system,
and the second describes the stylized facts that characterize time series, and
in particular the Business Cycle.
The first set of empirical evidences considers the economy as a complex
system, and it tries to uncover empirical stylized facts in order to explain the
mechanisms underlying them. Briefly, a complex system is a system com-
posed of interconnected agents that as a whole exhibit one or more properties,
not obviously deriving from the connection of properties of the individual
agents (Blume and Durlauf, 2005).
With regard to economics, as stated by Amaral et al. (1997), several
physics research groups have focused on economic problems using typical
concepts of statistical physics, such as the idea of universality (or the presence
of scaling phenomena), in which different systems can be characterized by
the same fundamental laws at different levels of observation. These findings
concern output growth of firms and countries.
From the point of view of the firms, a lot of recent contributions (see Stan-
ley et al., 1996, Amaral et al., 1997, Lee et al., 1998, Bottazzi, 2001, Bottazzi
et al., 2002, Bottazzi and Secchi, 2003a,b, 2004, 2005 and 2006a, Castaldi
and Dosi, 2004, Dosi, 2005, and Sapio et al., 2006) focus on the analysis of
the cross section distributions of firm growth rates, for different countries
and different sectors. They show that heavy tails characterize growth rate
distributions of industries and firms, and they find a scaling relation between
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the volatility of growth rates of firms and their size.
In particular, Bottazzi (2001) and Bottazzi and Secchi (2005) present an
analysis concerning the worldwide pharmaceutical industry, observing a scal-
ing relation between the number of submarket of a firm and its size. In order
to intepret this findings, which are in contrast with the theoretical literature
(in particular the Gibrat’s Law), the authors suggest a stochastic model,
also called branching model, which considers the diversification process of
the firms and replicates the empirical findings of the literature.
Another interpretation of these stylized facts is presented in Bottazzi and
Secchi (2003a and 2006a), where a self reinforcing mechanism (described
using the Polyia’s urn scheme) takes account of interactions and competition
between firms, replicating the heaviness of the tails. So, as stated before, a
general correlating mechanism seems to be present.
Dosi (2005) summarizes this literature, noting that the structure in the
stochastic processes describing industrial evolution is very similar to that of a
complex system: in particular we note the presence of fat tails, which shows
the presence of a persistent interaction amongst agents.
From the perspective of the countries, Canning et al. (1998), Lee et al.
(1998) and Castaldi and Dosi (2004) show that GDP cross section growth
rates display exponential distributions, and that there is a negative relation
between the standard deviations of growth rates and GDP. We can note that
these findings are extremely similar to the results on firm growth, and con-
sistent with the hypothesis that the evolution of organizations with complex
structures is governed by similar growth mechanisms.
Fagiolo et al. (2008a and b) find that, in the majority of OECD countries,
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output growth rate distributions have a Laplacian distribution. The novelty
of this study, which is partially repeated and continued in this work, is that
heavy tailed distributions also emerge across time within a single country.
Therefore, interestingly, in the literature a lot of similarities in the growth
processes, which are robust across different levels of observation and different
subjet considered, are presented.
The second set of evidences considered in our paper concerns the stylized
facts regarding time series, and in particular GDP and its Business Cycle
component.
As stated by King and Rebelo (1999), “Business Cycle research studies
the causes and consequences of the recurrent expansions and contractions in
aggregate economic activity that occur in most industrialized coutries”.
The study of the Business Cycle started one hundred years ago, with the
neoclassical idea that economic fluctuations are caused by real factors (such
as capital accumulation, the growth of the population, technical progress)
and, in order to understand the business cycles properties, economists utilised
the tools of the microeconomic theory. In 1930s and 1940s, Burns and
Mitchell began to analyse and document the existence of a remarkable set
of business cycle regularities, starting a line of research which still nowadays
stimulates further studies.
At the same time, after the theoretical crisis caused by the Great Depres-
sion, which had a dramatic effect on business cycle research, Keynesianism
became the orthodoxy of economic science, with a lacking interest in real fac-
tors and a growing interest in monetary conditions and psychology of house-
holds and firms. Despite that, since 1970s, after the theoretical crisis of the
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Keynesian paradigm, the work of Lucas (1976) and Kidland and Prescott
(1982), and the ensuing macroeconomic research, recovered and continued
the analysis of the Business Cycle.
Furthermore, the empirical contribution by Nelson and Plosser (1982),
who have tried to understand some statistical properties of within country
output levels, shed new light on the study of business cycle. In this important
paper Nelson and Plosser investigate whether macroeconomic time series are
better described by trend stationarity or difference stationarity stochastic
processes, finding that time series are difference stationary.
In the trend stationary case, we consider output time series, in particular
GDP, as the sum of a secular component, affected by real factors which cu-
mulate over time, and a cyclical component, assumed to be stationary, whose
fluctuations vanish over time; in this case shocks have temporary effects, and
do not modify the trend. In the difference stationary case we consider output
time series as the accumulations of several independent shocks. So, the re-
sults of Nelson and Plosser state that the variability of the time series relies
on its secular component, not on the cyclical one, as predicted by the trend
stationary model: then, in this case shocks have permanent effects and thus
they modify the trend.
As noted by Watson (1986), Cochrane (1986 and 1994), Murray and
Nelson (2000) and Gallegati et al. (2005), this theoretical and empirical
debate is far from a theoretical and empirical solution.
Contemporary mainstream macroeconomic theory is a revisited version
of Real Business Cycle, in which the presence of business cycles are explained
by exogenous stochastic shocks. The problem of this line of research is that
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it can only partially replicate (or not) the empirical findings (see Fagiolo and
Roventini, 2008, for a detailed discussion).
Some stylized facts, considered for the understanding of economic mecha-
nisms of macroeconomic variable and the implementation of macroeconomic
models, are presented and discussed in Stock and Watson (1999), Agresti
and Mojon (2001) and Napoletano et al. (2006). The first stylized fact indi-
vidued by Stock and Watson (1999) concerns the volatility of time series in
respect of output. Furthermore, they analyse the comovement between the
US variables and they find that the majority of the time series are procyclical
in respect of GDP, whereas only three time series are countercyclical (wage,
governement expenditure and capital stock). Finally, the last observed regu-
larity is the high level of persistence (in terms of autocorrelation) of the time
series.
Nowadays, in order to isolate the Business Cycle from the data, we do not
utilise the Burns and Mitchell’s approach, but we employ other tools that
we describe in next sections, called filtering techniques. The choice of the
proper filter is crucial because, as pointed out by Canova (1998), and better
explained in next sections, different methods may affect both the qualitative
and the quantitative stylized facts of the business cycle and then influence
the macroeconomic theory and practice.
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3 Data and Methodology
The main objects of the first part of the thesis are filtered US Gross Domestic
Product (GDP) and Industrial Production (IP1921 and IP1947) levels and
growth rates, provided by the FRED database and described in Table 1.
In addition to the Gross Domestic Product, the main indicator of the
output level of a country, we chose to use also the Industrial Production
time series, because, as stated by Fagiolo et al. (2008), IP is typically a
good proxy of output levels and it follows very closely GDP time series.
Furthermore, IP time series starts on 1921 and are monthly, so we have a
huge number of observations, which improves the estimates. Moreover, we
decide to use a long and a short IP time series (one from 1921, the other
from 1947) because we want to investigate if the shape of the time series is
affected by the Great Depression or by the Second World War.
Our methodology is described as follows: we begin by filtering the levels
and growth rates time series with four filters: first differencing, the Hodrick-
Prescott filter, the Baxter-King filter and the Christiano-Fitzgerald filter.
After the process of filtering, we analyse the shape of the time series, fitting
levels and growth rates with the Exponential-Power family of densities, called
Subbotin distribution (Subbotin, 1923).
The second part of the work analyses the distributions of isolate different
frequency bands directly in US GDP and IP growth rates, adopting the
Baxter-King filter. We carry out this exercice in order to investigate which
frequency intervals are more conducive to fat tails and which are not.
The third part of the thesis focuses on the distributions of other US time
series, provided by the FRED database and listed in Table 1. We perform this
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exercice in order to compare the shapes of US output time series distributions
to those of other relevant macroeconomic variables.
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4 Business Cycle and and the Problem of Fil-
tering
As suggested by Canova (1998), the empirical investigation of the business
cycle faces the controversial problem of filtering, with the emergence of two
issues: the lack of of a general consensus on the definition of business cy-
cle, and the ensuing choice of a statistical or economic-based approach to
detrending.
The first issue requires a theoretical and operational definition of the
business cycle component of macroeconomic time series. One of the most
important contribution to this definition is the classical work of Burns and
Mitchell (1946). In this book the authors analyse a wide set of macroeco-
nomic variables, providing a comprehensive catalogue of the empirical fea-
tures of the business cycles of the US, and defining a qualitative method for
measuring business cycles, nowadays known as the NBER approach.
In this work Burns and Mitchell offer the following definition of the busi-
ness cycle:
a [business] cycle consists of expansions occurring at about the
same time in many economic activities, followed by similar gen-
eral recessions, contractions and revivals which merge into the
expansion phase of the next cycle; this sequence of changes is
recurrent but not periodic; in duration business cycles vary from
more than one year to ten or twelve years; they are not divisible
into shorter cycles of similar character with amplitudes approxi-
mating their own.
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The definition presents the empirical question of the identification of histori-
cal business cycles, implicitly assuming that macroeconomic variables include
a business cycle component.
Another important definiton is provided by Lucas (1977), which identifies
the business cycle with a series of “movements about trend in gross national
income”: this definition is in line with the statistical practice that allows one
to obtain cyclical information by first eliminating the secular component (the
trend) from the data, unrelated to those features that business cycle models
are interested in explaining. So, in this case we should detrend the data,
shifting the problem from the definition of the business cycle to the method
of detrending.
A third definition is introduced by Murray (2003): “the business cycle is
what remains of a series, after frequencies outside a given frequency band are
filtered out”. The choice of the frequency we want to consider is suggested by
the empirical literature. We can notice that this definition involves a radical
change of approach, because we no longer assume that the time series can
be expressed as the sum of independent components (trend, business cycle
and irregular one), but we consider the time series as the sum of infinity
random periodic components, described by the Cramer representation of a
time series.
As regards the problem of detrending, modern empirical macroeconomists
employ a great variety of approaches to carry out trend-cycle decomposition
and then estimate the business cycle component. Estimation of the business
cycle is nowadays performed by transforming the observed series through
application of a filter, in order to purify the time series from the components
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which are not of interest.
More precisely, filters are operators which carve out particular frequencies
of the spectrum of the time series. The choice of the proper filter is crucial
because, as pointed out by Canova (1998), different methods may affect both
the qualitative and quantitative stylized facts of the business cycle.
Following Canova (1998), we categorize decomposition methods into two
broad classes: statistical methods and economic methods. The first class
includes procedures which have a statistical or a probabilistic justifications:
the most important one is the unobservability of the trend and the cycle. In
the second class, extraction methods is dictated by an economic model, by
the preference of the researcher or by the question being asked.
Canova (1998) emphasizes that the two families of methods present some
drawbacks, because all decompositions are attempts to approximate unknown
features of a series and therefore subject to specification errors. The statisti-
cal based approaches need some assumptions to separate observable time se-
ries into components, since trends and cycles are unobservable. Furthermore,
it is also problematic to use economic theory in order to guide the decom-
position, because the link between economic theory and empirical practice is
“underdeveloped”, and in particular there is little consensus on the type of
economic model one should use to guide the decomposition.
In this paper we introduce three statistical-based methods, the First Dif-
ferencing, the Christiano-Fitzgerald and the Baxter-King Filters; whereas
the sole economic-based method presented is the Hodrick-Prescott Filters.
The approach of this work is agnostic: none of the detrending methods
employed is believed to be the correct one. Instead, we assume, following
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Canova (1998 and 1999) that all procedures are approximations which iso-
late different aspects of the secular and cyclical components of the series.
So, the question is not which method is the more appropriate, but whether
different concepts of cycle are likely to produce alternative or complementary
information. The idea of this paper is to organize this information in order
to identify whether the distributions of filtered time series are invariant to
the definition of the cycle employed.
Other methodological questions concerning filtering tools are considered.
According to Prescott (1986) and Baxter and King (1999), the ideal filter
for business cycle analysis should meet the following properties. First, the
filter should extract a specified range of periodicities (long-run trends and
high frequency components, such as seasonal and irregular fluctuations), and
otherwise leave the properties of this extracted components unaffected. Sec-
ond, we require that our method be an optimal approximation to the ideal
band-pass filter. Third, no phase shifts should be induced, meaning that
timing relationships between variables should not be altered. Fourth, the
filtering outcome should be independent of the length of the original series:
the method yield business cycle components that are unrelated to the length
of the sample period. Fifth, it is desirable that the filtered series are able to
track the NBER dating of business cycles, which is taken as a benchmark.
Sixth, and finally, we require an operational, flexible and easy to implement
method.
The various filtering methods adopted for the empirical applications are
described and compared in the next sections, even if we can anticipate that
the BK filter is considered the benchmark as regards the properties it dis-
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plays.
4.1 First Differencing
In this section, we consider one of the most widely used traditional models,
the First Order Differencing approach. So, we consider First Differencing
(Diff) as a filter method, and then growth rates as filtered time series, in line
with the work of Nelson and Plosser (1982).
The First Differencing method can be considered as the simpler case of
a set of detrending procedures, called the unobservable component mod-
els (known also as traditional decomposition methods) which states that a
macroeconomic variable can be expressed as the sum of independent com-
ponents: the trend, the business cycle, and other (seasonal and irregular)
components. The basic assumptions of unobservable component models are
that the trend component xt follows a random walk with or without drift
and that the business cycle component ct is a stationary finite order autore-
gressive process, and these two components may be correlated.
Therefore, the First Differencing method supposes that one can express a
macroeconomic variable, in logs, as the sum of the trend and the cycle. We do
not consider the seasonal component (the time series are seasonally adjusted)
and the irregular component (we suppose it is irrelevant). The trend includes
long term stochastic fluctuations, so we can define the business cycles as non
periodic cycles at short and medium run frequencies.
As introduced before, the basic assumptions of the First Differencing
method are that the trend component of the series follows a random walk
without drift, and the cyclical component is a stationary autoregressive pro-
17
cess of finite order. Furthermore, it is supposed that the two components are
uncorrelated. Finally, we assume that the time series yt has a unit root.
We can represent yt as follows:
yt = yt−1 + t, (1)
where the trend is yt−1 and an estimate of the cycle is obtained as yt − yt−1.
First Differencing eliminates the stochastic component and makes time
series stationary, as noticed by Nelson and Plosser (1982).
However, as pointed out by Stock and Watson (1999), this filter is very
inaccurate because it over-emphasises high frequencies and down-weights low
frequencies, exacerbating the difficulties presented by short run noise, which
obscures the cyclical fluctuations of primary interest.
4.2 The Baxter-King Filter
In this section we present the Baxter-King filter (1999), a filter that isolates
the periodic components of a time series which stay in a specific band of
frequencies. This band pass filter relies on the spectral representation theo-
rem based on the Fourier Transform, according to which any time series can
be decomposed into different frequency components, and it seems to be the
most appropriate for the implementation of the definition proposed by Mur-
ray (2003), which does not require a strong commitment to any particular
statistical model of the data, in particular the restrictive assumptions of the
traditional decomposition methods.
Intuitively, the spectrum is a function of the stationary process which
shows the cyclical components. Statistically, the spectrum is a decomposi-
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tion of the variance of a time series, which provides information about the
contribution of any periodic component to the total variance. Mathemati-
cally, the spectrum is the Fourier Tranform of a function. As pointed out by
Stock and Watson (1999), the height of the spectrum at a certain frequency
corresponds to fluctuations of the periodicity that corresponds (inversely)
to that frequency. Thus the cyclical component can be thougth of as those
movements in the series associated with periodicity within a certain range of
business cycle durations.
The Baxter-King filter is an approximation to an ideal band pass fil-
ter, which has the two-sided infinite moving averages representation a (L) =∑∞
h=−∞ ahL
h, that we apply to a time series yt, obtaining a new time series
y∗t , which reads:
y∗t = a (L) yt =
∞∑
h=−∞
ahyt−h. (2)
Now, we consider the Cramer representation of a time series, which reads:
yt =
∫ pi
−pi
eiωtξ (ω) dω, (3)
where the time series yt can be expresseded as the integral sum of random
mutually orthogonal periodic components ξ (ω), with frequencies belongin to
the range ω ∈ [−pi, pi].
Applying the moving averages to the time series, the spectral representa-
tion of the filtered time series results as follows:
y∗t =
∫ pi
−pi
α (ω) ξ (ω) dω, (4)
where α (ω) =
∑∞
h=−∞ ahe
iωt is the frequency response function, which indi-
cates the extent to which y∗t responds to yt at frequency ω (thus, α (ω) can
be considered the weight attached to the periodic component ξ (ω)).
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The above equations allow one to define the outcome of any filtering
procedure after isolating frequencies lying on the interval [ω′, ω′′] , |ω′| ≤ |ω′′|.
In this case, the ideal filter must satisfy α (ω) = 1 if ω′ ≤ |ω| ≤ ω′′ and
α (ω) = 0 otherwise.
Furthermore, we impose the condition α (0) = 0, which becomes α (0) =∑∞
h=−∞ ahe
i0t =
∑∞
h=−∞ ah = 0, so that the series does not display any power
at zero frequency and the trend is filtered out.
In practice, as stated before, we have to replace the ideal bandpass filter
by an approximate bandpass filter, because the ideal filter requires a dataset
of infinite length: thus, we have to consider an amount of K leads and lags
in order to develop our approximate filter. For a given K, the associated
frequency response function, denoted as αK (ω), is chosen by minimizing the
loss function:
Q =
∫ pi
−pi
|α (ω)− αK (ω)|2 dω, (5)
that is the integral sum of squared deviations between the approximate and
the ideal filters, which attaches equal weight to the squared approximating
errors at different frequencies.
We can note that the outcome of the above minimization problem is very
sensitive to K, so this should be carefully chosen. To one side the choice of
a large K allows one to achieve better approximations, but to the other side
there is a loss of 2K observations, derived from the truncation of the moving
average filter, with two distortionary effects: leakage, in which frequencies
outside of the band of interest are overstated, and compression, in which the
frequencies one wants to focus on are underrepresented.
Baxter and King (1999) solve this trade-off empirically, noting that, as
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regards quarterly data, a value of K = 12 is basically equivalent to higher
values, such as 16 or 20; so, they suggest putting K = 12 irrespective of the
sample size, or the band to be extracted.
As requested, the BK filter has many desirable properties. First, since
it is symmetric, it does not introduce phase shifts and leaves the extracted
components unaffected. Second, being of constant finite length and time-
invariant, the filter is stationary. The filter is insensitive to deterministic
linear trends, and allows the removal of up to two unit roots. Furthermore,
Baxter and King argue that a good filter must not depend on the amount of
data available, because this would imply a new computation of all the filter
coefficients each time new data become available. Therefore, we can assert
that the BK filter outperforms the previous approach, with regard to the
selection of the frequencies (for further details, see Baxter and King, 1999).
Furthermore, as explained better in next sections, BK filter outperforms also
the other two approaches, CF and HP filters.
We have to underline, as noticed by Baxter and King (1999), that there
are two approaches to bandpass filtering, the time domain method and the
frequency domain method. The time domain method has been explained
above: it implements filtering in time domain using moving averages. The
frequency domain method, proposed by Sims (1974), works as follows. After
taking a discrete Fourier transform of the economic data and computing the
periodic components associated with a finite number of frequencies, we filter
out the frequency that stay outside the band of interest; then, we compute
the inverse Fourier transform of the resulting data to get the time domain
filtered series. Baxter and King (1999) point out that this second approach
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has two important drawbacks: first, since there can be a stochastic trend
in the time series, we have to detrend the data before taking the Fourier
transform, risking to add an arbitrary step to the filtering procedure; second,
the results of the frequency domain are dependent on the sample length,
violating the requirement of time invariance. Thus, time domain filtering
should be preferred to frequency domain filtering.
The application of a bandpass filter requires setting three parameters:
two defining the breadth of the frequency band of interest, ω′ and ω′′, and
the cut-off parameter K. In our analysis we use the frequency band [6, 32]
(in line with Stock and Watson, 1999) and K = 12 for quarterly data. For
monthly data we employ the frequency band [18, 96] and K = 36. So, in this
paper the BK filter is designed to pass the stationary component of output
whose periodicity ranges from 1.5 years to 8 year for cycle, and considers 3
years of leads and lags.
4.3 The Christiano-Fitzgerald Filter
The Christiano-Fitzgerald filter (Christiano and Fitzgerald, 2003) can be
obtained approximating the ideal filter, applying a procedure similar to that
used by Baxter and King. Instead of using the frequency response function
αK (ω) introduced for the BK filter, we utilise αCF (ω) =
∑p
h=−f a
p,feiωt,
where f = T − t and p = t− 1. Furthermore, an assumed spectral density is
introduced, so the loss function reads:
Q =
∫ pi
−pi
|α (ω)− αCF (ω)|2 fy (ω) dω, (6)
where fy (ω) is the spectral density of the considered time series.
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Christiano and Fitzgerald point out that the CF filter is optimal only
when the process concerned is a random walk: “This approach uses the
approximation that is optimal under the (in many cases false) assumption
that the data are generated by a pure random walk”. So, if the process
is a random walk, it has most of its power located by assumption in the
high-frequency band of the spectrum.
The CF filter has some interesting properties. First of all, it exploits
all available information because of its time-variance. Secondly, the filter
is insensitive to deterministic linear trends, and allows the removal of unit
roots.
However, we can notice that CF filter differs from BK filter because it is
neither symmetric nor time-invariant, thus it introduces phase shift between
raw data and filtered data. Moreover, we have to consider the fact that the
authors assume a specific spectral density for the filtered series, fy (ω): we
can point out that this is an arbitrary assumption, that we would like to
avoid (our objective is to follow an agnostic approach).
Some simulations have been carried out in the literature in order to un-
derstand the accuracy of this filter.
The first simulations have been performed by Christiano and Fitzgerald
(2003): they applied their filter to macroeconomic time series and they found
that the filtered time series seems to be reasonably stationary, except in an
area in the tails, which is small for the business cycle frequencies and grows
for the lower frequencies. Furthermore, the filter seems to imply little or
no phase shift between raw data and filtered data. However, Christano and
Fitzgerald find that there is relatively little gain in knowing the precise details
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of the time series representation generating the process. In particular, the
gain from using the true time series representation rather than proceeding
as though the process is a random walk, is minimal in practice.
Other simulations are conducted by Iacobucci and Noullez (2004), who
apply the filter to a process generated by a random walk and indicate that
phase shift generated by the CF filter can be large, with some components
that can experience shifts up to ±5 months. In their opinion the CF filter
advantages are minimal compared to the shortcomings. Furthermore, the
introduction of an assumed spectral density adds a difficult step on the com-
putation of the filtered series and it entails a methodological choice, because
the filter becomes a model-based procedure.
In our analysis, we use the frequency band [6, 32] for quarterly data, and
[18, 96] for monthly data, in line with Stock and Watson (1999) and with our
previous decision about the BK filter, in order to maintain homogeneity on
treating the data.
4.4 The Hodrick-Prescott Filter
The Hodrick-Prescott filter (Hodrick and Prescott, 1997) is a very popular
intuitive filter which removes the low frequencies and smoothes the high fre-
quencies of the time series: this filter is a flexible tool which can accommodate
the needs of applied researchers.
The observed time series yt is viewed as the sum of a growth component
gt and a cyclical component ct, as assumed in the traditional decomposition:
yt = gt + ct, for t = {1, . . . , T}. Irregular components are not taken into
account, because negligible.
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The cyclical component ct is defined as the difference between the original
time series yt and the growth component gt. Therefore, the ct is considered
as a deviation from the gt, and the conceptual framework is that over long
time periods, the average of these deviations is near zero.
These considerations lead to the following programming problem for de-
termining the growth components:
argmin
gt
=
N∑
j=1
(yj − gj) + λ
N−1∑
j=2
((gj+1 − gj)− (gj − gj−1))2 . (7)
The first term is a measure of goodness of fit, and the second term is a
measure of the degree of smoothness, which penalizes decelerations in the
growth rate of the trend component. Variations in the smoothing parameter
λ vary the trade-off between the goodness of fit and the degree of smoothness,
and penalize variability in the growth component series: the larger the value
of λ, the smoother is the solution series. For a sufficiently large λ, at the
optimum all the gt+1 − gt must be arbitrarily near some constant β and
therefore the gt becomes arbitrarily linear. When λ =∞ the solution to this
programing problem is a linear trend (g0 + βt). The smaller the value of λ,
the nearer is the filtered series to the raw time series: when λ = 0 the trend
coincides with the original series.
For quarterly data (the frequency most often used for business-cycle anal-
ysis), there is an implicit consensus in employing the value of λ = 1600,
originally proposed by Hodrick and Prescott (1980). This value of λ is based
on the ratio between the variances of the cyclical and the growth component
(“Our prior view is that a 5% cyclical component is moderately large, as is
a 1/8 of 1% change in the growth rate in a quarter.”). Furthermore, the
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authors show that the results of the filtering procedure change little if the λ
is reduced or increased by a factor of 4.
Canova (1998) argues that using a weighting constant of 1600, as usually
done to filter quarterly time series, would be efficient only if the business
cycle phenomena lasted between four and six years.
Despite this criticism, in our investigation we decide to utilise a value
of λ = 1600 for quarterly data, in line with the literature, and a value of
λ = 129600 for monthly data, as suggested by Maravall and del Rio (2001),
in order to maintain temporal homogeneity in filtering data.
The HP filter improves upon the first differencing filter, as it attenuates
less of the cyclical component and it does not amplify the high frequency
noise. However, this filter still passes much of the high frequency noise outside
the business cycle frequency band and is not efficient for the first and the last
observations of the sample period. Furthermore, Stock and Watson (1999)
and Iacobucci and Noullez (2004) notice that the HP filter is in fact a highpass
filter with a particular frequency response function.
4.5 Comparing the Different Filters
After offering a description and a critical analysis of the filters, we proceed
in comparing them graphically.
First, we present the first four moments of US output time series, both
for levels and growth rates, in Table 2a and 2b. We can notice that the mean
levels are near zero, except for the First Differences. Moreover, the variance
levels of HP, BK and CF filters are very large, relatively to the Diff filter.
Furthermore, the skewness levels are generally small, so we can suppose that
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the distributions are symmetric. Finally, the relatively large levels of kurtosis,
except GDP filtered with BK approach, suggest that output distributions
present fat tails.
Now, we plot the filtered series, in order to better compare the filtering
techniques. Figure 1 in the Appendix shows that BK, CF and HP filtered
time series are very similar, as discussed above. So, in order to better compare
these filtered time series, we plot that HP, CF and BK filtered GDP time
series in figure 2,3 and 4, and we can confirm that Diff filtered time series
seems very different from the others filtere time series. We notice that the
fluctuations of the Diff Filtered time series are more irregular and less marked,
so we can imagine that the Diff filter over-emphasises high frequencies and
down-weights low frequencies, as pointed out in previous sections.
We repeat the same analysis for IP1921 and IP1947. Also in this case BK,
CF and HP filtered time series (figure 5 in the Appendix) are very similar;
comparing the filter time series in figure 6,7 and 8, we can confirm that
HP, CF and BK filtered GDP time series have a similar behaviour but Diff
filtered time series is very different. We notice again that the fluctuations of
the Diff Filtered time series are more irregular and less marked, so we can
state that the Diff filter over-emphasises high frequencies and down-weights
low frequencies, as discussed above.
As regards IP1947, we can present the same considerations. Figure 9
shows that the BK, CF and HP filtered time series are very similar. Com-
paring the filter time series in figure 10, 11 and 12, we can confirm that Diff
filtered time series seems very different from the other three filtered time se-
ries, HP, CF and BK filtered IP1947 time series, which are very similar. Also
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in this case, we notice that the fluctuations of the Diff Filtered time series
are more irregular and less marked, with the implications discussed above.
After analysing the levels time series, we now study the behaviour of the
growth rates (see the Appendix). Figures 13, 14 and 15 display HP, CF and
BK filtered GDP time series: we can note that BK and CF filtered time series
are quite similar (as showed in figure 14), but HP filters is more irregolar and
marked with respect to the other filters, so it still passes much of the high
frequency noise outside the business cycle frequency band. We repeat the
same analysis for IP1921 and IP1947: in figures 16, 17 and 18 and 19, 20 and
21, we can state that CF and BK filtered time series are quite similar (as
showed in figures 17 and 20), but HP filter is more irregolar and marked with
respect to the other filters, so it still pass the high frequency components of
the series outside the business cycle frequency band. As noted in previous
sections, we can confirm the drawbacks of the HP filter, yet underlined in
the previous paragraphs.
For a more detailed discussion and comparison about the goodness of
the filters, we should observe the spectral representations of the filtered time
series, or compare the filtered time series with the cycles of NBER in order
to investigate if peacks and throughs match.
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5 Parameter Estimation of EP Density
In this section, we analyse the shape of the filtered time series, following
the parametric approach of the Exponential-Power family of densities, the
Subbotin density, and we comment the results.
We chose to use the Subbotin density because it is a flexible statistical
model, able to cope with leptokurtosis and at the same time allowing for a
continuous variation from non-normality to normality (Bottazzi and Secchi,
2003b).
We fit the filtered time series with the exponential power family of den-
sities, also known as Subbotin distribution1, characterized by a scale param-
eter a > 0, a shape parameter b > 0 and a location parameter m, and whose
probability density function reads:
f(x; b, a,m) =
1
2ab
1
bΓ
(
1 + 1
b
)e− 1b |x−ma |b , (8)
where Γ (·) is the Gamma function. We notice that the location parameter
concerns the mean of the distributions and the scale parameter is propor-
tional to the standard deviation. The shape parameter b is the most inter-
esting for our analysis because it determines the shape of the density, and in
particular the heaviness of the tails: as b gets smaller, the tails get heavier
and the peak of the density becomes more pronounced. Furthermore, noting
that the Subbotin density encompasses some familiar densities (Subbotin be-
comes a Laplace if b = 1, and a Gaussian if b = 2), it allows one to precisely
determine how far the empirical distribution is from these benchmarks. (see
Figure 22 in Appendix for an illustration).
1More methodological details can be found in Bottazzi and Secchi (2003a,b).
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In our work, we joinly estimate the three parameters of the Subbotin
density via maximum likelihood, employing the package SUBBOTOOLS2.
Bottazzi and Secchi (2006b) show that ML estimators are always asymp-
totically efficient. So, having a huge amount of data, it is possible to use
Cramer-Rao Confidence Intervals. Even if Cramer-Rao Confidence Inter-
vals are asymptotically valid, all the results should be checked by standard
goodness of fit tests and likelihood ratio tests, as performed by Fagiolo et
al. (2008). For other theoretical and computational issues concerning this
procedure, we refer to Bottazzi and Secchi (2006b).
This section first presents a detailed analysis of US GDP and IP levels
and growth rates. We analyse both growth rates and filtered growth rates in
order to understand if the results are similar for both the time series.
Second, we continue with the analysis of the distributions of various fre-
quencies bands of US GDP and IP growth rates.
Finally, we study the shape of the distributions of the other US time
series.
5.1 US Output Distributions
We recover the first four moments of US output time series (mean, variance,
skewness and kurtosis), both for levels and growth rates, noting that skewness
levels are generally small: so, we can suppose that the distributions are
symmetric. Furthermore, Fagiolo et al. (2008), in they robustness analysis,
show empirically that the distributions are symmetric and shape invariant
2Available online at http://cafim.sssup.it/giulio/software/subbotools/. See
Bottazzi (2004) for details.
30
after controlling for outliers, autocorrelation and heteroscedasticity. Thus,
we can use the Subbotin density to fit the data. Moreover, the relatively
large levels of kurtosis, except GDP filtered with BK approach, suggest that
output growth rate distributions show heavy tails.
In order to better explore this leptokurtosis, we fit US output distribu-
tions with the Exponential Power density. Maximum likelihood estimates,
standard errors and Cramer-Rao confidence intervals of estimated b for levels
and growth rates time series are reported in table 3a and 3b.
We utilise the estimates of the first differenced time series as the bench-
mark, for a comparison with the results of Fagiolo et al. (2008).
Estimates show that, as expected, all three levels time series are non
normal. Filtered output series display tails even fatter than normal ones,
except GDP filtered with BK approach: moreover, for all filtered IP1921 time
series b is smaller than 1, whereas the estimated coefficient of IP1947 Diff
and IP1947 BK goes back to a value close to 1. These results are statistically
confermed by Cramer-Rao confidence intervals (CI), which show that all CIs
stay above b = 2, except GDP BK; in particular b = 1 lies in GDP Diff,
IP1947 Diff and IP1947 CF CIs. Conversely, the CI for IP1921 remains
entirely on the left of b = 1; b = 2 belongs only to GDP BK.
As regards the estimates of all filtered growth rate time series, we can
note that the distributions are generally non normal. Filtered growth rate
output series display tails fatter than normal ones: the estimated coefficients
of IP1921 are very smaller than 1, while the estimate coefficients of IP1947
are very close to 1. These results are statistically confermed by Cramer-Rao
confidence intervals (CI), which show that in generale all CIs stay below
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b = 2; in particular, b = 1 lies in Diff filtered GDP and Diff and CF filtered
IP1947time series, whereas the CIs for IP1921 remains entirely on the left of
b = 1.
Both the results concerning growth rates distributions confirm the find-
ings of non normality presented by Fagiolo et al. (2008a and b). We can note
than the estimates of the shape parameters of BK, CF and HP time series
are greater than the results from the Diff filter: it is possible that in this
case the filters wash away the more irregular components of the time series,
responsible for the emergence of the fat tails.
We could explain the shape of IP1921 time series observing that the levels
and the growth rates can be affected by the turmoils of Great Depression or
the second World War. However, as stated by Fagiolo et al. (2008b), this is
not the case: additional estimation exercises for the 1921-1946 period indicate
that the b parameter is not significantly different from one.
Finally, we explore graphically the distributions, plotting the empirical
density of US GDP levels and growth rate vs the Subbotin fit. In Figure
23-43 we notice that the exponential power density seems to nicely describe
the distributions. Also in this case the results should be checked by standard
goodness of fit tests and likelihood ratio tests.
5.2 The Analysis of Frequencies Bands
In this last part we employ the BK filter to isolate different frequency bands
directly in growth rate time series, in order to investigate which frequency
intervals are more conducive to fat tails and which are not.
For the investigation of the frequency intervals we utilise bandwidths of
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6 months, 12 months and 6.5 years: we start from the first frequency band
and proceed shifting this interval along the time.
Maximum likelihood estimates, together with standard errors (in paren-
theses) and Cramer-Rao confidence intervals of estimated b are reported in
Tables 4, 5 and 6 for GDP, tables 7, 8 and 9 for IP1921 and in tables 10, 11
and 12 for IP1947.
As we can see from the tables, GDP growth rates intervals display tails
fatter than normal ones until the tenth period for bandwidth of 6 months
and until the ninth period for bandwidth of 6.5 years and of 12 months;
whereas the other intervals display normal tails. This suggests that the
frequency intervals that correspond to the (relatively) more irregular part of
the spectrum are responsible for the fat tails. Conversely, IP21 and IP1947
frequency bands are generally non normal: whatever band and bandwith we
consider b is close to one.
Now, in order to better examine the behaviour of the shape parameters
of the different frequency bands, we plot estimated parameters b and their
confidence intervals in Fig. 44-52.
We note different behaviour of the shape parameters for frequency inter-
vals with bandwidths of 6 months and 12 months, that are similar, in respect
to frequency intervals of 6.5 years.
In figures 44 and 45 we can observe that the bar diagrams with band-
widths of 6 months and 12 months show that GDP time series parameters
are U-shaped: the figures presents a shape parameter statistically less than
2 from the first month to the thirtieth period (corresponding to the third
year), which grows and reaches the value 2, with a peak somewhere around
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the twentieth period (the fifth year); then the parameter decreases, however
remaining statistically less than 2, but very close to 2. We can state that
not only the high frequency band conduce to fat tails, but also the frequency
bands belonging to the business cycle (the central part of the diagram). The
bar diagram with bandwidths of 6.5 years (figure 46) shows that GDP time
series parameters present a growing shape parameter, from a value less than
2 to a value not statistically different from 2. This fact can be due to the
fact that the first bands include the more irregular parts of the spectrum,
that affect the distributions of the time series.
Similar considerations about the trend of the shape parameters can be
made for IP time series, noting that IP frequency bands are generally non
normal. Also in these two cases we note different behaviour of the shape pa-
rameters for frequency intervals with bandwidths of 6 months and 12 months,
that are similar, in respect to frequency intervals that correspond with band-
width of 6.5 years.
In figures 47 and 48 we can observe that also the bar diagrams with band-
widths of 6 months and 12 months show that IP1921 time series parameters
are U-shaped: the figures presents a shape parameter statistically less than
1 for the majority of the frequency bandwiths, which grows and reaches a
peak at the ninth, the tenth and the eleventh bandwiths (corresponding to
the second year), where the shape parameter is equal or greater than 1, and
then decreases. The bar diagram with bandwidths of 6.5 years (figure 49)
shows that IP1921 time series parameters present a shape parameter which
tends to grow, but that is never statistically greater than 1.
As regarding the IP1947 time series, in figures 50 and 51 we can notice
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that the bar diagrams with bandwidths of 6 months and 12 months show a
shape similar to the other bar diagrams: the figures presents a shape param-
eter statistically equal to 1 for the first ten bandwiths (corresponding to the
first three years), and then grows to reach two maxima around the fifteenth
period, and then decreases, remaining greater than 1. The bar diagram with
bandwidths of 6.5 years (figure 52) shows that GDP time series parameters
present a growing shape parameter, which starts from a value less than 1 and
ends at a value greater than 1 but less than 2.
From these comments of the diagrams we can confirm the results of Fa-
giolo et al. (2008a and b), which show that the heavyness of the tails of
output distributions can be considered robust to a series of decompositions,
which are performed in order to analyse the distribution of isolate different
frequency bands.
We discussed in next sections some empirical and theoretical implications
resulting from the evidence here described.
5.3 US Time Series Distributions
The third part of the thesis focuses on other US time series, provided by the
FRED database and listed in Table 1. Most of the series are transformed
before the analysis. Government expenditures and investment (GOV), con-
sumption expenditures (CONS), imports (IMP) and exports (EXP), labor
productivity (LP), nominal and real wages (WAGES and rWAGES), con-
sumer and producer price indexes (CPI, CPIred and PPI), employment (EMPL)
and monetary aggregates (M1 and M3) are the differences of logarithms of
variables listed in Table 1. Change in inventories (ChINV%), gross and net
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investment growth rate (INVnet%), consumer and producer price indexes
(CPI%, CPIred% and PPI%), unemployment (UNEMP%) and monetary
aggregates (M1% and M3%) are the percentage variation of variables listed
in Table 1. Change in inventories (ChINV) and net investment (INVnet)
are the differences of variables listed in Table 1 (they have also negative val-
ues), in order to compare their behaviours with the percentage variations.
Interest Rates (FedFunds and LongRate) and unemployment rate (UNEMP)
are used without further tranformation. We take both unemployment series
(unemployment rate and its percentage variation) in order to compare their
behaviours.
We begin by some descriptive statistics on US time series. Table 13
reports the first four moments of US time series. We can notice that skewness
levels are quite small, except from government expenditures and investment.
This justifies using a symmetric theoretical density like the Subborin to fit
the data. The relatively large values for kurtosis suggest however that the
great majority of time series distributions display fat tails.
We fit US time series distributions with the Subbotin density. Maxi-
mum likelihood estimates, together with standard errors (in parentheses)
and Cramer-Rao confidence intervals of estimated b are reported in Table
14.
Estimates indicate that, as expected, all time series are markedly non
normal. Filtered output series display tails even fatter than normal ones: in
particular, the estimated coefficients for consumption, investments, consumer
and idustrial price indexes, nominal and real wages, employment and unem-
ployment indicators, monetary aggregates and interest rates (CONS, INV,
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ChINV, INVnet%, CPI, PPI, LP, EMPL, UNEMPL, WAGES, rWAGES, M1,
M1%, M3%, M3, FedFunds, LongRate and LongRate%) are smaller than 2.
Estimated coefficients for goverment expenditures, exports and imports, con-
sumer and industrial price indexes and the growth rate of UNEMPL (GOV,
EXP, IMP, CPI%, PPI%, CPIred, CPIred%, UNEMP% and FedFunds%)
are smaller than 1. Only the coefficient of M3% is greater than 2.
These results are statistically substantiated by Cramer-Rao confidence
intervals (CI), which show that b = 1 lies in the components of the GDP, con-
sumer and idustrial price indexes, nominal and real wages, employment and
unemployment indicators, monetary aggregates and interest rates (CONS,
INV, EXP, IMP, ChINV, INVnet%, CPIred, CPI, PPI, PPI%, EMPL, EM-
PLQ, WAGES, rWAGES, FedFunds, LongRate%) CIs. Conversely, the CI
for GOV, ChINV%, CPIred%, CPI%, UNEMP%, FedFunds% spans entirely
on the left of b = 1. Finally, Cramer-Rao confidence intervals (CI) show that
b = 2 lies in INVnet, M1% and M3.
Therefore, this exercice shows us that the majority of economic US time
series presents fat tails, requiring some theoretical explanations, which we
present and discuss in next section.
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6 Implications
The evidence we have presented and discussed in the paper shows that fat
tails can be considered a robust stylized fact, characterising the majority of
the time series of US economy, which has several empirical and theoretical
implications.
As regards the empirical perspective, the presence of heavy-tailed dis-
tributions for level and growth rate time series confirms from a time-series
point of view the results which emerge in cross-section growth-rate distri-
butions for countries, but also for plants, firms and industries, as noted by
Stanley et al. (1996), Lee et al. (1998), Amaral et al. (1997), Bottazzi and
Secchi (2003a,b), Castaldi and Dosi (2004) and Fu et al. (2005). Fagiolo et
al. (2008) suggest that the increasingly presence of non-Gaussian economics
and econometrics should be considered by the users of such techniques and
the economics modelers. Furthermore, Lee et al. (1998) suggest that the
existence of such universal mechanism could provide a solid base for the
application of physics methods to questions in economics.
From a theoretical point of view, we have to consider how these evidence
can be useful for the realisation of economic models. So, heavy tailed levels
and growth rate distributions might be taken in consideration in those models
as assumptions to make and as results to control. In particular, the knowledge
of the shape of the country level and time series output level and growth rate
distributions may shed light on the generating process of this stylized fact.
Canning et al. (1998) and Brock (1999) suggest that these results are useful
to place restrictions on the microeconomic structure of interaction between
agents.
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As regards firms, industries and countries, Lee et al. (1998) and Castaldi
et al. (2004), point out that fat tails characterize the shape of their growth-
rate distributions, both cross sectionally and time series, at very different
aggregation levels.
As noted by Castaldi and Dosi (2004), this scale invariant regularities
need a convincing economic explanation, which takes into account the knowl-
edge about micro-processes of growth of firms or countries.
For instance, we can suppose to interpret the country output growth rate
as the result of the aggregation of microeconomic firm level growth shocks
across all firms and industries in the same time period (Castaldi and Dosi,
2004). Similarly, we can think the growth process of a firm as the result of
the cumulation in time of growth shocks of the sub-markets in which the firm
operates (Bottazzi, 2001).
If we suppose that these shocks are independent, we would find that the
growth residuals are normally distributed. Instead, we find that the growth
rates are not normally distributed, but presents fat tails. So we can imagine
that the growth shocks are not independent, but are actually correlated with
each other.
Bottazzi and Secchi (2006a) explain the exponential tails of the distribu-
tions of firm growth rates with a simple probabilistic model which couples
a mechanism capturing forms of increasing returns of business opportunities
(relied on the process of innovation), together with the competitive behaviour
of firms.
Lee et al. (1998) and Amaral et al. (2001), think about a model of
complex organizations, in which countries and firms are made up of different
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units of identical size.
These type of models implicitly conjecture that at firm level “. . . lumpy
technological events, idiosyncratic increasing returns, and inter-dependences
induced by the competitive process could explain the fat tails, and at country
level, it might be due to some forms of increasing returns together with the
inter-sectoral propagation of technological and demand impulses” (Castaldi
and Dosi, 2004).
These results shed light on the role of inter-firm correlations, market
concentration, and positive intersectoral feedbacks.
We can extend the considerations discussed here also for the majority
of the other US time series. We can suppose to interpret these time series
as the aggregation of the results of choices of economic agents, concerning
for example the decisions about the amount of liquidity to hold (for mon-
etary aggregates), or the probability to enter or not in the job market (for
unemployment rates), or the quantity of investments to plan (for the invest-
ment component of the GDP), etc. If we suppose that these behaviours are
independent (and identically distributed), we would find that the growth
rates are normally distributed. Since we find that the distributions of ensu-
ing distributions present fat tails, we can imagine that the decisions are not
independent, but are actually correlated with each other.
As regards the distributions of isolate different frequency bands of US
output growth rates, we notice that the time parameters of larger frequency
bandwidths (6.5 years) present a growing shape parameter. With regards
to the particular behaviour of the distributions of the shape parameters of
the shorter frequency bandwidths (6 or 12 months), we have to underline
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two facts: first, the results show that the findings of Fagiolo et al. (2008a
and b) are robust, because the majority of frequency bands are non normally
distributed; second, some frequency band distributions are fatter-tailed than
others, because their shape parameter are near and below 2.
It would be interesting to understand if there are particular facts which
can explain the puzzling behaviour of the shape parameters of the different
bandwidths: in order to interpret these findings, an idea would be to analyse
the behaviour of the GDP and IP time series resulting from the agent-based
computational economics models presented by Dosi et al. (2006 and 2008)
and in Fagiolo et al. (2008).
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7 Conclusions
In this paper, we have investigated the statistical properties of the majority of
US levels and growth rate distributions by employing monthly and quarterly
time-series data. The results presented in this work show that these time
series presents tails much fatter than those of a normal distribution, and
that this result is robust to a series of alternative filtering methods.
This work has also discusses these statistical results, presenting the simi-
larities in the recent literature on firm and country growth rates, and trying
to find a theoretical explanation of this robust behaviour.
Our work can be extended in many ways. First, one might complete the
exercices performed by Fagiolo et al. (2008) and continued in this paper: one
can check if also fat tails of filtered US time series robustly emerge in output
levels and growth rates independently of the family of densities employed in
the estimation, the length of time lags used to compute growth rates, the
presence of outliers, autocorrelation and heteroscedasticity and the different
countries that are considered. Furthermore, one could employ the BK filter
to isolate the different frequency bands in growth rate time series of the other
US time series.
Second, we should extend the analysis for other countries, such as OECD
countries, as performed in Fagiolo et al. (2008a and b), and for developing
countries, as performed by Dosi and Castaldi (2004).
Third, we should check all the results by standard goodness-of-fit tests
and likelihood ratio tests, because Cramer-Rao Confidence Intervals are cor-
rect only asymptotically.
Fourth, one might find a mechanism which reproduces the stylized facts
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shown here, as proposed by Lee et al. (1998), Amaral et al. (2001) and
Bottazzi and Secchi (2006), in particular as regards the U-shaped behaviour
of the parameters of frequency intervals of the time series.
Finally, one should observe the spectral representations of the filtered
time series, or compare the filtered time series with the cycles of NBER,
in order to perform a more detailed comparison about the goodness of the
filters.
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8 Appendix
Code Definition Period
ChINV Quarterly real Change in Private Inventories 1947Q1 - 2008Q1
CONS Quarterly real Personal Consumption Expenditures 1947Q1 - 2008Q1
CPITot Quarterly Consumer Price Index (All Items) 1947Q1 - 2008Q1
CPIRed Quarterly Consumer Price Index (All Items Less Food & Energy) 1947Q1 - 2008Q1
EMPL Quarterly Civilian Employment 1948Q1 - 2008Q1
EXP Quarterly real Exports of Goods & Services 1947Q1 - 2008Q1
FedFunds Quarterly Effective Federal Funds Rate 1954Q4 - 2008Q1
LongRate Quarterly 10-Year Treasury Constant Maturity Rate 1953Q1 - 2008Q1
GDP Quarterly real Gross Domesti Product 1947Q1 - 2007Q3
GOV Quarterly real Government Consumption Expenditures & Gross Investment 1947Q1 - 2008Q1
IMP Quarterly real Imports of Goods & Services 1947Q1 - 2008Q1
INV Quarterly real Gross Private Domestic Investment 1947Q1 - 2008Q1
IP1921 Monthly Industrial Production 1921M1 - 2008M3
IP1947 Monthly Industrial Production 1947M1 - 2008M3
M1 Quarterly M1 Money Stock 1959Q1 - 2008Q1
M3 Quarterly M3 Money Stock 1959Q1 - 2006Q2
PPI Quarterly Producer Price Index (Finished Goods) 1947Q1 - 2008Q1
UNEMPL Quarterly Civilian Unemployment Rate 1948Q1 - 2008Q1
WAGES Quarterly Nominal Compensation of Employees (Wages & Salary Accruals) 1947Q1 - 2008Q1
INVnet Quarterly real (Gross Private Domestic Investment - Change in Private Inventories) 1947Q1 - 2008Q1
LP Quarterly Labor Productivity 1948Q1 - 2007Q3
rWAGES Quarterly Real Nominal Compensation of Employees (Wages & Salary Accruals) 1947Q1 - 2008Q1
Table 1: List of US time series.
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Series Filter Mean Std. Dev. Skewness Kurtosis
GDP Diff 0.0083 0.0098 -0.0500 4.3614
GDP HP 0.0000 0.0165 -0.6071 3.8007
GDP CF -0.0001 0.0158 -0.2505 3.4900
GDP BK 0.0007 0.0156 -0.3896 3.0602
IP1921 Diff 0.0031 0.0191 0.3594 14.6537
IP1921 HP 0.0000 0.0707 -0.4691 6.4696
IP1921 CF 0.0005 0.0716 -0.1029 6.0671
IP1921 BK 0.0001 0.0655 -0.5437 7.2340
IP1947 Diff 0.0027 0.0097 0.3347 8.3167
IP1947 HP 0.0000 0.0347 -0.7160 3.7460
IP1947 CF 0.0000 0.0330 -0.4709 3.9608
IP1947 BK 0.0013 0.0323 -0.4092 3.1809
Table 2a: Summary Statistics of US output Time Series (Levels).
Series Filter Mean Std. Dev. Skewness Kurtosis
GDP HP 0.0000 0.0093 -0.0905 4.3561
GDP CF 0.0000 0.0069 -0.1443 3.6234
GDP BK 0.0002 0.0068 -0.1538 3.8555
IP1921 HP -0.0000 0.0185 0.3676 16.4812
IP1921 CF 0.0001 0.0100 -0.7945 7.1887
IP1921 BK -0.0000 0.0095 -0.8018 7.6399
IP1947 HP 0.0000 0.0095 0.2761 8.4615
IP1947 CF -0.0001 0.0053 -0.1666 4.8662
IP1947 BK 0.0001 0.0052 -0.1822 5.0334
Table 2b: Summary Statistics of US output Time Series (Growth rates).
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Series Filter bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
GDP Diff 1.1757 0.1454 0.8849 , 1.4665 0.0076 0.0005 0.0079 0.0005
GDP HP 1.3956 0.1798 1.0360 , 1.7552 0.0141 0.0010 0.0008 0.0011
GDP CF 1.5189 0.2001 1.1186 , 1.9191 0.0140 0.0010 0.0002 0.0012
GDP BK 1.8180 0.2656 1.2868 , 2.3492 0.0149 0.0011 0.0006 0.0017
IP1921 Diff 0.7026 0.0376 0.6274 , 0.7778 0.0095 0.0004 0.0032 0.0002
IP1921 HP 0.7839 0.0428 0.6983 , 0.8695 0.0413 0.0017 0.0023 0.0011
IP1921 CF 0.7210 0.0388 0.6434 , 0.7986 0.0402 0.0017 0.0025 0.0011
IP1921 BK 0.7765 0.0438 0.6889 , 0.8641 0.0371 0.0016 0.0019 0.0010
IP1947 Diff 0.9965 0.0682 0.8601 , 1.1329 0.0066 0.0003 0.0029 0.0002
IP1947 HP 1.4891 0.1125 1.2641 , 1.7141 0.0306 0.0012 0.0015 0.0015
IP1947 CF 1.0830 0.0755 0.9320 , 1.2340 0.0247 0.0011 0.0024 0.0009
IP1947 BK 1.6788 0.1380 1.4028 , 1.9548 0.0301 0.0013 0.0016 0.0018
Table 3a: Analysis of GDP and IP Time Series. Estimated Subbotin Parameters
(Levels).
Series Filter bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
GDP HP 1.1180 0.1366 0.8448 , 1.3912 0.0070 0.0005 -0.0003 0.0004
GDP CF 1.3086 0.1661 0.9764 , 1.6408 0.0057 0.0004 0.0002 0.0004
GDP BK 1.2047 0.1578 0.8891 , 1.5203 0.0053 0.00044 0.0006 0.0004
IP1921 HP 0.5947 0.0310 0.5327 , 0.6567 0.0083 0.0003 -0.0001 0.0002
IP1921 CF 0.6937 0.0371 0.6195 , 0.7679 0.0053 0.0002 0.0008 0.0001
IP1921 BK 0.6999 0.0388 0.6223 , 0.7775 0.0050 0.0002 0.0006 0.0001
IP1947 HP 0.9597 0.0652 0.8293 , 1.0901 0.0063 0.0003 0.00034 0.0002
IP1947 CF 0.9801 0.0669 0.8463 , 1.1139 0.0036 0.0001 -0.0001 0.0001
IP1947 BK 0.9882 0.0711 0.8460 , 1.1304 0.0036 0.0001 0.0001 0.0001
Table 3b: Analysis of GDP and IP Time Series. Estimated Subbotin Parameters
(Growth Rates).
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Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
GDPfb1-27 1.1457 0.1483 0.8491 , 1.4423 0.0069 0.0005 -0.0003 0.0005
GDPfb2-28 1.1438 0.1480 0.8478 , 1.4398 0.0070 0.0005 -0.0003 0.0005
GDPfb3-29 1.1680 0.1519 0.8642 , 1.4718 0.0063 0.0005 -0.0001 0.0004
GDPfb4-30 1.1930 0.1559 0.8812 , 1.5048 0.0060 0.0004 0.0003 0.0004
GDPfb5-31 1.0949 0.1403 0.8143 , 1.3755 0.0052 0.0004 0.0001 0.0003
GDPfb6-32 1.2047 0.1578 0.9314 , 1.5625 0.0053 0.0004 0.0006 0.0004
GDPfb7-33 1.2365 0.1630 0.9105 , 1.5625 0.0053 0.0004 0.0004 0.0004
GDPfb8-34 1.2711 0.1687 0.9337 , 1.6085 0.0049 0.0003 0.0003 0.0003
GDPfb9-35 1.5178 0.2111 1.0956 , 1.9400 0.0048 0.0003 0.0002 0.0004
GDPfb10-36 1.8952 0.2809 1.3334 , 2.4570 0.0049 0.0003 0.0001 0.0006
GDPfb11-37 2.1764 0.3368 1.5028 , 2.8500 0.0049 0.0003 0.0001 0.0007
GDPfb12-38 2.2304 0.3478 1.5348 , 2.9260 0.0047 0.0003 0.0001 0.0007
Table 4: Analysis of GDP Time Series. Estimated Subbotin Parameters of shift-
ing frequency bands (6.5 years).
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Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
GDPfb1-3 1.5292 0.2131 1.1030 , 1.9554 0.0038 0.0002 -0.0001 0.0003
GDPfb2-4 1.3785 0.1868 1.0049 , 1.7521 0.0044 0.0003 -0.0001 0.0003
GDPfb3-5 1.3067 0.1747 0.9573 , 1.6561 0.0031 0.0002 0.0001 0.0002
GDPfb4-6 1.4026 0.1910 1.0206 , 1.7846 0.0029 0.0002 -0.0001 0.0002
GDPfb5-7 1.0538 0.1338 0.7862 , 1.3214 0.0021 0.0001 -0.0001 0.0001
GDPfb6-8 1.2699 0.1686 0.9327 , 1.6071 0.0019 0.0001 0.0001 0.0001
GDPfb7-9 1.1209 0.1444 0.8321 , 1.4097 0.0020 0.0002 0.0000 0.0001
GDPfb8-10 1.3567 0.1831 0.9905 , 1.7229 0.0021 0.0002 0.0000 0.0002
GDPfb9-11 1.2593 0.1668 0.9257 , 1.5929 0.0017 0.0001 0.0000 0.0001
GDPfb10-12 1.2566 0.1664 0.9238 , 1.5894 0.0013 0.0001 -0.0001 0.0001
GDPfb11-13 1.6914 0.2425 1.2064 , 2.1764 0.0012 0.0001 0.0000 0.0001
GDPfb12-14 1.9036 0.2825 1.3386 , 2.4686 0.0010 0.0001 0.0000 0.0001
GDPfb13-15 1.8541 0.2730 1.3081 , 2.4001 0.0009 0.0001 0.0000 0.0001
GDPfb14-16 1.9410 0.2898 1.3614 , 2.5206 0.0008 0.0001 0.0000 0.0001
GDPfb15-17 2.1397 0.3293 1.4811 , 2.7983 0.0007 0.0001 0.0000 0.0001
GDPfb16-18 2.1661 0.3347 1.4967 , 2.8355 0.0007 0.0000 0.0000 0.0001
GDPfb17-19 2.0668 0.3146 1.4376 , 2.6960 0.0006 0.0000 0.0000 0.0001
GDPfb18-20 1.9376 0.2891 1.3594 , 2.5158 0.0006 0.0000 0.0000 0.0001
GDPfb19-21 1.8466 0.2716 1.3034 , 2.3898 0.0005 0.0000 0.0000 0.0001
GDPfb20-22 1.7804 0.2590 1.2624 , 2.2984 0.0005 0.0000 0.0000 0.0001
GDPfb21-23 1.7561 0.2545 1.2471 , 2.2651 0.0004 0.0000 0.0000 0.0000
GDPfb22-24 1.7352 0.2506 1.2340 , 2.2364 0.0004 0.0000 0.0000 0.0000
GDPfb23-25 1.7195 0.2477 1.2241 , 2.2149 0.0003 0.0000 0.0000 0.0000
GDPfb24-26 1.7166 0.2471 1.2224 , 2.2108 0.0003 0.0000 0.0000 0.0000
GDPfb25-27 1.7127 0.2464 1.2199 , 2.2055 0.0003 0.0000 0.0000 0.0000
GDPfb26-28 1.7153 0.2469 1.2215 , 2.2091 0.0002 0.0000 0.0000 0.0000
GDPfb27-29 1.7164 0.2471 1.2222 , 2.2106 0.0002 0.0000 0.0000 0.0000
GDPfb28-30 1.7217 0.2481 1.2255 , 2.2179 0.0002 0.0000 0.0000 0.0000
GDPfb29-31 1.7235 0.2484 1.2267 , 2.2203 0.0002 0.0000 0.0000 0.0000
GDPfb30-32 1.7288 0.2494 1.2300 , 2.2276 0.0002 0.0000 0.0000 0.0000
Table 5: Analysis of GDP Time Series. Estimated Subbotin Parameters of shifting frequency
bands (6 months).
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Frequency Band fb bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
GDPfb1-5 1.4734 0.2032 1.0670 , 1.8798 0.0049 0.0003 -0.0001 0.0004
GDPfb2-6 1.3721 0.1857 1.0007 , 1.7435 0.0052 0.0004 -0.0001 0.0004
GDPfb3-7 1.0867 0.1390 0.8087 , 1.3647 0.0037 0.0003 -0.0001 0.0002
GDPfb4-8 1.2870 0.1714 0.9442 , 1.6298 0.0035 0.0002 0.0001 0.0002
GDPfb5-9 1.1703 0.1523 0.8657 , 1.4749 0.0030 0.0002 -0.0001 0.0002
GDPfb6-10 1.1462 0.1484 0.8494 , 1.4430 0.0031 0.0003 -0.0001 0.0003
GDPfb7-11 1.2754 0.1695 0.9364 , 1.6144 0.0035 0.0003 0.0001 0.0003
GDPfb8-12 1.3350 0.1794 0.9762 , 1.6938 0.0032 0.0003 0.0000 0.0003
GDPfb9-13 1.1957 0.1564 0.8829 , 1.5085 0.0025 0.0002 -0.0001 0.0002
GDPfb10-14 1.5729 0.2209 1.1311 , 2.0147 0.0023 0.0002 0.0000 0.0002
GDPfb11-15 1.8989 0.2816 1.3357 , 2.4621 0.0021 0.0002 0.0000 0.0003
GDPfb12-16 1.8545 0.2731 1.3083 , 2.4007 0.0017 0.0001 0.0000 0.0002
GDPfb13-17 1.8848 0.2789 1.3270 , 2.4426 0.0015 0.0001 0.0001 0.0002
GDPfb14-18 2.1249 0.3263 1.4723 , 2.7775 0.0015 0.0001 0.0000 0.0002
GDPfb15-19 2.1803 0.3376 1.5051 , 2.8555 0.0014 0.0001 0.0000 0.0002
GDPfb16-20 2.1000 0.3213 1.4574 , 2.7426 0.0013 0.0001 0.0000 0.0002
GDPfb17-21 1.9700 0.2955 1.3790 , 2.5610 0.0011 0.0001 0.0000 0.0002
GDPfb18-22 1.8646 0.2750 1.3146 , 2.4146 0.0010 0.0001 0.0000 0.0001
GDPfb19-23 1.8000 0.2627 1.2746 , 2.3254 0.0009 0.0001 0.0000 0.0001
GDPfb20-24 1.7584 0.2549 1.2486 , 2.2682 0.0008 0.0001 0.0000 0.0001
GDPfb21-25 1.7383 0.2512 1.2359 , 2.2407 0.0007 0.0001 0.0000 0.0001
GDPfb22-26 1.7212 0.2480 1.2252 , 2.2172 0.0007 0.0001 0.0000 0.0001
GDPfb23-27 1.7180 0.2474 1.2232 , 2.2128 0.0006 0.0000 0.0000 0.0001
GDPfb24-28 1.7118 0.2462 1.2194 , 2.2042 0.0005 0.0000 0.0000 0.0001
GDPfb25-29 1.7158 0.2470 1.2218 , 2.2098 0.0005 0.0000 0.0000 0.0001
GDPfb26-30 1.7163 0.2471 1.2221 , 2.2105 0.0004 0.0000 0.0000 0.0000
GDPfb27-31 1.7198 0.2477 1.2244 , 2.2152 0.0004 0.0000 0.0000 0.0000
GDPfb28-32 1.7228 0.2483 1.2262 , 2.2194 0.0004 0.0000 0.0000 0.0000
GDPfb29-33 1.7281 0.2493 1.2295 , 2.2267 0.0003 0.0000 0.0000 0.0000
Table 6: Analysis of GDP Time Series. Estimated Subbotin Parameters of shift-
ing frequency bands (12 months). 56
Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
IP1921fb3-81 0.6315 0.0345 0.5626 , 0.7004 0.0076 0.0004 0.0001 0.0002
IP1921fb6-84 0.6046 0.0328 0.5391 , 0.6701 0.0065 0.0003 0.0003 0.0002
IP1921fb9-87 0.6247 0.0340 0.5567 , 0.6927 0.0060 0.0003 0.0000 0.0002
IP1921fb12-90 0.6696 0.0369 0.5958 , 0.7434 0.0054 0.0002 0.0000 0.0001
IP1921fb15-93 0.7050 0.0392 0.6267 , 0.7834 0.0052 0.0002 0.0000 0.0001
IP1921fb18-96 0.7000 0.0389 0.6223 , 0.7777 0.0051 0.0002 0.0006 0.0001
IP1921fb21-99 0.7623 0.0430 0.6764 , 0.8482 0.0051 0.0002 0.0004 0.0001
IP1921fb24-102 0.9010 0.0525 0.7961 , 1.0059 0.0052 0.0002 0.0000 0.0002
IP1921fb27-105 0.9497 0.0559 0.8379 , 1.0615 0.0051 0.0002 0.0000 0.0002
IP1921fb30-108 0.9331 0.0547 0.8237 , 1.0426 0.0047 0.0002 0.0000 0.0001
IP1921fb33-111 0.8294 0.0475 0.7344 , 0.9244 0.0041 0.0002 0.0007 0.0001
IP1921fb36-114 0.8816 0.0511 0.7794 , 0.9838 0.0040 0.0002 0.0006 0.0001
Table 7: Analysis of IP1921 Time Series. Estimated Subbotin Parameters of
shifting frequency bands (6.5 years).
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Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
IP1921fb3-9 0.5507 0.0294 0.4919 , 0.6096 0.0046 0.0002 0.0000 0.0001
IP1921fb6-12 0.4634 0.0242 0.4150 , 0.5118 0.0036 0.0002 0.0000 0.0001
IP1921fb9-15 0.5973 0.0323 0.5327 , 0.6619 0.0035 0.0002 0.0000 0.0001
IP1921fb12-18 0.6925 0.0384 0.6158 , 0.7693 0.0024 0.0001 0.0000 0.0001
IP1921fb15-21 0.8613 0.0497 0.7619 , 0.9607 0.0024 0.0001 0.0000 0.0001
IP1921fb18-24 0.7166 0.0399 0.6367 , 0.7965 0.0023 0.0001 0.0000 0.0001
IP1921fb21-27 0.7965 0.0453 0.7060 , 0.8870 0.0024 0.0001 0.0000 0.0001
IP1921fb24-30 0.8206 0.0469 0.7268 , 0.9143 0.0019 0.0001 0.0000 0.0001
IP1921fb27-33 1.0384 0.0623 0.9138 , 1.1630 0.0018 0.0001 0.0000 0.0001
IP1921fb30-36 1.0859 0.0658 0.9542 , 1.2176 0.0016 0.0001 0.0000 0.0001
IP1921fb33-39 1.0104 0.0603 0.8899 , 1.1309 0.0013 0.0001 0.0000 0.0000
IP1921fb36-42 0.9339 0.0548 0.8244 , 1.0435 0.0011 0.0000 0.0000 0.0000
IP1921fb39-45 0.8617 0.0497 0.7623 , 0.9611 0.0008 0.0000 0.0000 0.0000
IP1921fb42-48 0.9184 0.0537 0.8111 , 1.0258 0.0007 0.0000 0.0000 0.0000
IP1921fb45-51 0.9364 0.0550 0.8265 , 1.0463 0.0007 0.0000 0.0000 0.0000
IP1921fb48-54 0.9403 0.0552 0.8298 , 1.0507 0.0006 0.0000 0.0000 0.0000
IP1921fb51-57 0.9330 0.0547 0.8236 , 1.0425 0.0005 0.0000 0.0000 0.0000
IP1921fb54-60 0.8609 0.0497 0.7616 , 0.9602 0.0005 0.0000 0.0001 0.0000
IP1921fb57-63 0.8766 0.0508 0.7751 , 0.9781 0.0004 0.0000 0.0000 0.0000
IP1921fb60-66 0.7822 0.0443 0.6936 , 0.8708 0.0004 0.0000 0.0000 0.0000
IP1921fb63-69 0.8505 0.0489 0.7526 , 0.9483 0.0003 0.0000 0.0000 0.0000
IP1921fb66-72 0.8450 0.0486 0.7479 , 0.9421 0.0003 0.0000 0.0000 0.0000
IP1921fb69-75 0.7584 0.0427 0.6730 , 0.8438 0.0003 0.0000 0.0000 0.0000
IP1921fb72-78 0.8378 0.0481 0.7417 , 0.9339 0.0003 0.0000 0.0000 0.0000
IP1921fb75-81 0.8364 0.0480 0.7405 , 0.9323 0.0002 0.0000 0.0000 0.0000
IP1921fb78-84 0.8350 0.0479 0.7393 , 0.9308 0.0002 0.0000 0.0000 0.0000
IP1921fb81-87 0.8340 0.0478 0.7384 , 0.9296 0.0002 0.0000 0.0000 0.0000
IP1921fb84-90 0.8329 0.0477 0.7374 , 0.9283 0.0002 0.0000 0.0000 0.0000
IP1921fb87-93 0.8317 0.0477 0.7364 , 0.9270 0.0001 0.0000 0.0000 0.0000
IP1921fb90-96 0.8305 0.0476 0.7354 , 0.9256 0.0001 0.0000 0.0000 0.0000
Table 8: Analysis of IP1921 Time Series. Estimated Subbotin Parameters of shifting frequency
bands (6 months).
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Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
IP1921fb3-15 0.5032 0.0265 0.4501 , 0.5563 0.0052 0.0003 0.0000 0.0000
IP1921fb6-18 0.5717 0.0307 0.5103 , 0.6331 0.0046 0.0002 0.0000 0.0001
IP1921fb9-21 0.6615 0.0364 0.5888 , 0.7343 0.0043 0.0002 0.0001 0.0001
IP1921fb12-24 0.7046 0.0392 0.6263 , 0.7829 0.0034 0.0002 0.0000 0.0001
IP1921fb15-27 0.6797 0.0375 0.6047 , 0.7548 0.0032 0.0001 -0.0001 0.0001
IP1921fb18-30 0.6622 0.0364 0.5894 , 0.7350 0.0035 0.0002 0.0001 0.0001
IP1921fb21-33 0.7779 0.0440 0.6899 , 0.8659 0.0035 0.0002 0.0001 0.0001
IP1921fb24-36 0.9580 0.0565 0.8450 , 1.0710 0.0032 0.0001 0.0000 0.0001
IP1921fb27-39 1.0208 0.0610 0.8987 , 1.1429 0.0030 0.0001 -0.0001 0.0001
IP1921fb30-42 1.0090 0.0602 0.8887 , 1.1293 0.0026 0.0001 0.0000 0.0001
IP1921fb33-45 0.9971 0.0593 0.8785 , 1.1158 0.0022 0.0001 0.0000 0.0001
IP1921fb36-48 0.8876 0.0515 0.7845 , 0.9906 0.0017 0.0001 0.0000 0.0001
IP1921fb39-51 0.7998 0.0455 0.7089 , 0.8908 0.0014 0.0001 0.0001 0.0000
IP1921fb42-54 0.8506 0.0490 0.7527 , 0.9485 0.0013 0.0001 0.0002 0.0000
IP1921fb45-57 0.8886 0.0516 0.7855 , 0.9918 0.0012 0.0000 0.0002 0.0000
IP1921fb48-60 0.9369 0.0550 0.8270 , 1.0469 0.0011 0.0000 0.0000 0.0000
IP1921fb51-63 0.9103 0.0531 0.8041 , 1.0165 0.0010 0.0000 0.0000 0.0000
IP1921fb54-66 0.8234 0.0471 0.7293 , 0.9176 0.0008 0.0000 0.0001 0.0000
IP1921fb57-69 0.8618 0.0497 0.7623 , 0.9612 0.0008 0.0000 0.0000 0.0000
IP1921fb60-72 0.8519 0.0490 0.7539 , 0.9500 0.0007 0.0000 0.0000 0.0000
IP1921fb63-75 0.7563 0.0426 0.6712 , 0.8414 0.0006 0.0000 0.0001 0.0000
IP1921fb66-78 0.7557 0.0425 0.6707 , 0.8408 0.0005 0.0000 0.0001 0.0000
IP1921fb69-81 0.8381 0.0481 0.7419 , 0.9343 0.0005 0.0000 0.0000 0.0000
IP1921fb72-84 0.8367 0.0480 0.7407 , 0.9326 0.0005 0.0000 0.0000 0.0000
IP1921fb75-87 0.8352 0.0479 0.7394 , 0.9310 0.0004 0.0000 0.0000 0.0000
IP1921fb78-90 0.7780 0.0440 0.6899 , 0.8660 0.0004 0.0000 0.0000 0.0000
IP1921fb81-93 0.7834 0.0444 0.6946 , 0.8721 0.0003 0.0000 0.0000 0.0000
IP1921fb84-96 0.7883 0.0447 0.6989 , 0.8777 0.0003 0.0000 0.0000 0.0000
IP1921fb87-99 0.8307 0.0476 0.7355 , 0.9258 0.0003 0.0000 0.0000 0.0000
Table 9: Analysis of IP1921 Time Series. Estimated Subbotin Parameters of
shifting frequency bands (12 months). 59
Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
IP1947fb3-81 0.8203 0.0569 0.7066 , 0.9340 0.0053 0.0003 0.0001 0.0002
IP1947fb6-84 0.8210 0.0569 0.7072 , 0.9348 0.0045 0.0002 0.0001 0.0002
IP1947fb9-87 0.8175 0.0566 0.7043 , 0.9308 0.0040 0.0002 0.0002 0.0001
IP1947fb12-90 0.9128 0.0646 0.7835 , 1.0420 0.0039 0.0002 0.0001 0.0001
IP1947fb15-93 0.9045 0.0639 0.7766 , 1.0323 0.0036 0.0002 0.0001 0.0001
IP1947fb18-96 0.9883 0.0712 0.8460 , 1.1306 0.0036 0.0002 0.0001 0.0001
IP1947fb21-99 1.0512 0.0767 0.8977 , 1.2047 0.0036 0.0002 0.0001 0.0001
IP1947fb24-102 1.1789 0.0884 1.0021 , 1.3557 0.0036 0.0002 0.0003 0.0002
IP1947fb27-105 1.3481 0.1045 1.1391 , 1.5571 0.0035 0.0002 0.0002 0.0002
IP1947fb30-108 1.3461 0.1043 1.1375 , 1.5547 0.0031 0.0001 0.0002 0.0002
IP1947fb33-111 1.4637 0.1159 1.2319 , 1.6955 0.0030 0.0001 0.0001 0.0002
IP1947fb36-114 1.5657 0.1263 1.3131 , 1.8183 0.0029 0.0001 0.0001 0.0002
Table 10: Analysis of IP1947 Time Series. Estimated Subbotin Parameters of
shifting frequency bands (6.5 years).
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Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
IP1947fb3-9 0.9436 0.0673 0.8090 , 1.0781 0.0036 0.0002 -0.0001 0.0001
IP1947fb6-12 0.8104 0.0560 0.6983 , 0.9224 0.0027 0.0001 0.0000 0.0001
IP1947fb9-15 1.0062 0.0727 0.8607 , 1.1517 0.0024 0.0001 0.0000 0.0001
IP1947fb12-18 1.1432 0.0851 0.9731 , 1.3133 0.0019 0.0001 0.0000 0.0001
IP1947fb15-21 0.9806 0.0705 0.8396 , 1.1216 0.0018 0.0001 0.0000 0.0001
IP1947fb18-24 0.9142 0.0648 0.7847 , 1.0437 0.0013 0.0001 0.0000 0.0000
IP1947fb21-27 0.8618 0.0603 0.7412 , 0.9824 0.0013 0.0001 0.0000 0.0000
IP1947fb24-30 0.9029 0.0638 0.7753 , 1.0305 0.0012 0.0001 0.0000 0.0000
IP1947fb27-33 0.9499 0.0678 0.8143 , 1.0856 0.0011 0.0001 0.0000 0.0000
IP1947fb30-36 1.1896 0.0894 1.0109 , 1.3683 0.0010 0.0000 0.0000 0.0000
IP1947fb33-39 1.5787 0.1277 1.3233 , 1.8341 0.0015 0.0001 0.0000 0.0001
IP1947fb36-42 1.6047 0.1303 1.3441 , 1.8653 0.0008 0.0000 0.0000 0.0000
IP1947fb39-45 1.4583 0.1154 1.2275 , 1.6891 0.0006 0.0000 0.0000 0.0000
IP1947fb42-48 1.2860 0.0985 1.0890 , 1.4830 0.0005 0.0000 0.0000 0.0000
IP1947fb45-51 1.4968 0.1193 1.2582 , 1.7354 0.0005 0.0000 0.0000 0.0000
IP1947fb48-54 1.5718 0.1269 1.3180 , 1.8256 0.0004 0.0000 0.0000 0.0000
IP1947fb51-57 1.5302 0.1227 1.2848 , 1.7756 0.0004 0.0000 0.0000 0.0000
IP1947fb54-60 1.4435 0.1139 1.2157 , 1.6713 0.0003 0.0000 0.0000 0.0000
IP1947fb57-63 1.3489 0.1046 1.1397 , 1.5581 0.0003 0.0000 0.0000 0.0000
IP1947fb60-66 1.2620 0.0962 1.0696 , 1.4544 0.0003 0.0000 0.0000 0.0000
IP1947fb63-69 1.2006 0.0904 1.0198 , 1.3814 0.0002 0.0000 0.0000 0.0000
IP1947fb66-72 1.1635 0.0870 0.9896 , 1.3374 0.0002 0.0000 0.0000 0.0000
IP1947fb69-75 1.1492 0.0856 0.9779 , 1.3205 0.0002 0.0000 0.0000 0.0000
IP1947fb72-78 1.1452 0.0853 0.9747 , 1.3157 0.0002 0.0000 0.0000 0.0000
IP1947fb75-81 1.1555 0.0862 0.9831 , 1.3279 0.0001 0.0000 0.0000 0.0000
IP1947fb78-84 1.1637 0.0870 0.9898 , 1.3376 0.0001 0.0000 0.0000 0.0000
IP1947fb81-87 1.1687 0.0874 0.9938 , 1.3436 0.0001 0.0000 0.0000 0.0000
IP1947fb84-90 1.1715 0.0877 0.9961 , 1.3469 0.0001 0.0000 0.0000 0.0000
IP1947fb87-93 1.1796 0.0884 1.0027 , 1.3565 0.0001 0.0000 0.0000 0.0000
IP1947fb90-96 1.1864 0.0891 1.0083 , 1.3645 0.0001 0.0000 0.0000 0.0000
Table 11: Analysis of IP1947 Time Series. Estimated Subbotin Parameters of shifting frequency
bands (6 months).
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Frequency Band (fb) bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
IP1947fb3-15 0.9085 0.0643 0.7800 , 1.0370 0.0042 0.0002 0.0000 0.0002
IP1947fb6-18 0.8854 0.0623 0.7608 , 1.0100 0.0032 0.0002 0.0000 0.0001
IP1947fb9-21 0.9415 0.0671 0.8073 , 1.0757 0.0029 0.0001 0.0000 0.0001
IP1947fb12-24 0.9418 0.0671 0.8076 , 1.0761 0.0023 0.0001 0.0000 0.0001
IP1947fb15-27 0.8510 0.0594 0.7322 , 0.9698 0.0021 0.0001 0.0000 0.0001
IP1947fb18-30 0.8588 0.0601 0.7387 , 0.9789 0.0020 0.0001 -0.0001 0.0001
IP1947fb21-33 0.8865 0.0624 0.7617 , 1.0113 0.0021 0.0001 0.0000 0.0001
IP1947fb24-36 0.9767 0.0702 0.8364 , 1.1170 0.0021 0.0001 0.0000 0.0001
IP1947fb27-39 1.0971 0.0809 0.9354 , 1.2588 0.0019 0.0001 0.0000 0.0001
IP1947fb30-42 1.3506 0.1047 1.1412 , 1.5600 0.0018 0.0001 0.0000 0.0001
IP1947fb36-48 1.5142 0.1210 1.2722 , 1.7562 0.0012 0.0001 0.0000 0.0001
IP1947fb39-51 1.2870 0.0985 1.0900 , 1.4840 0.0009 0.0000 0.0000 0.0000
IP1947fb42-54 1.4599 0.1155 1.2289 , 1.6909 0.0009 0.0000 0.0000 0.0000
IP1947fb45-57 1.5688 0.1266 1.3156 , 1.8220 0.0008 0.0000 0.0000 0.0000
IP1947fb48-60 1.5488 0.1246 1.2996 , 1.7980 0.0008 0.0000 0.0000 0.0000
IP1947fb51-63 1.4648 0.1160 1.2328 , 1.6968 0.0007 0.0000 0.0000 0.0000
IP1947fb54-66 1.3683 0.1065 1.1553 , 1.5813 0.0006 0.0000 0.0000 0.0000
IP1947fb57-69 1.2782 0.0977 1.0827 , 1.4737 0.0005 0.0000 0.0000 0.0000
IP1947fb60-72 1.2099 0.0913 1.0274 , 1.3924 0.0005 0.0000 0.0000 0.0000
IP1947fb63-75 1.1680 0.0874 0.9933 , 1.3427 0.0004 0.0000 0.0000 0.0000
IP1947fb66-78 1.1508 0.0858 0.9793 , 1.3223 0.0004 0.0000 0.0000 0.0000
IP1947fb69-81 1.1458 0.0853 0.9752 , 1.3164 0.0003 0.0000 0.0000 0.0000
IP1947fb72-84 1.1545 0.0861 0.9823 , 1.3267 0.0003 0.0000 0.0000 0.0000
IP1947fb75-87 1.1605 0.0867 0.9872 , 1.3338 0.0003 0.0000 0.0000 0.0000
IP1947fb78-90 1.1678 0.0874 0.9931 , 1.3425 0.0002 0.0000 0.0000 0.0000
IP1947fb81-93 1.1706 0.0876 0.9954 , 1.3458 0.0002 0.0000 0.0000 0.0000
IP1947fb84-96 1.1784 0.0883 1.0017 , 1.3551 0.0002 0.0000 0.0000 0.0000
IP1947fb87-99 1.1846 0.0889 1.0068 , 1.3624 0.0002 0.0000 0.0000 0.0000
Table 12: Analysis of IP1947 Time Series. Estimated Subbotin Parameters of
shifting frequency bands (12 months).
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Series Mean Std. Dev. Skewness Kurtosis
CONS 0.0086 0.0083 -0.4361 8.9658
INV 0.0096 0.0538 -0.1757 5.0717
GOV 0.0074 0.0180 2.6693 17.0411
EXP 0.0121 0.0433 -0.0874 6.4681
IMP 0.0154 0.0395 0.4137 7.1782
ChINV 21.4884 26.3214 0.3032 4.8535
ChINV% -0.4279 18.5100 -6.7486 120.6839
INVnet 727.7135 509.8943 0.8865 2.6084
INVnet% 0.0097 0.0280 -0.1077 5.2962
CPIred 0.0033 0.0026 1.1537 5.2891
CPIred% 0.0008 0.0006 1.0760 4.7673
CPI 0.0031 0.0035 0.7872 5.2381
CPI% 0.0008 0.0009 1.1406 7.6441
PPI 0.0026 0.0054 0.8380 6.6662
PPI% 0.0006 0.0013 1.1118 7.5440
LP 0.0044 0.0089 0.2343 3.6633
EMPL 0.0013 0.0038 0.0799 5.5571
UNEMP 5.5894 1.4994 0.6040 3.5262
WAGES 0.0164 0.0105 -0.0783 4.3373
rWAGES 0.0171 0.0114 0.0177 4.6968
M1 0.0039 0.0055 0.3037 11.3611
M1% 0.0006 0.0009 0.1865 8.4381
M3 0.0063 0.0037 -0.1562 3.2722
M3% 0.0009 0.0005 -0.1218 2.8497
FedFunds 5.6731 3.3215 1.2553 5.1642
FedFunds% 0.0065 0.1057 3.6018 42.0167
LongRate 6.4453 2.6812 0.9443 3.6164
LongRate% 0.0011 0.0380 0.2249 4.7438
Table 13: Summary Statistics of US Time Series.
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Series bˆ Std.Err. Cramer-Rao CIs aˆ Std.Err. mˆ Std.Err.
CONS 1.0487 0.1260 0.7967 , 1.3007 0.0058 0.0005 0.0086 0.0004
INV 1.1248 0.1373 0.8502 , 1.3994 0.0409 0.0032 0.0106 0.0028
GOV 0.6944 0.0769 0.5406 , 0.8483 0.0095 0.0009 0.0074 0.0005
EXP 0.8620 0.0994 0.6632 , 1.0607 0.0275 0.0023 0.0121 0.0016
IMP 0.9094 0.1060 0.6974 , 1.1214 0.0261 0.0022 0.0154 0.0016
ChINV 1.2167 0.1511 0.9145 , 1.5189 20.9150 1.6100 19.5430 1.5370
ChINV% 0.1560 0.0148 0.1264 , 0.1856 0.3846 0.0648 -0.4278 0.0001
INVnet 2.5603 0.3951 1.7701 , 3.3505 553.3000 36.4400 727.7100 99.9300
INVnet% 1.2310 0.1536 0.9238 , 1.5382 0.0223 0.0017 0.0110 0.0017
CPIred 0.9422 0.0697 0.8028 , 1.0817 0.0018 0.0001 0.0030 0.0001
CPIred% 0.7380 0.0903 0.5574 , 0.9186 0.0041 0.0004 0.0069 0.0002
CPI 1.0432 0.0722 0.8988 , 1.1876 0.0025 0.0001 0.0029 0.0001
CPI% 0.7893 0.0894 0.6105 , 0.9681 0.0054 0.0004 0.0073 0.0003
PPI 1.1303 0.0798 0.9706 , 1.2900 0.0041 0.0002 0.0025 0.0002
PPI% 0.8799 0.1021 0.6757 , 1.0841 0.0078 0.0006 0.0059 0.0004
LP 1.3875 0.1803 1.0269 , 1.7481 0.0076 0.0005 0.0004 0.0006
EMPL 1.0955 0.0772 0.9410 , 1.2500 0.0028 0.0001 0.0014 0.0001
EMPLQ 1.2863 0.1633 0.9597 , 1.6129 0.0048 0.0003 0.0040 0.0003
UNEMP 1.5737 0.1216 1.3305 , 1.8169 1.3623 0.0574 5.5148 0.0753
UNEMP% 0.7578 0.0857 0.5864 , 0.9292 0.0492 0.0043 0.0001 0.0028
WAGES 1.2508 0.1567 0.9374 , 1.5642 0.0085 0.0007 0.0168 0.0006
rWAGES 1.2341 0.1541 0.9259 , 1.5423 0.0091 0.0007 0.0175 0.0007
M1 1.1926 0.0950 1.0027 , 1.3825 0.0043 0.0002 0.0038 0.0002
M1% 1.9069 0.2993 1.3083 , 2.5055 0.0119 0.0009 0.0116 0.0016
M3 1.8543 0.1700 1.5143 , 2.1943 0.0035 0.0002 0.0063 0.0003
M3% 2.4621 0.4281 1.6059 , 3.3183 0.0101 0.0007 0.0186 0.0019
FedFunds 1.1369 0.0855 0.9658 , 1.3080 2.5581 0.1235 5.2407 0.1096
FedFunds% 0.5276 0.0344 0.4588 , 0.5964 0.0383 0.0023 0.0001 0.0008
LongRate 1.6661 0.1369 1.3923 , 1.9399 2.4932 0.1085 6.3000 0.1541
LongRate% 1.3638 0.1839 0.9960 , 1.7316 0.0607 0.0048 0.0073 0.0052
Table 14: Analysis of US Time Series. Estimated Subbotin Parameters.
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Figure 1: BK, CF and HP filtered GDP time series (levels).
Figure 2: BK and CF filtered GDP time series (levels).
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Figure 3: BK and Diff filtered GDP time series (levels).
Figure 4: BK and HP filtered GDP time series (levels).
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Figure 5: BK, CF and HP filtered IP1921 time series (levels).
Figure 6: BK and CF filtered IP1921 time series (levels).
67
Figure 7: BK and Diff filtered IP1921 time series (levels).
Figure 8: BK and HP filtered IP1947 time series (levels).
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Figure 9: BK, CF and HP filtered IP1947 time series (levels).
Figure 10: BK and CF filtered IP1947 time series (levels).
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Figure 11: BK and Diff filtered IP1947 time series (levels).
Figure 12: BK and HP filtered IP1947 time series (levels).
70
Figure 13: Filtered GDP time series (growth rates).
Figure 14: BK and CF filtered GDP time series (growth rates).
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Figure 15: BK and HP filtered GDP time series (growth rates).
Figure 16: Filtered IP1921 time series (growth rates).
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Figure 17: BK and CF filtered IP1921 time series (growth rates).
Figure 18: BK and HP filtered IP1921 time series (growth rates).
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Figure 19: Filtered IP1947 time series (growth rates).
Figure 20: BK and CF filtered IP1947 time series (growth rates).
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Figure 21: BK and HP filtered IP1947 time series (growth rates).
Figure 22: The exponential-power (EP) density for m = 0, a = 1 and different
shape parameter values. Log scale on the y-axis.
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Figure 23: Empirical density of BK filtered GDP levels vs the Subbotin fit.
Figure 24: Empirical density of CF filtered GDP levels vs the Subbotin fit.
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Figure 25: Empirical density of HP filtered GDP levels vs the Subbotin fit.
Figure 26: Empirical density of Diff filtered GDP levels vs the Subbotin fit.
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Figure 27: Empirical density of BK filtered IP1921 levels vs the Subbotin fit.
Figure 28: Empirical density of CF filtered IP1921 levels vs the Subbotin fit.
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Figure 29: Empirical density of HP filtered IP1921 levels vs the Subbotin fit.
Figure 30: Empirical density of Diff filtered IP1921 levels vs the Subbotin
fit.
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Figure 31: Empirical density of BK filtered IP1947 levels vs the Subbotin fit.
Figure 32: Empirical density of CF filtered IP1947 levels vs the Subbotin fit.
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Figure 33: Empirical density of HP filtered IP1947 levels vs the Subbotin fit.
Figure 34: Empirical density of Diff filtered IP1947 levels vs the Subbotin
fit.
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Figure 35: Empirical density of BK filtered GDP growth rates vs the Sub-
botin fit.
Figure 36: Empirical density of CF filtered GDP growth rates vs the Subbotin
fit.
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Figure 37: Empirical density of HP filtered GDP growth rates vs the Sub-
botin fit.
Figure 38: Empirical density of BK filtered IP1921 growth rates vs the Sub-
botin fit.
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Figure 39: Empirical density of CF filtered IP1921 growth rates vs the Sub-
botin fit.
Figure 40: Empirical density of HP filtered IP1921 growth rates vs the Sub-
botin fit.
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Figure 41: Empirical density of BK filtered IP1947 growth rates vs the Sub-
botin fit.
Figure 42: Empirical density of CF filtered IP1947 growth rates vs the Sub-
botin fit.
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Figure 43: Empirical density of HP filtered IP1947 growth rates vs the Sub-
botin fit.
Figure 44: Bar diagrams of estimated parameters b of filtered GDP growth
rate time series (bandwith of 6 months).
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Figure 45: Bar diagrams of estimated parameters b of filtered GDP growth
rate time series (bandwith of 12 months).
Figure 46: Bar diagrams of estimated parameters b of filtered GDP growth
rate time series (bandwith of 6.5 years).
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Figure 47: Bar diagrams of estimated parameters b of filtered IP1921 growth
rate time series (bandwith of 6 months).
Figure 48: Bar diagrams of estimated parameters b of filtered IP1921 growth
rate time series (bandwith of 12 months).
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Figure 49: Bar diagrams of estimated parameters of filtered IP1921 growth
rate time series (bandwith of 6.5 years).
Figure 50: Bar diagrams of estimated parameters b of filtered IP1947 growth
rate time series (bandwith of 6 months).
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Figure 51: Bar diagrams of estimated parameters b of filtered IP1947 growth
rate time series (bandwith of 12 months).
Figure 52: Bar diagrams of estimated parameters b of filtered IP1947 growth
rate time series (bandwith of 6.5 years).
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