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RESUMO
Este trabalho apresenta um novo modelo de comportamento do algo-
ritmo de Pseudo Projec¸o˜es Afins (PAP) sob as seguintes condic¸o˜es:
identificac¸a˜o de sistemas, passo de adaptac¸a˜o arbitra´rio, correc¸a˜o do
problema de inicializac¸a˜o e ordem do algoritmo PAP menor que a or-
dem da entrada autoregressiva (AR). Para tanto, hipo´teses simplifi-
cadoras utilizadas na literatura sa˜o reavaliadas. Complementarmente,
uma generalizac¸a˜o para o estimador de mı´nimos quadrados, utilizado
durante o processo de adaptac¸a˜o do algoritmo PAP e´ proposta, consi-
derando o caso onde o algoritmo opera com ordem menor do que o sinal
AR. Como resultado dessas considerac¸o˜es, um novo modelo estoca´stico
e´ obtido para o algoritmo PAP. As equac¸o˜es aqui obtidas corroboram
com as simulac¸o˜es de Monte Carlo do algoritmo PAP.
Palavras-chave: Filtragem Adaptativa. Algortimo de Pseudo Projec¸o˜es
Afins. Ana´lise Estoca´stica. Identificac¸a˜o de Sistemas.

ABSTRACT
This works presents a new model for the behaviour of the Pseudo Af-
fine Projection Algorithm (PAP) under the following conditions: sys-
tem identification, arbitrary step size, correction of initialization effect
and projection order of PAP algorithm smaller than the autoregres-
sive input(AR) order. For this purpose, the simplifying assumptions
used on the literature are revalued. Complementary, a generalization
to the least squares estimator, used in the during the adaptation pro-
cess of the PAP algorithm, is proposed considering the case that the
PAP algorithm operates with smaller order than the AR signal. As a
result of those considerations, a new stochastic model is obtained to the
PAP algorithm. The equations derived agrees with the Monte Carlo
simulation of the PAP algorithm.
Keywords: Adaptive Filtering. Pseudo Affine Projection Algorithm.
Stochastic Analysis. System Identification

LISTA DE FIGURAS
Figura 1 Diagrama de blocos de um filtro adaptativo. . . . . . . . . . . . 28
Figura 2 Diagrama de identificac¸a˜o de sistemas . . . . . . . . . . . . . . . . . 28
Figura 3 Diagrama para modelamento inverso. . . . . . . . . . . . . . . . . . . 29
Figura 4 Diagrama para predic¸a˜o de sinal . . . . . . . . . . . . . . . . . . . . . . . 29
Figura 5 Diagrama para cancelamento de interfereˆncia . . . . . . . . . . 30
Figura 6 Estrutura de um filtro transversal . . . . . . . . . . . . . . . . . . . . . 31
Figura 7 Comparac¸a˜o entre os modelos propostos por Almeida et
al. (2005) e Barcelos (2013) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Figura 8 Comparac¸a˜o entre diferentes verso˜es do modelo de Al-
meida, Bermudez e Bershad (2009) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figura 9 Comparac¸a˜o do modelo proposto por Almeida, Bermu-
dez e Bershad (2009) com diferentes passos de adaptac¸a˜o . . . . . . . . . 54
Figura 10 Comportamento instantaˆneo de ea(n) . . . . . . . . . . . . . . . . . . 64
Figura 11 Comparac¸a˜o do algoritmo PAP com a Equac¸a˜o (3.22). . 67
Figura 12 Comparac¸a˜o entre o modelo proposto e o modelo de-
rivado por Almeida, Bermudez e Bershad (2009) da previsa˜o do
comportamento me´dio dos coeficientes . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Figura 13 Comparac¸a˜o do EQM em excesso entre o modelo pro-
posto e o modelo derivado por Almeida, Bermudez e Bershad (2009) 93
Figura 14 Comparac¸a˜o do comportamento me´dio dos coeficientes
entre o modelo proposto e o modelo derivado por Almeida, Costa e
Bermudez (2010) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Figura 15 Comparac¸a˜o do modelo proposto e o algoritmo PAP . . 95
Figura 16 Comparac¸a˜o do EQM em excesso entre o modelo pro-
posto e o modelo derivado por Almeida, Costa e Bermudez (2010) 96
Figura 17 Comparac¸a˜o do modelo proposto e o algoritmo PAP com
vetores IID. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Figura 18 Comparac¸a˜o do modelo proposto e o algoritmo PAP . . . 98
Figura 19 Comparac¸a˜o do EMQE do modelo proposto e o algoritmo
PAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Figura 20 Comparac¸a˜o do modelo proposto e o algoritmo PAP . . . 100
Figura 21 Comparac¸a˜o do EQME modelo proposto e o algoritmo
PAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
LISTA DE ABREVIATURAS E SIGLAS
LMS Least Mean-Square . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
EQM Erro Quadra´tico Me´dio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
FIR Resposta Finita ao Impulso . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
IIR Resposta Infinita ao Impulso . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
NLMS Normalized Least Mean Square . . . . . . . . . . . . . . . . . . . . . . . . 34
AP Affine Projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
PAP Pseudo Affine Projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
RLS Recursive Least Squares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

LISTA DE SI´MBOLOS
d(n) Sinal desejado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
u(n) Conjunto de observac¸o˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
e(n) Erro de estimac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
J(n) Erro Quadra´tico Me´dio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
y(n) Resposta do sistema desconhecido a` entrada u(n) . . . . . . . . . . 28
N Nu´mero de coeficientes do filtro adaptativo . . . . . . . . . . . . . . . . 31
u(n) Vetor de entrada do filtro adaptativo . . . . . . . . . . . . . . . . . . . . . . 31
p(n) Vetor de correlac¸a˜o cruzada entre o d(n) e u(n) . . . . . . . . . . . . 32
R(n) Matriz de autocorrelac¸a˜o de u(n) . . . . . . . . . . . . . . . . . . . . . . . . . . 32
w0 Soluc¸a˜o o´tima do filtro adaptativo . . . . . . . . . . . . . . . . . . . . . . . . . 32
µ Passo de adaptac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
w(n) Vetor de coeficientes do filtro adaptativo. . . . . . . . . . . . . . . . . . . 39
Uu(n) Matriz de regressor atual e dos P passados de u(n) . . . . . . . . 40
d(n) Vetor formado pelas P + 1 amostras do sinal desejado . . . . . 40
α Passo de adaptac¸a˜o do algoritmo AP . . . . . . . . . . . . . . . . . . . . . . 41
ep(n) Vetor de erro de estimac¸a˜o modificado . . . . . . . . . . . . . . . . . . . . . 41
aˆ(n) Estimador de mı´nimos quadrados de u(n) . . . . . . . . . . . . . . . . . 42
φ(n) Erro de predic¸a˜o de u(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
r(n) Ru´ıdo aditivo ao sinal desejado . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
z(n) Ru´ıdo de excitac¸a˜o do processo AR. . . . . . . . . . . . . . . . . . . . . . . . 45
ai i-e´simo coeficiente do processo AR. . . . . . . . . . . . . . . . . . . . . . . . . 45
z(n) Vetor de ru´ıdo de excitac¸a˜o do processo AR . . . . . . . . . . . . . . . 45
Rφ Matriz de covariaˆncia de φ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
H Ordem do processo autoregressivo . . . . . . . . . . . . . . . . . . . . . . . . . 47
v(n) Vetor de erro nos coeficientes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
r(n) Ru´ıdo aditivo da sa´ıda do sistema desconhecido. . . . . . . . . . . . 55
σ2r Variaˆncia do ru´ıdo r(n). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
r(n−1)Vetor com P amostras passadas de r(n) . . . . . . . . . . . . . . . . . . . 55
q(n) Vetor de correc¸a˜o do efeito de inicializac¸a˜o . . . . . . . . . . . . . . . . 56
u−1(n)Func¸a˜o degrau unita´rio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
U¯(n) Matriz dos H − P vetores passados do sinal de entrada . . . . 57
P⊥(n) Matriz de projec¸a˜o no espac¸o complementar a`s colunas de
U(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
H Ordem do Processo AR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
ea(n) Vetor dos P erros de estimac¸a˜o passados . . . . . . . . . . . . . . . . . . 61
ra(n) Ru´ıdo Filtrado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
RuP×PMatriz de autocorrelac¸a˜o de ordem P de u(n) . . . . . . . . . . . . . 67
pu Vetor de autorrelac¸a˜o de u(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
ru(k) Sequeˆncia de correlac¸a˜o do sinal de entrada u(n) . . . . . . . . . . 68
Rφ Matriz de correlac¸a˜o de φ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Rφu(n)Matriz de correlac¸a˜o entre φ(n) e U(n)aw . . . . . . . . . . . . . . . . . 70
G Diferenc¸a entre N e P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
σ2φ Variaˆncia de φ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
K(n) Matriz de correlac¸a˜o do vetor de erro nos coeficientes . . . . . . 73
Ru˜(n) Matriz de correlac¸a˜o de U(n)aw . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

SUMA´RIO
1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.1 FILTRAGEM ADAPTATIVA SUPERVISIONADA . . . . . . 26
1.2 ESTRUTURAS DE FILTRAGEM . . . . . . . . . . . . . . . . . . . . . 30
1.3 ALGORITMOS ADAPTATIVOS . . . . . . . . . . . . . . . . . . . . . 32
1.4 OBJETIVOS DO TRABALHO . . . . . . . . . . . . . . . . . . . . . . . 37
1.5 ESTRUTURA DO TRABALHO . . . . . . . . . . . . . . . . . . . . . . 38
2 REVISA˜O BIBLIOGRA´FICA . . . . . . . . . . . . . . . . . . 39
2.1 LIMITAC¸O˜ES DOS MODELOS EXISTENTES . . . . . . . . . 48
2.2 O EFEITO DA INICIALIZAC¸A˜O DO ALGORITMO PAP 54
2.3 O EFEITO DA ORDEM INSUFICIENTE NO ALGO-
RITMO PAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.4 RESULTADOS OBTIDOS NO TRABALHO . . . . . . . . . . . 58
3 ANA´LISE ESTOCA´STICA DO ALGORITMO DE
PSEUDO PROJEC¸O˜ES AFINS . . . . . . . . . . . . . . . . . 59
3.1 CORREC¸A˜O DO PROBLEMA DE INICIALIZAC¸A˜O . . . 60
3.2 COMPORTAMENTO ME´DIO DOS COEFICIENTES . . . 68
3.3 ERRO QUADRA´TICO ME´DIO. . . . . . . . . . . . . . . . . . . . . . . 71
3.4 MATRIZ DE COVARIAˆNCIA DO VETOR DE ERRO
NOS COEFICIENTES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.1 AVALIAC¸A˜O DO MODELO PROPOSTO . . . . . . . . . . . . . 92
5 CONCLUSA˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.1 SUGESTA˜O DE TRABALHOS FUTUROS . . . . . . . . . . . . 104
REFEREˆNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
25
1 INTRODUC¸A˜O
A filtragem adaptativa e´ aplicada em uma enorme gama de pro-
blemas de engenharia, como cancelamento de eco acu´stico, adaptac¸a˜o
de antenas, equalizac¸a˜o de canais, cancelamento de interfereˆncia e ana´lise
e s´ıntese de voz (MANOLAKIS; INGLE; KOGON, 2000). O estudo na a´rea
foi motivado a partir do desenvolvimento do algoritmo Least Mean-
Square (LMS) feito em (WIDROW; HOFF, 1960). Desde enta˜o, novos
algoritmos adaptativos foram propostos, e o estudo teo´rico de seus res-
pectivos desempenhos, visando a compreensa˜o de seus comportamentos
e aux´ılio ao projeto, tornou-se uma intensa linha de pesquisa.
O interesse no desenvolvimento desse ramo de estudo se deve ao
fato de que um filtro adaptativo e´ capaz de operar com sinais e sistemas
de natureza aleato´ria sem depender do conhecimento das estat´ısticas
envolvidas, circunstaˆncia essa em que sistemas na˜o adaptativos na˜o
obteˆm um desempenho satisfato´rio. Um exemplo que ilustra tal si-
tuac¸a˜o e´ o de um sinal puramente senoidal com frequeˆncia varia´vel de
forma aleato´ria que contamina um sinal de interesse. No projeto de um
filtro notch fixo, para eliminar tal interfereˆncia, observa-se um desem-
penho insatisfato´rio, uma vez que a frequeˆncia central do filtro e´ fixa.
Ao substituir essa soluc¸a˜o por um filtro notch adaptativo, este e´ capaz,
sob certas condic¸o˜es, de ter sua frequeˆncia central alterada de acordo
com a variac¸a˜o da frequeˆncia do sinal contaminante.
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1.1 FILTRAGEM ADAPTATIVA SUPERVISIONADA
De acordo com Widrow e Stearns (1985), os sistemas adaptativos
possuem todas ou algumas das caracter´ısticas abaixo enumeradas:
1. Adaptac¸a˜o automa´tica a` medida em que ocorrem modificac¸o˜es
do ambiente ou mudanc¸as das necessidades do sistema (auto-
otimizac¸a˜o);
2. Podem ser treinados para desenvolver uma tarefa espec´ıfica de
filtragem ou decisa˜o, ou seja, podem ser programados atrave´s de
um processo de treinamento (autoprograma´veis);
3. Em decorreˆncia do item anterior, na˜o precisam de procedimentos
elaborados de s´ıntese;
4. Podem extrapolar o espac¸o de conhecimento e lidar com novas si-
tuac¸o˜es apo´s o treinamento com um pequeno conjunto de padro˜es
de entrada (autoaprendizado);
5. Ate´ certo ponto podem reparar a si mesmos, ja´ que sa˜o capazes de
se adaptar em regio˜es pro´ximas da o´tima mesmo quando sujeitos
a certos tipos de defeitos ou limitac¸o˜es;
6. Geralmente sa˜o mais complexos e dif´ıceis de analisar que sistemas
na˜o adaptativos, mas oferecem a possibilidade de um desempenho
substancialmente melhor quando as caracter´ısticas do ambiente
sa˜o desconhecidas ou variantes no tempo.
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De uma forma geral, enta˜o, filtros adaptativos podem ser defi-
nidos como sistemas que variam ao longo do tempo visando satisfazer
algum crite´rio de desempenho. Na maioria das aplicac¸o˜es, tais filtros
sa˜o concebidos para estimar alguma grandeza que esta´ presente em um
sinal de interesse d(n) a partir de observac¸o˜es de outro sinal u(n),
e o crite´rio de adaptac¸a˜o do algoritmo adaptativo e´ baseado no erro
de estimac¸a˜o e(n). O diagrama de bloco que ilustra essa operac¸a˜o e´
mostrado na Figura 1.
Em geral, a func¸a˜o custo a ser minimizada e´ o erro quadra´tico
me´dio (EQM). Matematicamente, o EQM e´ definido, para sinais reais,
como:
J(n) = E
{
e2(n)
}
= E
{
(d(n)− y(n))2} (1.1)
em que E
{·} corresponde ao operador valor esperado. A escolha do
EQM como uma func¸a˜o custo a ser minimizada e´ justificada pela tra-
tabilidade matema´tica e pela interpretac¸a˜o f´ısica que a mesma oferece;
ademais, no caso de filtros com resposta ao impulso de durac¸a˜o finita,
sua superf´ıcie de desempenho apresenta um ponto de mı´nimo global,
caracterizando um hiperparabolo´ide.
Ainda conforme Haykin (2002), a maioria dos problemas de fil-
tragem adaptativa recai em quatro casos ba´sicos: identificac¸a˜o de sis-
temas, modelagem inversa, predic¸a˜o e cancelamento de interfereˆncia.
No caso de identificac¸a˜o de sistemas, o objetivo do filtro adaptativo
e´ estimar a resposta ao impulso de um sistema desconhecido. Para
isso, tanto a planta desconhecida como o filtro adaptativo sa˜o excita-
dos com o mesmo sinal de entrada. O diagrama de blocos associado a
28
 
 
 
 
 
 
 
 
Filtro
Digital
Algoritmo
Adaptativo
Figura 1 – Diagrama de blocos de um filtro adaptativo
essa aplicac¸a˜o encontra-se esquematizado na Figura 2, em que u(n) e´
o sinal de entrada aplicado no sistema desconhecido e ao filtro adapta-
tivo, y(n) e´ a resposta do sistema desconhecido a` entrada u(n), r(n)
e´ um ru´ıdo aditivo responsa´vel por modelar processos aleato´rios que
na˜o podem ser obtidos atrave´s de uma combinac¸a˜o linear do sinal de
entrada, d(n) e´ o sinal desejado e e(n) e´ o erro de estimac¸a˜o do sinal
de sa´ıda do sistema desconhecido.
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Figura 2 – Diagrama de identificac¸a˜o de sistemas
Na modelagem inversa, o objetivo e´ obter um sistema que re-
alize a operac¸a˜o inversa a` de um sistema desconhecido. Para tanto
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o filtro adaptativo e´ colocado em se´rie com o sistema desconhecido,
como mostrado na Figura 3. Adicionalmente, o sinal desejado para
este tipo de aplicac¸a˜o e´ uma versa˜o atrasada do sinal de entrada. Essa
abordagem pode ser utilizada em aplicac¸o˜es que visam, por exemplo, a
equalizac¸a˜o de um canal de comunicac¸o˜es para reduc¸a˜o de interfereˆncia
intersimbo´lica.
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Figura 3 – Diagrama para modelamento inverso
A predic¸a˜o de sinal envolve a estimac¸a˜o de uma amostra de um
sinal correlacionado temporalmente, a partir de observac¸o˜es passadas
desse sinal. As observac¸o˜es sa˜o processadas pelo filtro adaptativo e o
erro de predic¸a˜o e´ avaliado com relac¸a˜o a` amostra que se deseja estimar,
que constitui o sinal desejado conforme mostra a Figura 4.
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Figura 4 – Diagrama para predic¸a˜o de sinal
30
No caso de cancelamento de interfereˆncia, e´ assumido que o sinal
desejado e´ composto por uma parcela de interesse e por outra parcela
que corrompe o sinal. O objetivo dessa aplicac¸a˜o e´ reduzir ao ma´ximo a
parcela corruptora do sinal desejado. Para isso, um sinal de refereˆncia
u(n) e´ aplicado ao filtro adaptativo e o erro de estimac¸a˜o e´ avaliado
conforme mostrado na Figura 5.
 
 
 
 
Filtro
Adaptativo
  
 
 
 
 
Sinal de Interesse + 
Interferência
Figura 5 – Diagrama para cancelamento de interfereˆncia
1.2 ESTRUTURAS DE FILTRAGEM
As estruturas de implementac¸a˜o de filtros adaptativos podem
ser classificadas, de maneira geral, em estruturas com resposta ao im-
pulso de durac¸a˜o finita (FIR, do ingleˆs Finite Impulse Response) e
estruturas com resposta ao impulso de durac¸a˜o infinita (IIR, do ingleˆs
Infinite Impulse Response) . Filtros FIR, por definic¸a˜o, possuem ape-
nas zeros de transmissa˜o e, consequentemente, sa˜o esta´veis e podem
possuir fase linear (PROAKIS; MANOLAKIS, 1996). Devido a` sua esta-
bilidade intr´ınseca, essa e´ a estrutura mais utilizada na implementac¸a˜o
de filtros adaptativos em tempo real.
Ja´ os filtros IIR, que possuem uma func¸a˜o de transfereˆncia ra-
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cional, podem implementar sistemas com respostas ao impulso com
espectros suaves com bem menos coeficientes do que as estruturas FIR
(PROAKIS; MANOLAKIS, 1996).
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Figura 6 – Estrutura de um filtro transversal
Neste trabalho a estrutura utilizada para os filtros adaptativos
sera´ a estrutura transversal, ilustrada na Figura 6. Os blocos identifi-
cados pelo operador z−1 sa˜o responsa´veis por obter amostras atrasadas
do sinal de entrada u(n) e os elementos wk, k = 1, · · · , N representam
os coeficientes do filtro adaptativo. O sinal y(n) representa a sa´ıda do
filtro adaptativo.
Definindo o vetor:
u(n) =
[
u(n) u(n− 1) · · · u(n−N + 1)
]T
(1.2)
como o vetor de sinal de entrada e ainda w como o vetor de coeficientes
do filtro digital mostrado na Figura 1, a Equac¸a˜o (1.1) pode ser escrita
como:
J(n) = E
{
e2(n)
}
= E
{
(d(n)− uT (n)w)2}
= E
{
d2(n)
}− 2pT (n)w + wTR(n)w (1.3)
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em que p(n) = E
{
d(n)u(n)
}
e´ o vetor de correlac¸a˜o cruzada entre
o sinal de entrada e o sinal desejado , R(n) = E
{
u(n)uT (n)
}
e´ a
matriz de autocorrelac¸a˜o do vetor de entrada u(n) e w denota o vetor
N × 1 de coeficientes do filtro transversal. Consoante a Haykin (2002),
se os sinais d(n) e u(n) sa˜o estaciona´rios, R(n) e p(n) sa˜o invariantes
no tempo e a matriz R assume uma estrutura toeplitz e e´ sime´trica e
semi-definida positiva.
Para minimizar o EQM apresentado pela Equac¸a˜o (1.3), pode-se
utilizar o me´todo do gradiente descendente - steepest descent - (HAYKIN,
2002; WIDROW; STEARNS, 1985). Para isso, e´ tomada a derivada do
EQM em relac¸a˜o aos coeficientes do filtro adaptativo.
∇J(n) = ∂J(n)
∂w
= −2p + 2Rw (1.4)
Igualando a Equac¸a˜o (1.4) a zero, obte´m-se:
w0 = R
−1p (1.5)
em que w0 e´ a soluc¸a˜o o´tima para o filtro adaptativo FIR. O vetor w0
e´ denominado soluc¸a˜o de Wiener para sistemas estaciona´rios.
1.3 ALGORITMOS ADAPTATIVOS
Va´rios algoritmos adaptativos foram desenvolvidos para operar
em tempo real desde a concepc¸a˜o do algoritmo LMS, e algumas me´tricas
sa˜o descritas por Haykin (2002) para avaliar seus respectivos desempe-
nhos. Sa˜o elas:
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1. Taxa de convergeˆncia: define o nu´mero de iterac¸o˜es necessa´rias
para que os coeficientes do algoritmo adaptativo se aproximem
suficientemente de sua operac¸a˜o em regime permanente;
2. Desajuste: e´ uma medida quantitativa que avalia a diferenc¸a entre
o EQM que o algoritmo alcanc¸a, apo´s a convergeˆncia, e o EQM
mı´nimo produzido pela soluc¸a˜o de Wiener;
3. Rastreamento: define, em casos em que o algoritmo adaptativo
opera em ambientes na˜o estaciona´rios, a capacidade do mesmo
para acompanhar as variac¸o˜es das propriedades estat´ısticas dos
sinais. Tal desempenho e´ influenciado pela taxa de convergeˆncia
e pelas variac¸o˜es estat´ısticas em regime permanente;
4. Robustez: capacidade do algoritmo operar satisfatoriamente com
sinais mal condicionados;
5. Complexidade computacional: nu´mero de operac¸o˜es matema´ticas
necessa´rias para o algoritmo adaptativo realizar uma iterac¸a˜o.
Esse fator e´ determinante para aplicac¸o˜es em tempo real;
6. Estrutura: o filtro adaptativo pode ser implementado em diversas
estruturas. A depender da estrutura, por exemplo, pode-se dizer
se o algoritmo pode ser paralelizado ou na˜o, indicando qual al-
goritmo pode ser melhor implementado em um tipo de hardware
espec´ıfico;
7. Estabilidade nume´rica: determina a estabilidade levando em con-
siderac¸a˜o atributos de hardware como, por exemplo, n´ıveis de
34
quantizac¸a˜o de um processador dedicado. Um filtro adaptativo e´
dito numericamente esta´vel se o mesmo e´ insens´ıvel a variac¸a˜o do
nu´mero de bits usado em implementac¸o˜es digitais.
Na literatura, va´rios dos algoritmos recursivos propostos para a
soluc¸a˜o do problema de filtragem adaptativa sa˜o provenientes de dois
me´todos distintos: o me´todo do gradiente descendente e o me´todo dos
Mı´nimos Quadrados (HAYKIN, 2002; WIDROW; STEARNS, 1985). Os al-
goritmos derivados a partir do me´todo do gradiente descendente visam
atualizar o vetor de coeficientes do filtro a cada iterac¸a˜o na direc¸a˜o de
maior reduc¸a˜o da func¸a˜o custo. Para tanto, a direc¸a˜o de atualizac¸a˜o
de tais algoritmos e´ tomada como o negativo do vetor gradiente da
func¸a˜o custo, sendo este tomado com relac¸a˜o ao vetor de pesos do filtro
adaptativo. Entre os algoritmos dessa famı´lia pode-se citar o LMS, o
Normalized Least Mean Squares (NLMS), o Affine Projections (AP) e
o Pseudo Affine Projections (PAP). Esses algoritmos sa˜o normalmente
concebidos para minimizar o EQM que, para sistemas estaciona´rios,
possui como ponto de mı´nimo global a soluc¸a˜o de Wiener dada pela
Equac¸a˜o (1.5). As equac¸o˜es de atualizac¸a˜o desses algoritmos sa˜o da
forma:
w(n+ 1) = w(n) + αf(e(n)). (1.6)
sendo α o passo de adaptac¸a˜o que controla a velocidade de convergeˆncia
e o erro em regime permanente e f(·) uma func¸a˜o linear do erro de
estimac¸a˜o.
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Diversamente, algoritmos derivados da Teoria dos Mı´nimos Qua-
drados apresentam uma perspectiva determin´ıstica baseada na soma
dos quadrados do erro de estimac¸a˜o. Pelo fato de na˜o se basearem em
aproximac¸o˜es estoca´sticas, algoritmos dessa famı´lia tendem a convergir
mais rapidamente do que algoritmos provenientes do me´todo do gra-
diente descendente para sinais estaciona´rios e sistemas invariantes no
tempo. Entretanto, possuem uma maior complexidade computacional e
podem tornar-se numericamente insta´veis. O algoritmo mais conhecido
dessa famı´lia e´ o Recursive Least Squares (RLS) .
O algoritmo AP, por exemplo, possui um desempenho superior
ao algoritmo LMS e complexidade computacional menor do que o algo-
ritmo RLS (SAYED, 2003), tornando-o um algoritmo de grande interesse
nas aplicac¸o˜es de engenharia. Por apresentar uma versa˜o do erro de es-
timac¸a˜o vetorial sua ana´lise e´ dif´ıcil de ser feita, a excec¸a˜o do caso em
que o algoritmo AP opere com passo unita´rio quando o vetor de erro de
estimac¸a˜o torna-se um escalar (ALMEIDA et al., 2005). Sua versa˜o sim-
plificada, o algoritmo PAP, possui uma maior simplicidade de ana´lise
uma vez que, mesmo com passo de adaptac¸a˜o arbitra´rio, opera com o
erro de estimac¸a˜o escalar (ALMEIDA; BERMUDEZ; BERSHAD, 2009). Por
esse motivo, o algoritmo PAP e´ mais utilizado na pra´tica do que o algo-
ritmo AP, tornando necessa´rio o estudo do comportamento estoca´stico
do algoritmo PAP.
Alguns trabalhos na literatura propuseram modelos de compor-
tamento estoca´stico para o algoritmo PAP. Os resultados desses traba-
lhos sa˜o resumidos a seguir:
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• Em (ALMEIDA; BERMUDEZ; BERSHAD, 2009) obteve-se um mo-
delo de comportamento estoca´stico sob o cena´rio de identificac¸a˜o
de sistemas em que o sistema desconhecido e´ na˜o estaciona´rio.
Nesse trabalho, o sinal de entrada e´ modelado como um processo
AR de ordem igual ou inferior a ordem de projec¸a˜o do algoritmo
AP.
• Em (ALMEIDA; COSTA; BERMUDEZ, 2009) foi proposto um modelo
de comportamento estoca´stico considerando planta estaciona´ria
com nu´mero de coeficientes maior do que o nu´mero de coeficientes
do filtro adaptativo e ordem de projec¸a˜o maior ou igual a ordem
do processo AR de entrada.
• Em (ALMEIDA; COSTA; BERMUDEZ, 2010) foi elaborado um mo-
delo de comportamento estoca´stico para o algoritmo PAP con-
siderando o nu´mero de coeficientes do filtro adaptativo igual ao
nu´mero de coeficientes do sistema a ser identificado, sendo este
u´ltimo estaciona´rio. Como inovac¸a˜o com relac¸a˜o aos trabalhos
anteriores, foi utilizado como sinal de entrada um processo auto-
regressivo de ordem superior a ordem de projec¸a˜o do algoritmo
PAP.
• Em (COSTA et al., 2012; BARCELOS, 2013) foi estudado o efeito da
inicializac¸a˜o do algoritmo PAP, utilizando passo unita´rio, ordem
suficiente e planta estaciona´ria.
Nota-se pelo conteu´do dos trabalhos existentes na literatura a neces-
sidade da ana´lise do efeito conjunto dos cena´rios expostos anterior-
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mente, uma vez que cada trabalho analisou os efeitos de planta na˜o
estaciona´ria, comprimento deficiente, ordem de projec¸a˜o insuficiente
e efeito de inicializac¸a˜o de forma isolada. Outro tipo de ana´lise na˜o
abordada pelos trabalhos associados a modelagem do comportamento
estoca´stico do algoritmo PAP e´ de assumir outros tipos de modelos de
sinal de entrada a fim de tornar o modelo mais generalizado com relac¸a˜o
ao sinal de entrada, uma vez que todos os trabalhos citados assumem
um modelo autoregressivo para o sinal de entrada.
1.4 OBJETIVOS DO TRABALHO
Diante do exposto, este trabalho concentra-se em:
• Estudar o problema de inicializac¸a˜o associado ao algoritmo PAP
de forma teo´rica, apresentado por Costa et al. (2012);
• Avaliar algumas aproximac¸o˜es apresentadas por Almeida, Costa
e Bermudez (2010), de forma a se obter uma forma mais simpli-
ficada para efeitos associados a` ordem deficiente;
• Obter um modelo teo´rico para o comportamento do algoritmo
PAP, utilizando uma metodologia que permite avaliar o regime
transito´rio e permanente do EQM desse algoritmo, considerando
os efeitos de inicializac¸a˜o, ordem deficiente e passo de adaptac¸a˜o
na˜o unita´rio.
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1.5 ESTRUTURA DO TRABALHO
No Cap´ıtulo 2 apresenta-se o algoritmo AP e o algoritmo PAP,
bem como uma revisa˜o bibliogra´fica detalhada dos trabalhos associados
a esses algoritmos. Nesse cap´ıtulo e´ feita tambe´m a deduc¸a˜o do algo-
ritmo AP a partir de um sistema subdeterminado de equac¸o˜es. Nas
sec¸o˜es seguintes e´ explorado o problema de inicializac¸a˜o do algoritmo
PAP.
No Cap´ıtulo 3 e´ feita a ana´lise de comportamento estoca´stico no
cena´rio de identificac¸a˜o de sistemas, considerando passo de adaptac¸a˜o
arbitra´rio, ordem de projec¸a˜o deficiente e o efeito da inicializac¸a˜o. O
resultado desse cap´ıtulo consiste em obter um conjunto de equac¸o˜es
que descrevem o comportamento estoca´stico do algoritmo PAP.
O Cap´ıtulo 4 apresenta resultados de simulac¸o˜es computacionais
que visam validar o conjunto de equac¸o˜es obtido no Cap´ıtulo 3. As
simulac¸o˜es consistem em avaliar o comportamento me´dio de alguns
coeficientes do filtro adaptativo e o EQM, ale´m de comparar a acura´cia
da previsa˜o com os modelos de comportamento estoca´sticos presentes
na literatura para o algoritmo PAP.
Por fim, o Cap´ıtulo 5 apresenta as concluso˜es deste trabalho e
as sugesto˜es para trabalhos futuros.
Como notac¸a˜o, sera˜o utilizadas letras minu´sculas como varia´veis
escalares,como r(n) e e(n), letras minu´sculas em negrito, por exemplo
φ(n) e w(n), como varia´veis vetoriais e letras maiu´sculas em negrito, a
exemplo de R(n), como grandezas matriciais.
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2 REVISA˜O BIBLIOGRA´FICA
O algoritmo de projec¸o˜es afins foi proposto por OZEKI e UMEDA
(1984) para contornar o problema de baixa velocidade de convergeˆncia
dos algoritmos LMS e NLMS para sinais correlacionados. A proposta
do algoritmo teve como base um problema de otimizac¸a˜o com restric¸o˜es.
Conforme a Figura 1, o erro de estimac¸a˜o pode ser descrito como:
e(n) = d(n)−wT (n)u(n) (2.1)
em que w(n) representa o vetor de coeficientes do filtro adaptativo.
Deseja-se, enta˜o, determinar w(n + 1) que anule o erro de estimac¸a˜o.
Dessa forma:
d(n) = wT (n+ 1)u(n) (2.2)
Assim, a Equac¸a˜o (2.2) forma um sistema de equac¸o˜es com N
inco´gnitas e apenas uma Equac¸a˜o, caracterizando um sistema subde-
terminado. Portanto, para determinar w(n+ 1) e´ necessa´rio adicionar
um conjunto de restric¸o˜es ao problema. A soluc¸a˜o proposta por OZEKI
e UMEDA (1984) consiste em utilizar P +1 vetores de sinal de entrada,
com N > P + 1, com o objetivo de minimizar:
||w(n+ 1)−w(n)||2 (2.3)
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sujeito a`s seguintes restric¸o˜es:
uT (n)w(n+ 1) = d(n)
uT (n− 1)w(n+ 1) = d(n− 1)
...
uT (n− P )w(n+ 1) = d(n− P ) (2.4)
Definindo
Uu(n) =
[
u(n) u(n− 1) · · · u(n− P )
]
(2.5)
como a matriz formada pelos P + 1 vetores de entrada e:
d(n) =
[
d(n) d(n− 1) · · · d(n− P )
]T
(2.6)
como o vetor formado pelas P+1 amostras do sinal desejado, a Equac¸a˜o
(2.4) pode ser escrita como
d(n) = UTu (n)w(n+ 1) (2.7)
Desse modo, o vetor que conte´m P + 1 amostras do erro e´ dado
por:
e(n) = d(n)−UTu (n)w(n) =
[
e(n) . . . e(n− P )
]T
(2.8)
Assim, o problema de minimizac¸a˜o da norma l2 do vetor de er-
ros pode ser resolvido utilizando o me´todo dos multiplicadores de La-
grange, sob o conjunto de restric¸o˜es apresentados pela Equac¸a˜o (2.7),
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resultando em (OZEKI; UMEDA, 1984):
w(n+ 1) = w(n) + Uu(n)
[
UTu (n)Uu(n)
]−1
e(n) (2.9)
Com a finalidade de controlar a velocidade de convergeˆncia e o erro
em regime permanente e´ poss´ıvel incluir um passo de adaptac¸a˜o α,
resultando em:
w(n+ 1) = w(n) + αUu(n)
[
UTu (n)Uu(n)
]−1
e(n) (2.10)
Nota-se, pela Equac¸a˜o (2.8), que a complexidade computacional
do algoritmo AP e´ relativamente alta, dado que e´ necessa´rio efetuar
uma filtragem dos P + 1 sinais de entrada passados com os coeficientes
w(n + 1) para compor um vetor de P + 1 erros de estimac¸a˜o modifi-
cado. Assim, definindo ep(n) como o vetor de erro modificado (GAY;
TAVATHIA, 1995):
ep(n) = d(n)−UTu (n)w(n+ 1) (2.11)
e´ poss´ıvel demonstrar que:
ep(n) = (1− α)e(n) (2.12)
Consequentemente, para passo unita´rio, o vetor ep(n) torna-se
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nulo e o vetor de erro e(n) e´ igual a:
e(n) =

d(n)− uT (n)w(n)
d(n− 1)− uT (n− 1)w(n)
...
d(n− P )− uT (n− P )w(n)

=

e(n)
0
...
0

(2.13)
Assim, ao utilizar passo de adaptac¸a˜o unita´rio, a complexidade
computacional do algoritmo AP e´ reduzida consideravelmente, uma vez
que o erro de estimac¸a˜o torna-se um escalar, evitando a necessidade de
filtar os P vetores passados de sinal de entrada. Consequentemente, a
Equac¸a˜o de atualizac¸a˜o do algoritmo AP se torna:
w(n+ 1) = w(n) + Uu(n)
[
UTu (n)Uu(n)
]−1

e(n)
0
...
0

(2.14)
E´ poss´ıvel obter uma forma simplificada do algoritmo AP, com
passo unita´rio, definindo um vetor φ(n) da forma:
φ(n) = u(n)−U(n)aˆ(n) (2.15)
em que:
U(n) =
[
u(n− 1) u(n− 2) · · · u(n− P )
]
(2.16)
e aˆ(n) e´ o estimador o´timo de mı´nimos quadrados do preditor linear de
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u(n) dado por:
aˆ(n) = [UT (n)U(n)
]−1
UT (n)u(n) (2.17)
Se o vetor de sinal de entrada e´ um processo autoregressivo de ordem
P , pode-se assumir que φ(n) e´ ortogonal ao subespac¸o formado pelas
colunas de U(n) e e´ poss´ıvel determinar a seguinte relac¸a˜o:
uT (n)φ(n) = φT (n)φ(n) (2.18)
Desse modo:
uT (n)
[
u(n)−U(n)aˆ(n)] = φT (n)φ(n) (2.19)
UT (n)
[
u(n)−U(n)aˆ(n)] = 0P×1 (2.20)
Escrevendo na forma matricial:
 uT (n)
UT (n)
[ u(n) U(n) ]
 1
−aˆ(n)
 = φT (n)φ(n)

1
0
...
0

(2.21)
Pre´-multiplicando ambos os lados por Uu(n)
[
UTu (n)Uu(n)
]−1
chega-se
a:
φ(n) = Uu(n)
[
UTu (n)Uu(n)
]−1

1
0
...
0

φT (n)φ(n) (2.22)
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Multiplicando-se por e(n) em ambos os lados:
Uu(n)[U
T
u (n)Uu(n)
]−1

e(n)
0
...
0

=
φ(n)
φT (n)φ(n)
e(n) (2.23)
Logo, e´ poss´ıvel reescrever a Equac¸a˜o (2.10) da seguinte forma:
w(n+ 1) = w(n) +
φ(n)
φT (n)φ(n)
e(n) (2.24)
A versa˜o do algoritmo AP com passo unita´rio apresentada pelas
equac¸o˜es (2.15), (2.17) e (2.24) e´ apresentada em (RUPP, 1998). Na-
quele trabalho, o autor demonstra ainda que, ao utilizar passo unita´rio,
o algoritmo AP com entrada AR de ordem P efetua um branquea-
mento do sinal de entrada, justificando o acre´scimo na velocidade de
convergeˆncia quando comparado aos algoritmos LMS e NLMS. Foi mos-
trado tambe´m que se o sinal desejado d(n) e´ acrescido de um ru´ıdo
branco r(n), o algoritmo AP enxerga uma versa˜o filtrada de tal ru´ıdo
com coeficientes aˆ(n). Como consequeˆncia, a versa˜o filtrada do ru´ıdo
observadao pelo algoritmo AP possui poteˆncia (1+aTa)σ2r , em que a e´
o vetor de coeficientes do processo AR(P ) de entrada e σ2r e´ a poteˆncia
do ru´ıdo r(n).
De forma independente, embora utilizando como justificativa a
conclusa˜o apresentada em (RUPP, 1998) sobre o comportamento do al-
goritmo AP com relac¸a˜o a r(n), em (BOUTEILLE; SCARLAT; CORAZZA,
1999) foi proposto o algoritmo de Pseudo Projec¸o˜es Afins de forma
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a diminuir o erro residual causado pela filtragem do ru´ıdo r(n). Na
proposta do algoritmo AP com passo unita´rio o sinal de entrada u(n)
e´ substitu´ıdo por seu modelo AR de ordem P obtido pelo me´todo dos
mı´nimos quadrados. Isso leva a` equac¸a˜o de adaptac¸a˜o (2.24) para qual-
quer sinal de entrada. Esse algoritmo corresponde ao algoritmo NLMS
com vetor de entrada substitu´ıdo pela sua projec¸a˜o no espac¸o ortogonal
complementar das colunas da matriz U(n). Reintroduzindo o passo de
adaptac¸a˜o µ leva a seguinte Equac¸a˜o de atualizac¸a˜o:
w(n+ 1) = w(n) + µ
φ(n)
φT (n)φ(n)
e(n) (2.25)
Uma vez estabelecidas as propriedades do algoritmo AP, em
(BERSHAD; LINEBARGER; MCLAUGHLIN, 2001) foi proposto um mo-
delo de comportamento estoca´stico para o algoritmo AP assumindo
que o sinal u(n) e´ um sinal autoregressivo com distribuic¸a˜o gaussiana
com mesma ordem de projec¸o˜es do algoritmo AP e utilizando passo de
adaptac¸a˜o unita´rio. Assim, na forma escalar, o sinal u(n) e´ da forma:
u(n) =
P∑
i=1
aiu(n− i) + z(n) (2.26)
Considerando ainda, que o vetor de sinal de entrada e´ da forma
da Equac¸a˜o (1.2), a Equac¸a˜o (2.26) pode ser escrita na forma:
u(n) = U(n)a + z(n) (2.27)
em que z(n) e´ um vetor de varia´veis aleato´rias gaussianas independentes
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de me´dia nula e variaˆncia σ2z . Assim, de (2.15) e (2.17):
φ(n) =
[
I−U(n)[UT (n)U(n)]−1UT (n)]u(n) (2.28)
Utilizando o modelo de sinal de entrada dado pela Equac¸a˜o
(2.27):
φ(n) =
[
I−U(n)[UT (n)U(n)]−1UT (n)][U(n)a + z(n)] (2.29)
Como
[
I −U(n)[UT (n)U(n)]−1UT (n)] e´ a matriz de projec¸a˜o
no espac¸o complementar a`s colunas de U(n), a projec¸a˜o de U(n)a nesse
espac¸o e´ nula. Assim:
φ(n) =
[
I−U(n)[UT (n)U(n)]−1UT (n)]z(n) (2.30)
e ainda:
E
{
aˆ(n)
}
= a (2.31)
Como consequeˆncia da Equac¸a˜o (2.30), foi demonstrado que a
matriz de covariaˆncia do vetor φ(n) possui N−P autovalores na˜o nulos
e P autovalores nulos. Dessa forma, os resultados do trabalho feito
por Bershad, Linebarger e McLaughlin (2001) permitiram um melhor
entendimento das propriedades estat´ısticas do vetor φ(n). Assim, o
modelo proposto apresentou uma excelente acura´cia na predic¸a˜o do
comportamento me´dio do algoritmo AP.
Posteriormente, em (SHIN; SAYED, 2004), foi elaborado um mo-
delo para o algoritmo AP com passo de adaptac¸a˜o arbitra´rio e qualquer
modelo de sinal de entrada, baseado em considerac¸o˜es de conservac¸a˜o de
energia. Entretanto, o modelo obtido depende da estimac¸a˜o nume´rica
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de estat´ısticas de ordem elevada do sinal de entrada. A obtenc¸a˜o de
modelos anal´ıticos completos para casos especiais a partir da derivac¸a˜o
feita por Shin e Sayed (2004) ainda e´ um trabalho em aberto.
Baseado em (BERSHAD; LINEBARGER; MCLAUGHLIN, 2001), o
trabalho feito em (ALMEIDA et al., 2005) propoˆs um modelo de com-
portamento estoca´stico do algoritmo AP considerando passo unita´rio e
entradas autoregressivas, podendo essas terem quaisquer distribuic¸o˜es
probabil´ısticas. O modelo foi obtido em forma fechada, sem a neces-
sidade de nenhuma estimac¸a˜o nume´rica das estat´ısticas do sinal de
entrada. Ale´m do modelo de comportamento me´dio em forma fechada,
esse trabalho determinou tambe´m que a matriz de covariaˆncia de φ(n),
para um sinal de entrada autoregressivo da forma de (2.27) e com ordem
igual a` do algoritmo AP, seja definida por:
Rφ = E
{
φ(n)φT (n)
}
=
N − P
N
σ2zI (2.32)
Tal trabalho foi expandido posteriormente para o algoritmo PAP,
conforme mostra o trabalho publicado em (ALMEIDA; BERMUDEZ; BERSHAD,
2009). Nesse, pode ser verificado que o modelo obtido recai exatamente
sobre o trabalho feito por Almeida et al. (2005), quando aplica-se o
passo unita´rio e planta estaciona´ria.
Sob a justificativa de que a implementac¸a˜o do algoritmo AP com
ordem elevada acarreta em um elevado custo computacional, em (AL-
MEIDA; COSTA; BERMUDEZ, 2010) foi proposto um modelo de com-
portamento estoca´stico do algoritmo PAP assumindo que a ordem do
processo autoregressivo H e´ superior a` ordem P do algoritmo. Como
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consequeˆncia desse cena´rio, o vetor φ(n) passa a possuir correlac¸a˜o
temporal, fazendo com que o algoritmo PAP tenha uma menor velo-
cidade de convergeˆncia quando comparada a` velocidade do algoritmo
operando em cena´rio de ordem suficiente.
Baseado no trabalho de Almeida et al. (2005), os trabalhos feitos
em (COSTA et al., 2012; BARCELOS, 2013) investigaram o problema asso-
ciado a` inicializac¸a˜o do algoritmo AP com passo unita´rio. A derivac¸a˜o
do modelo considera que o vetor w(0) deve satisfazer um determinado
conjunto de equac¸o˜es entre os instantes n = 0 e n = P . Nesse tra-
balho foi verificado experimentalmente ainda que tal situac¸a˜o e´ mais
evidente quando duas condic¸o˜es sa˜o atendidas simultaneamente: o sinal
u(n) possui alta correlac¸a˜o temporal e o vetor de inicializac¸a˜o w(0) esta´
muito distante de wo. Uma explicac¸a˜o teo´rica para esse comportamento
na˜o foi proposta. A Figura 7 mostra a comparac¸a˜o entre o modelo pro-
posto por Almeida et al. (2005) e Barcelos (2013). Para tanto, foram
utilizados os seguintes paraˆmetros: sinal de entrada modelado como
u(n) = 1.96u(n− 1)− 0.9893u(n− 2) + z(n) com σ2z = 0.0575, P = 2,
planta desconhecida consistindo em uma janela de Hann normalizada
com N = 64 coeficientes e σ2r = 10
−6.
2.1 LIMITAC¸O˜ES DOS MODELOS EXISTENTES
A ana´lise detalhada dos modelos existentes para o algoritmo PAP
e a utilizac¸a˜o extensiva desses modelos evidenciaram a necessidade de
melhorias no trabalho de ana´lise. Esta sec¸a˜o descreve as limitac¸o˜es
encontradas e quais delas foram resolvidas neste trabalho.
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Figura 7 – Comparac¸a˜o entre os modelos propostos por Almeida et al.
(2005) e Barcelos (2013)
Inicialmente, o modelo desenvolvido por Costa et al. (2012) e
Barcelos (2013) considera os efeitos de inicializac¸a˜o apenas para o caso
de passo unita´rio e para ordem suficiente (sinal de entrada autoregres-
sivo com ordem igual a` do algoritmo PAP). Embora o modelo desenvol-
vido com essas limitac¸o˜es permita infereˆncias importantes a respeito do
comportamento do algoritmo, a modelagem do comportamento desse
algoritmo para passos na˜o unita´rios e´ altamente deseja´vel. Outro as-
pecto importante e´ que utilizac¸o˜es pra´ticas do algoritmo PAP esta˜o
normalmente limitadas a valores reduzidos de P (tipicamente P ≤ 3)
devido a` complexidade de implementac¸a˜o. Por outro lado, sinais reais
normalmente requerem modelagens autoregressivas de ordens bem mais
elevadas do que isso. Assim, ha´ grande interesse em modelar os efeitos
da inicializac¸a˜o tambe´m para implementac¸o˜es de ordem insuficiente e
com passo na˜o unita´rio.
O trabalho desenvolvido por Almeida, Bermudez e Bershad (2009)
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levou a um modelo anal´ıtico para o algoritmo PAP sem a restric¸a˜o
de passo unita´rio. No entanto, ainda considerou ordens iguais para
o modelo AR do sinal de entrada e para o algoritmo. Ale´m disso, o
modelo em questa˜o empresta a expressa˜o aproximada do erro me´dio
quadra´tico obtida pelos mesmos autores em Almeida et al. (2005) na
ana´lise do comportamento do algoritmo AP com passo unita´rio. Essa
simplificac¸a˜o levou a` eliminac¸a˜o de uma constante multiplicativa do
erro quadra´tico me´dio em excesso, a qual pode ter um papel impor-
tante na acura´cia do modelo dependendo dos coeficientes do processo
AR do sinal de entrada. Para demonstrar essa simplificac¸a˜o, recorre-se
a` Equac¸a˜o (19) do referido trabalho:
ea(n) =
1
γ
[
φT (n)v(n)− µar(n− 1)] (2.33)
em que:
γ = 1− (1− µ)
P∑
i=1
ai (2.34)
O erro de estimac¸a˜o no trabalho feito por Almeida, Bermudez e Bershad
(2009) e´ dado por:
e(n) = ea(n) + r(n) (2.35)
Elevando a Equac¸a˜o (2.35) ao quadrado, tem-se:
e2(n) = e2a(n) + r
2(n) + 2ea(n)r(n) (2.36)
Elevando a Equac¸a˜o (2.33) ao quadrado e substituindo na Equac¸a˜o
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(2.36), tem-se:
e2(n) =r2(n) +
µ2
γ2
[
aˆT (n)r(n− 1)]2 − 2µ
γ
aˆT (n)r(n− 1)r(n)
+
2
γ
φT (n)v(n)r(n)− 2 µ
γ2
φT (n)v(n)aˆT (n)r(n− 1)
+
1
γ2
φT (n)v(n)φT (n)v(n) (2.37)
Recorrendo a` Equac¸a˜o (22) do trabalho feito por Almeida, Bermudez
e Bershad (2009) que define a versa˜o do ru´ıdo filtrada, tem-se:
ra(n) = r(n)− µ
γ
aˆT (n)r(n− 1) (2.38)
Elevando a Equac¸a˜o (2.38) ao quadrado, obte´m-se:
r2a(n) = r
2(n) +
µ2
γ2
[
aˆT (n)r(n− 1)]2 − 2µ
γ
aˆT (n)r(n− 1)r(n) (2.39)
Substituindo a Equac¸a˜o (2.39) na Equac¸a˜o (2.36), tem-se:
e2(n) =r2a(n) +
2
γ
φT (n)v(n)r(n)− 2 µ
γ2
φT (n)v(n)aˆT (n)r(n− 1)
+
1
γ2
φT (n)v(n)φT (n)v(n) (2.40)
Tomando o valor esperado da Equac¸a˜o (2.40) e considerando a hipo´tese
de que o ru´ıdo aditivo r(n) e´ de me´dia nula e independente de qualquer
outro sinal, obte´m-se:
E
{
e2(n)
}
= E
{
r2a(n)
}
+
1
γ2
Tr[RφK(n)] (2.41)
em que Tr[·] e´ o operador de trac¸o, K(n) e´ a matriz de covariaˆncia
do vetor de erro nos coeficientes v(n) e Rφ e´ a matriz de covariaˆncia
do vetor φ(n). A Equac¸a˜o (2.41) esta´ dissonante da Equac¸a˜o (28)
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apresentada no trabalho feito por Almeida, Bermudez e Bershad (2009),
que consiste em assumir γ = 1. Para ilustrar o efeito causado por essa
simplificac¸a˜o, foi feita uma simulac¸a˜o computacional com os seguintes
paraˆmetros: sinal de entrada modelado como u(n) = −0.9u(n − 1) +
z(n), com σ2z = 0.9687, P = 2, sistema desconhecido consistindo em
uma janela de Hann com 64 coeficientes, passo de adaptac¸a˜o µ = 0.2 e
σ2r = 10
−6. O resultado dessa simulac¸a˜o e´ mostrado na Figura 8.
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Figura 8 – Comparac¸a˜o entre diferentes verso˜es do modelo de Almeida,
Bermudez e Bershad (2009)
Ainda em relac¸a˜o ao modelo desenvolvido em Almeida, Bermu-
dez e Bershad (2009), naquela ana´lise e´ feita uma hipo´tese simplifica-
dora de que o erro a priori varia lentamente na janela de observac¸a˜o do
algoritmo (intervalo de P amostras), podendo ser considerado aproxi-
madamente constante nesse intervalo. Da Equac¸a˜o (17) obtida por Al-
meida, Bermudez e Bershad (2009), considerando a planta estaciona´ria,
pode-se obter:
ea(n) = φ
T (n)v(n) + (1− µ)aˆT (n)ea(n− 1) + µr(n− 1) (2.42)
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Ao considerar a hipo´tese feita naquele trabalho, que consiste em dizer
que as componentes do vetor ea(n−1) sa˜o aproximadamente constantes,
obte´m-se:
ea(n) =
1
1− (1− µ)∑Pi=1 ai
[
φT (n)v(n)− µaˆT (n)r(n− 1)] (2.43)
A passagem da Equac¸a˜o (2.42) para a Equac¸a˜o (2.43) elimina o efeito
da filtragem do vetor ea(n − 1) podendo, para algum exemplo, ser
prejudicial na acura´cia do modelo proposto por Almeida, Bermudez e
Bershad (2009) durante o per´ıodo transito´rio. Nota-se ainda que, na
Equac¸a˜o (2.42) que o efeito da hipo´tese sobre o vetor ea(n − 1) deve
ser mais percept´ıvel para passo de adaptac¸a˜o pequeno e irrelevante
para passo de adaptac¸a˜o unita´rio. Para ilustrar o exposto, a Figura
9 mostra a comparac¸a˜o do modelo proposto por Almeida, Bermudez
e Bershad (2009) em duas situac¸o˜es com o mesmo sinal de entrada:
u(n) = −0.3u(n − 1) − 0.5u(n − 2) com σ2z = 1.0323. Em ambas as
comparac¸o˜es, foi utilizada a mesma resposta ao impulso utilizada no
trabalho de Almeida, Bermudez e Bershad (2009) com N = 64 coefici-
entes e P = 2. A diferenc¸a entre as simulac¸o˜es consiste na utilizac¸a˜o de
diferentes passos de adaptac¸a˜o: a primeira utiliza passo de adaptac¸a˜o
µ = 0.2 e na segunda e´ utilizado passo de adaptac¸a˜o unita´rio.
Nota-se na Figura 9 que, ao utilizar passo de adaptac¸a˜o pequeno,
a acura´cia do modelo proposto por Almeida, Bermudez e Bershad
(2009) e´ comprometida no regime transito´rio. Simulac¸o˜es em que os va-
lores esperados foram estimados numericamente indicam que a hipo´tese
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Figura 9 – Comparac¸a˜o do modelo proposto por Almeida, Bermudez e
Bershad (2009) com diferentes passos de adaptac¸a˜o
feita sobre o vetor ea(n− 1) tem uma grande influeˆncia na gerac¸a˜o do
descasamento observado entre a teoria e a simulac¸a˜o. Por outro lado,
ao utilizar passo de adaptac¸a˜o unita´rio, nota-se uma boa acura´cia no re-
gime transito´rio do modelo proposto por Almeida, Bermudez e Bershad
(2009) com relac¸a˜o ao comportamento do EQM do algoritmo PAP, si-
tuac¸a˜o essa que anula a filtragem do vetor ea(n− 1).
2.2 O EFEITO DA INICIALIZAC¸A˜O DO ALGORITMO PAP
O modelo desenvolvido por Costa et al. (2012) inclui o efeito da
inicializac¸a˜o do algoritmo PAP com passo unita´rio e ordem de projec¸a˜o
suficiente. Nesta sec¸a˜o sera´ mostrado, de forma resumida, o desenvol-
vimento feito naquele trabalho. Definindo v(n) como o vetor de erro
nos coeficientes do filtro adaptativo da forma
v(n) = w(n)−w0 (2.44)
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e´ poss´ıvel escrever a Equac¸a˜o (2.24) na forma:
v(n+ 1) = v(n) +
φ(n)
φT (n)φ(n)
e(n) (2.45)
Considerando-se o cena´rio de identificac¸a˜o de sistemas, em que:
d(n) = uT (n)w0 + r(n) (2.46)
e r(n) e´ um ru´ıdo aditivo de me´dia nula e variaˆncia σ2r . O sinal de erro,
enta˜o, pode ser escrito como:
e(n) = −uT (n)v(n) + r(n) (2.47)
e, assim, a Equac¸a˜o (2.45) se torna:
v(n+ 1) = v(n)− φ(n)
φT (n)φ(n)
uT (n)v(n) +
φ(n)
φT (n)φ(n)
r(n) (2.48)
Fazendo a tranposta em (2.15) e substituindo na Equac¸a˜o (2.48):
v(n+ 1) = v(n)− φ(n)φ
T (n)
φT (n)φ(n)
v(n)
− φ(n)aˆ
T (n)
φT (n)φ(n)
UT (n)v(n) +
φ(n)r(n)
φT (n)φ(n)
(2.49)
Assumindo que φ(n) e´ ortogonal a`s colunas de U(n), chega-se a duas
propriedades (RUPP, 1998):
uT (n)v(n+ 1) = r(n) (2.50)
UT (n)v(n+ 1) = UT (n)v(n) (2.51)
Combinando ambas as equac¸o˜es recursivamente chega-se a:
UT (n)v(n) = r(n− 1) (2.52)
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em que:
r(n− 1) =
[
r(n− 1) r(n− 2) · · · r(n− P )
]T
(2.53)
Se, na Equac¸a˜o (2.52), aplicar-se n = 0, tem-se UT (0)v(0) =
r(−1). Como, em geral, o vetor de inicalizac¸a˜o w(0) e´ arbitra´rio tal
Equac¸a˜o pode na˜o ser satisfeita, gerando assim o efeito da inicializac¸a˜o.
Dessa forma, o trabalho proposto por Costa et al. (2012) adiciona um
termo a` Equac¸a˜o (2.52) para obter um novo modelo que descreva o
comportamento do algoritmo quando o algoritmo opera sob as treˆs
condic¸o˜es descritas no trabalho. Baseando-se no descrito, a Equac¸a˜o
(2.52) e´ modificada para:
UT (n)v(n) = r(n− 1) + q(n) (2.54)
em que:
q(n) = Q(−n+ 1)[UT (n)v(0)− r(n− 1)] (2.55)
onde:
Q(−n+ 1) =

u−1(−n+ 1) 0 · · · 0
0 u−1(−n+ 2) · · · 0
...
...
. . .
...
0 0 0 u−1(−n+ P )

(2.56)
e´ uma matriz P × P e u−1(n) e´ a func¸a˜o degrau unita´rio.
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2.3 O EFEITO DA ORDEM INSUFICIENTE NO ALGORITMO PAP
Como consequeˆncia da implementac¸a˜o do algoritmo PAP com
ordem deficiente, a matriz Rφ na˜o e´ mais da forma mostrada pela
Equac¸a˜o (2.32), conforme mostrado por Almeida, Costa e Bermudez
(2010). Considerando, agora, que o vetor a e´:
a =
[
a1 a2 · · · aP aP+1 · · · aH
]T
(2.57)
e ainda definindo:
b =
[
a1 a2 · · · aP
]T
(2.58)
c =
[
aP+1 aP+2 · · · aH
]T
(2.59)
como subvetores do vetor a e a matriz U¯(n) como:
U¯(n) =
[
u(n− P − 1) u(n− P − 2) · · · u(n−H)
]
(2.60)
o trabalho de Almeida, Costa e Bermudez (2010) demonstra que, para
o caso de ordem insuficiente, a matriz Rφ se torna:
Rφ =
N − P
N
σ2zI + ∆ (2.61)
em que:
∆ = E
{
P⊥(n)U¯(n)ccT U¯T (n)PT⊥(n)
}
(2.62)
em que P⊥(n) e´ a matriz de projec¸a˜o no espac¸o complementar a`s co-
lunas de U(n). Assim, a matriz ∆ e´ completamente definida pelas
estat´ısticas do sinal de entrada.
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Outra consequeˆncia e´ que na˜o e´ mais poss´ıvel assumir que aˆ(n) ≈
a, uma vez que aˆ(n), dado por (2.17), estima apenas P coeficientes. No
mesmo trabalho e´ mostrado que o estimador aˆ(n) em (2.17) pode ser
escrito como:
aˆ(n) = b +
[
UT (n)U(n)
]−1
UT (n)
[
U¯(n)c + z(n)
]
(2.63)
Como conclusa˜o, na situac¸a˜o em que o algoritmo PAP opera com or-
dem deficiente, o estimador aˆ(n) torna-se polarizado com relac¸a˜o aos
primeiros P coeficientes de a.
2.4 RESULTADOS OBTIDOS NO TRABALHO
Diante do exposto, este trabalho concentrar-se-a´ em obter um
modelo teo´rico para o comportamento me´dio do algoritmo PAP uti-
lizando passo na˜o unita´rio e considerando que o algoritmo opera em
uma situac¸a˜o de ordem deficiente (P < H). Complementarmente, sera´
inclu´ıdo no modelo, parcelas responsa´veis por corrigir o problema de
inicializac¸a˜o do algoritmo PAP sob o cena´rio exposto.
Como resultado deste trabalho, ale´m de obter um modelo teo´rico
de comportamento estoca´stico do algoritmo PAP, obteve-se uma forma
generalizada para o resultado da estimativa feita por aˆ(n) e uma nova
hipo´tese foi feita sobre o vetor ea(n− 1) e que leva a uma modelagem
mais acurada para sinais de entrada com alta correlac¸a˜o temporal.
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3 ANA´LISE ESTOCA´STICA DO ALGORITMO DE
PSEUDO PROJEC¸O˜ES AFINS
Neste cap´ıtulo obter-se-a´ um modelo teo´rico de comportamento
estoca´stico do algoritmo de Pseudo Projec¸o˜es Afins considerando o
cena´rio de ordem insuficiente (P < H) utilizando passo na˜o unita´rio
e corrigindo o problema de inicializac¸a˜o. Para tanto, o vetor de sinal
de entrada u(n) sera´ da forma dada pela Equac¸a˜o (2.27) e aqui sera˜o
assumidas as seguintes hipo´teses:
1. O sinal autoregressivo u(n) e´ estaciona´rio, gaussiano, com variaˆncia
σ2u, me´dia nula e de ordem H.
2. O ru´ıdo aditivo r(n) e´ estaciona´rio, branco, gaussiano, com variaˆncia
σ2r , possui me´dia nula e e´ independente de qualquer outro sinal.
3. O sinal de excitac¸a˜o z(n) do processo AR e´ estaciona´rio, branco,
gaussiano, com variaˆncia σ2z e me´dia nula.
4. Os vetores z(n−k) e w(n−p) sa˜o estatisticamente independentes
para quaisquer k e p.
5. Os vetores z(n−k) e z(n−p) sa˜o estatisticamente independentes
para quaisquer k 6= p.
6. Os vetores φ(n) e w(n) sa˜o considerados estatisticamente inde-
pendentes. Essa hipo´tese equivale a` teoria da independeˆncia apre-
sentada em Haykin (2002).
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7. O nu´mero de coeficientes do filtro adaptativo e´ tal qual N  P .
Como consequeˆncia, conforme mostrado por Bershad, Linebarger
e McLaughlin (2001), as flutuac¸o˜es em torno do vetor aˆ(n) podem
ser desprezadas e o mesmo pode ser aproximado por um vetor
invariante no tempo.
8. As componentes do vetor φ(n) possuem uma distribuic¸a˜o gaussi-
ana de me´dia nula.
3.1 CORREC¸A˜O DO PROBLEMA DE INICIALIZAC¸A˜O
Substituindo a Expressa˜o (2.47) do erro e(n) na Equac¸a˜o (2.25),
tem-se:
v(n+ 1) = v(n) + µ
φ(n)
φT (n)φ(n)
[−uT (n)v(n) + r(n)] (3.1)
Para prosseguir com o equacionamento e´ preciso encontrar uma
forma fechada para uT (n)v(n). Transpondo (2.15) e po´s multiplicando
por v(n) ambos os lados da expressa˜o resultante, tem-se:
uT (n)v(n) = φT (n)v(n) + aˆT (n)UT (n)v(n) (3.2)
Das definic¸o˜es (2.15)-(2.17) segue que φ(n) e´ ortogonal a`s colunas
da matriz U(n). Assim, pre´-multiplicando a Equac¸a˜o (3.1) por uT (n),
tem-se:
uT (n)v(n+1) = uT (n)v(n)−µu
T (n)φ(n)uT (n)v(n)
φT (n)φ(n)
+µ
uT (n)φ(n)r(n
φT (n)φ(n)
(3.3)
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Utilizando a definic¸a˜o dada por (2.15), chega-se a:
uT (n)v(n+ 1) = (1− µ)uT (n)v(n) + µr(n) (3.4)
Pre´-multiplicando a Equac¸a˜o (3.1) por UT (n) e utilizando e o fato de
que UT (n)φ(n) = 0P×1 obte´m-se:
UT (n)v(n+ 1) = UT (n)v(n) (3.5)
Combinando as equac¸o˜es (3.4) e (3.5) recursivamente, obte´m-se:
UT (n)v(n) = (1− µ)ea(n− 1) + µr(n− 1) (3.6)
em que:
ea(n− 1) =
[
ea(n− 1) ea(n− 2) · · · ea(n− P )
]T
(3.7)
e
ea(n) = u
T (n)v(n) (3.8)
Considerando agora o efeito da inicializac¸a˜o do algoritmo PAP,
proceder-se-a´ de forma similar a Costa et al. (2012). Assim:
uT (n)v(n+ 1) =
 u
T (n)[w(0)−wo] n ≤ 0
(1− µ)uT (n)v(n) + µr(n) n > 0
(3.9)
UT (n)v(n+ 1) =
 U
T (n)[w(0)−wo] n ≤ 0
UT (n)v(n) n > 0
(3.10)
Das linhas da Equac¸a˜o (3.10), adotando o ı´ndice i para as colunas
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de U(n), pode-se deduzir que:
uT (n−i)v(n) =

uT (n− i)[w(0)−wo] n ≤ 0
uT (n− i)[w(0)−wo] 0 < n < i
(1− µ)uT (n− i)v(n− i) + µr(n− i) n ≥ i
(3.11)
A Equac¸a˜o (3.11) pode ser reescrita da seguinte maneira:
uT (n− i)v(n) = (1− µ)ea(n− i) + µr(n− i) + qi(n) (3.12)
em que:
qi(n) = [u
T (n− i)v(0)− (1−µ)uT (n− i)v(n− i)−µr(n− i)]u−1(i−n)
(3.13)
em que u−1(n) e´ a func¸a˜o degrau unita´rio. Na forma vetorial:
UT (n)v(n) = (1− µ)ea(n− 1) + µr(n− 1) + q(n) (3.14)
q(n) = Q(−n+ 1)[UT (n)v(0)− (1− µ)ea(n− 1)− µr(n− 1)] (3.15)
Substituindo (3.15) em (3.14), tem-se:
UT (n)v(n) = (1− µ)ea(n− 1) + µr(n− 1)
+ Q(−n+ 1)[UT (n)v(0)− (1− µ)ea(n− 1)− µr(n− 1)]
(3.16)
Ao considerar passo de adaptac¸a˜o na˜o unita´rio, os termos en-
volvendo o vetor ea(n − 1) aparecem na Equac¸a˜o (3.30) no trabalho
apresentado em (BARCELOS, 2013). Em (BARCELOS, 2013), em vir-
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tude da utilizac¸a˜o de passo unita´rio, na˜o foi necessa´rio efetuar uma
hipo´tese sobre o vetor ea(n − 1), sendo isto um fator limitante para
considerar passo na˜o unita´rio na ana´lise do comportamento estoca´stico
do algoritmo PAP.
A hipo´tese sobre o vetor ea(n − 1) apresentada por Almeida,
Bermudez e Bershad (2009) consiste em assumir que as componentes
deste vetor sa˜o aproximadamente iguais. Desta forma, conforme ex-
plorado anteriormente, o processo de filtragem das P componentes do
erro a priori a cada iterac¸a˜o e´ eliminado do modelo apresentado por
Almeida, Bermudez e Bershad (2009). Logo, uma aproximac¸a˜o para
o comportamento das componentes do vetor ea(n− 1) deve ser obtida
para prosseguir com o equacionamento do comportamento do algoritmo
PAP.
A fim de obter uma aproximac¸a˜o para o vetor ea(n − 1), que e´
composto por P amostras do erro a priori de estimac¸a˜o, e´ necessa´rio
conhecer como ea(n) varia ao longo das iterac¸o˜es. A Figura 10 mostra
o comportamento de ea(n) nas seguintes condic¸o˜es: sinal AR da forma
u(n) = −0.4u(n − 1) + z(n), com σ2z = 0.8469, P = 1, planta desco-
nhecida consistindo em uma janela de Hann normalizada com N = 64
coeficientes, passo de adaptac¸a˜o µ = 0.8 e o vetor de coeficientes do
filtro adaptativo inicializado no vetor nulo.
Com o conhecimento, mostrado na Figura 10, de que o erro a
priori de estimac¸a˜o cai exponencialmente com o tempo, optou-se por
modelar as componentes do vetor ea(n− 1) com um modelo de decai-
mento exponencial controlado por um autovalor da matriz de correlac¸a˜o
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Figura 10 – Comportamento instantaˆneo de ea(n)
do sinal de entrada u(n). O autovalor escolhido para esta modelagem
deve produzir o modo de convergeˆncia mais lento e oscilato´rio, uma vez
que o sinal de erro e´ de me´dia nula. Essa opc¸a˜o e´ feita baseada nos mo-
dos de convergeˆncia do algoritmo steepest-descent, conforme mostrado
em (HAYKIN, 2002). E´ va´lido notar que o decaimento exponencial de
ea(n) e´ sempre observado quando o vetor de inicializac¸a˜o na˜o e´ setado
em wo. Deste modo, o vetor ea(n− 1) se torna:
ea(n− 1) =
[
(1− µλ)n−1 (1− µλ)n−2 · · · (1− µλ)n−P
]T
(3.17)
em que λ e´ o autovalor escolhido da matriz de correlac¸a˜o do sinal de
entrada x(n) que produza (1−µλ) o mais pro´ximo de −1. Retomando
a Equac¸a˜o (3.2), substituindo a Equac¸a˜o (3.16) e utilizando a Equac¸a˜o
(3.17), tem-se:
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ea(n) = φ
T (n)v(n) + (1− µ)β(n) + µaˆT (n)r(n− 1)
+ aˆT (n)Q(−n+ 1)UT (n)v(0)− µaˆT (n)Q(−n+ 1)r(n− 1) (3.18)
em que:
β(n) =
P∑
i=1
aˆi(n)(1− µλ)n−i[1− u−1(−n+ i)] (3.19)
Substituindo a Equac¸a˜o (3.18) na Equac¸a˜o (3.1), juntamente
com a Equac¸a˜o (3.19), chega-se finalmente a:
v(n+ 1) = v(n)− µφ(n)φ
T (n)
φT (n)φ(n)
v(n)− µ(1− µ) φ(n)β(n)
φT (n)φ(n)
− µ2φ(n)aˆ
T (n)r(n− 1)
φT (n)φ(n)
+ µ
φ(n)r(n)
φT (n)φ(n)
− µφ(n)aˆ
T (n)Q(−n+ 1)UT (n)v(0)
φT (n)φ(n)
+ µ2
φ(n)aˆT (n)Q(−n+ 1)r(n− 1)
φT (n)φ(n)
(3.20)
Definindo ainda o ru´ıdo filtrado ra(n) como
ra(n) = r(n)− µaˆT (n)r(n− 1) (3.21)
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obte´m-se:
v(n+ 1) = v(n)− µφ(n)φ
T (n)
φT (n)φ(n)
v(n)
−µ(1− µ) φ(n)β(n)
φT (n)φ(n)
−µφ(n)aˆ
T (n)Q(−n+ 1)UT (n)v(0)
φT (n)φ(n)
+µ2
φ(n)aˆT (n)Q(−n+ 1)r(n− 1)
φT (n)φ(n)
+µ
φ(n)ra(n)
φT (n)φ(n)
(3.22)
A fim de validar o a Equac¸a˜o (3.22), foi efetuada uma simulac¸a˜o
computacional com os seguintes paraˆmetros: sinal de entrada AR da
forma u(n) = 1.96u(n− 1)− 0.9893u(n− 2) + z(n), com σ2z = 0.0575,
λ = 2.3192, N = 64, P = 2, planta a estimar consistindo em uma
janela de Hann normalizada e passo de adaptac¸a˜o µ = 0.8. A escolha
desses paraˆmetros se da´ pelo fato de que tais paraˆmetros sa˜o utilizados
em (BARCELOS, 2013) para explorar o efeito da inicializac¸a˜o. A Figura
11 avalia o comportamento do coeficiente de nu´mero 32 do vetor v(n).
Nota-se que durante o per´ıodo transito´rio mostrado na Figura 11,
na˜o ha´ uma perfeita acura´cia da previsa˜o feita pela Equac¸a˜o (3.22). Isso
se deve ao fato da aproximac¸a˜o utilizada para o vetor ea(n−1) na˜o ser
a mais acurada. Assim, ainda ha´ espac¸o para melhores aproximac¸o˜es
das componentes do vetor ea(n− 1).
Em (ALMEIDA; COSTA; BERMUDEZ, 2010), as componentes de
aˆ(n) sa˜o determinadas a partir das equac¸o˜es (2.58)-(2.60). Assim, uti-
67
0 200 400 600 800 1000 1200 1400 1600 1800 2000
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
n
v
(n
)
 
 
Algoritmo PAP (32)
Equac¸a˜o 3.22 (32)
Figura 11 – Comparac¸a˜o do algoritmo PAP com a Equac¸a˜o (3.22)
lizando a definic¸a˜o dada pela Equac¸a˜o (2.27), o estimador aˆ(n) se torna:
aˆ(n) = b +
[
UT (n)U(n)
]−1
UT (n)
[
U¯(n)c + z(n)
]
(3.23)
Tomando o valor esperado da Equac¸a˜o (3.23), tem-se:
aˆ(n) ≈ E{aˆ(n)} = b + E{[UT (n)U(n)]−1UT (n)U¯(n)c} (3.24)
Nota-se que a Equac¸a˜o (3.24) depende de uma estimac¸a˜o nume´rica de
estat´ısticas de ordem elevada do sinal de entrada. Entretanto, conforme
mostrado em Kay (1993), se um sistema da forma:
u(n)−
P∑
i=1
aiu(n− i) = φ(n) (3.25)
e´ esta´vel, o estimador aw de mı´nimo erro quadra´tico me´dio do vetor de
P coeficientes a e´ dado pela soluc¸a˜o do sistema de equac¸o˜es normais:
RuP×P aw = −pu (3.26)
em que RuP×P e´ a matriz de correlac¸a˜o do sinal de entrada u(n) de
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ordem P e pu e´ definido como:
pu =
[
ru(1) ru(2) · · · ru(P )
]T
(3.27)
em que ru(k) e´ a sequeˆncia de correlac¸a˜o do sinal de entrada u(n).
Dessa forma, assumindo que RuP×P e´ definida positiva, obte´m-se:
aˆ(n) ≈ E{aˆ(n)} = aw = −R−1uP×P pu (3.28)
A Equac¸a˜o (3.28) e´ conhecida como equac¸a˜o de Yule-Walker
(KAY, 1993). O vetor aw pode ser considerado um bom estimador
do vetor a se o algoritmo PAP opera com ordem suficiente. A Equac¸a˜o
(3.28) representa uma generalizac¸a˜o dos resultados apresentados nos
trabalhos anteriores que consideravam apenas o cena´rio de ordem sufi-
ciente. Retomando a Equac¸a˜o (3.19), tem-se:
β(n) =
P∑
i=1
awi(1− µλ)n−i[1− u−1(−n+ i)] (3.29)
3.2 COMPORTAMENTO ME´DIO DOS COEFICIENTES
Tomando o valor esperado da Equac¸a˜o (3.22), tem-se:
69
E
{
v(n+ 1)
}
= E
{
v(n)
}− µ
1︷ ︸︸ ︷
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)
}
−µ(1− µ)
2︷ ︸︸ ︷
E
{
φ(n)β(n)
φT (n)φ(n)
}
+µ
3︷ ︸︸ ︷
E
{
φ(n)ra(n)
φT (n)φ(n)
}
−µ
4︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
}
+µ2
5︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
}
(3.30)
Sob a luz da Hipo´tese 6, e´ poss´ıvel escrever o primeiro termo da
Equac¸a˜o (3.30) como:
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)
}
= E
{
φ(n)φT (n)
φT (n)φ(n)
}
E
{
v(n)
}
(3.31)
E ainda, conforme mostrado por Almeida et al. (2005):
E
{
φ(n)φT (n)
φT (n)φ(n)
}
E
{
v(n)
} ≈ E{ 1
φT (n)φ(n)
}
RφE
{
v(n)
}
(3.32)
em que Rφ e´ a matriz de correlac¸a˜o de φ(n), dada pela Equac¸a˜o (2.61).
Como β(n) e´ uma grandeza determin´ıstica, conforme mostrado pela
Equac¸a˜o (3.19) e, como uma consequeˆncia da Hipo´tese 1, o segundo
valor esperado da Equac¸a˜o (3.30) se torna:
E
{
φ(n)β(n)
φT (n)φ(n)
}
= β(n)E
{
φ(n)
φT (n)φ(n)
}
= 0N×1 (3.33)
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Com base na Hipo´tese 2, o terceiro valor esperado se torna:
E
{
φ(n)ra(n)
φT (n)φ(n)
}
= E
{
φ(n)
φT (n)φ(n)
}
E
{
ra(n)
}
= 0N×1 (3.34)
De maneira similar ao mostrado por Barcelos (2013), e uma vez
que v(0) e´ determin´ıstico, o quarto valor esperado se torna:
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
}
= E
{
1
φT (n)φ(n)
}
Rφu(n)v(0)
(3.35)
em que a matriz:
Rφu(n) = E
{
φ(n)aTwQ(−n+ 1)UT (n)
}
(3.36)
e´ completamente definida pelas estat´ısticas do sinal de entrada.
De forma similar ao terceiro valor esperado, o u´ltimo termo da
Equac¸a˜o (3.30) se torna:
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
}
= 0N×1 (3.37)
Ainda, conforme mostrado por Almeida et al. (2005):
E
{
1
φT (n)φ(n)
}
' 1
σ2φ(G− 2)
(3.38)
em que:
G = N − P (3.39)
Agrupando os resultados para os valores esperados da Equac¸a˜o
(3.30), esta se torna:
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E
{
v(n+ 1)
}
=
(
I− µRφ
σ2φ(G− 2)
)
E
{
v(n)
}− µRφu(n)v(0)
σ2φ(G− 2)
(3.40)
Em um cena´rio de ordem suficiente, a matriz ∆ na Equac¸a˜o
(3.36) e´ nula. Dessa forma, aplicando passo unita´rio e ordem suficiente
a Equac¸a˜o (3.40) se torna:
E
{
v(n+ 1)
}
=
(
1− 1
G− 2
)
E
{
v(n)
}− N
G(G− 2)σ2z
Rφu(n)v(0)
(3.41)
A Equac¸a˜o (3.41) e´ exatamente a Equac¸a˜o (4.11) do trabalho feito por
Barcelos (2013). A Equac¸a˜o (3.40) e´ uma generalizac¸a˜o da Equac¸a˜o
que descreve o comportamento me´dio dos coeficientes em (BARCELOS,
2013).
3.3 ERRO QUADRA´TICO ME´DIO
Elevando a Equac¸a˜o (2.47) ao quadrado, tirando o valor espe-
rado, tem-se:
E
{
e2(n)
}
= E
{
r2(n)
}
+ E
{
e2a(n)
}− 2E{ea(n)r(n)} (3.42)
Considerando a Hipo´tese 2, o terceiro termo da equac¸a˜o acima e´ nulo.
Logo:
E
{
e2(n)
}
= E
{
r2(n)
}
+ E
{
e2a(n)
}
(3.43)
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Substituindo a Equac¸a˜o (3.18) na Equac¸a˜o acima, obte´m-se
E
{
e2(n)
}
=
1︷ ︸︸ ︷
E
{
φT (n)v(n)φT (n)v(n)
}
+(1− µ)
2︷ ︸︸ ︷
E
{
φT (n)v(n)β(n)
}
+ µ
3︷ ︸︸ ︷
E
{
φT (n)v(n)awr(n− 1)
}
+
4︷ ︸︸ ︷
E
{
φT (n)v(n)aTwQ(−n+ 1)UT (n)v(0)
}
− µ
5︷ ︸︸ ︷
E
{
φT (n)v(n)aTwQ(−n+ 1)r(n− 1)
}
+ (1− µ)
6︷ ︸︸ ︷
E
{
β(n)φT (n)v(n)
}
+(1− µ)2
7︷ ︸︸ ︷
E
{
β2(n)
}
+ (1− µ)µ
8︷ ︸︸ ︷
E
{
β(n)aTwr(n− 1)
}
− (1− µ)
9︷ ︸︸ ︷
E
{
β(n)aTwQ(−n+ 1)UT (n)v(0)
}
− (1− µ)
10︷ ︸︸ ︷
E
{
β(n)aTwQ(−n+ 1)r(n− 1)
}
+ µ
11︷ ︸︸ ︷
E
{
aTwr(n− 1)φT (n)v(n)
}
+ (1− µ)µ
12︷ ︸︸ ︷
E
{
aTwr(n− 1)β(n)
}
+µ2
13︷ ︸︸ ︷
E
{
[aTwr(n− 1)]2
}
+ µ
14︷ ︸︸ ︷
E
{
aTwr(n− 1)aTwQ(−n+ 1)UT (n)v(0)
}
− µ2
15︷ ︸︸ ︷
E
{
aTwr(n− 1)aTwQ(−n+ 1)r(n− 1)
}
+
16︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)UT (n)v(0)φT (n)v(n)
}
(3.44)
+ (1− µ)
17︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)UT (n)v(0)β(n)
}
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+ µ
18︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)UT (n)v(0)aTwr(n− 1)
}
+
19︷ ︸︸ ︷
E
{
[aTwQ(−n+ 1)UT (n)v(0)]2
}
− µ
20︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)r(n− 1)φT (n)v(n)
}
− (1− µ)µ
21︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)r(n− 1)β(n)
}
− µ2
22︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)r(n− 1)aTwr(n− 1)
}
− µ2
23︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)r(n− 1)aTwQ(−n+ 1)UT (n)v(0)
}
+ µ2
24︷ ︸︸ ︷
E
{
[aTwQ(−n+ 1)r(n− 1)]2
}
+
25︷ ︸︸ ︷
E
{
r2(n)
}
− µ
26︷ ︸︸ ︷
E
{
aTwQ(−n+ 1)UT (n)v(0)aTwQ(−n+ 1)r(n− 1)
}
Como todos os termos da Equac¸a˜o (3.44) sa˜o escalares, pode-se
escrever, para o primeiro termo:
E
{
φT (n)v(n)φT (n)v(n)
}
= E
{
Tr
[
φ(n)φT (n)v(n)vT (n)
]}
(3.45)
E ainda, considerando a Hipo´tese 6, tem-se:
E
{
φ(n)φT (n)v(n)vT (n)
}
= RφK(n) (3.46)
em que:
K(n) = E
{
v(n)vT (n)
}
(3.47)
Logo, o primeiro termo da Equac¸a˜o (3.44) se torna:
74
E
{
φT (n)v(n)φT (n)v(n)
}
= Tr
[
RφK(n)
]
(3.48)
Como consequeˆncia da Hipo´tese 1, o vetor φ(n) possui me´dia
nula. Logo, utilizando a Hipo´tese 6, o segundo e o sexto valor esperado
resulta em:
E
{
φT (n)v(n)β(n)
}
= E
{
φT (n)
}
E
{
v(n)β(n)
}
= 0 (3.49)
Considerando a Hipo´tese 2, o terceiro e o de´cimo primeiro valores
esperados se tornam:
E
{
φT (n)v(n)aTwr(n− 1)
}
= E
{
φT (n)v(n)aTw
}
E
{
r(n− 1)} = 0
(3.50)
De forma similar ao feito em Barcelos (2013), considerando a
Hipo´tese 6 e a definic¸a˜o dada pela Equac¸a˜o (3.36), o quarto e o de´cimo
sexto termos da Equac¸a˜o (3.30) sa˜o determinados por:
E
{
φT (n)v(n)aTwQ(−n+ 1)UT (n)v(0)
}
= E
{
vT (n)
}
Rφu(n)v(0)
(3.51)
Sob a mesma argumentac¸a˜o utilizada para determinar o terceiro
valor esperado, o quinto e o vige´simo valores esperados se tornam:
E
{
φT (n)v(n)aTwQ(−n+ 1)
}
E
{
r(n− 1)} = 0 (3.52)
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Por se tratar de uma grandeza determin´ıstica, o se´timo valor
esperado e´ determinado pelo seu valor instantaˆneo:
E
{
β2(n)
}
= β2(n) (3.53)
Sob a luz da Hipo´tese 2, o oitavo e o de´cimo segundo valores
esperados podem ser determinados como:
E
{
β(n)aTwr(n− 1)
}
= E
{
β(n)aTw
}
E
{
r(n− 1)} = 0 (3.54)
Considerando a Hipo´tese 1 e usando a definic¸a˜o da matriz Q(−n+
1), o nono e o de´cimo se´timo termo sa˜o nulos:
E
{
β(n)aTwQ(−n+ 1)UT (n)v(0)
}
= β(n)awQ(−n+ 1)E
{
UT (n)
}
v(0)
= 0 (3.55)
O de´cimo e o vige´simo primeiro termos da Equac¸a˜o (3.44), sob
a Hipo´tese 2, se tornam:
E
{
β(n)aTwQ(−n+ 1)
}
E
{
r(n− 1)} = 0 (3.56)
O de´cimo terceiro da Equac¸a˜o (3.44), considerando a Hipo´tese 2
e a Equac¸a˜o (3.28), e´ determinado por:
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E
{
[aTwr(n− 1)]2
}
= aTwE
{
r(n− 1)rT (n− 1)}aw
= aTwawσ
2
r (3.57)
Levando em considerac¸a˜o a Hipo´tese 2, o de´cimo quarto e o
de´cimo oitavo termos sa˜o igualmente nulos.
E
{
rT (n− 1)}E{awaTwQ(−n+ 1)UT (n)v(0)} = 0 (3.58)
De forma similar ao de´cimo terceiro termo e ainda considerando
que Q2(−n+ 1) = Q(−n+ 1), o de´cimo quinto, o vige´simo segundo e
o vige´simo quarto termos da Equac¸a˜o (3.44) se tornam:
E
{
[aTwQ(−n+ 1)r(n− 1)]2
}
= aTwQ(−n+ 1)awσ2r (3.59)
De forma similar ao feito por Costa et al. (2012), o de´cimo nono
e´ dado por:
E
{
[aTwQ(−n+ 1)UT (n)v(0)]2
}
= vT (0)Ru˜(n)v(0) (3.60)
em que a matriz Ru˜(n) e´ definida como:
Ru˜(n) = E
{
U(n)Q(−n+ 1)awaTwQT (−n+ 1)UT (n)
}
(3.61)
Considerando a Hipo´tese 2, o vige´simo quinto termo da Equac¸a˜o
(3.44) e´:
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E
{
r2(n)
}
= σ2r (3.62)
Por fim, considerando a Hipo´tese 2, o u´ltimo termo da Equac¸a˜o
(3.44) e´ nulo:
E
{
aTwQ(−n+ 1)UT (n)v(0)aTwQ(−n+ 1)r(n− 1)
}
=
E
{
aTwQ(−n+ 1)UT (n)v(0)aTwQ(−n+ 1)
}
E
{
r(n− 1)} = 0; (3.63)
Retomando a Equac¸a˜o (3.44), e substituindo todos os termos
calculados, a expressa˜o resulta em:
E
{
e2(n)
}
= (1− µ)2β2(n) + Tr{RφK(n)}
+ (1 + µ2aTwaw)σ
2
r + 2E
{
vT (n)
}
Rφu(n)v(0)
+ vT (0)Ru˜(n)v(0)− µ2aTwQ(−n+ 1)aw (3.64)
Pode-se observar que se a Equac¸a˜o (3.64) fosse particularizada
para passo de adaptac¸a˜o unita´rio e para ordem suficiente, esta Equac¸a˜o
se torna a Equac¸a˜o (5.35) de Barcelos (2013). Como seguimento, obter-
se-a´ uma Equac¸a˜o em forma fechada para a matriz K(n).
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3.4 MATRIZ DE COVARIAˆNCIA DO VETOR DE ERRO NOS CO-
EFICIENTES
Po´s-multiplicando a Equac¸a˜o (3.22) por sua transposta, substi-
tuindo aˆ(n) por aw e tomando o valor esperado condicionado em v(n)
1,
tem-se:
E
{
v(n+ 1)vT (n+ 1)
}
=
1︷ ︸︸ ︷
E
{
v(n)vT (n)
}−µ
2︷ ︸︸ ︷
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)vT (n)
}
−µ(1− µ)
3︷ ︸︸ ︷
E
{
φ(n)β(n)vT (n)
φT (n)φ(n)
}
+µ
4︷ ︸︸ ︷
E
{
φ(n)ra(n)v
T (n)
φT (n)φ(n)
}
−µ
5︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)vT (n)
φT (n)φ(n)
}
+µ2
6︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)vT (n)
φT (n)φ(n)
}
−µ
7︷ ︸︸ ︷
E
{
v(n)vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
+µ2
8︷ ︸︸ ︷
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
+µ2(1− µ)
9︷ ︸︸ ︷
E
{
φ(n)β(n)
φT (n)φ(n)
vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
−µ2
10︷ ︸︸ ︷
E
{
φ(n)ra(n)
φT (n)φ(n)
vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
1Por simplicidade, foi omitido dos valores esperados a expressa˜o matema´tica do
condicionamento em v(n)
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+µ2
11︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
−µ3
12︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
−µ(1− µ)
13︷ ︸︸ ︷
E
{
v(n)
φT (n)β(n)
φT (n)φ(n)
}
+µ2(1− µ)
14︷ ︸︸ ︷
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)
φT (n)β(n)
φT (n)φ(n)
}
+µ2(1− µ)2
15︷ ︸︸ ︷
E
{
φ(n)β(n)
φT (n)φ(n)
φT (n)β(n)
φT (n)φ(n)
}
−µ2(1− µ)
16︷ ︸︸ ︷
E
{
φ(n)ra(n)
φT (n)φ(n)
φT (n)β(n)
φT (n)φ(n)
}
+µ2(1− µ)
17︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
φT (n)β(n)
φT (n)φ(n)
}
−µ3(1− µ)
18︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
φT (n)β(n)
φT (n)φ(n)
}
+µ
19︷ ︸︸ ︷
E
{
v(n)
φT (n)ra(n)
φT (n)φ(n)
}
−µ2
20︷ ︸︸ ︷
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)
φT (n)ra(n)
φT (n)φ(n)
}
−µ2(1− µ)
21︷ ︸︸ ︷
E
{
φ(n)β(n)
φT (n)φ(n)
φT (n)ra(n)
φT (n)φ(n)
}
+µ2
22︷ ︸︸ ︷
E
{
φ(n)ra(n)
φT (n)φ(n)
φT (n)ra(n)
φT (n)φ(n)
}
−µ2
23︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
φT (n)ra(n)
φT (n)φ(n)
}
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+µ3
24︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
φT (n)ra(n)
φT (n)φ(n)
}
−µ
25︷ ︸︸ ︷
E
{
v(n)
vT (0)U(n)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
+µ2
26︷ ︸︸ ︷
E
{
φ(n)φT (n)v(n)
φT (n)φ(n)
vT (0)U(n)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
+µ2(1− µ)
27︷ ︸︸ ︷
E
{
φ(n)β(n)
φT (n)φ(n)
vT (0)U(n)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
−µ2
28︷ ︸︸ ︷
E
{
φ(n)ra(n)
φT (n)φ(n)
vT (0)U(n)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
+µ2
29︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
vT (0)U(n)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
−µ3
30︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
vT (0)U(n)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
+µ2
31︷ ︸︸ ︷
E
{
v(n)
rT (n− 1)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
−µ3
32︷ ︸︸ ︷
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)
rT (n− 1)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
−µ3(1− µ)
33︷ ︸︸ ︷
E
{
φ(n)β(n)
φT (n)φ(n)
rT (n− 1)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
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+µ3
34︷ ︸︸ ︷
E
{
φ(n)ra(n)
φT (n)φ(n)
rT (n− 1)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
−µ3
35︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)
φT (n)φ(n)
rT (n− 1)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
+µ4
36︷ ︸︸ ︷
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)
φT (n)φ(n)
rT (n− 1)QT (−n+ 1)awφT (n)
φT (n)φ(n)
}
(3.65)
Considerando a Hipo´tese 6 e, de forma similar ao feito por Al-
meida et al. (2005), utilizando a Equac¸a˜o (3.38), o segundo e o se´timo
termo da Equac¸a˜o (3.65) se tornam:
E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)vT (n)
}
' 1
σ2φ(G− 2)
Rφv(n)v
T (n) (3.66)
Da mesma forma e usando adicionalmente a Hipo´tese 1, o ter-
ceiro e o de´cimo terceiro termo podem ser determinados:
E
{
φ(n)β(n)vT (n)
φT (n)φ(n)
}
' β(n)E
{
φ(n)
φT (n)φ(n)
}
vT (n) = 0N×N (3.67)
Devido a`s caracter´ısticas estat´ısticas de r(n), mostradas na Hipo´tese
2, o quarto e o de´cimo nono termos da Equac¸a˜o (3.65) sa˜o nulos.
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E
{
φ(n)ra(n)v
T (n)
φT (n)φ(n)
}
' E{ra(n)}E{ φ(n)
φT (n)φ(n)
}
vT (n) = 0N×N
(3.68)
Para calcular os valores esperados do quinto e do vige´simo quinto,
proceder-se-a´ de forma similar a Barcelos (2013):
E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)vT (n)
φT (n)φ(n)
}
' 1
σ2φ(G− 2)
×Rφu(n)v(0)vT (n) (3.69)
Sob a luz da Hipo´tese 2, o sexto e o trige´simo termos da Equac¸a˜o
(3.65) sa˜o nulos.
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)vT (n)
φT (n)φ(n)
}
' E{rT (n− 1)}
× E
{
QT (−n+ 1)awφ(n)
φT (n)φ(n)
}
vT (n) = 0N×N (3.70)
Para determinar os demais valores esperados sera´ considerado,
de forma similar a Almeida et al. (2005) e Barcelos (2013), que:
E
{
1
[φT (n)φ(n)]2
}
' 1
σ4φG(G+ 2)
(3.71)
Para a calcular o oitavo valor esperado, usa-se a fatorac¸a˜o dos
momentos gaussianos apresentada por Haykin (2002) juntamente com
a Equac¸a˜o (3.71):
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E
{
φ(n)φT (n)
φT (n)φ(n)
v(n)vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
' 1
σ4φG(G+ 2)
× [RφvT (n)v(n) + 2Rφv(n)vT (n)Rφ]
(3.72)
A expressa˜o acima calculada leva a uma degradac¸a˜o do valor
previsto do erro em regime (ALMEIDA, 2004). A opc¸a˜o por determinar
o resultado deste valor esperado utilizando o procedimento descrito em
(HAYKIN, 2002) se deu pela tratabilidade matema´tica, uma vez que na˜o
foi poss´ıvel utilizar um procedimento similar ao feito em (ALMEIDA,
2004; ALMEIDA et al., 2005; BARCELOS, 2013) devido ao cena´rio de
ordem insuficiente.
A fim de determinar o valor esperado dos nono e do de´cimo
quarto termos da Equac¸a˜o (3.65), proceder-se-a´ da seguinte maneira:
[
φ(n)β(n)vT (n)φ(n)φT (n)
]
ij
= β(n)
×
N−1∑
k=0
φ(n− i+ 1)φ(n− j + 1)φ(n− k)vk+1(n)
(3.73)
Tomando o valor esperado e utilizando a Hipo´tese 6, tem-se:
E
{[
φ(n)β(n)vT (n)φ(n)φT (n)
]
ij
}
= β(n)
×
N−1∑
k=0
E
{
φ(n− i+ 1)φ(n− j + 1)φ(n− k)}vk+1(n) (3.74)
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Como o vetor φ(n) e´ um vetor de varia´veis conjuntamente gaus-
sianas e de me´dia nula, o nono e o de´cimo quarto valores esperados
sa˜o nulos, pois tal termo envolve um termo de ordem ı´mpar destas
varia´veis.
Considerando a Hipo´tese 2, o de´cimo e o vige´simo termos da
Equac¸a˜o (3.65) sa˜o igualmente nulos.
E
{
φ(n)ra(n)
φT (n)φ(n)
vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
= E
{
ra(n)
}
×E
{
φ(n)
φT (n)φ(n)
vT (n)
φ(n)φT (n)
φT (n)φ(n)
}
= 0N×N (3.75)
Utilizando a fatorac¸a˜o dos momentos gaussianos derivada no
Anexo C em Barcelos (2013) dada por:
E
{
y1y
T
2 w1w
T
2 y3y
T
4
}
= E
{
y1y
T
2
}
w1w
T
2 E
{
y3y
T
4
}
+ E
{
y1y
T
3
}
w2w
T
1 E
{
y2y
T
4
}
+ E
{
y1y
T
4
}
wT1 E
{
y2y
T
3
}
w2 (3.76)
e considerando v(n) constante devido ao valor esperado condicionado
neste vetor, define-se: y1 = φ(n), y
T
2 = a
T
wQ(−n + 1)UT (n), w1 =
v(0), wT2 = v
T (n) e yT3 = y
T
4 = φ
T (n). Logo, o de´cimo primeiro e o
vige´simo sexto valores esperados se tornam:
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E
{
φ(n)aTwQ(−n+ 1)UT (n)v(0)vT (n)φ(n)φT (n)
[φT (n)φ(n)]2
}
' 1
σ4φG(G+ 2)
[
Rφu(n)v(0)E
{
vT (n)
}
Rφ+
+ Rφv(n)v(0)R
T
φu(n) + v(0)R
T
φu(n)v(n)Rφ
]
(3.77)
Sob a luz da Hipo´tese 2, o de´cimo segundo e o trige´simo segundo
termos da Equac¸a˜o (3.65) sa˜o nulos.
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)vT (n)φ(n)φT (n)
[φT (n)φ(n)]2
}
= E
{
rT (n− 1)}
×E
{
QT (−n+ 1)awφ(n)vT (n)φ(n)φT (n)
[φT (n)φ(n)]2
}
= 0N×N (3.78)
O fato de β(n) ser uma grandeza determin´ıstica, o de´cimo quinto
valor esperado da Equac¸a˜o (3.65) e´ dado por:
E
{
φ(n)β(n)
φT (n)φ(n)
φT (n)β(n)
φT (n)φ(n)
}
' β
2(n)Rφ
σ4φG(G+ 2)
(3.79)
Novamente, devido a`s caracter´ısticas estat´ısticas de r(n) explici-
tadas na Hipo´tese 2, o de´cimo sexto e o vige´simo primeiro termos sa˜o
nulos.
E
{
φ(n)ra(n)φ
T (n)β(n)
[φT (n)φ(n)]2
}
= E
{
ra(n)
}
E
{
φ(n)φT (n)β(n)
[φT (n)φ(n)]2
}
= 0N×N
(3.80)
Para determinac¸a˜o do de´cimo se´timo termo e do vige´simo se´timo
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termo da Equac¸a˜o (3.65), considerar-se-a´ queφ(n) e aTwQ(−n+1)UT (n)v(0)
sa˜o conjuntamente gaussianos (BARCELOS, 2013). Assim, por se tratar
de um momento de terceira ordem de uma varia´vel aleato´ria gaussiana
de me´dia zero, estes termos sa˜o igualmente nulos.
De forma similar ao de´cimo sexto termo, o de´cimo oitavo e o
trige´simo terceiro termos sa˜o nulos.
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)φT (n)β(n)
[φT (n)φ(n)]2
}
= E
{
rT (n− 1)}
×E
{
QT (−n+ 1)awφ(n)φT (n)β(n)
[φT (n)φ(n)]2
}
= 0N×N (3.81)
Para determinar o valor esperado associado ao vige´simo segundo
termo da Equac¸a˜o (3.65) e´ necessa´rio utilizar a fatorac¸a˜o dos momentos
gaussianos apresentada no Anexo B em (BARCELOS, 2013) que consiste
em:
E
{
y1y2y
T
3 y4
}
= E
{
y1y2
}
E
{
yT3 y4
}
+ E
{
y2y4
}
E
{
y1y
T
3
}
+ E
{
y1y4
}
E
{
y2y
T
3
}
(3.82)
Escolhendo y1 = y4 = ra(n) e y2 = y3 = φ(n), utilizando a Equac¸a˜o
(3.21), chega-se a:
E
{
φ(n)φT (n)r2a(n)
[φT (n)φ(n)]2
}
' 1
σ4φG(G+ 2)
(1 + µ2aTwaw)σ
2
rRφ (3.83)
Considerando novamente as estat´ısticas de r(n) o vige´simo ter-
ceiro e o vige´simo oitavo termo sa˜o nulos.
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E
{
φ(n)φT (n)ra(n)a
T
wQ(−n+ 1)UT (n)v(0)
[φT (n)φ(n)]2
}
= E
{
ra(n)
}
×E
{
φ(n)φT (n)aTwQ(−n+ 1)UT (n)v(0)
[φT (n)φ(n)]2
}
= 0N×N (3.84)
Para calcular o vige´simo quarto e o trige´simo quarto valor es-
perado da Equac¸a˜o (3.65), utilizar-se-a´ a definic¸a˜o de ra(n) dada pela
Equac¸a˜o (3.21). De forma similar ao feito em (BARCELOS, 2013):
E
{
φ(n)φT (n)ra(n)a
T
wQ(−n+ 1)r(n− 1)
[φT (n)φ(n)]2
}
= E
{
r(n)
}
×E
{
φ(n)φT (n)aTwQ(−n+ 1)r(n− 1)
[φT (n)φ(n)]2
}
−µE
{
φ(n)φT (n)aTwr(n− 1)aTwQ(−n+ 1)r(n− 1)
[φT (n)φ(n)]2
}
(3.85)
O primeiro termo da equac¸a˜o acima e´ nulo. Entretanto, o se-
gundo na˜o o e´, uma vez que envolve um momento de segunda ordem de
r(n). Assim, e´ poss´ıvel utilizar a fatorac¸a˜o dos momentos gaussianos
dada pela Equac¸a˜o (3.82). Dessa forma, utilizando y1 = a
T
wr(n − 1),
y4 = a
T
wQ(−n+ 1)r(n− 1) e y2 = y3 = φ(n), chega-se a:
E
{
φ(n)φT (n)ra(n)a
T
wQ(−n+ 1)r(n− 1)
[φT (n)φ(n)]2
}
' 1
σ4φG(G+ 2)
Rφa
T
wQ(−n+ 1)awσ2r (3.86)
Utilizando a fatorac¸a˜o dos momentos gaussianos apresentada
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dada pela Equac¸a˜o (3.82) e definindo y1 = y4 = a
T
wQ(−n+1)UT (n)v(0),
y2 = φ(n) e y
T
3 = φ
T (n), o vige´simo nono termo da Equac¸a˜o (3.65) se
torna:
E
{
[φ(n)aTwQ(−n+ 1)UT (n)v(0)]2
[φT (n)φ(n)]2
}
' 1
σ4φG(G+ 2)
×[2Rφu(n)v(0)vT (0)RTφu(n) + RφvT (0)Ru˜(n)v(0)] (3.87)
O trige´simo e o trige´simo quinto termo da Equac¸a˜o (3.65) sa˜o
nulos devidos as estat´ısticas de r(n).
E
{
φ(n)aTwQ(−n+ 1)r(n− 1)vT (0)U(n)QT (−n+ 1)awφT (n)
[φT (n)φ(n)]2
}
= E
{
rT (n− 1)}E{QT (−n+ 1)awφ(n)vT (0)U(n)QT (−n+ 1)awφT (n)
[φT (n)φ(n)]2
}
= 0N×N
(3.88)
Finalmente, o trige´simo sexto termo da Equac¸a˜o (3.65), sob a
luz da Hipo´tese 2, se torna:
E
{
[φ(n)aTwQ(−n+ 1)r(n− 1)]2
[φT (n)φ(n)]2
}
=
1
σ4φG(G+ 2)
Rφa
T
wQ(−n+ 1)awσ2r
(3.89)
Assim, agrupando todos os termos e tomando o valor esperando
visando retirar o condicionamento em v(n), chega-se a uma equac¸a˜o
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recursiva para K(n):
K(n+ 1) = K(n)−
− µ
σ2φ(G− 2)
[
RφK(n) + K(n)Rφ
]
+
µ2(1− µ)2
σ4φG(G+ 2)
β2(n)Rφ +
µ2
σ4φG(G+ 2)
(1 + µ2aTwaw)σ
2
r
+
µ2
σ4φG(G+ 2)
[
Rφ Tr
[
RφK(n)
]
+ 2RφK(n)Rφ
]
− µ
σ2φ(G− 2)
[
Rφu(n)v(0)E
{
vT (n)
}
+ E
{
v(n)
}
vT (0)RTφu(n)
]
+
2µ2
σ4φG(G+ 2)
[
Rφu(n)v
T (0)E
{
v(n)
}
Rφ + RφE
{
v(n)
}
vT (0)RTφu(n)
]
+
2µ2
σ4φG(G+ 2)
[
vT (0)RTφu(n)E
{
v(n)
}
Rφ + Rφu(n)v(0)v
T (0)RTφu(n)
]
+
µ2
σ4φG(G+ 2)
Rφv
T (0)Ru˜(n)v(0)
− µ
4
σ4φG(G+ 2)
Rφa
T
wQ(−n+ 1)awσ2r (3.90)
De modo similar a Equac¸a˜o (3.64), ao aplicar-se a condic¸a˜o de
passo de adaptac¸a˜o unita´rio e H ≤ P , essa Equac¸a˜o recai na Equac¸a˜o
(5.72) descrita por Barcelos (2013).
Por fim, as equac¸o˜es (3.40), (3.64) e (3.90) constituem um con-
junto de equac¸o˜es que descrevem o comportamento me´dio do algoritmo
PAP para passo na˜o unita´rio e ordemH > P , dentro do cena´rio de iden-
tificac¸a˜o de sistemas, em que o sinal desejado d(n) e´ acrescido de um
ru´ıdo branco r(n).
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4 RESULTADOS
Neste cap´ıtulo sera˜o apresentados os resultados de simulac¸o˜es
computacionais que visam comparar o desempenho do algoritmo PAP
com as previso˜es fornecidas pelo modelo proposto neste trabalho e pelos
modelos existentes na literatura. Para tanto, as seguintes condic¸o˜es de
simulac¸a˜o sa˜o as mesmas para todos os exemplos usados neste cap´ıtulo:
• Sa˜o eliminadas as primeiras 1000 amostras do sinal u(n) para
evitar o transito´rio de inicializac¸a˜o do processo AR;
• A matriz U(n) e´ totalmente preenchida antes da adaptac¸a˜o do
algoritmo;
• A poteˆncia do ru´ıdo de excitac¸a˜o do processo AR, σ2z , e´ calculada
para que a poteˆncia do sinal de entrada u(n) seja unita´ria;
• O conjunto de coeficientes o´timos wo consiste em uma janela de
Hann normalizada pelo crite´rio l2;
• O vetor de inicializac¸a˜o do algoritmo adaptativo w(0) e´ sempre
definido no vetor nulo 0N×1;
• A poteˆncia do ru´ıdo r(n) e´ σ2r = 10−6;
• As simulac¸o˜es sa˜o feitas utilizando um conjunto de 600 realizac¸o˜es.
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4.1 AVALIAC¸A˜O DO MODELO PROPOSTO
Esta sec¸a˜o apresenta simulac¸o˜es que comparam as previso˜es do
modelo proposto e dos modelos presentes na literatura com o compor-
tamento estoca´stico do algoritmo PAP. Para todos os exemplos, o vetor
aw dado pela Equac¸a˜o (3.28) e´ calculado conhecendo a func¸a˜o de auto-
correlac¸a˜o de u(n). Para os modelos de ordem suficiente, e´ substitu´ıdo
a por aw.
• Exemplo 1 (Ordem Suficiente)
A Figura 12 mostra o resultado de uma simulac¸a˜o computacional
que comparara a previso˜es do modelo proposto neste trabalho e do mo-
delo derivado por Almeida, Bermudez e Bershad (2009). Os paraˆmetros
de simulac¸a˜o utilizados foram: sinal de entrada foi um processo AR da
forma u(n) = 1.96u(n− 1)− 0.9893u(n− 2) + z(n), com σ2z = 0.0575,
passo de adaptac¸a˜o µ = 0.8, ordem do algoritmo PAP P = 2, planta
com N = 64 coeficientes e λ = 2.3192.
Nessa simulac¸a˜o, foi observado o comportamento do coeficiente
de nu´mero 50. Nota-se ainda que, conforme esperado, o modelo deri-
vado por Almeida, Bermudez e Bershad (2009) preveˆ de forma insatis-
fato´ria o comportamento me´dio deste coeficiente nas primeiras iterac¸o˜es
devido ao fato do mesmo na˜o considerar o efeito de inicializac¸a˜o do al-
goritmo PAP.
A Figura 13 mostra a comparac¸a˜o das previso˜es feitas do EQM
em excesso pelo modelo proposto e pelo modelo derivado em Almeida,
Bermudez e Bershad (2009) com relac¸a˜o ao algoritmo PAP. O conjunto
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Figura 12 – Comparac¸a˜o entre o modelo proposto e o modelo derivado
por Almeida, Bermudez e Bershad (2009) da previsa˜o do comporta-
mento me´dio dos coeficientes
de paraˆmetros utilizados e´ o mesmo do Exemplo 1. Essa escolha se
0 200 400 600 800 1000 1200 1400 1600 1800−60
−50
−40
−30
−20
−10
0
10
n
E
Q
M
E
(n
)
Algoritmo PAP
Modelo Proposto
Modelo Almeida
0 5 10−40
−20
0
20
Figura 13 – Comparac¸a˜o do EQM em excesso entre o modelo proposto
e o modelo derivado por Almeida, Bermudez e Bershad (2009)
deu pelo fato dos mesmos serem utilizados para ilustrar o problema de
inicializac¸a˜o em (BARCELOS, 2013). Dessa forma, o modelo proposto
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neste trabalho se comporta de forma satisfato´ria para casos em que o
algoritmo PAP opera com ordem suficiente. Nota-se tambe´m uma dis-
crepaˆncia de aproximadamente 30dB no modelo proposto por Almeida,
Bermudez e Bershad (2009) e o EQM em excesso do algoritmo PAP na
primeira iterac¸a˜o causada pelo efeito de inicializac¸a˜o do algoritmo.
• Exemplo 2 (Ordem Insuficiente)
Esta simulac¸a˜o foi feita no intuito de comparar a previsa˜o de com-
portamento feita pelo modelo proposto por este trabalho e o modelo
derivado em Almeida, Costa e Bermudez (2010). Os paraˆmetros uti-
lizados para esta simulac¸a˜o foram: sinal de entrada AR da forma
u(n) = 0.2u(n−1)+0.63u(n−2)+0.036u(n−3)−0.0324u(n−4)+z(n),
com σ2z = 0.4270, N = 64, P = 1, µ = 0.2 e λ = 9.9463. O coeficiente
observado foi o de nu´mero 2, conforme mostra a Figura 14.
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Figura 14 – Comparac¸a˜o do comportamento me´dio dos coeficientes en-
tre o modelo proposto e o modelo derivado por Almeida, Costa e Ber-
mudez (2010)
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Nota-se no per´ıodo transito´rio uma discrepaˆncia entre o modelo
proposto e o comportamento real do segundo coeficiente. Isso ocorre
porque a Teoria da Independeˆncia e´ violada, ja´ que o vetor φ(n), no
cena´rio onde P < H, e´ correlacionado com o vetor φ(n − 1). Isso se
agrava ainda mais conforme a correlac¸a˜o temporal do sinal u(n) sobe e
a diferenc¸a H − P aumenta.
De forma a ilustrar o acima exposto, foi feita uma nova simulac¸a˜o
onde o vetor u(n) deixou de ser constitu´ıdo por uma linha de atraso
e passou a ser gerado a cada iterac¸a˜o, de acordo com os paraˆmetros
utilizados no Exemplo 2. Dessa forma, todos os vetores gerados sa˜o in-
dependentes e identicamente distribu´ıdos. Como consequeˆncia, a cada
iterac¸a˜o e´ gerado um vetor φ(n) que e´ independente dos vetores φ(n−1)
e φ(n+ 1), para todo n. O resultado dessa nova simulac¸a˜o e´ mostrado
na Figura 15.
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Figura 15 – Comparac¸a˜o do modelo proposto e o algoritmo PAP
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Nota-se que a previsa˜o do modelo proposto durante o transito´rio
obte´m uma melhora quando comparado a situac¸a˜o exposta pela Figura
14. Como as estat´ısticas de v(n) sa˜o desconhecidas a priori, na˜o e´
poss´ıvel obter um modelo em forma fechada sem utilizar a Teoria da
Independeˆncia.
Na Figura 16 e´ mostrado o EQM em excesso para ambos mode-
los. De forma similar ao exposto pela Figura 14, a previsa˜o de ambos
os modelos durante o per´ıodo transito´rio possui uma discrepaˆncia sig-
nificativa com relac¸a˜o ao EQM em excesso do algoritmo PAP, embora
essa discrepaˆncia no modelo proposto por este trabalho apresenta-se de
forma conservativa. A discrepaˆncia descrita e´ justificada pela violac¸a˜o
da Teoria da Independeˆncia quando o algoritmo opera em um cena´rio
de ordem deficiente.
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Figura 16 – Comparac¸a˜o do EQM em excesso entre o modelo proposto
e o modelo derivado por Almeida, Costa e Bermudez (2010)
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Para ilustrar que esse mesmo problema acontece na avaliac¸a˜o do
EQM, uma simulac¸a˜o foi feita utilizando os mesmos paraˆmetros, mas
gerando vetores do sinal de entrada u(n) independentes e identicamente
distribu´ıdos. O resultado e´ mostrado na Figura 17. Nota-se, de forma
similar a Figura 15, uma melhor previsa˜o do modelo aqui proposto com
relac¸a˜o ao algoritmo PAP durante o regime transito´rio, evidenciando
que tal problema tambe´m ocorre quando uma forma fechada para a
matriz K(n) e´ obtida, ja´ que para determinar o resultado de alguns
valores esperados e´ necessa´rio utilizar a Teoria da Independeˆncia.
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Figura 17 – Comparac¸a˜o do modelo proposto e o algoritmo PAP com
vetores IID
Dessa forma, fica exposto que a violac¸a˜o da Teoria da Inde-
pendeˆncia, quando o vetor de sinal de entrada u(n) e´ constitu´ıdo por
uma linha de atraso, promove uma discrepaˆncia significativa entre o
modelo proposto por este trabalho e o comportamento do EQM em
excesso do algoritmo PAP durante o per´ıodo transito´rio.
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• Exemplo 3 (Ordem Insuficiente)
A fim de avaliar a previsa˜o do modelo com relac¸a˜o ao algoritmo PAP em
um cena´rio em que a diferenc¸a H−P e´ pequena, uma nova simulac¸a˜o foi
feita utilizando o processo AR(4) do Exemplo 2 utilizando os seguintes
paraˆmetros: P = 3, µ = 0.6, N = 32 e λ = 2.7765. A Figura 18 mostra
a avaliac¸a˜o do coeficiente de nu´mero 1 do modelo proposto, do modelo
feito em (ALMEIDA; COSTA; BERMUDEZ, 2010) e o algoritmo PAP.
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Figura 18 – Comparac¸a˜o do modelo proposto e o algoritmo PAP
Nota-se no comportamento do coeficiente de nu´mero 1 uma boa
acura´cia do modelo com relac¸a˜o ao algoritmo PAP. Verifica-se tambe´m
uma robustez do modelo proposto a` variac¸a˜o de paraˆmetros.
A Figura 19 mostra a acura´cia do modelo proposto para o EQM
em excesso, juntamente com o modelo proposto em (ALMEIDA; COSTA;
BERMUDEZ, 2010).
Conforme esperado, o modelo proposto se comporta de maneira
melhor do que o modelo proposto em (ALMEIDA; COSTA; BERMUDEZ,
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Figura 19 – Comparac¸a˜o do EMQE do modelo proposto e o algoritmo
PAP
2010), tanto nas primeiras iterac¸o˜es, de aproximadamente 14dB na pri-
meira iterac¸a˜o, quanto no erro em regime permanente.
• Exemplo 4 (Ordem Insuficiente)
Com o intuito de explorar uma diferenc¸a de H−P elevada, outra
simulac¸a˜o computacional foi feita utilizando os seguintes paraˆmetros:
processo AR(10) com coeficientes ai =
[ − 0.9, 0.7, −0.6, 0.5, −0.45,
0.35, −0.3, 0.25, −0.2, 0.1], σ2z = 0.5388, λ = 2.4054, P = 2, µ = 0.8
e N = 32. Na Figura 20 foi observado o comportamento do coeficiente
de nu´mero 25.
Verifica-se que o modelo consegue prever de forma satisfato´ria
o comportamento do algoritmo PAP. Nota-se tambe´m que o modelo
proposto em (ALMEIDA; COSTA; BERMUDEZ, 2010) tem uma leve dis-
crepaˆncia com relac¸a˜o ao comportamento do algoritmo.
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Figura 20 – Comparac¸a˜o do modelo proposto e o algoritmo PAP
A Figura 21 mostra a avaliac¸a˜o do EQM em excesso para o mo-
delo proposto e o modelo derivado em (ALMEIDA; COSTA; BERMUDEZ,
2010).
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Figura 21 – Comparac¸a˜o do EQME modelo proposto e o algoritmo PAP
Nota-se que o modelo proposto preveˆ o comportamento do al-
goritmo PAP de forma satisfato´ria durante as primeiras iterac¸o˜es e o
modelo derivado em (ALMEIDA; COSTA; BERMUDEZ, 2010) leva a um
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erro de aproximadamente 4dB devido ao problema de inicializac¸a˜o. De
forma similar ao exposto no exemplo 2, durante o regime transito´rio,
existe uma discrepaˆncia da previsa˜o do modelo devido a violac¸a˜o da
Teoria da Independeˆncia.
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5 CONCLUSA˜O
Neste trabalho foi realizado o estudo do comportamento do al-
goritmo de Pseudo Projec¸o˜es Afins, sob o cena´rio de identificac¸a˜o de
sistemas e com sinal de entrada autoregressivo. Estudos anteriores
desenvolveram modelos para a) ordem suficiente (ordem do algoritmo
maior ou igual a` ordem do processo AR do sinal de entrada), com
passo qualquer mas sem considerar os efeitos da inicializac¸a˜o (ALMEIDA;
BERMUDEZ; BERSHAD, 2009); b) o mesmo que (a) mas com ordem in-
suficiente (ALMEIDA; COSTA; BERMUDEZ, 2010); c) ordem suficiente,
passo unita´rio e levando em conta os efeitos da inicializac¸a˜o (COSTA
et al., 2012; BARCELOS, 2013). Este estudo considerou um passo de
adaptac¸a˜o arbitra´rio, ordem insuficiente e os efeitos de inicializac¸a˜o.
Este trabalho, portanto, deu origem a um modelo de comportamento
que engloba todas as condic¸o˜es previstas nos modelos de Almeida, Ber-
mudez e Bershad (2009), Almeida, Costa e Bermudez (2010) e Costa
et al. (2012), Barcelos (2013).
A combinac¸a˜o de todas essas condic¸o˜es requerem algumas al-
terac¸o˜es significativas nas hipo´teses empregadas na ana´lise e, conse-
quentemente, no equacionamento estat´ıstico. Essas alterac¸o˜es inclu´ıram
uma nova hipo´tese sobre o comportamento do vetor de erros ea(n− 1),
que permitiu considerar entradas AR altamente correlacionadas. Ou-
tra alterac¸a˜o introduzida foi uma nova aproximac¸a˜o para a estimativa
do estimador de mı´nimos quadrados dos paraˆmetros do modelo AR do
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sinal de entrada.
Sob a situac¸a˜o do algoritmo PAP operar com ordem deficiente,
uma forma fechada foi obtida para a aproximac¸a˜o de aˆ(n) por um vetor
constante, simplificando as parcelas relativa a este vetor no modelo
proposto por Almeida, Costa e Bermudez (2010).
O modelo resultante e´ capaz de prever o comportamento do al-
goritmo PAP sob condic¸o˜es na˜o previstas pelos modelos existentes, sem
perder acura´cia nos casos ja´ considerados pelos outros modelos.
5.1 SUGESTA˜O DE TRABALHOS FUTUROS
Alguns pontos sa˜o sugeridos como continuac¸a˜o do estudo feito
por este trabalho:
• Ambiente na˜o estaciona´rio: em geral, os filtros adaptativos
possuem a capacidade de acompanhar variac¸o˜es do ponto o´timo
da superf´ıcie de desempenho. Dessa forma, faz-se necessa´rio a in-
clusa˜o desse efeito no modelo estoca´stico obtido por este trabalho
para que este seja capaz de prever o comportamento do algoritmo
neste cena´rio (ALMEIDA; BERMUDEZ; BERSHAD, 2009);
• Comprimento deficiente: sob a justificativa de complexidade
computacional ou por falta de informac¸a˜o a respeito da resposta
a estimar, pode ser necessa´rio que o algoritmo adaptativo opere
com um nu´mero menor de coeficientes do que o ponto o´timo da
superf´ıcie de desempenho (ALMEIDA; COSTA; BERMUDEZ, 2009).
Assim, e´ importante incluir tambe´m esse efeito na obtenc¸a˜o de
105
modelos de comportamento estoca´stico;
• Problema de inicializac¸a˜o: conforme justificado em (COSTA et
al., 2012; BARCELOS, 2013), as situac¸o˜es em que e´ necessa´rio a
utilizac¸a˜o do modelo que corrige o problema de inicializac¸a˜o ainda
e´ uma informac¸a˜o em aberto. Assim, uma abordagem quantita-
tiva e´ necessa´ria para justificar a utilizac¸a˜o de um modelo com
maior complexidade.
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