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a b s t r a c t
Motivated by experimental designs for drug combination studies, in this paper, we propose
a novel approach for generating a uniform distribution on an arbitrary tetragon in two-
dimensional Euclidean space R2. The key idea is to construct a one-to-one transformation
between an arbitrary tetragon and the unit square [0, 1]2. This transformation then
provides a stochastic representation (SR) for the random vector uniformly distributed
on the tetragon. An algorithm is proposed for generating a uniform distribution in an
arbitrary triangular prism in R3. In addition, we develop methods for generating uniform
distributions in a class of convex polyhedrons in n-dimensional Euclidean space Rn. In
particular, SRs for uniform distributions in regions with order restrictions are presented.
We apply the proposed method to the experimental design for a drug combination study.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In constrained optimization, Bayesian data analysis, and experimental designwithmixture anddrug combination studies,
there is a need to generate a uniform distribution on a convex polyhedron. A set S ⊂ Rn is said to be a convex polyhedron if
its boundaries are of the forms of superplanes and S is convex, i.e., the line segment connecting x1 with x2 still belongs
to S for any two points x1, x2 ∈ S. The main motivation for the current article is from experimental designs for drug
combination studies. The study of the joint action of drugs has become increasingly important in translational research and
drug development due to its potential to increase therapeutic index.With limited experimental points in a drug combination
study, a key issue is finding what combination is additive, synergistic or antagonistic.
Example 1 (Experimental Design for the Combination Study of Two Drugs with Linear Dose–Response Curves). Different drugs
may have different dose–response curves. The linear dose–response curve represents the low dose (or low effect) for
agents such as ionizing radiation, enzyme inhibitors, mutagens and agents that cause chromosomal abnormalities and
environmental carcinogens. Let Xi denote the dose of drug Ai (i = 1, 2). Suppose that the single dose–response curves
for drugs A1 and A2 are
f1(X1) = α1 + β1X1, f2(X2) = α2 + β2X2 = α1 + β2
(
X2 − α1 − α2
β2
)
,
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where {αi, βi}2i=1 denote regression coefficients. Let X∗2 = X2 − (α1 − α2)/β2; then, the intercepts of the two curves are
identical for doses X1 and X∗2 of drugs A1 and A2. From (A.1), the potency of drug A2 at X
∗
2 relative to drug A1 is ρ(X
∗
2 ) = β2/β1.
Thus, from (A.4), the additive model at the combination dose (x1, x∗2) of drugs A1 and A2 is given by
y(x1, x∗2) = f1(x1 + ρ(X∗2 )x∗2) = α1 + β1x1 + β2x∗2, (1.1)
where x∗2 = x2− (α1−α2)/β2. In the study of combination, the experimental domain for dose ranges of interest is typically
assumed to be
S(a0, b0) = {(x1, x∗2)> : a0 ≤ α1 + β1x1 + β2x∗2 ≤ b0, x1 > 0, x∗2 > 0}, (1.2)
where a0 and b0 are two pre-specified constants chosen by pharmacologists. For example, if the doses of interest are from
ED20 to ED80, then a0 = 20 and b0 = 80. Here ED represents effective dose. Tan et al. [1] have shown that a uniform design
on S(a0, b0) canmaximize theminimumpower of the F-test to detect any departure from additive action. It should be noted
that S(a0, b0) in (1.2) is an irregular tetragon in R2. The design issue is how to generate uniformly scattered experimental
points over S(a0, b0).
Example 2 (Experimental Design for the Combination Study of Three Drugs with Log-Linear Dose–Response Curves). The log-
linear dose–response curves are found in a wide variety of systems such as those of antimetabolites, antibiotics, interferons,
growth factors, neuropeptide Y, phorbol esters, narcotics and neuronal agonists, hepatotoxins, and cromoglycate. In
addition, other shapes of dose–response curves (e.g., Hill models; see [2]) can be reduced to log-linear curves after some
transformations. The single dose–response curves for drugs Ai (i = 1, 2, 3) are assumed to be
fi(Xi) = αi + βi log Xi, i = 1, 2, 3.
Without loss of generality, let β3 ≤ β2 ≤ β1. From (A.1), the potency ρ2(X2) of A2 relative to A1 is
ρ2(X2) = ρ0Xβ2/β1−12 , ρ0 =ˆ exp[(α2 − α1)/β1].
Similarly, the potency ρ3(X3) of A3 relative to A1 is
ρ3(X3) = ρ1Xβ3/β1−13 , ρ1 =ˆ exp[(α3 − α1)/β1].
If β3 = β1, then ρ2(X2) = ρ0 and ρ3(X3) = ρ1. In this case, from (A.4), the additive model at the combination dose (x1, x2,
x3) is
y(x1, x2, x3) = α1 + β1 log(x1 + ρ0x2 + ρ1x3)
= α1 + β1 log(z1)+ β1 log
[
(1− ρ0)z2 + ρ0
]
+ β1 log
[(
1− ρ1
ρ0
)
(1− z3)+ ρ1
ρ0
]
, (1.3)
where{z1 = x1 + x2 + x3
z2 = x1/[x1 + x2 + ρ1x3/ρ0]
z3 = x3/[x1 + x2 + x3].
(1.4)
According to Tan et al. [1], them experimental points {(z(`)1 , z(`)2 , z(`)3 )}m`=1 whichmaximize the statistical power in detecting
synergy should be uniformly scattered in the experimental domain
S(ZL, ZU) =
{
(z1, z2, z3)> : ZL < z1 < ZU , 0 < z2, 0 < z3, 0 < z2 + z3 < 1
}
=
{
(z1, z2, z3)> : ZL < z1 < ZU , (z2, z3)> ∈ V2
}
(1.5)
where ZL and ZU are respectively the lower and upper limits of the total dose for the three drugs, and
Vq =ˆ
{
(y1, . . . , yq)> : yk > 0, 1 ≤ k ≤ q,
q∑
k=1
yk < 1
}
. (1.6)
The m combinations {(x(`)1 , x(`)2 , x(`)3 )}m`=1 can be obtained by the inverse transformation of (1.4). It should be noted that
S(ZL, ZU) in (1.5) is a triangular prism in R3. The design issue is how to generate uniformly scattered experimental points in
S(ZL, ZU).
Motivated by (1.2), in Section 2, we propose a novel approach for generating a uniform distribution on an arbitrary
tetragon (or quadrilateral) in R2. The key idea is to construct a one-to-one map (or transformation) between an arbitrary
tetragon and the unit squareC2 =ˆ [0, 1]2. This transformation serves as a stochastic representation (SR) of the random vector
1856 G.-L. Tian et al. / Journal of Multivariate Analysis 100 (2009) 1854–1865
Fig. 1. A one-to-one map (defined by (2.1)) between an arbitrary tetragon S(a1, . . . , a4) and the unit square C2 = [0, 1]2 .
uniformly distributed on the tetragon, provided that we can choose an appropriate joint distribution on C2. Motivated by
(1.5), in Section 3,wepropose an algorithm for generating a uniformdistribution in an arbitrary triangular prism inR3. Again,
the key step is establishing a one-to-one transformation between an arbitrary triangular prism and the unit triangular prism
P3 = {(y1, y2, y3)> ∈ R3 : (y1, y2)> ∈ V2, 0 ≤ y3 ≤ 1}, (1.7)
whereV2 is defined by (1.6). In Section 4,we developmethods for generating uniformdistributions in convex polyhedrons in
high-dimensional Euclidean space. Two main results are introduced. In particular, SRs for uniform distributions in regions
with order restrictions are presented. In Section 5, we apply the proposed method to the experimental design for a drug
combination study. A discussion is given in Section 6 and a definition of synergy for drug combinations is introduced in the
Appendix.
2. A uniform distribution in a tetragon
2.1. The SR for a random vector uniformly distributed on a tetragon
Assume that a two-dimensional random vector y = (y1, y2)> defined in C2 has a joint density fy(y1, y2). Let the random
vector x = (x1, x2)> defined in S(a1, . . . , a4) have a joint density fx(x1, x2), where S(a1, . . . , a4) denotes a tetragon in R2
and aj = (a1j, a2j)>, j = 1, . . . , 4, are the four corresponding vertices. For a given point x ∈ S(a1, . . . , a4), the following
map:
x = (a1, a2, a3, a4)
(1− y1)(1− y2)y1(1− y2)y1y2
(1− y1)y2
 (2.1)
defines a one-to-one transformation between x ∈ S(a1, . . . , a4) and y ∈ C2. Fig. 1 shows a geometrical interpretation.
It is easy to verify that the joint pdf of x ∈ S(a1, . . . , a4) is given by
fx(x1, x2) = fy(y1, y2)/[d0 + d1y1 + d2y2],
where
d0 =ˆ |a2 − a1, a4 − a1|, d1 =ˆ |a2 − a1, a3 − a4|, d2 =ˆ |a3 − a2, a4 − a1|. (2.2)
If we let
fy(y1, y2) = c−1T (d0 + d1y1 + d2y2), y ∈ C2, (2.3)
then fx(x1, x2) = c−1T is a constant function. This implies that x is uniformly distributed in the tetragon S(a1, . . . , a4).
Furthermore, the normalizing constant in (2.3) is given by
cT = d0 + 0.5(d1 + d2) = v(S(a1, . . . , a4)), (2.4)
where v(S) denotes the area/volume of S. Thus, we have the following result.
Theorem 1. x = (x1, x2)> ∼ U(S(a1, . . . , a4)) if and only if x has the following SR:
x d= (a1, a2, a3, a4)
(1− y1)(1− y2)y1(1− y2)y1y2
(1− y1)y2
 (2.5)
where y = (y1, y2)> ∼ fy(y1, y2), y ∈ C2, and fy(y1, y2) is specified by (2.3) and (2.4).
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Fig. 2. A tetragon with four vertices aj = (a1j, a2j)> , j = 1, . . . , 4.
Remark 1. Note that S(a1, . . . , a4) is a tetragon in R2, then d0 defined in (2.2) does not equal zero. In fact, Fig. 2 shows
that S(a1, . . . , a4) can be partitioned into twomutually exclusive triangles S(a1, a2, a4) and S(a2, a3, a4), i.e., S(a1, a2, a4)∩
S(a2, a3, a4) = ∅ and S(a1, . . . , a4) = S(a1, a2, a4) ∪ S(a2, a3, a4). Hence, v(S(a1, a2, a4)) 6= 0. In addition,
v(S(a1, a2, a4)) = 12!
∣∣∣∣a1 a2 a41 1 1
∣∣∣∣ = d0/2,
which implies d0 6= 0. Here | · · · | denotes a determinant.
2.2. An algorithm for generating the uniform distribution on a tetragon
To generate a random vector x from the uniform distribution on S(a1, . . . , a4) based on the SR in (2.5), we only need to
generate a random vector y ∈ C2 from fy(y1, y2). For convenience, we define δ01 =ˆ d0 + 0.5d1 and δ02 =ˆ d0 + 0.5d2. From
(2.3) and (2.4), the marginal and conditional densities of y are given by
f1(y1) = (δ02 + d1y1)/[δ02 + 0.5d1], 0 ≤ y1 ≤ 1, (2.6)
f2|1(y2|y1) = (d0 + d1y1 + d2y2)/[δ02 + d1y1], 0 ≤ y2 ≤ 1, (2.7)
f2(y2) = (δ01 + d2y2)/[δ01 + 0.5d2], 0 ≤ y2 ≤ 1, and (2.8)
f1|2(y1|y2) = (d0 + d1y1 + d2y2)/[δ01 + d2y2], 0 ≤ y1 ≤ 1,
respectively. Note that the cumulative distribution function (cdf) of y1 and its inverse are explicitly given by
F1(y1) =
∫ y1
0
f1(z)dz = δ02y1 + 0.5d1y
2
1
δ02 + 0.5d1 , 0 ≤ y1 ≤ 1, and
F−11 (u1) =
−δ02 +
√
δ202 + 2d1(δ02 + 0.5d1)u1
d1
, 0 ≤ u1 ≤ 1, (2.9)
respectively. Similarly, the conditional cdf of y2|y1 and its inverse are given by
F2|1(y2|y1) =
∫ y1
0
f2|1(z|y1)dz = (d0 + d1y1)y2 + 0.5d2y
2
2
δ02 + d1y1 , 0 ≤ y1 ≤ 1,
F−12|1 (u2|y1) =
−(d0 + d1y1)+
√
(d0 + d1y1)2 + 2d2(δ02 + d1y1)u2
d2
, (2.10)
0 ≤ u2 ≤ 1, respectively. An algorithm for generating a random vector x from U(S(a1, . . . , a4)) is given as follows.
The conditional sampling:
Step 1. Draw y1 from f1(·) by letting y1 = F−11 (u1) according to (2.9), where u1 ∼ U[0, 1].
Step 2. Given y1, draw y2 from f2|1(·|y1) by letting y2 = F−12|1 (u2|y1) according to (2.10), where u2 ∼ U[0, 1] and u2 is
independent of u1.
Step 3. Calculate x according to (2.5), then x is a random vector from U(S(a1, . . . , a4)).
Now, let us consider several special cases.
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Fig. 3. Plots of three tetragons with vertices aj = (a1j, a2j)> , j = 1, . . . , 4. (a) A trapezoid with d0 = 5, d1 = 0 and d2 = −2.5, where d0, d1, d2 are defined
by (2.2). (b) A trapezoid with d0 = 1.5, d1 = 2.25 and d2 = 0. (c) A parallelogram with d0 = 3.75 and d1 = d2 = 0.
(i) When d1 = 0 and d2 6= 0, a tetragon S(a1, . . . , a4) becomes a trapezoid as shown in Fig. 3(a). From (2.6) and (2.8), we
have
y1 ∼ U[0, 1], y2 ∼ f2(y2) = d0 + d2y2d0 + 0.5d2 · I[0,1](y2).
From (2.7), we obtain f2|1(y2|y1) = f2(y2). Thus, y1 is independent of y2.
(ii) When d2 = 0 and d1 6= 0, a tetragon also reduces to a trapezoid (see Fig. 3(b)). From (2.8) and (2.6), we have
y2 ∼ U[0, 1], y1 ∼ f1(y1) = d0 + d1y1d0 + 0.5d1 · I[0,1](y1), (2.11)
and y1 is independent of y2;
(iii) If both d1 = d2 = 0, then the S(a1, . . . , a4) becomes a parallelogram (see Fig. 3(c)). Obviously, we have yi ∼ U[0, 1]
for i = 1, 2, and y1 is independent of y2.
Example 1 (Continued). When β1 < 0 and β2 < 0, the four vertices of the trapezoid S(a0, b0) defined in (1.2) are given by
a1 = ([b0 − α1]/β1, 0)>, a2 = ([a0 − α1]/β1, 0)>, a3 = (0, [a0 − α1]/β2)>, a4 = (0, [b0 − α1]/β2)>. From (2.2), we obtain
d0 = (a0 − b0)(b0 − α1)/(β1β2), d1 = (a0 − b0)2/(β1β2) 6= 0, d2 = 0.
The geometric graph of the trapezoid S(a0, b0) is shown in Fig. 3(b). Thus, (2.11) can be used for generating a uniform design
in S(a0, b0). From (2.9), we have
F−11 (u1) =
[
−d0 +
√
d20 + 2d1(d0 + 0.5d1)u1
]/
d1, 0 ≤ u1 ≤ 1.
For ` = 1, . . . ,m, we define y(`)1 = [−d0 +
√
d20 + 2d1(d0 + 0.5d1)u(`)1 ]/d1 and y(`)2 = u(`)2 , where {(u(`)1 , u(`)2 )>}m`=1 denote
m uniformly scattered points in C2. Thus, for ` = 1, . . . ,m,
(
x(`)1
x∗(`)2
)
=

b0 − α1
β1
a0 − α1
β1
0 0
0 0
a0 − α1
β2
b0 − α1
β2


(1− y(`)1 )(1− y(`)2 )
y(`)1 (1− y(`)2 )
y(`)1 y
(`)
2
(1− y(`)1 )y(`)2
 (2.12)
arem uniform design points in S(a0, b0). 
3. A uniform distribution in a triangular prism
3.1. The SR for a random vector uniformly distributed on a triangular prism
Assume that a three-dimensional random vector y = (y1, y2, y3)> defined in P3 has a joint density fy(y1, y2, y3). Let the
random vector x = (x1, x2, x3)> defined in S(a1, . . . , a6) have a joint density fx(x1, x2, x3), where S(a1, . . . , a6) denotes
a triangular prism in R3 and aj = (a1j, a2j, a3j)>, j = 1, . . . , 6, are the six corresponding vertices. For a given point
x ∈ S(a1, . . . , a6), the following map:
x = (a1, . . . , a6)

(1− y1 − y2)(1− y3)
y1(1− y3)
y2(1− y3)
(1− y1 − y2)y3
y1y3
y2y3
 (3.1)
defines a one-to-one transformation between x ∈ S(a1, . . . , a6) and y ∈ P3 (see Fig. 4 for a geometrical interpretation).
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Fig. 4. A one-to-one map (defined by (3.1)) between an arbitrary triangular prism with six vertices and the unit triangular prism P3 defined by (1.7).
It is easy to show that
∂x1
∂y1
∂x1
∂y2
∂x1
∂y3
∂x2
∂y1
∂x2
∂y2
∂x2
∂y3
∂x3
∂y1
∂x3
∂y2
∂x3
∂y3
 = (a1, . . . , a6)

y3 − 1 y3 − 1 y1 + y2 − 1
1− y3 0 −y1
0 1− y3 −y2
−y3 −y3 1− y1 − y2
y3 0 y1
0 y3 y2
 .
Thus, the Jacobian is given by
J(x→ y) = |y3c+ u, y3d+ v, y1c+ y2d+w|
= (q1y23 − q2y3 + q3)(c3y1 + d3y2 + w3)+ (r1y23 − r2y3 + r3)(c2y1 + d2y2 + w2)
+ (s1y23 − s2y3 + s3)(c1y1 + d1y2 + w1), (3.2)
where
c = (c1, c2, c3)> =ˆ a1 − a2 − a4 + a5,
d = (d1, d2, d3)> =ˆ a1 − a3 − a4 + a6,
u = (u1, u2, u3)> =ˆ a2 − a1,
v = (v1, v2, v3)> =ˆ a3 − a1,
w = (w1, w2, w3)> =ˆ a4 − a1,
q1 =ˆ
∣∣∣∣c1 d1c2 d2
∣∣∣∣ , q2 =ˆ ∣∣∣∣d1 u1d2 u2
∣∣∣∣− ∣∣∣∣c1 v1c2 v2
∣∣∣∣ , q3 =ˆ ∣∣∣∣u1 v1u2 v2
∣∣∣∣ ,
r1 =ˆ
∣∣∣∣c3 d3c1 d1
∣∣∣∣ , r2 =ˆ ∣∣∣∣d3 u3d1 u1
∣∣∣∣− ∣∣∣∣c3 v3c1 v1
∣∣∣∣ , r3 =ˆ ∣∣∣∣u3 v3u1 v1
∣∣∣∣ ,
s1 =ˆ
∣∣∣∣c2 d2c3 d3
∣∣∣∣ , s2 =ˆ ∣∣∣∣d2 u2d3 u3
∣∣∣∣− ∣∣∣∣c2 v2c3 v3
∣∣∣∣ , s3 =ˆ ∣∣∣∣u2 v2u3 v3
∣∣∣∣ . (3.3)
Hence, the joint pdf of x is fx(x1, x2, x3) = fy(y1, y2, y3)/J(x→ y). If we choose
fy(y1, y2, x3) = c−1P J(x→ y), y ∈ P3, (3.4)
then fx(x1, x2, x3) = c−1P is a constant function. This implies x ∼ U(S(a1, . . . , a6)). From (3.2), the normalizing constant in
(3.4) can be calculated as follows:
cP = v(S(a1, . . . , a6)) =
∫
P3
J(x→ y)dy
=
∫
V2
{∫ 1
0
J(x→ y) dy3
}
dy1dy2 (3.5)
=
∫
V2
{
q(c3y1 + d3y2 + w3)+ r(c2y1 + d2y2 + w2)+ s(c1y1 + d1y2 + w1)
}
dy1dy2
= q
(
c3 + d3
6
+ w3
2
)
+ r
(
c2 + d2
6
+ w2
2
)
+ s
(
c1 + d1
6
+ w1
2
)
, (3.6)
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where
q = q1
3
− q2
2
+ q3, r = r13 −
r2
2
+ r3, s = s13 −
s2
2
+ s3.
We summarize these results into the following theorem.
Theorem 2. x = (x1, x2, x3)> ∼ U(S(a1, . . . , a6)) if and only if x has the following SR:
x d= (a1, . . . , a6)

(1− y1 − y2)(1− y3)
y1(1− y3)
y2(1− y3)
(1− y1 − y2)y3
y1y3
y2y3
 (3.7)
where y = (y1, y2, y3)> ∼ fy(y1, y2, y3), y ∈ P3, and fy(y1, y2, y3) is specified by (3.4), (3.5) and (3.2).
3.2. An algorithm for generating a uniform distribution on a triangular prism
To generate a random vector x from U(S(a1, . . . , a6)) based on the SR in (3.7), we only need to generate a random vector
y ∈ P3 from fy(y1, y2, y3). Note that
fy(y1, y2, y3) = f1(y1)× f2|1(y2|y1)× f3|12(y3|y1, y2). (3.8)
To derive the marginal and conditional distributions in the right-hand side of (3.8), we need to derive f12(y1, y2). By using
(3.5), we have
f12(y1, y2) =
∫ 1
0
fy(y1, y2, y3)dy3 = c−1P ·
∫ 1
0
J(x→ y)dy3
= q(c3y1 + d3y2 + w3)+ r(c2y1 + d2y2 + w2)+ s(c1y1 + d1y2 + w1)
cP
, (3.9)
where (y1, y2)> ∈ V2 and cP is given by (3.6). First, we immediately obtain
f3|12(y3|y1, y2) = fy(y1, y2, y3)f12(y1, y2)
= J(x→ y)
q(c3y1 + d3y2 + w3)+ r(c2y1 + d2y2 + w2)+ s(c1y1 + d1y2 + w1) , (3.10)
where 0 ≤ y3 ≤ 1 and J(x→ y) is given by (3.2). Second,
f1(y1) =
∫ 1−y1
0
f12(y1, y2)dy2
= c−1
P
(1− y1)
{
q[(c3 − 0.5d3)y1 + w3 + 0.5d3] + r[(c2 − 0.5d2)y1 + w2 + 0.5d2]
+ s[(c1 − 0.5d1)y1 + w1 + 0.5d1]
}
, 0 ≤ y1 ≤ 1, and (3.11)
f2|1(y2|y1) = f12(y1, y2)f1(y1) , 0 ≤ y2 ≤ 1− y1. (3.12)
Let F1(·), F2|1(·|y1) and F3|12(·|y1, y2) denote the cdfs of y1, y2|y1 and y3|(y1, y2), respectively. Note that (3.12) is a linear
function of y2 for a given y1; then F2|1(y2|y1) is a quadratic function of y2. Therefore, F−12|1 (U2|y1) has an explicit expression
similar to (2.10). Next, both (3.11) and (3.10) are quadratic so F1(·) and F3|12(·|y1, y2) are cubic functions. Therefore, a
numericalmethod can be applied to obtain F−11 (U1) and F
−1
3|12(U3|y1, y2).We summarize the algorithm for generating random
vector x from U(S(a1, . . . , a6)) as follows.
The conditional sampling:
Generate U1,U2,U3
iid∼ U[0, 1].
Step 1. Draw y1 from f1(·) by letting y1 = F−11 (U1).
Step 2. Given y1, draw y2 from f2|1(·|y1) by letting y2 = F−12|1 (U2|y1).
Step 3. Given (y1, y2), draw y3 from f3|12(·|y1, y2) by letting y3 = F−13|12(U3|y1, y2).
Step 4. Calculate x according to (3.7), then x is a random vector from U(S(a1, . . . , a6)).
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Example 2 (Continued). Let
S(a1, . . . , a6) = {(x1, x2, x3)> : (x1, x2)> ∈ V2, ZL < x3 < ZU }. (3.13)
From (1.5), we can see that z = (z1, z2, z3)> ∼ U(S(ZL, ZU)) is equivalent to x = (x1, x2, x3)> ∼ U(S(a1, . . . , a6)) if
z =
(0 0 1
1 0 0
0 1 0
)
x.
Obviously, the six vertices of (3.13) are given by a1 = (0, 0, ZL)>, a2 = (1, 0, ZL)>, a3 = (0, 1, ZL)>, a4 = (0, 0, ZU)>,
a5 = (1, 0, ZU)>, and a6 = (0, 1, ZU)>. From (3.1), we obtain x1 = y1, x2 = y2 and x3 = ZL(1 − y3) + ZUy3. Thus,
the Jacobian J(x → y) is identical to ZU − ZL. According to Theorem 2, x ∼ U(S(a1, . . . , a6)) if and only if y ∼ U(P3),
i.e., (y1, y2)> ∼ U(V2), y3 ∼ U[0, 1], and they are independent. 
4. Uniform distributions in convex polyhedrons
In the previous two sections, we proposed methods for generating a uniform distribution on a tetragon in R2 and in
a triangular prism in R3. In this section, we consider uniform distributions in convex polyhedrons in high-dimensional
Euclidean space.
4.1. Two main results
Let An×p = (a1, . . . , ap), where aj = (a1j, . . . , anj)>, j = 1, . . . , p, be the vertices of a convex polyhedron,1 denoted by
S(A). It is well known that for an n-vector x ∈ S(A), x is a convex combination of the vertices:
x = z1a1 + · · · + zpap = Az, (4.1)
where z = (z1, . . . , zp)> ∈ Tp, and Tp =ˆ {(z1, . . . , zp)> : zj ≥ 0, 1 ≤ j ≤ p, ∑pj=1 zj = 1}. Further, define q = p − 1,
Bn×q = (a1 − ap, a2 − ap, . . . , aq − ap), and z(q) = (z1, . . . , zq)>. Hence, we obtain S(A) = {x : x = Az = Bz(q) + ap, z ∈
Tp and z(q) ∈ Vq}, where Vq is defined by (1.6). We have the following result.
Theorem 3. Let x = (x1, . . . , xn)> ∼ U(S(A)) and rank(B) = q ≤ n. Then x has the following SR:
x d= Bz(q) + ap d= Az, (4.2)
where z(q) ∼ U(Vq).
Proof. Let z(q) ∼ U(Vq); then the pdf of z(q) is (cf. (5.6) of [3])
fz(q)(z1, . . . , zq) = q!IVq(z(q)).
Since rank(B) = q ≤ n, we have rank(B>B) = rank(B) = q. Formula (B.7) of [4] implies the Jacobian is J(x → z(q)) =
|B>B|1/2 6= 0. Hence, the pdf of x is fx(x1, . . . , xn) = q!|B>B|−1/2 · IS(A)(x), which implies x ∼ U(S(A)) and the volume of
S(A) is v(S(A)) = |B>B|1/2/q!. 
Remark 2. (i) For q = p− 1 = n, the uniform distribution on S(An×(n+1)) and its related properties were studied by Hsuan
[5], Rubinstein [6], May and Smith [7], Rubin [8], and Devroye [9, p. 568]. (ii) Theorem 3.2(ii) of Gupta and Richards [10]
gives a SR for a Dirichlet distribution. Note that the uniform distribution inVq is a special case of a Dirichlet distribution and
z(q) ∼ U(Vq) is equivalent to z ∼ U(Tp); then z has the following SR:
zi
d= (1− φi−1)
p−1∏
j=i
φj, φ0 ≡ 0, i = 1, . . . , p− 1, zp d= 1− φp−1, (4.3)
where φi ∼ Beta(i, 1), i = 1, . . . , p− 1, and φ1, . . . , φp−1 are independent.
If S(An×p) ⊆ Tn, then for any point x = (x1, . . . , xn)> ∈ S(A), we have xi ≥ 0, i = 1, . . . , n,∑ni=1 xi = 1. Obviously, the
pdf of x does not exist. However, if x ∼ U(S(A)), on the manifold S(A), we could define a degenerate pdf of x as
fx(x1, . . . , xn) = 1
v(S(A))
· IS(A)(x).
In this case, the condition rank(Bn×q) = q ≤ n in Theorem 3 should be modified. We obtain the following corresponding
result.
1 The assumption of the convexity is critical to (4.1). For a non-convex polyhedron, (4.1) does not hold.
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Theorem 4. Let x = (x1, . . . , xn)> ∼ U(S(A)), S(A) ⊆ Tn, and rank(B) = q ≤ n− 1. Then x has the following SR:
x d= Bz(q) + ap d= Az, (4.4)
where z(q) ∼ U(Vq).
Proof. Like in the proof of Theorem 3, we know that the degenerate pdf of x is
fx(x1, . . . , xn) = q!|B>B|−1/2 · IS(A)(x). 
4.2. A uniform distribution in a region with order restrictions
Using themethod of order statistics, Tian and Fang [11] obtained the SR of uniformdistributions on the following regions:
T1n,r,n = {x : x ∈ Tn and 0 ≤ x1 ≤ · · · ≤ xr ≤ xr+1, . . . , xn ≤ 1},
T3n,r = {x : x ∈ Tn and x1 ≥ · · · ≥ xr ≤ xr+1 ≤ · · · ≤ xn},
T4n,r = {x : x ∈ Tn and 0 ≤ x1 ≤ · · · ≤ xr ≤ 1, 0 ≤ xr+1 ≤ · · · ≤ xn ≤ 1},
T5n,r = {x : x ∈ Tn and 0 ≤ x1 ≤ · · · ≤ xr ≤ 1, 0 ≤ xr+1, . . . , xn ≤ 1}.
Obviously, all these regions are convex polyhedrons in Tn. First, for n = 3, 4 and r = 1, 2, it is easy to find the matrix A
of vertices on the basis of their geometric figures. Next, for n > 4 and the corresponding r , the general structure of Amay
be obtained via guessing. Note that the number of vertices for each region is equal to the dimensionality, i.e., A−1 exists or
rank(An×p) = n = p. Thus, rank(Bn×q) = q = n − 1, implying that the condition of Theorem 4 is satisfied. By applying
Theorem 4 to these cases, we obtain alternative SRs for the uniform distributions on these regions only employing n − 1
independent random variables. Each SR in Corollary 1 defines a transformation from zn×1 to xn×1. We can verify these results
by using the inverse transform method. Hence, the derivation of Corollary 1 is omitted.
Corollary 1. Let z = (z1, . . . , zn)> ∼ U(Tn) and let its SR be given by (4.3) with p = n and x = (x1, . . . , xn)>. Then:
(i) A SR of x ∼ U(T1n,r,n) is given by
xi
d=
i∑
j=1
zj
n− j+ 1 , i = 1, 2, . . . , r; xi
d= xr + zi, i = r + 1, . . . , n.
(ii) A SR of x ∼ U(T3n,r) is given by
xi
d=
r−1∑
j=i
zj
j
+ zr
n
, i = 1, . . . , r − 1,
xr
d= zr
n
,
xi
d= zr
n
+
i∑
j=r+1
zj
n− j+ 1 , i = r + 1, . . . , n.
(iii) A SR of x ∼ U(T4n,r) is given by
xi
d=
i∑
j=1
zj
r − j+ 1 , i = 1, 2, . . . , r; xi
d=
i∑
j=r+1
zj
n− j+ 1 , i = r + 1, . . . , n.
(iv) A SR of x ∼ U(T5n,r) is given by
xi
d=
i∑
j=1
zj
r − j+ 1 , i = 1, 2, . . . , r; xi
d= zi, i = r + 1, . . . , n.
4.3. Experiment design with mixtures
Experiments with mixtures often appear in the design of chemical and metallurgical products. This requires giving
designs on the simplexTn. Cornell [12] gave a comprehensive reviewon this topic. In particular, he discussed optimal designs
on the following region:
Tn(a∗, b∗) = {x : x ∈ Tn and 0 ≤ a∗i ≤ xi ≤ b∗i ≤ 1, i = 1, . . . , n}, (4.5)
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where a∗ = (a∗1, . . . , a∗n)> and b∗ = (b∗1, . . . , b∗n)> are two pre-specified constant vectors. Wang and Fang [13] proposed
the uniform design of experiments with mixtures (UDEM) on Tn(a∗, b∗), i.e., a set of points uniformly scattered on Tn(a∗, b∗).
The key idea is to find a SR for random vector x that has a uniform distribution on Tn(a∗, b∗).
The region Tn(a∗, b∗) is nonempty if and only if
∑n
i=1 a
∗
i ≤ 1 and
∑n
i=1 b
∗
i ≥ 1. Piepel [14] and Crosier [15,16] presented
methods for detectingwhether there are superfluous (or inconsistent) constraints inTn(a∗, b∗). It was shown thatTn(a∗, b∗)
is equivalent to
Tn(a, b) = {x : x ∈ Tn and 0 ≤ ai ≤ xi ≤ bi ≤ 1, i = 1, . . . , n}, (4.6)
where a = (a1, . . . , an)>, b = (b1, . . . , bn)>, ai = max(a∗i , b∗i + 1 −
∑n
j=1 b
∗
j ) and bi = min(b∗i , a∗i + 1 −
∑n
j=1 a
∗
j ),
i = 1, . . . , n. Furthermore, it was shown that there are no superfluous constraints in Tn(a, b). In this case, Tn(a, b) is said to
be consistent. Since Tn(a, b) is a convex polyhedron in the regular simplex Tn, we may obtain a UDEM on Tn(a, b) provided
that the conditions in Theorem 4 are satisfied.
Example 3. Consider a UDEM on the following region:{
x : x ∈ T3 and 0.2 ≤ x1 ≤ 0.9, 0.2 ≤ x2 ≤ 0.7, 0.1 ≤ x3 ≤ 0.6
}
. (4.7)
By (4.6), this region is equivalent to{
x : x ∈ T3 and 0.2 ≤ x1 ≤ 0.7, 0.2 ≤ x2 ≤ 0.7, 0.1 ≤ x3 ≤ 0.6
}
, (4.8)
which is consistent. The vertices of (4.8) are given by a1 = (0.7, 0.2, 0.1)>, a2 = (0.2, 0.7, 0.1)>, and a3 = (0.2, 0.2, 0.6)>.
By (4.4),(x1
x2
x3
)
d=
(0.7 0.2 0.2
0.2 0.7 0.2
0.1 0.1 0.6
)(z1
z2
z3
)
.
As rank(B3×2) = 2 = q < n = 3, by Theorem 4, we can obtain the UDEM on (4.7) with z ∼ U(T3). 
5. Application to a drug combination study
LY-168 is a novel thiazolidine compound as a potential anti-melanoma agent. For LY-168 alone, we have 15 observations
where the concentration ranges from 0.03 µM to 3 µM [17]. The response ranges from 9.47% to 103.55% viability (% of
control) with mean 72.29% and standard deviation 35.96. Then, the single dose–response curve for LY-168 is
f1(X1) = 101.91− 31.17X1.
Sorafnib is a small molecular inhibitor of Raf kinase, marketed as Nexavar by Bayer for the treatment of advanced renal cell
cancer. For Sorafnib alone, we have 18 observations where the concentration ranges from 1 µM to 10 µM. The response
ranges from 15.82% to 109.66% viability (% of control) with mean 67.25% and standard deviation 38.177. Then, the single
dose–response curve for Sorafnib is
f2(X2) = 111.85− 9.56X2 = 101.91− 9.56(X2 − 1.04).
Currently combinations of Sorafnib and other anticancer agents such as Taxol and cisplatin are being tested in several clinical
trials for advanced melanoma. This is the basis for choosing combinations of Sorafnib and LY-168.
Let X∗2 = X2 − 1.04. The potency of Sorafnib relative to LY-168 at X∗2 is ρ(X∗2 ) = 0.3067. The predicted additive model is
y(x1, x∗2) = 101.91− 31.17x1 − 9.56x∗2 , where x∗2 = x2 − 1.04. On the basis of this model, we choose the dose range from
20% to 80%. From (1.2), the experimental domain is given by
S(20, 80) = {(x1, x∗2)> : 20 < 101.91− 31.17x1 − 9.56x∗2 < 80, x1 > 0, x∗2 > 0}.
This is a tetragon in R2 with four vertices: a1 = (0.7029195, 0)>, a2 = (2.627847, 0)>, a3 = (0, 8.567992)>, and
a4 = (0, 2.291841)>. The U-type matrix U = (u`j)with 19 experimental units is given by [4]
U19×2 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
9 16 3 12 5 19 7 14 1 10 17 4 13 8 18 2 11 15 6
)>
and its central L2-discrepancy is 0.000858 [18]. Then {(u(`)1 , u(`)2 )> : u(`)j = (u`j − 0.5)/19, ` = 1, . . . , 19, j = 1, 2} are
19 points uniformly scattered in C2. Using (2.12), we obtain {(x(`)1 , x∗(`)2 )> : ` = 1, . . . , 19}. Therefore, {(x(`)1 , x(`)2 )> : x(`)2 =
x∗(`)2 +1.04, ` = 1, . . . , 19} are nineteen dose combinations of LY-168 and Sorafnib (Table 1). Fig. 5 shows the plot of these
dose combinations.
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Fig. 5. Dose combinations of LY-168 and Sorafnib for a drug combination study.
Table 1
Dose combinations of LY-168 and Sorafnib for a drug combination study.
Exper. # LY-168 (µM) Sorafnib (µM) Exper. # LY-168 (µM) Sorafnib (µM)
1 0.450 2.227 11 0.264 6.729
2 0.184 3.700 12 1.706 2.300
3 1.004 1.536 13 0.743 5.696
4 0.511 3.594 14 1.360 3.932
5 1.083 2.135 15 0.183 8.010
6 0.040 5.906 16 2.204 1.656
7 1.079 2.868 17 1.101 5.476
8 0.503 5.069 18 0.599 7.334
9 1.785 1.197 19 1.844 3.489
10 0.962 4.175
6. Discussion
Although this paper ismotivatedbyuniformdesigns in drug combination studies, suchdesigns are also used in abundance
in computer experiments (see [20]), as they form a class of space filling designs like the Latin hypercube designs or maximin
designs. In aerospace, mechanical and electrical engineering, engineers also need to generate space filling designs in a
constrained space. Stinstra et al. [19] proposed a method for generating space filling designs in constrained regions.
In this paper, we proposed a transformation method for generating uniform distributions on a tetragon in R2, in a
triangular prism in R3, and over a class of convex polyhedrons in Rn. The key idea is transforming a tetragon (a triangular
prism or a convex polyhedron) to a unit square (a unit triangular prism or a regular simplex). Particular applications in a
drug combination study are presented.
The proposed methods could be extended to generating uniform distributions in other convex polyhedrons such as a
hexahedron in R3. Let S(a1, . . . , a8) denote a hexahedron in R3. For a given point x = (x1, x2, x3)> ∈ S(a1, . . . , a8), the
following map:
x = (a1, . . . , a8)

(1− y1)(1− y2)(1− y3)
y1(1− y2)(1− y3)
y1y2(1− y3)
(1− y1)y2(1− y3)
(1− y1)(1− y2)y3
y1(1− y2)y3
y1y2y3
(1− y1)y2y3

defines a one-to-one transformation between x ∈ S(a1, . . . , a8) and y = (y1, y2, y3)> ∈ C3 = [0, 1]3. Like in Theorems 1
and 2, we have x ∼ U(S(a1, . . . , a8)) if and only if y ∼ fy(y1, y2, y3) ∝ J(x→ y).
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Appendix. Definition of synergy for drug combinations
Consider a combination study of k drugs A1, . . . , Ak. Let Xi denote the dose of drug Ai, i = 1, . . . , k. Typically, different
drugs have different dose–response curves. The dose–response curve for drug Ai is assumed to be y = fi(Xi), i = 1, . . . , k,
where y represents the dose–effect relation scaled to be a viability (proportion of cells surviving) or a tumor volume after
some transformation. The potency of drug Ai relative to drug A1 is defined to be the ratio of isoeffective doses of A1 and Ai,
i.e., ρi(Xi) = X1/Xi, where fi(Xi) = f1(X1). Then, we have
ρi(Xi) = f −11 (fi(Xi))/Xi, i = 2, . . . , k. (A.1)
We note from (A.1) that the potency ρi(Xi) may depend on dose Xi. For a given dose x = (x1, . . . , xk)> of A1, . . . , Ak, we
denote the dose–effect (or dose–response) combination by fcom(x1, . . . , xk). According to Loewe’s definition, the isoboles
(or isoeffect equation) of the k drugs is defined by [2]
x1
X1
+ x2
X2
+ · · · + xk
Xk
= τ , (A.2)
where τ is called the interaction index of the k drugs at the combination x = (x1, . . . , xk)>, Xi represents the dose of drug Ai
alone that yields the same response as the combination (x1, . . . , xk), i.e.,
fcom(x1, . . . , xk) = f1(X1) = · · · = fk(Xk). (A.3)
If τ = 1, we say that the k drugs are additive at x. If τ < 1 (or τ > 1), the k drugs are said to be synergistic (or antagonistic).
From (A.2) and (A.3), we obtain
fcom(x1, . . . , xk) = f1(X1) = f1(τX1)+ [f1(X1)− f1(τX1)]
= f1
(
x1 + X1X2 x2 + · · · +
X1
Xk
xk
)
+ [f1(X1)− f1(τX1)].
If the joint action of A1, . . . , Ak is additive, then we have f1(X1) − f1(τX1) = 0. Therefore, the regression model for the
combination with additive action of the k drugs is given by
y = f1
(
x1 + X1X2 x2 + · · · +
X1
Xk
xk
)
= f1 (x1 + ρ2(X2)x2 + · · · + ρk(Xk)xk) , (A.4)
where ρi(Xi) is a function of x determined by (A.1)–(A.3). If the potency ρi in (A.1) is not a constant, the additive model (A.4)
does not have closed form.
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