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Abstract-In this paper, we present the error analysis of a new transformation for multiple zeros 
finding without calculating derivatives, which is a kind of version proposed in a recent paper of this 
journal, see [l]. We prove that the new derivative-free transformation could succeed in the maximum 
accuracy that is attainable at fixed precision of computation and preserves the order of convergence of 
the iteration method in the case of multiple zeros and show the advantage of this new transformation, 
compared with the other ones. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-Error analysis, Iteration method, Multiple zeros, Order of convergence, Nonlinear 
equation. 
1. INTRODUCTION 
The discussion of derivative-free iteration methods is of importance. There are a large number 
of papers on this topic, for example, see (2-91, etc. Suppose that f : [a, b] + Iw is a continuous 
function which has multiple zeros z with multiplicity m in the interval [a, b]. The problem of 
multiple zeros is difficult because the problem of multiple zeros finding is ill conditioned. For 
dealing with this problem, we proposed a new transformation for multiple zeros finding without 
calculating derivatives in [l], that is 
sign (f (~1) f (4 If (4 I lb 
where 
F(2)= S+f (x+sign(f (x))If (x)1”“) -f (3~)’ 
f (xl # 09 
(1.1) 
F(x) = 0, f (x) = 0, 
S = sign (f (z + sign (f (~1) If (x)1’/“) - f (~1) skn(f (x)) If (xl If (x>I1’“, (1.2) 
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and n 2 1 is a positive integer. In principle, the choice of n in (1.1) should be dependent on the 
multiplicity m of the zeros 3, though we did not emphasize it in [l]. 
For the purpose of clarity and simplicity, now we rewrite (1.1) as follows: 
If (xl If (4I”” 
F(x)= S+f (x+sign(f (x))If (x)l1’n) -f(x)’ 
f (x> # 0, 
F(x) = 0, f (x) = 0, 
where 
6 = sign (f (z-+ %p(f (x)) If (x)1+) - f (x)) f(x) If (XI”” a 
In this paper, we only consider the following transformation: 
If @)I If WV 
F(x)= f (x+sign(f (x))lf (x)1”“) -f (2)’ f(x)Z07 
(1.3) 
(1.4 
F(z) = 0, f(x) = 0. 
and present its error analysis. It is easy to see that transformation (1.4) is different from (1.1) 
because there is not the term 6 determined by (1.2) in the denominator of transformation (1.4). 
Although the derivative-free transformations for the iteration method are available for multiple 
zeros finding (for example, see [5,7,8], etc.), they may fail to achieve the maximum accuracy 
when f(x) is evaluated with error and preserve the order of convergence of iteration method in 
case of multiple zeros, and the detail about this issue will be shown by means of the error analysis 
in the subsequent sections of this paper. 
2. TRANSFORM MULTIPLE ZEROS INTO SIMPLE ZERO 
Let f : [a, b] + lR be a continuous function which has multiple zeros x with multiplicity m in 
the interval [a, b]. 
In order to find numerically the multiple zeros I of f(x), first of all, we would like to transform 
the multiple zeros into simple zero. For this purpose, we proposed a transformation in a recent 
paper of this journal (see [l]), that is, the following function: 
If @>I If c411’n 
F(x)= S+f (x+sign(f (x))lf (x)l”,) -f(x)’ 
f (x) # 09 
(2.1) 
F(x) = 0, f (x) = 0, 
where 
6 = sign (f (x + $9 (f (x)) If (~)I”“) - f(x)) f(x) If (XV’” I (2.2) 
nil. 
Compared with the well-known transformation 
f 
G(x) = fqx)’ f’ (x) # 0, 
G(x) = 0, f’ (x) = 0, 
in (2.1) the derivative f’(x) is replaced by the difference quotient 
(2.3) 
f (z + sign (f (x)) If (XI”“) - f (x) 
skn(f (x)) If (x)ll’” ’ 
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Using F(s) = f(~)/f’(x), h owever, requires that a derivative as well as a function value be 
calculated per step; furthermore, f’(z) is frequently more complicated than f(x). 
Explicitly, if n = 1, then transformation (2.1) leads to 
f2 (4 
F(x)=sign(f(x+f(~))-f(~))f(~)If(~)l+f(~+f(~))-f(~)’ f (xl # 0, 
F (x) = 0, f (x) = 0. 
which is a modification of the following transformations for multiple zeros (see [5,7,8], etc.). 
and 
f2 (x) 
F(x)= f(x)-f(x-f(x))’ f (x) f 09 
F(x) = 0, f(x) = 0. 
f2 (x) 
F (x) = f (x + f (x)) - f (x) ’ f (x) # 0, (2.5) 
F(x) = 0, f(x) = 0. 
It should be noticed that (2.4) and (2.5) are only different expression forms because they can be 
exchanged each other with function -f(x). 
Now let us consider transformation (1.4). Clearly, it follows immediately that (1.4) leads 
directly to (2.4) and (2.5) when n = 1 in (1.4). Th us, transformation (1.4) is an extension of 
transformations (2.4) and (2.5). But Stewart [9] pointed out that (2.4) and (2.5) can fail to 
achieve the maximum accuracy that is attainable at a fixed precision of computation. However, 
we will see that (1.4) is a refined transformation. The following theorem reveals an important 
property for transformation (1.4), that is, ji is only a simple zero of F(x). 
THEOREM 1. Suppose 3 is a zero off(x) with multiplicity m and f’(x) is continuous in the 
neighborhood of 2. Then f is only a simple zero of the function F(x), defined by (1.4) with 
n = m. 
PROOF. By the standard mean-value theorem for definite integral, we have 
f 
F (xl = H(x) > f(x) #O, 
with 
H(x) = 1’ f’ (x + t. sign (f (x)) If (x)1’/“) dt = f’ (x f 0 * sign (f (x)) If (x)1”“) , 
since 
f (x + sign (f (x)) If (x)ll’n) - f (x) = s&n (f (x)) If (~)I”” H (~1, 
where 0 < B < 1. 
Then it follows that 
F(x) = f(z) = f (x) 
H(x) f’(x+B.sign(f (x))If (x)1’/““)’ 
where 0 < 0 < 1. 
Because 
l&f’ (x + 0. sign (f (x)) If (x)1’/“‘) = f’ (2)) 
we conclude that z is only a simple zero of F(x) defined by (1.4). 
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3. ERROR ANALYSIS OF TRANSFORMATION 
(1.4) FOR MULTIPLE ZEROS 
For F(x) determined by (1.4), let us consider the effect of round-off error. When f(x) is 
evaluated with error, an iteration based on it may not get as near the zero as a conventional 
method. 
Without loss of generality, it is adequate that we only discuss the effect of the round-off error 
by the function f(x) = Kx” with m 2 2 and K > 0, which has a zero of multiplicity m at 
zero. Assume that in practice we cannot evaluate f(x) exactly but instead must work with a 
perturbed value f(x) = f(x) + e(x), where th e error function e(x) satisfies [e(x)1 5 eps and eps 
stands for machine epsilon. It is easy to see that the value of f(x) is not greater than eps in 
the interval [-(eps/K)l/“, (eps/K)“/“]. Thus, th e value of j(x) may be positive or negative at 
any point in the interval. Therefore, the conventional method, such as Newton-like methods or 
the secant method may converge until it gets into the interval [-(eps/K)l/“, (eps/K)‘/“], after 
which it will behave erratically. When the same consideration is applied to the function F(x) 
determined by (1.4)) we must now consider not only how accurately f(x) is evaluated but also 
how accurately the denominator in (1.3) is evaluated. This depends on how accurately the term 
f(x + sign(f(x))lf(x)ll/m) - f(x) of the denominator is evaluated. 
THEOREM 2. Let f(x) = Kxm with m > 2, then as x approximates zero, the true value of this 
term of the denominator in (1.4) 
f (x + sign (f Cx)) If (x)1”“) - f (x) 
becomes effectively 
K [(l + K’/“)” - l] xm-’ (xl. 
PROOF. We have for this term of the denominator in (1.4) 
f (x + sign (f(x)) If(x)l”“) - f(x) 
= (f [x + sign (f (xl + el (xl) If (x1 + el (x)1”“] + e2 (x,> 
- (f (x) + el (xl) + e3 (f (x + sign (f (x)) If (x1 eP> - f (x1) 
= (K [x + sign (Kxm + el (x)) IKxc” + el (x)ll’“] m + e2 (x)) 
- [Kxm + el (x)1 + e3 (f (x + sign (f (x)1 If (x)II/“) - f (~1) 
= K [x + sign (Kx” + el (x)) (Kxm + el (x)ll’“lm - Kx” + es (x) - el (x) 
+e~(K(x+sign(K(x+sign(Kxm)K1~m~x~)m))-Kxm) 
= K sign (Kx” + el (x)) IKx~ + el (x)1”” 
-+ 
m(m-1) 
2 Ic 
m--2 (Kx” + el (x)(“~ +. e .] 
- Kxm + e2 (x) - el (x) + e3 (K (x + sign (K (x + sign (Kx”) K1/” \x\)~)) - Kxm) 
= K 
K 
mK1im + m (m2’ ‘)K2/” + . . . + K 
> 
xm-l 1x1 
+ e2 (x) - el (x) + e3 (K (x + sign (K (x + sign (Kx”) K1/” ]xl>m)) - Kz”) + e4 (x) 
= K [ (1 + K1/“)” - I] x”-~IxI + el (x) - e2 (x) 
+e3(K(x+sign(K(x+sign(Kx”‘)K’~m~xl)~)) -Kxm)+ed(x), 
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where er (z) is a perturbed error for calculating f(z), ez(z) is a perturbed error for calculating 
f(a: f sign(f(x)))lf(x)ll’m, and es(f(a: + sign(f(z))]f(z)]ljm) - f(z)) is perturbed error for 
calculating f(z + sign(f(z))]f(z)]‘l”) - f(z) and cd(z) = O(er(z)). 
From the above, it is easy to see that, as z approximates zero, the true value of this term of 
the denominator becomes effectively K[(l + ICI/“)” - ~]x~-~/cz~. I 
Theorem 2 means that one would not expect further this denominator is evaluated accurately, 
once the interval [-(eps/K((l + K1/“)” - l))l/“, (eps/K((l + K1im)” - l))‘/“] has been en- 
tered. Comparing this interval with the interval [-(eps/K)‘lm, (eps/K)‘lm], we can see that, 
for multiple zeros, when f(x) is evaluated with error, the function F(z) based on it and de- 
termined by (1.4) would almost achieve the same accuracy as f(x). However, if we use the 
transformation (2.4) or (2.5), as other authors did before (see [5,7,8]), even if the first function 
evaluation is produced without error, then we have as z approximates zero, the true value of this 
denominator becomes effectively K2~2m-1. Th e value of If(x) - f(~ - f(~ - f(x))\ and If(x + 
f(z)) - f(x)] are not greater than eps in the interval [-(eps/K2)1/(2”-1), (eps/K2)1/(2m-1)]. 
This means that one should not expect further this denominator is evaluated accurately, once the 
interval [-(eps/K2)‘l(2”-1), (eps/K2)1/(2m-1)] h as been entered. For fixed K and sufficiently 
small eps, the interval [-(eps/K2)1/(2”-1), (eps/K2)1/(2”-1)] is always larger than the interval 
[-(epslK)l/“, (eps/K)‘/“] because of m 2 2. Therefore, the conclusion is that, for multiple ze- 
ros, when f(x) is valuated with error, an iteration based on it can fail to perform the maximum 
accuracy that is attainable at fixed precision of computation. It is heavily dependent on the mul- 
tiplicity of zero 2. When m 2 2, we need a new and more refined techniques of transformation 
such as the function F(s) determined by (1.4), which h as a simple zero at z and requires only 
evaluations f(x) to compute, and based on which an iteration can almost achieve the maximum 
accuracy as the conventional methods can and preserves the order of convergence of iteration 
method in case of multiple zeros. 
As for the multiplicity m, in general is not known and must be estimated. Richard has proposed 
a method for estimating multiplicity which can be completed and displayed at each step along 
with the current interval (see [S]). 
4. NUMERICAL TESTS 
Some numerical experiments have been performed with the new refined transformation (1.4) 
to illustrate the above considerations and demonstrations. For simplicity, we apply Steffensen’s 
iteration 
F (x/J2 
xk+l = xk - F (xlc + F (xk)) - F (q) 
to the function F(x) defined by (1.4) with n = m. Every example is to find the multiple zeros 3 of 
a given equation on interval [a, b] with a starting 50. The stopping criterion is /F(Q)] < eps and 
the maximum iteration number is ITN = 100. The numerical results are produced by MATLAB 6 
and listed in Table 1. 
Table 1. Numerical results. 
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EXAMPLE 1. f(z) = exp(z) - 1 - 2, [a, b] = [-0.5,0.5]. 
EXAMPLE 2. f(z) = (Z - 1)4, [u,b] = [0,1.5]. 
EXAMPLE 3. f(z) = X~(COS(Z) - l), [a,b] = [-0.5,0.5]. 
EXAMPLE 4. f(z) = x(sin(z) - z), [a, b] = [-0.5,0.5]. 
The function of Example 1 has double zeros at zero and the functions of Examples 2-4 have 
quartic zeros at one and zero, respectively. All of these test examples fail to use the routine 
fzero of MATLAB 6. 
Table 1 shows that the results of applying the Steffensen’s iteration starting from ~0 first 
to (1.4) with n = m then to (2.5). The conclusion is that for multiple zeros (2.5) can fail to 
achieve the maximum accuracy that is attainable at a fixed precision of computation. 
5. CONCLUSION 
A new transformation for multiple zeros finding without derivatives, which is a kind of version 
proposed in a recent paper of this journal (see [l]) and its error analysis is presented in this paper. 
It is shown that the new derivative-free transformation could succeed in the maximum accuracy 
that is attainable at fixed precision of computation and preserves the order of convergence of 
iteration method in the case of multiple zeros. The advantage of this new transformation is 
demonstrated, compared with the other available ones. 
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