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Analysis of the optical field on the human retina 
from wavefront aberration data 
Sergio Barbero and Susana Marcos 
Wave aberrations in the human eye are usually known with respect to the ideal spherical wavefront in the exit 
pupil. Using Kirchhoff's diffraction theory, we have derived a diffraction integral to compute the optical field on 
the retina from the wave aberration data. We have proposed a numerical algorithm based on the Stamnes-
Spjelkavik-Pedersen (SSP) method to solve that integral. We have shown which approximations are admis-
sible to reduce the complexity of the diffraction integral. In addition, we have compared our results with those 
of the conventional procedure used to compute intensities on the retina. We have found significant differences 
between our results and the conventional ones. 
OCIS codes: 330.7326, 330.5370, 050.1970. 
1. INTRODUCTION 
In optical eye modeling, specifically in ophthalmic lens de-
sign and visual performance simulations, it is often nec-
essary to compute the intensity of light 
on the retina. In both applications, light 
propagation inside the eye is usually modeled using the 
single-plane transition method . This method is based 
on two steps. First, wavefront propagation from the object 
space to a surface of the image space is modeled using 
geometrical optics computations or experimentally mea-
surements. Second, having computed or measured the 
wave aberration in the image space, it is necessary to 
compute the optical field in the retinal surface, solving a 
diffraction integral. 
This method is valid only if the only diffracted rays 
reaching the image are rays coming from the aperture 
stop . In the human eye, this occurs when object points 
are not very far from the optical axis and the surfaces of 
the ocular components are not very asymmetric. 
As an alternative, it is possible to model light propaga-
tion through computation of cascade-aperture diffraction 
integrals . Perez have proposed this type of al-
gorithm (applying the Debye diffraction theory) for the 
human eye. However, this procedure is computationally 
demanding and needs a specific model for the internal 
morphology of the human eye. Besides, in many cases, the 
human eye can be modeled as an optical system described 
by a wave aberration measured experimentally in a refer-
ence surface. Thus, the single transition method is still 
very useful. 
In the single transition method, it is typically assumed 
that the Fraunhofer (or sometimes the Fresnel) ap-
proximation to diffraction integrals is sufficiently accu-
rate to compute the intensity on the human retina. How-
ever, Fresnel and Fraunhofer approximations are both 
based on the paraxial approximation, whose validity has 
been recently questioned with respect to the human 
eye 
In the human eye, wave aberrations are usually mea-
sured in a double-pass experimental setup; i.e., light is 
delivered into the retina, and the reflected light from 
there outward is collected onto a camera. Depending on 
the specific technique, the wave aberration is measured in 
the first pass (e.g., in a laser ray-tracing sensor) or in 
the second pass (e.g., in a Hartmann-Shack sensor ). 
In the former, the wave aberration is measured directly in 
the image space with respect to an ideal spherical wave-
front, whereas in the latter the wave aberration is mea-
sured in the object space with respect to a plane surface. 
Moreno-Barriuso and Navarro , and more recently 
Castro , have shown the experimental equiva-
lence of the wave aberration measured in the second pass 
in a planar surface and the wave aberration measured in 
the first pass with respect to the ideal spherical wave-
front. Therefore, we can consider that we always know 
the wave aberration with respect to the ideal spherical 
wavefront in the image space. 
The point-spread function (PSF) of the human eye is 
typically evaluated assuming that the wave aberration 
has been measured in either case with respect to the exit 
planar pupil (image space). However, as mentioned above, 
the PSF should be evaluated by denning the wave aber-
ration with respect to the ideal reference wavefront in the 
image space. Therefore, a major goal of this study is to de-
rive the diffraction integrals necessary to compute the 
PSFs (or more generally the optical field on the retina) 
with respect to the ideal spherical wavefront instead of 
with respect to the exit planar pupil. Kraus derived 
Kirchhoff diffraction integrals by performing the integra-
tion over a spherical wavefront surface rather than the 
aperture plane . However, he did not consider the case 
of nonspherical wave aberrations. We derived the diffrac-
tion integrals in the general case of any type of wave ab-
erration. 
We performed an analysis for an efficient and accurate 
computation of that integral and studied which 
approximations—those applied to simplify the exact dif-
fraction integral—can be justified to reduce the computa-
tion effort. Obviously, the validity of the approximations 
depends on the specific situations. We studied two situa-
tions: The axial intensity distribution, when the object is 
located on axis in the near and far regions (depth-of-focus 
analysis), and the intensity distribution off axis in the 
paraxial image plane and in an out-of-focus plane. 
In addition, we compared the results using the new 
procedure versus the conventional procedure. In the con-
ventional procedure , the wave aberration is consid-
ered with respect to the exit pupil plane and the PSF is 
evaluated by applying the Fraunhofer approximation to 
the exact diffraction integral. The Fraunhofer integral is 
evaluated numerically by applying a fast-Fourier-
transform (FFT) algorithm. 
2. DIFFRACTION INTEGRAL FORMULA 
We assumed that the wavefront aberration function (W), 
denned as the difference between the real wavefront and 
the ideal spherical wavefront, was known. Thus, in the 
scalar theory, the optical field at the ideal spherical wave-
front (il) was (see Fig. 1) known and represented by u. We 
assumed that the amplitude of the optical field is constant 
at il. An apodization of the amplitude could be considered 
to account for the Stiles-Crawford effect . Alterna-
tively, Vohnsen proposed in a recent article to include 
this effect as a retinal waveguiding transformation of the 
optical field without the need for any type of pupil 
apodization. 
We used Kirchhoff's diffraction theory . Al-
though Kirchhoff's theory is not as rigorous as Sommer-
feld's diffraction theory, it is valid for this case because 
the linear dimensions of the aperture (exit pupil) are 
large compared to the wavelength and the observation 
points are not very close to the optical aperture 
Moreover, it can be used in a more straightforward man-
ner because the optical field is known in a nonplanar sur-
face 
Kirchhoff's theorem, with Kirchhoff's boundary condi-
tions , establishes that the optical field at point 0 
(Fig. 1) is given by the equation 
p(P0,60,z0) 
Pig. 1. Geometry showing the coordinates and distances used in 
the diffraction integral analysis. P, point at the ideal spherical 
wavefront (CI); O, observation point; F, paraxial focal point 
U(P): dA, (1) 
where dl dn denotes differentiation along the inward nor-
mal to surface A, s is the distance from point P in surface 
A to the observation point O, and A is the part of the ideal 
spherical wavefront surface (il) bounded by the exit pupil 
(see Fig. 1). 
For points located at A, we defined a local Frenet trihe-
dron reference system (i.e., an orthonormal basis of three 
vectors: The unit tangent, the unit normal, and the unit 
binormal) where n is the normal coordinate to A. We as-
sumed that the optical field u propagates paraxially in 
the vicinity of A. This assumption is valid because we can 
define the vicinity of A as small as desired. Hence, the 
phase of the optical field u for points located at A can be 
expressed as the addition of two terms: A term containing 
the wavefront aberration kW, and a term considering the 
phase dependence with the local propagation of the wave-
front kn. Therefore u is given by the equation 
„ik(W+n) (2) 
With Eq. (2), we evaluated the partial derivatives in Eq. 
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We used the usual approximation 
ik — ik. 
s 
(4) 
This approximation is justified because the distance s 
(distance from any point in il to O) is much larger than 
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Equation (5) can be expressed as 
u(P) = -
ik 0ik(W+n+s) 
4TT_; JA S 
-(K+ l)dA, (6) 
where K can be interpreted as the inclination factor of a 
Fresnel-Kirchhoff integral kernel type [13]: 
K--
dW ds 
dn dn (7) 
Using cylindrical coordinates, the distance s = |PO| (Fig. 1) 
is 
VP„ + P 2 + (z0 -zf - 2p0p cos(6»- 0o), (8) 
where the coordinates of P and O are {p,#,z} and 
{p0,6»0,2:0}, respectively. 
3. ROTATION ALLY SYMMETRIC 
DIFFRACTION INTEGRAL 
For some applications, rotational symmetry along the op-
tical axis can be assumed. In this case the diffraction in-
tegral is one dimensional, and the spatial coordinates of a 
point in the space are {p,z}. Functions s, W, and K depend 
only on p. We can now express s [Eq. (8)] as 
<p) = ^(p0-pf + (z0-zf. 0) 
The wave aberration contains only rotationally symmetric 
terms. For simplicity, we assume that primary spherical 
aberration is the only contribution. 
W(p) = W40P\ (10) 
Applying the chain rule to Eq. (8), we get 
dW(p) ds(p) dpldW(p) ds(p)\ 
K{p,p0,z0) = ^ — - ^ = — \ ^ — - ^ \ . (11) 
dn dn dn \ dp dp 
Coordinates {p,z} of a point in the ideal spherical wave-
front are related by the sag equation of a sphere: 
$ z = za - ^za2 - p2, (12) 
where za is the radius of curvature of the ideal spherical 
wavefront (i.e., the z coordinate of the paraxial image 
point). From Fig. 1 we could derive an explicit relation for 
dp - p 
— = cos(p,n) = - cos(- p,n) = = = . 
dn ^pz + (za - z)z 
After applying some calculations, we obtained 
ds{p) 
(13) 
^za2 - p2(p - p0) - p(z0 - z) 
dp ~ ^(za2 - p2)(Po - p)2 + (za2 - p2)(z0 - zf 
:. (14) 
Using Eqs. (11)-(14), we derived an equation for 
K(p,p0,z0) as a function of p, p0, and z0. Finally, using the 
equation o£K(p,p0,z0) and Eq. (9), we obtained an explicit 
relation for the one-dimensional diffraction integral: 
u(p0,Z0) = • 
ik Jk(W(p)+s(p)) 
-(K(p,Po,z0) + l)dp, (15) 
where C is the space curve denning the ideal spherical 
wavefront in a two-dimensional space. Note that n(p) = 0 
for all points {p,z} located at C, as n is the normal coordi-
nate with the origin of the coordinate references located 
at the space curve C. 
tegral in order to evaluate which ones can be justified to 
compute intensities on the human retina. 
1. Constant amplitude approximation. The inclination 
factor is considered negligible (K~ 0), and the distance 
lis is replaced with IIz0 in the integration domain. In do-
ing so, the amplitude of the complex integral kernel of Eq. 
(7) is constant. 
2. Fresnel approximation. Term s in the exponential is 
expanded in the power series, and terms higher than the 
quadratic term are neglected. 
pp0 cos(0-0o) p2 




3. Fraunhofer approximation. In addition to the 
Fresnel approximation, the quadratic term of the series 
expansion of s is also neglected. 
s~ (z0- za) • 
PPo COS(0-0O ) 
(z0-za) 
5. NUMERICAL EVALUATION OF 
DIFFRACTION INTEGRALS 
Integrals (6) and (15) and their approximations are com-
puted numerically. There is extensive work in the litera-
ture proposing efficient and accurate algorithms to evalu-
ate diffraction integrals. Standard algorithms divide the 
integration domain into subdomains and then approxi-
mate locally the integrand in each subdomain by expres-
sions that can be integrated analytically. A classical algo-
rithm, proposed by Hopkins and Yzuel , approximates 
linearly the amplitude and phase. We applied an algo-
rithm proposed by Stamnes and collegeues , the so-
called Stamnes-Spjelkavik-Pedersen (SSP) algorithm, 
where a parabolic approximation is applied to the phase 
and amplitude. The SSP algorithm was implemented to 
solve the one-dimensional integral [Eq. (6)]. The two-
dimensional integral [Eq. (15)] was evaluated by a two-
step process : First, the application of the SSP algo-
rithm to the first integration over the angular variable for 
a number of constant values of the radial coordinate; sec-
ond, the integration of values from the first integration 
using a Gauss-Legendre integration formula. The algo-
rithm was implemented in code written in MatLab and C 
to optimize the efficiency of the computing time. In order 
to evaluate the efficiency of the algorithm, we compared it 
to a generic integral solver available from Matlab (quad 
function) that makes use of an adaptive Simpson quadra-
ture method. 
4. APPROXIMATIONS TO THE 
DIFFRACTION INTEGRAL 
Integral (6), and its associated one-dimensional version 
(15), is the exact diffraction integral following Kirchhoff's 
theorem. We studied different approximations for this in-
6. SIMULATIONS 
The method that we have developed in this study is valid 
for any type of eye model and wave aberration. The wave 
aberrations can be computed theoretically or measured 
experimentally with a wavefront sensor such as laser ray 
tracing or a Hartmann-Shack wavefront sensor. 
For illustration purposes, as an example, we used a 
pseudoaphakic eye model with some amount of simulated 
wave aberrations. 
In pseudoaphakic eyes the crystalline lens is replaced 
with an intraocular lens. In such a case, it is usually nec-
essary to compute the intensity reaching the retina when 
the eye is looking at different distances. We used a 
pseudoaphakic eye model (see Subsection 2.1 in Barbero 
and Marcos ), modeling the cornea and intraocular 
lens as a set of concentric surfaces and separated by ho-
mogeneous media. We set the distance from the exit pupil 
to the retina (z0 = 20.98 mm) equal to the focal length of 
the eye model. We computed the intensities on the retina 
for a point object located on axis at different distances. 
We performed two different analyses. (1) An axial in-
tensity evaluation where we computed intensities at the 
image point denned by the intersection of the optical axis 
with the retina for different object point vergences [object 
location in diopters (A)] ranging from - 4 D to 4 D in steps 
of 0.2 D. (2) A transverse intensity evaluation where we 
computed intensities at points in a transverse plane lo-
cated at the focal plane or at an out-of-focus plane. 
We modeled a 6.5 mm diameter pupil (in order to test a 
limit case of large pupil size), and we used different aber-
ration levels. 
In order to validate the efficiency of the numerical 
implemented algorithm (SSP code), we compared it to the 
Matlab quad algorithm. We tested the validity of the usu-
ally applied constant amplitude approximation, assuming 
for simplicity a rotationally symmetric wavefront. The 
conclusions about the validity of the SSP algorithm and 
the constant amplitude approximation would be the same 
in the nonsymmetrical case because the approximation 
mainly affects the z coordinate. We simulated a wavefront 
aberration containing only the spherical Zernike term 
Z 4 0 = l /mi. 
The SSP algorithm accuracy and efficiency depends on 
the number of subdomains in which the pupil is divided 
and on the shape of the wave aberration function. Follow-
ing Stamnes , we evaluated the relative accuracy of the 
SSP algorithm as a function of the number of subdomains 
using the percentage error. The percentage error was 
evaluated as the mean percentage error of the intensity 
computation at all points in an axial or transverse inten-
sity analysis, where the reference values were obtained 
using a large number of subdomains. We evaluated the al-
gorithm efficiency by estimating the computation time 
needed for the intensity evaluation of one point. We used 
an AMD Athlon(tm) 64X2 dual core processor with 
3 MBytes of RAM memory. We used two different types of 
wave aberrations: (1) a rotationally symmetric wave ab-
erration (Z40 = l /ttm) and (2) an astigmatic wave aberra-
tion (Z22=l /ttm). 
Finally, we performed an axial and transverse intensity 
analysis to evaluate the accuracy of the Fresnel and 
Fraunhofer approximations. For this test we used an as-
tigmatic wavefront (Z22 = l /mi). In addition, we also com-
puted intensities by applying the conventional procedure 
. In this procedure the wavefront ab-
erration is considered with respect to the exit pupil plane, 
and the Fraunhofer diffraction integral is used. In the 
axial intensity analysis, the defocus is introduced as an 
ad hoc addition of a focus term (Z20) to the phase. 
7. RESULTS 
Figure 2 shows the axial and transverse intensity compu-
tations using the SSP and quad Matlab algorithms. 
Whereas the results were very similar when computing 
the axial intensities [Fig. 2(a)], we found significant dif-
ferences in the transverse intensities [Fig. 2(b)], with 
some artifacts appearing when using the Simpson algo-
rithm in the intensity computation for distances larger 
than 0.4 mm off axis. Furthermore, the time employed for 
a single observation point to compute the exact integral 
using the Simpson versus the SSP algorithm was larger: 
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Pig. 2. Normalized intensity distribution using a 
pseudoaphakic eye model : (a) along the optical axis for dif-
ferent object vergences and (b) along the plane perpendicular to 
the optical axis at an image plane located 1 mm out of the 
paraxial focus. The intensities computed using the SSP algo-
rithm and the Simpson method are represented by a solid curve 
and black circles, respectively. The pupil radius was set to 
3.25 mm, the Zernike spherical aberration (Z40) was set to 1 /jm, 
and the wavelength was set to 0.555 /j,m (photopic peak). 
T a b l e 1. P e r c e n t a g e E r r o r s a n d C o m p u t a t i o n 
T i m e s ( for O n e O b s e r v a t i o n P o i n t ) o f t h e S S P 
A l g o r i t h m a s a F u n c t i o n o f t h e N u m b e r o f 
S u b d o m a i n s i n t h e R a d i a l (Nr) a n d A n g u l a r 
C o o r d i n a t e s (Ng) 
N„/Nr 59 78 90 
On axis intensity analysis: Z^Q=1. yctm 
1 63.55% (0.04 s) 2.73% (0.06 s) 
On axis intensity analysis: Z22 — 1 ^tni 
60 59.12% (0.32 s) 4.67% (0.67 s) 
200 17.77% (0.24 s) 0.45% (0.89 s) 
300 12.91% (0.27 s) 0.31% (1.03 s) 
0.002% (0.07 s) 
4.59% (1.01 s) 
0.2% (1.44 s) 
0.2% (1.67 s) 
NJNr 200 400 600 
Transverse intensity analysis: Z40 = l /xva 
59 76.19% (0.76 s) 72.04% (1.48 s) 
146 1.92% (1.9 s) 0.89% (3.7 s) 
5860 
71% (2.2 s) 
0.35% (5.53 s) 
1.69% (76.16 s) 0.88% (149.1 s) 0.34% (220.97 s) 
NJNr 400 600 1200 
Transverse intensity analysis: Z2 2 = l /xva 
98 83.83% (2.96 s) 80.87% (4.42 s) 78.01% (8.75 s) 
117 5.53% (3.54 s) 4.04% (5.31 s) 0.49% (10.51 s) 
5860 4.68% (177.19 s) 3.08% (264.9 s) 0.49% (524.32 s) 
Table 1 shows t h e p e r c e n t a g e e r ro r s u s i n g different 
n u m b e r s of s u b d o m a i n s a n d two different w a v e abe r r a -
t ions . We found t h a t t h e n u m b e r of s u b d o m a i n s , a n d 
hence t h e c o m p u t a t i o n d e m a n d s , n e e d e d to achieve a n ac-
c u r a t e r e su l t—less t h a n 0.5% of t h e p e r c e n t a g e error , fol-
lowing S t a m n e s ' c r i t e r i a — a r e m u c h h i g h e r for t h e 
t r a n s v e r s e i n t e n s i t y ana lys i s a n d t h e a s y m m e t r i c wave -
front t h a n for t h e axia l i n t e n s i t y ana lys i s a n d t h e sym-
met r i c wavef ron t . For t h e s y m m e t r i c wavef ron t a n d t h e 
s imples t case ( the axial ana lys i s ) , a r ad i a l s a m p l i n g of 90 
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Pig. 3. Normalized intensity distribution along the optical axis 
for different object vergences using a pseudoaphakic eye model 
applying the constant amplitude approximation (solid 
curve), Presnel approximation (circles), Praunhofer approxima-
tion (triangles), and the conventional procedure (solid curve with 
circles) as explained in Section 6. The intensity was computed us-
ing the SSP algorithm. The pupil radius was set to 3.25 mm, the 
Zernike astigmatic aberration (Z22) was set to 1 /j,m, and the 
wavelength was set to 0.555 /j,m. 
t e n s i t y ana lys i s , a t l e a s t 600 a n g u l a r a n d 146 r ad i a l sub-
d o m a i n s w e r e necessary . T h e s a m p l i n g d e m a n d s were 
h ighe r for t h e a s y m m e t r i c wavef ront , w h e r e a s for t he 
t r a n s v e r s e ana lys i s a t l e a s t 1200 a n g u l a r s u b d o m a i n s 
were necessary . 
F igu re 3 shows t h e n o r m a l i z e d i n t e n s i t y d i s t r ibu t ion 
for t h e axia l i n t e n s i t y ana lys i s ( a s y m m e t r i c wavefront) 
app ly ing t h e c o n s t a n t a m p l i t u d e app rox ima t ion , t he 
F re sne l a n d F r a u n h o f e r a p p r o x i m a t i o n s , a n d t h e conven-
t ional p rocedure exp la ined before. T h e F r a u n h o f e r ap-
p rox ima t ion did no t provide a r e a s o n a b l e e s t i m a t i o n a t 
all, w h e r e a s t h e F r e s n e l a p p r o x i m a t i o n could be just i f ied 
b u t sti l l p r e s e n t e d some ar t i fac t s in t h e c o m p u t a t i o n s . 
The convent iona l p rocedure showed i m p o r t a n t differences 
in t h e i n t e n s i t y c o m p u t a t i o n s w i t h r e spec t to our compu-
t a t ions , especial ly r e g a r d i n g t h e decay of i n t e n s i t y out of 
focus. 
Pig. 4. Intensity distribution at points located in a transverse 
plane in focus and 3 diopters (D) out of focus. The dimensions are 
a square of 0.1 mm. Shown are the constant amplitude approxi-
mation at focus (a) and out of focus (b); the Presnel approxima-
tion at focus (c) and out of focus (d); and the. Praunhofer approxi-
mation at focus (e) and out of focus (f). The intensity was 
computed using the two-dimensional SSP algorithm. The conven-
tional procedure, using a PPT algorithm, was used to generate 
the intensity images at focus (g) and out of focus (h). The pupil 
radius was set to 3.25 mm, the Zernike astigmatic aberration 
(Z22) was set to 1 /j,m, and the wavelength is set to 0.555 /j,m. 
The same computations were performed in a transverse 
analysis, and the results are shown in Fig. 4. For this 
case, the Fraunhofer approximation failed again, but in 
addition, the Fresnel approximation presented some arti-
facts that contrasted with the constant amplitude ap-
proximation at the plane of best focus. The intensity dis-
tribution both by scale and internal structure is also 
significantly different in the case of the conventional pro-
cedure. 
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8. DISCUSSION 
Using Kirchhoff's diffraction theory, we have obtained the 
diffraction integral necessary to compute the optical field 
on the retina, knowing the wave aberration with respect 
to the ideal spherical wavefront. To derive that integral, 
besides applying the usual procedure in Kirchhoff's 
theory (including Kirchhoff's boundary condition and the 
approximation ik > 1/s), we included an extra step. We as-
sumed that the optical field u propagates paraxially in 
the vicinity of the ideal spherical wavefront A. As duldn is 
evaluated exclusively on surface A, the paraxial condition 
is sufficient to be valid in a region as close as needed to A. 
Therefore, except in the case of singularities in the optical 
field, this approximation is acceptable. 
Two algorithms were compared to evaluate the derived 
diffraction integral: A generic adaptive Simpson quadra-
ture method and an efficient algorithm based on a local 
quadratic approximation to the amplitude and phase 
(SSP algorithm). The Simpson method presented some in-
consistencies when computing intensities off axis. In ad-
dition, the SSP algorithm is more efficient in terms of 
computing time. 
We point out that, although the methodology is valid 
for any type of wave aberration, these results and their 
conclusions are strictly justified only for the pupil size 
and aberration levels described in Section 6. 
The results of Figs. 3 and 4 showed that the Fresnel ap-
proximation can be justified to compute intensities on the 
retina, although some artifacts could appear in some 
cases (Fig. 4). As the computing time (SSP algorithm) us-
ing the constant amplitude approximation is similar to 
that using the Fresnel approximation (0.01% difference), 
we recommend using the constant amplitude approxima-
tion; i.e., the inclination factor is zero, and 1/s is replaced 
with l/z0. This approximation reduced the complexity of 
the exact integral and saved computation time. 
The Fraunhofer approximation results were quite dif-
ferent from the exact results even at the focal plane. This 
occurred because the phase in the Fraunhofer approxima-
tion in the ideal spherical wavefront differs from a con-
stant, as it is nearly the case in the other approximations. 
Finally, an important result of this work shows that the 
conventional procedure used in the visual optics commu-
nity to compute intensities at the retinal plane (PSFs) dif-
fers significantly from the exact results. In the conven-
tional procedure, the fact that the wave aberration is 
assumed to be considered with respect to the exit pupil 
generates phase changes several times larger than the 
wavelength over the pupil size, therefore producing fast 
phase shifts. This explains why typical PSF images show 
strong oscillations in the intensity pattern. 
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