Abstract: Integer least square problem is widely used in wireless communications, cryptography and some other fields. In this study, the authors propose a radius bisection algorithm with restart strategy to solve the ILS problem. Compared with the original sphere-decoding method, the algorithm can solve the ILS problem with higher speed and lower complexity. Also, users can specify a stop criterion to control the accuracy and complexity of the algorithm. Finally, some simulated experiments show the efficiency and effectiveness of the proposed algorithm.
Introduction
Sphere-decoding method [1, 2] is widely used in many communication applications [3 -5] . It is a solver for the integer least squares (ILS) problem,
where b [ R m and A [ R m×n . The ILS problem is to find an integer vector x minimising Ax − b 2 while both matrix A and vector b are real. This kind of ILS problem is raised from many applications, such as cryptography [6] , GPS positioning [7] , in addition to communications. Compared with the standard least square (LS) problem where the unknown vector x is real, the ILS problem is much more difficult to solve because the search space is discrete. It is well known that the ILS problem (1) for a general matrix A is NP hard [8, 9] .
As the standard way of solving an LS problem, assuming that the matrix A is full rank, A is reduced into an upper triangular matrix through orthogonal transformations, to obtain a QR decomposition
where Q [ R m×n is orthogonal and R [ R n×n is upper triangular. Then, the ILS problem (1) can be rewritten as 
The most trivial way to solve an ILS problem is to form a search over the entire lattice, which requires an exponential search. There also exist a few more sophisticated searches than the full search, such as Kannan's algorithm [10] , the Korkin Zolotarev (KZ) algorithm [11] and the spheredecoding algorithm [1, 2] . In this paper, we only consider the commonly used sphere-decoding algorithm. The sphere-decoding algorithm is to search a lattice point in a hypersphere, generated by R, with a fixed radius d and centred atb in (2) that is closest in Euclid distance to the centre. The complexity of the sphere-decoding algorithm depends on two issues: radius d of the hypersphere and searching for all lattice points in the hypersphere. In 2005, Chang and Guo [12] proposed a modified LAMBDA method, which updates the radius d dynamically during the whole searching process. With this dynamically updated radius, their modified LAMBDA method is much faster than the basic sphere-decoding method in [1, 2] . However, it is sometimes still time-prohibitive, especially when the matrix R is ill-conditioned or the ILS residual is large. Thus, in this paper, we propose a new restarted bisection sphere-decoding method to deal with these situations.
Lattice reduction [13] is an effective technique to reduce the complexity of solving the ILS problem (1) . We attempt to find an invertible m × m matrix T, such that T and T 21 are integer matrices, and G ¼ AT is as 'orthogonal as possible'. Thus, the ILS problem (1) can be transformed into
The solution of (1), x, can be estimated by x ¼ Ty. Usually, the reduced ILS problem (3) requires less complexity to be solved. A widely used algorithm for the lattice reduction is the Lenstra, Lenstra, Lovász (LLL) algorithm [14] , regarded as the Gram-Schmidt orthogonalisation on integers. It can be used as an effective preprocessing for solving the ILS problem in many practical applications. However, if there are some restrictions on the solution x in (1) , that is x [ D and D , Z n , the lattice transformation matrix T often destroys the property of the subset D. Thus, the LLL algorithm cannot be used in this situation. The goal of this paper is to propose a new searching method for solving the general ILS problem (2), rather than the lattice reduction technique. In fact, any effective lattice reduction technique can be applied as a preprocessing of our proposed searching method. In the section of numerical experiments, we will employ the LLL algorithm as a lattice reduction technique for solving the ILS problem. Although the LLL algorithm reduces the complexity significantly, the searching method still dominates the computational time especially when the matrix R is ill-conditioned or the residual of (2) is large.
The rest of this paper is organised as follows. In Section 2, we will introduce two sphere-decoding methods, the basic sphere-decoding method proposed by Fincke and Pohst [1, 2] and the modified LAMBDA method proposed by Chang et al. [12, 15, 21] . Then, we will propose our radius bisection method in Section 3. A complexity analysis will be addressed based on the random model in [16] in Section 4. After that, we will do numerical experiments on some simulated communication systems to show the effectiveness and efficiency of our proposed algorithm in Section 5. Finally, we conclude with some concluding remarks.
Sphere decoding method
The sphere-decoding method [1, 2] enumerates all possible vectors in a hypersphere centred at a given vector. It searches all the lattice points in the hypersphere of a radius centred atb in (2) , so that the closest point to the centre can be found within the given Euclid distance. Thus, a predetermined radius d determines the search area and the complexity of the method. There are two key questions for solving the ILS problem (2).
1. How to choose the radius d? Obviously, if the radius is too large, there will be too many lattice points in the sphere. It leads to a large amount of searching time. If the radius is too small, there is no points in the sphere. The best choice of the radius is the covering radius of the lattice, defined to be the smallest radius of spheres centred at the lattice points covering the entire sphere [17] . However, the determination of the covering radius itself is NP-hard [17] . The most widely used determination of the radius for (2) to the closet integer. Thus, it guarantees there exists at least one lattice point in the sphere. 2. How to decide whether a lattice point is in the sphere? All points in the sphere centred atb has to be tested to see whether they are within the sphere.
Although the sphere-decoding method itself solves the second question, not the first one, the proper radius is crucial to the complexity of the sphere-decoding method. Unfortunately, as far as we know, there is no method to decide a proper radius itself. The complete algorithm of the sphere-decoding method can be find in [18] . The complexity of the basic sphere-decoding algorithm depends not only on n, but also on R andb. Thus, it is datadependent [16] .
Babai estimation [8] is often used to determine the radius d. The definition of the Babai estimation of (2) is
that is rounding off R −1b to the nearest integer. Then, the radius d can be computed as the Euclid distance between Rx B andb, that is,
In communication applications, this procedure is refered as zero-forcing equalisation as well [8] .
In 2005, Chang and Guo [12] proposed a modified LAMBDA method for the sphere-decoding, which updates the radius with the new found point during the searching process. In [12] , the searching strategy starts at an infinite radius d. When a new point, say z, is found in the sphere, then they update the radius with Rz −b 2 and search in the hypersphere with the new radius. The whole searching process is terminated when the radius cannot be updated. Their experiments show that the modified LAMBDA method is much faster than the basic sphere-decoding method. The advantage of this process is updating the radius by each new found point, which decreases the searching complexity. However, when the matrix R is illconditioned or the ILS residual is large, this searching process still requires a lot of searching time. The details of the modified LAMBDA search strategy and algorithm can be found in [12] .
Radius bisection method
In this section, we will propose a new sphere-decoding method with a radius bisection strategy. First, we set up two radiuses d 1 
The radius d is d 2 /2 in our algorithm for the first round of search. The whole iteration terminates when |d 2 2 d 1 | is less than the user-specified tolerance. The whole lattice point search can be divided into two situations. One is there are at least one lattice point in the sphere with radius d; the other is there is no point in the sphere.
For the first situation, we just employ the search strategy introduced by Chang and Guo [12] in Section 2, which is similar to a depth-first search. Rather than searching for an optimal point in [12] , we just need find a lattice point in the sphere with radius d. Then, after updating the radius d 2 by this new point, we start to search with the new radius
for the next round. The advantage of our bisection method is that the distance of this new found point to the centre is smaller than d. In other words, we shrink the radius of the search sphere each time. This shrinkage sometimes is significant, especially when R is large or illconditioned. Another situation is that the radius d is too small to have a lattice point in the sphere. Under this situation, we search all possible lattice points to ensure that the sphere is empty. All these work are unused for the next round search in the bisection method since we will increase the radius d and start a new search. In order to reuse all these searching information at radius d, we propose a restart strategy.
As we know, the sphere-decoding algorithm is searching in an order from the nth dimension down to the first dimension and in entrywise for lattice points. It can be represented by a tree structure. In Fig. 1 , a searching process of spheredecoding by a tree of depth n + 1 is represented, where n ¼ 4. The whole search starts from the root. Then, we find all possible values for each entry. When the radius d is not large enough to have a lattice point in the sphere, the searching process must be terminated at some depth on the tree. Thus, for the restart strategy, we first set a variable l to record the deepest level we can reach with radius d on the tree. If there are several nodes at the same level, l, then we select the node with the maximum value of
denoted asd 2 , where r i,j is the (i, j) entry of R, x j is the jth entry of x, c n = ·b n /r n,n , c k = ·b k − n j=k+1 r k,j x j /r k,k andb i is the ith entry ofb. Then, we increased tod and restart the searching process at the level l. It is equivalent to searching on a subtree with the node at level l as the root. In other words, the restart search process is to find an integer vectorx such that
whereR is the l × l principle submatrix of R andb is the first l entries ofb. Thus, with the restart strategy, we can obtain a point in the sphere spanned by R for each round of search till we find the optimal point for (2). In practice, the radiusd can be determined by many strategies. Here we adapt following two strategies. One strategy is to find a minimumd satisfying
whereb i|k+1 is the ith entry ofb after k spheredecoding processes, ⌈x⌉ is the smallest integer larger than x and is the largest integer smaller than x. The other is to setd byd + t, where t is a fixed value, say Fig. 1 shows that the deeper level we obtain, the smaller sub-problem (5) is and the less work is required for the restart strategy. The flow chart of our bisection and restarted strategy is shown in Fig. 2 . Thus, the whole sphere-decoding method with a restarted radius bisection strategy can be formalised as in Fig. 3 . Note that the value of the stop tolerance, 'tol', usually is set by users depending on the required accuracy for the ILS solution. As we show in the next section, 'tol' directly determines the complexity of the algorithm. The smaller tol is, the higher complexity of the algorithm has. In other words, the bigger tol, the lower complexity of the algorithm has, but the higher bit-error ratios (BERs) will be. The tolerance can be set as the smallest singular value of the channel matrix or some other user specified values. Fig. 4 is the flow chart of finding a point in a given lattice. The subroutine of finding a lattice point in the sphere with the radius d is as in Fig. 5 .
Complexity
The complexity of the sphere-decoding method depends on the size of the tree as shown in Fig. 1 . It is proportional to the number of lattice nodes in the radius d and dimension n. Thus, the expected total number of points for an n level tree is [16] ,
is the gamma function. On the other hand, the worst case of the expected complexity of the www.ietdl.org sphere-decoding method is
where a k is the searching cost on each point at level k. Thus, given d 1 , d 2 and stop tolerance tol, the worst case of the expected complexity of our bisection method can be evaluated as
As shown in Fig. 3 , if a point is found in a sphere with a radius d, then the current round of searching process will be terminated, and the next round of searching will be started with a new radiusd smaller than d 2 .
Thus, we can analyse the probability of finding the ILS solution at each search round in our bisection method based on the random model proposed in [16] . Assume y ¼ Hx + v, where the entries of v are the independent normal distribution, N(0, s 2 ), random variables with mean zero and variance s 2 , and the lattice-generating-matrix H consists of independent random N(0, 1) entries. If the lattice point s t was transmitted and the vector y ¼ Hs t + v received, the probability that the lattice point s t lies in a hypersphere of radius d is [16] 
On the other hand, given a radius d, we can estimate the probability of finding the lattice point s t in the hypersphere. Thus, we let the radius d as d 2 ¼ ans 2 with a constant a such that
that is there is a 99% possibility to find the lattice point s t in a sphere with radius d 2 ¼ ans
2
. Then, the probabilities of finding the lattice point s t in hyperspheres with Table 1 . It shows that as the radiusd i goes up, the probability of finding the lattice point s t in the hypersphere increases quickly. For example, when the ILS problem size is 80, there is about 97% chance to find the solution in the hypersphere with a radiusd 4 = (15/16)d. The last column of Table 1 lists the ratios between the worst case of expected complexity of our bisection method with N ¼ 4 by (7) and the worst case of expected complexity of the sphere-decoding algorithm by (6). When (2), first we determine the initial radius d by the Babai estimation in (4) and specify tol as the stop tolerance Fig. 4 Flow chart of finding a point in a given lattice in Fig. 5 the problem size is large, we have a pretty big possibility to find the ILS solution ind 4 through our bisection method with a small percentage of the sphere-decoding workload. For example, when the problem size is 80, our bisection method can have a 97% chance to find the ILS solution within radiusd 4 , but only require about 0.57% workload compared with the sphere-decoding method with radius d. Therefore it leads to a superior performance to the original sphere-decoding method, especially when the problem is large. Our numerical experiments in Section 5 support our theoretical analysis of the complexity.
Numerical experiment
In this section, we will simulate some communication channels and compare our bisection algorithm with Chang's modified LAMBDA method in the MILES package [19] on these channels. We do not compare the basic spheredecoding method in our experiments because in [12] , it already turned out the modified LAMBDA method is much faster than the basic sphere-decoding method in [2] . Moreover, the basic sphere-decoding method fails to solve the ILS problem when the problem size is large. Our experiments are carried on a machine with 4 AMD Opteron Dual core 2.6 GHz CPUs and 8 GB RAM running Linux and Matlab 2009b. In order to control the correlation of the communication channel, the condition number of the channel matrix H is set as the measurement of the correlation. A well-conditioned channel matrix H corresponds to an uncorrelated channel while a highly correlated channel corresponds to an ill-conditioned channel matrix H. The condition number of channel matrix H is defined as cond ¼ s 1 /s n , where s 1 and s n are the largest and smallest singular values of H, respectively. In this experiment, the smallest singular value of H is used as the key propagation parameters for generating the channel matrix. We assign the smallest singular value s n to a small number, say 0.005 or 0.0001 to enlarge the condition number. As known, the random matrix with standard normal distribution entries is often well-conditioned. For example, the condition number of a 40 × 40 random matrix is around 100. To generate an ill-conditioned channel matrix, we first generate a random matrix A, whose singular value decomposition is A ¼ USV T . The smallest singular value in S, s n , is set to a small number while other singular values are unchanged. Finally, the ill-conditioned channel matrix H is generated by the product of USV Table 2 records the computational times and number of searching points of both algorithms with s 2 ¼ 0.4, 0.6 and 0.8, various m's and stopping tolerance 0.05. Table 3 records the performance results of the same problem, but with the stopping tolerance 0.2. As we mentioned in Section 1, the lattice reduction technique can be employed as a preprocessing for solving the ILS problem to reduce the complexity. Thus, we compare the results with the LLL lattice reduction and without the lattice reduction.
The other experiment is to compare two algorithms on an ill-conditioned generating matrix H, which implies highly correlated multiple-in multiple-out (MIMO) channels [20] . In this experiment, the smallest singular value of H is set to 0.001 so that its condition number is around 10 5 to 10 6 . Then, we solve the ILS problem y ¼ Hx + v by two If there is no solution in the sphere, just return the deepest node reached on the tree as in Fig. 1 IET Commun., pp. 1-10algorithms again. Tables 4 and 5 list the results of these two algorithms with and without the lattice reduction stopping at tol ¼ 0.05 and tol ¼ 0.2, respectively. Since the modified sphere-decoding method does not require stopping tolerance, its results are unchanged in both cases. Fig. 6 plots the computational times of the two algorithms with the various s 2 's and m ¼ 60 without lattice reductions on well-conditioned and ill-conditioned matrix H stopping at tol ¼ 0.05. From these results, it shows the LLL reduction does reduce the complexity of both methods significantly. When H is well conditioned, after the LLL lattice reduction, the modified sphere-decoding method from [12] sometimes outperforms our proposed bisection method because of the good covering radius approximation. On the other hand, when H is ill-conditioned, our proposed method outperforms the modified sphere-decoding method because the approximation of covering radius is not good even with the LLL reduction. In other words, the modified sphere-decoding method in [12] depends more on the approximation of the covering radius than our method does. Furthermore, as the problem size goes up, the advantage of our method is more significant. In these two experiments, we use the different stopping tolerances to control the complexity and accuracy. When the stopping tolerance, tol, is small, our algorithm requires more computational time and searches more points than a large tolerance requires. Experiment results also show that the computational time at tol ¼ 0.2 is far fewer than that at tol ¼ 0.05. However, when tol ¼ 0.05, fewer than 1% of computed solutions are different than the predetermined one, while this rate increases to about 5% at tol ¼ 0.2. It is a tradeoff between efficiency and accuracy. Users can balance these through a specified tol. On the other hand, with the fixed stop tolerance, the error ratio decreases as the problem size increases.
The benefit of the restart strategy is shown in Table 6 . Here, we choose the same generated well-conditioned and illconditioned channel matrices H in the previous two experiments at s 2 ¼ 0.6. Results for the restart strategy are same as the ones for the bisection method in Tables 2 and 4 at s 2 ¼ 0.6. The method without the restart strategy is similar to Fig. 3 except for the restarting process. Results in Table 6 show that our proposed restart strategy can save about 10% computational time especially when the problem is large or the channel is highly correlated.
The third experiment is a simulated 4-QAM MIMO channel system. The generating matrix H is constructed randomly as the first experiment. The order of channel was set to 20, 30, 40, 50 or 60. The length of source signal was set to 10, 20, 30, 40 or 50 accordingly. Table 7 records the Table 1 Probabilities of the transited point s t in the hypersphere with radiusd i , P (d i ), and the workload ratios between the bisection method and the sphere-decoding method average computational times and the number of searching points for decoding the source vector x via two algorithms at SNR of 20 and 30 dB, respectively, with the same small BERs, 0.5%. Owing to the characteristic of the 4-QAM MIMO system, the LLL reduction cannot be used as the preprocessing for solving the ILS problem. Table 8 The last experiment is to compare the diversity gain of the MIMO system adopting our bisection method with that of single-input single-output (SISO) system. We first simulate an MIMO system with the order of channel 20 and the length of source signal 10. Then, we use the Monte Carlo simulation to send 200 000 bits signals through the MIMO system and an SISO system with different SNRs. The bits of the transmitted signal are either 0 or 1. The stopping tolerance of our proposed algorithm is 0.05. Table 9 records the BERs of the SISO system and two MIMO systems with a uncorrelated channel and a highly correlated channel, whose channel matrices are generated as the first and second experiments, respectively. It turns out that the MIMO system adopting our proposed bisection algorithm can achieve a much smaller BERs than the SISO system does even when the channel matrix is highly correlated or the noise is large. These experiment results turn out that our proposed bisection with restart method is much superior to the sphere-decoding method especially when the generating matrix H is ill-conditioned or the noise is large. When the lattice reduction technique, LLL algorithm, is used to preprocess the ILS problem, the modified LAMBDA method is faster than our bisection method when the matrix H is not large or ill-conditioned, but the performance and the complexity of two methods are close. However, when the matrix H is ill-conditioned or large, the LLL lattice reduction does reduce the complexity for both methods, but the modified LAMBDA method still requires much more time and searches more lattice points than our bisection Table 5 Average computational times (in s) and the number of searching points with s 2 ¼ 0.4,0.6,0.8 for ill-conditioned generating matrices via our bisection algorithm and the modified sphere-decoding algorithm with and without the LLL lattice reduction stopping at tol ¼ 0. method does. Moreover, because of the complexity estimation in (7), users can use the stop tolerance tol to control the maximum complexity and the accuracy of the solution as well.
Conclusion
In this paper, we proposed a radius bisection method with the restart strategy for solving the ILS problem (2). This algorithm is much faster and requires less complexity than the sphere-decoding method [1, 2, 12] does, especially when the generating matrix A is ill-conditioned or the ILS residual is large. In other words, our proposed bisection method is a good alternative of the sphere-decoding method for highly correlated or perturbed systems. When there is a restriction on the ILS solution, just like the 4-QAM system, our bisection method can reduce the computational time and complexity significantly. Also, users can control the accuracy of the solution and the complexity of the algorithm through the stop tolerance in (7) themselves. Finally, we compared our algorithm with the spheredecoding method on some simulated communication channels. The experiment results turn out the efficiency and effectiveness of our algorithm.
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