Given two semigroups A and B in N n , we wonder when they can be glued, i.e., when there exists a semigroup C in N n such that the defining ideals of the corresponding semigroup rings satisfy that I C = I A + I B + ρ for some binomial ρ. If n ≥ 2 and k[A] and k[B] are Cohen-Macaulay, we prove that in order to glue them, one of the two semigroups must be degenerate. Then we study the two most degenerate cases: when one of the semigroups is generated by one single element (simple split) and the case where it is generated by at least two elements and all the elements of the semigroup lie on a line. In both cases we characterize the semigroups that can be glued and say how to glue them. Further, in these cases, we conclude that the glued C is Cohen-Macaulay if and only if both A and B are also Cohen-Macaulay. As an application, we characterize precisely the Cohen-Macaulay semigroups that can be glued when n = 2.
Introduction
Let A be the semigroup finitely generated by a subset A = {a 1 , . . . , a p } of N n and k an arbitrary field. If φ A : k[x 1 , . . . , x p ] → k[t 1 , . . . , t n ] is the ring homomorphism given by
a nj    ∈ N n , the kernel of φ A , I A = ker(φ A ), is a binomial prime ideal and the semigroup ring k[A] is isomorphic to k[x 1 , . . . , x p ]/I A . We will also denote by A the n × p integer matrix whose columns are the elements in A.
Inspired by the classical construction by Delorme in [2] for the study and characterization of complete intersection numerical semigroups, Rosales introduced in [4] the concept of gluing. For a semigroup C , when the set of generators of the semigroup splits into two disjoint parts, C = A ∪ B, such that by I C = I A + I B + ρ where ρ is a binomial whose first, respectively second, monomial involves only variables corresponding to elements in A, respectively B, we say that C is a gluing of A and B . When this occurs, we also say that the semigroup C is decomposable or that it splits (or decomposes) as C = A ⊔ B . This property can be characterized in terms of the semigroups A and B and the subgroups in Z n associated to them; see [4, Thm. 1.4 ].
Let's fix some notations that we will use along the paper. If we have two semigroups A and B in N n with A = {a 1 , . . . , a p } and B = {b 1 , . . . , b q }, variables corresponding to A, respectively B, will be denoted by x 1 , . . . , x p , respectively y 1 , . . . , y q . Thus, I A ⊂ k[x 1 , . . . , x p ], k[A] ≃ k[x 1 , . . . , x p ]/I A , I B ⊂ k[y 1 , . . . , y q ] and k[B] ≃ k[y 1 , . . . , y q ]/I B . If the generating set C of a semigroup C splits into two disjoint parts C = A∪B, then I C ⊂ R = k[x 1 , . . . , x p , y 1 , . . . , y q ] and k[C] ≃ R/I C . Since multiplying by a common integer all the elements in the generating set of a semigroup does not change the defining ideal of the semigroup ring, one can easily check that if C = k 1 A ∪ k 2 B for some nonnegative integers k 1 and k 2 , then I C ∩ k[x 1 , . . . , x p ] = I A (= I k 1 A ) and I C ∩ k[y 1 , . . . , y q ] = I B (= I k 2 B ). Note that if one gives weight k 1 a i to x i and k 2 b j to y j for all i, j, then the ring k[C] is graded over the semigroup C .
In this paper, we are interested in studying when two semigroups A and B in N n can be glued in the following sense: Definition 1.1. Given an interger n ≥ 1 and two subsets A = {a 1 , . . . , a p } and B = {b 1 , . . . , b q } in N n , we say that the semigroups A and B can be glued if there exist two integers k 1 , k 2 ∈ N such that for C = k 1 A ∪ k 2 B, the semigroup C is a gluing of k 1 A and k 2 B , i.e., I C = I A + I B + ρ for some binomial ρ = x α − y β with α ∈ N p and β ∈ N q . When this occurs, we will say that C is a gluing of A and B instead of saying that it is a gluing of k 1 A and k 2 B .
Remark. In the definition of gluing, one can always assume that k 1 and k 2 are relatively prime, if needed.
We state the following problems: Question 1 (When and how). Given two semigroups A and B in N n can A and B be glued? When it is possible to glue them, what should the integers k 1 and k 2 be so that for C = k 1 A ∪ k 2 B, C is a gluing of A and B . The case of numerical semigroups is well understood. Recall that if n = 1, every semigroup ring is Cohen-Macaulay. Moreover, it is well known that given two arbitrary numerical semigroups A and B , if one chooses k 1 ∈ B and k 2 ∈ A , then for C = k 1 A ∪ k 2 B, one has that I C = I A + I B + ρ for some binomial ρ = x α − y β with α ∈ N p and β ∈ N q . One can thus answer to the above questions when n = 1: two numerical semigroups can always be glued and one knows how to glue them (choosing k 1 ∈ B and k 2 ∈ A ). Moreover, if C is a gluing of A and B , the semigroup rings k[A], k[B] and k[C] are always Cohen-Macaulay in this case. There exists no similar construction when n ≥ 2.
In section 2, we partially answer to question 2 and show that if the rings k[A] and k[B] have dimension n, i.e., A and B are nondegenerate, and both rings are Cohen-Macaulay, then the semigroups A and B can not be glued if n ≥ 2 (theorem 2.2). Degeneracy is thus necessary in order to glue Cohen-Macaulay semigroups when n ≥ 2. In section 3, we focus on the case of a simple split, i.e., when B has only one element. By definition, if q = 1 then B is degenerate whenever n ≥ 2 and we give complete answers to both questions in this case (theorems 3.2 and 3.4 and corollary 3.6). In section 4, we consider another degenerate case: when all the generators of B lie on a line, i.e., when q ≥ 2 and the matrix B has rank 1 (theorem 4.4 and corollary 4.5). Putting all together, we then give a complete answer to question 2 when n = 2 in section 5.
Degeneracy
It is well-known that given A = {a 1 , . . . , a p } in N n , the Krull dimension of the semigroup ring k[A] coincides with the rank of the n × p integer matrix A whose columns are a 1 , . . . , a p ; see, e.g., [5, Lem. 4.2] . In particular, dim k[A] ≤ n and we will say that A is nondegenerate if the dimension of k[A] is n. Note that if we don't have enough generators, i.e., if p < n, then A is always degenerate, and if p ≥ n, A is nondegenerate if and only if the matrix A has maximal rank.
Remark. If the n × p matrix A is not of rank n then, reordering eventually the rows of the matrix, there are rational numbers r i such that a nj = n−1 i=1 r i a ij . Hence, there is a positive integer d such that, if A ′ is the n − 1 × p matrix of the first n − 1 rows of dA, then the semigroup rings k[A ′ ] and k[A] are isomorphic.
In [3] , we discribed the minimal graded free resolution of k[C] in terms of those of k[A] and k[B] when C is a gluing of A and B . Let's recall here our main result: (1) A minimal graded free resolution of k[C] can be obtained as the mapping cone of ρ : Using the last part of the previous result, one can easily show that the only nondegenerate semigroups whose semigroup ring is Cohen-Macaulay that can be glued are the numerical semigroups. Proof. As we already mentioned in the introduction, if n = 1, then two arbitrary semigroups A and B can always be glued since for any k 1 ∈ B and any k 2 ∈ A , for For n ≥ 2, degeneracy is hence necessary in order to glue two Cohen-Macaulay semigroups.
Example 2.3. If S ⊂ N 2 is the semigroup generated by S = {(3, 0), (2, 1), (1, 2), (0, 3)}, the ideal I S is the defining ideal of the twisted cubic which is known to be Cohen-Macaulay. By theorem 2.2, S can not be glued with itself in N 2 . But one can consider the two degenerate semigroups A and B of N 3 generated respectively by A = {(4, 0, 0), ( 
We will focus now on the case where one of the two semigroups, for example B , is the most degenerate possible, that is when the dimension of k[B] is 1. This happens when q = 1 (simple split) or when q ≥ 2 and the matrix B has rank 1, i.e., when there exists b ∈ N n such that B = b u 1 . . . u q for u 1 , . . . , u q ∈ N (the elements lie on a line). We focus on those two cases in sections 3 and 4 respectivelly.
Simple split
Assume in this section that q = 1. The only element in B and the corresponding variable will be denoted here by b and y (instead of b 1 and y 1 respectively). So B = {b}. In this section, we will not assume that k[A] is Cohen-Macaulay since the results that we state here are valid with no hypothesis on A .
One has that I B = (0) and k[B] ≃ k[y]. So given two relatively prime integers k 1 and k 2 , for C = k 1 A ∪ {k 2 b}, one has that C is a gluing if and only if I C = I A + ρ for some binomial ρ of the form ρ = y d − x α 1 1 · · · x αp p being d, α 1 , . . . , α p positive integers and d = 0. This implies that
and hence a multiple of b has to be in A . Thus, a necessary condition for A and b to be glued is that a multiple of b belongs to A . We will see in theorem 3.2 that this condition is also sufficient.
On the other hand, a sufficient condition that guarantees that A and b can be glued is that b ∈ A . The following result is more precise and states that A and b can be glued in many different ways in that case:
Proof. As observed in the introduction, one can assume without loss of generality that k 1 and k 2 are relatively prime.
j be a arbitrary binomial in I C involving the variable y. Then we must have φ C (w) = 0, and hence
Since we assumed that k 1 and k 2 are relatively prime, k 1 |γb i for all i. But by the fact that k 1 is relatively prime to gcd(b 1 , . . . , b n ), we see that k 1 |γ. Let γ = k 1 r.
Now one has that
, which is a multiple of ρ and hence an element in I C , one has that w − ρ [r] j x
j ∈ I C and it does not involve the variable y so it belongs to I A . So, w ∈ I A + ρ and we have proved that I C = I A + ρ .
Remark. Note that when one has a semigroup A that is not minimally generated by A, for example if a p ∈ A ′ for A ′ = A \ {a p }, then we are in the situation described in proposition 3.1 and A is a gluing of A ′ and a p . This is somehow what we could call a trivial gluing. Now observe that if one looks more precisely at condition (1), one gets that if for C = k 1 A ∪ {k 2 b}, one has that C is a gluing of A and b , then X =    k 1 α 1 . . .
 is a solution to the system A · X = dk 2 b that belongs to N p . This gives a necessary condition on A and b for A and b to be glued: the system A · X = db must have a solution in
This condition is also sufficient: if the system A · X = db has a solution in N p for some integer d ≥ 1, then db ∈ A and, by proposition 3.1, for C = k 1 A ∪ {db}, one has that C is a gluing of A and b for any integer k 1 relatively prime to d and to gcd(b 1 , . . . , b n ). This shows the following characterization: Assuming now that the conditions in theorem 3.2 are satisfied, we can determine precisely the way to choose the integers k 1 and k 2 so that, for C = k 1 A ∪ k 2 B, the semigroup C is a gluing of A and B .
Notations. Assume that the system A · X = db has a solution in N p for some d ∈ N. We will use the following notations:
• d(A, b) is the smallest integer d > 0 such that A · X = db has a solution in N p , • s(A, b) is the smallest integer s > 0 such that A · X = sb has a solution in Z p . Hence, k 1 d(k 2 b) = p j=1 k 2 d j (k 1 a j ) and, factoring out gcd(d, k 2 ), we get
.
Given an element α ∈ Z p , we will denote α + = {j, 1 ≤ j ≤ p / α j > 0} and α − = {j, 1 ≤ j ≤ p / α j < 0}. Set r = s(A, k 2 b). By definition, r is the smallest positive integer such that there exists a binomial of the form w = y k 1 r
is any binomial in I C of this form, then r ≤ r ′ and one can write r ′ = qr + r ′′ for some 0 ≤ r ′′ < r.
, which is a multiple of w and hence belongs to I C , one has that j∈α + x
Since I C is a prime binomial ideal, one can simplify this binomial by the common factor of the two monomials and get a binomial of the form
By minimality of r, it implies that r ′′ = 0 and so r divides r ′ . Applying this to w ′ = ρ, one gets that r divides δ and, in particular, r ≤ δ.
If r < δ, then C is not a gluing because in this case w ∈ I C and w / ∈ I A + ρ .
If r = δ, then ρ = y k 1 r − p j=1 x k 2 gcd(d,k 2 ) d j j and if w ′ is any other binomial in I C which is the difference between two monomials of disjoint supports, w ′ = y k 1 qr
that belongs to I A since it is in I C and the variable y is not involved. This shows that, in that case, I C = I A + ρ and hence C is a gluing.
Remark. We see by theorem 3.2 that A and B can be glued if and only if A · X = dB has a solution in the positive integers for some d ∈ N. Let d be the smallest such positive integer. Applying proposition 3.1, one gets that if one chooses k 1 and k 2 such that k 1 is anything that is relatively prime to gcd(b 1 , . . . , b n ) and d, and k 2 is any multiple of d, then for C = k 1 A ∪ {k 2 b}, C is a gluing of A and B . But theorem 3.4 is more precise and specifies exactly how to pick integers k 1 , k 2 so that for C = k 1 A ∪ {k 2 b}, C is a gluing of A and B . When k 1 is anything that is relatively prime to gcd(b 1 , . . . , b n ) and d and k 2 is any multiple of d, then δ = = s(A, b) , and assume that d is squarefree. Then d = st for some t ∈ N, and for any positive integers k 1 , k 2 such that k 2 is a multiple of t, one has that for C = k 1 A ∪ {k 2 b}, C is a gluing of A and b .
Proof . Set s = s(A, b) . Now, since s is the smallest positive integer such that A · X = sb has a solution in integers, and A · X = db has a solution in positive integers and hence in integers, we must have s|d. Thus, d = st for some t ∈ N. Since d is square free, gcd(s, t) = 1. On the other hand, k 2 = tu by hypothesis. So, gcd(k 2 , d) = gcd(tu, ts) = tu 1 where u 1 = gcd(u, s). Then u = u 1 u ′ with u ′ relatively prime to s, because d and hence s is squarefree. Further, δ = d gcd(d,k 2 ) = s u 1 , so d = st = tu 1 δ. Now, d is squarefree implies δ is relatively prime to tu 1 . Setting r = s(A, k 2 b), r is the smallest positive integer such that A · X = rk 2 b has a solution in integers. So, s|rk 2 = rtu 1 u ′ and since gcd(s, tu ′ ) = 1, s divides ru 1 . But s = δu 1 so δ divides r. We saw in the proof of theorem 3.4 that r divides δ so δ = r, and hence C is a gluing of A and b . A ∪ {b}, one has that C is a not gluing of A and b because using Singular [1] , one can check that
Of course since 6b ∈ A , A and b can be glued by proposition 3.1, and for C = A ∪ {6b}, C is a gluing of A and b . In this example, 6 is the smallest positive integer such that this occurs. Example 3.9. An example very similar to the previous one is given by
Again, one can choose k 1 = k 2 = 1 and for C = A ∪ B, C is a gluing of A and B . Here, k[A] and k[C] are not Cohen-Macaulay and their minimal free resolutions show as: Note that, as we saw in the introduction, one can assume without loss of generality that k 1 and k 2 are relatively prime. Before we can prove this proposition, we will show an easy preliminary result. Let's start with some notation. As in the proof of theorem 3.4, given an element α ∈ Z r , denote α + = {j, 1 ≤ j ≤ r / α j > 0} and α − = {j, 1 ≤ j ≤ r / α j < 0}. Then, a binomial in R = k[x 1 , . . . , x p , y 1 , . . . , y q ] which is the difference between two monomials of disjoint supports is always of the form
When the elements lie on a line
for some α ∈ Z q and β ∈ Z p . Proof. The binomial w is in I C if and only if q j=1 α j (k 2 b j ) = p j=1 β j (k 1 a j ), i.e.,
β j a ij , ∀i = 1, . . . , n .
Since we have assumed that gcd(k 1 , k 2 ) = 1 and gcd(b 1 , . . . , b n ) = 1, we deduce that k 1 has to divide q j=1 α j u j : there exists s ∈ Z such that q j=1 α j u j = k 1 s. Going back to (2) , one gets that p j=1 β j a ij = k 2 b i s for all i, i.e., A · β = k 2 sb. On the other hand, since we have assumed in proposition 4.1 that b ∈ A and k 1 ∈ S , one has that:
, and hence, for C = k 1 A ∪ k 2 B, one has that the binomial
Remark. The binomial ρ in (3) has level 1 because
We are now ready to prove proposition 4.1.
Proof of proposition 4.1. We will show that I C ⊂ I A + I B + (ρ) where ρ is the binomial defined in (3) since we already know that the reverse inclusion holds.
j be a binomial in I C . By lemma 4.2, one has that q j=1 α j u j = k 1 s(w) and A · β = k 2 s(w)b. Now, consider the binomial
, that belongs to I C because it is a multiple of
This shows that w ∈ I A + I B + (ρ) and we are done.
Note that in proposition 4.1, there is no condition on k 2 and one can use k 2 if we have that b / ∈ A but db ∈ A for some integer d > 1. This shows that if a multiple of b belongs to A , then A and B can be glued. As in the case of a simple split, this is indeed a characterization. Proof. If a multiple of b belongs to A , say db ∈ A , then by chosing k 2 = d in proposition 4.1, one gets that A and B can be glued. Conversely, if there exists positive integers k 1 , k 2 such that for C = k 1 A ∪ k 2 B, C is a gluing of A and B , then one has a binomial ρ ∈ I C of the form ρ = y β 1 1 · · · y β− x α 1 1 · · · x αp p . Thus, β 1 k 2 b 1 + · · · + β q k 2 b q = α 1 k 1 a 1 + · · · + α p k 1 a p and since b j = u j b for all j = 1, . . . , q, one gets that k 2 ( q j=1 β j u j )b ∈ A . Using essentially the same argument as in corollary 3.6, one can easily show the following:
Corollary 4.5. Suppose that the elements in B lie on a line and that A and B can be glued, and consider C , a gluing of A and B . Then, dim k[A] = dim k[C] and Example 4.9. If we now take k 1 = 26 in the same example, then I C is minimally generated by 13 binomials. One of them is ρ = y 3 1 y 4 −x 2 1 x 2 4 . In this case, if C = k 1 A∪k 2 B, C is not a gluing (I C = I A + I B + ρ ) and it is not either an iteration of simple splits.
A direct consequence: the case n = 2
Putting all together, we can answer completely to question 2 when n = 2: • either B has one single element b, i.e., q = 1, • or q ≥ 2 and B = b u 1 . . . u q for some u 1 , . . . , u q ∈ N, and the system A · x = db has a solution in N p for some d ∈ N.
In 
