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Abstract 
J&iar, L., Explicit closed-form solution of coupled systems of Volterra integr~ifferential systems, Journal of 
Computational and Applied Mathematics 36 (1991) 339-348. 
In this paper an explicit closed-form solution for coupled systems of Volterra integr~ifferenti~ equations is 
presented. Our algebraic approach is based on the solution of coupled systems of differential equations without 
increasing the problem dimension. 
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1. Introduction 
Integrodifferential Volterra equations of convolution type have received a great deal of 
attention. The books [1,2] contain a wealth of material on the linear case. The aim of this paper 
is to find explicit computable closed-form solutions of coupled systems of integrodifferential 
equations of the form 
where A and Bj for l~j G I? - 1 are m X m complex matrices, elements of CmXm, and the 
unknown y( t> takes values in Q=“. Coupled systems of integrodifferential Volterra equations 
appear many times in the description of physical systems [S] or when one reduces higher-order 
scalar integrodifferenti~ Volterra equations [6, p-71. 
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2. Computable closed-form solutions 
Let us consider the change y’(t) = u(t). Then taking into account the initial condition of (1.1) 
one gets 
y(t) = /at(s) ds f co, (2.1) 
and substituting in (1.1) one gets 
J o’(t-s)‘ly(s) ds= -‘(‘)jt-‘)’ ‘I ‘=* + fi’(t-#y(s) ds s=o 
1 = ?{ t’c, + J ‘(t - s)%(s) ds}, 
and problem (1.1) is reduced to the coupled system of second-order Volterra integral equations 
where 
D, =A, Dj = Bj-1, 
n-l Bjcotj 
for26jGn, and f(t)=Ac,+ c jr. 
j-1 . 
(24 
(2.3) 
Now in an analogous way to the scalar case [6, p.491, problem (2.2) is equivalent to an n th-order 
differential system 
zCn)( t) + D1z(“-‘)( t) + * . * + D,,z( t) =f(t), z”‘(0) = 0, 0 <j < n - 1. (2.4) 
The relationship between the solutions z(t) of (2.4) and u(t) of (2.2) is given by 
IA(t) = z@)(t). (2.5) 
For the sake of clarity we summarize in the following theorem the main result of [4]. 
Theorem 1 (Jodar-Navarro [4]). Let US consider the companion matrix 
0 I 0 . . . 0 
0 0 I 0 
c=; ; ; mn xmn EC . 
0 0 0 ; 
(2.6) 
_ -0, -R-1 -Dn_2 ... -D, 
Let J=[diag(J,,...,J,)], with JJE~Z~J~~J for l<j<k and m,+m,+ ... +m,=mn the 
Jordan canonical form of C, and let M = ( Mjj), with Mji E 62 m Xm~ for 1 < i < n, be an invertible 
matrix in Q= mnXmn such that 
M[diag(J,,..., J,)] = CM. (2.7) 
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Then the unique solution of problem (2.4) is given by 
k 
Z(t) = C Mlj eXp(tJ,)D,Ct), 
j=l 
where 
and 
is the inverse of the block matrix 
Mlk Jk 
7 
1 . M f-1 j&J;-’ . . . 11 1 M Jk-’ . 1 lk k 
and 
z(“)(t) = 5 MIj4” exp(tJ,)D,(t) +f(t). 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
j=l 
From (2.1), (2.5) and (2.12) it follows that 
y(r)=co+Jo’ 
i 
i MljJj” exp(sJ,)D,(s) +f(s) 
j=l 
=c,+ 2 MIjqk’i3exp(sl,) eXp(-v.$)qkf(v) ds dv+i>(s) ds 
j=l 
= cO + 5 MIj4’JfJ”exp((s - v)J,)V,,f(v) dv ds + Ac, + :r;’ (“;y;i, . 
j=l 0 0 
(2.13) 
Note that in order to find a closed-form solution of y(t), we must find an explicit solution of 
the functions 
c,(t)=~‘JdeXP((“-V)J,)~kf(V) dv ds, l<j<k. (2.14) 
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From [6, p.3111, if JI is a Jordan block of size p associated to the eigenvalue zj, it follows that 
1 w g . . . 
wP-l 
(P - 0 
exp( wJi) = eXp( WZj) 
1 w *** 
wP-2 
(P - w 
W 
-0 1 
(2.15) 
and from [3, p.921, if a is a nonzero complex number, we have the following indefinite integral: 
J x”exp(ax) dx=exp(ax) G+ k (-1) 
kn(n-l)*+-k+l)xn_k 
9 n>,l. 
k=l a 
k+l 
(2.16) 
Note that from (2.14) and (2.15) we need to compute the scalar functions 
g,(t, h, q) = l’l-$exp(r,(s - U))(s - U)‘r? ds du 
= -$ :a( F)( -l)‘-‘llexp((s - U)zj).sr&h-r ds du (2.17) 
for 0 < q <p - 1, 1 < h < n - 1, because from (2.5) and (2.14) we have 
n-1 
G,(t)= c j’j’exp(J,(s-u))u”V’kh~CodSdu+jfj~exp(~(~-o))~k~~odsdu. 
h=l 0 0 0 0 
(2.18) 
Note that if z, = 0, then from (2.17) it follows that 
gj(', 4)=$  (~)(-1)q-‘(q+i_r:u;;;bi:i_~+2). . r-o 
If zj # 0, from (2.16), for q + h >, r + 1, it follows that 
/ 
S 
u~+~-’ exp( -uz,) du 
0 
= exp( - sz,) 
Sqth-r 
X 
i 
q+h-r (q+h-r)(q+h-r-l)...(q+h-r-k+l) 
-zy+ c 
J k=l ( -zj)k+l 
1 
XS 
q+h--r-k( _ l)k 
(2.19) 
_ (-1) q+h--r( q + h - Y)! 
(-'j) 
q+h-r+l ’ 
(2.20) 
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From (2.20), if zj Z 0, for Y > 1 and q + h > r, we have 
gj(t, h, 4, Y) 
= lJbexp((s - u)z~)s~LJ~+~-~ ds du 
sq+h 
= 
q+h-r (q+h-r)(q+h-r-l)...(q+h-r-k+l) 
-T+ c 
k=l ( -zj)k+’ 
XS~+~-~( -a)” ds 
I 
_ C-1) q+h-r(q + h - ‘)! 
(-"j) 
q+h-r+l 
J 
tsr exp(sz,) ds 
0 
J 
_ p7+h-’ 
= 
(q + h + l)zj 
+‘+i-’ (q+h-r)(q+h-r-l)...(q+h-r-k+l)tl+h_k+l(_l)k 
k=l (-zj)k+l(q+h-k+l) 
_ C-1) q+h-‘(q+h-r)! 
(-'j) 
2+h-r+l 
i (_l~kT(T--l)‘.‘(r-k+l)t~-k 
(zj)k+l 1 - (-l)?!(zj)-‘-’ k=l 
If zj # 0 and r = 0, from (2.20) and (2.16) it follows that 
gj(t, h, 490) 
= JUIJ6exp( (s - u)zj) uq+h ds dv = J’exp( szj) ds[uq+h exp( - uz,) du 
0 0 
=*+ 9;h(-l) 
k(q+h)(q+h-l+(q+h-k+l) t 
k=l ( -zj),+l J 0 
sq+h-k exp(szj) ds 
+ ("j) 
-q-h-l t 
/ 0 
exp( - szj) ds 
= -$ + (zj)-q-h-2(1 - eXp( -tZj)) 
J 
9+h 
- c (q+h)(q+h-l)..+(q+h-k+l)(zj)-q-h-’ 
k=l 
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q+h 
- C (-zj)-k-l(q+h)(q+h-l)-*-(q+h-k+l) exp(tzj) 
k=l 
X 
X(q+h-k)(q+h-k-l)*~~(q+h-k-i+l)tq+h-k-i 
i 
= $ + (Zj)-q-h-2(1 - exp( -tzj)) 
J 
q+h 
- c (q+h)(q+h-l)... (q+h-k+l)[(~~)-~-~-‘+(-z~)-~-*t~+~-~] 
k=l 
q+h k+h-k 
+ c c (q+h)(q+h-l)...(q+h-k+1)(-zj)-k-i-2 
k=l i=l 
X (q + h - k)(q + h - k - 1) - - . (q + h - k - i + l)tq+h-k-i. (2.22) 
Note that if we denote by B, the matrix A, then from (2.18) we may write Gj(t) in the more 
compact form 
n-l 
Gj(t)=h~~~r6exp(J,(ru))uhdsdo~kh~=~~1Gjh(t)~~~, 
h=O (2.23) \ , 
Gjh( t) = l’ldexp( Ji’(s - u)) vh ds du, 
where Gjh( t) is the upper triangular matrix function of size mj x mi, where mi is the size of the 
Jordan block Ji, such that the qth upper diagonal of Gjh(t), for 0 6 q G mj - 1, has its entries 
coincident with gj( t, h, q) defined by (2.17). Note that if .$ is a Jordan block corresponding to 
the eigenvalue zj = 0, then g( t, h, q) = gj( t, q) is defined by (2.19). If .$ is a Jordan block of 
size mj corresponding to a nonzero eigenvalue zj, then from (2.17), (2.21) and (2.22), for 
O<qdmj-l and q+h>r,wehave 
gj(t, h, q) = f $ ((f)(-I)‘-’ gJ t, h, 4, ‘1-t +(-l)“gj(t> hv 4, O), .( (2.24) 
. r-l 
and for q = 0, from (2.17) and h = r = 0 it follows that 
gj(t, h, 0) = i + 
exp( - tzj) - 1 
J Zi’ 
(2.25) 
From the equivalence of problem (1.1) and (2.2) and [7, Theorem 3.11, p-461 the integrodifferen- 
tial Volterra system (1.1) admits a unique solution in the interval [0, T]. From the previous 
comments this solution may be expressed in the form 
n-l Bjtj+1 k Y(t)=%+ c ’ - l Ml jJjnGjh ( t ) & B,c, 
j=l (j+l)! ‘J~l h~o h! 7 (2.26) 
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where B, = A and Gj,( t) is the upper triangular matrix function with values in crntxrn/ whose 
qth upper diagonal with 0 < q < mj - 1 has in all its entries the value gj(t, q) given by (2.19) 
when Jj is a Jordan block of (2.6) corresponding to the eigenvalue zi = 0. If zi # 0 and Ji is a 
Jordan block associated to zj, then Gj,,(t) is an upper 
diagonals take the common value gj(t, h, q) defined 
diagonal for 0 < q < mj - 1, where .$ E Q= m~xm~. Thus 
lished. 
triangular matrix function whose upper 
by (2.24) in all the entries of the qth 
the following theorem has been estab- 
Theorem 2. With the previous notation the unique solution of the coupled integrodifferential Volterra 
system (1.1) is given by (2.26). 
Remark 3. It is important that in order to compute the solution of the problem (1.1) we only 
need the Jordan canonical form of the companion matrix C defined by (2.6), (2.3). In this sense 
we recall that a numerical algorithm for computing this Jordan form may be found in [5]. 
Example 4. Let us consider the coupled integrodifferential system 
y(0) = co E c2, 0 < t 6 1, 
that is a system of the type (1.1) in Q=2x2, where 
B=O [ 0 -1 
2 
0 1 
J-j,= 
[ 1 1 
B, 
= 0 
1’ 
-1 0’ [ 1 1 1 0’ 
An easy computation shows that the Jordan canonical form of the companion matrix C defined 
by (2.6) takes the form 
J= diag( J1, J2, 41, J,=[I i 81, J2= [; 1 1 1 ’ J,=(-1). 
The matrix M satisfying (2.7) is 
1101-2 2; 0 
010; 0 II 1 
M= 
I I 
~__~__~_~___~____~~_~~ -2 
. 
0 0 1; -2 -2; 0 
_oool 0 II l_ 
In this case k = 3, and 
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and 
1 2 -3 1 2 -1 
i 
v,I 
42 v,, 
T 0 100 o-1 
0 1 -1 1 1 0 
w-‘= v= v,, v,, v,, = 0 1 -1 + + -4 , 
v,* 5, v3, 
I 
0 -3 4 0 -: + 
0 + -_: 0 + :_ 
Q3= [p 111; b3= [ _: -i], v,,=[4 $1. 
From the definition of Gjh(t), and from (2.23) it follows that 
Gj~(l)=~f~Sexp(J,(~-u))ohdsdu, h=O,l,...,n-1. 
Taking the Jordan block J2, we obtain the corresponding matrix functions Gzh(f): 
GZh(t) = SfJ’exp( J2(s - u))uh ds du, for h = 0, 1, 2. 
0 0 
Taking into account (2.15), an easy computation yields 
Go(f) = 
exp( t) - 1 - t exp(t) - 1 - t - t2 
0 1 exp(t)-l-t ’ 
G210) = 
exp( t) - 1 - t - it2 exp( t)( t - 3) + 3 + 2t + it2 
0 exp(t) - 1 - t - +t2 1 ’ 
G220) = 
ft3+2(exp(t)-l-t+$t2) 8+(2t-8)exp(t)+3t+t2-$t3+$t4 
0 ft3 + 2(exp(t) - 1+ t + it”) 1 * 
Taking into account that J3 = (-l), it follows that 
and 
G,(t) = /,‘lSexp( J3(s - u)) ds du = k’lSexp( 0 - S) ds du = t - 1 + exp( - t), 
G31(t) = Jbi’exp(u -s) ds du = 1 - t + it2 - exp( -t), 
G32(t) = /f/sexp(u-s)u2 ds du = 2t - t2 + ft3 + 2(exp(-t) - 1). 
0 0 
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Finally for computing Glh(t) we have 
347 
G,,(t) = Jbjsexp( Ji(s - u)) ds dv = [” ii’ ;“i$“i. 
it3 iit4 iid 
G,,(t) =i’iSexp(J,(s-u))v ds du= I I 0 it3 At4 7 0 0 it3 
G,,(t)=~‘Jdexp(J,(s-u))u2 ds du= &t5 . 
$t4 I 
Note that from the previous comments and (2.26) in order to find an analytic closed-form 
solution of the problem, we only need to compute the powers Jjn, but from [9, p.151, if Ji is the 
Jordan block of size mj, associated to the eigenvalue z, then 
ZP pZP-’ ; ZP-2 . . . 
i i 
(J.)P= zp pzp-’ . . . 
In our example we have 
From Theorem 2 and (2.26), for any vector co in C2, the unique solution of the coupled 
(mp - l)Zp+1-~ 
pzp-1 
ZP 
J;z = (1). 
integrodifferential system of Example 4 is given by 
y(t) = co + iBIt + +B2t3 
+ W,J:{ Go(t)V,,Bo + G,,(t)V,,B, + iG12(t)q3B2} cO 
+ W,J,2{G,o(#‘-do + Gzdt)V,,B, + iG22(t)F/,3B2}c0 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~ + iG32(t)V,3B2}c0, (2.27) 
where all the matrices and matrix functions appearing in (2.27) have been computed in an 
analytic closed form. 
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