Next generation low-background experiments require a detailed understanding of all possible radiation backgrounds. One important radiation source are muon-induced neutrons. Their production processes are up to now not fully understood. New measurements with MINIDEX (Muon-Induced Neutron Indirect Detection EXperiment) of the production of neutrons by cosmogenic muons in high-Z materials are reported. The setup is located at the Tübingen Shallow Underground Laboratory, which provides a vertical shielding depth of (13.2 ± 0.8) meter water equivalent at the setup location. Muon-induced neutrons are identified by the detection of 2.2 MeV gammas from their capture on hydrogen with high-purity germanium detectors.
Introduction and Motivation
The next generation of low-background experiments need significantly reduced radiation backgrounds compared to current ones. One of the most critical background sources are muon-induced neutrons. These can either generate prompt signals in detectors or produce long lived radioactive isotopes by capture or inelastic scattering reactions. The subsequent decay of these isotopes can lead to significant backgrounds in the detectors if the correlation to the corresponding muon is lost. Although neutrons from radioactivity (energies up to ≈ 10 MeV) outnumber muon-induced neutrons (energies up to several GeV) by typically 2 to 3 orders of magnitude they can be more efficiently shielded due to their lower energies. In order to reduce muon-induced backgrounds many experiments are built in deep underground laboratories. This leads to a reduction of the muon flux by many orders of magnitude [1] . Furthermore, the deployment of active shielding muon detection systems permits to identify and reject most prompt muon-induced events [2] . To shield detectors from the radioactivity of the installed experimental components as well as from the surroundings (e.g. cavern rock or concrete) often high-Z materials are selected. Two materials commonly used to shield ambient radioactivity are lead and copper [3] . As these are typically located close to the detectors they can act themselves as a source of muon-induced neutrons.
In order to optimise future experiments with regards to muon-induced neutron backgrounds, reliable Monte Carlo (MC) simulations are crucial. In Geant4 [4] each version and chosen physics list 1 may yield different results. Only a small number of measurements of muon-induced neutrons produced in high-Z materials are available, which can be used to evaluate and tune simulations tools [5, 6] . The goal of the MINIDEX [7] (Muon-Induced Neutron Indirect Detection EXperiment) project is to provide reliable experimental data sets of muon-induced neutrons for different high-Z materials which are commonly used in low-background experiments. Dedicated Geant4-based MaGe [8] simulations are used for the evaluation of the propagation of muons and muon-induced particles through the setup. The Monte Carlo predictions can be compared to the experimental results. Unless otherwise specified, the results presented were obtained with MaGe (using Geant4 10.3). In order to get a better understanding of the experimental results and the predictive power of Geant4, additional studies with the simulation program FLUKA [9, 10] were carried out. To investigate possible differences between FLUKA and Geant4, the interactions of muons and the subsequent production of neutrons in lead was studied in detail.
The experimental setup, the analysis strategy and the dedicated simulations were significantly improved since the commissioning run (Run 1) of MINIDEX [7] . Two further runs were carried out since then. Muoninduced neutrons in lead only (Run 2) and muon-induced neutrons in lead and copper simultaneously (Run 3) were studied. The results, which are presented in the following, supersede the results of the commissioning run.
Experimental Setup and Working Principle
The design objective of MINIDEX was to create a simple, flexible and compact setup which can be used to measure muon-induced neutrons in different materials. The setup including all detectors, target materials, support structures and electronics is ≈ 1 m wide, ≈ 1.5 m long and ≈ 1.5 m high. It can be easily moved to different locations and the target material can be exchanged within one day. The experiment is presently located in the Tübingen Shallow Underground Laboratory. The reason for going to a shallow underground site is to shield the cosmogenic atmospheric neutron flux while still preserving a high enough muon flux (≈ 65 muons s −1 m −2 ). After the assembly and the start of each MINIDEX run, data taking is remotely controlled and monitored via an online interface.
A central cross section of the Run 2 and Run 3 MINIDEX setup with its support structure is shown in Fig. 1(a) . MINIDEX consists of six scintillation detectors (Big top, Big bot, Small1 -Small4), the target material, a water filled plastic tank and two high-purity germanium detectors. The setup and the used electronic equipment are the same as presented in [7] for the commissioning run of MINIDEX, except for the new muon tag system. In Fig. 1(b) a picture of the Run 3 setup is shown. Compared to Run 2, in which the whole target material consisted of lead (density: 11.34 g cm −3 ), for Run 3 the left target wall was replaced with copper (density: 8.96 g cm −3 ).
Working Principle and Signature of Muon-Induced Neutrons
The working principle of measuring muon-induced neutrons with MINIDEX is depicted in Fig. 1(a) . A system of six scintillation detectors is used to identify muons traversing the setup. These muons, as well as muon-induced particles, can create neutrons (n) in the target material of the setup. The neutrons propagate within the setup and some reach the water tank. In the water the neutrons thermalise and can get captured on hydrogen. Following this capture a single (2223.259 ± 0.001) keV gamma [11] , referred to as a 2.2 MeV gamma, is emitted, which may be detected by one of the germanium detectors. Four small scintillation detectors permit to select muons that pass only through the target material, referred to as target walls. This is achieved by requesting a muon to pass through all four scintillation detectors on one side of the setup within a short time and deposit sufficient energy in each of them. Such events are denoted as muon tags. As an example, the depicted muon in Fig. 1(a) represents a muon tag. After a muon tag, a signal from a delayed 2.2 MeV capture gamma is searched for with the germanium detectors. Such an event, in the case of an identified 2.2 MeV gamma within a predefined time window after a muon, is called a neutron signal. The details of this search have been determined by simulations and measurements.
Muon Detection System
The six plastic scintillation detectors of MINIDEX Run 2 and Run 3 are all 5 cm thick. Four small scintillator panels of 20 cm × 65 cm and two big scintillator panels of 75 cm × 65 cm were used in the setup. A detailed description of the scintillation detectors and their positioning can be found in [12] . The scintillation detectors are made of BC-408 (Polyvinyltoluene: C 10 H 11 , density: 1.032 g cm −3 ) [13] and are viewed by 2-inch diameter PMTs (ET Enterprises, type: 9266KFLB) [14] . In comparison to the MINIDEX commissioning run where only two big scintillation detectors were used, Run 2 and Run 3 feature four additional smaller scintillation detectors. These are positioned above and below the target walls. The target walls are 20.0 cm wide, 65.0 cm long and 50.5 cm high and are located on either side of the setup. In addition, the two big scintillation detectors, used in the commissioning run, were replaced because of their low muon detection efficiency (≈ 87 % and ≈ 93 %) [7] with new ones. For all six newly installed scintillation detectors the efficiency to detect a through-going muon was determined to be > 99 % [12] .
Germanium Detectors
The two high-purity germanium detectors of MINIDEX are located in the centre of the setup, surrounded by the water tank. They are commercially available extended range coaxial high-purity germanium detectors from Mirion Technologies [15] . Such detectors can be used for spectroscopy from 3 keV up to energies above 10 MeV [16] . The two employed germanium crystals have a diameter of (69.0 ± 0.5) mm/(70.5 ± 0.5) mm, a length of (72.0 ± 0.5) mm/(63.5 ± 0.5) mm and a (45.0 ± 0.5) mm/(37.5 ± 0.5) mm deep borehole with a diameter of (9.5 ± 0.5) mm in the centre. The crystals have a mass of (1.416 ± 0.031) kg and (1.305 ± 0.029) kg and a (1.0 ± 0.5) mm thick dead layer on the n+ contact [16] . The detectors are electrically cooled by dedicated devices which are located outside of the target material and can be seen in Fig. 1(b) .
Data Taking and Data Selection

Energy Calibration and Detector Stability
Both installed germanium detectors were calibrated individually every 10 hours. This was accomplished by exploiting two gamma lines from natural radioactivity (2.615 MeV line from 208 Tl and 1.461 MeV line from 40 K) originating mainly from materials in the vicinity of the detectors. At 1.461 MeV and 2.615 MeV the resolution of the germanium detectors (FWHM) was determined to be ≈ 2.1 keV and ≈ 2.6 keV, respectively. The resolution was monitored constantly over the whole data-taking period and no deterioration exceeding statistical uncertainty was observed.
The scintillation detectors were calibrated with the help of the muon spectra predicted by simulations of the Run 2 and Run 3 setups (see Section 4.2). The position of the most probable value of the Landau distribution for each scintillation detector was set to correspond to the value determined from simulation (all at ≈ 10 MeV). The spectra of the scintillation detectors were monitored over the whole data-taking period. The observed shifts of the scintillation detector signal amplification were found to be below 0.2 MeV.
Triggering
A flash ADC from Struck [17] was used to readout the scintillators and the high-purity germanium detectors. It operates with a 16 channel VME digitiser card and records traces with a 250 MHz sampling rate and a 14 bit resolution. A detailed description of the MINIDEX electronics can be found in [7] . All scintillation and germanium detectors in the setup were independently triggered. For the germanium detectors energy depositions above a threshold of 20 keV were recorded. A threshold of roughly 3 MeV was selected for the scintillation detectors. For each energy deposition in the individual germanium detectors the amplitude of the charge signal was recorded together with its time stamp. Similarly, for each energy deposition in the individual scintillation detectors the amplitude of the current signal and the corresponding time stamp was recorded. All recorded energy depositions were stored and analysed offline.
Muon Event Identification
The definition of a muon tag (also called tagged muon) requires coincident signals in four scintillation detectors on one side of the setup with an energy deposition > 5 MeV in each of them. The coincidence time window was set to ± 30 ns with respect to the signal recorded by the Big top scintillation detector. These conditions eliminate accidental backgrounds, like energy depositions from radioactivity. From simulation it was determined that > 95 % of all muon tags result from events for which a muon passes through one target wall only.
In Fig. 2 the measured energy spectrum of the Big top scintillation detector for Run 2 is depicted for energies > 5 MeV by the solid blue histogram (divided by a factor of 30). Selecting only events with a muon tag results in the energy spectrum given by the dashed red histogram. In the latter, a sharpening of the Landau distribution as well as a shift to lower energies can be observed, resulting from the selection of muons by the geometrical acceptance of the tagging (maximum geometrically accepted angle with the z-axis: ≈ 55
• ). Tag generating muons pass steeper through the scintillation detector than an average muon and, therefore, the mean deposited energy is smaller. At ≈ 20 MeV a small bump can be observed in the spectrum. This bump results from the simultaneous passage of a muon and an additional coincident minimum ionising particle (mostly muon-induced electrons) through the scintillation detector.
Experimental Data Sets
MINIDEX Run 2 started in January 2016. Data were acquired until November 2016 which resulted in a data set with a lifetime of ≈ 260 days. A total of 2.57 · 10 7 muon tags have been identified for both muon tag sides, corresponding to a total muon tag rate of 1.14 s 
Predictions from Monte Carlo Simulations
To assess the signal detection efficiencies and the expected background of the measurement, the detector response to cosmogenic muons and muon-induced particles at the shallow underground site was simulated. The expected neutron signal rate in terms of detected 2.2 MeV neutron capture gammas per muon tag was determined from the simulation. Further, the simulation was used to obtain an external neutron yield for lead and copper. The simulation was carried out in several steps. It starts with primary cosmic rays and a model of the earth's atmosphere and ends with the detector responses in MINIDEX. Each step utilises the output of the previous simulation step as input.
Simulation of Cosmogenic Muons
The FLUKA Monte Carlo code, version FLUKA 2011.2c, was used to provide the cosmogenic muon and muon-induced radiation field on a virtual sphere of 105 cm radius, enclosing the MINIDEX experimental setup. The production of muons by primary cosmic rays at high altitude and their transport through the atmosphere to the surface of the earth was simulated with help of the FLUKA GCR tools, which are distributed with the standard FLUKA code [18] . The effect of the earth's magnetic field at the geographic location 48.5
• N, 9.1 • E as well as the elevation above sea level of 450 m at the experimental site were taken into account.
The kinetic energy spectrum of muons reaching the surface of the earth is depicted by the blue histogram in Fig. 3 . The corresponding muon zenith angular distribution is well described by a cos 2 function. Subsequently, for all muons with kinetic energies above 1 GeV, the propagation through the laboratory overburden was simulated 2 . For this purpose a model of the underground laboratory at the University of Tübingen and its surrounding was implemented in FLUKA. In Fig. 4 a cross section of the implemented geometry is superimposed on a technical design drawing of the laboratory.
Information regarding the compressed soil composition above the laboratory indicates an average soil density of (2.2 ± 0.2) g cm −3 inside the overburden [20] . Together with additional structural material this . In red squares the simulated energy spectrum of muons on a horizontal plane directly above the MINIDEX setup is given. These muons have a mean kinetic energy of (9.0 ± 0.2) GeV. The spectra are normalised using an effective simulation lifetime as determined in Section 4.3. The displayed uncertainties are statistical only and are partially smaller than the marker size. Figure 4 : Cross section of the underground laboratory and its surroundings at the University of Tübingen. The geometry implemented in FLUKA is shown by the coloured areas. The virtual sphere, on which all muons and muon-induced particles are recorded and subsequently removed from the simulation, is indicated. A detailed technical design drawing is superimposed for comparison [19] .
corresponds to a vertical shielding depth of (13.2 ± 0.8) meter water equivalent at the setup location. The simulated mean kinetic energy of muons reaching a horizontal plane directly above the experiment is (9.0 ± 0.2) GeV (uncertainty resulting from density range). The kinetic energy distribution of these muons is displayed by the red histogram in Fig. 4 .3. A report detailing the use of FLUKA in the context of MINIDEX and the construction of the muon and muon-induced radiation field at the underground laboratory is currently in preparation.
On the order of 10 10 muons were started at the surface of the earth and propagated through the laboratory overburden. All muons and muon-induced particles entering the virtual sphere were recorded 3 and subsequently removed from the simulation. A data set consisting of ≈ 5 · 10 9 events was prepared. These events, referred to as pre-recorded muon events, were available as input to the dedicated detector response simulations.
Simulation of Scintillation Detector Response to Muons
The propagation of the particles from the pre-recorded muon events, located on the virtual sphere, through detailed geometrical models of the MINIDEX Run 2 and Run 3 setups was simulated with Geant4 (MaGe version: 17th February 2017 using Geant4 10.3 with Default MaGe physics list). Note that unless otherwise specified, the simulation results presented within this paper were obtained with Geant4. The pre-recorded muon events were simulated multiple times, using different random number generator starting seeds. On the order of 10 10 muon events were simulated for Run 2 and Run 3, respectively. For each run configuration a dedicated Monte Carlo data set was generated, recording the predicted energy depositions and the corresponding time stamps in the individual detectors.
Selecting events with energy depositions > 5 MeV in multiple scintillation detectors within a narrow ± 30 ns time window defines different event classes depending on which scintillation detectors are considered. One example for a class of events is the muon tag (see Section 3.3) for which coincident signals of four scintillation detectors, either on the left or the right side of the setup, are required. The event rate and the shape of the obtained energy spectra depend on the chosen event class. The normalisation of the simulated rates is provided by the MC lifetime, which is obtained by relating the number of simulated coincidences between the Small2 and the Big top scintillation detector to the corresponding measured rate (see Section 4.3). A comparison of rates and spectra, determined for different event classes, permits to benchmark the predicted muon radiation field at the underground laboratory. The same energy cut and time window that was used for the experimental data was applied to the MC data. Agreement within a few percent between measured and simulated rates was found for all investigated event classes. Furthermore, agreement between the shape of the corresponding energy spectra was observed.
As an example of the agreement, the energy spectra for the class of events with a coincidence between the Big top and the Small2 scintillation detectors are shown in Fig. 5(a) . Here, the simulated rate of this event class was normalised to exactly match the measured rate. In Fig. 5 (b) the measured and the simulated energy spectra of the Big top scintillation detector, in the case of a muon tag on one side, are compared. A difference of ≈ 6 % was observed between predicted and measured rate. The mean kinetic energy of muons generating a muon tag, before entering the lead and copper target, was found to be (8.7 ± 0.2) GeV and (8.5 ± 0.2) GeV with a most probable energy of (1.05 ± 0.05) GeV and (0.87 ± 0.05) GeV (given uncertainties result from density range), respectively.
Monte Carlo Data Sets
The generated MC data set for MINIDEX Run 2 has a total of 2.12 · 10 7 muon tags. For the MC data set corresponding to Run 3 a number of 1.69 · 10 7 /1.74 · 10 7 muon tags were generated for the lead/copper side of the setup, respectively. In order to quantify the generated MC data sets corresponding to each run, an effective simulation lifetime was determined. This was carried out with the help of coincidences in the Small2 and the Big top scintillation detectors, shown in Fig. 5 (a) for MINIDEX Run 2. The rate of these coincidences in the experiment, R Exp N , is used to calculate the effective lifetimes of the generated MC data sets. A coincidence of two scintillation detectors was chosen, as the trigger rate of a single . The measured spectra are normalised to the lifetime of the corresponding experimental data set. The spectra from the simulation are normalised with the help of (8.39 ± 0.02) s −1 , the measured rate of these coincidences (see Section 4.3). In (b) the simulated and measured energy spectra of the Big top scintillation detector in the case of a found muon tag on one side are shown.
panel in the experiment contains lots of energy depositions from background sources. Furthermore, both chosen scintillation detectors are above the target material and are therefore (nearly) independent from interactions inside it. A value of (8.39 ± 0.02) s −1 was determined for R Exp N for both runs. With this number an effective simulation lifetime of (202.9 ± 0.5) days for the generated MC data set of Run 2 was obtained. For the MC data set corresponding to Run 3 an effective lifetime of (328.6 ± 0.8) days was found. Note that the effective simulation lifetimes do not enter the following analysis.
Neutron Signal Predictions
The simulation was also used to determine the time distribution of the neutron signals after a muon tag. The obtained time distribution of the Run 2 MC data set is shown in Fig. 6 . It can be seen that all neutron signals are expected within the first few ms after a muon tag. Overall (98.7 ± 1.0) % of the neutron signals are predicted by the simulation to occur within 1 ms after a muon tag. A fit, applied on the simulated time distribution of the neutrons signals, yields a mean delay of (180 ± 8) µs.
As no energy resolution is considered in the simulation, the number of neutron signals can be directly determined from the events found at 2224.37 keV in the germanium detectors 4 . However, when a realistic energy range corresponding to the ± 3 σ energy resolution of the germanium detectors at 2.2 MeV is considered, a significant number of background events are obtained shortly after the muon tag. These originate from prompt charged particles which are induced by the muon during its passage through the setup. The simulation shows that by rejecting the first 7 µs after a muon tag this background can be suppressed by a factor of ≈ 20, while (96.2 ± 0.9) % of the neutron signal can be detected. In total, the simulation predicts that within a time window from 7 µs to 1 ms after a muon tag (94.9 ± 1.3) % of all neutron signals can be detected. The 7 µs and 1 ms are chosen as time cuts in the experimental data analysis (see Section 5) . The number of neutron signals per muon tag, determined for time differences > 7 µs in the simulation is denoted as R Sim S .
External Neutron Yield Prediction
The external neutron yield of an experiment, Y, quantifies the number of neutrons emerging from the surface of a target after the passage of a muon through it. As the number of emerging neutrons depends on the geometry of the target, Y is a setup specific quantity. In order to obtain a realistic neutron yield, discrepancies between the measured and the simulated observable need to be considered. Typically the neutron yield determined by simulation, Y Sim , is scaled with F S , the mismatch ratio between the measured and the simulated observable [5, 6, 22] :
Y Sim is defined by represents the average track length of the simulated muons through the target walls of the setup and ρ target is the density of the target material. Only the corresponding surface, perpendicular to the x-axis (see Fig. 1(a) ), for the lead and copper side is considered in the following. Each neutron was recorded and subsequently removed from the simulation when leaving the setup through one of these two surfaces. With this approach the issue of correctly counting neutrons, passing through surfaces multiple times, is avoided. In the simulation, which makes use of the pre-recorded muon events (see Section 4.1) and the implemented MINIDEX Run 3 setup, only events with a muon tag were considered. The used definition of the external neutron yield includes neutrons produced outside of the target walls. Furthermore, neutrons resulting from interactions of muoninduced particles within the target walls, that were generated outside the target walls, are included. The results for Y Sim together with the determined individual components of Equation 2 are shown in Table 1 . It was found that the total number of emitted neutrons per simulated muon tag from the corresponding surface is a factor of 2.37 ± 0.02 higher for lead than for copper.
It is important to note that with the used procedure (described by Equation 1 ) the number of all neutrons is scaled uniformly, independent of the neutron production processes. However, the quality of the description of the individual processes might be different for the simulation. Hints for this shortcoming are discussed in Section 7. Combined with a significant energy dependent neutron detection efficiency [12] , this leads to the introduction of uncertainties which are very difficult to assess.
Extraction of Measured Neutron Signal
The analysis strategy to determine the number of neutron signals is illustrated in Fig. 7 . After a muon 4 The energy of gammas from neutron capture on hydrogen in the simulation is ≈ 1 keV higher than the literature value of 2223.26 keV [11] . This bug is already known and was reported to the Geant4 collaboration [21] . Figure 8 shows the measured time difference between all events in the germanium detectors with an energy within (2223.3 ± 3.7) keV (± 3 σ of the energy resolution) and the previous muon tag, obtained for the Run 2 data set. The number of detected events at 2.2 MeV is clearly enhanced within ≈ 1 ms after a muon tag, owing to muon-induced neutrons captured on hydrogen. This observation agrees well with the prediction from simulation (Fig. 6 ). The measured time distribution was fit from 7 µs to 3 ms with the sum of a falling exponential function plus a constant. The falling exponential function describes the time evolution of the neutron signals whereas the constant function represents the muon tag independent background (constant over the measurement time). The fit yields a mean delay of (159 ± 8) µs for the neutron signals, which is consistent within 2 σ uncertainties with the (180 ± 8) µs predicted by simulation.
The lower time cut of 7 µs in ∆t Exp S was chosen to reject the prompt background events as predicted by the simulation. These events can be seen in the first bin of the histogram in Fig. 8 . The spectrum is dominated by background events for times greater than 1 ms after the muon tags. The time cuts of ∆t Exp B were chosen to be far away in time from the previous muon tag, and thus only non-muon tag related stochastic background events are collected (e.g. events from radioactivity or muons that did not generate a muon tag).
To extract R Exp S , the number of detected neutron signals per muon tag, all events measured in the germanium detectors after a muon tag within ∆t the data set of MINIDEX Run 2 are shown in Fig. 9 (a) for measured energies up to 2.8 MeV and in Fig. 9 (b) for a small region around the energy of the 2.2 MeV gammas. The signal plus background spectrum is normalised to the number of found muon tags whereas the background-only spectrum is normalised to 993 µs, the length of ∆t Exp S . Both spectra are fit from 2.217 MeV to 2.228 MeV with a Gaussian plus a first order polynomial function (see Fig. 9(b) ). The areas of the Gaussian functions represent the number of detected 2.2 MeV neutron capture gammas per muon tag. The underlying first order polynomial distributions describe stochastic background events in this energy range. R Exp S is determined by subtracting the area of the Gaussian, determined for the normalised background-only spectrum, from the area of the Gaussian obtained for the normalised signal plus background spectrum.
Results
In order to compare measured and simulated results of muon-induced neutrons, it is a real asset that MINIDEX measures the passage of muons through the setup itself. This provides the possibility to compare R 
Investigation of Systematic Uncertainties
For the experimental and MC data analyses various sources of systematic uncertainties for R S were identified and investigated. In the following, all investigated sources are listed and the dominant ones (background-only, dashed red and red squares) for the experimental data set of MINIDEX Run 2. In (a) all measured energies up to 2.8 MeV and in (b) for a small energy region around the 2.2 MeV neutron capture gamma peak (FWHM of the 2.2 MeV gamma peak: ≈ 2.5 keV) are shown. The signal plus background spectrum is normalised to the number of muons tags whereas the background-only spectrum is normalised to 993 µs, the length of ∆t are discussed in some detail. For each discussed contribution the maximal observed relative systematic uncertainty in the Run 2 or Run 3 data set is reported. A more detailed description of all investigated systematics can be found in [12] together with their individual contributions.
The five dominant sources of systematic uncertainties for R Exp S of the experimental data analysis of the lead and copper data sets are: 1. and 2. Dead layer thickness and size of the germanium crystals: The uncertainty on the dead layer thickness [16] and the dimensions [23] of the employed germanium crystals is specified by the producer to be 0.5 mm. The dead layer thickness and crystal size is correlated to the active germanium detector mass and therefore to the 2.2 MeV gamma detection probability. The determined relative systematic uncertainties for R Exp S due to the uncertainties of the dead layer thickness and the size of the germanium crystals are ± 3 % and ± 2 %, respectively. 3. Energy reconstruction of measured pulses in the scintillation detectors, affecting the energy cuts: The accuracy of the reconstruction algorithm of energies deposited in the scintillation detectors depends on the rise time and the width of the recorded PMT pulses. For the reconstruction of the energy a trapezoidal filter with a gap time of 32 ns and a peak time of 16 ns was used. With the help of the simulation a maximal relative systematic uncertainty for R Exp S of ± 2 % was determined. 4. Scintillation detector signal gain stability and scintillation detector energy resolution: It was observed that slight signal gain changes in the scintillation detectors lead to shifts of the Landau distributions. These shifts were found to be always below ± 0.2 MeV. Furthermore, upper limits on the energy resolution of the scintillation detectors were determined. A value of 1.2 MeV/1.5 MeV (sigma) was obtained for the small/big scintillation detectors, respectively [12] . The influence of both effects on R of the MC data analysis for lead and copper have been investigated: 1. Physics list: Typically in Geant4, different physics lists can be used for the same purpose. To test the influence of the chosen physics list, the Run 2 setup was also simulated with the Shielding physics list [24] . The Shielding physics list is recommended by the Geant4 collaboration for underground and low-background experiments as well as for neutron penetration studies. For the simulation the same prerecorded muon events were used as an input (see Section 4.1). A data set corresponding to an effective lifetime of ≈ 68 days was generated and the same analysis procedure was applied as before. Within statistical uncertainties no change of R Sim S with respect to the corresponding value obtained with the Default MaGe physics list was observed. 2. Soil density in the laboratory overburden: The density of the soil in the overburden of the underground laboratory influences the energy spectrum, flux and composition of the particles reaching the setup. To study the influence on R Sim S , in addition to the pre-recorded muon events (see Section 4.1) also muon events, generated for two further soil densities (density varied by ± 0.2 g cm −3 ), were simulated. MC data sets of the Run 2 setup with an effective lifetime of ≈ 80 days were generated with Geant4 for both cases. The analysis of these data sets showed an increase/decrease of the mean muon energy (for tagged muons) by ≈ 0.2 GeV for the higher/lower soil density, respectively. However, no systematic uncertainties for R Sim S above statistical uncertainties were found.
No systematic uncertainties above statistical ones were found for either source. The systematic uncertainties for copper are also deduced from these investigations. Therefore, the statistical uncertainties of R Sim S for lead and copper are adopted as a conservative estimate for the systematic uncertainties.
Neutron Signal Rates
The obtained neutron signal rates R
Exp S
and R
Sim S
of lead and copper with their systematic uncertainties are presented in Table 2 . The neutron signal rate predicted by the simulation for lead was found to be . For copper an overprediction of the neutron signal rate by the simulation was found, resulting in a value of 0.72 ± 0.14 for F Copp S . It seems that Geant4 simulates lead better than copper. However, to cross-check the Geant4 predictions for lead, further investigations were carried out (see Section 7).
External Neutron Yield
With the determined values of Y Sim (from Section 4.5) and F S (from Section 6.2) Y was calculated for lead and copper using Equation 1. The resulting values are given in Table 3 . For lead the total number Figure 10: Simulated energy spectra of muon-induced neutrons leaving the lead and copper surfaces of the MINIDEX Run 3 setup. Both spectra were scaled with the corresponding value of the mismatch ratio F S in order to represent the external neutron yield Y. The mean energy of the simulated muons for lead and copper, at the position before they enter the target from the top, is (8.7 ± 0.2) GeV and (8.5 ± 0.2) GeV, respectively. For the emitted neutrons a mean energy of (4.9 ± 0.2) MeV and (8.9 ± 0.3) MeV for lead and copper was found, respectively. The displayed uncertainties are statistical only and are partially smaller than the marker size.
nearly all neutron energies (up to a few hundred MeV) the number of emitted neutrons from the lead surface is higher than from the copper surface. The simulated mean energy of neutrons emitted from the lead surfaces is (4.9 ± 0.2) MeV whereas for the copper surface it is (8.9 ± 0.3) MeV.
Geant4 and FLUKA Predictions for Muon-Induced Neutron Production in Lead
A simulation of the Run 2 setup, making use of the same pre-recorded muon events (see Section 4.1), was carried out with the FLUKA Monte Carlo program. The FLUKA predicted neutron signal rate R Sim S for lead is (3.60 ± 0.13 (stat)) · 10 −5 and agrees well, both with the experimental neutron signal rate R Exp S and the value for R Sim S obtained with Geant4. Despite the agreement, a more detailed comparison of simulation predictions for the muon-induced neutron production in lead by the two programs was carried out. This comparison is motivated by recent publications [25, 26] , pointing out discrepancies between Geant4 predictions and experimental findings for the neutron production by photo-nuclear inelastic scattering reactions in high-Z materials (tungsten, gold and lead). At the same time, FLUKA predictions were reported to describe experimental observations reasonably well.
Only muon interactions inside the lead target walls for events with a muon tag were selected for this study. The predictions for the muon interactions and the resulting secondary particles are compared in Section 7.1. All neutrons generated as a consequence of the initial muon interactions in the lead target walls were recorded at the point of their creation and removed from the simulation. The effects of neutron transport and re-interactions are therefore excluded by this approach. These first generation neutrons are produced almost exclusively by photo-nuclear and muon-nuclear inelastic scattering reactions, referred to as photo-nuclear and muon-nuclear reactions, for both simulation programs. Findings for the first generation neutrons from the Geant4 and FLUKA simulations are presented in Section 7.2. The recorded first generation neutrons were then used as input to Geant4 and FLUKA simulations of the MINIDEX Run 2 setup, in the last step of the comparison. The contribution of the first generation neutrons to the neutron signal rate R Sim S for Geant4 and FLUKA is discussed in Section 7.3.
Muon Interactions
At first, only secondaries, defined as particles produced directly by muons inside the lead target walls, were analysed. There are four main processes by which muons lose energy during their passage through matter: bremsstrahlung, electron-positron pair production, ionisation (i.e. muon-electron scattering) and muon-nuclear reactions. The energy spectra of secondaries generated by muons for the first three processes, i.e. electrons, positrons and photons, are depicted in Fig. 11(a) 5 . Note, most plots throughout Section 7 show lethargy [27] . Good agreement for the Geant4 and FLUKA predicted distributions is found with only small deviations for secondaries at energies above a few GeV. In Fig. 11 (b) the energy spectra of the most frequently produced secondaries for muon-nuclear reactions are compared. The main features of the distributions are similar while for energies above a few hundred MeV there are significant deviations in the predictions for the production rates of the individual secondaries. In Table 4 the production rates of secondaries, generated in muon-nuclear reactions, for energies above and below 20 MeV are given for both simulation tools. It can be seen that FLUKA and Geant4 predictions differ significantly, depending on the Table 4 : Most frequently produced secondaries predicted by Geant4 and FLUKA in muon-nuclear reactions within the lead target walls of MINIDEX Run 2. The rates for Geant4 and FLUKA are expressed in number of 10 −5 secondaries per muon tag. In addition the ratios between the FLUKA and Geant4 predicted rate of secondaries are given. The stated uncertainties are statistical only.
Geant4
FLUKA Ratio particle type and energy range. This is especially apparent for the predicted rate of gammas with energies > 20 MeV. In Fig. 12 the multiplicity of neutrons produced in muon-nuclear reactions (muon-nuclear neutron multiplicity) is shown. A mean muon-nuclear neutron multiplicity of 13.19 ± 0.05 and 10.98 ± 0.05 was found for Geant4 and FLUKA, respectively. The total rate of muon-nuclear reactions in Geant4 and FLUKA was determined to be (158.0 ± 0.9) · 10 −5 and (153.3 ± 1.0) · 10 −5 , respectively. While the total rate is similar, large discrepancies are found especially for muon-nuclear reactions with high neutron multiplicities. Note that for the used version of FLUKA the rate of muon-nuclear reactions with low neutron multiplicities is likely to be underpredicted [28] .
First Generation Neutron Production
In a second step, all muon-induced neutrons were recorded at the position of their creation and subsequently removed from the simulation. Hence, neutron transport and neutron re-interactions were excluded by this approach. These neutrons, referred to as first generation neutrons, were either produced directly by a muon (i.e. in muon-nuclear reactions) or indirectly by any muon-induced particle (except neutrons). Only neutrons that were generated in the lead target walls were selected and compared between Geant4 and FLUKA. In Fig. 13 the resulting energy spectra of the first generation neutrons of the four investigated muon interactions are depicted. For Geant4 the indirectly produced neutrons account for (42.44 ± 0.12) % of the total rate of first generation neutrons from muon-nuclear reactions whereas for FLUKA a value of (36.24 ± 0.15) % was found. It is evident from Fig. 13 that the mean energy of first generation neutrons predicted by Geant4 and FLUKA for each of the four investigated muon interactions is inconsistent. For muon-nuclear reactions a value of ≈ 25 MeV and ≈ 20 MeV was obtained for Geant4 and FLUKA, respectively, whereas for the other muon interactions deviating values between 1.5 MeV and 5 MeV were determined. In Table 5 the rate of first generation neutrons for energies above and below 20 MeV are presented for Geant4 and FLUKA for the different muon interactions. The rate of first generation neutrons predicted by Geant4 for muon-nuclear reactions is (31.89 ± 0.26) % higher than the corresponding rate from FLUKA. The Geant4 predicted combined rate of first generation neutrons from the other three muon interaction processes is smaller than the FLUKA predicted rate by (51.41 ± 0.10) %.
Furthermore, by studying the processes leading to the production of first generation neutrons in the case of ionisation, pair production and bremsstrahlung, it was found that for Geant4 and FLUKA > 94 % of these neutrons are produced in photo-nuclear reactions. This means that in the case of ionisation and pair production the electrons and positrons in general do not generate neutrons directly. Typically the electrons and positrons lead to the generation of photons which then interact inelastically with nuclei and produce neutrons.
Neutron Signal Rate Contribution
Finally, all first generation neutrons recorded in the previous step were simulated in Geant4 and FLUKA in order to determine the individual contributions of the four investigated muon interactions to Table 5 the rate of first generation neutrons for the four muon interactions processes are presented.
the predicted neutron signal rate of the full simulation R Sim S . In this case neutron transport and neutron re-interactions are considered. In Table 6 the resulting contributions are given together with R Sim S . The sum of detected 2.2 MeV gammas resulting from all first generation neutrons corresponds to (65.2 ± 1.8) % and (66.5 ± 2.5) % of R Sim S for Geant4 and FLUKA, respectively. The remaining approximately one third of 2.2 MeV gammas result for example from neutrons produced as a consequence of muon interactions outside the target walls. While the fractions agree well, the contributions of the first generation neutrons from the individual muon interaction processes do not agree. In Geant4 the first generation neutrons from muon-nuclear reactions lead to (47.1 ± 1.3) % of R Sim S while the first generation neutrons from the other three muon interaction processes contribute only (18.1 ± 0.5) %. In comparison, the first generation neutrons from muon-nuclear reactions in FLUKA lead to (30.4 ± 1.2) % of R Sim S , while the first generation neutrons from the other three muon interaction processes make up for (36.1 ± 1.4) %.
Conclusion of Geant4 and FLUKA Comparison Study
In [25] muon-induced neutrons, predominantly produced in tungsten by photo-nuclear reactions, were measured and the experimental findings were compared to Geant4 and FLUKA predictions. While the flux and the energy spectrum of emitted neutrons from the target was well reproduced by FLUKA, the Geant4 predictions deviated significantly. Geant4 underestimated the flux of emitted neutrons and at the same time did not correctly predict their energies. Furthermore, the Geant4 and FLUKA implemented cross sections for the neutron production in photo-nuclear reactions in natural tungsten, lead and zinc were compared to the cross sections recommended by the International Atomic Energy Agency (IAEA) [29] . While the FLUKA implemented cross sections agree well with the IAEA recommended ones, large deviations were found for the Geant4 implemented cross sections. In [26] the Geant4 implemented cross sections for the neutron production in photo-nuclear reactions for various materials (e.g. 133 Cs and 197 Au) were compared to the cross sections provided by the Exchange Format experimental nuclear reaction database [30] . Large discrepancies between the Geant4 implemented cross sections and the ones from the experimental data base were reported. This provides further evidence for an inaccurate treatment of the neutron production in photo-nuclear reactions in Geant4. Table 5 : Rate of first generation neutrons predicted by Geant4 and FLUKA for the four investigated muon interaction processes in the lead target walls of MINIDEX Run 2. The rates for Geant4 and FLUKA are expressed in number of 10 −5 first generation neutrons per muon tag. In addition, the ratios between the FLUKA and Geant4 predictions are given. The stated uncertainties are statistical only.
Geant4
FLUKA Ratio The presented Geant4 and FLUKA simulation study together with the briefly introduced publications and the agreement of FLUKA with the measurement indicate that Geant4, when used with Geant4 recommended or standard physics lists 6 , significantly underpredicts the neutron production in lead by photo-nuclear reactions for muon energies at shallow depths. Since Geant4 at the same time does reproduce the measured neutron signal rate R Exp S , it may imply that the neutron production in muon-nuclear reactions is significantly overpredicted by Geant4. However, an inaccurate treatment of the transport and interactions of hadrons by Geant4, which depends on the chosen physics list, could also contribute.
Conclusion and Outlook
In order to understand the background from muon-induced neutrons in current and future low-background experiments, reliable MC simulations are crucial. To evaluate and tune simulation tools in the context of muon-induced neutrons, experimental data sets are essential. MINIDEX, with its successful measurement of muon-induced neutrons for lead and copper high-Z target materials, provides such data sets for muons with a mean energy of (8.7 ± 0.2) GeV and (8.5 ± 0.2) GeV, respectively. The comparison of results from the analysis of experimental data and Geant4 generated MC data for copper revealed a discrepancy in the number of detected 2.2 MeV gammas (from muon-induced neutrons captured on hydrogen) per muon tag. The measured value is overpredicted by Geant4 by (39 ± 28) %. On the other hand, the results from the analysis of the experimental and Geant4 generated MC data for lead showed good agreement for the number of detected 2.2 MeV gammas per muon tag. At the same time, the predicted rate for lead found with a complementary FLUKA simulation is in good agreement with the measured value as well.
A detailed study of muon interactions and neutron production in lead by Geant4 and FLUKA was carried out. Discrepancies in the energy and rate of neutrons, generated in muon-nuclear and photo-nuclear reactions in lead, were found. Together with recent publications [25, 26] this indicates that Geant4, when used with Geant4 recommended or standard physics lists, does not correctly describe photo-nuclear and muon-nuclear inelastic scattering reactions in lead for muon energies at shallow underground sites. The observed underpredicted neutron production in photo-nuclear reactions in Geant4 for lead seems to be compensated for by an overprediction of the neutron production in muon-nuclear reactions. As a consequence, the predictions of Geant4 in the context of muon-induced neutrons in high-Z materials, especially at shallow underground sites, should be treated with caution. The use of alternative simulation programs, such as FLUKA, is suggested to cross check Geant4 predictions concerning the neutron production in muon-nuclear and photo-nuclear reactions. In general, whenever particles from muon-nuclear or photonuclear reactions constitute a non-negligible background, careful evaluation of simulation predictions is recommended.
Currently, muon-induced neutrons produced by muon capture on lead are measured and investigated [33] . The near future plans of the MINIDEX project are to study muon-induced neutrons generated in aluminum and iron from through-going and stopping muons simultaneously at the same underground site. In the long term it would be possible to measure further materials (e.g. marble or concrete) or to move to a different underground site. A further experimental location would provide the possibility to measure muon-induced neutrons at a different mean muon energy.
