Abstract. We consider the existence and stability of traveling front solutions of a neural network consisting of a single layer of neurons synaptically connected by lateral inhibition. For a specific "Mexican Hat" coupling function, the existence condition for traveling fronts can be reduced to the solution of an algebraic system. Our work extends the existence of traveling fronts of the classic Amari model by considering a nonsaturating piecewise linear gain function. We further establish an analytic method to investigate the linear stability of traveling front solutions in the Heaviside gain case.
Introduction.
Neuronal waves such as traveling fronts and pulses have been observed in in vitro experiments using thin brain slices [3, 7, 8, 32, 44, 46, 56] . When inhibition is blocked or dramatically reduced by pharmacological manipulation, traveling fronts phenomena in which cells stay at the excited state can occur. It has been reported that beta oscillations propagate as waves across the motor cortex as monkeys plan and execute an instructed-delay reaching task [4, 26, 41, 42, 43, 52] . Beta waves not only are observed across the sensorimotor cortex but also occur during behavioral tasks that require increased attention and active participation [11, 36, 37, 38] . The waves predominantly travel in one of two oppositely oriented directions [49] . Even though different cortical areas [2, 20, 24, 25, 33, 34, 39, 40, 47, 48, 53] showed different preferences for travel direction, these dominant propagating directions in a cortical area are consistent across time. Human neurological disorders such as epilepsy are also characterized by propagating activity across the cortex [9] . Epileptiform discharges studied in slices of neocortex show horizontal propagation in opposite directions. This evidence justifies the use of a one-dimensional model to study neuronal wave propagation.
The coarse-grained averaged activity of a neural network can be described by the following neural field equation [1, 13, 27, 54, 55] :
w(x − y)f (u(y, t))dy, (1.1) where u(x, t) is the synaptic input to neurons located at position x ∈ (−∞, ∞) at time t ≥ 0, and it represents the level of excitation or amount of input to a neural element. The coupling function w(x) determines the connections between neurons. The nonnegative and 2.1. The coupling and gain functions. We consider coupling functions that satisfy the following: C1. w(x) = w(−x) for all x ∈ R, C2. w(x) ∈ C(R) ∩ C ∞ (R \ 0), C3. w(x), w (x), and w (iv) (x) are continuous on R, C4. w (x) and w (x) have discontinuity at x = 0 such that w (0 − ) = M 1 = −w (0 + ), and w (0 − ) = M 2 = −w (0 + ), where M 1 , M 2 > 0 are positive constants, and C5. w(x), and its derivatives → 0 as x → ±∞. In this paper, we consider two coupling functions that represent excitatory connection and lateral inhibition connection.
The excitatory coupling function w(x) is even, nonnegative, and piecewise smooth of the form The lateral inhibition coupling function is given by w(x) = Ae −a|x| − e −|x| , (2.2) where 1 < a < √ A, and 1 < A = 1.5a. Besides properties C1-C5, the lateral inhibition coupling function (2.2) is positive on an interval (−x 0 , x 0 ) with finite x 0 ; it is negative on (−∞, −x 0 ) ∪ (x 0 , ∞); and it has a unique minimum x m on R + such that x m > x 0 . w(x) is decreasing on (0, x m ] and is strictly increasing on (x m , ∞). An example of the connection function is shown in Figure 1 .
The gain function we consider in this paper is f (u) = (α(u − h) + 1)Θ(u − h), (2.3) where Θ(u − h) is the Heaviside function such that gain when α = 0 (see Figure 2) . Such a piecewise linear gain function was previously used to study standing pulses in [28, 29, 30] . Later work by Botelho, Jamison, and Murdock [5] and Murdock [35] also used piecewise linear gain function.
The traveling front solution.
We rewrite the neural field equation ( We are interested in traveling front solutions that connect the two constant solutions of (2.5), which are u 1 = 0 and u 2 = 
(x) =
A 2 e −A|x| , W 0 is normalized to 1. In the lateral inhibition network when w(x) = Ae −a|x| − e −|x| , we set A = 1.5a to normalize W 0 . Therefore, we look for a traveling front that connects 0 and a 2 =
(1−αh) 1−α . Since network (2.5) is invariant in translation, the traveling front can cross threshold h at any finite value of ξ. Without loss of generality, we assume that u(0) = h, u < h on (−∞, 0), and u > 0 on (0, +∞), where h is the threshold. We define the traveling front solution as follows. In general, using the piecewise linear gain (2.3) with α = 0, we cannot solve (2.5) to obtain a closed form solution directly. The only exception is when (2.3) turns into the Heaviside function with α = 0. Our strategy to find traveling fronts is to convert (2.5) into an ODE that obeys a set of matching conditions at ξ = 0 and then solve the ODE.
3.
Traveling fronts in an excitatory network. We first study the existence of traveling front solutions in a pure excitatory network with exponential coupling function w(x) = A 2 e −A|x| .
3.1. ODE derivation from (2.5) using the excitatory coupling. In this section, we show that the solution of (2.5) satisfies a third order ODE. We introduce a differentiation method to convert (2.5) into a higher order ODE.
Rewrite (2.5) as
Differentiating both sides of (3.1) with respect to ξ using the Leibniz rule,
u (ξ) is continuous everywhere on R, but it is not smooth. We further differentiate (3.2) for ξ = 0; u (ξ) has a jump at ξ = 0 that is indicated in the following equation:
Notice that (3.1)-(3.3) hold for both the excitatory and lateral inhibition coupling functions. For the excitatory coupling function,
we have
We replace the integral in (3.4) by u(ξ) − cu (ξ) (from (2.5)) to obtain the following ODE:
Notice that the right-hand side (RHS) of ODE (3.5) has the Heaviside function in the gain function f (u(ξ)), which indicates the jump in u (ξ) at ξ = 0. The matching condition at ξ = 0 for the excitatory network is as simple as
Therefore, the traveling front solution of (2.5) with pure excitatory coupling should satisfy ODE (3.5) along with the set of matching conditions (3.6).
On the other hand, we can show that the solution of the third order ODE (3.5) with its matching condition (3.6) is also a solution of (2.5) if the coupling function is in the exponential form w(x) = A 2 e −A|x| . By Lemma 7.1, proved in section 7.1, such a form of coupling function satisfies ODE
Suppose that u is the solution of (3.5); we will show that u also satisfies (2.5). We multiply ODE (3.5) by w = w(ξ − η) for fixed ξ = η to obtain 2 , and w ζζζ = d 3 w dζ 3 , and then we have
dη is also applied to the rest of the derivation in this subsection. Using (3.7), (3.8) can be written as
Integrating (3.9) with respect to η from −∞ to ∞,
Krisner showed that standing pulse solutions of a fourth order ODE are also solutions of an integral equation using an integration technique [31] . We use a similar technique to show that the solution of ODE (3.5) is also the solution of integrodifferential equation (2.5). However, our derivation is not a simple imitation of Krisner's proof. There are major differences in the assumption for the coupling and the gain functions. One difference lies in the assumption for the coupling function w. In Krisner's proof, the first and second order derivatives of his coupling functions are both continuous. The coupling functions belong to C 2 (R) ∩ C ∞ (R \ 0). In our derivation, it is not necessary for w to have a continuous second order derivative. Our coupling functions belong to C(R) ∩ C ∞ (R \ 0). Second, the ODEs with which Krisner worked were derived using continuous and smooth gain functions. He did not need to deal with any discontinuity in his ODEs. In our case, the piecewise linear gain function is discontinuous at the threshold. This discontinuity is passed to the higher order derivatives of the traveling front solution. We must carefully handle the discontinuity appearing in each step of our derivation, which is further demonstrated in section 4.2. Finally, solutions considered in [31] were standing pulses; therefore, Krisner worked with a fourth order ODE and the integral equation u(x) = ∞ −∞ w(x − y)f (u(y))dy, which gives stationary solutions of the neural field equation (1.1). Our ODEs are completely different from that used in [31] since we are interested in traveling patterns. The ODE for the traveling front is third order in the excitatory network, and the ODE for the traveling front in the lateral inhibition network is fifth order and is given in section 4.1.
Traveling fronts in negative and positive speeds.
If the gain function f is piecewise linear, a traveling front satisfies the following ODE: (3.11) where Θ(u − h) is the Heaviside function given in (2.4). We break this ODE into two ODEs by separating its domain:
The characteristic values for (3.13) are ±A and 
where
Case E3. According to Lemma 7.3(a), when c > 0, λ 1 < 0, λ 2 = p + iq, and λ 3 = p − iq with p > 0,
Case E4. According to Lemma 7.3(b) , when c < 0, λ 1 > 0, λ 2 = p + iq, and λ 3 = p − iq with p < 0,
We distinguish all four cases by using the discriminant Δ of the characteristic polynomial (3.14). The explicit form of Δ is given by (7. 3) in Lemma 7.4. When Δ > 0, (3.14) has three real roots. When Δ < 0, two roots of (3.14) are complex conjugates and one root is real. state u(ξ) = a 2 is two, such as in Cases E2 and E4. In Cases E1 and E3, the dimension of the unstable manifold of u(ξ) = 0 is two, and the stable manifold of u(ξ) = a 2 has dimension one. Cases E1-E3 give monotonic traveling fronts. The front in Case E4 is not monotonic.
We apply the explicit forms of the front solution to the following set of matching conditions (3.15)-(3.17) at ξ = 0 and combine these with three equations which λ 1 , λ 2 , λ 3 satisfy to produce the following system:
the traveling velocity as we vary one parameter. We use AUTO in XPPAUT to trace the stationary solution of system (3.15)-(3.20) to achieve this task. Figure 3(A) shows the AUTO results on traveling speed c versus the gain α. A is fixed for all the curves. We first fix the h value, and we vary α to plot one curve. Then we change the value of h and vary α again to plot another curve. The threshold value h is different for various curves, as shown in the legend of Figures 3(A) and 3(B) .
4.
Traveling fronts in a lateral inhibition network. We continue to use a nonsaturating piecewise-linear gain function (2.3) with a jump at u = h (see Figure 2) . The coupling now is the Mexican Hat function as in (2.2). The traveling front solution u(ξ) that connects 0 and a 2 = 1−αh 1−α is defined as in section 2.2. We first derive the ODE from the integrodifferential equation (2.5). Then we verify that the solution of the derived ODE is also a solution of (2.5) with the Mexican Hat coupling function. We study the existence of traveling fronts through solving the ODE along with a set of matching conditions at ξ = 0.
4.1.
Derivation of the ODE and matching conditions. Again, we rewrite the integrodifferential equation (2.5) as (3.1) and differentiate with respect to ξ twice to have (3.3). We use w (0 + ) = 1 − aA = −w (0 − ); then
It is obvious that, at ξ = 0, u has a jump discontinuity that comes from the discontinuity of f (u) when it crosses the threshold. When we differentiate (4.1) with respect to ξ one more time, delta Dirac function δ will appear in u (iv) due to the discontinuity in u (ξ). The jump in u (ξ) at ξ = 0 is given in Lemma 7.7 in section 7.2. We consider both u (iv) and u (v) to be well defined by using the delta Dirac function and its distributional derivative:
Θ is the Heaviside function defined in (2.4), and δ is the delta Dirac function. We differentiate (4.2) to get
Replace the two integrals on the RHS of (4.5) using their expressions (7.6) and (7.7) given in Lemma 7.6:
Using (4.6), then (4.4) gives the following fifth order ODE:
where δ is the first derivative of the Dirac delta function defined as the distributional limit lim ε→0
. u (iv) (ξ) also has jump discontinuity at ξ = 0. We provide detailed derivation of the jump in Lemma 7.7. Lemma 7.7 shows only one way of deriving the jumps conditions. One can also integrate (4.2) and (4.7) on (− , ), a small neighborhood around ξ = 0, respectively, to gain the jumps in u and u (iv) at ξ = 0.
We can write ODE (4.7) as the following fifth order ODEs on two separate intervals along with the set of matching conditions:
. At ξ = 0, u satisfies the following matching conditions:
where f = f (u) is the gain function and
The part of the front above threshold h satisfies (4.9), and the part below threshold satisfies (4.10). At ξ = 0, where u(ξ) crosses the threshold, the traveling front must satisfy conditions (4.11)-(4.16). We have explained conditions (4.11)-(4.14) in section 3.2. Conditions (4.15) and (4.16) are shown in Lemma 7.7.
We have the above set of matching conditions at ξ = 0 because we fixed the threshold point where u crosses h at ξ = 0 in all the calculations in this paper. However, a traveling front does not necessarily cross the threshold at ξ = 0 due to translational invariance. One can see this from the derivation of the ODE and the matching conditions. The threshold point can be any finite value ξ * such that u(ξ * ) = h. Then the matching conditions can be generalized to
where Θ is the Heaviside function and df dξ is defined as in (4.3) with the delta Dirac function δ(ξ − ξ * ) in it instead of δ(ξ). We do not need to write out matching conditions for u, u , and u because they are continuous everywhere. Their matching conditions are the same as (4.11)-(4.14) except that we should replace each 0 by a ξ * .
Solution of ODE (4.7) satisfies integrodifferential equation (2.5).
In this section, we show that the front solution u(ξ) of ODE (4.7) in the lateral inhibition network is also a solution of the integrodifferential equation (2.5). We multiply both sides of ODE (4.7) by w = w(ξ − η) for fixed ξ = η to obtain a new ODE. The left-hand side (LHS) and the right-hand side (RHS) of the new ODE are the following:
We will integrate the LHS and then the RHS of the new ODE to reach the integrodifferential equation (2.5) with help from Lemmas 7.5, 7.8, and 7.9 given in section 7.2.
We replace wu , wu , wu , wu (iv) , and wu (iv) in the LHS using (7.10)-(7.14) given by Lemma 7.8, and after reorganizing the terms, we have
and w with n number of subscripts ζ represents the nth order derivative of w with respect to ζ in (4.19) and the rest of the current subsection. By Lemma 7.5, the last term in (4.19) is zero. We rewrite the LHS as
We integrate J η (ξ, η) with respect to η on R:
We also integrate K η (ξ, η) with respect to η on R:
Using (7.15) and (7.16) in Lemma 7.9,
Integrating the RHS,
We apply integration by parts twice to the integral in the second term of the RHS of (4.23) and use
We equate .24) and cancel the same terms that appear on both sides; we then have
which is the integrodifferential equation (2.5).
Characteristic values and solution forms for (4.9) and (4.10).
The characteristic values for (4.10) are λ = 1 c , ±1, ±a. To have a solution that converges to 0 at −∞, the solution of (4.10) must be in one of the following forms:
The solution form of (4.9) depends on the roots of the following characteristic equation that is a polynomial of degree five:
The characteristic values λ 1 , λ 2 , λ 3 , λ 4 , and λ 5 of (4.27) always satisfy the following set of equations:
The roots of polynomial (4.27) depend on the front speed c. We cannot solve (4.27) without knowing c, and there is no explicit expressions for roots of a fifth degree polynomial. However, we can determine the structure of the characteristic values using the discriminant Δ of polynomial (4.27) . When Δ is positive, there could be either five real characteristic values or four complex and one real characteristic values. When Δ < 0, three of the roots are real and two are complex. When Δ = 0, repeated roots occur. See Lemma 7.10. We list all the relevant scenarios in Cases L1-L7.
Positive velocity c > 0:
Case L1. We have all five real λ with λ j < 0 (j = 1, 2), and λ j > 0 (j = 3, 4, 5),
Case L3. We have one real positive λ and four complex λ such that λ 1,2 = p ± iq, λ 3 > 0, and λ 4,5 = l ± ir with p < 0, l > 0. Then
Negative velocity c < 0: u(ξ) = c 1 e aξ + c 2 e ξ , on ξ ∈ (−∞, 0). On ξ ∈ (0, ∞), u(ξ) has the following forms:
Case L4. We have five real λ such that λ 1,2,3 < 0, and λ 4,5 > 0. Then
Case L5. We have three real and two complex λ with λ 1,2 = l ± ir (l < 0), λ 3 < 0, and λ 4,5 > 0. Then
Case L6. We have one real and four complex λ such that λ 1,2 = p ± iq, λ 3 < 0, and λ 4,5 = l ± ir with p < 0, and l > 0. Then
Case L7. When Δ = 0, there are repeated roots of (4.27). This case happens only at a few isolated values of α, and it may occur for both c > 0 and c < 0.
• If c > 0, Δ = 0 is the transition between either Cases L1 and L2 or Cases L2 and L3.
The repeated roots are λ 1 = λ 2 < 0. The solution form is
• If c < 0, Δ = 0 is the transition between either Cases L4 and L5 or Cases L5 and L6. The repeated roots are real λ 4 = λ 5 > 0. The solution form is the same as that of Case L5. When c = 0, there is a stationary front. We use the following ODEs to calculate stationary fronts:
For the range of α and h we consider, such a stationary front exists for some α and h values. See Figure 5 (A) in which we trace the traveling speed using AUTO. For instance, the plot of c crosses zero for curve 4 when h = 0.65, α = 0.715. We choose the appropriate form for u(ξ) on ξ ∈ (−∞, 0) and ξ ∈ (0, ∞). Then we apply the set of matching conditions (4.11)-(4.16) across ξ = 0 and combine these with (4.28)-(4.32) to obtain a system of eleven algebraic equations. We solve the system for c, λ 1,2,3,4,5 , the unknown coefficients d's in u(ξ) with ξ > 0, and the unknown coefficients c's in u(ξ) with ξ < 0.
Example. Applying the matching conditions to Case L3, we have the following system:
values p, q, λ 3 , l, and r. For fixed threshold h, A, and a, we use Mathematica to solve this system of algebraic equations. Then we have the explicit forms of u(ξ) for both ξ < 0 and ξ > 0 which give traveling front solutions (examples shown in Figures 4(A)-(G) ). See Lemma 7.11 for systems of equations for Cases L1, L2, and L4-L7. We previously used a similar approach to construct the standing pulse solutions of the neural field equation [29, 30] . We can also trace solutions of system (4.33) using AUTO, which gives us a continuous curve of traveling speed c and Δ versus α (see Figure 4 (H)). In Figures 4(A) In Figure 5 , we trace the traveling speed for various threshold and gain values. In Figure  5 (A), each curve with a fixed threshold value depicts the traveling velocity c as the gain α varies. The threshold value decreases from 0.8 to 0.2 in the order from curve 1 to curve 11. The 11 curves in Figure 5 (B) show the discriminant of the characteristic polynomial (4.27) corresponding to the velocity curves in Figure 5 (A).
4.4.
Traveling fronts when the gain α = 0. We look at the traveling front solution of the lateral inhibition network with α = 0 carefully in this section because we will analyze the linear stability of such traveling fronts in section 5. When the gain is zero, traveling fronts satisfy the same ODE a . This condition can be transferred into the condition we impose on the threshold value in the gain function (2.3) in section 2.1. We use AUTO on XPPAUT to find the appropriate range of threshold h that can eliminate the degenerate case. We first follow the steady state of algebraic equation system (7.22) (Case L1 with all real λ and detailed equations given in Lemma 7.11) as we vary the values for h. Starting from the following solution of (7.22) with h = 0.6, we trace the velocity as we increase h from 0.6 until h = 0.85, at which point c hits the value 1 a . We then decrease h until the velocity hits 0. For c < 0, we must use the algebraic system (7.23) given in Lemma 7.11 and start from a solution of (7.23) to trace the velocity. As c reaches − 
(J) is the blow-up view of the right box on (I). It shows Δ is moving toward 0, G (marked by a cross) is the point where the traveling front will cease to exist. (K) is the extended view of Δ when α ∈ (−1, −0.45). The traveling front continues to exist on this interval. (L) is the blow-up view of the left box on I. It shows Δ < 0 when α ∈(α2, α3). Finally, (M) gives the smallest value u b of traveling front u(ξ) for ξ > 0 when α ∈(α0, α4). Notice that u(ξ) oscillates and then converges to d0 (see the example of such a traveling front in (G)
)
Stability of traveling fronts with the gain α = 0.
We perturb the traveling front u 0 (ξ) by υ(ξ) with small > 0 and υ(ξ) = e γξ φ(ξ), where γ ∈ C. After linearizing around the front solution u 0 (ξ), we derive the eigenvalue equation:
where c is the traveling speed, u 0 (0) is the derivative of the front solution at ξ = 0, and Θ is the Heaviside function. φ belongs to the set BC 1 (R, C) = {φ: both φ and φ are bounded, continuous, and complex-valued integrable functions defined on (−∞, +∞)}. This derivation is independent of the choice of coupling function w(x). However, it is specific for the piecewise linear gain function as described in section 2.1. In this paper, we focus on stability analysis of the traveling fronts when the gain α = 0. The essential spectrum is the straight line −1 − ics, where s ∈ R [45, 57] . This line lies entirely on the left half of the complex plane. We can exclude any instability from the essential spectrum. The point spectrum captures all of the stability properties. We first extend the integral Evans function approach from Zhang's paper [57, 58] to a lateral inhibition network in section 5.1. One important observation is that the integral Evans function approach cannot be applied to the stability analysis of traveling fronts with nonzero gain (α = 0). We will only investigate the stability of traveling fronts for α = 0 numerically.
When α = 0, the eigenvalue problem (5.1) becomes
We define a linear operator L:
where BC 0 (R, C) = {φ: φ is bounded, continuous, and complex-valued integrable functions
Due to the compactness of operator N , the continuous spectrum of L is the same as that of L 1 . The essential spectrum of operator L 1 is the straight line −1 − ics, where s ∈ R, by an easy calculation using the Fourier transform [45, 57] .
Construction of the integral Evans function.
Zhang gave a detailed derivation of an integral form of the Evans function for zero gain (the Heaviside gain function) in [57] . His derivation is suitable for traveling fronts of the neural field equation with two conditions. One is that the coupling w(x) must be an even, nonnegative, and piecewise smooth function because he considered only an excitatory network. The second condition is that the traveling velocity is positive. Since our lateral inhibition coupling is not nonnegative, and we also consider traveling fronts with negative speed, we cannot directly use his results to compute the Evans function. We follow his approach to generate the integral Evans function and more constraints that result from the lateral inhibition coupling. 
The proof is given in section 7. The proof is given in section 7.3. Lemma 5.4. The eigenvalue γ = 0 is simple. We omit the proof. Interested readers can refer to the proof of Lemma 2.6 by Zhang in [57] .
We extend Zhang's approach using the integral Evans function to the class of lateral inhibition type coupling. We show that there is no eigenvalue γ with positive real part for traveling fronts existing in the parameter ranges we consider. Therefore, the traveling fronts in a lateral inhibition network with zero gain are linearly stable.
Numerical investigation of the neural field equation.
To further support the existence of stable traveling fronts with zero gain, we numerically integrate the following neural field equation (5.8) using the Euler method:
where w is the lateral inhibition coupling and f (u) is the piecewise linear gain function.
In order to numerically simulate (5.8), we must choose a finite spatial domain for x large enough so that the boundaries do not have a significant effect on the traveling front solution within the time steps we integrate. In all simulations, we choose the spatial domain as [1, 100] and discretize it using dx = 0.03. We use 500 or 800 Euler steps for the time variable t. The initial condition at t = 0 to start the integration is the following for all the examples shown in this section:
We first numerically simulate (5.8) with α = 0 since we already know that such traveling fronts of (5.8) are stable from section 5.1. After the initial square front given in (5.9) evolves into the stable traveling front, we compare the profile of the traveling front obtained from simulating (5.8) at t = 500 with the one from solving the ODEs using the same values of parameter A, a, and h. Examples are given in Figures 7 and 8 . The left figure in Figure 7 is the top view of traveling front u(x, t) with negative velocity (the front travels from a higher value of x to a lower value of x in the spatial domain). In the right figure, we plot the profile of the front, u(x, 500), using a green solid line. We shift the front profile to make the threshold point to be at x = 0. We also plot the traveling front calculated using ODEs (4.9) and (4.10) with their matching conditions in a red dash-dotted line. The red front lies on top of the green one. They agree with each other very well. In Figure 8 , we show a traveling front with positive velocity (the front travels from a lower value of x to a higher value of x in the spatial domain). All parameters and the traveling velocity are given in the caption of each figure.
We further carry out a numerical investigation of the stability in the case α = 0. In 
figures.
As the derivation of the integral Evans function can only be applied to the Heaviside gain, we probe linear stability of traveling fronts of nonzero gain using numerical simulations. We conjecture that such traveling fronts are linearly stable within the parameter ranges we consider. Although further analysis should be carried out to validate our conjecture, we think such analysis is beyond the scope of the current paper. In a forthcoming paper, we will handle the linear stability analysis with nonzero gain using an approach completely different from Zhang's.
6. Discussion. In this paper, we study the traveling fronts of a population neural network model (1.1) with a lateral inhibition coupling and a piecewise linear gain function. In the first half of this paper, we show the existence of traveling front solutions of the integrodifferential equation (2.5) for both zero and nonzero gains. We use an equivalent higher order ODE with a set of matching conditions resulting from the discontinuity of the gain function across the threshold. Then the proof for the existence of a traveling front of (2.5) becomes a proof for the existence of a heteroclinic orbit of the ODE. We derive a system of multiple algebraic equations by applying the matching conditions to the solutions of the ODEs across the threshold point ξ = 0. From this system, we are able to construct different traveling front solutions. We previously use a similar ODE approach to prove the existence of single-and double-bump standing pulses [29, 30] . Zhang has shown a closed form expression of the traveling front solution with a unique velocity for zero gain (Heaviside gain function) [57, 58] . Unfortunately, his approach will not work for nonzero gain of a piecewise linear function with −1 < α < 1. Our indirect ODE approach not only gives us the explicit form of traveling front solutions; it also allows us to track the solutions using AUTO in XPPAUT. Consequently, we can further explore the shape of the fronts and the parameter range in which traveling fronts exist.
In the last section, we focus on linear stability analysis of traveling fronts with zero gain (α = 0). We construct the integral Evans function using the eigenvalue equation. The advantage of the integral Evans function is that it can give general stability criteria such as the results stated in section 5.1. Therefore, we can make a strong claim on the linear stability of all existing traveling fronts in the parameter ranges we consider. The downside of the derivation of the integral Evans function is that it cannot be extended to the case of nonzero gain. We need to develop other analytic and numerical techniques that are completely different from Zhang's approach. One possible approach is to transfer the eigenvalue equation (5.1) to an ODE system that can be studied using existing theory in ODEs and dynamical systems. However, this study will not be similar to finding the traveling fronts in section 4. The analytical derivation and computation will be much more complicated due to the following reasons. First, the essential spectrum is no longer a simple straight line. It should be a curve that could create instability by partially crossing the imaginary axis on the complex plane. We need a much more thorough study of the essential spectrum in which we will need other integral transforms, such as the Hilbert transform. Second, the characteristic structure of the equivalent ODEs of (5.1) that is dependent on the eigenvalue γ is much more complex. And there is no explicit way to represent those characteristic values except numerical computation. This will also make it very difficult to rule out the degenerate cases when repeated eigenvalue values occur with linearly dependent eigenfunctions. Finally, even though we can derive the Evans function using the equivalent ODEs, such an Evans function may be in such a long and messy form that it will be almost impossible to write down its expression. We may have to numerically compute across a discretized x-y grid on the right half of the complex plane to investigate any possible point spectrum. The complex analytical derivation and heavy numerical computation for the stability of nonzero gain are beyond the scope of this paper. We will study the stability analysis of nonzero gain in a forthcoming paper. Calculate Δ for (3.14),
where the first term is positive. If the parabola 1 + 18(1 − α) − 27(1 − α) 2 in the second term is positive, then it is guaranteed that Δ > 0. This parabola is positive if
.
Since we consider only α < 1, Δ > 0 if
< α < 1. Therefore, (3.14) has three real roots when 0 < α < 1.
Remark. Lemma 7.4 shows that the roots of cubic equation (3.14) are always real no matter what the velocity or the values of other parameters are as long as α > 0. For α < 0, there may be three real roots or only one real root depending on the values of the other parameters. See Figure 3 . The black part of each curve is for Δ > 0 (three real roots). The grey part, which occurs only for negative α, is for Δ < 0 (only one real root). 
Lemmas on
From all the derivatives, we obtain the following:
Similarly, we can show that w (iv) − (a 2 + 1)w + a 2 w = 0 for x = 0. Then
We rearrange the terms in (7.5) to obtain (7.4).
Lemma 7.6. In the lateral inhibition network with w(x) = Ae −a|x| − e −|x| , and piecewise linear gain f (u) defined in (2.3), the following equalities are true:
)dη, (7.9) (7.9) − (7.8) and a 2 (7.8) + (7.8) give
At the threshold point ξ = 0, the traveling front u(ξ) satisfies the following matching conditions:
where df dξ | ξ=0 + = αu (0+). Proof. The matching conditions for u, u , and u are trivial. Since
Therefore,
that is,
In Lemmas 7.8 and 7.9, we suppose that u(η) is the solution of ODE (4.7), w = w(ξ − η) is the lateral inhibition coupling, and w with n number of subscripts ζ represents the nth order derivative of w with respect to (iv) and u (v) are both well defined by using the delta Dirac function and its derivative in their representation. Then the following two lemmas are true.
Lemma 7.10. For the characteristic equation Proof. The discriminant for a fifth degree polynomial is Δ = a
, where a n is the coefficient of the leading term and r 1 , r 2 , . . . are the roots of the polynomial. For (7.20),
It is obvious that when all λ are real, Δ > 0. When four are complex and one is real, Δ is still positive due to its symmetry.
The next possibility is two complex and three real roots of (7.20) . Suppose λ 1 and λ 2 , without loss of generality, are the complex conjugate pair; then (λ 1 − λ 2 ) is the only complex factor with the only imaginary part in (7.21) . All other factors are real or form complex conjugate pairs; therefore, the product of them is real and positive. Hence Δ < 0 since (λ 1 − λ 2 ) 2 is negative.
It is obvious that there are repeated roots when Δ = 0. where H(γ) is an appropriate complex constant. Then γ is an eigenvalue with eigenfunction φ(γ, ξ) for operator L such that Lφ = γφ (we omit the straightforward verification that Lφ = γφ). For φ(γ, ξ) to remain bounded, the following function E(γ) must be zero:
We call E(γ) the Evans function following Zhang's paper [57] . Due to translation invariance of the traveling front, γ = 0 is an eigenvalue. For the zero eigenvalue, its corresponding eigenfunction is simply We omit the trivial calculation that φ(γ, ξ) remains bounded on ξ > 0. Therefore, nonzero eigenvalues of a traveling front, if any, must satisfy both E(γ) = 0 and (7.28). Its corresponding eigenfunction is (7.26) with constraint (7.28).
The proof of part (b) for traveling fronts with negative velocity is similar. There are two differences compared with the proof of part (a). One is that we integrate (7.24) from −∞ to ξ. The other is that the form of the eigenfunction is
w(s)φ 2 (γ, s)ds, φ(γ, ξ) ∈ BC 1 (R, C), (7.29) which is different from (7.26) . The constraint for the nonzero eigenvalue and eigenfunction is still the same as in (7.28) .
Remark. The eigenfunction for a nonzero eigenvalue (c > 0) can be expressed explicitly as Obviously, E(γ) has a zero root, which is the zero eigenvalue due to translation invariance, and a nonzero root , (7.33) where a < √ A, A > 1, and − 1 a < c < 0. The denominator and the first factor in the numerator of (7.33) are positive. The second factor in the numerator is negative. Therefore, it is a negative value. Again, this γ value does not satisfy condition (5.4). It is not an eigenvalue. Hence, zero is the only eigenvalue of L with c < 0.
