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Resumen y Palabras Clave
Resumen
Este proyeto tiene omo objetivo prinipal la implementaión de varios algoritmos de de-
teión de personas sobre una plataforma de análisis de vídeo propietaria denominada DiVA,
adaptando su funionalidad de tal manera que además de ejeutarse sobre vídeos o-line, puedan
funionar también sobre videoámaras en tiempo real.
Adiionalmente se han desarrollado demostradores para ada uno de estos algoritmos en
forma de interfaes gráas. De esta forma se permite la interatividad entre el usuario y el algo-
ritmo y la omprobaión del funionamiento del mismo de una manera más senilla e intuitiva.
Para llevar a abo este trabajo y durante el desarrollo del mismo, se han estudiado, imple-
mentado y evaluado ada uno de los detetores de personas on los que se ha trabajado. Estos
detetores han sido uatro: Por un lado, HOG y Latent SVM, que realizan una búsqueda ex-
haustiva para sus deteiones y, por el otro, Fusion y Edge, que utilizan segmentaión previa a
la lasiaión, graias a lo ual funionan en tiempo real.
Durante el desarrollo de este trabajo se ha estudiado en profundidad el funionamiento de
todos estos algoritmos de deteión de personas para, nalmente, llevar a abo un análisis de
resultados en el que se evalúa el oste omputaional de ada uno de los detetores desarrollados.
Palabras Clave
Dete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The main goal of this projet is the implementation of several people detetion algorithms
on a propietary video analysis platform alled DiVA, adapting its funtionality so that it an
run with textito-line videos, as well as in real time.
Furthermore, demonstrators have been developed for eah of these algorithms as graphi
interfaes. In this way, interativity between the user and the algorithm is allowed and testing
its performane beomes a simpler and more intuitive task.
To arry out this work and during its development, eah of the seleted people detetors
have been studied, implemented and evaluated. These are four, namely: First, HOG and Latent
SVM, whih perform an exhaustive searh for detetion and, seondly, Fusion and Edge, whih
use pre-segmentation lassiation, thus allowing real-time detetion.
During this work the performane of all these algorithms for people detetion have been
studied in depth to nally analyse the results, evaluating the omputational ost of eah imple-
mented detetor.
Keywords
People dete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ell, histogram, gradient distribution, segmen-
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En los últimos años el proesado de señal ha estado en onstante evoluión. De manera más
onreta, se han llevado a abo enormes esfuerzos y progresos en el proesado de imagen y vídeo
digital debido a su gran utilidad dentro de la soiedad en la que vivimos atualmente.
Considerando la gran demanda que existe en el área de los sistemas de seguridad, una de las
mayores líneas de investigaión es la de vídeo-vigilania. La neesidad de brindar a las personas y
a sus pertenenias la seguridad que neesitan en el día a día es lo que explia el enorme desarrollo
y expansión de los sistemas de vídeo-vigilania atuales.
Dentro del área de investigaión en el proesado de imagen y vídeo digital, existe una gran
antidad de algoritmos utilizados en seguridad para deteión de movimiento, objetos, suesos,
et [3, 4℄. La deteión automátia de personas en seuenias de vídeo pertenee a este grupo
de algoritmos y atualmente es un problema omplejo on múltiples apliaiones [5℄, no sólo en
vídeo-vigilania, sino también en diferentes áreas omo inteligenia artiial, videojuegos, et.
La omplejidad del problema de deteión de personas está basada prinipalmente en la
diultad que plantea el modelado de las mismas. Esto es debido a su gran variabilidad en la
aparienia físia, poses, movimientos, puntos de vista e interaiones entre diferentes personas y
objetos.
Como resultado de estas reexiones, la motivaión prinipal de este trabajo es lograr una
soluión prátia y efetiva para diferentes detetores de personas, adaptándolos y evaluándolos
sobre seuenias de vídeo aptadas on ámaras que funionen en tiempo real, ya que éste es el
fator esenial en las apliaiones de vídeo-vigilania tan demandadas en áreas de seguridad.
1.2. Objetivos y enfoque
Estableida la motivaión de este trabajo, estableemos los objetivos partiendo de propósitos
pariales que nalmente permitirán alanzar el objetivo global de una manera progresiva y
adeuada. El desglose de los objetivos es el siguiente:
1. Estudio detallado del estado del arte.
Conoer en qué onsiste la deteión de personas, analizando los posibles enfoques
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que toman los detetores para llevar a abo su propósito, así omo las ventajas y los
inonvenientes de ada uno de ellos.
Profundizar en el onoimiento de los detetores Fusion [6℄, Edge [7℄, HOG [1℄ y
Latent SVM [2℄, estudiando todas sus partiularidades, arquitetura y modo de fun-
ionamiento.
2. Aprendizaje de herramientas y biblioteas.
Utilizar las herramientas y biblioteas neesarias para el diseño y la implementaión que
permiten llevar a abo este trabajo: OpenCV [8℄, DiVA [9℄ y Bibliotea QT [10℄.
3. Adaptaión de algoritmos de deteión de personas.
Transformaión e integraión de los ódigos de los algoritmos estudiados en el estado del
arte utilizando el lenguaje C++ para que funionen sobre una nueva plataforma de análisis
de vídeo denominada DiVA (Distributed Video Analysis Framework), de tal manera que
puedan ser ejeutados no sólo sobre vídeos de prueba sino también sobre videoámaras en
tiempo real.
4. Creaión de interfaes gráas.
Adquirir los onoimientos neesarios para programar una interfaz gráa para ada uno
de los algoritmos implementados, utilizando la bibliotea QT y programaión en C++.
5. Analizar los resultados obtenidos.
Comparar el rendimiento y la eaia de ada uno de los detetores de personas en dife-
rentes ámbitos, para onoer sus ventajas y sus limitaiones.
Con todo ello la nalidad que se persigue no es otra que la de onseguir un entorno de
trabajo omún, prátio y efetivo de los algoritmos de deteión de personas Fusion [6℄, Edge
[7℄, HOG [1℄ y Latent SVM [2℄.
1.3. Organizaión de la memoria
La memoria de este trabajo se ompone de los siguientes apítulos:
Capítulo 1: Introduión y motivaión del proyeto.
Capítulo 2: Estado del arte de la deteión de personas. Estudio de las araterístias y
peuliaridades de uatro algoritmos onretos: Fusion, Edge, HOG y Latent SVM. Intro-
duión del uso del sistema DiVA y de la bibliotea QT.
Capítulo 3: Diseño y Desarrollo. Desripión de la adaptaión y programaión de ada
uno de los detetores estudiados en el estado del arte para que funionen en el entorno de
DiVA (Distributed Video Analysis Framework).
Capítulo 4: Demostradores. Creaión de las interfaes gráas para ada uno de los
detetores mediante la bibliotea QT.
Capítulo 5: Análisis de resultados. Análisis omparativo de la eienia en términos de
oste omputaional de los detetores Fusion, Edge, HOG y Latent SVM para evaluar su
funionamiento en tiempo real y omparar los resultados on el estado del arte.
Capítulo 6: Conlusiones obtenidas tras el análisis de resultados del trabajo presentado.
Problemas pendientes y trabajo futuro.
Referenias y Glosario.
2 CAPÍTULO 1. INTRODUCCIÓN
2 Estado del arte
2.1. Introduión a la deteión de personas
La deteión de personas onsiste prinipalmente en, en primer lugar, el diseño y el entrena-
miento de un modelo de persona basado en parámetros araterístios de la misma (movimiento,
dimensiones, silueta, et), y en segundo lugar, el ajuste de este modelo a los posibles objetos
de una esena y determinar si son personas o no. Sólo los objetos andidatos que se ajusten al
modelo serán detetados o lasiados omo una persona.
La mayor parte de los enfoques están basados en informaión aera de la aparien-
ia, aunque algunos de ellos añaden robustez a la deteión inorporando informaión sobre el
movimiento mediante algoritmos de seguimiento [1, 6, 11, 12, 13, 14, 15, 16, 17℄.
Dentro de esta gran antidad de posibilidades existe una pequeña parte de enfoques basados
úniamente en informaión de movimiento [18, 19℄, uyas prinipales ventajas son la inde-
pendenia en la variabilidad en la aparienia y la baja omplejidad que presentan habitualmente.
Sin embargo y omo ontrapartida, suelen obtener peores resultados.
Los métodos basados en la aparienia [1, 6, 13, 14, 16, 17℄ pueden ser lasiados de auerdo
al modelo de persona utilizado. Los métodos basados en modelos simpliados de persona (sólo
una región o la forma) normalmente presentan menor diultad pero no soportan variaiones
de postura. Sin embargo, los métodos basados en modelos de persona más omplejos, los uales
normalmente tienen una mayor diultad, sí son apaes de lidiar on estas variaiones [11, 12,
15℄. Otra ventaja añadida es que realizan la deisión nal ombinando múltiples evidenias, de
tal manera que suelen ser más ables que los métodos basados en modelos más simples.
2.2. Clasiaión de algoritmos de deteión de personas
Basándonos en la idea de un sistema real de vídeo-vigilania, los algoritmos de deteión de
personas se pueden lasiar en dos grupos prinipales dependiendo de si trabajan en tiempo
real o no, separando los enfoques de ada aso en dos sistemas laramente difereniados:
Los sistemas que operan en tiempo real normalmente seleionan regiones andidatas
a ser detetadas mediante segmentaión on-line de la imagen. Algunos utilizan la sustra-
ión del fondo [17, 20℄ y otros la visión estéreo o la informaión 3D [21, 22℄. Además,
debido a las restriiones omputaionales, estos sistemas normalmente emplean modelos
de personas simpliados.
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Los sistemas que no operan en tiempo real [1, 11, 14, 15, 23, 24, 25℄ seleionan
estas regiones andidatas a la deteión esaneando la imagen ompleta a varias esalas y
rotaiones. En estos asos los modelos de persona deben ser omplejos para poder obtener
una mejor lasiaión, ya que, debido a la búsqueda exhaustiva que realizan, se enfrentan
a una gran antidad de objetos andidatos a ser personas. El esaneo y el uso de estos
modelos mejoran la tasa de deteión pero los ostes omputaionales son demasiado altos
para permitir un proesado en tiempo real.
Algunos sistemas, omo por ejemplo [26℄, intentan aelerar los métodos utilizados en sistemas
que no trabajan en tiempo real pero manteniendo un nivel de preisión similar, onsiguiendo así
una mejor aproximaión al trabajo en tiempo real.
2.3. Prinipales Detetores
2.3.1. Detetores VPU
Estos sistemas (Fusion [6℄ y Edge [7℄) inluyen las etapas de proesado de un sistema anónio
de análisis de vídeo automatizado para deteión de personas [4, 27℄, las uales podemos ver en
la Figura 2.1. Ambos detetores usan la segmentaión omo método de extraión de objetos










Modelo de Persona 
Figura 2.1: Arquitetura global de los sistemas Fusion y Edge.
Extraión frente/fondo. Es una ténia usada habitualmente para deteión de movi-
miento y segmentaión. Tiene omo objetivo segmentar las regiones que se orresponden
on objetos móviles de la imagen (frente), basándose para ello en [28℄. Las siguientes etapas
son muy dependientes de los resultados obtenidos en este proeso.
Extraión de objetos. Después de la segmentaión se aplian operaiones morfológias
para reduir el ruido de la másara de la imagen resultante y mejorar la extraión de
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objetos [4℄. Una vez extraído el objeto, se aplia un análisis de omponentes onexos [29℄.
Úniamente los objetos extraídos en esta etapa son analizados en las próximas. Cada objeto
se dene on un blob, onjunto de píxeles similares entre ellos y a su vez ontrastados on
el resto de los píxeles presentes en la imagen. Se dene por un retángulo on oordenada
(x,y) en uno de sus vérties, anho y alto.
Seguimiento de objetos. El objetivo es generar la trayetoria de un objeto en el tiempo
loalizando su posiión en ada imagen de la seuenia de vídeo en la que aparee. Se
usa un algoritmo simple de seguimiento basado en el ltro de Kalman [30℄ y que genera
las trayetorias de los blobs entre imágenes onseutivas usando la informaión de olor,
dimensiones de los blobs y posiiones de los mismos.
Clasiaión de objetos. Consiste en un reonoimiento estándar de patrones. Este
proeso ompara los modelos de objetos entrenados previamente on los modelos generados
a partir de la imagen o la seuenia y realiza la deisión nal basándose en su similitud.
2.3.1.1. Fusion
Fusion [6℄ es un detetor que fusiona evidenias derivadas de tres detetores de personas
rápidos e independientes. Dos de ellos usan ténias basadas en la silueta [12, 16℄ y el terero
una relaión de aspeto senilla. Los tres detetores se aplian por separado a ada blob detetado
omo frente mediante un esquema de extraión de fondo propuesto en [31℄.
De ada detetor, después de haberlo apliado a un blob espeío, se extraen una serie
de araterístias relaionadas on personas. La presenia de una persona dentro de un blob
se deteta según la medida en la que se evidenien ada una de estas araterístias extraídas.
Por último, las evidenias orrespondientes a los tres detetores on respeto al mismo blob se
fusionan en una evidenia ombinada, la ual será umbralizada para poder tomar deisiones
aera de si el blob orresponde a una persona o no.
El primer detetor en fusionarse está basado en una únia araterístia, la relaión de





Donde µ y σ son la media y la desviaión estándar de las relaiones de aspeto del onjunto
de entrenamiento. En este trabajo se ha utilizado µ=0.3 y σ=0.2.
El segundo detetor apliado a ada blob se basa en el algoritmo propuesto en [16℄,
el ual alula iterativamente la mayor elipse ontenida en la región de frente asoiada
al blob. El proeso iterativo naliza uando la elipse está ompletamente ontenida en la
región de frente del blob o uando el número de iteraiones alanza un máximo predenido.
En este detetor se evalúan tres araterístias:
• Ee1: relaión entre el número de iteraiones y el máximo posible de ellas.
• Ee2: porentaje de puntos de la elipse que se quedan fuera del blob, en aso de que
los hubiese.
• Ee3: relaión de aspeto de la elipse.
La evidenia nal Ee asoiada a este detetor resulta ser la media de estas tres evidenias
pariales.
Ee =
Ee1 + Ee2 + Ee3
3
(2.2)
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El terer detetor se basa en el algoritmo Ghost propuesto en [12℄, que aproxima el
ontorno del blob al de un polígono errado. Es el más omplejo y robusto de los tres
detetores. También se evalúan tres araterístias para este detetor basadas en ese polí-
gono:
• Eg1: número de puntos del polígono que aptura la omplejidad de la estrutura del
ontorno.
• Eg2: relaión entre la antidad de vérties onvexos y no onvexos que normalmente
es balaneada para una persona.
• Eg3: inverso del número de vérties que perteneen a la parte superior del polígono
según el proedimiento desrito en [12℄.
La evidenia nal (Eg) asoiada a este detetor es denida omo la media de las tres
evidenias anteriores, siempre y uando las dos últimas superen un umbral ρ=0.6.
Eg =
Eg1 +H(Eg2 − ρ)Eg2 +H(Eg3 − ρ)Eg3
1 +H(Eg2 − ρ) +H(Eg3 − ρ)
(2.3)
Donde H(x) es la funión esalón de Heaviside.
La evidenia global total (E) sobre un blob determinado para deidir si orresponde o no a una
persona se obtiene promediando las evidenias proporionadas por los tres detetores, teniendo
en uenta que las perteneientes al primer y segundo detetor sólo se toman en uenta si están
por enima del umbral de relevania predenido ρ.
E =
Eg +H(Ea − ρ)Ea +H(Ee − ρ)Ee
1 +H(Ea − ρ) +H(Ee − ρ)
(2.4)
Por último, el blob analizado será lasiado omo una persona si la evidenia ombinada nal
es superior a un umbral de deisión predenido τ (en este aso τ=0.75).
Fusion es un algoritmo basado en modelos simples y rápidos, pero por ello sus resultados no
siempre son aertados. Además, depende en gran medida de la segmentaión previa, lo ual se
puede onvertir en un problema.
2.3.1.2. Edge
Este detetor de personas [7℄ se basa en el algoritmo propuesto en [15℄, el ual propone un
método de deteión de personas en esenas llenas de gente, pero trabajando úniamente on
imágenes estátias. La idea prinipal onsiste en identiar las araterístias de bordes para
ada parte del uerpo y generar, por tanto, uatro modelos de bordes: uerpo, abeza, torso y
piernas. En partiular, se propone araterizar los bordes mediante Edgelets, denidos omo un
onjunto de desplazamientos y orientaiones que desriban diho borde. La imagen se esanea
on uatro detetores de borde independientes previamente entrenados, omo se puede apreiar
en la Figura 2.2 .
La fase de entrenamiento es realizada utilizando el algoritmo Real Adaboost [32℄ y una
estrutura en asada anidada [33℄. Las respuestas de ada detetor por partes se ombinan
para obtener un modelo de probabilidad onjunta. Este algoritmo soporta ambios de pose y
ambios de puntos de vista de la ámara.
El algoritmo del que se parte [15℄ está destinado a imágenes estátias y búsqueda exhaustiva,
por esta razón los modelos de personas deben ser omplejos para ser apaes de efetuar una
orreta lasiaión. Además, el entrenamiento está orientado a la reduión de la tasa de
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Figura 2.2: Segmentaión de las partes del uerpo en el detetor Edge.
falsos positivos, lo ual inrementa sustanialmente el tiempo de proesado. Para onseguir un
algoritmo más rápido, el detetor Edge [7℄ úniamente proesa objetos en movimiento detetados
en etapas previas en lugar de realizar un esaneado exhaustivo (Figura 2.1). Además simplia
el modelo de ada parte del uerpo y, omo onseuenia, también se simplia el modelo nal
de persona, reduiendo el tiempo de deteión.
Se onstruye un lasiador débil [15℄ para ada borde araterístio y después se utiliza
el algoritmo de AdaBoost [32℄ para onvertirlos en lasiadores fuertes. Para reduir el oste
omputaional e identiar los bordes más araterístios de ada seión del uerpo, se entrena
de forma iterativa el mejor lasiador orrespondiente a ada parte del uerpo y se seleionan
los mejores 100 bordes asoiados. Finalmente el algoritmo AdaBoost en asada [34℄ es usado
para el aprendizaje de ada detetor. Esta fase de entrenamiento no sólo está enfoada a la
reduión de la tasa de falsos positivos sino también a la obtenión de resultados preisos.
Las mejoras son, por lo tanto, el uso de un ranking sobre los mejores bordes para ada
parte del uerpo y, por otro lado, lograr que la fase de entrenamiento no sólo esté entrada en la
reduión de los falsos positivos, sino también en onseguir una buena preisión en los resultados.
Tal y omo observamos en la Figura 2.1, sólo se lasian los objetos que han sido dete-
tados después de tres etapas previas. Se normaliza ada blob de la imagen y luego, mediante
lasiadores en asada, se generan los uatro modelos orrespondientes a las distintas partes
del uerpo.
La evidenia nal de que el blob analizado es una persona se obtiene promediando las uatro
evidenias independientes proporionadas por los uatro modelos de las distintas partes del
uerpo. La deteión nal de personas, teniendo en uenta que utiliza un modelo simpliado y
un menor número de lasiadores, es menos ompleja y el sistema ompleto es más rápido, sin
perder la buena preisión de los resultados.
Este detetor, al igual que Fusion, también es ompletamente dependiente de la segmentaión.
Sin embargo, al añadir omplejidad en sus modelos, obtiene buenos resultados sin dejar de ser
un algoritmo rápido.
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2.3.2. HOG
Este método [1, 35℄ se basa en la evaluaión de histogramas loales y normalizados de las
orientaiones de los gradientes de una imagen en una uadríula densa. La idea básia es que la
aparienia y la forma de los objetos se pueden araterizar tanto mediante la distribuión de los
gradientes de intensidad loal omo por las direiones de bordes, inluso uando se desonoe
la ubiaión de ualquiera de ellos. La Figura 2.3 nos muestra un ejemplo de ello.
(a) (b) (c) 
Figura 2.3: (a) Imagen promedio del gradiente en los ejemplos de entrenamiento. (b) Imagen de
prueba. () Cálulo de su desriptor HOG. Imágenes extraídas de [1℄.
En la prátia se implementa dividiendo ada ventana de la imagen en pequeñas regiones
espaiales (ells), aumulando en ada una de ellas un histograma de las direiones de gradiente
o de las orientaiones de borde sobre los píxeles que se enuentran en ada ell.
Para una mejor invariania a la iluminaión y sombras, es útil normalizar el ontraste de
zonas loales antes de operar sobre ellas. Esto se realiza aumulando la energía resultante de
los histogramas loales sobre ualquier región de bloques mayor y usando los resultados para
normalizar todos los ells en el bloque. Nos referiremos a los bloques de desriptores normalizados
omo desriptores HOG (Histogram of Oriented Gradient). La ventana de deteión es dividida
en una uadríula on un grado de solapamiento de bloques de los que se extraen los vetores de
araterístias HOG, que serán lasiados mediante un SVM (Support Vetor Mahine) lineal.
En denitiva, la seuenia de pasos que se siguen en el algoritmo para la deteión de personas
se muestran en la Figura 2.4.
HOG aptura los bordes o estruturas de gradientes araterístias de forma loal y lo hae
on un grado de invariania a transformaiones fáilmente ontrolable: traslaiones o rotaiones
apenas varían el resultado. La ventana de deteión, además, se esanea de forma exhaustiva en
ualquier posiión y esala.
La prinipal ventaja de este detetor es su independenia de la segmentaión. Aunque además
añade modelos de personas on una omplejidad mayor y por lo tanto obtiene muy buenos
resultados, su oste omputaional es alto y por lo tanto se onvierte en un algoritmo más lento.
8 CAPÍTULO 2. ESTADO DEL ARTE
Deteión de Personas en Tiempo Real
Ventana de detección 
Normalización Gamma & 
Color 
Cómputo de gradientes 
Acumulación de votos 
ponderados de orientaciones 
de gradiente sobre cada cell 
Normalizar contraste en la 
superposición de bloques de 
cells 
Recoger HOGs para todos 
los bloques de la ventana de 
detección 
SVM lineal 







f = […, …, …,            …] 
Figura 2.4: Visión global de la estrutura del detetor HOG.
2.3.3. Latent SVM
Latent SVM [2℄ es un detetor que usa un modelo basado en un ltro de raíz similar al
HOG [1℄ más un onjunto de ltros por partes y modelos de deformaión asoiados a ellos. La
Figura 2.5 muestra este modelo para la ategoría de personas. Tanto las puntuaiones del ltro
de raíz omo las de los ltros por partes están denidas por el produto esalar entre un ltro
que sea el resultado de un onjunto de pesos y una subventana de la pirámide de araterístias
alulada a partir de la imagen de entrada.
Los ltros por partes apturan las araterístias al doble de la resoluión espaial a la que
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Figura 2.5: Deteiones obtenidas on un únio modelo de persona. El modelo está denido por
un ltro de raíz grueso(a), varios ltros por partes de mayor resoluión(b) y un modelo espaial
para la ubiaión de ada parte relativa a la raíz(). Imágenes extraídas de [2℄.
se apturan las araterístias on el ltro de raíz. De esta manera se modela la aparienia visual
a múltiples esalas, tal y omo vemos en la Figura 2.6 .
Figura 2.6: Pirámide de imágenes y pirámide de araterístias de un modelo de persona. Los
ltros por partes se sitúan en el doble de la resoluión espaial en la que se ubia la raíz. Imagen
extraída de [2℄.
Para la deteión de objetos, los modelos pueden ser fáilmente entrenados utilizando méto-
dos disriminatorios, omo es el aso de las máquinas de soporte vetorial (SVM). Los modelos
más enriqueidos son más difíiles de entrenar debido a que normalmente usan informaión
latente.
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Al entrenar un modelo basado en partes sobre imágenes etiquetadas úniamente on bounding
boxes sobre los objetos de interés, las partes no etiquetadas se deben tratar omo variables oultas
(latentes). Un etiquetado sobre un mayor número de partes soporta un mejor entrenamiento
siempre que estas partes que se hayan usado para las etiquetas sean óptimas. Es por ello por
lo que un etiquetado por partes automátio puede lograr un mejor rendimiento enontrando las
partes efetivas instantáneamente.
El detetor Latent SVM obtiene unos resultados muy buenos debidos al uso de la búsqueda
exhaustiva y el uso de modelos por partes omplejos, además de su ompleta independenia de
la segmentaión de la imagen. Como ontrapartida, es un algoritmo muy lento.
2.4. DiVA
La plataforma DiVA (Distributed Video Analysis Framework) [9℄ establee un entorno dis-
tribuido para la interomuniaión simultánea de múltiples fuentes de vídeo on algoritmos de
proeso, la onexión en asada de estos algoritmos de proeso, la visualizaión de resultados
pariales, y la inlusión formalizada de informaión ontextual en el proeso de análisis, todo
ello posibilitando que los ujos de datos se proesen en tiempo real.
Tanto la plataforma omo las apliaiones que haen uso de ella han sido desarrolladas e
implementadas por el Video Proessing and Understanding Lab (VPU) de la Esuela Politénia
Superior de la Universidad Autónoma de Madrid.
Este sistema es esalable (puede añadir módulos de proesado adiionales), eiente (ope-
ra sin apenas inrementar el oste omputaional total), generalizable (sus funionalidades se
desarrollan usando herramientas y protoolos genérios) y on tolerania a fallos.
Se propone un desarrollo modular en distintos subsistemas. Cada subsistema está relaionado
on una funión espeía dentro de la plataforma. Estas funiones ontemplan desde la aptura
de datos desde distintos dispositivos físios hasta el almaenaje y presentaión de los resultados
obtenidos por los algoritmos, todo ello de una forma distribuida. Los subsistemas que omponen
la plataforma se muestran en la Figura 2.7.
El subsistema de aptura de datos reserva los reursos neesarios para su funiona-
miento y omienza a apturar datos de las fuentes de vídeo que han sido seleionadas
para apturar la señal de vídeo.
El subsistema de bases de datos proporiona un ontexto de apliaión a los algoritmos
de análisis y almaena los resultados del proesado de otros módulos de análisis.
El subsistema de proesamiento realiza el propio proesado de la señal de vídeo y
proporiona una interfaz de trabajo para ualquier algoritmo de proesado de vídeo.
El subsistema de presentaión de datos presenta en pantalla los datos de los análisis
resultantes del subsistema de proesamiento.
La plataforma está desarrollada bajo un modelo liente/servidor en el que se separa la parte
servidora de ontenido (subsistemas de aptura y almaenamiento de datos) de la parte que lo
onsume (subsistemas de proesamiento y presentaión de datos).
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• Interconexión de etapas de análisis mediante BD 
• Contextos de aplicación diferentes 
Figura 2.7: Arquitetura Global de la plataforma DiVA.
2.5. Bibliotea QT
Qt es una bibliotea multiplataforma [10℄ usada para desarrollar apliaiones on interfaz
gráa de usuario, aunque también puede ser utilizada para el desarrollo de programas sin
interfaz gráa, omo herramientas para línea de omandos y onsolas para servidores. Esta
bibliotea se desarrolla omo un software libre y de ódigo abierto a través de Qt Projet, donde
partiipa tanto la omunidad, omo desarrolladores de Nokia, Digia y otras empresas.
Qt utiliza el lenguaje de programaión C++ de forma natural, pero puede ser empleada
en varios otros lenguajes de programaión a través de bindings, es deir, adaptaiones de la
bibliotea que permiten poder usarla en lenguajes distintos al original.
En este trabajo se utiliza la bibliotea Qt para la reaión de las interfaes gráas de los
algoritmos de deteión de personas presentados. Esta parte se enuentra desarrollada en detalle
en el apítulo 4.
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3 Diseño y desarrollo
La integraión de los algoritmos para la deteión de personas en la plataforma DiVA se ha
realizado en tres etapas, aunque en en este apítulo sólo se desarrollan las dos primeras:
1. Preparaión del algoritmo: Se ha reado una lase C++ siguiendo unas pautas de
desarrollo determinadas y tomando omo punto de partida ada uno de los algoritmos
estudiados en el estado del arte. Para ello ha sido neesario el estudio de su funionamiento
para diseñar su adaptaión de la mejor forma.
2. Enapsulaión del algoritmo utilizando el enapsulador DiVAAlgorithm presente en la
plataforma.
3. Desarrollo de la apliaión y de la interfaz gráa de usuario. Esta etapa se explia en
detalle en el apítulo 4.
3.1. Implementaión de los detetores
Para rear una nueva lase C++ y failitar la integraión se han onstruido los siguientes
módulos:
Un onstrutor que iniializa todos los parámetros y que reserva los reursos neesarios
para la ejeuión del algoritmo.
Un destrutor que libera los reursos neesarios.
Un método que atúe omo proesador, reibiendo ada imagen en formato OpenCV y
proesándolas.
Un mostrador de resultados del algoritmo.
Métodos set/get para ongurar parámetros.
DiVAAlgorithm es una lase uya funión es enapsular los algoritmos en la plataforma DiVA
[9℄. Para ello inorpora petiión de datos por parte de un liente, un método de presentaión de
datos y otro que añade el proesado de análisis de imagen. Se ha reado para ada algoritmo,
por tanto, una lase derivada de DiVAAlgorithm.
En esta seión se detallan las partes más importantes en el desarrollo de ada uno de ellos.
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3.1.1. Detetores VPU
3.1.1.1. Fusion
Para la integraión de este algoritmo se ha usado ódigo disponible en el VPULab.
Este detetor [6℄ sigue el esquema mostrado en la Figura 2.1. Teniendo esto en uenta, los
pasos seguidos en el proesado de ada frame en este algoritmo son los siguientes:
1. Extraión de los píxeles de fondo de la imagen. Para ello se rea una lase Gam-
maBkgExtrator y se proesa on ella ada frame reibido.
2. Se extraen todos los blobs en ada imagen de frente apliando la lase BlobExtrator.
Una vez reada, se extraen regiones onexas sobre el frente obtenido en el punto anterior
y se saan los blobs andidatos a ser personas.
Después los representamos sobre la imagen utilizando la funión vRetangle.
3. Se dene el seguimiento del objeto detetado tomando omo base el ltro de Kalman
[30℄. Es por ello por lo que se rea una lase Basi_KalmanBlobTraker que proesa la
imagen de entrada y la lista de blobs obtenida en el segundo punto. De esta manera se
permite no perder la loalizaión de los objetos.
4. Se implementa el algoritmo de deteión Fusion ombinando los detetores Ellip-
se[16℄, Ghost[12℄ y Ratio (relaión de aspeto del blob denida en la euaión 2.1 de
la seión 2.3.1.1). Los dos primeros se muestran en la Figura 3.1. Todos ellos proesan
la lista de blobs ya obtenida y, por ada uno de estos blobs, se toma la deisión on-
junta aera de si pertenee o no a una persona. La funión que se utiliza para ello es
PeopleLikelihoodOfBlobs.
5. El siguiente paso es dibujar el retángulo de deteión sobre la imagen analizada
en el instante atual.
La funión utilizada para este ometido es retangle. Para dibujarlo úniamente se neesita
la imagen a proesar, los dos vérties opuestos del retángulo extraídos de la estrutura
tipo Ret ya reada, el olor y el grosor del retángulo de deteión. Estos dos últimos
parámetros forman parte de los ongurables en este trabajo, para así failitar la visión
de la deteión uando el fondo de la imagen sea muy heterogéneo.
Es importante alarar que la deisión de deteión de este algoritmo úniamente se toma a par-
tir de la másara extraída, de los blobs resultantes de ella y del modelo de persona entrenado
previamente. Este modelo de persona, una vez entrenado, no permite variaión de su ongu-
raión, salvo en el umbral de deteión. Este es el motivo por el que los parámetros que se han
ongurado para la posible modiaión del algoritmo durante la ejeuión del algoritmo sean
mayoritariamente aquellos que inuyen en la extraión de los píxeles de fondo. Estos parámetros
son:
i) El umbral de deteión, (el únio perteneiente a la deteión en sí).
ii) La ventana de segmentaión.
iii La sensibilidad al ruido.
iv) El aprendizaje de fondo.
Todos estos parámetros son expliados en detalle en el apítulo 4 (seión 4.1.2), ya que la
modiaión de sus valores adquiere más importania en el demostrador del detetor que en el
nivel de desarrollo del algoritmo.
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(a) (b) 
Figura 3.1: Detetores Ellipse(a) y Ghost(b). Imágenes extraídas de [16℄ y [12℄.
3.1.1.2. Edge
Al igual que para el algoritmo anterior, para la integraión de Edge se ha usado ódigo
disponible en el VPULab.
El detetor de personas Edge [7℄, al igual que el detetor Fusion [6℄, funiona siguiendo el
esquema de la Figura 2.1.
La forma de proesar ada frame de entrada es, por tanto, prátiamente la misma que la
que se ha detallado en la seión 3.1.1.1 y uyo esquema se ilustra en la Figura 3.2.
Es deir, este detetor omparte los 3 primeros pasos de Fusion y dibuja los resultados sobre
la imagen exatamente de la misma forma. Sin embargo, el algoritmo de deteión Edge se
onstruye iniializando algoritmos de deteión de partes del uerpo independientes.
Estos detetores se basan en la abeza, uerpo, torso y piernas, tal y omo se detalla en la
Figura 2.2. De esta forma se onsigue una deteión más robusta y able.
Los modelos previamente entrenados perteneientes a los detetores por partes se loalizan
en un hero externo, del ual se extraen los arhivos neesarios para ada tipo de detetor.
Siendo así, podemos modiar el ontenido de estos modelos en funión de lo que se persiga
obtener en los resultados de la deteión.
Al igual que en la seión anterior, la deteión de personas se lleva a abo on la funión
PeopleLikelihoodOfBlobs, partiendo de la másara resultante de la extraión del fondo y los
blobs obtenidos durante el proesado de la imagen. Después se dibuja el retángulo de deteión
sobre la imagen analizada en el instante atual utilizando para ello la funión.
Nuevamente la deisión de deteión úniamente se toma a partir de la másara extraída,
de los blobs resultantes de ella y del modelo de persona previamente entrenado que no permite
variaión de su onguraión, salvo en el umbral de deteión. Es justamente por esto por lo
que los parámetros que se modian en este algoritmo son los mismos que se han seleionado
para Fusion (Para más detalle aera de ellos, reurrir a la seión 4.1.2.):
i) El umbral de deteión.
ii) La ventana de segmentaión.
iii) La sensibilidad al ruido.
iv) El aprendizaje de fondo.
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Sin embargo, a pesar de ompartir el proeso de segmentaión, en el aso del detetor Edge
se obtienen unos resultados más ables, ya que sobre los blobs extraídos iniialmente se realiza
búsqueda exhaustiva y el resultado es la ombinaión de los uatro modelos de partes del uerpo.
Extracción de los 
Píxeles de fondo 
Extracción de 
“Blobs” 
Ratio, Ghost, Ellipse 
Detectores basados en 
4 partes del cuerpo 
Edge 
Fusion 
Figura 3.2: Proesado de frames en los detetores Fusion y Edge.
3.1.2. HOG
Para la integraión de este algoritmo se ha utilizado el ódigo disponible en OpenCV.
HOG [1℄ utiliza un método de búsqueda exhaustiva. Por esta razón, los pasos que se siguen
en el proesador para la deteión de personas son más omplejos.
Para este detetor se dene una estrutura de tipo HOGDesriptor. Esta estrutura se rea
on unos parámetros por defeto estableidos por el autor durante la etapa de entrenamiento y
que son los siguientes:
Tamaño 64 × 128 de la ventana de deteión.
Tamaño de bloque 16 × 16 píxeles y tamaño del ell 8× 8 píxeles.
Número de bins. Tiene una preisión de úniamente 9 bins por ell. Es deir, para un ell
dado, sólo se busa la probabilidad de enontrar una persona en 9 puntos del mismo, tal
y omo se muestra en la Figura 3.3.
Parámetro gaussiano de la ventana de suavizado.
Umbral de normalizaión situado en 0.2.
Correión gamma preproesamiento.
Número máximo de aumentos de ventanas de deteión. Este número es 64.
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Los parámetros que, por el ontrario, se seleionan para su posible modiaión, son el
oeiente de aumento de la ventana de deteión, que dene el grado de detalle que se
permite entre esalas y el oeiente que regula el umbral de solapamiento. Este último
dene el grado de solapamiento permitido entre varias deteiones y elimina posibles deteiones
múltiples sobre un mismo objeto.
permite que, al realizar alguna deteión, pueda ubrir los objetos enontrados on varios
retángulos. Es deir, uanto mayor sea el valor de este oeiente, mayor será el solapamiento
permitido entre personas detetadas.
!"
(a) (b) (c)
Figura 3.3: Preisión de búsqueda dada por el número de bins. Ejemplos para (a) 5 bins, (b) 7
bins y () 9 bins, utilizado en HOG.
Para empezar la implementaión del algoritmo, en el onstrutor se estableen los oe-
ientes para el lasiador SVM lineal. Para ello, primero obtenemos los oeientes del
lasiador entrenado para la deteión de personas:
gpu :: HOGDesriptor :: getDefaultPeopleDetetor ()
Y después, sobre el resultado, apliamos la funión:
gpu :: HOGDesriptor :: setSVMDetetor (HOGDesriptor::getDefaultPeopleDetetor())
Así habremos obtenido los oeientes e iniializamos el lasiador SVM.
Después, para ada frame o imagen de entrada, realizaremos los siguientes pasos (Figura 3.4):
1. Se detetan los objetos presentes en la imagen on una ventana multi-esala. La funión
que nos permite esta deteión es:
gpu::HOGDesriptor::detetMultiSale(onst GpuMat & img, vetor<Ret>& found_loations,
double hit_threshold=0, Size win_stride=Size(), Size padding=Size(), double sale = 1.05,
int group_threshold =2)
Donde
img es la imagen que estemos proesando en ese momento.
found_loations es un vetor que ontendrá los objetos detetados.
hit_threshold es el umbral para la distania entre las araterístias y el plano de
lasiaión SVM.
win_stride será el tamaño del bloque de zanada, lo denimos en 8x8.
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padding es un parámetro que permite trabajar on bloques de dimensión mínima 8x8
píxeles, añadiendo 0 en aquellos bloques que no alanen este tamaño.
sale es el oeiente de aumento de la ventana de deteión. Como se ha menionado
antes, forma parte de uno de los parámetros ongurables en este trabajo.
group_threshold es el oeiente para regular el umbral de solapamiento entre dete-
iones. Se trata de otro de los parámetros seleionados para su posible modiaión.
2. Para ada objeto detetado se almaena su loalizaión en el vetor found_loations,
por lo tanto, para ada uno de ellos:
 Se almaenan las oordenadas del retángulo de deteión guardando el ontenido del
vetor found_loations en una estrutura de tipo Ret, la ual almaena las oordenadas
(x,y) de la esquina superior izquierda, el alto y el anho del retángulo.
 Comprobamos que no existen objetos repetidos en found_loations, es deir, no se ob-
tienen las mismas oordenadas para los retángulos.
 Una vez omprobado que este retángulo de deteión es únio, guardamos sus oorde-
nadas en un nuevo vetor denitivo found_ltered.
3. Una vez reado este nuevo vetor ltrado del anterior uyo ontenido son retángulos
de deteión únios, guardamos sus oordenadas en una variable de tipo Ret.
Sin embargo, es importante alarar que el detetor HOG rea retángulos ligeramente
más grandes que los objetos reales. Es por ello por lo que los reduimos en una pequeña
proporión, para obtener un resultado más agradable y ajustado.
4. El siguiente paso es dibujar el retángulo de deteión sobre la imagen analizada
en el instante atual.
La funión utilizada para este ometido es retangle. Para dibujarlo úniamente se neesita
la imagen a proesar, los dos vérties opuestos del retángulo extraídos de la estrutura
tipo Ret ya reada, el olor y el grosor del retángulo de deteión. Estos dos últimos
parámetros forman parte de los ongurables en este trabajo, para así failitar la visión
de la deteión uando el fondo de la imagen sea muy heterogéneo.
5. Por último, y para que los retángulos de deteión resultantes para un frame no perma-
nezan durante el análisis de los frames siguientes, reseteamos el vetor found_ltered
reado en el punto 2 y que ontiene los retángulos de deteión únios alulados para
ada frame.
En la Figura 3.4 apareen los pasos llevados a abo por el algoritmo de manera sintétia.
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Detección de Objetos 









Reset del Vector 
Nuevo frame 
Figura 3.4: Esquema de la implementaión del algoritmo HOG.
3.1.3. Latent SVM
Al igual que para HOG, este detetor se ha integrado a partir del ódigo proporionado por
las librerías de OpenCV.
El detetor Latent SVM [2℄, en su versión atual implementada, proesa las imágenes de tal
forma que no le permite funionar en tiempo real. No sólo es exhaustivo, omo ourre on HOG,
sino que también utiliza un modelo de persona más omplejo basado en partes.
Latent SVM se implementa de la siguiente manera:
En el onstrutor se arga el modelo de persona a partir del ual se van a realizar las
deteiones de las mismas. Para ello se rea una variable perteneiente a la lase CvLaten-
tSvmDetetor y sobre ella se ejeuta la funión vLoadLatentSvmDetetor,que argará el
detetor entrenado desde un arhivo.
Una vez estableido el modelo, el proesador se enarga de analizar ada uno de los frames
reibidos para detetar personas en ellos.
La forma de obtener las deteiones en Latent SVM es utilizando la funión vLaten-
tSvmDetetObjets. Esta funión enuentra regiones retangulares de la imagen on unos
niveles de onanza adeuados y que, por lo tanto, les haen suseptibles de ontener los
objetos busados, es deir, personas. Los parámetros que se neesitan para la loalizaión
de estas regiones son:
• La imagen que se está proesando en el instante atual.
• El detetor denido por el modelo de personas entrenado introduido en el ons-
trutor del algoritmo.
• Un almaenamiento en memoria de la seuenia resultante de retángulos de los
objetos detetados.
• Un umbral de deteión denido en 0.5 y ongurable. Cualquier objeto que,
después de ompararse on el detetor entrenado, supere este umbral, será detetado
omo persona.
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Por último, para ada elemento detetado se dibuja un retángulo de deteión on la
funión vRetangle del mismo modo en el que se ha utilizado para los tres algoritmos
anteriores.
Debido a la omplejidad y exhaustividad del proesado de imagen, los resultados de la
deteión de Latent SVM son muy buenos, pero omo ya se ha omentado previamente, el
preio a ambio de la preisión de este algoritmo es un alto oste omputaional.
20 CAPÍTULO 3. DISEÑO Y DESARROLLO
4 Demostradores
Una vez expliadas las pautas de desarrollo de ada uno de los algoritmos estudiados en
este trabajo y la enapsulaión de los mismos en la plataforma DiVA, sólo queda desarrollar la
apliaión de los detetores para onseguir la integraión ompleta.
Para llevar a abo este propósito se han reado demostradores en los que se pueda om-
probar el funionamiento de estos algoritmos de deteión de personas. En lugar de onstruir
demostradores que neesiten haer uso de funiones para iniializar o errar las onexiones on
los servidores y que permitan la onguraión de los parámetros por onsola, se ha deidido
rear demostradores más avanzados y funionales: interfaes gráas.
4.1. Funionalidad de la Interfaz Gráa
Para desarrollar la interfaz haremos uso del programa Qt Designer, que utiliza la bibliotea Qt
introduida en el apítulo 2. Es en elQt Designer en el que se diseña la aparienia de la apliaión,
inluyendo títulos, ionos, logos, botones, barras de herramientas y ventanas adiionales.
Para que este diseño onstruido en Qt Designer sea utilizado omo demostrador de los
algoritmos de deteión, se deben realizar varios ambios sobre el ódigo del programa. Se han
añadido nuevos arhivos en C++ para la funionalidad de ada ventana utilizada en la interfaz
gráa, además de los arhivos ui generados automátiamente por Qt Designer y que permiten
la interatividad de la interfaz on el ódigo programado del algoritmo. En este trabajo las
ventanas neesarias para los detetores son: la prinipal, la de onguraión de parámetros, la
de ámaras, la de ayuda y la de informaión.
Antes de expliar las interfaes gráas espeías para ada algoritmo, se van a desribir
los aspetos más araterístios del desarrollo de las dos ventanas más importantes:
La ventana prinipal. En ella se realizan las onexiones neesarias entre las funiones
del ódigo y los botones y las aiones disponibles en la barra de herramientas que se han
diseñado. De esta manera se permite obtener un resultado al pulsar ualquier elemento de
la interfaz.
Las funiones posibles, son, entre otras: la onexión a ámaras insertando su direión IP y
su puerto, iniializaión del algoritmo, muestra de resultados en la pantalla, detenenión,
aeso a las ventanas de propiedades, ayuda, informaión, et.
La ventana de propiedades. En esta ventana se onguran los parámetros modiables
de ada detetor. Para ello oneta todos los elementos de transformaión de datos numé-
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rios omo SpinBoxes, Srollbars, Sliders... on funiones que permiten la extraión y la
asignaión de nuevos valores a los parámetros seleionados.
En este trabajo, los algoritmos para los que se ha reado una interfaz gráa a modo de demos-
trador son HOG, Fusion y Edge.
Es importante destaar que no se ha onstruido un demostrador on estas araterístias para
Latent SVM debido al heho de que es un detetor enormemente lento e inapaz de trabajar en
un tiempo razonable (en el apítulo 5 se profundiza en esta uestión). Por lo tanto, para él se
han desarrollado úniamente los dos primeros niveles de integraión denidos al omienzo del
apítulo 3.
4.1.1. HOG
En esta seión se introdue la interfaz del detetor HOG, reada siguiendo los pasos omen-
tados. El resultado se puede ver en la Figura 4.1, donde se muestran las diferentes partes de la






Figura 4.1: Interfaz del detetor HOG. Signiado de 1-6 detallado en el texto.
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1. Iniio del algoritmo.
No omenzaremos a visualizar los resultados de la deteión hasta que no sea pulsado,
momento en el ual se onetará on la ámara seleionada y omenzará a proesar los
frames que reiba de ella.
2. Seleión de la ámara.
Estos botones permiten seleionar una direión IP y un puerto para la ámara a la que
queramos onetarnos. Además, se permite asignarle un nombre on el que se guarda o
inluso editar alguno de sus ampos en aso de que hiiese falta.
3. Conguraión de parámetros.
Permite aeder a otra ventana mostrada en la Figura 4.2 en la ual se pueden modiar
los parámetros del algoritmo que sean posibles o que se hayan permitido. La funionalidad
de esta ventana se detalla más adelante.
4. Detenión del algoritmo.
Al pulsar, se ierra la onexión on la ámara a la que estuviésemos onetados y dejamos de
reibir frames hasta que no se deida reiniiar la apliaión. Es posible realizar un ambio
de ámara durante esta detenión y reanudar proesando frames de una videoámara
distinta.
5. Etiqueta de la ámara seleionada.
Aporta informaión aera de la ámara a la que está onetado el algoritmo en ese mo-
mento. Este nombre es el que haya asignado el usuario en la onexión iniial a ella.
6. Display.
Pantalla en la que se muestran los frames proesados por el detetor HOG.
La interfaz de HOG es bastante senilla por el heho de que sólo neesita mostrar la ventana
de deteión nal. Sin embargo, omo se verá en la próxima seión, los algoritmos Fusion y
Edge realizan diferentes etapas de proeso, por lo que para ellos es posible la visualizaión de
resultados intermedios.
Tal y omo se detalla en la seión 3.1.2, muhos de los parámetros de HOG que nos ofre-
erían resultados interesantes al ambiar sus valores no permiten su modiaión por el heho
de que se denen automátiamente al rear la estrutura HOGDesriptor de OpenCV on la
que se proesan los frames en el ódigo. Ejemplos de estos parámetros son el número de bins
(Figura 3.3), el tamaño de la ventana de deteión, el umbral de deteión, et.
Sin embargo, en la Figura 4.2 se muestran los parámetros on posibilidad de modiaión del
algoritmo HOG on sus valores iniializados por defeto. Dos de ellos, Sale yGroup_Threshold ,
se relaionan diretamente on la forma en la que se detetan las personas. Sale es el oeiente
de aumento de la ventana de deteión, que dará lugar a una búsqueda más renada uanto
menor sea su valor (pero siempre por enima de 1, ya que de lo ontrario no aumentaríamos el
tamaño de la misma) y Group_Threshold es el oeiente para regular el umbral de solapamiento
entre múltiples deteiones. Éste último permitirá un mayor solape de retángulos de deteión
uanto mayor sea su valor, eliminando ualquier solapamiento posible si su valor es 0. Por otro
lado se han añadido dos parámetros que tienen que ver on la visualizaión de los resultados:
Thikness y RGB, los uales denen el grosor y las omponentes de olor rojo, verde y azul
(0255) para el retángulo de deteión, permitiendo una mayor omodidad de su visión en aso
de tratar on esenarios que amuen los resultados.
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Figura 4.2: Ventana de onguraión de parámetros de HOG.
En el momento en el que se pulsa el botón `OK', se aplian todos los ambios produidos en los
valores de los parámetros a las variables orrespondientes dentro del proesador del algoritmo. De
igual manera, la próxima vez que se reurra a esta ventana, los datos numérios que apareerán
serán los perteneientes a los parámetros en ese justo instante.
4.1.2. Fusion y Edge
Como se ha expliado en el apítulo 3, el proesado de frames que realizan Fusion y Edge es
muy pareido, ya que ambos siguen el esquema mostrado en la Figura 2.1.
La únia diferenia a nivel de programaión entre ellos está en los modelos a partir de los
uales extraen las evidenias para la lasiaión persona/no persona. Por lo tanto la fun-
ionalidad de la interfaz de ambos será idéntia, on inluso los mismos parámetros de
onguraión, ya que estos úniamente inuyen en la segmentaión, etapa omún en los dos
detetores. Es por ello por lo que en esta seión se mostrarán los detalles de la interfaz gráa
de uno solo de ellos (Edge), suponiendo una equivalente para Fusion.
La ventana prinipal de esta interfaz, que se muestra en la Figura 4.3, es más ompleja que
la que se ha desrito para HOG en la seión anterior. En esta apliaión y según la gura, se
han diseñado 3 partes distintas y neesarias:
1. Aiones de ontrol de la apliaión.
En esta parte se enuentran las siguientes opiones: iniio del algoritmo, detenión de su
ejeuión, seleión de ámara a partir de la ual reibir frames a proesar y ongura-
ión de los parámetros, uya funionalidad se detalla más adelante y se muestra en la
Figura 4.4. Todas estas aiones son omunes a las desritas para la interfaz de HOG, ya
que son básias para la reaión de ualquier demostrador de algoritmos. Además también
están disponibles en la barra de herramientas junto on opiones de ayuda e informaión.
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2. Seleión de visualizaión de resultados.
Se han diseñado uatro hekboxes que, en aso de ser seleionados, permiten mostrar las
ventanas de resultados orrespondientes a:
• Input. Muestra ada frame reibido diretamente de la ámara seleionada, sin pro-
esar.
• Output. Presenta el frame proesado por el algoritmo, detetando las personas presen-
tes en la esena on retángulos de deteión. Es, por tanto, la ventana de resultados
nal.
• Bakground Extrator. Segmentaión del fondo. Muestra una imagen binaria en la
que se han extraído los píxeles del fondo y sólo destaan los píxeles orrespondientes
al frente.
• Blob Traking. Enseña los blobs extraídos a partir de la segmentaión de fondo y su




Figura 4.3: Interfaz válida para los detetores Edge y Fusion. Signiado de 1-3 detallado en el
texto.
3. Display múltiple.
Muestra todas las ventanas de resultados seleionadas por los hekboxes expliados en
el punto anterior.
Esta relaión se onsigue reando funiones de onexión on el algoritmo. Cada vez que el
estado de un hekbox ambie, se ejeuta una funión que añade o elimina del display la
opión de visualizaión de resultados seleionada.
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Además se inluyen etiquetas bajo ada una de las ventanas para failitar la informaión
de lo que se está visualizando y que se orresponden on el nombre de ada hekbox. Este
etiquetado es útil porque en funión del orden en el que seleionemos las ventanas, los
resultados se oloarán en el display de una forma u otra.
En uanto a la ventana de onguraión (Figura 4.4) de estos algoritmos de deteión, los
únios parámetros que tiene sentido modiar son los relaionados on la forma en la que se
realiza la segmentaión de frente/fondo. Esto es así porque, tal y omo se ha desrito en el apí-
tulo 3 al expliar su funionamiento interno y queda reejado en la Figura 2.1, ambos detetores
lasian personas en funión de los blobs extraídos de la segmentaión. Es deir, úniamente
se analizan las guras onsideradas omo frente en la esena. Por lo tanto, los parámetros que
ajustan la extraión del fondo son los que denirán la alidad de la deteión: uanto mejor sea
la segmentaión, mejores serán los resultados obtenidos.
Figura 4.4: Ventana de onguraión de parámetros válida para los detetores Edge y Fusion.
Estos parámetros son:
Umbral de deteión, N. Fija un valor de probabilidad o onanza a partir del ual,
todo blob que obtenga un resultado mayor en el proeso de lasiaión, será detetado
omo persona.
Ventana de segmentaión,Window_Q. Dimensión de la ventana (Window_Q×Window_Q)
que realiza la segmentaión sobre ada píxel omparándolo on los de su alrededor.
En onseuenia, uanto mayor sea este parámetro, mayor será el número de píxeles que
abarará la ventana de segmentaión, es deir, para lasiar un píxel omo frente hae
uso de la informaión de un mayor número de píxeles veinos, dando omo resultado una
segmentaión más gruesa y vieversa. Un ejemplo de lo que oasiona la variaión de este
parámetro se enuentra en la Figura 4.5.
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Sensibilidad al ruido, Varnoise. Su valor dene la varianza del ruido de fondo. En la
Figura 4.5 también se muestra de una forma alaratoria las onseuenias de la modiaión
de este parámetro.
Cuanto mayor sea su valor, mayor será el aislamiento frente al ruido en el proeso de
segmentaión, es deir, será más robusto a él. Sin embargo, si el valor es muy grande, esta
opión puede tener onseuenias no deseadas omo puede ser la pérdida de informaión
de algunas partes del uerpo, resultando en una deteión por partes en lugar de una
deteión de la persona entera. Por otro lado, si Varnoise disminuye más de lo debido,
el algoritmo de segmentaión será muy sensible al ruido y lo inluirá omo frente en el
resultado, obteniendo una deteión menos ajustada al ontorno de los uerpos o inluso
falsas deteiones.
Aprendizaje del fondo, Alpha. Coeiente que desribe la apaidad que tiene el seg-
mentador para atualizar el estado del fondo y así failitar la separaión del frente. Si el
algoritmo se iniializa on la presenia únia del fondo, el valor de este parámetro pue-
de ser mínimo, ya que no neesita atualizar la informaión del mismo para segmentar
orretamente a toda persona que se rue en la esena. Sin embargo, si la iniializaión
no fuese orreta, los problemas que apareerían en la segmentaión se podrían soluionar
aumentando el valor del aprendizaje del fondo.
Por último y para mejorar la visualizaión de los resultados en aso de ser neesario, se
añaden los parámetros de grosor y omponentes de olor del retángulo de deteión, tal y omo
se hizo on la ventana de parámetros del algoritmo HOG en la seión anterior.
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Sensibilidad al ruido 
Ventana de segmentación 
(c) (d) 
Figura 4.5: Resultados de la variaión de la sensibilidad al ruido y de la dimensión de la ven-
tana de segmentaión para Edge y Fusion. Ejemplos para (a) Varnoise=25, (b)Varnoise=3,
()Window_Q=1 y (d)Window_Q=7.
5 Análisis de Resultados
5.1. Caraterístias de Evaluaión
En este apítulo no se evalúan los resultados de la deteión de los algoritmos estudiados,
debido a que diha evaluaión se remite a los resultados de los propietarios.
El objetivo en este trabajo es failitar la ejeuión de dihos algoritmos en tiempo real,
permitiendo al usuario evaluar fáilmente el resultado visual sobre ualquier esenario. Por ese
motivo nos entraremos en evaluar el rendimiento o oste omputaional de los detetores de
personas desarrollados: Fusion [6℄, Edge [7℄, HOG [1℄ y Latent SVM [2℄.
Todos los algoritmos han sido implementados utilizando el lenguaje C++, las librerías de
OpenCV [8℄ y la plataforma DiVA [9℄.
Los resultados del rendimiento han sido obtenidos utilizando:
Un equipo Windows 8.1, Proesador Intel(R) Core(TM) i5-3330, CPU 3.00GHz, Memoria
RAM 8.00 GB y Sistema operativo de 64 bits.
Un onjunto de vídeos extraído del dataset PDds [36℄, ompuesto por varias seuenias
de vídeo de diferente omplejidad.
En partiular se han extraído 18 seuenias de un dataset públio relaionado on el
propósito de lasiar personas u objetos. Estas seuenias utilizan algunas partes de las
seuenias perteneientes al dataset CVSG (Chroma Video Segmentation Ground-Truth)
[37℄, entrado en la evaluaión de másaras de segmentaión basadas en movimiento.
A pesar de ello, este dataset se ha modiado para ser útil en la evaluaión los algoritmos
de deteión de personas on los que se ha trabajado. En la Figura 5.1 se muestran algu-
nos ejemplos de varias seuenias inluyendo blobs de deteión. Cada objeto o persona
presente en la esena ha sido etiquetado en frames separados, lo ual permite obtener la
deteión de personas de forma automátia para ada seuenia. Además, la variaión de
omplejidad en el dataset permite observar los resultados ante fatores rítios que afetan
al omportamiento de los algoritmos de deteión.
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Figura 5.1: Ejemplos de seuenias del dataset PDds. Cada seuenia muestra tres frames alea-
torios.
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5.2. Comparativa entre Detetores
En esta seión se analizan los resultados obtenidos en términos del oste omputaional de
los algoritmos Edge, Fusion, HOG y Latent SVM.
Para ello se han ejeutado los uatro detetores para los 18 vídeos seleionados del dataset y
uyo tamaño de frame es de 352×288 píxeles. Teniendo en uenta el número de frames ontenidos
en ada uno de ellos, se han extraído los resultados presentes en la Tabla 5.1.
Latent SVM HOG Fusion Edge
t (seg.)/frame 1,7795 0,0641 0,0135 0,0064
t (seg.)/25 frames 44,4800 1,6025 0,3375 0,1600
n◦ frames/seg. (fps) 0,5610 15,6000 74,0740 156,2500
Tabla 5.1: Tiempos de deteión y número de frames proesados. Tiempo medio en segundos
dediado por ada detetor al proesado de 1 o 25 frames y fps.
Estos valores son el promedio del tiempo que ada uno de los algoritmos tarda en proesar
ada frame, lasiando los objetos ontenidos en la esena omo persona o no persona.
A la vista de los resultados podemos evaluar la eaia de estos detetores para su funio-
namiento en tiempo real. Teniendo en uenta que para que el sistema visual humano periba un
movimiento de forma uida y no una mera suesión de imágenes neesita que las seuenias de
vídeo reproduzan 25 frames por segundo, se onluye, a la vista de los datos de la Tabla 5.1,
que el algoritmo Latent SVM no es apaz de funionar umpliendo on las exigenias
del tiempo real, ya que neesita asi 2 segundos para proesar ada uno de los frames.
HOG, por su parte, dedia menos tiempo al proesamiento pero no llega a funionar
estritamente en tiempo real. Este detetor tiene una freuenia próxima a 15 fps, es deir,
puede tratar 15 o 16 frames por segundo, lo que se tradue en una baja eaia uando se trabaja
on seuenias de vídeo de 25 frames por segundo. Esto ourre por el método de búsqueda
exhaustiva que lleva a abo HOG antes de la lasiaión, el ual, al igual que ourre on Latent
SVM, aumenta sustanialmente el tiempo de proesado. La evaluaión del oste individual de
ambas etapas, búsqueda exhaustiva y lasiaión, no es posible.
Por último, los algoritmos para la deteión de personas Fusion y Edge tienen un tiempo
de proesamiento por frame tan bajo que no dejan duda de su apaidad para funionar
en tiempo real. De heho, de auerdo on los resultados obtenidos en la Tabla 5.1, en un solo
segundo el detetor Fusion podría llegar a tratar 74 frames, mientras que Edge inluso alanzaría
los 156 frames. Este heho es debido a la diferenia de etapas que siguen estos algoritmos
frente a HOG y Latent SVM. En lugar de utilizar una búsqueda exhaustiva, Fusion y Edge
realizan una segmentaión seguida de la lasiaión de los objetos segmentados en la primera
etapa. Esto agiliza el proeso de deteión permitiendo estos resultados tan apropiados para el
funionamiento en tiempo real.
Al ontrario de lo que ourre on Latent SVM y HOG, es posible evaluar el rendimiento
de las diferentes etapas en las que se dividen la segmentaión y la lasiaión presentes en
los detetores Fusion y Edge. El onjunto de todas ellas ompone el proesado total de los
mismos. Los resultados de esta evaluaión se muestran en la Tabla 5.2 omo porentaje de
tiempo dediado a ada una de ellas. El tiempo de proesado total se divide en las siguientes
tareas:
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Bakground. Extraión de los píxeles de frente.
Extration. Extraión de los blobs en ada imagen de frente.
Traking. Seguimiento de los blobs.
People. Clasiaión persona/no persona para ada blob.
Others. Cualquier proeso interno adiional o transiión entre los anteriores.
Algoritmo Bakground Extration Traking People Others
Fusión 25,10% 4,97% 1,36% 67.80% 0,74%
Edge 60,39% 10,79% 4,49% 22.89% 1,42%
Tabla 5.2: Distribuión del Tiempo de Proesado. Porentaje de tiempo dediado a ada etapa
en %.
El algoritmo Fusion dedia la mayor parte del tiempo de proesado de ada frame a la
lasiaión de personas realizada sobre ada blob. Esto es así por la ombinaión de evidenias
que toma este detetor antes de tomar la deisión nal, las uales provienen de la relaión de
aspeto del blob, del algoritmo de Ellipse [16℄ y Ghost [12℄, tal y omo se explia en la seión
2.3.1.1.
Por otro lado, el detetor Edge iniializa los modelos por partes del torso, abeza, piernas y
uerpo y, una vez heho esto, la deteión de las personas a partir de la extraión del fondo es
asi automátia. Esta es la razón por la que, aunque este algoritmo neesite más tiempo para su
arranque, una vez iniiada su ejeuión apenas onsuma tiempo para la lasiaión persona/no
persona, disminuyendo por tanto el tiempo de deteión onseguido en el algoritmo Fusion.
Los porentajes de la Tabla 5.2 dan informaión de la distribuión del tiempo de proesado
de frames para Fusion y Edge. Sin embargo, se debe tener en uenta que Edge onsume menos
tiempo que Fusion en el proesamiento de un ada frame. Por lo tanto, aunque algunos datos
omo el porentaje de la extraión de los píxeles de frente o la extraión de blobs sea mayor en
el detetor Edge, la realidad es que ambos gastan aproximadamente el mismo tiempo en todas
las tareas menos en una: la lasiaión de personas. Ésta es, por tanto, la prinipal ausa de
que Fusion sea un algoritmo más lento que Edge.
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6 Conlusiones y Trabajo futuro
6.1. Conlusiones
Este trabajo tenía omo propósito la adaptaión y la enapsulaión de varios algoritmos
de detetores de personas en una plataforma que permitiese ejeutarlos sobre videoámaras que
transmiten en tiempo real, ampliando así su funionalidad. Esta plataforma en uestión es DiVA.
Para umplir on este objetivo se ha realizado un estudio del estado del arte de los detetores
on los que se ha trabajado: Latent SVM, HOG, Fusion y Edge. En este estudio se han aprendido,
a partir de los artíulos de referenia, los aspetos más importantes en el proesado de ada uno
de ellos, inluyendo sus ventajas y también sus limitaiones.
Por un lado, HOG y Latent SVM seleionan las regiones de la imagen andidatas a ser
detetadas omo personas esaneando la imagen ompleta a varias esalas y rotaiones, es de-
ir, realizando una búsqueda exhaustiva. Los modelos de persona que utilizan son omplejos y
permiten altas tasas de deteión, pero el oste omputaional es demasiado alto para permitir
que funionen en tiempo real.
Todo lo ontrario ourre on los sistemas de Fusion y Edge. Éstos realizan el proesado de
las imágenes mediante ténias de segmentaión, en onreto la sustraión de fondo. Emplean
modelos más simpliados y reduen su oste omputaional, razón por la ual funionan en
tiempo real.
El rendimiento de estos detetores ha sido evaluado durante el desarrollo de este trabajo,
onsiguiendo evidenias que prueban las araterístias extraídas de las referenias para ada
algoritmo de deteión. En onreto, se aportan datos que verian el funionamiento en tiempo
real de los detetores Fusion y Edge, la aproximaión a este funionamiento por parte de HOG
y la imposibilidad ofreida por Latent SVM.
Para la integraión de estos algoritmos de deteión se ha implementado una nueva lase
C++ apaz de funionar en la plataforma DiVA, para lo ual ha sido neesario profundizar en el
onoimiento del proesado de frames llevado a abo por ada uno de ellos. De manera resumida:
Latent SVM parte de un detetor de persona entrenado y, basándose de él, busa regiones
en las imágenes on un nivel de onanza lo suientemente alto omo para detetar que
se enuentra una persona.
HOG dene una estrutura on un tamaño determinado de la ventana de deteión, un
tamaño del ell y del bloque, un número de bins jado en 9, un umbral de deteión
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y un número máximo de ventanas de deteión. Después establee oeientes para un
lasiador SVM lineal y utiliza una ventana multi-esala para detetar objetos.
Fusion y Edge omparten prátiamente todo el desarrollo del proesado: Primero ex-
traen los píxeles de fondo de la imagen y extraen los blobs de las imágenes de frente
resultantes, siendo apaes de realizar un seguimiento sobre ellos on el ltro de Kalman.
El únio paso en el que se diferenian es en la toma de evidenias para lasiar ada blob
omo persona/no persona:
• Fusion ombina los detetores Ellipse, Ghost y una relaión de aspeto del blob.
• Edge iniializa algoritmos de deteión de uatro partes del uerpo independientes
(piernas, abeza, torso y uerpo) y los toma omo referenia.
Para ambos algoritmos, la deteión de personas depende por ompleto de la segmenta-
ión realizada, ya que úniamente se analizan los blobs obtenidos a partir de la másara
alulada.
Una vez implementados los algoritmos y onseguido el objetivo de que funionen tanto sobre
vídeo omo sobre imágenes tomadas por ámaras que transmiten en direto, se ha reado y
desarrollado una interfaz gráa a modo de demostrador para ada uno de los algoritmos Edge,
Fusion y HOG, desartando Latent SVM por su insuienia omputaional. Esta interfaz de ha
desarrollado on Qt Designer, programa que utiliza la bibliotea Qt y que permite el diseño de la
apliaión. Graias a ella se onsigue la interaión usuario-algoritmo y una mejor visualizaión
de los resultados del mismo. Además, permite modiar parámetros durante la ejeuión de los
algoritmos para ajustar la deteión de personas en funión de la esala, el umbral, la sensibilidad
al ruido, la ventana de deteión, et.
A pesar de que el rendimiento de todos los algoritmos depende de la tasa de aiertos o el nivel
de onanza para la deteión, los detetores Edge y Fusion sólo lasian objetos (persona/no
persona) detetados en etapas previas. En onseuenia, la preisión del sistema estará limitada
por los pasos anteriores.
Sin embargo, para HOG y Latent SVM esta limitaión depende del esaneado de la imagen.
No funiona en tiempo real pero justamente debido a su búsqueda exhaustiva se trata de un
algoritmo robusto y on muy buenos resultados.
Parte de este trabajo ha sido presentado en el workshop Strategies for Objet Segmentation,
Detetion and Traking in Complex Environments for Event Detetion in Video Surveillane and
Monitoring, 23-05-2014, y forma parte del proyeto TEC2011-25995 EventVideo (2012-2014).
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6.2. Trabajo futuro
Partiendo del trabajo realizado y expuesto en este doumento, es evidente la neesidad que
existe de seguir trabajando en algoritmos útiles en apliaiones de vídeo-vigilania.
El detetor Edge es bastante eiente y trabaja muy bien en tiempo real; de heho es el más
rápido de los que se han estudiado en este trabajo. Sin embargo, sigue presentando una serie
de limitaiones respeto a la segmentaión de la que depende que pueden mejorarse on trabajo
futuro.
Se propone el estudio, por tanto, de ténias de modelado de fondo multimodal, disminuión
del ruido y deteión de sombras para renar la extraión de fondo, pilar básio para el fun-
ionamiento de los algoritmos que funionan en tiempo real. De heho, una mejora signiativa
sería sustituir el segmentador que se ha utilizado en este trabajo por otro que diese mejores
resultados, o inluso trabajar en onseguir un ajuste automátio de los parámetros del mismo,
opión que, sin ninguna duda, failitaría la segmentaión.
Además, es posible añadir otros detetores de personas al desarrollo de este trabajo, opión
que ha sido desartada por limitaiones de tiempo.
Como mejora también se plantea optimizar algoritmos que no funionan en tiempo real,
para lo ual se sugiere reduir el espaio de búsqueda espaial en los algoritmos de búsqueda
exhaustiva o limitar automátiamente el rango de esalas a analizar.
Aunque en este trabajo no se ha analizado el rendimiento de los algoritmos en términos de
preisión y reall, graias a su integraión en un maro omún (DiVA), omo trabajo futuro se
podría generar un formato omún de resultados de salida y su evaluaión on ground truth.
Otras propuestas importantes son el estudio de algoritmos de seguimiento o traking, que
son más robustos a olusiones y permiten seguir múltiples objetivos. Aunque en este trabajo
no se ha heho uso de informaión de movimiento, añadirla a los detetores de personas sería
probablemente una gran mejora que añadiría robustez a la deteión.
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