In this work, we prove a third and fourth convergence order result for a family of iterative methods for solving nonlinear systems in Banach spaces. We analyze the semilocal convergence by using recurrence relations, giving the existence and uniqueness theorem that establishes the R-order of the method and the priori error bounds. Finally, we apply the methods to two examples in order to illustrate the presented theory.
Introduction
Let us consider the problem of finding a zero of a nonlinear function solution of the problem. The best known iterative method is the classical Newton's method, [1] , whose semilocal convergence using recurrence relations was obtained by Kantorovich in [2] .
The study of semilocal convergence for an iterative method in Banach spaces is very interesting because just by imposing conditions on the starting point x 0 , instead of on the solution, important results can be obtained, such as, existence and uniqueness of the solution, convergence order, a priori error bounds and convergence domains. These results can be applied to the solution of some practical problems described by differential equations, partial differential equations and integral equations.
In [3, 4] , Marquina et al., using recurrence relations, obtain semilocal convergence results for third order methods such as Chebyshev and Halley's methods.
This technique has been studied in-depth by Hernandez et al., [5, 6] for establishing the semilocal convergence results simplifying the construction of the recurrence relations needed. Some variants in this procedure are proposed in [7, 8] . Recently, semilocal convergence has been used to establish the R-order of higher order methods, [9] [10] [11] [12] [13] [14] [15] . Moreover, this technique is used for finding the domain of convergence under weaker assumptions [16] [17] [18] [19] .
In [20] , the authors introduced a family of third and fourth order methods for nonlinear systems giving local convergence results. This family becomes very interesting in terms of efficiency, as it can be seen in the paper, because it only uses the first Fréchet-derivative. For this reason we would like to study it further.
Our aim in this paper is to establish the semilocal convergence for this family of iterative methods in Banach spaces and to derive the error estimations by constructing a system of recurrence relations.
In Section 2, we give some preliminary results and define the auxiliary functions. In Section 3, we construct the recurrence relations in order to establish the semilocal convergence, what is done in Section 4. Section 5 shows the application of the theoretical results to a pair of nonlinear systems of different size and Section 6 depicts results of global convergence in an example system.
Preliminary results
Let X, Y be Banach spaces and F : ⊆ X → Y be a nonlinear twice Fréchet differentiable operator in an open convex domain 0 ⊆ . From now on we will consider the iterative method given in [20] , for solving the system F (x) = 0 defined by y n = x n − a n F (x n )
(1)
where a ∈ R and n = F (x n ) −1 .
Let us define β 0 = 0 , η 0 = 0 F (x 0 ) , a 0 = Mβ 0 η 0 and b 0 = Kβ 0 η 2 0 . Observe that, using (1) one has
In the following lemma we give an expression and a bound of the remainder of the Taylor expansion of the operator F which will be used in subsequent proofs.
Lemma 1 If F has continuous derivatives up to order
where the remainder can be expressed as
The well known Banach's lemma, [21] , will be used to guarantee the existence and boundedness of the inverse of a matrix.
Lemma 2 (Banach's Lemma):
Let A ∈ L(X, X) and A < 1 then I − A is an invertible matrix and (I − A) − 
We want to apply this result to I − 0 F (x 1 ), in order to prove the existence of the inverse matrix of 0 F (x 1 ) and then, the inverse of F (x 1 ). Thus, the following condition must be satisfied:
We need a bound for x 1 − x 0 . Using the triangular inequality, (3) and (2), we can write
Consider the Taylor expansion
where R y 0 ,1 (z 0 − y 0 ) is the remainder of the first degree expansion. Using (2), we substitute
Then, using (6) and Lemma 1 we get
Using (1), we have
, so that, the Taylor expansion
can be written as
and thus
. Taking norms and using Lemma 1 and (8), we get
From (1) and (12) 
and using (4), Lemma 1 and (8) one has
where
From (8), (11) and (14), we get
where we use the notation
Substituting (15) and (13) in (10), one has
where, by definition,
Turning to (9) , in order to apply Banach's lemma we need
As we will see in Lemma 3, g a (t) is increasing, so the polynomial p(t) = tg a (t) − 1 is unbounded and verifies p(0) < 0, so that it has a positive root. 
.
Details on the choice of a 0 are presented below.
Resuming the process, the Taylor expansion of F (x 1 ) around z 0 can be written as
Using (2) and (3), we have
and then,
Taking norms and using (6) and (7), we can write
From (2) and (13) we have
and from (3), (4) and (15),
Substituting (21) and (22) in (20) and using (18), we get
Recurrence relations
In this section we define the recurrence relations and give some technical lemmas that allow to establish the convergence properties of the iterative method. Let us consider the following sequences:
for n = 0, 1, . . .
Lemma 3
Let g a , f a and ϕ a be the functions defined by (17) , (19) and (23) 
u) is increasing as a function of t, so is it as a function of
The sequences a n , b n and η n are decreasing and g a (a n )a n < 1 as well as f a (a n ) 2 ϕ a (a n , b n ) < 1, ∀n ≥ 0.
Proof (i,ii) are trivially deduced from the definition of the functions. (iii) By hypothesis
For the sequence η n we have
and, by an induction procedure and using that f a and ϕ a are increasing, the Lemma holds.
Lemma 4
Let p a and ϕ a be the functions defined by (16) and (23), respectively.
Proof The result is easy to obtain by taking into account the definition of these functions.
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Lemma 5 Under the hypothesis of Lemma 3, defining
n η 0 and
Let us suppose that the relations hold for k < n. Then, by using Lemma 3 and taking into account that f a is increasing, we have the result for n.
If a = 1, we have a n = a n−1 f a (a n−1 ) 2 ϕ a (a n−1 , b n−1 )
ϕ a (a n−2 , b n−2 ) = γ 3 n−1 a n−1 .
So, it can be established that: a n ≤ γ 3 n−1 a n−1 ≤ . . .
But, for a = 1, the result is a n = a n−1 f 1 (a n−1 )
and then, a n ≤ γ 4 n−1 a n−1 ≤ . . .
A similar reasoning gives the result for b n . We will prove the next items for a = 1. For a = 1 the analysis is analogous.
(iv) As a direct consequence of iii) we have
and, by definition of η n , we get
and then
As a consequence of the last item of the previous lemma, considering that and γ are less than 1, we get a convergent series verifying:
. In what follows we will consider the ball B(x 0 , Rη 0 ) in order to establish the semilocal convergence of the family of iterative methods (3). (4-7) , the following statements are true for all n ≥ 0 (I) There exists n and n ≤ f a (a n−1 ) n−1
Lemma 6 Under the hypothesis of Lemma 3 and the conditions
Proof Items (I)-(IV) can be easily obtained by the previously described development and an inductive procedure. We now prove item (V) in the following way:
In a similar way, if |a| ≤ 1, by construction of g a we have g a (a 0 ) > 1 ≥ |a|, and so
For the sequence z n , using the reasoning given in (13), we have:
In the last inequality we have used 1 + a 2 2 a n ≤ 1 + Finally, from the definition of R, and γ it can be obtained that:
where we have used ϕ a (a 0 , b 0 ) < 1 from the hypothesis of Lemma 2 and the definition of f a and g a .
Semilocal convergence
At this point, we are going to establish the domain of the existence and uniqueness of the solution, by using the previously obtained results. (17) , (19) and (23) Moreover, an a priori error estimation can be given, for a = 1:
and, for a = 1:
Proof The iterative process is well defined as we have established in the previous Lemmas. Now we prove that x n is a Cauchy sequence. By using that g a is increasing and that a k ≤ a n ∀k ≤ n, one has g a (a k ) ≤ g a (a n ). By applying Lemma 3(iv) we have
so that, {x n } is a Cauchy sequence, and then it has a limit x * . By taking m → ∞ we obtain an a priori error estimation:
Taking n = 0 in (28) and m → ∞, we have
Then, x * ∈ B(x 0 , Rη 0 ). Moreover, x * is a solution of F (x) = 0, since
F (x n ) is bounded and, using Lemma 5 (iv), one has n F (x n ) → 0, so we can establish that F (x n ) ≤ F (x n ) n F (x n ) → 0 and, by the continuity of F , we get F (x * ) = 0. Now, we prove the uniqueness. Let us suppose that y * ∈ B(x 0 , 2/Mβ −Rη 0 )∩ 0 is another solution of F (x) = 0. Then,
Using the following estimation
we can apply Banach's Lemma, (2) and then, the operator
has an inverse and, consequently, y * = x * .
Note
Here we study the conditions of applicability of the methods, needed for applying Banach's lemma in (9) 
Using this relation, we can determine bounds for a 0 and b 0 depending on the parameter a, such that γ < 1. For example, taking a 0 < A 0 = 0.95 min( Figure 1 shows the values of γ obtained from the bounds a 0 and b 0 corresponding to values −3 ≤ a ≤ 4.
Application example
In this section we present some numerical data to illustrate the theoretical results, by obtaining the terms of the recurrence relations of our methods, denoted by NM, for different values of the parameter a.
We also obtain the value of the convergence and uniqueness radii and compare them with those of the following recently published methods.
The first one, presented in [11] , with R-order at least 4, will be denoted by M 4 ; The second one, studied in [13] , with R-order at least 5, will be denoted by M 5 :
The above mentioned methods are compared by applying them to the following examples:
Example 1 (See [13] )
Consider the equation F (x) = 0 given by: 3] . It easy to obtain for x 0 = 2 the following bounds: β 0 = 0.1, η 0 = 0.1, M = 18 and K = 6. Consequently, we obtain the convergence and uniqueness radii given in Table 6 . The behavior of the different methods is similar, but our family does not use the second derivative in its iterative expression.
Example 2 (See [11])
Let X = C[0, 1] be the space of continuous functions on [0, 1] with the ∞-norm,
Considering the nonlinear integral equation F(x) = 0 where
where s ∈ [0, 1] and x ∈ = B(0, 2) ⊂ X. The derivatives of F are
and
The second derivative F satisfies
and the Lipschitz condition
Starting from an initial estimation x 0 (t) = 1 of the solution, we have
it follows by the Banach lemma that 0 exists and
The terms of the recurrence relations of the method for different values of the parameter a are shown in Tables 1, 2 and 3. The convergence speed is almost the same for a = 0, 0.5, but is notably faster in the case a = 1. Although the values of the radii are quite similar, the best results are obtained by the fourth order method introduced in our work for a = 1.
Computational efficiency
In order to compare different methods, we use the efficiency and operational indexes, I and C respectively [1] . That is, I = p 1/d , where p is the order of convergence and d is the total number of new functional evaluations (per iteration) required by the method. Also, C = p 1/op , where op is the number of operations per iteration. We recall that the number of products and quotients that we need for solving m linear systems with the same matrix of coefficient, by using LU factorization, is
where n is the size of each system. We do not compute the efficiency of the fifth order method described in (30) because the use of second derivatives in the last two steps makes it inefficient. However we compare our methods with Newton's method, N, and a classical method of fourth order for nonlinear systems, Jarratt's method, [22] , that we denote by JM and whose iterative expression is:
Notice that both the efficiency and operational indexes of Jarrat's method coincide with the ones of Newton's method, since Jarrat's method doubles both the order and the number of functional evaluations and linear systems of Newton's method. Tables 4 and 5 show the efficiency and operational indexes for different sizes of the nonlinear system. Notice that, in terms of I , NM 4 is the most efficient , and for n ≥ 2, the method NM 3 is also more efficient than Newton's and Jarrat's method. Similar behavior can be observed in terms of C for bigger values of n, so this family of methods is very competitive. Finally, we discretize the integral equation given in Example 2 in order to have a large finite dimensional problem. For this purpose we use the Simpson quadrature formula, with n subintervals so h = 1/n, nodes t i = ih with i = 0, . . . , n; and weights p = h/3(1, 4, 2, . . . , 2, 4, 1) ∈ R n+1 . By denoting x(t i ) = x i , we have the nonlinear system of equations:
p j cos(x j ) = 0; i = 0, . . . , n. Table 6 shows the results for different methods, with n = 100, using variable precision arithmetics that uses floating point representation of 100 decimal digits of mantissa in MATLAB 2010. We calculate the number of iterations, the estimated order of convergence p [23] , for the stopping criterion x k+1 − x k ≤ 10 −10 , the value F (x (k) ) at this iteration and the average time in seconds, t, for 20 runs of the methods. As it can be observed, the new methods always reach similar or better results than the classical ones. 
Global convergence
In this section we study the dynamics of the proposed iterative method NM 3 with a = 0.5 when applied to the solution of a system of quadratic equations, representing the intersection of two conics in R 2 and compare it with the dynamics of Newton's method. The behavior of the method for other values of parameter a is quite similar. Let us first recall some dynamical concepts. Consider a Fréchet differentiable function G : R n −→ R n .
For x ∈ R n , we define the orbit of X as the set presents three simple real roots that are superattractive fixed points for the method NM 3 . We show that the method is generally convergent and depict the attraction basins.
For the comparisons, we have run the methods with tolerance 10 −12 , performing a maximum of 50 iterations. The starting points form a uniform grid of size 600×600 in a rectangle of the real plane. The attraction basins have been colored according to the corresponding fixed point. Figures 2 and 3 show the attraction basins of Newton's method and our method, respectively. The basins of our method are slightly more complex than that of Newton's method, but the convergence regions cover almost all the plane. Figures 4 and 5 show the difference in convergence speed between Newton's method and NM 3 , with a = 0.5. The colored zones correspond to the initial points that attain a solution with the required tolerance in 5 iterations. For method NM 3 , these regions are wider corresponding to the higher convergence order of this method with respect to Newton's method. 
Conclusions
In this paper we have established the semilocal convergence for a family of iterative methods in Banach spaces by constructing the system of recurrence relations and obtaining a priori error estimations. The efficiency indexes of these new methods and the numerical results show that these methods are competitive.
The dynamical behavior of the proposed methods has been compared with that of Newton's method. The attraction basins of the new methods are slightly more complex than that of Newton's method, but their convergence is faster, due to the difference in convergence orders.
