Abstract. We consider semiclassical Schrödinger operators on the real line of the form
Introduction
In this paper we study Schrödinger operators H( ) of the form H( )f (x) := − 2 f ′′ (x) + V (x; )f (x) (1.1) for x ∈ R. The potential V is assumed to be positive, smooth 1 and exponentially decaying as |x| → ∞. As indicated by our notation, we also allow V to depend on the semiclassical parameter , but only in a very mild way, i.e., all assumptions on V are assumed to hold uniformly in small . This will be important for our main application, the wave equation on a Schwarzschild background. More precisely, we require V (·; ) ∈ C ∞ (R) to be of the form V (x; ) = V ± (e −|x| ; ) for ±x ≥ a where a > 0 is some (large) constant and V ± (·; ) are smooth functions with V ± (0; ) = 0. It follows from the standard theory (see e.g., [20] , [21] ) that under the above assumptions the operator H( ) has a self-adjoint realization on L 2 (R) with domain D(H( )) = H 2 (R) and its spectrum is purely absolutely continuous with σ(H( )) = [0, ∞). The present paper is devoted to the study of low energy (E → 0+) scattering in the semiclassical limit → 0+, i.e., we consider the low energy and semiclassical limits simultaneously. To be more precise, we are primarily interested in global semiclassical representations of the Jost solutions f ± (x, E; ) and their derivatives with respect to E that hold uniformly in small E and . As a consequence, we obtain uniform bounds on relevant
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Our main motivation for investigating this problem comes from the large angular momentum behavior of solutions to the Regge-Wheeler equation which describes perturbations of a Schwarzschild black hole in general relativity [15] . The Regge-Wheeler potential decays exponentially towards the event horizon of the black hole and thus, one is naturally led to a Schrödinger operator of the form (1.1) where −1 corresponds to the angular momentum ℓ. Thus, in the limit ℓ → ∞ the problem becomes semiclassical. Consequently, the present paper is part of the series [8] , [7] , [6] devoted to the study of wave evolution on a Schwarzschild background. However, we believe that our results and techniques are of independent interest and therefore we decided to embed our work in the broader context of rigorous quantum mechanical scattering theory in the semiclassical limit. Scattering theory is by now a classical subject and we cannot possibly do justice to the vast literature in that area. We confine our discussion of the existing literature to selected works devoted to the one-dimensional case which are related to our problem.
A standard reference for scattering on the real line is [6] which provides many of the by now classical results on the subject. Low energy scattering for one-dimensional Schrödinger operators is studied in, e.g., [10] , [12] , [2] , [22] whereas the semiclassical limit is considered in [14] . However, we find that the available results are not suitable for our purposes. The only paper we are aware of that studies the double asymptotics E, → 0+ in a way similar to us is [4] which deals with inverse square potentials. Since the Regge-Wheeler potential exhibits inverse square decay towards spatial infinity, [4] is used to deal with the far field region in our main application which we now describe in more detail.
1.1. The problem of wave evolution on a Schwarzschild background. One of the major open problems in mathematical general relativity is a proof of the stability of black holes as described by the Kerr solution. As a first step in this direction one considers the behavior of linearized perturbations of Schwarzschild black holes. It is well-known that such perturbations are described by the Regge-Wheeler equation which is effectively a one-dimensional wave equation with a potential. The number ℓ ∈ N 0 denotes the angular momentum and the coordinate system (t, x) is chosen in such a way that x → ∞ corresponds to spatial infinity whereas x → −∞ is the location of the event horizon of the black hole. Furthermore, the Regge-Wheeler potential V ℓ reads V ℓ (x) = 1 − 1 r(x) ℓ(ℓ + 1) r(x) 2 + σ r(x) 3 where σ ∈ {−3, 0, 1} is a fixed parameter which corresponds to different physical situations. The function r(x) is implicitly defined by the equation x = r(x) + log(r(x) − 1). Consequently, V ℓ (x) behaves like ℓ(ℓ+1) x 2 as x → ∞ and decays exponentially as x → −∞. More precisely, for x < 0, V ℓ (x) can be written as a convergent series in powers of e x , see [7] . We refer the reader not familiar with this problem to the standard literature, e.g., [3] or the introduction of [8] as well as the references therein. Recently [8] , [6] established decay bounds for solutions of Eq. (1.2) of the form problem of the type (1.1). As a consequence, the Regge-Wheeler potential is a prominent example from mathematical physics where our results apply, at least for x ≤ 0. In the case x ≥ 0, where the potential decays like an inverse square, one has to rely on [4] . In fact, in [7] it is shown how to synthesize [4] and the present results to obtain the sharp t −3 decay for linear perturbations of Schwarzschild without symmetry assumptions on the data. At this point it has to be remarked that the long-sought t −3 decay also follows from an independent result by Tataru [18] which appeared simultaneously to [7] . An important consequence of our results (in conjunction with [4] ) is that the small energy contributions decay rapidly as ℓ → ∞ and do not present an obstruction to the summation. Indeed, as expected, the important contributions come from energies close to the maximum of the potential [7] .
1.2. Notations and conventions. Throughout this work we write · : R → [ 1 2 , ∞) to denote a smooth, symmetric function that satisfies x = |x| for |x| ≥ 1. Furthermore, we assume · to be strictly monotonically increasing on (0, ∞). For two real numbers a, b we write a b if there exists a constant c > 0 such that a ≤ cb. Unless stated otherwise, it is assumed that c is absolute, i.e., it does not depend on any of the quantities involved in the inequality. Similarly, we use a b and a ≃ b means a b and b a. Asymptotic equality is denoted by the symbol ∼. For the Wronskian W (f, g) of two functions f, g we use the convention
for some function f is used to denote a generic real-valued function that satisfies |O(f (x))| |f (x)| in a domain of x that follows from the context. We write O C (f (x)) if the functions attains complex values as well. Finally, the letter C (possibly with indices) stands for a positive constant that may change its value at each occurrence.
1.3. The scattering matrix. The (semiclassical) Jost solutions f ± (x, E; ) of the operator H( ), where E ≥ 0, are defined by the relation
and the asymptotic conditions f ± (x, E; ) ∼ e ±i E x as x → ±∞. Note, however, that f ± (·, E; ) are not eigenfunctions of H( ) since they do not belong to L 2 (R). It is a classical result (see e.g., [5] ) that the Jost solutions exist if V (·; ) ∈ L 1 (R) (which is clearly the case here) and that they are unique. The physical significance of the Jost solutions emerges from the fact that they correspond to outgoing waves. This terminology is explained by the observation that the functions
and they behave asymptotically as ψ ± (t, x, E; ) ∼ e −i E (Et∓x) for x → ±∞. In other words, they describe waves that travel towards ±∞. It should again be remarked here that traditionally one writes E instead of E 2 but in order to avoid square roots we prefer to use E 2 . From the construction of the Jost solutions via Volterra iterations [5] it also follows that the asymptotics can be formally differentiated, i.e., f ′ ± (x, E; ) ∼ ±i E e ±i E x as x → ±∞ and we immediately obtain the (x-independent) Wronskians
E by evaluation as x → ±∞. Consequently, if E = 0, {f ± (·, E; ), f ± (·, E; )} are two fundamental systems for the ordinary differential equation H( )f = E 2 f and there must exist connection coefficients a ± (E; ) and b ± (E; ) such that
This yields
where we omit the arguments E and occasionally in order to improve readability. We obtain |b + (E; )| ≥ 1 and consequently,
which shows that {f − (·, E; ), f + (·, E; )} and {f − (·, E; ), f + (·, E; )} are also two fundamental systems for the equation H( )f = E 2 f provided that E = 0. This is already a nontrivial statement since it contains global information. For obvious reasons these two systems are called outgoing and incoming, respectively. If E = 0, {f − (·, 0; ), f + (·, 0; )} may or may not be a fundamental system for H( )f = 0, depending on the special form of the potential. In the latter case one speaks of the existence of a zero energy resonance. However, we are not faced with this complication since it is not hard to see that the positivity assumption on the potential already excludes the existence of a zero energy resonance, see [4] .
) and there exists a linear transformation that relates the representation with respect to the incoming basis (f − , f + ) to the one with respect to the outgoing basis (f + , f − ). The 2×2 matrix that represents this transformation is denoted by S(E; ) and called the scattering matrix. We write
and in the special case c − I (E; ) = 1, c + I (E; ) = 0 we obtain f − (x, E; ) = s 11 (E; )f + (x, E; ) + s 21 (E; )f − (x, E; ).
The physical interpretation of this relation is that an incoming wave from the left scatters at the potential and gets decomposed into a transmitted and a reflected part. Consequently, s 11 and s 21 are called transmission and reflection amplitudes and we write s 11 (E; ) = t(E; ), s 21 (E; ) = r(E; ). A similar statement is true for an incoming wave from the right. It is not hard to see that s 22 = t and |t| 2 + |r| 2 = 1 which complies with the probabilistic interpretation of the quantum mechanical wave function. Furthermore, it is well-known that S(E; ) is unitary and completely determined by t(E; ) and r(E; ). In semiclassical low energy scattering one is interested in the behavior of S(E; ) as both E and tend to 0, simultaneously and independently of each other.
Let us remark that in the pure quantum mechanical setting, where > 0 is fixed, the behavior of S(E; ) for E → 0+ is trivial. This follows from the fact that for exponentially decaying potentials the Jost solutions f ± (x, E; ) are smooth in E around 0 [5] . On the other hand, if E > 0 is fixed and only → 0+ is considered then the standard WKB method works and the corresponding result is well-known and classical. However, the problem becomes highly nontrivial if one allows both limits E, → 0+ and moreover, if one is interested in uniform bounds for all derivatives with respect to E. In order to approach this problem, we rely on a coordinate transformation which maps H( )f = E 2 f to a perturbed Bessel equation. The resulting equation is solved by a perturbative construction around Bessel functions which is based on suitable Volterra iterations. At this point the asymptotic theory of Bessel functions becomes crucial. For the convenience of the reader we have compiled the necessary results on Airy and Bessel functions in the two Appendices C and D. However, since we need to control all derivatives of the perturbative solutions, the standard results on Volterra equations are insufficient and we have to extend them. This is done
• Theorem 1.2 yields control over all derivatives with respect to E of the involved quantities. This is the most salient feature of the result and it unveils the main difference to Schrödinger operators with potentials that exhibit power law decay where one loses powers of E upon differentiating with respect to E, see e.g., [4] . Such behavior is in stark contrast to the situation here where one only loses powers of and such a loss is in fact negligible compared to the size of e − 1 . In particular this shows that the reflection and transmission amplitudes are smooth in E at E = 0 which is not the case for potentials that decay according to a power law.
• The functions S(E; ), T (E; ) and T − (E; ) are not uniquely determined and we do not state explicit formulas here. However, comparison with the classical WKB result for E > 0 small but fixed shows that in this case one may take S(E; ) =
x t,+ ( )
where ±x t,± ( ) > 0 are the two solutions of V (x; ) − E 2 = 0 which are bounded if E > 0 is fixed. Similar statements apply to T (E; ) and T − (E; ), cf., e.g., [14] .
• Note further that the exponential decay of the transmission amplitude t(E; ) for → 0+
should not be confused with the exponential decay found in [22] . The result in [22] is valid for fixed > 0 in the limit E → 0+ and has a completely different origin, namely the slow decay of the potential considered there.
• The positivity assumption on the potential can be dropped and replaced by some weaker condition. However, one certainly has to exclude the existence of a zero energy resonance for the result to hold.
1.4.
The spectral measure. The solution of the Schrödinger equation
is of course given by ψ(t, ·) = e − i tH( ) ψ(0, ·) where the exponential has to be interpreted according to the functional calculus for self-adjoint operators. It is a consequence of Stone's formula (see [20] ) that the kernel e given by the oscillatory integral
with the semiclassical spectral measure
Evidently, it is important to obtain bounds for the derivatives ∂ ℓ E e(x, x ′ , E; ), ℓ ∈ N 0 , since these immediately translate into decay estimates for the time evolution. In this paper we prove the following result. where γ,S are real-valued functions andS(E; ) 1 for all E ∈ (0, E 0 ), ∈ (0, 0 ). Furthermore, we have the bounds
where 0 > 0 is sufficiently small. Now we study the integrand in Eq. (3.4) . Since the turning point is nondegenerate, we can write
with a suitable function g(u, α 2 ; ) that is smooth with respect to u and α 2 in the regime of parameters being considered here. Choose an arbitrary N ∈ N. Since g does not change sign, the functiong := √ g is smooth as well and a Taylor expansion yields
with a remainder of the form
The coefficients a j (α 2 ; ) are given by
and thus, they are smooth functions of α 2 . We emphasize that due to the nondegeneracy of the turning point we have a 0 (α 2 ; ) 1. Furthermore, the remainder satisfies the derivative bounds
, we obtain an expansion of the form
and integration yields z zt(α 2 ; )
2 ) and z ≥ z t (α 2 ; ) whereR N satisfies the same bounds as R N . We obtain
where |∂ ℓ α 2 ∂ k zR N (z, α 2 ; )| ≤ C k,ℓ provided that k + ℓ ≤ N and z is sufficiently close to z t (α 2 ; ) (recall that a 0 (α 2 ; ) 1). An analogous calculation for z ≤ z t (α 2 ; ) shows that the result is in fact valid for all z with |z − z t (α 2 ; )| sufficiently small. However, since z t (α 2 ; ) → 1 uniformly in as α → 0+, we can always find a δ > 0 such that the above holds for all z ∈ (1 − δ, 1 + δ), α ∈ (0, α 0 ) and 0 < ≪ 1 provided that α 0 > 0 is chosen small enough. Since N was arbitrary, the claim follows.
Next, we consider the behavior as z → 0+.
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Lemma 3.3. Let δ, α 0 > 0 be sufficiently small. Then the function τ given by (3.4) has the form
where ε 1 satisfies the bounds |∂
for all z ∈ (0, 1 − δ 2 ), α ∈ (0, α 0 ) and 0 < ≪ 1. Proof. Let δ, α 0 > 0 be so small that Lemma 3.2 is applicable. Moreover, choose α 0 > 0 so small that z t (α 2 ; ) ∈ (1 − δ 3 , 1 + δ 3 ) for all α ∈ (0, α 0 ) and 0 < ≪ 1. If u ∈ (0, 1 − δ 2 ), the integrand in the definition of τ , Eq. (3.4), can be written as
and, since the expression under the square root stays away from zero, g satisfies
We split the integral in the definition of τ according to
2 ) whereg satisfies the same bounds as g. For the second integral note that by definition of τ we have
and according to Lemma 3.2 we have the bounds
)| δ for all α ∈ (0, α 0 ) and 0 < ≪ 1 which finishes the proof. To conclude the study of τ , we finally consider the case for large z. 
As in the proof of Lemma 3.3 we assume that δ, α 0 > 0 are so small that Lemma 3.2 holds and z t (α 2 ; )
and, noting that
since by the assumptions on α 0 and δ, we have |1 + δ 2 − z t (α 2 ; )| δ for all α ∈ (0, α 0 ) and 0 < ≪ 1. In order to obtain suitable bounds on B(z, α 2 ; ), note that, by Lemma 2.1, ε satisfies
) behaves like a symbol and we infer the bounds |∂
and, since 1 − 1 u 2 + ε(α 2 u 2 ; ) 1 in the parameter regime we are considering, we obtain |∂
Trivially, the same bounds hold for A(α 2 ; ) and the claim follows.
Application of the Liouville-Green transform.
We have collected enough information on the function τ to study the diffeomorphism ϕ. (1) For any α ∈ (0, α 0 ) and
is an orientationpreserving diffeomorphism where w 0 is defined in (3.3), (2) ϕ(z t (α 2 ; ), α 2 ; ) = 1, i.e., ϕ maps the turning point to 1, (3) ϕ is of the form
where the function ε 2 satisfies the bounds
Proof. Throughout the proof we assume that α 0 is so small that z t (α 2 ; ) ∈ ( 3 ) for all α ∈ (0, α 0 ) and 0 < ≪ 1.
(1) As already noted, the function ϕ(·, α 2 ; ) is an orientation-preserving bijection between the intervals (0, α −1 y 0 ) and (0, w 0 (α 2 ; )). It is also clear from Eq. (3.2) that ϕ(·, α 2 ; ) is smooth on (0, z t (α 2 ; )) ∪ (z t (α 2 ; ), α −1 y 0 ) for any α ∈ (0, α 0 ), 0 < ≪ 1 and smoothness around the turning point z t (α 2 ; ) follows from Lemmas 3.1 and 3.2. ) ) diffeomorphically and, according to Lemma 3.1,ζ is of the form
which implies the bounds
and we note thatζ −1 =ζ −1 • log. Now considerτ := exp •τ : (0,
,α 2 ; ) ) which, according to Lemma 3.3, looks likê
and we obtain the bounds
and this yields the bounds
for all z ∈ (0,
As a consequence, since ϕ(z, 0; ) = z, the fundamental theorem of calculus yields
and we obtain ϕ(z,
and we infer thatε ′ (0, α 2 ; ) = 0 sinceε(0, α 2 ; ) = − 1 α 2 contradicts the above bounds onε. However, this and Eq. (3.1) necessarily implyε(0, α 2 ; ) = 0. Consequently, the above bounds onε and the fundamental theorem of calculus show that in fact ϕ(z, α 2 ; ) = z[1 + α 2 z 2 ε 2 (z, α 2 ; )] where ε 2 satisfies the same bounds asε. This settles the claim for z ∈ (0, 1 2 ). Around the turning point, i.e., for z ∈ ( 
for all α ∈ (0, α 0 ), 0 < ≪ 1, k, ℓ ∈ N 0 and thus, the stated bounds are a consequence of the formula (3.5) which is valid for all z ∈ (0, α −1 y 0 ). Finally, for the large z behavior, say, z ∈ (2, α −1 y 0 ), we again remove the fractional powers and use the representation ϕ =ζ −1 •τ where this timeζ := 
The stated derivative bounds follow from the bounds in Lemma 3.4 and Eq. (3.5).
(4) For small z, the estimate ϕ ′ (z, α 2 ; ) ≃ 1 follows immediately from the above and for large z it is a consequence of ϕ =ζ −1 •τ , Lemma 3.1, and the fact thatτ ′ (z, α 2 ; ) ≃ 1, uniformly in small α, , which can be read off from the definition of τ . The estimate ϕ(z, α 2 ; ) ≃ z now follows from ϕ(z,
Remark 3.6. From Proposition 3.5 we can also read off the behavior of w 0 (α 2 ; ) as α → 0+. Indeed, we have w 0 (α 2 ; ) = lim
uniformly in small . Now we can apply the Liouville-Green transform induced by the diffeomorphism ϕ(·, α 2 ; ) to Eq. (2.6).
Proposition 3.7 (Normal form reduction). Assume 0 < α ≪ 1, 0 < ≪ 1 and let ϕ(·, α 2 ; ) be the diffeomorphism from Proposition 3.5. Furthermore, as before, set α 2 = 2 4 + 4E 2 . Then the function g, defined by g ϕ(
satisfies the equation
for w ∈ (0, w 0 (α 2 ; )) if and only if f is a solution to Eq. (2.3) for x > x 0 . Here, V 1 is a suitable function that satisfies the bounds
in the above domain of w, α, . Furthermore, there exists a unique solution g + (·, E; ) to Eq. (3.6) with the asymptotic behavior
and the outgoing Jost function f + (·, E; ) of the operator H( ) is given by
Remark 3.8. The crucial point of Proposition 3.7 is that the right-hand side of Eq. (3.6) is globally small, even after dividing by 2 1 . Proof of Proposition 3.7. By construction of ϕ(·, α 2 ; ) (see Eqs. (3.1) and (2.2)), the function g(ϕ(z, α 2 ; )) = ϕ ′ (z, α 2 ; ) 1 2g (z) solves Eq. (3.6) on w ∈ (0, w 0 (α 2 ; )) with
if and only ifg solves Eq. (2.6) on z ∈ (0, α −1 y 0 ) where y 0 = 2e
2 . However, this is the case if and only iff (y) =g( .3) on x > x 0 . The asymptotic behavior of g + follows from ϕ(z, α 2 ; ) ∼ z and ϕ ′ (z, α 2 ; ) ∼ 1 as z → 0+, see Proposition 3.5, which implies the asymptotics ϕ −1 (w, α 2 ; ) ∼ w and (ϕ −1 ) ′ (w, α 2 ; ) ∼ 1 as w → 0+ for the inverse ϕ −1 (·, α 2 ; ) of ϕ(·, α 2 ; ).
It remains to prove the bounds on V 1 . To this end, note first that, according to Proposition 3.5, we have
and, similarly, 
for all z ∈ (0, α −1 y 0 ) and we infer inductively from
for all w ∈ (0, w 0 (α 2 ; )), cf. Lemma A.5 below. Consequently, by setting z = ϕ −1 (w, α 2 ; ) in Eq. (3.7), the claimed bounds on V 1 follow via the chain rule and the bounds on ϕ from Proposition 3.5, cf. Lemma A.3.
Construction of a fundamental system for the normal form equation
In this section we construct a fundamental system to Eq. (3.6). This is done by perturbing modified Bessel functions which are solutions to the "homogeneous" version (i.e., right-hand side set to zero) of Eq. (3.6). The fundamental system is constructed by solving suitable Volterra equations the kernels of which are composed of modified Bessel functions. This requires a good understanding of Bessel functions and we refer the reader to Appendix D for the necessary results. The main technical difficulty we are faced with comes from the fact that we need good estimates for the errors and all their derivatives. In order to keep things as readable as possible, we distinguish different regimes, namely exponential / oscillatory as well as E small / large. In fact, we proceed analogously to the construction of the Bessel functions in Appendix D.
4.1. Preliminaries. We start with an elementary result that proves to be very useful in the sequel. 
for x ∈ I with u, V, f complex-valued and V, f continuous on I. Suppose further there exists a function u 0 that does not vanish on I and solves the homogeneous equation
Proof. This can be verified by straightforward differentiation.
In the following, the ratio 2 E will appear frequently as a parameter and therefore we use the abbreviation ν := 2 E . The various parameters and their dependencies are summarized in Table 1. 4.2. A fundamental system of the normal form equation for small ν. We start the construction with the case 0 < ν 1 which means E (and also 1 ≃ 1). Thus, the classical Bessel asymptotics Eqs. (D.2) and (D.4) become relevant. The first result deals with the exponential regime, i.e., to the right of the turning point and towards infinity. 
4.2.1. The exponential regime. After rescaling by 1 = α , i.e., setting G(v) := g( 1 v), the "homogeneous" version of Eq. (3.6) takes the form
for ν = 2 E which is a modified Bessel equation. Eq. (4.2) has a fundamental system {B j (·, ν) : j = 1, 2} of the form
where the functions b j (·, ν) are real-valued and satisfy the estimates
for all v ≥ 1, say, and 0 ≤ ν ≤ ν 0 (where ν 0 > 0 is some fixed constant). This follows by appropriate Volterra iterations and is explicitly proved in Appendix D, see in particular Lemma D.4.
Lemma 4.2. Let 0 < E ≪ 1 and w 1 > 0 be sufficiently large. Then there exists a fundamental system {ǧ j (·, E; ) : j = 1, 2} for Eq. (3.6) on [w 1 , w 0 (α 2 ; )] of the form
where α, ν are given in Table 1 . The error termsč j (·, E; ) are real-valued and satisfy the bounds
for all w ∈ [w 1 , w 0 (α 2 ; )], and in the above range of E, .
Proof. We start with the growing solutionǧ 2 (·, E; ) and according to Lemma 4.1 we consider the equation
, ν) > 0 for all w ≥ w 1 provided that w 1 > 0 is sufficiently large (recall that 1 ≃ 1 in the domain of E and which is being considered here). Rescaling by 1 yields 
Consequently, Proposition B.2 yields the claim concerningǧ 2 (·, E; ).
The second solutionǧ 1 (·, E; ) can now be obtained by the standard reduction ansatz. More precisely, we setǧ 1 (w, E; ) = −2ǧ 2 (w, E; )
. This is certainly well-defined provided that w 1 > 0 is sufficiently large and > 0 is sufficiently small. It is straightforward to check thatǧ 1 (·, E; ) is indeed of the stated form (cf. Lemma C.1).
4.2.2. The oscillatory regime. Next, we construct a fundamental system in the oscillatory regime. To this end note that it follows by Frobenius' method that Eq. (4.2) has solutions B ± (·, ν) of the form
where the error terms satisfy 
where, as before, α 2 = 2 4 + 4E 2 and ν = 2 E . The error termsč ± (·, E; ) satisfy the bounds
for w ∈ (0, w 1 ] and in the above range of E, . Finally, we haveč ± (0, E; ) = ∂ wč± (0, E; ) = 0.
Proof. According to Lemma 4.1, we have to construct a solution to
with 1 = α . By introducing the new variable w = 1 e −x we obtain
and trivially, we have the bounds
by noting that ∂ E ν = 2 −1 . Furthermore, according to Proposition 3.7 we have the bounds
in the relevant domain by noting that α . This shows that the Volterra equation forc ± is of the form
where the functions a, b satisfy the estimates
for all k, ℓ ∈ N 0 and in the relevant domain of x, E, . As a consequence, we obtain from Proposition B.1 the existence ofc ± with the bounds
and via the chain rule, these bounds translate into the claimed ones forč ± . Finally, the fact thatč ± (0, E; ) = ∂ wč± (0, E; ) = 0 follows directly from Eq. (4.3).
Remark 4.4. The bounds onč ± in Lemma 4.3 are not optimal. In fact, it is not hard to see that one has |∂
but we leave it to the interested reader to prove these stronger bounds.
4.2.3.
Matching of the fundamental systems. As a next step, we glue together the two fundamental systems obtained in Lemmas 4.3 and 4.2. This amounts to calculating the Wronskians W (ǧ ± (·, E; ),ǧ j (·, E; )) or the asymptotics ofǧ ± (w, E; ) for large w. 
where the error termsď j (·, E; ), j = 1, 2, are real-valued and we have the bounds
Proof. Since {ǧ ± (·, E; )} and {ǧ j (·, E; ) : j = 1, 2} are fundamental systems for the same equation, there exist connection coefficients γ ±,j (E; ) such thať g ± (w, E; ) = γ ±,1 (E; )ǧ 1 (w, E; ) + γ ±,2 (E; )ǧ 2 (w, E; ) and this implies
We have
where the O-term has the property that ∂ ℓ E O( ) = O( 1−ℓ ) in the domain under consideration. Analogously, we have
and in particular, Proof. According to Proposition 3.7, the solution g + (·, E; ) of Eq. (3.6), which corresponds to the semiclassical Jost function, has the asymptotics
On the other hand, the solutionsǧ ± (w, E; ) from Lemma 4.3 satisfy 
4.3.
A fundamental system of the normal form equation for large ν. In this section we study the large ν case, i.e., E ≫ . It is important to note that in this regime the parameter 
where v ∈ (0, ( 1 ν) −1 w 0 (α 2 ; )) andṼ 1 (v, E; ) := ( 1 ν) 2 V 1 ( 1 νv, α 2 ; ). At this point is useful to note that 1 ν ≃ 1 if ν 1 and thus, we have rescaled by a harmless factor. From Proposition 3.7 we have the bounds
in the respective domain of v, E and . Following Appendix D we now apply the Liouville-Green transform
with ζ : (0, ∞) → R from Lemma 3.1. From Eq. (4.4) we obtain
for ζ ∈ (−∞, ζ 0 (E; )) where ζ 0 (E; ) := ζ(( 1 ν) −1 w 0 (α 2 ; )) ≃ α 
The function V 2 is given explicitly in Appendix D and satisfies |V (k) 2 (ζ)| ≤ C k ζ −2−k for all ζ ∈ R and k ∈ N 0 . Note further that we have the bounds 
which is of the form
where |a j (ζ, ν)| 1 and |∂
−ℓ for all ν ≫ 1 and k, ℓ ∈ N 0 , see Lemma D.4. Based on the Bessel functions φ j (·, ν) we now construct a fundamental system of Eq. (4.5) in the exponential regime.
Lemma 4.7. For ζ ∈ [0, ζ 0 (E; )] there exists a fundamental system {Φ 1 (·, E; ), Φ 2 (·, E; )} for Eq. (4.5) of the form
with ν = 2 E . The functions σ j , j = 1, 2, are real-valued and |σ j (ζ, E; )| 1 for ζ ∈ [0, ζ 0 (E; )], 0 < ≪ E ≪ 1. Furthermore, they satisfy the bounds
−ℓ for all 0 < ≪ E ≪ 1 and k, ℓ ∈ N 0 .
Proof. We start with the growing solution and consider the Volterra equation
x, E; ). We have the bounds
−ℓ . From Eq. (4.6) and Proposition 3.7 we infer the estimates
In fact, V3 decays much faster as ζ → −∞, namely exponentially. However, we do not exploit this fact.
in the relevant domain of y, E, and for all k, ℓ ∈ N 0 . Thus, we obtain from Proposition C.8 the existence ofσ 2 (·, E; ) with
and the stated bounds for σ 1 follow. The solution Φ 1 (·, E; ) can now be constructed by the standard reduction ansatz, i.e., by setting
The so-defined Φ 1 (·, E; ) is clearly a decaying solution to Eq. (4.5) and by using W (Ai, Bi) = 1 π , see e.g., [11] , it is not hard to see that Φ 1 (·, E; ) is indeed of the stated form.
4.3.2.
The oscillatory regime. Similarly, in the oscillatory regime ζ ≤ 0 there exists a fundamental system {φ ± (·, ν)} of Bessel functions for Eq. (4.7) of the form
where the error terms a ± satisfy analogous bounds as a j above in the respective domain of ζ and ν, see Lemma D.5. By perturbing the basis {φ ± (·, ν)} we obtain a fundamental system for Eq. (4.5).
Lemma 4.8. For ζ ≤ 0 there exists a fundamental system {Φ ± (·, E; )} of Eq. (4.5) of the form
where ν = 2 E and |σ ± (ζ, E; )| 1 for ζ ≤ 0 and 0 < ≪ E ≪ 1. Furthermore, the error terms σ ± satisfy the bounds |∂
Proof. By choosing ν sufficiently large, we obtain from Lemma D.5 that |φ ± (ζ, ν)| > 0 for all ζ ≤ 0. Thus, the function σ − can be constructed by solving the Volterra equation
This is done via Propositions C.7 and C.8, completely analogous to Lemma 4.7 (or Lemma D.5). Φ + is just the complex conjugate of Φ − .
4.3.3.
Matching of the fundamental systems. Next, we glue together the two fundamental systems {Φ j (·, E; ) : j = 1, 2} and {Φ ± (·, E; )}. To this end we make use of the representation
for ζ ≥ 0, ν ≫ 1 where |∂ ℓ ν α ±,j (ν)| ≤ C ℓ ν −ℓ for all ℓ ∈ N 0 and j = 1, 2. This representation follows easily from the fact that the Airy functions are defined globally, see Lemma D.6 for an explicit proof.
Lemma 4.9. For ζ ≥ 0 the functions Φ ± (·, E; ) from Lemma 4.8 have the representation
where Φ j (·, E; ), j = 1, 2, are from Lemma 4.7 and ν = 2 E . The functions β ±,j satisfy the estimates |∂ ℓ E β ±,j (E; )| ≤ C ℓ −ℓ for all 0 < ≪ E ≪ 1 and ℓ ∈ N 0 .
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Proof. By construction (see Lemma 4.7) we have W (Φ 1 (·, E; ), Φ 2 (·, E; )) = ν 2 3 W (Ai, Bi). Furthermore, by evaluating the Wronskians at ζ = 0 and noting that ν −1 , we obtain from Lemmas 4.7, 4.8 that 
where ν = 2 E , α 2 = 2 4 + 4E 2 and Φ − (·, E; ) is given in Lemma 4.8. Proof. By construction, the functionsĝ ± (·, E; ) defined bŷ [−ζ(
as w → 0+. Now recall from Lemma 3.1 that
as w → 0+. According to Proposition 3.7, the solution g + (·, E; ) of Eq. (3.6) which corresponds to the outgoing Jost function f + (·, E; ) of the operator H( ) has the asymptotics
and thus, we obtain g + (w, E; ) = π 
The scattering matrix and the spectral measure
In this section we compute the scattering matrix as well as the semiclassical spectral measure associated to H( ). Thereby, we complete the proofs of Theorems 1.2 and 1.3. The most important step consists of computing the Wronskian W (f − (·, E; ), f + (·, E; )). To this end we need a similar asymptotic description of f − (·, E; ) as we have obtained in the previous section for f + (·, E; ). This, however, is trivial due to the assumed symmetry of the problem. In fact, the corresponding result for f − (·, E; ) can be obtained from f + (·, E; ) by switching from x to −x. From now on we write ϕ + instead of ϕ for the diffeomorphism in Proposition 3.5 and ϕ − will denote the corresponding diffeomorphism associated with the construction of f − (·, E; ). Furthermore, it is useful to introduce the following new notation.
Definition 5.1. By ǫ(x, E; ) we denote a generic real-valued function that satisfies the bounds
for all k, ℓ ∈ N 0 and in a domain of x, E, that follows from the context. Moreover, we write ǫ c (x, E; ) if the function attains complex values as well. where c + (E; ), S + (E; ) 1, T + (E; ) ∈ R, |γ + (E; )| ≃ 1, and we have the bounds
Proof. We start with the case 0 ≤ ν 1, i.e., α ≃ . According to Corollary 4.6 and Proposition 3.5 we have
cf. Definition 5.1, where, as always, α 2 = 2 4 + 4E 2 and ν = 2 E . In order to compute f ′ + (0, E; ) we note that
by Proposition 3.5. Hence, we infer
By setting S + (E; ) := αϕ + ( 2 α , α 2 ; ) we obtain from Proposition 3.5 the bounds |∂ ℓ E S + (E; )| ≤ C ℓ −ℓ , ℓ ∈ N 0 as well as S + (E; ) 1. Furthermore, we set T + (E; ) := −2E log and the result follows by recalling that ϕ ′ + ( 2 α , α 2 ; ) ≃ 1 and ≃ α in the parameter regime which we are considering.
Next, we turn to the case ν ≫ 1, i.e., E ≫ . From Lemmas 4.10 and 4.9 we have the representation
Now recall from Lemma 4.7 (see also Lemma D.4 and Corollary C.2) that
for ζ ∈ [0, ζ 0 (E; )] and analogously,
for real-valued a j (·, E; ), σ j (·, E; ) that satisfy
for all ζ ∈ [1, ζ 0 (E; )], k, ℓ ∈ N 0 , j = 1, 2 and in the relevant domain of E, . Now note that for |x| 1 we have ζ(
and thus, |ν
for |x| 1. By definition of ζ (see Lemma 3.1) we have
for, say, x ≥ 2 and the O-terms behave like symbols. We therefore obtain
where
and by noting that ν ≃ α this yields the claimed expression for f + (0, E; ) with T + (E; ) = −2E log α. The expression for f ′ + (0, E; ) follows immediately by observing that differentiation with respect to x only affects real-valued terms and by the symbol behavior of the involved quantities one picks up a factor −1 .
Due to the symmetry of the problem we find the analogous representation of the Jost function f − (0, E; ) by simply replacing "+" in Lemma 5.2 by "−" and attaching a minus sign in front of the expression for the derivative. Consequently, we can easily calculate the Wronskian.
where S = S − + S + , T = T − + T + , c = c − + c + and c ± , γ ± , S ± as well as T ± are from Lemma 5.2.
Proof. From Lemma 5.2 and the above comments we obtain
for S = S − + S + , T = T − + T + and similarly for W (f − (·, E; ), f + (·, E; )).
Proof of Theorem 1.2.
Recall that the reflection and transmission amplitudes r(E; ) and t(E; ) are defined by the relation
Consequently, we obtain
and the claimed expression for t(E; ) follows from Corollary 5.3. Similarly,
and Corollary 5.3 yields the claimed form of r(E; ).
5.3.
Proof of Theorem 1.3. In order to prove Theorem 1.3 note that the semiclassical spectral measure e(0, 0, E; ) is given by
According to Lemma 5.2 we have
and hence,
which is the claim.
Appendix A. Symbol calculus
Roughly speaking, a function is said to have symbol character if it behaves like a polynomial under differentiation, i.e., each derivative loses one power. More precisely, we give the following definition.
Definition A.1. A function f : I → R is said to belong to the set S α (I) for α ∈ R and I ⊂ R open iff f is smooth on I and satisfies
for all k ∈ N 0 and all x ∈ I where C k > 0 is a constant that only depends on k. Elements of S α (I) are said to be of symbol type (or have symbol character, behave like symbols).
The point is that symbol behavior is preserved under the usual algebraic and differential operations.
Lemma A.2. If f ∈ S α (I) and g ∈ S α (I) then f + g ∈ S α (I), λf ∈ S α (I) for any λ ∈ R, and f ′ ∈ S α−1 (I). Furthermore, if f ∈ S α (I) and g ∈ S β (I) then f g ∈ S α+β (I).
Proof. The statement concerning the product f g is a consequence of the Leibniz rule and the rest follows directly from the definition.
As a very convenient fact, the symbol behavior is even preserved under composition of functions.
Lemma A.3. Let f ∈ S α (I) and g ∈ S β (J) with g(x) ∈ I and |g(x)| |x| β for all x ∈ J. Then f • g ∈ S αβ (J).
Proof. Since g has range in I, the composition f • g is well-defined and smooth on J. Furthermore, we have |f (g(x))| |g(x)| α |x| αβ for all x ∈ J (use either |g(x)| |x| β or |g(x)| |x| β depending on the sign of α). In order to estimate (f • g) (k) for k ∈ N, we claim that
for suitable functionsg j,k ∈ S jβ−k (J), j = 1, 2, . . . , k. To prove this, we proceed by induction. For
.e.,g 1,1 = g ′ and Lemma A.2 impliesg 1,1 ∈ S β−1 (J). Assuming that the claim is true for k, we obtain
by Lemma A.2 and the claim follows. Consequently, we have
for all x ∈ J, k ∈ N and j = 1, 2, . . . , k whereC k , C k > 0 are constants.
27
We also state a simple corollary.
Corollary A.4. Let f ∈ S 0 (I) and |f (x)| ≃ 1 for all x ∈ I. Then 1 f ∈ S 0 (I). Finally, the inverse of a function that behaves like a symbol inherits this property.
Lemma A.5. Let α = 0, f ∈ S α (I) and suppose that |f (x)| |x| α , |f ′ (x)| |x| α−1 for all x ∈ I. Assume further that f ′ (x) = 0 for all x ∈ I. Then f −1 ∈ S 1 α (J) where J := f (I).
Proof. Since f ′ is nonzero on I, f −1 : J → I with J := f (I) exists as a smooth function. By definition of the inverse and the assumptions on f , we have
α for all y ∈ J. Furthermore, note that
for all y ∈ J by the assumption on f ′ . The claim now follows inductively based on this formula.
Appendix B. Symbol behavior of solutions to Volterra equations
In this section we discuss how the symbol behavior carries over to solutions of certain Volterra equations. We also allow the kernel to depend on an additional parameter λ which is a situation we frequently encounter in this paper. It is then important to understand derivatives with respect to this parameter as well. We remark that the following result covers both, oscillatory and exponential behavior of the kernel.
Proposition B.1. Let x 0 ∈ R, λ 0 > 0 and ω ∈ C\{0}, Re(ω) ≥ 0. Furthermore, assume that a(·, λ) and b(·, λ) are (possibly complex-valued) functions that satisfy
for all x ≥ x 0 , λ ∈ (0, λ 0 ) and k, ℓ ∈ N 0 where α > 1 and β ≥ 0. Set
Then the equation
has a unique solution ϕ(·, λ) that satisfies
for all x ≥ x 0 , λ ∈ (0, λ 0 ) and k, ℓ ∈ N 0 .
Proof. We seek a solution ϕ(·, λ) of the Volterra equation
By the assumption on a and two integrations by parts, we obtain In order to prove the derivative bounds note first that
and thus,
Now we proceed by induction in k + ℓ. Let n ∈ N and assume that
and a Volterra iteration yields the claim.
Furthermore, we discuss a variant which is useful when there is no decay in x at all. In this case, of course, ∞ cannot be chosen as a base point and one has to start from a finite x 0 . However, in certain situations it is possible to construct the solution on an interval which becomes infinite as an additional parameter tends to zero. 
Proof. As in the proof of Proposition B.1 we obtain the estimate Consequently, a standard Volterra iteration yields the existence of ϕ(·, λ) with |ϕ(x, λ)| 1 for all x 0 ≤ x ≤ c(λ), λ ∈ (0, λ 0 ) and we obtain |ϕ(x, λ)| |K(x, y, λ)|dy x α+1 λ β in the relevant domain of x and λ which settles the case k = ℓ = 0. 6 The last condition follows from β ≥ γ if α ∈ (−1, 0].
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Differentiating with respect to λ we obtain
for any ℓ ∈ N and the claim for k = 0 follows inductively by Volterra iteration. If k > 0 the situation is a bit more subtle since it is not completely obvious from the onset how to obtain decay in x for large x since the Volterra iteration starts at x = x 0 . The effect that provides decay can be illustrated by the following simple example: while which follows immediately by means of one integration by parts and noting that y → e y y −N is monotonically increasing for y ≥ N . In order to exploit this, one has to use some nice properties of the differentiated kernel
which the original kernel K(x, y, λ) does not enjoy. Consequently, the appropriate starting point is the equation
Now we make the following two observations.
and thus, for any m ∈ N 0 ,
in the relevant domain of x, λ and for all k, ℓ ∈ N 0 .
Having this in mind we immediately infer from Eq. (B.2) the estimate
as claimed. Note that we have traded x for λ −β which is possible since β ≥ γ by assumption. It is now a straightforward matter to set up an induction based on Eq. (B.2) that proves the remaining bounds for the higher derivatives.
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Appendix C. Airy functions
Apart from the results on Volterra equations with Airy kernels, the material in this appendix is mostly standard, see e.g [13] , [11] .
Airy's equation
is the simplest example of an equation with a turning point. It is well-known that the Airy function . By transforming the real integrals into contour integrals, one obtains the analytic continuations of Ai and Bi to the complex plane. The corresponding integral representations can then be used to study the asymptotics by the method of steepest descent. This is by now textbook material (see e.g., [11] for a very nice account) and a classical result is Ai(x) = (4π)
as x → ∞. Note, however, that this approach does not automatically yield the symbol behavior of the O-terms which is most important for our purposes. Consequently, we choose a different method based on the Liouville-Green transform.
C.1. Asymptotics in the exponential regime. For x ≥ 0, solutions to Eq. (C.1) are expected to increase or decrease exponentially and thus, the idea is to transform Eq. (C.1) into the form
with a small right-hand side that can be treated as a perturbation. This is done by means of a Liouville-Green transform. Based on Section 2.1, we define the desired change of variables ξ(x) by ξ ′ (x) 2 = x which immediately yields ξ(
and the right-hand side is indeed small for ξ large. Since we are interested in the asymptotics as x → ∞, we may restrict ourselves to ξ ≥ 1. Note that the functions ξ → e ±ξ are solutions to Eq. (C.3) if the right-hand side is set to zero. Now we construct a fundamental system to Eq. (C.3) by perturbing ξ → e ±ξ .
Lemma C.1. Eq. (C.3) has a fundamental system {ψ ± } of the form
where the functions a ± are real-valued and satisfy the bounds
Proof. We start with ψ − . According to Lemma 4.1, it suffices to consider the Volterra equation
Consequently, Proposition B.1 yields the existence of a − satisfying the stated bounds. In order to construct the increasing solution ψ + , we use the standard reduction ansatz, i.e., we set
which is certainly well-defined for large enough c and ξ ≥ c and it is a solution to Eq. (C.3). If we define a + by ψ + (ξ) = e ξ [1 + a + (ξ)] it follows that by noting that e 2ηã − (η) is monotonically increasing for large η and the O-term behaves like a symbol by Appendix A. This proves the claimed bounds for a + and by solving an initial value problem, the solution ψ + can be smoothly extended to ξ ≥ 1.
for all x ≥ 0, λ ∈ (0, λ 0 ) and k, ℓ ∈ N 0 . Remark C.6. We emphasize two important differences between the exponential and the Airy case. First, the required decay in x of the function b(x, λ) is weaker. In the Airy case one only needs α > 1 2 whereas in the exponential case one has to require α > 1 (see Proposition B.1). Second, the loss of decay in x of the solution ϕ(x, λ) compared to b(x, λ) is weaker. In the Airy case one only loses x 1 2 as opposed to x in the exponential case.
Proof of Proposition C.5. The strategy is to reduce the problem to Proposition B.1. Define η : R → R by η(ξ) := ( −k for all ξ ∈ R and k ∈ N 0 . We intend to study the equation
Hence, writingφ(ξ, λ) = ϕ(η(ξ), λ), we obtaiñ
whereK(ξ, ξ ′ , λ) := K(η(ξ), η(ξ ′ ), λ)η ′ (ξ ′ ). By assumption, the kernelK is of the form
According to Corollary C.2, we have the representation Ai(η(ξ)) ±2 = (4π) ∓1 η(ξ) Next, we consider the oscillatory case. 
Appendix D. Modified Bessel functions
For the convenience of the reader we provide the essential details of the asymptotic theory for the modified Bessel functions. The following results are mostly standard, see Chapter 7, §8, Chapter 10, § 7, and Chapter 11, § 10 of [13] , as well as [1] , [9] , [19] . However, as before in Appendix C, our focus is a bit different and we derive the necessary results based on the theory developed in Appendices A, B and C.
Consider the modified Bessel equation where in general w, ν ∈ C, however, for our purposes it suffices to consider w > 0, ν ∈ R. In particular, we are interested in the behavior for ν large. where the function b satisfies the bounds |∂ ℓ ν ∂ k w b(w, ν)| ≤ C k,ℓ w max{2−k,0} for, say, all 0 < w ≤ 2, |ν| 1 and k, ℓ ∈ N 0 . In order to find the asymptotics of I iν (w) for w → ∞, one needs some kind of global representation of I iν which is provided by the well-known integral formula I iν (w) = D.1. Asymptotics for small ν. For our purposes it is important to be able to construct solutions to the modified Bessel equation via Volterra iterations. This procedure has the advantage that it automatically yields derivative bounds for the error terms. Furthermore, it may be considered as a warm-up exercise for the large ν asymptotics studied below and also, for the more complicated problems we have to deal with in this paper.
