Frequent pattern mining often produces an enormous number of frequent patterns, which imposes a great challenge on understanding and further analysis of the generated patterns. This calls for finding a small number of representative patterns to best approximate all other patterns. An ideal approach should 1) produce a minimum number of representative patterns; 2) restore the support of all patterns with error guarantee; and 3) have good efficiency. Few existing approaches can satisfy all the three requirements. In this paper, we develop two algorithms, MinRPset and FlexRPset, for finding minimum representative pattern sets. Both algorithms provide error guarantee. MinRPset produces the smallest solution that we can possibly have in practice under the given problem setting, and it takes a reasonable amount of time to finish. FlexRPset is developed based on MinRPset. It provides one extra parameter K to allow users to make a trade-off between result size and efficiency. Our experiment results show that MinRPset and FlexRPset produce fewer representative patterns than RPlocal-an efficient algorithm that is developed for solving the same problem. FlexRPset can be slightly faster than RPlocal when K is small.
INTRODUCTION
Frequent pattern mining is an important problem in the data mining area. It was first introduced by Agrawal et al. in 1993 [4] . Frequent pattern mining is usually performed on a transaction database D = {t 1, t2, ..., tn}, where t j is a transaction containing a set of items, j ∈ [1, n] . Let Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. KDD '12, August 12-16, 2012 , Beijing, China. Copyright 2012 ACM 978-1-4503-1462-6 /12/08 ...$15.00. I = {i1, i2, ..., im} be the set of distinct items appearing in D. A pattern X is a set of items in I, that is, X ⊆ I. If a transaction t ∈ D contains all the items of a pattern X, then we say t supports X and t is a supporting transaction of X. Let T (X) be the set of transactions in D supporting pattern X. The support of X, denoted as supp(X), is defined as |T (X)|. If the support of a pattern X is larger than a user-specified threshold min sup, then X is called a frequent pattern. Given a transaction database D and a minimum support threshold min sup, the task of frequent pattern mining is to find all the frequent patterns in D with respect to min sup.
Many efficient algorithms have been developed for mining frequent patterns [10] . Now the focus has shifted from how to efficiently mine frequent patterns to how to effectively utilize them. Frequent patterns has the anti-monotone property: if a pattern is frequent, then all of its subsets must be frequent too. On dense datasets and/or when the minimum support is low, long patterns can be frequent. All the subsets of these frequent long patterns are frequent too based on the anti-monotone property. This leads to an explosion in the number of frequent patterns. The huge quantity of patterns can easily become a bottleneck for understanding and further analyzing frequent patterns.
It has been observed that the complete set of frequent patterns often contains a lot of redundancy. Many frequent patterns have similar items and supporting transactions. It is desirable to group similar patterns together and represent them using one single pattern. Frequent closed pattern is proposed for this purpose [16] . Let X be a pattern and S be the set of patterns appearing in the same set of transactions as X, that is, S = {Y |T (Y ) = T (X)}. The longest pattern in S is called a closed pattern, and all the other patterns in S are subsets of it. The closed pattern of S is selected to represent all the patterns in S. The set of frequent closed patterns is a lossless representation of the complete set of frequent patterns. That is, all the frequent patterns and their exact support can be recovered from the set of frequent closed patterns. The number of frequent closed patterns can be much smaller than the total number of frequent patterns, but it can still be tens of thousands or even more.
Frequent closed patterns group patterns supported by exactly the same set of transactions together. This condition is too restrictive. Xin et al. [25] relax this condition to further reduce pattern set size. They propose the concept of δ-covered to generalize the concept of frequent closed pattern. A pattern X 1 is δ-covered by another pattern X2 if X1 is a subset of X2 and (
The goal is to find a minimum set of representative patterns that can δ-cover all frequent patterns. When δ=0, the problem corresponds to finding all frequent closed patterns. Xin et al. show that the problem can be mapped to a set cover problem. They develop two algorithms, RPglobal and RPlocal, to solve the problem. RPglobal first generates the set of patterns that can be δ-covered by each pattern, and then employs the well-known greedy algorithm [9] for the set cover problem to find representative patterns. The optimality of RPglobal is determined by the optimality of the greedy algorithm, so the solution produced by RPglobal is almost the best solution we can possibly have in practice. However, RPglobal is very time-consuming and space-consuming. It is feasible only when the number of frequent patterns is not large. RPlocal is developed based on FPClose [11] . It integrates frequent pattern mining with representative pattern finding. RPlocal is very efficient, but it produces much more representative patterns than RPglobal.
In this paper, we analyze the bottlenecks for finding a minimum representative pattern set and develop two algorithms, MinRPset and FlexRPset, to solve the problem. Algorithm MinRPset is similar to RPglobal, but it utilizes several techniques to reduce running time and memory usage. In particular, MinRPset uses a tree structure called CFPtree [14] to store frequent patterns compactly. The CFP-tree structure also supports efficient retrieval of patterns that are δ-covered by a given pattern. Our experiment results show that MinRPset is only several times slower than RPlocal, while RPglobal is often several orders of magnitude slower than RPlocal. Algorithm FlexRPset is developed based on MinRPset. It provides one extra parameter K which allows users to make a trade-off between efficiency and the number of representative patterns selected. When K = ∞, FlexRPset is the same as MinRPset. With the decrease of K, FlexRPset becomes faster, but it produces more representative patterns. When K=1, FlexRPset is slightly faster than RPlocal, and it still produces fewer representative patterns than RPlocal in almost all cases.
The rest of the paper is organized as follows. Section 2 introduces related work. Section 3 gives the formal problem definition. The two algorithms, MinRPset and FlexRPset, are described in Section 4 and Section 5 respectively. Experiment results are reported in Section 6. Finally, Section 7 concludes the paper.
RELATED WORK
The number of frequent patterns can be very large. Besides frequent closed patterns, several other concepts, such as generators [5] , disjunction-free generators [7] , δ-free sets [6] , non-derivable patterns [8] , maximal patterns [13] , top-k frequent closed patterns [21] and redundancy-aware top-k patterns [24] , have been proposed to reduce pattern set size. The number of generators is larger than that of closed patterns. Furthermore, the set of generators itself is not lossless. It requires a border to be lossless [7] , so does the set of disjunction-free generators and δ-free sets. The number of non-derivable patterns can also be larger than that of closed patterns on some datasets. The number of maximal patterns is much smaller than the number of closed patterns. All frequent patterns can be recovered from maximal patterns, but their support information is lost. Another work that also ignores the support information is [3] . It selects k patterns that best cover a collection of patterns.
Frequent closed patterns preserve the exact support of all frequent patterns. In many applications, knowing the approximate support of frequent patterns is sufficient. Several approaches have been proposed to make a trade-off between pattern set size and the precision of pattern support. The work by Xin et al. [25] described in Section 1 is one such approach. Another approach proposed by Pei et al. [17] uses absolute error bound. It uses heuristic algorithms to mine a minimal condensed pattern-base, which is a superset of the maximal pattern set. All frequent patterns and their support can be restored from a condensed pattern-base with error guarantee.
Yan et al. [26] use profiles to summarize patterns. A profile consists of a master pattern, a support and a probability distribution vector which contains the probability of the items in the master pattern. The set of patterns represented by a profile are subsets of the master pattern, and their support is calculated by multiplying the support of the profile and the probability of the corresponding items. To summarize a collection of patterns using k profiles, Yan et al. partition the patterns into k clusters, and use a profile to describe each cluster. There are several drawbacks with this profile-based approach: 1) It makes contradictory assumptions. On one hand, the patterns represented by the same profile are supposed to be similar in both item composition and supporting transactions, thus the items in the same profile are expected to be strongly correlated. On the other hand, based on how the support of patterns are calculated from a profile, the items in the same profile are expected to be independent. It is hard to make a balance between the two contradicting requirements. 2) There is no error guarantee on the estimated support of patterns.
3) The proposed algorithm for generating profiles is very slow because it needs to scan the original dataset repeatedly. 4) The boundary between frequent patterns and infrequent patterns cannot be determined using profiles.
Several improvements have been made to the profile-based approach. Jin et al. [12] develop a regression-based approach to minimize restoration error. They cluster patterns based on restoration errors instead of similarity between patterns, thus their approach can achieve lower restoration error. However, there is still no error guarantee on the restored support. CP-summary [18] uses conditional independence to reduce restoration error. It adds one more component to each profile: a pattern base, and the new profile is called c-profile. The items in a c-profile are expected to be independent with respect to the pattern base. CP-summary provides error guarantee on estimated support. However, patterns of a c-profile often share little similarity, so a cprofile is not representative of its patterns any more.
Profiles can be considered as generalizations of closed patterns. Wang et al. [20] make generalization on another concise representation of frequent patterns-non-derivable patterns. They use Markov Random Field (MRF) to summarize frequent patterns. The support of a pattern is estimated from its subsets, which is similar to non-derivable patterns. Markov Random Field model is not as intuitive as profiles, and it is also expensive to learn. It does not provide error guarantee on estimated support either.
The above approaches aim to summarize frequent patterns. Mampaey et al. [15] aim to summarize data instead with a collection of non-redundant patterns. A probabilistic maximum entropy model is used in their approach.
PROBLEM STATEMENT
We follow the problem definition in [25] . The distance between two patterns is defined based on their supporting transaction sets. 
Definition 1 (D(X 1, X2)). Given two patterns X1 and
X 2, the distance between them is defined as D(X1, X2) = 1 − |T (X 1 )∩T (X 2 )| |T (X 1 )∪T (X 2 )| .
Definition 2 ( -covered). Given a real number
is no larger than .
Proof.
Our goal here is to select a minimum set of patterns that can -cover all the frequent patterns. The selected patterns are called representative patterns. Based on Lemma 1, the restoration error of all frequent patterns is bounded by . We do not require representative patterns to be frequent. Based on Lemma 2, the support of representative patterns must be no less than min sup·(1− ). The problem is how to find a minimum representative pattern set? In the next two sections, we describe two algorithms to solve the problem.
THE MINRPSET ALGORITHM
Let F be the set of frequent patterns in a dataset D with respect to threshold min sup, andF be the set of patterns with support no less than min sup · (1 − ) in D. Obviously, F ⊆F . Given a pattern X ∈F , we use C(X) to denote the set of frequent patterns that can be -covered by X. We have
A straightforward algorithm for finding a minimum representative pattern set is as follows. First we generate C(X) for every pattern X ∈F , and we get |F| sets. The elements of these sets are frequent patterns in F. Let S = {C(X)|X ∈ F}. Finding a minimum representative pattern set is now equivalent to finding a minimum number of sets in S that can cover all the frequent patterns in F . This is a set cover problem, and it is NP-hard. We use the well-known greedy algorithm [9] to solve the problem, which achieves an approximation ratio of
, where k is the maximal size of the sets in S. We call this simple algorithm MinRPset.
The greedy algorithm is essentially the best-possible polynomial time approximation algorithm for the set cover problem. Our experiment results have shown that it usually takes little time to finish. Generating C(X)s is the main bottleneck of the MinRPset algorithm when F andF are large because we need to find C(X)s over a large F for a large number of patterns inF. We use the following techniques to improve the efficiency of MinRPset: 1) consider closed patterns only; 2) use a structure called CFP-tree to find C(X)s efficiently; and 3) use a light-weight compression technique to compress C(X)s.
Considering closed patterns only
A pattern is closed if it is more frequent than all of its supersets. If a pattern X 1 is non-closed, then there exists another pattern X 2 such that X1 ⊂ X2 and supp(X2) = supp(X 1).
Lemma 3. Given two patterns X1 and X2 such that X1 ⊆ X 2 and supp(X1) = supp(X2), if X2 is -covered by a pattern X, then X 1 must be -covered by X too.
The above lemma directly follows from Definition 2. It implies that instead of covering all frequent patterns, we can cover frequent closed patterns only, which leads to the following lemma. 
This lemma also directly follows from Definition 2. It suggests that we can use closed patterns only to cover all frequent patterns.
The number of frequent closed patterns can be orders of magnitude smaller than the total number of frequent patterns. Consider only closed patterns improves the efficiency of the MinRPset algorithm in two aspects. On one hand, it reduces the size of individual C(X)s since now they contain only frequent closed patterns. On the other hand, it reduces the number of patterns whose C(X) needs to be generated as now we need to generate C(X)s for closed patterns only.
Using CFP-tree to find C(X)s efficiently
The CFP-tree structure is specially designed for storing and querying frequent patterns [14] . It resembles a setenumeration tree [19] . We use an example dataset D in Table 1 to illuminate its structure. Table 2 shows all the frequent patterns in D when min sup = 3. The CFP-tree constructed from these frequent patterns is shown in Figure 1 . The CFP-tree is constructed using a pattern-growth approach. The root node contains all frequent items sorted in ascending frequency order. Each item i in the root node points to a subtree, and this subtree stores all the frequent patterns discovered from item i's conditional database.
Each node in a CFP-tree is a variable-length array. If a node contains multiple entries, then each entry contains exactly one item. If a node has only one entry, then it is called a singleton node. Singleton nodes can contain more than one item. For example, node 2 in Figure 1 is a singleton node with two items m and a. An entry E stores several pieces of information: (1) m items (m ≥ 1), (2) the support Table 2 of E, (3) a pointer pointing to the child node of E and (4) the id of the entry which is assigned using preordering. In the rest of this paper, we use E.items, E.support, E.child and E.preorder to denote the above fields. The CFP-tree structure allows different patterns to share the storage of their prefixes as well as suffixes. Prefix sharing is easy to understand. For example, patterns {f, m} and {f, a} share the same prefix {f } in Figure 1 . In a multientry CFP-tree node, only the items after an entry E can appear in the subtree pointed by E, and these items are called candidate extensions of E. Suffix sharing occurs when a candidate extension of an entry E occurs in the same set of transactions as the pattern represented by E. Let i be a candidate extension of E and X be a pattern represented by E. If supp(X) = supp(X ∪ {i}), then for any pattern Z, we must have supp(X ∪ Z) = supp(X ∪ {i} ∪ Z). In other words, X and X ∪ {i} have the same extensions. In CFPtree, a singleton node containing item i is created to enable the sharing between X and X ∪ {i}. In Figure 1 , patterns {p} and {p, f } have the same support, so a singleton node containing item f is created, which is node 3, to allow {p} and {p, f } to share the same subtree.
Every entry in a CFP-tree represents one or more patterns with the same support, and these patterns contain the items on the path from the root to the entry. Items contained in singleton nodes are optional. Let E be an entry, X m be the set of items in the multiple-entry nodes and X s be the set of items in the singleton nodes on the path from the root to the parent of E respectively. The above feature makes CFP-tree a very compact structure for storing frequent patterns. The number of entries in a CFP-tree is much smaller than the total number of patterns stored in the tree.
The CFP-tree structure has the following property. 
Finding one C(X)
Given a pattern X, C(X) contains the subsets of X that can be -covered by X. CFP-tree supports efficient retrieval of subsets of patterns. To find the subsets of a pattern X, we simply traverse the CFP-tree and match the items of the entries against X. For an entry E in a multiple-entry node, if its item appears in X, then entry E represents some subsets of X and the search is continued on its subtree. Otherwise, entry E and its subtree is skipped because all the patterns in the subtree of E contain E.items / ∈ X, and these patterns cannot be subsets of X. An entry E in a singleton node can contain items not in X, and these items are simply ignored.
Algorithm 1 shows the pseudo-codes for retrieving C(X). Initially, cnode is the root node of the CFP-tree. Parameter Y contains the set of items to be searched in cnode. It is set to X initially. Once an entry E is visited, the item of E is removed from Y when Y is passed to the subtree of E (line 8, 18). The item of E is also excluded when Y is passed to the entries after E (line 21). This is because the item of E cannot appear in the subtrees pointed by entries after E based on Property 1.
During the search of C(X)s, we also mark non-closed patterns. If the longest pattern of E is a proper subset of X and E.support=supp(X), then E is marked as non-closed (line 2-3, 12-13), and it is skipped in subsequent search.
The early termination technique. If a pattern iscovered by X, then its support must be no larger than
based on Definition 2. We use this requirement to further improve the efficiency of Algorithm 1. Given an entry E in a multiple-entry node, after we visit the subtree of E, if we find
, where Y is the set of items that is passed to E, then there is no need 
13:
Mark E as non-closed;
14:
if E is not marked as non-closed then 15 :
Put E.preorder into C(X);
17:
if E.child = NULL AND Y − E.items = ∅ then
18:
Search CX(E.child, Y − E.items, supp(X));
19
:
20:
return ;
21:
to visit the subtrees pointed by entries after E (line [19] [20] .
The reason being that all the subsets of X in these subtrees must be subsets of (E.pattern ∪ Y ), and their support must be larger than
too based on the anti-monotone property. We call this pruning technique early termination.
Finding C(X)s of all closed patterns
Algorithm 2 shows the pseudo-codes for generating all C(X)s. It traverses the CFP-tree in depth-first order from left to right. Using this traversal order, the supersets of a pattern X that are on the left of X are visited before X. If the support of X is the same as one of these supersets, then X should be marked as non-closed when Search CX is called for that superset. If X is not marked as non-closed when X is visited, it means that X is more frequent than all its supersets on its left. Based on Lemma 6, the supersets of a pattern appear either on the left of the pattern or in the subtree pointed by the pattern. If X is also more frequent than its child entries, then X must be closed. The conditions listed at line 2 and line 3 ensure that Algorithm 2 generates C(X)s for only closed patterns.
In Algorithm 2, if an entry E is marked as non-closed because it has the same support as one of its supersets on its left, then all the patterns in the subtree pointed by E are non-closed. We can safely skip E and its subtree in subsequent traversal (line 2). The same pruning is done in Algorithm 1 (line 4, 14) . This pruning technique has been used in almost all frequent closed pattern mining algorithms to prune non-closed patterns [11, 22] .
Compressing C(X)s
In a CFP-tree, each entry E has an id, which is denoted as E.preorder. In Algorithm 1, we put the id of entry E into
Algorithm 2 DFS Search CXs Algorithm

Input:
cnode is a CFP-tree node; //cnode is the root node initially.
Output:
C(X)s; Description:
1: for each entry E ∈ cnode from left to right do 2: if E is not marked as non-closed then 3: if E is more frequent than its child entries then
4:
X=E.pattern;
5:
C(X) = Search CX(root, X, E.support);
6:
if E.child = NULL then
7:
DFS Search CXs(E.child); X (line 6, 16 ). Each id takes 4 bytes. The total number of C(X)s generated by Algorithm 2 grows with the number of frequent (closed) patterns. When the number of frequent closed patterns is large, the total size of C(X)s can be very large. If the main memory cannot accommodate all C(X)s, the greedy set cover algorithm becomes very slow.
C(X) if E is -covered by
To alleviate this problem, we compress C(X)s using a light-weight compression technique [23] . Each entry id occupies one or more bytes depending on its value. To reduce the number of bytes needed for storing entries ids, we sort the entry ids in ascending order and store the differences between consecutive ids instead. Our experiment results show that this compression technique can reduce the space needed for storing C(X)s by about three quarters in many cases. Algorithm 3 shows the pseudo-codes of MinRPset, and it calls Algorithm 2 to find C(X)s. Note that we store all patterns, including non-closed patterns, with support no less than min sup·(1− ) in a CFP-tree (line 1). Non-closed patterns are identified during the search of C(X)s. Hence it is possible that some C(X)s contains some non-closed entries. These non-closed entries are removed from C(X)s (line 3) before the greedy set cover algorithm is applied.
Algorithm 3 MinRPset Algorithm
THE FLEXRPSET ALGORITHM
When the number of frequent patterns is large on a dataset, the MinRPset algorithm may become very slow since it needs to search subsets over a large CFP-tree for a large number of patterns. Furthermore, the set of C(X)s may become too large to fit into the main memory. To solve this problem, instead of searching C(X)s for all closed patterns, we can selectively generate C(X)s such that every frequent pattern is covered a sufficient number of times, in the hope that the greedy set cover algorithm can still find a near-optimal solution. Intuitively, the fewer the number of C(X)s generated, the more efficient the algorithm is. This is the basic idea of the FlexRPset algorithm.
The FlexRPset algorithm uses a parameter K to control the minimum number of times that a frequent pattern needs
Algorithm 4 Flex Search CXs Algorithm
Input:
cnode is a CFP-tree node; //cnode is the root node initially. K is the minimum number of times that a frequent closed pattern needs to be covered; Output:
1: for each entry E ∈ cnode from left to right do 2: if E is not marked as non-closed then 3:
4:
Flex Search CXs(E.child);
5:
if E is more frequent than its child entries then
6:
if (E is frequent AND E is covered less than K times) OR (∃ an ancestor entry E of E such that E is frequent, E can be -covered by E and E is covered less than K times) then
7:
X=E.pattern; 8:
to be covered. Algorithm 4 shows how FlexRPset selectively generates C(X)s. The other steps of FlexRPset are the same as those of MinRPset.
Algorithm 4 still uses the depth-first order to traverse a CFP-tree from left to right. It traverses the subtree of an entry E first (line 3-4) before it processes E (line 5-8), which means that when E is processed, all the supersets of E have been processed already based on Lemma 6 , and E cannot be covered any more except by itself. If E is frequent and it is covered less than K times, then we generate C(E.patterns) to cover E (the first condition at line 6). If E has already be covered at least K times when E is visited, then we look at the ancestor entries of E. For an ancestor entry E of E, most of its supersets are already processed too when E is visited, hence not many remaining entries can cover E . If E is frequent, E can be -covered by E and E is covered less than K times, then we also generate C(E.patterns) to cover E (the second condition at line 6).
With the increase of parameter K, more information are gathered, hence less representative patterns are generated. However, the running time of FlexRPset becomes longer. How can users make a trade-off between running time and result size conveniently? We observe that the C(X)s generated at a smaller K value can be re-used at a larger K value. This leads to the incremental FlexRPset algorithm. It starts from K=1 and works like FlexRPset. If the user is happy with the number of representative patterns generated at K=1, then it stops. Otherwise, it increases K to 10 and generates C(X)s in a way similar to Algorithm 4. The only difference is that the set of C(X)s generated at K=1 are taken into consideration. During the traversal of the CFPtree, the times that an entry E is covered is decided not only by the C(X)s generated in the current traversal of the CFPtree, but also by the C(X)s generated in previous traversal. This process is repeated until either users are happy with the number of representative patterns, or K has reached a certain limit. In every iteration, we increase K by 10 times.
EXPERIMENTS
In this section, we study the performance of our algorithms. The experiments were conducted on a PC with 2.33Ghz Intel Duo Core CPU and 3.25GB memory. Our algorithms were implemented using C++. We downloaded the source codes of RPlocal from the IlliMine system package [2]. All source codes were compiled using Microsoft Visual Studio 2005.
Datasets
The datasets used in the experiments are shown in Table  3 . They are obtained from the FIMI repository [1] . Table 3 shows the number of transactions (#trans) and items (#items), the maximal and average length of transactions (MaxTL, AvgTL) on the datasets. 
Comparison with RPlocal
The first experiment compares MinRPset and FlexRPset with RPlocal. Let N be the number of representative patterns generated by an algorithm. Figure 2 shows the ratio of N to the number of representative patterns generated by RPlocal when min sup is varied. Obviously, the ratio is always 1 for RPlocal. is set to 0.2 on mushroom and to 0.1 on other datasets. In [25] , the authors have shown that the number of representative patterns selected by RPlocal can be orders of magnitude smaller than the number of frequent closed patterns. MinRPset further reduces the number of representative patterns by 5%-65%. The FlexRPset algorithm generates a similar number of representative patterns with MinRPset when K is large. When K gets smaller, the number of representative patterns generated by FlexRPset increases. When K=1, FlexRPset still generates less representative patterns than RPlocal in most of the cases. Figure 3 shows the running time of the several algorithms when min sup is varied. The running time of MinRPset and FlexRPset includes the time for mining frequent patterns. The running time of all algorithms increases with the descrease of min sup. MinRPset has similar running time with RPlocal on mushroom. On accidents and pumsb star, when min sup is relatively high, the running time of MinRPset and RPlocal is similar too. In other cases except for dataset pumsb, MinRPset is several times slower than RPlocal. RPglobal is often hundreds of times slower than RPlocal as shown in [25] . This indicates the techniques used in MinRPset is very effective in reducing running time. On pumsb, MinRPset is more than 10 times slower than RPlocal when min sup ≤ 0.7, but it achieves the greatest reduction in the number of representative patterns on this dataset.
FlexRPset has similar running time with RPlocal when K is small. When K increases, FlexRPset becomes slower. For the incremental FlexRPset algorithm, we set the maximum value of K to 1000. The incremental algorithm tries 4 values of K incrementally: 1, 10, 100 and 1000. Figure 3 shows that the running time of the incremental algorithm (denoted as "incremental" in the figures) is slightly longer than that of FlexRPset with K=1000. The reason being that the most costly steps in FlexRPset are constructing the CFP-tree and generating C(X)s, and these two steps are shared among different K values in the incremental algorithm. Figure 4 compares the number of representative patterns generated by the several algorithms when is varied. When increases, MinRPset achieves greater reduction in the number of representative patterns. However, its running time increases quickly too as shown in Figure 5 . The running time of RPlocal is relatively stable with respect to , so is the running time of FlexRPset when K ≤ 10. When K ≥ 100, the running time of FlexRPset increases more obviously with .
Effect of the early termination technique
In Algorithm 1, we use an early termination technique (described at the end of Section 4.2.1) to improve the efficiency of Algorithm 1. Table 4 shows the effect of the early termination technique on the running time of MinRPset. Columns "W/O (sec)" and "With (sec)" are the running time of MinRPset without and with the early termination technique respectively. The last column is the ratio of "With (sec)" to "W/O (sec)". On dataset pumsb, the early termination technique achieves the lowest reduction in running time. This is one reason why MinRPset is more than 10 times slower than RPlocal on pumsb. On other datasets, the early termination technique can reduce the running time by 5-15 times. Similar results are observed for FlexRPset. The early termination technique is more effective when is smaller. This is because when is smaller, fewer subsets of X can be -covered by X, and more subsets of X that do not satisfy the support constraint are pruned by the early termination technique.
DISCUSSION AND CONCLUSION
In this paper, we have described two algorithms, MinRPset and FlexRPset, for finding minimum representative pattern sets. Both algorithms generate less representative patterns than previous work RPlocal. FlexRPset takes one extra parameter K, which allows users to make a tradeoff between result size and efficiency. With the increase of K, FlexRPset produces less representative patterns, but its running time increases. When K is small, FlexRPset can be slightly faster than RPlocal even though RPlocal integrates frequent pattern mining with representative pattern finding, while FlexRPset first mines frequent patterns and then finds representative patterns in a post-processing step. Definition 2 allows a pattern to cover its subsets only. This condition allows users to restore the support of a pattern by searching the supersets of the pattern in the representative pattern set, and then using the highest support of the supersets to approximate the support of the pattern. Without this condition, it is impossible to estimate the support of a pattern as we do not know which representative pattern covers it. In MinRPset and FlexRPset, all frequent patterns are stored in a CFP-tree compactly. Users can retrieve the support of patterns from the CFP-tree directly. The set of representative patterns merely provides a concise view of all patterns. In this situation, the subset condition becomes unnecessary. We can relax Definition 2 by removing condition X 1 ⊆ X2 to further reduce the number of representative patterns. This will be our future work.
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