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a b s t r a c t
The Path Partition Conjecture for digraphs states that for every digraph D, and every choice
of positive integers λ1, λ2 such that λ1 + λ2 equals the order of a longest directed path in
D, there exists a partition of D in two subdigraphs D1,D2 such that the order of the longest
path in Di is at most λi for i = 1, 2.
We present sufficient conditions for a digraph to satisfy the Path Partition Conjecture.
Using these results, we prove that strong path mergeable, arc-locally semicomplete,
strong 3-quasi-transitive, strong arc-locally in-semicomplete and strong arc-locally out-
semicomplete digraphs satisfy the Path Partition Conjecture. Some previous results are
generalized.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let D be a digraph, and λ(D) denote the order of a longest directed path in D. The Gallai–Roy–Vitaver Theorem [13,16,18]
states that the chromatic number of a digraph D is at most λ(D). Laborde et al. [14] posed a conjecture that generalizes
this theorem: Every digraph has a maximal independent set that intersects every longest path. This conjecture is a particular
instance of what is called the Path Partition Conjecturewhich states the following:
Conjecture 1.1. For every digraph D and any choice of positive integers λ1 and λ2 with λ(D) = λ1 + λ2, there exists a partition
of D into two subdigraphs D1 and D2 such that λ(Di) ≤ λi for i = 1, 2.
Similar partition problems have been solved for undirected graphs in [15,17] considering parameters such as the
maximum degree ∆ or the minimum degree δ. In [6] this conjecture is proved for several generalizations of tournaments,
namely quasi-transitive, extended semicomplete and locally in-semicomplete digraphs. Other extensions of the Laborde,
Payan and Xuong conjecture (such as find a maximal independent set that intersects every non-augmentable path) were
proved for line digraphs, arc-locally semicomplete, quasi-antiarc-transitive, quasi-transitive, path-mergeable, locally in-
semicomplete, locally out-semicomplete, semicomplete k-partite digraphs [12], and more recently for arc-locally in-
semicomplete, arc-locally out-semicomplete and quasi-arc-transitive digraphs [20]. In the present paper, we prove that
strong path mergeable, arc-locally semicomplete, strong 3-quasi-transitive, strong arc-locally in-semicomplete and arc-
locally out-semicomplete digraphs, satisfy the Path Partition Conjecture.
Theorem 5.1, our main result in Section 5, allow us to use digraphs which satisfy the conditions of the Path Partition
Conjecture to construct other digraphs that also satisfy the conditions of this seemingly difficult conjecture. We take
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advantage of this useful result combined with recent characterizations of certain classes of digraphs (Sections 6–8) to prove
that digraphs belonging to these classes satisfy Conjecture 1.1.
Path mergeable digraphs extend several generalizations of tournaments such as locally in-semicomplete, locally out-
semicomplete, locally semicomplete digraphs (classes for which the Path Partition has been proved); also there are
infinite families of path mergeable digraphs that are not contained in any of the previously mentioned classes. Arc-locally
semicomplete, strong arc-locally in-semicomplete, strong arc-locally out-semicomplete and strong 3-quasi-transitive
digraphs were introduced in [2,19].
2. Terminology and notation
We only consider finite digraphs without loops or multiple arcs. For general terminology, consult [4,7]. Let D =
(V (D), A(D)) be a digraph, the order of D (denoted by |D|), is the cardinality of V (D). Consider two vertices u, v ∈ V (D),
we will denote u → v,−→uv or simply uv when there exists an arc from u to v. We say that x and y are adjacent if −→xy or −→yx .
Consider S, T ⊂ V (D),D[S] is the subdigraph induced by S (if H is graph or a digraph having V (H) ⊂ V (D), then we will
write D[H] instead of D[V (H)]). An ST -arc is an arc−→st with s ∈ S and t ∈ T . We say that S dominates T (denoted by S → T )
if st ∈ A(D) for every s ∈ S and every t ∈ T .
In the context of digraphs, we always consider a path (cycle) as a directed path (directed cycle). An xy-path is a pathwhose
initial vertex is x and its final vertex is y. An ST -path is an st-path such that s ∈ S and t ∈ T . The order (length) of a path is
the number of vertices (arcs) belonging to this path. Sometimes we use λ(S) instead of writing λ(D[S]). If P = (x1, . . . , xn)
and Q = (y1, . . . , ym) are paths in D, we denote the subpath (xi, . . . , xj) by xiPxj and if xn → y1 the concatenation between
P and Q will be denoted simply by PQ .
The underlying graph (denoted by UG(D)) of a digraph D is the undirected graph obtained by replacing arcs or directed
cycles of order 2, by edges. The strong component digraph ofD is the acyclic digraph SC(D)whereV (SC(D)) = {S1, S2, . . . , Sr}
is the set whose elements are the strong components of D and A(SC(D)) = {SiSj|−→sisj ∈ A(D), for some si ∈ Si and sj ∈ Sj}. An
(A, B) partition of V (D) is a bipartition of V (D), in which A ∪ B = V (D) and A ∩ B = ∅. For a positive integer n, let En be the
digraph with n vertices and no arcs. En is called the independent set of order n.
3. Digraphs with Hamiltonian blocks
A cut vertex of a graph is one whose removal increases the number of components. A nonseparable graph is connected,
nontrivial and has no cut vertices. A block of a graph is a maximal nonseparable subgraph. If P is a path in a digraph D and
B is any block in UG(D), then the intersection of P with D[B] is either empty or a path. Considering the fact that every graph
can be thought as a symmetrically directed graph, the next result is a generalization of a theorem due to Broere et al. [8].
Theorem 3.1. Suppose D is a digraph such that D[X] is a Hamiltonian for every block X of the underlying graph UG(D). Then
there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2, for any two positive integers λ1 ≥ λ2 such
that λ1 + λ2 = λ(D).
Proof. Suppose λ1, λ2 are positive integers such that λ(D) = λ1 + λ2 and λ1 ≥ λ2. We may assume that D is connected.
Since D[X] is Hamiltonian for every block X of UG(D), there is no block B in the underlying graph UG(D) such that D[B] is a
directed path of order 2. By this observation, there is a path in D of order at least |X |+ |Y |, where X and Y are any two blocks
in UG(D). We consider two cases.
Case 1. Some block X in UG(D) has more than λ1 vertices.
Let Y be any block of UG(D) other than X . Then there is a path in D that contains V (X) ∪ V (Y ). (Notice that if Y = ∅ it is
trivial.) If |Y | ≥ λ2 + 1 then, since X and Y have at most one common vertex, |P| > λ1 + λ2, contradicting our assumption
on λ(D). Hence every block other than X has at most λ2 vertices. Now put λ1 vertices of X into A and the remaining vertices
of X into B. (Notice that |X | ≤ λ = λ1 + λ2 as D[X] is Hamiltonian.) Then repeat the following procedure until all vertices
of D have been distributed between A and B.
Let Z be any block that has not yet been partitioned but that shares a vertex v with a block whose vertices have already
been distributed among A and B (since the block–cut-vertex structure of a graph is acyclic, any block that has not yet been
partitioned will share at most one vertex with that part of the graph whose vertices have already been partitioned). If v is
in A (resp. v is in B), put all the vertices of Z − v in B (resp. in A).
It is clear from the procedure that every path in D[A] and every path in D[B] is contained in a single block of UG(D). Since
all the blocks except X have order at most λ2, it follows that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
Case 2. Every block of UG(D) has at most λ1 vertices.
Start with any block X of UG(D) and put min{λ2, |X |} of its vertices into B and the remaining vertices into A. Then repeat
the following procedure until all vertices of D have been distributed between A and B.
Let Y be any block that has not yet been partitioned but that shares a vertex v with a block whose vertices have already
been distributed among A and B. If v is in B, then put all the vertices of Y − v into A. If v is in A, then put min{|Y − v|, λ2}
vertices of Y into B and the remainder into A (see Fig. 1).
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Fig. 1. Case 2 partition.
It is clear from the procedure that the vertices of every path in D[B] are contained in a single block of UG(D). Also, if a
path in D[A] contains vertices from two intersecting blocks of UG(D), then at least one of those two blocks has λ2 vertices
in B.
Now suppose P is a path of order greater than λ1 in D[A]. Then, by our assumption on the order of the blocks, P has
vertices in more than one block and hence at least one of the end vertices of P is in a block X that contains λ2 vertices in B.
But, since X is Hamiltonian, there is a path Q in D such that V (P)∪ V (X) ⊆ V (Q ). Since Q has more than λ1 vertices in D[A]
and at least λ2 vertices in D[B], it follows that |Q | > λ1 + λ2 = λ(D). Hence λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2. 
4. Path mergeable digraphs
A digraph is path mergeable, if for any choice of vertices u, v ∈ V (D) and any pair of internally disjoint uv-paths P,Q ,
there exists a uv-path R in D such that V (R) = V (P) ∪ V (Q ). Examples of digraphs that are path mergeable are the locally
in-semicomplete and the locally out-semicomplete digraphs [1]. Locally in-semicomplete digraphs (locally out-semicomplete
digraphs) satisfy the property that every two in-neighbors (out-neighbors) are adjacent.
Theorem 4.1 (Bang-Jensen [1]). A path-mergeable digraph D of order n ≥ 2 is Hamiltonian if and only if D is strong and UG(D)
has no cut vertices.
Theorem 4.2 (Bang-Jensen et al. [5]). A locally in-semicomplete digraph D of order n ≥ 2 is Hamiltonian if and only if D is
strong.
Theorem 4.3. Let D be a strong path-mergeable digraph. Consider two positive integers λ1 ≥ λ2 such that λ1 + λ2 = λ(D).
Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
Proof. Since every induced subdigraph of D is path mergeable, it follows from Theorem 4.1 that the digraph induced by the
vertices of any block in UG(D) is Hamiltonian. The result now follows from Theorem 3.1. 
Corollary 4.1 (Bang-Jensen et al. [6]). Let D be a strong locally in-semicomplete digraph. Consider two positive integers λ1 ≥ λ2
such that λ1 + λ2 = λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
5. Composition over an acyclic digraph
Let H be a digraph, with vertex set V (H) = {v1, v2, . . . , vn}, and digraphs D1,D2, . . . ,Dn, such that their vertex
sets are pairwise disjoint. We define the composition as the digraph D = H[D1,D2, . . . ,Dn] with vertex set V (D) =
V (D1) ∪ · · · ∪ V (Dn) in which xy ∈ A(D) if and only if x ∈ V (Di), y ∈ V (Dj), and vivj ∈ A(H), where i ≠ j, or xy ∈ A(Di) and
i = j. The digraphs D1, . . . ,Dn are called components of D. When the components are independent sets, then we say that
D is an H extension (or an extension of H), if H is a path or a directed cycle, D is also called an extended path or an extended
cycle respectively.
Suppose T is a digraph without directed cycles. Then V (T ) has an acyclic ordering v1, v2, . . . , vn such that vivj ∉ A(D)
unless i < j. Using this observation it is easy to prove the following lemma.
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Fig. 2. pini and p
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Lemma 5.1. Let T be a digraph without directed cycles. If D = T [D1,D2, . . . ,Dn] and P is a path in D, then the intersection of
P with each Di, (i = 1, . . . , n) is either empty or a path.
The following conjecture is equivalent to Conjecture 1.1.
Conjecture 5.1. For every digraph D and q a positive integer less than λ(D), there exists a partition (A, B) of V (D) such that
λ(D[A]) ≤ q and λ(D[B]) ≤ λ(D)− q.
Using a partition strategy developed by Dlamini et al. [9] and by Bang-Jensen et al. in [6], we can obtain a general result.
Theorem 5.1. Let T be an acyclic digraph such that V (T ) = {v1, v2, . . . , vn}, let D = T [D1,D2, . . . ,Dn] and suppose q is a
positive integer less than λ(D). Suppose that for each Di and for each positive qi such that λ(Di) > qi, there exists a partition
(Ai, Bi) of V (Di) such that λ(Ai) ≤ qi and λ(Bi) ≤ λ(Di)− qi. Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ q
and λ(D[B]) ≤ λ(D)− q.
Proof. Let pini denote the order of a longest path in D−Di that ends in Di. Let pendi denote the order of a longest path in D that
ends in Di (see Fig. 2). It follows from these definitions that if vivj ∈ A(T ), then pendi ≤ pinj . Also, since every path in D − Di
whose final vertex dominates some vertex in Di can be extended to a path in D with final vertex belonging to Di, we have
that 0 ≤ pini < pendi .
Let S = {i : pendi ≤ q} and R = {i : pini ≥ q}. Now let A′ = ∪i∈S V (Di) and B′ = ∪i∈R V (Di). We notice that A′ ∩ B′ = ∅ (If
x ∈ A′, then x ∈ V (Di) such that pendi ≤ q. But pini < pendi and hence x ∉ B′.) Consider J = {i|pini < q < pendi }, for each j ∈ J
define qj = q − pinj > 0 and a partition (Aj, Bj) of V (Dj) having the property that λ(Aj) ≤ qj and λ(Bj) ≤ λ(Dj) − qj. As a
simple observation, if i ∉ J we have that V (Di) ⊂ A′ or V (Di) ⊂ B′ (If x ∈ V (Di), and x ∈ A′, then pendi ≤ q, hence y ∈ A′
for every y ∈ V (Di), and similarly, if x ∈ V (Di), and x ∈ B′, then pini ≥ q, hence y ∈ B′ for every y ∈ V (Di).) Let (A, B) be a
partition of V (D) defined by A = A′ ∪ j∈J Aj , B = B′ ∪ j∈J Bj. We will prove that (A, B) satisfies the requirements.
Let P be any path in D. If P intersects Di then, by Lemma 5.1, we can assume that PDi is the subpath of P in Di. Hence, if P
starts (or terminates) in Di, we can write P = PDiQ (or P = QPDi ) where Q is the remainder of P in D− Di.
Claim 1. λ(D[A]) ≤ q.
Letα be a longest path inD[A] and suppose α terminates inDi. Letα = QαDi . If i ∉ J then V (αDi) ⊂ A′ and therefore pendi ≤ q.
Hence |α| ≤ pendi ≤ q. If i ∈ J , then |α| = |QαDi | = |Q | + |αDi | ≤ pini + qi = pini + (q− pini ) = q, since Q is a path in D− Di
whose vertices dominate V (Di), (recall that for S, T ⊆ V (D) we say that S dominates T whenever (s, t) ∈ A(D) for every
s ∈ S and t ∈ T ) and since V (αDi) ⊆ Ai.
Claim 2. λ(D[B]) ≤ λ(D)− q.
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Let β be a longest path in D[B] and suppose β starts in Di. Let β = βDiQ . If i ∉ J , then the concatenation of any path in D−Di
that dominates Di and β , has order at most λ(D). Hence λ(D) ≥ pini +|β|, i.e. |β| ≤ λ(D)− pini ≤ λ(D)− q, since V (Di) ⊂ B′.
If i ∈ J then |β| = |βDi | + |Q | ≤ λ(Bi) + |Q | ≤ λ(Di) − qi + |Q | = λ(Di) − (q − pini ) + |Q |. Now any path in D − Di that
dominates Di, followed by a path in Di, followed by Q has order at most λ(D). Hence pini + λ(Di)+ |Q | ≤ λ(D), so it follows
that |β| ≤ λ(D)− q. 
The following corollary is obtained by observing that independent sets trivially satisfy the Path Partition Conjecture.
Corollary 5.1. Let D = T [Em1 , Em2 , . . . , Emn ] be an extension of an acyclic digraph T . Consider two positive integers λ1 ≥ λ2
such that λ1 + λ2 = λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
Corollary 5.2 (Dlamini et al. [9]). Let T be an acyclic digraph T . Consider two positive integersλ1 ≥ λ2 such that λ1+λ2 = λ(D).
Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
We will prove that some classes of digraphs satisfy Path Partition Conjecture, using the next result.
Theorem 5.2. Let Cn = (v1, v2, . . . , vn, v1) be the directed cycle of order n, Em1 , Emn independent sets and D2, . . . ,Dn−1
digraphs satisfying that for each positive integer qi such that λ(Di) > qi, there exists a partition (Ai, Bi), of V (Di) with the
property that λ(Ai) ≤ qi and λ(Bi) ≤ λ(Di)− qi. Consider the composition D = Cn[D1 = Em1 ,D2, . . . ,Dn−1,Dn = Emn ] and let
q be a positive integer less than λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ q and λ(D[B]) ≤ λ(D)−q.
Proof. Let a = vnv1 ∈ A(Cn). Consider the digraphD′ = (Cn−a)[Em1 ,D2, . . . ,Dn−1, Emn ], we have that Cn−a is acyclic. Then
by Theorem 5.1 there exists a partition (A, B) of V (D′) = V (D) such that λ(D′[A]) ≤ q and λ(D′[B]) ≤ λ(D′)− q ≤ λ(D)− q.
Case 1. 2 ≤ q ≤ λ(D′)− 1.
Since D′ satisfies the conditions of Theorem 5.1, it is not hard to prove that pend1 = 1 and pinn = λ(D′)−1. According to the
(A, B) partition given in Theorem 5.1, it occurs that V (D1) ⊂ A and V (Dn) ⊂ B. Therefore, there is no EmnEm1-arc belonging
to D[A] or D[B]. So we have that D[A] = D′[A],D[B] = D′[B], hence we obtain
λ(D[A]) = λ(D′[A]) ≤ q, λ(D[B]) = λ(D′[B]) ≤ λ(D′)− q ≤ λ[D] − q.
Case 2. λ(D)− 1 ≥ q ≥ λ(D′).
Let A = ∪n−1i=1 V (Di) and B = V (Dn). Using the fact that Cn − a is a path, it is easy to observe that λ(D[A]) ≤ λ(D′)− 1 ≤
λ(D)− 1, and λ(D[A]) ≤ λ(D′) < q. Since B = V (Emn) is an independent set, λ(D[B]) = 1 ≤ λ(D)− q.
Case 3. q = 1. Simply define A = V (D1) and B = ∪ni=2 V (Di). 
Corollary 5.3. Let D = Cn[Em1 , Em2 , . . . , Emn ] be an extension of a cycle. Consider two positive integers λ1 ≥ λ2 such that
λ1 + λ2 = λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
The partition technique given in the proof of Theorem 5.1 was used in [6] to prove the following theorem.
Theorem 5.3 (Bang-Jensen et al. [6]). Let D be a locally in-semicomplete digraph. Consider two positive integers λ1 ≥ λ2 such
that λ1 + λ2 = λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
The previous result depends on the fact that if S1, S2, . . . , Sk are the components of a locally in-semicomplete digraph D
then D = SC(D)[S1, S2, . . . , Sk], where SC(D) is the strong component digraph of D. Motivated by this technique, we will
use Theorem 5.1 to show that some generalizations of tournaments satisfy the Path Partition Conjecture.
6. Arc-locally semicomplete digraphs
A digraph is arc-locally semicomplete if it satisfies that for any two adjacent vertices u and v, if x → u and y → v, then
x = y or x and y are adjacent; and if u → x and v → y, then x = y or x and y are adjacent.
The following elementary results will be useful for proving that arc-locally semicomplete digraphs satisfy the Path
Partition Conjecture.
Theorem 6.1. Let D be semicomplete digraph. Consider two positive integers λ1 ≥ λ2 such that λ1 + λ2 = λ(D). Then there
exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
Theorem 6.2. Let D be a bipartite digraph. Consider two positive integers λ1 ≥ λ2 such that λ1 + λ2 = λ(D). Then there exists
a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
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In [10] Galeana-Sánchez and Goldfeder gave a characterization of arc-locally semicomplete digraphs.
Define a product of digraphs with respect to a list of k-partite digraphs Dv1 ,Dv2 , . . . ,Dvn indexed over the vertices of
an arbitrary digraph D, with vertex set V (D) = {v1, . . . , vn}, in order to get a new k-partite digraph which we denote
by D[Dv1 ,Dv2 , . . . ,Dvn ]P = K . Choose P (Dvi) = (V i1, V i2, . . . , V ik), an ordered k-partition of Dvi (i.e. V (Dvi) = ∪kj=1 V ij
and V ip ∩ V iq = ∅ if p ≠ q), for each Dvi . The product has V (K) = ∪ki=1(V (Dvi) × {i}) as vertex set, P = (∪ni=1(V i1 ×
{i}), . . . ,∪ni=1(V ii × {i}), . . . ,∪ni=1(V ik × {i})) as ordered k-partition and (u, i)(v, j) ∈ A(K) if and only if
• i = j and u → v in Dvi , or
• i ≠ j, u ∈ V ip, v ∈ V jq with p ≠ q and vi → vj in D.
The previous digraph is called P -composition or a k-compositionwith respect to a partition P .
Theorem 6.3 (Galeana-Sánchez and Goldfeder [10]). If D is an arc-locally semicomplete digraph, then D is one of the following:
1. subdigraph of an arc extension;
2. a directed path extension;
3. a directed cycle extension;
4. subdigraph of the three vertices complete digraph;
5. C∗3 [E1, En, E1], where C∗3 is the digraph with V (C∗3 ) = {v1, v2.v3} and A(D) = {v1v2, v2v3, v3v1, v1v3};
6. TT3[E1, En, E1], where TT3 is the transitive tournament with three vertices;
7. a bipartite semicomplete subdigraph of
−→
P2 [Em0 ,
−→
C2 [E1, Em2 ], Em3 ]P , if m2 > 1, then the ordered bipartition of the P -
composition is (E1, Em0 ∪ Em2 ∪ Em3) and
−→
P2 is the directed path of length two;
8.
−→
P2 [Em0 ,D′, Em2 ]P ≤ D ≤ TT3[Em0 ,D′, Em2 ]P , where ≤ denotes the subdigraph relation, D′ is a bipartite semicomplete
digraph (it can have no arcs, in which case the ordered bipartition can only be (∅, V (D′)) or (V (D′),∅));
9.
−→
P2 [E1,D′, E1], where D′ is a complete digraph;
10. a bipartite semicomplete digraph; or
11. a semicomplete digraph.
Theorem 6.4. Let D be an arc-locally semicomplete digraph. Consider two positive integers λ1 ≥ λ2 such that λ1 + λ2 = λ(D).
Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
Proof. We will divide the proof according to the cases of the classification given in Theorem 6.3.
• IfD is a digraph in case 2, 6, or 9, the result followsbyobserving that their components satisfy the Path PartitionConjecture
and using Theorem 5.1.
• If D belongs to case 3, it is immediate from Corollary 5.3.
• If D is a digraph in case 5, as λ(D) = 3, therefore λ1 = 2, then take A = E1 ∪ E3 and B = En. It is easy to see that
λ(A) ≤ 2 = λ1 and that λ(B) ≤ 1 = λ2, because En is an independent set. Therefore D satisfies the Path Partition
Conjecture.
• If D belongs to case 4, then there are only two possibilities. If D is acyclic, the result is obtained from Corollary 5.2. The
other cases can be easily carried.
• If D is in case 1, 7, 8 or 10, then D is bipartite, so the results follows from Theorem 6.2.
• Finally if D is a digraph belonging to case 11, then use Theorem 6.1 to obtain the result. 
7. Strong 3-quasi-transitive digraphs
Quasi-transitive digraphs are defined by the property that if u, v, w are vertices such that −→uv , −→vw, then u and w are
adjacent or equal. In [6] Bang-Jensen et al. proved the following theorem.
Theorem 7.1 (Bang-Jensen et al. [6]). Let D be a quasi-transitive digraph. Consider two positive integers λ1 ≥ λ2 such that
λ1 + λ2 = λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
A digraph D is 3-quasi-transitive if for every set of vertices {u, v, w, z} of V (D) satisfying that if u → v → w → z,
then u = z or u and z are adjacent. Consider the digraphs C−4 and C+4 with vertex set {v1, v2, v3, v4} and arc sets A(C−4 ) =
{v1v2, v2v3, v3v4, v4v1, v1v3} and A(C+4 ) = {v1v2, v2v3, v3v4, v4v1, v1v3, v2v4} (Fig. 3). Define Fn = C−4 [E1, En, E1, E1].
We will use the next classification of strong 3-quasi-transitive digraphs.
Theorem 7.2 (Galeana-Sánchez et al. [11]). Let D be a strong 3-quasi-transitive digraph of order n. Then D is either a
semicomplete digraph, a semicomplete bipartite digraph, or isomorphic to Fn.
Theorem 7.3. Let D be a strong 3-quasi-transitive digraph. Consider two positive integers λ1 ≥ λ2 such that λ1 + λ2 = λ(D).
Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
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Fig. 3. C−4 and C
+
4 .
En En
En
Fig. 4. Fn and C+4 [E1, En, E1, E1] = C3[E1, P1[En, E1], E1].
Proof. If D is a semicomplete or a bipartite semicomplete digraph, then the result follows immediately from Theorems 6.1
and 6.2. If D is isomorphic to Fn, then D = C−4 [E1, En, E1, E1] which is a subdigraph of D′ = C+4 [E1, En, E1, E1] (Fig. 4). Also
we have that λ(D) = λ(D′), which means that it suffices to prove that there exists a partition (A, B) of V (D′) = V (D) such
that λ(D′[A]) ≤ λ1 and λ(D′[B]) ≤ λ2. This is easy using Theorem 5.2 and observing that D′ = C3[E1,−→P 1[En, E1], E1]where
C3 denotes the directed cycle of length 3. 
8. Strong arc-locally in-semicomplete digraphs
A digraph D is arc-locally in-semicomplete if for every two adjacent vertices u and v such that x → u and y → v, either
x = y or x and y are adjacent (arc-locally out-semicomplete digraphs are defined as the digraph obtained by reversing the arcs
of an arc-locally in-semicomplete digraph). Let H1 = Em1 ,H3 = Em3 be independent sets, H2 = E1 the trivial digraph, and
H4 a semicomplete digraph or possibly the empty set. Consider H = TT3[H4,H3,H1]where TT3 is the transitive tournament
of order 3 with vertex set {v1, v2, v3} and such that−−→v1v2,−−→v2v3,−−→v1v3. Add every arc from V (H2) to V (H3) and add some arcs
between V (H2) and V (H1) ∪ V (H4) to H in order to make a strong digraph D in which the vertex of H2 is adjacent to every
vertex of H1 ∪ H4. The family of digraphs than can be constructed by this procedure are called T-digraphs [19].
Theorem 8.1 (Wang and Wang [19]). Let D be a strong arc-locally in-semicomplete digraph, then D is either semicomplete,
bipartite semicomplete, an extended cycle or a T-digraph.
Theorem 8.2. Let D be a strong arc-locally in-semicomplete digraph. Consider two positive integers λ1 ≥ λ2 such that λ1+λ2 =
λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
Proof. If D is semicomplete, bipartite semicomplete or a cycle extension; then the result is obtained using Theorems 6.1,
6.2, and Corollary 5.2 respectively. If D is a T -digraph, it is easy to observe that it is quasi-transitive, so by Theorem 7.1, D
satisfies the conditions. 
By duality we obtain the following.
Theorem 8.3. Let D be a strong arc-locally out-semicomplete digraph. Consider two positive integers λ1 ≥ λ2 such that
λ1 + λ2 = λ(D). Then there exists a partition (A, B) of V (D) such that λ(D[A]) ≤ λ1 and λ(D[B]) ≤ λ2.
9. Conclusions
As a consequence of Theorem 5.1, if F is a family of digraphs satisfying the following three conditions.
• F is hereditary (if D ∈ F and D′ is an induced subdigraph of D, then D′ ∈ F ).
• Every strong digraph D ∈ F satisfies the Path Partition Conjecture.
• If S1, S2 are two strong components of D ∈ F such that there exists a S1S2-arc, then S1 → S2.
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Table 1
Generalizations of semicomplete digraphs.
Semicomplete Extended semicomplete k-partite semicomplete
Strong ✓ ✓ ?
Non-strong ✓ ✓ ?
Table 2
k-quasi-transitive digraphs.
Quasi-transitive 3-quasi-transitive k-quasi-transitive
Strong ✓ ✓ ?
Non-strong ✓ ? ?
Table 3
Path mergeable digraphs.
Locally semicomplete Locally in-semicomplete Path mergeable
Strong ✓ ✓ ✓
Non-strong ✓ ✓ ?
Table 4
Arc-locally in-semicomplete digraphs.
Strong Arc-locally semicomplete Arc-locally in-semicomplete
Strong ✓ ✓
Non-strong ✓ ?
Then every D ∈ F satisfies the Path Partition Conjecture.
A family of digraphs satisfying these three conditions are the locally in-semicomplete digraphs. It is not hard to observe
that 3-quasi-transitive, arc-locally in-semicomplete and arc-locally semicomplete digraphs do not always satisfy the third
condition, however, using a complete characterization, we proved that arc-locally semicomplete digraphs satisfy the Path
Partition Conjecture. Tables 1–4 show the actual state of Conjecture 1.1 considering the generalizations of tournaments
described in [3,2]. One of the main objectives of the present work is to motivate the search of characterizations for the
classes of digraphs where the conjecture remains open.
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