Sizing a New Bike Sharing System for the University Of Nevada, Las Vegas by Orochena, Nesley
UNLV Theses, Dissertations, Professional Papers, and Capstones 
12-15-2019 
Sizing a New Bike Sharing System for the University Of Nevada, 
Las Vegas 
Nesley Orochena 
Follow this and additional works at: https://digitalscholarship.unlv.edu/thesesdissertations 
 Part of the Civil Engineering Commons, and the Transportation Commons 
Repository Citation 
Orochena, Nesley, "Sizing a New Bike Sharing System for the University Of Nevada, Las Vegas" (2019). 
UNLV Theses, Dissertations, Professional Papers, and Capstones. 3832. 
http://dx.doi.org/10.34917/18608742 
This Dissertation is protected by copyright and/or related rights. It has been brought to you by Digital 
Scholarship@UNLV with permission from the rights-holder(s). You are free to use this Dissertation in any way that 
is permitted by the copyright and related rights legislation that applies to your use. For other uses you need to 
obtain permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons 
license in the record and/or on the work itself. 
 
This Dissertation has been accepted for inclusion in UNLV Theses, Dissertations, Professional Papers, and 








Nesley R. Orochena 
 
Bachelor of Arts – Business Administration 




Bachelor of Science in Engineering – Civil Engineering 




Master of Science in Engineering – Civil & Environmental Engineering 




A dissertation submitted in partial fulfillment 
of the requirements for the 
 
 
Doctor of Philosophy - Civil & Environmental Engineering  
 
 
Department of Civil and Environmental Engineering and Construction  
Howard R. Hughes College of the Engineering  
The Graduate College  
 
University of Nevada, Las Vegas 
December 2019 
 






The Graduate College 
The University of Nevada, Las Vegas 
        
May 20, 2019
This dissertation prepared by  
Nesley R. Orochena  
entitled  
Sizing a New Bike Sharing System for the University Of Nevada, Las Vegas 
is approved in partial fulfillment of the requirements for the degree of 
Doctor of Philosophy - Civil & Environmental Engineering 
Department of Civil and Environmental Engineering and Construction 
 
                
Hualiang Teng, Ph.D.       Kathryn Hausbeck Korgan, Ph.D. 
Examination Committee Chair      Graduate College Dean 
 
Mohamed Kaseko, Ph.D. 
Examination Committee Member 
        
Nader Ghafoori, Ph.D.  
Examination Committee Member 
 
Jin Ouk Choi, Ph.D. 
Examination Committee Member 
 
Bradley S. Wimmer, Ph.D. 
Examination Committee Member 
 
Djeto Assane, Ph.D. 




The strategic planning objectives for a novel Bike Sharing Systems (BSS) are to locate the BSS 
stations, size the stations, and determine the bicycle fleet size, among others. Current guidelines 
to design BSS programs are tailored to city centers with large coverage areas and high bicycle to 
population ratios, and thus not directly transferable to a university setting. An ordered probit model 
was created using data from a university online stated preference survey to determine the key 
factors that affect the uptake rates for the UNLV BSS program and to estimate the potential 
demand. The demand analysis was incorporated into two optimization models where the objective 
formula for one was to maximize demand while the other was to minimize the travel time. As a 
result, a more accurate BSS program for UNLV was created than using the current guidelines. 
The ordered probit model predicts that having an office, longer commute times, and going to 
classes have a positive effect on the usage of the BSS program. Also, the placement of BSS stations 
should be tailored toward the destination points more than the origin points. The population of 
UNLV tends to consider the destination location as a focal point when deciding on a trip. Thus, 
UNLV must ensure that a BSS station is en route to destinations.  
The optimization models provide two different stories but combined with a benefit-cost analysis 
provided the best approach to decide on the allocation of stations and bicycles. The maximization 
model favored higher demand points, whereas the minimization model balanced the travel time 
and the demands for the origin-destination pairs. However, the benefit-cost analysis completed the 
story by finding a layout that allows people to travel between the farthest part of UNLV, but also 
to a centralized location for a more robust system for the main subgroups of the university: 
students, faculty, and staff members.    
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Chapter 1: Introduction 
1.1. Motivational Background 
The number of Bicycle Sharing Systems (BSSs) is increasing throughout the U.S., mostly in city 
downtowns and to a lesser extent at universities and other centers with high population densities. 
As a result, the literature review performed reveals that design guidance documents for new BSS 
programs consists of planning guides such as the Bike Sharing Planning Guide by the Institute for 
Transportation & Development Policy (ITDP) that are tailored for cities. This void puts 
universities such as UNLV in a bind when considering a BSS program for their population. 
Relying on the ITDP does not accurately estimate the number of stations, bicycles, and docking 
stations needed for a successful first iteration. Thus, developing a new methodology for sizing a 
BSS program is the primary motivation for this research. 
Over time, BSS have become more sophisticated, but the general theme has remained the same. 
The idea of a group of people having access to a fleet of bicycles to make a short trip on a bicycle 
instead of walking or driving while not outright owning a bicycle, or being concerned about its 
maintenance, began in 1965 with the White Bikes program of Amsterdam, Holland. However, the 
system was based on the honor system where people were not charged and could drop off the 
bicycles anywhere, and quite predictably, utterly failed within days (Vogel 2016). It took many 
decades, going through three generations of BSS programs, before municipalities and institutions 
seriously attempted to incorporate bicycles as a viable option for transportation planning. 
Implementing new technologies, such as Geographic Information System (GIS), Kiosk, wireless 
technology, automatic locking systems, among others, were the game-changers. Since 2010, the 
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number of trips for all U.S BSS has increased from 320 thousand to 36.5 million in 2018, based 
on the data from the National Association of City Transportation Officials.  
The exponential growth in BSS programs throughout the USA is a result of many benefits that 
bicycles provide as opposed to other modes of transportation. For instance, BSS requires less 
infrastructure compared to automotive vehicles for which streets made from asphalt with curb, 
gutter, pavement markings, and proper lighting is necessary. Also, people's general health 
increases with the use of bicycles, and at the same time, zero carbon dioxide is emitted into the 
environment. However, there are drawbacks with bicycles; for example, the safety of pedestrians 
and riders are a significant concern. Typically, average riders travel three to five times faster than 
walkers who may cause accidents due to the speed difference. Also, bicycle riders have less 
protection which may result in catastrophic outcomes due to otherwise minor automobile 
accidents. Other factors that dissuade people from riding bicycles are non-ideal weather conditions 
and the topology of the bike routes (Gifford, 2004).    
The success of BSS programs depends on many factors, some from the system itself, while others 
from the surrounding area of the system. For instance, having sufficient bicycles when picking up 
and empty racks when dropping off bikes at stations are two main factors for success, and are a 
significant part of this dissertation. Other factors such as wide bike lane, shallow slope grades, and 
membership fees are also a consideration for the success of BSS programs but are not addressed 
in full in this dissertation. In this research, a new approach is presented for determining the location 
of bike share stations, size of the fleet and the number of racks per station at a university setting.  
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1.2. Problem Statement 
There are three main decisions for the inception of a BSS program: (1) the locations of stations, 
(2) the size of the stations, and (3) the number of bicycles needed in circulations. Inadequacy in 
any of the three decision may lead to inefficiencies in the system or a reduction in the level of 
service. For example, insufficient racks or bicycles may lead to a decrease in the level of service 
while too many bicycles or racks may lead to the public perception that the system is a more of a 
public burden than a benefit or it may lose popularity in the long-run (Vogel, 2016). The bulk of 
the literature review deals with adjusting these three parameters: (1) location of stations, (2) 
number of bicycles, and (3) number of racks per station, as the system matures, but for new 
systems, operational data, such as trip patterns, is not available. Also, general planning guides such 
as the one from ITDP is not the best approach for a microanalysis even for cities, let alone for 
universities. Therefore, a new methodology that estimates the specific demand and trip distribution 
patterns and optimize the number of bike stations and bicycles is needed for the inception of a new 
BSS at a university. 
1.3. Research Hypotheses 
The travel times for on-campus travel for students, faculty, and staff, should be decreased after 
implementing BSS. The primary purposes for traveling throughout any campus are to go to classes, 
attend meetings, study at the library, among other activities. The challenge is to determine the 
number of people that would rather ride a bicycle than walk. Thus, a stated preference survey is 
needed to collect the data that is necessary to perform a demand analysis. These types of surveys 
are proven techniques to collect data that could reveal preferences depending on factors of interest 
and socioeconomic attributes. Upon collecting the data, it is processed through descriptive 
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statistical analyses to clarify the initial distributions of the data, any outliers, limitations, among 
other details. The goal is to infer on the significant factors that affect the trip frequencies as well 
as to estimate the demand per categorical population. The ordered probit model is used in 
estimating the demand for bicycle trip using the BSS.  
These procedures are o address two fundamental elements of any transportation system, the 
significant factors that affect the demand, and quantification of the demands. The researcher 
hypothesis is that faculty and students are going to participate in the BSS but at different rates and 
the average travel time between points decreases. 
The second objective of this study is to apply an optimization process to determine the number of 
BSS stations and fleet of bicycles needed for circulation. Without regard to travel patterns and 
demand estimations, the owner of the BSS could establish numerous stations with a certain number 
of bicycles at each station. As data is collected, the stations and bicycles are relocated to achieve 
better system performance. Although optimizing a BSS system already takes many iterations 
throughout its lifespan, obtaining better system performance faster is most desired, especially 
when performance reports of the system are going to be available to the public. Thus, optimizing 
the BSS using a systematic approach as the one developed for freight transportation as well as for 
other facility location problems is preferred. The researcher hypothesis s that an exact number of 
stations, bicycles, and racks could be estimated using the hub location optimization models. 
1.4. Research Objectives 
The main research objectives are to develop demand models and optimization models for a new 
bicycle sharing system in a university setting. Currently, a BSS program is not in place at UNLV, 
thus walking is the primary transportation mode for on-campus travel. A few individuals use 
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personal bicycles, skateboards, or golf carts to go from building to building. Therefore, there is no 
data on an actual BSS program to adjust based on demand or activity patterns.  
 The lack of operational data is overcome by using an online transportation survey performed in 
the fall of 2015. The data taken from the survey was sufficient to develop an ordered probit model 
to estimate the number of daily trips and make inferences on the significant factors on BSS 
programs. The estimated demand was incorporated into two optimization models. The optimized 
solutions of the models indicate the optimized stations, the number of bikes, and the number of 
racks that each station should have for the inception of the BSS.  
This study does not address the creation of the survey, membership fees, bike routes, climate, 
topology, among other features except to provide general descriptions of UNLV and the 
surrounding area. 
1.5. Research Scope  
The scope of this study includes two main parts: (1) developing an ordered probit model using data 
from a stated preference survey, and (2) creating optimization models to size the overall BSS 
program.  
There are numerous regression models for categorical dependent variables; however, for this 
study, the ordered probit model is preferred due to its inherent property of using the normal 
distribution to predict the probability of ordered outcomes. (Ben Akiva & Lerman, 1985).  
As for the optimization model, the hub location problem model is developed to simulate the travel 
patterns. There are numerous of optimization models; but the hub location model is the model that 
can closely resembles the situation of BSS programs. In the hub location model depots are situated 
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at strategic locations and goods are transferred from one station to another, while in a BSS 
program, depots are stations, goods are individuals, and the transfer vehicles are bicycles or 
humans themselves. The entire network of nodes is connected with edges (including spoke arcs 
and hub arcs) that act as conduits for individuals between multiple nodes. The nodes could be BSS 
stations or buildings; the hub arcs are the travel paths between stations; and the spoke arcs are the 
travel ways connecting buildings directly, bypassing the hub stations altogether.    
The case study for this dissertation is UNLV. The results of the demand models and optimization 
models are specific for the population and physical layout of UNLV. The weighted distribution of 
buildings plays a major role in the selection of BSS stations.   
1.6. Dissertation Organization 
This dissertation is divided into six chapters. Chapter 1 introduces the research topic, specifies the 
objectives, and provides the scope. Chapter 2 provides a detail literature review on BSS programs 
from the historic and modeling perspective. The methodology is divided into two chapters: Chapter 
3 and 4. Chapter 3 is dedicated to the survey analysis and demand analysis whereas Chapter 4 is 
dedicated to the optimization models. Afterward, Chapter 5presents the results and discussions of 
the demand analysis and optimization models and provide recommendations. The final chapter, 
Chapter 6, provides the conclusions and future outlook on BSS programs at universities.   
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Chapter 2: Literature Review 
The literature review is organized around the overall goal of this study, finding the best possible 
solution for a new BSS at a university where the decision variables are the number of stations, the 
number of bicycles needed in circulation, and the number of racks per station. Estimating the 
demand for a novel transportation mode is necessary for developing optimization models where 
the objective formula consists of maximizing the demand and minimizing the travel cost (time). 
The main source of data was a stated preference survey used to identify the factors that affect the 
preferences of the population. The interest of the researcher is the frequency of using the BSS 
program for on-campus travel at UNLV.  
2.1. Concise History of BSS 
The non-profit White Bicycle Plan in Amsterdam, Holland was the first BSS program in July of 
1965 created by a political group, the Provos, that focused on social and environmental issues. As 
an initiative to reduce congestion in the city, about fifty bikes were painted with white paint and 
left unlock throughout the inner city for individuals to use freely. Unfortunately, the bikes were 
stolen or vandalized which cause the entire program to collapse within days. A higher level of 
accountability was needed before a city tried to implement a BSS program again. That city was 
the Nakskov, Denmark with a small program consisting of four stations and 26 bikes. However, 
the accountability measures of the second generational BSS systems consisted of only locking the 
bikes and checking out bikes by paying with coins.  The problem of anonymity was not resolved 
until the third generational BSS where full accountability was possible (DeMaio, 2009).   
BSS programs grew until technology advances allowed for BSS managements to sufficiently 
identify individuals that use bicycles. One method was for individuals to swipe a smartcard through 
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a magnetic strip to check out bicycles. The inception of this program began in England in 1996, 
then spread to France (Lyon and Paris) and Germany (Munich), among others, and not until 2008, 
BSS programs were seen in the international scene including the U.S. Other technological 
improvements were the usage of smartphones and kiosks (DeMaio, 2009). 
Induced travel demand and diversion of transportation modes have been recorded in Barcelona 
and Paris. For instance, bicycle and public transport usage rates have increased since the inception 
of their respective BSS programs. In Barcelona, within the coverage area of their BSS, Bicing, 
people's bicycle usage increased by 1.01 percent from 2005 to 2007. Also, in Paris, the Velib has 
led people to use their automobiles at about 18 percent less based on surveys taken (DeMaio, 
2009).    
2.2. Logistical Organization of Bike Sharing Systems 
The planning models and techniques used in freight transportation are useful for the planning of 
BSS programs (Vogel, 2016). Specifically, the three hierarchical planning levels: strategic, 
tactical, and operational as shown in Figure 1 are used to coordinate the activities needed for a 
successful implementation of BSS programs. At the top, the strategic planning level oversees the 
big picture of the operations, followed by the tactical and operational levels. While the tactical 
level deals with the efficiencies of the systems, the operational level deals with the day-to-day 
operations in which the end user or patrons interact.  
In freight transportation, the strategic planning level deals with the decisions on locating facilities, 
identifying the links between stations, determining the size of the fleet, defining the types of 
services. As for the tactical planning level, the main decisions are route choices per service 
provided, while also caring about the allocation of resources at facilities. Lastly, the operational 
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planning level turns out to be the most dynamic level for its local management must respond 
depending on the most sensible time block. Everyday activities include dispatching crews and 
vehicles, maintenance activities, among others (Crainic and Laporte, 1996). 
Similarly, for BSS programs, each planning level plays a critical role in the success of the BSS as 
implied in Figure 1. For instance, at the strategic level, the number and location of stations, the 
size of the stations, the number of bicycles are addressed. At the tactical level target fill rates for 
normal conditions or seasonal variations are of significant concerns. For the operational level, the 
daily traffic conditions and balancing the bicycles per station are the principal concerns. For this 
study, the main focus is on the strategic level where the number of bicycles and stations are 
estimated while also touching on the tactical level by estimating the most appropriate allocation of 
bicycles throughout the system at the peak hour. 
 
Figure 1. Bike Sharing System Planning Levels 





2.3. Facility Location Models  
The BSS problem in a university is a hub location problem in essence. Similar to other facility 
location problems, the hub location model has its origins with the Weber and Hakimi problems.  
The classical Weber problem is to determine the location of a single facility while minimizing the 
weighted-distances, based on distance and products transferred between demand nodes. The 
generalized equation below illustrates the Weber Problem (Daskin, 2008 and Weber, 1929). The 
equation is used to find the weighted center on a graph when considering the demands at the nodes.  
 (1) 
where,  
 : x- and y-axis points on a graph for the location of the single facility 
 : x- and y-axis points on a graph for the location of the demand nodes  
 : demand proportion of demand node   
In the 1960s, there was a movement on more restrictive models compared to Weber's problem. 
The Fermat-Weber center on a plane was calculated irrespective of the links in the network, in 
other words, it does not account for the impedance or geometric restrictions of the links. Hakimi 
(1964) and (1965) introduced a set of new concepts that have led researchers to the current set of 
models. The 1964 paper introduced two concepts: absolute median and absolute center. The 
absolute median considers a point anywhere within the network, an interior point in a link or a 
node, that minimizes the sum of the distance of the nodes and the facility. This median concept 
was extended to p-facilities in the 1965 paper where multiple facilities are considered. For the 
second concept, absolute center, Hakimi found a solution at a node in order to minimize the 
maximum distance. Concisely, the absolute center has led to the evolution of coverage models 
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whereas the absolute medias has led to variations of the p-median models. Figure 2 below shows 
the three centers: center of graph, absolute median center, and the absolute center. 
 
Figure 2. Weber and Hakimi Centers 
2.4 Evolution of the HUB Location 
Within a five-year span from the Hakimi papers, Goldman (1969), applied the p-median model to 
situations where the center acts not only as a facility satisfying demands but as a collection of 
goods as well. Furthermore, in his second formulation, the transfer of goods extended to center-
to-center as well as between demand node and center. These models from Goldman (1969) are the 
first hub median problems.   
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O'Kelly and Campbell (2012) have played a critical role in advancing the hub location models. 
O'Kelly (1986 and 1987) introduced the hub location problem as the Single Allocation p-Hub 
Median Problem (SApHMP) or also known as the Uncapacitated Single Allocation p-Hub Median 
Problem (USApHMP). Later, Campbell (1994) created the first linear integer p-Hub problem 
(Gelareh and Nickel, 2011).  
The basic features of the hub location problems relate to the efficiency of transferring goods 
through depot centers instead of directly from an origin location to a destination location. The 
objective of the model, equation (2), is to locate two or more hub facilities among a vertex in a 
network that minimizes the overall cost of transporting. O'Kelly (1987) SApHMP equation is 
presented below and graphically shown in Figure 3. The origin locations are assigned to a single 
hub location, hub k, and destination locations are assigned to another single hub location, hub m, 
where the hub locations are linked together.  
 
Figure 3. O'Kelly's SApHMP 
 (2) 















 : decision variable where 1 indicates that a hub facility, , is located in origin location 
, 0 otherwise 
 : decision variable where 1 indicates that a hub facility, , is located in destination 
location j, 0 otherwise 
 : the number of candidate hub locations 
  the total number of hub locations allowed 
 : origin-destination demand flows (passengers, bike riders, amount of freight, etc.) 
between origin location, , and destination location,  
  the cost associated between origin location  and the candidate hub location  
  the cost associated between the destination location  and the candidate hub location 
 
Constraint (3) ensures that the origin-destination pairs are routed through a hub network whereas 
constraint (4) limits the number of hub facilities to a  value. Constraint (5) ensures that hubs are 
open for a flow to occur while constraint (6) is the binary reality of the candidate location, either 
it is designated as a hub or not.  
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Nickel et al. (2001) was probably the first to apply a mixed integer programming (MIP) model to 
the hub location problem for an urban public network (Gelareh and Nickel, 2011). Figure 4 shows 
the interactions within the transportation network that Nickel et al. (2001) created. The hub 
network consists of a network, N, that includes the nodes, those that are considered origins, 
destinations, and hubs; the hub arcs that connect two different hubs; and the spoke arcs that connect 
two nodes where one is not a hub. The hubs are identified as K where goods are transferred through 
hub arcs, H. If the goods are transferred directly from the origin to the destination, they are 
transferred thru a spoke arc, W. The mathematical formulation is presented below.   
 
Figure 4. Typical Hub Problem  
The objective formula and constraints are as follow:  
  (7) 
subject to,  (8) 
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  (9) 
  (10) 
  (11) 
  (12) 
  (13) 
  (14) 
  (15) 
  (16) 
where,  
 Dij: flow of goods  
 Cij: cost per unit flow from i to j 
 : discount factor for using the hub arc   
 Xijkm: the fraction of goods that are transferred from i to j through the hub arc 
 Xjimk: the fraction of goods that are transferred from j to i through the hub arc 
 Sij: the fraction of goods that are transferred from i to j through the spoke arc 
 Sji: the fraction of goods that are transferred from j to i through the spoke arc 
 Fk: the fixed cost of setting up a hub 
 Fl: the fixed cost of setting up a hub arc  
 Fw: the fixed cost of setting up a spoke arc  
 Yk, Yl, Fw: the decision binary variables {0,1} for hubs (k), hub arcs (l), and spoke arcs 
(w) 
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The objective formula (7) consists of four major components. The first component considers the 
fractions of travel that go through the hub arc and hub spokes, followed by three fixed cost items: 
one for the hub station, a second for the hub-spoke, and a third for the spoke-arc. Constrains (8) 
and (9) are needed to balance the fractions of flows and to establish the upper limit, the number 
one, for both sets of fractions. Constraints (10) and (11) requires that hub or spoke arcs, 
respectively, are established between two nodes if any amount of flows occurs. Similarly, 
Constraints (12) and (13) require that hub nodes are established if any amount of flows occurs. 
Constraint (14) requires for hub nodes to be established for a hub arc between those two hub nodes 
to be established. Constrain (15) enforces that the fractions are nonnegative while Constraint (16) 
ensures that the decision variables for establishing a hub node and arcs are binary, either 1 for 
establishing or 0 otherwise.  
2.5. HUB Location Models for BSSs 
The variations of the hub location models are many, Campbell (1994) identified the p-hub median, 
uncapacitated hub location, p-hub center, and p-hub covering. For this study, the next step is to 
study how the facility location problems are applicable to BSS. Lin et al. (2011) applied the hub 
location problem to BSS where the goal was to determine the location of the BSS stations, bike 






  unit traveling cost of traveling from origin  to destination  
  the distance from origin  to destination  
  the fraction of travel demand that it is routed through the hub link  from origin  
to destination  
  the yearly mean travel from  to destination   
  unit traveling cost of traveling through the hub link  
  the distance from BSS station  to BSS station  
  unit traveling cost of traveling from the BSS station  to destination  
  the distance from BSS station  to destination  
  the fixed cost of BSS station  
  decision variable if the BSS station is open, 1, otherwise, 0 
  the cost of establishing a bike lane 
  the decision variable to establish a bicycle lane between BSS station  to BSS station 
 
  the holding cost of having per bicycle at BSS station  
 : the number of bicycles at BSS station  
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  the penalty cost of uncovered demand 
  binary variable to account if a bicycle is available at BSS station  
 : binary variable to account if a bicycle rack is available at BSS station  
Lin et al. (2011)’s model incorporated the yearly mean travel demand assuming it follows the 
Poisson distribution to estimate the demand at each BSS station. Also, the yearly demand is divided 
by the 365 days to estimate the daily demand. Although the outcome is the average for the daily 
demand, it makes all the days equivalent and ignores the weekends from the weekdays which 
typically is significant. Also, Lin et al. (2011)’s model, as many other models, does not account 
for people walking in the event that a bicycle is not available which is the most disturbing outcome 
for a willing user.  
Similar to Lin et al. (2011), other researchers have developed optimization models that formulate 
objective functions to minimize the transportation cost. Saharidis et al. (2014) formulated an 
objective function that included a penalty for individuals not finding a bicycle at a station. The 
demand is simply a component of a population index subjectively identified. Furthermore, 
Saharidis et al. (2014)’s effort was applied to Athens, Greece, which has similarities to other cities 
in the world, such as Paris, France or New York, U.S.A.  
The New York City (NYC) Department of City Planning (2009) Chapter 5 explains the NYC’s 
approach to estimating their specific demand. NYC adopted the demand rates of other cities that 
have successfully implemented a BSS program. Three types of users are identified: commuters, 
recreational/errand riders, and tourists. The update rates adopted are three percent for commuters, 
six percent for recreational/errand riders, and nine percent of tourists. As for Paris, in 2007, about 
nine percent of tourists rode on a Velib bicycle. A total of 2.5 million tourist passes per day were 
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sold in a city that saw 28 million overnight visitors that year. As for commuters, about three percent 
of the Parisians bought 40-dollar annual passes to commute. Lastly, recreational/errand users 
consisted of six percent of the annual passes in Paris. These percentages were also applied by Frade 
and Ribeiro (2014) when estimating the demand for Coimbra, Portugal.   
Elaborate methodologies using ArcGIS have been created in estimating demand of using BBS. 
Rybarczyk and Wu (2010) used explanatory spatial data analysis (ESDA) to formulate a demand 
potential index and bicycle level of service (BLOS) ratings to determine the most appropriate 
locations for BSS to prosper within a City, in this case, Milwaukee, WI, U.S.A. The demand 
potential index is a simple weighted summation that accounts for six factors: crime, businesses, 
schools, recreation areas, parks, and population. The higher the demand potential index value, the 
more potential demand is expected. As for estimating the BLOS, a nonlinear equation is used that 
considers traffic volume, number of lanes, speed limit, percentage of heavy trucks, pavement 
conditions, and width of the outside through lane. For this index, the lower the BLOS, the safer it 
is for the bicyclist. Furthermore, these indices are combined to create a ranking scheme that assists 
planners recommend BSS infrastructure in certain areas of the city.   
Another study employing GIS to estimate demand is Palomares et al. (2012) where a methodology 
was developed to estimate the number of trips based on two facility location modeling techniques, 
the p-median and maximum coverage models. Firstly, the GIS processing steps for an established 
city are digitizing a street network, adding the buildings spatially relative to the network, creating 
clusters based on transportation zones, and identifying the location of the stops of the public 
transportation system and mass transit stations. As a priori, the trip ratios per trip purpose are 
adopted from another source. Moving further, the two facility location techniques consist of 
minimizing the impedance (transportation cost or resistance), or also known as the p-median 
 20 
problem, and the maximum coverage problem. For the latter, a cutoff distance of 200 meters was 
selected as an appropriate radius for a BSS station. This distance is the upper limit for people. 
Anything higher would hinder the willingness to walk from an origin to a BSS station or from a 
BSS station to a destination.  
In Palomares et al. (2012), the center of Madrid, Spain was used in their facility location models. 
For the minimum impedance model, the distribution of stations is more equally within the coverage 
area compared to the maximum coverage model. However, patrons would need to travel longer 
distances at times from their respective origins to the BSS stations or from the BSS stations to their 
respective destinations. The cutoff value of 200 meters as it was set for the maximum coverage 
model was not set up in the impedance model, thus a variation of walking times is greater for the 
impedance model compared to the coverage model. The advantage of the maximum coverage area 
is that patrons are guaranteed that their nearest BSS station is within 200 meters although parts of 
the coverage area is not accessible with a BSS bicycle.  
In the study by Martinez et al. (2012), data are preprocessed in a similar way to Palomares et al. 
(2012), but with the aim to use a mixed fleet, regular and electric bicycles, to maximize the profit 
of running a BSS business. The preprocessing steps involve the following procedure:(1) 
determining the number of trips based on a calibrated choice model applicable directly to the 
coverage area and a willingness index of using the BSS program for each trip purpose; (2) 
identifying the candidates for the BSS stations; (3) determining the travel times for the respective 
origin-destination pairs using the shortest path algorithm; and (4) calculating the walking time 
from the locations of the origins and destinations to candidate BSS stations. This is one of the few 
studies that have used a discrete choice model to determine the potential demand for a new BSS 
in an area.  
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2.6. Demand Analysis 
There are many studies that pertain the three planning phases of BSS (strategic, tactic and 
operational), but not on exact procedures on estimating the potential demand for university BSSs. 
Vogel (2016) indicates that operational data is needed to validate the location of BSS station or to 
determine the level of performance at BSS stations. For instance, Liu et al. (2015) used an artificial 
neural network inside the objective formula and used genetic algorithms to optimize the number 
and location of stations based on projected demands to maximize level of service. The projected 
demands consisted of developing a fitted exponential equation that predicts the frequency of BSS 
trips depending on the distance between stations. The model was validated using data from the 
NYC BSS where it was 90 percent accurate at times. However, the author depended on actual data 
of the NYC BSS program to estimate a willingness frequency index. Similarly, Saharidis et al. 
(2014) used a popularity index to calculate the demand of BSS stations for Athens, Greece by 
incorporating Thiessen polygons to create cluster demands for each potential BSS stations, as Liu 
et al. (2015) did for New York City, based on the methodology of Etienne et al. (2012) that was 
applied to Paris, France.  
In this study at UNLV, a more traditional approach is taken to estimate the demand for the BSS 
program. A stated-preference survey performed in 2015 at UNLV is the main source to estimate 
the potential bike sharing demand. Frade and Ribeiro (2014) suggests that revealed or stated 
preference surveys are an adequate method to estimate the tradeoffs of individuals regarding BSS 
programs. However, significant large variations between the responses to the surveys and the 
actual demands may occur. For example, Bhowmick and Varble (2015) reported that about 65 
percent of the population at Indiana State University are willing to use a BSS program for on-
campus purposes. Similarly, Zonobi and Melara (2012) reported to the San Jose State University 
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Associated Students that 69 percent and 57 percent of students and employees, respectively, would 
use a BSS program. However, these numbers could be unreliable due to the reality of the BSS 
programs at universities throughout the country. The individuals participating in BSS programs 
range from 25 to 1,000 individuals for 72 percent of the 41 universities studied in 2015 (Kyung, 
2015). The same study by Kyung (2015) revealed that 46 percent of the studied universities 
recorded over 5,000 annual trips, thus showing some potential.  
2.7. Sampling  
Determining the survey size is a critical step in the process of attempting to estimate the most 
accurate and precise estimators. The Central Limit Theorem postulates that a sample of size of 30 
or greater suffices for an estimator to become normal regardless of the inherit distribution (Navidi, 
2003). However, for the purpose of this research 30 is not sufficient due to the variety of travel 
behavior in humans. The three factors considered when determine the most appropriate sample 
size for the survey are (1) variability, (2) degree of accuracy, and (3) population size (Ortuzar and 
Willumsen, 2011).  
In this study, the procedure in Cochran (1977) was used in estimating the sample size that is used 
to determine the level of sampling requiring for the estimation of accurate and precise estimators. 





where Z is the confidence level, usually set at 95 percent (Z=1.96); p is the estimated proportion 
of an attribute of the population, in this case, the willingness to use BSS is assumed to be 0.30 
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(p=0.30); and  is the margin of error where 5 percent to 10 percent are usually picked. Hence, as 
shown below, the number of observations should range from 57 samples to 323 samples.  
 
 
Sample sizes in other categorical dependent variable studies have shown that at least 100 
observations are needed. For instance, Suzuki (2002) showed that a sample size of 100-300 is 
sufficient for a survey for a proposed LRT line in Japan. This range was arrived by increasing the 
data points per regression from 39 to 78 to 117 to 156 to 196 and finally to 234; the estimators 
more-or-less stabilized in value for the regression with the sample size of 117. Similarly, Long 
(1997) does not recommend samples smaller than 100 observations while samples over 500 
observations are adequate. In addition, he implied that the unwritten rule of 10 observations per 
parameter is satisfactory as long as the sample is at least 100 but cautions that independent 
variables that are highly collinear and dependent variables with little variations require more 
observations. Another criterion is that accepting higher p-values for parameters causes a smaller 
sample size. 
2.8. Probit Model  
The stated preference (SP) survey was developed in such a manner that the outcomes are inherently 
ordered. The main questions of interest are (1) “How often in a day would you use a bicycle on 
campus for this frequent trip?” and (2) “How likely are you to use this bike sharing program for 
your activities on campus (going to the library, attending meetings, etc.)?” The first question was 
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used in the ordered probit model to determine the frequency probabilities of each subpopulation. 
The second question was used to determine the target population of the “likely” users who most 
likely are willing to use the BSS as an alternative method for on-campus travel (Teng et al. 2017).  
The principal reason for choosing the ordered probit model consists of its fundamental method of 
estimating the likelihoods of the choice variable. Under the regular discrete multinomial-choice 
regressions, the differences between choices are treated equally. Instead, the ordered probit model 
considers the difference between outcomes to have different magnitudes (Green, 2002). For 
instance, in this study, the respondents' frequency preferences range from “once a month” to "more 
than once a day” where the relative difference between “once a month” and “once a week” is 
different from “once a week” to “once a day” or from “once a day” to “more than once a day.”   
2.9. Design Speeds for Optimization Models 
The two parameters for the travel time calculations is the design speed for walking and bicycling. 
According to the Federal Highway Administration (FHWA) (2004), the 85th percentile speed for 
bicyclist was 14 miles per hour (mph), or 20.5 feet per second (fps), and for pedestrians, the 
walking speeds was 2.7 mph, or 4 fps. It is realized that these speeds are for designing streets 
sections and not for BSS programs at a university setting. A more recent report by FHWA (2006) 
recognized that half of all pedestrians walk at a slower pace than the average.  In the same 2006 
report it also states that other studies have identified that walking speeds range from 2 fps to 4.3 
fps. Therefore, 3.15 fps seems reasonable to use as the walking speed for the university population. 
As for riding a bicycle, Jensen et al. (2010) observed individuals operating BSS bicycles in Lyon 
from 10 km/hr (9.1 fps) to 15 km/hr (13.7 fps) with an average of 13.5 km/hr (12.3 fps).   
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2.10. Weather and Contour Analysis  
The National Oceanic and Atmospheric Administration (NOAA) database were used to obtain the 
weather information of the nearest station to UNLV. The data collected was used from the Las 
Vegas McCarran International Airport station with a Latitude of 36.0719 degrees North and 
Longitude of 115.1634 degrees West whereas UNLV has a set of coordinates of 36.1085 degrees 
North and 115.1432 degrees West, which makes it about 2.77 miles apart from the McCarran 
weather station. Also, the weather station has been collecting data since 6 September 1948 for 
precipitation and temperature. However, for wind speeds, it started collecting data on 1 January 
1984.  
Nevada’s Clark County, GIS Management Office, displays 2-ft contours from 2016 in their 
OpenWeb online application. Spot elevations were extrapolated from the GIS application. Also, 
Google Earth Pro was used to estimate the distances between the spot elevations, thus getting 
rough grades between critical segments. This grade analysis was critical to establish if UNLV has 
prohibited slopes for riding a bicycle.   
The three values of interest are the daily precipitation summary, the average daily wind speed, and 
the highest temperatures recorded in the McCarran weather station. The summary of results by 
month are shown in Table 4. It can be seen from the data that on average 23 days of rainy days 
where 12 occur in the Spring semesters and 11 occur in the Fall semesters since 1948. Also, windy 
days, any day with an average speed of 10 mph or higher, which about 107 of them throughout the 
year, are expected to occur more during the Spring semesters at 50 days total versus 33 days total 
during the Fall semesters. The hottest months during the Fall semester is August while May is the 
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hottest month during the Spring semester. These are days that should experience a significant 






















































































































































































































































































































































































































































































Chapter 3: Methodology of Survey Data and Demand Analysis  
This study consists of two main tasks: performing a demand analysis based on a survey performed 
in the Fall of 2015 and optimizing the number of bicycles and stations. Chapter 3 includes the 
discussion of the survey data and demand analysis, while Chapter 4 deals with the analyses of the 
optimization models.  
The survey question and answers are analyzed to determine the data needed for the demand 
analysis. From the demand analysis, the key factors that affect using BSS for on-campus travel are 
identified, and the daily trips are estimated. The optimization modeling starts with estimating the 
peak-hour daily trips. The optimization models produce the best stations and the number of 
bicycles and racks per stations given the demand and travel times. A sensitivity analysis was 
performed for the minimization model as the stations are increased one-by-one. Also, a benefit-
cost analysis was performed to determine the budget amount needed to satisfy the peak hour 
demand. Finally, the feasibility of the UNLV BSS is discussed based on the data from other BSS 
programs in the U.S. Figure 5 provides a graphic illustration of the process.   
 
Figure 5. Flowchart of Methodology  
3.1. Introduction to Survey 
A stated preference (SP) survey was performed in the fall semester of 2015 to determine the 
feasibility of a BSS program at UNLV. The survey was adopted for this study given that it had 
sufficient data to estimate the potential BSS demand at UNLV using an ordered probit model. The 
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survey consisted of 28 questions where the new transportation service is introduced with a map 
showing the candidate location of the stations. The questions of the survey are divided into three 
main parts: (1) socio-economic data, (2) preferences on commuting to UNLV, (3) preferences on 
on-campus travel. 
In August of 2015, the researchers launched the survey by sending numerous distribution emails 
to the students, staff, and faculty. These emails were sent periodically until the end of the Fall 2015 
semester in December of 2015. As a result, researches exposed the survey as much as possible to 
the UNLV population that is knowledgeable in email interaction and online platforms. 
Respondents were not timed during the survey and had an opportunity to return to an earlier 
question as they proceeded through the questions.  
The initial goal of the survey was to introduce the respondents to the survey. Before answering 
any questions, it was critical for respondents to comprehend the implementation of a BSS program 
at UNLV. For instance, the BSS program consists of storing bicycles in a locking mechanism at 
stations where they must be picked up and dropped off.  Thus, walking to the stations is necessary 
to pick up a bicycle.  At the other end, the bicycles must be docked before users proceed to their 
final destination.  
Part of the introductory portion of the survey provides information such as the layout of stations, 
online applications, and cost. The layout of the stations was shown on a map of UNLV (see Figure 
6) where the buildings and streets were identified, university paths were shown in gray, and 
stations were shown as green boxes for on-campus travel and blue boxes for stations for 
commuters. Also, the survey annotated that BSS users would be able to see in-real time the 
availability of bicycles at pick-up stations. In addition, expected payment through a subscription 
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or by an hourly rate was mentioned but not identified. The survey's aim was to determine the 
feasibility of the BSS program.   
 
Figure 6. Map of BSS Stations 
3.2. Survey Questions and Raw Data  
The order and type of questions asked throughout the survey affect the rate of responses. Ideally, 
a high response rate is desired to minimize the non-response bias. The survey resulted in 241 
observations. Since three are unusable data due to excessive missing information. the raw data 
available for the demand analysis starts at 238. The limiting factor for the demand analysis is 
missing data from individuals not completing the survey. For instance, Table 2 is an illustration 
where each row represents an individual and the columns are the questions. If the demand model 
depends on question 1 through question 3, observation 1 and observation 3 are not usable since 
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Individual 1 did not answer the second question while Individual 3 did not answer the first 
question.  
Table 2. Survey Results  
Individual (observation) Question 1 Question 2 Question 3 … Question m 
1 answeredQ1,1 missing answeredQ1,3 … answeredQ1,m 
2 answeredQ2,1 answeredQ2,2 answeredQ2,3 … answeredQ2,m 
3 missing answeredQ3,2 answeredQ3,3 … answeredQ3,m 
… … … … … … 
n answeredQn,1 answeredQn,2 answeredQn,3 … answeredQn,m 
The first question of the survey was: are you a faculty, staff, full-time student, or part-time student? 
The respondents had an option to identify themselves as faculty, staff, full-time student, part-time 
student, or other. The raw data of the survey shows that two individuals did not identify their 
association with UNLV. Table 3 below lists the frequencies of the type of individuals taken in the 
survey.    
Table 3. Association of UNLV 
Association to UNLV n Percentage (%) 
Faculty 38 16.10 
Staff 74 31.36 
Full-time student 110 46.61 
Part-time student 6 2.54 
Other 8 3.39 
Total 236 100 
As a result, a series of binary variables were created from this question. The variable faculty was 
set to 1 if the individual identified itself as a faculty member of UNLV and 0 otherwise. Similarly, 
the variable student was set to be 1 if an individual is a full time or part time student and 0 
otherwise. Also, the variable staff was set to be 1 if an individual is a staff member and 0 otherwise.  
The second question was about identifying the gender where the potential answers were male, 
female, and other. As shown in Table 4, the number of females that participated in the survey is 
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slightly higher than men by about two percent difference. Also, three individuals did not answer 
the question, but unfortunately, two out of three individuals that did not answer the gender question 
answered Question 1, thus, reducing the number of workable observations to 234. The 
variable gender was created from Question 2 equal to unity if the respondent is a male and 0 
otherwise. 
Table 4. Gender Variable 
Gender n Percentage (%) 
Female 112 51.91 
Male 113 48.09 
Total 235 100 
Question 3 asked about people’s ages with seven intervals as potential answers. Table 5 shows the 
raw data presented in the same 10-yr interval.  Only one person did not answer the question, but 
fortunately, it does not reduce the number of usable observations. That same individual did not 
answer Question 1; therefore, the number of available observations remains the same at 234. 
Table 5. Age of Respondents 
Age n Percentage (%) 
>20 32 13.50 
21-30 80 33.76 
31-40 52 21.94 
41-50 35 14.77 
51-60 26 10.97 
61-70 9 3.80 
>70 3 1.27 
Total 237 100 
The categorical variable age was created from this data. For the purposes of this study age was 
divided into four age groups such as that 0 is set for people that are under 20 years old, 1 for people 
that are in between 20 and 29 years old, 2 for people between 30 and 59 years old, and finally, 3 
for persons over 60 years old. 
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The fourth question was a breakpoint between people who commute to UNLV and those that live 
on campus. People that live on campus were requested to jump to Question 19 while the people 
that commute should continue answering the question relating to their preferences to a BSS 
program. This section of the survey was created to analyze individuals that are willing to use a 
BSS program for commuting, which is not part of this study. The fourth question requested the zip 
code of origin for commuters to determine the general directional approach to UNLV during a 
commute and to back-check if the travel times associated with a subsequent question are 
reasonable. 
The fifth question was a simple one: do you have an office on campus? This question was used to 
create the binary variable office equal to unity if the respondent has an office and 0 otherwise. The 
table below shows that 224 individuals answered the question in which 13 observations were lost 
due to missing data for this question. 
Table 6. UNLV Office 
Office n Percentage (%) 
No 70 31.25 
Yes 154 68.75 
Total 224 100 
Question 6 through 13 are not used directly in this study except for Question 7 and 9. The main 
reason is that mostly those questions are interested in data for a BSS program used for commuters. 
For instance, Question 6 asked the usual arrival time to UNLV, where the answer set had five 
possibilities. For instance, the first option was for early birds that arrive at UNLV before 8 am,  
the next option is for morning arrivals from 8 am to 12 pm, the afternoon arrivals have an option 
to pick from 12 pm to 5 pm, the evening arrivals from 5 pm to 10 pm, and finally there was an 
option for people that arrive after 10 pm to UNLV. For on-campus travel, arrival time to UNLV is 
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not suspected to affect the trip frequency. Table 7 shows the arrival times of the people who took 
the survey where most arrive at UNLV throughout the day. 
Table 7. Arrival Time 
Time of Arrival n Percentage (%) 
Before 8 am 85 37.78 
8 am to 12 pm 120 53.33 
12 pm to 5 pm 14 6.22 
5 pm to 10 pm 4 1.78 
After 10 pm  2 0.89 
Total 225 100 
The next question, Question 7, is an open-ended question that allows the respondents to identify 
the building number of their offices. This question was used by the researches to complete the 
origin-destination matrix for the BSS program considering commuters. Thus, it does not affect this 
study for on-campus travel.  
Question 8 asked the transportation mode used for commuting to UNLV with five options as a 
response: (1) car, (2) bus, (3) bicycle, (4) walking, and (5) other. Table 8 shows that over 80 percent 
of the population coming to UNLV commute by car. The results of this question are not surprising 
given that UNLV is considered a "commuter campus" by the Las Vegas Review-Journal. The 
mode of transportation used to travel to UNLV is not believed to affect the frequency usage of on-
campus travel given that individuals must be well inside the premise of the university to use the 
BSS bicycles. However, an individual's tolerance to travel time is dependent on the length of their 
commute time and may extend once an individual is on campus.  
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Table 8. Transportation Mode 
Transportation mode n Percentage (%) 
Car 184 82.14 
Bus 8 3.57 
Bicycle 19 8.48 
Walking 11 4.91 
Other  2 0.89 
Total  224 100 
In an extensive study of BSS programs throughout the world, commuters ride bicycles between 
home/transport hubs and offices (O'Brien et al., 2014). In addition, given that travel time is a well-
established factor for trips (Ortuzar and Willumsen, 2011), commute travel time is considered as 
a factor for on-campus travel. Question 9 specifically asked individuals to estimate their commute 
time in minutes. As a result, the continuous variable commuteTime was created directly from the 
data in the survey, as shown in Table 18. The average commute time for individuals taking the 
survey was about 24.2 minutes (n=222).  
Question 10 asks respondents about their preferences towards the BSS program for commuting 
purposes. Table 9 reveals that there is enthusiasm by individuals that took the survey to use the 
BSS program for commuting purposes. Just slightly above 50 percent of the respondents said that 
they are "very likely" or "somewhat likely" to use the bicycles. The other options for answers were 
"neutral," "somewhat unlikely," and "very unlikely." 
Table 9. Preference on Using BSS Program for Commuting Purposes 
Office n Percentage (%) 
Very Likely 50 22.52 
Somewhat Likely 66 29.73 
Neutral 21 9.46 
Somewhat Unlikely 23 10.36 
Very Unlikely  62 27.93 
Total 222 100 
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The next three questions are conditional questions dependent on the response of Question 10. If a 
person responded that they are "very likely" or "somewhat likely" to use the BSS for commuting 
purpose, then that person should have answered Question 11, 12, and 13. Question 11 asked about 
the reason for using BSS for commuting purposes where there were five reasons: (1) more 
convenient, (2) benefit to health, (3) not expensive, (4) bike security, or (5) other. Table 10 
identifies the reasons for picking up the bicycles for commuting purposes. The prime reason is for 
convenience and health reasons followed by the perception that a BSS program is economical and 
that there is sufficient bike security. Individuals had the opportunity to pick multiple reasons.   
Table 10. Reason for Using a BSS Program for Commuting Purposes 
Reason  n Percentage (%) 
More convenient 82 35.65 
Benefit to health 74 32.17 
Not expensive 41 17.83 
Bike security 33 14.35 
Other  7 3.04 
Total 230 100 
The map that was in the introductory section was shown a second time as part of Question 12. This 
map provided a reminder for the respondents to choose a BSS station where they are most likely 
to pick-up a bicycle to finalize their commute to UNLV. Question 12 and 13 were not part of this 
study   
The questions for on-campus travel begin with Question 14. Per verbatim, the question is "how 
likely are you to use this bike-sharing program for your activities on campus (going to the library, 
attending meetings, etc.)?" where five potential answers are listed: (1) very likely, (2) somewhat 
likely, (3) neutral, (4) somewhat unlikely, and (5) very unlikely. Table 11 below shows that over 
70 percent choose "very likely" or "somewhat likely." These individuals are the subjects for the 
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demand analysis in this study. Therefore, at this stage of the survey, there are approximately 165 
useable observations for the demand analysis. When considering the other variables discussed up 
to Question 14 -- student, faculty, staff, gender, age, office, and commuteTime -- there are only 146 
available observations. Moreover, the next five questions, Question 15 to 19 are dependent if the 
individual responded that they are “likely” to use the BSS program.  
Table 11. Preference on Using BSS for On-Campus Travel 
Office n Percentage (%) 
Very Likely 91 40.09 
Somewhat Likely 74 32.60 
Neutral 22 9.69 
Somewhat Unlikely 14 6.17 
Very Unlikely  26 11.47 
Total 227 100 
The next challenge with the survey is converging overlapping questions between those individuals 
that commute and those students that live on-campus. This study does not differentiate from 
students that live on-campus and those individuals that commute to UNLV due to the provided 
raw data. As a result, the following set of pair of questions are combined: Question 14 is the same 
as Question 20; Question 15 is the same as Question 21 and 22; Question 16 is the same as 
Question 23; Question 17 is the same as Question 24; Question 18 is the same as Question 25; and 
Question 19 is the same as Question 26. Similar to Question 12, Question 21 was used to show the 
introductory UNLV map to remind people who live on the campus of the locations of the BSS 
stations before answering Question 22.  
Question 15 asks about the preferred BSS stations that an individual would use for picking up and 
dropping off a bicycle. This question is critical to start making the trip matrix for each individual. 
In the process of making an origin-destination matrix, the next step is to determine the origin and 
 38 
destination locations and derive a complete trip journey. Questions 16 and 17 ask for such 
information. Specifically, Question 16 says, “which building would you go from (TBE, FDH, etc.) 
for the most frequent trip?” while Question 17 says, “which building would you go to (TBE, FDH 
etc.) for the most frequent trip?”  The information gathered from these questions was used to derive 
the origin-destination (OD) matrix for the optimization models and adopted from Teng et al. 
(2017). 
The distances between these points are of interest for the demand analysis, given that it is 
fundamental in transportation engineering that trip frequency depends on travel time and travel 
distance. Therefore, in this study, three distance variables were created for demand analysis: (1) 
distanceUNLVodx, (2) distanceOriginStationx, and (3) distanceStationDestx. The first variable 
distanceUNLVodxis the distance measured in linear feet between the pick-up and drop-off stations. 
Variable distanceOriginStationx is the distance measured in linear feet between the origin building 
to the pick-up station, while variable distanceStationDestx is the distance measured in linear feet 
between the drop-off station and the final destination.  
The dependent variables, trip frequency, is obtained from the next question Question 18 “how 
often in a day would you use a bicycle on campus for the most frequent trip?” Individuals had four 
options: (1) once a month, (2) once a week, (3) once a day, and (4) more than once a day. Table 
12 lists the frequency values for those students, faculty, and staff members that previously said 
that they are "very likely" or "somewhat likely" to use the BSS program. Although 150 individuals 
chose that they are "likely" to use the BSS program, only 131 are usable for the demand analysis 
at this point when considering the missing observations due to the three distance variables.   
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Table 12. Frequency Rate of BSS Program for “Likely” Users 
Frequency Rate n Percentage (%) 
once a month 14 9.33 
once a week 57 38.00 
once a day 56 37.33 
more than once a day 23 15.33 
Total 150 100 
The next question, Question 19, asks about the trip purpose for using the BSS program. The 
question included four options as answers: (1) going to the library, (2) attend meetings, (3) going 
to classes, and (4) miscellaneous (specify). Table 13 shows the breakdown of the trip purposes for 
students, faculty, and staff members that said they are “likely” to use the BSS program. The data 
reveals that meetings, classes, and going to the library are the primary trip purposes for the 
population, which is typical for a university setting. The variable tripPurpose was created from 
this data without any transformation. An observation was lost in the demand model, dropping the 
number of available observations to 130. At this point, the survey analysis jumps to Question 27. 
Questions 20 to 26 are already covered while analyzing Question 14 to 19.    
Table 13. Trip Purpose 
Office Frequency Percentage (%) 
Library  20 13.42 
Meetings 49 32.89 
Classes 44 29.53 
Other  36 24.16 
Total 149 100 
The final two questions asked about socio-economic characteristics. Question 27 regarded the 
education level, while Question 28 was about identifying the income level of individuals. Table 
14 and 15 list the survey results divided into eight categories for the education level and 14 
categories for the income level. The frequency values are for those students, faculty, and staff 
members that said that they are “likely” to use the BSS program. These questions led to the 
 40 
development of two variables: income and educationBS. Also, including these two variables in the 
model resulted in 129 available observations for the demand model.  
Table 14. Education Level Data 
Education Level Frequency Percentage (%) 
grade 12 or less 0 0 
high school graduate 11 7.33 
some college credit 1 0.67 
associate/tech. school degree 1 0.67 
bachelor’s degree 36 24.00 
graduate degree 2 1.33 
some other degree 37 24.67 
prefer not to answer 62 41.33 
Total 150 100 
Table 15. Income Survey Data 
Income Range Frequency Percentage (%) 
Less than $10,000 23 15.44 
$10,000 to $19,999 23 15.44 
$20,000 to $29,999 15 10.07 
$30,000 to $39,999 7 4.70 
$40,000 to $49,999 15 10.07 
$50,000 to $59,999 11 7.38 
$60,000 to $74,999 18 12.08 
$75,000 to $99,999 16 10.74 
$100,000 to $124,999 3 2.01 
$125,000 to $149,999 2 1.34 
$150,000 to $199,999 2 1.34 
$200,000 or more 12 8.05 
do not know 2 1.34 
Total 149 100 
3.3. Demand Analysis 
Previous research has shown that estimating transportation demand using stated preference 
sampling data is acceptable, although it is appropriate to consider the level of confidence in the 
responses (Ortuzar and Willumsen, 2011). There is a possibility that few respondents probably 
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were over-enthusiastic while taking the survey, but in reality, once the BSS program is in place, 
the bicycles are not used at the rate indicated in the survey. The opposite may also be equally 
possible. As a result, the best method of measuring the error or reliability of demand models is to 
make comparisons of the estimated values to the observed data (Wardman, 1988). Unfortunately, 
observed data is lacking at UNLV for apparent reasons. UNLV lacks a BSS, and data from other 
universities is limited to the location of stations, the number of trips, and duration of individual 
trips.  
Reliability of the raw data depends on the familiarity of bicycles compared to other novel 
transportation modes such as high-speed trains (HSTs). For instance, the concept of using HST for 
intracity travel is much more challenging to envision than riding a bicycle through UNLV for 
attending classes or meetings, among other activities.   
The next subsections of the demand analysis consist of discussions about the UNLV population 
and the relationships gathered from the survey. The goal is to define the target subpopulations that 
are "likely" to use the BSS program.   
3.3.1. Subpopulations of UNLV and Descriptive Analysis  
The UNLV population consist of at least 30,000 persons for many years as of 2015. Students, 
faculty, and staff roam through the 358 acre-campus where at times they have long walking routes 
from start-to-end points. The official population values were obtained from the UNLV websites: 
Facts and Stats and Human Resources (HR) Employee Counts. The first website provides the 
breakdown of the UNLV population from the most current semester to the Fall of 2010. For this 
study, the target population is that of the Fall 2015 semester that consisted of 27,907 students. The 
HR website provides the numbers for the faculty and staff at 2,160 and 990 individuals, 
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respectively. These population values were used as the base for the daily trip calculations for the 
proposed BSS program. 
 The uniqueness of being a student, faculty, or staff compels the researcher in this study to divide 
the population into these three subgroups. Similarly, the New York’s Department of City Planning 
(NYDCP) divided their users into three types of users: commuters, recreational/errand riders, and 
tourists. The next step was to calculate daily trips in which the NYDCP defer to the Paris BSS, the 
Velib's, although the cultural and city characteristics are different. However, this is not the first 
time that planners or researchers use other cities as the basis to mold their BSS systems (Saharidis 
et al., 2014). For UNLV, the most basic subgroups, as any other university, are students, faculty, 
and staff. However, instead of using another university for the demand, the 2015 survey is used to 
calculate the initial trip values per subpopulation.  
Questions 1, 14, and 20 are vital questions to divide the subpopulation among the students, faculty, 
and staff, as well as those that are "likely" to use the BSS program. This study concentrates on the 
individuals that are "likely" to use the BSS program, which is about 72.7 percent of the individuals 
that answer Questions 14 and 20 of the survey. Saharidis et al. (2014) incorporated perde, a 
parameter that identifies the people's enthusiasm on using a BSS program, into his optimization 
model. The public participation ranges from zero (perde=0) if it is nonexistent to one (perde=1) 
for populations that are full participation. Obviously, the perde probably falls in between zero and 
one for any population in the world. Thus, as suggested by Saharidis et al. (2014), a questionnaire, 
such as the UNLV survey, assists in determining more precisely the participation rate.   
The descriptive analysis shows that there is significant enthusiasm for a BSS program at UNLV. 
In the preceding section, Table 10, showed that 40 and 33 percent of individuals that took the 
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survey chose that they are "very likely" and "somewhat likely," respectively, to use the BSS 
program. Figure 7 presents the same data as Table 10 but separated by the subgroups of UNLV. 
Faculty showed the most enthusiasm at 81 percent that they are "likely" to use the BSS program, 
followed by students at 75 percent, and finally, the staff is at 66 percent. The next step is to apply 
these values to the overall population of UNLV, where it consists of 27,907 students, 2,160 faculty 
members, and 990 staffs. Therefore, the individuals that are "likely" to use the BSS program 
includes 21,805 students, 1752 faculty members, and 656 staffs.  
 
Figure 7. Motivation Level for Students, Faculty, & Staff 
The participation rates, or as later named as the frequency rates, are separated according to the 
three main subgroups at the university: students, faculty, and staff. The main reason for the 
separation is that each subgroup's idiosyncrasies lead to different travel patterns. For instance, 
students are more sensitive to price than staff, prefer additional on-campus facilities, and favored 
the integration of cycling into the public bus system. Also, students participated in a higher number 
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of recreation and shopping activities, while faculty members start working earlier or participated 
in a physical activity before the start of school (Hafezi et al., 2018). 
Separating the UNLV population ultimately yields a more precise value of the daily trips than 
using straight descriptive analysis. The daily trips are the principal values needed for decision-
makers to decide on the number of bicycles, docks, and stations needed for the BSS program. A 
descriptive analysis would have yield 8,136 daily trips (students=7,881, faculty=174, and staff=81) 
based on Figure 8 frequency rates per subpopulation. These values are undervalued due to a 
limitation on the survey. The respondents of the survey had four options: (1) "once a month," (2) 
"once a week," (3) "once a day," and (4) "more than once a day," which results in underestimating 
the overall daily trips due to impossibility of differentiating the additional number of trips that 
people perceive when choosing "more than once a day." Therefore, it is assumed that "more than 
once a day" and "once a day" are equivalent for the final daily trip estimations. In the next section, 
the ordered probit model is introduced, and a new set of daily trip estimation is performed.   
 
Figure 8. Frequency Rates Based on Survey Sample 
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3.4. Demand Analysis Using the Ordered Probit Model 
The demand analysis involves developing an ordered probit model for the UNLV population. An 
ordered probit model is an appropriate technique for two reasons: (1) the survey produced ranked 
responses, and (2) it is possible to infer on the factors that influence the usage of the BSS program. 
Question 18 was used to create the variable frequency, which is the dependent variable for the 
demand model, and it has an ordering association. The perceived gap between "once a day" and 
"once a week" or any other pair within the choices of Question 18 was measured by the ordered 
probit model, and these subtle distinctions of the gaps can be accessed more precisely by the 
ordered probit model than any other model such as the regular probit models or Ordinary Least 
Square linear models (Liddell and Kruschke, 2018). The significant coefficients of the ordered 
probit output are used to identify factors that affect the frequency rate. 
Figure 9 shows the overall path taken to get to the daily bike share trips for the optimization 
models. Firstly, the UNLV students, faculty, and staff are the target population of the coverage 
area. Secondly, the potential users of the BSS program were identified using descriptive statistics. 
The next step is to define the ordered probit model and the variables of interest. Afterwards, the 
demand analysis is conducted to estimate the daily trips for the BSS program. 
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Figure 9. Demand Analysis using the Ordered Probit Model 
3.4.1 Ordered Probit Model  
Green (2000)’s specification of the ordered probit model was considered for this dissertation:     
  (19) 





and the  are the cut off values of the choice probabilities that an  individual takes the value of 
on the ordinal dependent variable as: , where 
 is the cumulative standard normal distribution function in which  as the cut 
of value of  approaches negative infinity while  as the cutoff value of  
approaches positive infinity. Also,  are the exogeneous variables that affect the unobservable 
variable;  are the coefficients for ; and  is the error term of the regression equation.  
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The Maximum Likelihood Estimation (MLE) technique is used to estimate the ordered probit 
model coefficients. Moreover, the technique calculates the coefficients that give the highest 
probability or likelihood of obtaining the observed sample y.  
3.4.2. Specification of the Ordered Probit Model    
The variables for the ordered probit model are obtained from the survey data. The specification of 




The dependent variable in equation (21) is the variable frequency. Although the actual frequency 
could include people that do not have the intention to use the BSS program during the execution 
of the survey, or the opposite, it may not include those type of individuals that responded favorably 
to the BSS program. The concentration of this study is those individuals that responded that they 
are "likely" to use the BSS program. Table 11 included the overall observation values for the 
variable frequency, and Figure 7 included the breakdown per subpopulation.  
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3.4.3. Descriptive Analysis of Variables  
The factors that influence the frequency of trip using BBS trip purposes, accessibility and social 
economic characteristics of faculty, staff and student who make the trip. Table 16 provides a 
concise description of the variables, Table 17 provides a summary of the categorical variables, 
Table 18 provides a summary of statistics of the remaining variables, and finally, Table 19 provides 
the variance-covariance matrix of the variables.   
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Table 16. Variables for Demand Analysis 
Variables Type Descriptions Symbol 
frequency  Categorical 
1 if a person uses the BSS program once a 
month,  
2 if it is used once a week,  
3 if it is used once a day, and  
4 if it is used more than once a day 
y 
office Binary 1 if a person has an office at UNLV, 0 otherwise X1 
student Binary 1 if a person is a student, 0 otherwise X2 
faculty Binary  1 if a person is a faculty, 0 otherwise X3 
staff Binary 1 if a person is a staff, 0 otherwise X4 
tripPurpose Categorical 
0 if the trip purpose of using BSS is other 
(baseline), 
1 if the trip purpose of using BSS is visiting 
to the library, 
2 if the trip purpose is going to meetings, 
and 
3 if the trip purpose is going to classes  
X5 
commuteTime Continuous Commute travel time (minutes) X6 
distanceOriginStationx Continuous Distance from building origin to station (ft) X7 
distanceStationDestx Continuous Distance from station to building destination (ft) X8 
distanceUNLVodx Continuous The distance from origin building to destination building (ft) X9 
age Categorical  
0 if a person’s age is less than 20 years 
(baseline), 
1 if person is in between 20-29 years, 
2 if person is in between 30-59 years, and 
3 if person is 60 years old or older 
X10 
income Categorical  
0 if a person’s income is less than $20K 
(baseline), 
1 if person’s income is in between $20K-
$59K, 
2 if person’s income is $60K or greater, 
3 if person did not report their income 
X11 
gender Binary 1 if person is a male, 0 otherwise X12 
educationBS Binary 1 if a person education includes a bachelor’s or higher, 0 otherwise X13 
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Table 17. Summary of Statistics of the Categorical Variables of Likely Users 
Variable(s) n Percent Variable(s) n Percent 
frequency (n=150) 
  
age (n=159)   
     student (once a month) 2 1.33%      student (less than 20 years) 19 11.95% 
     student (once a week) 22 14.67%      faculty (less than 20 years) 1 0.63% 
     student (once a day)  31 20.67%      staff (less than 20 years) 0 0.00% 




     student (20-29 years) 49 
30.82% 
     faculty (once a month) 5 3.33%      faculty (20-29 years) 1 0.63% 
     faculty (once a week) 12 8.00%      staff (20-29 years) 8 5.03% 
     faculty (once a day) 11 7.33%      student (30-59 years) 14 8.81% 
     faculty (more than once a day) 2 1.33%      faculty (30-59 years) 24 15.09% 
     staff (once a month) 7 4.67%      staff (30-59 years) 34 21.38% 
     staff (once a week) 23 15.33%      student (60 years old or older) 0 0.00% 
     staff (once a day) 14 9.33%      faculty (60 years old or older) 4 2.52% 
     staff (more than once a day) 1 0.67%      staff (60 years old or older) 5 3.14% 
      
tripPurpose (n=149)   income (n=149)   
     student (other) 14 9.40%      student (less than $20K) 46 30.87% 
     faculty (other) 7 4.70%      faculty (less than $20K) 0 0.00% 
     staff (other) 15 10.07%      staff (less than $20K) 0 0.00% 
     student (library) 17 11.41%      student ($20K-$59K) 22 14.77% 
     faculty (library) 1 0.67%      faculty ($20K-$59K) 7 4.70% 
     staff (library) 2 1.34%      staff ($20K-$59K) 19 12.75% 
     student (meetings) 7 4.70%      student (greater than $60K) 2 1.34% 
     faculty (meetings) 18 12.08%      faculty (greater than $60K) 17 11.41% 
     staff (meetings) 24 16.11%      staff (greater than $60K) 22 14.77% 
     student (classes) 36 
24.16% 




     faculty (classes) 4 
2.68% 








Table 18. Summary of Statistics of Continuous and Binary Variables of Likely Users 
Variable n Mean Std. Dev. Min Max 
office 151 0.7152 0.4528 0 1 
     student  76 0.4474 0.5005 0 1 
     faculty    29 1 0 1 1 
     staff 46 0.9783 0.1474 0 1 
student 159 0.5157 0.5013 0 1 
faculty 159 0.1887 0.3925 0 1 
staff 159 0.2956 0.4578 0 1 
commuteTime  152 23.8026 14.6018 1 140 
     student  77 23.87 18.8943 1 140 
     faculty    29 24.1379 7.8000 10 45 
     staff 46 23.4783 8.6300 10 50 
distanceOriginStationx 143 194 314 0 1,500 
     student  73 166 307 0 1,400 
     faculty    27 197 279 30 900 
     staff 43 239 347 30 1,500 
distanceStationDestx 143 99 203 0 900 
     student  73 115 225 0 900 
     faculty    27 39 32 30 150 
     staff 43 239 347 30 1,500 
distanceUNLVodx 135 2,015 906 0 5,100 
     student  71 1,781 872 0 4,000 
     faculty    27 2,056 647 900 3,500 
     staff 37 2,435 992 900 5,100 
gender 158 0.5063 0.5015 0 1 
     student  82 0.6098 0.4908 0 1 
     faculty    30 0.5333 0.5074 0 1 
     staff 46 0.3043 0.4652 0 1 
educationBS 159 0.4717 0.5008 0 1 
     student  82 0.5610 0.4993 0 1 
     faculty    30 0.1667 0.3790 0 1 






































































































































































































































































































































































































































































































































































































































3.4.4. Analysis of Descriptive Analysis 
The dependent variable frequency, in this case, is the expectation of usage of the BSS program by 
those individuals that chose they are "likely" to use the BSS program. As shown in Table 12, 
frequency is separated into four categories: (1) once a month, (2) once a week, (3) once a day, and 
(4) more than once a day. For faculty and staff, the prevalent expectation is to use the bicycles 
"once a week" and "once a day" for meetings whereas students heavily envisioned themselves 
riding bicycles multiple times throughout the day to go to classes. Nonetheless, for every frequency 
rate, the three subgroups chose to use the bicycles for multiple purposes.  
The explanatory variables in the ordered probit model are believed to affect frequency Typically, 
travel time, trip purpose, and accessibility are fundamental characteristics that affect whether 
people make a trip. The other set of variables that individual travel behavior depends is 
socioeconomic factors such as income, age, gender, and education (Ortuzar and Willumsen, 2011).  
The trip purpose variable in the model is the key to relate the activity to perceive demand centers 
in the coverage area. Not surprising at a university setting, 80 percent of the respondents chose to 
go to the library, classes, and meeting. Students choose going to the library more than faculty and 
staff, while faculty and staff go to meetings more often than students. The trip purpose "other" 
could be attending sporting events, exercising at the gym or grass fields, or riding to the Student 
Union. Researchers have found that trip purpose for BSS programs affects the frequency of make 
a trip (Frade and Ribeiro, 2014).     
The set of variables -- student, faculty, and staff -- are binary control variables that identify their 
affiliation to the university. The sample set of the "likely" users consist of the 51.57 percent 
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students (n=82), 18.87 percent faculty (n=30), and 29.56 percent staff (n=47). These are the 
variables used to control for each frequency probabilities. The variable office provides insights on 
the perceive permanence an individual has to the campus. All the faculty members of the "likely" 
set have an office while only one person out of the 46 staff members does not have an office. On 
the other hand, 44.74 percent of the students have an office which makes this variable very 
compelling to compare the difference between more permanent personnel such as faculty and staff, 
to transient individuals such as student where their schedules change semester-by-semester. The 
travel patterns of students change according to their schedules while individuals that have an office 
tend to have common points for origin and destination.   
Accessibility is the basic concept underlying the relationship between all of the places where 
demands are from at the university and the transportation network. In this case, the demand nodes 
are all of the buildings at UNLV, and the transportation network consists of walking pathways that 
connect every building. The easier it is to travel between two points, the higher the accessibility is 
considered. The typical impedance factor reducing an accessibility index is the distance between 
two points as Hansen's Accessibility model postulates for employment. Thus, the distance 
variables such as the distanceOriginStationx, distanceStationDestx, distanceUNLVodx, and 
commuteTime are impedance factors.  
The variable commuteTime is not a distance variable of the on-campus network. However, the 
commute time of an individual could potentially affect the overall sensitivity to traveling within 
UNLV using the BSS program. There is a loose connection between commute time and overall 
happiness in which a reduction in time increases the quantities of travel that individuals valued 
(Abou-Zeid and Ben-Akiva, 2011). Thus, if the travel times are considered an extension of the 
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commute time to UNLV, then this variable must be considered as impactful to the frequency rates. 
The commute time to UNLV is about 24 minutes on average for students, faculty, and staff.  
Regarding variables distanceOriginStationx, distanceStationDestx, and distanceUNLVodx, they 
are directly associated with the relative location of the bikeshare stations. The data gathered from 
Question 15, 16, and 17 were used to create distances from the corresponding building origin to 
the nearest station (distanceOriginStationx) as well as the station where the bicycle is dropped off 
to the final destination (distanceStationDestx). In addition, the distance between origin building 
and destination building (distanceUNLVodx) was also included in the model. Distance plays a 
major for BSS programs, for example, for short distances, trips that take 2 minutes to 8 minutes, 
could be most efficiently performed using a bicycle rather than walking (Frade and Ribeiro, 2014). 
That sweet point of travel time of 2 to 8 minutes is possible for a UNLV BSS program. The average 
distance between the origin-destination pairs ranges from 1,781 feet for students and 2,435 feet for 
staff which equates to about 2.4 minutes to 3.3 minutes. Students and faculty expect to walk long 
distances to the pick-up stations than for the drop-off stations whereas staff expects to walk the 
same distance for both types of stations.  
Several socioeconomic variables, age, income, gender, and educationBS were incorporated into 
the model. Travel behavior depends tremendously on the socioeconomic attributes of individuals 
(Ortuzar and Willumsen, 2011). Shaheen et al. (2014) provides information on the effects of the 
socio-economic variables on BSS usage based on survey information that they collected from five 
cities: Toronto (Canada), Salt Lake City (USA), Montreal (Canada), Mexico City (Mexico), and 
Minneapolis/Saint Paul (USA). As for age, the most common age group that uses BSS bicycles in 
the US cities are 25- to 34-year-old people. However, that might not be the case at universities 
given that most of the population consist of students who tend to be under 30 years old. Among 
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the individuals that are “likely” to use the BSS program, most are less than 30 years old while the 
majority of the faculty and staff range from 30-59 years old.  
The variable income has shown that individuals are sensitive to the cost of travel. For example, 
high-income individuals prefer airplanes over slower vehicles for they are sensitive to shorter 
travel times and comfort, whereas lower-income individuals prefer to drive or take the bus for they 
willing to tradeoff lower travel speeds for more economical fares. However, Shaheen et al. (2014) 
found that BSS riders tend to have higher incomes than the general population. BSS riders earned 
over 50,000 dollars for all the cities surveyed. In contrast, at a university setting, most students as 
at UNLV, make less than 20,000 dollars annually, but a noteworthy number of faculty and staff 
do make more than 60,000 dollars annually. 
Regarding the variable gender, previous survey data have shown that males use bicycles at the 
same rate or more as females. For instance, in a survey conducted for five North American cities, 
trips made by males consisted of 70 percent in Toronto, 66 percent in Salt Lake City, 65 percent 
in Montreal, 55 percent in Mexico City, and 50 percent in Minneapolis/Saint Paul. Among the 
individuals that are "likely" to use the BSS program, the 61 percent are male students, 30 percent 
are male staff members, and about 53 percent are male faculty members (Shaheen et al., 2014).  
Finally, educationBS, identifies if people have earned a bachelor’s degree or not after the raw data 
was treated to create a binary variable. Unfortunately, the UNLV survey resulted in little variation 
among the different educational levels except for people that have bachelor’s degrees. On top of 
that, 86 observations comprised respondents preferring not to answer, thus very little information 
can be captured if the education variable is left untreated. Therefore, the researcher limited the 
income strata to a binary variable, either an individual has a bachelor’s degree or not. Among the 
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individuals that are "likely" to use the BSS program, 47 percent reported having at least a 
bachelor's degree. Faculty members must have at least a bachelor's degree, but only 17 percent 
reported their education while most preferred not to answer. Shaheen et al. (2014) found that over 
80 percent of BSS riders in North American cities tend to have a bachelor’s degree or higher.   
The variance-covariance matrix revealed that there is no exact linear relationship among the 
independent variables. However, there were a few covariances with a value of 0.40 or higher which 
may lead to multicollinearity issues. Therefore, auxiliary regressions are performed per variable 
on the explanatory variables. The variance inflation factor (VIF) are reported on those variables 
that yielded a covariance of 0.40. The equation for the VIF is  where j is the 
coefficient of interest.   
3.4.5. Other Demand Models Analyzed  
This study considered the potential problem with sample selection biasness that may result in 
endogeneity issues with the variable frequency. Question 15 specifically asked for "likely" users 
as responded in Question 14 to continue with the survey. However, Table 20 shows that 35 
individuals that did not answered “likely” continue with the survey. Multiple reasons could explain 
this mishap. For instance, individuals could have just misunderstood the survey. In such case, those 
individuals were sifted out from the demand model analysis altogether. The demand model only 
considered the "likely" users of the BSS program, given that it was the intent of the survey. 
However, there could be a second reason or a different approach.  
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Table 20. Frequency Rates of Not "likely" Users 
Frequency rate n Percent (%) 
Once a month  17 48.57 
Once a week 11 31.43 
Once a day  5 14.29 
More than once a day  2 5.17 
Total  35 100 
At instances, individuals partake in transportation activities although they dislike it due to 
necessity such as commuting or air travel for work. In the survey, people could have considered 
the BSS program as an unlikely mode of transportation for on-campus travel; however, they could 
have contemplated using the bicycles if the necessity arises. The next logical question is the 27 
individuals that responded that they are not “likely” to use the BSS program and also did not 
answered the frequency rate questions. The next model considers these types of individuals.  
The Heckman model was considered where it consists of two equations: outcome (21) and 
selection (22). Formally the Heckman models are: 
  (22) 
  (23) 
The outcome variable would be the frequency variable. The selection equation equals one for 
individuals that decided to answer the frequency rate questions while zero, otherwise. Furthermore, 
the expectation of the outcome model conditional on Z and v results in 
 where lambda is the inverse Miles ratio (Wooldridge, 2008). To mitigate the possibility 
of multicollinearity between the inverse Miles ratio and X, Z must consist of X and have an 
additional regressor that results in the  and . In other words, the 
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additional regressor in Z must not be correlated to the dependent variable of the outcome dependent 
variable but correlated to its regressors.  
Another requirement of the Heckman model is the necessity of consistent observations among the 
individuals that answered the frequency rate questions and those that did not. Unfortunately, the 
survey data does not have specific observations on those individuals that did not answer the 
frequency questions. For example, trip purposes and distance variables would be excluded from 
the demand model. These two types of variables are fundamental to transportation engineering. 
Equally detrimental for the Heckman model is the lack of a valid regressor from the survey data 
that is  and , and that is grounded in theory. Such a regressor could 
be an individual that has its own alternative mode of transportation such as a personal bicycle, 
scooter, or golf cart. In this case, the individual would have not selected a frequency rate, but 
would be interested in a BSS program as an alternative mode of transportation.  
A third model considered was one that incorporates a motivational index that measures the 
likelihood of using the BSS program. The results could have supplanted the motivational index 
used in this study which was estimated using descriptive statistics. However, regressing the 
frequency rate on the set of variables in Equation (21) and a motivational index would have 
resulted in biased results due to endogeneity. In other words, the motivational index would have 
correlated with the error term of the structural equation and violated the exogeneity requirement.  
The outcome of Question 14 could have been an obvious candidate to create a motivational index 
variable. However, finding an instrumental variable for the motivational index is not possible in 
the rest of the survey.  
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The instrumental variables would have had similar requirements as the Heckman controlling 
regressors. For example, the joint variability of the instrumental variables and frequency rates 
(dependent variable of the structural equation) must equal zero while the covariance between the 
instrument variables and the motivational index must not equal to zero.  
A possible instrumental variable for the motivational index could be the political affiliation or the 
disability status of individuals. For instance, individuals associated with a certain political party 
could have been more inclined, or less inclined, to support the BSS program from an ideological 
standpoint rather than purely from a travel cost. Moreover, having a specific disability could have 
reduced the interest of a BSS program at the university. However, these types of variables are not 
available in the survey.  
The demand model in this study is in line with the intention of the survey. The other models 
considered in this subsection were attempted to address the data issue.  
3.4.6. STATA 
STATA was used for the demand analysis in this study. The software is a powerful statistical tool 
that has proven to have reliable results given the robustness of the model and input information, 
and it is accepted by industry and academic.   
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Chapter 4: Optimization Models and Comparable Analysis  
A BSS program at UNLV would be considered a new transportation mode where the population 
have not had the option to use bicycles, unless they own one, to travel within the UNLV campus. 
The main challenge with the introduction of a novel transportation mode is to determine the 
potential demand for such service before the actual implementation. The demand analysis using 
the survey data assist with such demand estimation. Given the demand estimated, it is important 
to allocate and size stations, bicycles, and racks which is equally challenging task. A relative 
comparison is needed to find out the validity of such new transportation service. Comparing the 
performance of other universities is critical to validate the proposed BSS program at UNLV. 
The optimization portion of the study is geared towards estimating (1) the number of stations, (2) 
determining the number bicycles needed to be in circulation, and (3) determining the number of 
racks needed per station to provide the highest level of service. These decision variables are 
optimized for the peak hour demand.  
The pre-processing steps for this study are aligned as those taken in Martinez et al. (2002). For 
instance, one of the most important steps is to estimate the potential demand per BSS station. The 
demand estimation is performed in this study, while Teng et al. (2017) already established the 
possible locations for the stations to consider.  In Teng et al. (2017), numerous factors are used to 
sift out the possible locations throughout UNLV such as the availability of open space, 
constructability of the stations, future bicycle lane routes, and the spatial distribution of the UNLV 
buildings. As a result, 15 locations are deemed acceptable for a future BSS program.  
For the optimization of the BSS program, our types of distances  need to be calculated (1) distances 
between the stations, (2) distances between stations and the origin locations, (3) distances between 
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stations and the destination locations, and (4) distances between origin and destination if an 
individual does not use the BSS program. A site visit was necessary to find out the egress points 
of buildings, and Google Earth was used to estimate the four distances. 
The challenge in estimating the walking distances revolves around the reality that numerous paths 
are available for individuals to walk between two locations at UNLV. Varland and Hydecker 
(1997) showed in their research that 75 percent of pedestrians take the shortest path. Therefore, 
for this study, a simple shortest path algorithm was used to decrease the number of paths available. 
Assuming that people walk at a constant speed, 3 fps, and that the shortest path is used, the shortest 
travel time was calculated and used for the optimization models. Other factors such as a change in 
elevation and the randomness of weather conditions were not considered. 
4.1. Location Problems  
Overall the optimization problem in this study is a subset of the vast number of facility location 
problems applied to numerous application such as placing warehouses, manufacturing plants, sales 
outlets, hospitals, airports, among others. For this study the capacitated and uncapacitated hub 
location problems are studied in depth and modified to fit a university BSS program within a 
campus isolated from the surround areas.  
4.1.1. UNLV BSS Stations  
The locations of the BSS stations for this study are predetermined by Teng et al. (2017) where 15 
locations were identified as feasible options. However, for this study, only Station 7 thru Station 
15, are incorporated into the optimization analyses for they were identified as the on-campus 
stations (Teng et al., 2017) as shown in Figure 10. 
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Figure 10. Map of BSS Stations 
4.1.2. Origin-Destination Matrix Formulation     
The formulation of the origin-destination matrix was performed using data from the survey where 
respondents had the opportunity to fill the origin and destination stations for their most frequent 
trip. Using descriptive statistics, the percentages of trips per OD pair were calculated in Teng et 
al. (2017) and shown in Table 21.  These percentages are multiplied times the peak hour demand 
to calculate the demands for the OD pairs.  
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Table 21. Percentage of Trips per OD pair 
Station 7 8 9 10 11 12 13 14 15 Summation 
7 1.9% 1.3% 1.3% 3.2% 0.7% 0.0% 0.0% 0.0% 0.9% 9.24% 
8 1.3% 3.2% 4.1% 8.6% 4.1% 0.9% 0.7% 1.6% 3.5% 27.89% 
9 1.3% 4.1% 2.5% 3.8% 0.3% 0.9% 0.0% 0.0% 0.7% 13.62% 
10 3.2% 8.6% 3.8% 2.5% 1.6% 1.9% 0.0% 0.7% 1.9% 24.07% 
11 0.7% 4.1% 0.3% 1.6% 1.3% 0.7% 0.3% 0.0% 0.0% 8.86% 
12 0.0% 0.9% 0.9% 1.9% 0.7% 0.0% 0.0% 0.0% 0.9% 5.32% 
13 0.0% 0.7% 0.0% 0.0% 0.3% 0.0% 0.0% 0.0% 0.0% 0.93% 
14 0.0% 1.6% 0.0% 0.7% 0.0% 0.0% 0.0% 0.0% 0.0% 2.24% 
15 0.9% 3.5% 0.7% 1.9% 0.0% 0.9% 0.0% 0.0% 0.0% 7.84% 
4.1.3. Hub Location Problems  
Optimizing the operations of a BSS program is possible using the hub location problem. Currently, 
at UNLV the primary mode of traveling from one location to another is walking and to a lesser 
extent by pedestrian conveyances (e.g., skateboards) or bicycles or golf cart. With the introduction 
of a BSS, students would have two clear options, either walk or ride a bicycle to their destination. 
At that point, if walking is preferred, the student would have a direct path from its origin to its 
destination. Alternatively, if the student prefers to ride a bicycle, it must first go to a nearby station, 
pick up a bicycle, ride a bicycle, dock the bicycle at a destination, and then finalize the trip by 
walking to the final destination. A much more complicated process than walking, but in theory, it 
is faster given that an average human can ride a bicycle about four times faster than walking. 
4.1.4. HUB 1 – Maximizing Participation  
The first modified hub problem analyzed in this study is the uncapacitated location problem where 
the objective function, Equation (24), is to maximize the number of trips given the nine (9) 
candidate stations. The status of the station, open or closed, is the decision variable in which the 
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combinations of stations and the corresponding attracted demand are considered. This model 
allows for the number of bicycles to be as high or as low as possible, thus it is considered 
uncapacitated except it cannot exceed the demand values. Figure 11 is an illustration of HUB 1.  
 
Figure 11. Hub 1 Schematic 
  (24) 
subject to,  (25) 




  (28) 
  (29) 
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  (30) 
  (31) 
The objective function Equation (24) accounting for the demand, Demandi,j, the fraction of the 
demand from i to j, Xi,j, and the decision binary variable, Yx indicating whether a station x is 
provided for operations As Figure 11 shows, the buildings are not connected to any of the hubs or 
to themselves which makes this model fairly simple. Constraints (25) and (26) ensures that a 
bicycle can only be in service if the origin or destination stations are open. Constraint (27) 
represents the budgetary limitation whereas Constraint (28) indicates the number of stations 
allowed in the system. Constraint (29) establishes that  as an integer where 1 represents that 
station  is open, otherwise it is closed. Lastly, Constraints (30) and (31) established that  is a 
proportion from 0 to 1.  
4.1.5. HUB 2 – Minimizing Travel Time 
The second modified hub location problem analyzed in this study is the uncapacitated location 
problem where the transportation travel time is minimized when considering the nine (9) candidate 
stations. The objective function, Equation (32), consist of two parts where the first set of 
summation accounts for the people riding a bicycle and the second set for the people walking. This 
model allows for the number of bicycles and the number of docking spots to be has high or low as 
possible, thus it is considered uncapacitated.  
The goal of this optimization effort is the minimizing travel time, either for walking or riding a 
bicycle, from station i to station j. As a result, the objective function, Equation (32), considers the 
case where an individual who prefers to ride a bicycle to a destination, but bicycles are not 
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available, must walk to a destination. Travel time is the tradeoff, measured by a factor of 3.9, 
between walking and bicycling based on the respective travel speed. An average individual may 
travel about four times faster if it decides to ride a bicycle at a speed of 16 fps instead of walking 
at an average speed of about three fps. Figure 12 is an illustration of HUB 2.  
 




subject to,  (33) 
  (34) 
  (35) 
  (36) 
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  (37) 
  (38) 
  (39) 
  (40) 
  (41) 
  (42) 
Constraint (33) ensures that the total demand proportions are accounted per origin-destination pair. 
Constraints (34) and (35) ensures that a bicycle can only be in service if the origin or destination 
stations are open. In Constraint (36), the budgetary limitation is considered whereas Constraint 
(37) take into account the the number of stations allowed in the system. Constraint (38) establishes 
that  as an integer where 1 represents that station  is open whereas 0 represents that the station 
is not part of the system. Lastly, Constraint (39) and (40) established that  is a proportion from 
0 to 1. Constraints (41) and (42) are analogous of Constraints (39) and (40).  
4.1.6. IBM ILOB CPLEX Optimization Studio  
The IBM ILOG CPLEX Optimization Studio were used for the optimization portion of this study. 
The software has powerful algorithms that allow the user to input integer and floating variables 
either using sophisticating coding or very intuitive inputs. For the HUB optimization problem, it 
is a mixed integer programming scheme that uses the Branch-and-Cut Procedure to solve the 
optimization problem. 
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4.2. Comparable References  
4.2.1. Trip Characteristics of Other University BSS programs 
BSS programs at other universities were investigated to determine the similarities. Trip duration 
and trip frequency were available for the San Jose State University, the University of Illinois at 
Chicago, the New York University, and the University of Tennessee at Chattanooga. This 
information was sufficient to estimate the relationship between the probability people make a 
bikeshare trip and the length of their trips.  
The data provided from the universities were for individual trips. Thus, the individual trips were 
organized by duration in ascending order divided on one-minute intervals. Then the number of 
trips were summed per interval. The majority of trips performed were from 0 minutes to 60 
minutes. 
Regressing trips on duration allowed us to determine the loose relationship between the variables. 
The data were log-transformed to ease the interpretation of the coefficient of log-duration. The 
generic equation of log(trips) = π0 + π1(log(duration)), where trips are the frequency of trips per 
duration period and π1 is the change in duration, was regressed. If π1 is statistically significant, then 
there is statistical evidence that a percent increase in duration leads to a π1 percent change in the 
number of trips.  
4.2.2. Peak Hour Factor  
Another comparable reference that may provide insights for the future trip patterns of the UNLV 
BSS program is the peak hour demand of existing programs. As other transportation systems, the 
capacity of the BSS system regarding stations and bikes would be strained during the peak-hour 
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trip volume. A standard measurement of peak hour demand is the peak hour factor (PHF) whereby 
it is defined as Vh/(4*V15) where Vh is the hourly volume and  is the maximum volume in a 15-
minute interval.  
The PHF is used to measure the variability between the total demand for a specific hour to the 
peak 15-minute volume. Low PHF suggest that the demand in a 15-min span in the peak hour is 
tremendously higher than the total volume for that hour. However, high PHF suggests that the 15-
min hourly demand is not different from the traffic rate of flow for that hour. As a reference, typical 
values for street traffic consisting of motorist vehicles vary from 0.80 to 0.95 whereas significant 
lower PHFs for the bike sharing system are expected according to Teng et al. (2017) where San 
Jose St. University’s peak hour factor was calculated as 0.33.  
The traditional PHFs was not used in this study given that UNLV provided the class utilization 
counts for specific time blocks throughout the day for the semester of Spring and Fall 2014. Also, 
the San Jose St. University BSS program where the peak hour factor of 0.33 was used shared with 
the City of San Jose. Similarly, other universities’ BSS programs are also combined systems with 
their surrounding city. Thus, if the UNLV BSS program is for on-campus travel and it is shielded 




Chapter 5: Results and Discussions 
5.1. Results for the Ordered Probit Models  
An ordered probit model is developed where six significant variables are included: office, 
tripPurpose(classes), commuteTime, distanceUNLVodx, gender, and educationBS. The results are 
listed in Table 22.  
The model fits reasonably well with a McFadden R2 of 0.1558 and the Wald (19) of 50.05. The 
corresponding p-value of 0.0001 results in the rejection of the null hypothesis that the null model 
is equivalent to the current model. Using the likelihood ratio test, the null hypothesis that the six 
significant variables are jointly equal to zero is rejected at the 1% significance level ( (5) of 12.36 
with corresponding p-value of 0.0302). 
Multicollinearity is not suspected in the model since the highest VIF value was 2.75. As for the 
variables of concern, the VIF values range from 1.44 for educationBS to 2.75 for the affiliation of 
the university: student, faculty, and staff.  
The signs of the coefficients are all consistent intuitively. The sign for office is positive and 
significant at the 10 percent level (p-value=0.0970) indicating that individuals with offices at the 
university will tend to use the BSS program for on-campus travel more often than individuals that 
do not have an office. An office allows individuals to make more concrete long-term plans 
throughout the semester. Perhaps an individual with an office spends more time and consistent 
time at the university than a student without an office. Thus, the additional time spent at the 
university means that the probability of participating in the BSS program increases. 
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A positive sign on tripPurpose(classes) indicates that individuals making a trip at UNLV for 
attending a class will tend to use the BSS program more often than for "other" reasons. This 
coefficient is significant at the 10 percent level (p-value=0.0812). As a result, from the planning 
perspective, it should be encouraging to implement a BSS program for on-campus travel given 
that attending classes is a primary activity at a university. The other trip purpose variables  
tripPurpose(library) and tripPurpose(meetings)  are not significant 
The variable commuteTime and distanceStationDestx are both positive, suggesting that additional 
time during the commute and the longer the destination point it is from one of the BSS stations the 
more often an individual will use the BSS program. The variable commuteTime is significant at 
the 10 percent level (p-value=0.0729) while distanceStationDestx is significant at the 5 percent 
level (p-value=0.0435). The former indicates that individuals consider their commute as a 
compounding effect on the additional travel they must do on campus. Therefore, if the commute 
time is long, the BSS program seems like an acceptable solution to that final mile of the trip. 
Similarly, the other variable distanceStationDestx indicates that persons foresee a path to a drop-
off BSS station location and then based on the distance between the final destination and the BSS 
station, makes a decision to use the BSS program for the overall trip. The usage of the BSS program 
increases as the distances get longer. The other two distance variables  distanceUNLVodx and 
distanceOriginStationx are not significant. The coefficients for the variables age and income are 
not significant statistically.  
The variables, gender and educationBS, have significant coefficients which is consistent with the 
survey findings by Shaheen et al. (2014). The variable gender is significant at the 1% level (p-
value=0.0073) and educationBS is significant at the 10 percent level (p-value=0.0779). The 
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positive sign for age indicates the males are willing to use the BSS program more than females. 
Similarly, individuals that have a bachelor's degree are more willing to use the BSS program than 
individuals that do not have a bachelor's degree or did not report an income in the survey. 
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Table 22. Estimated Result of the Ordered Probit Model on Demand 
Variables  Parameter z-Stat p-value 
Rider Characteristics:      
office 0.4861* 1.6596    0.0970 
student 0.1375 0.2252 0.8218 
faculty -0.0015 -0.0021 0.9983 
staff -0.5649 -0.8502 0.3952 
    
Trip Purpose:    
 tripPurpose (other) base n/a n/a 
tripPurpose (library) 0.1443 0.3803 0.7037 
tripPurpose (meetings)  -0.1125 -0.4004 0.6889 
tripPurpose (classes) 0.5799* 1.7440 0.0812 
    
Distance Variables:     
commuteTime 0.0132* 1.7938 0.0729 
distanceUNLVodx -0.00002 -0.1734 0.8623 
distanceOriginStationx -0.00002 -0.0674 0.9463 
distanceStationDestx 0.0011** 2.0187 0.0435 
    
Socio-Economic 
Characteristics:  
   
age:    
 age (<20 yrs) base n/a n/a 
age (20-29 yrs) 0.0210 0.0585 0.9533 
age (30-59 yrs) -0.3656 -0.8353 0.4035 
age (>60 yrs) -0.2873 -0.4557 0.6486 
    
income:     
income (<$19.9K) base n/a n/a 
income ($20-$59.9K) 0.1533 0.5176 0.6047 
income (> $60) 0.0895 0.2286 0.8192 
income (no answer) -0.3085 -0.7296 0.4656 
    
gender 0.6039*** 2.6851 0.0073 
educationBS 0.4189 1.7627 0.0779 
    
Threshold constants:     
μ1 -0.4243 n/a n/a 
μ2 1.1507 n/a n/a 
μ3 2.5177 n/a n/a 
    
log-likelihood at convergence  -135.60033   
number of observations 129   
Note:  *, **, *** indicate significance at 10%, 5%, and 1% level, respectively 
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5.1.1. Marginal Effects  
It is important to evaluate the marginal effects when interpreting the coefficients due to the 
limitation of interpreting the magnitude of the coefficients in an ordered probit. The average 
marginal effects are derived by taking the partial derivative while holding all else equal for each 
frequency outcome.  
Figure 13 shows that the marginal effects for all the variables follow the same path with respect to 
frequency. The expected probability decreases for individuals that have an office at the university, 
go to classes, are males, and have earned a bachelor's degree or higher for frequencies of "once a 
month" and "once a week." The opposite is expected in probability for frequencies of "once a day" 
and "more than once a day." However, the marginal effects for three variables are not significant 
for specific outcomes. Figure 14 shows that the tripPurpose(classes) is not significant for all the 
frequencies except for "more than once a day." The marginal effect for office is not significant for 
frequencies of "once a month" and "once a day." Lastly, the marginal effect for commuteTime is 
not significant for the frequency "once a day." The lack of significance in the marginal effects is 
not unexpected given that the p-values of the coefficients are high. On the other hand, the two 
significant coefficients that are significant at the 5 percent level or lower, led to marginal effects 
that are all significant as well.  
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Figure 14. p-values of Marginal Effects (Significant Variables) 
The marginal effects show that the probability of using the BSS program are affected by the 
significant variables. The marginal effects for the variable commuteTime range from -0.0018 to 
0.0025. In other words, there is a 0.0018 probability decrease that a person will use the BSS 
program "once a month" if the commute time increases by a minute. At the other side of the 
frequency spectrum, there is a 0.0025 probability increase that a person will use the BSS program 
"more than once a day" if the commute time increases by a minute. In other words, the difference 
in commute time from 15 minutes to 45 minutes increases the probability of using the BSS program 
“more than once a day” by 0.075 or decreases the probability of using the BSS program “once a 
month” by 0.054. Therefore, users could perceive the BSS program as a travel time saver once 
they are on campus.   
 78 
The range for the marginal effects of distanceStationDestx is from -0.0002 to 0.002. In other 
words, there is a 0.0002 probability decrease that a person will use the BSS program "once a 
month" if the distance from the drop off BSS station to the final destination increases by a linear 
foot. At the other side of the frequency spectrum, there is a 0.0002 probability increase that a 
person will use the BSS program "more than once a day" if the distance from the drop off BSS 
station to the final destination increases by a linear foot. Therefore, the further the distance of the 
drop-off station to the final destination the higher the probability that the “likely” users are going 
to pick up the bicycles for travel. The map (Figure 10) shows that most stations are in direct path 
of any final destination.  
A substantial impact on the probability occurs for the other marginal effects. For instance, if a 
female is changed for a male, then the probability of using the BSS program "once a month" 
decreases by 0.0826 at the 1 percent significant level. At the other end, by switching a female with 
a male, the probability of using the BSS program increases by 0.1143. Similarly, having a 
bachelor's degree increases the probability by 0.0793 of using the BSS program "more than once 
a day." Furthermore, the biggest probability change that is statistically significant occurs if an 
individual is going to classes where the probability of using the BSS program increases by 0.1197.   
5.2. Trip Calculations 
5.2.1. Predicted Probabilities  
Earlier analyses are combined at this point to yield the peak hour demand for the optimization 
models. Initially, the coverage area of the BSS program consists of the entire university population. 
In Section 3.3.1, it was adjusted for the individuals that are "likely" to use the BSS program. As a 
result, the subset of the population included in the trip calculations are 21,805 students, 1,752 
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faculty members, and 656 faculty members. Next, an ordered probit model was developed to 
identify the factors that affect the usage of the BSS program and to estimate the predicted 
probabilities of the frequency rates for each subset of the UNLV population.  
The average predicted probabilities were calculated by averaging the predicted probabilities for 
each frequency rate per subgroup. Therefore, there are 12 different combinations given there are 
three subgroups (student, faculty, and staff) and four frequency rates (1/month, 1/week, 1/day, 
+1/day). As listed in Table 23 and shown in Figure 15 below, the average predicted probabilities 
have a downward slope from the least frequent frequency rate to the most the frequent rate. In 
other words, all three subgroups have a higher probability of using the BSS program at least once 
a month than once a day. Intuitively, the commitment to use the bicycles daily versus monthly 
seemed safer and more realistic than a person with limited knowledge fully committing to a BSS 
program.  
Compared the ordered probit model probabilities to those results using a descriptive analysis 
presented in Figure 7 in Section 3.3.1, the probabilities have notably changed. At both ends, the 
predicted probabilities of the least frequent rate and the most frequent rate, the average percent 
difference was 263 percent whereas for "once a week" and "once a day" the average percent 
difference was 58 percent. The predicted probabilities of the ordered probit model are trusted more 
than the descriptive analysis, given the explanatory variables are incorporated into the estimation. 
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Table 23. Predicted Probabilities of the Ordered Probit 
Student, Faculty, and Staff Combined  
Students 
Frequency  n  Avg. Probability Standard Deviation 
1/month 2 0.0575 0.0084 
1/week 21 0.0519 0.0400 
1/day 25 0.0243 0.0248 
+1/day 17 0.0111 0.0148 
Faculty 
Frequency  n  Avg. Probability Standard Deviation 
1/month 4 0.1271 0.0437 
1/week 10 0.0937 0.0638 
1/day 10 0.1184 0.7780 
+1/day 2 0.0477 0.0375 
Staff  
Frequency  n  Avg. Probability Standard Deviation 
1/month 6 0.2868 0.0651 
1/week 19 0.2280 0.1309 
1/day 9 0.1580 0.1266 
+1/day 0 0.0000 0.0000 
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Figure 15. Predicted Ordered Probit Probabilities 
5.2.2. Daily Trip Values  
The daily trips are estimated using the predicted probabilities from Section 5.1.1 and using the 
number of "likely" users of the BSS program calculated in Section 3.3.1. The probabilities were 
multiplied by the number of individuals per subset times the adjusted factor for time. The typical 
time factors were used, such as 1/30 for the monthly trips and 1/7 for the weekly trips. Daily trips 
did not need any adjustments. Also, as mentioned in Section 3.3.1, it is impossible to differentiate 
between the two frequency rates: "once a day" and "more than once a day." The number of trips 
for "more than once a day" could be anywhere from return trips to multiple one-way trips. 
Therefore, for the daily trip estimations the predicted probabilities for "once a day" and "more than 
once a day" are combined.   
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Table 24 shows that estimated daily trips are 1,429 while Figure 16 graphically show the different 
daily trips per frequency rate for each subgroup. Although the predicted probabilities for students 
are the lowest, given their vast number compared to faculty and staff, it yields the greatest number 
of daily trips (976). The predicted probabilities for staff members was higher than for faculty, but 
as for students, the number of faculty members is much higher than for staff, thus, the daily trips 
for faculty are higher at 321 compared to 131 for staff. 
Table 24. Daily Trips for the “Likely” BSS Program Users 
Students 
Frequency  Probability (%)  Population Number of Trips  
1/month 5.75% 21,805 42 
1/week 5.19% 21,805 162 
1/day 3.54% 21,805 772 
    
Faculty 
Frequency  Probability (%)  Population Number of Trips  
1/month 12.71% 1,752 7 
1/week 9.37% 1,752 23 
1/day 16.61% 1,752 291 
    
Staff 
Frequency  Probability (%)  Population Number of Trips  
1/month 28.68% 656 6 
1/week 22.80% 656 21 
1/day 15.80% 656 104 
    




Figure 16. Estimation of Daily Trips 
5.3. Optimization Models 
This study developed two optimization models: (1) one that maximizes demand regardless of other 
factors and (2) a second that minimizes travel cost considering walking and riding distances, and 
demand. In the next section, the estimation of the peak-hour demand is performed, then the 
distances matrices and constraints are reviewed before showing the results of the optimization 
models.  
5.3.1. Peak Hour Analysis and Origin-Destination Matrix 
The structure of the optimization models consists of parameters and decision variables. The 
parameters are the demand values from the origin-destination (OD) matrix and the distances for 
walking and bicycling while the decision variables are the number of stations and the proportions 
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of the demand that use the BSS program. The demand analysis already performed in this study 
partially provides this information. However, a peak-hour analysis is needed to avoid oversizing 
the system. Teng et al. (2017) created the origin-destination (OD) matrix from the same survey 
data. Thus, the OD matrix is transformed into proportions. Then the peak-hour factor is applied to 
the demand values already estimated which yields demand matrix for the optimization models.  
The UNLV class building utilization counts of students for the Spring and Fall 2014 semesters are 
the primary source for calculating the peak-hour factor. Teng et al. (2017) provide a series of maps 
in Appendix F where the count values are provided for five block times: (1) 0700 to 0830, (2) 0900 
to 1400, (3) 1430 to 1600, (4) 1630 to 1800, and (5) 1815 to 2030. The count values consist of the 
number of students per building in that specific time block. Next, the number of students were 
transformed into a per-hour basis. This procedure was needed to compare the activity throughout 
the day and identified the highest value. Figure 17 shows that the highest activity period is from 
1430-1600 which resulted in a peak-hour factor (PHF) of 0.37 for the Spring 2014 semester and 
0.44 for the Fall 2014 semester where the average is 0.41. In other words, about 41 percent of the 
walking performed by students, faculty, and possibly staff is occurring between the hours of 1430 
and 1600. This PHF is applied to the OD matrix.  
A portion of the OD matrix from Teng et al. (2017) was used directly for this study. Table 25 
shows the OD matrix for Station 7 through 15 which presents all of the on-campus trips. 
Furthermore, Table 26 is simply the same OD matrix presented in a percentage of all on-campus 
trips. For example, the number of on-campus OD trips estimated by Teng et al. (2017) was 1,072 
trips that included 14 trips made from Station 7 to 8. Thus, for that OD pair, from Station 7 to 8, 
about 1.3 percent of all on-campus trips occurred. Since the total demand calculated from the 
ordered probit model was 1,429 trips and the PHF was estimated at 0.41, the number of trips from 
 85
Station 7 to Station 8 performed during the highest period of activity at UNLV is 8 trips. The OD 
matrix for this study is provided in Table 27.  
 
Figure 17. Peak Hour Graph 
Table 25. OD Matrix from Teng et al. (2017) 
Stations 7 8 9 10 11 12 13 14 15 
7 20 14 14 34 7 0 0 0 10 
8 14 34 44 92 44 10 7 17 37 
9 14 44 27 41 3 10 0 0 7 
10 34 92 41 27 17 20 0 7 20 
11 7 44 3 17 14 7 3 0 0 
12 0 10 10 20 7 0 0 0 10 
13 0 7 0 0 3 0 0 0 0 
14 0 17 0 7 0 0 0 0 0 
15 10 37 7 20 0 10 0 0 0 
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Table 26. Percentage OD Matrix from Teng et al. (2017) 
Stations 7 8 9 10 11 12 13 14 15 
7 1.9% 1.3% 1.3% 3.2% 0.7% 0.0% 0.0% 0.0% 0.9% 
8 1.3% 3.2% 4.1% 8.6% 4.1% 0.9% 0.7% 1.6% 3.5% 
9 1.3% 4.1% 2.5% 3.8% 0.3% 0.9% 0.0% 0.0% 0.7% 
10 3.2% 8.6% 3.8% 2.5% 1.6% 1.9% 0.0% 0.7% 1.9% 
11 0.7% 4.1% 0.3% 1.6% 1.3% 0.7% 0.3% 0.0% 0.0% 
12 0.0% 0.9% 0.9% 1.9% 0.7% 0.0% 0.0% 0.0% 0.9% 
13 0.0% 0.7% 0.0% 0.0% 0.3% 0.0% 0.0% 0.0% 0.0% 
14 0.0% 1.6% 0.0% 0.7% 0.0% 0.0% 0.0% 0.0% 0.0% 
15 0.9% 3.5% 0.7% 1.9% 0.0% 0.9% 0.0% 0.0% 0.0% 
 
Table 27. Peak-Hour Demand (OD Matrix) for Optimization Models 
Stations 7 8 9 10 11 12 13 14 15 Total 
7 11 8 8 19 4 0 0 0 6 56 
8 8 19 25 51 25 6 4 10 21 169 
9 8 25 15 23 2 6 0 0 4 83 
10 19 51 23 15  10 11 0 4 11 144 
11 4 25 2 10 8 4 2 0 0 55 
12 0 6 6 11 4 0 0 0 6 33 
13 0 4 0 0 2 0 0 0 0 6 
14 0 10 0 4 0 0 0 0 0 14 
15 6 21 4 11 0 6 0 0 0 48 
Total  56 169 83 144 55 33 6 14 48 608 
5.3.2. Matrix for Distances 
The site visit at UNLV was used to identify the most common egress points for each building. 
Using Google Earth, the shortest path was estimated. The key was to differentiate the distances of 
those individuals that use the BSS program versus the individuals that walk directly to their 
respective final destination. In general, the individuals that are walking exclusively from building 
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to building cover the same or less distance than the individuals that use the BSS program. The 
reason for the longer distances is due to walking against the direction of the final destination. 
Figure 18 below shows the four distances that are needed for the optimization models. From the 
left, the first distance is the shortest distance between Stationi and Stationj, followed by distances 
from an origin to a pick-up station or a distance from a drop off station to a final destination 
building, and finally, the distance from an origin building to a destination building. The buildings 
identified in the survey from Question 16, Question 17, Question 23, and Question 24 were used 
as potential trips for the BSS program. The OD matrix was formulated using the answers, and 
similarly, the weighted average distances were calculated by multiplying the demand by each 
walking distance and then dividing by the demand. 
 
Figure 18. Walking Distance from BSS Stations to Buildings 
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Table 28 through  30 shows the distances for the OD matrices. Furthermore, a sample calculation 
for the walking distances are for the OD pairs: 
 Two trips from Health Sciences (BHS) building to the Flora Dungan Humanities (FDH) 
building at a direct walking path of 2,700 ft  
 Three trips from BHS to the Student Union (SU) building at a direct walking path of 
2,775 ft  
 Two trips from the Physical Education (MPE) building to the SU at a direct walking path 
of 3,300 ft 
 Three trips from the Stan Fulton (SFB) building to the Business (BEH) building at a 
direct walking path of 4,750 ft 
Individuals egressing from buildings: BHS, MPE, and SFB, were identified to go through Station 
7. The walking distances from the BHS, MPE, and SFB to Station 7 are 160 ft, 850 ft, and 2,200 
ft, respectively. Similarly, individuals egressing from buildings: FDH, SU, and BEH, were 
identified to go through Station 10. The walking distances from the FDH, SU, and BEH to Station 
10 are 50 ft, 125 ft, and 210 ft, respectively.  
The average weighted distance for walking from building-to-building that otherwise would have 
used Station 7 to Station 10 is 3,314 ft, as shown in Table 28. Similarly, the weighted distance for 
walking from BHS, MPE, and SFB to Station 7 is 767 ft. However, this is the first leg, and for the 
other leg, the weighted distance for walking from the FDH, SU, and BEH is 127 ft. Hence, adding 
the distances of the first and last leg, the walking performed that uses Station 7 to Station 10 is 894 
ft, as shown in Table 29.   
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Table 28. Walking Distances (ft) from Building-to-Building 
Stations 7 8 9 10 11 12 13 14 15 
7 2,623 1,220 1,510 3,314 1,875 ND ND ND 4,250 
8 1,900 2,175 1,150 1,120 1,830 3,470 3,000 2,900 2,646 
9 1,883 1,050 1,596 1,509 550 3,375 ND ND 1,825 
10 3,517 2,083 1,150 1,904 1,420 3,200 ND 2,010 1,400 
11 3,800 1,775 550 1,200 1,742 2,250 1,400 ND ND 
12 ND 3,750 3,050 1,050 2,450 ND ND ND 2,500 
13 ND 2,767 ND ND 1,800 ND ND ND ND 
14 ND 2,650 ND 1,900 ND ND ND ND ND 
15 2,960 1,493 1,550 1,788 ND 2,280 ND ND ND 
 
Table 29. Walking Distances (ft) Between Buildings and Stations 
Stations 7 8 9 10 11 12 13 14 15 
7 877 1,270 565 894 255 ND ND ND 1,650 
8 1,910 498 377 276 232 150 550 200 328 
9 1,022 275 546 665 400 725 ND ND 688 
10 1,578 335 438 441 150 100 ND 400 310 
11 2,000 250 400 203 443 250 320 ND ND 
12 ND 450 700 150 150 ND ND ND 175 
13 ND 610 ND ND 710 ND ND ND ND 
14 ND 450 ND 475 ND ND ND ND ND 
15 260 304 300 206 ND 150 ND ND ND 
 
Table 30. Distances (ft) Between Stations and Stations 
Stations 7 8 9 10 11 12 13 14 15 
7 0 600 1,400 2,500 1,950 3,000 3,400 3,175 2,750 
8 600 0 1,050 1,900 1,625 3,750 2,900 2,900 2,400 
9 1,400 1,050 0 1,150 550 3,100 2,000 1,800 1,350 
10 2,500 1,900 1,150 0 1,150 4,000 1,300 2,400 1,900 
11 1,950 1,625 550 1,150 0 2,850 1,500 1,275 780 
12 3,000 3,750 3,100 4,000 2,850 0 3,300 1,550 2,300 
13 3,400 2,900 2,000 1,300 1,500 3,300 0 1,800 1,350 
14 3,175 2,900 1,800 2,400 1,275 1,550 1,800 0 750 
15 2,750 2,400 1,350 1,900 780 2,300 1,350 750 0 
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 The travel cost parameter for the minimization model is in units of time. Therefore, the 
distances are transformed to equivalent times based on the average walking speed of 3 feet per 
second (fps) and an average light pace of 16 fps. The travel times that are of interest is the walking 
time from building-to-building shown in Table 31 and the composite travel time of using the BSS 
program shown in Table 32.   
Table 31. Walking Time (sec) from Building-to-Building 
Stations 7 8 9 10 11 12 13 14 15 
7 833 387 479 1,052 595 ND ND ND 1,349 
8 603 690 365 356 581 1,102 952 921 840 
9 598 333 507 479 175 1,071 ND ND 579 
10 1,117 661 365 604 451 1,016 ND 638 444 
11 1,206 563 175 381 553 714 444 ND ND 
12 ND 1,190 968 333 778 ND ND ND 794 
13 ND 878 ND ND 571 ND ND ND ND 
14 ND 841 ND 603 ND ND ND ND ND 
15 940 474 492 568 ND 724 ND ND ND 
 
Table 32. Trip Time (sec) using the BSS Program  
Stations 7 8 9 10 11 12 13 14 15 
7 383 440 266 438 202 ND ND ND 694 
8 644 271 185 205 174 280 354 243 253 
9 411 152 223 282 161 422 ND ND 302 
10 656 224 210 282 119 280 ND 276 216 
11 756 180 161 136 175 256 195 ND ND 
12 ND 375 414 296 224 ND ND ND 198 
13 ND 373 ND ND 318 ND ND ND ND 
14 ND 323 ND 300 ND ND ND ND ND 
15 253 245 179 183 ND 190 ND ND ND 
On average walking directly from building to building takes longer than riding a bicycle. 
Regardless of departures or arrivals, on average individuals take longer when only walking than 
using the BSS program. Therefore, the "likely" users will continuously opt for the BSS program if 
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bicycles or docks are available. Table 32 below shows that the average differences in travel time. 
Station 9, near the Lied Library, has on average the shortest travel times given that it is in a 
centralized location. 
Table 33. Average Difference in Travel Times (Direct Path vs BSS Route) 
Stations Departing (sec) Arriving (sec) 
7 379 366 
8 422 382 
9 255 245 
10 379 282 
11 311 333 
12 511 640 
13 379 424 
14 459 551 
15 434 494 
5.3.3. Review of Variables and Constraints     
The constraints described below forces individuals go to open stations. The constraints (25) and 
(26) for the maximization model are the same as constraints (34) and (35) for the minimization 
model where the difference between the binary variable of  and the fraction of demand, 
, must be positive. In other words, if  is zero, then the  must equal to zero 
to comply with the constraints; hence, no demand is going through that station. However, if  is 
1, then the  can range from 0 to 1, allowing a certain amount of demand through that 
station.  The binary constraints for the stations are (29) and (38). The ranges of the demand 
fractions for those individuals that use the bicycles are set by Constraints (30), (31), (39), and (40). 
The significant difference between the maximization and the minimization model, besides the 
objectives, is the additional constraint (33) that allows individuals to travel from building to 
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building and bypass entirely the BSS program. Also, the model may estimate that a partial number 
of individuals ( ) may use the BSS program and the rest ( ) walk from building-to-building. 
A phone application displaying the availability of bicycles allow potential BSS users to commit to 
use the BSS program for their trip or to walk from building-to-building. Constraints (41) and (42) 
are analogous to (39) and (40), or (30) and (31).   
 , , , , and  are the decision variables for the optimization models. The budget 
constraints (27) and (36) are the same for both optimization models and the limitation of stations 
are set by constraint (28) and (37). 
The cost associated with the BSS program includes capital expense and maintenance cost. The 
capital expenses include a one-time fee of $20,236 for the program, a cost of $1,234 per bicycle, 
and a cost of $1,520 per dock. Also, the shipping cost per bike is $75 while for a rack it cost $312 
per docking apparatus. Also, the station includes $5,536 per Portland cement concrete (PCC) 
platform and labor as $1,500. Therefore, per bicycles, the cost includes $3,141, and for the stations, 
it cost $7,036 per station. Hence, the budget constraints (25) and (34) consist of three main 
components: ,   , the total of which is less than 
$300,000. A budget of $300,000 was the minimum budget for a pilot program of the BSS program 
at UNLV. 
Finally, Constraints (28) and (37), bound the number of stations available. Given that nine stations 
are considered, then the constraint is .  
 93 
5.3.4. HUB 1 – Maximizing Participation  
Figure 19 shows Stations 8 and 10 as the optimal stations for the maximization model. 
Furthermore, as listed in Tables 34, 45 and 41 bicycles and racks are assigned to Stations 8 and 
10, respectively. The results are indicative of the significant peak-hour demands. Among all the 
stations, Station 8 serves 28 percent of the demand and Station 10 serves 24 percent of the demand. 
 
Figure 19. Stations Selected for HUB1 Solution 
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Table 34. HUB 1 - Results 
Stations 7 8 9 10 11 12 13 14 15 Bicycles 
7 0 0 0 0 0 0 0 0 0 0 
8 0 19 0 26 0 0 0 0 0 45 
9 0 0 0 0 0 0 0 0 0 0 
10 0 26 0 15 0 0 0 0 0 41 
11 0 0 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 
13 0 0 0 0 0 0 0 0 0 0 
14 0 0 0 0 0 0 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 0 




5.3.5. HUB 2 – Minimizing Travel Time (Results) at $300,000 Budget  
Figure 20 shows the five optimal stations: Stations 7, 8, 10, 12, and 15, for the minimization model. 
As listed in Table 35, 78 bicycles and 115 docks are needed for the BSS system. The difference 
between the number of bicycles and the docks compared to the results of the maximization model 
is due to the imbalance of bicycles departing and arriving among the stations.  For example, from 
Station 7, 19 bicycles depart to the Station 10, and 6 bicycles depart to Station 15. However, only 
6 bicycles arrived at Station 7.  
The stations that were not picked--Station 9, 11, 13, and 14--have low demand values except for 
Station 9. Combined, Station 11, 14, and 14, have less than 13 percent of the total peak-hour 
demand. However, Station12, which has a lower demand value (33 trips), was picked over Station 
11 (55 trips). The reason for this outcome is due to the objective function: minimize travel time. 
The same rationale applies to Station 9 with 88 trips. Table 33 showed that the travel times 
associated with Station 9 has the lowest differences between directly walking and using the BSS 
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program. Therefore, it is more advantageous to walk from or to Station 9 compared to the 
optimized Stations.  
The minimization model may also estimate the average travel time for those individuals that are 
"likely" to use the BSS program. Currently, these individuals take 105.35 hours to get to their 
destinations without a BSS program. However, if a BSS program is implemented, then the travel 
time is optimized to 90.99 hours, or in other words, 14.36 hours of savings in travel time. 
 
Figure 20. Stations not Selected for HUB2 Solution 
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Table 35. HUB 2 - Results 
Stations 7 8 9 10 11 12 13 14 15 Bicycles 
7 0 0 0 19 0 0 0 0 6 25 
8 0 0 0 0 0 6 0 0 18 24 
9 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 11 0 0 0 11 
11 0 0 0 0 0 0 0 0 0 0 
12 0 6 0 0 0 0 0 0 6 12 
13 0 0 0 0 0 0 0 0 0 0 
14 0 0 0 0 0 0 0 0 0 0 
15 6 0 0 0 0 0 0 0 0 6 




5.4. Sensitivity Analysis of the Optimization Models 
The sensitivity analyses are twofold: (1) maintaining a fixed budget at $300,000 while 
incrementally increasing by one station, and (2) making the inequality limiting constraint for the 
stations constant while increasing the budget incrementally at $250,000. Predictably, for the 
maximization model, the number of trips decreased as the stations increased. Similarly, for the 
minimization model, the number of bikes available for the BSS program decreased as the required 
stations increased. In addition, the overall travel times increased for individuals to complete their 
trips for the non-optimized iterations. In general, the maximum number of trips and the lowest 
travel time value was achieved for the iteration that reflected the optimization solution.   
5.4.1. Fixed Budget at $300,000  
In the sensitivity analysis for the optimization models, the budget is fixed at greater than or equal 
to $300,000, while the number of stations considered increases. The budget constraints, 
Constraints (25) and (34), as explained in Subsection 5.3.3, is fixed at 
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 for all the cases. The constraints, 
Constraints (26) and (35), are modified each case such as 
, for the first case, and then increases by one station, until the constraint is 
. In other words, the BSS model consist of two stations 
in the first case, three stations in the case iterations, and so on, until the model considers nine 
stations. There is no point to only include one station as a possible iteration. The success of the 
BSS program depends on multiple stations where individuals may use them for a single trip or 
short roundtrip. 
Tables 36 and 37 list the results of the cases for the maximization and minimization models, 
respectively. The first row for both tables is for the cases without a BSS program which means 
there are no bicycles available and the travel time spent walking for the "likely" users is 105.35 
hours. Figure 21 shows that about two trips drop for each station added while holding a fixed 
budget of $300,000. The stations cost about $7,036 while the bicycles cost $3,141, thus, the 
declining rate of two bikes per station is congruent. Also, the number of stations is added but not 
used.  
The prevalent stations due to the high demand are Station 8 and 10 which contribute to about 53 
percent of the demand. For the maximization model, the cases for three stations and nine stations 
showed that Stations 8 and 10 were not filled first. Given that the budget is low and can only 
complete 85 trips which are only 14 percent of the peak-hour demand, there are multiple feasible 
solutions. Nonetheless, this study recommends for Station 8 and 10 to be the highest priority.  
Figure 22 shows that the optimized solution, the case with five stations, results in the lowest travel 
time at 90.99 hours. Table 37 lists that the savings for this case are 14.36 hours from the base 
 98 
value. Every other case result in higher travel times.  Also, through the cases, it is visible that the 
model considers the stations that are far apart coupled with the demand. As a result, the optimized 
solution picked five stations in the periphery of the on-campus network. Also, the model considers 
a lower number of bicycles to achieve its objective. The last notable finding is that keeping the 
budget constant and implementing a system of eight stations or more, would result in 
inefficiencies. For example, Station 11 is picked for the case with eight stations, but no bicycles 
are allocated to that station. In conclusion, this study would recommend the optimized solution but 
also including Station 9 which also includes 14 percent of the total peak demand. However, this 
requires a bump on the budget which is the subject of the next subsection. 
Table 36. Sensitivity Analysis - Maximization Model (Fixed Budget) 
# of Stations # of Trips 
Stations 
Bicycles 7 8 9 10 11 12 13 14 15 
0 0 







     
86 
3 83 x1 x x 
      
83 
4 80 x1 x x1 x 
     
80 
5 78 x1 x x1 x x1 
    
78 
6 76 x1 x x1 x x1 x1 
   
76 
7 74 x1 x x1 x x1 x1 x1 
  
74 
8 72 x1 x x1 x x1 x1 x1 x1 
 
72 
9 69 x x x x x x x x x 69 
Note1: Station picked by CPLEX but no bicycles or racks are allocated 
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Stations Bicycles 7 8 9 10 11 12 13 14 15 
0 105.35 base          0 
2 95.64 9.71  x  x      85 
3 93.21 12.14  x  x  x    83 
4 92.14 13.21  x  x  x   x 81 
5 90.99 14.36 x x  x  x   x 78 
6 91.11 14.24 x x  x  x  x x 76 
7 91.37 13.98 x x x x  x  x x 74 
8 91.75 13.60 x x x x x1 x  x x 72 
9 92.12 13.23 x x x x x1 x  x1 x x 69 
Note1: Station picked by CPLEX but no bicycles or racks are allocated 
 
Figure 21. Sensitivity Analysis - Maximization Model (Fixed Budget) 
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Figure 22. Sensitivity Analysis - Minimization Model (Fixed Budget) 
5.4.2. Variable Budget  
In the sensitivity analysis of the optimization models, the number of stations considered is fixed 
while changing the budget. Constraints (26) and (35) remains as-is 
 per case, while the budget constraint changes from 
 to 
, and then the budget amount increases in increments of $250,000 
up to $2,000,000.  
Tables 38 and 39 list the optimized results of for the maximization and minimization models, 
respectively. The results show that additional bicycles and stations are available as the budget 
increase. The maximization model introduced stations according to their demand. For example, 
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the stations in sequential order, from highest to lowest in demand, are Station 8, 10, 9, 7, 11, 15, 
12, 14, and 13. Also, the maximum number of bicycles matched the peak-hour demand.  
The cases for the minimization model show that the number of stations is increased as the budget 
increases which is caused by the interaction of demand and travel time. Initially, the optimized 
solution for a budget of $300,000 consisted of periphery station except for Station 13 and 14 which 
has the lowest two demands. In the next case for a budget of $500,000, Station 9 (demand=83 
trips) was introduced into the set of solutions, and it was chosen over Station 11 (demand=55 trips) 
as the centralized station due to demand. Interestingly, Station 14 (demand=14) was chosen over 
Station 11 for the case with a budget of $750,000 due to the longer travel times as shown in Table 
33. Unlike for the maximization model, at $1,000,000 all of the stations are included in the 
optimized solution whereas it takes up to $2,000,000 for the maximization model. However, the 
number of bicycles for the minimization model is less than the peak-hour demand at $2,000,000 
and increasing the budget further does not reduce the travel time. The main reason is that the 
average travel times savings associated with the OD pairs of 7-8 and 8-7 are negative when using 
the BSS program due to the long distances associated when walking to the Stan Fulton building. 
No other OD pair have this type of negative impact. If UNLV was going to invest $2,000,000 on 
the BSS program, this study recommends the optimized solution for the maximization model. The 
individuals that originate and depart about 500 feet from Station 7 and 8 would benefit from the 
additional bicycles. Figures 23 and 24 show the graphical results of the sensitivity analysis as the 
budget increases.  
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Table 38. Sensitivity Analysis - Maximization Model (Variable Budget) 
Budget # of Trips 
Stations 
Bicycles 7 8 9 10 11 12 13 14 15 
No BSS Program 0          0 
$300,000 86  x  x      86 
$500,000 146  x x x      146 
$750,000 226  x x x      226 
$1,000,000 303 x x x x      303 
$1,250,000 380 x x x x x     380 
$1,500,000 458 x x x x x    x 458 
$1,750,000 535 x x x x x x   x 535 
$2,000,000 608 x x x x x x x x x 608 
Table 39. Sensitivity Analysis – Minimization Model (Variable Budget) 
Budget Travel Time (hrs) 
Savings 
(hrs) 
Stations Bicycles 7 8 9 10 11 12 13 14 15 
No BSS 
Program 105.35 base           
$300,000 90.99 14.36 x x  x  x   x 78 
$500,000 81.95 23.40 x x x x  x  x x 138 
$750,000 72.29 33.06 x x x x  x x x x 215 
$1,000,000 63.41 41.94 x x x x x x x x x 286 
$1,250,000 56.19 49.16 x x x x x x x x x 372 
$1,500,000 51.39 53.96 x x x x x x x x x 447 
$1,750,000 47.60 57.75 x x x x x x x x x 563 




Figure 23. Sensitivity Analysis - Maximization Model (Fixed Budget) 
 
Figure 24. Sensitivity Analysis - Minimization Model (Fixed Budget) 
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5.5. Benefit-Cost Analysis 
The benefit-cost ratio analysis is performed for the cases of the minimization model, where the 
budget varies. The attempt is to determine if the project is worthwhile for the university.  Two 
essential pieces of information already gathered from the previous analyses are the travel time 
savings and the requirement of the capital expenses. These capital expenses are usually covered in 
a typical University Revenue bond amortized monthly at five percent for 10 years.  
Teng et al. (2017) already itemized the likely maintenance cost for a dock-smart system. For 
example, the annual software cost per station is $4,000, the annual connectivity fees per station is 
$1,896, the annual replacement cost per bicycle is $831, the rebalancing fee per station is $17, and 
the labor cost would be $36,000. In summary, the maintenance cost should be divided into three 
main categories: $4,896 per station, $848 per bicycle, and $36,000 annual labor cost. 
The significant benefits of implementing a BSS program is the realized travel time savings. At a 
minimum, the perceived cost of time at UNLV should be the minimum wage $8.25. Also, the 
estimated travel times from the minimization model are for the peak-hour demand. However, the 
total benefits are the time saving per day given the set of bicycles available with a cap of 1,429 
trips. Table 40 divides the day into five block times to allocate the 1,429 daily trips according to 
the peak hour factors for each block time. As a result, the maximum possible trips that are possible 
throughout the day are 329 from 0700 to 0830, 357 from 0900-1400, 586 from 1430-1600, and 
157 from 1630 to 1800. However, the number of bicycles available depending on the budget is the 
limiting factor in the actual number of trips achieved. For example, for the $300,000 case, there 
are only 78 bicycles available; therefore, regardless if 329 trips are achievable in the block time 
from 0700-0830, only 78 trips are achieved. 
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The next step is to determine the daily travel time savings. For example, continuing with the 
$300,000 case, the time-saving ratio is 14.36 hour per 78 trips and the total period for the entire 
day is 11 hours which is broken-down as two hours from 0700 to 0830, five hour from 0900 to 
1400, two hours from  1430 to 1600, and two hours from 1630-1800. Hence, there are 157.96 
hours, , saved throughout a day which is 
equivalent to $1,303 per day. A typical academic year consists of two 16-week semesters where 
five days are in a week. Therefore, the total annual savings is $208,507. Table 41 shows the travel 
time savings in hours and in dollar amounts.  
Table 40. Total Trips Possible per Budget Option 








Average Peak-Hour Factor 0.23 0.25 0.41 0.11 
Demand Allocation for 1,429 
Trips 329 35*787 586 157 n/a 
$300,000 Case (78 available 
bicycles) 78 78 78 78 
14.36 hrs/78 
Trips 
$500,000 Case (138 available 
bicycles) 138 138 138 138 
23.40 hrs/138 
Trips 
$750,000 Case (215 available 
bicycles) 215 215 215 157 
33.06 hrs/215 
Trips 
$1,000,000 Case (286 available 
bicycles) 286 286 286 157 
41.94 hrs/286 
Trips 
$1,250,000 Case (372 available 
bicycles) 329 357 372 157 
49.16 hrs/372 
Trips 
$1,500,000 Case (447 available 
bicycles) 329 357 447 157 
53.96 hrs/447 
Trips 
$1,750,000 Case (563 available 
bicycles) 329 357 563 157 
57.75 hrs/563 
Trips 
$2,000,000 Case (592 available 




Table 41. Annual Benefits ($) From Travel Time Savings 





$300,000 157.96 $1,303.17 $208,507.20 
$500,000 257.40 $2,123.55 $339,768.00 
$750,000 345.82 $2,853.04 $456,486.33 
$1,000,000 423.51 $3,493.92 $559,027.94 
$1,250,000 462.66 $3,816.94 $610,709.92 
$1,500,000 440.73 $3,636.05 $581,768.47 
$1,750,000 398.30 $3,285.98 $525,756.82 
$2,000,000 397.01 $3,275.37 $524,059.58 
Table 42 lists the benefit-cost ratios (BCR) in the last column. The highest BCR is for the BSS 
program with a budget of $750,000, and it becomes less than 1 for budgets of $1,500,00 or higher. 
The annual capital and maintenance costs gradually increased according to the size of the BSS 
program. In contrast, the benefits start to diminish after the $1,250,000 limit due mainly to the 
limitation of demand in the non-peak-hour block times. For example, after the budget is increased 
beyond the $1,250,000, only during the peak-hour demand period do trips keep increasing.  
Therefore, it takes $750,000 to satisfy the peak-hour demand, while the rest of the times the 
bicycles stay idle for long periods.  






Annual Cost Benefits BCR 
$300,000 $38,184 $126,624 $208,507 1.27 
$500,000 $63,639 $187,296 $339,768 1.35 
$750,000 $95,459 $257,488 $456,486 1.29 
$1,000,000 $128,279 $322,592 $559,028 1.24 
$1,250,000 $159,098 $395,520 $610,710 1.10 
$1,500,000 $190,918 $459,120 $581,768 0.89 
$1,750,000 $222,738 $557,488 $525,757 0.67 
$2,000,000 $254,557 $582,080 $524,060 0.63 
 107 
5.6. Comparable Analysis of Other University Programs  
The propose for comparing with the BSS programs in other universities is to make sure the analysis 
conducted in this study is reasonable. The comparable analysis involves studying limited data from 
four university BSS programs: (1) San Jose State, (2) the University of Illinois at Chicago, (3) 
New York University, and (4) the University of Tennessee at Chattanooga. These universities have 
similar characteristics to UNLV regarding their campus acreage that ranges from 200-518 acres 
and populations ranging from 25,000 to 40,000 people. The data of four universities only included 
travel time for each trip per station. Therefore, the data was organized to count the number of trips 
in one-minute intervals and then it was logarithmic transformed to conjecture on their relationship 
using a simple regression equation. 
The regression equation of log(trips) = π0 + π1(log(travel_time) was used to estimate a relationship 
between trips and travel time. Table 43 list the numerous trend coefficients for travel time. The 
coefficients are all statistically significant at the 1- and 5 percent level except for the University of 
Tennessee, Chattanooga and for the New York University 2015 data set.  
Table 43 and Figure 25 show that the general trend is that BSS trips decreases for longer trips at 
about one percent for each additional minute. However, the number of trips increases at about 
three percent for each additional minute for trips that range from zero to 13 minutes. This range 
was of interest given that UNLV longest trip calculated using a BSS bicycle would 12.6 minutes 
from Station 11 to Station 7. These results reinforce that bicycles are more competitive for shorter 
trips than any other mode of transport in an urban setting (Frade and Ribeiro, 2014). 
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Table 43. Trend of Trips and Travel Time 
University Name 





San Jose St. 
University  
-1.07* -2.76 1.48** 3.66 
University of 
Illinois at Chicago 
-1.21** -1.97 2.43** 3.01 
New York 
University - 2013 
-1.12** -1.13 2.42** 3.26 
New York 
University - 2014 




-0.46 -1.39 0.83 0.92 
Note:  ** & * indicate significance at 1% & 5% level, respectively 
Figure 25 shows the curves representing the proportions of the total number of trips performed at 
the four universities. Except for the University of Tennessee at Chattanooga, the peak number of 
trips performed is around three to the six-minute range in duration. At Chattanooga, there are two 
minor peaks, and the trend are not statistically significant. Nonetheless, the same occurs that the 
majority of the trips are short in travel time, less than 12 minutes. Figure 26 shows a similar trend 
that starts emerging for UNLV where the majority of trips occur in the three to six-minute range 
in duration. The three-period moving average peaks just less than the four-minute duration. 
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Figure 25. Frequency of Trips of Other Universities 
 
Figure 26. Proportion of Trips at UNLV 
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Chapter 6: Conclusions and Recommendations 
The literature review for BSS is inadequate to address the unique challenges that universities face. 
City planning guides have adequate recommendations for urban areas where demand nodes are 
shopping centers, residential dwellings, office buildings, and tourist attractions. Also, these 
systems are well connected by public transportation systems where BSS serve as an adequate 
solution to complete the last mile or first mile of the trip. Also, the guides provide wide range of 
stations and bicycles, which makes them an inadequate planning guide for execution.   
BSS programs are increasing throughout the world including the U.S. for it provides a faster mean 
to complete short trips. Research have shown that BSS bicycles are competitive for short trips 
which makes them ideal for a university setting. However, current City planning guides are void 
of recommendations tailored towards universities. Also, research has not identified key factors that 
effect on-campus travel.    
The methodology in this study is unique and complete for proposing a BSS program at a university. 
Firstly, an ordered probit model was used to determine the factors that might influence the usage 
of a BSS program. As a result, the model predicted that having an office on-campus positively 
influence the usage of BSS bicycles. Also, the prime activity at universities is attending classes or 
facilitating lectures, and it turns out that for that trip purpose, the BSS program will be used. The 
finding that using the BSS program to go to classes make it a viable option for a university setting. 
Other factors that influence the usage of BSS bicycles is gender and educational level. The findings 
related these two factors reinforce current research in which it has been found that males tend to 
use BSS bicycles at a higher rate than females and the majority of BSS riders in urban settings 
have a bachelor’s degree or higher. If universities are composed of people that are pursuing 
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bachelor’s degrees and higher degrees, students have the same inherit characteristics that would 
make them pick up the bicycles as when they graduate and become part of the workforce.   
The ordered probit model also serves to find the probabilities to estimate the daily trips for the 
entire population. In the past, cities have depended on the performance of other cities to estimate 
the demand for their own BSS, and then the layout is modified as needed. Once the BSS system is 
collecting data, it is easier to estimate the key demand nodes and preferences of its riders. After 
finding the probabilities for the daily trips, the correct peak hour factor is needed to be calculated. 
Usually, transportation systems peak in the mornings or the afternoons, but it turns out that the 
peak hour demand for UNLV is in the middle of the afternoon. Therefore, relying on other BSS 
systems would have resulted in a lower peak hour factor and the application thereof at an erroneous 
timeframe. The most economical rebalancing scheme is static and mostly performed during the 
night when the BSS program is not being utilized as much. In this case, the bicycles are set for the 
morning rush. However, for a university setting, rebalancing the bicycles before the traditional 
afternoon peak is also recommended.   
Solving optimization models, such as the hub location problem, to adequately size a BSS program 
is a viable option. Current models use actual data or uptake rates from other programs for sizing 
purposes. Moreover, minimization cost models are profit driven which might outweigh revenue 
generating than reducing travel times. Therefore, they might exhibit characteristics as the 
maximization model where higher demand nodes control. However, for the minimization model 
in this study travel time and demand are balanced and provide a more extensive system.   
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6.1. Analyzes of the Survey  
The stated preference survey of 2015 was the primary source of data for this study that consisted 
of 28 questions. The responses were adequate in socioeconomic data and preferences on on-
campus travel using BSS program to create an ordered probit model. Moreover, the daily trips 
estimated using the ordered probit model were based on the breakdown of the students, faculty, 
and staff members, which consist of 49 percent, 16 percent, and 31 percent of the respondents in 
the survey. Similarly, other BSS programs throughout the world have such a breakdown for the 
daily trip calculations. For instance, the Parisian's Valib and the New York City's City Bike use 
three main user groups: commuters, errand/recreational riders, and tourists.   
At first glance, there is sufficient enthusiasm for BSS programs at UNLV. These individuals were 
categorized based on responding "likely" to use the BSS program. Overall, 73 percent of the 
UNLV population is excited about the BSS program. The breakdown consists of 75 percent of 
students (21,805 students), 81 percent of faculty (1,752 faculty), and 66 percent of staff members 
(656 staff). Furthermore, among the likely users, about 53 percent expect to use the BSS at least 
once a day. Also, among the likely users about three-quarters of them would use the BSS bicycles 
to go to the library, meetings, and library. Although there is sufficient data to make daily trip 
estimates using descriptive analysis, the ordered probit model was created and used for such 
estimates.  
6.2. Demand Analysis  
The ordered probit model is the best model given the ordinal structure of the responses of the 
survey. Alternatively, if a linear probability model was applied to the data, then the difference 
between once-a-month response and a once-a-week response is the same as that between as once-
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a-week response and once-a-day response. However, there is no logical reason for expecting these 
differences to be the same. Ignoring such a consequence would have led to biased estimations. The 
demand analysis resulted in six significant variables that increase the frequency. The ordered 
probit model reconfirmed the findings from the literature review that males and people who have 
earned a bachelor’s degree or higher degree use the BSS program at a higher rate than females or 
people without a bachelor's degree, respectively.  
The new finding of this study shows the importance of having a BSS station in the path of 
destinations. The marginal effects for destinationStationDestx showed that for every outcome, 
placing a BSS station in the path of buildings must be performed for the overall success of the 
program. The university should not be concerned if the BSS stations are not located at the far end 
of destinations such as the architectural building (ARC) or the Stan Fulton Building (SFB) but as 
long as they are in the walking path such as Station 13 and Station 7, respectively, there is a 
probability increase that they are going to be used.  
The ordered probit model also found that having an office at university increases the probability 
of using the BSS program. The main trip purpose of any university, attending class, was also found 
to increase the probabilities of using a BSS usage. Previous research has not identified these two 
factors as important for universities. The results could be profound in such a way that the UNLV 
leadership could consider "quasi" offices such as issuing lockers at the library or in buildings to 
encourage students to have a travel path routing. Lastly, the BSS program could be perceived as 
an extension of the overall commute of the UNLV population. There is evidence that as the 
commute time increases for the individuals probability of using the BSS program for on-campus 
travel.  
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Descriptive statistics does not work in the estimation of daily trips. Combining Question 14 and 
Question 18/25 is not a reliable method of estimating daily trips. The daily trips would have been 
estimated at 8,136 only using the "likely" users. Instead, the ordered probit model provides a more 
sensible methodology where the average summaries per subset are estimated for each frequency 
outcome. As a result, the daily trips calculated using the ordered probit model was 1,429 trips only 
using the "likely" users. The drop is due to the lower probabilities estimated for students in the 
ordered probit than in the survey. Unlike faculty and staff members, students could vacillate 
between annotating that they are excited about the BSS program and actually using the bicycles. 
Also, the ordered probit predicts that staff members are going to use the BSS program "once a 
month" at a much higher rate than found in the survey. 
6.3. Optimization Models  
The decision models of the optimization models are the number of stations opened and the 
proportion of the demand that uses the BSS program. As a prerequisite, the four distances needed 
are the distances between stations, the average distance needed from origin to the pick-up station, 
the average distance needed from drop-off station to destination, and the distance from origin 
building to destination building. However, for the maximization model, only the demand for the 
OD pair is needed. The demand for the optimization models was estimated using the demand 
analysis in this study, however, the allocation of the demand within the OD pairs was based on the 
proportions obtained in Teng et al. (2017).  
The peak hour analyze must be unique for the universities for on-campus travel. The traffic is 
composed of people walking from building-to-building. This activity is at its peak during the 
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period of the day that most people are at UNLV. It turned out that the PHF is 0.41 occurs from 
1430 to 1600.  
The maximization model favors the demand values whereas the minimization model compares the 
demand and travel times, and then it chooses a station and allocates the bicycles according to the 
budget. Furthermore, the sensitivity analysis showed these relationships as the budget was fixed 
and the number of stations allowed increase one-by-one. The other interesting analysis was making 
the budget variable. As it turned out, the budget needed to fully implement and satisfied the peak-
hour demand was 2,000,000 dollars. However, it was the benefit-cost analysis that clarified the 
best case. A budget of 1,250,000 would create the best value between maximizing the demand at 
372 trips and saving about 462 hours of travel time. Nonetheless, for a budget of 300,000 dollars, 
this study recommends seven stations although it is not the optimal solution given it is relevant to 
have a station in a centralized location near or at the library. Not using the optimal solution results 
in a reduction of 23 minutes of travel time. However, the sensitivity analysis that considered a 
variable budget shows that 500,000 could provide the best optimal solution for a pilot study that 
spreads the stations among the seven stations as recommended for the 300,000 option, increase the 
number of bicycles, and then collect the operational data needed to mature the system. 
6.3. Recommendations and Future Studies  
This study provides a new methodology for sizing a BSS program for UNLV. The demand analysis 
also resulted in new insights on the significant factors that impact the frequency of usage. 
Otherwise, UNLV would have relied on current planning guides such as the ITDP.  
Future studies should analyze the performance of the BSS program based on actual class schedules 
of individuals. Also, the willingness of paying membership fees should be captured. A major 
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interest is to determine if a profit could be made in a university BSS program besides accounting 
for travel time savings. Also, proposing BSS stations throughout the perimeter of UNLV, at 
parking lots, and at establishments outside the university, especially across Maryland Pkwy, should 
all be considered in future studies.   
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Appendix A: Survey  
The survey is presented per verbatim in Appendix A. See Teng et al. (2017) for a print of the 
survey.  
The beginning of the survey is presented below.   
Please help us by completing this survey for the proposed UNLV Bikesharing Program! 
Why bikesharing? Bikesharing programs promote sustainable travel and provide convenience for 
the UNLV community while cutting traffic and pollution. Some universities have already adopted 
bikesharing programs for commuting and on-campus travel (see the photo below). 
How does it work? In a typical bikesharing program, a customer commuting to the university can 
extract a bicycle from a docking station near a bus stop around campus, ride to a station near their 
destination, and return the bike there. For an on-campus rider, he/she can extract a bicycle from a 
docking station inside the campus, ride to a station near their destination, and return the bike there. 
Riders can check availability of bikes in stations online in real time. Payment is made through a 
subscription or hourly rate. Some universities include the cost in student fees. 
Who are we? We are researchers from the Howard R. Hughes College of Engineering at UNLV, 
with funding support from the Regional Transportation Commission of Southern Nevada (RTC) 
and the Mineta National Transit Research Consortium. 
Why the survey? We’re conducting this survey to find out what you think of the proposed 
bikesharing system and where to locate the docking stations. We’ve included a campus map with 
candidate bikesharing docking stations for the proposed system. Please answer the questions in the 
survey as completely as possible. Your time in completing the survey is highly appreciated. 
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[The map shown in the survey is the same as Figure 6 and presented at this point.] 
Question 1: Are you a faculty, staff, full time student, or part time student?  
Answer choices: Faculty, Staff, Full time student, Part time student, and Others (specify) 
Question 2: What is your gender?  
Answer choices: Male, Female, and Other  
Question 3: What is age?  
 Answer choices: <20, 21-30, 31-40, 41-50, 51-60, 61-70, and >71 
If you live off campus, please answer the questions below. If you live on-campus, please go to 
Question 19. 
Question 4: To help us know where potential bike-sharing users are coming from, please enter 
your zip code below. We cannot trace your specific location from your Zip Code. 
 Answer choices: [open-ended question] 
Question 5: Do you have an office on campus?  
 Answer choices: Yes or No 
Question 6: At what time do you usually come to campus? Choose one that is the most frequent. 
Answer choices: before 8 am, 8 am–12 pm, 12 pm–5 pm, 5 pm–10 pm, and after 10 pm 
Question 7: In which building is your office located (TBE, FDH, etc.)? 
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 Answer choices: [open-ended question]  
Question 8: What mode of transportation do you use to come to work at UNLV? 
Answer choices: Car, Bus, Bicycle, Walking, and Other (specify) 
Question 9: How long does it take you to commute to UNLV (minutes)?  
 Answer choices: [open-ended question] 
Question 10: How likely are you to use this bikesharing program for commuting? 
Answer choices: Very likely, Somewhat likely, Neutral, Somewhat unlikely, and Very 
unlikely 
Question 11: If very or somewhat likely, why would you choose to use this bikesharing program 
(choose any applicable to you)? 
Answer choices: More convenient, Benefit to health, Not expensive, Bike security, and 
Other  
Question 12: If very or somewhat likely to use the bikesharing program for commuting, indicate 
the station shown in 
 Answer choices: [no text is provided] 
[The map shown in the survey is the same as Figure 6 and presented at this point.] 
Question 13: Where you would check out a bike when you come to UNLV. 
Answer choices: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, and Other (specify) 
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Question 14: How likely are you to use this bikesharing program for your activities on campus 
(going to the library, attending meetings, etc.)? 
Answer choices: Very likely, Somewhat likely, Neutral, Somewhat unlikely, and Very 
unlikely 
Question 15: If likely, indicate which station you would use for the most frequent trip: 
To check out a bike: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, and Other locations 
(specify) 
Where would you most likely return a bike: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
Other locations (specify) 
Question 16: Which building would you go from (TBE, FDH, etc.) for the most frequent trip?  
 Answer choices: [open-ended question] 
Question 17: Which building would you go to (TBE, FDH, etc.) for the most frequent trip?  
 Answer choices: [open-ended question] 
Question 18: How often in a day would you use a docking station on campus for the most 
frequent trip? 
 Answer choices: Once a month, Once a week, Once a day, More than once a day 
Question 19. For what activities? 
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Answer choices: Going to library, Attending meetings, Going to classes, and 
Miscellaneous (specify) 
Go to Question 25. 
Question 20. If you live on campus, how likely are you to use this bikesharing program for your 
activities in the campus (going to library, attending meetings, etc.)? 
 Answer choices: Very likely, Somewhat likely, Neutral, Somewhat unlikely, and Very 
unlikely 
Question 21: If very or somewhat likely, indicate which station you would use for the most 
frequent trip (see 
 Answer choices: none  
[The map shown in the survey is the same as Figure 6 and presented at this point.] 
Question 22: [no text provided] 
To check out a bike: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, and Other locations 
(specify) 
Where would you most likely return a bike: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
Other locations (specify) 
Question 23: Which building would you go from (TBE, FDH, etc.) for the most frequent trip? 
 Answer choice: [open-ended question] 
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Question 24: Which building would you go to (TBE, FDH, etc.) for the most frequent trip?  
 Answer choice: [open-ended question] 
Question 25: How often in a day would you use a bicycle on campus for the most frequent trip? 
Answer choices: Once a month, Once a week, Once a day, and More than once a day 
Question 26: For what activities? 
 Answer choices: Going to library, Attend meetings, Going to classes, and Miscellaneous 
(specify) 
Question 27: What is your education level? 
Answer choices: Grade 12 or less, High school graduate, Some college credit, Assoc./tech 
school degree, Bachelor’s degree, Graduate degree, Some other degree, and Prefer not to answer 
Question 28: What is the general category of your annual income? 
 Answer choices: Less than $10,000, $10,000 to $19,999, $20,000 to $29,999,  $30,000 to 
$39,999, $40,000 to $49,999, $50,000 to $59,999, $60,000 to $74,999, $75,000 to $99,999, 
$100,000 to $124,999, $125,000 to $149,999, $150,000 to $199,999, $200,000 or more, Prefer 
not to answer, and Do not know 
Thank you for taking this survey. 
Question 28 is the end of the survey.   
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Appendix B: STATA Data and Commands 
The STATA is separated into six tables: Table 45 through 51. The columns for the six tables are 
defined in Table 44.  
Table 44. STATA Data Column Definitions 





















Table 45. STATA Data for Individuals 1-35 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
1 5  1 0 1 0  30    2 2 0 4 8 7 
2 1 2  1 0 0 3 25 30 30 1400 1 1 0 2 2 3 
3 3 2 1 0 0 1 2 22 30 30 1600 2 1 0 5 5 4 
4 1 4 0 1 0 0 3 25 30 900 3100 1 0 1 2 2 2 
5 4  1 0 0 1  20    2 3 0 5 5 13 
6 1 3 1 0 1 0 0 20 350 30 1850 3 2 1 6 8 12 
7 1 2 1 0 0 1 2 20 500 30 1900 3 1 0 6 7 5 
8 1 3 1 0 0 1 2 20 200 30 1900 1 1 1 2 5 6 
9 1 4 1 0 1 0 2 25 30 30 2000 2 2 1 5 8 8 
10 3 1 1 0 0 1 2 25 200 30 1100 2 2 0 3 5 11 
11 4 2 1 0 1 0 2 20 900 30 900 2 2 1 4 8 8 
12 2 2 1 0 0 1 2 20 30 30 2300 2 3 1 4 8 13 
13 1 2 1 0 1 0 2 30 200 30 1900 2 2 0 5 5 8 
14 2 2 1 0 1 0 2 40 30 30 1900 2 2 0 4 8 7 
15 1 3 1 0 0 1 3 15 30 900 1800 2 1 0 4 2 5 
16 1 3 1 1 0 0 0 15 30 30 2000 1 0 1 2 5 1 
17 3 1 0 1 0 0 0 15 30 30 2000 0 0 1 1 3 1 
18 3 2 0 1 0 0 3 20 300 30 2900 0 0 0 1 4 2 
19 5 4 0 1 0 0 3 37.5    0 3 0 1 7 14 
20 2 4 1 0 1 0 0 30 350 30 2200 2 2 1 3 5 7 
21 1 2 1 1 0 0 1 60 750 30 2900 1 0 0 2 5 2 
22 1 4 0 1 0 0 1 40 30 0  1 1 1 2 2 3 
23 2 3 0 1 0 0 3 30 30 30 0 1 0 1 2 2 2 
24 2 4 1 1 0 0 3 52.5 800 800 0 2 1 0 3 2 5 
25 1  1 1 0 0  25    1  1 2   
26 4 4 0 1 0 0 3 45 30 30 1400 0 0 0 1 7 1 
27 2 2 1 0 0 1 2 25 1100 350 5100 2 2 0 3 5 8 
28 2 3 0 1 0 0 3 15 30 150 900 0 2 0 1 7 8 
29 2 2 1 0 0 1 2 25 30 30 3300 2 2 0 3 8 7 
30 5 1 1 0 0 1 0 15 200 30 1800 2 2 0 3 8 8 
31 1 3 1 0 0 1 2 20 200 30 1900 2  1 3 8  
32 2 1 1 0 0 1 2 25 350 300 2050 2 2 0 3 8 9 
33 4 1 0 1 0 0 3 25 750 30 1500 1 0 0 2 2 2 
34 4 2 0 1 0 0 3 25 750 30 1500 1 0 0 2 2 2 
35 2 2 1 0 1 0 0 15 200 30 1200 2 1 0 3 5 6 
 
 125 
Table 46. STATA Data for Individuals 36-70 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
36 2 2 1 0 0 1 0 30 30 30 2000 2 2 0 5 8 7 
37 2 2 1 0 1 0 0 20 30 30 2000 2 2 1 3 8 8 
38 2 2 1 0 0 1 2 40    3 2 1 7 5 9 
39 2 1 1 0 0 1 0 25 200 30 4400 2 3 0 4 6 13 
40 1  1 0 0 1  25    2  0 3   
41   0 1 0 0  60    0  1 1   
42 2 3 1 0 0 0 3 75 30 900 2200 2 1 0 3 8 5 
43 3  1 1 0 0  15    1  0 2   
44 1 2 1 0 1 0 3 25 30 30 1500 2 2 1 3 8 8 
45 3  0 1 0 0 3 15 30 30 1400 0 3 0 1 7 14 
46 1 4 1 1 0 0 3 60 30 350 2200 1 1 0 2 7 3 
47 2 2 1 0 0 1 0 15 30 30 3300 1 2 0 2 8 8 
48 2 2 1 0 0 1 2 50 150 30 900 2 2 1 5 8 8 
49 3 2 1 0 0 1 2 60 150 30 900 2 2 1 5 8 8 
50 5 1 1 0 0 1 2 25 30 30 2300 2 2 0 5 8 8 
51 3 1 1 0 0 0 0 16 600 750 2400 2 1 0 3 8 4 
52 1 3 1 0 1 0 2 25 800 30 2500 2 1 0 3 8 6 
53 2 1 1 0 1 0 2 20 30 30 2000 2 3 1 5 8 13 
54 2 1 1 1 0 0 2 20 30 30 2000 1 0 0 2 5 2 
55 2 3 1 1 0 0 3 20 30 30 2500 1 0 0 2 7 2 
56 1 4 1 0 0 1 0 15 30 0  2 2 0 5 7 7 
57 2 2 1 0 1 0 2 15    3 2 1 6 8 11 
58   1 0 1 0      2  1 4   
59 5  1 0 0 1  30    2 2 0 4 4 8 
60 3  1 0 1 0  15    3 2 1 7 8 12 
61 1 4 1 1 0 0 1 25 30 30 2500 1 0 1 2 7 1 
62 1 3 1 0 1 0 3 25 250 30 1850 0 3 0 1 6 14 
63 2 2 0 1 0 0 0 15 30 30 2000 1 0 1 2 7 2 
64 2 2 0 1 0 0 0 15 900 30 220 1 0 0 2 5 2 
65 5  0 1 0 0  20    1  1 2   
66 1 2 1 1 0 0 2 15 30 30 2100 1 1 0 2 5 5 
67 1 3 0 1 0 0 3 15 30 30 1100 1 0 1 2 7 1 
68 1 3 1 0 0 1 0 22 30 30 1700 2 1 1 4 5 6 
69 1 3 1 0 1 0 0 30    2 1 0 4 3 5 
70 1 2 1 1 0 0 2 35 30 30 2150 2 1 1 3 8 3 
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Table 47. STATA Data for Individuals 71-106 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
71 2 4 0 1 0 0 3 140 600 30 1700 0 1 0 1 7 5 
72 5  1 0 0 1  45 30 30 2800 2 3 0 4 6 13 
73   1 0 0 1  37.5    3  0 6   
74 1 1 1 0 0 1 0 30 30 30 1400 2 2 0 3 5 7 
75 2 1 1 0 0 1 0 25 30 30 2800 3 2 0 6 2 9 
76 2 3 0 1 0 0 3 30 350 900 1250 1 3 0 2 7 13 
77 1 4 0 1 0 0 3 30 650 30 4000 1 0 1 2 7 1 
78 1 2 1 0 0 1 2 20 200 30 1900 1 1 0 2 8 5 
79 2 2 0 1 0 0 3 25 300 30 2900 2 2 1 3 2 8 
80 1 3 1 0 1 0 3 30 100 150 1500 2 2 0 3 8 7 
81 3 1 1 0 0 1 2 25 1100 350 5100 2 2 0 4 5 7 
82 2 3 0 1 0 0 3 25 30 30 1400 1 1 1 2 2 3 
83 1 2 1 0 0 1 0 30 200 30 3900 2 2 1 5 5 7 
84 1 3 1 0 0 1 2 25 30 30 2500 2 2 0 5 8 8 
85 5  0 1 0 0  30 30 30 2000 2 0 0 3 2 2 
86 5  1 0 1 0  40    2 1 1 5 8 6 
87 4 1 1 0 0 1 2 30    2 2 0 5 5 8 
88 5  1 0 0 1  12.5    2  0 3   
89 2 3 1 0 0 1 0 18 1500 30 4500 2 2 0 4 5 7 
90 3 3 0 1 0 0 3 20 30 0  0 0 1 1 7 1 
91 5  1 0 0 1  20    2 1 0 4  4 
92 1 3 1 1 0 0 0 12 30 30 3200 1 0 0 2 5 2 
93 1 3 0 1 0 0 3 15 900 900 0 2 0 1 3 8 1 
94 1 3 1 0 1 0 3 15 900 30 2000 2 3 0 5 8 13 
95 1 4 1 1 0 0 3 10 30 30 1400 0 1 1 1 5 4 
96 1 4 1 1 0 0 3 8 30 30 1400 0 1 1 1 5 4 
97 2 2 1 0 0 1 0 10 30 30 1100 2 2 0 3 5 8 
98 2 2 1 1 0 0 0 5 30 30 2500 1 3 1 2 8 13 
99 1 3 1 1 0 0 3 30 30 30 1100 1 1 0 2 8 3 
100 5  1 1 0 0 1 10 30 30 0 2 0 1 3 8 2 
101 1 2 1 1 0 0 1 15 600 30 900 2 0 0 3 8 2 
102 1 4 1 1 0 0 2 10 30 750 1400 2 0 1 3 8 2 
103 1 3 1 1 0 0  5 30 30 2500 2 0 0 3 8 2 
104 4 1 1 0 1 0 2 10 350 1200 4800 2 2 0 5 8 8 
105 2 3 0 1 0 0 1 1 30 30 2500 1 0 1 2 7 1 
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Table 48. STATA Data for Individuals 106-140 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
106 1 2 1 1 0 0 1 15 30 30 2000 1 0 0 2 8 2 
107 1 2 1 1 0 0 2 15 800 30 2500 1 1 0 2 8 4 
108 1 3 0 1 0 0 1 10 150 30 1800 0 0 0 1 7 2 
109 1 3 0 1 0 0 3 8 30 30 2000 1 0 1 2 7 1 
110 1 3 1 1 0 0 1 15 0 30  1 0 1 2 8 2 
111 2 3 1 0 0 0 3 5 250 30 3000 1 0 1 2 7 2 
112 1 3 0 1 0 0 3 3 30 30 2500 1 1 1 2 7 3 
113 3 2 0 1 0 0 3 7 400 30 3300 0 0 0 1 7 2 
114 1 2 0 1 0 0 3 10 30 30 0 2 0 1 3 8 2 
115 2 4 1 1 0 0 3 10 30 30 0 1 0 1 2 8 2 
116 2 2 0 1 0 0 3 10 30 30 2000 0 0 1 1 7 1 
117 5 1 1 0 0 1  5 30 0  2 1 0 3 8 5 
118 3  0 1 0 0  10    0  1 1   
119 5  0 1 0 0  8    2 1 0 3 8 4 
120 5  0 1 0 0  5    2 2 0 3 2 10 
121 2 1 1 0 0 1 2 15 30 30 3300 2 2 1 3 8 8 
122 1 1 1 0 1 0 2 15 30 30 3400 3 2 1 6 8 11 
123 1 2 0 1 0 0 1 15 30 30 950 1 1 0 2 5 6 
124 1 2 0 1 0 0 1 15 30 30 950 1 1 0 2 5 6 
125 1 3 1 0 1 0 2 25 30 30 2000 3 3 1 7 8 13 
126 1 3 1 0 0 1 2 15 30 30 2300 3 1 0 6 7 5 
127 2  1 0 0 1  15    2  0 4   
128   1 0 0 0  15    1  0 2   
129 2 3 1 0 1 0 2 10 30 30 3300 2 2 0 5 8 8 
130 2 2 1 1 0 0 2 15 30 30 2000 2 0 1 3 5 2 
131 2 2 1 0 1 0 1 20 30 30 1700 2 2 1 5 8 7 
132 3 3 0 1 0 0 1 12 30 30 950 1 0 1 2 7 1 
133 1 2 0 1 0 0 1 20 30 30 950 2 1 1 3 8 3 
134 2 3 0 1 0 0 1 25 30 30 2500 1 0 1 2 8 1 
135 1 4 0 1 0 0 3 52.5 30 30 2500 1 0 0 2 7 1 
136 2 3 1 1 0 0 0 10 30 30 2500 1 1 1 2 5 3 
137 2 3 1 0 0 1 1 15 30 30 1100 2 3  3 8 13 
138 1 2 1 0 0 1 2 10 750 30 2900 1 1 0 2 8 5 
139 5  1 1 0 0  15    1 3 0 2 8 13 
140 1 4 0 1 0 0 3 20 30 30 3400 0 0 1 1 7 1 
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Table 49. STATA Data for Individuals 141-175 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
141 1 3 1 0 0 1 0 25 600 0  3 1 0 6 7 3 
142 2  1 1 0 0  20    1  0 2   
143 5  1 0 0 1  17.5    2  0 4   
144 2 2 1 0 0 1 0 15 890 250 2300 2 1 1 3 5 4 
145 4 2 1 0 0 1 0 17.5 200 30 5200 2 1 0 5 7 6 
146 1 2 1 0 0 1 2 15 30 30 2000 2 2 0 3 8 7 
147 1 3 1 0 0 1 2 15 150 300 2700 2 2 0 4 5 8 
148 4 1 0 1 0 0 1 20 30 900 1900 0 1 0 1 7 3 
149 2 2 1 0 0 1 2 15 200 0  2 1 1 4 5 5 
150 1 3 0 1 0 0 3 30    1 0 0 2 7 2 
151 4  1 1 0 0  20    1 0 0 2 8 2 
152 5  1 0 0 1  20    2 1 0 4 7 5 
153 2 3 0 1 0 0 3 30 30 30 1400 1 3 0 2 7 13 
154 2 2 1 0 1 0 0 30 30 30 2600 2 1 0 4 8 4 
155 3  0 1 0 0  20    1  1 2   
156 1 3 0 1 0 0 0 45 30 30 2000 1 1 1 2 5 3 
157 3 1 0 1 0 0 1 40 30 30 2500 1 0 1 2 2 1 
158 2 2 1 0 1 0 2 35 30 30 1400 2 1 1 4 5 6 
159 2 3 0 1 0 0 0 30 30 30 2000 1 0 1 2 7 1 
160 2  1 0 0 0  30    2  1 4   
161 5  0 1 0 0  60    1 3 1 2 7 14 
162   1 0 0 1  45    2  0 4   
163 2 2 0 1 0 0 3 35 30 30 1400 0 0 0 1 7 1 
164 2  0 1 0 0  60    1  1 2   
165 1 3 0 0 0 1 3 35 900 750 1900 2 1 0 5 5 6 
166 3 2 1 0 1 0 1 25 350 30 350 3 2 1 6 8 9 
167 2 1 0 1 0 0 0 25 30 30 1100 1 0 1 2 8 2 
168 2 2 1 0 0 1 2 25 350 30 1850 2 2 0 3 8 7 
169 2 2 0 1 0 0 3 20 30 30 1100 0 0 0 1 7 1 
170 1 4 0 1 0 0 1 25 30 30 2000 2 1 1 3 5 6 
171 2 2 1 0 0 1 3 25 30 900 3500 1 1 0 2 8 5 
172 2 2 1 0 0 1 1 25 300 30 1100 1 1 1 2 5 5 
173 2 1 1 0 1 0 2 20 30 150 2200 2 1 0 3 8 6 
174 1 2 1 0 0 1 0 30 30 30 2800 2 1 0 3 8 5 
175 1 4 0 1 0 0 0 30 30 30 1100 0 0 1 1 4 1 
 
 129 
Table 50. STATA Data for Individuals 176-210 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
176 1 3 1 0 0 1 2 20 30 0  2 2 0 5 8 7 
177 3  1 0 0 1  15    1  0 2   
178 2 1 1 0 1 0 2 25    2 2 0 4 8 8 
179 1 2 1 0 1 0 2 20 30 30 2800 2 2 0 3 8 7 
180 2 2 0 1 0 0 3 30 30 350 2100 0 0 1 1 7 1 
181 4 1 1 0 0 1 0 45 30 30 1200 2 2 0 4 8 8 
182 5 1 1 0 1 0 2 50 750 750 0 2 2 1 4 8 7 
183 1 2 1 0 0 1 0 40 30 30 2500 2 1 0 4 5 4 
184 2  1 1 0 0  25    2  1 3   
185 1 4 0 1 0 0 3 15 30 400 3100 1 0 0 2 7 1 
186 4 1 0 0 0 1 0 30 30 750 2900 2 1 1 5 7 5 
187 1 3 0 0 0 0 3 20 650 30 3200 1 1 1 2 7 3 
188 1 3 0 1 0 0 3 25 30 30 2000 0 1 1 1 7 3 
189 5  1 0 0 1  22    2  0 3   
190 5  0 1 0 0  25    1  1 2   
191 1 1 1 0 1 0 2 20 900 30 3500 2 2 1 4 8 8 
192 5 2 1 0 0 1 2 20 15 1250 3800 2 1 1 3 8 5 
193 1 3 0 1 0 0 1 27.5 350 30 1120 0 0 0 1 7 1 
194 3 1 1 0 0 0 0 25 200 30 1900 2  0 4 7  
195 2 2 1 1 0 0 3 27.5 30 30 1100 0 3 1 1 7 14 
196 5  1 0 0 1  20    2 2 1 3 5 8 
197 2 3 1 1 0 0 3 45 1400 600 2800 1 0 0 2 8 2 
198   0 1 0 0  25    1  1 2   
199 1 3 1 0 0 1 2 40 30 30 2000 2 2 1 5 8 7 
200 1 3 1 1 0 0 3 35 30 30 2500 2 0 1 4 2 2 
201 2 1 1 0 0 1 2 35 800 30 2500 2 1 0 3 8 5 
202 2 3 0 1 0 0 1 20 30 30 950 1 0 1 2 7 1 
203 1 3 1 1 0 0 0 8 30 30 2000 1 0 1 2 8 2 
204 1 2 1 0 0 1 2 20    1 1 0 2 5 3 
205 2 4 1 1 0 0 2 15    2 0 1 3 8 2 
206 2 2 1 0 0 1 2 30 30 30 1400 2 2 0 4 7 7 
207 1 4 1 0 0 0 2 25 30 30 1100 1 1 1 2 7 3 
208 1  0 1 0 0  30    1  1 2   
209 3 3 1 1 0 0 3 20 200 350 2100 2 0  5 7 1 
210 4 3 0 1 0 0 3 30 30 350 1000 0 0 1 1 7 1 
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Table 51. STATA Data for Individuals 211-241 
SN R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 
211 1 4 1 1 0 0 3 15 30 30 1400 0 0 1 1 7 1 
212 1 2 1 0 1 0 2 20 600 30 900 2 2 1 4 8 12 
213 1 3 1 0 1 0 0 45 30 30 1500 2 3 1 4 8 13 
214 1 4 1 1 0 0 0 25 30 30 1300 1 1 1 2 8 3 
215 1 3 1 0 1 0 2 20 30 30 2300 2 3 1 5 8 13 
216 4 2 1 1 0 0 2 15 30 30 2000 2 0 1 3 8 2 
217 1 3 1 0 1 0 2 30 200 30 1300 2 2 1 4 2 7 
218 1 2 0 1 0 0 3 5 30 30 2000 0 0 1 1 7 1 
219 1 2 1 0 0 1 3 30 30 0  2 2 1 3 5 7 
220 1 3 1 0 0 1 2 20 30 0  2 1 0 5 5 6 
221 2  1 1 0 0  3    1  1 2   
222 3 3 1 1 0 0 3 10    1 0 1 2 8 2 
223 3 2 1 0 0 1 2     2  1 3 8  
224   0 0 0 1  40    2  1 4   
225 5   0 0 0      0      
226   0 1 0 0      0  0 1   
228    1 0 0      1  1 2   
229    1 0 0      1  1 2   
230    1 0 0      1  0 2   
232 1 3  1 0 0 0  30 200 1300 1 1 1 2 8 4 
233 2 2  0 0 0 1  30 30 1700 1 2 0 2 8 7 
234 2 1  0 0 1 0  30 30 3300 1 1 1 2 5 3 
235 2 3  1 0 0 1  1150 30 3200 0 0 0 1 7 1 
236 2 3  1 0 0 0  30 300 1900 0 0 0 1 7 1 
237 1 2  0 1 0 2  30 30 2200 1 1 0 2 8 5 
238 1 4  1 0 0 1  700 30 1800 0 3 1 1 7 13 
240 2   1 0 0      1  0 2   
241 5 1  0 0 1 0  30 30 2300 2 3 0 3 8 13 
The STATA commands are: 
 Table 3: tab Individual 
 Table 4: tab gender 
 Table 5: tab age_original 
 Table 6: tab office 
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 Table 11: tab likelihoodONCAMP 
 Table 12: tab frequency if (student==1 | faculty==1 | staff==1) & 
(likelihoodONCAMP==1 | likelihoodONCAMP==2) 
 Table 13: tab tripPurpose if (student==1 | faculty==1 | staff==1) & 
(likelihoodONCAMP==1 | likelihoodONCAMP==2) 
 Table 14: tab educationRaw  if (student==1 | faculty==1 | staff==1) & 
(likelihoodONCAMP==1 | likelihoodONCAMP==2) 
 Table 15: tab incomeRaw  if (student==1 | faculty==1 | staff==1) & 
(likelihoodONCAMP==1 | likelihoodONCAMP==2) 
 Table 19: corr frequency office student faculty staff tripPurpose commuteTime 
distanceOriginStationx distanceStationDestx distanceUNLVodx age income gender 
educationBS if(likelihoodONCAMP==1 | likelihoodONCAMP==2) 
 Table 20: tab frequency if (likelihoodONCAMP==3 | likelihoodONCAMP==4 | 
likelihoodONCAMP==5) 
 Table 22 & unrestricted model: oprobit frequency office student faculty staff 
i.tripPurpose commuteTime distanceUNLVodx distanceOriginStationx 
distanceStationDestx i.age i. income gender educationBS if likelihoodONCAMP==1 | 
likelihoodONCAMP==2,  noci cformat(%9.4f) pformat(%5.4f) sformat(%8.4f) 
 Restricted model for LR test:  oprobit frequency student faculty staff tripPurposeLibrary 
tripPurposeMeetings tripPurposeOther distanceOriginStationx distanceStationDestx i.age 
i. income if e(sample) & (likelihoodONCAMP==1 | likelihoodONCAMP==2),  noci 
cformat(%9.4f) pformat(%5.4f) sformat(%8.4f) 
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 Figure 23 and Figure 24 Margins - Outcome (1): margins, predict (outcome(1)) 
dydx(office i3.tripPurpose commuteTime   distanceStationDestx gender educationBS) 
cformat(%9.4f) pformat(%5.4f) sformat(%8.3f) 
 Figure 23 and Figure 24 Margins - Outcome (2): margins, predict (outcome(2)) 
dydx(office i3.tripPurpose commuteTime   distanceStationDestx gender educationBS) 
cformat(%9.4f) pformat(%5.4f) sformat(%8.3f) 
 Figure 23 and Figure 24 Margins - Outcome (3): margins, predict (outcome(3)) 
dydx(office i3.tripPurpose commuteTime   distanceStationDestx gender educationBS) 
cformat(%9.4f) pformat(%5.4f) sformat(%8.3f) 
 Figure 23 and Figure 24 Margins - Outcome (4): margins, predict (outcome(4)) 
dydx(office i3.tripPurpose commuteTime   distanceStationDestx gender educationBS) 
cformat(%9.4f) pformat(%5.4f) sformat(%8.3f) 
 Table 23 probabilities of unrestricted model:predict yhat, p 
 Table 23 for Students for Outcome (1): summ yhat if student==1 & frequency==1 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Students for Outcome (2): summ yhat if student==1 & frequency==2 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Students for Outcome (3): summ yhat if student==1 & frequency==3 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Students for Outcome (4): summ yhat if student==1 & frequency==4 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Faculty for Outcome (1): summ yhat if faculty==1 & frequency==1 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
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 Table 23 for Faculty for Outcome (2) . summ yhat if faculty==1 & frequency==2 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Faculty for Outcome (3): summ yhat if faculty==1 & frequency==3 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Faculty for Outcome (4): summ yhat if faculty==1 & frequency==4 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Staff for Outcome (1): summ yhat if staff==1 & frequency==1 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Staff for Outcome (2):  summ   yhat if staff==1 & frequency==2 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Staff for Outcome (3): summ yhat if staff==1 & frequency==3 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
 Table 23 for Staff for Outcome (4): summ yhat if staff==1 & frequency==4 & 
(likelihoodONCAMP==1 | likelihoodONCAMP ==2) 
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Appendix C: CPLEX Commands for Maximization Model 
/********************************************* 
 * OPL 12.8.0.0 Model 
 * Author: nelseyorochena 
 * Creation Date: Nov 27, 2018 at 6:44:38 PM 
 *********************************************/ 
 





















































































// Identifying the decision variables for the stations; there are 15 stations in this model  
 
 dvar boolean Y07; 
 dvar boolean Y08; 
 dvar boolean Y09; 
 dvar boolean Y10; 
 dvar boolean Y11; 
 dvar boolean Y12; 
 dvar boolean Y13; 
 dvar boolean Y14; 
 dvar boolean Y15; 
 
 
// Identifying the decision variables for the proportions of the demands of Station 7 
 
 dvar float+ X0707;  
 dvar float+ X0708;  
 dvar float+ X0709;  
 dvar float+ X0710; 
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 dvar float+ X0711;  
 dvar float+ X0712;  
 dvar float+ X0713;  
 dvar float+ X0714;  
 dvar float+ X0715;   
 
// Identifying the decision variables for the proportions of the demands of Station 8 
     
 dvar float+ X0807;  
 dvar float+ X0808;  
 dvar float+ X0809;  
 dvar float+ X0810; 
 dvar float+ X0811;  
 dvar float+ X0812;  
 dvar float+ X0813;  
 dvar float+ X0814;  
 dvar float+ X0815; 
 
// Identifying the decision variables for the proportions of the demands of Station 9 
 
 dvar float+ X0907;  
 dvar float+ X0908;  
 dvar float+ X0909;  
 dvar float+ X0910; 
 dvar float+ X0911;  
 dvar float+ X0912;  
 dvar float+ X0913;  
 dvar float+ X0914;  
 dvar float+ X0915;     
 
// Identifying the decision variables for the proportions of the demands of Station 10 
 
 dvar float+ X1007;  
 dvar float+ X1008;  
 dvar float+ X1009;  
 dvar float+ X1010; 
 dvar float+ X1011;  
 dvar float+ X1012;  
 dvar float+ X1013;  
 dvar float+ X1014;  
 dvar float+ X1015;      
       
// Identifying the decision variables for the proportions of the demands of Station 11 
 
 dvar float+ X1107;  
 dvar float+ X1108;  
 dvar float+ X1109;  
 dvar float+ X1110; 
 dvar float+ X1111;  
 dvar float+ X1112;  
 dvar float+ X1113;  
 dvar float+ X1114;  
 dvar float+ X1115; 
 
// Identifying the decision variables for the proportions of the demands of Station 12 
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 dvar float+ X1207;  
 dvar float+ X1208;  
 dvar float+ X1209;  
 dvar float+ X1210; 
 dvar float+ X1211;  
 dvar float+ X1212;  
 dvar float+ X1213;  
 dvar float+ X1214;  
 dvar float+ X1215; 
        
// Identifying the decision variables for the proportions of the demands of Station 13 
 
 dvar float+ X1307;  
 dvar float+ X1308;  
 dvar float+ X1309;  
 dvar float+ X1310; 
 dvar float+ X1311;  
 dvar float+ X1312;  
 dvar float+ X1313;  
 dvar float+ X1314;  
 dvar float+ X1315; 
         
// Identifying the decision variables for the proportions of the demands of Station 14 
 
 dvar float+ X1407;  
 dvar float+ X1408;  
 dvar float+ X1409;  
 dvar float+ X1410; 
 dvar float+ X1411;  
 dvar float+ X1412;  
 dvar float+ X1413;  
 dvar float+ X1414;  
 dvar float+ X1415; 
          
// Identifying the decision variables for the proportions of the demands of Station 15 
   
 dvar float+ X1507;  
 dvar float+ X1508;  
 dvar float+ X1509;  
 dvar float+ X1510; 
 dvar float+ X1511;  
 dvar float+ X1512;  
 dvar float+ X1513;  
 dvar float+ X1514;  
 dvar float+ X1515; 
  
  




  Y07*(D77*X0707 + D78*X0708 + D79*X0709 +  D710*X0710 + D711*X0711 + D712*X0712 + 
D713*X0713 + D714*X0714 + D715*X0715) + 
  Y08*(D87*X0807 + D88*X0808 + D89*X0809 + D810*X0810 + D811*X0811 + D812*X0812 + 
D813*X0813 +D814*X0814 + D815*X0815) + 
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  Y09*(D97*X0907 + D98*X0908 + D99*X0909 + D910*X0910 + D911*X0911 + D912*X0912 + 
D913*X0913 + D914*X0914 + D915*X0915) + 
  Y10*(D1007*X1007 + D1008*X1008 + D1009*X1009 + D1010*X1010 + D1011*X1011 + 
D1012*X1012 + D1013*X1013 + D1014*X1014 + D1015*X1015) + 
  Y11*(D1107*X1107 + D1108*X1108 + D1109*X1109 + D1110*X1110 + D1111*X1111 + 
D1112*X1112 + D1113*X1113 + D1114*X1114 + D1115*X1115) + 
  Y12*(D1207*X1207 + D1208*X1208 + D1209*X1209 + D1210*X1210 + D1211*X1211 + 
D1212*X1212 + D1213*X1213 + D1214*X1214 + D1215*X1215) + 
  Y13*(D1307*X1307 + D1308*X1308 + D1309*X1309 + D1310*X1310 + D1311*X1311 + 
D1312*X1312 + D1313*X1313 + D1314*X1314 + D1315*X1315) + 
  Y14*(D1407*X1407 + D1408*X1408 + D1409*X1409 + D1410*X1410 + D1411*X1411 + 
D1412*X1412 + D1413*X1413 + D1414*X1414 + D1415*X1415) + 
  Y15*(D1507*X1507 + D1508*X1508 + D1509*X1509 + D1510*X1510 + D1511*X1511 + 
D1512*X1512 + D1513*X1513 + D1514*X1514 + D1515*X1515); 
   
 subject to { 
    
 // Cosntraints for Yjj - Xij >= 0 (constant i) 
  
  CY0707: Y07 - X0707 >= 0; 
  CY0708: Y07 - X0708 >= 0; 
  CY0709: Y07 - X0709 >= 0; 
  CY0710: Y07 - X0710 >= 0; 
  CY0711: Y07 - X0711 >= 0; 
  CY0712: Y07 - X0712 >= 0; 
  CY0713: Y07 - X0713 >= 0; 
  CY0714: Y07 - X0714 >= 0; 
  CY0715: Y07 - X0715 >= 0; 
 
  CY0807: Y08 - X0807 >= 0; 
  CY0808: Y08 - X0808 >= 0; 
  CY0809: Y08 - X0809 >= 0; 
  CY0810: Y08 - X0810 >= 0; 
  CY0811: Y08 - X0811 >= 0; 
  CY0812: Y08 - X0812 >= 0; 
  CY0813: Y08 - X0813 >= 0; 
  CY0814: Y08 - X0814 >= 0; 
  CY0815: Y08 - X0815 >= 0; 
 
  CY0907: Y09 - X0907 >= 0; 
  CY0908: Y09 - X0908 >= 0; 
  CY0909: Y09 - X0909 >= 0; 
  CY0910: Y09 - X0910 >= 0; 
  CY0911: Y09 - X0911 >= 0; 
  CY0912: Y09 - X0912 >= 0; 
  CY0913: Y09 - X0913 >= 0; 
  CY0914: Y09 - X0914 >= 0; 
  CY0915: Y09 - X0915 >= 0; 
   
  CY1007: Y10 - X1007 >= 0; 
  CY1008: Y10 - X1008 >= 0; 
  CY1009: Y10 - X1009 >= 0; 
  CY1010: Y10 - X1010 >= 0; 
  CY1011: Y10 - X1011 >= 0; 
  CY1012: Y10 - X1012 >= 0; 
  CY1013: Y10 - X1013 >= 0; 
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  CY1014: Y10 - X1014 >= 0; 
  CY1015: Y10 - X1015 >= 0; 
   
  CY1107: Y11 - X1107 >= 0; 
  CY1108: Y11 - X1108 >= 0; 
  CY1109: Y11 - X1109 >= 0; 
  CY1110: Y11 - X1110 >= 0; 
  CY1111: Y11 - X1111 >= 0; 
  CY1112: Y11 - X1112 >= 0; 
  CY1113: Y11 - X1113 >= 0; 
  CY1114: Y11 - X1114 >= 0; 
  CY1115: Y11 - X1115 >= 0; 
   
  CY1207: Y12 - X1207 >= 0; 
  CY1208: Y12 - X1208 >= 0; 
  CY1209: Y12 - X1209 >= 0; 
  CY1210: Y12 - X1210 >= 0; 
  CY1211: Y12 - X1211 >= 0; 
  CY1212: Y12 - X1212 >= 0; 
  CY1213: Y12 - X1213 >= 0; 
  CY1214: Y12 - X1214 >= 0; 
  CY1215: Y12 - X1215 >= 0; 
 
  CY1307: Y13 - X1307 >= 0; 
  CY1308: Y13 - X1308 >= 0; 
  CY1309: Y13 - X1309 >= 0; 
  CY1310: Y13 - X1310 >= 0; 
  CY1311: Y13 - X1311 >= 0; 
  CY1312: Y13 - X1312 >= 0; 
  CY1313: Y13 - X1313 >= 0; 
  CY1314: Y13 - X1314 >= 0; 
  CY1315: Y13 - X1315 >= 0; 
   
  CY1407: Y14 - X1407 >= 0; 
  CY1408: Y14 - X1408 >= 0; 
  CY1409: Y14 - X1409 >= 0; 
  CY1410: Y14 - X1410 >= 0; 
  CY1411: Y14 - X1411 >= 0; 
  CY1412: Y14 - X1412 >= 0; 
  CY1413: Y14 - X1413 >= 0; 
  CY1414: Y14 - X1414 >= 0; 
  CY1415: Y14 - X1415 >= 0; 
   
  CY1507: Y15 - X1507 >= 0; 
  CY1508: Y15 - X1508 >= 0; 
  CY1509: Y15 - X1509 >= 0; 
  CY1510: Y15 - X1510 >= 0; 
  CY1511: Y15 - X1511 >= 0; 
  CY1512: Y15 - X1512 >= 0; 
  CY1513: Y15 - X1513 >= 0; 
  CY1514: Y15 - X1514 >= 0; 
  CY1515: Y15 - X1515 >= 0; 
 
 // Cosntraints for Yjj - Xij >= 0 (constant j)  
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  // CjY0707: Y07 - X0707 >= 0; repetiton  
  CjY0708: Y07 - X0807 >= 0; 
  CjY0709: Y07 - X0907 >= 0; 
  CjY0710: Y07 - X1007 >= 0; 
  CjY0711: Y07 - X1107 >= 0; 
  CjY0712: Y07 - X1207 >= 0; 
  CjY0713: Y07 - X1307 >= 0; 
  CjY0714: Y07 - X1407 >= 0; 
  CjY0715: Y07 - X1507 >= 0; 
 
  CjY0807: Y08 - X0708 >= 0; 
  // CjY0808: Y08 - X0808 >= 0; repetition  
  CjY0809: Y08 - X0908 >= 0; 
  CjY0810: Y08 - X1008 >= 0; 
  CjY0811: Y08 - X1108 >= 0; 
  CjY0812: Y08 - X1208 >= 0; 
  CjY0813: Y08 - X1308 >= 0; 
  CjY0814: Y08 - X1408 >= 0; 
  CjY0815: Y08 - X1508 >= 0; 
   
  CjY0907: Y09 - X0709 >= 0; 
  CjY0908: Y09 - X0809 >= 0; 
  // CjY0909: Y09 - X0909 >= 0;repetition 
  CjY0910: Y09 - X1009 >= 0; 
  CjY0911: Y09 - X1109 >= 0; 
  CjY0912: Y09 - X1209 >= 0; 
  CjY0913: Y09 - X1309 >= 0; 
  CjY0914: Y09 - X1409 >= 0; 
  CjY0915: Y09 - X1509 >= 0; 
   
  CjY1007: Y10 - X0710 >= 0; 
  CjY1008: Y10 - X0810 >= 0; 
  CjY1009: Y10 - X0910 >= 0; 
  // CjY1010: Y10 - X1010 >= 0; repetition  
  CjY1011: Y10 - X1110 >= 0; 
  CjY1012: Y10 - X1210 >= 0; 
  CjY1013: Y10 - X1310 >= 0; 
  CjY1014: Y10 - X1410 >= 0; 
  CjY1015: Y10 - X1510 >= 0; 
   
  CjY1107: Y11 - X0711 >= 0; 
  CjY1108: Y11 - X0811 >= 0; 
  CjY1109: Y11 - X0911 >= 0; 
  CjY1110: Y11 - X1011 >= 0; 
  // CjY1111: Y11 - X1111 >= 0; repetition  
  CjY1112: Y11 - X1211 >= 0; 
  CjY1113: Y11 - X1311 >= 0; 
  CjY1114: Y11 - X1411 >= 0; 
  CjY1115: Y11 - X1511 >= 0; 
   
  CjY1207: Y12 - X0712 >= 0; 
  CjY1208: Y12 - X0812 >= 0; 
  CjY1209: Y12 - X0912 >= 0; 
  CjY1210: Y12 - X1012 >= 0; 
  CjY1211: Y12 - X1112 >= 0; 
  // CjY1212: Y12 - X1212 >= 0; repetition 
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  CjY1213: Y12 - X1312 >= 0; 
  CjY1214: Y12 - X1412 >= 0; 
  CjY1215: Y12 - X1512 >= 0; 
   
  CjY1307: Y13 - X0713 >= 0; 
  CjY1308: Y13 - X0813 >= 0; 
  CjY1309: Y13 - X0913 >= 0; 
  CjY1310: Y13 - X1013 >= 0; 
  CjY1311: Y13 - X1113 >= 0; 
  CjY1312: Y13 - X1213 >= 0;  
  // CjY1313: Y13 - X1313 >= 0; repetition  
  CjY1314: Y13 - X1413 >= 0; 
  CjY1315: Y13 - X1513 >= 0; 
 
  CjY1407: Y14 - X0714 >= 0; 
  CjY1408: Y14 - X0814 >= 0; 
  CjY1409: Y14 - X0914 >= 0; 
  CjY1410: Y14 - X1014 >= 0; 
  CjY1411: Y14 - X1114 >= 0; 
  CjY1412: Y14 - X1214 >= 0; 
  CjY1413: Y14 - X1314 >= 0; 
  // CjY1414: Y14 - X1414 >= 0; repetition  
  CjY1415: Y14 - X1514 >= 0; 
   
  CjY1507: Y15 - X0715 >= 0; 
  CjY1508: Y15 - X0815 >= 0; 
  CjY1509: Y15 - X0915 >= 0; 
  CjY1510: Y15 - X1015 >= 0; 
  CjY1511: Y15 - X1115 >= 0; 
  CjY1512: Y15 - X1215 >= 0; 
  CjY1513: Y15 - X1315 >= 0; 
  CjY1514: Y15 - X1415 >= 0; 
  // CjY1515: Y15 - X1515 >= 0; repetition  
   
 // Budget Constraint 
   
 Budget: 20236+7036*(Y07 + Y08 + Y09 + Y10 + Y11 + Y12 + Y13 + Y14 + Y15) +  
  3141*(D77*X0707 + D78*X0708 + D79*X0709 +  D710*X0710 + D711*X0711 + D712*X0712 + 
D713*X0713 + D714*X0714 + D715*X0715) + 
  3141*(D87*X0807 + D88*X0808 + D89*X0809 + D810*X0810 + D811*X0811 + D812*X0812 + 
D813*X0813 +D814*X0814 + D815*X0815) + 
  3141*(D97*X0907 + D98*X0908 + D99*X0909 + D910*X0910 + D911*X0911 + D912*X0912 + 
D913*X0913 + D914*X0914 + D915*X0915) + 
  3141*(D1007*X1007 + D1008*X1008 + D1009*X1009 + D1010*X1010 + D1011*X1011 + 
D1012*X1012 + D1013*X1013 + D1014*X1014 + D1015*X1015) + 
  3141*(D1107*X1107 + D1108*X1108 + D1109*X1109 + D1110*X1110 + D1111*X1111 + 
D1112*X1112 + D1113*X1113 + D1114*X1114 + D1115*X1115) + 
  3141*(D1207*X1207 + D1208*X1208 + D1209*X1209 + D1210*X1210 + D1211*X1211 + 
D1212*X1212 + D1213*X1213 + D1214*X1214 + D1215*X1215) + 
  3141*(D1307*X1307 + D1308*X1308 + D1309*X1309 + D1310*X1310 + D1311*X1311 + 
D1312*X1312 + D1313*X1313 + D1314*X1314 + D1315*X1315) + 
  3141*(D1407*X1407 + D1408*X1408 + D1409*X1409 + D1410*X1410 + D1411*X1411 + 
D1412*X1412 + D1413*X1413 + D1414*X1414 + D1415*X1415) + 
  3141*(D1507*X1507 + D1508*X1508 + D1509*X1509 + D1510*X1510 + D1511*X1511 + 
D1512*X1512 + D1513*X1513 + D1514*X1514 + D1515*X1515)  
  <= 300000; 
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 // Constraint for the total stations allowed 
     
  Total_Stations: Y07 + Y08 + Y09 + Y10 + Y11 + Y12 + Y13 + Y14 + Y15  <= 9; 
   
// Constraints forthe lower and upper limtis 
   
   
  // Station 7  
 
  X0707 >= 0; 
  X0708 >= 0; 
  X0709 >= 0; 
  X0710 >= 0; 
  X0711 >= 0; 
  X0712 >= 0; 
  X0713 >= 0; 
  X0714 >= 0; 
  X0715 >= 0; 
 
  X0707 <= 1; 
  X0708 <= 1; 
  X0709 <= 1; 
  X0710 <= 1; 
  X0711 <= 1; 
  X0712 <= 1; 
  X0713 <= 1; 
  X0714 <= 1; 
  X0715 <= 1; 
   
  // Station 8 
   
  X0807 >= 0; 
  X0808 >= 0; 
  X0809 >= 0; 
  X0810 >= 0; 
  X0811 >= 0; 
  X0812 >= 0; 
  X0813 >= 0; 
  X0814 >= 0; 
  X0815 >= 0; 
 
  X0807 <= 1; 
  X0808 <= 1; 
  X0809 <= 1; 
  X0810 <= 1; 
  X0811 <= 1; 
  X0812 <= 1; 
  X0813 <= 1; 
  X0814 <= 1; 
  X0815 <= 1; 
   
  // Station 9 
   
  X0907 >= 0; 
  X0908 >= 0; 
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  X0909 >= 0; 
  X0910 >= 0; 
  X0911 >= 0; 
  X0912 >= 0; 
  X0913 >= 0; 
  X0914 >= 0; 
  X0915 >= 0; 
   
  X0907 <= 1; 
  X0908 <= 1; 
  X0909 <= 1; 
  X0910 <= 1; 
  X0911 <= 1; 
  X0912 <= 1; 
  X0913 <= 1; 
  X0914 <= 1; 
  X0915 <= 1; 
   
  // Station 10 
 
  X1007 >= 0; 
  X1008 >= 0; 
  X1009 >= 0; 
  X1010 >= 0; 
  X1011 >= 0; 
  X1012 >= 0; 
  X1013 >= 0; 
  X1014 >= 0; 
  X1015 >= 0; 
   
  X1007 <= 1; 
  X1008 <= 1; 
  X1009 <= 1; 
  X1010 <= 1; 
  X1011 <= 1; 
  X1012 <= 1; 
  X1013 <= 1; 
  X1014 <= 1; 
  X1015 <= 1; 
   
  // Station 11 
 
  X1107 >= 0; 
  X1108 >= 0; 
  X1109 >= 0; 
  X1110 >= 0; 
  X1111 >= 0; 
  X1112 >= 0; 
  X1113 >= 0; 
  X1114 >= 0; 
  X1115 >= 0; 
   
  X1107 <= 1; 
  X1108 <= 1; 
  X1109 <= 1; 
  X1110 <= 1; 
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  X1111 <= 1; 
  X1112 <= 1; 
  X1113 <= 1; 
  X1114 <= 1; 
  X1115 <= 1; 
   
  // Station 12 
   
  X1207 >= 0; 
  X1208 >= 0; 
  X1209 >= 0; 
  X1210 >= 0; 
  X1211 >= 0; 
  X1212 >= 0; 
  X1213 >= 0; 
  X1214 >= 0; 
  X1215 >= 0; 
   
  X1207 <= 1; 
  X1208 <= 1; 
  X1209 <= 1; 
  X1210 <= 1; 
  X1211 <= 1; 
  X1212 <= 1; 
  X1213 <= 1; 
  X1214 <= 1; 
  X1215 <= 1; 
   
  // Station 13 
   
  X1307 >= 0; 
  X1308 >= 0; 
  X1309 >= 0; 
  X1310 >= 0; 
  X1311 >= 0; 
  X1312 >= 0; 
  X1313 >= 0; 
  X1314 >= 0; 
  X1315 >= 0; 
   
  X1307 <= 1; 
  X1308 <= 1; 
  X1309 <= 1; 
  X1310 <= 1; 
  X1311 <= 1; 
  X1312 <= 1; 
  X1313 <= 1; 
  X1314 <= 1; 
  X1315 <= 1; 
   
  // Station 14 
   
  X1407 >= 0; 
  X1408 >= 0; 
  X1409 >= 0; 
  X1410 >= 0; 
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  X1411 >= 0; 
  X1412 >= 0; 
  X1413 >= 0; 
  X1414 >= 0; 
  X1415 >= 0; 
   
  X1407 <= 1; 
  X1408 <= 1; 
  X1409 <= 1; 
  X1410 <= 1; 
  X1411 <= 1; 
  X1412 <= 1; 
  X1413 <= 1; 
  X1414 <= 1; 
  X1415 <= 1; 
   
  // Station 15 
   
  X1507 >= 0; 
  X1508 >= 0; 
  X1509 >= 0; 
  X1510 >= 0; 
  X1511 >= 0; 
  X1512 >= 0; 
  X1513 >= 0; 
  X1514 >= 0; 
  X1515 >= 0; 
   
  X1507 <= 1; 
  X1508 <= 1; 
  X1509 <= 1; 
  X1510 <= 1; 
  X1511 <= 1; 
  X1512 <= 1; 
  X1513 <= 1; 
  X1514 <= 1; 




Appendix D: CPLEX Commands for Minimization Model 
/********************************************* 
 * OPL 12.8.0.0 Model 
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 * Creation Date: Nov 27, 2018 at 4:57:52 PM 
 *********************************************/ 
 


















































































































































































































































































// Identifying the decision variables for the stations; there are 15 stations in this model  
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 dvar boolean Y07; 
 dvar boolean Y08; 
 dvar boolean Y09; 
 dvar boolean Y10; 
 dvar boolean Y11; 
 dvar boolean Y12; 
 dvar boolean Y13; 
 dvar boolean Y14; 
 dvar boolean Y15; 
 
 
// Biking - Identifying the decision variables for the proportions of the demands of Station 7 
 
 dvar float+ X0707;  
 dvar float+ X0708;  
 dvar float+ X0709;  
 dvar float+ X0710; 
 dvar float+ X0711;  
 dvar float+ X0712;  
 dvar float+ X0713;  
 dvar float+ X0714;  
 dvar float+ X0715;   
 
// Biking - Identifying the decision variables for the proportions of the demands of Station 8 
 
 dvar float+ X0807;  
 dvar float+ X0808;  
 dvar float+ X0809;  
 dvar float+ X0810; 
 dvar float+ X0811;  
 dvar float+ X0812;  
 dvar float+ X0813;  
 dvar float+ X0814;  
 dvar float+ X0815; 
 
// Biking - Identifying the decision variables for the proportions of the demands of Station 9 
 
 dvar float+ X0907;  
 dvar float+ X0908;  
 dvar float+ X0909;  
 dvar float+ X0910; 
 dvar float+ X0911;  
 dvar float+ X0912;  
 dvar float+ X0913;  
 dvar float+ X0914;  
 dvar float+ X0915;     
 
// Biking - Identifying the decision variables for the proportions of the demands of Station 10 
 
 dvar float+ X1007;  
 dvar float+ X1008;  
 dvar float+ X1009;  
 dvar float+ X1010; 
 dvar float+ X1011;  
 dvar float+ X1012;  
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 dvar float+ X1013;  
 dvar float+ X1014;  
 dvar float+ X1015;      
       
// Biking - Identifying the decision variables for the proportions of the demands of Station 11 
 
 dvar float+ X1107;  
 dvar float+ X1108;  
 dvar float+ X1109;  
 dvar float+ X1110; 
 dvar float+ X1111;  
 dvar float+ X1112;  
 dvar float+ X1113;  
 dvar float+ X1114;  
 dvar float+ X1115; 
 
// Biking - Identifying the decision variables for the proportions of the demands of Station 12 
 
 dvar float+ X1207;  
 dvar float+ X1208;  
 dvar float+ X1209;  
 dvar float+ X1210; 
 dvar float+ X1211;  
 dvar float+ X1212;  
 dvar float+ X1213;  
 dvar float+ X1214;  
 dvar float+ X1215; 
        
// Biking - Identifying the decision variables for the proportions of the demands of Station 13 
 
 dvar float+ X1307;  
 dvar float+ X1308;  
 dvar float+ X1309;  
 dvar float+ X1310; 
 dvar float+ X1311;  
 dvar float+ X1312;  
 dvar float+ X1313;  
 dvar float+ X1314;  
 dvar float+ X1315; 
         
// Biking - Identifying the decision variables for the proportions of the demands of Station 14 
 
 dvar float+ X1407;  
 dvar float+ X1408;  
 dvar float+ X1409;  
 dvar float+ X1410; 
 dvar float+ X1411;  
 dvar float+ X1412;  
 dvar float+ X1413;  
 dvar float+ X1414;  
 dvar float+ X1415; 
          
// Biking - Identifying the decision variables for the proportions of the demands of Station 15 
 
 dvar float+ X1507;  
 dvar float+ X1508;  
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 dvar float+ X1509;  
 dvar float+ X1510; 
 dvar float+ X1511;  
 dvar float+ X1512;  
 dvar float+ X1513;  
 dvar float+ X1514;  
 dvar float+ X1515; 
 
// Walking - Identifying the decision variables for the proportions of the demands of Station 7 
 
 dvar float+ W0707;  
 dvar float+ W0708;  
 dvar float+ W0709;  
 dvar float+ W0710; 
 dvar float+ W0711;  
 dvar float+ W0712;  
 dvar float+ W0713;  
 dvar float+ W0714;  
 dvar float+ W0715;   
 
// Walking - Identifying the decision variables for the proportions of the demands of Station 8 
 
 dvar float+ W0807;  
 dvar float+ W0808;  
 dvar float+ W0809;  
 dvar float+ W0810; 
 dvar float+ W0811;  
 dvar float+ W0812;  
 dvar float+ W0813;  
 dvar float+ W0814;  
 dvar float+ W0815; 
 
// Walking - Identifying the decision variables for the proportions of the demands of Station 9 
 
 dvar float+ W0907;  
 dvar float+ W0908;  
 dvar float+ W0909;  
 dvar float+ W0910; 
 dvar float+ W0911;  
 dvar float+ W0912;  
 dvar float+ W0913;  
 dvar float+ W0914;  
 dvar float+ W0915;     
 
// Walking - Identifying the decision variables for the proportions of the demands of Station 10 
 
 dvar float+ W1007;  
 dvar float+ W1008;  
 dvar float+ W1009;  
 dvar float+ W1010; 
 dvar float+ W1011;  
 dvar float+ W1012;  
 dvar float+ W1013;  
 dvar float+ W1014;  
 dvar float+ W1015;      
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// Walking - Identifying the decision variables for the proportions of the demands of Station 11 
 
 dvar float+ W1107;  
 dvar float+ W1108;  
 dvar float+ W1109;  
 dvar float+ W1110; 
 dvar float+ W1111;  
 dvar float+ W1112;  
 dvar float+ W1113;  
 dvar float+ W1114;  
 dvar float+ W1115; 
 
// Walking - Identifying the decision variables for the proportions of the demands of Station 12 
 
 dvar float+ W1207;  
 dvar float+ W1208;  
 dvar float+ W1209;  
 dvar float+ W1210; 
 dvar float+ W1211;  
 dvar float+ W1212;  
 dvar float+ W1213;  
 dvar float+ W1214;  
 dvar float+ W1215; 
        
// Walking - Identifying the decision variables for the proportions of the demands of Station 13 
 
 dvar float+ W1307;  
 dvar float+ W1308;  
 dvar float+ W1309;  
 dvar float+ W1310; 
 dvar float+ W1311;  
 dvar float+ W1312;  
 dvar float+ W1313;  
 dvar float+ W1314;  
 dvar float+ W1315; 
         
// Walking - Identifying the decision variables for the proportions of the demands of Station 14 
 
 dvar float+ W1407;  
 dvar float+ W1408;  
 dvar float+ W1409;  
 dvar float+ W1410; 
 dvar float+ W1411;  
 dvar float+ W1412;  
 dvar float+ W1413;  
 dvar float+ W1414;  
 dvar float+ W1415; 
          
// Walking - Identifying the decision variables for the proportions of the demands of Station 15 
 
 dvar float+ W1507;  
 dvar float+ W1508;  
 dvar float+ W1509;  
 dvar float+ W1510; 
 dvar float+ W1511;  
 dvar float+ W1512;  
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 dvar float+ W1513;  
 dvar float+ W1514;  
 dvar float+ W1515; 
  
 // Object formula. Already included the demands from the peak OD matrix.  
  





















































 subject to { 
  
// Constraints for XijB + XijW == 1; Naming Convention --> Demand Balance = DBXXXX 
 
 DB0707: X0707 + W0707 == 1; 
 DB0708: X0708 + W0708 == 1; 
 DB0709: X0709 + W0709 == 1; 
 DB0710: X0710 + W0710 == 1; 
 DB0711: X0711 + W0711 == 1; 
 DB0712: X0712 + W0712 == 1; 
 DB0713: X0713 + W0713 == 1; 
 DB0714: X0714 + W0714 == 1; 
 DB0715: X0715 + W0715 == 1;    
  
 DB0807: X0807 + W0807 == 1; 
 DB0808: X0808 + W0808 == 1; 
 DB0809: X0809 + W0809 == 1; 
 DB0810: X0810 + W0810 == 1; 
 DB0811: X0811 + W0811 == 1; 
 DB0812: X0812 + W0812 == 1; 
 DB0813: X0813 + W0813 == 1; 
 DB0814: X0814 + W0814 == 1; 
 DB0815: X0815 + W0815 == 1;   
  
 DB0907: X0907 + W0907 == 1; 
 DB0908: X0908 + W0908 == 1; 
 DB0909: X0909 + W0909 == 1; 
 DB0910: X0910 + W0910 == 1; 
 DB0911: X0911 + W0911 == 1; 
 DB0912: X0912 + W0912 == 1; 
 DB0913: X0913 + W0913 == 1; 
 DB0914: X0914 + W0914 == 1; 
 DB0915: X0915 + W0915 == 1;   
  
 DB1007: X1007 + W1007 == 1; 
 DB1008: X1008 + W1008 == 1; 
 DB1009: X1009 + W1009 == 1; 
 DB1010: X1010 + W1010 == 1; 
 DB1011: X1011 + W1011 == 1; 
 DB1012: X1012 + W1012 == 1; 
 DB1013: X1013 + W1013 == 1; 
 DB1014: X1014 + W1014 == 1; 
 DB1015: X1015 + W1015 == 1;   
  
 DB1107: X1107 + W1107 == 1; 
 DB1108: X1108 + W1108 == 1; 
 DB1109: X1109 + W1109 == 1; 
 DB1110: X1110 + W1110 == 1; 
 DB1111: X1111 + W1111 == 1; 
 DB1112: X1112 + W1112 == 1; 
 DB1113: X1113 + W1113 == 1; 
 DB1114: X1114 + W1114 == 1; 
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 DB1115: X1115 + W1115 == 1;   
  
 DB1207: X1207 + W1207 == 1; 
 DB1208: X1208 + W1208 == 1; 
 DB1209: X1209 + W1209 == 1; 
 DB1210: X1210 + W1210 == 1; 
 DB1211: X1211 + W1211 == 1; 
 DB1212: X1212 + W1212 == 1; 
 DB1213: X1213 + W1213 == 1; 
 DB1214: X1214 + W1214 == 1; 
 DB1215: X1215 + W1215 == 1;   
 
 DB1307: X1307 + W1307 == 1; 
 DB1308: X1308 + W1308 == 1; 
 DB1309: X1309 + W1309 == 1; 
 DB1310: X1310 + W1310 == 1; 
 DB1311: X1311 + W1311 == 1; 
 DB1312: X1312 + W1312 == 1; 
 DB1313: X1313 + W1313 == 1; 
 DB1314: X1314 + W1314 == 1; 
 DB1315: X1315 + W1315 == 1;   
 
 DB1407: X1407 + W1407 == 1; 
 DB1408: X1408 + W1408 == 1; 
 DB1409: X1409 + W1409 == 1; 
 DB1410: X1410 + W1410 == 1; 
 DB1411: X1411 + W1411 == 1; 
 DB1412: X1412 + W1412 == 1; 
 DB1413: X1413 + W1413 == 1; 
 DB1414: X1414 + W1414 == 1; 
 DB1415: X1415 + W1415 == 1;   
 
 DB1507: X1507 + W1507 == 1; 
 DB1508: X1508 + W1508 == 1; 
 DB1509: X1509 + W1509 == 1; 
 DB1510: X1510 + W1510 == 1; 
 DB1511: X1511 + W1511 == 1; 
 DB1512: X1512 + W1512 == 1; 
 DB1513: X1513 + W1513 == 1; 
 DB1514: X1514 + W1514 == 1; 
 DB1515: X1515 + W1515 == 1;   
  
  
 // Constraints for Yjj - Xij >= 0 (constant i) 
   
  CY0707: Y07 - X0707 >= 0; 
  CY0708: Y07 - X0708 >= 0; 
  CY0709: Y07 - X0709 >= 0; 
  CY0710: Y07 - X0710 >= 0; 
  CY0711: Y07 - X0711 >= 0; 
  CY0712: Y07 - X0712 >= 0; 
  CY0713: Y07 - X0713 >= 0; 
  CY0714: Y07 - X0714 >= 0; 
  CY0715: Y07 - X0715 >= 0; 
   
  CY0807: Y08 - X0807 >= 0; 
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  CY0808: Y08 - X0808 >= 0; 
  CY0809: Y08 - X0809 >= 0; 
  CY0810: Y08 - X0810 >= 0; 
  CY0811: Y08 - X0811 >= 0; 
  CY0812: Y08 - X0812 >= 0; 
  CY0813: Y08 - X0813 >= 0; 
  CY0814: Y08 - X0814 >= 0; 
  CY0815: Y08 - X0815 >= 0; 
 
  CY0907: Y09 - X0907 >= 0; 
  CY0908: Y09 - X0908 >= 0; 
  CY0909: Y09 - X0909 >= 0; 
  CY0910: Y09 - X0910 >= 0; 
  CY0911: Y09 - X0911 >= 0; 
  CY0912: Y09 - X0912 >= 0; 
  CY0913: Y09 - X0913 >= 0; 
  CY0914: Y09 - X0914 >= 0; 
  CY0915: Y09 - X0915 >= 0; 
   
  CY1007: Y10 - X1007 >= 0; 
  CY1008: Y10 - X1008 >= 0; 
  CY1009: Y10 - X1009 >= 0; 
  CY1010: Y10 - X1010 >= 0; 
  CY1011: Y10 - X1011 >= 0; 
  CY1012: Y10 - X1012 >= 0; 
  CY1013: Y10 - X1013 >= 0; 
  CY1014: Y10 - X1014 >= 0; 
  CY1015: Y10 - X1015 >= 0; 
   
  CY1107: Y11 - X1107 >= 0; 
  CY1108: Y11 - X1108 >= 0; 
  CY1109: Y11 - X1109 >= 0; 
  CY1110: Y11 - X1110 >= 0; 
  CY1111: Y11 - X1111 >= 0; 
  CY1112: Y11 - X1112 >= 0; 
  CY1113: Y11 - X1113 >= 0; 
  CY1114: Y11 - X1114 >= 0; 
  CY1115: Y11 - X1115 >= 0; 
   
  CY1207: Y12 - X1207 >= 0; 
  CY1208: Y12 - X1208 >= 0; 
  CY1209: Y12 - X1209 >= 0; 
  CY1210: Y12 - X1210 >= 0; 
  CY1211: Y12 - X1211 >= 0; 
  CY1212: Y12 - X1212 >= 0; 
  CY1213: Y12 - X1213 >= 0; 
  CY1214: Y12 - X1214 >= 0; 
  CY1215: Y12 - X1215 >= 0; 
   
  CY1307: Y13 - X1307 >= 0; 
  CY1308: Y13 - X1308 >= 0; 
  CY1309: Y13 - X1309 >= 0; 
  CY1310: Y13 - X1310 >= 0; 
  CY1311: Y13 - X1311 >= 0; 
  CY1312: Y13 - X1312 >= 0; 
  CY1313: Y13 - X1313 >= 0; 
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  CY1314: Y13 - X1314 >= 0; 
  CY1315: Y13 - X1315 >= 0; 
   
  CY1407: Y14 - X1407 >= 0; 
  CY1408: Y14 - X1408 >= 0; 
  CY1409: Y14 - X1409 >= 0; 
  CY1410: Y14 - X1410 >= 0; 
  CY1411: Y14 - X1411 >= 0; 
  CY1412: Y14 - X1412 >= 0; 
  CY1413: Y14 - X1413 >= 0; 
  CY1414: Y14 - X1414 >= 0; 
  CY1415: Y14 - X1415 >= 0; 
   
  CY1507: Y15 - X1507 >= 0; 
  CY1508: Y15 - X1508 >= 0; 
  CY1509: Y15 - X1509 >= 0; 
  CY1510: Y15 - X1510 >= 0; 
  CY1511: Y15 - X1511 >= 0; 
  CY1512: Y15 - X1512 >= 0; 
  CY1513: Y15 - X1513 >= 0; 
  CY1514: Y15 - X1514 >= 0; 
  CY1515: Y15 - X1515 >= 0; 
 
 // Cosntraints for Yjj - Xij >= 0 (constant j)  
   
  // CjY0707: Y07 - X0707 >= 0; repetiton  
  CjY0708: Y07 - X0807 >= 0; 
  CjY0709: Y07 - X0907 >= 0; 
  CjY0710: Y07 - X1007 >= 0; 
  CjY0711: Y07 - X1107 >= 0; 
  CjY0712: Y07 - X1207 >= 0; 
  CjY0713: Y07 - X1307 >= 0; 
  CjY0714: Y07 - X1407 >= 0; 
  CjY0715: Y07 - X1507 >= 0; 
   
  CjY0807: Y08 - X0708 >= 0; 
  // CjY0808: Y08 - X0808 >= 0; repetition  
  CjY0809: Y08 - X0908 >= 0; 
  CjY0810: Y08 - X1008 >= 0; 
  CjY0811: Y08 - X1108 >= 0; 
  CjY0812: Y08 - X1208 >= 0; 
  CjY0813: Y08 - X1308 >= 0; 
  CjY0814: Y08 - X1408 >= 0; 
  CjY0815: Y08 - X1508 >= 0; 
   
  CjY0907: Y09 - X0709 >= 0; 
  CjY0908: Y09 - X0809 >= 0; 
  // CjY0909: Y09 - X0909 >= 0;repetition 
  CjY0910: Y09 - X1009 >= 0; 
  CjY0911: Y09 - X1109 >= 0; 
  CjY0912: Y09 - X1209 >= 0; 
  CjY0913: Y09 - X1309 >= 0; 
  CjY0914: Y09 - X1409 >= 0; 
  CjY0915: Y09 - X1509 >= 0; 
 
  CjY1007: Y10 - X0710 >= 0; 
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  CjY1008: Y10 - X0810 >= 0; 
  CjY1009: Y10 - X0910 >= 0; 
  // CjY1010: Y10 - X1010 >= 0; repetition  
  CjY1011: Y10 - X1110 >= 0; 
  CjY1012: Y10 - X1210 >= 0; 
  CjY1013: Y10 - X1310 >= 0; 
  CjY1014: Y10 - X1410 >= 0; 
  CjY1015: Y10 - X1510 >= 0; 
 
  CjY1107: Y11 - X0711 >= 0; 
  CjY1108: Y11 - X0811 >= 0; 
  CjY1109: Y11 - X0911 >= 0; 
  CjY1110: Y11 - X1011 >= 0; 
  // CjY1111: Y11 - X1111 >= 0; repetition  
  CjY1112: Y11 - X1211 >= 0; 
  CjY1113: Y11 - X1311 >= 0; 
  CjY1114: Y11 - X1411 >= 0; 
  CjY1115: Y11 - X1511 >= 0; 
 
  CjY1207: Y12 - X0712 >= 0; 
  CjY1208: Y12 - X0812 >= 0; 
  CjY1209: Y12 - X0912 >= 0; 
  CjY1210: Y12 - X1012 >= 0; 
  CjY1211: Y12 - X1112 >= 0; 
  // CjY1212: Y12 - X1212 >= 0; repetition 
  CjY1213: Y12 - X1312 >= 0; 
  CjY1214: Y12 - X1412 >= 0; 
  CjY1215: Y12 - X1512 >= 0; 
 
  CjY1307: Y13 - X0713 >= 0; 
  CjY1308: Y13 - X0813 >= 0; 
  CjY1309: Y13 - X0913 >= 0; 
  CjY1310: Y13 - X1013 >= 0; 
  CjY1311: Y13 - X1113 >= 0; 
  CjY1312: Y13 - X1213 >= 0; 
  // CjY1313: Y13 - X1313 >= 0; repetition  
  CjY1314: Y13 - X1413 >= 0; 
  CjY1315: Y13 - X1513 >= 0; 
 
  CjY1407: Y14 - X0714 >= 0; 
  CjY1408: Y14 - X0814 >= 0; 
  CjY1409: Y14 - X0914 >= 0; 
  CjY1410: Y14 - X1014 >= 0; 
  CjY1411: Y14 - X1114 >= 0; 
  CjY1412: Y14 - X1214 >= 0; 
  CjY1413: Y14 - X1314 >= 0; 
  // CjY1414: Y14 - X1414 >= 0; repetition  
  CjY1415: Y14 - X1514 >= 0; 
   
  CjY1507: Y15 - X0715 >= 0; 
  CjY1508: Y15 - X0815 >= 0; 
  CjY1509: Y15 - X0915 >= 0; 
  CjY1510: Y15 - X1015 >= 0; 
  CjY1511: Y15 - X1115 >= 0; 
  CjY1512: Y15 - X1215 >= 0; 
  CjY1513: Y15 - X1315 >= 0; 
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  CjY1514: Y15 - X1415 >= 0; 
  // CjY1515: Y15 - X1515 >= 0; repetition  
   
 // Budget Constraint 
   
 Budget: 20236+7036*(Y07 + Y08 + Y09 + Y10 + Y11 + Y12 + Y13 + Y14 + Y15) +  
  3141*(D77*X0707 + D78*X0708 + D79*X0709 +  D710*X0710 + D711*X0711 + D712*X0712 + 
D713*X0713 + D714*X0714 + D715*X0715) + 
  3141*(D87*X0807 + D88*X0808 + D89*X0809 + D810*X0810 + D811*X0811 + D812*X0812 + 
D813*X0813 +D814*X0814 + D815*X0815) + 
  3141*(D97*X0907 + D98*X0908 + D99*X0909 + D910*X0910 + D911*X0911 + D912*X0912 + 
D913*X0913 + D914*X0914 + D915*X0915) + 
  3141*(D1007*X1007 + D1008*X1008 + D1009*X1009 + D1010*X1010 + D1011*X1011 + 
D1012*X1012 + D1013*X1013 + D1014*X1014 + D1015*X1015) + 
  3141*(D1107*X1107 + D1108*X1108 + D1109*X1109 + D1110*X1110 + D1111*X1111 + 
D1112*X1112 + D1113*X1113 + D1114*X1114 + D1115*X1115) + 
  3141*(D1207*X1207 + D1208*X1208 + D1209*X1209 + D1210*X1210 + D1211*X1211 + 
D1212*X1212 + D1213*X1213 + D1214*X1214 + D1215*X1215) + 
  3141*(D1307*X1307 + D1308*X1308 + D1309*X1309 + D1310*X1310 + D1311*X1311 + 
D1312*X1312 + D1313*X1313 + D1314*X1314 + D1315*X1315) + 
  3141*(D1407*X1407 + D1408*X1408 + D1409*X1409 + D1410*X1410 + D1411*X1411 + 
D1412*X1412 + D1413*X1413 + D1414*X1414 + D1415*X1415) + 
  3141*(D1507*X1507 + D1508*X1508 + D1509*X1509 + D1510*X1510 + D1511*X1511 + 
D1512*X1512 + D1513*X1513 + D1514*X1514 + D1515*X1515)  
  <= 3000000; 
  
 // Constraint for the total stations allowed 
   
  Total_Stations: Y07 + Y08 + Y09 + Y10 + Y11 + Y12 + Y13 + Y14 + Y15 <= 9; 
   
// Constraints forthe lower and upper limtis 
  
  // Station 7  
   
  X0707 >= 0; 
  X0708 >= 0; 
  X0709 >= 0; 
  X0710 >= 0; 
  X0711 >= 0; 
  X0712 >= 0; 
  X0713 >= 0; 
  X0714 >= 0; 
  X0715 >= 0; 
   
  X0707 <= 1; 
  X0708 <= 1; 
  X0709 <= 1; 
  X0710 <= 1; 
  X0711 <= 1; 
  X0712 <= 1; 
  X0713 <= 1; 
  X0714 <= 1; 
  X0715 <= 1; 
   
  // Station 8 
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  X0807 >= 0; 
  X0808 >= 0; 
  X0809 >= 0; 
  X0810 >= 0; 
  X0811 >= 0; 
  X0812 >= 0; 
  X0813 >= 0; 
  X0814 >= 0; 
  X0815 >= 0; 
 
  X0807 <= 1; 
  X0808 <= 1; 
  X0809 <= 1; 
  X0810 <= 1; 
  X0811 <= 1; 
  X0812 <= 1; 
  X0813 <= 1; 
  X0814 <= 1; 
  X0815 <= 1; 
   
  // Station 9 
 
  X0907 >= 0; 
  X0908 >= 0; 
  X0909 >= 0; 
  X0910 >= 0; 
  X0911 >= 0; 
  X0912 >= 0; 
  X0913 >= 0; 
  X0914 >= 0; 
  X0915 >= 0; 
 
  X0907 <= 1; 
  X0908 <= 1; 
  X0909 <= 1; 
  X0910 <= 1; 
  X0911 <= 1; 
  X0912 <= 1; 
  X0913 <= 1; 
  X0914 <= 1; 
  X0915 <= 1; 
   
  // Station 10 
 
  X1007 >= 0; 
  X1008 >= 0; 
  X1009 >= 0; 
  X1010 >= 0; 
  X1011 >= 0; 
  X1012 >= 0; 
  X1013 >= 0; 
  X1014 >= 0; 
  X1015 >= 0; 
 
  X1007 <= 1; 
  X1008 <= 1; 
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  X1009 <= 1; 
  X1010 <= 1; 
  X1011 <= 1; 
  X1012 <= 1; 
  X1013 <= 1; 
  X1014 <= 1; 
  X1015 <= 1; 
   
  // Station 11 
 
  X1107 >= 0; 
  X1108 >= 0; 
  X1109 >= 0; 
  X1110 >= 0; 
  X1111 >= 0; 
  X1112 >= 0; 
  X1113 >= 0; 
  X1114 >= 0; 
  X1115 >= 0; 
 
  X1107 <= 1; 
  X1108 <= 1; 
  X1109 <= 1; 
  X1110 <= 1; 
  X1111 <= 1; 
  X1112 <= 1; 
  X1113 <= 1; 
  X1114 <= 1; 
  X1115 <= 1; 
   
  // Station 12 
 
  X1207 >= 0; 
  X1208 >= 0; 
  X1209 >= 0; 
  X1210 >= 0; 
  X1211 >= 0; 
  X1212 >= 0; 
  X1213 >= 0; 
  X1214 >= 0; 
  X1215 >= 0; 
   
  X1207 <= 1; 
  X1208 <= 1; 
  X1209 <= 1; 
  X1210 <= 1; 
  X1211 <= 1; 
  X1212 <= 1; 
  X1213 <= 1; 
  X1214 <= 1; 
  X1215 <= 1; 
   
  // Station 13 
   
  X1307 >= 0; 
  X1308 >= 0; 
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  X1309 >= 0; 
  X1310 >= 0; 
  X1311 >= 0; 
  X1312 >= 0; 
  X1313 >= 0; 
  X1314 >= 0; 
  X1315 >= 0; 
   
  X1307 <= 1; 
  X1308 <= 1; 
  X1309 <= 1; 
  X1310 <= 1; 
  X1311 <= 1; 
  X1312 <= 1; 
  X1313 <= 1; 
  X1314 <= 1; 
  X1315 <= 1; 
   
  // Station 14 
 
  X1407 >= 0; 
  X1408 >= 0; 
  X1409 >= 0; 
  X1410 >= 0; 
  X1411 >= 0; 
  X1412 >= 0; 
  X1413 >= 0; 
  X1414 >= 0; 
  X1415 >= 0; 
 
  X1407 <= 1; 
  X1408 <= 1; 
  X1409 <= 1; 
  X1410 <= 1; 
  X1411 <= 1; 
  X1412 <= 1; 
  X1413 <= 1; 
  X1414 <= 1; 
  X1415 <= 1; 
   
  // Station 15 
 
  X1507 >= 0; 
  X1508 >= 0; 
  X1509 >= 0; 
  X1510 >= 0; 
  X1511 >= 0; 
  X1512 >= 0; 
  X1513 >= 0; 
  X1514 >= 0; 
  X1515 >= 0; 
 
  X1507 <= 1; 
  X1508 <= 1; 
  X1509 <= 1; 
  X1510 <= 1; 
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  X1511 <= 1; 
  X1512 <= 1; 
  X1513 <= 1; 
  X1514 <= 1; 
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