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Partie I
Un Parcours SIP

1Chapitre 1
Un Peu d'Histoire
1.1 Des Origines
C'est en 1983-1984, alors que j'etais eleve-ingenieur en deuxieme annee a l'ENSERG (Ecole
Nationale Superieure d'Electronique et Radioelectricite de Grenoble), que j'ai entendu parler
pour la premiere fois de traitement du signal et de theorie de l'information : Shannon et Fourier
faisaient irruption dans ma vie, de facon irreversible.
Avec une note de 9/20 a l'examen de traitement de signal, je pouvais dire que j'etais passe
a c^ote de l'essentiel et n'avais pas compris grand-chose a cette matiere. Gr^ace a mon bagage
en mathematiques, j'avais assure une petite moyenne, mais la signication des grandeurs que je
manipulais m'etait restee confuse.
Neanmoins, le traitement du signal, et plus generalement le traitement de l'information,
m'avait seduit des l'abord, malgre ma mediocre performance. Les nombreux secteurs de l'ingenierie
ou intervient un besoin en traitement du signal, typiquement pour eliminer du bruit toujours
present (ltrage), extraire les frequences constitutives des signaux (analyse spectrale) ou toute
autre information pertinente (reconnaissance), ou encore compresser ou transmettre l'information
(codage), d'une part, et l'outil mathematique sous-jacent, d'autre part, etaient pour moi deux
raisons d'explorer plus avant ce domaine vaste, qui m'etait encore inconnu. La cybernetique
etait alors une science jeune et seduisante, prometteuse et futuriste, ou la maniere de traiter
l'information faisait appel aussi bien a l'electronique qu'aux modeles biologiques de fonctionnement
du systeme nerveux humain et du cerveau.
Je decidais donc de faire une these au LETI (Laboratoire d'Electronique et de Technologie
de l'Information), sur le theme du ltrage et de l'analyse spectrale parametrique [Lut88a]. C'est
la que je devais apprendre les rudiments du metier.
En parallele, les vacations que j'eus l'occasion d'assurer au CUEFA (centre CNAM de
Grenoble), a la Formation Continue de l'INPG sous l'egide de Michel Baribaud, ou encore a
l'INSTN, furent pour moi la conrmation de ma vocation a l'enseignement.
Si je devais resumer en quelques mots-cles l'essentiel de mon apprentissage au cours de ma
these, je mentionnerais :
{ La Modelisation (et ses dangers),
{ L'Estimation aux Moindres Carres (EQM)
{ La Qualite Logicielle
Je reviendrai sur l'importance de ces trois points.
2 CHAPITRE 1. UN PEU D'HISTOIRE
Apres ma these, caracterisee evidemment, comme tout travail de doctorat, par une specialisation
assez pointue sur un domaine de recherche tres restreint
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, j'ai eu la chance d'eectuer 18 mois
de service national de cooperation aupres du service scientique de l'ambassade de France a
Stockholm. Detache par le LETI, j'etais charge de veille technologique dans le vaste domaine
de l'electronique, depuis les technologies de l'information [Lut89a], en passant par l'aerospatial
[Lut89b], et jusqu'au nucleaire [Lut90b]. Mon r^ole consistait aussi a initier des collaborations et
organiser des visites (delegation du LETI a Stockholm). Cette activite de journalisme scientique,
interessante en soi, l'etait d'autant plus apres un travail de these, pour m'apprendre a elargir
mon champ de vision du monde.
1.2 Signal, Image ou Parole?
De retour de cooperation, j'etais nomme ma^tre de conferences a l'ENSERG. Aecte au
laboratoire LTIRF dans l'equipe Vision, j'initiai une activite en analyse du mouvement dans les
sequences d'images.
Par honn^etete, je me dois de mentionner ma reticence initiale a cette aectation. En eet,
mes activites de recherche en these sur les algorithmes du type prediction lineaire me destinaient
davantage soit vers l'ICP, autre laboratoire de l'ENSERG, car le traitement de la parole fait
un large usage de la prediction lineaire, soit vers le CEPHAG (Centre d'Etude des Phenomenes
Aleatoires et Geophysiques), laboratoire plus speciquement Signal, avec lequel j'avais deja
collabore en analyse spectrale parametrique.
De plus, par rapport a la science-mere que constitue le traitement de signal, le traitement
d'images est une science beaucoup plus jeune. La grande quantite de donnees a manipuler
(images ou sequences d'images, c'est-a-dire signaux 2D ou 3D) interdit des traitements trop
complexes, notamment si l'on vise des applications realistes en terme de temps de calcul,
d'encombrement materiel ou de co^ut. Pour le traitement des signaux 1D au contraire, il existe
de \beaux outils", comme par exemple la transformee temps-frequence de Wigner-Ville, ou la
fonction d'ambigute
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, outils a priori proscrits en traitement d'image a cause de leur co^ut de
calcul.
Un collegue, ancien thesard, qui avait travaille dans une entreprise de traitement d'images de
la region, m'avait d'ailleurs conrme dans l'idee que le traitement d'image etait essentiellement
de la \cuisine". Je decouvrirai peu a peu qu'il avait raison en partie, mais en partie seulement,
et que si c'est de la \cuisine", du moins est-ce une cuisine subtile, qui necessite de jongler entre
algorithmes et architectures materielles, entre rapidite, robustesse et precision : : :
Mais le hasard des recrutements et des aectations en avait decide autrement. La encore,
deux ou trois mots pourraient resumer mon apprentissage au LTIRF :
{ L'Information a priori,
{ La Regularisation statistique,
{ Les Mises en uvre materielles (temps reel)
1: Il est loin le temps heroque de la civilisation grecque ou un seul esprit pouvait embrasser tout le savoir
scientique et philosophique de l'epoque, tel un Thales, ou un Aristote: : : Le dernier grand penseur universel est
peut-^etre Poincare.
2: Je me souviens notamment d'un expose brillant du professeur Bernard Escudie de l'ICPI-Lyon (Institut
de Chimie et Physique Industrielle) sur la fonction d'ambigute a l'occasion d'un stage de traitement de signal
organise par l'INSTN, moment fort qui a marque ma carriere de traiteur de signal. Je tiens a lui rendre ici
hommage.
1.3. O
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Par rapport a mon acquis en these, intervient ici le principe tres general de la minimisation
d'une fonction de co^ut comportant toujours deux types termes : un terme d'attache aux donnees
(energie externe U
a
), et un terme de contraintes de modelisation a priori (energie interne U
m
).
minU avec U = U
a
+ U
m
: (1:1)
Pour simplier, je pourrai dire que ma these n'avait traite que d'un seul des deux termes
d'energie : celui de l'attache aux donnees, par l'emploi des methodes de type EQM ou moindres
carres, sans aborder explicitement les aspects pourtant tres complementaires de la regularisation
statistique, a l'aide de contraintes ajoutees sur le modele (gestion d'un a priori pur supplementaire,
qui etait seulement mentionne comme possible dans la these).
De plus, je n'avais fait que du developpement logiciel au cours de la these, avec malgre tout
un souci de qualite et de perennite des logiciels produits (cf. [Lut88b]), alors que mon activite
au LTIRF m'a fait me pencher sur les problemes importants de mise en uvre materielle en
vue d'atteindre des traitements temps reel, point essentiel pour l'analyse du mouvement (e.g.
pouvoir detecter un obstacle present dans le champ d'une camera avant de l'avoir percute !).
1.3 Ou la Boucle est Bouclee
Parti du signal (these dirigee par Jean-Louis Lacoume du CEPHAG), en passant par l'image
(aectation au LTIRF dans l'equipe d'Alain Chehikian), mon parcours de recherche me fait
nalement aborder egalement le domaine de la parole. En eet, je participe au projet Labiophone
3
en collaboration avec l'ICP. Ce projet pluridisciplinaire (signal, parole, image, telecommunication),
soutenu par la federation ELESA et le departement SPI du CNRS, est selon moi un bel exemple
de la dynamique de la recherche a Grenoble, ou les clivages entre laboratoires ou equipes sont
oublies au prot d'un projet scientique ouvert, faisant appel aux competences complementaires
des dierents partenaires.
Par ailleurs, la fusion des deux laboratoires CEPHAG et LTIRF dans la creation du LIS me
fournit l'opportunite de revenir a la science-mere : le traitement du signal. Plusieurs perspectives
se dessinent, que j'evoque a la n du document.
3: Je souhaite rendre hommage a la memoire de C. Beno^t, le pere de ce projet Labiophone. J'avais appris
a l'apprecier au cours de notre collaboration, a la fois sur le plan scientique (pour la passion qui animait sa
recherche) mais aussi sur le plan humain (pour son c^ote \post-soixante-huitard" un peu provocateur qui me
plaisait bien).
4Chapitre 2
These en Signal
2.1 Theme de Recherche
Ma these, eectuee au LETI sous la direction scientique de Jean-Louis Lacoume et sous
la responsabilite technique de Roland Blanpain, m'a initie a deux themes fondamentaux du
traitement du signal : le ltrage et l'analyse spectrale. Le titre annonce les trois aspects originaux
de mes travaux de these, que je detaille dans les paragraphes qui suivent (x2.2, 2.3 et 2.4) :
Filtrage et analyse spectrale parametriques.
Applications en spectroscopie et magnetometrie RMN.
Elements de synthese pour un analyseur expert.
2.2 Atouts et Risques de la Modelisation
L'analyse spectrale parametrique tire son origine du domaine de l'automatique numerique.
Elle utilise l'outil transformee en Z, mais applique au traitement du signal. Elle consiste a
modeliser un signal numerique x
n
, echantillonne aux instants t = nt, ou t = 1=F
e
est la
periode d'echantillonnage, comme etant la sortie d'un ltre numerique de type ARMA (Auto-
Regressive Moving-Average) excite en entree par un bruit blanc centre e
n
de variance 
2
:
^x
n
=  
p
X
k=1
a
k
x
n k
+
q
X
k=0
b
k
e
n k
(2:1)
On passe alors au domaine frequentiel du signal en utilisant la transformee en Z, au lieu de la
classique transformee de Fourier. La fonction de transfert en Z du ltre s'exprime par :
H(z) =
q
P
k=0
b
k
z
 k
p
P
k=0
a
k
z
 k
(2:2)
En prenant z sur le cercle unite, (z = exp j2f=F
e
), on obtient H(f) d'ou le spectre du signal
modelise:
S
xx
(f) = jH(f)j
2
S
ee
(f) (2:3)
ou S
ee
(f) = 
2
t represente le spectre du bruit blanc en entree. Les parametres a
k
; b
k
;  du
modele sont estimes par une methode du type moindres carres. Il s'agit de minimiser une fonction
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erreur entre le modele et le signal observe. Dierents modeles peuvent ^etre choisis, selon la nature
du signal a analyser (AR, MA, ARMA, Prony, Pisarenko). Dierents criteres de minimisation
et algorithmes d'estimation sont egalement disponibles (EQM, LMS, RLS, ltres en treillis).
Dans la mesure ou l'on dispose d'un modele permettant le calcul d'un echantillon temporel du
signal a n'importe quel instant, on s'aranchit de l'inconvenient classique de la FFT (troncature
temporelle qui se traduit par une resolution frequentielle limitee et des ondulations sur le
spectre). La Fig. 2.1 illustre l'amelioration potentielle de l'analyse spectrale parametrique dans
le cas d'un signal synthetique de courte duree forme de deux exponentielles complexes dans du
bruit.
Fig. 2.1 - Simulation d'analyse spectrale: comparaison FFT et spectre de Prony. Les deux
raies spectrales sont noyees dans un seul lobe avec la FFT, alors qu'elles sont bien resolues par
l'analyse de Prony.
Ce principe de modelisation s'applique aussi bien pour la reduction de bruit : il s'agit alors de
mettre en uvre des ltres adaptatifs (du type treillis ou LMS) pour estimer un modele du bruit
additif qui ent^ache le signal. On obtient la encore des resultats remarquables, sur des signaux
de simulation constitues de sinusodes noyees dans un bruit MA, AR ou HF (cf Fig. 2.2).
Fig. 2.2 - Simulation de ltrage : signaux bruites en haut ; signaux ltres en bas. On remarque
l'adaptativite temporelle du ltrage.
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Cependant, ces techniques de modelisation, qui semblent tres performantes au premier abord,
doivent ^etre employees avec precaution. J'ai en eet appris au cours de ma these que l'on peut
faire dire a un modele ce que l'on veut : si l'on sait ce que l'on cherche dans un signal, on peut
toujours trouver le bon modele qui fera ressortir le resultat a trouver. D'ou a la fois l'importance
de l'information a priori pour denir un bon modele, et le danger des simulations sur des signaux
synthetiques correspondant au cas ideal du modele, avec lesquels on peut exhiber d'excellents
resultats, mais qui ne prouvent rien quant a la robustesse et la validation de la modelisation, si
ce n'est que l'algorithme a ete programme sans \bugs"...
2.3 Validation par les Applications
On comprend alors toute l'importance de la validation d'une methode de traitement sur des
donnees reelles (signaux ou images). Au cours de ma these, dierentes applications en RMN
(spectroscopie ou magnetometrie par Resonance Magnetique Nucleaire) ont permis de valider
les outils developpes.
La Fig. 2.3 montre l'amelioration eective obtenue par analyse spectrale parametrique dans
une application de spectroscopie de signaux RMN in vivo. Il s'agit d'extraire les dierentes
raies spectrales correspondant a l'ATP (adenosine tri-phosphate) contenue dans les cellules d'un
cerveau de rat (pauvre b^ete, Dieu ait son ^ame : : : ). La detection des multiplets de l'ATP (deux
doublets, un triplet) est bien meilleure avec l'analyse parametrique basee sur le modele de Prony.
Cette application a fait l'objet d'une publication dans une revue [LBDA89]
Une autre application en magnetometrie RMN pour l'etude geologique profonde du sol a
permis de valider l'inter^et de ltres parametriques reducteurs de bruit. La Fig. 2.4 illustre les
signaux obtenus : le champ magnetique est enregistre simultanement au sol (reference) et a
dierentes profondeurs dans le puit de forage (ici 1800m). Il existe a priori une forte coherence
entre ces signaux.
Pour extraire l'information geologique, il est necessaire dans un premier temps de decorreler
completement les deux signaux. Une mesure de coherence permet de quantier la qualite du
resultat. La technique classique consiste en une simple dierence des signaux, ce qui ne diminue
que partiellement la coherence. L'emploi d'un ltre reducteur de bruit adaptatif ameliore sensiblement
le resultat (coherence proche de zero). Il permet d'identier la fonction de transfert du ltre
passe-bas que constitue le sol terrestre et d'en determiner la frequence de coupure (Fig. 2.5).
2.4 Evaluation, Expertise et Qualite Logicielle
Dans tous les domaines de la recherche, de nombreux auteurs proposent souvent dierents
algorithmes pour resoudre un probleme donne. De multiples variantes et options eurissent dans
la litterature, et le jeune chercheur ressent alors le besoin d'articles de synthese qui l'orientent
a travers la jungle des idees originales. Le transfert du savoir est essentiel au progres de la
recherche et a la formation des jeunes doctorants. Un bon article de synthese vaut souvent
mieux que l'expose de la (n+1)ieme variante d'un algorithme ...
C'est pourquoi le dernier aspect de mon travail de these concerne un essai de synthese des
dierents outils et techniques disponibles en analyse spectrale et ltrage parametriques, en vue
de la denition d'un analyseur de spectre expert. Dierents modeles parametriques sont evalues
en detail. On souligne l'importance du choix du critere de selection de l'ordre du modele, du
critere de minimisation de l'EQM (erreur progressive, retrograde ou conjointe), l'inter^et de la
SVD (decomposition en valeurs singulieres qui sont les valeurs propres de la matrice de covariance
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Fig. 2.3 - Resultats sur signaux in vivo : FFT a gauche ; methode parametrique a droite.
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Fig. 2.4 - Ecacite d'un Reducteur de bruit : comparaison des coherences.
Fig. 2.5 - Fonction de transfert identiee du sous-sol a 400m de profondeur. Frequence de
coupure : 0.1 Hz.
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des donnees). Ce travail se poursuit actuellement au LIS (ex-CEPHAG), dans le projet ASPECT
d'aide a l'interpretation spectrale.
D'autre part, l'evaluation (notamment statistique) d'une methode ou d'un algorithme est
selon moi un point tres important en recherche : l'expertise est le complement indispensable de
la modelisation.
Enn, la perennite d'un travail requiert un eort non negligeable de lisibilite et de qualite
logicielle, eort que j'ai fourni a l'issue de ma these [Lut88b].
2.5 Bilan
Avec le recul, je tire quelques enseignements principaux de ce travail de these, hormis le
contenu purement scientique et technique.
D'abord, l'aiguillon de la recherche reside dans les applications : m^eme si le chercheur ne
doit pas se contenter du travail d'ingenieur, le moteur de son activite est bien le champ des
applications. Selon le mot d'un philosophe, la science (la physique) a la modeste ambition
d'expliquer le comment, si elle ne peut expliquer le pourquoi (ce qui reste du ressort de la
metaphysique). C'est-a-dire qu'elle a un r^ole a jouer dans l'action, dans la pratique.
Deuxiemement, un modele est bon s'il est ecace. La verite n'a rien a voir avec l'ecacite,
l'action. Le chercheur ne saurait pretendre a la recherche du vrai, mais plus modestement a la
recherche de l'eectif. Les modeles physiques ou mathematiques ne sont pas senses expliquer
le monde, mais seulement decrire son fonctionnement. Je reviendrai d'ailleurs sur la notion de
modele, en distinguant modeles mathematiques et modeles biologiques.
Enn, la validation d'un travail de recherche requiert trois choses, certes ingrates, mais
necessaires :
{ une evaluation de type statistique sur des donnees reelles, pour conrmer la robustesse
d'une methode et toutes ses qualites annoncees : s'arr^eter aux simulations est facile mais
trompeur, voire malhonn^ete.
{ le positionnement du travail dans le contexte des autres travaux existants, t^ache a la fois
plus dicile que par le passe (a cause de l'extension rapide du volume du savoir, des
connaissances et des methodes, et de la proliferation cancereuse des publications), mais
aussi plus facile gr^ace aux nouveaux moyens de communication (serveurs web auxquels on
peut acceder pour lancer des algorithmes sans avoir a les reprogrammer, ou banques de
donnees communes sur lesquelles on peut evaluer objectivement sa propre methode).
{ une mise en uvre robuste et reutilisable (logiciel ou materiel) : production de notes
techniques, d'interfaces conviviales et portables, developpement d'architectures de traitement
rapide, ce qui represente un travail parfois ingrat, mais cependant utile, a la fois pour la
communaute scientique et technique, et pour le chercheur lui-m^eme.
En conclusion, je rappelerai une remarque faite par une enseignante de philosophie s'adressant
a ses etudiants preparant leur memoire de ma^trise, et qui s'inquietaient de l'originalite de leur
rapport. Elle leur disait qu'il fallait avant tout lire, faire de la bibliographie, engranger le savoir
et les connaissances decouvertes par autrui, bref travailler et apprendre, et elle concluait par ses
mots : \L'originalite vient de surcro^t : : :"
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Chapitre 3
Du LTIRF au LIS
3.1 Le Laboratoire d'Accueil
Decrire le laboratoire d'accueil est une t^ache a la fois necessaire et agreable. Necessaire, car
cela permettra de m'y situer, et de mettre en evidence les collaborations nees de mon activite.
Agreable, car malgre de reguliers \coups de gueule" avec les collegues ou la direction, l'ambiance
du laboratoire reste tres conviviale, et c'est un plaisir que de decrire un lieu de travail ou l'on se
sent libre d'exprimer sa dierence, face a des collegues assez intelligents pour l'accepter, sinon
y agreer.
Jusqu'en decembre 1997, le LTIRF est un laboratoire d'une quarantaine de personnes, dont
une quinzaine de permanents (enseignants-chercheurs, techniciens et secretaire) et une trentaine
d'etudiants (thesards, DEA et stagiaires). Il est constitue en trois equipes :
{ l'equipe Vision qui developpe des algorithmes et des architectures materielles de traitement
rapide pour la vision par ordinateur et le traitement d'image bas niveau (detection de
contours, segmentation d'images, pyramides d'images, poursuite d'indices, machine de
vision),
{ l'equipe Reseaux Neuronaux qui etudie et applique les reseaux de neurones au traitement
de donnees et a la reconnaissance de formes, avec une approche essentiellement biologique
de la vision (separation de sources, analyse de texture et de couleur, classication, reseaux
evolutifs).
{ l'equipe Circuits Speciques, qui concoit des circuits integres analogiques et numeriques
pour le traitement du signal et la vision. Malgre sa creation plus recente, cette equipe
correspond a un savoir faire de longue date en microelectronique, et reete une des specicites
\hardware" du laboratoire (convolueurs rapides, retine en silicium).
De par sa taille moyenne, de par son statut relativement independant vis-a-vis du CNRS
(simple equipe d'accueil jusqu'en 1998), et de part l'homogeneite de statut des personnels ayant
une activite de recherche (tous professeurs d'universite ou ma^tres de conferences), le LTIRF avait
la particularite d'^etre un laboratoire ouvert, accueillant et liberal, voire libertaire, ou chacun,
du stagiaire au professeur, s'exprime librement.
Depuis le 1er janvier 1998, la fusion avec le CEPHAG a abouti a la creation du Laboratoire
des Images et des Signaux (LIS-INPG). Cette fusion presente un inter^et evident : d'une part,
elle concretise les collaborations deja existantes entre les deux laboratoires (notamment en
separation de sources, analyse temps-frequence, moments d'ordre superieur ...). D'autre part,
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elle confere au LTIRF un statut CNRS (UPRESA 5083), reconnaissance de sa valeur scientique
dans le domaine des Sciences pour l'Ingenieur (SPI). La contrepartie etant que le laboratoire,
en s'agrandissant, risque de perdre en autonomie (lien plus fort au CNRS) et en souplesse de
fonctionnement. On peut compter sur l'independance d'esprit des personnels de l'ex-LTIRF pour
veiller au grain ...
3.2 Animation Scientique
3.2.1 Le Groupe Mouvement-Markov (M&Ms)
Aecte a l'equipe Vision du LTIRF en octobre 1990, j'ai initie une activite de recherche
nouvelle au sein du laboratoire : l'analyse du mouvement dans les sequences d'images. J'ai
constitue un petit groupe de recherche autour de ce theme initial, en l'elargissant peu a peu
a la segmentation spatio-temporelle de scenes dynamiques, orientee vers des applications en
telesurveillance, en telecommunication audiovisuelle, et en compression de sequences d'images.
En moyenne, 5 a 6 personnes travaillent sous ma responsabilite chaque annee : 1 ou 2 enseignants-
chercheurs, 1 ou 2 doctorants et 2 ou 3 stagiaires (DEA et ingenieurs).
J'ai developpe plusieurs axes detailles ci-apres. La Fig. 3.1 en fait la synthese (themes
preponderants en gras), en repondant a la question exhaustive portant sur une cha^ne de
traitement : \quel type d'outils mathematiques et modeles, appliques a quel type d'information,
pour resoudre quel type de t^ache, requise dans quel type d'application, necessitant quel type de
mise en uvre?"
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Fig. 3.1 - Synoptique de mon domaine d'activite.
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3.2.2 Outils et Modeles Mathematiques
Regularisation Statistique par MRF
Pour l'analyse du mouvement et la segmentation spatio-temporelle de sequences video, je
me suis oriente vers une approche statistique de modelisation par champ aleatoire de Markov
(Markov Random Field ou MRF) inspiree des travaux de l'equipe de P. Bouthemy [BL93, LB90,
Lal90]. Cette approche est particulierement interessante en raison de la regularisation qu'elle
assure (face a un probleme mal pose comme celui de la detection de mouvement) et de sa
robustesse vis-a-vis du type de sequence traitee (stabilite du parametrage du modele). Elle
ore un cadre statistique bayesien rigoureux permettant de fusionner dierentes informations a
priori et dierentes observations. Cet outil statistique permet de calculer un champ de primitives
cachees (etiquettes) etant donne un champ de donnees (observations).
Les deux proprietes essentielles d'un MRF sont :
{ une notion de voisinage delimitant l'extension des interactions entre sites-pixels
1
,
{ une probabilite a priori du champ d'etiquettes modelisee par une distibution de Gibbs :
P / exp( U) ou P represente la probabilite et U la fonction d'energie associee.
Pour la detection de mouvement par exemple, le champ d'etiquettes est binaire (xe/mobile),
et les observations sont les dierences temporelles d'intensite lumineuse. La conguration la plus
probable du champ d'etiquettes en accord avec les observations est obtenue par la minimisation
d'une fonction d'energie, ne necessitant que des calculs locaux et fortement parallelisables,
d'ou des possibilites interessantes de mises en uvre rapides. Des algorithmes de relaxation
(stochastiques ou deterministes) permettent de trouver ce minimum.
Cette approche resulte d'une analogie avec la thermodynamique, ou l'etat d'equilibre d'un
gaz correspond a son etat d'energie minimale : ici, le gaz correspond a la sequence d'images,
les molecules du gaz sont les pixels, et l'interaction entre molecules voisines correspond a
l'interaction locale entre pixels. L'etat stable du gaz correspond a la conguration optimale
des etiquettes attribuees aux pixels de la sequence video.
Nous avons propose un modele spatio-temporel robuste pour la detection de mouvement dans
le cas d'une camera xe, utilisant un voisinage 3-D des pixels de la sequence avec des cliques
binaires (Fig. 3.2) [LCL99].
Les potentiels energetiques d'interaction (s; n) entre deux sites voisins s et n sont fonction
inverse de la distance euclidienne qui les separe dans le cube, distance eventuellement ponderee
par des facteurs d'echelle dierents selon l'orientation spatio-temporelle de la liaison (horizontale,
verticale, diagonale, passee, future) :
(s; n) =
1
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
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
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
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: (3:1)
ou 
x
, 
y
et 
t
sont les coordonnees dans l'espace 3-D (x; y; t) du vecteur
   !
(s; n) correspondant au
couple forme par le pixel courant s et l'un de ses voisins n, et ou 
x
, 
y
et 
t
sont les facteurs
d'echelle. Ces facteurs d'echelle peuvent eux-m^emes ^etre fonction des informations a priori dont
on dispose [LL98b], ou des contraintes que l'on souhaite imposer (contraintes geometriques sur
les formes par exemple).
1: \Un mouvement est une pensee de relations et de comparaisons" ([Ala41], p. 39).
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Fig. 3.2 - Voisinage spatio-temporel d'un pixel.
Pour le calcul de la conguration optimale du champ d'etiquettes (correspondant au minimum
d'energie), on a developpe une technique de relaxation a la fois spatiale et temporelle qui
s'applique sur des sections temporelles de longueur N
t
de la sequence d'images. On a alors aaire
a un MRV (Markov Random Volume) au lieu d'un MRF (Markov Random Field) [CL95a, CL95c].
Le modele a par ailleurs ete etendu en vue d'un \multi-etiquetage" qui permet de dierencier
plusieurs objets mobiles. On obtient autant d'etiquettes dierentes que de zones mobiles distinctes
dans l'image [LC93]. Le multi-etiquetage est gere par le processus markovien lui-m^eme (nombre
d'etiquettes automatiquement remis a jour en fonction du contenu de la scene).
Ces travaux ont fait l'objet d'un DEA [PC92] et de la premiere these que j'ai dirigee [Cap95].
L'approche MRF spatio-temporelle est aussi utilisee pour la segmentation des levres d'un
locuteur. On utilise alors 2 observations (teinte et changement temporel) et 4 etiquettes pour
coder 4 congurations pertinentes : presence/absence de rouge et presence/absence de mouvement.
Entropie et Ranement d'Histogramme
La determination des parametres toujours necessaires dans les algorithmes de traitement
d'image est un probleme recurrent : nous nous attachons a proposer des algorithmes robustes,
c'est-a-dire peu sensibles au choix des parametres (notamment des seuils).
Pour ce faire, il faut d'une part limiter au maximum le nombre de parametres requis dans
une methode, pour des raisons evidentes de robustesse et de stabilite du modele. Un bon contre-
exemple se trouve dans [KN95] ou le modele propose ne possede pas moins de 20 parametres,
ce qui laisse perplexe quant a sa stabilite.
D'autre part, il faut eviter au maximum l'utilisation d'heuristiques (methodes ad hoc souvent
criticables) pour determiner ces parametres, mais plut^ot proposer des methodes d'estimation
automatique et en ligne, en fonction des donnees disponibles.
Des methodes simples basees soit sur des histogrammes ranes, soit sur la notion d'entropie
donnent des resultats remarquables pour l'evaluation des seuils necessaires en segmentation de
teinte et de mouvement [LL99]. Evaluer l'entropie d'une dierence d'images permet en eet
d'evaluer le bruit qui aecte le mouvement, et de positionner ensuite le seuil juste au dessus de
ce niveau de bruit, pour ne conserver que les changements temporels signicatifs.
Pour la segmentation des levres dans un visage de locuteur, une methode par ranement
d'histogramme est proposee dans [LDC
+
99] pour estimer automatiquement la teinte correspondant
aux levres : elle consiste a estimer d'abord le mode dominant correspondant a la teinte de la peau,
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puis a eliminer les pixels appartenant a ce mode : on calcule alors un deuxieme histogramme
rane ou appara^t clairement le mode mineur des levres, qui etait au depart noye dans le mode
majeur de la peau (Fig. 3.3).
Fig. 3.3 - Ranement d'histogramme : a gauche, l'histogramme complet qui fait appara^tre
deux modes dominants : la peau (pic noir) et le fond; au milieu, les pixels du mode dominant
(segmentes en noir); a droite, l'histogramme rane apres elimination des pixels du mode "peau",
qui laisse appara^tre le mode mineur des levres (pic noir).
Statistiques d'Ordre Superieur
La caracterisation des composants electroniques utilises en technologie VLSI (Very Large
Scale Integration) implique l'etude de bruits non-gaussiens. En eet, dans les transistors MOS
de petite aire (inferieure au m
2
), on observe des bruits de type RTS (Random Telegraph Signal)
dus au piegeage-depiegeage d'un electron individuel dans un piege situe dans l'oxyde de grille.
Ces uctuations induisent des uctuations de conductance du canal, induisant a leur tour des
uctuations de variance de bruit thermique du canal, indetectables sur la densite spectrale de
puissance, et necessitant le recours aux moments d'ordre superieur.
Un bon indicateur de ce type de uctuation est la courbe donnant la variance de l'histogramme
de la variance glissante en fonction du nombre de points utilises pour calculer la variance. La
recherche d'autres indicateurs, une etude systematique de l'inuence de divers facteurs (50Hz,
derives d'alimentation) sur les indicateurs en question, et l'experimentation sur des signaux de
bruit provenant d'autres dispositifs (diodes Schottky) necessitent la mise en uvre d'un systeme
d'acquisition et de mesures commode, en ligne et si possible temps-reel.
J'ai co-encadre, avec Jean Brini du LPCS, un DEA de Microelectronique sur ce projet
[Bon98] : la cha^ne d'acquisition, de mesures et de traitement statistique (base sur le calcul
de l'indicateur ci-dessus) a ete mise en uvre sur l'analyseur de signaux HP35665A. Le cadre
de travail est desormais pose et va nous permettre d'explorer d'autres indicateurs statistiques
d'ordre superieur. A terme, le projet vise au developpement de nouvelles methodes de caracterisation
des composants electroniques, particulierement adaptees aux phenomenes non-lineaires apparaissant
dans les technologies tres miniaturisees.
Techniques Multi-resolution
Un de nos axes de travail theorique porte sur l'etude de dierentes techniques multiresolution
associees soit a la modelisation MRF pour la detection de mouvement (representation pyramidale
passe-bas des champs d'etiquettes et/ou d'observations, qui a fait l'objet d'un DEA [Hen93]), soit
aux algorithmes de calcul du ux optique (champ dense de vecteurs-vitesse) [Bou96]. L'apport
des techniques multiresolution permet d'ameliorer le comportement des algorithmes dans des cas
delicats de mouvement : possibilite de detecter et/ou estimer une plus large gamme de vitesses
d'objets (tres lents, tres rapides), des objets mobiles ayant une luminance uniforme (tres peu
textures) ou des mobiles bruites. Nous avons developpe un algorithme original de multiresolution
a la fois spatiale et temporelle [CL95b, CL95d, CL97], qui donne des resultats interessants pour
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la detection de mouvement dans ces cas delicats. Un exemple de pyramide spatio-temporelle
est donne Fig. 3.4. Le nombre de niveaux dans la pyramide est fonction de l'amplitude des
mouvements presents dans la scene et de la taille des objets mobiles.
Fig. 3.4 - Exemple de pyramide spatio-temporelle passe-bas a trois niveaux de resolution sur la
sequence Trevor (de haut en bas, k = 0; 1; 2).
Pour pallier l'inconvenient du lissage inherent aux pyramides passe-bas (perte de resolution
spatiale et temporelle), on s'interesse aux ondelettes 2-D, voire 3-D (bancs de ltres miroirs en
quadrature ou QMF) [Sim95, Chr96, LS96]. Cela permet de cumuler les avantages des ltrages
passe-bas et passe-haut, qui fournissent des informations complementaires et en principe non
redondantes.
La gure 3.5 donne un exemple typique de decomposition 2-D avec des ondelettes de Daubechies
a 4 coecients sur une sequence synthetique d'images comportant un carre sombre se deplacant
horizontalement vers la droite de 1 pixel/image. On constate bien s^ur que les coecients d'ondelettes
dans les sous-bandes HB, BH et HH sont non nuls au voisinage des contours de l'objet. Mais il
est surtout interessant de noter l'evolution du signe des coecients sur cet exemple simple : alors
que les coecients des contours horizontaux gardent le m^eme signe (contours toujours noirs ou
toujours blancs), les coecients des contours verticaux, qui sont perpendiculaires au sens du
mouvement, alternent de signe a chaque image : noir, blanc, noir, blanc : : :
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  image
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Fig. 3.5 - En haut) Transformee en ondelettes des images : la tendance (BB) et les 3 uctuations
HB, BH et HH (le fond gris fonce correspond a des coecients nuls, le noir a des coecients
negatifs, le blanc a des coecients positifs). En bas) Sequence synthetique : carre noir mobile
sur fond clair.
Ce phenomene nous a conduit a remettre en cause l'hypothese de coherence du mouvement
dans les sous-bandes, faite par certains auteurs [Baa91]. On a mis en evidence que cette hypothese,
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valable dans le cas de ltres continus, n'est plus valable dans le cas de l'utilisation de ltres
d'ondelettes discrets. L'invariance par translation n'existe que si le deplacement de l'objet est
un multiple d'une puissance du facteur d'echelle de resolution (typ. 2
m
pour des ondelettes
diadiques). En eet, il faut avoir : 2
 m
x = n 2 Z , x = n:2
m
. Sinon, un deplacement
dans le signal ne se traduit pas par un simple deplacement dans les coecients.
Une contrepartie interessante de cette constatation est que la recherche de periodicites
des coecients dans les sous-bandes est un moyen d'estimer l'amplitude du deplacement. Une
simulation en 1-D fera comprendre notre propos : la Fig. 3.6 presente un creneau lisse qui se
deplace d'un echantillon a chaque instant. Au premier niveau de uctuation, on trouve une
periodicite de 2, au deuxieme niveau, une periodicite de 4, indiquant que le deplacement est
eectivement unitaire a pleine resolution.
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Fig. 3.6 - Simulation de mouvement en 1-D : En haut) Signal de type creneau a 6 instants
successifs (deplacement d de 0 a 5 echantillons) ; En bas) Transformee en ondelettes : tendances
et uctuations a deux niveaux de resolution (m = 1 et m = 2).
Nous nous orientons a present vers l'utilisation d'ondelettes 3-D appliquees a des sections
temporelles de sequences d'images. Cette approche rejoint la methode frequentielle proposee par
Heeger, mais avec des avantages speciques a l'emploi des ondelettes.
Modele LIP
Le modele LIP (Logarithmic Image Processing) a ete developpe par l'equipe de Michel
Jourlin de l'INSA Lyon [JP95, MPJ96], initialement pour le traitement d'images obtenues en
transmission (radiographies), mais s'etend aux images obtenues par reexion. Sous sa forme
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simpliee, le modele LIP consiste a associer a la fonction intensite I(x; y) d'une image en niveaux
de gris une fonction de tons denie par : f(x; y) = M   I(x; y), ou M = 256 typiquement. Il
existe un isomorphisme fondamental  entre l'espace des tons de gris E et l'espace des reels R,
deni par :
(f) =  M log

1 
f
M

: (3:2)
On dispose ainsi d'une structure d'espace vectoriel reel ou l'on redenit de facon coherente
toutes les operations algebriques de base entre tons de gris (addition, soustraction, multiplication
par un scalaire, norme).
Les principaux points forts de ce modele sont un cadre mathematique algebrique tres rigoureux,
une transformation logarithmique de l'information d'intensite lumineuse (respectant le phenomene
biologique de compression logarithmique realisee par l'il), une redenition du contraste conforme
aux lois psychovisuelles de Weber et Fechner, et des operations qui assurent de travailler sur
des grandeurs toujours comprises dans l'intervalle borne [0,255], permettant notamment des
seuillages robustes [Pin97].
C'est au cours d'une ecole d'ete que j'ai organisee [CCL97] que j'ai pris connaissance de
ce modele. Il m'a paru repondre a un probleme que je me posais : alors que l'il discerne (i.e.
segmente) sans diculte les levres dans un visage, le traitement classique d'images (e.g. detection
de contours) a beaucoup de diculte pour atteindre les m^emes performances. Le contraste est
en eet tres faible dans certaines zones de contours des levres. Une transformation de type
logarithmique de l'information d'une part, et une redention du contraste d'autre part, me
semblaient donc dignes d'inter^et pour tenter de resoudre le probleme.
Nous avons applique avec succes ce modele a la segmentation de la teinte des levres dans un
visage de locuteur.
Transformees de l'Espace Couleur
Pour la segmentation spatio-temporelle des levres d'un locuteur, l'information de teinte joue
un r^ole important, le rouge etant la couleur predominante sur les levres
2
. On a donc ete amene
a traiter des sequences video couleur de locuteurs, et a s'interesser a dierentes transformees de
l'espace des couleurs (Fig. 3.7), du type RV B ! TLSP (teinte, luminance, saturation, purete)
[PB95].
z
r
v
b
ρ θ
où :  T = θ
        L = z
        S = ρ
Fig. 3.7 - Espace couleur.
Les transformations angulaires classiques, utilisant la fonction arctangente appliquee a des
2: \Et le mouvement, apparent ou reel, ne serait point percu sans quelque changement dans les couleurs et les
lumieres." ([Ala41], p. 45).
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rapports de dierences de composantes couleur (Eq. (3.3)), sont tres sensibles au bruit.
T =

2
  arctan
 
2R  V   B
p
3(V   B)
!
+ k ou: k = 0 si V > B et k =  sinon. (3:3)
An de s'aranchir des problemes d'ombre et de variations d'eclairement, et de gagner en
robustesse par rapport au type de camera utilisee (camera professionnelle tri-CCD ou micro-
camera mono-CCD), on a developpe une transformee couleur tres simple de type logarithmique,
inspiree du modele LIP et qui donne des resultats de segmentation robustes. Dans la mesure ou
le bleu est tres peu present dans le visage, tres bruite et fortement correle au vert, on n'utilise
que les informations portees par le rouge et le vert. On denit donc la teinte par :
T = 256
V
R
(3:4)
La Fig. 3.8 illustre l'information apportee par la teinte, qui fait bien ressortir quatre zones
principales : les levres, l'interieur de la bouche, la peau et le fond.
Fig. 3.8 - Sequence typique de locuteur : luminance en haut, teinte en bas (representee en
niveaux de gris).
On souhaite desormais formaliser notre approche et etendre le modele LIP au traitement
algebrique de la couleur [DP98].
3.2.3 Les Quatre T^aches de la Vision
La vision par ordinateur repose sur quatre t^aches principales : la detection, la segmentation,
l'estimation et l'interpretation.
Detection
La detection correspond a un processus de decision bas niveau, c'est-a-dire tres proche de
l'information elementaire qu'est le pixel (e.g. presence/absence d'une caracteristique).
La detection du mouvement video est logiquement la premiere etape dans l'analyse du
mouvement. Elle est basee sur les deux hypotheses de camera xe et d'eclairement quasi-constant
de la scene observee. Pour assurer la robustesse de la decision, une regularisation des changements
temporels detectes est toujours necessaire. Pour cela, nous avons opte pour une modelisation
par champ aleatoire de Markov.
Le modele a ete etendu a la detection avec multi-etiquetage pour dierencier plusieurs
objets mobiles. L'adjonction d'un ltre de Kalman au modele markovien permet en outre un
suivi temporel ecace (tracking) des zones detectees en mouvement dans la sequence, et une
estimation de leur vitesse et trajectoire [Cap95]. Un exemple de detection multi-etiquette est
donne Fig. 3.9.
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Fig. 3.9 - Detection de mouvement multi-etiquette, permettant de distinguer dierents mobiles
en les etiquetant avec un niveau de gris distinct (ici un carre et un rectangle qui se croisent). En
haut : la sequence synthetique. Au milieu : les champs d'etiquettes obtenus. En bas : superposition
des contours des masques detectes sur les images originales.
Segmentation
Contrairement a la detection, le terme de segmentation sous-entend generalement l'usage (et
le calcul) de criteres discrimants pour distinguer dierentes regions de l'image : estimation d'un
modele de mouvement (constant, lineaire ou quadratique), d'une teinte, d'une texture, etc : : :
par zone d'image.
La segmentation spatio-temporelle de sequences d'images rev^et un grand inter^et dans le cadre
des nouveaux besoins apparus en telecommunications audio-visuelles (norme de compression
MPEG), que ce soit pour la transmission et l'archivage de sequences video, l'indexation par
le contenu de scenes dynamiques, la visiophonie haut de gamme, les teleconferences, la realite
virtuelle, les interfaces homme/homme et homme machine.
L'approche MRF spatio-temporelle est utilisee pour la segmentation spatio-temporelle et
le suivi automatique des regions correspondant aux levres d'un locuteur, dans des conditions
naturelles d'eclairage et sans maquillage particulier, ce qui fait l'objet de la troisieme these que
je dirige actuellement [Lie00] (cf. x3.2.4). Cette segmentation est basee sur un double critere de
teinte et de mouvement. Le choix d'un voisinage 3-D pour modeliser les interactions entre pixels
s'avere tres pertinent pour cette application [LCL99]. Un exemple de resultat de segmentation
est donne Fig. 3.10.
Fig. 3.10 - Segmentation des levres d'un locuteur avec determination automatique de la zone
d'inter^et (bounding box).
Concernant plus particulierement la segmentation au sens du mouvement, on etudie a present
les methodes applicables au cas d'une camera mobile (compensation de mouvement basee sur les
modeles de mouvement et les estimateurs robustes) [Riq96] et les possibilites de mise en uvre
rapide sur DSP [Chb98].
20 CHAPITRE 3. DU LTIRF AU LIS
Estimation
L'estimation est une t^ache conjointe a la segmentation : elle porte sur le calcul local de
primitives bas-niveau (par exemple l'estimation d'un vecteur-vitesse par pixel, reetant son
deplacement d'un image a la suivante). Mais on se trouve confronte a un probleme bien connu
en traitement d'image : celui \de la poule et de l'uf". Laquelle des deux t^aches, segmentation
ou estimation, doit preceder l'autre? Une estimation realisee sur deux zones de nature dierente
sera biaisee (moyenne des informations des deux zones). Une pre-segmentation s'avere donc
necessaire pour guider l'estimation sur des zones homogenes selon un certain critere. Mais a
contrario, pour realiser une bonne segmentation, il faudrait disposer d'une estimation correcte
des primitives pertinentes. Il s'agit la d'un probleme a priori insoluble. Je preciserai dans le
bilan ma position sur ce point.
En ce qui concerne l'estimation de mouvement, nous nous interessons au calcul du ux
optique (champ dense de vecteurs-vitesses) selon trois types d'approches :
{ les approches dierentielles basees sur l'equation de contrainte du mouvement (ECM) :
@I
@x
v
x
+
@I
@y
v
y
+
@I
@t
= 0 (3:5)
Cette equation traduit l'hypotese de constance spatio-temporelle de l'illumination dans une
scene au cours du deplacement. Mais elle porte sur des informations tres locales et pose le
probleme classique d'ouverture, qui est resolu en ajoutant des contraintes de lissage [HS81,
NE86, Nag87]. Nous etudions l'association de ce type d'approche avec la transformee en
ondelettes pour les applications en codage video (methodes hybrides basees sur la DFD
(Displaced Frame Dierence)) [Fra94, Sim95, Chr96].
{ les approches par mise en correspondance [ADM81], qui consistent en la recherche (exhaustive
ou non) de blocs similaires entre deux images consecutives. L'implantation de ce type de
methode dans un cadre hierarchique [Ana89] (pyramides passe-bas) permet de reduire les
temps de calculs [Bou96].
{ les approches frequentielles [Hee87], basees sur le fait que le spectre d'energie d'un bruit
blanc en mouvement de translation dans l'image est concentre dans un plan de l'espace
des frequences spatio-temporelles :
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Ce troisieme type d'approche a ete l'occasion d'une cooperation entre l'equipe Vision
et l'equipe Neurones du LTIRF, car la decomposition en frequences spatio-temporelles
correspond, dans l'approche biologique du processus de vision, a l'analyse faite par l'il
pour traiter l'information de mouvement. Dans le cadre du programme TEMPRA de
collaboration avec les pays de l'est, j'ai recrute un etudiant roumain de l'Universite Polytechnique
de Bucarest (UPB) qui a soutenu une these [Spi98] dirigee par un collegue du laboratoire,
avec qui j'ai initialement collabore sur l'approche frequentielle avec des ltres de Gabor
[Yao94].
Interpretation
L'interpretation consiste a produire une information de haut niveau, par exemple de type
semantique (reconnaissance d'objets, structuration d'une scene 3-D).
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La vocation du laboratoire concernant plut^ot les aspects bas niveau, l'interpretation haut
niveau, qui releve du genie informatique et de l'intelligence articielle, n'entre pas directement
dans notre champ d'activite.
Cependant, certaines informations semantiques pertinentes peuvent ^etre extraites facilement
de nos traitements bas-niveau, comme par exemple l'information d'ouverture/fermeture des
levres a partir des masques segmentes. Ce type de renseignement peut ensuite ^etre utilise dans
un processus de fusion pour la reconnaissance audio-visuelle.
3.2.4 Applications
Vision Embarquee
Parmi les multiples applications de la vision par ordinateur (robotique, contr^ole non destructif,
diagnostic medical, meteorologie...), nous avons surtout investigue les applications de la detection
de mouvement a la telesurveillance (entrees de b^atiments, terrains : : :) et au contr^ole du trac
routier. La Fig. 3.11 est une illustration typique de surveillance video d'une scene de rue.
Fig. 3.11 - Telesurveillance video. En haut : la sequence d'images (scene de rue avec pietons et
voiture). Au milieu : les masques obtenus par detection de mouvement multi-etiquette, permettant
de distinguer et suivre les dierents mobiles. En bas : superposition des contours des masques
detectes sur les images originales.
Ce type d'application requiert un materiel embarque (autonomie, faible encombrement, faible
co^ut, abilite) et fonctionnant en temps-reel, d'ou l'importance des mises en uvre materielles
des algorithmes, qui font l'objet du x3.2.5.
Telecommunications
Un autre champ d'applications en plein developpement a l'heure actuelle est celui des
telecommunications audiovisuelles : compression de sequences d'images pour la transmission
de TV numerique (standard MPEG [Kle95]) ou l'archivage video, interfaces multi-modales
homme/machine.
Dans le cadre de la federation de laboratoires ELESA, le projet Labiophone auquel je
participe vise au developpement d'une plate-forme de communication homme-homme et homme-
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machine par la parole audio-visuelle. Il est en eet connu que la lecture labiale (et faciale)
permet a un individu, malentendant ou non, de rehausser substantiellement l'intelligibilite d'un
message acoustique degrade (bruit, langue etrangere : : : ) La parole est en fait un vecteur de
communication multi-sensoriel.
D'ou l'idee de prendre en compte la dimension visuelle du langage pour un traitement
automatique, que ce soit dans le sens machine ! homme (synthese de visages parlants), dans le
sens homme ! machine (reconnaissance automatique de la parole) ou dans le sens machine !
machine (compression conjointe du son et de l'image pour codage bas debit).
Le contexte du projet est decrit sur la gure Fig.3.12.
Fig. 3.12 - Contexte du projet Labiophone.
Le LIS participe activement a ce projet a deux niveaux : d'une part au niveau de l'analyse
de visages parlants (segmentation de levres et estimation de leurs contours, analyse geometrique
pour l'extraction de points pertinents en vue du rendu realiste et de l'animation d'un modele
texture de visage de locuteur), et d'autre part au niveau de la fusion audio-visuelle.
Notre contribution a ce projet se situe au niveau de la phase de pretraitement qui consiste a
extraire automatiquement les masques des levres et la region d'inter^et de la bouche [LL97a,
LL97b, LL98a, LL98b]. Ce pretraitement fournit des points initiaux ables qui permettent
ensuite de lancer un processus de contours actifs (snakes) qui viennent converger precisement
sur les contours des levres (Fig. 3.13). Ce travail est le fruit d'une collaboration etroite avec
Pierre-Yves Coulon et son thesard Patrice Delmas [LDC
+
99].
3.2.5 Mises en uvre Materielles et Logicielles
En parallele aux etudes theoriques, le laboratoire, dont la competence reconnue porte sur la
realisation de circuits, de cartes electroniques et d'architectures adaptees au traitement rapide
d'images, s'interesse aux possibilites de mise en uvre materielle des algorithmes. Nous etudions
plus particulierement l'implantation des algorithmes de detection de mouvement par champ
de Markov et de segmentation des levres sur trois types de materiels, en vue d'atteindre un
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Fig. 3.13 - Extraction automatique de contours de levres. En haut et au milieu : points initiaux
(externes et internes) fournis par pretraitement automatique. En bas : contours actifs positionnes
sur les levres.
traitement \temps reel", c'est-a-dire a la cadence video (25 images/s). Pour ces mises en uvre,
nous collaborons fructueusement avec d'autres chercheurs des trois equipes de l'ex LTIRF,
collaboration valorisee par des publications dans des revues [CDLC96, DLC98b].
Circuits Cellulaires Analogiques (ASIC VLSI)
Ce travail, initie en 1993 suite a une discussion avec Jeanny Herault de l'equipe Neurones
autour du concept de retine en silicium, porte sur la mise en uvre sur un circuit integre
mixte analogique-numerique de l'algorithme de detection de mouvement par MRF. L'idee est
de realiser la minimisation d'energie, non pas de facon logicielle par un algorithme de relaxation
deterministe ou stochastique (du type recuit simule ou ICM), mais de facon materielle en laissant
relaxer un reseau resistif vers son etat de dissipation minimale d'energie.
La Fig. 3.14 presente l'architecture de l'ASIC detecteur de mouvement ainsi qu'un layout de
la cellule elementaire du reseau, qui integre a la fois le capteur (photo-recepteur) et le traitement
bas niveau (detection de mouvement).
Les simulations electriques eectuees sont concluantes et permettent d'envisager la realisation
d'une camera \intelligente" qui detecte en temps-reel le mouvement dans la scene observee. Mais
la contre-partie a ce capteur intelligent est un facteur de remplissage pas encore satisfaisant :
seulement 10 % de la cellule sont occupes par le photo-recepteur, le reste etant occupe par les
circuits de traitement et les connexions. La conception du circuit, qui utilise la technique des
courants commutes, se heurte aux problemes de la haute integration en technologie CMOS, et est
actuellement a l'etude. Nous utilisons, pour la conception du circuit et les simulations, les facilites
dont dispose le laboratoire, puisqu'il est situe a proximite du CIME (Centre Interuniversitaire
de MicroElectronique) et collabore avec le CNET de Meylan sur un projet de retine en silicium
[Sic99].
J'ai encadre trois stages d'etudiants de l'UPB sur ce projet [Pop93, Pop94, Dra96]. Ce
travail a fait l'objet de plusieurs publications [Lut93, LPC94b, LPC94a, LP95, PL95], dont un
article dans la revue IEEE Trans. on Circuits and Systems [LD99]. Le projet se poursuit en
collaboration avec Gerard Bouvier de l'equipe Circuits Speciques (co-encadremenet d'un DEA
de microelectronique [ElA98]).
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Fig. 3.14 - A gauche) Architecture du reseau VLSI analogique ; A droite) Layout d'une cellule
elementaire (technologie CMOS 1:2m).
Composants Programmables Standards (DSP, FPGA)
Ce second type d'implantation a fait l'objet de la deuxieme these que j'ai dirigee [Dum96]. Il
s'agit de la mise en uvre de la detection de mouvement en temps-reel sur une carte d'acquisition
et de traitement au format PC (bus ISA), a base de circuits logiques programmables FPGA
(Field Programmable Gate Array) et d'un DSP Motorola 96002 de frequence d'horloge 33 MHz
(Fig. 3.15).
Cette carte, developpee au laboratoire par J.P. Charras, avait ete initialement concue pour
la detection de contours. Une etude architecturale des besoins pour la detection de mouvement
a conduit a la realisation d'un second prototype operationnel. Le point cle de cette architecture
est le traitement asynchrone des donnees, rendu possible par la presence d'une memoire tampon.
Notre implantation aboutit a une carte electronique autonome, qui realise la detection de
mouvement a une cadence de traitement de 15 images/s pour une taille d'image 128  128.
Cette mise en uvre a fait l'objet de plusieurs publications [DLC96b, DLC96a, DLC97, CLD95,
CLD98], dont un article dans la revue IEEE Trans. Imaging Processing [DLC98b]. Une reexion
architecturale est proposee dans [DLC98a]. Ce travail s'est deroule en etroite collaboration avec
J.P. Charras et P.Y. Coulon de l'equipe Vision pour la partie electronique (DSP, FPGA).
Machines Multi-Processeurs Paralleles
Un troisieme type d'implantation materielle concerne l'utilisation de machines paralleles de
type SIMD.
L'algorithme de detection de mouvement a d'abord ete implante sur une machine parallele
SIMD a 256 processeurs (la machine CNAPS de chez Adaptive Solution). Une cadence de
traitement d'environ 12 images/s est obtenue. Mais, cette machine n'etant pas dediee au traitement
d'images video, mais plut^ot aux reseaux de neurones, elle ne nous a servi que de critere de
comparaison par rapport aux autres implantations materielles.
Une collaboration en cours avec le CNET Meylan concerne l'implantation de nos algorithmes
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Fig. 3.15 - Carte PC prototype developpee au laboratoire, sur laquelle est implantee la detection
de mouvement en temps reel. En haut) Architecture de la carte : la partie grisee correspond aux
etages fonctionnant en mode synchrone, c'est-a-dire a la cadence du ux pixel. En bas) Photo
du prototype.
sur un processeur video parallele programmable (le PVP) developpe par le CNET. Il s'agit d'une
structure SIMD a 8 (ou 16) processeurs avec 7 ux video d'entree/sortie. Elle ore une puissance
de traitement de 2 Gops et autorise des entrees/sorties a haut debit (4 Gbits/s). Pour la detection
de mouvement, une cadence de 150 images/s a ete obtenue sur le simulateur logiciel du PVP.
Quant a la segmentation des levres, une cadence de 15 images/s a ete evaluee. J'ai encadre
deux stages-ingenieurs sur ce projet [Lab98, Gje98]. La conception et la realisation d'une carte
au format PC (bus PCI) equipee d'un processeur PVP doit faire l'objet d'un contrat avec le
CNET.
En parallele, une mise en uvre sur le processeur video TMS320C80 (structure MIMD avec
4 DSPs et un processeur RISC) est prevue, ce qui permettra de comparer les performances de
ces deux types de processeurs video d'architecture assez dierente.
Environnement Logiciel MAIS
J'ai ete rapidement confronte, en encadrant de nombreux stagiaires chaque annee, aux
problemes d'insertion informatique du stagiaire, et de perennite et reutilisation des logiciels
developpes. C'est pourquoi j'ai developpe sous OpenWindows un environnement de programmation
avec interface graphique conviviale (Fig. 3.16), qui permet de manipuler des sequences d'images
(allocation, achage statique et dynamique, stockage, visualisation, conversion de format).
Cette interface est largement utilisee par de nombreux stagiaires et thesards du laboratoire,
encadres par moi-m^eme ou par mes collegues. Chaque nouvel utilisateur peut ainsi se concentrer
sur la phase de programmation des traitements proprement dits, et inserer sa contribution dans
cette interface, tout en beneciant des algorithmes developpes par ses predecesseurs.
Cette interface evolue en permanence avec le temps, avec les suggestions des utilisateurs,
avec les nouvelles versions de XView, s'acheminant peu a peu vers la portablilite (Unix, Linux),
et essayant de respecter une demarche de \qualite logicielle".
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Fig. 3.16 - Interface MAIS : la fen^etre de visualisation gauche sert a l'achage dynamique
des sequences, celle de droite a l'achage statique des images. Les menus de chargement et
d'achage sont representes a gauche.
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3.2.6 Relations Industrielles, Collaborations, Contrats
En 1994, une collaboration avec SGS-Thomson portant sur la compression de sequences
d'images (MPEG) a fait l'objet d'un contrat dans le cadre d'une these CIFRE. Malheureusement,
l'etudiante en these a demissionne a mi-parcours pour des raisons personnelles. J'en etais le
responsable au LTIRF (responsable industriel : R. Bramley).
En 1995, un contrat de collaboration avec le CNET a ete signe pour la realisation d'une
retine en silicium pour la detection de contours et de mouvement. Le responsable industriel
est P. Senn et le responsable au LTIRF est le G. Bouvier. Nos travaux sur le circuit VLSI
implantant l'algorithme markovien de detection de mouvement benecient de cette collaboration
et la fructient.
Le LIS est federe avec sept autres laboratoires grenoblois rattaches au CNRS au sein de la
federation ELESA en Automatique-Traitement du Signal. Un important projet soutenu par la
federation est le projet Labiophone (visiophone haut de gamme bas debit avec fusion d'informations
auditives et visuelles venant du locuteur). Ce projet fait intervenir, outre le LIS et l'ICP (Institut
de la Communication Parlee), plusieurs industriels de la region en partenariat (SGS-Thomson,
CNET-CNS, Ganymedia ...). Un des themes d'etude de ce vaste projet concerne l'analyse du
mouvement d'un visage parlant (levres, menton), theme dont je suis co-responsable avec J.L.
Schwartz de l'ICP et P.Y. Coulon du LIS. J'ai encadre sur ce sujet un DEA [Lie96a], deux stages
ingenieurs [Lie96b, Asf97], et je dirige actuellement une these demarree en octobre 1997 [Lie00].
Toujours dans le cadre de la federation ELESA, je collabore avec J. Brini du LPCS sur
l'analyse du bruit dans les composants electroniques, basee sur des methodes utilisant les
moments d'ordre superieur (co-encadrement d'un DEA de microelectronique [Bon98]).
En 1998, nous avons contracte avec Thomson-Plasma par l'intermediaire d'INPG-Entreprise
pour le developpement d'algorithmes visant a l'amelioration du rendu visuel de la couleur
(dithering) sur ecrans a cristaux liquides, qui ne disposent que de 4 bits pour coder chaque
composante couleur. Les responsables au LIS etaient A. Caplier et moi-m^eme (responsable
industriel : P. Zorzan). Cette prestation a ete assuree par mon thesard M. Lievin.
En 1997, une collaboration a ete initiee avec le CNET-Meylan autour du processeur PVP, a la
fois sur des aspects logiciels et materiels : mise en uvre de nos algorithmes sur le processeur, et
conception d'une carte au format PC (bus PCI) integrant le processeur PVP, pour le traitement
temps-reel de sequences video. Les responsables de ce projet sont D. Barthel du CNET Meylan,
et moi-m^eme au LIS.
L'interface logicielle MAIS semble egalement interesser le CNS/CNET, qui accueille chaque
annee de nombreux stagiaires, pour resoudre le m^eme type de probleme que j'ai moi-m^eme
rencontre avec mes stagiaires : orir un environnement de travail permettant a tout nouveau
developpeur de se concentrer sans perte de temps sur la phase de programmation de ses traitements,
sans avoir a re-developper sa propre interface pour la gestion de donnees video et l'achage
graphique.
Enn, nous participons au GDR PRC ISIS, le groupe de recherche du CNRS sur le traitement
du signal et des images, par des presentations dans des reunions informelles [CL93, Lut93] ou
des conferences avec actes [DLC96a].
3.2.7 Relations Internationales
Dans le cadre du programme TEMPRA de collaboration de la region Rh^one-Alpes avec
les pays de l'est, j'ai initie une collaboration entre le LTIRF et le departement d'Electronique
Appliquee de l'Universite Polytechnique de Bucarest (Pr. V. Buzuloiu et D. Steriu). Depuis
1993, le LTIRF a accueilli 6 etudiants boursiers roumains (stages de n d'etudes, DEA, theses
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en co-tutelle) et je me suis rendu deux fois a Bucarest pour le recrutement des stagiaires. Une
collaboration bilaterale plus equilibree entre Grenoble et Bucarest est cependant souhaitable et
je m'eorce d'y contribuer.
J'ai recu par ailleurs une invitation pour assurer un seminaire en analyse du mouvement a
l'occasion d'une ecole internationale de printemps organisee a Bucarest par l'Universite Polytechnique
tous les ans.
3.3 Bilan
En resume, mon activite au sein du laboratoire a conduit a la constitution d'une petite
equipe de recherche autour d'un theme nouveau pour le laboratoire : l'analyse du mouvement
video. Mon eort a porte sur l'encadrement des etudiants sous ma responsabilite, a la fois
sur le plan theorique et sur le plan informatique (developpement d'un environnement logiciel
commun avec interface graphique sous OpenWindows pour la manipulation, le traitement et
la visualisation de sequences d'images), ainsi que sur la valorisation des travaux de l'equipe
(publications et contrats). Depuis la rentree 1996, je benecie d'une Prime d'Encadrement
Doctoral et de Recherche.
Le laboratoire a desormais acquis une competence reconnue en analyse du mouvement dans
les sequences d'images. Ce nouveau savoir-faire, auquel j'ai contribue, porte a la fois sur des
aspects theoriques de traitement (modelisation MRF, multiresolution : : : ), sur des aspects
d'implantation materielle (architectures, circuits, cartes ou machines de traitement rapide) et
enn sur des aspects applicatifs (telesurveillance, compression, Labiophone : : :). Ces travaux ont
ete l'occasion de renforcer sur plusieurs themes la collaboration entre les trois equipes Vision,
Reseaux Neuronaux et Circuits Speciques, ce qui est un point positif pour le laboratoire.
3.3.1 Points Cle d'un Traitement
Le probleme de segmentation de levres d'un locuteur dans des conditions naturelles d'eclairement
et de maquillage nous a fait sentir l'importance de quatre points cles dans une cha^ne de
traitement de sequences d'images : l'etape d'acquisition du signal video, le choix des observations,
la connaissance d'informations a priori, et enn l'adequation algorithme/architecture (cf. Fig. 3.17).
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Fig. 3.17 - Points cles dans une cha^ne de traitement.
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{ Conditions d'acquisition du signal video : il n'est pas inutile de rappeler ici une petite
evidence : meilleure est l'acquisition, moindres sont les performances requises du traitement.
Utiliser une camera professionnelle tri-CCD, ou une micro-camera mono-CCD pour acquerir
les sequences couleur implique des contraintes de robustesse dierentes au niveau du
traitement. Dans tous les cas, il est donc essentiel de bien evaluer la phase d'acquisition
(reglage des blancs, eclairage, correlation des plans couleurs, ombres et reets) avant de se
lancer dans un traitement.
{ Importance des observations choisies pour realiser un traitement donne : quelles que soient
la performance et la robustesse de l'algorithme utilise, le choix de dierentes observations,
complementaires et non redondantes, est essentiel en traitement d'images : en l'occurrence,
la teinte, le contraste sur la luminance, l'information de mouvement, voire m^eme la texture,
doivent ^etre pris en compte simultanement dans un unique processus de segmentation pour
optimiser les resultats.
{ Importance de l'information a priori : l'integration conjointe d'information spatiale et
temporelle sous contraintes constitue l'originalite de notre approche et s'avere essentielle
dans un projet comme le Labiophone. La plupart des travaux sur le suivi des levres
consistent en eet en une segmentation uniquement spatiale, image par image.
{ L'Adequation entre l'Algorithme est l'Architecture cible est un domaine de recherche a
part entiere (cf x3.3.2 ci-desous).
3.3.2 Prises de Position
Mon Point de Vue sur l'Evolution du Hard
Concernant les etudes d'architectures materielles, plusieurs points sont a souligner. Plus
que le materiel nal ou une realisation concrete et operationnelle, c'est surtout la demarche et
les concepts architecturaux qui comptent (cf. reexion architecturale proposee dans [DLC98a]
ou l'on presente deux types de modules : module \soft" type FPGA + module \hard" type
DSP). La cle d'une mise enuvre temps-reel reside souvent plus dans une bonne gestion des
communications, que dans la cadence de traitement du ou des processeurs elementaires. Peu
de systemes operationnels integrant toute la cha^ne de traitement video, depuis l'acquisition
jusqu'a la visualisation, sont presentes dans la litterature. C'est sur ce creneau que nous nous
positionnons au laboratoire.
Mais la valorisation de ce type de travail hardware represente un double challenge. D'une
part, l'evolution rapide de la technologie des processeurs, rend vite caduque une realisation
materielle initiee deux ou trois ans auparavant a l'occasion d'un travail de these par exemple.
Car la prochaine generation de processeurs generiques (type Pentium) vient souvent outre-
passer les performances d'une machine dediee. Et la programmation sequentielle supplante
la programmation ardue en langage assembleur ou en langage parallele. L'avenir me semble
donc davantage resider dans l'utilisation de processeurs generiques (du type processeurs video
integrant un certain parallelisme), plut^ot que dans les machines dediees.
D'autre part, la publication de ce genre de travaux represente un challenge et demande un
eort certain, que je crois avoir su fournir pour relever ce de (cf. publications dans des revues).
On ne peut donc nier que la recherche hardware presente un certain handicap, qu'il faut savoir
surmonter et valoriser.
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Contours ou Regions?
Dans mes choix de recherche, j'ai un parti pris pour les approches regions plut^ot que contours.
La detection de contours est en eet une t^ache delicate (problemes non triviaux de seuillage par
hysteresis, de cha^nage de contours, d'approximation polygonale [Run92]) qui, m^eme une fois
resolue, doit encore subir un post-traitement, pour ensuite seulement pouvoir ^etre exploitee en
vue d'en deduire une information de forme exterieure des objets. L'approche region me semble
plus proche de l'information semantique, et donc plus proche des besoins d'interpretation a haut
niveau.
Cette remarque est aussi valable pour le ux optique dense, qui est toujours dicile a estimer
et fournit rarement une information exploitable en soi. Un ot epars, ou un vecteur vitesse
attache a chacun des objets segmente, est une information plus directement exploitable a plus
haut niveau. C'est pourquoi j'oriente mes recherches davantage vers la segmentation que vers
l'estimation du ux optique.
Mais en fait, c'est dans la cooperation entre les deux types d'approches (contours et
regions, ou estimation et segmentation) que reside la cle d'un traitement performant, comme on
l'illustrera au x1.4.3, p. 60.
Modeles Mathematiques versus Modeles Biologiques?
Contrairement a l'equipe Reseaux Neuronaux du laboratoire qui axe ses recherches sur
les modeles biologiques, psychovisuels et cognitifs pour les appliquer au domaine des sciences
de l'ingenieur, j'ai quant a moi une preference pour les modeles mathematiques plut^ot que
biologiques, due en partie a ma formation initiale d'ingenieur
3
.
J'ai conscience que ma recherche est de ce fait plus avale, et plus modestement utilitariste,
visant a des applications concretes. L'eort de pluridisciplinarite est une uvre de recherche
plus amont et plus fondamentale, plus ambitieuse aussi, et plus noble, mais egalement a plus
long terme. Mais, a ma connaissance, les algorithmes issus de modeles biologiques ont rarement
approche l'etat de l'art de la vision par ordinateur basee sur les approches \computationnelles",
ou du moins pas dans les m^emes delais. Cependant, sur le long terme, nul doute que c'est dans
les approches inspirees de la biologie et de la psycho-vision que reside le plus gros potentiel
a venir (chronique d'une retine annoncee). Mais dans l'intervalle, les modeles mathematiques
ont leur r^ole a jouer, en vue d'applications eectives rapidement, et ceci pour un certain temps
encore : : :
De mon point de vue, et suivant mon experience, l'inspiration a partir du systeme de
perception humain ou animal (perception du mouvement, des couleurs) peut ^etre utile pour
guider la modelisation mathematique.
3.3.3 Experience Personnelle
J'aimerais nalement souligner quelques points issus de mon experience personnelle :
{ D'abord la motivation par les applications et les mises en uvre. Ma formation d'ingenieur
me fait me tourner plut^ot vers la recherche appliquee. En outre, les mises en uvre temps-
reel sont un point incontournable quand il s'agit d'analyse du mouvement, car detecter le
3: Une citation de Poincare, qui decrit parfaitement l'approche MRF, eclaire ma position : \C'est donc gr^ace
a l'homogeneite approchee de la matiere etudiee par les physiciens que la physique mathematique a pu na^tre.
Dans les sciences naturelles, on ne retrouve plus ces conditions : homogeneite, independance relative des parties
eloignees, simplicite du fait elementaire, et c'est pour cela que les naturalistes sont obliges de recourir a d'autres
modes de generalisation." ([Poi68], p. 172).
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mouvement avec un retard important rend inutile le resultat (evitement d'obstacle trop
tardif : : : )
{ La publication dans certaines revues comme les IEEE Trans. represente un exercice de
style en soi, necessitant de respecter a trois points principaux : la ma^trise de la langue
evidemment, le positionnement du travail pour rapport a la communaute scientique
(chapitre \related works"), et enn l'evaluation du travail (evaluation de type statistique
par exemple pour etayer la robustesse d'un algorithme). Cette demarche est en regle
generale plus ancree dans la culture anglo-saxonne que dans la n^otre.
{ La participation a des conferences est beneque a plus d'un titre : pour l'occasion qui
est donnee de nouer des contacts scientiques, pour la publicite et l'image de marque
du laboratoire, et pour suivre l'evolution de l'etat de l'art, les tendances et les modes
scientiques.
{ Ma mobilite geographique (LETI, Suede, LTIRF) et thematique (Electronique, Signal,
Image, Parole) a nalement ete pour moi un atout plus qu'un handicap.
{ Enn, l'importance du travail d'equipe me para^t essentielle dans le domaine de la recherche,
ou l'individu isole conna^t parfois des traversees du desert desesperantes. Ayant travaille
essentiellement seul pendant ma these, j'ai pu apprecier a contrario tout le benece de la
collaboration en equipe au sein du LTIRF.
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Chapitre 4
Enseignement
4.1 A l'ENSERG
L'Ecole Nationale Superieure d'Electronique et Radioelectricite de Grenoble (ENSERG) est
une des dix ecoles rattachees a l'Institut National Polytechnique de Grenoble (INPG). Elle forme
des ingenieurs electroniciens en trois ans. Les promotions sont d'environ 120 etudiants. Les deux
permieres annees consistent en un enseignement de tronc commun (mathematique, physique,
electronique de base : : : ) alors que la troisieme annee apporte une specialisation dans une des
trois options proposees par l'ecole : systemes integres, traitement de l'information, systemes de
transmission.
J'interviens principalement dans les enseignements de 2eme annee (cours, TD et TP), et dans
une moindre mesure dans ceux de premiere annee (TD), ainsi que dans les projets de troisieme
annee (tutorats).
Mon activite d'enseignement s'articule autour de trois p^oles :
{ les mathematiques de l'ingenieur (Cours et TD) : 60h
{ le traitement du signal et la theorie de l'information (TD) : 40h
{ l'electronique et l'automatique (TP) : 150h
Ces trois p^oles distincts s'organisent de facon assez coherente autour du traitement du signal,
en partant des outils theoriques jusqu'aux aspects pratiques et materiels.
En eet, le cours et les TD de mathematique que j'assure en 1ere annee abordent les
principaux outils necessaires au traitement du signal : fonctions de la variable complexe et
theoreme des residus, transformees de Laplace, de Fourier, en Z, series de Fourier, systemes
d'equations dierentielles et equations aux derivees partielles. J'ai redige un document de cours
destine aux etudiants de premiere annee [Lut96].
Les travaux diriges que j'encadre en 2e annee sont plus directement couples a mon activite de
recherche. Il s'agit, en eet, d'une part de traitement du signal : rudiments sur les distributions,
etude spectrale des signaux certains, ltres, signaux a bande etroite, echantillonnage, traitement
et ltrage numeriques, fonctions aleatoires, processus faiblement stationnaires, bruit dans les
systemes de transmission. D'autre part de theorie de l'information : notions de source et d'entropie,
extension d'une source, capacite d'un canal, codage sans bruit et avec bruit (codage source et
codage canal), ecacite, theoremes de Shannon, codes lineaires, correcteurs, cycliques, cas des
signaux continus. Ces TD sur la theorie de l'information m'ont servi pour l'approche statistique
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par champ aleatoire de Markov que j'utilise, pour la compression d'images et, d'un point de vue
plus philosophique, pour la facon d'envisager un probleme en terme d'information ou entropie.
A l'inverse, mon activite de recherche sur les MRF m'a permis d'enrichir les TD au sujet des
sources de Markov.
Enn, en tant que responsable de la plate-forme de TP2A (Travaux Pratiques) depuis 1992,
j'ai mis en place ou renove un certain nombre de manipulations, dont quatre en rapport direct
avec le traitement de signal numerique :
{ analyseur de spectre numerique a FFT
{ transformee de Fourier numerique : initiation a Matlab
{ transformee en Z et systemes discrets : simulation avec Matlab
{ asservissement numerique d'une pompe a chaleur : identication avec Matlab
{ instrumentation programmee par bus GPIB : environnement LabWindows
{ amplicateur contre-reactionne a circuits integres avec didacticiel Toolbook
J'encadre une vingtaine de manipulations d'electronique, automatique et traitement du signal
sur les themes suivants (manipulations de 4h en bin^omes) :
{ composants electroniques : diodes et transitors en commutation, transistor MOS,
{ circuits electroniques : oscillateurs, relaxateurs, ampli BF, contre-reaction, TV noir et
blanc,
{ traitement de signal analogique et numerique : transformee de Fourier discrete, analyseur
de spectres analogiques et a FFT, transformee en Z et systemes discrets, initiation a
MATLAB
{ modulations : d'amplitude, de frequence, recepteur AM, TV couleur
{ asservissements analogiques et numeriques : PLL, asservissement de position et de vitesse,
pompe a chaleur,
{ instrumentation programmee : bus GPIB, environnement LabWindows
4.2 En Formation Continue
J'ai par ailleurs une experience en formation continue :
{ Conferences de Traitement de Signal : de 1988 a 1994, je suis intervenu dans des stages
biannuels de Traitement de Signal organises par l'INSTN au CENG/CEA, destines aux
techniciens et ingenieurs qui veulent se perfectionner en traitement de signal. J'y assurais
une conference sur les nouvelles methodes de ltrage et d'analyse spectrale : prediction
lineaire d'un signal, modelisation parametrique AR,ARMA, modele deprony, algorithmes
de SVD, des moindres carres en treillis... Un document de 50 pages est redige a l'attention
des stagiaires [Lut90a].
{ Cours et TD de mathematiques : au cours de ma these, j'ai assure plusieurs vacations a la
Formation Continue de l'INPG pour des techniciens de dierentes entreprises de la region
grenobloise (Merlin-Gerin, Thomson, HP : : :) et au CUEFA (centre CNAM de Grenoble)
pour des etudiants de DEST (maths B1)
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4.3 Quelques Remarques
Cette experience en formation continue, de m^eme que le contact avec les admis sur titres de
l'ENSERG issus de l'industrie (a l'occasion des remises a niveau en maths que j'assure en debut
d'annee), est tres enrichissante, car elle permet d'avoir un retour du monde industriel et ainsi
de porter un eclairage dierent sur les qualites et les defauts de la formation initiale en ecole
d'ingenieur. Notamment, mon experience personnelle m'a appris qu'il serait souhaitable d'eviter
l'eet \bo^te noire" qu'on rencontre trop souvent dans les salles de travaux pratiques : les eleves-
ingenieurs travaillent au niveau \systeme", sans entrer dans la circuiterie, comme peuvent le
faire les techniciens et depanneurs, ce qui est un handicap a un bon apprentissage pratique.
Mes perspectives pour faire evoluer l'enseignement des travaux pratiques a l'ENSERG concernent
le renforcement de l'instrumentation programmee (LabView, LabWindows), et le developpement
de didacticiels (Toolbook) mis en place a la fois en salle de TP et sur le site web de l'ecole pour
permettre aux etudiants de preparer ou reviser leurs TP hors de la salle de classe. J'ai encadre une
stagiaire roumaine pour la mise en place de ce genre d'outils sur quelques unes des manipulations
deja existantes [Dum97].
J'ai egalement le projet de valoriser mon acquis et mon experience en enseignement par la
publication de deux ouvrages, qui sont en cours de redaction :
{ l'un portant sur les mathematiques de l'ingenieur, manuel pratique a l'usage des etudiants
du second cycle, avec rappels de cours et exercices corriges,
{ l'autre consistant en un recueil de sujets de TP d'electronique a l'usage des enseignants
(avec description du materiel requis, buts pedagogiques des manipulations, textes et corriges).
J'ai en eet constate un manque evident dans ce domaine : chaque annee, je suis contacte
par des universitaires francais ou etrangers, charges de la mise en place ou de la renovation
de plates-formes de TP, et qui seraient tres demandeurs de ce genre de document.
Enn, il ne me deplairait pas que mon enseignement s'oriente un peu plus vers les aspects
materiels (atelier et CAO electronique, processeurs numeriques, VHDL) car c'est un theme
d'inter^et dans mon activite de recherche sur les architectures de traitement d'images.
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Autres Responsabilites
5.1 Responsabilite d'une Plate-Forme de TP
Depuis 1992, je suis responsable de la plate-forme TP2A a l'ENSERG :
{ gestion du personnel : 1 technicien, 10 enseignants,
{ gestion d'un budget annuel de 100 a 200kF,
{ gestion du parc de materiel evalue a 2MF (analyseurs de spectres numeriques et analogiques,
oscilloscopes combines analogiques/numeriques, generateurs wobulables synthetises, multimetres
et alimentations programmables, parc de PCs et imprimantes connectes en reseau)
{ choix des investissements et negociations avec les fournisseurs,
{ gestion administrative du service (calendriers, bin^omes, examens, rattrapages)
{ choix pedagogiques, redaction des notices d'appareils et textes de manipulations
{ renovation du parc de manipulations
5.2 Comite de Redaction d'une Revue
Depuis 1995, je suis membre du comite de redaction de la revue Traitement du Signal.
Cette revue, editee par le GRETSI, avec le concours du CNRS et de la DGA, para^t tous les
trimestres (4 numeros, plus 2 numeros speciaux). Le Directeur de publication est J.L. Lacoume.
Le comite de redaction, compose d'une douzaine de membres, essaie de se reunir regulierement
pour gerer les quelques 120 articles adresses a la revue chaque annee. L'augmentation du nombre
de papiers soumis portant sur le traitement d'image est la raison de ma participation au comite.
Je suis par ailleurs expert pour la revue Signal Processing.
5.3 Organisation d'Ecole d'Ete et Stages Pedagogiques
En 1997, j'ai ete charge, de l'organisation scientique et materielle de la seconde session de
l'Ecole des Techniques Avancees en Signal-Image-Parole (ETASIP'97). Cette ecole est organisee
alternativement par le LIS et l'ICP. Son objectif est de diuser les resultats et les techniques les
plus recents dans ces trois domaines, aupres de jeunes thesards, de chercheurs et d'enseignants-
chercheurs ainsi que d'ingenieurs en R&D du secteur industriel. La methode pedagogique fait
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appel a des exposes theoriques presentes par des specialistes, illustres par des ateliers sur
des signaux et images reels, et par des presentations de prototypes et des demonstrations
d'applications industrielles.
Mon r^ole a consiste a concevoir et editer la plaquette (Fig 5.1), assurer la diusion de
l'information (mailing listes), coordonner et produire les actes, gerer et equilibrer le budget de
l'ecole (120kF dont la moitie en subventions), et participer, avec A. Chehikian et P.Y. Coulon,
a la denition du programme scientique et a l'organisation materielle (35 participants, 10
conferenciers, 10 ateliers).
Fig. 5.1 - Programme de l'ecole d'ete ETASIP'97.
L'organisation de cette ecole a non seulement ete une experience personnelle enrichissante,
mais elle a aussi eu des repercussions positives pour le laboratoire : en plus de la publicite, de
la valorisation et de la diusion des recherches faites au laboratoire, elle a ete l'occasion de
prises de contacts avec plusieurs participants du monde industriel ou universitaire, contacts qui
ont debouche sur des collaborations eectives ou des avancees dans la recherche du laboratoire
(collaboration avec le CNS-CNET Meylan sur le proceseur PVP, utilisation du modele LIP
developpe par l'equipe de M. Jourlin, developpement de nos algorithmes de detection de mouvement
sur processeur TMS320C80).
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D'autre part, j'organise et j'anime tous les deux ans des Stages de Formation Pedagogique
en Travaux Pratiques. Il s'agit de stages de 2 jours dans le cadre de la formation "Pratique
Pedagogique en Electronique" dispensee par le C.I.E.S. (Centre d'Initiation a l'Enseignement
Superieur) aux doctorants-moniteurs de l'INPG et de l'Universite Joseph Fourier de Grenoble :
choix d'appareils de mesure et choix d'investissement pour plate-forme de TP, redaction de
notices techniques pedagogiques, prise en main d'instruments et de logiciels recents et performants.
5.4 Commissions Diverses
{ Membre elu a la CCE : Commission Consultative d'Enseignement, chargee d'apprehender
les problemes de pedagogie a l'ENSERG.
{ Membre elu au CDL : Conseil de Laboratoire du LIS.
{ Membre CSE suppleant : Commission de Specialistes 61eme section, chargee notamment
du recrutement et de la promotion des personnels enseignants-chercheurs.
5.5 Participation a des Jurys
En plus de ma participation au jury des deux theses que j'ai dirigees, j'ai egalement ete
sollicite pour ^etre membre du jury de la these de Yann Ricquebourg, intitulee :
\Analyse de mouvements articules dans des sequences d'images : Mesure et suivi 2D ; Application
a la tele-surveillance".
Doctorat de l'Universite de Rennes I, mention Informatique, soutenue le 10 janvier 1997.
Composition du jury :
B. Arnaldi Professeur, IRISA-Rennes I, President
M.J. Aldon Chargee de Recherche, LIRMM Universite de Montpellier, Rapporteur
D. Barba Professeur, IRESTE Nantes, Rapporteur
P. Bouthemy Directeur de Recherche, IRISA Rennes I
F. Heitz Professeur, ENSPS Illkirch
F. Luthon MCF, INPG Grenoble
M. Parent Directeur de Recherche, INRIA Rocquencourt
En outre, je prends part chaque annee aux jurys de DEA de l'Ecole Doctorale de l'INPG
(Option Signal-Image-Parole).
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Partie II
Le Mouvement dans les Images

41
Presentation
L'analyse du mouvement
1
dans les sequences d'images est un domaine de recherche active
a l'heure actuelle, en raison de son importance dans de nombreuses applications : telesurveillance,
compression pour les telecommunications ou l'archivage, diagnostic medical, meteorologie, cont^ole
non destructif, robotique mobile, etc.
A la base de quasiment toutes les methodes d'analyse de mouvement, qu'elles soient dierentielles,
frequentielles, ou par mise en correspondance, on trouve toujours une information elementaire
liee a la variation temporelle d'intensite lumineuse entre deux instants, que ce soit une simple
dierence de trames (frame dierence FD), une dierence de trame deplacee (DFD) [NR79,
WR84], un gradient temporel, ou un ecart entre blocs dans deux images successives [ADM81].
Mais cette information elementaire et bas niveau requiert des traitements souvent complexes
pour aboutir a une decision ou une interpretation pertinente, d'ou des co^uts de calcul eleves
qui necessitent de s'interesser aux mises en oeuvre temps reel, si l'on vise une application
operationnelle de ces traitements.
On distingue principalement quatre t^aches [MB96]: la detection (des changements temporels
ou des zones mobiles dans le plan image), l'estimation (des vecteurs-vitesses, en chaque pixel
ou pour chaque objet), la segmentation (en regions coherentes au sens du mouvement selon
un certain critere) et l'interpretation de haut niveau (reconnaissance de formes faisant appel a
l'intelligence articielle). Ces quatre etapes ne sont en aucun cas independantes ni forcement
sequentielles, mais au contraire fortement interdependantes (notamment en ce qui concerne les
deux phases estimation-segmentation [CTS97]). Nos travaux ont jusqu'a present porte principalement
sur la phase de detection du mouvement des objets mobiles dans le cas d'une camera xe par
rapport a la scene observee, et sur la segmentation de visages de locuteurs, basee sur la couleur
et le mouvement. Nous menons egalement des travaux en estimation de mouvement associee a
la transformee en ondelettes.
Cette partie expose plus en detail 6 travaux de recherche, selectionnes pour leur representativite
a la fois de mon activite et de la palette des problematiques propres au mouvement. Elle tente
de situer nos propres travaux par rapport a l'etat de l'art.
Elle est organisee en deux chapitres, chacun divise en trois themes : l'un porte sur les
traitements et les algorithmes (detection de mouvement, segmentation de levres, ondelettes et
estimation de mouvement). L'autre porte sur les implantations materielles (machine SIMD, ASIC
1: \La representation du changement par le mouvement est bien un prejuge. Oui. M^eme dans le cas le plus
simple de cette bille qui roule, rien dans les apparences n'impose l'hypothese du mouvement ; et ce n'est toujours
pas la bille qui le presente, puisqu'elle n'est jamais en m^eme temps que dans un lieu, comme le subtil Zenon
l'avait remarque. Et rien n'emp^eche de supposer que la bille est detruite aussit^ot, et qu'une autre bille na^t a c^ote,
comme il est vrai dans le cinematographe, ou ce n'est point le m^eme cheval qui court, mais des images dierentes
qui se remplacent sur l'ecran. Seulement le mouvement est prefere et choisi ; et le mecanisme est de m^eme prefere
et choisi ; non comme facile, certes, car r^ever est le plus facile, mais comme liberateur, exorciseur, arme de l'esprit
contre tous sortileges. Soutenu par la nature qui le verie, oui, mais qui le verie a la condition que l'esprit le
pose, le maintienne, le construise, le complique assez." ([Ala41], p. 153).
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VLSI analogique, DSP, processeur video DVP). Ces 6 themes correspondent a mes encadrements
principaux (ayant debouche sur des resultats concrets ou des publications) et donc aux travaux
des etudiants qui ont le plus marque ma carriere a ce jour : A. Caplier, C. Dumontier, D.
Dragomirescu, G. Laborde, M. Lievin, S. Popescu et V.G. Popescu.
Apres quelques rappels sur les principes et outils de base utilises, nous presentons nos
principaux axes d'innovation. Nos algorithmes se veulent simples mais robustes et implantables
en temps-reel, inuences a l'origine par les travaux d'Alain Chehikian et sa maniere d'envisager
les problemes de traitement d'images [CC91, Che92].
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Chapitre 1
Traitements et Algorithmes
1.1 Detection de Mouvement
1.1.1 Principes
La detection de mouvement consiste a attribuer a chaque pixel ou site s = (x; y; t) des images
d'une sequence un attribut, qu'on appelle etiquette ou label l
s
, indiquant si le pixel appartient
a un objet mobile ou au fond xe de la scene observee :
l
s
=
(
m = "1" si s 2 zone mobile,
b = "0" si s 2 fond xe.
(1:1)
En faisant l'hypothese d'une camera xe et d'un eclairement quasi-constant de la scene observee,
on peut extraire en chaque pixel une information de bas niveau, qu'on appelle observation o
s
,
portant sur la variation temporelle de l'intensite lumineuse I du pixel :
o
s
= jI(x; y; t)  I(x; y; t  1)j (1:2)
Dans le cas ideal, cette variation temporelle entre deux instants d'acquisition t   1 et t est
nulle pour un pixel du fond xe, non nulle s'il y a eu mouvement d'un objet d'intensite non
uniforme. Cependant, cette observation de bas niveau est peu robuste (bruit d'acquisition,
legeres variations d'eclairement : : : ) et ne donne qu'une information partielle sur les objets
en mouvement. Un simple seuillage ne permet pas d'extraire les zones mobiles. En eet, on
distingue typiquement 4 zones dans le champ d'observations (Fig. 1.1) :
{ le fond xe,
{ la zone d'echo (zone de fond decouverte par l'objet a l'instant t),
{ la zone de glissement de l'objet sur lui-m^eme,
{ la zone de recouvrement (zone de fond recouverte par l'objet a l'instant t).
Il faut d'une part eliminer l'echo, d'autre part reconstruire l'interieur des objets mobiles (zone
de glissement). Dierentes techniques, tres simples dans leur principe, mais relativement peu
robustes, permettent d'obtenir les zones mobiles :
{ la technique de simple dierence par rapport a une image de reference censee ne contenir
que le fond xe de la scene : le probleme est bien s^ur l'obtention de cette image de reference,
qu'il faut remettre a jour regulierement en fonction de l'evolution de la scene,
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Fig. 1.1 - Processus de detection de mouvement. Cas d'un rectangle mobile et d'une ellipse xe.
a) observation : dierence temporelle entre les instants t et t 1 b) carte binaire des changements
temporels ; c) masque ideal en sortie.
{ la technique du ET logique entre cartes binaires de changements temporels, qui ne donne de
bons resultats que si le mouvement est assez rapide pour qu'il n'y ait pas de recouvrement
entre deux positions successives de l'objet, ce qui est assez restrictif.
1.1.2 Regularisation par Approche Markovienne
C'est pourquoi on fait appel a une approche statistique probabiliste pour regulariser le
probleme qui est initialement mal pose (sous-determine) [PTK85]. Le principe consiste a introduire
une modelisation a priori du champ des etiquettes, a l'aide de la theorie des champs aleatoires
de Markov (Markov Random Fiels ou MRF) [CJ93]. On contraint alors la solution vers la
conguration la plus probable du champ des etiquettes etant donne les observations et le modele
a priori [BL93].
Fonctions d'Energie
Adoptons les notations suivantes :
S l'image a l'instant courant t
s un pixel (site) quelconque de S

s
un voisinage spatio-temporel de s, par exemple celui de la Fig. 1.2
n n'importe quel voisin de s (spatial ou temporel)
C l'ensemble des cliques
1
binaires c = (s; n) constituant les voisinages 
s
O = fO
s
; s 2 Sg le champ aleatoire des observations
L = fL
s
; s 2 Sg le champ aleatoire des etiquettes
o = fo
s
; s 2 Sg une realisation particuliere du champ d'observations O a l'instant t
l = fl
s
; s 2 Sg une realisation particuliere du champ d'etiquettes L a l'instant t
 l'ensemble des congurations possibles l du champ aleatoire L.
Si necessaire, on ajoutera un indice temporel pour preciser l'instant considere : t, t   1, etc.
Les interactions spatiales et temporelles entre etiquettes sont modelisees par un MRF,
qui constitue le modele a priori du champ des etiquettes. La propriete essentielle d'un MRF
relativement a une structure de voisinage est le caractere local des interactions : la probabilite
d'avoir en un pixel s l'etiquette l
s
ne depend que des etiquettes de ses voisins, et non pas de
toute l'image.
8l 2 ; P (L = l) > 0 (1.3)
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Fig. 1.2 - Voisinage spatio-temporel de base et cliques binaires associees.
P (L
s
= l
s
j L
n
= l
n
; n 6= s; n 2 S) = P (L
s
= l
s
j L
n
= l
n
; n 2 
s
) (1.4)
Cette propriete est cruciale car elle implique des calculs purement locaux et fortement parallelisables,
d'ou les possibilites de mise en uvre temps reel [CLD98, DLC98b].
Un MRF etant equivalent a une distribution de Gibbs, on peut exprimer la probabilite a
priori du champ d'etiquettes a l'aide d'une fonction d'energie [MB87]:
P (L = l) =
1
Z
exp( U
m
(l)) (1:5)
ou Z est une constante de normalisation (appelee fonction de partition) et U
m
une fonction
d'energie associee au modele a priori. Le champ d'etiquettes le plus probable relativement aux
observations est obtenu par le critere du Maximum A Posteriori (MAP). A l'aide du theoreme de
Bayes et de l'equation (1.5), on montre que ce critere equivaut a la minimisation d'une fonction
d'energie totale U [GG84] :
max
l
P (L = l jO = o)() min
l
U ou U = U
m
(l) + U
a
(o; l) (1:6)
U
m
(l) est un terme d'energie qui assure la regularisation de la solution (terme analogue a une
contrainte de lissage par exemple). Il s'exprime comme une somme de potentiels energetiques
elementaires sur les cliques :
U
m
(l) =
X
c2C
V
c
(l
s
; l
n
) (1:7)
Ces potentiels elementaires sont denis en fonction du probleme a traiter. On peut par exemple
prendre des potentiels a niveaux du type :
V
c
(l
s
; l
n
) =
(
  si l
s
= l
n
+ si l
s
6= l
n
(1.8)
ou des potentiels quadratiques du type :
V
c
(l
s
; l
n
) = (l
s
  l
n
)
2
(1:9)
ou  > 0 prend une des trois valeurs 
s
; 
p
ou 
f
selon la clique consideree (spatiale, passee ou
future). Ces potentiels energetiques favorisent un etiquetage homogene puisque des etiquettes
semblables sur des pixels voisins induisent une moindre contribution energetique, donc une
conguration plus favorable. En pratique, on prend 
f
> 
p
, pour bien eliminer les zones d'echo
du mouvement. On peut aussi utiliser des estimateurs robustes [OB94, Odo94, OB95], dont
certains sont implantables en analogique (antibump function [Del93]).
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U
a
(o; l) est l'energie d'adequation, qui assure une bonne attache aux donnees. Elle traduit le
lien entre observations et etiquettes et s'exprime a l'aide d'une fonction 	 censee modeliser les
observations :
U
a
(o; l) =
1
2
2
X
s2S
[o
s
  	(l
s
)]
2
(1:10)
ou 
2
est la variance des observations et 	 est la fonction d'attache aux observations. Pour la
detection de mouvement, on peut par exemple prendre une fonction simple du type :
	(l
s
) =
(
0 si l
s
= b
 > 0 sinon
(1.11)
ou  correspond a la valeur moyenne des observations non nulles. Une autre denition pour 	
est proposee dans [BL93] :
	(l
s
) =
8
>
<
>
:
0 if l
s
= l
p
= b (fond xe)

1
> 0 if l
s
= l
p
= m (mouvement)

2
>> 
1
if l
s
6= l
p
(transition)
(1:12)
ou 
1
et 
2
sont des parametres qui peuvent ^etre predenis ou estimes en ligne, et ou l
p
represente
l'etiquette attribuee au voisin passe.
Tous les parametres qui interviennent dans la modelisation (
i
, 
i
, ) peuvent soit ^etre
determines de facon empirique apres des tests sur des sequences typiques correspondant a
l'application envisagee, soit ^etre estimes automatiquement gr^ace a des algorithmes du type
EM (Expectation-Maximisation) ou SEM (Stochastic Expectation Maximisation) [DLR77, BP95,
Pie94].
Algorithmes de Relaxation Spatiale
Pour calculer la conguration d'etiquettes donnant l'energie minimale, dierents algorithmes,
dits de relaxation, peuvent ^etre utilises.
{ Les algorithmes de relaxation stochastiques, du type recuit simule [KGV83], consistent a
explorer l'espace  des congurations possibles avec une loi de descente en temperature
adequate (i.e. susamment lente) qui assure en principe de converger vers le minimum
global de la fonction d'energie, mais au prix d'un co^ut de calcul prohibitif.
{ C'est pourquoi on leur prefere souvent les algorithmes de relaxation deterministes, du
type ICM (Iterated Conditional Modes) [Bes86], GNC (Graduated Non Convexity) ou MFA
(Mean Field Annealing) [BSGG92, ZC93], moins lourds en calculs mais qui ne garantissent
pas de converger vers le mimimum global d'energie. Ils risquent de rester pieges dans un
minimum local, car ils n'autorisent aucune remontee en temperature pour sortir d'un
minimum local. C'est pourquoi ce type d'algorithme requiert une bonne conguration
initiale du champ d'etiquettes (Fig. 1.3).
Ces algorithmes deterministes sont recursifs et iteratifs : on visite chaque pixel de l'image et
on calcule, pour chaque etiquette qu'on peut lui attribuer, la contribution energetique sur son
voisinage. On retient l'etiquette qui donne l'energie minimale, puis on passe au pixel suivant et
ainsi de suite sur toute l'image. On reitere la visite des sites de l'image jusqu'a la convergence
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Fig. 1.3 - Inuence de l'initialisation sur le resultat de l'ICM: evolution de la fonction d'energie
U en fonction de la conguration l du champ d'etiquettes.
de la fonction d'energie totale U vers une valeur qui n'evolue plus, ou tres peu, au cours des
iterations. Dierentes politiques de visite de sites sont envisageables :
{ visite sequentielle classique (line scanning) (ligne par ligne de gauche a droite et image par
image de haut en bas),
{ visite aleatoire (pile d'instabilite [CB90]),
{ visite cha^nee (ligne par ligne alternativement de gauche a droite puis de droite a gauche
et image par image alternativement de haut en bas puis de bas en haut) pour benecier
au mieux des derniers voisinages mis a jour.
Dierentes politiques de mise a jour des sites sont aussi envisageables, le choix dependant
notamment du type de materiel utilise pour la mise en uvre (cf. x2) :
{ pixel-recursif : on met a jour chaque pixel au fur et a mesure de la visite,
{ ligne-recursif : on attend d'avoir visite tous les pixels d'une ligne avant de mettre a jour
leurs etiquettes,
{ image-recursif : on attend d'avoir visite toute une image avant de faire une mise a jour
simultanee de toutes les etiquettes de l'image.
De m^eme, dierents criteres de convergence (arr^et des iterations) peuvent ^etre utilises :
{ nombre de pixels instables inferieur a un seuil predetermine,
{ variation relative d'energie totale inferieure a un seuil predetermine (typiquement U = U =
0:01%),
{ nombre xe d'iterations (en pratique un faible nombre d'iterations par image, typiquement
5 a 10, est susant). Ce critere est evidemment le moins co^uteux pour une mise en uvre
materielle.
Organigramme de Detection Robuste
Le synoptique de l'algorithme est donne Fig. 1.4. Sur ce schema-bloc, la notation l
0
represente
un champ d'etiquettes initial grossierement estime par binarisation du champ correspondant
d'observations. Pour realiser la binarisation, on peut soit faire un seuillage simple (technique peu
48 CHAPITRE 1. TRAITEMENTS ET ALGORITHMES
lt-1
θ
in
l0t+1
lt
 energy minimization
(ICM relaxation algo.)
output label field
model parameters
(β
s
, βp, βf, α1, α2)
binarization
buffer
l0t
binarization
ot
-      +
|   |
buffer
It+1
It
ot+1buffer
input image
θ
in
σ2 estimate
Fig. 1.4 - Synoptique de l'algorithme de detection de mouvement.
co^uteuse mais peu robuste aux uctuations), soit developper des techniques de determination
automatique des seuils, basees par exemple sur l'entropie de la dierence d'images pour evaluer
automatiquement le niveau de bruit [LL99], soit utiliser des techniques robustes basees sur des
tests de vraisemblance, avec modeles de luminance (constant, lineaire ou quadratique) sur un
voisinage des pixels [HNR84, AKM93].
Etant donne le voisinage spatio-temporel utilise pour detecter le mouvement, voisinage qui
inclut un voisin futur et un voisin passe pour chaque pixel (Fig. 1.2), le resultat de traitement
est obtenu avec un retard d'une image par rapport a l'acquisition, puisqu'il faut disposer de
l'image en t + 1 pour estimer le champ d'etiquettes en t.
La Fig. 1.5 donne un exemple de resultat typique sur une scene de rue.
Postionnement du Travail
Par rapport a l'algorithme original propose par Bouthemy [BL93], notre contribution porte
sur plusieurs modications, conduisant a une version de l'algorithme mieux adaptee aux mises
en uvre materielles (x2), tout en orant les m^emes performances de robustesse et de qualite
que l'algorithme de detection original.
La premiere dierence concerne la facon de traiter l'information temporelle : dans [BL93],
une detection initiale est realisee a partir du couple d'images I
t
et I
t 1
, puis elle est mise a jour
quand on prend en compte le couple d'images I
t+1
et I
t
. Deux champs d'etiquettes successifs
sont mis a jour simultanement (optimisation en deux passes qui permet de dierer la decision
concernant les zones decouvertes par le mouvement). L'algorithme modie propose ici travaille
sur un seul champ d'etiquettes optimise une seule fois (traitement en une seule passe). Ceci
est rendu possible gr^ace a une initialisation dierente : on utilise une estimation grossiere du
champ d'etiquettes futur, au lieu de simplement repeter le passe. Les zones decouvertes par le
mouvement sont gerees en donnant plus de poids au futur (anisotropie temporelle introduite
gr^ace a 
f
> 
p
). Ainsi, le nombre de champs requis pour la relaxation est de 5 dans notre
algorithme, au lieu de 6 dans [BL93], d'ou un besoin moindre pour les stockages en memoire.
La seconde dierence concerne le co^ut de calcul : on utilise quatre parametres de modelisation
au lieu de cinq car la fonction d'adequation est simpliee (Eq. (1.11) au lieu de Eq. (1.12)). La
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Fig. 1.5 - Resultat typique de detection de mouvement. De haut en bas : 1) sequence de rue
avec un pieton mobile ; 2) champs d'etiquettes initiaux ; 3) masques naux apres relaxation par
ICM; 4) superposition des contours des masques sur les images de la sequence. Le temps de
calcul indique a ete obtenu sur station Sun Sparc-2.
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decision concernant la clique temporelle (passe ou futur) necessite un seul test conditionnel
pour choisir entre deux congurations, alors que 8 congurations dierentes sont testees dans la
version originale de Bouthemy (Table 1 dans [BL93]).
Notons enn que dans les voisins temporels ne sont pas strictement markoviens, puisqu'ils ne
sont pas aectes par la relaxation. La technique de relaxation spatio-temporelle sur une section
temporelle de la sequence, proposee au x1.2.2, est une reponse a ce constat.
1.2 Nos Variantes
1.2.1 Multi-Etiquetage
On a etendu la detection binaire au cas de la detection multi-etiquette. Le but est d'attribuer
une etiquette distincte a chaque zone mobile (etiquette m
i
pour le ieme objet mobile). Pour la
mise a jour automatique du nombre d'etiquettes (apparition d'objets dans la scene), on introduit
une etiquette supplementaire m
0
de mouvement indetermine, attribuee temporairement aux
pixels incertains. On a deni une initialisation multi-etiquette et une relaxation multi-voisinage
pour gerer correctement ce modele multi-etiquette [Cap95]. L'adjonction d'un ltre de Kalman
a ce modele multi-etiquette permet en outre une prediction et un suivi temporel des masques
en mouvement dans les cas d'occultation [Cap95]. Le ltre de Kalman fournit un voisin virtuel
predit, que l'on introduit dans le modele markovien.
Cette variante permet de traiter le cas delicat des occultations temporaires d'un mobile par
un objet xe dans la scene. Un exemple de resultat de cette cooperation entre MRF multi-
etiquette et ltrage de Kalman est presente sur la Fig. 1.6.
Fig. 1.6 - Detection de mouvement multi-etiquette et suivi temporel d'un mobile occulte par le
fond xe. De haut en bas : 12 images non consecutives d'une scene synthetique (cercle mobile
occulte par un damier xe et apparition d'un carre) ; masques obtenus apres relaxation ; champs
des predictions obtenus par ltrage de Kalman ; superposition des contours des masques (en
blanc) sur la sequence initiale.
1.2.2 Voisinage Cubique et Relaxation Spatio-Temporelle
Un autre type de variante sur le theme de la modelisation markovienne porte sur le choix de la
structure de voisinage. On peut envisager une structure de voisinage 3-D comme presente sur la
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Fig. 1.7, associee a une relaxation spatio-temporelle sur une section temporelle de longueur N
t
de
la sequence video, au lieu d'une relaxation uniquement spatiale image par image [CL97, LCL99].
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Fig. 1.7 - Voisinage spatio-temporel cubique, et cliques binaires associees (toutes les cliques ne
sont pas representees).
Si on note 
x
; 
y
; 
t
les coordonnees du vecteur representatif de chaque clique dans l'espace
(x; y; t) centre en le pixel courant s, on denit :
{ 4 cliques spatiales horizontales et verticales (
x
ou 
y
= 1, 
t
= 0);
{ 4 cliques spatiales diagonales (
x
et 
y
= 1, 
t
= 0);
{ 2 cliques temporelles (
x
et 
y
= 0, 
t
= 1);
{ 8 cliques spatio-temporelles horizontales et verticales (
x
ou 
y
= 1, 
t
= 1);
{ 8 cliques spatio-temporelles diagonales (
x
et 
y
= 1, 
t
= 1).
Il faut alors modeliser les energies d'interactions spatio-temporelles sur toutes les cliques c =
(s; n) de ce voisinage cubique par des potentiels (s; n) qui sont fonctions du type de clique
consideree. Dans [LCL99], on propose une expression qui fait intervenir l'inverse du carre de la
distance separant les deux pixels de la clique :
(s; n) =
1
d
2
(s; n)


x
(s;n)
2

s
+

y
(s;n)
2

s
+

t
(s;n)
2

t

(1.13)
ou d(s; n) =
q

2
x
+ 
2
y
+ 
2
t
est la distance euclidienne entre le pixel courant s et le voisin
considere n. Cette formule donne :
{ (s; n) = 
s
pour les cliques spatiales horizontales ou verticales (d(s; n) = 1) ;
{ (s; n) =

s
4
pour les cliques spatiales diagonales (d(s; n) =
p
2) ;
{ (s; n) = 
t
pour les cliques temporelles (d(s; n) = 1) ;
{ (s; n) =

s

t
2(
s
+
t
)
pour les cliques spatio-temporelles horizontales ou verticales (d(s; n) =
p
2) ;
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{ (s; n) =

s

t
3(
s
+2
t
)
pour les cliques spatio-temporelles diagonales (d(s; n) =
p
3).
Notons que cette denition de (s; n) ne fait intervenir que deux parametres 
s
et 
t
.
Cette variante de l'algorithme permet d'ameliorer les performances de la detection dans le
cas de sequences bruitees comme illustre sur la Fig. 1.8.
Fig. 1.8 - Comparaison des deux variantes de l'algorithme de detection. De haut en bas : 1)
sequence synthetique bruitee ; 2) initialisation binaire ; 3) masques obtenus avec voisinage de base
et relaxation spatiale ; 4) masques obtenus avec voisinage cubique et relaxation spatio-temporelle.
Une seconde formulation, plus rigoureuse, du potentiel d'interaction (s; n) peut ^etre obtenue
par analogie avec l'electrostatique ou la mecanique (notions de potentiel electrique ou d'energie
potentielle). On sait qu'un potentiel entre deux points suit une loi d'evolution en 1=d, ou d est
la distance entre les points.
Si l'on note d
x
; d
y
; d
t
les coordonnees du vecteur representatif de chaque clique dans l'espace
des potentiels (
x
; 
y
; 
t
), on peut adopter une approche tensorielle en denissant la relation
entre les coordonnees \geometriques" et les coordonnees \potentielles" :
2
6
4

x

y

t
3
7
5
= T:
2
6
4
d
x
d
y
d
t
3
7
5
(1:14)
ou T est un tenseur (matrice 3 3), que l'on denit a son gre pour une modelisation adequate
des interactions.
Le potentiel s'exprime alors simplement comme l'inverse de la distance virtuelle ou energetique :
(s; n) =
1
kdk
=
1
q
d
2
x
+ d
2
y
+ d
2
t
(1:15)
La transformation T la plus simple consiste a prendre l'expression (1.16), pour se retrouver
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dans un cas analogue au precedent :
T =
2
6
4

s
0 0
0 
s
0
0 0 
t
3
7
5
: (1:16)
On obtient alors :
{ (s; n) = 
s
pour les cliques spatiales horizontales ou verticales ;
{ (s; n) =

s
p
2
pour les cliques spatiales diagonales ;
{ (s; n) = 
t
pour les cliques temporelles ;
{ (s; n) =

s

t
p

2
s
+
2
t
pour les cliques spatio-temporelles horizontales ou verticales ;
{ (s; n) =

s

t
p

2
s
+2
2
t
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s
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t
r


s
p
2

2
+
2
t
pour les cliques spatio-temporelles diagonales.
Cette modelisation est utilisee avec succes pour la segmentation des levres dans un visage,
car elle permet, par le choix judicieux d'une matrice T , d'introduire de facon coherente des
contraintes geometriques (anisotropie verticale/horizontale par exemple).
1.2.3 Multiresolution Spatio-Temporelle
Pour ameliorer les performances de l'algorithme dans le cas du mouvement d'objets tres lents
(mouvement sub-pixel), ou de gros objets peu textures, on peut utiliser une technique du type
multiresolution [Ros84]. On presente ici quelques resultats obtenus avec une technique originale
de multiresolution spatio-temporelle, qui consiste a ltrer passe-bas et a sous-echantillonner la
sequence d'images a la fois en espace et en temps selon le schema de la Fig. 1.9, ou est aussi
represente le noyau du ltre 3D applique a la sequence. Ce noyau de ltrage 3-D est une simple
extension 3-D du ltre 2-D passe-bas propose dans [Che92] pour la generation de pyramides
d'images [Bur84].
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Fig. 1.9 - Principe de construction de la pyramide spatio-temporelle et noyau du ltre 3-D.
Un exemple de pyramide spatio-temporelle est donne Fig. 3.4, p. 15.
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Le ltrage spatial permet de renforcer les observations dans le cas de grandes zones uniformes
d'ou une meilleure detection (Fig. 1.10 gauche). Quant au ltrage temporel, il permet d'integrer
l'information de mouvement de plusieurs images successives, ce qui est indispensable pour
detecter des objets au mouvement tres lent (Fig. 1.10 droite).
Fig. 1.10 - Detection de mouvement multiresolution. A Gauche) Cas de zones peu texturees :
De haut en bas : 1) sequence Trevor ; 2) masques monoresolution ; 3) masques multiresolution
(3 niveaux d'analyse k = 0; 1; 2). A Droite) Cas d'un mouvement tres lent : De haut en bas :
1) sequence synthetique avec 3 objets mobiles dont l'un a un mouvement sub-pixel ; 2) masques
monoresolution ; 3) masques multiresolution (2 niveaux d'analyse k = 0; 1).
1.2.4 Discussion
Le schema de multiresolution spatio-temporelle propose ici forme un tout coherent avec le
modele MRF 3-D a voisinage cubique et la relaxation spatio-temporelle associee. Il permet de
traiter deux cas diciles : celui des mouvements sous-pixel et celui des zones mobiles tres peu
texturees. Cependant, dans le cas de mouvements rapides, la version multiresolution spatio-
temporelle donne de moins bons resultats que la version monoresolution, car le ltrage temporel
induit un lissage de l'information de mouvement sur plusieurs images, qui emp^eche de detecter
avec precision les frontieres du mouvement. En consequence, les masques sont plus gros que les
zones mobiles eectives. Une multiresolution uniquement spatiale est alors mieux adaptee, car
elle permet de lineariser spatialement l'intensite, sans introduire de ou temporel. Les versions
mono- et multiresolution etant complementaires, il serait interessant de developper une strategie
permettant une commutation automatique entre les deux versions, en fonction d'informations
a priori dont on disposerait (taille, texture et vitesse des objets). De plus, la pyramide spatio-
temporelle implique un ltrage passe-bas 3-D. Pour limiter l'eet de lissage (ou), l'utilisation
d'ondelettes 3-D (bancs de ltres 3-D orthogonaux passe-haut et passe-bas) pourrait ^etre une
alternative interessante.
On a passe en revue un certain nombre de techniques applicables en detection de mouvement
dans les sequences d'images. Mais les outils de traitement presentes ici sont de portee tres
generale et peuvent ^etre utilises dans d'autres domaines d'applications ou sur d'autres types de
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donnees que des sequences d'images. Ils sont en eet applicables dans tout probleme mal pose
portant sur des signaux a deux ou trois dimensions, quelle que soit la nature de ces dimensions, et
ou il est necessaire de regulariser la solution en introduisant des contraintes ou des connaissances
a priori. On peut citer par exemple le cas des images temps-frequence ou des images sonar
(detection et suivi de cibles en acoustique sous-marine).
1.3 Estimation de Mouvement et Ondelettes
Les methodes hybrides de compression de sequences d'images, qui reposent conjointement
sur une prediction par compensation de mouvement et sur l'utilisation d'une transformee,
presentent un grand inter^et pour la transmission a bas debit [TL94]. Nous nous sommes interesse
a une approche d'estimation de mouvement basee sur une methode dierentielle [NR79, WR84,
BLBP87], associee a une transformee en ondelettes des images [LS96].
L'hypothese de travail etant l'invariance de la luminance, le champ de deplacement est estime
en minimisant la DFD (Displaced Frame Dierence) en chaque pixel ou sur un voisinage causal
constitue de N pixels incluant le pixel courant, selon une technique pixel-recursive et iterative
du type descente de gradient. Ceci donne une image predite a partir de l'image passee et du
champ de deplacement estime.
Pour estimer des deplacements importants et/ou accelerer la convergence de l'algorithme, il
est interessant d'integrer cette estimation de mouvement dans une approche multi-resolution : a
un niveau de resolution spatiale grossiere, on estime les grands deplacements, puis on propage
l'information vers des niveaux de resolution plus ne.
Reprenant les travaux de Baaziz [Baa91], nous avons utilise les ondelettes dyadiques de
Daubechies a 4 coecients [Dau88, Dau92], en s'arr^etant au premier niveau de decomposition
(4 sous-bandes). Baaziz base son approche avec transformee en ondelettes sur l'hypothese de
coherence du mouvement dans les sous-bandes Nous avons mis en evidence que, dans le cas
d'ondelettes diadiques discretes, cette hypothese suppose le respect de conditions restrictives
sur l'amplitude du mouvement des objets dans l'image, et s'avere erronee dans le cas general.
La Fig. 1.11 illustre le phenomene. On y represente en 3-D les quatre sous-bandes (1er niveau
de resolution), correspondant a deux images successives de la sequence synthetique presentee
sur la Fig. 3.5, p. 15, ou un carre noir se deplace de 1 pixel/image selon l'axe des x. Alors
que les coecients correspondant aux contours paralleles au mouvement restent de m^eme signe,
les coecients correspondant aux contours orthogonaux au mouvement (ainsi qu'aux coins du
carre) changent de signe d'une image a la suivante. On n'a donc pas invariance par translation.
Pour l'interpretation de ce phenomene, considerons le cas d'un signal 1-D et notons  
m;n
une ondelette-lle, dilatee et translatee de l'ondelette-mere  (x) :
 
m;n
=
p
2
 m
 (2
 m
x   n)
n2Z
(1:17)
Il est alors facile de montrer dans quel cas une translation de x dans le signal original discret
correspond a une translation de n 2 Z dans les coecients, c'est-a-dire pour quelles valeurs
de x l'egalite (1.18) est veriee.
hf(x+ x);  
m;n
(x)i = hf(x);  
m;n+n
(x)i (1:18)
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Fig. 1.11 - Evolution des coecients d'ondelettes pour un deplacement en x de 1 pixel entre
deux images (utilisation des ondelettes discretes de Daubechies a 4 coecients).
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Donc la relation (1.18) n'est veriee que si le deplacement de l'objet est un multiple de 2
m
. En
eet, il faut avoir : 2
 m
x = n 2 Z , x = n:2
m
. Sinon, un deplacement dans le signal ne
se traduit pas par un simple deplacement dans les coecients. Ce resultat correspond en fait a
la non invariance par translation, deja signalee par Mallat [Mal89].
Cependant, ce constat pourrait ^etre utilise a prot pour estimer le mouvement, l'idee etant
de rechercher les periodicites temporelles sur les coecients de chaque sous-bande, et a dierents
niveaux de resolution. Cette voie de recherche est en cours d'investigation.
1.4 Segmentation des Levres d'un Locuteur
1.4.1 Contexte
Il est bien connu que l'homme s'aide d'informations visuelles pour ameliorer sa reconnaissance
de la parole, notamment dans un environnement bruite. L'intelligibilite d'un message est meilleure
quand l'interlocuteur voit le visage de celui qui parle. En complement du signal auditif, la vision
du mouvement des levres du locuteur est donc une donnee precieuse, qui peut ^etre exploitee
pour realiser un systeme automatique de reconnaissance de la parole, ou de synthese de visages
parlants.
Dans ce but, nous avons developpe un algorithme de segmentation automatique des levres
d'un locuteur [LL97b, LL98b], dans le cadre d'un projet de visiophonie haute qualite qui se xe
l'objectif de fusionner les informations issues du geste et du son, pour la transmission bimodale
de la parole a distance (compression et telecommunication audio-visuelle).
Le projet consiste a equiper le locuteur d'un casque leger qui comporte, en plus du microphone,
une micro-camera couleur solidaire du cr^ane et dirigee vers la zone des levres (Fig. 1.12.a). On
se retrouve donc dans le cas d'une camera xe par rapport au locuteur
2
et on peut appliquer
2: \Il faut considerer enn l'eet de mes propres mouvements, evidemment de premiere importance quand
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Fig. 1.12 - a) Micro-camera et microphone solidaires du cr^ane ; b) Caracteristiques geometriques
des levres a extraire de la sequence video.
les principes de detection de mouvement exposes precedemment, en adaptant les observations
et le modele MRF a l'application envisagee, an d'extraire de la sequence video les parametres
pertinents du geste de parole : ouverture B et etirement A (Fig. 1.12.b).
1.4.2 Cooperation Couleur/Mouvement
Le synoptique de l'algorithme de segmentation est donne sur la Fig. 1.13. Sa structure
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Fig. 1.13 - Synoptique de l'algorithme Lip-MAD (Motion Automatic Detection).
generale est similaire a celle de l'algorithme de detection de mouvement, mais on fait cooperer
ici deux observations (couleur et mouvement), au lieu de n'en gerer qu'une.
Les grandes lignes du traitement sont les suivantes : on acquiert une sequence couleur RVB
(rouge-vert-bleu) du mouvement de la bouche, la region lmee allant des narines au menton.
On transforme l'espace RVB en un espace de type HISP (teinte ou Hue en anglais, Intensite
ou luminance, Saturation, Purete) en utilisant un traitement d'image de type logarithmique
j'imagine le mouvement des choses. Le moindre mouvement de ma t^ete fait mouvoir toutes choses." ([Ala41], p.
67).
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(modele LIP) :
H = 256
V
R
(1.19)
I =
R+ V +B
3
(1.20)
S = 1 
min (R; V; B)
I
(1.21)
P = I:S = I  min(R; V; B) (1.22)
Cette transformation s'avere bien adaptee au probleme car :
{ la teinte rouge, qui est predominante sur les levres, est une observation spatiale pertinente
pour la segmentation,
{ le bleu est peu informatif, car il est peu present sur la peau, donc assez bruite et fortement
correle au vert dans le cas d'une camera mono-CCD.
{ la purete [PHS95] permet eventuellement de s'aranchir des zones d'ombre (ou elle est
voisine de zero),
{ enn, les variations temporelles de luminance donnent l'information de mouvement, qui
est predominant au niveau de la bouche du locuteur.
On utilise deux observations de bas niveau en chaque site s :
{ une information spatiale sur la teinte rouge (hue) : h(s),
{ une information temporelle sur la dierence d'images (frame dierence) : fd(s).
fd(s) = jI
t
(s)  I
t 1
(s)j (1.23)
h(s) =
"
256 

H(s) H
m

H

2
#
 1
jH(s) H
m
j16:
H
(1.24)
ou la notation 1
condition
denote une fonction binaire qui vaut 1 si la condition est vraie, 0
sinon. H
m
et 
H
representent respectivement la valeur moyenne et l'ecart-type de la teinte des
levres. Ces deux parametres sont determines automatiquement par une methode de ranement
d'histogramme [LL99].
La Fig. 1.14 illustre les champs d'observations obtenus pour deux sequences typiques acquises
avec une micro-camera mono-CCD, l'une dans le cas d'un maquillage naturel, l'autre sans
maquillage. On constate qur la transformee couleur utilisee fait bien ressortir les levres, et
que les mouvements sont essentiellement localises autour des levres.
La combinaison de ces deux observations permet, apres un seuillage robuste [LL99], de denir
un jeu de quatre etiquettes (Table 1.1).
Chaque etiquette correspond a un codage sur 2 bits de l'information bas niveau relative au
pixel s : le bit m(s) code la presence ou l'absence de mouvement, le bit r(s) code la presence
ou l'absence de teinte a dominante rouge. L'etiquette a
1
par exemple correspond a la presence
concommittante d'une teinte rouge a l'instant t et d'un mouvement signicatif entre t  1 et t.
On denit alors un modele energetique markovien du probleme a traiter [LL98b], base sur
une structure de voisinage cubique (Fig. 1.15), et qui integre des contraintes geometriques sur
les levres et les informations binaires bas-niveau m(s) et r(s) portees par le pixel s.
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Fig. 1.14 - Observations sur deux sequences acquises avec micro-camera solidaire du cr^ane.
Haut : sequence des luminances (a gauche, Veronique avec maquillage ; a droite, Benny sans
maquillage) ;Milieu : sequence des observations spatiales de teinte h (teinte a dominante rouge en
blanc) ; Bas : sequence des observations temporelles fd (dierences positives en blanc, negatives
en noir, nulles en gris).
Tab. 1.1 - Bits d'information bas-niveau m(s) et r(s) et les quatre etiquettes initiales
correspondantes.
Conguration initiale mouvement teinte rouge
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Fig. 1.15 - Voisinage cubique.
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On est amene a minimiser une fonction d'energie totale faite de trois termes : deux termes
d'attache aux donnees (car on a deux observations), et un terme de contrainte de modelisation
des interactions spatio-temporelles :
U =
X
s2S
[U
h
(s) + U
fd
(s) + U
m
(s)] (1:25)
ou  est un coecient de ponderation entre l'energie associee au modele a priori et les energies
d'attache aux donnees. Pour la denition precise de ces energies, on se reportera a [LL98b].
La minimisation de cette fonction d'energie permet de segmenter correctement les levres d'un
locuteur non maquille (Fig. 1.16).
Fig. 1.16 - Segmentation de levres sans maquillage. De haut en bas : sequence d'images
de luminance ; etiquettes initiales ; champs d'etiquettes apres relaxation (les 4 etiquettes sont
representees en niveaux de gris (du noir au blanc : b
1
, a
1
, b
0
, a
0
)) ; sequence des etiquettes
correspondant aux levres (union des etiquettes a
0
et a
1
)
On extrait automatiquement de la sequence la region d'inter^et, comme illustre sur la Fig. 1.17.
Les masques de levres obtenus permettent de mesurer avec une precision correcte le parametre
B d'ouverture des levres, comme illustre sur la Fig. 1.18, mais aussi et surtout d'initialiser un
processus de contours actifs (x1.4.3).
1.4.3 Cooperation Segmentation Bayesienne/Contours Actifs
Un contour actif est une courbe parametree denie par ses coordonnees cartesiennes x et y
en fonction de l'abscisse curviligne s qui evolue suivant la minimisation d'une fonctionnelle F
faite de deux termes d'energie :
v(s) = [x(s); y(s)] ; s[0; 1] (1.26)
F : v(s)  !
Z
1
0
(E
int
(s) + E
ext
(s))ds (1.27)
L'energie interne est un terme de regularisation du second ordre, qui contr^ole le lissage de
la courbe par les parametres de tension  et de courbure  (Eq. (1.28)). L'energie externe
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Fig. 1.17 - Segmentation de levres avec maquillage naturel. De haut en bas : sequence des
luminances ; sequence des teintes ; Champs initiaux des etiquettes correspondant aux levres ;
Champs d'etiquettes apres relaxation et bounding box detectee ; Superposition des masques des
levres sur la sequence d'images.
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Fig. 1.18 - Mesures de l'ouverture interne B des levres sur la sequence Benny. B
manual
: mesure
obtenue avec parametrage manuel; B
unsup:
: mesure obtenue avec parametrage non-supervise ;
B
g:truth
: verite terrain.
62 CHAPITRE 1. TRAITEMENTS ET ALGORITHMES
represente l'attache aux donnees, qui sont ici les gradients de l'image, puisqu'on recherche les
frontieres des levres (Eq. (1.29)) :
E
int
(s) = jv
0
(s)j
2
+ jv
00
(s)j
2
(1.28)
E
ext
(s) =   jr (G


 I) (v(s))j
2
(1.29)
Le vecteur des points de contr^ole du snake evolue selon un schema dynamique iteratif. Mais
le probleme bien connu des snakes est precisement le choix des points d'initialisation.
D'ou notre idee de faire cooperer un pretraitement base sur la segmentation bayesienne
decrite ci-dessus avec un traitement par contours actifs [LDC
+
99]. La segmentation prealable
des levres fournit les points initiaux, ce qui leve le probleme classique d'initialisation du snake.
On obtient ainsi des resultats performants pour l'estimation des contours de levres, m^eme dans
le cas de visages barbus, comme le montre la Fig. 1.19.
Fig. 1.19 - Cas d'un visage barbu : contours externes correctement positionnes sur la sequence
d'images, gr^ace a la cooperation entre segmentation bayesienne basee couleur/mouvement et
contours actifs.
1.4.4 Positionnement du Travail
Beaucoup de travaux portant sur l'extraction des contours des levres imposent des contraintes
severes (maquillage precis des levres en bleu, conditions d'eclairement bien adaptees [BLMA92]),
ou des hypotheses fortes sur les parametres de teinte de peau ou sur la localisation de la bouche
[SH96]. Certains auteurs utilisent des modeles deformables et insistent sur l'inter^et de gerer la
dimension temporelle du signal, au lieu d'un traitement purement statique image par image
[Sil96].
Notre travail vise a proposer une methode automatique et robuste, fonctionnant dans des
conditions normales (non contraignantes) d'eclairage et de maquillage, et pour tout type de
visage (barbu, peau mate : : :).
Les resultats que nous avons obtenus sont encourageants et nous confortent dans l'idee qu'une
estimation performante des contours des levres passe necessairement par une cooperation entre
dierentes approches (ici segmentation bayesienne/contours actifs).
Suite a notre travail, certains points cles se sont reveles a nous. D'abord l'utilisation de
l'information apportee par la couleur (au lieu des simples niveaux de gris de la luminance)
ameliore notablement la qualite du traitement. Mais le probleme essentiel est de trouver une
bonne transformee couleur, qui decorrele les dierentes composantes. La transformee logarithmique
que nous utilisons s'avere robuste vis-a-vis de l'eclairement et du type de camera.
Par ailleurs, l'integration conjointe d'information temporelle et spatiale dans un unique
processus de traitement est une originalite de notre approche, qu'on peut qualier d'approche
dynamique. En eet, beaucoup de methodes proposees jusqu'a present adoptaient un traitement
purement spatial image par image (approches statiques). Or l'information tiree du passe recent
est une aide precieuse a une bonne segmentation de l'instant courant, car la meilleure prediction
du temps qu'il fera demain est encore le temps qu'il fait aujourd'hui (sauf information supplementaire
a priori : : :).
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Implantations Materielles
Beaucoup de travaux portant sur les MRF mentionnent la possibilite d'implantation rapide
(calculs locaux sur les voisinages et fortement parallelisables). Mais assez peu de travaux presentent
une mise en uvre operationnelle et temps-reel. C'est precisement sur ce creneau que nous nous
positionnons.
Les algorithmes bases sur une approche markovienne et une relaxation par ICM se decomposent
en deux etapes principales (cf. Fig. 1.4, p. 48 et Fig. 1.13, p. 57) :
{ un pretraitement qui calcule les observations et les champs initiaux d'etiquettes,
{ le traitement proprement dit qui calcule le minimum d'energie sur les voisinages spatio-
temporels.
Prenons l'exemple de notre algorithme de detection de mouvement. Le pretraitement qui consiste
simplement en des calculs de dierences d'images, de valeurs absolues et des binarisations par
seuillage ne pose pas de gros probleme d'implantation temps reel. Par contre, la minimisation
d'energie est un processus iteratif gourmand en calculs et en memoire et doit donc faire l'objet
d'une mise en uvre sur une architecture adaptee. Une evaluation grossiere montre en eet que
la relaxation markovienne compte pour 90% de la charge totale de calcul. On a alors aaire
a un probleme d'adequation algorithme-achitecture. Plusieurs types de mises en uvre sont
envisageables :
{ les machines paralleles : MIMD (Multiple Instruction Multiple Data) ou SIMD (Single
Instruction Multiple Data)
{ les reseaux cellulaires analogiques (ASIC VLSI)
{ les composants programmables standards (DSP, FPGA, DVP)
2.1 Les Machines Paralleles : Notre Position
La mise en uvre des algorithmes markoviens sur une machine de type parallele est une
solution assez naturelle pour exploiter au mieux le parallelisme intrinseque a ce type de traitement.
2.1.1 Exemple de Machine MIMD : la TransVision
Un exemple de machine parallele developpee pour la detection de mouvement est la machine
Transvision [DBG91]. Le synoptique general de cette machine est donne Fig. 2.1. Son architecture
64 CHAPITRE 2. IMPLANTATIONS MAT

ERIELLES
Frontal
PE PE PE PE
PE PE PE PE
Réseau MIMD
Réseau d'interconnexions
Noeud
Vidéo
Noeud
Vidéo
Noeud
Vidéo
Noeud
Vidéo
U.C.
680x0
Acquisition
Module
1
Module
n
Bus VME
M
A
X
B
U
S
Fig. 2.1 - Architecture de la machine TransVision.
est centree sur l'utilisation de processeurs speciques : les transputers. Basee sur l'utilisation
conjointe d'une structure pipeline et d'une structure MIMD, la machine Transvision met en
uvre un concept de nud video faisant oce de passerelle entre ces deux structures. Chaque
nud video comporte un transputer et une memoire video double port accessible par les deux
mondes pipeline et MIMD. Un mecanisme de synchronisation (concept de rendez-vous OCCAM)
permet d'alimenter et de resynchroniser le reseauMIMD sans goulet d'etranglement. Les modules
pipeline et MIMD sont geres via un bus VME et une unite centrale Motorola 68040 fonctionnant
sous VxWork. Le developpement d'applications sur les transputers est realise sur station de
travail ou sur PC en langage OCCAM ou C parallele.
Le module pipeline considere dans cette application se restreint a une carte d'acquisition
video de la societe DataCube permettant l'acquisition et la digitalisation d'images 512 x 512
points en temps reel. Ces images sont alors transmises aux nuds video par l'intermediaire d'un
reseau MaxBus. Le module MIMD est constitue de douze transputers Inmos T800.
Cette machine fournit donc une cha^ne complete de traitement, de l'acquisition video a
l'interpretation des resultats.
Independamment des performances tres interessantes de cette machine, cette description
sommaire met en avant la complexite architecturale d'un tel systeme, et donc a fortiori ses deux
defauts majeurs : son encombrement et son co^ut.
2.1.2 Exemple de Machine SIMD : la CNAPS
Une machine d'architecture SIMD peut prendre en compte a la fois le caractere parallele et le
caractere identique des calculs eectues en chaque pixel. Les points cles de ce type d'implantation
sont la repartition des donnees entre processeurs et la gestion des communications.
La mise a jour des sites au cours de la relaxation ne peut pas se faire de facon pixel-recursive
avec ce genre d'architecture. Selon le nombre de processeurs elementaires (PE) et la taille d'image
a traiter, la mise a jour des sites se fera soit par lignes (ou colonnes), soit par bandes dans l'image,
soit par image.
Un exemple d'architecture SIMD est la machine CNAPS (Connected Network of Adaptive
ProcessorS), representee sur la Fig. 2.2.
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Fig. 2.2 - Architecture de la machine CNAPS
Avec cette architecture a 256 processeurs, il est naturel d'attribuer une ligne d'image par
processeur (pour des images de taille 256256). Dans ce cas, la remise a jour des etiquettes doit
^etre colonne-recursive ou image-recursive. En raison des contraintes de communications inter-
processeurs, il est preferable d'adopter le schema image-recursif [Cap95]. De m^eme la visite
des sites devra respecter les contraintes imposees par les communications et transferts entre
processeurs [CLD98, Cap95].
L'implantation de l'algorithme de detection de mouvement sur cette machine, dont l'architecture
est dediee plut^ot aux algorithmes de reseaux de neurones qu'aux algorithmes de traitement de
sequences video, conduit a une performance correcte (traitement a la demi-cadence video), sans
toutefois atteindre le temps-reel video. Cette performance resulte d'un compromis ente deux
limites : la charge de calculs et la taille memoire locale necessaire (on ne dispose que de 4
koctets).
Au vu de l'experience acquise, notre point de vue se resume en trois points. D'une part, les
co^uts nanciers de ces machines paralleles (140 000 US$ pour la CNAPS) sont prohibitifs pour
le prototypage rapide d'applications de vision au sein d'unites de recherche a budget limite.
D'autre part, leur encombrement materiel (taille) est egalement prohibitif pour des applications
operationnelles de vision embarquee. Enn, malgre les caracteristiques impressionnantes de ces
machines, les cadences de traitement eectivement obtenues ne sont pas toujours a la hauteur
des esperances. Ceci est d^u notamment au fait que ces machines integrent rarement la cha^ne
complete de traitement du ux video (depuis l'acquisition jusqu'a l'interpretation ou la decision).
Ceci nous conduit a nous orienter vers d'autres types d'implantation.
2.2 ASIC Cellulaires en VLSI Analogique
Une alternative, qui prend essentiellement en compte le caractere local des calculs sur un
petit voisinage spatio-temporel, consiste a s'inspirer du fonctionnement des reseaux de neurones
pour implanter l'algorithme sur un circuit resistif analogique en technologie VLSI. Il faut alors
developper une analogie electrique du modele markovien.
2.2.1 Etat de l'art
La conception de capteurs intelligents (smart sensors) pour l'analyse du mouvement video,
gourmande en calculs, est un domaine de recherche actif [KMY86, HL93, LSFC93, STM
+
95].
66 CHAPITRE 2. IMPLANTATIONS MAT

ERIELLES
L'implantation materielle sur des circuits integres speciques (ASIC) ore des performances
elevees en terme de calculs et de communications. Les principaux avantages des ASIC analogiques
sont la vitesse de traitement, la faible consommation, l'encombrement reduit, une haute densite
de pixels [CSS92], alors que les inconvenients sont une precision et une exibilite limitee, et
un co^ut de developpement (conception et fabrication) eleve. Deux approches existent pour
la conception de capteurs intelligents : l'approche par modeles mathematiques et l'approche
biologique [ECdSM97].
Un survol rapide de l'etat de l'art revelent plusieurs points interessants. D'abord, la plupart
des approches sont inspirees de la biologie [MM88, Mea89, MAL91], et utilisent des techniques
basees soit sur le gradient soit sur la correlation [HBB
+
92, Del93, AMSB95, MASJ93]. La
plupart des circuits realises ne font que detecter les contours en mouvement (les transitions),
ou estimer une vitesse globale sur toute l'image. En eet, ils reposent sur la detection, dans
les cellules excitees, d'impulsions positives ou negatives dans les derivees temporelles [SBK93,
KSK95, STM
+
95]. Quelques circuits fournissent un ux optique epars ou dense [HKLM88],
mais aucune segmentation n'est realisee. Enn, beaucoup d'auteurs insistent sur les avantages
d'adopter un mode de representation des signaux en terme de courant electrique (au lieu de
l'approche classique avec des tensions) pour realiser les briques de base des reseaux neuronaux
en VLSI analogique [ERVDC
+
94, RVDCMDR95]. Cependant, ils ne sont pas tous d'accord sur
le meilleur mode de fonctionnement des transistors MOS (faible inversion [ABP
+
91, AMSB95],
region lineaire [KS95], ou saturation).
A notre connaissance, aucun circuit ne fournit les masques complets des regions en mouvement.
Par ailleurs, notre approche n'est pas inspiree de la biologie. Mais il est interessant de constater
que, partant d'un point de vue mathematique (regularisation statistique par champ de Markov),
l'implantation de l'algorithme sur reseau analogique aboutit a la conception d'un circuit qui
ressemble beaucoup aux reseaux neuronaux cellulaires (CNN) inspires de la biologie [CY88,
CR93]. Enn, nous utilisons une approche en courants commutes (SI-technique) pour la realisation
du circuit [HBM89, HMP90, HM93b, HM93a, SLK93, GDG94, KLC97, NB96, NVGS95].
2.2.2 Notre Reseau Cellulaire Analogique
Un processus de minimisation d'energie peut ^etre ecacement implante materiellement
sur un reseau resistif analogique qu'on laisse relaxer jusqu'a son etat d'equilibre (dissipation
minimale d'energie) [CSC97]. Mais une telle approche necessite d'adapter le modele initial pour
trouver une bonne analogie electrique avec le comportement d'un reseau resistif.
Nous avons deni un modele qui respecte cette contrainte [LD99]. Les pixels sont materialises
par les nuds interconnectes d'un reseau electrique resistif. On remplace le champ d'etiquettes
binaires (m, b) par un champ d'etiquettes continues variant de "0" (etiquette b) a "1" (etiquette
m). Ces etiquettes continues sont alors representees par des potentiels electriques variant de la
tension de masse a la tension d'alimentation du circuit analogique. En utilisant un voisinage
d'ordre 1 (4 voisins spatiaux et 2 voisins temporels) Fig. 2.3.a, des potentiels energetiques
quadratiques (cf. Eq.(1.9)), on montre qu'on aboutit a une expression de l'energie sous la forme :
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une constante.
Le minimum d'energie correspond a l'annulation des derivees partielles par rapport a tous
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ce qui permet de bien eliminer l'echo du mouvement [LD99], on obtient nalement une equation
dont l'analogie electrique est immediate :
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. La cellule elementaire associee a chaque site est donnee Fig. 2.3 b. L'idee
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principale du fonctionnement de la cellule electrique consiste a injecter ou pomper du courant
en chaque nud du reseau (gr^ace a deux generateurs de courant commandes en tension par les
observations), pour faire monter ou baisser le potentiel electrique du nud, selon que l'amplitude
de l'observation correspondante est forte (pixel mobile) ou faible (pixel xe).
On peut integrer sur chaque cellule elementaire du reseau un photorecepteur, ce qui fait du
circuit electrique une camera \intelligente". Le schema de la cellule complete est represente sur
la Fig. 2.4.
L'architecture du reseau analogique resultant est analogue a celle d'une cameraCCD classique
(Fig. 3.14, page 24). Mais c'est une technologie CMOS qui est utilisee pour la concpetion de la
cellule, et non une technologie CCD, dont le processus de fabrication est plus co^uteux.
Deux resultats de simulation electrique du reseau sont presentes. Le premier resultat, obtenu
sur une sequence synthetique, met en evidence le comportement correct du reseau et son
adaptation temporelle (Fig. 2.5).
Le deuxieme exemple montre un resultat typique de detection, obtenu sur une sequence reelle
acquise avec une camera (Fig. 2.6).
2.2.3 Bilan
Les avantages pratiques d'une telle mise en uvre materielle sont evidents : encombrement
reduit du systeme (taille d'une puce electronique), consommation reduite du circuit, vitesse
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Fig. 2.4 - Cellule complete integrant l'acquisition (photorecepteur), le pretraitement (calcul de
o
ij
; f
ij
), le traitement (relaxation de la cellule de Markov), et le post-traitement (binarisation,
et memoire de sortie). T/H represente le circuit suiveur-bloqueur (Track-and-Hold). L'etage de
pretraitement (en blanc sur la Fig.), peut ^etre implante avec la technique des courants commutes
(SI-technique).
Fig. 2.5 - De haut en bas : sequence synthetique avec deux carres mobiles legerement
textures ; sequence des observations; champs d'etiquettes futures; masques de mouvement naux ;
representation 3-D des potentiels electriques apres relaxation du reseau. N.B. les champs
d'observations et le futur sont decales d'une image vers la gauche, par rapport a la sequence
d'images et a la sequence de masques. Parametres : 
in
= 11; 
out
= 104, R
s
= 400k
; R
f
=
200k
; R
p
= 206k
, G
1
= 950:10
 8
Siemens;G
2
= 2015:10
 8
Siemens.
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Fig. 2.6 - Simulation electrique du reseau. De haut en bas : 1) sequence naturelle : scene de rue
avec une voiture mobile ; 2) sequence des observations en niveaux de gris ; 3) sequence binaire
des champs d'etiquettes initiaux (champs futurs) ; 4) masques binaires detectes. Parametrage :

in
= 30; 
out
= 130, R
s
= 400k
; R
f
= 200k
; R
p
= 216k
, G
1
= 700:10
 8
Siemens;G
2
=
1400:10
 8
Siemens.
de traitement rapide (duree de relaxation du reseau de l'ordre de la s), integration sur un
seul capteur de l'acquisition en parallele des informations sur tous les pixels, et du traitement
simultane de tous ces pixels.
Par ailleurs, ce type de reseau cellulaire presente un avantage theorique notable : en eet, la
relaxation du reseau est un processus optimal dans le sens ou elle se fait simultanement et en
parallele sur tous les nuds du reseau. Donc la mise a jour des sites est instantanee et simultanee.
Ceci leve de facon elegante les contraintes et defauts classiques des algorithmes de relaxation de
type recursif et iteratif.
En contrepartie, les inconvenients sont bien s^ur le co^ut eleve de developpement d'un prototype
(200 000 US$), les problemes technologiques d'integration VLSI a resoudre (taille de la cellule,
consommation, interconnexions : : : ), et le manque de exibilite.
2.3 Composants Programmables Standards
2.3.1 Carte Electronique a Base de DSP et FPGA
Apres une etude detaillee de l'algorithme de detection de mouvement, il s'avere possible
de proposer une architecture materielle alternative aux solutions co^uteuses presentees plus
haut. Elle consiste a implanter l'algorithme sur une carte au format PC a base de composants
standards.
L'architecture de la carte est presentee sur la Fig. 2.7.
En eet, le pretraitement (ltrage, dierence et seuillage) peut ^etre realise avec des circuits
logiques programmables (FPGA) et, gr^ace aux processeurs de signaux numeriques (DSP) actuellement
disponibles sur le marche, on peut mettre en uvre le traitement proprement dit (la relaxation
energetique) a moindre frais. Tout ce qui concerne l'acquisition, le pretraitement et la visualisation
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Fig. 2.7 - Architecture de la carte PCMARKOV.
(FPGA et DAC/ADC) fonctionne a la cadence pixel (15 MHz). Seule la relaxation markovienne
est realisee en mode asynchrone par un DSP (Motorola 96002), avec une memoire tampon qui
sert d'interface. C'est le point cle de l'architecture proposee.
Une carte operationnelle, qui traite des images de taille 256 256 a la cadence de 15 images
par seconde, a ete developpee au laboratoire (Fig. 3.15, page 25). Cette carte s'insere sur le
bus ISA d'un ordinateur personnel, est fonctionne de maniere completement autonome apres
chargement de son programme (phase initiale de boot). On dispose ainsi d'un prototype complet,
peu encombrant et peu co^uteux (8000 US$), allant de l'acquisition a la visualisation des masques
des objets mobiles, et approchant un fonctionnement en temps reel. En contre-partie, cette
solution ore moins de exibilite que les machines paralleles.
Ce type de materiel est bien adapte a la vision embarquee. Une application typique de la
detection de mouvement est le contr^ole du trac routier ou la telesurveillance a l'entree d'un
site gr^ace a une camera \intelligente". La Fig. 2.8 presente un resultat de detection automatique
du mouvement d'un pieton sur un trottoir, obtenu gr^ace a la carte a DSP decrite ci-dessus.
On constate le bon comportement du systeme qui elimine les bruits parasites. Notons que
l'algorithme detecte egalement l'ombre du pieton sur le capot de la voiture en stationnement (il
ne s'agit pas d'une fausse detection).
2.3.2 Les Processeurs Video Numeriques (DVP)
L'apparition recente sur le marche de processeurs video programmables (Digital Video Processors),
qui integrent dans leur architecture une certaine dose de parallelisme (TMS320C80, PVP du
CNET : : :) semble ^etre une solution d'avenir orant un bon compromis entre complexite de
developpement, performance de traitement, co^ut et encombrement. Il s'agit alors d'un parallelisme
dit a gros grain, contrairement au parallelisme a grain n des machines paralleles mentionnees
au paragraphe 2.1.
Un exemple de ce type de composant est le processeur PVP developpe par le CNET. Son
architecture, de type SIMD avec 8 ou 16 PE sophistiques, est donnee Fig. 2.9.
Ce processeur video a ete concu pour des applications video en telecommmunications (compression
MPEG4). En plus de sa puissance de calcul elevee (2 Gops), une de ses caracteristiques principales
est sa grande bande passante qui permet des entrees-sorties a haut debit (4Gbits/s).
Nous avons implante le detecteur de mouvement sur ce type de materiel, et l'on atteint
une cadence de traitement impressionnante : 150 images/s pour une taille d'image 256  256
2.3. COMPOSANTS PROGRAMMABLES STANDARDS 71
sé
q
ue
nc
e
P
ié
to
n
ét
iq
ue
tt
es
in
it
ia
le
s
m
as
qu
es
 a
pr
ès
4 
it
ér
at
io
n
s
Fig. 2.8 - Detection de mouvement avec la carte PCMARKOV. De haut en bas : Sequence de
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et une frequence d'horologe de 70MHz. Par contre, sa structure specique oblige a un exercice
non trivial d'adequation algorithme/architecture dans le cas de traitements plus complexes : une
premiere evaluation de l'algorithme de segmentation des levres sur le simulateur logiciel du PVP
nous donne une cadence d'environ 15 images/s.
La conception d'une carte au format PC (bus PCI), basee sur ce processeur video est
actuellement a l'etude. Elle devrait comporter une carte-mere avec FPGA et convertisseurs
ADC/DAC pour l'acquisition, les pretraitements simples et la restitution video, et une carte-
lle mezzanine, avec PVP et memoires associees, pour les traitements lourds.
L'implantation du detecteur de mouvement sur un autre type de processeur video (TMS320C80)
est egalement a l'etude. Il s'agit cette fois d'une petite structure parallele de type MIMD a 4
PE (4 DSPs), relies entre eux par un crossbar orant une grande souplesse d'interconnexion.
De plus, un processeur RISC ottant 32 bits permet d'executer des operations mathematiques
complexes tout en contr^olant les PE.
La comparaison des performances que l'on arrivera a atteindre sur ces deux types de DVP
se revelera certainement riche d'enseignement sur le type architecture le mieux adapte aux
algorithmes markoviens.
En parallele au developpement des processeurs video numeriques, on peut aussi signaler
l'apparition sur le marche de l'instrumentation de nouvelles normes de bus rapide, comme le
bus FireWire (norme IEEE 1394) qui rend possible une liaison serie directe et haut debit entre
une camera et un PC, ce qui ouvre des perspectives interessantes pour la conception de cartes
de traitement video au format PC : : :
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3.1 Le Point sur la Situation
Ayant initie au LTIRF l'activite \analyse du mouvement dans les sequences d'images", j'ai
constitue et j'anime un petit groupe de chercheurs autour de ce theme : le groupe Mouvement-
Markov (M&Ms). Le laboratoire a acquis une competence desormais reconnue dans ce domaine.
Cette activite a ete l'occasion de renforcer les collaborations entre les trois equipes du LTIRF
(Vision, Reseaux Neuronaux et Circuits Speciques), aussi bien sur des aspects theoriques
de traitement (multiresolution, cooperation entre segmentation bayesienne et contours actifs,
perception du mouvement et de la couleur), que sur des aspects pratiques de mise en uvre
materielle des algorithmes (Fig. 3.1).
  Réseaux
NeuronauxVision
  Circuits Spécifiques
Groupe
 M&Ms
perception couleur
DSP,FPGA
VLSI mixte
   pyramides
multirésolution
(A.Chéhikian)
(J.Hérault)
(G.Bouvier,G.Sicard)
réseaux cellulaires
    analogiques
snakes
perception mouvement
& flux optique
(P.Y.Coulon, J.P.Charras)
(D.Alleysson)(P.Delmas)
(D.Pellerin)
algorithmes & traitements architectures & matériel
Fig. 3.1 - Collaborations dans la structure LTIRF.
L'etude du mouvement dans les images a ete pour moi un excellent catalyseur de ma
recherche. C'est en quelque sorte l'archetype d'une t^ache liee a la video : d'une part, c'est
un probleme d'analyse mal pose qui requiert des methodes de traitement robustes et
performantes (e.g. regularisation statistique sous contraintes : : :) D'autre part, ses applications
eectives necessitent la prise en compte de la notion de cadence video, donc une implication
forte dans les implantations materielles temps-reel. Ces deux constats conduisent donc a
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aborder de front le traitement du signal et de l'image, l'informatique et l'electronique.
3.2 Valorisation des Acquis a Moyen Terme
J'elargis actuellement ma thematique a la segmentation spatio-temporelle de scenes
dynamiques, t^ache essentielle de la vision articielle, qui trouve application dans des domaines
en pleine expansion comme les telecommunications audio-visuelles, ou existent une forte
demande et une forte potentialite (internet, multimedia, compression, codage, interface homme/machine)
et en vision embarquee (telesurveillance, robotique mobile, conduite automobile guidee, contr^ole
non destructif, diagnostic medical, meteorologie : : : ).
Dans cette optique, etant parti du cas simple de la detection de mouvement avec camera
xe, j'aborde maintenant la segmentation dans le cas d'une camera mobile : compensation
de mouvement (avec implantation sur processeur video ou DSP), estimateurs robustes (dont
certains sont implantables en VLSI analogique), segmentation de visages avec cooperation couleur
- mouvement - texture et cooperation segmentation bayesienne - modeles deformables (snakes).
Ayant deja pris une orientation vers les realisations materielles, je souhaite continuer a
m'investir sur les aspects adequation algorithme/architecture (AAA), qui sont un challenge
interessant de la recherche appliquee, les concepts architecturaux ayant une perennite malgre
l'evolution rapide du materiel. Deux stages et un contrat sont prevus en 1999 pour l'implantation
de nos algorithmes sur processeurs video de type SIMD (PVP du CNET et TMS320C80).
Dans un proche avenir, je prevois de co-encadrer une these en micro-electronique (avec Gerard
Bouvier), en vue de la realisation du circuit ASIC VLSI (reseau 100 100) pour la detection de
mouvement en temps-reel video.
La Fig. 3.2 tente une synthese chronologique de mes themes d'inter^et et donne l'orientation
de ma recherche a moyen terme.
3.3 Perspectives au Sein du LIS (Long Terme?)
Dans le cadre de la fusion des deux laboratoires LTIRF et CEPHAG au sein de la nouvelle
entite LIS (Laboratoire des Images et Signaux, structure en cinq groupes et mixant les competences
en signal et en image), plusieurs perspectives de recherche s'ouvrent a l'horizon 2000 (Fig. 3.3).
Dans la logique de mes travaux anterieurs, j'appartiens aux deux groupes CLS (Circuits
et Langages Speciques) et API (Analyse-Perception-Interpretation). J'ai notamment pris en
charge la valorisation du logiciel MUSTIG pour le prototypage d'architectures materielles (generateur
VHDL pour la programmation de DSP et FPGA). Un projet de stage a ete propose cette annee
sur ce sujet, en collaboration avec J. Lienard.
J'ai egalement vocation a participer au groupe Communication, en rapport avec mes travaux
sur le projet Labiophone (telecommunication et compression audiovisuelles).
Le savoir faire specique du LIS-Viallet (ex-LTIRF), et notamment l'apport des methodes
de regularisation statistique que j'ai developpees, s'averent aptes a traiter certains problemes de
segmentation de sequences d'images sonar, speciques a l'acoustique sous-marine, problemes
sur lesquels travaille le groupe SIN (Signaux et Images Naturels) du LIS-Campus (ex-CEPHAG),
en partenariat avec la DCE (ex-Division des Chantiers Navals) pour la detection et la poursuite
de cibles sous-marines.
La segmentation bayesienne d'images temps-frequence est egalement un point de convergence
potentiel avec les travaux du LIS dans le groupe API.
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Une autre voie de recherche, qui me ferait rebondir sur mon acquis en these, concerne d'une
part l'analyse spectrale intelligente (projet ASPECT du LIS), et la reduction de bruit, themes
abordes par le passe, et que j'ai l'opportunite d'approfondir et de valoriser dans les applications
au sein du groupe API. Et d'autre part l'application des modeles ARMA aux images.
Une collaboration engagee en 1997 avec le LPCS (Laboratoire de Physique des Composants
a Semi-conducteurs) porte sur l'acquisition de signaux non-stationnaires dans les composants
a semi-conducteurs, et leur analyse par l'etude de statistiques d'ordre superieur (S.O.S.),
qui correspond a une competence reconnue du LIS [LAC97], theme dans lequel je souhaite
m'impliquer pour cette application en physique des composants.
Sur le plan theorique, l'exploration de changements d'espaces de representation des donnees
manipulees est un champ d'investigation qui m'interesse. La theorie des quaternions (nombres
hypercomplexes) en fait partie. Cette theorie n'est pas nouvelle [KS89], mais les tous recents
travaux pour leur application au traitement du signal et des images me semblent riches de
potentialites : FFT ultra-rapide [Che95], estimation de mouvements 2-D de translation [BS97],
gestion de l'espace des couleurs [SE98]. Je compte evidemment poursuivre aussi mon investigation
sur le modele LIP (Logarithmic Image Processing), et les tranformees multi-echelles (ondelettes
3-D).
Enn, les phenomenes chaotiques sont egalement attractifs a mes yeux, et leurs applications
commencent a se developper (cryptage, conception de circuits et systemes non-lineaires). L'existence
du groupe Non-Lineaire du LIS me donne l'opportunite de developper cet axe passionnant.
\Lecteur,
au sortir de ces landes arides
qu'il a bien fallu traverser,
je souhaite que jeunesse te garde."
3.3. PERSPECTIVES AU SEIN DU LIS (LONG TERME?) 77
([Ala41], p. 260)
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IEEE Trans. on Image Processing (1999) : mise en uvre sur DSP [DLC98b]
{
()
Signal Processing (1999) : segmentation spatio-temporelle par approche 3D [LCL99]
{
()
Real-Time Imaging (1998) : mises en uvre materielles de la detection de mouvement
[CLD98]
2 Articles de Revue Nationale
{ Traitement du Signal (1997) : approche spatio-temporelle 3D [CL97]
{ Traitement du Signal (1996): detection de mouvement et mises en uvre materielles
[CDLC96]
10 Conferences ou Workshops Internationaux
(avec actes et comite de lecture)
{
()
IEEE Int. Conf. Image Processing (ICIP'98) : application Labiophone [LL98b]
{ IEEE Int. Conf. ICASSP'99 : application labiophone [LL99]
{ IEEE Digital Signal Processing Workshop (DSPW'96) : implantation sur DSP du detecteur
de mouvement [DLC96b]
{ IEE Int. Conf. Image Processing and Applications (ICIPA'95) [CL95d]
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{ Europ. Conf. Computer Vision (ECCV'94) [LPC94b]
{ Scandinav. Conf. Image Analysis (SCIA'95, SCIA'97) [CL95b, LL97b]
{ Int. Conf. Computer Analysis of Images and Patterns (CAIP'95) [CL95c]
{ Eurographics Animation and Simulation Workshop (EG'93) [LC93]
{ IEEE Int. Conf. Multimedia Computing and Systems ICMCS'99 : suivi automatique de
levres par cooperation MRF/contours actifs (papier soumis [LDC
+
99]).
10 Conferences Nationales ou Restreintes
(avec actes et comite de lecture)
{ Mediterranen Conf. Electronics Automatic Control (MCEA'95) [CL95a]
{ SPIE Conf. in Optics (ROMOPTO'94) [LPC94a]
{ 2nd Advanced Training Course : Mixed Design of VLSI Circuits (MixVLS'I95 [PL95])
{ GRETSI (95, 97) [CLD95, DLC97]
{ Journees du GDR Adequation Algorithme Architecture (AAA'96) [DLC96a]
{ Congres Reconnaissance Formes Intelligence Articielle (RFIA'98) [DLC98a]
{ Journees Compression Representation Signaux Audio Visuels (CORESA'95, CORESA'96,
CORESA'98) [LP95, LS96, LL98a]
Divers
{ Actes Ecole d 'ete des Techniques Avancees Signal Image Parole (ETASIP'97) [CCL97]
{ 3 Rapports Techniques d'Ambassade [Lut89a, Lut89b, Lut90b]
{ 1 Rapport Technique LETI/CEA [Lut88b]
{ 2 Seminaires du GDR [CL93, Lut93]
{ 1 Poster aux Rencontres ELESA [LL97a]
{ 3 Documents de cours (analyse spectrale, math, ETASIP'97) [Lut90a, Lut96, Lut97]
{ 1 Memoire de these [Lut88a]
{ 1 Rapport de DEA [Lut85]
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