The aim of this paper is to analyse the results obtained by a French workgroup that has been working on reference specimens for x-ray stress determination, to critically examine the procedure and to understand the factors that control the accuracy of the results. It is found that manufacturing of specimens with sufficient accuracy is possible and the paper shows how the embryo of a metrological system for x-ray stress analysis can be set up.
Introduction
The measurement of an unknown physical quantity amounts to comparing it to a reference with a proved traceability' (translated from [1] ). This reference is a standard linked to the primary standards (metre, kilogram, second, etc) of a national metrological system. However, for x-ray stress analysis establishing such a link seems to be out of reach for the moment. This problem can be tackled with the use of reference materials that are of common use in the fields of chemical and physical analysis (e.g. [1] [2] [3] [4] [5] [6] [7] [8] ). The aim of this work is to present and analyse a preliminary study that could constitute a first step in this direction. It has been undertaken within 'Groupement Français d'Analyse des Contraintes' (GFAC, French workgroup for stress analysis), which is a thematic committee of 'Société Française de Métallurgie et de Matériaux' (SF2M) and of 'Groupement pour l'avancement des méthodes d'analyse des contraintes' (GAMAC). The workgroup, led by the first author, has been working from 1997 to 1999 [9, 10] . It is composed of 20 laboratories, 18 of which are French and two of which are Belgian, and about half of which are industrial laboratories.
Motivations and objectives
Although many efforts have been made to improve the quality of stress determination by x-ray diffraction [11] [12] [13] [14] , comparison of x-ray stress measurements with primary standards is still a remote objective. The aim of the workgroup was to establish a base of comparison among a group of laboratories through round-robin tests. Thus, the idea is to associate a series of conventionally true stress values with a set of reference specimens. The adverb 'conventionally', here is fundamental because such a procedure cannot, in any way, guarantee that the values obtained are true values, i.e. that they can potentially be traced up to the primary standards. Therefore, our work was based on two main assumptions:
• There is no fundamental bias in the method; i.e. x-ray stress analysis, if applied correctly, gives the true engineering stress. This rules out, for instance, strongly textured specimens where second-order stresses may influence the measurements significantly.
• The set of laboratories that joined the work, equipment, operators, experimental protocols, data treatment algorithms, etc, is large enough for most differences in the (inevitable) systematic errors to cancel each other out.
In the present state of knowledge, it is not possible to manufacture a specimen with a given residual stress value. Therefore, what was chosen was the couple material/treatment in order to obtain a known residual stress state (equibiaxial stress state, presence of shear component, etc) whose precise value will be determined experimentally, and to obtain a high stress value without major experimental difficulties. The main difference between our approach and a simple round-robin test is that the results will be analysed to determine whether the specimens may be given an official status (certification). As a matter of fact, the use of round-robin tests is a common practice in the field of stress determination by diffraction (of x-rays or neutrons) [16] [17] [18] [19] [20] [21] [22] .
The next question that arises is: What is the use of such specimens? One answer is given in the French standard for x-ray stress analysis [23] , which distinguishes between qualification and verification of the equipment. Qualification consists in controlling the apparatus when it is new or when it has undergone a significant mechanical upgrade or repair. Verification is performed to check periodically the state of the equipment. Qualification must be performed with both a stress-free specimen and an 'interlaboratory' stressed reference specimen, while verification is performed with a stress-free specimen and a stressed reference specimen ('interlaboratory' or 'laboratory'). The basic difference between an 'interlaboratory' specimen and a 'laboratory' specimen is that the latter is obtained under the responsibility of an isolated laboratory, while the former must involve several laboratories and an official certification is issued by a competent commission. This use of stressed reference specimens for quality assessment is based on the following ideas:
(1) Goniometer alignment: an x-ray goniometer has two or more rotation axes. These axes must meet each other at one point (actually within a small sphere called the confusion sphere) that will define the centre of the goniometer. The next steps are to bring, first, the x-ray beam and, second, the specimen surface to this centre. Any inaccuracy in this procedure will lead to diffraction peak shifts that are not linked to the stress state but to equipment misalignments. These misalignments can be classified into two groups: rotation and translation misalignments. The latter can be detected through a measurement on a stress-free specimen but the former can only be seen on a stressed specimen.
(2) The alignment of a goniometer can be achieved and checked accurately by a variety of methods, some of which do not use x-ray diffraction. However, x-ray stress determination is the result of many other steps that can be calibrated independently, but an overall verification is always desirable. It enables the operator to check the calibration of a position-sensitive detector, to check peak localization algorithms, to detect and adjust some subtle interactions between optical aberrations and alignment, to detect and adjust some interactions between rotation and translation misalignments, etc. In this way, the whole measurement procedure can be checked and the global accuracy achieved can be evaluated.
(3) If the stress in the reference specimen is sufficiently stable over long periods of time (i.e. negligible creep), it can allow the determination of the drift of the equipment with time and a routine check of the instrument after changes of the cradle or software settings.
(4) As an 'interlaboratory' reference specimen has been analysed by several laboratories, it gives information on the dispersions within the x-ray stress community and on the accuracy level that can be achieved for a given type of measurement. Accordingly, a laboratory performing a measurement on an 'interlaboratory' specimen can see if its practice lies within this dispersion range.
Functions described earlier can be fulfilled either by a specimen with residual stresses or by a specimen under known applied stresses with a mechanical device (tensile or four-point bending) [18] . The advantages of the latter are that the stress value is known and that, for an operator working between two stress states, some systematic errors can be cancelled out. The drawbacks are that mechanical devices operated with x-rays are delicate to operate properly: calibration of a load cell, control of friction, control of the actual stress state, control of the geometry of the specimen, control of backlashes and drifts, etc. This paper focuses on reference specimens with residual stresses.
Stresses can be determined with several diffraction techniques: laboratory x-ray diffraction, synchrotron x-ray diffraction or neutron diffraction. All these techniques have a lot in common; thus, many ideas developed in this paper can be used to manufacture reference specimens for any technique. However, this paper focuses on laboratory experiments and some points specific to high-energy synchrotron radiation or neutron diffraction are not considered here: for instance, location and immersion of the gauge volume or depth stress gradients.
Brief review of x-ray stress analysis
The basis of residual stresses analysis by x-ray diffraction is to measure the elastic strain of the crystallographic lattice, ε φψ , in several directions defined by the azimuth angle, φ, and the inclination (tilt) angle, ψ (figure 1). For a given value of the angle, φ, the normal stress, σ φ , and the shear stress, τ φ , can be obtained from the sin 2 ψ relation: are the x-ray elasticity constants (XECs) of the material for the measured lattice plane family, {hkl}. Tr(σ ) is the trace of the stress tensor and σ 33 the normal stress component in the direction S 3 . To obtain the complete stress tensor, at least six independent directions, φψ, must be measured: where the F ij coefficients are the generalized XECs. In the case of an isotropic homogeneous material, they depend on the XEC and φψ direction. The strain, ε φψ , is obtained from the diffraction peak position, 2θ φψ , in the φψ direction with the relation ε φψ = ln(sin θ φψ / sin θ 0 ), where 2θ 0 is the diffraction peak position for the stress-free specimen.
The angles φ and ψ only define the measurement direction, L 3 ; however, the incident and diffracted beams lie either in the (L 1 ,
The first case is called the setting ( figure 2(a) ) because the inclination, ψ, is achieved by the rotation of a twocircle goniometer. The second one is called the χ setting (figure 2(b)) because ψ is obtained with the χ rotation of a four-circle goniometer. The latter is sometimes called the ψ setting in the literature. Another setting called the setting is sometimes used on portable goniometers. In this case, the rotation axis, , lies in the (L 2 , L 3 ) plane, making an angle of (π/2) − θ with the L 2 axis; i.e. at = 0, the incident beam is normal to the specimen surface. This induces systematic errors that are partly compensated by the use of two detectors. Goniometers can be either laboratory equipment or portable (in situ) apparatus. In the first case, it is the specimen that is rotated to reach angles φ and ψ, whereas in the second one, the x-ray source and the counter are rotated together around the specimen. The detectors can be classified according to their geometry or their physical principle. They can be 'position sensitive', i.e. they acquire the whole diffraction pattern at one time without movement, or be 'punctual', i.e. a rotation, 2θ , is needed to scan the diffraction range. Further information about x-ray stress analysis can be found in the literature [24, 25] . 
Experimental procedure
Before the measurement series, a questionnaire was sent to each laboratory. It was found that the group was working with a complete range of equipment:
• laboratory and portable goniometers, • (omega), χ (chi) and (xi) settings, • position-sensitive and punctual detectors, • gas proportional counters (sealed or not), scintillation counters, semiconductor (Ge or SiLi) diode detectors and CCD arrays.
However, as the group was formed by volunteers, there is no guarantee that the proportion of its equipment is quantitatively representative of the actual proportions to be found in industrial or university laboratories. The work was organized in four steps:
• manufacturing and preliminary tests of the specimens,
• measurement series according to ISO 5725 [26, 27] and NF XPA 09-285 [23] standards, • analysis of the results, • certification of some specimens.
The materials and the specimens were selected according to the following characteristics:
• usual materials, • simple microstructure that would not lead to specific measurement problems, • diffracting with usual x-ray sources in the usual 2θ angular range (145˚and 155˚), • good stability (low creep) at room temperature.
The five selected materials are 7175 aluminium alloy, TiAl6V4 titanium alloy, In718 nickel alloy, C38 (shot-peened) or C75 (ground) ferritic steels and 316L austenitic steel. Eventually, a sixth material was added due to its industrial importance: 27CrMo4 martensitic steel; the interlaboratory series was a good opportunity to obtain a reference point for this material. Samples of each material were machined into a parallelepipedic specimen (see figure 3) . One face was shot-peened in order to obtain high compressive stress levels with a weak crystallographic texture and a linear 2θ versus sin 2 ψ plot. The other face was ground because this leads to a more complex stress state such as ψ splitting due to shear stresses (τ φ ) between phases. Fifteen specimens of each material were manufactured. Following previous experience [22] , the measurement conditions were chosen to constrain the operator as much as possible and reduce the dispersion of the results. However, some parameters were left to the choice of the operator in order to preserve the diversity of equipment and not to exclude any laboratory. The imposed parameters were the crystalline plane and the radiation, the minimum number of ψ directions, the values of XECs, a minimum spot size (at ψ = 0) of 3 mm to 4 mm, no masking of the surface, no oscillations and a counting time chosen so that the uncertainty caused by counting statistics was smaller than 15 MPa (although nothing was specified on how to calculate the uncertainty!). The free parameters were the type of setting ( , χ or ), the type of detector, the spot shape, the goniometer radius, the acquisition step and range in 2θ , the use of a monochromator or filters and the method of aligning the equipment.
According to the ISO 5725 standard, to test the repeatability of the method, each specimen should be measured several times (in our case three times removing and remounting the specimen) under the same conditions in the same laboratory. This led to an initial number of measurements per laboratory of 6 materials × 15 specimens × 3 repeatabilities ×2 faces of the specimen = 540.
For 20 laboratories, this would have given 10 800 measurements. For obvious cost and time considerations, the number of measurements was reduced according to the following rules: each specimen should be tested in three different laboratories, which gives 3 × 3 measurements for one mechanical state. Thus, we obtain 15 × 9 = 135 measurements for one mechanical state, which was found to be sufficient for significant statistical treatment of the data. The total number of measurements was thus reduced to 1620, i.e. 81 per laboratory, which is reasonable. Before the round-robin itself, the homogeneity of each set of specimens was tested. The 15 specimens were measured in one laboratory, under repeatability conditions. This led Table 1 . Results of the round-robin test. All values are in megapascals, s.d. = standard deviation. The critical difference is computed for a set of three measurements (n = 3). The results were computed, either from the raw data provided by the laboratories or with the data treated by a unique process. For the latter, the process that led us to the smallest dispersions was kept: centred centroid without background removal for the martensitic steel and centred centroid with background removal for the ferritic steel and the aluminium.
Data
Normal us to discard the austenitic steel specimen and the ground side of the titanium specimens. For the shot-peened titanium, the shot-peened ferritic steel, the ground ferritic steel and the shot-peened aluminium, the standard deviation of the 15 measurements was respectively 20 MPa, 29 MPa, 9 MPa and 6 MPa. These values were considered low enough to continue the work.
The round-robin test was organized in the following way: the 15 specimens of one material were divided into five subsets of three specimens, which were circulated randomly among the participating laboratories. Each laboratory was to perform three measurements on each specimen under repeatability conditions. Between measurements, the specimen was to be unmounted and mounted again according to the usual mounting procedure used by the operator.
Thus, the repeatability mentioned in this paper includes the mounting repeatability, the repeatability of the goniometer movements, the repeatability due to counting statistics and the drift of the equipment during the three measurements of the specimens.
Results
The raw data (i.e. stress values calculated with the laboratory software, commercial or home-made) were processed according to the ISO 5725 standard. As the 15 specimens were considered to be homogeneous, the computation was performed considering a unique stress level. The average values of normal and shear stresses, σ φ and τ φ , as well as the standard deviations of repeatability and reproducibility, s r and s R , were calculated. They are reported in table 1. The repeatability represents the dispersion of measurements within one laboratory, but averaged over all the laboratories. The reproducibility represents the global dispersion. The martensitic steel specimens and the titanium specimens exhibit a much worse reproducibility than the other materials. This reflects the difficulty in analysing broad diffraction peaks (which are often truncated), especially when the background level is high. The nickel alloy specimens are not considered in this paper because too few measurements were available to obtain meaningful results. It can also be seen that the shear stress for the ground steel exhibits rather low dispersions. It is also true for the shear component of other specimens: it is almost zero with low dispersion.
A previous study [22] has shown that the different software used for processing the data can be an important source of dispersion. As most of the laboratories participating in the workgroup provided data files with the raw countings, all data were analysed with the same software: Stress/AT® (version 2), written by J M Sprauel. The program allows us to choose between different algorithms: the middle of chord at a given level (usually 40% of the net height), the centred centroid [28] or the parabola method. The background can be modelled by a straight line and removed or not. The six possibilities (three methods with or without background removal) were tried for each material. The results shown in table 1 are those with the lower dispersion level, i.e. the centred centroid with background removal for the ferritic steel and the aluminium alloy, and the centred centroid without background removal for the martensitic steel. The latter case can be easily understood because background estimation is very difficult when diffraction peaks are very broad. Comparing with the values obtained for raw data, it can be seen that the average stress value and the repeatability are only slightly changed, which was expected; however, the reproducibility is improved by 10% to 25%.
Once the average values of stress, repeatability and reproducibility are obtained, the question that arises is: How can this information can be used in order to qualify or to verify an equipment? An answer can be found in the ISO 5725 standard-it is possible to perform a statistical test by computing the critical difference with the following formula [26] :
where R = 2.8s R , r = 2.8s r and n is the number of measurements performed on the reference specimen when qualifying or verifying the goniometer. In the case of residual stress analysis, two critical differences, CD σ and CD τ , must be calculated for the normal stress and the shear stress. The test is the following: if σ i and τ i are the measured values, the averages are calculated as
If the following inequalities are simultaneously obeyed, the goniometer is considered as qualified or verified: [29, 30] ). The values of critical differences obtained, for a set of three measurements (n = 3), on the various specimens are presented in table 1. It can be seen that they are quite large for the martensitic steel. Even for a shot-peened ferritic steel, the critical difference reaches almost 60 MPa, which is reasonable but means that, with the present measurement habits, the test is not very selective.
Discussion

Homogeneity of the sets of 15 specimens
Although the results presented in section 5 show that it is possible to manufacture and characterize reference specimens of various materials, the procedure used can be analysed in detail. Ideally, the circulation of the specimens during the round-robin phase should be randomized as much as possible, in order not to introduce bias due to an over-representation of a given laboratory, of given equipment or of a given software. However, this proved impossible in our case because of the rather small number of participating laboratories and because of organizational constraints. For instance, some laboratories were not equipped or experienced enough to deal with measurements on titanium specimens. Table 2 gives the repartition of the various software used to analyse the aluminium specimens. It can be seen that the first subset of specimens has been analysed exclusively with software no 1, that software no 1 has been used 11 times (out of 24) , that software no 7 has only been used once and that subset no 5 has only been measured four times. It is thus very difficult to discriminate, in data analysis, between heterogeneities due to the samples and the influence of the software or the equipment. The use of the ISO 5725-2 standard is justified only if the homogeneity of the specimens can be assumed. This assumption has been checked by measuring the 15 specimens in the same laboratory (see section 4). However, the standard deviation obtained is close to the repeatability values and it would be interesting to quantify the dispersion of stress states within a set of specimens and compare it with the global variance. For this, a variance decomposition scheme with two factors was used. The global variance is decomposed into three terms, the laboratory variance, the specimen variance and the residual variance:
The correspondence between this decomposition and the ISO 5725-2 standard is given by [31] 
However, when the calculations were performed on our data, we found some discrepancies between the variance decomposition method and the ISO 5725-2 standard. They were attributed to the fact that the measurement procedure was not balanced, i.e. that some laboratories measured only one subset of the specimens, while others measured several subsets. This means that, if the specimens were to be measured five times, they should have been circulated to five laboratories. When the series was started, this fact was not seen as important and the specimens were dispatched to as many laboratories as possible in order to be measured by as many types of equipment as possible. To analyse the influence of this problem, we performed a computer simulation of a full experiment planning, i.e. as if the 15 specimens had been measured three times in each of the 20 laboratories (300 × 3 measurements). Simulated results for each measurement were generated randomly by using a statistical law with realistic standard deviations (based on the actual values). The reproducibility (global variance) was calculated by a variance decomposition scheme, as well as by the ISO 5725 scheme. Measurements were then removed randomly to simulate the fact that less than 300 measurements were performed. The results are reported in figure 4 . It can be seen that, as the number of measurements decreases, the global variance estimated by the variance decomposition scheme decreases, while for the ISO 5725 calculation scheme, the reproducibility remains stable. This shows that the latter remains more stable against unbalanced experimental planning.
To avoid any problem of this type, we performed analyses on smaller groups of specimens that constitute a complete (full) experimental programme. First, we computed the standard deviation on one subset of three specimens measured by one laboratory. This was repeated for two materials and three laboratories. The results are reported in table 3. It can be seen that the specimen variance for aluminium specimens is much smaller than for martensitic specimens. Second, we analysed one subset of three specimens measured by four laboratories using both equation (6) This means that the conclusions on specimen variance can be extended with good confidence to the whole set of specimens.
Other aspects
Apart from the values of repeatability and reproducibility, this study gave several elements of information:
• The interlaboratory dispersions are much higher than intralaboratory dispersions. This means that significant improvements in accuracy can be obtained by more accurate levels of specifications (standardization), especially for alignment and measurement protocols. However, an imposed protocol should not cause any bias in the measurement. There is currently no common agreement on such a protocol, and this question is far from being simple.
• The quality of the data obtained by the laboratories, for a given specimen, was strongly heterogeneous. This means that, for future studies, participating laboratories should be selected more rigorously.
• The importance of data evaluation software was underlined, even for simple cases such as shot-peened materials. It could thus be a good idea to qualify the software, for instance with simulated data, before proceeding to measurements.
• The homogeneity of the samples within a set should be tested in depth before starting costly and time-consuming round-robin series.
• The measurement uncertainty given by the software is systematically much smaller than the reproducibility. This should lead to an inquiry about the relevance of the usual ways of calculating the uncertainty, based on counting statistics or on the least square residual (e.g. [32, 33, 11] ).
• The prescriptions given to the participating laboratories were more strict than those of the French standard XPA 09-286. This means that the dispersion obtained in this study is likely to be narrower than in common laboratory practice. This is not exactly in agreement with one of the goals mentioned in section 2. 
Certification
Once the round-robin and subsequent analysis of the data were achieved, it was decided to proceed to the certification of some of the studied specimens. The specimens of materials for which the homogeneity of the complete set of 15 specimens was too low, or for which too few data were available, were not proposed for certification. That was the case for austenitic steel, martensitic steel, shot-peened titanium alloy and nickel alloy. For ground aluminium specimens, the certification was not adopted because, although the repeatability and the reproducibility were quite good, the stress level was deemed too low to consider them as 'stressed reference specimens'. Finally, four types of specimens were certified: shot-peened aluminium alloy, shot-peened ferritic steel, ground ferritic steel and shot-peened titanium alloy. As mentioned earlier, the analysis of table 1 shows that the processing of the data of different laboratories with the same software reduces the dispersion of the results. However, the workgroup chose to keep the raw values of table 1 for certification for the following reasons:
• It enables us to take into account the software as one of the sources of variability just as in the usual practice.
• It avoids the use of specific software that might introduce a bias in stress evaluation.
• It avoids the use of commercial software that would arbitrarily favour one supplier.
There were two possibilities of associating a stress value with a given specimen: the average stress obtained on the specimen and the average stress on the set of 15 specimens. After a long discussion, the workgroup decided not to choose and to report both values on the certificate. However, the opinion of the authors is that the average of the set is more reliable because it is calculated on many more results (135 instead of nine), although the price to pay is that that value is not, strictly speaking, that of the specimen concerned. As the measurement conditions used for the round-robin were more strict than the recommendations of the XPA 09-286 standard, it was found necessary to report them on the certificate of each specimen.
Conclusions
This study shows that it is possible to obtain consistent x-ray stress values from a group of 20 laboratories with reasonable dispersion levels. Thus, it is feasible to make reference specimens for this technique. The workgroup that performed this study was self-proclaimed in the French group on residual stress analysis (GFAC). It is not, in any way, an official commission. However, the chosen process was discussed within GFAC, which comprises most of the French x-ray stress community, and it was thus deemed legitimate to certify some of the specimens. One problem that arises in extending the present experience is that there is no reference specimen provider (even potential), and if cost issues and market size are considered, it seems unlikely that there could be any in the near future. One way to proceed, then, could be to constitute groups of at least four or five laboratories that could manufacture and circulate the specimens for their own use. They could themselves then certify the specimens as 'interlaboratory stressed specimens'. Once some experience is gained and reliable specimens are available, some exchange of specimens could take place to set up larger groups that might acquire more official status. This process could lead to a better understanding of x-ray stress determination and increase the reliability of measurements in accordance with the current efforts towards quality improvement in the field [35] .
