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ABSTRACT
Among stars in Galactic globular clusters the carbon abundance tends to decrease with increasing
luminosity on the upper red giant branch, particularly within the lowest metallicity clusters. While
such a phenomena is not predicted by canonical models of stellar interiors and evolution, it is widely
held to be the result of some extra mixing operating during red giant branch ascent which transports
material exposed to the CN(O)-cycle across the radiative zone in the stellar interior and into the base
of the convective envelope, whereupon it is brought rapidly to the stellar surface.
Here we present measurements of [C/Fe] abundances among 67 red giants in 19 globular clusters
within the Milky Way. Building on the work of Martell et al., we have concentrated on giants with
absolute magnitudes of MV ∼ −1.5 within clusters encompassing a range of metallicity (-2.4 < [Fe/H]
< -0.3). The Kitt Peak National Observatory (KPNO) 4 m and Southern Astrophysical Research
(SOAR) 4.1 m telescopes were used to obtain spectra covering the λ4300 CH and λ3883 CN bands.
The CH absorption features in these spectra have been analyzed via synthetic spectra in order to
obtain [C/Fe] abundances. These abundances and the luminosities of the observed stars were used to
infer the rate at which C abundances change with time during upper red giant branch evolution (i.e.,
the mixing efficiency). By establishing rates over a range of metallicity, the dependence of deep mixing
on metallicity is explored. We find that the inferred carbon depletion rate decreases as a function of
metallicity, although our results are dependent on the initial [C/Fe] composition assumed for each star.
Keywords: globular clusters: general – stars: abundances
1. INTRODUCTION
It is known from a number of observational studies
that as low-mass (0.5 ≤ M ≤ 2.0), metal-poor stars in
globular clusters (GCs) evolve up the red giant branch
(RGB) and reach absolute magnitudes brighter than
MV ∼ 0 their surface carbon abundance ([C/Fe]) de-
jemigerb@indiana.edu
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graeme@ucolick.org
clines markedly with continued increasing luminosity
(see Gratton et al. 2004, and references therein). This
phenomenon (first identified in GCs, but later observed
in field stars as well as open clusters; see e.g., Keller
et al. 2001; Szigeti et al. 2018) defies canonical stellar
models that predict surface abundances of evolved gi-
ants remain static after the first dredge-up event. Once
metal-poor giants evolve beyond this point, a radiative
zone separates the hydrogen-burning shell and the sur-
face, and canonical models typically do not allow for
mass motion within this zone. This has lead to the sug-
gestion of several possible extra mixing mechanisms that
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2could enable the transport of CN(O) exposed material
to the base of the convective envelope, e.g., Sweigart &
Mengel (1979) who developed a model of deep merid-
ional circulation within the radiative zone induced by
stellar rotation. Other drivers of a deep mixing process
such as turbulent diffusion (Denissenkov & Pinsonneault
2008), or Rayleigh-Taylor (Eggleton, Dearborn, & Lat-
tanzio 2006) or thermohaline instabilities (Charbonnel
& Zahn 2007; Denissenkov & Pinsonneault 2008) also
have been also considered. Theoretical modeling stud-
ies of extra mixing in metal-poor red giants include those
of Denissenkov & Weiss (1996), Denissenkov & Tout
(2000), Weiss et al. (2000), Denissenkov & VandenBerg
(2003), Palacios et al. (2006), Suda & Fujimoto (2006),
Cantiello & Langer (2010), Angelou et al. (2011, 2012),
Lagarde et al. (2012), and Henkel et al. (2017).
However, common to all theories of extra mixing is
a metallicity sensitivity to its efficiency (extra mixing
becoming less efficient with metallicity) and the expec-
tation that extra mixing only occurs in stars that have
evolved beyond a local maximum in the RGB luminos-
ity function of GCs. This local maximum (denoted
herein as the LMLF) is a result of a stutter in evolu-
tion when the hydrogen-burning shell advances outwards
and encounters a significant gradient in mean molecular
weight (a µ-barrier) that formed during the first dredge-
up event.1 When the hydrogen-burning shell eventually
encounters the µ-barrier, the sudden influx of hydrogen-
rich material causes a short-term reversal in the lumi-
nosity evolution of the star. In a collection of GC giants
having the same ages and initial compositions, the effect
is to produce a local maximum in the luminosity func-
tion. Once a star has evolved beyond the RGB LMLF,
any inhibiting effects of the µ-barrier to mass transport
across the radiative zone have been removed. The loca-
tion of the LMLF is also a function of metallicity. For
higher metallicity stars, the base of the convective en-
velope is driven lower during the first dredge-up phase,
which means that the hydrogen-burning envelope will
reach the µ-barrier earlier in the evolution up the RGB.
Because the µ-barrier is reached earlier in the evolution
of the star, the LMLF will therefore occur at a lower
1 Prior to the first dredge-up, the convective envelope of an
evolving GC star moves inward in mass as the core contracts. The
inward movement of this envelope results in partially processed
material from the stellar interior mixing with unprocessed surface
material, producing a molecular weight discontinuity at the base
of the envelope. As hydrogen burning continues in a shell around
the core, the temperature gradient near the core increases and
eventually forces the base of the convective envelope outwards. A
µ-barrier is left behind at the greatest point of inward progress of
the convective envelope (Iben 1965).
luminosity for clusters with higher metallicities (Zoccali
et al. 1999).
Here we have estimated the carbon depletion rate as a
function of metallicity for GC stars that have surpassed
the LMLF event in their evolution up the RGB. Stars
were observed from multiple Milky Way GCs across a
range in [Fe/H] metallicity. Using a similar method
to Martell, Smith, & Briley (2008), a carbon deple-
tion rate for each star has been derived based on the
measured [C/Fe] abundance, an assumed initial abun-
dance, and the time since each star evolved through the
LMLF event, the latter being found through the use of
isochrones for each cluster. The observations and results
are discussed below.
2. OBSERVATIONS
The goal of this project was to study the carbon abun-
dances of evolved red giants chosen to be of comparable
absolute magnitude and selected from multiple GCs en-
compassing a wide range of metallicities. Spectra were
obtained for 67 stars chosen on the basis of various pho-
tometric surveys for 19 GCs. Observations of the major-
ity of the stars (60) were obtained at Kitt Peak National
Observatory (KPNO) with the Mayall 4 m telescope,
while 11 additional stars were observed using the South-
ern Astrophysical Research Telescope (SOAR). The pro-
gram stars were chosen to have an absolute magnitude
of MV ∼ −1.5 in order to guarantee that they were suf-
ficiently evolved beyond the LMLF of the RGB of the
parent cluster, but still distinguishable from asymptotic
giant branch (AGB) stars.
2.1. KPNO Data
The observations made at KPNO used the 4 m May-
all telescope with the R-C Spectrograph under NOAO
Program 2010A-0388. This system employs the UV
Fast camera to transmit light to a 2048×2048 Tektronix
(T2KB) CCD detector with 24 µm pixels. The disper-
sive element used was the KPC-007 grating (632 l mm−1
in first order blazed at 5200 A˚), which produces a nom-
inal inverse dispersion of 1.4 A˚ pixel−1 at the CCD de-
tector for a resolution of 4 A˚ FWHM. Wavelength cov-
erage ranged from the violet cutoff to ∼ 5500 A˚, and so
includes the λ4300 CH band and the λ3883 CN band.
The spectrograph was used in the long-slit mode, with a
width of 2” (300 µm). Each program star was placed at
approximately the same location on the slit. For each
star, usually 1-2 exposures were taken for total expo-
sure times of 900-1800 s. The resultant spectra had a
typical signal-to-noise ratio (S/N) of ∼ 40 per pixel just
blueward of the CH feature. Calibrations, including ob-
servations of a He, Ar, Ne comparison arc before or af-
ter each exposure, biases, and flats, followed standard
3practices. The observations were made over a five-night
period from 2010 June 10 to 14. Weather was mostly
clear. A sample spectrum is shown as the top panel in
Figure 1.
2.2. SOAR Data
Observations with the SOAR 4.1 m telescope were
made under NOAO Program 2011A-0352 during the
three-day period of 2011 July 27-29. The Goodman
High Throughput Spectrograph was utilized. The spec-
trograph was configured with a 600 l mm−1 diffraction
grating, such that the resulting spectra have a resolution
of 2.3 A˚ FWHM and cover a wavelength range from the
atmospheric violet cutoff to 6200 A˚. A slit width of 3”
was used. For each star, two to three exposures were
taken to provide 1800 s of total exposure time. Poor
weather conditions limited the observing time to 2.5
nights instead of the intended 3. The square root of
the photons detected per pixel just red of the λ4300 CH
band in each spectrum was taken to give an approxi-
mate S/N characterizing the spectra. Typical spectra
had an S/N of ∼ 50 per pixel just blueward of the CH
feature. A sample spectrum is shown as the bottom
panel in Figure 1.
2.3. Reduction
Spectra for each star from the KPNO observa-
tions were reduced following standard reduction pro-
cedures using the Image Reduction and Analysis Facil-
ity (IRAF).2 The CCD frames were bias and flat-field
corrected prior to the extraction of one-dimensional
spectra. Initial wavelength calibrations were obtained
from the comparison arc exposures accompanying each
stellar observation. There is a considerable range in
radial velocities among the clusters observed at KPNO.
A radial velocity for each star was consequently calcu-
lated by cross-correlating the stellar spectrum against
a synthetic spectrum of a typical red giant to check for
membership. Shifts obtained from the cross-correlation
were used to place each spectrum in a stellar rest frame.
Spectra were flux calibrated.
For the SOAR observations, a different method was
used to reduce the spectra due to a large reflection in
the flat-field images obtained from the telescope. To
eliminate the reflection, a series of flats were taken at
an additional grating angle that moved the reflection to
a different location on the detector. The region in the
2 IRAF is distributed by the National Optical Astronomy Ob-
servatory, which is operated by the Association of Universities
for Research in Astronomy (AURA) under cooperative agreement
with the National Science Foundation.
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Figure 1. Top Panel: a sample spectrum taken from the
SOAR observations. The spectrum is that of a giant from
M30, a cluster with [Fe/H] = −2.3. (Harris 1996; 2010
edition) Bottom Panel: a sample spectrum taken from the
KPNO observations. The spectrum is that of a giant from
M10, which has an [Fe/H] value of −1.56. (Harris 1996; 2010
edition) The CN and CH bands can be seen around 3800 A˚
and 4300 A˚, respectively.
original flat with the reflection was then replaced with
a section from the new flat after normalization.
Another issue encountered with the SOAR observa-
tions was that the arc lamp exposures for each the pro-
gram were underexposed. Here a well-exposed arc taken
at the start of the night was used to obtain the general
shape of the pixel-wavelength solution, which was then
applied to the program stars. A cross-correlation be-
tween the resulting program spectrum and a synthetic
template was then used to shift the observed spectra
into the rest frame. A consequence of this approach was
the loss of any radial-velocity information. However, all
SOAR program stars are believed to be members based
on their positions on the color magnitude diagrams of
the clusters.
3. ANALYSIS
Carbon and nitrogen abundances were derived for
each star by modeling two spectroscopic indices mea-
sured from the spectra, one being a CH index covering
a strong CH absorption band located at 4300 A˚ (the so-
called G band), with a second index chosen to be sensi-
4tive to a CN absorption feature with a bandhead at 3883
A˚. The CN index that was measured is denoted S(3839)
and was introduced by Norris et al. (1981) specifically
for comparing the intensity in the violet CN band at
3883 A˚ with a nearby redward comparison region of
λλ3883-3916 A˚ that avoids CN absorption. The I(CH)
absorption index used employs two pseudo-continuum
bandpasses, a blueward region of 4240-4280 A˚, and a
redward bandpass from 4390 to 4460 A˚. The CH feature
bandpass itself covers the wavelength range of λλ4285-
4315 A˚ (Harbeck et al. 2003). In the case of the I(CH)
absorption index, each bandpass (continuum and fea-
ture) were normalized by their width by dividing the
sum of the bandpass by its width in angstroms. Equa-
tions 1 and 2 show how the S(3839) and I(CH) indices
were calculated with FX−Y being the total integrated
flux between wavelengths X and Y .
S(3839) = −2.5 log F3846−3883
F3883−3916
(1)
I(CH) = −2.5 log F4285−4315/30
0.5(C1 + C2)
(2)
C1 = F4240−4280/40 (3)
C2 = F4390−4460/70 (4)
The model atmospheres generated for each star were
computed using the MARCS program (Gustafsson et
al. 2008) and the Synthetic Spectrum Generator (SSG;
Bell & Gustafsson 1978, 1989). Effective temperatures
and surface gravities required for the stellar models were
derived using the V − K color of a star, the absolute
magnitude, and an [Fe/H] value based on cluster mem-
bership. The apparent V magnitudes for the program
stars came from the sources referenced in Table 1, while
the Ks magnitudes were taken from the 2MASS catalog
(Skrutskie, Cutri, Stiening, et al. 2006). The Harris cat-
alog (Harris 1996; 2010 edition) was the source for the
[Fe/H] adopted for each cluster.
Determination of stellar temperatures and surface
gravities was done according to the method described in
Alonso, Arribas, & Martinez-Roger (1999) and Alonso,
Arribas, & Martinez-Roger (2001). The equation in
Alonso, Arribas, & Martinez-Roger (2001) that gives the
stellar effective temperature as a function of the V −K
color uses the Carlos Sanchez Telescope (TCS) photo-
metric system. Thus V − K colors from 2MASS were
first converted to the TCS system using the method de-
scribed in Johnson et al. (2004). The V −K color on the
TCS system was then corrected for reddening by sub-
tracting the E(B − V ) values from Harris (1996, 2010
edition) multiplied by 2.74, which is the adopted red-
dening ratio from Prisinzano et al. (2012).
Synthetic spectra were calculated for each effective
temperature and log g with the appropriate [Fe/H] then
smoothed to match the observed spectrum for the indi-
vidual stars. Carbon and nitrogen were adjusted simul-
taneously to match the CN and CH indices. Due to the
role of the CO molecule in setting molecular equilibrium
abundances in red giant photospheres, the [O/Fe] abun-
dance used in generating the synthetic spectra for each
star is an important constraint. Whenever possible, we
used the literature values for any star in our study with
measured [O/Fe] abundances (Sneden et al. 2004; Co-
hen & Melendez 2005; Carretta et al. 2009a,b; Johnson
& Pilachowski 2012; Boberg et al. 2015, 2016; Rojas-
Arriagada et al. 2016; Villanova et al. 2016; Marino et al.
2018). If a star did not have a direct measurement, but
belonged to a cluster with other [O/Fe] measurements,
we assigned an [O/Fe] equal to the cluster average for
that star. In the cases where no measurements were
available for a cluster, an [O/Fe] abundance of 0.3 dex
was assumed. This value is based on Figure 6 of Car-
retta et al. (2009a) that shows [O/Fe] measurements for
19 GCs all approximately centered on 0.3 dex. ξ = 2.0
km s−1 and 12C/13C = 4.0 were also assumed for the
synthetic spectra, which are reasonable estimates for GC
RGB stars (e.g., Suntzeff & Smith 1991; Pavlenko et al.
2003). The resulting carbon abundances are plotted in
Fig. 2 as a function of the metallicity of each cluster.
The derived [C/Fe] and [N/Fe] values are presented in
Table 1.
To evaluate our uncertainties of the resulting abun-
dances based on the sensitivity to [O/Fe], [Fe/H], the
12C/13C ratio, and errors in temperatures, gravities, and
band strengths, we repeated the C and N abundance
determinations using different values for these input pa-
rameters as shown in Table 2. We chose to vary [O/Fe]
by ± 0.3 dex as this range encompasses the [O/Fe]
of most stars observed by Carretta et al. (2009a,b).
Maximum uncertainties for effective temperatures based
on the method in Alonso, Arribas, & Martinez-Roger
(1999) and Alonso, Arribas, & Martinez-Roger (2001)
are 150 K, which results in uncertainties in surface grav-
ity of 0.2, so we varied these parameters by these val-
ues. For the band strength uncertainties, we subtracted
the uncertainty in I(CH) and added the uncertainty in
S(3839) to maximize the effect of these uncertainties
since the bands are negatively correlated. A final un-
certainty for each star is then calculated by adding the
changes from each of these assumptions in quadrature
and provided in Table 1. The average change on [C/Fe]
and [N/Fe] from each of these parameters for the sample
is also given in Table 2, which shows that the greatest
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Figure 2. Carbon abundance [C/Fe] vs. [Fe/H] for each star
in the KPNO/SOAR sample. The circles indicate stars ob-
served with the KPNO 4 m telescope and triangles are those
observed with the SOAR telescope. The error bars represent
uncertainties from multiple observations of the same star.
There is no clear correlation between [C/Fe] and [Fe/H].
sensitivity is to Teff and [O/Fe] and demonstrates the
importance of our careful selection of [O/Fe] values.
A further check on our methods for assigning parame-
ters such as O abundances comes from comparisons with
the study of Martell, Smith, & Briley (2008). We note
that our study has nine stars in common with Martell,
Smith, & Briley (2008) who determined carbon abun-
dances for RGB stars in GCs through a similar method
to ours (matching CN and CH bands with synthetic
spectra). We find that for eight of these nine stars our
carbon abundances agree within the uncertainties. The
one star that does not agree was likely the result of a
poor observation by Martell, Smith, & Briley (2008)
as it was left out of the main analysis of that paper.
This comparison and consistency between the two stud-
ies provides additional support that our methods for de-
termining parameters for each star are appropriate.
4. RESULTS
A summary of the carbon abundances derived in this
program is shown in Fig. 2, which is a plot of [C/Fe]
versus [Fe/H] for each star in the sample (circles for
stars observed at KPNO; triangles for stars observed at
SOAR). All but one star has [C/Fe] < −0.2, with some
being carbon depleted by as much as [C/Fe] ∼ −1.0.
Such non-solar [C/Fe] ratios are signs that carbon has
likely been depleted at the surfaces of the cluster gi-
ants (halo subdwarfs, for example, more typically have
near-solar [C/Fe]; see for example, Laird (1985), Car-
bon et al. (1987), Gratton et al. (2000)). If GC stars
were formed with initial carbon abundances commen-
surate with those of subdwarfs then the implication of
the abundances in Fig. 2 is that a process has been at
work within the cluster giants that has brought about a
reduction in the surface carbon abundance. Within the
context of the interior structure of the GC giants, some
physical mechanism has caused carbon-depleted mate-
rial from the CNO-bi-cycle hydrogen-burning shell to be
transported across the radiative region that surrounds
the shell and thence carried into the convective enve-
lope, whereupon it is rapidly convected to the surface of
the red giant. We colloquially use the term extra mixing
to refer to the process that produces these carbon de-
pletions. This refers to a non-convective mixing or mass
transport of material across the interior radiative zone
of the red giant, i.e., it is a mixing process that acts
in addition to the outer convective envelope. Although
there may seem to be no pattern to the distribution of
points in Fig. 2, there is an underlying dependence of
deep mixing on metallicity implicit in these data.
Stellar interior theory indicates that mixing between
the base of the convective envelope of a cluster giant and
the outer parts of the hydrogen-burning shell can only
take place after this shell has burned through a molecu-
lar weight discontinuity left within the star at a location
corresponding to the deepest inward extent of the base
of the convective envelope during evolution up the RGB
(Iben 1965, 1968). The occurrence of this burn through
event produces a local maximum in the RGB luminos-
ity function. Taking this conventional theory as being
correct, for each of the clusters in our sample the abso-
lute magnitude of the LMLF can be predicted. Through
further application of stellar evolution models the time
since each star in our sample has evolved through the
LMLF can be calculated. Assuming a primordial [C/Fe]
for each cluster, a comparison with the observed [C/Fe]
values then allows the calculation of a carbon depletion
rate on the RGB to be derived for each star. A depletion
rate is defined here as the ratio of the change incurred
in the [C/Fe] abundance to the time since a star evolved
through the LMLF. Such calculated depletion rates can
be correlated with metallicity - the prime goal of our
project.
The absolute magnitude of the LMLF for each cluster
was estimated using a correlation between this magni-
tude and cluster metallicity that was derived from the
cluster data set of Fusi Pecci et al. (1990). The correla-
tion is shown in Fig. 3. A linear interpolation was used
6Table 1. Abundances for program stars
Globular Cluster [Fe/H] V MV Teff (K) log(g) S(3839) I(CH) [C/Fe]
a [N/Fe]a Telescope
NGC 6362 (1)
4 -0.99 13.32 -1.36 4328 1.36 0.311 0.389 -0.34 ± 0.17 0.79 ± 0.12 SOAR
6 -0.99 13.23 -1.45 4216 1.24 0.483 0.402 -0.36 ± 0.19 1.10 ± 0.24 SOAR
25 -0.99 13.32 -1.36 4108 1.19 0.228 0.408 -0.40 ± 0.21 0.78 ± 0.24 SOAR
NGC 6723 (2)
1-5 -1.1 13.30 -1.54 3942 0.97 0.432 0.396 -0.61 ± 0.24 1.76 ± 0.3 SOAR
2-4-62 -1.1 13.38 -1.46 4004 1.06 0.414 0.400 -0.50 ± 0.23 1.42 ± 0.25 SOAR
NGC 7099 (M30) (3), (4)
PE-19 -2.27 13.04 -1.6 4537 1.39 0.037 0.255 -0.27 ± 0.24 1.41 ± 0.10 SOAR
38 -2.27 13.24 -1.4 4642 1.53 -0.027 0.189 -0.38 ± 0.29 1.56 ± 0.11 SOAR
157 -2.27 13.00 -1.64 4419 1.30 -0.014 0.278 -0.32 ± 0.21 1.15 ± 0.10 SOAR
Based on solar abundances from Asplund et al. (2009)
Note—This table is available in its entirety in machine-readable form.
References—(1)Alcaino (1972), (2)Menzies (1974), (3)Alcaino (1978), (4)Dickens (1972)
Table 2. Sensitivity of the derived [C/Fe] abundance to
input parameters for SSG synthetic spectra
Parameter Change Average ∆[C/Fe] ∆[N/Fe]
Teff ± 150 K 0.16 0.12
log(g) ± 0.2 0.03 0.04
[O/Fe] ± 0.3 dex 0.10 0.05
[Fe/H] ± 0.1 dex 0.05 0.03
S(3839) and I(CH) ± 0.01 0.05 0.08
12C/13C ∼ +10 0.02 0.02
with the data from Fusi Pecci et al. (1990) to calculate
a value of MV(LMLF) for each cluster in our sample.
The LMLF magnitudes from Fusi Pecci et al. (1990), as
well as the values derived for the clusters in our sample,
are both shown in Fig. 3.
Following the method of Martell, Smith, & Briley
(2008), we use Yale Y2 isochrones (Yi et al. 2001) to
determine a characteristic rate for the luminosity evo-
lution, ∆MV/∆t, of stars with metallicities correspond-
ing to each GC in the observational program. A stellar
model for a given [Fe/H] was chosen within 0.05 mag of
the LMLF from an isochrone calculated with an age of
12 Gyr. This model sets the mass of a 12-Gyr-old star
that is evolving through the LMLF for a cluster of the
given [Fe/H]. Additional isochrones of greater age were
then reviewed until one was found where a model of the
appropriate mass had evolved to an absolute magnitude
of MV = −1.5±0.05. The age difference, ∆t between the
two isochrones provided a value for the ratio ∆MV/∆t,
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Figure 3. Absolute magnitude of the local maximum in
the luminosity function of a globular cluster as a function of
metallicity. The data points are taken from Fusi Pecci et al.
(1990). The solid circles represent clusters observed as part
of the KPNO sample, and the triangles represent clusters
observed with the SOAR telescope. Clusters from Fusi Pecci
et al. (1990) not in our sample are shown as open circles. The
solid lines are linear interpolations between the data points.
representing the mean rate at which a star evolves up
the RGB past the LMLF in each cluster.
Once a change in magnitude as a function of time
had been calculated for each star, a change in car-
bon abundance as a function of magnitude was deter-
7mined from (i) the difference in [C/Fe] from an assumed
initial solar [C/Fe] and (ii) the difference in absolute
magnitude of the star from the LMLF of the cluster.
With ∆[C/Fe]/∆MV thereby established for each star
in the sample, a value for the carbon depletion rate,
∆[C/Fe]/∆t, was derived with units of dex per gigayear.
A plot of the carbon depletion rate for each star as a
function of metallicity is shown in Fig. 4 with error bars
showing the propagated uncertainty that was calculated
for our [C/Fe] measurements from Section 3. A correla-
tion with [Fe/H] is evident, and in this sense our result
is analogous to that of Martell, Smith, & Briley (2008),
whose methodology we have followed so far. However,
there is a large spread in the calculated depletion rate at
each metallicity, especially around [Fe/H] ∼ −1.5 where
the sample is most numerous.
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Figure 4. Inferred carbon depletion rate as a function of
[Fe/H] for each member of our sample. Members from the
SOAR observations are shown as triangles and the KPNO
observations are shown as circles. To obtain this diagram
the assumption has been made that all stars formed with
the same initial solar [C/Fe], which is later modified by deep
mixing. A general decrease in the carbon depletion rate is
seen with increasing [Fe/H] metallicity, although there is con-
siderable scatter (especially around [Fe/H] ∼ −1.5).
One complication is that in some clusters it is known
that there is a relation between CN and CH band
strengths among red giants of similar abundance magni-
tudes (Gratton et al. 2004, and references therein). This
translates into a scatter in [C/Fe] at a given MV in such
a way that the [C/Fe] and [N/Fe] are anticorrelated,
with CN-strong giants having [C/Fe] abundances lower
than those of CN-weak giants of comparable luminos-
ity. Thus one might expect to derive different values of
∆[C/Fe]/∆MV for CN-strong and CN-weak giants. To
make allowance for this scatter, [N/Fe], having been de-
rived by simultaneously fitting the λ3883 CN index, was
noted for each star in order to assign it to a nitrogen-
rich (CN-strong) or nitrogen-normal (CN-weak) cate-
gory. If a star is nitrogen-rich, it is taken here to in-
dicate that the star formed from gas that incorporated
CN(O)-cycled material through some poorly understood
process very early in the cluster history. While the ini-
tial CN(O)-cycled material was nitrogen-enhanced, it
also had been depleted in carbon; therefore, stars that
were formed as nitrogen-rich would generally have had
a lower initial carbon abundance than nitrogen-normal
stars within the same cluster. An analysis of a histogram
of [N/Fe] for the sample showed two peaks clearly sep-
arated at [N/Fe] ∼ 1.1. Therefore, stars with [N/Fe]
greater than 1.1 in this sample were considered nitrogen-
rich, and those with [N/Fe] less than 1.1 were considered
nitrogen-normal.
A plot of carbon depletion rate versus metallicity is
shown in Fig. 5 with the stars indicated as nitrogen-rich
or nitrogen-normal. In general, it appears as though
nitrogen-rich giants have higher carbon depletion rates
than nitrogen-normal ones. However, the carbon deple-
tion rates are likely overestimated for the nitrogen-rich
stars because their initial carbon abundances are likely
lower than assumed in the calculation of ∆[C/Fe]. If
the initial [C/Fe] is lowered to −0.3 for the nitrogen-
rich stars, the resulting ∆[C/Fe] is reduced as well as
the calculated carbon depletion rate. Lowering the car-
bon depletion rates in the nitrogen-rich stars according
to this recipe results in values of ∆[C/Fe]/∆t that are
plotted versus [Fe/H] in Fig. 6. The scatter in deple-
tion rate at a given [Fe/H] is reduced as compared with
the spread seen in Figure 4, particularly around stars in
clusters with a metallicity of [Fe/H] ∼ −1.5.
Comparison between Figs. 4 and 6 illustrates the de-
gree to which the inferred carbon depletion rates are
dependent upon assuming an initial [C/Fe] for the red
giants in our cluster sample. To precisely determine
∆[C/Fe]/∆t for a given RGB star, one would need to
know the initial [C/Fe] for that star before it began deep
mixing. Determining [C/Fe] and [N/Fe] for stars on the
main sequence of a cluster, or just before the point of
mixing (the subgiant or early giant phase), could provide
an estimate for the initial [C/Fe] for nitrogen-rich RGB
stars. However, recent studies have shown that in some
clusters the [C/Fe] and [N/Fe] abundances of main se-
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Figure 5. Carbon depletion rate vs. metallicity. Anal-
ogous to Fig. 4, except that nitrogen-normal stars are de-
picted as open circles for the KPNO data and open trian-
gles for the SOAR data. Likewise, filled circles and triangles
depict nitrogen-enhanced stars observed at these two tele-
scopes. The error bars are removed for clarity, but
are the same as in Fig. 4.
quence and early turn-off stars spread over a wide range
(∼ 0.5 dex) rather than forming a bimodal distribu-
tion that could conveniently be identified with nitrogen-
rich and nitrogen-normal abundances (e.g., Briley et al.
(2004); Cohen, Briley, & Stetson (2005)). Because of
the range in initial [C/Fe] and [N/Fe] abundances be-
fore mixing has begun, a value for the initial [C/Fe] of
any particular star currently in a deep mixing phase on
the upper RGB may be difficult to determine. Such un-
certainty will inevitably limit the precision with which
∆[C/Fe]/∆t can be determined through the type of tech-
nique that we have employed in this observational pro-
gram. The more robust, but more telescope time in-
tensive, approach to deriving ∆[C/Fe]/∆t for a particu-
lar cluster would be to measure ∆[C/Fe]/∆MV for CN-
strong and CN-weak giants separately spanning a large
luminosity range on the RGB, similar to what has been
done by Suntzeff (1981), Carbon et al. (1982), Trefzger
et al. (1983), Langer et al. (1986), Bellman et al. (2001),
Shetrone et al. (2010), Kirby et al. (2015), and Gerber
et al. (2018) for various clusters.
5. CONCLUSIONS
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Figure 6. Carbon depletion rate as a function of metal-
licity after allowing for initial differences in [C/Fe] between
nitrogen-rich and nitrogen-normal giants. The carbon deple-
tion rates for the nitrogen-rich giants have been lowered to
account for their lower initial carbon abundance. The spread
in carbon depletion rates within each cluster is reduced, es-
pecially around [Fe/H] ∼ −1.5.
We have presented our findings for carbon depletion
rates among GC red giants for a range of metallicities
following a method similar to Martell, Smith, & Briley
(2008). While we were unable to reduce the star-to-star
scatter observed by that work, we were able to determine
that the scatter is caused by more than variability in
mixing rates. We found that this method of determining
mixing rates is heavily dependent on the assumed initial
carbon abundance for each star. Laird (1985), Carbon
et al. (1987), and Gratton et al. (2000) have shown that
a solar [C/Fe] value is a reasonable assumption for the
initial abundance based on values measured in halo sub-
dwarfs, but the multiple populations now known to exist
in most Galactic GCs (see, e.g., Piotto et al. 2015) add
complications since the initial carbon abundance will be
dependent on the population a RGB star belongs to.
Taking this into consideration, we find the typical rate
of carbon depletion to range from ∼20 to 50 dex Gyr−1,
with higher rates being found among metal-poorer clus-
ters. Extra mixing has been assumed here to commence
when a star evolves through the magnitude correspond-
ing to the LMLF. In the clusters of our sample, the
typical time taken to evolve from the MV(LMLF) to
the tip of the RGB is ∼30-50 Myr (depending on the
9cluster, with lower metallicity clusters taking less time).
If mixing were to continue at the same average rate
throughout the entire upper RGB, the total amounts
of carbon depletion incurred by GC red giants just prior
to the core-helium flash would be ∼1.0-1.5 dex depen-
dent upon metallicity. Thus some quite substantial car-
bon depletion would be anticipated among GC stars as
they evolve onto the horizontal branch. We also note
that the complications from multiple populations mean
that more observationally intensive methods that mea-
sure large samples of red giants in each cluster will be
needed to separate changes caused by deep mixing from
those caused by multiple populations.
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