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Abstract
For many plasma physics problems, three-dimensional and kinetic effects are very important.
However, such simulations are very computationally intensive. Fortunately, there is a class of
problems for which there is nearly azimuthal symmetry and the dominant three-dimensional
physics is captured by the inclusion of only a few azimuthal harmonics. Recently, it was
proposed [1] to model one such problem, laser wakefield acceleration, by expanding the
fields and currents in azimuthal harmonics and truncating the expansion after only the first
harmonic. The complex amplitudes of the fundamental and first harmonic for the fields were
solved on an r-z grid and a procedure for calculating the complex current amplitudes for each
particle based on its motion in Cartesian geometry was presented using a Marder’s correction
to maintain the validity of Gauss’s law. In this paper, we describe an implementation of
this algorithm into OSIRIS using a rigorous charge conserving current deposition method
to maintain the validity of Gauss’s law. We show that this algorithm is a hybrid method
which uses a particles-in-cell description in r-z and a gridless description in φ. We include
the ability to keep an arbitrary number of harmonics and higher order particle shapes.
Examples, for laser wakefield acceleration, plasma wakefield acceleration, and beam loading
are also presented and directions for future work are discussed.
Keywords: LWFA, PWFA, PIC, OSIRIS, Self-Trapping, Hosing
1. Introduction
Particle-in-cell simulations are widely used and well established for simulating plasmas in
fields ranging from magnetic fusion, inertial confinement fusion, plasma based acceleration,
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and space and astrophysics. These simulations are conducted in one, two, and three dimen-
sions. The two dimensional simulations are often conducted in cartesian ”slab” geometry
or r-z ”cylindrical” geometry. While the two dimensional simulations can be very useful for
carrying out parameter scans and illuminating physics , there are some problems in which
three dimensional effects lead to both qualitative or quantitative differences. For example,
in plasma based acceleration the space charge forces of an intense particle beam or the radi-
ation pressure of an intense laser, drive plasma wave wake fields as they propagate through
long regions of plasmas. The wakefield structure, the self-trapping of electrons, the beam
loading of wakes by trailing beams, and the evolution of the drive particle or laser beams
are not properly modeled in 2D slab geometry due to geometrical effects. Therefore r-z PIC
simulations have been used to properly describe the structure of the wakefield. However,
the use of an r-z code precludes hosing and the effect of asymmetric spot sizes of both the
drive and trailing particle beams. In addition, a linearly polarized (or circularly polarized)
laser is not typically azimuthally symmetric (azimuthally symmetric laser pulses are radially
polarized) so a laser driver cannot even be modeled using an r-z code.
Several methods have been developed for more efficiently modeling plasma-based accel-
eration in three dimensions (or in lower dimensions). These include the moving window
method [2], quasi-static methods [3, 4, 5], the ponderomotive guiding center (PGC) method
for modeling laser propagation [3, 6], and the use of simulating the physics in Lorentz boosted
frames [7, 8, 9, 10]. In some cases these methods are combined. For example, a combination
of quasi-static field equations and the ponderomotive guiding center approximation are used
in QuickPIC[5, 4] to model laser wakefield acceleration. In addition, each of these methods
have advantages and disadvantages when compared to full PIC methods in the rest frame of
the plasma. The quasi-static methods cannot accurately model self-injection, the pondero-
motive guiding center cannot model full pump depletion distances for extremely high laser
intensities, and the Lorentz boosted frame method still has issues with numerical Cherenkov
instabilities and it has not been well tested for studying self-trapping where particle statistics
can be an issue [11, 12, 13] . Work continues on each of these methods.
Very recently, an algorithm was proposed that would allow modeling laser propagation
with similar computational costs to an r-z code. In this algorithm the fields and currents
are expanded into azimuthal harmonics (modes) where the amplitudes of each harmonic are
complex and functions of r and z. This expansion is substituted into Maxwell’s equations
to generate a series of equations for the complex amplitudes for each harmonic. In [1] the
expansion was truncated after the first harmonic. The particles are pushed in 3D cartesian
geometry and are then used to obtain the complex amplitudes for each harmonic of the
current. In [1] the current deposition method did not conserve charge so a Marder’s method
[14] was used to maintain the accuracy of Gauss’s law. The Marder’s method is an approxi-
mation to the Boris correction [15, 16] in which a correction, Ec is added to an uncorrected
field, E
′
such that ∇ · (E′ + Ec) = ρ. The correction to the field is defined as Ec = −∇φc
where ∇2φc = ∇ · (E) − ρ. They also showed results for laser wakefield acceleration and
found agreement with a full PIC code.
In this paper, we describe the implementation of such a truncated azimuthal Fourier
decomposition (i.e., harmonic expansion) into the OSIRIS simulation framework. OSIRIS is
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a fully parallelized PIC finite-difference code that has been used in 1D, 2D, 3D geometries[17].
For 2D simulations a cartesian slab (xz) or a cylindrical (rz) geometry can be used. We reused
as much of the existing 2D r-z structure as possible. We view this algorithm as a hybrid
between a traditional PIC method where quantities are defined on an r-z grid and a gridless
method[18] in φ where quantities are expanded in global basis functions (e.g., Fourier modes)
defined at all locations and the expansion is truncated. This strategy of combining gridded
and gridless algorithms is actually not new. For example, in the the early 1980s Godfrey and
collaborators developed IPROP[19, 20], which was capable of following an arbitrary number
of azimuthal modes to study filamentation as well as hosing of high current electron beams
propagating in the atmosphere.
In the implementation for OSIRIS an arbitrary number of harmonics can be kept. In
addition, OSIRIS uses a rigorous charge conserving current deposition for the PIC part.
Therefore, we have used this as a starting point to develop a current deposition scheme
which conserves charge for each harmonic particle by particle. OSIRIS can also use higher
order particle shapes so we have implemented this into the PIC part of the algorithm. For
the gridless part we have used point particle shapes but have described how to extend this to
higher order particle shapes. In addition, OSIRIS can model plasma wakefield acceleration
and beam loading. We therefore give examples of such simulations using the new algorithm.
We also note that this algorithm could be combined with the PGC as well as Lorentz boosted
frame ideas for even more dramatic speed ups over full 3D simulations.
In Section 2 we will discuss the mathematical description of Maxwell’s equations using an
azimuthal harmonic expansion for the electromagnetic fields and currents. In Section 3 we
discuss the specific numerical implementation of these equations, as well as the complications
which need to be considered in the cell closest to the cylindrical axis. We also derive the
charge conserving current deposition algorithm and discuss its implementation. In Section 4
we give examples from the code of laser wakefield acceleration, plasma wakefield acceleration
and beam loading in laser driven wakes including comparison with full 3D simulations. We
also test the charge conservation and accuracy of Gauss’s law for one test case. Last, in
Section 5, conclusions and directions for future work are presented.
2. Theory
2.1. Electromagnetic fields expressed in azimuthal harmonics
We begin by expanding the electromagnetic fields and the charge (ρ) and current densities
(J), expressed in cylindrical coordinates, into a Fourier series in φ,
F(r, z, φ) = ℜ
{∑
m=0
Fm(r, z)eimφ
}
(1)
= F0(r, z) + ℜ{F1} cos(φ)−ℑ{F1} sin(φ) (2)
+ ℜ{F2} cos(2φ)− ℑ{F2} sin(2φ)
+ · · · .
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Note that the amplitudes of each Fourier harmonic (for all fields) Fm are complex,
whereas the physical fields they are describing, F, are real. As shown in [1] a major advantage
of this expansion is that it allows modeling a linearly polarized laser with only the first
harmonic. Consider a laser with a polarization angle φ0 and amplitude E0,
E(r, z, φ) = E0 cos(kzz − ωt) cos(φ0)xˆ+ E0 cos(kzz − ω0) sin(φ0)yˆ (3)
B(r, z, φ) = −E0 cos(kzz − ωt) sin(φ0)xˆ+ E0 cos(kzz − ω0) cos(φ0)yˆ, (4)
and let a(r, z) = E0 cos(kzz − ωt). Decomposing the cartesian unit vectors into cylindrical
coordinates unit vectors then gives the radial and azimuthal field components which will
have sin(φ) and cos(φ) terms. By equating these fields to the expansion in Equation 1, it
can be easily shown that these fields are represented by the m = 1 terms
E1r = a(r, z)[cos(φ0)− i sin(φ0)] (5)
E1φ = a(r, z)[sin(φ0) + i cos(φ0)] (6)
B1r = a(r, z)[− sin(φ0)− i cos(φ0)] (7)
B1φ = a(r, z)[cos(φ0)− i sin(φ0)]. (8)
Circularly and elliptically polarized lasers can obtained by adding two linearly polarized
lasers with equal or non equal amplitudes and phase and polarization offset by pi/2.
The time-evolution of electromagnetic fields are described by Faraday’s and Ampere’s
equations (effectively written in normalized units),
∂B
∂t
= −∇× E, (9)
∂E
∂t
= ∇×B− J. (10)
Substituting the expansions for each field into these equations, we obtain the following
equations for each mode, m,
∂Bmr
∂t
= −im
r
Emz +
∂Emφ
∂z
(11)
∂Bmφ
∂t
= −∂E
m
r
∂z
+
∂Emz
∂r
(12)
∂Bmz
∂t
= −1
r
∂
∂r
(rEmφ ) +
im
r
Emr (13)
∂Emr
∂t
=
im
r
Bmz −
∂Bmφ
∂z
− Jmr (14)
∂Emφ
∂t
=
∂Bmr
∂z
− ∂B
m
z
∂r
− Jmφ (15)
∂Emz
∂t
=
1
r
∂
∂r
(rBmφ )−
im
r
Bmr − Jmz (16)
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We use different conventions for the coordinate system than that used in reference, [1], but
the idea is identical. In vacuum, each mode evolves independently of every other mode.
In addition, for a linear plasma response there is also no coupling between modes because
under this limit each harmonic for the current is only driven by the same harmonic for
the fields. However, there is coupling between harmonics due to the macroparticle motion,
i.e., nonlinear currents. The finite difference expression of these equations and associated
complications near the r=0 axis will be discussed in Section 3.
2.2. Symmetry properties of the axis
When implementing the field equations expressed in cylindrical coordinates one in-
evitably comes across singularities at the axis (r = 0). The exact location of the singu-
larities will depend on the layout of the grid values, but you can solve the singularities using
symmetry-based arguments. As pointed out in ref [1], G.S. Constantinescu et al. [21] dis-
cuss in detail how the field values behave at the cylindrical, r = 0, axis. To summarize, for
any scalar and cartesian fields (Ez, Bz) only the m = 0 mode is non-vanishing on the r=0
axis (this was already used in OSIRIS). On the other hand, for cylindrical field components
(Er, Br, Eφ, Bφ), only the m = 1 mode is non-vanishing on the r=0 axis.
2.3. Boundary conditions for fields and particles
Currently, we use conducting boundary conditions for the fields, and an absorbing bound-
ary condition for the particle at r = rmax. We also use a moving window in the z direction.
In the future, more boundary conditions will be added in both r and z, including the ability
to launch a laser from a wall or a moving antenna.
3. Algorithm
The truncated azimuthal mode geometry has been incorporated into the OSIRIS simu-
lation framework. The electromagnetic fields were calculated on 2m+ 1 2D grids; one grid
representing the cylindrically symmetric (and real) 0th order mode, while the rest repre-
sented the real and imaginary components of the higher order modes. Each field mode was
advanced in accordance to Equations 11-16, whose implementation will be discussed in more
detail in Section 3.1. The macroparticle values (x, y, z, px, py, pz) were stored in 3D coordi-
nates. When the fields were interpolated onto the particles, the mode contributions were
added together as per Equation 1, and converted into Cartesian coordinates. The particles
were then advanced according to the relativistic equations of motion,
d
dt
P = q(E+ (v/c)×B), (17)
d
dt
x = (1/mγ)P, (18)
where q and m are the macroparticle charge and mass, respectively. Using the motion of the
particles the current can be deposited onto the 2m + 1 2D grids using a charge-conserving
deposition scheme, particle by particle, as described in detail in Section 3.2.
5
3.1. Field solver
The Maxwell’s Equations 11-16 for each harmonic were discretized over a uniform grid
defined on the Yee Lattice [22]. Due to staggering, fields of the same index lie in different
positions with respect to the axis, as is shown in Figure 1. Some field values reside exactly
on the cylindrical axis, which in this case will cause a singularity when solving Equations 13
and 14. It is important to note here that the location of the axis in our simulation is different
from that of Lifschitz [1], where the equations for Br and Ez present a singularity. Although
the singularities occur for different field components, the logic with which we resolve these
issues are effectively the same.
Figure 1: The layout of the grid for the field components in relation to the cylindrical axis.
The grid indices associated with the field point is indicated on the superscript. The Er, Bz
and Bφ lie on the cylindrical axis for the axial cell.
As discussed in Section 2.2, the axial fields are usually zero. The only axial fields we
need to solve for are B0z , E
1
r , and B
1
φ; the last of which does not pose a singularity. We use
the integral form of Faraday’s Law to find B0z on the axis by integrating
∮
E · dl in a loop
around the axis, resulting in
B0,i,1z = B
0,i,1
z − 4
∆t
2
× E
0,i,1
φ
∆r
. (19)
This is the same method that was used in the 2D Cylindrical simulation that was already
implemented in OSIRIS. As for the m = 1 mode, we use the fact that
lim
r→0
im
r
Bmz = im
∂Bmz
∂r
,
to define
im
r
Bm,i,1z = im
∂Bz
∂r
∣∣∣∣
r=0
= im
Bm,i,2z
∆r
,
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where the fact that Bm,i,1z = 0 was used. We then obtain a nonsingular expression for
∂E1r
∂t
at the axis,
∂Em=1,i,j=1r
∂t
= i
1
∆r
B1,i,2z −
1
∆z
(
B1,i,1φ − B1,i−1,1φ
)− J1r , (20)
where j = 1 is the radial index of the cell that sits on the axis.
3.2. Charge Conserving Current Deposition
In OSIRIS Gauss’s law is maintained by using a rigorously charge conserving deposit.
For example, in 3D Cartesian geometry the particles have a shape
Sx(x− xp(t))Sy(y − yp(t))Sz(z − zp(t)),
and the cell corners (where the charge density is defined) are defined at xg, yg, zg. The charge
density at a time t at the grid locations is therefore,
ρ = Sx(xg − xp(t))Sy(yg − yp(t))Sz(zg − zp(t)).
The current is defined at different locations (the cell faces) and is defined such that
∂
∂t
ρ+∇ · J = 0,
where indicates a finite difference representation of the derivative, e.g.,
∂
∂t
ρ
∣∣∣∣
t+∆t/2
=
1
∆t
[Sx(xg − xp(t+∆t))Sy(yg − yp(t +∆t))Sz(zg − zp(t+∆t))
− Sx(xg − xp(t))Sy(yg − yp(t))Sz(zg − zp(t))] . (21)
There is not a unique solution for a J such that ∂
∂t
ρ + ∇ · J = 0 as one can always
add a curl to one solution. To determine J, OSIRIS implements the Density Decomposition
method described by Esirkepov [23], which is the generalization of the method developed by
Villasenor and Buneman [24] for arbitrary particle shapes. In the method of Villasenor and
Buneman, linear particle shapes are assumed. If the particle motion stays within a cell then
and moves from xi, yi to xf , yf in one time step, this method can be viewed as averaging the
current contribution over all paths that are decomposed into segments that include motion
orthogonal to a cell face. If the particle motion crosses cell boundaries, then the motion is
split into segments lying entirely inside individual cells, and the method is applied to each
individual segment.
Extending the charge conserving current deposit to 2D r-z is relatively straight forward
because the cells are still rectangular. In this case, one needs to recognize that Sr(r− rp(t))
includes a 1/r term. Viewed another way each simulation particle represents a fixed amount
of charge so as it moves closer to the r = 0 axis the charge density must increase. The Jφ
component is simple to define in such a code as it is simply ρVφ,p defined on the r-z grid.
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On the other hand, it is not straightforward to define Jφ in the new algorithm. In
particular, for the m = 0 harmonic the standard method works but for the m 6= 0 harmonics
more thought is needed. However, as we show next, Jmφ can be determined using the J⊥
from existing charge conserving deposition scheme for the m=0 mode. We begin from the
definition of the particle shape in cylindrical coordinates.
S ≡ Sr(r − rp(t))Sφ(φ− φp(t))Sz(z − zp(t))
so the charge density is QS. We also note that Sr has a 1/r factor so that∫
drrdφdzS = 1.
The particle positions are known at full integer values of time, t + ∆tn, and the particle
momentum (and velocity) are known at half integer values of time, t+∆t(n+ 1
2
). In addition,
the currents are only defined on the r-z grid, i.e., there is no grid in φ.
Next, we look for solutions for J that satisfy the finite difference operator version of the
continuity equation
∂
∂t
ρ
∣∣∣∣
n+ 1
2
=
∑
p
q
[
Sr(r − rn+1p )Sφ(φ− φn+1p )Sz(z − zn+1p )
− Sr(r − rnp )Sφ(φ− φnp )Sz(z − znp )
]
= −∇ · Jn+ 12 . (22)
The next step is to expand Sφ in global basis functions (azimuthal harmonics),
Sφ(φ− φp) =
∑
m
Sφ,m(φp)e
imφ, (23)
where
Sφ,m ≡
∫ 2pi
0
dφ′
2pi
e−imφSφ(φ
′ − φp).
If Sφ ≡ δ(φ − φp) then Sφ,m = 12pie−imφp . In addition, ρ and J defined on the r-z grid are
expanded in azimuthal harmonics(
ρ
J
)
=
∑
m
(
ρm(rg, zg, t)
Jm(rg, zg, t)
)
eimφ, (24)
where the refers to a quantity defined only on the grid. The continuity equation can
be written as
∂
∂t
ρ+∇⊥ · J⊥ + 1
r
∂
∂φ
Jφ = 0, (25)
8
where ⊥ refers to the r-z plane. Substituting Equations 23 and 24 into Equation 25 gives
∑
m
eimφ
{∑
p
1
∆t
[
Sr(rg − rn+1p )Sφ,m(φn+1p )Sz(z − zn+1p )
− Sr(rg − rnp )Sφ,m(φnp )Sz(z − znp )
]
+ ∇⊥ · Jn+
1
2
⊥,m +
im
r
J
n+ 1
2
φ,m
}
= 0 (26)
We next recognize that by definition, for each particle
ρ =
∑
m
ρme
imφ, and ρm = ρ0Sφ,m, (27)
where ρ0 is the charge for one particle on the r-z grid for the m = 0 mode (recall Sφ,0 = 1
by normalization). Likewise
J⊥ =
∑
m
J⊥,me
imφ, and J⊥,m = J⊥,0Sφ,m (28)
in the continuous time limit. We next show that using these definitions and a J⊥,0 defined to
conserve charge for the m=0 mode (what already existing in OSIRIS) leads to an expression
for Jφ. Substituting these expressions into Equation 26 gives for each m and p in the sum
1
∆t
[
Sr(rg − rn+1p )Sφ,m(φn+1p )Sz(zg − zn+1p )− Sr(rg − rnp )Sφ,m(φnp )Sz(zg − znp )
]
+ Sφ,m(φ
n+ 1
2
p )∇⊥ · Jn+
1
2
⊥,0 +
im
r
J
n+ 1
2
φ,m = 0. (29)
By definition ∂
∂t
ρ0 +∇⊥ · J⊥,0 = 0, so we are left with
J
n+ 1
2
φ,m = i
1
∆t
r
m
{
Sr(rg − rn+1p )Sz(zg − zn+1p )
[
Sφ,m(φ
n+1
p )− Sφ,m(φn+
1
2
p )
]
− Sr(rg − rnp )Sz(zg − znp )
[
Sφ,m(φ
n
p )− Sφ,m(φn+
1
2
p )
]}
, (30)
For Sφ = δ(φ − φp) we have Sφ,m = 12pie−imφp . We then define φp ≡
φn+1p +φ
n
p
2
and ∆φp ≡
φn+1p − φnp , to obtain the result we use in OSIRIS for each particle,
Jφ,m = i
r
m
1
∆t
e−imφp
2pi
[
Sr(rg − rn+1p )Sz(zg − zn+1p )
(
eim
∆φ
2 − 1
)
− Sr(rg − rnp )Sz(zg − znp )
(
e−im
∆φ
2 − 1
)]
, (31)
where the particle shapes in r and z are still general. Currently, OSIRIS implements linear,
and quadratic, interpolation for the new algorithm.
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3.3. Complex Exponentials
When evaluating expressions like Equation 1 and 31, you need to evaluate the complex
exponential eimφ. The particle variables are stored in Cartesian coordinates, and nowhere in
the simulation is φ directly stored or calculated. In addition, evaluating trigonometric func-
tions will be computationally inefficient. Instead, we use double and triple angle formulas
to obtain these values up to m = 4,
eiφ = (x+ iy)/r (32)
ei2φ = ((x2 − y2) + 2ixy)/r (33)
ei3φ = (4x3/r3 − 3x/r)− i(y3/r3 − 3y/r) (34)
ei4φ = ((x2 − y2)2 − 4x2y2)/r4 + 4ixy(x2 − y2)/r4. (35)
This same optimization is used by Lifschitz [1]. In order to calculate e−imφ one only needs to
swap the sign of the imaginary part. One may extend this method to an arbitrary number of
modes using the exponential relation eimφ = eiφ× ei(m−1)φ, which is what is done in OSIRIS
to capture any number of modes specified by the user.
4. Results
In this section we present examples from simulations using the new algorithm. We present
simulation results for a laser wakefield accelerator (LWFA), a plasma wakefield accelerator
(PWFA), and an LWFA case with beam loading (combining the laser and beam propagation
capabilities) case respectively. In [1] only an LWFA example was given. We also demonstrate
the degree to which Gauss’ law is conserved with the new current deposit algorithm. The
new algorithm has many more potential applications than LWFA and we will discuss some
in the conclusions and directions for future work section. For the “hybrid” r-z simulations,
we typically use 2 particles per cell in the r-z directions, and 8 or 16 particles distributed
evenly over 0 ≤ φ < 2pi (The particles are distributed along spokes at each z). The former
can be considered as 16 particles per cell when comparing to the speed up from the full
3D simulation. The effect of the particle resolution in φ will be discussed for some of the
examples, but for these simulations 8 particles appeared to be enough to capture the physics.
We note that different methods for initiating the particles can be considered and we leave
this for future work.
For the LWFA simulations, we model the example given in Lu et al., [25]. In this
example a circularly polarized 200TW , 30fs, 0.8µm laser pulse with a spot size of 19.5µm
propagates through a fully ionized plasma of density n = 1.5 × 1018cm−3. The laser has
a normalized vector potential of magnitude a0 = 4. In ref. [25], it was found using full
3D OSIRIS simulations that such a laser could generate an ultrashort (10fs) self-injected
mono-energetic bunch with an energy centered at 1.5GeV . We have reproduced the 3D
simulation for this paper using quadratic splines (linear splines were used in [25]).
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4.1. Charge Conservation Tests
We start by checking the degree to which charge, i.e., Gauss’ law is conserved. To test
the effectiveness of the deposition scheme in Equation 31, we need to carefully examine
Gauss’ law for the new algorithm. We begin by expanding Gauss’ law as per Equation 1,
∇ · E− ρ = ℜ
{∑
m
∇ · [Em(r, z)eimφ]−∑
m
ρm(r, z)eimφ
}
= 0, (36)
=⇒∇⊥ · Em + im
r
Eφ − ρm = 1
r
∂
∂r
(rEr) +
∂Ez
∂z
+ i
m
r
Eφ − ρm = 0. (37)
This means that the charge of each mode must be conserved independently from each other
mode, and that the divergence is simultaneously affected by both the real and imaginary
parts of the fields. We used the LWFA case described above as the test case. For these tests
we used a smaller computational window of dimensions 76.4µm × 127µm, and 3000 × 256
grid points. We let the laser pulse propagate (0.1mm) into the plasma, so that a well
defined wake is formed as shown in Figure 2. We used 2 particles per cell in the r − z
direction and 8 particles in the φ direction, giving a total of 16 particles per cell. We ran
simulations keeping up to the 2nd harmonic and the charge conservation of each mode was
tested rigorously. Both linear and quadratic interpolations were tested (the particle shape
in the φ direction was a delta function). The output of the charge conservation diagnostic
for the real part of mode 1 (for which the numerical noise was the greatest) is shown in
Figure 3. In these simulations we used double precision floating point numbers, which have
15 numerical orders of accuracy in decimal units. When subtracting two nearly identical
numbers, a roundoff error 10−15 below the working order of magnitude, which in this case
is 2.83 will be observed. In Figure 3 charge is conserved to within the roundoff error of the
double precision arithmetic at each grid point of the simulation. The noise is slightly larger
as r approaches zero, since the field values are scaled to 1/r when calculating the divergence.
The lineout along the axis of the charge conservation for each mode is presented in
Figure 4. The numerical noise was slightly higher for the quadratic interpolation than
the linear interpolation, but in each case the charge conservation was satisfied to roundoff
error for every mode. In addition, the largest residual error is in the m=0 harmonic which
includes the laser field. These tests validate the use of Equation 31 and the existing current
depositing algorithm for the m=0 harmonic in the r-z grid. We have also tested the charge
conservation for many more cases.
4.2. Comparison of LWFA Results with 3D Simulations
We next present results from the LWFA simulation described earlier keeping only up to
the m = 1 harmonic. The LWFA simulation discussed at the beginning of this section was
run to about 0.1cm. For the full 3D simulation, a 4000 × 300 × 300 grid with dimensions
101.9µm×149.2µm×149.2µm was used with 2 particles per cell . The time step was chosen
as close as possible to the Courant limit. The hybrid r-z simulation used a computational
window of dimensions 101.9µm× 74.6µm and 4000 × 150 grid points. The simulation was
conducted with 2 particles per cell in the r-z directions with 16 particles in the φ direction.
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Figure 2: A wake formed by a circularly polarized laser penetrating 0.1mm into the plasma,
presented here in the m = 0 azimuthal mode of the charge density. The charge conservation
tests presented in Figure 4 correspond to this result of this simulation. If you take the
divergence of the electric fields in mode 0, it will correspond to this plot exactly.
Figure 3: The deviation of the charge conservation (Gauss’ law) of the real part of mode
m = 1, for a simulation utilizing quadratic particle interpolation. The deviation in the
Gauss’ law is maintained to within the accuracy of double precision arithmetic.
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Figure 4: The deviation of charge conservation (Gauss’ law), along r = 0, for modes 0, 1,
and 2. Quadratic interpolation (right) shows a slightly larger roundoff error then the linear
interpolation result (left). The error in m = 1 (the component with the laser) is the largest
in both cases.
Figure 5: These are the electron charge density distributions for the full 3D simulation at
0.1cm (left) and the cylindrical mode simulation at 0.1cm (right). The cylindrical mode
density cross-sections are taken at φ = 0, which corresponds to the top half of the cross
section of the 3D simulation at y = 0.0. Both simulations used quadratic interpolation, and
both simulations used the same cell sizes.
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For typical LWFA simulations, the m = 1 mode captures enough modal asymmetry to
effectively simulate the physics for round laser beams without any tilts. In later publications
we will describe the additional physics that can be studied by including more harmonics.
Note that the wake excited by a linearly or circularly polarized cylindrically symmetric
laser is itself cylindrically symmetric. For the hybrid r-z simulations we use a time step as
close to the stability limit as possible. We note that we empirically found that this limit
is close to the 3D Courant limit where we use an ”effective” cell size in the φ direction
roughly given by ∆rpi/mmax where mmax is the highest harmonic kept. In addition, we
found that only 8 particles across 0 ≤ φ < 2pi were needed to avoid substantial noise in
the first bubble. The signal-to-noise ratio scales as
√
mmax, so the fewer modes you use
the fewer particle resolution you need across the φ coordinate[1]. Therefore, the effective
speed up is roughly proportional to the number of simulation particles. In a 3D simulation
n3Dp = NxNyNzNpc particles are uses, where Nx, Ny, and Nz are the number of cells in each
Cartesian directions, and Npc is the number of particles per cell. In the 2D hybrid simulation
it is n2D-hybridp = Nz
Nx
2
Np,r-zNp,φ, where Np,r-z is the number of particles in the r-z plane and
Np,φ is the number of particles distributed over 0 ≤ φ < 2pi.
We show results after the laser was propagated through the plasma over a distance of
0.1cm. Two-dimensional density plots corresponding to a cut across the data of the 3D
simulation or the φ = 0 plane for the hybrid simulation are shown in Figure 5. The 2D
density contours for the wake were identical throughout most of the simulation, aside from
a small number of particles which had been trapped late in the full 3D simulation. However,
this did not significantly affect the acceleration process of the mono-energetic bunch. The
accelerating electric field of the 3D and the 2D hybrid modal simulations are shown on the
left hand side, and the laser profiles are shown on the right hand side of Figure 6. The
spectrum of the trapped particles in the two cases are shown in Figures 7 and longitudinal
momentum distribution in 8. There is excellent agreement between the hybrid simulation
keeping up to mode 1 and the 3D simulation, both quantitatively and qualitatively.
Figure 6: Lineouts along the laser for the Ez and Ex fields for the 3D (black) and 2D hybrid
(red) simulations. The lineout of Ex is zoomed in to more easily see the matching of the
phase of the laser.
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Figure 7: The spectrum of the trapped particles from the 3D (black) and 2D hybrid (red)
simulations. The laser has propagated 0.1cm into the plasma.
Figure 8: The p1x1 phase-space plot for the 3D (left) and 2D hybrid (right) simulations,
after the laser had propagated 0.1cm into the plasma.
4.3. Beam Loading of a LWFA
Implementing the new algorithm into OSIRIS immediately provides the capability of
modeling beam driven plasma based acceleration concepts as well as beam loading of laser
produced wakes as well as modeling beam loading over pump depletion distances. We
next show preliminary results where we beam load the wake in the LWFA simulations
shown previously. Recently, Tzoufras et al.[26] described how to analyze beam loading
in nonlinear wakes, but there has been very little computational studies of beam loading
in nonlinear wakes created by lasers due to the inability to routinely study this in three
dimensions. Here we show that the hybrid scheme could be a very useful tool for such
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studies. We loaded a gaussian beam with kpσz = 0.5 and kpσr = 0.2, and a peak density
such that (nb/np)k
2
pσ
2
r ≡ Λ ≈ 2 into the wake. The charge per unit length, Λ, is the critical
normalized parameter which describes the degree of nonlinearity in the wakefield driven by
the beam [25, 27]. For np = 1.5× 1018cm−3, this corresponds to a bunch with σz = 2.2µm,
σr = 0.87µm, and N ≈ 1.9 × 109 (≈ 300pC). The spacing between the laser and the
particle beam was varied. The trailing beam was initialized with an energy of 2 GeV, i.e.,
with a proper velocity of γvz = 40000.0c. The beam loading of the wake is presented in
Figure 9. This figure shows how the wake is loaded differently depending on the spacing
between the laser and the trailing beam. In the future, the hybrid scheme will enable routine
studies of how the qualities of the trailing bunch and the overall efficiency depend on the
location, shape, and current profile of the bunch. It will provide detailed parameter scans
including the lowest order three dimensional effects and point towards parameters for full
3D simulations.
Figure 9: Lineouts of E1 along the laser for LWFA simulations including beam loading.
The black is the wake without beam loading. The red and blue lines show the wake as it is
loaded with a gaussian beam with its center at z0 = 260c/ω0, and z0 = 280c/ω0, respectively.
The center of the laser is initially at 503c/ω0, and the laser has propagated 0.1mm into the
plasma.
4.4. Hosing of Particle Beam Driver
In this section we present an example of a particle beam driver, ie., PWFA. Axisymmet-
ric r-z simulations have been effectively utilized to study PWFA. However, such simulations
cannot investigate asymmetric effects such as hosing and asymmetric spot-size effects. Here
we present a sample result for a PWFA simulation including m ≤ 2 harmonics. The param-
eters are nb/np = 10.0, with kpσz = 1, and kpσr = 0.2, Λ = 0.4. The simulation box size was
600c/ωp × 120c/ωp in the z and r directions, respectively. The initial beam proper velocity
was γvz = 40000.0c. The plasma was simulated with 16 particles across φ, while the beam
was simulated with 32 particles across φ. There were 4 particles per r-z cell both species.
The beam was initialized as an azimuthally symmetric beam.
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Figure 10: The density from PWFA simulations with a 2D cylindrical geometry simulation
(top) and an m ≤ 2 hybrid simulation (top). The beam has only moved 500c/ωp into the
plasma. The bottom plot was created by summing the modes at φ = 0 on the top half
of the grid, and at φ = pi on the bottom, which gives us the y = 0 cross-section of the
three-dimensional beam. The 2D cylindrical simulation plot simply mirrors the bottom half
from the top. For short distances the two simulations agree very well.
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Figure 11: The density plots after the beam has propagated 22000.18c/ωp into the plasma.
Hosing is observed m ≤ 2 hybrid simulation (bottom). A result from an equivalent 2D
cylindrical simulation is shown for comparison (top). The bottom plot was created by
summing the modes at φ = 0 on the top half of the grid, and at φ = pi on the bottom,
which gives us the y = 0 cross-section of the three-dimensional beam. The 2D cylindrical
simulation plot was generated by simply mirroring the bottom half from the top.
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Figure 12: Cross section of the beam and plasma density for the x-z (top) and y-z (bottom)
planes.
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For this simulation we kept up to the 2nd harmonic. Initially, as expected, the beam
produces an azimuthally symmetric wake (and the beam remains symmetric). For short
propagation distances the m = 1 and m = 2 modes are not important and the 2D r-z and
hybrid 2D results look the same as seen in Figure 10. The 2D r-z plot was generated by
mirroring the result from positive r to “negative” r. We also note that the 2D r-z code and
full 3D results have been compared for round beams with no tilt and excellent agreement
was found[28]. For longer propagation distances hosing occurs. Hosing theory [29] is based
on coupling the m = 1 modes for the centroid of the beam to that of the wake. In this
simulation hosing grows from random noise in the beam density and it can clearly be seen in
Figure 11. The upper plot is from a 2D r-z simulation where hosing is precluded. The lower
plot is from a 2D hybrid simulation. We emphasize that the result from a 2D hybrid and
full 3D simulation will not quantitatively agree if physics which grows from a random noise
source is important. However, if the dominant source for growth is the beam tilt agreement
should exist and the growth rates should agree well. After a longer period of time the spot
size begins to deviate due to a higher modal (m = 2) effect. This is shown in Figure 12.
5. Conclusion
In this paper, we describe how we have implemented into OSIRIS the ability to expand
the fields on an r-z grid into an arbitrary number of Fourier harmonics in φ. We used the
fact that this is a hybrid PIC and gridless algorithm to develop a rigorous charge conserving
current deposit for the hybrid algorithm. We showed that if the current amplitude for each
harmonic in the r-z plane is defined as J⊥,m = J⊥,0e
−imφp where J⊥,0 is the current for the
particle in the existing axisymmetric code and φp is the angle of the particle at the velocity
time indicates, then an expression for Jφ on the grid can be derived that conserves charge for
any particle order. We give examples that show the new scheme conserved charge to round
off errors. We also present examples demonstrating the new algorithm’s ability to efficiently
study key physics in plasma based acceleration including LWFA, PWFA, and beam loading.
The new algorithm reproduces qualitatively and quantitatively results from Lu et al.
[25] in the non-linear self-guided blowout regime for LWFA. The 3D Cartesian simulation
requires 2× 300 = 600 more cells (2×Nz where Nz is the number of cells in the transverse
direction, and the factor of 2 comes from only needing half the box in r) and 600/8 = 75
more particles (the factor of 8 comes from the number of particle empirically needed in φ).
We also showed that keeping a few harmonics allows hosing of a particle beam to be
studied and that both beam loading in laser driven wakes and hosing of the trailing beam
can be studied by keeping only the m = 0 and m = 1 modes. The new code is currently
≈ 1/2 the speed of the r-z code in a per particle basis when the m = 1 mode is included.
Directions for future work include optimizing the algorithm to reduce the overhead of
keeping m copies of the mesh and interpolating the forces on the particles, including ioniza-
tion, binary collision, and the PGC approximation, as well as additional field solvers with
improved dispersion properties, and boundary conditions such as perfectly matched layers.
We are interested in using the new hybrid code to study asymmetric spot size self-modulation
and self focusing and other self-modulation processes [30, 31, 32, and references therein] for
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the laser and also how these couple to related instabilities for the trailing particles. We are
also interested in using the new hybrid code to study laser solid interactions involved in
fast ignition[33, 34, 35] and proton acceleration[36] , as well as stimulated Raman scattering
[37, 38] and the high frequency hybrid instability of a single speckle[39]. We will also pursue
using this new scheme in a Lorentz boosted frame to obtain even more dramatic speed ups.
This work was supported by the US Department of Energy contracts de-sc0008491,
de-sc0008316, de-na0001833, DE-FC02-04ER54789, DE-FG02-92ER40727, US National Sci-
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the Advanced Grant Accelerates (ERC-AdG2010 no 267841) and by EC FP7 through
LaserLab-Europe/Laptech, and in China under the NSFC Grant 11175102, thousand young
talents program.
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