We introduce continuously additive models, which can be motivated as extensions of additive regression models with vector predictors to the case of infinite-dimensional predictors.
INTRODUCTION
Functional regression is a central methodology of Functional Data Analysis (FDA) and provides models and techniques for regression settings that include a random predictor function, a situation frequently encountered in the analysis of longitudinal studies and signal processing (Hall et al. 2001) , continuous time-tracking data (Faraway 1997) or spectral analysis (Goutis 1998 ). In such situations, functional regression models are used to assess the dependence of scalar outcomes on stochastic process predictors, where pairs of functional predictors and responses are observed for a sample of independent subjects. We consider here the case of functional regression with scalar responses, which might be continuous or of generalized type. For continuous responses, the functional linear model is a standard tool and has been thoroughly investigated (see, e.g. Cai & Hall 2006; Cardot et al. 2007; Crambes et al. 2009 ). However, the inherent linearity of this model is a limiting factor. This model is often not flexible enough to adequately reflect more complex functional regression relations, motivating the development of more flexible functional regression models. To relate generalized responses to functional predictors, the generalized functional linear model (James 2002; Escabias et al. 2004; Cardot & Sarda 2005; Müller & Stadtmüller 2005; Reiss & Ogden 2010) is a common tool and is subject to similar limitations.
Previous extensions of functional linear regression include nonparametric functional models (Ferraty & Vieu 2006) or functional additive models where centered predictor functions are projected on eigenfunctions of the predictor process and then the model is assumed to be additive in the resulting functional principal components. (Müller & Yao 2008 ). Here we pursue a different kind of additivity that occurs in the time domain rather than in the spectral domain and develop nonlinear functional regression models that are not dependent on a preliminary functional principal component analysis yet are structurally stable and not weighed down by the curse of dimensionality (Hall et al. 2009 ). Additive models (Friedman & Stuetzle 1981; Stone 1985) have been successfully used for many regression situations that involve continuous predictors and both continuous and generalized responses (Mammen & Park 2005; Yu et al. 2008; Carroll et al. 2008 ).
The functional predictors we consider in the proposed time-additive approach to functional regression are assumed to be observed on their entire domain, usually an interval, and therefore we are not dealing with a large p situation. Instead, we seek a model that accommodates uncountably many predictors from the outset. Sparsity in the additive components, as considered for example in Ravikumar et al. (2009) for additive modeling in the large p case, is not particularly meaningful in the context of a functional predictor. A more natural approach to overcome the inherent curse of dimensionality is to replace sparsity by continuity when predictors are smooth infinite-dimensional random trajectories, as considered here.
The extension of the standard additive model to the case of an infinite-dimensional rather than a vector predictor is based on two crucial features: The functional predictors are smooth across time and the dimension of the time domain that defines the dimension of the additive model corresponds to the continuum. These observations motivate to replace sums of additive functions by integrals and the collection of additive functions that characterizes traditional vector additive models by a smooth additive surface.
CONTINUOUSLY ADDITIVE MODELING
The functional data we consider here include predictor functions X that correspond to the realization of a smooth and square integrable stochastic process on a finite domain T with mean function E{X(t)} = µ X (t) and are paired with responses Y . The data then are pairs (X i , Y i ) that are independently and identically distributed as (X, Y ), i = 1, . . . , n, where X i ∈ L 2 (T ) and Y i ∈ R.
For this setting, we propose the continuously additive model
for a bivariate smooth, i.e. twice differentiable, additive surface g : T × R → R, which is required to satisfy E{g(t, X(t)} = 0 for all t ∈ T for identifiability; see Appendix for additional details.
Conceptually, continuous additivity emerges in the limit of a sequence of additive regression models for increasingly dense time grids t 1 , . . . , t m in T , where additive regression functions f j (·), j = 1, . . . , m, can be represented as f j (·) = g(t j , ·) with E{g(t j , X(t j )} = 0 and taking the limit m → ∞ in the standardized additive models
The continuously additive model (1) thus emerges by replacing sums by integrals in the limit.
Special cases of the continuously additive model (1) include the following examples.
Example 1: The Functional Linear Model. Choosing g{t, X(t)} = β(t){X(t) − EX(t)}, where β is a smooth regression parameter function, one obtains the familiar functional linear model
Example 2: Functional Transformation Models. Such models are of interest for non-Gaussian predictor processes and are obtained by choosing g{t, X(t)} = β(t)[ζ{X(t)} − Eζ{X(t)}], where ζ is a smooth transformation of X(t), leading to
A special case is ζ{X(t)} = X(t) + η(t)X 2 (t) for a function η, which leads to the special case
of the functional quadratic model (Yao & Müller 2010) ,
where γ is a smooth regression surface.
Example 3: The Time-Varying Functional Transformation Model. This model arises for the choice g{t, X(t)} = β(t){X(t) α(t) − EX(t) α(t) }, where α(t) > 0 is a smooth time-varying transfor-
Example 4: The M -fold Functional Transformation Model. Extending (3), the functional regression might be determined by M different transformations ζ j {X(t)}, j = 1, . . . , M, of predictors
We also study an extension of continuously additive models to the case of generalized responses by including a link function h. With a variance function v, this extension is
for a constant β 0 , under the constraint E[g{t, X(t)}] = 0, for all t ∈ T . This extension is analogous to the previously considered extension of the functional linear model to the case of generalized responses (James 2002; Müller & Stadtmüller 2005) ,
the commonly used generalized functional linear model. For binary responses, a natural choice for h is the expit function h(x) = e x /(1 + e x ) and for v the binomial variance function v(x) = x(1 − x).
PREDICTION WITH CONTINUOUSLY ADDITIVE MODELS
The continuously additive model (1) is characterized by the smooth additive surface g. For any orthonormal basis functions {φ j , j ≥ 1} on the domain T and {ψ j , j ≥ 1} on the range or truncated range of X, where such basis functions for example may be derived from B-splines, one can find coefficients γ jk such that the smooth additive surface g in (1) can be represented as
before standardization. Introducing truncation points p, q, the function g is then determined by the coefficients γ jk , j = 1, . . . , p, k = 1, . . . , q, in the approximation model
We assume throughout that predictor trajectories X are fully observed or densely sampled.
If predictor trajectories are observed with noise, or are less densely sampled, one may employ smoothing as a preprocessing step to obtain continuous trajectories. A simple approach that works well for the implementation of (8) is to approximate the smooth surface g by a step function, which is constant on bins that cover the domain of g, choosing basis functions φ j and ψ k as zero degree splines. It is sometimes opportune to transform the trajectories X(t) to narrow the range of their values.
Formally, we approximate g by a step function g p,q that is constant over bins,
where B jk is the bin defined by
. . , q, for equidistant partitions of the time domain with midpoints t j and of range(X) with midpoints x j , where in the following both domains are standardized to [0, 1] . Define
With γ = (γ 11 , . . . , γ p1 , . . . , γ 1q , . . . , γ pq ) , a useful approximation under standardization is
If g is Lipschitz continuous, this approximation is bounded as follows,
where we assume that p = p(n) → ∞, q = q(n) → ∞ as n → ∞; these bounds are uniform over all predictors X. From (11), (12), for increasing sequences p and q, consider the sequence of approximating prediction models θ p,q ,
For prediction with continuously additive models, it suffices to obtain the pq parameters γ jk of the standardized approximating model θ p,q (X, γ). For the case of generalized responses as in (5), the linear approximation (11) may be motivated analogously to (13), leading to the generalized
We deal with the resulting generalized estimating equations (Wedderburn 1974) by regularization with penalized weighted iterated least squares, penalizing against discrete second order differences, approximating the smoothness penalty
This penalty works if g is at least twice continuously differentiable. If higher order derivatives exist, corresponding higher order difference quotients can be considered (Marx & Eilers 1996) .
Once a penalty P has been selected, defining Z X = vec{Z jk (X)} with Z jk as above and elements ordered analogously to γ, abbreviating Z X i by Z i for the ith subject, predictions are obtained by determining the vector γ that minimizes
followed by standardization. We determine the tuning parameter λ by K-fold cross-validation. As the objective function (15) is quadratic for the penalties we consider, the computational aspects are straightforward.
For illustration, consider the smooth additive regression surface g(t, (11). The left panel also includes a demonstration of the space curve [t, X(t), g{t, X(t)}], parametrized in t, which is embedded in the smooth additive surface g and provides another visualization of the weighting that the graphs of predictor functions X are subjected to in the integration step that leads to E(Y | X) − EY = g{t, X(t)} dt.
We make there the somewhat unrealistic assumption that entire predictor functions are observed. If this is not the case or one wishes to use derivatives of predictor functions, a common method is to presmooth discretely sampled and often noisy data. This approach has the advantage that it can be carried out for noisy measurements and somewhat irregularly spaced support points on which the functions are sampled. It is a common approach (Ramsay & Silverman 2005 ) that leads to consistent representations of predictor trajectories under continuity and some additional regularity conditions, if designs are reasonably dense.
One can also extend the continuously additive model (1) to the case of multiple predictor functions by including one additive component of the type (1) for each predictor function, leading to a more complex approach that can be implemented analogously to the proposed methods. Other extensions of interest that can be relatively easily implemented and that may increase flexibility at the cost of more complexity include approximating the function g with higher order spline functions and replacing the penalty λP (γ) in (15) by an anisotropic penalty, employing two tuning parameters 
ASYMPTOTIC PROPERTIES
To control the approximation error and to ensure that pr{inf j,k Z jk (X) > 0} > 0 for the study of the asymptotic properties of predictors θ p,q (X,γ) for E(Y | X), whereγ are the minimizers of the penalized estimating equations (15) While general quadratic penalties of the form γ P γ can be defined for semi-positive definite pq × pq penalty matrices P , one finds for the specific penalty P S (γ): Utilizing the (l − 2) × l second order difference operator matrix matrix D 2 l a = (a 1 − 2a 2 + a 3 , . . . , a l−2 − 2a l−1 + a l ) for any a ∈ l , the block diagonal matrix ∆ 1 = diag(D 2 p , . . . , D 2 p ) with q such D 2 p terms and the matrix P 1 = ∆ 1 ∆ 1 , the first term of P S (γ) with index j can be written as p 2 γ P 1 γ. Analogously, the second term with index k is q 2 γP 0 P 2 P 0 γ, where P 0 is a permutation matrix with P 0 γ = (γ 11 , . . . , γ 1q , . . . , γ p1 , . . . , γ pq ) and
As the design matrix
as in (10), is not necessarily of full rank, A −1 in the following denotes the generalized inverse of a symmetric matrix A. If A admits a spectral decomposition A = s =1 τ e e with nonzero eigenvalues τ 1 , . . . , τ s and corresponding eigenvectors e 1 , . . . , e s , where s = rank(A), the generalized
will be useful, where
is the diagonal matrix of non-increasing eigenvalues,
. . = d pq = 0 with r = rank(P ), and U is the matrix of corresponding eigenvectors. For example, r = pq − 2 min(p, q) for the second-order difference penalty P S . Witĥ
the average mean square error amse, conditional on X n = {X 1 , . . . , X n }, is defined as
Theorem 1. Assuming (A.1) and (A.2), if p → ∞, q → ∞ and pq/n → 0 as n → ∞,
The first term on the right hand side of (16) is due to variance, the second due to shrinkage bias associated with the penalty and the last due to approximation bias. It is easy to see that the asymptotic variance and shrinkage bias trade off as λ varies, while a finer partition with larger p, q leads to decreased approximation bias.
To study the pointwise asymptotics at a future predictor trajectory x that is independent of
With design matrix Z, let R = Z Z/n, Z x = vec{Z jk (x)} and denote the smallest positive eigenvalue of R by ρ 1 = ρ 1 (n).
Note that in the smoothing literature often the penalty λ/n is used.
If in addition, min(p 2 , q 2 )/n → ∞ and λ 2 /(nρ 2 1 ) = O p (1), then, conditional on the design X n ,
where
The asymptotic bias in (17) includes a shrinkage bias as reflected in the first term and an approximation error reflected in the second term. Shrinkage also induces a variance reduction, which is of higher order in comparison with v(x), see (22) below. To attain asymptotic normality, the additional technical condition min(p 2 , q 2 )/n → ∞ renders the approximation bias negligible relative to the asymptotic standard error {v(x)} 1/2 , while λ 2 /(nρ 2 1 ) = O p (1) ensures that the
The presence of a non-negligible bias term in the asymptotic normality result means that this result is more of theoretical rather than practical interest, as confidence intervals centered around the expected value do not coincide with the correct confidence intervals due to the presence of bias. While the asymptotic normality result (19) provides concise conditions for the asymptotic convergence and a clear separation of the error into a variance part v(x) and a bias part b λ (x), thus allowing to further discern subcomponents such as shrinkage bias and approximation error, further results on rates of convergence and theoretical justifications for inference remain open problems.
SIMULATION RESULTS
To assess the practical behavior of the proposed continuously additive model (1), we used simulations to study the impact of the grid size selection and of transformations and the comparative performance in models where the data are generated in conformance with the continuously additive model or with the functional linear model (2). In all scenarios, smooth predictor curves were generated according to X(t) = 4 k=1 ξ k φ k (t) for t ∈ [0, 10] with ξ 1 = cos(U 1 ), ξ 2 = sin(U 1 ), ξ 3 = cos(U 2 ), ξ 4 = sin(U 2 ), where U 1 , U 2 are independent and identically distributed as Uniform [0, 2π] and φ 1 (t) = sin(2πt/T ), φ 2 (t) = cos(2πt/T ), φ 3 (t) = sin(4πt/T ), φ 4 (t) = cos(4πt/T ) with T = 10.
One such predictor curve is shown in the upper right panel of Figure 1 . Separate training, tuning, and test sets of sizes 200, 200, 1000, respectively, were generated for each simulation run, where the tuning data were used to select the needed regularization parameters by minimizing the sum of squared prediction errors sspe, separately for each method, and the predictor model was then fitted on the training set and evaluated on the test set. Performance was measured in terms of average root mean squared prediction error rmspe=
test sets of size 1000, then averaging over 100 such test sets.
Simulation 1. We studied the effect of the number of grid points on the performance of the continuously additive model (cam). Responses were generated according to Y = 10 0 cos{t − X(t) − 5}dt + , where ∼ N (0, 1). The corresponding smooth additive surface is depicted in Figure 1 . Denoting the number of equidistantly spaced grid points in directions t and x by n t and n x , respectively, we chose n t = n x . To demonstrate the effect of grid selection, we considered n t = n x = 5, 10, 20, 40, 80. The means and the corresponding standard deviations (in parentheses) of rmspe obtained over 50 simulations are reported in Table 1 . The errors are seen to be larger for very small grid sizes, but once the grid size is above a minimal level, they remain roughly constant.
The conclusion is that grid size does not have a strong impact for cam, as long as very small grid sizes are avoided. Accordingly, we choose n t = n x = 40 for all simulations and data analyses. 
E(Y
In this model the f j are smooth additive functions, standardized in such a way that Ef j (ξ j ) = 0. In implementations, the sum is truncated at a finite number of terms (Müller & Yao 2008) .
To explore the effect of signal to noise ratio, three different levels of σ 2 were selected. Tuning parameters were selected separately for each method by minimizing sspe over the tuning set. The results in terms of rmspe for 100 simulations can be found in Table 2 . In this scenario cam has a prediction error that is smaller by a large factor compared to the other methods. 
CONTINUOUSLY ADDITIVE MODELS IN ACTION

Predicting Pubertal Growth Spurts
Human growth curves observed for a sample of children in various growth studies have been successfully studied with functional methodology (Kneip & Gasser 1992) . One is often interested to predict future growth outcomes for a child when height measurements are available up to a current age. We aim to predict the size of the pubertal growth spurt for boys as measured by the size of the maximum in the growth velocity curve. As the growth spurt for boys in this study occurred after age 11.5 years, prediction was based on 17 height measurements made on a non-equidistant time grid before the age of 11.5 years for each of n = 39 boys in the Berkeley Growth Study (Tuddenham & Snyder 1954) .
Specifically, for the ith boy, to obtain growth velocities from height measurements h ij (in cm) at ages s j in a preprocessing step, we formed difference quotients x ij = (h i(j+1) −h ij )/(s j+1 −s j ), t ij = (s j +s j+1 )/2 for j = 1, 2, . . . , 30, using all 31 measurements available per child between birth and 18 years, and then applied local linear smoothing with a small bandwidth to each of the scatterplots {(t ij , x ij ), j = 1, 2, . . . , 30}, i = 1, . . . , 39. This yielded estimated growth velocity curves, which then were used to identify pubertal peak growth velocity. One subject with outlying data was removed from the sample. For the prediction, we used continuous predictor trajectories obtained by smoothing the height measurements made before age 11.5, excluding all subsequent measurements.
The estimated smooth additive surface g of model (1) that is uniquely obtained under the constraints E{g(t, X(t)} = 0 for all t and is shown in Figure 2 reveals that prediction with the fitted model relies on a strong gradient after age 6, extending from growth velocity x = −4cm/yr to x = 6cm/yr, such that higher growth velocity in this time period is associated with predicting a more expressed pubertal growth spurt. This indicates that the prediction in the fitted model relies on differentiating velocities in the age period 6-10 years and suggests that the intensity of a faint so-called "mid-growth spurt" (Gasser et al. 1984) affects the predicted size of the pubertal spurt.
The predictive velocity gradient vanishes after age 10. As a cautionary note, these interpretations merely intended to gain an understanding as to how the predictions are obtained within the fitted model and will depend on the type of constraint one selects for the identifiability of g. To assess the predictive performance of various methods, we randomly split the data into training and test sets of sizes 30 and 8, respectively. We applied 5-fold cross validation over the training set to tune the regularization parameters and then evaluated rmspe over the test sets, with results for 10 random partitions reported in Table 3 . Among the methods compared, cam was found to yield the best predictions of the intensity of the pubertal growth spurt.
Classifying Gene Expression Time Courses
We demonstrate the generalized version of the continuously additive model (5) for the classification of yeast gene expression time courses for brewer's yeast (Saccharomyces cerevisiae); see Spellman et al. (1998); Song et al. (2008) . Each gene expression time course features 18 gene ex-pression measurements that have been taken every 7 minutes, where the origin of time corresponds to the beginning of the cell cycle. The task is to classify the genes according to whether they are related to the G1 phase regulation of the yeast cell cycle. After removing an outlier, we used a subset of 91 genes with known classification and applied the continuously additive model (5) with a logistic link. The data were presmoothed and we used 40 uniform grid points both over the domains of t and of x to obtain the fitted smooth additive surface g(t, x), as before obtained under a constraint and shown in Figure 3 . At recording times near the left and right endpoints of the time domain the gradient across increasing x is highest, indicating that trajectory values near these endpoints have relatively large discriminatory power.
To assess classification performance, in addition to model (5) and analogously to model (1),
we also considered versions of the continuously additive models where predictor processes X are transformed, including a simple timewise standardization transformation, where at each fixed time one subtracts the average trajectory value and divides by the standard deviation, and a range transformation, where one standardizes for the range of the observed values of X(t), so that the range of the transformed predictors max X(t) − min X(t) is invariant across all locations t. We also include a comparison with the generalized functional linear model (6).
For model comparisons, the 91 observations were randomly split into training sets of size 75 and test sets of size 16. Tuning parameters were selected by 5-fold cross-validation in the training set and models using these tuning parameters were fitted to the training data and then evaluated for the test data. We repeated these random splits into training and test sets 20 times and the average results for misclassification rates and standard deviations are reported in Table 4 . We conclude that 
Here f is not identifiable. If the null space N (K) of the auto-covariance operator of predictor processes X satisfies N (K) = {0}, then T f {t, X(t)}dt = 0 with probability 1 implies that there is a one-dimensional function f * on the domain T , such that f (t, x) ≡ f * (t) and T f * (t)dt = 0.
As an example, consider the functional linear model, where g is linear in x, or more specifically, g{t, X(t)} = β 0 + β(t)X(t). The intercept may be replaced with any function β * 0 (t) such that T β * 0 (t)dt = β 0 |T |, while the slope function β(t) that is of primary interest is uniquely defined when N (K) = {0}. More generally, one can express g(t, x) with respect to x in a complete L 2 -basis {1, x, x 2 , . . . , }, i.e. g{t, X(t)} = ∞ j=0 β j (t)X j (t). Then each β j (t), j ≥ 1, is uniquely defined. We may conclude that g(t, x) is identifiable up to a function not depending on x.
The constraint E[g{t, X(t)}] = 0 for all t ∈ T thus ensures identifiability and also ties in with analogous constraints that are customarily made for the component functions in a conventional additive model with multivariate predictors and also for the functional linear model. The normalized model can be implemented by first obtaining an unconstrained f and then standardizing g{t, X(t)} = f {t, X(t)} − E[f {t, X(t)}], where expectations are replaced by the corresponding sample means in implementations. The identifiability of the generalized version of the continuously additive model can be handled analogously.
Proof of Theorem 1. Writing Q = Z(Z Z) −1/2 U , it is easy to obtain the explicit solution (15), where Y = (Y 1 , . . . , Y n ) , and
With Q Q = U U = I and the understanding that the following expectations are always conditional on X n and therefore random, the covariance matrix ofθ is
To study the bias, denote the non-penalized least squares estimate byθ
For the approximation bias, writing θ p,q = Zγ,
Using (A.1), the approximation error is θ p,q − θ ∞ = O(1/p + 1/q) from (13) and
Proof of Theorem 2. The explicit solution isθ(x) = Z x (Z Z/n + λP/n) −1 (Z Y /n). For R = Z Z/n, the maximum eigenvalue of λR −1 P/n is bounded by cλ/(nρ 1 ) = o p (1) for some constant c. Applying a Taylor expansion at λ = 0, for some ξ ∈ [0, λ],
whereθ u (x) = n −1 Z x R −1 Z Y is the non-penalized version and r n = Z x (ξR −1 P ) 2 /n 3 R −1 Z Y is the remainder term. Since θ p,q = Zγ and θ − θ p,q ∞ = O(1/p + 1/q), implying θ p,q − θ = O p {θ p,q (1/p + 1/q)},
Analogously,
For the approximation bias, denoting θ p,q (x) = n −1 Z x R −1 Z θ p,q = Z x γ and noting that |θ p,q (x) − θ(x)| = O p (1/p + 1/q) from (13) and θ p,q − θ = O p {θ p,q (1/p + 1/q)} from above,
= O p {(1/p + 1/q)(1 + Z x R −1 1 n Z Zγ)} = O p (1/p + 1/q).
For the asymptotic variance, with a Taylor expansion similar to (21),
As the maximal eigenvalue of λR −1 /n is bounded from above by λ/(nρ 1 ) = o p (1), the second term in (22) reflects a reduction of variance that corresponds to a higher order term. Asymptotically, the leading term of the variance is v(x) = σ 2 Z x R −1 Z x /n. As for an arbitrary X, Z X Z X = pq =1 Z 2 X, ≤ pq =1 Z X, = 1, the maximal eigenvalue of R = n −1 n i=1 Z X i Z X i is not greater than tr(R) ≤ 1, implying that v(x) is bounded in probability by σ 2 n −1 ≤ v(x) ≤ σ 2 (nρ 1 ) −1 .
To obtain asymptotic normality, conditional on the design X n , as n → ∞, we require the approximation bias to be asymptotically negligible, i.e. min(p 2 , q 2 )v(x) → ∞. A sufficient condition is min(p 2 , q 2 )/n → ∞. The shrinkage bias needs to satisfy b λ (x)/{v(x)} 1/2 = O p (1), which is guaranteed by λ 2 /(nρ 2 1 ) = O p (1). It remains to check the Lindeberg-Feller condition for the central limit theorem. As v(x) and var{θ(x)} are asymptotically equivalent, it suffices to show that θ (x) − E{θ(x)} [var{θ(x)}] 1/2 converges to a standard normal distribution. Writing θ (x)−E{θ(x)} = n −1 Z x (R +n −1 λP ) −1 Z (Y −θ) = n i=1 a i i , where a i = n −1 Z x (R +n −1 λP ) −1 Z i and i = Y i − θ(X i ), it will suffice to verify that max 1≤i≤n a 2
As the maximal eigenvalue of Z x Z x is not greater than Z x Z x ≤ 1 for any x, tr(AB) ≤ ρ A tr(B)
for nonnegative definite matrices A and B, where ρ A is the maximal eigenvalue of A, implies a 2 i = n −2 Z x R + n −1 λP −1 Z i Z i R + n −1 λP −1 Z x ≤ n −2 tr (I + n −1 λR −1 P ) −2 R −2 Z i Z i .
Applying a similar Taylor expansion as above and observing λ/(nρ 1 ) = o p (1), the above quantity is bounded in probability by (nρ 1 ) −2 tr(Z i Z i ) ≤ (nρ 1 ) −2 . Then λ 2 /(nρ 2 1 ) = O p (1) and λ → ∞ imply that max 1≤i≤n a 2 i /v(x) ≤ 1/(nρ 2 1 ) converges to 0 in probability, completing the proof.
