We consider the problem of reconstructing an image from compressive measurements using a multi-resolution grid. In this context, the reconstructed image is divided into multiple regions, each one with a different resolution. This problem arises in situations where the image to reconstruct contains a certain region of interest (RoI) that is more important than the rest. Through a theoretical analysis and simulation experiments we show that the multi-resolution reconstruction provides a higher quality of the RoI compared to the traditional single-resolution approach.
INTRODUCTION
Compressive sensing (CS) [1, 2, 3] is a powerful technique for efficiently acquiring images and videos [4, 5, 6 ] at a sampling rate depending on their intrinsic complexity (e.g., their sparsity). For instance, in image acquisition [7, 8, 9] , an informative image can thus be captured in terms of compressive measurements, i.e., using far fewer measurements than the number of pixels in the image. This makes the acquisition more cost-effective and less bandwidth-demanding. Efficient recovery algorithms have been developed to reconstruct an image from a set of compressive measurements [1, 6, 10, 11] . These algorithms reconstruct an image from the measurements using the same resolution (number of pixels) as that of the original image that generated the measurements.
The pixels of the original image generating the measurements usually form a uniform grid. The measurements from a compressive imaging device, such as those described in [8, 9] , are acquired using a mask consisting of an array of programmable elements where each element defines a pixel of the image and the size of the elements is the same. However, oftentimes, an image has a region of interest (RoI) that contains more details than the rest of the image. In those cases, it is desirable to have a higher resolution (more pixels) in the RoI than in other regions so the details of the RoI can be better resolved. For example, in a portrait, the person's face has often more details than the background, which may be blurred. In images where a refocus is applied after acquisition [12] , it would be desirable for the region of refocus to have a higher resolution than the rest of the image. Another example can be found in the reconstruction of an image from measurements LJ is funded by the F.R.S.-FNRS. The authors would like to thank Patrice Rondao Alface of Nokia Bell Labs for his interest and insightful discussions.
made by a lensless compressive imaging device with multiple sensors, where the region of interest is the intersection of all the views of the multiple sensors [13] .
In this paper, we aim at reconstructing, from a given set of compressive measurements, a high quality version of a certain RoI inside an image. The measurements are assumed to be generated from an image with a uniform grid of pixels. Our approach consists of dividing the reconstruction grid into regions with different resolutions, reserving a higher resolution for the RoI. More specifically, in this paper, the RoI is described using a grid with the same resolution as that of the original image, and the rest of the image is described using a lower resolution grid. As an example, we consider the image shown in Fig. 1-(left) . We identify the RoI as the region containing the butterfly on the right hand side of the image. Outside of the RoI, the pixels are relatively constant and can be well represented in a lower resolution than that in the RoI. The pixel distribution in the multi-resolution reconstruction is illustrated in Fig. 1-(right) . The motivation for this approach is largely based on the CS theory stating that, for a given image, the quality of the reconstructed image depends on the ratio of the number of measurements over the number of pixels. In general, a larger ratio implies a better quality of the reconstructed image. Therefore, the multi-resolution approach aims at reducing the total number of pixels in the reconstructed image by decreasing the resolution outside of the RoI. This effectively increases the number of measurements as compared to the total number of pixels. Consequently, we expect an improved quality of the RoI in the reconstructed image.
Main contribution of this paper
We formulate the multi-resolution reconstruction as a constrained minimization problem in which the unknowns are the (non-uniform) pixels of the multi-resolution image to be reconstructed. The constraint is determined by the available measurements. Since the measurements are generated from an image described in a uniform grid, an upsampling of the lower resolution regions is necessary before the sensing ma-trix is applied.
On one hand, since the number of unknowns is reduced as compared to the single-resolution reconstruction, while the number of equations remains the same, it is expected that the multi-resolution approach would provide an RoI of higher quality. On the other hand, the upsampling operation may introduce an error into the optimization problem, potentially affecting the reconstruction quality. What is the overall quality of the multi-resolution reconstruction? Is there a gain over the traditional single-resolution reconstruction?
These questions are addressed in the following by a theoretical analysis and simulation experiments. A theoretical bound is also provided on the error of the multi-resolution reconstruction, which sheds a light on the conditions under which the multi-resolution approach is more advantageous.
Related work
Multi-resolution for CS have been studied previously in [14, 15, 16, 17, 18] . These works have focused on the reconstruction of an image using a uniform grid with a different resolution than the one used to generate the measurements. This is useful, for example, in a broadcast system where the same measurements may be used by different receivers to reconstruct images of different resolutions that fit their own needs. In contrast to these works, where the multi-resolution schemes use a uniform grid for the reconstruction, the multiresolution approach proposed in this paper refers to the reconstruction using pixels distributed in a non-uniform grid: different regions in the image may have a different resolution.
Organization of the paper
In Section 2, we present the mathematical formulation of the multi-resolution reconstruction problem and describe the main result on the error bound of the multi-resolution reconstruction. In Section 3, simulation results are presented in order to support the theoretical analysis. We end the paper with a conclusion in Section 4.
THEORETICAL ANALYSIS
In this section, we formally formulate the problem and provide a theoretical analysis for the multi-resolution reconstruction. Although the same idea and analysis applies to multiple regions with more than two resolutions, we limit our discussion here to two regions where the RoI has the same resolution as the original image, and the rest of the image has a lower resolution.
Problem formulation
For the sake of simplicity, we consider hereafter that the image and its restrictions to both the RoI and to its complement are sparse in the canonical (pixel) basis. Consider the compressive sensing reconstruction problem
where A ∈ R m×N is a sensing matrix, y ∈ R m is a measurement vector, and ε ≥ 0 is a bound of the noise in the measurements. The resolution of a solution x provided by (1) is N .
Let us consider that the image x is divided into two disjoint regions. Formally, with [N ] := {1, · · · , N }, we consider
The vector x is then divided into two parts x 1 and x 2 with supports being J 1 and J 2 , respectively, i.e.,
With a slight abuse of notation, depending on the context, x 1 and x 2 will either denote vectors living in R N1 and in R N2 , respectively, or vectors living in R N and equal to zero outside of their supports. Up to a reordering of the columns of A, we can always form
We consider the region of interest (RoI) to be the area in the image x corresponding to the indices in J 1 . Hereafter, the resolution of the RoI is assumed to be the same as the one of the original image, i.e., N 1 , and the rest of the image, corresponding to J 2 , has a lower resolution denoted N L , with
Let E ∈ R N2×N L be an expansion matrix [15] mapping the image outside of the RoI from the lower resolution grid in R N L to the original resolution grid in R N2 . The expansion matrix E could, for example, implement an interpolation of pixels. We define the multi-resolution matrix A E as
The multi-resolution reconstruction problem can be formulated as:
Problem (3) is multi-resolution because it is optimized over regions x 1 and x L that have different resolutions. The question is how the solutions of (1) and (3) are related.
Analysis
We now establish a key property of the solution of (3).
Definition 1.
We say that A admits robust k-sparse solutions if there is a constant C > 0 such that, for any k-sparse vector x * with y = Ax * + e where e 2 ≤ ε, every solution x of (1) satisfies the following estimate
In [1, 3] , we can find sufficient conditions on A such that (1) admits robust solutions. For example, if the entries of A are Gaussian random variables N (0, 1/m), then A admits robust k-sparse solutions with overwhelming probability if
Notice that ε L represents the error achieved by the best x * 2 0 -sparse approximation of x * 2 through the expansion operator E, as measured in the domain projected by A 2 .
Proof. Let us define
Therefore, if we set ε = ε L in problem (3),
is a feasible k-sparse vector of its fidelity constraint. Consequently, if A E admits robust k-sparse solutions, all solutions
which leads to
We note that Prop. 1 only provides a bound on the solution x 1 in the RoI, but it does not provide a bound on the behavior of the low resolution portion x L outside of RoI. This is, however, sufficient because we are only interested in the quality of the image in the RoI.
Discussion
Hereafter, we consider that the vector x * in Prop. 1 is the original image, x is the reconstructed image from the multiresolution reconstruction (3) and x 1 is the portion of the reconstructed image in the RoI.
We now assume that A ∈ R m×N is a matrix whose entries are identically and independently distributed (i.i. Proof. According to the decomposition (2), we have trivially (A 1 ) ij ∼ iid N (0, 1/m). Moreover, the entries of A 2 = A 2 E have zero expectation and are clearly independent of those of A 1 . Let us denote by a T i and b j the i th row of A 2 and the j th column of E, respectively. Then, using the Kronecker symbol δ ij equal to 1 if i = j and 0 otherwise, using b
, which proves the independence of A 2 's Gaussian random entries and concludes the proof.
There are many situations where
For instance, let us consider that the region outside of the RoI is compressible in the first N L elements of an orthonormal basis W 2 ∈ R N2×N2 , e.g., in the first N L frequencies of a Discrete Cosine Transform (DCT). This means that the vector x 2 can be written as x 2 = W 2 α 2 , with α 2 ∈ R N2 concentrated on the first N L components.
Under this assumption, the expansion matrix E can be formulated as
is the operator selecting the N L lower frequency coefficients. It is then easy to check that
Therefore, if A E is generated as in (2) from a Gaussian random matrix A and if E T E = Id N L , A E admits robust k-sparse solutions with overwhelming probability [1, 3] (4) and (6) shows that, asymptotically, m (k, N ) < m * (k, N ). This implies that, for a given number of measurements m, the condition (6) may be satisfied while the condition (4) may not.
Let us consider the case where m is such that
Then, the result of Prop. 1 holds and, in particular, the error bound (5) holds with overwhelming probability. In the special case when E can be found to satisfy
Eq. (5) implies x 1 = x * 1 , i.e., the multi-resolution reconstruction (3) produces the exact solution in the RoI. On the other hand, since (4) is not satisfied under the assumption of (7), there is nothing that can be said about the solution of the single resolution reconstruction (1) . Hence, the image reconstructed using (1) may be quite different from the original image x * . This is, therefore, the theoretical basis for the statement that the multi-resolution reconstruction has a higher quality in the RoI because the total number of unknowns is reduced.
In general, we may not be able to find an expansion matrix E to satisfy (8) and, therefore, the term on right hand side of (5) may not be zero. Consequently, the multi-resolution reconstruction may contain an error introduced by a potential mismatch in the mapping from the lower resolution to the higher resolution outside of the RoI. However, if the image in the region outside of the RoI is smooth, an expansion matrix can be found so that the right hand side of (5) is very small, resulting in a high quality image in the RoI.
SIMULATION
In this section, the multi-resolution approach (3) is compared to the traditional single-resolution approach (1) using compressive measurements. For this analysis, we use the image from Fig. 1-(left) , which is defined on a 128 × 256 pixel grid (N = 32768). The RoI is defined as the region containing the butterfly, which corresponds to the right half of the image, i.e., N 1 = N 2 = N/2. Outside of the RoI, the pixel grid has a lower resolution defined through the parameter L such that
That is, the number of pixels outside of RoI is reduced by 4 and 16 times for L = 2 and L = 4, respectively.
In the experiments, the sensing matrix A corresponds to a Gaussian matrix with zero mean and variance 1/m. The expansion matrix E ∈ R N ×N L corresponds to an interpolation matrix. Since the image in Fig. 1-(left) is not sparse but compressible, the reconstructions in (1) and (3) were solved using an analysis formulation with a redundant Haar wavelet basis as the sparsifying basis. We remark that this formulation does not exactly match the reconstruction problems in (1) and (3), however, it allows illustrating the performance of both single and multi-resolution approaches on a compressible image and providing some intuition on the theoretical analysis presented in Section 2. The resulting minimization problems are solved in their constrained form using ε = 10 −10 . The constraints are handled through the convex indicator functions on the sets C 1 = {u ∈ R N : y − Au 2 ≤ ε} and
2 ≤ ε}, respectively. The resulting problems are solved using the algorithm proposed by Chambolle and Pock [19] .
The single and multi-resolution approaches are compared using the Reconstruction Signal-to-Noise Ratio (RSNR), defined as RSNR = 20 log 10 x * 2 / x−x * 2 , where x * is the original image and x is the solution from (1) or (3). We report the RSNR calculated over the entire image and over the RoI.
In the following, we show a reconstruction example for 20% of the measurements, i.e., m = 0.2N . Fig. 2 depicts the reconstruction results using the single-resolution approach (1), and Fig. 3 and Fig. 4 show the reconstruction results using the multi-resolution approach (3) for L = 2 and L = 4, respectively.
The results demonstrate the advantage of the multiresolution approach (3) over the single-resolution one (1) for reconstructing compressible images from highly compressive measurements. Indeed, comparisons of Fig. 2 with Figs. 3 and 4 show that the RSNR from multi-resolution reconstruction (3) (either L = 2 or L = 4) is more than 6 dB better than the single resolution reconstruction (1). Note that in all the results, the RSNR calculated over the entire image (on the left hand side of Figs. 2-4) is higher than the RSNR calculated over the RoI (on the left hand side of Figs. 2-4) because within each reconstructed image, the region outside of the RoI has better accuracy than the RoI, which is more difficult to reconstruct.
It can been observed that the RSNR improvement from L = 2 to L = 4 is very small. This observation can be well explained by the result of Prop. 1. On one hand, as L increases from 2 to 4, condition (6) is more easily met, and therefore, the quality of the reconstructed image increases. On the other hand, as L increases, the interpolation made by the expansion matrix E becomes more inaccurate, making the term on the right hand side of (5) larger and, therefore, the error in the reconstruction increases too. It is likely that, because of this trade-off between the effect of reducing the number of unknowns and the effect of increasing the error in the constraint, the RSNR results from L = 2 and L = 4 are very similar.
CONCLUSION
We have provided a theoretical analysis supported by simulation results to show that the multi-resolution approach is effective to reconstruct an image with high quality in a region of interest. Although the analysis here is performed for sparse signals, similar conclusions can be reached for compressible signals and we plan to present the analysis and more simulation results in a future longer version of this paper.
