The celebrated Regularity Lemma of Szemerédi asserts that every sufficiently large graph G can be partitioned in such a way that most pairs of the partition sets span -regular subgraphs. In applications, however, the graph G has to be dense and the partition sets are typically very small. If only one -regular pair is needed, a much bigger one can be found, even if the original graph is sparse. In this paper we show that every graph with density d contains a large, relatively dense -regular pair. We mainly focus on a related concept of an ( , σ)-dense pair, for which our bound is, up to a constant, best possible.
Introduction
Szemerédi's Regularity Lemma is one of the most powerful tools in extremal graph theory. It guarantees an -regular partition of every graph G with n vertices, but the size of each In Section 2 of this paper we prove a different bound which is better for small values of . We also prove the following upper bound on f ( , d, n), which shows that, up to a constant, Theorem 1.3 is best possible. where c is an absolute constant.
In fact, we prove a stronger result than Theorem 1.4.
Definition 1.4
Let G = (V 1 , V 2 , E) be a bipartite graph and 0 < < 1. A pair (U 1 , U 2 ), where By definition, if a pair contains an -hole, then it cannot be ( , σ)-dense for any σ > 0.
Definition 1.5 For any given 0 < , d < 1 and a positive integer n, let h( , d, n) be the largest integer h such that, every bipartite graph G with n vertices in each color class and density at least d contains a subgraph with h vertices in each color class and with no -hole.
the electronic journal of combinatorics 9 (2002), #R1
where c is an absolute constant.
With no effort to optimize, it follows from the proofs of Theorems 1.4 and 1.5 that the constant c appearing in them can be equal to 1/2000.
Lower bound
In this section we prove the lower bound given in Theorem 1.3. That is, we show that any bipartite graph G = (V 1 , V 2 , E) with n vertices in each color class and density d contains an ( , d/2)-dense bipartite subgraph with at least 
Now we claim that there exists a pair satisfying condition 2. Indeed, if
Therefore, there exists i ∈ {1, 2, 3} satisfying
and we find a pair satisfying condition 2.
For any I ⊂ {1, . . . , 1/ } of size |I| = 1/(2 ), we define
Then I e (I) counts each e ij exactly
times, where i = j. Thus, there exists I 0 such that 
and so
Notice that log 2 (1 + /8) ≥ /6 for 0 < < 1. Indeed, it follows from the facts that The first alternative of Claim 2.3, rather than asking for a large -regular pair, demands a stronger property which is however easier to analyze.
(1)
Claim 2.3 Every bipartite graph
satisfying one of the following conditions:
Assuming that H contains no pair satisfying conditions 1 or 2, and using the same technique as in the proof of Claim 2.1, we can prove that H must contain a pair satisfying condition 3.
Applying Claim 2.3, one can prove Theorem 1.1 in the same way as we derived Theorem 1.3 from Claim 2.1 (see the Appendix for details). Note that the obtained -regular pair
Upper bound
In this section we prove the upper bound for h( , d, n) given in Theorem 1.5. To prove that h( , d, n) < u, we need to find a bipartite graph G with n vertices in each color class and density at least d such that every subgraph of G with u vertices in each color class contains an -hole. The following construction will be central for the proof.
Let k and t be positive integers, and
be the bipartite graph with
and xy ∈ E if and only if x s = y s for each s ∈ [t], where
Observe that G(k, t) is a bipartite graph with k t vertices in each color class and density
we prove the following property. From now on we set n 1 = k t . 
Lemma 3.1 Let k and t be positive integers and let
s would form an -hole between U 1 and U 2 . Next we are going to prove that more than half of the vertices in U 1 have each less than 2 k rare coordinates. At the same time we give an upper bound on the number of such vertices which enables us to estimate |U 1 |.
For every 
Hence
Since the geometric mean is not larger than the arithmetic mean, we obtain
Since l < 2 kt ≤ t/2, we have
2 kt , and
which completes the proof of the claim.
Now we continue the proof of Lemma 3.1. By Claim 3.2
Similarly, . Therefore,
Applying the inequality 4 kt < (1 + 4 k) t , we finally obtain that
which completes the proof. Now for any n ≥ n 1 , let r and q, where 0 ≤ q < n 1 , be the positive integers such that n = rn 1 + q. We "blow up" the graph G(k, t) in the following sense: fix any q vertices in each color class, and replace each of them by r + 1 new vertices. At the same time replace every other vertex by r new vertices. Finally, replace every edge of G(k, t) by the corresponding complete bipartite graph (K r,r , K r+1,r , or K r+1,r+1 ). Denote this new graph by
E). It is easy to see that
For this graph we now prove the following lemma which is very similar to Lemma 3.1.
Recall that n 1 = k t . .
Lemma 3.3 Let k and t be positive integers and let
Since (r + 1)/r ≤ 2, and thus (r + 1)n 1 ≤ 2rn 1 ≤ 2(rn 1 + q) = 2n, we obtain
The goal of blowing up G(k, t) was to obtain graphs with more vertices than n 1 and still having -holes in large subgraphs. Next we consider a random "contraction" of G(k, t) to obtain graphs with fewer than n 1 vertices and with the same property.
From now on, to make our description simpler, we set
}.
Note that n 0 ≤ n 1 when k ≥ 3, and under this notation,
Lemma 3.4
Let k ≥ 3 be a positive integer, 0 < ≤ 1/4k, and t > t 0 = t 0 (k, ). Then, for every n 0 ≤ n < n 1 , there exists a graph
and for all
there exists an -hole in the subgraph of G n induced by the sets U 1 and U 2 .
Proof:
We define a random subgraph Applying Chernoff's inequality ( [7] , page 27, formula (2.9)),
Define
For each π ∈ F, and i = 1, 2,
Therefore, by Chernoff's inequality (( [7] , page 28, formula (2.10)), P rob ∃π ∈ F and ∃i ∈ {1, 2} :
where c = ln 2 − 1/2.
Since nn
, n α/2 } and δ, α do not depend on t, for sufficiently large t the right hand side of (16) and (18) are each smaller than 1/2, yielding the existence of an induced subgraph
Now take any
with no -hole between U 1 and U 2 . These two sets determine, as in the proof of Lemma 3.1, two sequences π 1 and π 2 of sets of frequent values
| be defined as in the proof of Lemma 3.1. Then, as it was shown in that proof, |U i | < 2|U i |, and
Hence, by (19),
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Proof of Theorem 1.5: Fix any 0 < ≤ 0 , and let k ≥ 3 be the integer such that
Fix any 0 < d ≤ d 0 ≤ 1/8, and let t be the integer such that
Observe that k ≤ t, since otherwise
, n 3α/2 1 } and consider two separate cases.
Take the blown-up graph G n (k, t). By (13), we have
Thus, by Lemma 3.3
Case 2. n 0 ≤ n < n 1 Take the graph G n satisfying Lemma 3.4. By (15), we have, again,
Combining these two cases, we conclude that (23) holds for every n ≥ n 0 . By reshaping the right hand side of (23), we arrive at
where
In what follows we will be relying on (20) and the well-known inequalities
valid for 0 ≤ x ≤ 1. First notice that
and Combining (25), (26), (29), (30) and the fact that t/(t + 1) ≥ 1/2, we have
It remains to estimate n 0 = max{n
Applying (27) and (20), we have
So, by (34), we obtain n 3δ/2 1
We also have
Comparing (35) and (36), it is easy to see that n
, since 1/(12 ) ≥ 3/2 when ≤ 1/50. Hence, n 0 < (1/d) 1/(12 ) .
Applications
As an immediate application of our Theorem 1.3, we improve slightly an upper bound on the cycle partition number of an r-edge-colored K n,n discussed in [6] . The cycle partition number of an r-edge-colored graph G is defined to be the minimum k such that whenever the edges of G are colored with r colors, the vertices of G can be covered by at most k vertex-disjoint monochromatic cycles. Erdös, Gyárfás, and Pyber ( [3] ) proved that the cycle partition number of r-colored complete graphs K n is O(r 2 ln r). They also raised the question whether the cycle partition number for the complete bipartite graph K n,n is independent of n. In [6] , Haxell proved that the upper bound on the cycle partition number for an r-edge-colored K n,n is O ((r ln r) 2 ) ( [6] ). Replacing Lemma 2 from [6] by our Theorem 1.3, this can be improved to O(r 2 ln r). We omit the details. We conclude the paper with another application leading to what we believe is an interesting problem. Let B(m, ∆) be the family of all bipartite graphs with m vertices in each color class and maximum degree at most ∆. We say that a graph G is (m, ∆)-universal if G contains a copy of H for every H ∈ B(m, ∆). In [1] and [2] the problem of finding minimum M = M(m) for which there exists an (m, ∆)-universal graph with M edges is investigated. Here we apply Theorems 1.3 and 1.4 to a related problem.
Given ∆ ≥ 1, 0 < d < 1 and n, let g(∆, d, n) be the largest integer m such that every bipartite graph G with n vertices in each color class and at least dn 2 edges is (m, ∆)-universal. such that H 0 ⊆ G. As G we will use the graph considered in the proof of Theorem 1.5 which is known to contain an -hole in every m by m subgraph, where m = 4nd c/ . With this approach, a natural candidate for H 0 is then a graph with no large holes. By considering a random bipartite graph with 2m vertices in each color class and with edge probability ∆/(4m), a standard application of the first moment method yields the existence of a graph H 0 ∈ B(m, ∆) which contains no 9 ln ∆/∆-hole. Setting = 9 ln ∆/∆, this proves the upper bound with c 2 = c/9, where c is the constant appearing in Theorem 1.5.
Proposition 4.1 For all
For the lower bound, in addition to Theorem 1.3, we use the following embedding result. It seems to be a challenging problem to narrow the gap between the lower and upper bound in Proposition 4.1. We believe that the upper bound is closer to the true value of g(∆, d, n). The proof of this fact, however, would require an essential strengthening of the current graph embedding methods.
It is interesting to note that the nonbipartite version of graph G(k, t) which serves as a basis for constructing a counterexample in Theorem 1.5, and consequently in the right hand side of Proposition 4.1, was proved in [1] 
