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Abstract— chronic kidney disease is one of the most common 
disease in the world today. Kidney disease causes death if the 
patient is not threated at early stage. One of the challenge in kidney 
disease treatment is accurate identification of kidney disease at an 
early stage. Moreover, detecting kidney disease requires 
experienced nephrologist. However, in developing nations lack of 
medical specialist or nephrologist for identifying chronic kidney 
disease makes the problem more challenging. As alternative 
solution to kidney disease identification, researchers have 
developed many intelligent models using K-nearest Neighbors 
(KNN) algorithm. However, the accuracy of the existing KNN 
model has scope for improvement. Thus, this study proposed KNN 
based model for accurate identification of kidney disease at early 
stage. To develop optimized KNN model, we have employed error 
plot to find most favorable K value to obtain more accurate result 
than the existing models. To conduct experiments, study employed 
kidney disease dataset collected form publically available Kaggle 
data repository for training and testing the proposed model. 
Finally, we have evaluated the proposed model against predictive 
accuracy. The experimental result on the proposed model appears 
to prove that the predictive accuracy of the model is 99.86%. 
Keywords. Chronic kidney disease, Kidney disease; kidney 
disease detection; KNN; machine learning. 
I.  INTRODUCTION 
In recent years, kidney disease has become one of the major 
health issues in the world [1]. Chronic kidney disease has 
become major health issue due to the wide spreading nature of 
the disease and the increased number of patients’ suffering from 
chronic kidney disease. One of the problems with chronic kidney 
disease is that most of the patients’ dose not notice until they get 
worthy affected. Hence, identification of chronic kidney disease 
in an early stage is crucial to avoid the complications at a severe 
stage and ultimately save human life. 
Due to the challenge in identification of chronic kidney 
disease, the disease has become one of the world’s deadliest 
diseases. The report shows that there are roughly 2.5 to 11.25 
million cases chronic kidney disease worldwide [2-13]. 
Different machine learning algorithms such as support vector 
machine (SVM) [2] and boosting classifiers [4] are applied to 
kidney disease data repository to create predictive model with 
acceptable level of accuracy to identify chronic kidney disease 
as early as possible. However, chronic kidney disease 
identification is remained challenging task as the existing 
method need much of research effort for accurate identification 
of chronic kidney disease. 
In recent years, machine-learning model is employed in the 
automation of disease diagnosis and disease identification 
process of chronic kidney disease in the healthcare centers. Most 
of the researchers applied supervised machine-learning 
algorithm to develop a model for identifying chronic kidney 
disease [5-6]. 
In [7-8], support vector machine (SVM) based chronic 
kidney transplant rejection prediction model is developed. A 
preliminary literature review shows that machine-learning 
model is significantly important to chronic kidney disease 
detection and promising performance is obtained. Machine-
learning model is important for reducing mortality rate caused 
by chronic kidney disease by assisting in chronic kidney disease 
detection. Thus, this study is aimed at answering the following 
research questions: 
1) How to determine an appropriate or optimal Kvalue to 
develop optimal KNN based model for chronic kindye disease 
detection? 
2) What is the accuracy of KNN model on chronic kidney 
disease detection? 
II. RELATED WORK 
Many researches has been conducted on the problem of 
kidney disease detection using machine-learning model. In [9] 
the researchers conducted comparative study on the 
performance of machine learning model on chronic kidney 
disease detection. The researchers compared the performance of 
Artificial Neural Network (ANN) and support vector machine 
(SVM) on chronic kidney disease detection. The study showed 
that ANN has better predictive accuracy as compared to SVM 
model. 
In another study [10], the researchers employed Naïve Bayes 
algorithm to implement automated intelligent decision support 
model for chronic kidney detection. The researchers used 
chronic kidney disease dataset collected from University of 
California Irvine (UCI) and conducted experiment on Naïve 
Bayes model. The evaluation on the performance of the 
developed model on chronic kidney disease detection shows that 
better predictive accuracy and promising result is obtained. 
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In another study [11], a model for chronic kidney disease 
detection is developed using an ensemble method. The model is 
implemented using decision tree algorithm and J48 supervised 
learning algorithm as base classifier and adaptive boosting as 
ensemble classifier. The researchers evaluated the implemented 
model and result shows that adaptive boosting performed well 
as compared to decision tree algorithm in terms of accuracy on 
UCI chronic kidney disease dataset. 
A chronic kidney detection model using decision tree model 
is developed [12]. Experiment on the implemented model shows 
that decision tree model has 93% accuracy on chronic kidney 
disease detection. Moreover, the model is found to be helpful in 
reducing complications resulting from the kidney disease due 
better performance on chronic kidney disease detection. 
Researchers have also conducted another study on the problem 
of kidney disease identification by applying adaptive boosting 
algorithm [13]. The researchers developed a model using 
adaptive boosting and decision tree algorithm. The implemented 
model is evaluated and result shows that ensemble model with 
adaptive boosting algorithm performs better as compared to the 
individual decision tree model. Overall, a predictive accuracy of 
92.76% is achieved on chronic kidney disease detection using 
the developed model. 
III. RESEARCH METHODOLOGY  
The dataset used to implement a model for chronic kidney 
disease detection is collected from Kaggle data repository. The 
number of observations in the dataset is 400. The dataset consists 
of 250 observations of non-patient and 150 patient observations. 
The distribution among the classes in the dataset is demonstrated 
in figure 1. The dataset has 17 input features demonstrated in 
table 1 and a target or an output variable. To implement KNN 
model we have employed Python programming language with 
Jupyter Notebook environment.  
 
Figure 1.  Kidney disease dataset class distribution 
As demonstrated in figure 1, the class distribution of the 
chronic kidney disease positive (37.5%) and chronic kidney 





TABLE I.  : KIDNEY DISEASE DATASET FEATURE DESCRIPTION 
Feature  Decription  
Age  Age in years (continuous value) 
Blood pressure 
(BP) 
The blood pressure (Numeric)  
Specific gravity 
(sg) 
Numeric (continuous value) 
Albumin (alb) 
Numeric (continuous value 0 to 
5) 
Sugar (su) 




Numeric (continuous value) 
Blood urea (bu) Numeric (continuous value) 
Potassium (pot) Numeric (continuous value) 
        Sodium (sod) Numeric (continuous value) 
Bacteria present 
(bac)  
Nominal (1=Present, 0=Absent) 
Pus cell (pc) 
Nominal (1=Ab Normal, 
0=Normal) 
Pus cell clumps 
(pcc) 
Nominal (1=Present, 0=Absent) 
Haemoglobin 
(hemo)  
Numeric (continuous value) 
Serum creatinine 
(sc) 
Numeric (continuous value) 
Red blood cell 
count (rbc) 




Nominal (1=Present, 0=Absent) 
Appetite (apt)  Nominal (1=Poor, 0=Good) 
Anaemia (an) Nominal (1=Present, 0=Absent) 
 
A. Corrrelation model  
To investigate the relationship among chronic kidney disease 
dataset input feature and the class label or target variable, we 
have employed Pearson’s correlation analysis. With Pearson’s 
correlation, we have identified strongly correlated feature to 
chronic kidney disease input feature and target variable as 
demonstrated in figure 2. Pearson’s correlation shown in figure 
2 demonstrates the relationship between input feature and the 
target variable. As shown in figure 2, features such as 
haemoglobin (hemo), specific gravity (sg), pus cell (pc_normal), 
pus clumps (pcc_present), red blood cell count (rbc_normal) and 
sodium (sod) strongly correlated to the target feature. However, 
input features such as blood urea (bu), blood glucose random 
(bgc) and appetite (appet_poor) is negatively correlated to the 
target variable. 
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Figure 2.  Kidney disease feature correlation 
IV. EXPERIMENTAL  RESULT AND DISCUSSIONS  
In this section predictive accuracy, confusion matrix and 
learning curve is used to analyze the performance of the KNN 
model on the test set. 
A.  Predictive accuracy of the proposed model 
The accuracy of KNN model on chronic kidney disease 
prediction is evaluated on test set. The K values that gives the 
optimum prediction accuracy is determined using error plot 
against various K values as demonstrated in figure 3. The 
optimum K value that yields the maximum possible accuracy on 
chronic kidney disease detection the KNN model is shown in 
figure 3. As shown in figure 3, the error rate varies from 0.13 to 
0.26 for K values in the range 0 to 40. Thus, error rate plot 
against K value is helpful to visualize the optimal K value for 
optimization of KNN model. As shown in figure 3, the 
proportion of misclassification is low when the K value is 6. An 
accuracy of 99.86 is achieved with K value of 6 (K=6). 
 
Figure 3.  K value vs error rate 
We employed learning curve for analyzing the KNN model 
on chronic kidney disease detection. The learning curve of KNN 
model shows that the training and test converges together as we 
observe in figure 4. Thus, we conclude that the performance of 
the KNN model tends to improves much with larger number of 
training samples. Moreover, the learning curve for KNN, 
demonstrated in figure 4, shows that the model is not suffering 
from overfitting or under fitting as both the training and test 
accuracy tends to increase with an increase in the number of 
observations.  
 
Figure 4.  Learning curve for  KNN model 
B. Cummulative gain curve  
In addition to learning curve and accuracy, we have 
employed cumulative gain curve for analyzing the KNN model 
on chronic kidney disease detection. The cumulative gain curve 
of the KNN model is demonstrated in figure 5. The cumulative 
gain curve shows the actual class and predicted score. The 
cumulative gain curve shows the predictive positive rate against 
the true positive rate or sensitivity of KNN Model. As we 
observe from figure 5, the KNN model detects positive class 
(class 1) with better accuracy as compared to the negative class 
(class 0). 
 
Figure 5.  Cummulative gain curve  
As cumulative gain curve does not show the number of 
incorrect and correct predictions made by the KNN model, we 
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have employed confusion matrix to quantify the performance of 
KNN model. As shown in figure 6. As shown in figure 6, the 
model misclassified 10 observations and correctly detected 70 
observations. Thus, KNN model performs well on chronic 
kidney disease detection. In the experiment, we have employed 
80% of the dataset or 320 observations for training and 20% of 
the dataset or 80 observations for testing. 
 
Figure 6.  Confusion matrix 
In addition to confusion matrix, we have employed receiver 
operating characteristic curve (ROC) to evaluate the 
performance of KNN model. The receiver operating 
characteristic curve for the proposed model is demonstrated in 
figure 7. As demonstrated in figure 7, the area under curve is 
0.92 for both classes (negative and positive class or class 0 and 
class 1 respectively). Hence, the model performs well on chronic 
kidney disease detection. 
 
Figure 7.  Reciver oprating chracteritic curve (ROC) 
V. COMPARATIVE STUDY 
The exisitn methods are compared with the KNN model 
implemented in this study. We have compared the KNN model 
with the recently published chonic kidney disease detection 
model developed with different machine learning algorithms. 
Table 2, shows comparison of the existing methods and the 
developed KNN model. 
 
TABLE II.  : COMPARTIVE STUDY 
Autho  Algorihtm  Accuracy  





[14] Naive Bayes 76.8% 
[15] Random forest 99.3% 
[16] ANN 95.3% 
Proposed KNN 99.84% 
VI. CONCLSUION  
In this study, we have proposed a machine-learning model 
for predicting chronic kidney disease by employing K-Nearest 
Neighbor (KNN) algorithm. Moreover, we have analyzed the 
predictive performance of KNN model on chronic kidney 
disease detection. The KNN model is optimized using error plot 
to visualize and determine the optimal K value. With error plot, 
we have obtained good result on chronic kidney disease 
detection using KNN model. The performance of the proposed 
model is evaluated using accuracy, cumulative gain curve and 
confusion matrix as performance measure. Experiment shows 
that the model has better accuracy on detection of chronic kidney 
disease. Overall, an accuracy of 99.86% is achieved using the 
KNN model. As a future work, we recommend researchers to 
extend this work with other optimization method to improve the 
accuracy of KNN model using other datasets and optimization 
approaches.  
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