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We theoretically study static and dynamic properties of short Josephson junctions (JJ) with singlet and
triplet Josephson coupling. In singlet Josephson weak links, two singlet superconductors S are connected
with each other by a normal film (N) or wire. Triplet JJs, which we denote Sm-N(F)-Sm, are formed by two
singlet BCS superconductors covered by a thin layer of a weak ferromagnet Fw. These superconductors Sm
are separated from theN (or F) layer by spin filters, which pass electrons with only one spin orientation. The
triplet Cooper pairs propagating from the left (right) superconductors Sm differ from each other not only
by polarizations, but also by chiralities. The latter is determined by the magnetization orientation in weak
ferromagnets Fw. We obtain analytical formulas for the critical Josephson current in both types of the JJs. If
chiralities of the triplet Cooper pairs penetrating into the N film in Sm-N(F)-Sm JJs from the left and right Sm
are different, the Josephson current is not zero in the absence of the phase difference (spontaneous Joseph-
son current). We also calculate the admittance Y (Ω) for arbitrary frequenciesΩ in the case of singlet JJs and
for low frequencies in the case of triplet JJs. At low temperatures T , the real part of the admittance Y ′(Ω)
in singlet JJs starts to increase from zero at ħΩ≥∆sg, but at T ≥∆sg, it has a peak at low frequencies the
magnitude of which is determined by inelastic processes. The subgap∆sg depends on transparencies of the
S/N interfaces and on the phase difference 2χ0. The low-frequency peak in Y
′(Ω) in triplet JJs disappears.
I. INTRODUCTION
The frequency dependence of the admittance Y (Ω) for
uniform superconductors has been calculated long ago
in the well known papers by Mattis and Bardeen and by
Abrikosov, Gor’kov, Khalatnikov.1–3 It has been shown that
the real part of the admittance Y ′(Ω) at zero temperature
is zero unless the frequency Ω does not exceed 2∆/ħ. This
natural result has been confirmed experimentally.4–6 The
admittance ofweakly inhomogeneous superconductors has
been determined by Larkin and Ovchinnikov.7 These au-
thors have also calculated the admittance of a strongly
inhomogeneous superconductor with a sufficiently strong
Zeeman interaction in the so-called Fulde-Ferrel-Larkin-
Ovchinnikov state.8
Strongly inhomogeneous superconductivity is realized
also in S/N structures or in Josephson weak links of dif-
ferent kinds, S/N/S, S/c/S etc., where N is a normal film
and c means a constriction. Superconducting correlations
are induced in the N region due to proximity effect so that
a subgap ∆sg (∆sg <∆) may arise in the N film.9,10 The ad-
mittance Y (Ω) for the S/N/Nres structure was calculated in
Ref. 11, where Nresmeans a bulk normalmetal (reservoir) or
a thick normal film attached to a thinner N film or wire. A
peak in Y ′(Ω) was shown to exist at a frequency correspond-
ing to a subgap ∆sg in the N film.
More attention was paid to the study of ac properties
of superconducting weak links (see reviews Refs. 12–14).
The interest in this study rose in recent years due to rapid
progress in experimental techniques and possible applica-
tions of the Josephson junctions.15–18 The formula for the
admittance of a short S/c/S (or S/N/S) weak link was de-
rived in Ref. 19 and analyzed in more detail in our recent
paper 20 (see also Ref. 21 where another approach of calcu-
lations has been used). The admittance of long S/N/S junc-
tions has been calculated in Refs. 22 and 23. In all these pa-
pers, an anomalous enhancement of the real part of admit-
tance Y ′(Ω) at low frequencies Ω has been obtained.19–23
The enhancement is caused by quasiparticles with energies
in the interval∆sg < ǫ<∆, where the subgap∆sg depends on
the dc phase difference 2χ0.
Interestingly, collective modes may lead to peculiari-
ties in the admittance Y ′(Ω) of a uniform superconduc-
tor or weak links under certain conditions. For example,
the amplitude mode results in a peak at Ω≃ 2∆ in admit-
tance of a current carrying superconductor,24 and the phase
mode, or the so-called Carlson-Goldman mode,25–30 leads
to some features in the I-V characteristics and in the de-
pendence Y (Ω).29,30
On the other hand, in the last decade a great deal of
attention was paid to the study of triplet, odd-frequency
(TOF) superconductivity,31 which arises in S/F structures
(see reviews Refs. 32–38 and references therein). It was
shown39 that the proximity effect induces triplet Cooper
pairs in S/F structures with an inhomogeneous magnetiza-
tion M(x) in the ferromagnet F.40 These pairs penetrate into
the ferromagnet over a relatively large distance lT which
may be of the order lT ∼
p
D/T , that is, much larger than
than the length lh ∼
p
D/h of the condensate penetration
into a homogeneous ferromagnet with an exchange field h
(D is the diffusion coefficient and T—the temperature).
The long penetration of the condensate is caused by the
triplet Cooper pairs with the total spin orientation paral-
lel to the magnetization vector M in the ferromagnet F. In
the case of amagnetically homogeneous ferromagnet triplet
Cooper pairs penetrating into F froma singlet superconduc-
tor S have the total spin oriented perpendicular to the vec-
tor M and penetrate the ferromagnet over a rather short dis-
tance ∼ lh .
The long range triplet superconducting correlations may
provide, in particular, the Josephson coupling in S/F/S junc-
tions with a relatively thick ferromagnetic film F. The ap-
pearance of these long range triplet component has been
proved mainly by observing the dc Josephson effect in JJs
2of different kinds with a ferromagnetic layer(s).41–53 Differ-
ent aspects of the stationary Josephson effect in Josephson
junctions of various types were analyzed in many theoret-
ical papers (see Refs. 54–74 as well as references in recent
review articles Refs. 36–38). On the other hand, dynam-
ics of the triplet component was studied only in uniform
superconductors,75,76 but not in Josephson junctions.
In this paper, we calculate and analyze the admit-
tance Y (Ω) of the JJs of two types, S/N/S and Sm/N/Sm
(or Sm/F/Sm). In the latter case it doesn’t matter whether
superconductors Sm are connected by a normal or ferro-
magnetic wire. It is merely important that the magnetiza-
tion vector M is parallel to the filters axis, i.e., M||ez . The
Josephson coupling is provided by the singlet component
in the JJs of the first type and by the triplet odd-frequency
component in the JJs of the second type. We consider
the case of short JJs with the distance between the super-
conducting reservoirs shorter than the coherence length
ξS ∼ {
p
D/T ,
p
D/∆}. Unlike the case studied in Refs. 19 and
20, where the S/N interface resistance Rif was assumed to
be negligible compared with the resistance RN of the N re-
gion, we consider here the opposite case, i.e., Rif≫RN. As
in the case considered in Refs. 19 and 20, the real part of the
admittance Y ′(Ω) in singlet JJs has a maximum at low Ω if
the temperature is not too low, T &∆sg. The low frequency
behavior of Y ′(Ω) is described approximately by the ex-
pression Y ′(Ω)∼ [2γN/(4γ2N+Ω2)]exp(−∆sg/T ). Although
general formulas for the current obtained in this paper for
the singlet weak links, Eqs. (31), (32), and(34), look simi-
lar to those in our previous publication Ref. 20, they differ
essentially because the integrands in corresponding equa-
tions are different.77 In the case of triplet coupling, a little
enhancement of Y ′(Ω) remains only if a characteristic ex-
change field h is small compared with a subgap ∆sg. Other-
wise no enhancement in Y ′(Ω) appears.
The plan of the paper is as follows. In the Section II,
we present the main equations. In Section III, we calcu-
late the critical Josephson current Ic for an S/N/S Joseph-
son weak link with a coupling via the singlet component.
We find also a response of this JJ to a small ac phase vari-
ation and present an expression for the admittance of the
junction Y (Ω). In Section IV, we obtain and analyze the
current Ic and the admittance Y (Ω) in JJs of the Sm/N/Sm
or Sm/F/Sm types, where Sm is a “magnetic” superconduc-
tor serving as a source of fully polarized triplet Cooper pairs
[see Fig. 1 (b)]. In Section V, the obtained results are dis-
cussed.
II. BASIC EQUATIONS
We consider JJs of two types shown in Fig. 1. The JJ or
weak links in Fig. 1 (a) consist of two bulk BCS superconduc-
tors S connected by a normal wire (or film). The JJ depicted
in Fig. 1 (b) consists of two bulk “magnetic” superconduc-
tors Sm connected by a normal (or ferromagnetic) wire. The
superconductors Sm are formed by a BCS superconductor
covered by a thin film of a weak ferromagnet F with an ex-
FIG. 1. (Color online.) Schematic representation of Josephson
junctions under consideration. (a) JJ with singlet coupling; (b) JJ
with triplet coupling. The superconductors Sm consist of conven-
tional singlet superconductors covered by thin layers Fw of weak
ferromagnets so that triplet Cooper pairs with spin polarizations
in x-z or y-z planes penetrate due to proximity effect into the
Fw layer. The filters Fl let pass Cooper pairs with spins parallel or
antiparallel to the z axis. If the exchange fields hR,L at the right and
at the left have different directions, a spontaneous current arises
which can flow through the shown loop.
change field h. We assume that at the Sm/N interfaces there
are spin filters which let pass electrons with only one spin
direction (s||z). The exchange field h is supposed to be per-
pendicular to the z axis so that triplet Cooper pairs, which
appear in the F film, have a component along the z axis and
therefore penetrate through the filters. The singlet Cooper
pairs do not pass through the filters. We consider the diffu-
sive case assuming that the mean free path is shorter than
the coherence length ξS ≃
p
D/Tc.
In order to find the current I through the system, we
need to determine quasiclassical Green’s functions. We em-
ploy the same basic equations for the quasiclassical matrix
Green’s functions gˇ as in Ref. 20. In the considered one-
dimensional geometry and in the diffusive limit they obey
a generalized Usadel equation of the form30,78–81
− i D∂x (gˇ∂x gˇ )+ i (τˇ3∂t gˇ +∂t ′ gˇ τˇ3)+ [Σˇ , gˇ ]=V (t)gˇ − gˇV (t ′) ,
(1)
where D is the diffusion coefficient, the matrix Σˇ describes
damping, and V is the electric potential. Equation (1) de-
scribes the Green’s function in the N film and is comple-
3mented by the boundary condition82–84
gˇ∂x gˇ =±̹L,R[gˇ , Γˇ · GˇΓˇ]|±L , (2)
where ̹L,R = 1/RL,Rσ, RL,R is the interface resistance of
the left (right) interface per unit area, and σ is the con-
ductivity of the N metal. Note that this boundary condi-
tion insures the continuity of the current across the Sm/N
or Sm/F interfaces. The matrix Γˇ= diag
{
Γˆ, Γˆ
}
describes
the action of the filters. If the filters allow to pass only
electrons with spins aligned parallel to the z axis, then
Γˆ= (T 1ˆ+U Xˆ33)/
p
2 with T =±U and and Xˆi j = τˆi · σˆ j for
i , j = 0,1,2,3, where τi and σ j are Pauli matrices operating
in Gor’kov-Nambu, respectively, spin spaces (τ0 and σ0 are
2× 2 unity matrices). The probability for an electron with
spin up (down) to pass into the N wire is T↑,↓∝T ±U . We
set U = sT with s =±1 and the coefficients T and U are
normalized so that T = |U | = 1. The sign of the factor s de-
termines the orientation of the spins of electrons (parallel or
antiparallel to the vector ez) passing through the filters. In
the case of spin-inactive interfaces Γˆ= 1ˆ. We have to solve
the Usadel equation, Eq. (1), for the Green’s function gˇ in
theN filmwith the boundary condition Eq. (2) that connects
the Green’s function gˇ in the N film with the known Green’s
functions Gˇ in the reservoirs (please, note the use of low-
ercase and capital letters to denote the Green’s functions in
different systems). We will neglect the inverse proximity ef-
fect on the superconducting reservoirs (see Appendix C).
The matrix Green’s function gˇ consists of the retarded
(advanced) Green’s functions gˆ R(A) (diagonal elements) and
the Keldysh function gˆ (the off-diagonal gˇ12 element) and
obeys the normalization condition
gˇ · gˇ = 1ˇ . (3)
The Thouless energy ETh =D/L2 is assumed to be much
larger than ∆ and V . This assumption means that the func-
tion gˇ (x) is almost constant in space. Integrating Eq. (1)
over x and taking into account the boundary condition
Eq. (2), we obtain for the Fourier component gˇ (ǫ,ǫ′)
ǫXˇ30 · gˇ − gˇ · Xˇ30ǫ′ = i E0
[
gˇ ,Gˇ
]
, (4)
where Gˇ≡ (GˇR+ GˇL)/2, Xˇ30 = diag
{
Xˆ30 , Xˆ30
}
, and E0 =D̹/L.
For simplicity we assume that the interface resistances are
equal, ̹R = ̹L ≡ ̹. The matrices Gˇ describe electrons pass-
ing through the filter,
Gˇ = Γˇ · Gˇ · Γˇ . (5)
The matrices Gˇ and Gˇ consist of the retarded (advanced)
(GˆR(A)) and Keldysh (Gˆ) Green’s functions in the reservoirs,
Gˇ =
(
GˆR Gˆ
0 Gˆ A
)
. (6)
The retarded (advanced) Green’s functions GˆR(A) are given
by
GˇR(A)(t , t ′)= Sˆ(t)[G(t − t ′)Xˆ30+F (t − t ′)Xˆ10]R(A)Sˆ†(t ′) , (7)
where Sˆ(t)= exp(Xˆ30iχ(t)/2) with the phase of the or-
der parameter in the right, respectively, left reservoir
χR,L(t)=±
[
χ0+χΩ(t)
]
R,L. We set χR(t)=−χL(t)≡χ(t). If
the reservoirs are BCS singlet superconductors, the Fourier
components of the functions GR(A)(t − t ′) and F R(A)(t − t ′)
are
GR(A)0 (ǫ)= (ǫ± iγ)/ζR(A) , (8)
F R(A)0 (ǫ)=∆/ζR(A) , (9)
with ζR(A) =
√
(ǫ± iγ)2−∆2 and the damping rate in the su-
perconducting reservoirs γ.
In the case of Sm superconductors, the Green’s func-
tions Gˆ(ω) have a more complicated structure.85 In a
static case (χ=χ0 = const), in theMatsubara representation
(ǫ= iω≡ iπT (2n+1)) they have the form
Gˆ(ω)= Sˆ0
[
Gωh
(
Xˆ30+ sXˆ03
)+FωhXˆ⊥]Sˆ†0 . (10)
Here, Sˆ0 = exp(Xˆ30iχ0/2) and
Gωh =
1
2
(ω+ i h
ζω+
+ ω− i h
ζω−
)
≡Re
(ω+ i h
ζω+
)
, (11)
Fωh =
∆
2
( 1
ζω+
− 1
ζω−
)
≡ i∆Im
( 1
ζω+
)
, (12)
with ζω± =
√
(ω± i h)2+∆2. The factor s =±1 characterizes
the direction of the triplet Cooper pairs respective to the
z axis. The form of the matrix Xˆ⊥ depends on the direction
of the exchange field h (h||ex or h||ey ),
Xˆ⊥ =
1p
2
{
Xˆ11− sXˆ22 , h||ex ,
Xˆ12+ sLXˆ21 , h||ey .
(13)
We clarify the origin of matrices in this equation. If the ex-
change field h is parallel to the z axis (h||ez ), then, the part
of thet’triplet condensate Green’s function is Fˆωh = Fωh Xˆ13,
where the function Fωh is defined in Eq. (12). Rota-
tion around the x, respectively, y axis with the aid of the
rotation matrix Uˆ = cosα/2+ i Xˆ01(2) sinα/2 with α= π/2
transforms the function Fˆωh → Fωh Xˆ12 or Fˆωh → Fωh Xˆ11.
Action of the spin-filter transforms these functions into
ΓˆFˆωh Γˆ→ Fωh(Xˆ12+ sXˆ21) or ΓˆFˆωhΓˆ→ Fωh(Xˆ11− sXˆ22).
We need to find the current I given by the expression (be-
low this equation will be written in more detailed form; see
Appendix D)
I = (16κRe)−1
∫
d ǫ¯
{
(gˇ∂x gˇ )
K
}
30
= (16Re)−1
∫
d ǫ¯
{[
gˇ , ΓˇGˇΓˇ
]K }
30 (14)
as a response to a small periodic variation of the phase
χΩ(t)=χΩ cos(Ωt) in the presence of a constant phase dif-
ference χ0. Here, ǫ¯= (ǫ+ǫ′)/2 and we introduced the nota-
tion
{
(gˇ∂x gˇ )
K
}
i j ≡ Tr
{
Xˆi j (gˇ∂x gˇ )
K
}
/4. Therefore, we have to
solve Eq. (4) and to find the function gˇ . First, we consider
the case of singlet superconductors.
4Unlike a similar system with perfectly penetrable inter-
faces considered in Ref.19,20, in our case there are barriers
at the S/N interfaces so that the interfaces have a finite re-
sistance Rif ≡R. Moreover, we assume that the interface
resistance is much larger than the resistance of the N layer,
RL = 2L/σ, i. e., the inequality
R≫RL (15)
is fulfilled.
III. SINGLET COUPLING
In this Section, we consider an S/N/S junction in the ab-
sence of spin filters at the interfaces, i.e., we set Γˇ= 1ˇ. This
means that the matrices Gˆ and Gˆ coincide. Therefore, the
Josephson coupling is realized through singlet Cooper pairs
penetrating the N region due to proximity effect. First, we
analyze the stationary case.
A. Stationary case
In this case, it is convenient to use the Matsubara rep-
resentation of the Green’s functions. The matrices
[
Gˆω
]
R,L
read
[
Gˆω
]
R,L =
[
GωXˆ30+Fω exp(±iχ0Xˆ30) · Xˆ10
]
R,L . (16)
The function Gω is equal to Gωh at h = 0 [see Eq. (11)] and
Fω = (∆/ω)Gω.
From Eq. (4) we obtain an equation for the stationary
Green’s function gˆω. One canwrite this equation in the form[
Mˆω , gˆω
]= 0, (17)
where Mˆω = ω˜Xˆ30+ ∆˜ωXˆ10 and ω˜=ω(1+E0/ζω),
∆˜ω = [E0∆/ζω]cosχ0, ζω =
p
ω2+∆2, ζ˜ω =
√
ω˜2+ ∆˜2ω. A
solution satisfying the normalization condition, Eq. (3), is
gˆω =
Mˆω
ζ˜ω
. (18)
The retarded function gˆ R(ǫ)= g Rǫ Xˆ30+ f Rǫ Xˆ10, which is
equal to gˆω at ω=−iǫ, determines the density of states
(DOS) ν(ǫ)=Re(gǫ). One can easily obtain a transparent for-
mula for ν(ǫ) in the limiting cases of large and small E0.
For large E0 (E0≫∆) we have ǫ˜≃ ǫ0/ζR0 and
∆˜≃ (ζR0 )−1∆0 cosχ0 with ζR0 =
√
(ǫ+ iγN)2−∆20 cos2χ0.
We obtain the standard formula for a BCS superconductor
ν(ǫ)=Re(ǫ/√ǫ2− (∆cosχ0)2) with a gap in the quasipar-
ticle spectrum ∆|cosχ0|. In the opposite limit of small E0
(E0≪∆), we obtain ν(ǫ)=Re
(
ǫ/
√
ǫ2− (E0 cosχ0)2
)
, that is,
the energy gap or subgap ∆sg = E0 cosχ0 is much smaller
than ∆.9
One can easily calculate the dc Josephson current IJ using
Eqs. (14) and (18). In the considered static case, the expres-
sion for the current can be written in the form
IJ =
iπT
2eR
∑
ω≥0
{
[gˆω ,GˆωR]
}
30 . (19)
Here, we used the form of the Keldysh function
gˆ = (gˆ R − gˆ A) tanh(ǫβ) [in this case, ǫ= ǫ′ = ǫ¯≡ (ǫ+ǫ′)/2]
and transformed the integral in Eq. (14) into the sum over
poles of tanh(ǫβ). Substituting Eqs. (16) and (18) into this
equation, we find a standard relation for the Josephson
current,12–14
IJ = Ic sin(2χ0) , (20)
where the critical current of the considered JJ with the
Josephson coupling through the singlet condensate equals
IcS =
2πT
eR
E0∆
2
∑
ω≥0
1
ζ˜ωζ
2
ω
. (21)
Nowwe turn to the response of the singlet JJ to an ac volt-
age VΩ.
B. Non-stationary case
We have to find a response δgˇ to a phase variation
χΩ(t)=χΩ(t)R =−χΩ(t)L or to an ac voltage VΩ(t) applied
to the considered JJ and coupled to χΩ(t) via the Josephson
relation
2eVΩ(t)=ħ∂χΩ(t)/∂t . (22)
In order to determine a variation of the Green’s function
in the N region δgˆ R(A), we linearize Eq. (4) and take into
account that in case of harmonic variation of the phase,
χΩ(t)=χΩ exp(−iΩt), the functions δgˆ R(A)(ǫ,ǫ′) can be rep-
resented in the form δgˆ R(A)(ǫ,ǫ′)= δgˆ R(A)2πδ(ǫ−ǫ′−Ω).
For the functions δgˆ R(A) we obtain
[
Mˆ(ǫ+) ·δgˆ −δgˆ · Mˆ(ǫ−)
]R(A) = i E0{gˆ0+ ·δGˆ −δGˆ · gˆ0−}R(A) ,
(23)
where MˆR(A)(ǫ)= [ǫXˆ30+ i EBGˆ0]R(A) and ǫR± = ǫ¯±Ω/2+ iγN
(we take into account a damping rate γN in the normal
metal N). One can represent the left-hand side in the form
[
ζ˜+ gˆ0+ ·δgˆ −δgˆ · gˆ0−ζ˜−
]R(A) = i E0{gˆ0+ ·δGˆ−δGˆ · gˆ0−}R(A) ,
(24)
where the functions gˆ0± = gˆ0(ǫ¯±Ω/2) and δGˆR(A) are de-
fined in Eqs. (A4)–(A6) (see Appendix A). The normalization
condition Eq. (3) yields
(gˆ0± · gˆ0±)R(A) = 1ˆ , (25)[
gˆ0+ ·δgˆ +δgˆ · gˆ0−
]R(A) = 0. (26)
Using these equations, we obtain a solution of Eq. (24),
δgˆ R(A) =
[ i E0
ζ˜++ ζ˜−
[
δGˆ− gˆ0+ ·δGˆ · gˆ0−
]]R(A)
. (27)
5The Keldysh matrix δgˆ is represented as a sum of regular
and anomalous parts, δgˆ reg, δgˆ an,30,86
δgˆ = δgˆ reg+n(ǫ¯)gˆ an , (28)
where n(ǫ¯,Ω)= [ tanh(ǫ+β)− tanh(ǫ−β)] and
δgˆ reg = δgˆ R tanh(ǫ−β)− tanh(ǫ+β)δgˆ A . (29)
The anomalous function can be found by using the same
simple procedure as in Refs.20,30. We find
gˆ an = i E0
ζ˜R++ ζ˜A−
[
δGˆan− gˆ R0+ ·δGˆan · gˆ A0−
]
. (30)
The expression for Gˆan is provided in the Appendix A,
Eq. (A10).
Knowing the variations of the Green’s functions,
δgˆ R(A) and gˆ an, we determine the variation of the cur-
rent δIΩ = IΩ exp(−iΩt) the Fourier component of which
we write as a sum of regular, I
reg
Ω
, and anomalous parts, Ian
Ω
.
The amplitude IΩ can be written as a sum of regular, I
reg
Ω
,
and anomalous, Ian
Ω
, parts,
IΩ = I regΩ + IanΩ . (31)
Here,
I
reg
Ω
= (16Re)−1
∫
d ǫ¯
{
j R tanh(ǫ−β)− j A tanh(ǫ+β)
}
30 ,
(32)
with
j R(A) = {Xˆ30[(gˆ0+δGˆR−δGˆRgˆ0−)− (GˆR0+δgˆ −δgˆ GˆR0−)]}R(A)30 ,
(33)
and
Ian
Ω
= (16Re)−1
∫
d ǫ¯n(ǫ¯) j an , (34)
where the anomalous “current” j an coincides with j R if the
functions gˆ R0−, δGˆ
R
R and G
R
0− in Eq. (33) are replaced by gˆ
A
0−,
δGˆan
R
and G A0−, correspondingly.
Using Eqs. (29) and (30) for the matrices in Eqs. (33), we
can write j R(A) and j an in terms of the known Green’s func-
tions in the reservoirs. Wewrite j an as a sumof two currents,
j an ≡ j an1 + j an2 , (35)
where j an1,2 correspond to the first (second) term in Eq. (33),
respectively. They can be written as follows (see Ap-
pendix A)
j an1 =−i
χΩ
2
[(
g˜ R0+− g˜ A0−
)(
GR+−G A−
)− (F R+ +F A− )( f˜ R+ + f˜ A− )cosχ0] , (36)
j an2 = χΩ
E0
ζ˜R++ ζ˜A−
[
1+ g˜ R0+ g˜ A0−+ f˜ R+ f˜ A−
](
F R+ +F A−
)2
sin2χ0 . (37)
The “currents” j R(A) are given by the same formulas if all the
functions of the form F A− (F
R
+ ) are replaced by F
R
− (F
A
+ ).
One can show that the “anomalous current” leads to an
enhancement of the conductance YΩ at low frequencies as it
takes place in S/c/S junctions without barriers19 and in long
S/N/S junctions.22,23 Consider the case of low frequencies
(Ω≪∆sg). The main contribution to the current is due to
the first term in Eq. (36) for j an1 and to the the “current” j
an
2 .
We obtain
Ian
Ω
= VΩ
2R
C+ Ian2 , (38)
where the temperature dependent function C is
C =
∫∞
∆
d(ǫβ)
ǫǫ˜
ζ(ǫ)ζ˜(ǫ)cosh2(ǫβ)
. (39)
The first term determines the admittance of the sys-
tem, 1/(2R), in the normal state. The second term in
Eq. (38) is given by
Ian2 =−
ħΩE0
16Re
χΩ
∫
d ǫ¯β
1+ g˜ R0+ g˜ A0−+ f˜ R+ f˜ A−
ζ˜R++ ζ˜A−
( F R+ +F A−
cosh(ǫ¯β)
)2
sin2χ0 . (40)
We take into account that in the in-
terval ∆sg ≡ E0|cosχ0| ≤ ǫ¯≪∆ the functions
F R+ = F A− ≃−i and f˜ R+ ≃− f˜ A− ≃ f˜ R so that
1+ g˜ R0+ g˜ A0−+ f˜ R+ f˜ A− ≃−2( f˜ R)2 =−2∆˜2/ζ˜2, and
ζ˜R++ ζ˜A− ≃ (Ω+2iγN)ǫ¯/ζ˜with ζ˜=
√
ǫ¯2− ∆˜2. Thus, we obtain
eRI
an
2 =
E20 sin
2(2χ0)
8T |cosχ0|
2γN+ iΩ
(2γN)2+Ω2
J (χ0) , (41)
6FIG. 2. (Color online.) The frequency dependence of the real part
of admittance in case of S/N/S Josephson junction (scaled to its
value in the normal state). Here, c = cosχ0 and the values of c are
incremented by 0.1 starting from 0.0 at bottom right and ending
with 1.0 at top left. Note, that at small values of c the admittance is
a monotonous function whereas for larger c a maximum emerges.
where the integral J (χ0) is
J (χ0)=
∫∞
1
d x
cosh2(xβ˜)x
p
x2−12
(42)
=
{
π/2, ∆sg≪ 2T ,
2
√
2T /∆sg exp(−∆sg/T ) , 2T ≪∆sg≪∆ ,
where β˜=∆sg/2T and ∆sg ≡ E0|cosχ0|.
This means that the real part of admittance reaches a
maximum at Ω= 0 and the magnitude of this maximum
is determined by the damping in the spectrum γN and
temperature T . At temperatures T below the subgap ∆sg
the contribution of the anomalous current is exponentially
small. In Fig. 2 we depict the frequency dependence of
the real part of admittance Y ′
Ω
=Re{IΩ/VΩ} at different val-
ues χ0.
IV. TRIPLET COUPLING
In this Section, we consider a system with “magnetic” su-
perconductors Sm as reservoirs. As we noted above, these
superconductors may be bulk superconductors S covered
by a thin layer of a weak ferromagnet F with an exchange
field h oriented in the x or y direction, see Fig. 1 (b). The
triplet Cooper pairs that penetrate into the ferromagnetic
layers have the total spin lying in the y-z or in x-z planes.
The chosen formof thematrix element of tunneling through
the filters Fl [see Eq. (2)], Γˇ, implies that only fully polarized
in the z direction triplet Cooper pairs can pass through the
filters. Triplet Cooper pairs penetrating into the N film from
the left and from the right differ not only by their spin polar-
ization, but also by their chiralities. The chiralities are not
equal if the h vectors in the left and right reservoirs have dif-
ferent orientations, h||ex or h||ey . Again, we consider first a
stationary case.
A. Stationary case
We take the element {11} of Eq. (4), that is, the equation
for the retarded Green’s function gˆ R . First, we write this
equation for a stationary case in the Matsubara represen-
tation, i.e., we set ǫ= iω, and come to
ω
[
Xˆ30 , gˆω
]= E0[gˆω ,Gˆ] , (43)
where Gˆ = Gˆ||+Gˆ⊥ with Gˆ|| =Gωh
(
Xˆ30+ sXˆ03
)
,
s = (sR+ sL)/2, and the condensate Green’s function
Gˆ⊥ = 2−1Fωh
[(
Xˆ⊥R+ Xˆ⊥L
)
cosχ0+ i Xˆ30
(
Xˆ⊥R− Xˆ⊥L
)
sinχ0
]
.
(44)
The functions Gωh and Fωh are defined as Gωh =Gω+
and Fωh = Fω− in Eqs. (11) and (12).
In the case of equal chiralities we have Xˆ⊥R = Xˆ⊥L. If the
chiralities at the left and right Sm are different, we have
Xˆ⊥R 6= Xˆ⊥L, where the form of the matrices Xˆ⊥R,L is given by
Eq. (13).
Fisrt we consider the case of identical chiralities, i.e.,
Xˆ⊥R = Xˆ⊥L, and polarizations (sR = sL).
a) Identical chiralities. In this case, the second term in
Eq. (44) vanishes. If the polarizations on the left and
on the right are opposite, the Josephson current is
zero.85 A solution of Eq. (43) is searched in the form
gˆω = a30Xˆ30+a03Xˆ03+b⊥Xˆ⊥R . (45)
From Eq. (43) we find
(ω+2E0Gωh)b⊥ = E0Fωh(a30+ sa03)cosχ0 . (46)
The normalization condition gˆω · gˆω = 1ˆ yields
a230+a203+b2⊥ = 1, (47)
2a30a03+ sb⊥ = 0. (48)
We find from Eqs. (46)–(48)
b⊥ =
Rp
1+2R2
, (49)
and
a30 = 1+ sa03 , (50)
sa03 =−
R2
A[1+ A] , (51)
7FIG. 3. (Color online.) The energy dependence of the DOS
ν(ǫ)= Re(gǫ) for (a) Sm/N/Sm, and (b) S/N/S Josephson junc-
tions. One can see that the correction to the DOS of the nor-
mal state is small. We set the value of cosine to c = 0.8 and, in
the case (a) of an Sm/N/Sm contact, the curves correspond to
h = 0.5∆ (red), h = 1.0∆ (blue), and h = 3.0∆ (green); in case (b) of
an Sm/N/Sm contact we vary the parameter E0 and the curves cor-
respond to E0 = 0.8∆ (red), E0 = 1.0∆ (blue), and E0 = 5.0∆ (green).
where A =
p
1+2R2 and
R = (ω+2E0Gωh)−1(E0Fωh)cosχ0.
The parameter sa03 determines a correction to the
DOS of the N region δν(ǫ) [δν(ǫ)= sa03(ω) atω=−iǫ]
due to proximity effect. In Fig. 3 we plot the DOS for
E0/∆= 1, cosχ0 = 0.8 and different h. We see that the
correction to the DOS of the normal metal [νN(ǫ)= 1]
is small and, consequently, there is no gap in the
spectrum.33,87 For comparison, we plot also the DOS
of the considered singlet JJ where there is a gap ∆sg in
the excitation spectrum.
Expression Eq. (49) allows us to find the Josephson
current IJ,
IJ = i
πT
eR
∑
ω≥0
{[
gˆω ,GˆωR
]}
30 , (52)
where
GˆωR =Gωh
(
Xˆ30+ sXˆ03
)+Fωh(cosχ0+ i Xˆ30 sinχ0)Xˆ⊥R . (53)
We find
IJ,a = IT,a sin(2χ0) , (54)
IT,a =
πT
2eR
E0
∞∑
n≥0
F 2
ωh√(
ω+2E0Gωh
)2+2(E0Fωh cosχ0)2
.
(55)
When the total spins of triplet Cooper pairs stem-
ming from the right (left) reservoirs are oriented in
the same direction, Eq. (55) determines the critical
currents of a π-Josephson junction since Fωh is an
imaginary quantity so that F 2
ωh
< 0. In Fig. 4 we plot
the temperature and h dependence of the critical cur-
rent IT,a . We see that the temperature dependence of
the critical current Ic(T ) is not monotonous for some
values of the exchange field h.62,63. As a function of h,
the absolute value of the critical current |IT | increases
with h from zero and reaches a maximum at a finite
value of hm [Fig. 4 (b)].
b) Different chiralities. In the case of different chiralities
but equal polarizations the solution is found in a sim-
ilar way. We look for the matrix gˆω in the form
gˆω = a30Xˆ30+a03Xˆ03+B⊥RXˆ⊥R+B⊥LXˆ⊥L . (56)
We find B⊥R =B⊥L ≡B⊥ with
B⊥ =
R
(
cosχ0− s sinχ0
)
√
1+4R2(cosχ0− s sinχ0)2 . (57)
The current is determined by Eq. (52) and we find
8FIG. 4. (Color online.) The Josephson critical current IT,a for the JJs
with triplet coupling as a function of temperature t = T /∆ (a) and
exchange field h (b). The temperature dependence of IT,a is not
monotonous at some values of the exchange field h.62,63 In plot-
ting the temperature dependence in (a) we set E0 = 0.5∆, c = 0.5,
and the curves correspond to h = 0.5∆ (red), h = 1.0∆ (blue), and
h = 3.0∆ (green). Note that the blue curve corresponding to
h = 1.0∆ is scaled by the factor of 0.3 and the unscaled curve is
provided in the inset. Plotting the h dependence we set E0 = 0.5∆,
c = 0.5, and T = 0.1∆.
9IJ,b = ITb cos(2χ0) , (58)
IT,b = s
πT
2eR
∞∑
n≥0
F 2
ωh√(
ω+2E0Gωh
)2+ (E0Fωh)2(cos2χ0− s sin2χ0) . (59)
In this case, the Josephson current appears even
in the absence of a phase difference (the so-called
anomalous current) and on the polarization of triplet
Cooper pairs.58,63,72,85,88–93 One can easily prove that
the Josephson current is zero if the triplet compo-
nents injected from the right and left Sm have oppo-
site spin orientations (sR =−sL =±1).85,91 It is inter-
esting that at a given phase difference 2χ0, the direc-
tion of the Josephson current depends on the spin po-
larization direction of triplet Cooper pairs, i.e., it is de-
termined by the sign of s. This situation is analogous
to the case of superconductors with a special type of
spin-orbit interaction where the direction of electron
motion depends on the spin polarization.94,95
As it was obtained in Ref. 91 (see also Ref. 93), the qua-
siclassical approach leads to this correct result if the
spin selection is realized through filters. If the filters
are replaced by strong ferromagnets, triplet Cooper
pairs described in the quasiclassical approximation
penetrate into the N region independently of the spin
direction and the current IT is not zero for both spin
directions.
Consider now a linear response of the system to an ap-
plied small ac voltage δV (t).
B. Non-stationary case
In the case of triplet coupling considered in this section
we are interested in the low frequency range where only the
anomalous Green’s function gˆ an are essential. We assume
also that chiralities of the triplet components penetrating
the N region are identical, i.e., Xˆ⊥R = Xˆ⊥L = Xˆ11− sXˆ22.
The anomalous Green’s function gˆ an obeys the linearized
Eq. (6),
ζR+ gˆ
R
n gˆ
an− gˆ an gˆ An ζA− = i E0
[
gˆ R0 Gˆ
an−Gˆan gˆ A0 −GˆR+ gˆ an+ gˆ anGˆ A−
]
,
(60)
where thematrices gˆ R(A)n =±Xˆ30 are thematrixGreen’s func-
tions in the N region in the absence of the proximity effect,
ζR(A)(ǫ¯)= ǫ¯± iγN, that is, we take into account the damp-
ing γN, ǫ± = ǫ¯±Ω/2, and Ω is the frequency of the phase
variation χΩ(t)=χΩ cos(Ωt). The matrices gˆ R(A)0 describe
the N(F) wire in the stationary state. The obtained results
for the N region remain valid also for the F region if themag-
netization vector M is oriented along the z axis.
The method of finding a solution for a non-stationary
equation, used in Section III, is not applicable directly
to the case of triplet coupling. We employ here a per-
turbation method regarding E0 as a small parameter and
representing gˆ an as a series in the powers of E0, i.e.,
gˆ an = gˆ an1 + gˆ an2 + gˆ an3 + . . .. The anomalous current IanΩ is
determined by the third-order Green’s function gˆ an3 [see
Eqs. (B19)–(B21) in Appendix B]. We calculate the “spectral”
current j an3 with the aid of gˆ
an
3 . It has the form
j an3 =−
{
GˆRR+ · gˆ an3⊥− gˆ an3⊥ ·Gˆ AR−
}
30
= χΩ
4
E30
(
cosχ0 sinχ0
)2
ζR0++ζA0−
(
F RT++F AT−
)2
B(ǫ) . (61)
where the functions F R(A)
T± are defined in Eq. (B2) and the
function B in Eq. (B21). The anomalous part of the current
is
Ian
Ω
= 1
16πeR
∫
d ǫ¯n(ǫ¯) j an3⊥ . (62)
Consider limiting cases of large and small exchange
field h.
a) h ≫∆. In this case,
F R(A)
T
= ∆
2
[ 1
ζ(ǫ+h) −
1
ζ(ǫ−h)
]R(A)
≃∓∆ǫ
h2
. (63)
Therefore, we have F R
T++F AT− ≃ −∆Ω/h2. Calculating
the integral in Eq. (62) at {T,E0}≪∆, we find for the
admittance
Y an⊥ (Ω)R =−
E0 sin
2 2χ0
32ħ(−iΩ+γ)
(E0
∆
)2(ħΩ
∆
)2(∆
h
)8
. (64)
We see that there is no singularity in the admittance
at smallΩ. Since the condensate functions F R/(A)
T
are
small in this case, the anomalous contribution gives
a small contribution to the admittance in the normal
state (1/2R).
b) h ≪∆. In this case, the admittance is
Y (Ω)R =−
2E0 sin
2 2χ0
ħ(−iΩ+γ)
(E0
∆
)2(T
∆
)2( h
∆
)4
c1 , (65)
where c1 =
∫∞
0 d x (x/coshx)
2 ≈ 0.82.
A singularity exists in this case, but the amplitude of
the maximum of Y ′(Ω) at Ω→ 0 is rather small as the
parameter (h/∆) and (E0/∆) are small.
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V. CONCLUSIONS
In this paper, we have analyzed static and dynamic
properties of the S/N/S and Sm/N(F)/Sm Josephson weak
links. In particular, the dc Josephson current IJ was cal-
culated as a function of temperature and of the param-
eter E0/∆(0)= [ETh/∆(0)][RL/R], where ETh =D/(2L)2 is
the Thouless energy and RL/R is the ratio of the resis-
tance RL of the N film (or wire) with dimension L and of the
interface resistance (per unit area) R. The factor RL/R is
assumed to be small, whereas ETh/∆(0)—large, so that their
product can be arbitrary. The coupling in the S/N/S and
Sm/N/Sm junctions is realized through the singlet and fully
polarized triplet Cooper pairs, respectively. In this case, the
term in the Hamiltonian, hstr Xˆ33, which describes the ac-
tion of an exchange field hstr on the spins of electrons com-
mute with matrices in Eq. (13) related to the triplet Cooper
pairs. Therefore, for these Cooper pairs (long-range com-
ponent) it doesn’t matter whether the bridge consists of a
normal metal or of a ferromagnet.
The superconducting “magnetic” reservoirs Sm consist of
conventional BCS superconductors covered by a thin F layer
with an exchange field h. Spin-filters at Sm/N interfaces
let pass only Cooper pairs with the spin oriented along the
z axis. The Josephson current IJ is zero if Cooper pairs pen-
etrating the N (or F) region from the left and right reservoirs
have opposite polarizations. The form of the dependence
of IJ on the phase difference 2χ0 is determined not only by
relative polarization of triplet Cooper pairs, but also by the
so called chiralities, that is, by the mutual directions of the
vectors hR/L in the right and left Sm reservoirs. In the case of
identical chiralities (hRhL/hRhL = 1), the Josephson current
has the standard form IJ = IT,a sin(2χ0), whereas in the case
of different chiralities (hRhL = 0), the phase difference de-
pendence of IJ = IT,b cos(2χ0), is rather unusual. Thismeans
that in the second case the Josephson current flows in the
absence of the phase difference.58,63,72,85,89–91,93
Interestingly, the current IT,b changes sign by inversion of
the polarization direction, i.e., the direction of the Joseph-
son current at a given phase difference (2χ0) is determined
by polarization of the triplet Cooper pairs. This means
that one can change the direction of the Josephson current
by reversing the polarization of the spin filters. This phe-
nomenon, to some extent, is similar to the spin-orbit inter-
actionwhen the direction of electronmotion depends on its
spin polarization.94,95 On the other hand, by changing the
direction of the hR,L vectors at χ0 = 0, one can switch the
current IJ on or off since the chirality is changed. Therefore,
one can control the charge current by switching the polar-
ization of the weak ferromagnet Fw.
Wehave also calculated the admittanceY (Ω) for both sin-
glet and triplet JJs in the presence of the dc Josephson cur-
rent. The dependence of Y (Ω) for the singlet JJs has been
found for all frequencies. At low temperatures T , the real
part of admittance Y ′(Ω) starts to increase at Ω≥∆sg, but
has a sharp peak at low frequencies if T is not too low. The
anomalous behavior of Y ′(Ω) is related to the presence of
a gap and to a contribution of quasiparticles in the energy
interval ∆sg < ǫ<∆. Such anomalous behavior of Y ′(Ω) was
shown to be absent in triplet JJs with fully polarized Cooper
pairs because there is no gap in these JJs. Thus, measur-
ing the real part of the admittance Y ′(Ω) at low frequencies,
one can extract useful information about the odd-frequency
triplet component in Sm/N/Sm Josephson weak links.
Appendix A: Singlet Josephson junction
The Green’s functions in the right (left) reservoirs, GˆR,L, in
a stationary case read
GˆR(A)
R,L
=
[
G0Xˆ30+ i F0
(
cosχ0± i Xˆ30 sinχ0
)]
XˆR(A)10 , (A1)
where 2χ0 is the phase difference between superconduct-
ing reservoirs. The Green’s function in Eq. (23) is defined as
follows
GˆR(A) = (1/2)
(
GˆR+GˆL
)R(A)
. (A2)
With the help of Eq. (A1) this equation can be written as
GˆR(A) = [G0Xˆ30+ i F0 cosχ0Xˆ10]R(A) . (A3)
The variations of the Green’s functions δGˆR(A)
R,L
due to ac
phase χΩ are
δGˆR(A)
R,L
= δ{exp(iχΩXˆ30/2)[G0Xˆ30+ i F0(cosχ0± i Xˆ30 sinχ0)Xˆ10]R(A) exp(−iχΩXˆ30/2)} (A4)
or
δGˆR(A)
R,L
= iχΩ
2
[(
G0−−G0+
)
1ˆ+ i (F0++F0−)(Xˆ30cosχ0± i 1ˆ sinχ0)Xˆ10]R(A) , (A5)
so that
δGˆR(A) =− iχΩ
2
[(
F0++F0−
)R(A)
sinχ0
]
Xˆ10 . (A6)
The anomalous Green’s function gˆ an is determined by
Eq. (30), where the functions gˆ R(A)0 can be easily obtained
11
from Eq. (17),
gˆ R(A)0 (ǫ)=
[
g˜ (ǫ)Xˆ30+ i f˜ (ǫ)Xˆ10
]R(A)
, (A7)
where g˜ = ǫ˜/ζ˜(ǫ˜), f˜ = ∆˜2(ǫ˜)/ζ˜(ǫ˜), ζ˜(ǫ˜)=
√
ǫ˜2− ∆˜2(ǫ˜),
ǫ˜= ǫ[1+ i E0/ζ(ǫ)], ∆˜(ǫ)= [i E0∆/ζ(ǫ)]cosχ0 with
ζ(ǫ)=
p
ǫ2−∆2. Anomalous Green’s function in reser-
voirs Gˆan is defined according to
(T+−T−)Gˆan = δGˆ−δGˆR T−+T+δGˆ A , (A8)
where T± ≡ tanh(ǫ±β), the matrices δGˆ and δGˆR(A)
are variations of the Keldysh and retarded (ad-
vanced) Green’s functions in the presence of the
ac phase variation χΩ = (χΩ)R =−(χΩ)L. We obtain
for Gˆan
R,L
(ǫ,ǫ′)= Gˆan
R,L
2πδ(ǫ−ǫ′−Ω) with
GˆanR,L =±
iχΩ
2
{
Xˆ30 ·
[(
GˆR−−Gˆ A−
)
T−−GˆR−T−+T+Gˆ A−
]
(A9)
−
[(
GˆR+−Gˆ A+
)
T+−GˆR+T−+T+Gˆ A+
]
· Xˆ30
}
.
Here, the matrices GˆR(A)± ≡ GˆR(A)0 (ǫ±) are given in Eqs. (9)
and (A2). For the matrix Gˆan = (Gˆan
R
+Gˆan
L
)
/2 we get from
Eq. (A9)
Gˆan =− iχΩ
2
(
F R+ +F A−
)
Xˆ10 sinχ0 . (A10)
The functions F R+ = F R0 (ǫ±) and F R0 (ǫ) are defined in Eq. (9).
Using Eqs. (A7) and (A10), we obtain for the anomalous
Green’s function gˆ an
gˆ an = χΩE0
2
(
ζ˜R++ ζ˜A−
) (F R+ +F A− )[1+ g˜+ g˜−+ f˜+ f˜−]Xˆ10 sinχ0 .
(A11)
Using Eqs. (A1), (A7), and (A11), we obtain the expression
Eq. (34) for the current with j an1 and j
an
2 defined in Eqs. (36)
and (37).
Appendix B: Triplet Josephson junction. Perturabative
approach
1. Stationary case
We consider the case of small energy E0 (E0≪∆) and ob-
tain corrections δgˆ R(A)0 to the stationary Green’s functions
gˆ R(A)0 ≡±Xˆ30 aswell as the anomalous function gˆ an in a non-
stationary case.
Consider first a stationary case and represent the ma-
trix gˆ R(A)st in the form of expansion in powers of E0, i.e.,
gˆ R(A)st = [gˆ0+δ1 gˆ +δ2 gˆ + . . .]R(A).
Equation (43) can be written for gˆ R(A)st in the form [for
brevity we drop the indices R(A)]
ǫ
[
Xˆ30 , gˆst
]= i E0[gˆst ,Gˆ0] , (B1)
where the matrix Gˆ0 is
Gˆ0 =GTXˆ30+ i FT
(
cosχ0+ i sinχ0Xˆ30
)
Xˆ⊥ (B2)
with GT = 2−1
[
G0(ǫ+h)+G0(ǫ−h)
]
,
FT = 2−1
[
F0(ǫ+h)−F0(ǫ−h)
]
, and the functions GR(A)0
and F R(A)0 are defined in Eq. (9). The first-order correction
obeys the equation
ǫ
[
Xˆ30 ,δ1 gˆ
]= i E0[gˆ0 ,Gˆ0] , (B3)
and the solution is
δ1 gˆ =−E0 cosχ0
(FT
ζ0
)
Xˆ⊥ (B4)
with ζR(A)0 =±(ǫ± iγ). The second-order correction δ2 gˆ sat-
isfies the equation
ǫ
[
Xˆ30 ,δ2 gˆ
]= i E0[δ1 gˆ ,Gˆ0] . (B5)
The normalization condition yields
gˆ0 ·δ2 gˆ +δ2 gˆ · gˆ0+ (δ1 gˆ )2 = 0. (B6)
The solution satisfying Eqs. (B5) and (B6) is represented
in the form
δ2 gˆ = aXˆ30+bXˆ⊥ (B7)
with
a =− (E0cosχ0)
2
2
( F
ζ0ζ∆
)2
, (B8)
b = i E20
( F
ζ0
)2
cosχ0 , (B9)
where ζ∆ =
p
ǫ2−∆2.
2. Non-stationary case
Consider now a non-stationary case. In order to find the
anomalousGreen’s function gˆ an, we use Eqs. (B4)–(B7). This
functionobeys Eq. (60), where thematrix Gˆan looks similarly
to that provided in Eq. (A9),
Gˆan =− iχΩ
2
[
F R+ +F A−
]
Xˆ⊥ sinχ0 . (B10)
The first-order correction gˆ an1 obeys the equation
ǫ+Xˆ30 · gˆ an1 − gˆ an1 · Xˆ30ǫ− = i E0
[
gˆ0+ ·Gˆan−Gˆan · gˆ0−
]
, (B11)
where gˆ0+ ≡ gˆ R0+ and gˆ0− ≡ gˆ A0−. Taking into account that
gˆ0+ =−gˆ0− = Xˆ30 and Eq. (A10), we obtain that
gˆ an1 = 0. (B12)
The second-order correction gˆ an2 satisfies the equation
ζ+ gˆ0+ · gˆ an2 − gˆ an2 · gˆ0−ζ− = i E0
[
δ1 gˆ+ ·Gˆan−Gˆan ·δ1 gˆ−
]
. (B13)
We use the normalization condition
gˆ0+ · gˆ an2 + gˆ an2 · gˆ0− = 0, (B14)
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so that the solution of Eq. (B13) is
gˆ an2 = g an2 Xˆ30 , (B15)
where g an2 is
g an2 =
i E0
ζ++ζ−
Gan
(
δ1g+−δ1g−
)
. (B16)
We need to find the third-order correction gˆ an3 which
obeys the equations
ζ+ gˆ0+ · gˆ an3 − gˆ an3 · gˆ0−ζ− = i E0
[
δ2 gˆ+ ·Gˆan−Gˆan ·δ2 gˆ−+ gˆ an2 ·Gˆ0−−Gˆ0+ · gˆ an2
]
(B17)
gˆ0+ · gˆ an3 + gˆ an3 · gˆ0−+δ1 gˆ+ · gˆ an2 + gˆ an2 ·δ1 gˆ− = 0. (B18)
The contribution to the current is given merely by the
part gˆ an3⊥ of gˆ
an
3 which is proportional to the matrix Xˆ⊥. We
obtain for gˆ an3⊥
gˆ an3⊥ = g an3⊥Xˆ⊥ , (B19)
where g an3⊥ is given by
g an3⊥ =
χΩ
4
E30(cosχ0)
2 sinχ0
ζ++ζ−
(
FT++FT−
)
B , (B20)
and the function B is
B =
(FT+
ζ+
)2
−2
(FT+FT−
ζ+ζ−
)
−
(FT−
ζ−
)2
. (B21)
In obtaining Eqs. (B19)–(B21) we used expressions for
corrections δ1 gˆ
R(A)
0 and δ2 gˆ
R(A)
0 to the Green’s func-
tions gˆ R(A)n in the static case. Note that this formula is ap-
plicable both for the triplet and for the singlet JJ, S/N/S, be-
cause the only property we used is that the matrix
Xˆ⊥ =
{
Xˆ11− sXˆ22 , triplet JJ ,
Xˆ10 , singlet JJ ,
(B22)
anticommutes with the matrix Xˆ30.
Using Eqs. (B19)–(B21), we obtain Eqs. (61)–(62).
Appendix C: Inverse Proximity Effect
Consider, for simplicity, a contact between a singlet su-
perconductor S and a normal metal N shown in Fig. 1 (a).
The Green’s functions in the superconductor GˆωS(z) in a sta-
tionary case obeys the equation
−DS∂z (GˆωS ·∂zGˆωS)+ω
[
Xˆ30 ,GˆωS
]+∆[Xˆ10 ,GˆωS]= 0. (C1)
The boundary condition for GˆωS is
GˆωS ·∂zGˆωS = ̹S
[
GˆωS , gˆωN
]
, (C2)
where ̹S = (RäσS)−1. We integrate Eq. (C1) over the thick-
ness dS of the S film assuming that the function GˆωS(z) is
almost constant (later, we check this assumption) and tak-
ing into account the boundary condition Eq. (C2).
We obtain the equation
[
MˆS ,GˆωS
]= 0, (C3)
which looks similar to Eq. (17). Here, MˆS = ω˜Xˆ30+∆Xˆ10,
ω˜≃ω+DS̹S/dS. The quantity γ≡DS̹S/dS is a damping
in the superconductor S which is induced due to inverse
proximity effect. This factor is small compared to ∆ if the
condition DS̹S/dS ≃ 〈1−R〉
p
∆/τS≪∆ is fulfilled, where
〈1−R〉 is an average transmission coefficient of electron
passage through the S/N interface which is supposed to be
small (see Ref. 11), andR is the reflection coefficient. We as-
sumed that dS ≃ ξS, where ξS is the correlation length in the
superconductor S and τS is the momentum relaxation time
there. However, even if the condition above is not fulfilled,
but the thickness dS is larger than ξS, the obtained results
remain valid with a reduced value of ∆ at the S/N interface
[∆(0)<∆(dS)].
Appendix D: Formula for AC Current
We write Eq. (14) for the ac current δI (t) (for brevity we
set Γˇ= 1ˇ so that there is no difference between matrices Gˇ
and Gˇ) in the form
δI (t)= (16κRe)−1
∫
d t1
{[
δgˇ (t , t1) ,Gˇ0(t1− t)
]K
(D1)
+ [gˇ0(t − t1) ,δGˇ(t1, t)]K } .30
Consider the first term in Eq. (D1) (the second term can
be recast in the same way)
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δI1(t)(16κRe)=
{[
δgˇ (t , t1) ·Gˇ0(t1− t)−Gˇ0(t − t1) ·δgˇ (t1, t)
]K }
30 (D2)
=
∫
d t1
∫
dǫ
∫
dǫ1
2π
∫
dǫ2
2π
{[
δgˇ (ǫ,ǫ1) ·Gˇ0(ǫ2)exp[−iǫt + iǫ1t1− iǫ2(t1− t)]
−Gˇ0(ǫ) ·δgˇ (ǫ1,ǫ2)exp[−iǫ(t − t1)− iǫ1t1+ iǫ2t ]
]K }
30
=
∫
dǫ
∫
dǫ1
2π
{[
δgˇ (ǫ,ǫ1) ·Gˇ0(ǫ1)−Gˇ0(ǫ) ·δgˇ (ǫ,ǫ1)
]K }
30exp[−i (ǫ−ǫ1)t ] .
Taking into account that δgˇ (ǫ,ǫ1)= 2πδ(ǫ−ǫ1−Ω)δgˇ , we obtain
δI (t)= (16κRe)−1 exp[−iΩt ]IΩ (D3)
where
IΩ = (16κRe)−1
∫
d ǫ¯
{[
δgˇ ·Gˇ0(ǫ−)−Gˇ0(ǫ+) ·δgˇ
]K + [gˇ (ǫ+) ·δGˇ−δGˇ · gˇ (ǫ−)]K }30 . (D4)
The current IΩ is related to the admittance according to the standard expression IΩ = Y (Ω)VΩ.
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