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Siswa-siswi SMA Negeri 2 Kota Jambi cenderung  memilih jurusan berdasarkan karena 
minat, dan keinginan orang tua. Beberapa di antaranya sudah memperhitungkan potensi 
yang ada pada diri mereka, maka komitmen untuk belajar dibidang itu tidak akan berjalan 
lancar, padahal jurusan yang dia pilih itu tidak sesuai kemampuannya. Oleh karena itu, 
penulis melakukan analisis data mining menggunakan data nilai siswa kelas XII dari 
semester satu sampai empat dan kuisoner yang penulis bagikan. Dalam melakukan analisis 
penulis menggunakan alat bantu tools WEKA dan RapidMiner. Metode yang digunakan 
adalah metode k-means clustering dengan 24 atribut dan 5 cluster. Jumlah cluster pada 
perhitungan manual adalah, C1 terdapat 62 data, C2 terdapat 28 data, C3 terdapat 30 data, 
C4 terdapat 30 data, C5 terdapat 60 data. Jumlah cluster pada perhitungan RapidMiner 
adalah,  C1 terdapat 35 data, C2 terdapat 55 data, C3 terdapat 58 data, C4 terdapat 35 data, 
C5 terdapat 27 data. Jumlah cluster pada perhitungan WEKA adalah,  C1 terdapat 30 data, 
C2 terdapat 49 data, C3 terdapat 41 data, C4 terdapat 32 data, C5 terdapat 58 data. 
. 




The students of SMA Negeri 2 city of Jambi tend to choose majors based on interest, and 
desire because of parents. Some of them already take into account the existing potential in 
them, then commitment to learning in the field of it won't go smoothly, even though the 
Department he chooses it doesn't match his ability. Therefore, the author does analysis of 
data mining using value data class XII students from one to four semesters and kuisoner 
the authors share. In doing the analysis the author using tools tools WEKA and 
RapidMiner. The method used is the method of k-means clustering with 24 attributes and 
5 clusters. The number of clusters on a manual calculation is, there are 62 C1, C2 data 
there are 28 data, data, there are 30 C3 C4 C5 there are 30 data, there are 60 data. The 
number of clusters in the calculation of RapidMiner is there are 35, C1, C2 data there are 
55 data, there are 58 C3 data, there are 35 C4 C5, there are data 27 data. The number of 
clusters on a calculation of the WEKA is a, C1, C2 data there are 30 there are 49 data, 
there are 41 data, the C3 C4 C5 32 there are data, there are 58 data. 
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1. PENDAHULUAN  
 
Penentuan jurusan  akan 
berdampak terhadap kegiatan akademik 
selanjutnya dan mempengaruhi pemilihan 
bidang ilmu atau studi bagi siswa-siswi 
yang ingin melanjutkan ke perguruan 
tinggi nantinya. Penentuan jurusan yang 
dilakukan selama ini mempunyai banyak 
kelemahan, antara lain berdasarkan 
keinginan siswa tanpa melihat latar 
belakang nilai akademisnya. Sehingga 
jurusan yang dipilih terkadang menjadi 
masalah bagi siswa di kemudian hari, 
sebagai contoh nilai akademik yang tidak 
maksimal, pemilihan program studi saat 
melanjutkan ke jenjang perguruan tinggi 
yang terkendala akibat jurusan SMA yang 
tidak sesuai, dan lain-lain.  
Berdasarkan hasil wawancara 
dengan wakil kesiswaan Dwi 
Wahyuningsih, M.Pd.,kons mengatakan, 
siswa-siswi SMA Negeri 2 Kota Jambi 
cenderung  memilih jurusan berdasarkan 
karena minat, dan keinginan orang tua. 
Beberapa di antaranya sudah 
memperhitungkan potensi yang ada pada 
diri mereka, maka komitmen untuk belajar 
dibidang itu tidak akan berjalan lancar, 
padahal jurusan yang dia pilih itu tidak 
sesuai kemampuannya. Harapannya pihak 
sekolah bisa melihat persentase 
keakuratannya untuk penentuan jurusan 
Perguruan Tinggi Negeri pada siswa-siswi 
SMA Negeri 2 Kota Jambi, jika metode 
ini berhasil dan persentasenya tinggi, 
pihak sekolah akan menggunakan kembali 
metode ini untuk merekomendasikan 
jurusan Perguruan Tinggi Negeri untuk 
siswa-siswi selanjutnya.  
 Data mining adalah proses yang 
menggunakan teknik statistik, 
matematika, kecerdasan buatan, dan 
machine learning untuk mengekstraksi 
dan mengidentifikasi informasi yang 
bermanfaat dan pengetahuan yang terkait 
dari berbagai database besar. tujuan 
utama data mining adalah untuk 
menemukan, menggali, atau menambang 
pengetahuan dari data atau informasi yang 
kita miliki (Jiawei Han, Micheline 
Kamber, 2011). 
Teknologi clustering data 
merupakan suatu teknik yang menunjukan 
persamaan karakteristik dalam suatu 
kelompok sehingga akan menghasilkan 
informasi yang bermaanfaat. Algoritma 
clustering data sudah banyak 
dipergunakan diberbagai bidang misalnya 
untuk proses pengolahan citra, data 
mining proses pengambilan keputusan, 
pengenalan pola, maupun dalam bidang 
bioinformatika (Jusia, 2016). Ada 
beberapa algoritma yang  untuk dapat 
melakukan proses clustering pada suatu 
dataset dalam jumlah yang banyak. Pada 
penelitian ini, peneliti akan menggunakan 
metode algoritma K-Means dalam 
menentukan jumlah cluster terbaik. K-
Means merupakan algoritma yang sangat 
banyak dipergunakan karena effektif dan 
effisien. Ini dikarenakan K-means sangat 
mudah dipelajari dan dari segi waktu 
proses komputasinya relatif singkat 
(Jusia, 2018). Untuk itu penulis 
menggunakan metode k-means clustering 
bagaimana  merekomendasi penentuan 
memilih jurusan di perguruan tinggi 
setelah lulus SMA dengan atribut yang 
digunakan diantaranya yaitu hobi, minat, 
bakat, sifat, dan nilai rata-rata dari mata 
pelajaran siswa-siswi, yaitu : Pendidikan 
Agama dan Budi Pekerti, Pendidikan 
Pancasila dan Kewarganegaraan, Bahasa 
Indonesia, Matematika, Sejarah 
Indonesia, Bahasa Ingris, Seni Budaya, 
Pendidikan Jasmani Olahraga dan 
Kesehatan, Prakarya dan Kewirausahaan, 
Fisika IPA, Matematika Peminatan IPA, 
Kimia IPA, Biologi IPA, Ekonomi IPA, 
Bahasa Inggris IPA,  Ekonomi IPS, 
Sosiologi IPS, Sejarah IPS Geografi IPS, 
Bahasa Inggris IPS 
  
 2. METODOLOGI   
 
Kerangka kerja penelitian 
merupakan tahapan-tahapan yang 
dilakukan selama mengerjakan penelitian. 
Kerangka kerja penelitian dibuat agar 
76 Jurnal IKRA-ITH Informatika Vol 3 No 3, November 2019
mempermudah pencapaian hasil 
penelitian, dapat menyelesaikan 
penelitian tepat waktu dan penelitian 
dapat berjalan sesuai dengan yang 
diharapkan. Adapun kerangka kerja 
penelitian yang digunakan dapat dilihat 
pada gambar. 
 
Gambar 1. Kerangka Kerja Penelitian 
 
3.   LANDASAN TEORI  
 
3.1    Clustering 
    Clustering adalah proses 
pengelompokan kumpulan data menjadi 
beberapa kelompok sehingga objek di 
dalam satu kelompok memiliki banyak 
kesamaan dan memiliki banyak perbedaan 
dengan objek dikelompok lain. Perbedaan 
dan persamaannya biasanya berdaasarkan 
nilai atribut dari objek tersebut dan dapat 
juga berupa perhitungan jarak. Clustering 
sendiri juga disebut unsupervised 
classification, karena clustering lebih 
bersifat untuk dipelajarai dengan 
diperhatikan. Cluster analysis merupakan 
proses partisi satu set objek data ke dalam 
himpunan bagian. Setiap himpunan 
bagian adalah cluster, sehingga objek 
yang ada di dalam cluster mirip satu sama 
dengan lainnya, dan mempunyai 
perbedaan dengan objek dari cluster yang 
lain. Partisi tidak dilakukan dengan 
manual algoritma clustering. Oleh karena 
itu, clustering sangat berguna dan bisa 
menemukan grup yang tidak dikenal 
dalam data. Cluster analysis banyak 
digunakan dalam berbagai aplikasi seperti  
Business Intelligence, Image Pattern 
Recognition, Web Search, Biology, dan 
Security (Jiawei Han, Micheline Kamber, 
2011). Di dalam business intelligence, 
clustering bisa mengatur banyak customer 
ke dalam banyak grup. Contohnya 
pengelompokan customer ke dalam 
beberapa cluster dengan persamaan 
karakteristik yang kuat. Clustering juga 
dikenal sebagai data segmentation, karena 
clustering mempartisi banyak data set ke 
dalam banyak grup berdasarkan 
persamaannya. Clustering juga bisa 
sebagai outlier detection, di mana outlier 
bisa menjadi menarik daripada kasus yang 
biasa. Aplikasinya adalah Outlier 
Detection, untuk mendeteksi  card fraud 
dan memonitori aktivitas kriminal dalam 
e-commerce. Contohnya adalah 
pengecualian dalam transaksi kartu kredit 
(Florin Gorunescu, 2011). 
Teknik Clustering K-Means 
merupakan algoritma clustering 
sederhana yang bersifat tanpa arahan 
(unsupervised). Misalkan D adalah 
sebuah dataset dari n objek, dan k adalah 
jumlah cluster yang akan dibentuk, 
algoritma partisi mengatur objek-objek 
tersebut ke dalam partisi k (k ≤ n), di mana 
setiap partisi menggambarkan sebuah 
cluster. Setiap cluster dibentuk untuk 
mengoptimalkan kriteria partisi, seperti 
fungsi perbedaan berdasarkan jarak, 
sehingga objek-objek di dalam sebuah 
cluster adalah mirip, sedangkan objek-
objek pada cluster yang berbeda adalah 
tidak mirip dalam hal atribut dataset. 
Persamaan untuk menghitung jarak antar 
data pada K-Means menggunakan rumus 
Euclidiance Distance (D) yang 
ditunjukkan pada persamaan (Larose & 
Larose, 2014).  
 
𝐷(𝑥2, 𝑥1) =  √∑ (𝑥2𝑗 −
𝑝
𝑗=1 𝑥1)
2 .............. (1) 
 
keterangan : 
p = Dimensi data  
x1 = Posisi titik 1 
x2 = Posisi titik 2 
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Algoritma standar dari K-Means 
adalah sebagai berikut (Larose & Larose, 
2014) :  
1. Tentukan jumlah clustering yang 
diinginkan (misalkan : k3). 
2. Pilih centroid awal secara acak. Pada 
langkah ini secara acak akan dipilih 3 
buah data sebagai centroid.  
3. Hitung jarak dengan centroid. Pada 
langkah ini setiap data akan ditentukan 
centroid terdekatnya, dan data tersebut 
akan ditetapkan sebagai anggota 
kelompok yang terdekat dengan 
centroid.  Untuk menghitung jarak ke 
centroid masing-masing cluster. 
Misalkan data (x,y), centroid M1 : 
(a1,b1), centroid M2 : (a2,b2), 
centroid M3 : (a3,b3). 
 
DM1 = √(𝑥 − 𝑎1)2 + (𝑦 − 𝑏1)2 = ?   ... (2) 
DM2 = √(𝑥 − 𝑎2)2 + (𝑦 − 𝑏2)2 =?  ... (3) 
DM3 = √(𝑥 − 𝑎3)2 + (𝑦 − 𝑏3)2 =?  ... (4) 
 
Buat tabel hasil perhitungan jarak 
selengkapnya antara masing-masing 
data dengan centroid, maka di 
dapatkan keanggotaan dari masing-
masing cluster  
Pada langkah ini dihitung pula rasio 
antara BCV (Between Cluster 
Variation) dengan WCV (Within 
Cluster Variation) :  
 
Karena centroid M1 = (a1,b1), M2 = 
(a2,b2), M3 =  (a3,b3) 
 
d(m1,m2) =  
    √(𝑎1 − 𝑎2)2 + (𝑏1 − 𝑏2)2 =? .... (5) 
 
d(m1,m3) = 
  √(𝑎1 − 𝑎3)2 + (𝑏1 − 𝑏3)2 =? .... (6) 
 
d(m2,m3)=  BCV = d(m1,m2) + 
d(m1,m3) + d(m2,m3) = ? 
 
Dalam hal ini d(mi,mj) menyatakan jarak 
euclidean dari m ke mj. Menghitung 
WCV yaitu dengan memilih jarak terkecil 
yang terdapat pada tabel keanggotaan. 
 
WCV = c12+c22+c32+ N = ? 
 
Sehingga besar rasio = BCV/WCV = ? 
Karena langkah ini merupakan iterasi 1 
maka lanjukan ke langkah berikutnya.  
4.  Pembaruan centroid dengan menghitung 
rata-rata nilai pada masing-masing 
cluster. Setelah menghitung rata-rata nilai 
pada masing-masing cluster didapatkan 
centroid baru yaitu :  
M1 = (a1,b1), M2 = (a2,b2), M3 =  
(a3,b3). 
5.  Iterasi ke 2 kembali kelangkah ke 3, jika 
masih ada data yang berpindah cluster 
atau jika nilai centroid diatas ambang, 
atau jika pada fungsi obyektif yang 
digunakan masih diatas ambang. Jika 
tidak maka iterasi dihentikan. 
 
3.2  Data training & data testing 
 Dalam klasifikasi data pada umumnya 
dibagi menjadi dua, yaitu data training 
dan data testing. Untuk membentuk 
sebuah model klasifikasi, maka dilakukan 
data training yang mana data training 
tersebut biasanya digunakan oleh 
algoritma klasifikasi (misalnya decision 
tree, bayesian, neural network, SVM) 
(Jusia, 2017). Representasi pengetahuan 
dari model yang telah dihasilkan tersebut 
dapat digunakan untuk mengukur sejauh 
mana tingkat keberhasilan dari klasifikasi 
tersebut melakukan klasifikasi dengan 
benar. Oleh karena itu, pada saat 
melakukan testing, data yang diuji 
seharusnya tidak terdapat pada data 
training, sehingga dapat diketahui apakah 
model klasifikasi dapat melakukan 
klasifikasinya dengan baik. Proporsi 
untuk melakukan data training biasanya 
lebih besar dibanding data testing dan 
biasanya 2/3 dari total data dijadikan 
sebagai data training, sedangkan sisanya 
akan digunakan sebagai data testing  
inilah yang disebut dengan holdout 
method. Menurut (Jiawei Han, Micheline 
Kamber, 2011), holdout method adalah 
data yang diberikan secara acak dibagi 
menjadi dua set independen, yaitu 
training set dan test set. Biasanya, dua 
pertiga dari data yang dialokasikan untuk 
training set, dan sisanya, sepertiga 
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dialokasikan untuk test set. Training set 
digunakan untuk menurunkan model. 
Akurasi model tersebut kemudian 
diperkirakan dengan test set.  
Gambar 2. Holdout Method (Jiawei Han, 
Micheline Kamber, 2011)  
 
3.3  Confusion matrix 
 Confusion matrix  digunakan ntuk 
mengevaluasi kinerja dari suatu metode 
atau model, maka diperlukannya sebuah 
cara yang sistematis. Pada evaluasi 
klasifikasi didasarkan pengujian pada 
objek yang benar dan salah. Untuk 
menentukan jenis terbaik dari skema 
pembelajaran yang digunakan, maka 
menggunakan validasi data yang 
berdasarkan data pelatihan untuk melatih 
skema pembelajaran Confusion matrix 
berisi informasi mengenai hasil klasifikasi 
aktual dan yang telah diprediksi oleh 
sistem klasifikasi. Performa dari sistem 
tersebut biasanya dievaluasi 
menggunakan data dalam sebuah matriks. 
Confusion matix juga merupakan tabel 
yang digunakan sebagai alat ukur yang 
berguna untuk melakukan analisis 
seberapa baik hasil pengklasifikasian 
yang benar dan salah dari hasil prediksi 
yang telah dilakukan dalam kelas yang 
berbeda-beda (Florin Gorunescu, 2011). 
 
3.4  K-fold cross validation 
 K-fold cross validation merupakan 
salah satu teknik untuk melakukan 
estimasi tingkat kesalahan pengujian 
pemrosesan citra digital. Cara kerja K-fold 
cross validation yaitu dengan 
mengelompokkan data latih dan data uji 
yang saling terpisah, kemudian 
melakukan proses pengujian yang diulang 
sebanyak K kali (Florin Gorunescu, 
2011). Langkah dari K-fold cross 
validation antara lain : (1) Membagi data 
asli yang tersedia menjadi K kelompok; 
(2) Setiap K dibuat sejumlah T himpunan 
data yang memuat semua data latih 
kecuali yang berada di kelompok ke-k; (3) 
Mengerjakan algoritma yang dimiliki 
dengan sejumlah T data latih; (4) 
Pengujian algoritma menggunakan data 
pada kelompok K sebagai data uji; (5) 
Melakukan pencatatan hasil algoritma 
(Quinlan, 1999). Keuntungan dari teknik 
K-fold cross validation ini yaitu 
menunjukkan bahwa semua elemen pada 
baris data digunakan untuk pelatihan 
sekaligus pengujian. 
 
4. HASIL DAN PEMBAHASAN 
 
4.1  Representasi data 
 Berdasarkan hasil dari wawancara 
dan pembagian kuesioner yang sudah 
dilakukan serta data nilai semester 1 
sampai 4 yang dirata-ratakan, penulis 
memperoleh data-data siswa SMA Negeri 
2 Kota Jambi. Jumlah seluruh siswa di 
SMA Negeri 2 Kota Jambi ada 395 siswa 
yang terdiri 11 kelas, 6 kelas IPA dan 5 
kelas IPS. Dikarenakan setiap kelas XII 
ada yang berjumlah 19 sampai 30 siswa, 
maka penulis mengambil sampel 19 siswa 
untuk 10 kelas, dan 20 siswa untuk 1 
kelas, sehingga jumlah keseluruhan siswa 
dari 11 kelas yaitu 210 siswa. Atribut yang 
digunakan pada seluruh data siswa SMA 
Negeri 2 Kota Jambi berjumlah 24, yaitu 
Hobi, Minat, Bakat, Sifat, nilai rata-rata 
mata pelajaran untuk jurusan IPA, dan 
nilai rata-rata mata pelajaran untuk 
jurusan IPS. Atribut tersebut dipilih 
penulis karena penentuan jurusan dicari 
berdasarkan nilai semester 1 sampai 4, 
dan hasil kuesioner siswa, setellah itu data 
terserbut diolah manual menggunakan 
clustering k-means 
 
4.2  Transformasi data 
 Agar data di atas dapat diolah dengan 
menggunakan metode k-means clustering, 
maka data yang berjenis data nominal 
seperti hobi, minat, bakat, sifat harus 
diinisialisasikan terlebih dahulu dalam 
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bentuk angka. Berikut inisialisasi tiap 
atribut: 
Tabel 1. Inisialisasi Hobi 
 
 
4.3 Perhitungan K-Means Clustering 
 Perhitungan dilakukan dengan 
menggunakan Persamaan untuk 
menghitung jarak antar data pada K-
Means menggunakan rumus Euclidiance 
Distance (D) yang ditunjukkan pada 
persamaan rumus (1).   
1. Tentukan jumlah cluster yang 
diinginkan (cluster = 5). 
2. Pilih centoid awal secara acak. Pada 
langkah ini secara acak akan dipilih 5 
buah data sebagai centroid, data 
{40,80, 120, 160, 200}.  
3.  Hitung jarak dengan centroid (iterasi 
1) 
 Pada langkah ini setiap data akan 
ditentukan centroid terdekatnya, dan 
data tersebut akan diterapkan sebagai 
anggota kelompok yang terdekat 
dengan centroid. Untuk menghitung 
jarak ke centroid masing-masing 
cluster pada siswa/siswi no. 1 sebagai 
berikut : 
 
Data yang digunakan  : (3, 8, 3, 10, 84, 85 , 86, 
81, 90, 78, 86, 81, 79, 84, 77, 87, 83, 81, 0, 0, 
0, 0, 0, 0), 
Centroid M1 : (2, 3, 10, 10, 78, 80, 79, 82, 84, 
79, 88, 88, 80, 76, 76, 83, 84, 81, 0,0,0,0, 0, 0). 
Centroid M2 : (10, 9, 4, 1, 80, 77, 81, 77, 87, 
78, 81, 81, 85, 79, 76, 75, 79, 0, 78, 0, 0, 0,0,0). 
Centroid M3 : (10, 4, 1, 7, 77, 79, 78, 80, 81, 
76, 79, 77, 73, 79, 78, 79, 80, 0, 75, 0,0,0,0,0). 
Centroid M4 :  (1, 9, 4, 1, 76, 83, 78, 75, 
81, 72, 83, 80, 80,0,0,0,0,0,0,74,83,81,73,80). 
Centroid M5 : (4, 2, 5, 6, 73, 78, 76, 73, 75, 
68, 79, 77, 77, 0,0,0,0,0,0,72, 78, 75, 69, 73). 
 
Tabel 2. perhitungan jarak antara masing-
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Pada langkah ini dihitung pula rasio antara 
besaran BCV (Between Cluster Variation) 
dengan WCV (Within Cluster Variation) : 
Centroid M1 : 
(2,3,10,10,78,80,79,82,84,79,88,88,80,76,76,
83,84,81,0,0,0,0,0,0), 
Centroid M2 : 
(10,9,4,1,80,77,81,77,87,78,81,81,85,79,76,7
5,79,0,78,0,0,0,0,0), 
Centroid M3 : 
(10,4,1,7,77,79,78,80,81,76,79,77,73,79,78,7
9,80,0,75,0,0,0,0,0), 
Centroid M4 : 
(1,9,4,1,76,83,78,75,81,72,83,80,80,0,0,0,0,0,
0,74,83,81,73,80), 
Centroid M5 : 
(4,2,5,6,73,78,76,73,75,68,79,77,77,0,0,0,0,0,
0,72,78,75,69,73) 
BCV (Between Cluster Variation) = 
 
Dalam hal ini d(mi,mj) menyatakan jarak 
Euclidean dari m ke mj. Menghitung WCV 
dengan memilih jarak terkecil antara data 
dengan centroid pada masing-masing cluster 
Tabel 3. Jarak terdekat (iterasi 1) 
WCV=19,01972662 + 34,023888672 + 
20,873128662 + 23,571699132 + .... +02 + 
17,624556732 + 13,679364022 + .... + 02 + 
15,368392892 + 14,66927062  + .... + 02 + 
12,308228212 + 13,611141082 + .... +  02 
+ 13,645400442 + 13,680349492 + .... + 02 
+ 9,8704531872 + 11,800055292 + 
13,815490412 = 72992,43 
Sehingga besar rasio = BCV/WCV = 
1320,37976/72992,43 = 0,0180892689. 
Karena langkah ini merupakan iterasi 1 
maka lanjutkan ke langkah berikutnya. 
4. Pembaharuan centroid dengan 
menghitung rata-rata nilai pada 
masing-masing cluster. 
Tabel 4. Nilai centroid pada iterasi 2 
 
Dengan langkah pengolahan data yang 
sama menggunakan nilai centroid baru 
pada Iterasi ke-2 maka di dapat hasil jarak 
centroid yang tertera pada tabel   berikut : 
  
Tabel 5. Perhitungan jarak antara masing-
masing data dengan centroid (iterasi 2) 
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Dari tabel 9 didapatkan keanggotaan 
siswa/siswi SMA Negeri 2 Kota Jambi  
(iterasi 2), terjadi perubahan pada No. 68, 
83,95,105,107,109,119, yang pada 
awalnya berada di cluster 2 berpindah 
pada cluster 3. Terjadi perubahan pada 
No. 122, 159,161, 181, yang pada 
awalnya berada di cluster 4 berpindah ke 
cluster 5. Selanjutnya, dihitung pula rasio 
antara besaran BCV (Between Cluster 
Variation) dengan WCV (Within Cluster 
Variation) pada iterasi ke-2 dengan cara 
pengolahan yang  sama pada proses awal 
dengan demikian tercatat nilai BCV, 
WCV dan RATIO pada proses awal dan 
iterasi 1 seperti pada tabel dibawah ini : 
 
Tabel 6. Perbandingan BCV,WCV dan ratio 






Melihat tabel perbandingan diatas didapat 
informasi karena ada data yang berpidah 
cluster, serta nilai ratio pada iterasi ke 2 
lebih besar dari ratio pada iterasi pertama, 
maka iterasi dilanjutkan ke iterasi 
selanjutnya : 
 
Tabel 7. Perbandingan BCV, WCV dan 
ratio iterasi ke 1,2,3,4,5, dan 6 
 
Dengan langkah yang sama seperti pada 
iterasi sebelumnya, maka hasil 
pengolahan data pada iterasi ke 7 adalah 
sebagai berikut : 
 
Tabel 8. Nilai centroid pada iterasi ke 7 
 
Dengan langkah pengolahan data yang 
sama menggunakan nilai centroid baru 
pada Iterasi ke-8 maka di dapat hasil jarak 
centroid yang tertera pada tabel   berikut :  
Tabel 9. perhitungan jarak antara masing 
masing data dengan centroid (iterasi 7) 
 
Dari tabel 9 didapatkan keanggotaan 
siswa/siswi SMA Negeri 2 Kota Jambi  
(iterasi 8). Tidak terjadi perubahan lagi 
pada setiap cluster dan nilai rasio 
sekarang (0,033508978) sudah tidak lagi 
lebih besar dari rasio sebelumnya 
(0,033508978) oleh karena itu algoritma 
akan dihentikan. Kesimpulan perhitungan 
penentuan jurusan ke perguruan tinggi 
untuk  siswa/siswi SMA Negeri 2 Kota 
Jambi dengan cara manual dan hasil 
rekomendasi  jurusannya dikelompokan 
menjadi 5 cluster diantaranya adalah 
sebagai berikut : 
Cluster 1 siswa/siswi SMA Negeri 2 Kota 
Jambi direkomendasikan masuk Bidang 
Kesehatan/kedokteran dalam perhitungan 
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di atas, ada 62 siswa/siswi  yang masuk 
dalam cluster 1. 
Cluster 2 siswa/siswi siswa/siswi SMA 
Negeri 2 Kota Jambi direkomendasikan 
masuk  Bidang Agama dalam perhitungan 
di atas, 28 siswa/siswi yang masuk dalam 
cluster 2. 
Cluster 3 siswa/siswi SMA Negeri 2 Kota 
Jambi direkomendasikan masuk Bidang 
Teknik dalam perhitungan di atas, ada 30 
siswa/siswi yang masuk dalam cluster 3. 
Cluster 4 siswa/siswi SMA Negeri 2 Kota 
Jambi direkomendasikan masuk Bidang 
Pendidikan dan Bidang Seni dalam 
perhitungan di atas, ada 25 siswa/siswi 
yang masuk cluster 4. 
Cluster 5 siswa/siswi SMA Negeri 2 Kota 
Jambi direkomendasikan masuk Bidang 
Olahraga dalam perhitungan di atas, ada 
55 siswa/siswi yang masuk cluster 5. 
Gambar 3. grafik hasil clustering 
 
Berdasarkan hasil dari hasil penelitian 
yang telah dilakukan pada SMA Negeri 2 
Kota Jambi, maka selain menggunakan 
perhitungan manual dengan bantuan 
software microsoft excel  juga dilakukan 
perhitungan dengan software data mining  
menggunakan tools WEKA dan 
RapidMiner, sebagai perbandingan hasil 
yang didapat perhitungan ini adalah 
sebagai berikut : 
 





1. Metode yang digunakan dalam 
penelitian ini adalah K-Means 
Clustering dari perhitungan manual 
yang telah dilakukan, maka 
direkomendasikan penulis 5 cluster, 
yang mana untuk cluster 1 siswa/siswi 
SMA Negeri 2 Kota Jambi 
direkomendasikan masuk Bidang 
Kesehatan/kedokteran, cluster 2 
siswa/siswi siswa/siswi SMA Negeri 2 
Kota Jambi direkomendasikan masuk  
Bidang Agama, cluster 3 siswa/siswi 
SMA Negeri 2 Kota Jambi 
direkomendasikan masuk Bidang 
Teknik, cluster 4 siswa/siswi SMA 
Negeri 2 Kota Jambi 
direkomendasikan masuk Bidang 
Pendidikan dan Bidang Seni, cluster 5 
siswa/siswi SMA Negeri 2 Kota Jambi 
direkomendasikan masuk Bidang 
Olahraga. 
2. Pada perhitungan manual terdapat 
jumlah iterasi sebanyak 8 kali iterasi. 
Jumlah cluster pada perhitungan 
manual adalah, C1 terdapat 62 data, C2 
terdapat 28 data, C3 terdapat 30 data, 
C4 terdapat 35 data, C5 terdapat 55 
data, jumlah Centroid pada 
perhitungan manual adalah 5, Jumlah 
nilai rasio pada perhitungan manual 
adalah, C1 terdapat 30%, C2 terdapat 
13%, C3 terdapat 14%, C4 terdapat 
17%, C5 terdapat 26%. 
3. Pada perhitungan RapidMiner tidak 
ditampilkan berapa jumlah iterasi. 
Jumlah cluster pada perhitungan 
RapidMiner adalah,  C1 terdapat 35 
data, C2 terdapat 55 data, C3 terdapat 
58 data, C4 terdapat 35 data, C5 
terdapat 27 data, jumlah centroid pada 
perhitungan RapidMiner adalah 5, 
jumlah nilai rasio pada perhitungan 
RapidMiner adalah,  C1 terdapat 
16,67%, C2 terdapat 26,19%, C3 
terdapat 27,62%, C4 terdapat 16,67%, 
C5 terdapat 12,86%. 
4. Pada perhitungan WEKA terdapat 
jumlah iterasi sebanyak 10 kali. 
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Jumlah cluster pada perhitungan 
WEKA adalah,  C1 terdapat 30 data, C2 
terdapat 49 data, C3 terdapat 41 data, 
C4 terdapat 32 data, C5 terdapat 58 
data, dan jumlah centroid pada 
perhitungan WEKA adalah 5, jumlah 
nilai rasio pada perhitungan WEKA 
adalah,  C1 terdapat 14%, C2 terdapat 
23%, C3 terdapat 20%, C4 terdapat 
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