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a b s t r a c t
In this paper, we focus on the variational inequality problem. Based on the Fis-
cher–Burmeister function with smoothing parameters, the variational inequality prob-
lem can be reformulated as a system of parameterized smooth equations, a non-interior-
point smoothing method is presented for solving the problem. The proposed algorithm
not only has no restriction on the initial point, but also has global convergence and local
quadratic convergence, moreover, the local quadratic convergence is established without
a strict complementarity condition. Preliminary numerical results show that the algorithm
is promising.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The variational inequality problem (VI for abbreviation) is to find a vector x∗ ∈ X such that for all x ∈ X
(x− x∗)T f (x∗) ≥ 0, (1)
where f : X → Rn is continuously differentiable.
The variational inequality problem has wide range of applications in many fields, such as control theory, mechanics,
economics, engineering sciences and so on [1,2]. It is an important class of optimization problem and contains the linear
(quadratic) programming, the system of equations and the box constrained variational inequality problem as a special case,
among others, an important case of the variational inequality problem is the nonlinear complementarity problem, denoted
by NCP, which is to find x ∈ Rn+ such that
f (x)T x = 0, f (x) ∈ Rn+,
where f is a mapping from Rn+ to Rn.
When X is a rectangle, the problem (1) is changed into the box constrained variational inequality problem, some
convergent Newton-type methods for solving it are available, see [3] and references therein for a review. Without loss
of generality, we discuss the case X = {x|Ax ≥ b, x ∈ Rn, A ∈ Rm×n, b ∈ Rm} in this paper, and the results can be easily
extended to the general case that of X = {x|g(x) ≥ 0, x ∈ Rn}. Then the KKT system of VI(X, f ) can be given as follows,
f (x)− ATy = 0, yT (Ax− b) = 0, y ≥ 0, Ax− b ≥ 0. (2)
By setting s = Ax− b, we have
f (x)− ATy = 0, s = Ax− b, y ≥ 0, s ≥ 0, yT s = 0, (3)
which can be recast into a system of equations.
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It is well known that there exists two basic approaches for solving variational inequality problems, one in which we
attempt to solve the KKT conditions of the VI, and another one in which we try to handle the problem directly. Presently,
based on these two approaches, various algorithms have also been developed for VI, however, most of the algorithms are
strongly dependent on some kind of monotonicity of the problem, such as projectionmethods, proximal point methods and
splitting methods etc. [4–12], the convergence of these algorithms were established when the mapping f was assumed to
have somemonotonicity. While interior point methods [13–15] are highly effective for solving monotone complementarity
problems and convex programs, they generate iterates that generally need to satisfy the constraints strictly. The semismooth
Newton-type method [16,17,3] is one of important methods for solving the nonsmooth equations, but their convergence
requires that the starting point is close to the solution.
Recently, there have othermethods for solving the nonsmooth equations, that is the smoothing-typemethods [18–22,3],
which have attracted a lot of attention partially due to their superior numerical performances. The smoothing-typemethods
include Jacobian smoothing Newton methods and squared smoothing Newton methods. We know that the convergence
analysis of the Jacobian smoothing Newton method strongly depends on the Jacobian consistency property, see [3] and
references therein. In addition,more smoothing functionswhich do not satisfy the Jacobian consistency property arise. Then,
as the pioneers of the smoothing Newton methods, Qi, Sun et al. proposed a class of new smoothing Newton methods and
introduced them in detail in [23]. For this class of the new smoothing Newton methods, the smoothing functions are based
on normal maps, which only require themapping to be defined on the feasible region instead of on Rn, and do not satisfy the
Jacobian consistency property. Hence, this class of squared smoothing Newtonmethod can circumvent one or several of the
difficulties mentioned above. Now, this class of method is mostly available for solving the complementarity problems and
box variational inequality problems [24,19,25,26,23,27]. Here, we consider that we apply this class of smoothing methods
to solve the reformulation of the KKT system of VI.
In this paper, by introducing a smoothing parameter into the Fischer–Burmeister function, we reformulate the KKT
conditions of VI(X, f ) as a system of smoothing approximation equations, then we propose a non-interior-point smoothing
method by modifying and extending the method of Qi, Sun and Zhou in [23] to solve the system of equations instead of
solving the original problem. Our algorithm has the following beneficial properties: (1) the algorithm has no restriction on
its starting point; (2) the algorithm needs to solve only one linear system of equations and perform only one line search at
each iteration; (3) the algorithm does not need additional computation which keep the iteration sequence staying in the
given neighborhood; (4) if f is a P0 function and an accumulation point of the iteration sequence satisfies a nonsingularity
assumption, the iteration sequence converges to the accumulation point globally and locally quadratically without strict
complementarity.
This paper is organized as follows. In the next section, we introduce some preliminaries and study a smoothing function,
including several definitions. In Section 3, we present a non-interior-point smoothing algorithm for VI and prove that
the algorithm is well-defined. The global convergence and local convergence of the algorithm are discussed in Section 4.
Preliminary numerical results are reported in Section 5. Some conclusions are given in Section 6.
Throughout this paper, all vectors are column vectors, and T denotes transpose, I represents an identitymatrix of suitable
dimensions, ‖ · ‖ denotes the Euclidean norm defined by ‖x‖ := √xT x for a vector x. For any differentiable function
f : Rn → Rn, ∇f (x) denotes the gradient of f at x. We write (xT , yT )T as (x, y) for simplicity.
2. Preliminaries and a smoothing function
In this section, we first review some definitions for our discussion in what follows. Next, we introduce a smoothing
function for VI by smoothing the Fischer–Burmeister function. The smoothing function is shown to possess the desirable
properties, which can be used to develop and analysis our non-interior-point smoothing method.
The first definition can be found in [1], which plays an important role in the subsequent sections.
Definition 2.1 ([1]). A mapping f : Rn → Rn is said to be
(a) monotone, if for all x, y ∈ Rn,
(x− y)T (f (x)− f (y)) ≥ 0,
(b) a P0 function, if for all pairs of distinct vectors x, y ∈ Rn, there exists i ∈ {1, 2, . . . , n} such that
xi 6= yi and (xi − yi)T (fi(x)− fi(y)) ≥ 0.
From the Definition 2.1, it is clear that a monotone function must be a P0 function.
Semismoothness is a generalization concept of smoothness, which was originally introduced in [28] for functions and
extended to vector-valued functions in [17].
Definition 2.2 ([17]). Suppose that ϕ : Rm → Rn is locally Lipschitz continuous around x ∈ Rm. Then
(a) ϕ(·) is said to be semismooth at x, if for any V ∈ ∂ϕ(x+ h), h→ 0,
‖ϕ(x+ h)− ϕ(x)− Vh‖ = o(‖h‖),
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(b) ϕ(·) is said to be strongly semismooth at x, if for any V ∈ ∂ϕ(x+ h), h→ 0,
‖ϕ(x+ h)− ϕ(x)− Vh‖ = o(‖h‖2),
where ∂ϕ(·) stands for the generalized Jacobian of ϕ in the sense of Clarke [29]. Convex functions, smooth functions, and
piecewise linear functions are examples of semismooth functions, and the composition of (strongly) semismooth functions
is still a (strongly) semismooth function [28].
Now, a smoothing function shall be given for the purpose of solving the KKT system (3).
We know that the Fischer–Burmeister function has beenwidely applied to solve the nonlinear complementarity problem
and semidefinite complementarity problem, here we use it to solve the variational inequality problem by introducing a
smoothing parameter.
The Fischer–Burmeister function φ0 : Rl × Rl → Rl is defined by
φ0(a, b) = a+ b−
√
a2 + b2, (4)
and satisfies
φ0(a, b) = 0⇔ a ≥ 0, b ≥ 0, aTb = 0. (5)
However, φ0 is not differentiable at the zero point, this will induce φ0 non-differentiable at some points. To hurdle this
shortcoming, by introducing a smoothing parameter µ ∈ R into φ0, we obtain the following vector-valued function:
φ(µ, a, b) = a+ b−
√
a2 + b2 + µ2e, (6)
where e denotes a proper dimensional vector of all ones.
As we will show, φ(µ, a, b) is strongly semismooth everywhere, this property plays a fundamental role in the analysis
of the quadratic convergence of our non-interior-point smoothing method.
In the remainder of this paper we will use the following notations:
Let z = (µ, x, y, s) ∈ R× Rn × Rm × Rm, and set
H(z) =
(
µ
F(µ, x, y, s)
)
(7)
where
F(z) =
f (x)− ATys− Ax+ b
φ(µ, y, s)
 with φ(µ, y, s) =
φ(µ, y
1, s1)
...
φ(µ, ym, sm)
 .
Hence, it follows from (3), (5) and (7) that,
H(z) = 0⇔ µ = 0 and (x, y, s) solves the KKT system (3).
Thus, we may solve the system of smooth equations H(z) = 0 and gradually reduce µ to zero while iteratively solving
this equation.
In the following theorem, the properties of the smoothing function φ and H(z) are investigated.
Lemma 2.1. Let φ0 and φ(·) be given in (4) and (6) respectively. The following results hold.
(a) φ0(y, s) = 0 ⇔ y ∈ Rm, s ∈ Rm, yT s = 0. Moreover, φ(µ, y, s) is a smoothing function of φ0(y, s) for any (µ, y, s) ∈
R× Rm × Rm.
(b) φ(·) is globally Lipschitz continuous and strongly semismooth everywhere for any µ > 0. Moreover, φ(·) is continuously
differentiable at any (µ, y, s) ∈ R++ × Rm × Rm with its Jacobian
∇φ(µ, y, s) =
∇µφ(z)T∇yφ(z)
∇sφ(z)
 =
 dTµI − Dy
I − Ds
 (8)
where s = Ax− b, wi := w(µ, yi, si) =
√
y2i + s2i + µ2e, dµ =
−µ/w1..
.
−µ/wm
 and Dy = diag(diiy), Ds = diag(diis ),
diiy =
yi√
y2i + s2i + µ2e
, diis =
si√
y2i + s2i + µ2e
. (9)
(c) Suppose that f is a P0 function. If A has a full column rank, ∇H(z) is nonsingular for any µ > 0.
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Proof. From (4), (5) and (6), we may observe that the result (a) holds. Since the work of Theorem 3.2 in [30] includes as
a special case the Lemma 2.1(b), then by Theorem 3.2 in [30], we can directly obtain that φ(µ, y, s) is globally Lipschitz
continuous, strongly semismooth everywhere and continuously differentiable at any (µ, y, s) ∈ R× Rm× Rm (see Theorem
3.2 in [30] and Theorem 4.2 in [24]). Then by the chain rule for differentiation, we can obtain the desired Jacobian formula
(8). Now, we prove (c). From (7) and (8), we have
∇H(z) =
 1 0 0 00 ∇f (x) −AT 00 −A 0 I
∇µφ(z) 0 ∇yφ(z) ∇sφ(z)
 . (10)
Since w = √y2 + s2 + µ2e, then w2 > y2, w2 > s2 for any µ > 0. From (9), we know that I − Dy and I − Ds are positive
diagonal matrices for any (µ, y, s) ∈ R++× Rm× Rm. Since f is a P0 function, then∇f (x) is a P0 matrix [1]. Therefore if A has
a full column rank, from Theorem 3.3 in [31], we obtain that the matrix∇f (x) −AT 0−A 0 I
0 ∇yφ(z) ∇sφ(z)

is nonsingular for any µ > 0, which further implies that ∇H(z) is nonsingular for any µ > 0. This complete our proof. 
3. Algorithm description
Basedon the smoothing function introduced in the previous section,we establish a non-interior-point smoothingNewton
method for solving an equivalent smooth approximation equation H(z) = 0. Then we show the well-definedness of the
algorithm.
Let z = (µ, x, y, s) ∈ R× Rn × Rm × Rm, choose γ ∈ (0, 1) such that
γ µ¯ < 1, γ ‖H(z0)‖ < 1. (11)
We also define the function β : Rn+2m+1 → R+:
β(z) = γ ‖H(z)‖min{1, ‖H(z)‖}.
Then the algorithm can be described specifically as follows.
Algorithm 3.1. Step0. Choose constants δ ∈ (0, 1), σ ∈ (0, 1/2),µ0 ∈ R++, choose an arbitrary starting point (µ0, x0, y0) ∈
R++ × Rn × Rm and set s0 = Ax0 − b, µ¯ = µ0. Choose γ ∈ (0, 1) to satisfy (11). Let z¯ = (µ0, 0, 0, 0) ∈ R++ × Rn × R2m. Set
k := 0.
Step 1. If H(zk) = 0, stop; Otherwise, let βk := β(zk).
Step 2. Compute a perturbed Newton direction1zk := (1µk,1xk,1yk,1sk) from the system
H(zk)+∇H(zk)1zk = βkz¯. (12)
Step 3. Let lk be the smallest nonnegative integer l such that
‖H(zk + δl1zk)‖ ≤ [1− σ(1− γµ0)δl]‖H(zk)‖. (13)
Step 4. Set zk+1 := zk + δlk1zk and k := k+ 1. Go to Step 1.
To analyze the convergence of the Algorithm 3.1, we shall give the following lemmas and prove that the Algorithm 3.1 is
well-defined.
Lemma 3.1. If f is a P0 function, zk = (µk, xk, yk, sk) ∈ R++ × Rn × R2m for any k ≥ 0, then zk+1 can be generated by the
Algorithm 3.1 and zk+1 ∈ R++ × Rn × R2m.
Proof. From Lemma 2.1(c),∇H(z) is nonsingular for any µ > 0, then the system of equations (12) in Step 2 is solvable and
the direction can be obtained. Now, we prove that there must be an nonnegative integer l such that the condition (13). Since
µk > 0, then H(zk) 6= 0, βk = β(zk) > 0 and1µk = −µk + βkµ0. Hence, for any α ∈ [0, 1],
µk+1 = µk + α1µk = (1− α)µk + αβkµ0 > 0, (14)
then µk+1 ∈ R++.
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By the definition of β(·), γµ0 < 1 and the definition of H(·), we have
β(z) = γ ‖H(z)‖min{1, ‖H(z)‖} ≤ γ ‖H(z)‖ and µk ≤ ‖H(zk)‖.
Then we define
h(α) = H(zk + α1zk)− H(zk)− α(∇H(zk))T1zk.
Note that from the continuity of φ(·) and H(·), we have ‖h(α)‖ = o(α). Thus
‖H(zk + α1zk)‖ = ‖H(zk)+ α∇H(zk)1zk + h(α)‖
≤ (1− α)‖H(zk)‖ + ‖h(α)‖ + αβkµ0
≤ (1− α)‖H(zk)‖ + αγµ0‖H(zk)‖ + o(α)
= (1− (1− γµ0)α)‖H(zk)‖ + o(α).
It shows that there exist a positive number α¯ ∈ (0, 1], such that for all α ∈ (0, α¯] and σ ∈ (0, 1),
‖H(zk + α1µk)‖ ≤ [1− σ(1− γµ0)α]‖H(zk)‖
holds. Then a nonnegative mk, that satisfied (13) can be found. Hence, zk+1 can be generated by the Algorithm 3.1 and
zk+1 ∈ R++ × Rn × R2m. 
Lemma 3.2. Suppose the infinite sequence {zk} be generated by Algorithm 3.1. then the algorithm is well-defined and zk ∈ Γ ,
where
Γ = {z = (µ, x, y, s) | µ ≥ β(z)µ¯}.
Proof. From the proof of Lemma 3.1, we can find that the algorithm is well-defined and generates an infinite sequence {zk}
with µk > 0 for all k ≥ 0. Now we only need to prove zk ∈ Γ for all k ≥ 0.
Since β(z0) ≤ γ ‖H(z0)‖ < 1, we see that z0 ∈ Γ . Suppose that zk ∈ Γ , then we have µk ≥ βkµ0. Next, we prove
zk+1 ∈ Γ by considering the following two cases:
Case (1). If ‖H(zk)‖ ≥ 1, then βk = γ ‖H(zk)‖. Since
βk+1 = γ ‖H(zk)‖min{1, ‖H(zk+1‖)} ≤ γ ‖H(zk)‖, then
µk+1 − βk+1µ0 = µk + α1µk − β(zk + α1zk)µ0
≥ (1− α)µk + αβkµ0 − γµ0‖H(zk)‖
≥ (1− α)βkµ0 + αβkµ0 − γµ0‖H(zk)‖
= 0. (15)
Case (2). If ‖H(zk)‖ < 1, thenβk = γ ‖H(zk)‖2. From (13), we have ‖H(zk+1)‖ ≤ ‖H(zk)‖ < 1, thenβk+1 = γ ‖H(zk+1)‖2 ≤
γ ‖H(zk)‖2. Thus
µk+1 − βk+1µ0 = (1− α)µk + αβkµ0 − γ ‖H(zk+1)‖2µ0
≥ (1− α)βkµ0 + αβkµ0 − γ ‖H(zk)‖2µ0
= βkµ0 − γ ‖H(zk)‖2µ0
= 0. (16)
Combining (15) and (16) yields that zk+1 ∈ Γ . Hence, we have that zk ∈ Γ for all k ≥ 0. The proof is completed. 
4. Convergence analysis
From the previous discussion, we see that the Algorithm 3.1 is well-defined and an infinite sequence can be generated by
the Algorithm 3.1. In this section, we show that any accumulation point of the iteration sequence is a solution of the system
H(z). If the accumulation point z∗ satisfies a non-singularity assumption, then the iteration sequence converges to z∗ locally
quadratically without strict complementarity.
Lemma 4.1. Suppose that the infinite sequence {zk = (µk, xk, yk)} be generated by Algorithm 3.1, then 0 < µk+1 ≤ µk.
Proof. From Lemma 3.1, we have zk ∈ Γ , then µk ≥ βkµ0, thus
µk+1 = µk + α1µk = (1− α)µk + αβkµ0 ≤ (1− α)µk + αµk = µk,
then 0 < µk+1 ≤ µk for all k ≥ 0. 
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Theorem 4.1. Suppose that A has a full column rank. Let {zk} be the iteration sequence generated by Algorithm 3.1. Then any
accumulation point z∗ = (µ∗, x∗, y∗, s∗) of the sequence {zk} is a solution of H(z) = 0.
Proof. It follows from Lemmas 3.1 and 3.2 that an infinite sequence {zk} is generated by the algorithm such that {zk} ∈ Γ .
Without loss of generality, we assume that the sequence {zk} converge to z∗ = (µ∗, x∗, y∗, s∗) as k→∞. Since {‖H(zk)‖}
is monotonically decreasing and bounded by zero, it follows from the continuity of H(·) that {‖H(zk)‖} converges to a
nonnegative number ‖H(z∗)‖. By the definition of β(·), we obtain that {βk} converges to β∗ as k → ∞. On account of
(15), (16) and Lemma 4.1, we know that the sequence {µk} is monotonically decreasing, then we have {µk} converging to
µ∗ and 0 < β∗µ0 ≤ µ∗.
If ‖H(z∗)‖ = 0, we obtain the desired result. Suppose ‖H(z∗)‖ > 0. Since 0 < β∗µ0 ≤ µ∗, by Lemma 2.1,∇H(z∗) exists
and is invertible. Hence, there exists a closed neighborhood N(z∗) of z∗ such that for any z ∈ N(z∗), we have µ ∈ R++ and
∇H(z) is invertible. Then for any z ∈ N(z∗), let 1z = (1µ,1x,1y,1s) ∈ R × Rn × R2m be the unique solution of the
system of equations
H(z)+∇H(z)1z = β(z)z¯.
By following the proof of Lemma 5 in [23], we can find a positive number α¯ ∈ [0, 1] such that
‖H(zk + α1µk)‖ ≤ [1− σ(1− γµ0)α]‖H(zk)‖,
holds for all α ∈ [0, α¯] and z ∈ N(z∗). Therefore, for a nonnegative integerm such that δm ∈ [0, α¯], for all sufficiently large
k, we have
‖H(zk + α1µk)‖ ≤ [1− σ(1− γµ0)δl]‖H(zk)‖,
then for all sufficiently large k, we havemk ≤ m, hence δlk ≥ δl, therefore,
‖H(zk+1)‖ ≤ [1− σ(1− γµ0)δlk ]‖H(zk)‖ ≤ [1− σ(1− γµ0)δl]‖H(zk)‖.
This contradicts the fact that the sequence {‖H(zk)‖} converges to ‖H(z∗)‖ > 0. This complete the proof. 
Theorem 4.2 (Local Convergence). Suppose that A has a full column rank and that z∗ is an accumulation point of the iteration
sequence {zk} generated by Algorithm 3.1. If all V ∈ ∂H(z∗) are nonsingular, then the sequence {zk} converges to z∗ quadratically.
Proof. By Lemma 2.1, ∇H(zk) is nonsingular. From the assumption V ∈ ∂H(z∗) is nonsingular, then there exists C > 0,
such that ‖∇H(zk)−1‖ ≤ C for all k ≥ 0. By Lemma 2.1 and Definition 2.2, H(·) is globally Lipschitz continuous and strongly
semismooth, then for all zk, sufficiently close to z∗, we have
‖H(zk)‖ = ‖H(zk)− H(z∗)‖ = O(‖zk − z∗‖),
and
‖H(zk)− H(z∗)−∇H(zk)(zk − z∗)‖ = O(‖zk − z∗‖2).
Then for all zk, sufficiently close to z∗, βk = γ ‖H(zk)‖2 and
‖zk +1zk − z∗‖ = ‖zk +∇H(zk)−1(−H(zk)+ βkµ0)− z∗‖
= ‖∇H(zk)−1‖‖H(zk)− H(z∗)−∇H(zk)(zk − z∗)+ βkµ0‖
≤ C‖H(zk)− H(z∗)−∇H(zk)(zk − z∗)‖ + O(‖zk − z∗‖2)
= O(‖H(zk)− H(z∗)−∇H(zk)(zk − z∗)‖)+ O(‖zk − z∗‖2)
= O(‖zk − z∗‖2). (17)
Then, for all zk sufficiently close to z∗, we have
‖H(zk+1)‖ = ‖H(zk +1zk)‖ = O(‖zk +1zk − z∗‖)
= O(‖zk − z∗‖2)
= O(‖H(zk)− H(z∗)‖2)
= O(‖H(zk)‖2) (18)
thus for all sufficiently zk close to z∗, we have zk+1 = zk +1zk, then by (17),
‖zk+1 − z∗‖ = O(‖zk − z∗‖2),
and we know that H(zk) is monotone decreasing, thus for all sufficiently large k, H(zk)→ 0, then
µk+1 = µk +1µk = βkµ0 = γµ0‖H(zk)‖2,
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which together with (18), we obtain that
µk+1
µk
= ‖H(z
k)‖2
‖H(zk−1)‖2 =
O(‖H(zk−1)‖4)
‖H(zk−1)‖2 .
Therefore, for all zk sufficiently close to z∗, this implies that µk+1 = O((µk)2). This complete our proof. 
5. Numerical results
In order to confirm the effectiveness of the Algorithm 3.1 described in this paper, we implement some numerical
experiments on the VI(X, f ) by the Algorithm 3.1 in this section. All experiments were performed on a desktop computer
with 1.86 GHz CPU and 1 GB memory. The operating system was Windows XP and the implementations were done in
MATLAB 7.0.1.
The parameters used in algorithm were as follows: σ = 0.20, δ = 0.75, µ0 = 0.001, γ = 0.95min{1, 1/‖H(z0)‖}. The
starting points of the algorithm can be chosen randomly, which are from a uniform distribution in the interval (−1,1) in our
experiments.
5.1. The first experiment on affine variational inequalities
In the first experiment, we use the stopping criterion as ‖H(z)‖ ≤ 10−8. The first two problems are described in [32,6]
and Problem 3 is from [33]. The testing results are summarized in Tables 1 and 2, where NF and Iter denote the number of
function evaluations and the number of iterations for the convergence of each trial respectively, time denotes the CPU time
in seconds that the iterates satisfy the termination condition, and Val. means the value of ‖H(z)‖ at the final iteration.
Problem 1. In this problem,
f (x) =

1 0 0 0 0
0 1 −1 0 0
0 −1 1 0 0
0 0 0 1 −1
0 0 0 −1 1


x1
x2
x3
x4
x5
+

−1
0
0
0
0

A =
(
1 1 1 1 1
0 0 1 −2 −2
)
, b =
(
5
−3
)
.
Problem 2. In this problem,
f (x) =

1 −1 0 0 0
−1 2 1 0 0
0 1 1 0 0
0 0 0 1 0
0 0 0 0 1


x1
x2
x3
x4
x5
+

0
−2
−2
−1
−1
 , A =
(1 3 0 0 0
0 0 1 1 −2
0 1 0 0 −1
)
, b =
(4
0
0
)
.
The solutions of the Problems 1 and 2 are given by
Problem 1: x∗ = (1, 1, 1, 1, 1)T . Problem 2: x∗ = (1, 1, 1, 1, 1)T .
Problem 3. In this example, we test the problem derived from [33] with different size. In this problem,
f (x) =

4 −2 · · · 0 0
1 4
. . . 0 0
...
. . .
. . .
. . .
...
0 0
. . . 4 −2
0 0 · · · 1 4

n×n

x1
x2
x3
...
xn
+

−1
−1
−1
...
−1
 ,
A =
(
In
−Im−n
)
, b = −10
1...
1

m
.
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Table 1
Numerical results of Algorithm 3.1 for Problems 1 and 2.
Problem 1 Problem 2
Iter Time Val. Iter Time Val.
2 0.010 2.98e−10 3 0.012 2.14e−11
2 0.011 3.04e−10 3 0.013 1.75e−11
2 0.010 2.82e−10 3 0.013 7.36e−11
2 0.010 1.61e−10 2 0.011 4.71e−11
2 0.010 3.85e−10 3 0.013 5.76e−11
Table 2
Numerical results of Algorithm 3.1 for Problem 3 with different dimension.
n m NF Iter Time Val.
20 40 6 3 0.059 1.55e−9
50 100 6 3 0.045 3.46e−9
100 200 6 3 0.184 4.24e−9
200 400 6 3 1.352 5.71e−8
300 600 6 3 4.037 6.51e−9
400 800 7 3 9.569 4.23e−8
Table 3
Numerical results of Algorithm 3.1 for NCP with different problem size n.
n NF Iter Time Val.
100 13 6 0.211 1.16e−8
200 13 6 1.394 5.41e−8
300 11 5 4.159 4.45e−8
400 11 5 9.483 7.32e−8
500 12 6 14.627 1.47e−8
5.2. The second experiment on the nonlinear complementarity problem
In this experiment, the test example is the nonlinear complementarity problem (NCP), which was introduced in [4,6]. It
can be described as follows:
x ≥ 0, f (x) ≥ 0, f (x)T x = 0,
where f (x) = D(x)+Mx+ q, D(x) andMx+ q are the nonlinear part and the linear part of f (x), respectively. We construct
the test problems as follows: The nonlinear part of f (x) is similar as in [32], the linear part is similar as in [34]. In D(x), the
components are Dj(x) = dj × arctan(xj), where dj is a random variable in (0, 1). The matrixM = ATA+ B, where A ∈ Rn×n
whose entries are randomly generated in the interval (−5, 5) and B ∈ Rn×n ia a skew-symmetric generated in the same
way. The vector q is generated from a uniform distribution in the interval (−500, 500). We set the stopping criterion as
‖H(z)‖ ≤ 10−6. Numerical results are reported in Table 3, where Iter, Time and Val. have the same meanings as those in
Table 2.
From Tables 1–3, we may observe that all tested problems have been solved in a small number of iterations and using
a short time of computation. For each example, from Tables 1 and 2, the number of iterations and the number of function
evaluations have slightly changed with the starting points of the algorithm. From Tables 2 and 3, we see that the problem
size slightly affects the number of iterations and the number of function evaluations.
6. Conclusions
In this paper, the variational inequality problems have been discussed in detail. A non-interior-point smoothing method
was proposed based on the perturbed Fischer–Burmeister function. The proposed algorithm could start from an arbitrary
point and was shown to be well-defined. If f is a P0 function, the global convergence and locally quadratic convergence of
the algorithmwere proved under the nonsingularity assumption, and the locally quadratic convergence was obtained in the
absence of the strict complementarity conditions. The experimental results indicate that our algorithm performs well.
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