Software risk management plays a vital role in successful software project management. In fact, all the phases of the software development life cycle (SDLC) are potential sources of software risks since it involves hardware, software, technology, people, cost, and schedule. There are a number of software risk factors that affect the whole software development process. However, finding the correlation between risk factors and project outcome is the main focus of present research on software risk analysis. In this paper, a probabilistic software risk estimation model is proposed using Bayesian Belief Network (BBN) that focuses on the top software risk indicators for risk assessment in software development projects. In order to assess the constructed model, an empirical experiment has been performed, based on the data collected from software development projects used by an organization.
Introduction
Software risk management is a very complex and critical job in software project development. The software risk management study 1, 2 showed that industry-wide, only 16 .2% of software projects are on time and on budget. The rest of the, 52.7% are delivered with reduced functionality and 31.1% are cancelled before completion. The main reason for this large amount of less quality software and failure of software projects is the lack of proper software risk management. Therefore, software risk management [1] [2] [3] has been used widely because of risk management in software development will ensure that software project have the efficiency and it will be completed on time, within budget and developed software have high quality. Boehm 1 proposed principles and practices of software risk management. In this work, Boehm outlines the six phases, i.e. risk identification, analysis, prioritization, management, resolution and monitoring of risk management. Dedolph 2 studied the role of software risk management practices at Lucent Technologies in order to understand why risk management is often neglected, and he discussed examples of successful risk management. Freimut et al. 3 study the implementation of software risk management in an industrial setting. They proposed Riskit, a systematic risk management method, and showed that Riskit provides benefit for the risk management team with acceptable costs. McConnell 4 stated that 50-70% chance of project success will increase if only 5% of the total project budget is expensed on risk management.
In literature, it is found that subjective analysis or expert judgment is one of the methods which are generally used in project risk management 5 . These types of method are based on the experience of an expert, but the experience of the expert is not readily shared among different teams within an organization. Therefore, it is critical to develop perfect modeling techniques that can provide more objective, repeatable, and observable decision -making support for risk management. Among various existing modeling techniques, the Bayesian belief network (BBN) has concerned [6] [7] [8] . BBN has excellent ability in representing and reasoning with uncertainties. The correlation among risk factor is of greater interest among industry experts in software project risk planning because it can determine the causal factor that directly affect project outcomes. Most of the software project risk, analysis research focused on the discovery of correlations between risk factors and project outcomes [9] [10] [11] [12] . In this paper, a model is proposed for software risk assessment using the top ranked software risk indicator 9 . Our main objectives are: First, to design the causal relationships among the top ranked software risk indicator using BBN. Second, constructing an empirical BBN model for software project risk analysis based on software risk factor, which can be used in software risk assessment.
The rest of the paper is organized as follows. Section 2 provides a brief introduction of BBN. Section 3 describes the proposed model and the modeling concept. Section 4 presents the experiment and results. Finally, Section 5 represents the conclusion and limitations of the proposed model. 
Nomenclature

RS
Bayesian Belief Network
A Bayesian belief network (BBN) models the causal relationships of a system or dataset and provides a graphical representation of this causal structure through the use of directed acyclic graphs (DAGs) with nodes and edges. The DAG representation, then provides a framework for inference and prediction. The nodes represent random variables with probability distributions, while edges represent weighted causal relationships between the nodes. Each node has a probability of having a certain value. A directed edge exists from a parent to a child. Each child node has a conditional probability table based on parental values. Bayesian belief network is based on Bayes' Theorem, developed by the Rev. Thomas Bayes, an 18th century mathematician 13 , and it is expressed as:
Equation 1 is the basic form of Bayes rule. Bayes rule is interpreted in terms of updating the belief (posterior probability of each possible state of a variable, that is, the state probabilities after considering all the available evidence) about a hypothesis R in the light of new evidence S. So the posterior belief P(R/S) is calculated by multiplying the prior belief P(R) by the likelihood P(S/R) that S will occur if R is true. A BBN consists of two parts 1) Qualitative part: It represents the relationships among variables by the way of a directed acyclic graph, and 2) Quantitative part: It specifies the probability distributions associated with every node of the model. An example of BBN for taking the decision of purchasing the smart phone is shown in Fig. 1 . The qualitative part, i.e. the causal relationships between the 4 random variables (nodes) specifications (S), brand (B), performance of smart phone (P) and decision to purchase (D) is made. The casual relationships are: S → P, B → P and P → D.
The quantitative part of BBN i.e. the probability distribution associated with every node. Each node has a set of possible values called its state space. Here every node has two states like: specifications have two states: 'high' and 'low'; brand has two states: 'good' and 'bad'; performance of smart phone has two states: 'high' and 'low'; and decision for purchasing has two states: 'yes' and 'no'. For each node, there is the need to specify the node probability table (NPT). Figure 1 
also shows the NPTs of -P(S), P(B), P(P|S, B), and P(D|P).
When the evidence is applied to the network decision is made. For example, if the smart phone specification is "high" and the brand of smart phone is "good" then the performance of smart phone will be "high" similarly if the performance of smart phone is "high" then the decision of purchasing the smart phone will be "yes".
A BBN has several advantages:
i) It is a probabilistic (% chance) approach. ii) BBN can be developed with little data and quickly. iii) BBN handles the situations where some data entries are missing or unavailable. iv) BBN can be used to model causal relationships. v) Expert data can be easily incorporated to the BBN. vi) Group model -building can also be developed.
vii) The update is easy whenever new knowledge is available.
Proposed Methodology
The architecture of the proposed model is shown in the Fig. 2 . In the proposed model, the level of product engineering is predicted based on the measure of requirement specification, design and implementation, integration of software and hardware components and tests. Similarly the level of development environment is predicted based on the measure of the development process, development system, management process, management methods and work environment. The level of program constraint is predicted based on the measure of resources, contract and program interfaces.
The following steps are involved in this proposed methodology:
A. Selection of top ranked software risk indicator metrics in software project development. B. Construct the causal relationships among the software risk indicator metrics. 
C. Construct the node probability table for each node (metrics) of the model. D.
Calculate the probability value of software risk for the project.
Selection of top ranked software risk indicator metrics
A number of software risk assessment and estimation model using the software risk factor has been proposed [13] [14] [15] . The assessment and estimation of software risk from these models may be useful for software project management. Almost all existing software risk assessment and estimation model has considered numbers of software risk factors among these risk factors some less important. However, assessment and estimation of software risk by taking all the risk factor have some drawbacks like: computationally complex, more expensive processing cost. Selection of most important software risk factor could improve the assessment and estimation accuracy. In relevance to this issue, Julio Menezes et al. 9 run a survey through questionnaire among the professionals and academics with expertise in project management and risk management in the area of software engineering. We have selected the top ranked software risk factor from this survey and reproduced in Table 1 .
Construct the causal relationships among the software risk indicator metrics
In BBN, causal relationships among the nodes can be constructed from historical data, experimental observation and with the help of domain expert. Here, causal relationships among the software risk indicator metrics is constructed based on the software development risk Taxonomy 16 . The complete proposed model is constructed with the help of Netica tool 22 . The constructed complete proposed model is shown in Fig. 3 . 
Construct the node probability table for each node (metrics) of the model
In BBN, the causal relationships between variables are defined by probability functions that receive input as a set of values of the parent nodes and calculate the given node's probability. These probability functions are commonly represented by tables -namely, node probability tables (NPTs). Designing the NPT data is one of the fundamental issues associated with the BBN. There are no guidelines or rules that can be used to develop the NPT data that is appropriate for all types of problems. For example, manually defining NPT for Bayesian belief networks is a complex task and takes exponentially large effort. Several methods have been proposed in the literature [17] [18] [19] [20] to reduce this complex task of defining NPT manually. In fact, Node information is stored in the domain expert in the form of knowledge that can be determined through the qualitative value of the software metrics in the form of low, medium and high and from the qualitative value of software metrics the corresponding probability can be generated with less effort. Therefore we have constructed the node probability table for all the nodes using the qualitative value of software metric, experimental observations and by the domain expert 21 . Constructed NPT of node work environment (W − E) is shown in Fig. 4 .
Experiments and Results
In order to estimate the software risk from the proposed model 12 software projects data sets are used. The software projects data are shown in Table 2 where the qualitative value of considered software risk indicators is represented in terms of low(L), medium(M) and high(H). We applied the project data to the proposed model. The model produced the probability value of software risk. The result is shown in Table 3 from these probability values we can identify the high risky or low risky projects.
The result is shown in Table 3 from these probability values we can identify the high risky or low risky projects. From the Fig. 5 , it can be observed that the project no. 1, 4, 6, 8, and 11 are the high risky projects whereas project no. 3, 7 and 10 are the medium risky projects and project no. 2, 5, 9 and 12 are the low risky projects. The probabilistic value of software risk will help the software project manager in decision making for example, if probability is: Lowvery unlikely that the project will lead to fail. Medium -There is a 50-50 chance that the project will lead to fail. High -The chances is very high that the project will lead to fail.
The proposed model of software risk assessment and estimation does not depend on any specific software cost estimation model and it generates the overall probability of risk for the software projects.
Model validation
The estimated value of software risk and actual value of the software risk is shown in Table 4 . To validate the proposed model, commonly used and suggested evaluation measures 23 have been taken:
• Mean Magnitude of Relative Error (MMRE): MMRE is the mean of absolute percentage errors and a measure of the spread of the variable z, where z = estimate/actual
where Y i is the actual value andȲ i is the estimated value of variable of interest.
• Balanced Mean Magnitude of Relative Error (BMMRE): MMRE is unbalanced and penalizes overestimates more than underestimates. For this reason, a balanced mean magnitude of relative error measure is also considered which is as follows:
= 0.03911
The lesser value of MMRE and BMMRE indicates better accuracy of prediction. 
Conclusion
A probabilistic software risk assessment and estimation model is proposed. The model is easy to estimate the probability value of software risk with help of the qualitative value of software risk indicator. In this work we have applied the BBN approach to construct the model as well as to calculate the probability value of software risk. Estimation of software risk focuses on top ranked software risk indicator of software development risk taxonomy and their causal relationships. This model is different from existing models because the existing model does not consider the uncertainty of software risk indicator. The model is evaluated by MMRE and BMMRE and it has been found that estimation accuracy is much better.
