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Abstract
In this paper, we consider a delayed reaction–diffusion equations which describes a two-species predator–prey system with
diffusion terms and stage structure. By using the linearization method and the method of upper and lower solutions, we study the
local and global stability of the constant equilibria, respectively. The results show that the free diffusion of the delayed reaction–
diffusion equations has no effect on the populations when the diffusion is too slow; otherwise, the free diffusion has a certain
influence on the populations, however, the influence can be eliminated by improving the parameters to satisfy some suitable
conditions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Predator–prey system described by ordinary differential equations (ODEs) has been extensively studied by many
authors such as [4,7,14,23] and so on. In the natural world, however, there are many species whose individual members
have a life history that takes them through two stages: immature and mature. In particular, we have in mind mammalian
populations and some amphibious animals, which exhibit the above two stages. To investigate the species’ special
phenomenon, some researchers introduce a delay or many delays to the Lotka–Volterra (LV) equations to obtain
so-called delayed ordinary differential equations (DDEs) or retarded functional differential equations (RFDEs). The
details can be found in [1,2,6,8,9,11,13,15] and so on.
Recently, a special DDEs describing a two-species predator–prey system with stage structure was derived in [22],
which is the following form:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dX1(t)
dt
= αX2(t)− γX1(t)− αe−γ τX2(t − τ),
dX2(t)
dt
= αe−γ τX2(t − τ)− βX22(t)− a1X2(t)Y (t),
dY (t)
dt
= Y(t)(−r1 + a2X2(t)− bY (t)),
X1(0) > 0, Y (0) > 0, X2(t) = ϕ(t) 0, −τ  t  0,
(1.1)
where X1(t), X2(t) represent the immature population density and mature prey population density, respectively; Y(t)
represents the density of predator population; a1 is the transformation coefficient of mature predator population;
τ represents the transformation of immatures to matures; αe−γ τX2(t − τ) represents the immatures who were born at
t − τ and survive at t with the immature death rate γ ; α is the birth rate of the immature prey population; β represents
the mature death and overcrowding rate.
The system (1.1) is derived under the following assumptions:
[H1] The birth rate of the immature prey population is proportional to the existing mature prey population with α > 0;
the death rate of the immature prey population is proportional to the existing immature population with γ > 0;
the death rate of the mature is proportional to square of itself with a proportionality constant β > 0.
[H2] The predator only depends on the prey, and we assume that r1 > 0, a2 > 0, b > 0.
As for the system (1.1), the following results are known (see [22]):
Theorem 1.1. If a2αe−γ τ > βr1, then the positive equilibrium E3(x∗1 , x∗2 , y∗) is locally asymptotically stable; how-
ever, E1(0,0,0) and E2(x01 , x
0
2 ,0) are unstable, where
x01 =
αe−γ τ
βγ
(
α − αe−γ τ ), x02 = αe−γ τβ , x∗2 = bαe
−γ τ + a1r1
bβ + a1a2 ,
x∗1 =
(α − αe−γ τ )(bαe−γ τ + a1r1)
bβ + a1a2 , y
∗ = a2αe
−γ τ − βr1
bβ + a1a2 .
Theorem 1.2. If ba2αe−γ τ > bβr1 > r1a1a2, then the positive equilibrium E3(x∗1 , x∗2 , y∗) is globally asymptotically
stable.
Theorem 1.3. If a2αe−γ τ < βr1, then the semitrivial equilibrium E2(x01 , x02 ,0) is globally asymptotically stable.
Note that the specie’s diffusion, which is that each specie’s natural tendency is to diffuse to areas of smaller
population concentration, is not considered in the above mentioned LV equations, DDEs or RFDEs. The kind of
diffusion is called free diffusion. Many authors directly introduce the free diffusion to ODEs or DDEs, such as [3,17–
19,21] and [10], and give some detailed reasons why to do this. Moreover, such models involving delays and spatial
diffusion are increasingly applied to a variety of situations, such as infectious disease dynamics, porous medium,
chemical reaction and so on. In the paper, we will introduce the free diffusion to the system (1.1) and study the effect
of diffusion of the delayed reaction–diffusion equations (1.2):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u1
∂t
−D1u1 = αu2(x, t)− γ u1(x, t)− αe−γ τ u2(x, t − τ), x ∈ Ω, t > 0,
∂u2
∂t
−D2u2 = αe−γ τ u2(x, t − τ)− βu22(x, t)− a1u2(x, t)v(x, t), x ∈ Ω, t > 0,
∂v
∂t
−D3v = v(x, t)
(−r1 + a2u2(x, t)− bv(x, t)), x ∈ Ω, t > 0,
∂u1
∂n
= ∂u2
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω, t > 0,
u (x, t) = ϕ (x,0), u (x, t) = ϕ (x, t), v(x,0) = ϕ (x,0), x ∈ Ω¯, t ∈ [−τ,0],
(1.2)1 1 2 2 3
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∂n
is differentiation in the direction of the
outward unit normal to ∂Ω , the positive constants D1, D2 and D3 are called diffusion coefficients, and the initial
functions ϕ1(x,0), ϕ3(x,0) are continuous in Ω¯ and ϕ2(x, t) is continuous in Ω¯ × [−τ,0] with ϕ2(x,0) ∈ C(Ω¯).
The homogeneous Neumann boundary conditions indicate that the system (1.2) is self-contained with zero population
flux across the boundary.
Note that u2(x, t) and v(x, t) of the system (1.2) are independent of u1(x, t) but determine the behavior of u(x, t),
hence, we can obtain the behavior of the solutions to the system (1.2) by studying the system (1.3). For convenience,
we still denote u2(x, t), v(x, t) by u1(x, t), u2(x, t), the initial functions ϕ2(x, t), ϕ3(x,0) by ϕ1(x, t), ϕ2(x,0),
respectively, and yield the following subsystem:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u1
∂t
−D1u1 = αe−γ τ u1(x, t − τ)− βu21(x, t)− a1u1(x, t)u2(x, t),
∂u2
∂t
−D2u2 = u2(x, t)
(−r1 + a2u1(x, t)− bu2(x, t)), x ∈ Ω, t > 0,
∂u1
∂n
= ∂u2
∂n
= 0, x ∈ ∂Ω, t > 0,
u1(x, t) = ϕ1(x, t), u2(x,0) = ϕ2(x,0), x ∈ Ω¯, t ∈ [−τ,0].
(1.3)
The remaining parts of the paper are organized as follows. In Section 2, we prove the existence and uniqueness of
the global solution to the system (1.3). In next section, we analyze the locally asymptotical stability of the constant
equilibria and obtain the stable conditions. In Section 4, we divide into two kinds of situations to discuss the asymp-
totical stability of the coexistence states of the system (1.3) when the diffusion is too slow. In Section 5, we study the
globally asymptotical stability of the constant equilibria by using the method of upper and lower solutions and obtain
the globally stable conditions. Finally, we give some remarks and compare our results with others’ ones. Also, we
discuss the diffusion effect on the system (1.3).
2. Boundedness, existence and uniqueness
To simplify the symbols, we set
F1(u1τ , u1, u2) = αe−γ τ u1(x, t − τ)− βu21(x, t)− a1u1(x, t)u2(x, t), (2.1)
F2(u1, u2) = u2(x, t)
(−r1 + a2u1(x, t)− bu2(x, t)), (2.2)
then the system (1.3) can be rewritten to the form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u1
∂t
−D1u1 = F1(u1τ , u1, u2), x ∈ Ω, t > 0,
∂u2
∂t
−D2u2 = F2(u1, u2), x ∈ Ω, t > 0,
∂u1
∂n
= 0, ∂u2
∂n
= 0, x ∈ ∂Ω, t > 0,
u1(x, t) = ϕ1(x, t), u2(x,0) = ϕ2(x,0), x ∈ Ω¯, t ∈ [−τ,0].
(2.3)
Let μ1 <μ2 <μ3 < · · · <μn < · · · be the eigenvalues of the operator − on Ω with the homogeneous Neumann
boundary condition, and denote E(μi) by the eigenfunction space corresponding to μi in C1(Ω). It is well known that
μ1 = 0 and the corresponding eigenfunction φ1(x) > 0. Let {φij | j = 1,2, . . . ,dimE(μi)} be a group of orthogonal
basis of E(μi), X = {u = (u1 u2)T | u ∈ [C1(Ω)]2} and Xij = {cφij | c = (c1 c2)T ∈ R2}, then X = ⊕∞i=1 Xi and
Xi =⊕dimE(μi)j=1 Xij .
Lemma 2.1. Suppose that ui(x, t) ∈ C(Ω¯ × [0, T ])∩C2,1(Ω × [0, T ]) satisfies
∂ui
∂t
−Diui 
2∑
bij (x, t)uj (x, t)+
2∑
cij (x, t)uj (x, t − τi), (x, t) ∈ Ω × [0, T ],j=1 j=1
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∂n
 0, (x, t) ∈ ∂Ω × [0, T ]; ui(x, t) 0, (x, t) ∈ Ω¯ × [−τ,0], (2.4)
where bij (x, t), cij (x, t) ∈ C(Ω¯ × [0, T ]), bij (x, t) 0 (i = j ) and cij (x, t) 0, i, j = 1,2. Then there holds
ui(x, t) 0 in Ω¯ × [0, T ]. (2.5)
Proof. The details of the proof can be found in [17]. 
Lemma 2.2. If u(x, t), v(x, t) ∈ C(Ω¯ × [0, T ])∩C2,1(Ω × [0, T ]) satisfy
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
−D1u−
(
αe−γ τ u(x, t − τ)− βu2(x, t))
 ∂v
∂t
−D1v −
(
αe−γ τ v(x, t − τ)− βv2(x, t)), x ∈ Ω, t ∈ [0, T ],
∂u
∂n
 ∂v
∂n
, x ∈ ∂Ω, t ∈ [0, T ]; u(x, t) v(x, t), x ∈ Ω¯, t ∈ [−τ,0],
(2.6)
then there holds
u(x, t) v(x, t) in Ω¯ × [0, T ]. (2.7)
Proof. Let ω(x, t) = u(x, t)− v(x, t). Using (2.6), we have
∂ω
∂t
−D1ω
(
αe−γ τ u(x, t − τ)− βu2(x, t))− (αe−γ τ v(x, t − τ)− βv2(x, t))
= αe−γ τω(x, t − τ)− βω(x, t)(u(x, t)+ v(x, t)). (2.8)
Letting c11(x, t) = αe−γ τ (> 0), b11(x, t) = −β(u(x, t) + v(x, t)), using (2.8) and Lemma 2.1, we have ω(x, t) 0
which implies that (2.7) holds. 
For a C2-function, we recall a basic convexity property at its local extrema.
Lemma 2.3. Assume that φ ∈ C2(Ω¯) satisfies ∂φ/∂n = 0 on ∂Ω .
(i) If φ has a local maximum at x1 ∈ Ω¯ , then
∇φ(x1) = 0, φ(x1) 0; (2.9)
(ii) If φ has a local minimum at x2 ∈ Ω¯ , then
∇φ(x2) = 0, φ(x2) 0. (2.10)
Remark 2.1. Neumann boundary condition is needed for Lemma 2.3 to hold if the local extremum is located on ∂Ω .
Theorem 2.1. Assume that u1(x, t), u2(x, t) ∈ C(Ω¯ × [0, T ]) ∩ C2,1(Ω × [0, T ]) is a pair of solutions to the sys-
tem (2.3), and if a2αe−γ τ > βr1, then there holds
0 u1(x, t)M1, 0 u2(x, t)M2, (x, t) ∈ Ω¯ × [0, T ], (2.11)
where M1 = max{‖ϕ1‖∞, αe−γ τβ } and M2 = max{‖ϕ2‖∞, (−r1 + a2M1)/b}.
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ψ1
∂t
−D1ψ1 = αe−γ τψ1(x, t − τ)− βψ1(x, t)2, x ∈ Ω, t ∈ [0, T ],
∂ψ2
∂t
−D2ψ2 = ψ2(x, t)
(−r1 + a2ψ1(x, t)− bψ2(x, t)), x ∈ Ω, t ∈ [0, T ],
∂ψ1
∂n
 0, ∂ψ2
∂n
 0, x ∈ ∂Ω, t ∈ [0, T ],
ψ1(x, t) ϕ1(x, t) 0, ψ2(x,0) ϕ2(x,0) 0, x ∈ Ω¯, t ∈ [−τ,0].
(2.12)
Applying Lemma 2.1 to the system (2.12), we have
ψi(x, t) 0, (x, t) ∈ Ω¯ × [0, σ ], i = 1,2. (2.13)
From the system (2.12), we conclude that ψ1(x, t) is bounded in Ω¯ × [0, σ ] for all σ (0 < σ  T ). Since ψ1(x, t)
satisfies the homogeneous Neumann boundary condition, hence, if maxΩ×[0,σ ] ψ1(x, t)  ‖ϕ1‖∞, then there exists
(x0, t0) ∈ Ω¯ × [0, σ ] such that
ψ1(x0, t0) = max
Ω×[0,σ ]
ψ1(x, t) ‖ϕ1‖∞. (2.14)
Thus, using (2.14) and Lemma 2.3, we have(
αe−γ τψ1(x, t − τ)− βψ21 (x, t)
)∣∣
(x0,t0)
 0, (2.15)
which implies that
ψ1(x0, t0)
αe−γ τ
β
. (2.16)
Combining (2.13) and (2.16) yields
0ψ1(x, t)max
{
‖ϕ1‖∞, αe
−γ τ
β
}
, (x, t) ∈ Ω¯ × [0, σ ]. (2.17)
Similarly, there exists (x′0, t ′0) ∈ Ω × (0, σ ] such that ψ2(x′0, t ′0) = maxΩ¯×(0,σ ] ψ2(x, t) and
ψ2(x, t)
(−r1 + a2ψ1(x, t)− bψ2(x, t))∣∣(x′0,t ′0)  0. (2.18)
If a2αe−γ τ > βr1, taking the same argument in [σ,2σ ], [σ,3σ ], . . . , [(n−1)σ,nσ (= T )], using (2.17), (2.13) and
(2.18), we have
0ψ1(x, t)M1, 0ψ2(x, t)M2, (x, t) ∈ Ω¯ × [0, T ]. (2.19)
Using Lemmas 2.2 and 2.1, we obtain
0 ui(x, t)ψi(x, t), (x, t) ∈ Ω¯ × [0, T ], i = 1,2. (2.20)
Combining (2.19) and (2.20) implies (2.11). 
Next, we introduce the following version of Poincaré’s inequality. For the details of the proof, one can see
Lemma 3.1 in [20].
Lemma 2.4. For every φ ∈ W 1,p(Ω) (1 p < ∞), then there exists a constant c(Ω,p) such that
‖φ − φ¯‖2Lp(Ω)  c(Ω,p)‖∇φ‖2Lp(Ω), (2.21)
where φ¯ = 1|Ω|
∫
Ω
φ(x)dx.
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(u1, u2) for all t > 0, where λ∗ = 1/c2(Ω,2).
Moreover, u1(x, t) and u2(x, t) are locally bounded in L2(Ω) and (0,0) is not a global attractor in L2(Ω).
Proof. Since it is quite standard to show the local existence and uniqueness of the solutions to the system (2.3), so we
omit its proof here. In order to show the global existence, it suffices to establish L∞-estimates.
Let uˆ1(x, t) = e−λ∗t u1(x, t) and uˆ2(x, t) = e−λ∗t u2(x, t), then (uˆ1(x, t), uˆ2(x, t)) satisfies⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂uˆ1
∂t
−D1uˆ1 = αe−γ τ−λ∗τ uˆ1(x, t − τ)− λ∗uˆ1 − eλ∗t uˆ1(βuˆ1 + a1uˆ2),
∂uˆ2
∂t
−D2uˆ2 = −
(
r1 + λ∗
)
uˆ2 + eλ∗t uˆ2(a2uˆ1 − buˆ2), (x, t) ∈ Ω × [0, T ],
∂uˆ1
∂n
= ∂uˆ2
∂n
= 0, (x, t) ∈ ∂Ω × [0, T ],
uˆ1(x, t) = e−λ∗t ϕ1(x, t) 0, uˆ2(x,0) = ϕ2(x,0) 0, (x, t) ∈ Ω¯ × [−τ,0].
(2.22)
By Lemma 2.2 and Theorem 2.1, we have
sup
Ω¯×[0,T ]
uˆ1(x, t)max
{‖ϕ1‖L∞ ,N1}, sup
Ω¯×[0,T ]
uˆ2(x, t)max
{‖ϕ2‖L∞,N2}, (2.23)
where N1 = (αe−γ τ−λ∗τ − λ∗)e−λ∗T /β and N2 = − r1+λ∗b e−λ
∗T + a2
b
supΩ¯×[0,T ] uˆ1(x, t).
If a2αe−γ τ − βr1 < (β + a2)λ∗, then we know that N1 > 0 and N2 > 0 cannot hold simultaneously. Thus,
from (2.23) it follows that there exists a constant C > 0 such that
sup
Ω¯×[0,T ]
uˆ1(x, t)C and sup
Ω¯×[0,T ]
uˆ2(x, t) C, (2.24)
which implies that
sup
Ω¯×[0,T ]
u1(x, t)C(T ) and sup
Ω¯×[0,T ]
u2(x, t) C(T ). (2.25)
From (2.25), it is standard to show the global existence, which can be omitted.
Multiplying the first equation of the system (2.3) by u1(x, t), using Lemma 2.4 and integrating over Ω , we have
1
2
d
dt
∫
Ω
u21(x, t) dx  αe−γ τ
∫
Ω
u1(x, t)u1(x, t − τ) dx −D1λ∗‖u1 − u¯1‖2L2(Ω)
−
∫
Ω
u21(x, t)
(
βu1(x, t)+ a1u2(x, t)
)
dx. (2.26)
By the Cauchy–Schwartz inequality, Young’s inequality, Theorem 2.1 and (2.26), we obtain
1
2
d
dt
‖u1‖2L2(Ω)  αe−γ τ
[
1
2η
‖u1‖2L2(Ω) +
η
2
∥∥u1(x, t − τ)∥∥2L2(Ω)
]
−D1λ∗‖u1 − u¯1‖2L2(Ω) −
∫
Ω
u21(x, t)
(
βu1(x, t)+ a1u2(x, t)
)
dx
 αe
−γ τ
2η
‖u1‖2L2(Ω) −D1λ∗‖u1 − u¯1‖2L2(Ω), (2.27)
where η > 0 is small enough.
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1
2
d
dt
‖u2‖2L2(Ω) −D2λ∗‖u2 − u¯2‖2L2(Ω) − r1‖u2‖2L2(Ω) +
∫
Ω
u22(x, t)
(
a2u1(x, t)− bu2(x, t)
)
dx
 a2αe
−γ τ − βr1
β
‖u2‖2L2(Ω) −D2λ∗‖u2 − u¯2‖2L2(Ω). (2.28)
Combining (2.27) and (2.28) yields
d
dt
∫
Ω
(
u21(x, t)+ u22(x, t)
)
dx  δ
(‖u1‖2L2(Ω) + ‖u2‖2L2(Ω)), (2.29)
where δ = a2αe−γ τ−βr1
β
+ αe−γ τ2η > 0 when η > 0 is small enough.
Applying the Gronwall lemma to (2.29), we have
∥∥u1(t)∥∥2L2(Ω) + ∥∥u2(t)∥∥2L2(Ω)  (∥∥u1(0)∥∥2L2(Ω) + ∥∥u2(0)∥∥2L2(Ω))eδt , (2.30)
which implies that u1(x, t) and u2(x, t) are locally bounded in L2(Ω) and (0,0) is not a global attractor in L2(Ω). 
3. Asymptotical stability of constant equilibria
In this section, we discuss locally asymptotical stability of the nonnegative constant equilibria by the lin-
earization method in [6]. It is easy to check that the system (1.3) only has three nonnegative constant equilibria:
E1(0,0), E2(αe
−γ τ
β
,0) and the positive equilibrium E3(c∗1, c∗2) as a2αe−γ τ > βr1, where c∗1 = bαe
−γ τ+a1r1
a1a2+bβ and
c∗2 = a2αe
−γ τ−βr1
a1a2+bβ .
Setting U(t) = (u1(x, t), u2(x, t)) − Ei (i = 1,2,3) and Ut = U(t + θ) (−τ  θ  0), we transform the system
(2.3) into the following partial functional differential equation in C  C([−τ,0];R2):
d
dt
U(t) = DU(t)+N(τ)(Ut )+ f0(Ut , τ ), (3.1)
where D = diag(D1,D2), N(τ) : C →R2, f0 : C ×R+ →R2 are given by
N(τ)(ϕ) =
(−c∗1(βϕ1(0)+ a1ϕ2(0))+ αe−γ τ ϕ1(−τ)− αe−γ τ ϕ1(0)
c∗2(a2ϕ1(0)− bϕ2(0))
)
, (3.2)
f0(ϕ, τ ) =
(−ϕ1(0)(βϕ1(0)+ a1ϕ2(0))
ϕ2(0)(a2ϕ1(0)− bϕ2(0))
)
, (3.3)
for ϕ = (ϕ1, ϕ2) ∈ C.
The characteristic equation for the linear equation U˙ (t) = DU(t)+N(τ)(Ut ) is equivalent to∣∣∣∣∣ λ+μkD1 − αe
−γ τ−λτ + 2βc∗1 + a1c∗2 a1c∗1
−a2c∗2 λ+μkD2 + r1 + 2bc∗2 − a2c∗1
∣∣∣∣∣= 0, (3.4)
which implies that
(
λ+μkD1 − αe−γ τ−λτ + 2βc∗1 + a1c∗2
)(
λ+μkD2 + r1 + 2bc∗2 − a2c∗1
)+ a1c∗1a2c∗2 = 0,
k = 0,1,2, . . . . (3.5)
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From (3.5), it follows that at the equilibrium E1(0,0)(
λ+μkD1 − αe−γ τ−λτ
)
(λ+μkD2 + r1) = 0, (3.6)
which leads to
λ1 = −μkD2 − r1 < 0, λ2 = −μkD1 + αe−γ τ−λ2τ . (3.7)
Substituting λ2 = η + iω into (3.7) and separating real and imaginary parts, we have{
η = −μkD1 + αe−γ τ−ητ cos(ωτ),
ω = −αe−γ τ−ητ sin(ωτ). (3.8)
Firstly, let ω = 0 and η > 0, from (3.8) it follows that
η = −μkD1 + αe−γ τ−ητ . (3.9)
For given μk and α,γ, τ > 0, Eq. (3.9) has at least a positive root η by plotting against η the graphs of y = η and
y = −μkD1 +αe−γ τ−ητ , which satisfy η > 0 if μkD1 < αe−γ τ . That is, Eq. (3.9) has at least a root λ0 with Reλ0 > 0.
Hence, E1(0,0) is unstable.
Secondly, letting ω > 0 and η = 0, by (3.8) we have{
μkD1 = αe−γ τ cos(ωτ),
−ω = αe−γ τ sin(ωτ), (3.10)
which implies that
±ωτ ∈
[
3
2
π,2π
)
+ 2nπ, n = 1,2, . . . . (3.11)
From (3.11) it follows that E1(0,0) is unstable.
In a word, we can conclude that E1(0,0) is unstable.
3.2. Asymptotical stability of equilibrium E2(αe−γ τβ ,0)
It follows from (3.5) at the equilibrium E2(αe−γ τβ ,0) that(
λ+μkD1 − αe−γ τ−λτ + 2βc∗1
)(
λ+μkD2 + r1 − a2c∗1
)= 0, (3.12)
which leads to
λ+μkD1 + 2αe−γ τ = αe−γ τ e−λτ . (3.13)
Therefore, by (3.13) we have∣∣λ+μkD1 + 2αe−γ τ ∣∣= ∣∣αe−γ τ e−λτ ∣∣. (3.14)
Now, we claim that all of roots of (3.13) satisfy Reλ < 0. Otherwise, there exists a root λ such that Reλ 0. Then,
from (3.14) we deduce that∣∣λ+μkD1 + 2αe−γ τ ∣∣ ∣∣αe−γ τ ∣∣∣∣e−τ Reλ∣∣ ∣∣αe−γ τ ∣∣, (3.15)
which implies that λ is in the circle centered at the point (−(μkD1 + 2αe−γ τ ),0) and of radius αe−γ τ in the complex
plane. Since μkD1  0, so we have
μkD1 + 2αe−γ τ > αe−γ τ . (3.16)
Combining (3.15) and (3.16) yields Reλ < 0.
1440 Z. Ge, Y. He / J. Math. Anal. Appl. 339 (2008) 1432–1450From the second factor of (3.12), it follows that
λ = −μkD2 − r1 + a2c∗1 = −μkD2 − r1 +
a2αe−γ τ
β
. (3.17)
If a2αe−γ τ  βr1, by (3.17) we can only take k = 1 (μ1 = 0) to obtain that Eq. (3.12) has at least a root λ0 with
Reλ0  0. Therefore, E2(αe
−γ τ
β
,0) is unstable.
If a2αe−γ τ < βr1, we have
λ = −μkD2 − r1 + a2αe
−γ τ
β
−r1 + a2αe
−γ τ
β
< 0. (3.18)
Therefore, if a2αe−γ τ < βr1, then E2(αe
−γ τ
β
,0) is locally asymptotically stable, however, if a2αe−γ τ  βr1, then
E2(
αe−γ τ
β
,0) is unstable.
3.3. Asymptotical stability of equilibrium E3(c∗1, c∗2)
The characteristic equation at the equilibrium E3(c∗1, c∗2) is(
λ+μkD1 − αe−γ τ−λτ + 2βc∗1 + a1c∗2
)(
λ+μkD2 + r1 + 2bc∗2 − a2c∗1
)+ a1c∗1a2c∗2 = 0, (3.19)
which is equivalent to(
λ+μkD2 + bc∗2
)(
λ+μkD1 − αe−γ τ−λτ + βc∗1 + αe−γ τ
)+ a1c∗1a2c∗2 = 0. (3.20)
Since λ = −μkD2 − bc∗2 does not satisfy (3.20), so we have
(
λ+μkD2 + bc∗2
)(
λ+μkD1 − αe−γ τ−λτ + βc∗1 + αe−γ τ +
a1c
∗
1a2c
∗
2
λ+μkD2 + bc∗2
)
= 0, (3.21)
which leads to
λ = −μkD1 + αe−γ τ−λτ − βc∗1 − αe−γ τ −
a1a2c
∗
1c
∗
2
λ+μkD2 + bc∗2
. (3.22)
Suppose that Reλ 0, by (3.22) we directly calculate the real parts of λ to get
Reλ = −μkD1 + αe−γ τ−τ Reλ cos(τ Imλ)− βc∗1 − αe−γ τ −
a1a2c
∗
1c
∗
2(Reλ+μkD2 + bc∗2)
(Reλ+μkD2 + bc∗2)2 + (Imλ)2
 αe−γ τ−τ Reλ cos(τ Imλ)− βc∗1 − αe−γ τ −
a1a2c
∗
1c
∗
2(Reλ+μkD2 + bc∗2)
(Reλ+μkD2 + bc∗2)2 + (Imλ)2
−βc∗1 −
a1a2c
∗
1c
∗
2(Reλ+μkD2 + bc∗2)
(Reλ+μkD2 + bc∗2)2 + (Imλ)2
< 0, (3.23)
which contradicts to Reλ 0. So we have Reλ < 0 if a2αe−γ τ > βr1. Therefore, the positive equilibrium E3(c∗1, c∗2)
is locally asymptotically stable.
From the above discussion, we can conclude the following results:
Theorem 3.1. The equilibrium E1(0,0) of the system (1.3) is unstable.
Theorem 3.2. If a2αe−γ τ  βr1, then the equilibrium E2(αe−γ τβ ,0) is unstable. If a2αe−γ τ > βr1, then there exists
the positive equilibrium E3(c∗1, c∗2), moreover, it is locally asymptotically stable.
Theorem 3.3. If a2αe−γ τ < βr1, then the positive equilibrium E3(c∗1, c∗2) does not exist and the equilibrium
E2(
αe−γ τ
β
,0) is locally asymptotically stable.
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In this section, we assume that the system (2.3) has a pair of coexistence states (u˜1(x), u˜2(x)). Then (u˜1(x), u˜2(x)
satisfies the following system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−D1u1 = u1
(
αe−γ τ − a1u2 − βu1
)
, x ∈ Ω,
−D2u2 = u2(−r1 + a2u1 − bu2), x ∈ Ω,
∂u1
∂n
= ∂u2
∂n
= 0, x ∈ ∂Ω.
(4.1)
We shall divide two cases to investigate the asymptotical stability of the system (4.1).
4.1. The boundary case: a2αe−γ τ < βr1
For convenience, we denote f (u1, u2) = αe−γ τ − a1u2 − βu1 and g(u1, u2) = −r1 + a2u1 − bu2, and also intro-
duce two functions uf (u2(x)) and ug(u1(x)) such that{
αe−γ τ − a1u2(x)− βuf
(
u2(x)
)= 0,
−r1 + a2u1(x)− bug
(
u1(x)
)= 0. (4.2)
Lemma 4.1. If a2αe−γ τ < βr1, then (u˜1,0) is stable and (0, u˜2) is unstable.
Proof. It is well known that the stability of (u˜1,0) is determined by the sign of the least eigenvalue, denoted by λ(1)1 ,
of the eigenvalue problem
D2ψ + (−r1 + a2u˜1)ψ = −λ(1)1 ψ in Ω,
∂ψ
∂n
= 0 on ∂Ω. (4.3)
For (0, u˜2) it suffices to determine the sign of the least eigenvalue, denoted again by λ(2)1 , of the eigenvalue problem
D1ϑ +
(
αe−γ τ − a1u˜2
)
ϑ = −λ(2)1 ϑ in Ω,
∂ϑ
∂n
= 0 on ∂Ω. (4.4)
If a2αe−γ τ < βr1, we know that all of the nonnegative constant solutions are (0,0) and (αe
−γ τ
β
,0), moreover, from
Theorem 3.3, we find that (αe−γ τ
β
,0) is locally asymptotically stable. Thus, for arbitrarily   0 there holds
u˜1 
αe−γ τ
β
+ , u˜2  . (4.5)
Choosing  small enough and using (4.5), we have
−r1 + a2u˜1  0 and αe−γ τ − a1u˜2 > 0, (4.6)
which implies that λ(1)1  0 and λ
(2)
1 < 0, respectively. Therefore, if a2αe
−γ τ < βr1, (u˜1,0) is stable and (0, u˜2) is
unstable. 
Since (4.1) is a mixed quasi-monotone system (i.e., fu2 < 0, gu1 > 0), by Lemma 4.1 we have
Lemma 4.2. If a2αe−γ τ < βr1, then the system (2.3) has no positive coexistence states.
Applying Lemma A.1 in [10] to the system (4.1), we have the following lemma:
Lemma 4.3. Suppose that u2(x) → u02(x) uniformly in Ω as D1 → 0+, and u1(x) is the unique positive solution of
D1u1 + u1f (u1, u2) = 0 in Ω, ∂u1 = 0 on ∂Ω. (4.7)
∂n
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u1(x)
D1→0−−−−→ max{uf (u02(x)),0}. (4.8)
By using the method of upper and lower solutions in [16], we have the following result:
Theorem 4.1. Suppose that (u˜1, u˜2) is a pair of solutions to the system (4.1), and if a2αe−γ τ < βr1, then there holds
lim
(D1,D2)→(0,0)
(u˜1, u˜2) =
(
αe−γ τ
β
,0
)
uniformly in Ω. (4.9)
Proof. We argue by contradiction: if not, suppose that there exists the sequence {D1k,D2k}∞k=1 with limk→∞ D1k =
limk→∞ D2k = 0 so that the following system (4.10) with the diffusion coefficients D1k and D2k has a pair of positive
coexistence states (u1k, u2k) for every k  1. The system (4.10) is the form⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−D1ku1k = u1k
(
αe−γ τ − a1u2k − βu1k
)
, x ∈ Ω,
−D2ku2k = u2k(−r1 + a2u1k − bu2k), x ∈ Ω,
∂u1k
∂n
= ∂u2k
∂n
= 0, x ∈ ∂Ω.
(4.10)
Now, we consider the following scalar equation
D1ku1 + u1f (u1,0) = 0 in Ω, ∂u1
∂n
= 0 on ∂Ω. (4.11)
Since u1k satisfies the first equation of the system (4.10), so we have
D1ku1k + u1k
(
αe−γ τ − βu1k
)
D1ku1k + u1k
(
αe−γ τ − a1u2k − βu1k
)= 0. (4.12)
From (4.12), we know that u1k is a lower solution to (4.11). And it is easy to check that M = αe−γ τβ is an upper solution
to (4.10). By using the upper and lower solutions argument, we know that (4.11) has a unique positive solution u1k1
with
u1k  u1k1 in Ω. (4.13)
Combining (4.10) and (4.13) yields
D2ku2k + u2k(−r1 + a2u1k1 − bu2k)D2ku2k + u2k(−r1 + a2u1k − bu2k) = 0, (4.14)
which implies that u2k is an upper solution to the following scalar equation
D2ku2 + u2(−r1 + a2u1k1 − bu2) = 0 in Ω,
∂u2
∂n
= 0 on ∂Ω. (4.15)
Again, by using the method of upper and lower solutions, we know that (4.15) has a unique positive solution u2k1 with
u2k  u2k1 in Ω. (4.16)
From that fu2 < 0 and (4.16), we have
f (u1k1 , u2k) f (u1k1 , u2k1), (4.17)
which implies that
D1k1u1k1 + u1k1f (u1k1 , u2k)D1k1u1k1 + u1k1f (u1k1 , u2k1) = 0. (4.18)
From (4.18), we know that u1k1 is an upper solution to
D1k1u1 + u1f¯ (u1, u2k) = 0 in Ω,
∂u1 = 0 on ∂Ω. (4.19)
∂n
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D2kj u2kj + u2kj (−r1 + a2u1kj − bu2kj ) = 0 in Ω,
∂u2kj
∂n
= 0 on ∂Ω, (4.20)
and u1kj+1 satisfies
D1kj u1kj + u1kj
(
αe−γ τ − a1u2kj−1 − βu1kj
)= 0 in Ω, ∂u1kj
∂n
= 0 on ∂Ω, (4.21)
where j = 1,2, . . . , and u2kj−1 = 0 for j = 1.
Using (4.13), (4.16) and (4.19)–(4.21), we have
u1k1  · · · u1kj  u1kj+1  · · · u1k > 0 in Ω, (4.22)
u2k  · · · u2kj+1  u2kj  · · · u2k1 > 0 in Ω. (4.23)
By Lemma 4.3, we have
lim
k→∞u1kj = U1j , limk→∞u2kj = U2j uniformly in Ω, (4.24)
where
U1j (x) = max
{
uf
(
U2j (x)
)
,0
}
, U2j = max
{
ug
(
U1j (x)
)
,0
}
. (4.25)
Letting k → ∞ in (4.22) and (4.23), we have
lim
j→∞U1j (x) = U1(x), limj→∞U2j (x) = U2(x) uniformly in Ω. (4.26)
We claim that U2(x) ≡ 0 in Ω . In fact, suppose that there exists a point x0 ∈ Ω such that U2(x0) > 0. By (4.25)
and (4.2), we have
U2(x0) = ug
(
U1(x0)
)
> 0, U1(x0) = uf
(
U2(x0)
)
> 0, (4.27)
with
f
(
U1(x0),U2(x0)
)= g(U1(x0),U2(x0))= 0. (4.28)
However, if a2αe−γ τ < βr1, from (4.28) it follows that U1(x0) > 0 and U2(x0) > 0 cannot hold simultaneously, which
implies that the assumption is false. Therefore, if a2αe−γ τ < βr1, then U2(x) ≡ 0, which leads to
U1(x) = uf
(
U2(x)
)= αe−γ τ
β
for all x ∈ Ω. (4.29)
This completes the proof of Theorem 4.1. 
4.2. The interior case: a2αe−γ τ > βr1
Theorem 4.2. If a2αe−γ τ > βr1, then every pair of coexistence states of the system (4.1) is linearly stable as
D1,D2 → 0.
Proof. Let (u1(x), u2(x)) be a pair of coexistence states of the system (4.1). Firstly, we introduce the following
eigenvalue problem:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
D1φ + φ(f + u1fu1)+ψu1fu2 = λφ, x ∈ Ω,
D2ψ + φu2gu1 +ψ(g + u2gu2) = λψ, x ∈ Ω,
∂φ = ∂ψ = 0, x ∈ ∂Ω.
(4.30)∂n ∂n
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in [12], we know that the eigenvalue problem (4.30) has a principal eigenvalue, denoted by λ1, and its corresponding
eigenfunction (φ(x),ψ(x)) can be chosen such that
φ(x) > 0, ψ(x) < 0 in Ω. (4.31)
It is well known that the linear stability of every pair of coexistence states of the system (4.1) is determined by the
sign of λ1. Therefore, we will show that λ1 < 0. To do this, we argue by contradiction. Suppose that there exists some
sequence (D1k,D2k) k→∞−−−→ (0,0) such that λ1  0.
Let φ(x0) = maxx∈Ω φ(x), using Lemma 2.3 and (4.30)–(4.31), we have
max
Ω
φ(x)
(−f (u1(x0), u2(x0))− u1(x0)fu1(u1(x0), u2(x0))+ λ1)
= φ(x0)
(−f (u1(x0), u2(x0))+ βu1(x0)+ λ1)−a1ψ(x0)u1(x0) (4.32)
and
max
Ω
(−ψ(x))∣∣−g(u1(x1), u2(x1))− u2(x1)gu2(u1(x1), u2(x1))+ λ1∣∣
= max
Ω
(−ψ(x))|r1 − a2u1 + 2bu2 + λ1|
 φ(x0)u2(x1)gu1
(
u1(x1), u2(x1)
)= a2u2(x1)φ(x0). (4.33)
We claim that λ1 is bounded if D1 and D2 are sufficiently small. In fact, suppose λ1 → +∞ as D1,D2 → 0, then,
by (4.32) and (4.33) we have
max
Ω
φ(x) −a1ψ(x0)u1(x0)
λ1
→ 0 as D1,D2 → 0 (4.34)
and
max
Ω
(−ψ(x)) a2u2(x1)φ(x0)
λ1
→ 0 as D1,D2 → 0 (4.35)
which contradict to the assumption φ > 0, ψ < 0. Therefore, λ1 is bounded.
Define the linear operator L : X → Y given by
L
(
φ
ψ
)
=
( −D1φ
−D2ψ
)
,
where Y = [C(Ω)]2 and
X =
{(
φ
ψ
)
∈ [C2(Ω)]2: ∂φ
∂n
= ∂ψ
∂n
= 0 on ∂Ω
}
.
Since λ1 is bounded, so we can assume that λ1 → λ¯ as D1,D2 → 0. It is well known that L + λ¯I : X → Y is
invertible and (L+ λ¯I )−1 is compact if λ¯ > 0 (cf. [5]).
By the straight forward calculation, we have(
(L−A+ λ¯I )u,u)> 0 for all u = 0, (4.36)
whereA=
(
f+u1fu1 u1fu2
u2gu1 g+u2gu2
)
, u = (φ(x) ψ(x))T and (·,·) denotes the usual L2-inner product. From (4.36), it follows
that L−A+ λ¯I is invertible.
We check that
(L−A+ λ¯I )−1 = (L−A+ λ¯I )−1(L−A+ λ¯I +A)(L+ λ¯I )−1
= (L+ λ¯I )−1 + (L−A+ λ¯I )−1A(L+ λ¯I )−1, (4.37)
which implies that (L−A+ λ¯I )−1 is compact.
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ω2 + ζ 2 = 0 such that
(L−A+ λ¯I )−1
(
ω
ζ
)
=
(
φ
ψ
)
, (4.38)
which leads to
(L−A+ λ¯I )
(
φ
ψ
)
 0. (4.39)
If a2αe−γ τ > βr1, by the strong maximum principle, we have
φ > 0, ψ > 0 as φ2 +ψ2 = 0. (4.40)
Combining (4.40) and (4.39) yields (L −A+ λ¯I )−1 is strongly positive. Therefore, (L −A+ λ¯I )−1 has a positive
principal eigenvalue, denoted by Λ, i.e., there exists functions φ˜, ψ˜ > 0 such that
(L−A+ λ¯I )−1
(
φ˜
ψ˜
)
= Λ
(
φ˜
ψ˜
)
, (4.41)
which is equivalent to
(L−A)
(
φ˜
ψ˜
)
=
(
1
Λ
− λ¯
)
I
(
φ˜
ψ˜
)
. (4.42)
Letting D1,D2 → 0 and comparing (4.42) with (4.30), we have
−λ¯ = 1
Λ
− λ¯, (4.43)
which contradicts to the fact Λ> 0. Therefore, λ1 < 0 as D1,D2 → 0. This completes the proof of Theorem 4.2. 
5. Global stability of the constant equilibrium
Denote G1(u1, u2) = u1f (u1, u2) and G2(u1, u2) = u2g(u1, u2). For the mixed quasi-monotone system (1.3), we
give the definition of ordered upper and lower solutions.
Definition 5.1. We say (u˜1, u˜2), (uˆ1, uˆ2) ∈ C(Ω¯ × [0, T ]) ∩ C2,1(Ω × [0, T ]) is a pair of upper and lower solutions
to the system (1.3) if⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u˜1
∂t
−D1u˜1  αe−γ τ u˜1(x, t − τ)− βu˜21(x, t)− a1u˜1(x, t)uˆ2(x, t),
∂uˆ1
∂t
−D1uˆ1  αe−γ τ uˆ1(x, t − τ)− βuˆ21(x, t)− a1uˆ1(x, t)u˜2(x, t),
∂u˜2
∂t
−D2u˜2 −u˜2(x, t)
(−r1 + a2u˜1(x, t)− bu˜2(x, t)),
∂uˆ2
∂t
−D2uˆ2 −uˆ2(x, t)
(−r1 + a2uˆ1(x, t)− buˆ2(x, t)), x ∈ Ω, t > 0,
∂uˆ1
∂n
 0 ∂u˜1
∂n
,
∂uˆ2
∂n
 0 ∂u˜2
∂n
, x ∈ ∂Ω, t > 0,
uˆ1(x, t) ϕ1(x, t) u˜1(x, t), x ∈ Ω¯, t ∈ [−τ,0],
uˆ2(x,0) ϕ2(x,0) u˜2(x,0), x ∈ Ω¯.
(5.1)
Moreover, a pair of upper and lower solutions (u˜1, u˜2), (uˆ1, uˆ2) is called ordered if uˆ1  u˜1, uˆ2  u˜2 in Ω¯×[0, T ].
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cˆ = (cˆ1, cˆ2)T . We remark that G1(u1, u2) and G2(u1, u2) with respect to u1, u2 are continuous and mixed quasi-
monotone (i.e., ∂G1
∂u2
< 0, ∂G2
∂u1
> 0) in Σ × Σ∗, where Σ = {s ∈ R+: cˆ1  s  c˜1} and Σ∗ = {s ∈ R+: cˆ2  s  c˜2}.
Thus, G1(u1, u2) and G2(u1, u2) are Lipschitz continuous, i.e., for all (u1, u2), (u′1, u′2) ∈ Σ ×Σ∗ there exists Ki > 0
(i = 1,2) such that∣∣G1(u1, u2)−G1(u′1, u′2)∣∣K1(∣∣u1 − u′1∣∣+ ∣∣u2 − u′2∣∣), (5.2)∣∣G2(u1, u2)−G2(u′1, u′2)∣∣K2(∣∣u1 − u′1∣∣+ ∣∣u2 − u′2∣∣). (5.3)
Before using the method of upper and lower solutions, we need to introduce two sequences of constant vectors{
c¯(m)
}= {c¯(m)1 , c¯(m)2 }∞m=1 and {c(m)}= {c(m)1 , c(m)2 }∞m=1,
which satisfies⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c¯
(m)
1 = c¯(m−1)1 +
1
K1
c¯
(m−1)
1
(
αe−γ τ − βc¯(m−1)1 − a1c(m−1)2
)
,
c
(m)
1 = c(m−1)1 +
1
K1
c
(m−1)
1
(
αe−γ τ − βc(m−1)1 − a1c¯(m−1)2
)
,
c¯
(m)
2 = c¯(m−1)2 +
1
K2
c¯
(m−1)
2
(−r1 + a2c¯(m−1)1 − bc¯(m−1)2 ),
c
(m)
2 = c(m−1)2 +
1
K2
c
(m−1)
2
(−r1 + a2c(m−1)1 − bc(m−1)2 ),
c¯(0) = c˜0, c(0) = cˆ0, m = 1,2, . . . ,
(5.4)
where (c˜0, cˆ0) is a pair of ordered upper and lower solutions to the system (2.3).
By the mixed quasi-monotone property of the system (4.1), we can prove that the following lemma holds:
Lemma 5.1. The sequences {c¯(m)}∞m=1, {c(m)}∞m=1 given by (5.4) satisfy
cˆ0  c(m)  c(m+1)  c¯(m+1)  c¯(m)  c˜0, m = 1,2, . . . . (5.5)
Remark 5.1. From (5.5), it follows that there exist two constant vectors c and c¯ such that
lim
m→∞ c
(m) = c and lim
m→∞ c¯
(m) = c¯ (5.6)
with
cˆ0  c(m)  c(m+1)  c c¯ c¯(m+1)  c¯(m)  c˜0.
Letting m → ∞ in (5.4) and using (5.6), we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
c¯1
(
αe−γ τ − βc¯1 − a1c 2
)= 0,
c 1
(
αe−γ τ − βc 1 − a1c¯2
)= 0,
c¯2(−r1 + a2c¯1 − bc¯2) = 0,
c 2(−r1 + a2c 1 − bc 2) = 0.
(5.7)
Applying Theorem 4.1 in [17] to the system (1.3), we obtain the following result:
Lemma 5.2. Suppose that (c˜, cˆ) is a pair of ordered upper and lower solutions to the system (1.3) and c, c¯ satisfy (5.6),
then the system (1.3) has a unique pair of solutions satisfying
c u(x, t) c¯ as t → ∞, (5.8)
for any initial functions cˆi  ϕi(x, t) c˜i in Ω¯ × [−τi,0] (i = 1,2), where τ1 = τ , τ2 = 0 and i = 1,2. Moreover, if
c = c¯ c, then there holds
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t→∞ u(x, t) = c, (5.9)
where u(x, t) = (u1(x, t), u2(x, t))T and c = (c1, c2)T .
Theorem 5.1. Suppose that (u1(x, t), u2(x, t)) is a pair of global solutions to the system (1.3), and if ϕ1(x, t) ≡ 0 in
Ω¯ × [−τ,0] and ϕ2(x,0) ≡ 0 in Ω¯ , then there exists t∗ > 0 such that
u1(x, t) > 0 in Ω¯ × [t∗,+∞), u2(x, t) ≡ 0 in Ω¯ × [0,+∞) (5.10)
and (
u1(x, t), u2(x, t)
)→ (αe−γ τ
β
,0
)
as t → ∞. (5.11)
Proof. If ϕ2(x,0) ≡ 0 in Ω¯ , by the maximum principle for the parabolic boundary value problems with homogeneous
Neumann boundary condition, we have
u2(x, t) ≡ 0, (x, t) ∈ Ω¯ × [0,+∞). (5.12)
Hence, if ϕ1(x,0) ≡ 0, substituting (5.12) into the system (1.3), we obtain the following scalar boundary value prob-
lem ⎧⎪⎪⎨
⎪⎪⎩
∂u1
∂t
−D1u1 = αe−γ τ u1(x, t − τ)− βu21(x, t), x ∈ Ω, t > 0,
∂u1
∂n
= 0, x ∈ ∂Ω, t > 0; u1(x, t) = ϕ1(x, t) 0, x ∈ Ω¯, t ∈ [−τ,0].
(5.13)
From (5.13) and Lemma 2.1, we know that there exist δ > 0 and t∗ > 0 such that
u1(x, t) δ, (x, t) ∈ Ω¯ ×
[
t∗, t∗ + τ ]. (5.14)
Consider the following scalar boundary value problem⎧⎪⎪⎨
⎪⎪⎩
∂u1
∂t
−D1u1 = αe−γ τ u1(x, t − τ)− βu21(x, t), x ∈ Ω, t > t∗,
∂u1
∂n
= 0, x ∈ ∂Ω, t > t∗; u1(x, t) = ϕ1(x, t), x ∈ Ω¯, t ∈
[
t∗ − τ, t∗]. (5.15)
Let M = max{maxΩ¯×[t∗,t∗+τ ] u1(x, t), αe
−γ τ
β
} and ε = min{αe−γ τ
β
, δ}. Taking c˜ = M and cˆ = ε, then we have
cˆ u1(x, t) c˜ in Ω¯ × [t∗, t∗ + τ ], and we check that{
βε  αe−γ τ ⇒ βε2  αεe−γ τ ⇒ αεe−γ τ − βε2  0,
αe−γ τ  βM ⇒ αMe−γ τ  βM2 ⇒ αMe−γ τ − βM2  0, (5.16)
which implies that (c˜, cˆ) is a pair of ordered upper and lower solutions to the system (5.15).
Using Lemma 5.2, (5.7) and (5.15), we know that there exist c, c¯ such that{
c
(
αe−γ τ − βc)= 0,
c¯
(
αe−γ τ − βc¯)= 0. (5.17)
We check that all of solutions to (5.17) are given by
(i)
{
c = 0,
c¯ = 0, (ii)
⎧⎨
⎩
c = 0,
c¯ = αe
−γ τ
β
,
(iii)
⎧⎨
⎩ c =
αe−γ τ
β
,
c¯ = 0,
(iv)
⎧⎪⎪⎨
⎪⎪⎩
c = αe
−γ τ
β
,
c¯ = αe
−γ τ
β
.
Since c˜ = M and cˆ = ε, using Lemma 5.1 and Remark 5.1, we only choose (iv). Again, using Lemma 5.2 and (iv), we
have
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t→∞u1(x, t) =
αe−γ τ
β
. (5.18)
This completes the proof of Theorem 5.1. 
Theorem 5.2. If ba2αe−γ τ > bβr1 > r1a1a2, then for any initial functions ϕ1(x, t)  0 ( ≡ 0) in Ω¯ × [−τ,0] and
ϕ2(x,0) 0 ( ≡ 0) in Ω¯ the system (1.3) has a unique pair of global solutions such that(
u1(x, t), u2(x, t)
)→ (c∗1, c∗2) as t → ∞, (5.19)
where c∗1 = bαe
−γ τ+a1r1
a1a2+bβ and c
∗
2 = a2αe
−γ τ−βr1
a1a2+bβ .
Proof. Let ω1(x, t) be the solution of the problem (5.13). Applying Lemma 2.2 to the system (1.3), we have
u1(x, t) ω1(x, t), (x, t) ∈ Ω¯ × [0,+∞). (5.20)
From the proof of Theorem 5.1, we obtain
ω1(x, t) → αe
−γ τ
β
as t → ∞. (5.21)
Let 0 < ε0 < (bβ−a1a2)(a2αe
−γ τ−βr1)
βa1a2(a2+b) and 0 < ε  ε0. Applying Lemma 2.1 to the system (1.3), we know that for ε and
δi (i = 1,2) there exists t∗0 > 0 such that
u1(x, t) δ1, u2(x, t) δ2/b, (x, t) ∈ Ω¯ ×
[
t∗0 , t∗0 + τ
]
, (5.22)
where r1
a2
< δ1  (1 − a1a2bβ )αe
−γ τ
β
− a1a2ε0
bβ
+ a1r1
bβ
− a1ε0
β
and 0 < δ2 < a2δ1 − r1.
Using (5.21), we know that for the above ε there exists t∗1  t∗0 + τ > 0 such that
u1(x, t) ω1(x, t)
αe−γ τ
β
+ ε, (x, t) ∈ Ω¯ × [t∗1 ,+∞). (5.23)
Consider the following scalar boundary value problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂ω2
∂t
−D2ω2 = −r1ω2(x, t)+ a2ω2(x, t)
(
αe−γ τ
β
+ ε
)
− bω22(x, t),
(x, t) ∈ Ω × [t∗1 ,+∞),
∂ω2
∂n
= 0, (x, t) ∈ ∂Ω × [t∗1 ,+∞); ω2(x, t) = ω2(x, t∗1 ) 0, x ∈ Ω¯.
(5.24)
Again, using Lemmas 2.2 and 5.1, we have
u2(x, t) ω2(x, t), (x, t) ∈ Ω¯ ×
[
t∗1 ,+∞
)
, (5.25)
and
ω2(x, t) → a2(αe
−γ τ + βε)− βr1
bβ
as t → ∞. (5.26)
From (5.26), we know that for the above ε there exists t∗2  t∗1 > 0 such that
u2(x, t)
a2(αe−γ τ + βε)− βr1
bβ
+ ε, (x, t) ∈ Ω¯ × [t∗2 ,+∞). (5.27)
Combining (5.22)–(5.23) and (5.27), we set⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
c˜1 = max
{
max
Ω¯×[t∗0 ,t∗2 ]
u1(x, t),
αe−γ τ
β
+ ε
}
, cˆ1 = min
{
min
Ω¯×[t∗0 ,t∗2 ]
u1(x, t), δ1
}
,
c˜2 = max
{
max
Ω¯×[t∗0 ,t∗2 ]
u2(x, t),
a2
b
(
αe−γ τ
β
+ ε
)
− r1
b
+ ε
}
,
cˆ2 = min
{
min
Ω¯×[t∗,t∗]
u2(x, t),
δ2
b
}
.
(5.28)0 2
Z. Ge, Y. He / J. Math. Anal. Appl. 339 (2008) 1432–1450 1449Using (5.28), we have
cˆi  ui(x, t) c˜i in Ω¯ ×
[
t∗0 , t∗2
]
, i = 1,2. (5.29)
If ba2αe−γ τ > bβr1 > r1a1a2 and 0 < ε  ε0, then there holds
a2(αe−γ τ + βε)− βr1
bβ
+ ε  a2
b
(
αe−γ τ
β
+ ε0
)
− r1
b
+ ε0. (5.30)
If ba2αe−γ τ > bβr1 > r1a1a2 and 0 < ε0 < (bβ−a1a2)(a2αe
−γ τ−βr1)
βa1a2(a2+b) , using (5.30), we obtain
(bβ − a1a2)(αe−γ τβ − r1a2 )
b
>
a1(a2 + b)ε0
b
⇔
(
1 − a1a2
bβ
)
αe−γ τ − a1a2ε0
b
+ a1r1
b
− a1ε0  βδ1 > βr1
a2
⇔ αe−γ τ − βδ1  a1
[
a2
b
(
αe−γ τ
β
+ ε0
)
− r1
b
+ ε0
]
 a1c˜2. (5.31)
Using (5.31) and (5.28), we have
αe−γ τ − βδ1  a1c˜2 ⇒ αe−γ τ cˆ1 − βcˆ21 − a1cˆ1c˜2  0, (5.32)
bcˆ2 = δ2 < a2δ1 − r1 ⇒ bcˆ22 < a2δ1cˆ2 − r1cˆ2 ⇒ a2cˆ1cˆ2 − r1cˆ2 − bcˆ22  0. (5.33)
From (5.28), it is easy to check that
bc˜2 
a2αe−γ τ
β
+ a2ε − r1 ⇒ bc˜22 
a2αe−γ τ
β
c˜2 + a2c˜2ε − r1c˜2
⇒ 0 a2c˜2
(
αe−γ τ
β
+ ε
)
− r1c˜2 − bc˜22 ⇒ 0 a2c˜1c˜2 − r1c˜2 − bc˜22 (5.34)
and
c˜1 = αe
−γ τ
β
+ ε  αe
−γ τ
β
⇒ βc˜1  αe−γ τ ⇒ βc˜21  c˜1αe−γ τ
⇒ a1δ2c˜1
b
+ βc˜21  c˜1αe−γ τ ⇒ 0 c˜1αe−γ τ − βc˜21 − a1cˆ2c˜1. (5.35)
Combining (5.32)–(5.35) implies that (cˆ1, cˆ2), (c˜1, c˜2) is a pair of ordered upper and lower solutions.
Therefore, using Lemma 5.2, we have
cˆi  ui(x, t) c˜i in Ω¯ × [t∗2 ,+∞), i = 1,2. (5.36)
Using Lemma 5.1 and Remark 5.1, we find that the pair of positive solutions (c∗∗1 , c∗∗2 ) to (5.7) is unique and
c¯i = ci = c∗i (i = 1,2), where c∗∗1 = c∗1 and c∗∗2 = c∗2 . Again, applying Lemma 5.2, we deduce that (5.19) holds. This
completes the proof of Theorem 5.2. 
Using Theorems 3.2–3.3, 4.1–4.2 and 5.1–5.2, we have the following results:
Theorem 5.3. If a2αe−γ τ > βr1, then the positive equilibrium E3(c∗1, c∗2) is globally asymptotically stable as D1
and D2 are sufficiently small.
Theorem 5.4. If ba2αe−γ τ > bβr1 > r1a1a2, then the positive equilibrium E3(c∗1, c∗2) is globally asymptotically
stable.
Theorem 5.5. If a2αe−γ τ < βr1, then the equilibrium E2(αe−γ τβ ,0) is globally asymptotically stable.
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Remark 6.1. If a2αe−γ τ > βr1 and D1,D2 are sufficiently small, we know that the system (1.3) has a unique positive
equilibrium E3(c∗1, c∗2) which is globally asymptotically stable, which means that the predator population and prey
population are permanent. Comparing Theorem 5.3 with Theorem 1.2, we find that the free diffusion of the populations
does not affect the growth of the populations when the diffusion is sufficiently slow. When D1 and D2 are not small
enough, the diffusion has a certain influence on the populations, however, Theorem 5.4 shows that the influence can
be eliminated by improving the parameters to satisfy some suitable conditions.
Remark 6.2. If a2αe−γ τ < βr1, then the predator population of the system (1.3) will die out and the number of
immature and mature of the prey population will tend to a constant. Comparing Theorem 5.5 with Theorem 1.3, we
find that the free diffusion has no effects on the permanence of the populations of the system (1.3).
Remark 6.3. For any diffusion coefficients D1 and D2, from Theorem 2.2 we know that the populations of the sys-
tem (1.2) are permanent under suitable conditions. At the same time, Theorems 2.2 and 3.1 show that the equilibrium
E1(0,0) is not globally stable.
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