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Abstract—Efficient and accurate semantic segmentation is 
particularly important especially for applications like 
autonomous driving which requires real-time inference speed 
and high performance. Many works try to compromise spatial 
resolution to achieve real-time inference speed, which leads to 
poor performance. As a result, real-time segmentation task for 
embedded devices is still an open problem. In this paper, we 
focus on building a network with better performance possible 
while still achieve real-time inference speed. We first use a 
pyramid kernel size to capture more spatial information instead 
of using just a 3×3 kernel size for DWConvolution in ShuffleNet 
v2. Meanwhile, an efficient Vortex Pooling module is employed 
to aggregate the contextual information and generate high-
resolution features. Compared with other state-of-the-art real-
time semantic segmentation networks, the proposed network 
achieves similar inference speed and better performance on 
embedded device. Specifically, we achieve state-of-the-art    
73.46% mean IoU on Cityscapes test dataset, for a 768×1024 
input, a speed of 46.1 frames per second on NVIDIA Jetson 
AGX Xavier embedded development board is achieved. 
Keywords- semantic segmentation, real-time, embedded 
I.  INTRODUCTION 
The research of semantic segmentation is a challenge in 
computer vision. Recent interest in autonomous driving, video 
surveillance, and medical image research has emerged a great 
demand for semantic segmentation algorithms that can 
operate in real-time on low-powerful embedded devices. 
Moreover, such as automatic driving, which requires fine 
accuracy, puts forward high requirements for the performance 
of semantic segmentation. Consequently, the semantic 
segmentation algorithms should be compact and 
computationally efficient. The lightweight neural network 
works should balance efficiency and accuracy. 
Recently, many research works focus on accelerating 
semantic segmentation network to achieve low latency. These 
works can be summarized into three kinds of approaches that 
 Restrict the input size to reduce the computation 
complexity by cropping or resizing [24, 31]. This is a 
simple and effective way to achieve high efficiency, 
but also lost much spatial information, resulting in 
poor performance in both metrics and visualization. 
 Try to compress the existing network by using 
knowledge distillation [8], pruning [7] and other 
compression algorithms. Its goal is to minimize the 
size of the network as much as possible, which will 
greatly alter or even destroy the original network 
structure. 
 Design efficient architectures [11, 12]. This approach 
mainly uses Depthwise Separable Convolution 
(DWConvolution), which decomposes a convolution 
operation into Depthwise Convolution and Pointwise 
Convolution, greatly reduce computational 
requirements without significantly reducing accuracy. 
Specifically in the third approach, ShuffleNets [13, 29] and 
other lightweight architectures [4, 9, 21] have designed for 
mobile devices based on DWConvolution show that this 

















































































(a) Basic unit         (b) Spatial down sampling unit 
Figure 1. Pyramid building blocks. (a) Basic unit; (b) Spatial down 
sampling unit (stride = 2). DWConv: depthwise convolution. ⊗: 
concatenation. 
 
fewer parameters. These lightweight architectures promise 
low-latency inference speed in the task of semantic 
segmentation and motivate us to explore efficient networks 
with rich spatial information. 
In this paper, we introduce a lightweight semantic 
segmentation network that can achieve real-time inference on 
embedded devices with state-of-the-art performance. Our 
network first uses multi-scale kernels (a pyramid kernel size) 
to capture multi-level spatial information instead of using just 
a 3×3 kernel size for DWConvolution in ShuffleNet V2 [13]. 
Meanwhile, an efficient Vortex Pooling [25] module is 
employed to aggregate the contextual information and 
generate high-resolution features. Our main contributions are 
summarized as follows: 
 We achieve computationally efficient inference on 
embedded devices, especially achieving 73.46% 
mIoU on Cityscapes test set using Pyramid 
ShuffleNet and an efficient Vortex Pooling. 
 Proposed Pyramid ShuffleNet can effectively extract 
the multi-levels feature of the image and ensure the 
richness of spatial information. We accelerate Vortex 
Pooling to make it more efficient to aggregate the 
contextual information and generate high-resolution 
features. 
 Proposed network is capable of running real-time on 
embedded devices. 
II. RELATED WORK 
In this section, we introduce the state-of-the-art research 
in the task of semantic segmentation by analyzing the 
evolution process of semantic segmentation network. 
Convolutional neural networks (CNNs) [10] can not only 
achieve state-of-the-art performance in the task of image 
classification, but also make great achievement in semantic 
segmentation. 
Initially, image block classification is a deep learning 
method commonly used in semantic segmentation tasks, 
which uses the image blocks around each pixel to divide each 
pixel into corresponding categories. The main reason for using 
image blocks is that the classification network usually has a 
full connection layer, and its input needs to be a fixed size 
image block. Especially, the proposed seminal fully 
convolution network (FCN) [12] extends the original CNNs 
and can make an intensive prediction without full connection 
layer, which laid the foundation for most modern 
segmentation architectures. 
In addition to the full connection layer structure, the 
pooling layer is another limitation that makes it challenging to 
use CNNs in segmentation problems. The pooling layer (down 
sampling) not only enlarges the receptive field of the upper 
convolution filter, but also aggregates the spatial information 
and discards part of the spatial information. However, the 
semantic segmentation method needs to adjust the category 
map accurately, so it requires both rich spatial information and 
sizeable receptive field. Researchers have proposed three 
different structures to solve the problem of spatial information 
loss. 
Researchers have proposed three different structures to 
solve the problem of spatial information loss. 
Encoder-Decoder Architecture: The encoder uses the 
pooling layer to reduce the spatial dimension of the input data 
gradually, while the decoder progressively restores the details 
and the spatial dimension of the target through the 
deconvolution layer and other network layers. There is usually 
a direct information connection between the encoder and the 
decoder to help the decoder recover the target details better. 
Both FCN [12] and SegNet [1] are early encoder-decoder 
structures, but the benchmark scores of SegNet cannot satisfy 
the practical requirements. Enet [17] also designed an 
encoder-decoder structure with few layers to reduce 
computational cost. 
Some methods employ their specific refinement structure 
into U-shape [1, 6, 12, 16, 20] structure. Vijay et al. and 
Hyeonwoo et al. [1, 16] create an U-shape network with the 
usage of deconvolution layers. UNet [20] acquires multi-level 
features of input through skip-connected. Poudel et al. [6] 
proposed a feature fusion method inspired by Laplacian 
pyramids. Lin et al. [11] fuses coarse-grained high-level 
features and fine-grained low-level features. However, in the 
U-shape structure, some lost spatial information can not be 
easily recovered. 
Two-branch Architecture: This Architecture usually has 
two branches to confront with the loss of spatial information 
and the contraction of receiving field respectively. ICNet [31], 
ContextNet [18], BiSeNet [26] and GUN [15] employ a 
shallow network structure as the spatial branch to obtain rich 
spatial information from low-level features. In respect of 
context branch, a deep network structure is employed to obtain 
a larger receptive field to acquire global context information. 
More recently, inspired by two-branch architecture, Fast-
SCNN [19] incorporates a shared shallow network path to 
encode detail, while the context is efficiently learned at low 
resolution. 
Nevertheless, networks with the two-branch or multi-
branch architecture usually introduce heavy computational 
overhead, being nontrivial to optimize, especially when the 
network goes more in-depth, which therefore makes them 
unfavorable for the task of semantic segmentation. 
Atrous Convolutions based Architecture: Atrous 
convolutions, or dilated convolutions [27], are shown to be a 
powerful tool in the semantic segmentation task [2]. The 
atrous convolutions amplify the receptive field of the 
convolution filter while keeping the number of parameters 
invariant. Simultaneously, it can promise that the size of the 
feature map remains invariant. 
By using atrous convolutions it is possible to use 
pretrained ImageNet networks such as [13, 21] to extract 
denser feature maps by replacing downscaling at the last 
layers with atrous rates, thus allowing us to control the 
dimensions of the features [22]. DeepLab V3 [2] is one of the 
most recent state-of-the-art semantic segmentation networks 
on multiple benchmarks. In their approach, they improved the 
ASPP module proposed in [3] for better context features. 
Furthermore, Vortex Pooling [25] delves into the ASPP 
module and explore its deficiency. Meanwhile, Yu et al. [28] 
and Wang et al. [23] showed that dilated convolution might 
cause "gridding" problems, and they proposed Hybrid Dilated 
Convolution (HDC) to remove such abnormal artifacts. 
Our literature review in this Section and Section 1 shows 
us that the architecture and implementation of ShuffleNet V2 
are effective as the main feature extraction structure of 
efficient semantics segmentation network. Both Türkmen et 
al. [22] and Zhao et al. [30] indicate that employing 
ShuffleNet can achieve fast inference speed and acceptable 
accuracy. We improve ShuffleNet V2 to capture multi-level 
spatial information and accelerate Vortex Pooling to 
aggregate the contextual information and generate high-
resolution features. 
III. PROPOSED METHOD 
In this section, we first illustrate our proposed pyramid 
building blocks. Furthermore, we describe improved Vortex 
Pooling. Finally, we elaborate our proposed network 
architecture. 
A. Pyramid Building Blocks 
As shown in Figure 1, we use a pyramid kernel size to 
capture more spatial information instead of using just a 3×3 
kernel size for DWConvolution in building blocks of 
ShuffleNet v2 [13]. Then combines all output of pyramid 
convolution before the 1×1 convolution.  
For basic unit, the “Channel Split” operation splits the 
input into two branches with c-c'  and c'  channels, 
respectively. For simplicity, we set c'=c/2 . One branch 
directly goes through the block without any operation. The 
other branch consists of a pyramid convolution sandwiched 
between two 1×1 convolutions with the same input and 
output channels. After convolution, the two branches are 
concatenated. Finally, the “Channel shuffle” operation is 
employed to enable information communication between the 
two branches.  
For spatial down sampling, The “Channel Split” 
operation is removed at the beginning of the block. Thus, the 
number of output channels is doubled. Besides, the left 
branch consists of a 1×1 DWConv (stride = 2) and a 1×1 
convolutions. The right branch remains the same as the basic 
unit except that the stride of convolutions whose size larger 
than 1 is set to 2. 
Furthermore, we set the kernel size group of pyramid 
convolution to K={k1,k2,…,kN} . We apply a strategy (as 
shown in Figure 2) inspired by [5] to combine the outputs of 
pyramid convolution. For the output group C={c1,c2,…,cN} 










i=1  means concatenating 𝑥1, 𝑥2, … , 𝑥𝑁, and ∑ xi
N
i=1   
means adding x1,x2,…,xN. 
B. Efficient Vortex Pooling 
As aforementioned, semantic segmentation requires both 
rich spatial information and sizeable receptive field. In other 
words, besides spatial information, global contextual 
information is also essential. Vortex Pooling is an effective 
module for aggregating contextual information by multi-
branch convolution with different dilation rates. Different 
dilation rates can dramatically increase the receptive field, 
thus acquiring multi-level contextual information. 
Vortex Pooling first takes each k×k square region in input 
feature map as subregion. Specifically, it uses small k for the 
subregions near from the given pixel, which enables more 
details. While for regions far away from the target pixel, it 
uses large k because only contextual information is needed. 
The k values for the four convolution layers are set to (1, 3, 9, 
27), respectively. Operationally, it first uses k×k average 
pooling to pool the descriptor in each subregion to one new 
descriptor. Then it employs four convolution layers with 







































Figure 2. The combination strategy of output group of the pyramid 































Figure 3. Architecture of efficient Vortex Pooling. 
 
TABLE I.  RESULTS ON CITYSCAPES TEST SET OF (1) ENET [17], (2) SHUFFLENETV2+DPC [22], (3) FAST-SCNN [19], AND OUR PYRAMID SHUFFLENET 
V2 WITH EFFICIENT VORTEX POOLING. 
Method mIoU Building Sky Car Sign Road Person Fence Pole Sidewalk Bicycle 
1 58.3 85.0 90.6 90.6 44.0 96.3 65.5 33.2 43.5 74.2 55.4 
2 70.3 90.7 93.9 94.0 66.9 98.1 78.5 50.9 51.5 82.5 67.5 
3 68.0 89.7 94.3 93.0 60.5 97.9 74.0 48.6 48.3 81.6 61.2 
Ours 73.4 91.6 94.6 94.7 73.8 98.3 82.4 51.6 58.2 83.8 70.8 
all subregions. Simultaneously, it applies global average 
pooling on the input to incorporate global information, feeds 
the result to a 1×1 convolution, and then bilinearly up sample 
the feature map to generate high-resolution features. 
TABLE II.  PROPOSED NETWORK ARCHITECTURE. 
Layer Output Size Stride Rate Repeat 















































512×1024×n_classes   1 
 
While the original Vortex Pooling effectively converges 
contextual information, it also introduces a lot of additional 
parameters from the four convolution layers. This stunts the 
inference speed of our network heavily. To address the 
problem, we apply four 3×3 depthwise separable convolutions 
with dilation rates are set to (1, 3, 9, 27) instead of standard 
convolutions as shown in Figure 3. This operation remarkably 
reduces the number of parameters and improves efficiency, 
while almost maintaining the original performance of Vortex 
Pooling. To be precise, it reduces the number of parameters 
from 10.42 million to 2.69 million at the expense of 0.7% 
mIoU (as shown in Table Ⅳ). 
C. Network Architecture 
The architecture of our proposed network is presented in 
Table Ⅱ. It can be divided into an initial module, a feature 
extraction module, Vortex Pooling module, and up-sampling 
module. 
The initial module consists of a standard convolution and 
a max pooling, and feature extraction module consists of three 
stages. These two modules are based on ShuffleNet v2. Note 
that there are some differences. For following the discovery in 
[2], that is, the consecutive striding is harmful for semantic 
segmentation. We set the stride of the spatial down sampling 
unit in Stage3 to 1, the dilated rates of the next three basic 
units to (1, 2, 3) respectively, and the kernel size of all 
DWConvs of Stage3 to 3×3. In the original ShuffleNet v2, 
output_stride goes as low as 32, after our implementation, the 
output_stride of Stage3 in our network is adjusted to 16. 
Next module is the improved efficient vortex pooling as 
previously described. Finally, two convolutions and a bilinear 
up sampling are employed to classify and up sample the 
feature map to input size. 
IV. EXPERIMENTS 
We evaluate our proposed network on Cityscapes [14] 
benchmark, which is a large urban street scene dataset in the 
field of semantic segmentation. It contains 5000 finely 
annotated samples which are split into 2975, 500 and 1525 for 
training, validation, and testing respectively. 
A. Implementation Details 
We use stochastic gradient descent (SGD) with 
momentum 0.9 and batch-size 16. Following [9, 14, 19, 30], 
we employ "ploy" learning rate with initial value 2.5e-2 and 
power 0.9. Our network is trained with cross-entropy loss. To 
augment data, we apply random resizing with scales contains 
{0.75, 1.0, 1.5, 1.75, 2.0}, randomly crop, horizontal flip. 
B.  Evaluation of Cityscapes 
TABLE III.  CLASS AND CATEGORY IOUS OF OUR PROPOSED NETWORK 
COMPARED TO OTHER STATE-OF-THE-ART SEMANTIC SEGMENTATION 
NETWORKS ON THE CITYSCAPES TEST SET. THE NUMBER OF PARAMETERS IS 
LISTED IN MILLIONS. 
Mothod Class IoU Cat. IoU Params 
DeepLab-v2 [3] 70.4 86.4 44. __ 
PSPNet [30] 78.4 90.6 65.7_ 
SegNet [1] 56.1 79.8 29.46 
Enet [17] 58.3 80.4 00.37 
ICNet [31] 69.5 - 06.68 
ERFNet [32] 68.0 86.5 02.1_ 
BiSeNet [26] 71.4 - 05.8_ 
ShuffleNetv2+DPC [22] 70.33 86.48 03.82 
Fast-SCNN [19] 68.0 84.7 01.11 
Ours 73.46 88.32 02.69 
 
Our network outperforms state-of-the-art efficient 
networks on the Cityscapes test set. Table Ⅰ  display detail 
results of IoUs on class-level. As shown in Table Ⅲ, we 
compare our network with other offline networks (DeepLab-
v2, PSPNet) and state-of-the-art real-time semantic 
segmentation networks in terms of performance and number 
of parameters. Our network only has 2.69 million parameters, 
which is slightly higher than ERFNet (2.1_ million) and Fast-
SCNN (1.11 million) except ENet with poor performance. 
Furthermore, We achieve 73.4% mIoU which makes a gain of 
3.13% mIoU over the best performing ShuffleNetv2+DPC 
network. 
C. Ablation Experiments 
In this section, using mIoU and number of parameters as 
indicators, we perform ablation experiments to explore the 
effects of different implementation of the network. 
TABLE IV.  ABLATION RESULTS ON THE CITYSCAPES TEST SET. 
NUMBER OF PARAMETERS IS LISTED IN MILLIONS.  
Method Class Params 
ShuffleNetv2 67.7 01.68 
PydShuffleNetv2 71.22 02.10 
PydShuffleNetv2+VortexPooling 74.16 10.42 
PydShuffleNetv2+efficirnt VP  73.46 02.69 
 
The ablative results are showed in Table Ⅳ. Original 
ShuffleNet v2 can obtain 67.7% mean IoU on the Cityscapes 
test set. After we use pyramid convolutions instead of 
DWConvolution in ShuffleNet v2, mIoU increased by about 
3.52%. Then Vortex Pooling further increases about 2.94% 
mIoU. For the number of parameters, as aforementioned, 
original Vortex Pooling introduces 8.3 million parameters 
from the four convolution layers, but our operation 
remarkably reduces the number of parameters from 10.42 
million to 2.69 million. The results of ablation experiments 
strongly demonstrate the effectiveness of our continuous 
improvement of the network. 
D. Inference Speed on Embedded Devices and Qualitative 
Results 
We present the inference speed results for different input 
size on Jetson AGX Xavier Developer Kit in Figure 5. The 
configuration of Xavier is 512-core Volta GPU with Tensor 
Cores, 8-core ARM v8.2 64-bit CPU with 8MB L2 + 4MB L3 
and 16-GB memory. The original image size of Cityscapes is 
1024×2048, we also experiment with 768×1024 and 
512×1024 resolutions. The experimental results show that our 
network achieves similar inference speed and better 
performance compared (over 2.06% and 5.46% mIoU of 
BiSeNet and Fast-SCNN respectively) with other state-of-the-
 
(a) image          (b) Ground truth     (c) ShuffleNetv2+DPC              (d) ours 
Figure 4. Example results on Cityscapes validation set. (Black colored regions on ground truth are ignored) 
 
Figure 5. Inference speed on Jetson AGX Xavier. 
 
art real-time semantic segmentation networks on embedding 
device. 
Finally, Figure 4 displays the qualitative results of our 
network on Cityscapes validation set. Visually, our network is 
closer to ground truth in some details. For example, the fence 
in the second picture, the pedestrian in the far of the fourth 
picture, and the tricycle in the fifth picture. In particular, our 
results have fewer noise points. 
V. CONCLUSIONS 
In this paper, we have presented a semantic segmentation 
network with state-of-the-art mIoU without compromising the 
inference speed. The experimental results show that our 
network achieves a competitive 73.46% mIoU on Cityscapes 
test dataset. Furthermore, we tested our network on embedded 
device and achieve 46.1 frames per second for a 768×1024 
input, which means that our proposed network is capable of 
running real-time on embedded devices. Future work is to 
further accelerate the network without compressing 
performance. 
From the experimental results, we discovered that the 
precise segmentation of object boundary is a direction in 
which the network can be improved. In the future work, we 
intend to combine some edge segmentation algorithms with 
our network efficiently, so as to further improve the 
performance of the network. 
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