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ABSTRACT
Humans are interested in the knowledge of pollen loads
composition due to their nutritional value and therapeu-
tical beneﬁts. Its palynological composition depends on
the local ﬂora surrounding the beehive. So, the presence
of a speciﬁc composition of pollen types in a sample in-
dicates its geographical origin. Currently, pollen origin
is manually determined by an expert palynologist count-
ing the proportion of pollen types analyzing the pollen of
the hive with an optical microscopy. This procedure is
tedious and expensive for its systematic application. We
present an automatic methodology to discriminate pollen
loads of genus Rubus and Cytisus based on texture image
classiﬁcation. The method consists of three steps: after
selection non-blurring regions of interest (ROIs) in the
original image, a texture feature vector for each ROIs is
calculated, which is used to discriminate between pollen
types. An statistical evaluation of the algorithm is pro-
vided and discussed.
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1. Introduction
Humans use products coming from the hive such as
honey, royal jelly or apicultural pollen for different pur-
poses. Despite of their nutritional value as nutritional
complement for humans, they are appreciated for their
therapeutical characteristics. Hence, they are recom-
mended to treat manyhuman complaints. The apitherapy
studies their curative applications.
Corbicula pollen is the essential feeding for the
hive. The worker bees collect the pollen in the ﬂower,
form small balls, stick them to the corbiculas of their
back legs and carry them to the hive. The pollen loads
collected come from plants placed in the surrounding of
the hive.
Human are interested on pollen loads as nutritional
complement due to its high content in amino acids, vita-
min, etc. Their consumption in Spain and other countries
is relatively recent, but in the last years it has been be-
come economically very important. Nowadays, they are
sold in health food shops, supermarkets or food super-
stores.
The local ﬂora surrounding the beehive inﬂuences
the palynological composition of pollen loads. The pres-
enceof aspeciﬁccombinationof pollentypes inasample
indicates its geographical origin. As a result, analyzing
the proporcional representation of different pollen types
allows the characterization of pollen from different ar-
eas. The current method to determine the ﬂoral origin is
analyzing the pollen by an optical microscopy and then
counting the number of pollen of vegetal species [1].
This procedure is tedious and requires expert personal.
Industries are interested in the development of method-
ologies, which can systematically be applied on a chain
of production, to classify pollen loads.
Investigations of the composition of pollen loads
collected by honeybee have demonstrated [2] that bees
forms pollen loads with monospeciﬁc pollen grains, i.e.
pollen grains of only one plant specie. Each pollen plant
has special physical characteristics such as colour, size,
shape, texture, etc [3]. In particular, texture has qualita-
tively been described by some authors using stereoscopic
microscopeasthick, mediumandthin texture [4, 5]. Dif-
ferences in visual texture of pollen loads are due to the
microtexture associated to pollen grain of each vegetable
specie, which is related to the structure of its exine and
the nature of pollenkit that covers it. So, pollen loads
texture must be characteristic of each plant specie.
We investigate the feasibility of the application of
computer vision to determine in a fast and precise way
the ﬂoral origin of apicola pollen marked in the north-
west of Spain (Galicia). It will be useful to be able to
detect fraud in both product composition and geograph-
ical origin of them. Until now, the only related work in
the literature was presented by Li et al. [6], which iden-
tify pollen grains microtextures using neural networks.
In this paper, we propose a method to classify pollen
loads of genus Rubus and Cytisus based of texture anal-
ysis. The following section describes the design of the
experiment, the next one presents the methods. Perfor-
mance of the system is also provided and discussed in
last two sections.
2. Design of experiment
Pollen load samples were collected in two hives located
in Pontevedra and Viana (two villages geographically
distant of the northwestern of Iberian peninsula (Gali-
cia)). The pollen loads gathered was dried in a heater at￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
C for approximately two hours. Microscopical
identiﬁcation
￿ of each sample was manually made by an
expert palynologist. Rubus and Cytisus types frequently
appear and are abounding in Galician pollen loads [3].
So, they are used in this initial study. We use a data
set of 80 pollen loads derived in the following man-
ner: 20 Cytisus pollen loads from the hive of Viana,
20 Cytisus pollen loads from the hive of Pontevedra, 20
Rubus pollen loads from the hive of Viana and 20 Rubus
pollen loads from the hive of Pontevedra.
Once pollen loads are identiﬁed, they are taken by
a Nikon SMZ800 magnifying glass, which is connected
to a general purpose digital camera Nikon Coolpix E950.
Afterwards, images are transferred to a PC using a serial
cable. Curbicula pollen are digitized by
￿
￿
￿
￿
￿
￿
point per
￿
￿
￿ , yielding an image of
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
pixels.
Figura 1 shows images of genus 1shape Rubus and
Cytisus. It is important to emphasize that visual appear-
ance of pollen loads (grey level shade) can be inﬂuenced
by many factors such as humidity, dried treatment, etc
[3] . This fact can be observed comparing the most right
and medium images of ﬁgure 1 for genus Cytisus of both
hives.
Later,digital image are processed by the image pro-
cessing module described in the next section to classify
the pollen loads.
3. Image processing module
As we have mentioned, different types of pollen may
be seen as different texture from the viewpoint of com-
puter vision. Texture refers to properties that represent
the structure of an object. Palynologist usually describe
texture as tick, thin, ﬁne, coarse, grained, smooth, etc,
implying that some more precise features must be de-
ﬁned to make machine recognition possible. Despite
the lack of a complete and formal deﬁnition of texture,
a large number of approaches for texture classiﬁcation
have been suggested. A common denominator of many
approaches is that the textured image is described by a
feature vector of properties which represents a point in a
multi-dimensional feature space. Then, the aim is to ﬁnd
some discrimination criterion assigning a texture to some
speciﬁc class.
From the images of ﬁgure 1, it can be observed that
images are blurring in some parts due to corbicula pollen
are not ﬂat over the acquisition area. Then, the ﬁrst issue
to solvewill be to extract non-blurring regions of interest
(ROI) in the original image. Secondly, image processing
module must be applied to the ROIs. It consists of the
following steps: texture features generation and classiﬁ-
cation. They are described in the next subsections.
3.1 Extracting region of interest(ROI)
We propose an algorithm to extract non-blurring regions
of interest from the original image. It works as follows:
1. Original image is sweeping out from left to right
and top to down and it is taken overlapping regions
of
￿
￿
￿ pixels. We assume that textural image
information is contained in regions of
￿
￿
￿
￿
￿
￿
￿
pixels and we consider a constant shifting of
￿
￿
￿
￿
pixels.
2. From these ROIs, we choose those ones that present
less blurring. They satisfy that have the highest
fourth statistical moment
￿
￿
￿ . Let
￿ be the random
variable representing the gray levels in the region of
interest and
￿
￿
￿
￿
￿
￿
￿ the fraction of pixels with gray
level
￿ (its histogram).
￿
￿
￿ is deﬁned by:
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where
- is the possible grey levels presented in the
image,
￿ is a grey level and
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Figure 2 and ﬁgure 3 show respectively the four
ROIs extracted from ﬁgure 1, which has reached the
highest
￿
￿ .
3.2 Texture feature generation
Statistical and ﬁltering texture approaches are frequently
used in the literature in many classiﬁcation applications
[7, 8]. First order statistics providegreylevel distribution
information in the image. Second order statistics pro-
vides information about the relative positions of the grey
levels within the image. Some approaches widely used
are: features proposed by Haralick et al. [9, 7] from
the Grey Level Co-occurrence Matrix (GLCM), Neigh-
boring Gray Level Dependence Statistics (NGLDS) and
Grey Level Run Length Statistics (GLRLS). Next, we
brieﬂy describe these measures.
3.2.1 First-order statistics
Let
￿ be the random variable representing the gray lev-
els in the region of interest. The fraction of pixels with
gray level
￿ ,
￿
￿
￿
￿
￿
￿
￿ is its histogram. Let
￿
￿
1 be the possi-
ble number of gray levels. We deﬁne the following ﬁrst-
order statistics:
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C is the energy in the region.
Central moments:
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$ is themean value of x. The most frequently used cen-
tral moments are
￿
C ,
￿
0
J and
￿
￿ , which are known as the
variance,
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statistical moments respectively.a b c
Figure 1. Digital images of Cytisus pollen of the hive of Pontevedra (a) and Viana (b). Rubus pollen of the hive of
Pontevedra (c).
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moments.
Entropy:
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Entropyis a measureof histogram uniformity. The closer
to the uniform distribution (
￿
￿
￿
￿
￿
￿
￿ =constant), the higher
U
.
3.2.2 Haralick coeﬁcients (HC)
The grey level co-occurrence matrix of the im-
age, GLCM, is based on the estimation of the
second-order joint conditional probability density func-
tions,
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￿ is the probability of going from grey level
￿ to grey level
[ , given that the intersample spacing is
\ and the direction is given by
^ . If an image has
￿
e
1
grey levels, then the GLCM can be written as
￿
e
1
￿
￿
]
￿
￿
1
matrices. Each matrix is computed from a digital image
by counting the number of times each pair of grey lev-
els occurs at separation
\ and in the direction
^ . The
matrices are combined by averaging the GLCM for each
angle in order to obtain some degree of rotation invari-
ance. This two-dimensional vector could be used as a
texture-feature vector. But, it is common to use the fol-
lowing derived features from the matrix: ENE (energy),
ENT (entropy), Cor (Correlation), IDM (Inverse Differ-
ence Moment), INE (inertia), CS (Cluster Shade) and CP
(Cluster Prominence).
3.2.3 Grey level run length statistics
(GLRLS)
A set of consecutive pixels in the image having the same
gray level value is called gray level run [8, 10]. The
length of the run is the number of pixels in the run. In
coarse texture, it is expected that the long runs would
occur relatively often, where a ﬁne texture will con-
tain a higher proportion of short runs. Lets be I(x,y) a
Figure2. ROIsof
￿
￿
￿
￿
￿
￿
￿ pixelsextractedfrom Citysus
pollen image of Pontevedra hive (ﬁgure 1).
digital image of
￿
￿
￿ dimensions and
￿
e
1 gray lev-
els. The corresponding run length matrix
f
e
g
￿
h is de-
ﬁned for each of four directions
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K , i.e. an
￿
1
￿
￿
K array, where
￿
K is
the largest possible run length in the image. The ma-
trix for the four directions are added. The following
features are derived: SRE (Short Run Emphasis), LRE
(Long Run Emphasis), GLNU (Gray Level Nonunifor-
mity), RLN(Run Length Nonuniformity) and RP (Run
Percentage).
3.2.4 Neighboring Gray Level Dependence
Statistics (NGLDS)
This method considers the relationship between an el-
ement and all its neighboring elements at one time. It
is based on the calculation of a gray level spatial depen-
dence matrix (NGLDM)of an image [10]. This matrix is
a two-dimensional array
f of
￿
1
￿
]
￿
K dimensions, where
￿
1 is the number of possible gray levels and
￿
K is theFigure 3. ROIs of
￿
￿
￿
￿
￿
￿
￿ pixels extracted from Rubus
pollen image of ﬁgure 1.
number of possible neighbors to a pixel in an image. Let
k
￿
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￿ be a discrete image, then the
f matrix (for posi-
tive integer
\ and
o ) is computed by counting the number
of times the difference between each element
k
￿
￿
￿
l
>
A
m
?
￿ and
itsneighborsis equaltoorlessthan
o ata certaindistance
\ . The usual numerical measures calculated from
f ma-
trix are: SNE (Small Number Emphasis), LNE (Large
Number Emphasis), NNU (Number Nonuniformity), SM
(Second Moment) and ENT (Entropy). Common values
to
\ and
o are respectively
￿ and
￿
.
3.2.5 Filtering texture features
The application of the discrete wavelet transform and
variants thereof for texture identiﬁcation have received
considerable attention in the literature [11, 12]. Wavelet
packets are a generalization of orthonormal and com-
pactly supported wavelets [13]. For two-dimensional
images, basic function can be expressed as the tensor
product of two one-dimensional basis functions in the
horizontal and vertical directions with corresponding 2-
D ﬁlter coefﬁcientsthat represent low-pass and high-pass
ﬁltering effects in the
￿ and
m direction, respectively
[14]. Daubechies wavelet [13] are orthonormal, regular
wavelets of compact support and are therefore suitable
for analysis of signals with ﬁnite support, particulary for
image analysis. The orthogonally condition ensures that
the representations of the signals at different levels of de-
composition are uncorrelated. The regularity condition
provides a sufﬁcient decay of the mother wavelet in the
frequency domain which it makes continuous in the spa-
tial domain. Daubechies wavelet of ﬁlter length 4,6,12
and/or 20
￿
￿
p
￿
>
A
p
r
q
￿
>
T
p
$
C
>
T
p
C
(
￿ are commonly used to ex-
tract texture information for several application [12].
The energyand entropyfeatures were computed for
the decomposed wavelet packets deﬁnes as
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3.3 Classiﬁcation
Once textural feature are computed, the next issue is how
to assign each query case to a pre-established class (in
our case, Rubus or Cytisus pollen). Minimum distance
classiﬁer is the simplest one in the literature [15]. Let
x be the number of classes,
~ the number of corbic-
ula pollens and
￿ the number of regions of interest ex-
tracted from each corbicula pollen. Lets also
￿
]
￿
￿
v
￿
5
￿
￿
v
$
>
c
￿
￿
v
C
>
￿
G
H
G
I
G
I
>
c
￿
￿
v
￿
7
be the feature vector of
[ elements
that identiﬁes uniquely the ROI
i
of image
￿ . The met-
ric used to measure the similarity between a query case
and mean class prototypes is the Mahalanobis distance to
each class
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p
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where
￿ is the covariance matrix in the training set and
￿
2 is the mean class prototype foreach class
; . Prototype
class is calculated taking the mean vector on the train-
ing set. We assume the same covariance matrix for all
classes. The training set is performed using
~
￿
￿ pollen
loads and the test is carried out using the excluded one
(leaven-one-image-out approach). If this is correct clas-
siﬁed a hit is counted. This is repeated
~ times, each ex-
cluding a differentpollen load. The class of excludedone
is derivedby majority votingamongthe setof
￿ ROIsex-
tracted from each pollen load image. The percentage of
correct classiﬁed pollen loads give us the sensibility of
the system.
Some of texture features may have meaningless
classiﬁcation capabilities or do not improve overall sys-
tem performance due to the correlation among them. In
orden to improve pollen loads classiﬁcation ratio and ef-
ﬁciencyof the system, an important issue is how to select
the optimal features. Exhaustive search of
￿ features out
of
[ available yields rather high number of combinations
(for example,
￿
￿
￿
￿
￿
￿
￿
￿
for
[
￿
￿
￿
￿
￿
and
￿
S
￿
￿
). So, in
practice, other suboptimal searching algorithms are sug-
gested [16]. They fall into two categories: scalar and
vector feature selection.
Scalar feature selection is based on the measure of
the classiﬁcation effectiveness of individual features for
our problem to select a subset of
￿ features out of
[ orig-
inally available. We compute a discrimination criterion
￿
￿
￿
￿
￿
￿ for each of feature
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then ranked in order of descending values of
￿
￿
￿
￿
,
￿ . The
￿ features corresponding to the
￿ highest values of
￿
￿
￿
￿
,
￿
are then selected to form the feature vector. We adopt thesensibility (percentage of pollen loads correctly classi-
ﬁed) of feature
￿ as the criterion
￿
￿
￿
￿
,
￿ . The classiﬁcation
of an observation (in this case one texture feature) into a
concrete class is simply a matter of calculating the Eu-
clidean distance of the observation to each class mean
prototype in the training set and assigning the pattern to
the class with the smallest distance. This feature selector
is called MIS (Maximum Individual Sensitivity).
Scalar approaches has the advantage of computa-
tionally simplicity. However, such approaches do not
take into account existing correlations between features.
Feature vector selection approaches measure the capabil-
ities of feature vector (or subsets of the set of available
features). We use the Floating Search Method (FSM)
proposed by Pudil et al. [17], which works as follow:
Consider a set of
[ features and the idea is to search
the best subset of
￿ of them for
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that a cost criterion
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is optimized (for us,
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is the sen-
sibility of the system using Mahalanobis distance). Let
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$ features, respectively. The
algorithm can be summarized in the following steps:
Step I: Inclusion
Form the best subset of
￿
￿
￿
s
￿ elements,
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. It is
which, combined with
￿
6
￿
, results to the best value of
￿
.
Step II: Test and exclusion
Return to the previously selected lower dimension
subsets to check whether the inclusion of this new ele-
ment improves the criterion
￿
. If it does, the new ele-
ment replaces one of the previously selected feature and
the backward search is performed until
￿
￿
￿
6
￿
￿
￿
$
￿
￿
K
￿
￿
￿
￿
￿
￿
￿
￿ ,
￿
K
￿
￿
￿
￿
￿
￿
$ . If it does not, go to step I.
The algorithm is initialized by running twice inclu-
sion step to form
￿
C . The algorithm terminates when
￿
features have been selected.
4. Results and discussion
We test the performance of our system to classify genus
Rubus and Cytisus on the data set described in section
2. In our experiment, we automatically extract
￿
non-
blurring
￿
￿
￿
￿
￿
￿
￿ ROIs from each pollen load image
using the method presented in section 3.1. Table 1 shows
the percentage of correct pollen loads classiﬁcation for
all texture feature vector (section 3.2) and feature se-
lectors (3.3) described previously. For wavelet analysis,
energy and entropy signatures (WE and WH in the ta-
ble respectively) are computed from a standard wavelet
decomposition in
￿
levels using Daubechies basis
p
C
( ,
which yields texture feature vector of
￿
￿
￿ elements.
Thehighestsensitivity (79%)areachievedcombin-
ing texture feature vector WE with feature selector FSM
(Floating Search Method). The subset of features cho-
sen by the FSM algorithm is: energy of the high-high
frequency channel for levels 1, 2, 3 and 4; the high-low
channel of level 1 and the low-high channel of level 2.
Confusion matrices help us to exactly determine
how is system behavior in relation to both different
Feature selectors
Features N All MIS FSM
FOS 11 61 66 71
HC 7 56 61 65
NGLDS 5 60 61 61
GLRLS 5 - 61 61
SF 28 - 71 77
WE 16 73 73 79
WH 16 69 69 76
N: Number of texture features
-: values meaningless
SF: union of FOS, HC, NGLDS and GLRLS
Table 1. Percentage of correct pollen loads classiﬁca-
tion for various combinations of texture features vectors
(rows) and feature selectors (columns).
Class observed
Hive Rubus Cytisus
Rubus P 90 10
V 65 35
Cytisus P 20 80
V 20 80
Table 2. Confusion matrixof themethod, whichprovides
the hightest sensitivity in table 1
pollen types (Rubus or Cytisus) and geographical loca-
tions of beehives. Table 2 shows the confusion matrix to
the subset of features selected. Items in this table repre-
sent percentage of correct and error pollen loads clas-
siﬁcation of the observed class (class provided by the
classiﬁer) in relation to the expected class (true classes).
Our method is robust because of correct classiﬁcation
rate is similar for each class ( 77% for Rubus and 80%
for Cytisus). It is also independent of hive location for
Cytisus genus (80% in both cases) and almost indepen-
dent for Rubus genus (90% for Pontevedra hive and 65%
for Viana hive).
5. Conclusion
We presented a working prototype of a system to au-
tomatically determine the genus of pollen loads using
digital images taken by a magnifying glass. The algo-
rithm developed consist of four steps: non-blurring ROIs
extraction, texture feature generation, feature selection
and classiﬁcation. The highest sensibility provided by
the system to discriminate Rubus and Cytisus genus was
79%. It was reached combining wavelet energy texture
signature with feature selector Floating Search Method.
Although current initial classiﬁcation rate (79%) is
satisfactory and very encouraging for palynologist ex-
pert, additional work with a wider set of plant genus and
geographical location of the hiveswill be needed in order
to apply it systematically in industries.Acknowledgment
This investigation was supported by the Xunta de Gali-
cia (regional goverment) project Study of dairy selection
of polineferas plant in apis mellifera and inﬂuence of
protein content of pollenkit and texture of polen loads
(PGIDT01PXI38305PR).
References
[1] E. Diaz Losada, E. Fern´ andez G´ omez, C. Al-
varez Carro, and M.P. Saa Otero. Aportaci´ on
al conocimiento del origen ﬂoral y composici´ on
quimica del polen apicola de Galicia (Spain). Bo-
letinde la Real Sociedad Espa˜ nolade HistoriaNat-
ural, 92(1-4):195–202, 1996.
[2] M.P. De S´ a-Otero, P. Canal-Camba, and E. Diaz-
Losada. Initial data on the speciﬁc heterogene-
ity foundin the bee pollen loads produced in the
”Baixa-Limia-Serra do Xur´ es” Nature Park, 2002.
[3] E.Diaz Losada, A.V. Gonz´ alezPorto, and M.P.Saa
Otero. ´ Etudede laculeurdupollenapicolerecueilli
pa Apis mellifer L. en nord-ouest d’Espagne. (Gal-
ice). Acta Botanica Gallica, 145(1):39–48, 1998.
[4] D. Hodges. The pollen loads of the honeybee. In
Bee Research Association, page 48. 1984.
[5] M.I. Hidalgo and M. L. Bootello. About some
physical characteristics of the pollen loads col-
lectedbyApismelliferaL.. Apicoltura,6:179–191,
1990.
[6] P. Li and J.R. Flenley. Pollen texture identiﬁcation
using neural networks. Grana, pages 59–64, 1999.
[7] R. M. Haralick and L. G. Shapiro. Computer and
Robot Vision. Addison-Wesley, 1993.
[8] M. Sonka, V. Hlavac, and R. Boyle. ImageProcess-
ing, Analysis, and Machine Vision. International
Thomsom Publishing (ITP), 1999.
[9] R. M. Haralick, K. Shanmugam, and I. Dinstein.
Textural Features for Image Classiﬁcation. IEEE
Trans. on Man and Cibernetics, 3(6):610–621,
1973.
[10] L. H. Siew, R. M. Hodgson, and E. J. Wood. Tex-
ture Measures for Carpet Wear Assessment. IEEE
Trans. on Pattern Analysis and Machine Intelli-
gence, 10(1):92–104, 1988.
[11] T. Randen and J. H. Husoy. Filtering for Tex-
ture Classiﬁcation: A Comparative Study. IEEE
Trans. on Pattern Analysis and Machine Intelli-
gence, 21(4):291–310, 1999.
[12] A. Laine and J. Fan. Texture classiﬁcation by
Wavelet Packet signatures. IEEE Trans. on Pattern
Analysis and Machine Intelligence, 15(11):1186–
1191, 1993.
[13] I. Daubechies. Ortonormal bases of compactly
supported wavelets. Commun. Pure Appl. Math.,
XLI:909–996, 1988.
[14] S. Mallat. A threary for multiresolution signal de-
scomposition: the wavelet representation. IEEE
Trans. on Pattern Analysis and Machine Intelli-
gence, 11(7):674–693, 1989.
[15] R. O. Duda, P. E. Hart, and D. G. Stork. Pattern
Classiﬁcation. Jonh Wiley Sons, 2001.
[16] S.Theodoridis and K.Koutroumbas. Pattern recog-
nition. Academic Press, 1999.
[17] P. Pudil, J. Novovicova, and J. Kittler. Floating
search methods in feature selection. Pattern Recog-
nition Letters, 15:1119–1125, 1994.