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Abstract 
New methods for solving Schrodinger wave equations in coupled channels have been worked out by studying the 
traditional recurrence relations of wave functions. In these methods, the relations of the relative coefficients for the wave 
functions with neighboring points are used. The operation for the inverse of a matrix is avoided. The truncation error 
does not depend on the behavior of the interacting potential matrix which may have been a problem in the traditional 
methods. The amount of computation needed in the new recurrence is estimated to be lower than a half of that in all the 
other methods. 
Keywords: Coupled channel equations; Recurrence of relative coefficients 
AMS classijication: 80-81; 6X20; 65L15 
1. Introduction 
To solve numerically Schrodinger wave equations in coupled channels, especially in problems of 
nuclear scattering and reactions [4, 31, it is necessary to carry out the wave-function recurrence 
from the origin of coordinates, or the center of the nuclear core, to the external region, which is 
usually the outside of the nuclear interaction area. When the recurrence reaches the channel radius, 
at which the interaction is negligible, the internal wave functions match the external ones to give 
out the reaction matrix elements. For this purpose, Numerov’s three-point recurrence relation has 
most frequently been used [l]. The recurrence requires a calculation of the inverse of the potential 
matrix in every step. There are two other modified Numerov’s recurrence formulas [Z, 51. Although 
the inverse matrix is not computed in those formulas, instead, a series of matrix products are 
calculated. The truncation error depends on the interaction potential matrix. This may spell 
trouble sometimes. 
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In order to avoid the indefiniteness of the starting values and derivatives of the wave functions 
near the origin, Yang gave a method which carries out the recurrence of relative coefficients of wave 
functions at two neighboring points instead of the wave functions themselves [SJ. Yang’s formula, 
however, neither removed the tedious operation for the inverse of a matrix nor the trouble brought 
in by potential matrices. 
In this work new recurrence formulas of relative coefficients of wave functions have been worked 
out. The difficulties mentioned above have been overcome. New formulas not only have all the 
advantages of Yang’s method but also guarantee a reliable accuracy needed in the calculation. 
Finally, a quantitative estimate for the amount of computation has been made. Results show 
the amount of computation needed in a new method is much less than those in the others. 
that 
2. A review of traditional methods 
A set of Schrodinger wave equations in coupled channels can generally be written as a set of the 
second-order ordinary differential equations without the first-order derivative term like 
d2u(R) 
- = A(R)u(R), dR2 (1) 
where u(R) is the wave function which is an array of y1 components, the A, an y1 x n matrix, is called 
potential matrix. 
To solve the equations, Numerov’s recurrence relation is used [l]: 
(1 -;A,,)u,-, -(Zfah’A,)u,+(l -$l,+l)us+l =o, s= 1,2,..., 
where the subscript s means that the process goes on the sth step, h is the steplength. Actually, 
U, = u(sh), A, = A(sh), etc. 
When practicing computation, Eq. (2) is written as an alternative form 
x,-i +&X,+X,+1 =o, s= 1,2 )...) (31 
where 
x, = (1 -$4Ju,, 
B,= lo- 12(1 -$L)-i. 
(41 
(51 
The truncation error is given by 
A 
h6 
s - - 240 up. (6) 
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Using the recurrence relation given by Eq. (3) one can get the wave functions from the origin 
R = 0 to the channel radius R = R. at which the nuclear force or the potential is negligible. The 
wave functions in the external region beyond the channel radius are well known. So the reaction 
matrix S can be found out by the continuous conditions of the wave functions (see Appendix A). 
In Eq. (5) the inverse of the potential matrix must be found out in every step. In order to avoid 
the operation of the matrix inverse, a modified Numerov’s method has been introduced [2]. In the 
program, the B, in Eq. (5) is expanded in series of A, to the second power term AZ: 
B,= -2-h”A,(I +$I,). 
The truncation error for this program is 
(8) 
The error is proportional to the product of three potential matrices A,. This fact should not be 
ignored. When the interacting potentials includes a strong repulsive core or the centrifugal is taken 
into account, it will have an obvious effect on the computing accuracy. 
Another modified method is suggested to deal with the problem [S]. The potential matrix A, is 
written in two parts, a diagonal part Ai and an off-diagonal part AL: 
A,=A,O+A;. (9) 
Then, the B, in Eq. (5) is expanded in series of Ai to the second order: 
,,=,,-(,-~A~)-2h2A++(1-~A,0~1~A~]. 
In this case, the truncation error is 
(10) 
(11) 
Generally speaking, the expanding form in Eq. (10) is much better than that in Eq. (7), but the 
truncation error is still proportional to the product of matrices of the coupling potential between 
the channels. The coupling potential is not definitely 
computing accuracy is still not guaranteed. 
small in some area of nucleus. So the 
3. Relative coefficient recurrence 
Similar to the way in which Numerov’s three-point formula of recurrence, i.e., Eq. (2), was 
derived, a seven-point formula can be constructed from Eq. (I) as C51 
u,_~ - 1 +gh2Anp2 
( ) 
u,p2 +;A.,u,, -;h2A,u. 
h2 
+TA n+1%+1 - 
( 
1 + g h’A,,+z 
) 
u,+z + u,+3 = 0. (12) 
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Table 1 
Values of a, and b, 
s 1 2 3 4 5 6 
a, 47124 113 61/12 l/3 47124 -516 
bs 71148 l/6 61124 l/6 71/48 l/12 
This equation is also called the seven-point starting formula in this method. Its truncation is 
8 (8) u n . (13) 
Use eqs. (4) and (5) let n = 3, note that the probability amplitude u/R should be finite at R = 0, 
so that no = u(O) = 0, then Eq. (12) can be written as 
PlXi - PzX2 + PsX3 - P,X, + P,X, - P,X, = 0 (14) 
with 
P,=a,+b,B,, s=l,..., 6, (15) 
where coefficients a, and b, are given by Table 1. 
Start from Eq. (14) and use Eq. (13) repeatedly to eliminate the X1 term, the X, term, the X3 
term ,..., and so on, one can get the recurrence formula for relative coefficients Qs, 
QI =J'I, 
Qz=QI&+Pz, 
(16) 
Qs = Qs-1% - Qs-2 + f’s, s = 3,4,%6, 
Qs=Qs-I&-Qs-2, ~27 
and the relation for the two neighboring wave functions, 
QJ, + Qs--1Xs+i = 0, s > 7. 
When R. - h/2 < sh < R. + h/2, for R. the channel radius, write 
(17) 
QW = Q(l)> QW - h) = Q(O), 
X(sh) = X(l), X(sh + h) = X(2). (18) 
Then Eq. (17) becomes 
QUP(l) + QKVU = 0. (19) 
Here the relative coefficients Q(1) and Q(0) for the wave functions at the neighboring steps have 
carried the information from the internal region with them. The wave functions X(1) and X(2) can 
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be replaced by the wave functions in the external region due to the matching conditions. Finally, 
Eq. (19) will give the reaction matrix S that we need in the theory (see Appendix B). 
Compared to the traditional wave-function recurrence, the coefficient recurrence has many 
advantages during starting calculation. In the traditional method, y1 sets of solutions must be found 
out from n sets of starting values and derivatives. In the method with coefficient recurrence, the 
internal wave functions are not needed. The Q(1) and Q(0) are enough for solving the problem. It 
does not need y1 sets of starting values and derivatives. Improper starting values and derivatives of 
functions may cause divergence during numerical calculation. 
Also, in the coefficient recurrence, the multi-point starting formula can be adopted easily. It 
improves the computing accuracy with no increase in the amount of computation. An estimate can 
be made for the computation. In coefficient recurrence given by Eq. (16), every step includes 
a matrix product, or n3 times of multiplication operation. In contrast, the function recurrence given 
by Eq. (3) needs only n2 times of multiplication, but n sets of functions are needed to be found out, 
that is to say, effectively, it needs n3 times of multiplication. So the amount of computation is the 
same for both methods. 
In the next two sections, we can see that new coefficient recurrence keeps all the advantages of 
the method described above. Besides, it does not have to perform the operation for the inverse of 
matrix indicated in Eq. (5), or carry out the expansion shown in Eq. (7) or (10). What is more 
important is that the new method needs a much smaller amount of computation than the old ones. 
4. An improved recurrence of coefficients 
An important idea in this section is that we do not take the function change in Eq. (4), so that the 
B matrix shown in Eqs. (5), (7) and (10) does not appear in the recurrence relation. Let 
D,= -2-;h2A,. 
Then Eq. (2) can be rewritten as 
(21) 
Cs-IU,-I + Dsu, + Cs+lu,+1 = 0. (22) 
Also, suppose we have the multi-point starting formula similar to Eq. (14): 
PlUl - P9.42 + P32.43 - P&q + Pglg - P&g = 0. (23) 
Take y1 = 3 in Eq. (12), also note u ,, = 0, then comparing this with Eq. (23) one can obtain 
P, = a, + b,A, , (24) 
where a, and b, are given by Table 2. 
A more precise seven-point starting formula constructed to replace Eq. (12) is shown by Eq. (Cl) 
in Appendix C. If that formula is used, the a, and b, will be different. 
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Table 2 
Values of a, and b, 
s 1 2 3 4 5 6 
a, 1 0 0 0 1 1 
h/h2 67/48 116 61124 116 67148 0 
In Eq. (24) the P, (s = 1, . . . ,6) have been expressed in terms of matrix A,, so P, and C,, P, and 
0, can be commuted to each other, that is 
PSG = GPS, P,D, = D,Ps. 
Take s = 2 in Eq. (22), one has 
(25) 
Clul + D2u2 + C3u3 = 0. (26) 
Using Eq. (26), one can eliminate the u1 term from Eq. (23), note the commuting relation shown in 
Eq. (25), one gets 
(27) 
Q2 = QIDZ + C1P2. w 
Similarly, using Eq. (22) repeatedly, one can eliminate the u2 term, the u3 term , . . . , and so on, one 
after the other. Then, a series of recurrence relations of the relative coefficients and the relation 
between neighboring wave functions are obtained: 
QI =PI, 
Q2= QI& +c1P2, 
Q3= QA-QlC2C3 +c1c2p3, 
Q~=Q~D~-QzC~C~+C~C~C~P~, 
Qs = Q4Ds - Q3C4C5 + ClC2C3C4P5 > 
Qe = QsD, - Q4C& + ClC2C3C4CSP6, 
Qs = Qs-IDS - Qs-2Cs-1Cs, s > 7, 
Qs~s + Qs-~Cs+~us+l = 0, s>7. 
(29 
(30) 
In the recurrence, there is no inverse operation for a matrix, but the number of matrix products 
in Eq. (29) are two more than that in Eq. (16). Fortunately, C, and D, are constructed with A,, there 
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is a common factor at the right-hand side of Eq. (29). In order to find this common factor, one can 
express both P, and D, in terms of C,. From (20), (21) and (24), one has 
D, = - 12 + lOC,, (31) 
PS = a, + PSCS, (32) 
with 
a, = a, + 12b,/h2, (33a) 
/IS = - 12bJh2. (33b) 
By substituting (31) and (32) into (29) and rearranging terms, one can get a new recurrence 
Q-I =O, 
Qo=O, 
(34) 
QS = - 12Q,-r + t&-i + [lOQs-1 + (PsCs-2 - Qs-JCs-1-J& 1 d s < 6, 
Qs= - 12Q,-1 +(lOQ,-I - Qs-2Cs-i)Cs, Sa7, 
with 
Co= 1, 
CS=CSs-icS, 1 <s<5. (35) 
5. A more effective recurrence of coefficients 
In the last section, we started from the multi-point formula (23), using the three-point formula 
(22) repeatedly, obtained the recurrence relations (29) and (34). Note if the leading coefficients 
C, = 1 in Eq. (22), then when s B 7, Eq. (29) becomes 
Qs = Qs-1Ds - Qs-2. 
Compared to Eq. (34) the recurrence has one less matrix product. A three-point formula with 
leading coefficients C, = 1 can be found out from Eq. (1) as 
us-1 - (2 + h2A,)u, + us+1 = 0 
with a truncation error 
(36) 
(37) 
For the relation (22) the truncation error A, - h6, so Eq. (36) has larger error. For this reason, we 
have constructed from Eq. (1) a five-point formula with leading coefficients being 1: 
u,_~ - 4 h’A,_ 1u,_ 1 - (2 + $h2As)u, - $h2As+lu,+1 + u,+~ = 0 (38) 
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with a truncation error 
AS N $ h%;@ . 
It has the same order of magnitude as that from Eq. (22). Let 
F, = -$h’A,, 
G,= -2+F,, 
Eq. (38) can be rewritten as 
(39) 
(40) 
(41) 
u,-2 + Fs-Ius- + G,u, + F,+lu,+l + us+2 = 0. (42) 
Using (42) instead of (22), starting still from the multi-point formula (23), a new recurrence relation 
of the relative coefficients is obtained, 
Qs = 0, s d 0, 
Qs=Qs-lF,-QQ,-,G,+Q,-,F,-Q,-,+P,, lGsG6, 
Qs = Qs-IF, - Qs-zGs + Qs-2-s - Qs-4, 7<s<m-2, 
with 
Qs~s + GIG,+ I - Qs-zFs+~ + Qs-3h+1 
(43) 
+ @-IF~+z - Qs~~)~,+2 + Qs-~~,+3 = 0, 7 < s < m - 2, (44) 
where m satisfies RO - h/2 < mh < RO + h 12. 
The relation shown in Eq. (44) is of wave functions at four points. In order to obtain the relation 
between wave functions at two neighboring points, so that the reaction matrix can be found out 
(see Eq. (B.5) in Appendix B), it is necessary to go two more steps when the recurrence process goes 
near the channel radius RO and s = m - 2. Using the three-point formula (22), start from (43) and 
(44) we have 
Qm-I = Qm-Z&-I - (Qm-sGrn_~ - Qm-d’m-I + Qm-5)Cm-2, 
(45) 
Qm = Qm-1k - CQm-2Crn - (Qm-8m - Qm-4)G~21Cm-1 
with 
Qrn~, + (Qrn-~Crn+~ + Qm-3G-2G--1)~m+1 = 0. 
Eq. (46) has already shown a relationship between two neighboring wave functions. 
Using (40), (41) and (24) 
P, = a, + b, A, = a, + c, F, 
with 
(46) 
(47) 
c, = - 3 b, . 
4h2 (48) 
L. XialJournal of Computational and Applied Mathematics 75 (1996) 281-293 289 
Eq. (43) can be rewritten as 
Qs = 0, s < 0, 
Qs=(cs+Qs-1-Qs-2+Qs-3)Fs+as+Qs-2+Qs-2-Qs-4, l,<sd6, (49) 
Qs = @-I - Qs-2 + Qs-3)Fs + Qs-2 + Qse2 - Qs-4, 7<s<m-2. 
Note that in Eq. (49) we prefer n2 times of addition for Qs- 2 + Qs_ 2 to n2 times of multiplication for 
2QsP2 since a multiplication requires more computing time than an addition. 
Eq. (49) has one less matrix product than Eq. (34). 
6. Appraisements and discussions 
In practicing the coupled channel calculation of nuclear reaction, most of the computing time is 
spent during the recurrence procedure. Any change in the amount of computation for one-step 
recurrence has a large effect on the whole computing time. So it is worth giving an estimate of the 
computing amount for the one-step process. 
If a is a constant, u and u are arrays with YE components, A and B are y1 x y1 matrices, then the times 
of addition and subtraction, multiplication and division needed in arithmetic operations among 
a, U, U, A and B are listed in Table 3. 
In Table 3,0 stands for the operation classification; T, for times of multiplication and division; S, 
for times of addition and subtraction. In fact, the division is only included in the operation for the 
inverse of a matrix. 
Now, we list in Table 4 the formulas, the times of multiplication and division, the times of 
addition and subtraction used in all the methods discussed above. Those recurrence relations have 
the same order of magnitude of the truncation error A - h6 for one step. 
In the first two methods, y1 sets of solutions must be found out as discussed in Section 2. 
Therefore in counting the number of times of arithmetic operations, it must be multiplied by it. But 
results of the inverse of B, may be put into an array once they are calculated out. So the number of 
times of arithmetic operation needed for the inverse of the matrix is only counted once. 
From Table 4, the difference in the amounts of computation for the first four recurrence methods 
is not large. But in the first method, because of the operation for the inverse of the B matrix, some 
division operations are included. Besides, in the first two methods, B, must be saved during the 
computation, so it needs a little larger memory space. 
Table 3 
An estimate of the amount of computation in arithmetic operations 
0 aA AU AB B-l U+V a+A A+B 
T n2 n2 n3 n3 n2 + 0 0 0 
S 0 n(n - 1) n’(n - 1) n(n - 1)2 n n n2 
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Table 4 
An estimate of the amount of computation for methods 
Method Recurrence relation Times of 
multiplication 
and division 
Times of 
addition and 
subtraction 
1. Numerov’s x, = - B,_lXs_l -x,_, 2n3 + 3n2 2n3 - 2n2 + 3n 
recurrence B, = 10 - 12(1 - hZA,/12)-’ 
2. Modified 
Numerov’s 
x, = - B,_rX,_r -x,-z 
B, = - 2 - h’A,(l + h’AJ12) 
2n3 + 2n2 2n3 - n2 + 2n 
3. Yang’s 
coefficient 
recurrence 
Qs = Q~-I& - Qs-2 2n3 + 6n2 + 2n 2n3 - 2n2 + 2n 
B, = 10 -(l - h2A;/12)-‘h2A’ 
x [l + (1 - h2&/12)-‘h2z4;/12] 
4. Three-point 
coefficient 
recurrence 
Qs = - W-1 + UW-I 
- Qs-zcs-1)Cs 
C, = 1 - h2A,/12 
2n3 + 3n2 2n3 + n 
5. Five-point 
coefficient 
recurrence 
Qs = @-I - Qs-2 + Qs-3Ps 
+ Qs-2 + Qs-2 - Qs-4 
F, = - 4h2A,/3 
n3 + n2 n3 + 4n2 
In the second and third methods, since the truncation error is dependent on potential matrix (see 
Section 2), the accuracy cannot be guaranteed under some circumstances. 
As discussed in the previous sections, in the last three methods, the multi-point starting formula 
is employed. The accuracy is guaranteed in the starting steps. The divergence of recurrence is 
avoided. 
The fourth and fifth methods have all the advantages that a coefficient recurrence method has, 
besides, they have avoided the operation for the inverse of the matrix and removed the effect of 
potential matrix on the accuracy which is a problem in the second and third methods sometimes. 
Finally, the amount of computation needed in the fifth recurrence method is less than a half of 
those needed in the others. Therefore this recurrence method is the most effective and practical for 
the coupled channel calculation of nuclear reactions. 
Appendix A 
Eq. (1) can be written as a set of simultaneous differential equations, 
d2uj(R) ’ 
~ = j;l Aij(R)uj(R), 
dR2 
ui(O) = 0, i = l,...,n. (A.11 
The set of equations has n solutions which are zero at the origin R = 0. The solutions can be 
obtained by using the recurrence relation given by Eq. (3). The initial conditions can be written as 
U:(O) = 0, U{(h) = &iSij, i,j= 1 9 ... > II, 64.2) 
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where the superscript j indicates the jth set of the starting values, the subscript i indicates the ith 
component of the wave function, E is an arbitrarily small quantity. 
On the other hand the wave functions in the external region can be expressed in terms of a linear 
combination of y1 sets of independent wave functions in the internal region. 
li(l)aik + Oi(l)Sik = i Lj,U{(l), 
j=l 
(A.3) 
li(2)6ik + Oi(2)Sik = i Lj,U{(2), 
j=l 
i,k = l,..., n, 
where k indicates the ingoing channel, and j corresponds to the jth set of starting values. And 
h(l) =_I@), “G(2) =.IJsh + h), R. - h/2 d sh < R. -I- h/2 
with fi - Ii, Oi, Ui, and Ro is the channel radius. Ii and Oi are usually Coulomb distored, ingoing 
and outgoing, respectively, spherical wave functions which are combined linearly to construct the 
wave functions in the external region. When fixing k, one can find out 2n unknown quantities, 
Sik and L$ (i,j = 1 , . . . , n), from 2n equations shown by Eq. (A.3). The purpose in solving the nuclear 
reaction problem is to obtain the reaction matrix elements Sik rather than find out the coefficients 
Li themselves. 
Let 
Ci=(L-‘)‘,, j,k=l,..., n. (A.4) 
By treating the i as an invariant index equation (A.3) can be rewritten as 
Ui(l) = i Ci[li(l)Jik + Oi(l)S&], 
k=l 
u{(2) = f c[ [Ii(z) dik + oi(z)Sik] )  
k=l 
i,j=l n. 3 ... > 
Eliminating Sik termS from (AS), one gets 
c! = U_i’(l)Oi(2) - U-i(2)oi(1) 
1 ],(1)0,(2) - Ii(2)Oi(l) ’ i’j = ” **“n’ 
Also, one can eliminate 6ik terms from (AS) and get 
(A-5) 
(A.6) 
i CiSik=D/, i,j=l,..., n, 
k=l 
(A-7) 
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where 
gf = U{(1)1,(2) - U1(2)Ii(l) 
’ l,(l)oi(2) - Ii(2)Oi(l)’ i’j = “*.“” (A.81 
For a certain i, the Sik, k = 1, . . . , n can be found out from (A.7) 
Appendix B 
Eq. (19) can be written as 
1 CQij(l)xj(l) + Qij(o)xj(2)1 = 0. P.1) 
In Eq. (B.l) Xj can be replaced by the wave functions in the external region. Note that the 
off-diagonal part of the potential matrix A approaches zero at Ro, so one can obtain the following 
from Eq. (4): 
Xj(t) = [l -gAjj(t)]Uj(t) 
with 
= J(t)Jjk + Oj(t)Sjk 
t=l,2, j,k=l,..., y1 (B-2) 
JCt)=[l -g*jj(t)]Ij(t), 
‘jCt)=[l -gAjj(t)]Oj(t), 
(B.3) 
where Ij and Oj, for the problems of nuclear reactions, are the Coulomb distorted, ingoing and 
outgoing, respectively, spherical wave functions. The index k in Eq. (B.2) can just be regarded as 
fixed for the moment. 
Substituting (B.2) into (B.l), one gets 
C CijSjk = - Dik, i, k = 1, . . . , n (B.5) 
j 
with 
Cij = Qij(l)oj(l) + Qij(O)oj(2), i,j=l n, , .f* 3 
i,k=l,..., yt. 
Solving Eq. (BS) gives the reaction matrix element sjk. 
(B.6) 
(B.7) 
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Appendix C 
A more precise seven-point starting formula is constructed to replace Eq. (12) that is, 
$$‘A.++,,+, = 0. (C-1) 
The truncation error 
A,, - h14u:14). (C.2) 
The truncation error given by Eq. (C.2) is much smaller than that given by Eq. (13), and because 
Eqs. (23) and (14) are the same in form, the starting formula (C.l) does not increase the amount of 
computation. 
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