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Abstract
Building upon a recent existence result of Kuo and Sloan, this paper presents a component-by-component
algorithm for constructing the m points of a quasi-Monte Carlo (QMC) rule for numerical integration over
the d-fold product of unit spheres S2 ⊂ R3. Our construction is as follows: starting with a well-chosen
generating point set of m points on S2, the algorithm chooses a permutation of this generating point set for
each sphere, one sphere at a time, so that the projection of themQMCpoints onto each sphere is the same, and
is just the generating point set but with the points occurring in a different order. Understandably, the quality
of our QMC rule depends on the quality of both the generating point set and the successive permutations.
This paper contains two key results. Firstly, assuming that the worst-case error for the generating point set
in a certain Sobolev space satisﬁes a certain estimate, we prove inductively that the resulting QMC rule
satisﬁes the existence result for the worst-case error bound in a d-dimensional weighted Sobolev space
established non-constructively by Kuo and Sloan: speciﬁcally, the worst-case error of our QMC rule is
bounded from above by cm−1/2, where c > 0 is independent of m and d, provided that the sum of the
weights is bounded independently of d. Secondly, we show that the desired estimate for the generating point
set on S2 is automatically satisﬁed for m sufﬁciently large by a spherical n-design with m = O(n2) points
(if such spherical designs exist) and by a spherical n-design with m = O(n3) points if slightly stronger
assumptions are made on the smoothness of the weighted function space. The latter task involves techniques
developed by Hesse and Sloan for numerical integration in Sobolev spaces on S2. The construction cost for
the component-by-component algorithm grows only linearly with d. However, a complete search over all
m! permutations at each step of the construction is infeasible, thus a randomized version of the algorithm is
recommended in practice.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Repeated angular integrals of the form∫
S2
· · ·
∫
S2
f (x1, . . . , xd) d(x1) · · · d(xd)
occur in many important problems of quantum mechanics and transport theory. Here, S2 is the
unit sphere in the Euclidean space R3, and d(x) denotes the surface measure on S2. Such
repeated integrals are often approximated by ﬁrst expressing each integral over S2 with polar
coordinates as∫
S2
f (x) d(x) =
∫ 2
0
∫ 
0
f (x(,)) sin  d d,
and then applying to each such integral the product of a Gauss rule with respect to cos  and
a trapezoidal rule with respect to . However, the cost (in terms of the number of function
evaluations) associated with this approach grows exponentially with d, making it too costly if d
is large.
Do there exist deterministic numerical methods for the above integration problem that have a
cost bounded independently of d? The answer is yes in some cases: the recent paper [16] showed
(non-constructively) that quasi-Monte Carlo (QMC) methods can be efﬁcient for integration over
the product of spheres Ss with s2, when the underlying function space is a weighted tensor
product of reproducing kernel Hilbert spaces deﬁned in terms of weights j , for j = 1, 2, . . . , d,
provided these weights satisfy a certain condition. The QMC methods are equal weight cubature
rules (or equal weight numerical integration rules) of the form
Qm,d(f ) = 1
m
m∑
i=1
f (ti ) = 1
m
m∑
i=1
f (ti,1, . . . , ti,d ), (1)
where ti , for each i = 1, 2, . . . , m, is the ith point on the product of d spheres, and ti,j , for
j = 1, 2, . . . , d, denotes (the projection of) the ith point on the jth sphere. We will also refer to
ti,j as the jth component of the point ti . The main result of [16] asserts the existence of good QMC
rules for which the worst-case error in the weighted function space can be bounded from above
by c m−1/2, with a positive constant c independent of d and m. A review of worst-case error, the
function space, and a summary of key results from [16] will be given in Section 3. Note that the
arguments used in [16] were not constructive, giving no clue as to how to construct QMC rules
that would achieve the theoretical error bounds.
In this paper we provide a construction (for the case of products of spheres S2 only) of a
special class of QMC rules that, for m sufﬁciently large, achieve the worst-case error bounds of
[16]. Our construction takes a component-by-component approach: the points for each sphere
are constructed in turn, with the points on the jth sphere constructed while holding ﬁxed all
previously chosen points from the ﬁrst j − 1 spheres. Equivalently, the components of each point
ti are constructed one at a time while holding all previously constructed components ﬁxed. This
“greedy” algorithm is shown to have the property that at step j, the worst-case error of the resulting
QMC rule in j dimensions satisﬁes the error bound of [16] with d replaced by j, and this holds
for each j = 1, 2, . . . , d. Each step of the construction can be carried out by a ﬁnite search,
whose cost is independent of j and d, making the overall cost of the construction only linear in d.
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More details about the special class of QMC rules will be described shortly. First we discuss the
source of inspiration for our construction.
Our approach inherits ideas from the analogous integration problem on the d-dimensional unit
cube. The weighted tensor product setting was ﬁrst introduced in a non-periodic (Sobolev space)
setting in [27], and then in a periodic (Korobov space) setting in [28]. In the periodic case the
integration problem can be thought of as posed on a d-fold torus, or equivalently, a d-fold product
of circles of circumference 1. This makes it a natural starting point for the present study of
integration on the d-fold product of spheres S2. The inspiration for the present work comes from
a succession of results established in [28,25,15], that if m is prime, then the points of a lattice rule
(see [20,24]) on the d-dimensional 1-periodic unit cube (or the d-fold product of circles) can be
constructed component-by-component to achieve the optimal error bound in a certain weighted
function space. A non-technical review of the lattice story can be found in [17].
The question that comes naturally to mind is: what is the equivalent of a lattice rule for a product
of spheres S2? One property of a lattice rule on the half-open unit cube is that every projection
onto a subset of the axes is itself a lattice rule. In particular, if m is prime then the projection of the
rule onto the jth axis, for j = 1, 2, . . . , d, is just the m-point rectangle rule, with equal spacing
1/m. This is undoubtedly one of the keys to the success of lattice rules for the integration problem
on the unit cube.
In the same way, we seek an m-point QMC rule on the product of d spheres whose projection
onto each sphere is the same well-chosen m-point cubature formula for a single sphere S2.
Starting with an underlying generating point set on a single sphere S2, the jth components of
the points {t1, . . . , tm}, for each j = 1, 2, . . . , d, are chosen to be simply a permuted version
of this generating point set. Our algorithm chooses one permutation of this generating point set
for each sphere, one sphere at a time, until all components of the points {t1, . . . , tm} have been
determined. The precise deﬁnition of the special class of QMC rules will be given in Section 2.
The quality of our QMC rule depends, of course, on both the quality of the generating point set
and the choice of the permutation for each sphere. Under the assumption that the generating point
set is of good quality (see below), the proof that the resulting QMC rule satisﬁes the desired error
bound will naturally be carried out by induction, as is the case for the analogous results for lattice
rules [25,15].
How should this generating point set on S2 be chosen? In the case of the unit cube the corre-
sponding cubature formula is the m-point rectangle rule, which is itself a lattice rule. But in the
case of a single sphere it is too restrictive to ask that the m-point QMC rule be a lattice rule, if by
lattice rule is meant a cubature formula that is invariant under a ﬁnite subgroup of the symmetry
group of the sphere, since (remembering that there are only ﬁve platonic solids) there are few such
subgroups. There is, however, one aspect of them-point rectangle rule on [0, 1), with spacing 1/m,
that can be generalized to the sphere S2: this is the easily veriﬁed fact that the one-dimensional rule
1
m
m∑
i=1
g
(
i
m
)
is equal to the integral∫ 1
0
g(u) du
for all trigonometric polynomials gh(u) = e2ihu with |h| < m. It is this property of a high
polynomial degree of exactness on which we choose to base our generalization.
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Our cubature rule on a single sphere S2 associated with the generating point set will be chosen
to have equal weights and spherical polynomial degree of exactness n. The point set for such a
rule is called a spherical n-design, and it has at least m = O(n2) points. We therefore need, as an
ingredient in our analysis, an estimate of the worst-case error for the equal weight cubature rule
corresponding to a spherical n-design. This rather complicated task involves techniques developed
in [11,13]. Note that there is as yet no proof that spherical n-designs with O(n2) points actually
exist for every value of n. However, convincing numerical evidence is given in [5] of the existence
of spherical n-designs with (n + 1)2 points at least up to n = 50. It is also well known that
spherical n-designs with O(n3) points exist for every n, and if such a spherical design is used as
the generating point set we still obtain the same error bounds as in [16] under slightly stronger
smoothness assumptions on the weighted tensor product space.
The paper is organized as follows. The form of the special class of QMC rules on the product
of d copies of S2 is discussed in the next section. In Section 3 we summarize some background
material about spheres, and we review the weighted function spaces and the key results of [16].
The main results of this paper are Theorem 1 in Section 4 and Theorem 4 in Section 5. Firstly,
without specifying the generating point set on S2, we prove inductively in Theorem 1 that the
QMC rule constructed by our component-by-component algorithm satisﬁes the worst-case error
bound of [16], if a certain estimate is satisﬁed by the worst-case error of the equal weight cubature
rule corresponding to the generating point set. Then in Theorem 4 we show that this estimate is
automatically satisﬁed for m sufﬁciently large if the generating point set is a spherical n-design
with m = O(n2) points (and also under slightly stronger assumptions on the smoothness of the
function space if the generating point set is a spherical n-design with O(n3) points). This estimate
of the worst-case error in our reproducing kernel Hilbert space setting follows essentially from
the result in [13]. However, because slightly different (but equivalent) spaces were considered in
[11,13], and also because we assume that some readers will not be familiar with the results and
techniques from [11,13], we include the proof. In Section 6 we describe a randomized algorithm
which overcomes the problem of searching through m! permutations at each step. Finally, in
Section 7 we present worst-case errors obtained for cubature formulas on the product (S2)d
with d up to 30, and m up to 2601, corresponding to a generating point set which is a spherical
50-design.
2. A special class of QMC rules
Let |x| := √x · x denote the Euclidean norm of x ∈ R3, induced by the Euclidean inner
product x · y of x, y ∈ R3. Let S2 ⊂ R3,
S2 =
{
x ∈ R3 : |x| = 1
}
,
denote the usual unit sphere in R3 with the surface area 4. We study the problem of numerical
integration on the product
(S2)d = S2 × S2 × · · · × S2︸ ︷︷ ︸
d times
of d copies of S2 with QMC rules (1). The paper [16], which can be considered as the predecessor
of this work, studied numerical integration on products of general unit spheres Ss ⊂ Rs+1, where
s2. Here we use the same setting as in [16], but specialize to the s = 2 case. We consider
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as in [16] the normalized integral
Id(f ) := 1
(4)d
∫
(S2)d
f (x) d(x)
:= 1
(4)d
∫
S2
· · ·
∫
S2
f (x1, . . . , xd) d(x1) · · · d(xd), (2)
where d(x) = d(x1) · · · d(xd), and the integrand f is assumed to belong to some weighted
tensor product space Hd of continuous functions (see Section 3). For each j = 1, 2, . . . , d, we
refer to xj as the jth component of x = (x1, . . . , xd) ∈ (S2)d , and we view xj as the projection
of x onto the jth sphere.
Our starting point is an arbitrary set of m points {z1, . . . , zm} on S2 which generates an equal
weight cubature rule on S2,
Qm,1(z1, . . . , zm; f ) := 1
m
m∑
i=1
f (zi), (3)
where the second subscript 1 of Qm,1 refers to the fact that this is a rule for the d = 1 copy of S2.
Note that every point set {z1, . . . , zm} on S2 generates an equal weight cubature rule via (3); so
far we make no further assumption on the point set. Of course, this cubature rule (3) can be bad
if the point set {z1, . . . , zm} turns out to be a bad choice.
Our QMC rule for the product of d copies of S2 is deﬁned by
Qm,d(z1, . . . , zm;1, . . . ,d; f ) := 1
m
m∑
i=1
f (z1(i), . . . , zd (i)), (4)
where 1, . . . ,d are elements of Pm, the set of all permutations of {1, 2, . . . , m}; note that
the cardinality of Pm is m!. Thus, the points projected onto each sphere S2 are simply permuted
versions of the point set {z1, . . . , zm}. We will call {z1, . . . , zm} and the corresponding equal
weight rule (3) the generating point set (of our QMC rule (4)) and the generating cubature rule,
respectively. Clearly, the quality of (4) depends on both the choice of the generating point set
{z1, . . . , zm} and the choice of the permutations 1, . . . ,d ∈ Pm.
Note that for a function g depending only on the jth variable, the rule reduces to
Qm,d(z1, . . . , zm;1, . . . ,d; g) = 1
m
m∑
i=1
g(zj (i)) = Qm,1(z1, . . . , zm; g),
since for ﬁxed j we have {j (i) : i = 1, 2, . . . , m} = {1, 2, . . . , m}. Thus for a function of a
single variable we recover the generating cubature rule (3) on S2.
Later in Section 5 we restrict ourselves to generating point sets {z1, . . . , zm} ⊂ S2 which are
spherical n-designs, that is, they generate m-point equal weight cubature formulas (3) on S2,
which integrate all spherical polynomials of degree n exactly.
3. Background
In this paper the set of all non-negative integers is denoted byN. Let L2(S2) denote the Hilbert
space of square-integrable functions on S2 with the (normalized) inner product
〈f, g〉L2(S2) :=
1
4
∫
S2
f (x) g(x) d(x), f, g ∈ L2(S2),
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and the associated norm ‖f ‖L2(S2) := 〈f, f 〉1/2L2(S2). Likewise L2((S
2)d) is the space of square-
integrable functions on (S2)d with the corresponding (normalized) inner product 〈·, ·〉L2((S2)d )
and the associated norm ‖ · ‖L2((S2)d ). The spaces C(S2) and C((S2)d) are the Banach spaces of
continuous functions on S2 and on (S2)d , respectively, endowed with the supremum norms
‖f ‖C(S2) := sup
x∈S2
|f (x)| and ‖f ‖C((S2)d ) := sup
x∈(S2)d
|f (x)|,
respectively.
3.1. Spherical harmonics on S2
Let P denote the space of spherical polynomials of degree  on S2, that is, the space of
the restrictions to S2 of the polynomials of total degree  in R3. The dimension of P is
dim(P) = (+ 1)2, and a popular basis for P is the set of spherical harmonics [19]
{Y,k :  = 0, 1, . . . , ; k = 1, 2, . . . , 2 + 1},
which we will assume to be orthonormal with respect to the normalized L2 inner product, that is,
〈Y,k, Y′,k′ 〉L2(S2) =
1
4
∫
S2
Y,k(x) Y′,k′(x) d(x) = ,′ k,k′ ,
where ,′ is the Kronecker symbol with value 1 if  = ′ and 0 otherwise. The spherical
harmonic Y,k , for each k = 1, 2, . . . , 2+ 1, is the restriction to S2 of a homogeneous harmonic
polynomial on R3 of exact degree  ∈ N. With the normalization used here, the addition theorem
for the spherical harmonics states that
2+1∑
k=1
Y,k(x) Y,k(y) = (2 + 1) P(x · y), x, y ∈ S2, (5)
where P is the Legendre polynomial of degree  (see Section 3.2 for more information about
Legendre polynomials).
The orthonormal set {Y,k :  ∈ N; k = 1, 2, . . . , 2 + 1} of spherical harmonics forms a
complete orthonormal system in L2(S2), that is, every function f ∈ L2(S2) can be expanded in
a Fourier series (or Laplace series):
f (x) =
∞∑
=0
2+1∑
k=1
fˆ,k Y,k(x), x ∈ S2, (6)
with convergence in the L2 sense, and with the Fourier coefﬁcients fˆ,k deﬁned by
fˆ,k := 〈f, Y,k〉L2(S2) =
1
4
∫
S2
f (x) Y,k(x) d(x).
The spherical harmonics are eigenfunctions of the Beltrami operator ∗, which is the angular part
of the Laplacian  on R3. More precisely, any spherical harmonic Y,k satisﬁes
(−∗)Y,k(x) = ( + 1) Y,k(x),  ∈ N; k = 1, 2, . . . , 2 + 1. (7)
For more details on (spherical) polynomials, spherical harmonics, Fourier series and the Beltrami
operator we refer the reader to [8,21].
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3.2. Jacobi polynomials and Legendre polynomials on [−1, 1]
Later in our proofs we need to make use of properties of Jacobi polynomials, which are a family
of orthogonal polynomials on [−1, 1].
Let P (	,
) : [−1, 1] → R denote the Jacobi polynomial of degree  ∈ N with indices
	, 
 > −1. The Jacobi polynomials {P (	,
) :  ∈ N} are orthogonal with respect to the weighted
inner product
〈f, g〉(	,
) :=
∫ 1
−1
f (u) g(u)(1 − u)	 (1 + u)
 du.
Moreover, they form a complete orthogonal system in the weighted L2 space, L(	,
)2 ([−1, 1]), of
all measurable functions f on [−1, 1] for which ‖f ‖(	,
) := 〈f, f 〉1/2(	,
) is ﬁnite.
Of particular interest to us are the Legendre polynomials P,  ∈ N, which we have already
encountered in the addition theorem (5), and which are the special case of the Jacobi polynomials
with indices 	 = 
 = 0. The Legendre polynomial P satisﬁes
max
u∈[−1,1] |P(u)| = P(1) = 1.
We will also encounter the Jacobi polynomials P (1,0) ,  ∈ N, which satisfy
max
u∈[−1,1] |P
(1,0)
 (u)| = P (1,0) (1) =  + 1,
and (see, for example, [7, p. 284, (2)])∫ 1
−1
P
(1,0)
 (u) du =
2
 + 1 . (8)
For more information about Jacobi polynomials we refer the reader to [29].
3.3. Spherical designs on S2
The concept of a spherical design was ﬁrst introduced in [6]. There are several equivalent
characterizations of a spherical n-design, with the most convenient one for our purposes being the
following: a spherical n-design on S2 is a point set {z1, . . . , zm} ⊂ S2 which generates an equal
weight cubature rule (3) that integrates exactly all spherical polynomials of degree n, that is,
1
m
m∑
i=1
p(zi) = I1(p) = 14
∫
S2
p(x) d(x) for all p ∈ Pn.
It has been proved in [23] that spherical n-designs exist for any n if no restriction is placed on the
number of points m.
A crucial question is, for a given degree n, how small can m be? It is well known (see [6,2])
that the minimal number of points of a spherical n-design has a lower bound of order n2, but
existence of spherical n-designs with O(n2) points has not yet been proved: it has been proved
only (see [14]) that spherical n-designs with O(n3) points exist for every n. It has, however,
been conjectured (see, for example, [14]) that there exist spherical n-designs with O(n2) points
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for every n. There is ample numerical evidence supporting this conjecture (see [9] for degrees
n15 and [5] for n50), and we believe the conjecture to be correct. We refer to [10] for a more
comprehensive review of the literature about spherical designs.
3.4. The Sobolev space H1
In the next subsection we will deﬁne the Sobolev space Hd as a d-fold tensor product of
one-dimensional Sobolev spaces H1. First we discuss these one-dimensional building blocks of
Hd .
Following [16] but taking just s = 2, we consider the space H1 = H1,r,(S2), where r > 1 is
a smoothness parameter and  > 0 is a weight parameter (whose purpose will become apparent
when we introduce Hd ). The space H1 is the closure of the space P = ⋃∞=0 P of all spherical
polynomials on S2 with respect to the norm
‖f ‖H1 :=
(
I1(f )
2 + 1

‖(−∗)r/2f ‖2
L2(S2)
)1/2
, (9)
where I1(f ) is the normalized integral of f as deﬁned in (2),
I1(f ) = 14
∫
S2
f (x) d(x) = 〈f, Y0,1〉L2(S2) = fˆ0,1.
The operator (−∗)r/2 in (9) is a pseudodifferential operator deﬁned by its action on the spherical
harmonics
(−∗)r/2 Y,k(x) := [( + 1)]r/2 Y,k(x). (10)
When r is a non-negative even integer, (10) follows from r/2 applications of the Beltrami operator
(7). For r > 1 and f ∈ H1, the operator (−∗)r/2 is deﬁned via the Fourier series expansion
(−∗)r/2f (x) =
∞∑
=1
2+1∑
k=1
[( + 1)]r/2fˆ,k Y,k(x).
This means that the norm (9) can also be expressed in terms of the Fourier coefﬁcients of f as
‖f ‖H1 =
(
fˆ 20,1 +
1

∞∑
=1
2+1∑
k=1
[( + 1)]r fˆ 2,k
)1/2
=
( ∞∑
=0
2+1∑
k=1
Br,()fˆ
2
,k
)1/2
,
where
Br,() =
{
1 if  = 0,
−1 [( + 1)]r if  = 1, 2, . . . .
The space H1 is a Hilbert space with the inner product
〈f, g〉H1 =
∞∑
=0
2+1∑
k=1
Br,()fˆ,k gˆ,k.
Furthermore, it is a reproducing kernel Hilbert space. This means that there exists a kernel K1 :
S2 × S2 → R with the following properties: (i) K1(x, y) = K1(y, x) for all x, y ∈ S2, (ii)
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K1(·, y) ∈ H1 for every ﬁxed y ∈ S2 and (iii) the reproducing property, i.e. 〈f,K1(·, y)〉H1 =
f (y) for every f ∈ H1 and every y ∈ S2. See [1] for a comprehensive discussion of reproducing
kernel Hilbert spaces. The reproducing kernel in H1 is given by
K1(x, y) =
∞∑
=0
2+1∑
k=1
Y,k(x) Y,k(y)
Br,()
= 1 + 
∞∑
=1
2 + 1
[( + 1)]r P(x · y), x, y ∈ S
2,
(11)
where the second equality follows from the addition theorem (5) and P0 ≡ 1. For simplicity of
notation, we deﬁne
Ar(t) :=
∞∑
=1
2 + 1
[( + 1)]r P(t). (12)
Thus K1(x, y) = 1 + Ar(x · y). Because r > 1, the space H1 is embedded in C(S2), that is,
H1 ⊂ C(S2) and there exists a positive constant c such that
‖f ‖C(S2)c‖f ‖H1 for all f ∈ H1,
and the Fourier series (6) of any function f ∈ H1 converges uniformly.
For simplicity we will only show the dependence of H1 on r and  when there is a need to do
so. Note that for ﬁxed r > 1 and  = ′, the spaces H1,r,(S2) and H1,r,′(S2) are equivalent
spaces because the norms based on  and ′ are equivalent.
3.5. The Sobolev space Hd
We are ready to deﬁne the Sobolev space Hd . Following [16] but taking s = 2, the integrands
in (2) are assumed to belong to the tensor product Hilbert space
Hd = Hd,r,((S2)d) := H1,r,1(S2) ⊗ H1,r,2(S2) ⊗ · · · ⊗ H1,r,d (S2),
where r > 1 is again our smoothness parameter, and  = d = (1, 2, . . . , d) is a vector of
positive weights. The weights control the relative importance of the variables x1, . . . , xd . A small
j means that a function in the unit ball of H1,r,j depends weakly on xj . In general the weights
may depend on the dimension d, that is, j = d,j for j = 1, 2, . . . , d, but we shall not show the
d-dependence explicitly.
Every function f in the tensor product space Hd can be represented by its L2((S2)d) Fourier
series expansion:
f (x) = f (x1, . . . , xd) =
∑
l∈Nd
∑
k∈K(l)
fˆl,k
d∏
j=1
Yj ,kj (xj ), (13)
where K(l) := {k ∈ Nd : 1kj 2j + 1 for each j = 1, 2, . . . , d}, and
fˆl,k = 1
(4)d
∫
(S2)d
f (x)
⎛
⎝ d∏
j=1
Yj ,kj (xj )
⎞
⎠ d(x).
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The inner product of Hd is
〈f, g〉Hd :=
∑
l∈Nd
∑
k∈K(l)
⎛
⎝ d∏
j=1
Br,j (j )
⎞
⎠ fˆl,k gˆl,k,
with the associated norm ‖ · ‖Hd = 〈·, ·〉1/2Hd . The space Hd is a reproducing kernel Hilbert space
with reproducing kernel
Kd(x, y) =
∑
l∈Nd
∑
k∈K(l)
d∏
j=1
Yj ,kj (xj ) Yj ,kj (yj )
Br,j (j )
=
d∏
j=1
(
1 + jAr(xj · yj )
)
.
We observe that the kernel Kd is just the product of the kernels K1 given by (11) with different
weights j for j = 1, 2, . . . , d. The space Hd is embedded in C((S2)d), and all Fourier series
(13) of functions in Hd converge uniformly. Note that when d = 1, we recover the space H1
deﬁned in the previous subsection.
3.6. Existence results in Hd
Here we summarize the key results from [16] for QMC rules in Hd (with s = 2 ). In this paper
we denote the number of cubature points by m (whereas n was used in [16]), and we denote by n
the degree of exactness of a spherical design.
The worst-case error of an arbitrary QMC rule (1) for integration in Hd is deﬁned by
em,d(t1, . . . , tm) := sup
f∈Hd, ‖f ‖Hd 1
|Id(f ) − Qm,d(f )|,
and the initial error is
e0,d := sup
f∈Hd, ‖f ‖Hd 1
|Id(f )|,
where Id(f ) is the normalized integral (2) of f. It is easy to see that e0,d = 1 and that theworst-case
error satisﬁes (with s = 2)
e2m,d(t1, . . . , tm) = −1 +
1
m2
m∑
i=1
m∑
p=1
d∏
j=1
(
1 + jAr(ti,j · tp,j )
)
. (14)
Based on an averaging argument, it was proved in [16, Lemmas 1 and 2] that there exists a set of
cubature points {t1, . . . , tm} ⊂ (S2)d such that
e2m,d(t1, . . . , tm) 
1
(4)md
∫
(S2)(d)
· · ·
∫
(S2)(d)
e2m,d(1, . . . , m) d(1) · · · d(m)
= 1
m
⎛
⎝ d∏
j=1
(1 + Arj ) − 1
⎞
⎠ , (15)
with the constant Ar given by
Ar := Ar(1) =
∞∑
=1
2 + 1
[( + 1)]r (16)
(see (12) for the deﬁnition of Ar(·) ). Note that Ar < ∞ since r > 1.
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Using the property log(1 + x)x for all x > 0, the upper bound in (15) can be further
bounded by
1
m
⎛
⎝ d∏
j=1
(1 + Arj ) − 1
⎞
⎠  1
m
exp
⎛
⎝ d∑
j=1
log(1 + Arj )
⎞
⎠  1
m
exp
⎛
⎝Ar d∑
j=1
j
⎞
⎠ . (17)
Thus, if the sum of weights j = d,j is bounded as d → ∞, that is, if
lim sup
d→∞
d∑
j=1
d,j < ∞, (18)
then for every d there exists a set of points {t1, . . . , tm} ⊂ (S2)d that achieves the worst-case error
bound
em,d(t1, . . . , tm)c m−1/2,
where c > 0 is independent of m and d.
By studying also a lower bound to the worst-case error, it was proved in [16] that (18) is both
necessary and sufﬁcient for strong QMC tractability in Hd . The integration problem is said to be
strongly QMC tractable in Hd if the minimal number of cubature points needed in (1) to reduce
the worst-case error from its initial value by a factor of ε > 0 is bounded polynomially in 1/ε but
independent of d. We shall say no more about tractability since it is not the focus of the present
paper. The interested reader is referred to [16] and the references therein.
The proof in [16] was not constructive, and so did not give any information about how to ﬁnd
a set of cubature points {t1, . . . , tm} ⊂ (S2)d satisfying (15). In the next section we show that
a QMC rule of form (4) can be constructed “component by component” to achieve the worst-
case error bound (15), provided that the generating point set satisﬁes a desired estimate. Then
in Section 5 we show that generating point sets satisfying this estimate do exist under suitable
conditions.
4. Component-by-component construction
Recall from Section 2 that we want to approximate the normalized integral (2) by a special
class of QMC rules of form (4). For the moment let us consider an arbitrary ﬁxed point set
{z1, . . . , zm} ⊂ S2 as the generating point set for (4). Later in Section 5 we will specialize to
spherical designs.
It follows from (14) that the worst-case error of this QMC rule (4) in Hd satisﬁes
e2m,d(1, . . . ,d) := e2m,d(z1, . . . , zm;1, . . . ,d)
= −1 + 1
m2
m∑
i=1
m∑
p=1
d∏
j=1
(
1 + jAr(zj (i) · zj (p))
)
. (19)
The following theorem is the ﬁrst main result of this paper.
Theorem 1. Let d and m be positive integers with m2, let 1, . . . , d be weights satisfying
0j ∗ for j = 1, . . . , d, and let {z1, . . . , zm} be a given point set on S2. Fix r > 1. Let
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M2m,d denote the average of the squared worst-case error (19) over all possible permutations
1, . . . ,d ,
M2m,d :=
1
(m!)d
∑
1∈Pm
· · ·
∑
d∈Pm
e2m,d(1, . . . ,d).
(a) We have
M2m,d = −1 +
1
m
d∏
j=1
(1 + Arj ) +
(
1 − 1
m
) d∏
j=1
(
1 + mD
2
m − Ar
m − 1 j
)
, (20)
where Ar is given by (16) and
D2m :=
1
m2
m∑
i=1
m∑
p=1
Ar(zi · zp), (21)
with Ar(·) deﬁned as in (12).
(b) If
m
1 + 12Ar∗
1 + 12D2m∗
and D2m
Ar
m
(22)
then
M2m,d
1
m
⎛
⎝ d∏
j=1
(1 + Arj ) − 1
⎞
⎠ .
(c) There exist permutations 1, . . . ,d such that e2m,d(1, . . . ,d)M2m,d .
(d) Suppose that
m 1 + Ar
∗
1 + D2m∗
. (23)
For any q satisfying 2qd , if we already have permutations 1, . . . ,q−1 such that
e2m,q−1(1, . . . ,q−1)M2m,q−1,
then there exists a permutation q ∈ Pm such that
e2m,q(1, . . . ,q−1,q)M2m,q .
(e) Assuming that (23) holds, a choice of permutations 1, . . . ,d satisfying
e2m,d(1, . . . ,d)M2m,d
can be constructed “component by component”, or one at a time, by minimizing the error
e2m,q(1, . . . ,q) in each step q = 1, 2, . . . , d, while holding all previously constructed
permutations ﬁxed.
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Before we prove the theorem, some remarks are in order. Firstly, the quantity D2m in (21) is
exactly the squared worst-case error (14) for d = 1 and 1 = 1 of the generating point set
{z1, . . . , zm} in H1. The upper bound on D2m in (22) is a quality requirement on the generating
point set. In the next section we will show that this upper bound holds for any spherical n-design
with m = O(n2) points and for any spherical n-design with m = O(n3) points if r > 32 , at least
for m sufﬁciently large. A sufﬁcient condition for both lower bounds on m in (22) and (23) to
hold is
m1 + Ar ∗,
a condition that is independent of the generating point set {z1, . . . , zm}.
Secondly, the upper bound on M2m,d in part (b) is just the average of the squared worst-case
error given by (15). Parts (b) and (c) together with (17) imply the existence of a QMC rule of form
(4) with worst-case error bounded from above by c m−1/2, where c > 0 is independent of m and
d, provided that (22) holds and the sum of the weights is bounded from above independent of d.
Last but not least, parts (b) and (e) together lead to a component-by-component algorithm for
constructing a QMC rule (4) which satisﬁes the desired worst-case error bound. The algorithm
is given below. Since in the ﬁrst dimension any permutation of the generating point set does not
change the worst-case error, we set 1 = I , the identity permutation.
Algorithm 2. A generating point set {z1, . . . , zm} ⊂ S2 is given.
1. Set 1 = I .
2. For each q = 2, 3, . . . , d, with 1, . . . ,q−1 held ﬁxed, choose the permutation q ∈ Pm
which minimizes e2m,q(1, . . . ,q−1,q).
The proof of Theorem 1 relies on the following elementary lemma.
Lemma 3. For m2, the set Pm has the following properties:
(a) For any ﬁxed i satisfying 1 im, the collection of integers(i), for ∈ Pm, contains all
the m integers from {1, 2, . . . , m}, with each integer occurring exactly (m − 1)! times.
(b) For ﬁxed distinct i and p satisfying 1 i, pm, the collection of ordered pairs ((i),(p)),
for ∈ Pm, contains all the m(m−1) distinct ordered pairs drawn from {1, 2, . . . , m}, with
each distinct ordered pair occurring exactly (m − 2)! times.
Proof. (a) It is clear that for a ﬁxed i ∈ {1, . . . , m} the set {(i) :  ∈ Pm} contains all integers
from {1, . . . , m}. Now consider a ﬁxed integer j ∈ {1, . . . , m} and all permutations ∈ Pm with
(i) = j . As |Pm−1| = (m−1)! there are (m−1)! permutations of the integers {1, . . . , m} \ {j}.
Thus there are (m − 1)! permutations  ∈ Pm with (i) = j .
(b) For distinct i and p it is clear that the set {((i),(p)) :  ∈ Pm} contains all ordered
pairs (j, k), where j, k ∈ {1, . . . , m} with j = k. There are m(m − 1) such pairs because
there are m choices for (i), but once (i) is chosen there are only m − 1 choices for (p)
since (p) = (i). For a ﬁxed ordered pair (j, k) of distinct integers from {1, . . . , m}, the set
{ ∈ Pm : (i) = j,(p) = k} can be considered as the set of permutations of {1, . . . , m} \
{j, k}. Thus its cardinality is |Pm−2| = (m − 2)!. 
Now we are ready to prove Theorem 1.
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Proof of Theorem 1. (a) It follows from the deﬁnition of M2m,d and (19) that upon separating
out the i = p terms in the double sum, we obtain (using (12) and (16))
M2m,d = −1 +
1
m
d∏
j=1
(1 + Arj )
+ 1
m2
m∑
i=1
m∑
p=1,
p =i
d∏
j=1
⎛
⎝1+j ∞∑
=1
2 + 1
[( + 1)]r
⎛
⎝ 1
m!
∑
j∈Pm
P(zj (i)·zj (p))
⎞
⎠
⎞
⎠ .
(24)
For p = i, it follows from Lemma 3(b) and P(1) = 1 that
1
m!
∑
∈Pm
P(z(i) · z(p)) = 1
m(m − 1)
m∑
u=1
m∑
t=1,
t =u
P(zu · zt )
= 1
m(m − 1)
(
m∑
u=1
m∑
t=1
P(zu · zt ) − m
)
,
which is independent of i and p. Thus, for p = i,
∞∑
=1
2 + 1
[( + 1)]r
⎛
⎝ 1
m!
∑
j∈Pm
P(zj (i) · zj (p))
⎞
⎠
= 1
m(m − 1)
∞∑
=1
2 + 1
[( + 1)]r
(
m∑
u=1
m∑
t=1
P(zu · zt ) − m
)
= mD
2
m − Ar
m − 1 . (25)
The explicit expression for M2m,d in (20) can be obtained upon substituting (25) into (24).
(b) The bounds in (22) together with ∗j for all j = 1, 2, . . . , d imply
−11 + mD
2
m − Ar
m − 1 j 1 for all j = 1, 2, . . . , d.
Thus for each j we have∣∣∣∣1 + mD2m − Arm − 1 j
∣∣∣∣ 1.
Substituting this into (20), we obtain the desired bound on M2m,d .
(c) By deﬁnition, M2m,d is the average of the squared worst-case error over all possible per-
mutations1, . . . ,d . Clearly, there must exist a set of permutations1, . . . ,d for which the
squared worst-case error is at least as good as average.
(d) The proof for part (d) is again based on an averaging argument. By considering the squared
worst-case error expression (19) with d replaced by q and q − 1, we can write
e2m,q(1, . . . ,q−1,q)
= e2m,q−1(1, . . . ,q−1) +
Arq
m
q−1∏
j=1
(1 + Arj )
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+ q
m2
m∑
i=1
m∑
p=1,
p =i
⎡
⎣q−1∏
j=1
(
1 + jAr(zj (i) · zj (p))
)
Ar(zq (i) · zq (p))
⎤
⎦ , (26)
where we ﬁrst isolated e2m,q−1(1, . . . ,q−1) from e2m,q(1, . . . ,q−1,q) and then separated
out the i = p terms in the remaining double sum.
Let 2m,q(1, . . . ,q−1) denote the average of e2m,q(1, . . . ,q−1,q) over all possible
q ∈ Pm. Note that only the last term in (26) depends on the permutation q . We average this
last term over all possible q ∈ Pm, obtaining
q
m2
m∑
i=1
m∑
p=1,
p =i
⎡
⎣q−1∏
j=1
(
1 + jAr(zj (i) · zj (p))
)
×
∞∑
=1
2 + 1
[( + 1)]r
⎛
⎝ 1
m!
∑
q∈Pm
P(zq (i) · zq (p))
⎞
⎠
⎤
⎦
= mD
2
m − Ar
m − 1
q
m2
m∑
i=1
m∑
p=1,
p =i
q−1∏
j=1
(
1 + jAr(zj (i) · zj (p))
)
= mD
2
m − Ar
m − 1 q
⎛
⎝e2m,q−1(1, . . . ,q−1) + 1 − 1m
q−1∏
j=1
(1 + Arj )
⎞
⎠ , (27)
where the ﬁrst equality follows from (25), and the last equality follows from the squared worst-
case error expression (19) with d replaced by q − 1. Combining (26) and (27), we arrive at the
average
2m,q(1, . . . ,q−1) :=
1
m!
∑
q∈Pm
e2m,q(1, . . . ,q−1,q)
=
(
1 + mD
2
m − Ar
m − 1 q
)
e2m,q−1(1, . . . ,q−1)
+
(
Arq −
mD2m − Ar
m − 1 q
)
1
m
q−1∏
j=1
(1+Arj ) +
mD2m − Ar
m − 1 q .
(28)
Note that assumption (23) implies that
1 + mD
2
m − Ar
m − 1 j 0 for all j = 1, 2, . . . , d.
Using the hypothesis e2m,q−1(1, . . . ,q−1)M2m,q−1 and expression (20) with d replaced by
q − 1, we obtain
2m,q(1, . . . ,q−1)

(
1 + mD
2
m − Ar
m − 1 q
)
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×
⎛
⎝−1 + 1
m
q−1∏
j=1
(1 + Arj ) +
(
1 − 1
m
) q−1∏
j=1
(
1 + mD
2
m − Ar
m − 1 j
)⎞⎠
+
(
Arq −
mD2m − Ar
m − 1 q
)
1
m
q−1∏
j=1
(1 + Arj ) +
mD2m − Ar
m − 1 q
= −1 + 1
m
q∏
j=1
(1 + Arj ) +
(
1 − 1
m
) q∏
j=1
(
1 + mD
2
m − Ar
m − 1 j
)
= M2m,q,
where the last equality follows from expression (20) with d replaced by q. since there must exist
one permutation q ∈ Pm which is as good as average, for this q we have e2m,q(1, . . . ,q)
M2m,q .
(e) Naturally we prove this result by induction. For the ﬁrst dimension, the permutation1 has
no effect on the squared worst-case error e2m,1(1) = 1D2m = M2m,1. Thus, we can simply take
1 to be the identity permutation I. Now assume that we have already obtained the permutations
1, . . . ,q−1 such that e2m,q−1(1, . . . ,q−1)M2m,q−1. Then part (d) asserts the existence of
a permutation d for which e2m,q(1, . . . ,q−1,q)M2m,q . Thus, the permutation q which
minimizes e2m,q(1, . . . ,q−1,q) must satisfy the desired bound. This completes the proof of
Theorem 1. 
5. QMC rules generated by spherical designs
Now we specialize to the case where the generating point set {z1, . . . , zm} is a spherical
n-design, and prove that the desired bound in (22) on the quantity D2m in Theorem 1 is auto-
matically satisﬁed for large enough m.
Recall that D2m is exactly the squared worst-case error for the generating point set {z1, . . . , zm}
in H1 with weight  = 1. As we have seen, the required upper bound on D2m in (22) is a constant
Ar , depending on r, divided by m. Are there equal weight cubature rules for which the upper
bound is satisﬁed if m is sufﬁciently large? The answer is yes, as we will see from our second
main result, Theorem 4. First, we observe from the results in [12] that the squared worst-case
error of any m-point cubature rule (and hence any equal weight rule) in H1, with  = 1, has the
order-optimal lower bound
D2m = e2m,1(z1, . . . , zm)c m−r , (29)
where the constant c depends only on the smoothness parameter r. If we can ﬁnd a sequence of
equal weight cubature rules on S2 that achieve the bound in (29) then since r > 1 this sequence
of QMC rules for d = 1 will clearly satisfy (22), for m sufﬁciently large.
Theorem 4 below states that D2m is of order n−2r when the generating rule is a spherical
n-design. Essentially, it is a special case of [13, Theorem 5] (see also [11, Theorem 6]). However,
since another (equivalent) norm was used for H1 in [13], we have a different reproducing kernel
and a slightly different representation for the worst-case error. For this reason, and also because
we assume that the readers are not necessarily familiar with the techniques used in [11,13], we
give the details of the proof and explain the ideas behind the lemmas which are needed. Note
that the smoothness parameter in this paper is denoted by r, whereas s is used as the smoothness
parameter in [13].
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Theorem 4 (see [13, Theorem 5; 11, Theorem 6]). Let r > 1, and let D2m be deﬁned by (21), i.e.
D2m is the squared worst-case error in H1, with weight  = 1, of the equal weight cubature rule
generated by an arbitrary spherical n-design {z1, . . . , zm} ⊂ S2, where n1.
(a) The quantity D2m has the representation
D2m =
1
m2
m∑
i=1
m∑
p=1
∞∑
=n+1
2 + 1
[( + 1)]r P(zi · zp). (30)
(b) There exists a positive constant c such that
D2mc n−2r ,
where c is independent of the particular spherical n-design, of n, and of the number of
points m.
(c) For sufﬁciently large m = m(n), if m(n) = O(n2), or if r > 32 and m(n) = O(n3), then we
have
D2m(n)
Ar
m
,
where Ar , given by (16), is a constant for any ﬁxed r > 1.
Note one subtle point in part (a), namely that the sum over  starts from n + 1 instead of 1.
Part (b) states that D2m is of the order n−2r . If, in addition, m is of order n2, then D2m would be
of the order m−r , and it will be smaller than Ar/m for r > 1 and sufﬁciently large m. This is the
essence of part (c).
As discussed in Section 3.3, there is yet no proof that spherical n-designswithO(n2) points exist
for arbitrarily largen.However, it is known from[14] that sphericaln-designswith c1 n3mc2 n3
points exist for every n ∈ N. In this case, we see from part (b) that D2m is of order m−2r/3, which
satisﬁes the desired bound in part (c) if r > 32 and m is sufﬁciently large.
We will devote the remainder of this section to proving Theorem 4, following the techniques
from [11,13].
Proof of Theorem 4. (a) Recall from (21) and (12) that
D2m =
1
m2
m∑
i=1
m∑
p=1
∞∑
=1
2 + 1
[( + 1)]r P(zi · zp).
Since P(zi · zp) is a spherical polynomial of degree  in zp, it follows from the exactness on Pn
of the equal weight cubature rule generated by the spherical n-design that for 1n,
1
m
m∑
p=1
P(zi · zp) = 14
∫
S2
P(zi · z) d(z) = 24
∫ 1
−1
P(u) du = 0.
The integral of P over [−1, 1] is zero because the Legendre polynomials are orthogonal polyno-
mials with respect to the standard L2 inner product on [−1, 1] and because P0 ≡ 1. This is why
the sum over  in (30) can start from n + 1 instead of 1. 
Before we continue to prove that D2m is of the order n−2r , we will ﬁrst state two lemmas needed
in our proof.
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Lemma 5 (see [13, Lemma 7]). Let n1. For u ∈ [−1, 1), we can write
∞∑
=n+1
2 + 1
[( + 1)]r P(u) = 	n P
(1,0)
n (u) + 
n
Pn(u)
1 − u +
∞∑
=n+1

P(u)
1 − u , (31)
where
	n = − 1
nr(n + 1)r−1 ,

n =
1
nr(n + 1)r−1 −
1
(n + 1)r−1(n + 2)r ,
 =
2 + 1
r( + 1)r −
1
( + 1)r−1( + 2)r −
1
( − 1)rr−1 , n + 1.
Moreover, we have
0 < 
n2r n−2r and ||2r [2r+4(r + 1) − 1] −2r−1. (32)
Proof. This lemma can be proved in a similar way to Lemma 7 of [13]. We sketch the main ideas
and leave it to the reader to ﬁll in the details by analogy with [13]. We start by multiplying (31)
by (1 − u). Using the identity [29, (4.5.4)]
(1 − u) P (1,0)n (u) = Pn(u) − Pn+1(u), u ∈ [−1, 1],
and [29, (4.7.17)]
uP(u) = 2 + 1 P−1(u) +
 + 1
2 + 1 P+1(u), u ∈ [−1, 1], (33)
we can express both sides of (31) multiplied by (1 − u) as series in Legendre polynomials.
Comparing coefﬁcients conﬁrms that the formulas for 	n, 
n and , n + 1, are correct. The
estimates in (32) follow from the mean value theorem. 
A spherical cap S(y, r) with axis y and radius r is deﬁned as
S(y, r) := {x ∈ S2 : cos−1(x · y)r}.
The difference S(y, r2) \ S(y, r1) between two spherical caps with the same axis y but different
radii r2r1 is known as a spherical collar with axis y and height r2 − r1.
Lemma 6. Given a spherical n-design {z1, . . . , zm} on S2, let N [R] be the counting function
which gives the number of points in {z1, . . . , zm} that lie within the region R ⊂ S2.
(a) There exists a positive constant c1 such that
1
m
N
[
S
(
y,

2n
)]
 c1
n2
∀y ∈ S2.
(b) For 2n 2 , we have
1
m
N
[
S(y, )
∖
S
(
y,

2n
)]
6c1(sin )2 ∀y ∈ S2,
where c1 is the positive constant from part (a).
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Proof. Part (a) was proved by Reimer in [22, Lemma 1]. It was shown more generally that for
a positive weight cubature rule with polynomial degree of exactness 2, the sum of the weights
in any spherical cap S(x, c ) of arbitrary center and ﬁxed angle
c
 , where c is a suitable constant,
has an upper bound of the order −2. The proof of this result is far from trivial; we will not
discuss it here. Part (b) is essentially the specialization of [11, Lemma 2] to the case of equal
weight cubature rules. The idea of the proof, which goes back to [26, Lemma 5.5.3], is to cut the
spherical collar S(y, ) \ S(y, 2n ) into spherical collars of height 2n with the same axis y, and
then to cover each of these collars with spherical caps of radius 2n . We then apply the result of
part (a) for each of these caps and ﬁnally arrive at the result in part (b). 
After these preparations we can ﬁnish the proof of Theorem 4.
Proof of Theorem 4. (b) Now we follow the technique used in the proof of [13, Theorem 5] (see
also the proof of [11, Theorem 6]).
In the light of the decomposition in Lemma 5, we deﬁne, for z,w ∈ S2,
kn(z,w) :=
∞∑
=n+1
2 + 1
[( + 1)]r P(z · w) +
1
nr(n + 1)r−1 P
(1,0)
n (z · w)
= 
n
Pn(z · w)
1 − z · w +
∞∑
=n+1

P(z · w)
1 − z · w . (34)
With this we can write (30) as
D2m =
1
m2
m∑
i=1
m∑
p=1
(
− 1
nr(n + 1)r−1 P
(1,0)
n (zi · zp) + kn(zi, zp)
)
= − 1
nr(n + 1)r +
1
m2
m∑
i=1
m∑
p=1
kn(zi, zp), (35)
where we have used, for each i = 1, . . . , m,
1
m
m∑
p=1
P (1,0)n (zi · zp) =
1
4
∫
S2
P (1,0)n (zi · z) d(z)
= 2
4
∫ 1
−1
P (1,0)n (u) du =
1
n + 1 , (36)
since P (1,0)n (zi · z) is a spherical polynomial of degree n in the variable z, and is hence integrated
exactly by the equalweight cubature rule corresponding to the spherical n-design. The last equality
in (36) follows from (8). Clearly the ﬁrst term in (35) is of the required order n−2r . It remains to
ﬁnd a bound for the second term in (35).
For each i satisfying 1 im, we can consider zi as the “north pole” and divide the sphere into
the “northern hemisphere” S(zi, 2 ) and the “southern hemisphere” S(−zi, 2 ). (That we count
the equator twice is not of concern.) We can then split each hemisphere into the “polar zone”
S(±zi, 2n ) and the remainder region S(±zi, 2 ) \ S(±zi, 2n ). With this analogy in mind we can
write
1
m2
m∑
i=1
m∑
p=1
kn(zi, zp)
1
m
m∑
i=1
(D+i + D−i + R+i + R−i ), (37)
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where
D±i :=
1
m
m∑
p=1,
zp∈S(±zi , 2n )
kn(zi, zp) and R±i :=
1
m
m∑
p=1,
zp∈S(±zi , 2 )\S(±zi , 2n )
kn(zi, zp).
Note that we have an inequality because our “equator” is considered as part of both hemispheres.
To estimate |D±i |, we consider points zp in the polar zones S(±zi, 2n ). Note that in this case
zi · zp could be very close or even equal to ±1. Using the properties |P(u)|P(1) = 1 and
|P (1,0)n (u)|P (1,0)n (1) = n + 1 for all u ∈ [−1, 1], we obtain a bound on |kn(zi, zp)| from the
ﬁrst equality in (34) as follows:
|kn(zi, zp)| 
∞∑
=n+1
2 + 1
r( + 1)r +
1
nr(n + 1)r−2

∫ ∞
n
2u + 1
ur(u + 1)r du +
1
nr(n + 1)r−2
 r
r − 1 n
−2r+2.
This, together with Lemma 6(a), leads to
|D±i |
1
m
N
[
S
(
±zi, 2n
)] r
r − 1 n
−2r+2 c1r
r − 1 n
−2r . (38)
In estimating |R±i |, we only need to consider points zp outside the polar caps S(±zi, 2n ) in which
case cos−1(zi · zp) ∈ ( 2n , − 2n ). It follows from the second equality in (34) that kn(zi, zp) can
be expressed as
kn(zi, zp) = 
n
Pn(cos i,p)
1 − cos i,p +
∞∑
=n+1

P(cos i,p)
1 − cos i,p , (39)
where i,p ∈ [0, ] is deﬁned by cos i,p = zi · zp. From [29, (7.3.8)] the Legendre polynomials
satisfy the estimate
|P(cos )| (sin )1/2 <
√
2

−1/2,  ∈ [0, ],
and hence∣∣∣∣P(cos )1 − cos 
∣∣∣∣ 
√
2

(sin )−1/2 (1 + cos )
(sin )2
−1/2 2
√
2√

−1/2(sin )−5/2,  ∈ (0, ).
(40)
Thus, from (39), (40) and (32),
|kn(zi, zp)|  4
√
2 r√

n−2r−1/2(sin i,p)−5/2
+4
√
2 r√

(
2r+4(r + 1) − 1
)
(sin i,p)−5/2
∞∑
=n+1
−2r−3/2
 2
√
2√

(
2r+4(r + 1) + 2r − 1
)
n−2r−1/2(sin i,p)−5/2.
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From now on it is convenient to workwith angles lying in [ 2n , 2 ], thus for zp ∈ S(zi, 2 )we deﬁne
+i,p := i,p = cos−1(zi ·zp), and for zp ∈ S(−zi, 2 )wedeﬁne−i,p := −i,p = cos−1(−zi ·zp).
Since sin i,p = sin ±i,p, we now obtain
|R±i |
2
√
2√

(
2r+4(r + 1) + 2r − 1
)
n−2r−1/2
⎛
⎜⎜⎜⎝ 1m
m∑
p=1,
zp∈S(±zi , 2 )\S(±zi , 2n )
(sin ±i,p)
−5/2
⎞
⎟⎟⎟⎠ .
(41)
To obtain a bound on the sum in (41), we use a trick involving a Riemann–Stieltjes integral and
integration by parts, which is due to Reimer [22]. We deﬁne, for 1 im,
g±i () :=
1
m
N
[
S(±zi, )
∖
S
(
±zi, 2n
)]
= 1
m
m∑
p=1,
zp∈S(±zi ,)\S(±zi , 2n )
1,  ∈
[ 
2n
,

2
]
,
and deﬁne
f () = (sin )−5/2,  ∈
[ 
2n
,

2
]
.
Then g±i is a function of bounded variation on [ 2n , 2 ] and f is continuous and strictly monotoni-
cally declining. This allows us to write the sum in (41) as a Riemann–Stieltjes integral (see [18,
Chapter X]),
1
m
m∑
p=1,
zp∈S(±zi , 2 )\S(±zi , 2n )
(sin ±i,p)
−5/2
=
∫ /2
/2n
f () dg±i () = f
(
2
)
g±i
(
2
)
− f
( 
2n
)
g±i
( 
2n
)
−
∫ /2
/2n
g±i () df ()
= g±i
(
2
)
+ 5
2
∫ /2
/2n
g±i () (sin )
−7/2 cos  d,
where we have used integration by parts and g±i (

2n ) = 0. We see from Lemma 6(b) that
g±i ()6c1(sin )2. Thus,
1
m
m∑
p=1,
zp∈S(±zi , 2 )\S(±zi , 2n )
(sin ±i,p)
−5/2  6c1 + 15c1
∫ /2
/2n
(sin )−3/2 cos  d
= −24c1 + 30c1
(
sin

2n
)−1/2
 30c1n1/2, (42)
where we used the property sin  > 2  for 0

2 . Using (42) in (41) we obtain
|R±i |
60
√
2 c1
[
2r+4(r + 1) + 2r − 1]√

n−2r . (43)
46 K. Hesse et al. / Journal of Complexity 23 (2007) 25–51
From (37), (38) and (43) we obtain
1
m2
m∑
i=1
m∑
p=1
kn(zi, zp)
(
2c1r
r − 1 +
120
√
2 c1
[
2r+4(r + 1) + 2r − 1]√

)
n−2r . (44)
Hence from (35) and (44), D2mc n−2r for all n1 with some constant c which depends only on
the smoothness parameter r > 1. This completes the proof of part (b).
Part (c) follows directly from part (b), as already explained in the discussion immediately
following the theorem. This completes the proof of Theorem 4. 
Corollary 7. Assume that the generating point set in (3), with m = m(n), is a spherical n-design
on S2. If r > 1 and m(n) = O(n2), or if r > 32 and m(n) = O(n3), then there exists mr
independent of d such that for mmr the component-by-component algorithm, Algorithm 2,
yields permutations 1, . . . ,d ∈ Pm satisfying
e2m(n),d(1, . . . ,d)M2m(n),d
1
m(n)
⎛
⎝ d∏
j=1
(1 + Arj ) − 1
⎞
⎠ .
Note added: For 1 < r < 2, recent results of Brauchart and Womersley provided another way
of constructing a suitable generating point set: they showed (see [3, Corollary 3.9; 4]) that a set
of points {z1, . . . , zm} ⊆ S2 which maximizes ∑mi,p=1 |zi − zp|2r−2 yields D2mc m−r (where
|zi − zp| is the Euclidean distance in R3 between zi and zp on S2 ), and therefore satisﬁes (22)
for m sufﬁciently large.
6. A randomized algorithm
First we discuss the implementation issues of Algorithm 2. We see from (19) that the compu-
tational cost for evaluating the squared worst-case error is O(m2d) provided that the sum over
1 can be well approximated by truncating the sum at some index max. Clearly the sum over
1 in (19) converges no more slowly than that for the constant Ar given by (16). Thus, it is
enough to consider the error associated with truncating Ar at max, which we may bound by
∞∑
=max+1
2 + 1
[( + 1)]r <
∫ ∞
max
2x + 1
[x(x + 1)]r dx =
1
(r − 1)[max(max + 1)]r−1 .
To ensure that this error is within a given tolerance level , it is sufﬁcient that we take
max
(
1
(r − 1) 
)1/(2(r−1))
.
For example, if  = 10−16 then max needs to be 8409 when r = 3, 108 when r = 2 and 2× 1016
when r = 32 .
For computational efﬁciency, oncewe have chosen our generating spherical n-design,we should
pre-compute and store
(i, p) := Ar(zi · zp) =
∞∑
=1
2 + 1
[( + 1)]r P(zi · zp) (45)
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for 1 i, pm. The Legendre polynomials can be computed by the upward recurrence
(see also (33)),
P(u) = 2 − 1

uP−1(u) −  − 1

P−2(u),
starting from P0(u) = 1 and P1(u) = u. As in the calculation of Ar , we truncate the sum in (45)
at max. The cost for the pre-computation is O(m2max) operations. Note that(i, p) = (p, i)
and (i, i) = Ar . The squared worst-case error (19) can now be written as
e2m,d(1, . . . ,d) = −1 +
1
m2
m∑
i=1
m∑
p=1
d∏
j=1
[
1 + j(j (i),j (p))
]
. (46)
After the pre-computations, the cost for Algorithm 2 is O(m!m2d) operations if we store the
products in (46) during the search (leaving aside for now the cost for generating the permutations).
It is clear that the m! factor in the complexity, which arises due to the number of permutations we
need to search in each step, makes a full search infeasible even for spherical 2-designs with just
m = 9 points. Thus, we must ﬁnd a way to reduce the computational cost while not sacriﬁcing
the quality of the resulting rule.
We recall from Corollary 7 that the rule constructed by Algorithm 2 is guaranteed to satisfy the
error bound e2m,d(1, . . . ,d)M2m,d . A closer examination of the proof of Theorem 1 indicates
that the sameerror bound is likely to be achievedbymore thanone choice of the permutations, since
the error bound is obtained by an averaging argument (the argument being that there is at least one
choice as good as average). In fact, the desired error bound can be achieved as long as each q
satisﬁes e2m,q(1, . . . ,q)2m,q(1, . . . ,q−1) in step q, with 2m,q(1, . . . ,q−1) given
explicitly by (28). We therefore recommend the following modiﬁed algorithm.
Algorithm 8. A generating point set {z1, . . . , zm} ⊂ S2 is given.
1. Set 1 = I .
2. For each q = 2, 3, . . . , d, with 1, . . . ,q−1 held ﬁxed, do the following:
(a) Keep on generating permutations q ∈ Pm randomly until we have m different permuta-
tions satisfying
e2m,q(1, . . . ,q−1,q)2m,q(1, . . . ,q−1).
(b) Choose a permutation q out of these m permutations which gives the smallest value of
e2m,q(1, . . . ,q−1,q).
The computational cost for this modiﬁed algorithm is O(m4d) operations if we store the
products as above, assuming that we generate at most m permutations in Step 2(a) and assum-
ing that the cost for generating a random permutation is O(m) operations. Ideally, 1 would
be some small constant that is independent of m and d. In theory we know nothing about the
distribution of e2m,q(1, . . . ,q−1,q) forq ∈ Pm, and so we can say nothing about . Never-
theless, we shall see from the numerical results below that  appears to be around 2, as we might
have hoped.
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Table 1
Worst-case errors and bounds for an extremal spherical 20-design with m = 441 points
q em,q m,q Mm,q 
1 4.105e − 05
2 7.129e − 03 1.645e − 02 1.645e − 02 1.80
3 1.787e − 02 2.436e − 02 2.851e − 02 1.76
4 2.826e − 02 3.360e − 02 4.027e − 02 1.83
5 3.877e − 02 4.317e − 02 5.183e − 02 1.99
6 4.996e − 02 5.298e − 02 6.316e − 02 1.84
7 6.084e − 02 6.337e − 02 7.421e − 02 1.87
8 7.140e − 02 7.355e − 02 8.494e − 02 1.90
9 8.175e − 02 8.345e − 02 9.529e − 02 2.03
10 9.181e − 02 9.314e − 02 1.052e − 01 1.93
11 1.013e − 01 1.025e − 01 1.147e − 01 2.03
12 1.104e − 01 1.114e − 01 1.237e − 01 1.94
13 1.191e − 01 1.199e − 01 1.322e − 01 1.94
14 1.273e − 01 1.280e − 01 1.402e − 01 1.96
15 1.349e − 01 1.355e − 01 1.478e − 01 1.93
16 1.421e − 01 1.426e − 01 1.548e − 01 2.02
17 1.487e − 01 1.492e − 01 1.613e − 01 1.95
18 1.547e − 01 1.553e − 01 1.674e − 01 1.93
19 1.604e − 01 1.608e − 01 1.730e − 01 1.95
20 1.657e − 01 1.660e − 01 1.782e − 01 1.90
21 1.705e − 01 1.708e − 01 1.830e − 01 1.90
22 1.750e − 01 1.752e − 01 1.874e − 01 1.98
23 1.791e − 01 1.793e − 01 1.914e − 01 1.90
24 1.828e − 01 1.830e − 01 1.951e − 01 1.86
25 1.863e − 01 1.864e − 01 1.984e − 01 1.92
26 1.894e − 01 1.895e − 01 2.015e − 01 1.97
27 1.922e − 01 1.924e − 01 2.043e − 01 1.83
28 1.948e − 01 1.949e − 01 2.068e − 01 1.88
29 1.971e − 01 1.973e − 01 2.091e − 01 1.87
30 1.993e − 01 1.994e − 01 2.112e − 01 1.88
7. Numerical results
The generating point sets in our experiment will be extremal spherical n-designs, see [5].
They are extremal points on the sphere S2 obtained by maximizing the determinant of a
certain matrix subject to the condition that the integration weights are equal. The web site
http://www.maths.unsw.edu.au/∼rsw of Robert S. Womersley contains the point sets for extremal
spherical n-designs up to n = 50. The number of points in each case is exactly m = (n + 1)2.
We take r = 3, d = 30 and j = 0.9j in our experiment. Instead of truncating the sum over
 at 8409, we shall keep on adding the terms until the sum no longer changes due to the limited
machine precision. Under long double precision (128 bits) this occurs at max = 10 809, which
gives A3 = 0.404114 · · · at a truncation error less than 3.7×10−17. Note that the parameter mr in
Corollary 7 can be taken as the minimum value of m satisfying the two conditions (see Theorems
4(c) and 1(d))
D2m
Ar
m
and m 1 + Ar
∗
1 + D2m∗
.
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Table 2
Worst-case errors and bounds for an extremal spherical 30-design with m = 961 points
q em,q m,q Mm,q 
1 1.293e − 05
2 5.498e − 03 1.114e − 02 1.114e − 02 1.73
3 1.169e − 02 1.670e − 02 1.930e − 02 1.81
4 1.866e − 02 2.253e − 02 2.727e − 02 1.92
5 2.569e − 02 2.892e − 02 3.509e − 02 1.98
6 3.273e − 02 3.546e − 02 4.277e − 02 1.93
7 4.005e − 02 4.204e − 02 5.025e − 02 1.97
8 4.719e − 02 4.886e − 02 5.752e − 02 1.95
9 5.420e − 02 5.552e − 02 6.453e − 02 1.94
10 6.103e − 02 6.206e − 02 7.126e − 02 1.93
11 6.752e − 02 6.842e − 02 7.768e − 02 1.99
12 7.359e − 02 7.446e − 02 8.378e − 02 1.95
13 7.933e − 02 8.009e − 02 8.955e − 02 1.90
14 8.487e − 02 8.542e − 02 9.498e − 02 1.98
15 9.005e − 02 9.053e − 02 1.001e − 01 1.97
16 9.490e − 02 9.531e − 02 1.048e − 01 1.89
17 9.943e − 02 9.978e − 02 1.093e − 01 1.86
18 1.036e − 01 1.039e − 01 1.134e − 01 2.07
19 1.075e − 01 1.078e − 01 1.172e − 01 1.91
20 1.111e − 01 1.113e − 01 1.207e − 01 2.00
21 1.144e − 01 1.146e − 01 1.239e − 01 2.04
22 1.174e − 01 1.176e − 01 1.269e − 01 2.00
23 1.202e − 01 1.203e − 01 1.296e − 01 1.93
24 1.227e − 01 1.229e − 01 1.321e − 01 1.97
25 1.251e − 01 1.252e − 01 1.344e − 01 1.91
26 1.272e − 01 1.273e − 01 1.365e − 01 1.94
27 1.291e − 01 1.292e − 01 1.384e − 01 1.96
28 1.309e − 01 1.310e − 01 1.401e − 01 1.91
29 1.325e − 01 1.326e − 01 1.417e − 01 1.98
30 1.339e − 01 1.340e − 01 1.431e − 01 1.91
For r = 3 and ∗ = 0.9, it can be checked that both conditions hold for all the extremal spherical
n-designs on the web site of Womersley.
Our results for n = 20, 30 and 50 (corresponding to m = 441, 961 and 2601, respectively) and
for dimensions up to d = 30 are given in Tables 1–3.
We see from the numbers that  (recall that m is the number of permutations searched before
m permutations were found satisfying e2m,q2m,q ) is always around 2, which suggests that the
median of the squared worst-case error e2m,q(1, . . . ,q−1,q) for q ∈ Pm is very close to
the mean 2m,q(1, . . . ,q−1). This reassures us that the modiﬁed algorithm in Section 6 can in
practice yield a good selection of permutations within a reasonable time.
The evidence is that there are many good choices of permutations in each step of the algorithm,
but we note there are also some very bad choices. For example, if we were to take the identity
permutation in every step, then for large m, the resulting QMC rule would be awful, because the
approximation now converges to an incorrect value for the integral, and as a result the worst-case
error converges to some ﬁxed positive number. Indeed, we obtain em,30 = 1.607806 · · · regardless
of how large m is, if each permutation is taken to be the identity. Thus the choice of permutation
does matter.
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Table 3
Worst-case errors and bounds for an extremal spherical 50-design with m = 2601 points
q em,q m,q Mm,q 
1 2.884e − 06
2 3.201e − 03 6.767e − 03 6.767e − 03 1.77
3 6.871e − 03 1.010e − 02 1.173e − 02 1.83
4 1.065e − 02 1.357e − 02 1.657e − 02 1.85
5 1.514e − 02 1.714e − 02 2.133e − 02 1.86
6 1.966e − 02 2.121e − 02 2.599e − 02 1.94
7 2.410e − 02 2.537e − 02 3.054e − 02 1.84
8 2.836e − 02 2.949e − 02 3.496e − 02 1.90
9 3.264e − 02 3.347e − 02 3.922e − 02 1.92
10 3.672e − 02 3.745e − 02 4.330e − 02 1.90
11 4.065e − 02 4.125e − 02 4.721e − 02 1.88
12 4.438e − 02 4.491e − 02 5.092e − 02 1.92
13 4.796e − 02 4.837e − 02 5.442e − 02 1.91
14 5.132e − 02 5.167e − 02 5.772e − 02 1.94
15 5.445e − 02 5.478e − 02 6.082e − 02 1.96
16 5.736e − 02 5.766e − 02 6.371e − 02 1.92
17 6.011e − 02 6.034e − 02 6.640e − 02 1.93
18 6.266e − 02 6.286e − 02 6.890e − 02 1.95
19 6.502e − 02 6.520e − 02 7.122e − 02 1.93
20 6.718e − 02 6.735e − 02 7.335e − 02 1.95
21 6.917e − 02 6.932e − 02 7.532e − 02 1.94
22 7.101e − 02 7.114e − 02 7.712e − 02 1.95
23 7.270e − 02 7.281e − 02 7.878e − 02 1.94
24 7.425e − 02 7.434e − 02 8.029e − 02 1.98
25 7.567e − 02 7.574e − 02 8.168e − 02 1.89
26 7.696e − 02 7.703e − 02 8.294e − 02 1.95
27 7.813e − 02 7.820e − 02 8.409e − 02 1.92
28 7.921e − 02 7.926e − 02 8.514e − 02 1.98
29 8.018e − 02 8.023e − 02 8.610e − 02 1.94
30 8.107e − 02 8.111e − 02 8.696e − 02 1.93
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