Let {a1, . . . , ap} be the minimal generating set of a numerical monoid S. For any s ∈ S, its Delta set is defined by ∆(s) = {li−li−1 | i = 2, . . . , k} where {l1
Introduction
The study of the structure of ∆(S) and its computation plays an important role in the theory of non-unique factorization. For example in [2] , it found a rigorous study of ∆(S) for numerical monoids that shows the structure of ∆(S) can be very complex even in the case S is generated by only three elements. Also in [2] , some bounds for the maximum and the minimum of ∆(S) with S a numerical monoid are given. Another interesting work is [4] where some results concerning the structure of the Delta sets of BF-monoids are proved and it is shown that the minimum and the maximum of ∆(S) can be completely determined using the Betti elements of S. In [7] , the conditions which must be satisfied by the generators of S = a 1 , a 2 , a 3 for ∆(S) being a singleton are shown. One of the main results used to compute ∆(S) is given in [10] ; it proves that every commutative cancellative reduced atomic monoid S satisfies that min(∆(S)) = gcd(∆(S)). A method for computing ∆(S) is found in [5] ; in that paper, it is proved that for every numerical monoid S with minimal system of generators a 1 < · · · < a p , and for every element s ∈ S such that s ≥ 2pa 2 a 2 p it must hold ∆(s) = ∆(s + a 1 a p ). Thus, for a primitive numerical monoid S we have ∆(S) = ∪ s∈S,s<N ∆(s) with N = 2pa 2 a 2 p + a 1 a p , and this implies that the computation of ∆(S) requires only a finite number of steps.
A different approach is to study ∆(S) in different types of monoids. For instance in [2] , it is proved that if a 1 and a 2 are integers satisfying 1 < a 1 < a 2 and gcd(a 1 , a 2 ) = 1, then ∆( a 1 , a 2 ) = {a 2 − a 1 }. If S is a numerical monoid generated by a k-interval, then ∆(S) = {k}, and if S = n, n + k, (k + 1)n − k where n ≥ 3, k ≥ 1 and gcd(n, k) = 1, then ∆(S) = [k, 2k, . . . , ⌊ n+k−1 k+2 ⌋k]. In [7] , the elements of the set ∆(S) with S = a 1 , a 2 , a 3 a numerical monoid are characterized, and in the case a 1 = 3 it is proved that − 2] ∩ N. In [6] , it is shown that for an increasing sequence r 1 , . . . , r t of positive integers, a positive integer n and S n = n, n+r 1 , . . . , n+r t a numerical monoid, there exists a positive integer N such that if n > N , then |∆(S n )| = 1. Other works in this area may be found in [1, 3, 11, 12, 13] .
Despite the amount of existing works, the computation of ∆(S) for a given numerical monoid is not an easy task. The main problems are the high values of the bounds and the large amount of factorizations that are required even in the cases the bound is low. In this work we cover some gaps in the knowledge of the Delta sets of numerical monoids. We give explicit bounds that improve the bounds obtained in previous works and we also use some improvements in the computation of the expressions of some elements. All these advances allow us to get a better algorithm to compute the Delta sets of numerical monoids. The theoretical results of this work are complemented with the software [9] developed in Mathematica that provides us functions to compute the Delta set of a numerical monoid.
The contents of this paper are organized as follows. In Section 1, we introduce some definitions and notations used in this work. In Section 2, we study the structure of ∆(S). These results are used to get the existence of the bound N S . In Section 3, a formulation of N S is given. Finally, in Section 4, we give an algorithm to compute ∆(S), and we illustrate our method with some examples showing their execution times.
Preliminaries
Let N be the set of nonnegative integers and let Q ≥ be the set of nonnegative rational numbers. If S is an additive submonoid of N, then S is called a numerical monoid. We say that the integers a 1 , . . . , a p with p ∈ N \ {0} generate S if S = {x 1 a 1 + · · · + x p a p | x i ∈ N for all i = 1, . . . , p}; this is denoted by S = a 1 , . . . , a p . It is well known that the minimal (in terms of cardinality and set inclusion) generating set of S is unique. In the sequel, we assume that {a 1 , . . . , a p } is the minimal generating set of S and a 1 < · · · < a p . A numerical monoid S = a 1 , . . . , a p is primitive when gcd(a 1 , . . . , a p ) = 1; these monoids are also known as numerical semigroups and every numerical monoid is isomorphic to a primitive numerical monoid. Hence, we can narrow our study to the primitive case. If S is a primitive numerical monoid, then there exists an integer F (S) / ∈ S such that s > F (S) implies that s ∈ S. This integer is known as the Frobenius number of S. For more details on numerical monoids, the reader is directed to the monograph [15] .
For numerical monoid S = a 1 , . . . , a p , it must hold S ∼ = N p / ∼ M , where M is the subgroup of Z p of rank p − 1 defined by the equation a 1 x 1 + · · · + a p x p = 0 and ∼ M is defined as x ∼ M y if and only if x − y ∈ M for all x, y ∈ N p (see [14] for further details). Denote by Z(s) the set {(x 1 , . . . ,
For all x, y ∈ N p and every s ∈ S, two elements x, y belong to Z(s) if and only if x ∼ M y. Define the linear function L :
. . , x p ) ∈ Z(s)}, which is known as the set of lengths of s in S. Since S is a numerical monoid, it is not hard to prove that this set of lengths is bounded, and so there exist some positive integers
is known as the Delta set of s. We globalize the notion of the Delta set by setting
The set ∆(S) is called the Delta set of S.
The structure of ∆(S)
The computation of ∆(S) with S a numerical monoid generated by two elements is solved in [2] . Hence, we only consider primitive numerical monoids minimally generated by at least three elements. Denote by {e 1 , . . . , e p } the canonical basis of R p .
For every l ∈ ∆(S), there exist s ∈ S and γ, γ
. We distinguish two cases: i + 1 = j and i + 1 < j.
We have proved that min(
On the sequel we denote by d the element min(∆(S)). One of the consequences of Lemma 2 is that d divides L(γ) − L(γ ′ ) for every s ∈ S and every γ, γ ′ ∈ Z(s), and therefore d divides all the elements of ∆(S).
Definition 3. Under the assumptions of Lemma 2, there exist u 1 , . . . ,
. We refer to the vectors − → v = u 1 m 1 + · · · + u p−1 m p−1 ∈ M as the minimum length increase vectors.
Definition 4. Under the assumptions of Lemma 2, define
Note that every minimum length increase vector − → v and the vector
The set H 0 is the vectorial subspace over Q generated by M , its defining equation is a 1 x 1 + · · · + a p x p = 0 and it verifies dim(H 0 ) = p − 1.
It is straightforward to prove that the vectors − → q i verify the defining equations of M and E. Therefore, − → q i ∈ M ∩ E for every i = 2, . . . , p − 1. Note that, since the ith coordinate of − → q i is greater than zero for all i = 2, . . . , p − 2 (recall that a 1 < · · · < a p ), the set { − → q 2 , . . . , − → q p−1 } is Q-linearly independent.
Remark 6. The defining equations of V(E) and H 0 are Q-linearly independent.
is a linearly independent set, this set is a basis of H 0 ∩ V(E).
Definition 7. Let S = a 1 , . . . , a p be a numerical monoid. For all s ∈ N and for all i ∈ {1, . . . , p}, define X i (s) = s ai e i ∈ Q p ≥ , the point of intersection of the affine hyperplane H s with the x i -axis. These elements verify L(
Definition 8. Let S = a 1 , . . . , a p be a numerical monoid. For all s ∈ N and for all i ∈ {1, . . . , p}, define
For every A, B ∈ Q p , denote by AB the set {A + λ − − → AB|λ ∈ Q, 0 ≤ λ ≤ 1}, the line segment with endpoints A and B. Note that the points P i (s) can be expressed as
Denote by r the line defined by X 1 (s) and X p (s). The point X 1 (s) belongs to the x 1 -axis and X p (s) to the x p -axis. This implies that
− → h is proportional to the vector − −−−−−−− → X 1 (s)X p (s), the elements R(s), R ′ (s) belong to r.
Proposition 9. Let S = a 1 , . . . , a p be a numerical monoid. There exists
a2(a1−ap) > 0 and
This implies that there existsŝ 1 such that for all s ≥ŝ 1 we have
Since a 1 < · · · < a p , the ith coordinate of R(s) + (p − 2) − → q i belongs to Q ≥ . Furthermore, for every s ∈ N \ {0} we have
The numbers N S fulfilling the conditions of the above proposition are not unique. We now define new elements that depend on the election of N S . For the sake of simplicity in our notation, in the sequel, we will assume that for a given monoid S the natural number N S represents an arbitrary fixed element of S fulfilling the conditions of Proposition 9.
Definition 10. Let S = a 1 , . . . , a p be a numerical monoid. Define the vectors
Lemma 11. Let S = a 1 , . . . , a p be a numerical monoid and let s ∈ N be such that
Proof. Since s ≥ N S , we have s(a 2 − a 1 ) ≥ N S (a 2 − a 1 ), and therefore
Similarly, we obtain the other inequality.
The following result generalizes Proposition 9.
Proposition 12. Let S = a 1 , . . . , a p be a numerical monoid and let s ∈ N be such that s ≥ N S . Then, every element X of
Proof. The element X 1 (s)+ − → w + − → h is equal to s−NS a1 e 1 +R(N S ). By Proposition 9, the element R(N S ) belongs to Q p ≥ . Thus, for every s ≥ N S the element
Proof. By Proposition 12, the elements X, X
The smallest convex set with respect the inclusion that contains the elements X, X + (p− 2) − → q 2 , . . . , X + (p− 2) − → q p−1 is the set C = {X +
In order to complete our construction, we express Z(s) as a union of three different sets. Definition 14. Let S = a 1 , . . . , a p be a numerical monoid. For every s ∈ N such that s ≥ N S , define
For every x = (x 1 , . . . , x p ) ∈ Z(s) we have s = x 1 a 1 +· · ·+x p a p . This implies
a1 (x 1 a 1 + · · ·+ x p a p ), and using a 1 < · · · < a p , we obtain
In the sequel, we use these sets to prove the periodicity of ∆(S), and to improve the algorithmic method that computes it.
Denote ∆(Z i (s)) = {l j+1 − l j | j = 1, . . . , k − 1} with {l 1 < · · · < l k } the ordered set obtained from {L(x) | x ∈ Z i (s)} and by ⌊x⌋ the largest integer not greater than x.
γ i a i = s, and thus γ ∈ H s . Let − → v be a minimal length increase vector. We can find
, we can assert that there
In this way we get a sequence of elements γ ′0 , . . . , γ ′k with lengths equal to
If so, then repeating the procedure with the element
, it is not possible to find more elements having different lengths, and therefore ∆(Z 2 (s)) = {d}.
, and using the proof of Theorem 15, we can assert that there exists at least an element
In this way, we obtain that ∆(s) = ∆(Z 1 (s)) ∪ ∆(Z 2 (s)) ∪ ∆(Z 3 (s)). Since s ≥ N S , by Theorem 15, ∆(Z 2 (s)) = {d}, and thus ∆(s) = ∆(Z 1 (s)) ∪ {d} ∪ ∆(Z 3 (s)).
The following result gives us the key to study the periodicity of ∆(S).
Theorem 17. Let S = a 1 , . . . , a p be a numerical monoid and let s ∈ N be such that s ≥ N S . Then Z 1 (s + a 1 ) = {x + e 1 | x ∈ Z 1 (s)} and
≤ (s + a 1 )/a 1 , and therefore x + e 1 ∈ Z 1 (s + a 1 ).
Let y = (y 1 , . . . , y p ) be an element of Z 1 (s + a 1 ). Note that (s + a 1 )/a 1 + L( − → w ) < L(y) ≤ (s + a 1 )/a 1 , and thus s/a 1 + L( − → w ) < L(y − e 1 ) ≤ s/a 1 . If y 1 > 0, then y − e 1 ∈ Z 1 (s), and thus y = (y − e 1 ) + e 1 with y − e 1 ∈ Z 1 (s). Now assume y 1 = 0. The elements y and ((s + a 1 )/a 2 )e 2 are both in H s+a1 . Thus, y 2 a 2 + · · · + y p a p = ((s + a 1 )/a 2 )a 2 = s + a 1 . Since a 1 < · · · < a p and
Using the same argument, we also have
Corollary 18. Let S = a 1 , . . . , a p be a numerical monoid. Then ∆(S) = s∈S,s≤NS+ap−1 ∆(s). Furthermore, ∆(S) is periodic from N S with period lcm(a 1 , a p ).
Proof. From Theorem 17, it follows that ∆(Z 1 (s + a 1 )) = ∆(Z 1 (s)) and ∆(Z 3 (s + a p )) = ∆(Z 3 (s)) for all s ≥ N S . By Corollary 16, we obtain ∆(S) = ∪ NS +ap−1 s=0 ∆(s). Theorem 17 gives us that in the set {n ∈ N | n ≥ N S } the function ∆(Z 1 (s)) is periodic with period a 1 and ∆(Z 3 (s)) is periodic with period to a p . Hence, ∆(s) is periodic with period lcm(a 1 , a p ).
Remark 19. If s ≥ N S , then d ∈ ∆(s). Thus, Z(s) = ∅, and so the number N S − 1 is greater than the Frobenius number of S.
4. We set N S as the least integer greater than or equal to all the 2(p − 2) solutions obtained:
where ⌈x⌉ represents the smallest integer not less than x. This value fulfills the same properties than N S in Proposition 9.
If we see our bound as a rational function on the variable a p , the numerator has degree 2 and the denominator has degree 1. So, our bound increase linearly on a p . On the contrary, the bound appearing in [5] is a polynomial of degree 2 on a p . The results of Table 1 confirm the expected behaviors for both bounds.
Example 20. Let S = 15, 17, 27, 35 . In this case the group M is generated by {(−13, 1, 4, 2), (−9, 0, 5, 0), (−7, 0, 0, 3)}. The lengths of these vectors are −6, −4 and −4. Since gcd(6, 4, 4) = 2, the value of d is equal to 2. The solutions are the following
= 595, for all s = N S + a p − 1, . . . , N S + a p − 1 − a 1 − 1. The second coordinate L(x) is used in the computation of ∆(s); just project the second coordinate of the elements of Ω(s), order this set obtaining {l 1 < · · · < l ts } and compute {l i+1 − l i | i = 2, . . . , t s }. It is straightforward to prove that for every s ∈ N the set Z(s − a 1 ) is equal to {(x 1 , . . . , x p ) − e 1 | (x 1 , . . . , x p ) ∈ Z(s), x 1 ≥ 1}, and therefore Ω(s − a 1 ) = {(x 1 − 1, L(x) − 1) | (x 1 , L(x)) ∈ Ω(s), x 1 > 0}. This allows us to obtain all the sets Ω(s) with s ∈ S and s < N S + a p − 1 − a 1 − 1 from the sets Ω(N S + a p − 1), . . . , Ω(N S + a p − 1 − a 1 − 1). Algorithm 21 collects the different improvements made in this work and computes the Delta set of a given numerical monoid. In addition, note that the computation of the sets Z( * ) and Ω( * ) in steps 2 to 5 could be done in a parallel way. Our implementation of this algorithm in [9] takes into account this fact.
Algorithm 21. The input is S = a 1 , . . . , a p a numerical monoid. The output is the set ∆(S).
Example 23. To compute the Delta set of a numerical monoid can be used the function DeltaSNParallel (see [9] ) as follows: The returned value is {0.018001, {1, 2, 3}} where 0.018001 is the time required for its computation, and {1, 2, 3} is the Delta set of the numerical monoid S = 4, 6, 15 . Table 2 contains the computation of ∆(S) for some numerical monoids. All these examples have been done in an Intel Core i7 with 16 GB of main memory using the parallel version of the program. 
