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Abstract
Let M be a d-dimensional compact Riemannian manifold. We prove existence of a unique global strong
solution of the stochastic wave equation Dt ∂t u = Dx∂xu+ Yu(∂tu, ∂xu)W˙ , where Y is a C1-smooth trans-
formation and W is a spatially homogeneous Wiener process on R whose spectral measure has finite
moments up to order 2.
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1. Introduction
Wave equations subject to random excitations have been largely studied in last forty years
for its applications in physics, relativistic quantum mechanics or oceanography (see e.g. [3–5,
9,12–15,25,26,29–32,36,37,40–42] and references therein). The mathematical research has paid
attention to stochastic wave equations whose solutions take values in Euclidean spaces. However
many physical theories and models in modern physics such as harmonic gauges in general rela-
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field theory require the target space of the solutions to be a Riemannian manifold [21,45]. In the
present paper, we make, up to our knowledge, the first attempt to study geometric wave equa-
tions with a stochastic perturbation—with our concern being aimed at existence and uniqueness
of global solutions.
For comparison with the deterministic theory, existence and uniqueness of global solutions
is known to hold for wave equations on the Minkowski spaces R1+1 or R1+2 ([21,22,44,47],
respectively [10,33]). The situation in R1+d for d  3 is more interesting since simple coun-
terexamples can be constructed to show that smooth solutions may explode in finite time or can
be non-unique [7,44,45]. Notwithstanding, existence of unique global solutions can be proven
for particular target manifolds such as spheres or homogeneous factored Lie groups [18]. We
refer the reader to nice surveys on geometric wave equations in [45] and [46].
Here we make the first step into the area, and we begin with proving existence and uniqueness
of solutions of the one-dimensional stochastic geometric wave equation which are strong both in
the PDE sense as well as strong in the probabilistic sense. From the historical point of view, we
reconsider the pioneer deterministic problem attacked in [22] and [21], this time with a stochastic
perturbation. Since there has not been any previous work in this sub-field of stochastic PDEs,
we suggest a rigorous formulation of the stochastic problem: we introduce an intrinsic and an
extrinsic formulation (see formulae (2.5), respectively (2.8)) which are equivalent and, in our
opinion, natural. The rest of the paper is devoted to the techniques and to the proof of existence
and uniqueness of the solution. We should mention here that as far as we are aware our paper is
the first paper on stochastic manifold valued wave equation. On the other hand, there are some
papers on stochastic manifold valued heat equation, see e.g. [6,20] and [1] and a lot of papers on
a related topic of loop and/or diffeomorphism group valued stochastic processes, see e.g. [2,28]
and references therein.
Towards this end, we assume that M is a compact Riemannian manifold and we consider the
following one-dimensional stochastic wave equation
Dt ∂tu = Dx∂xu+ Yu(∂tu, ∂xu)W˙ , (1.1)
where D is the connection on the pull-back bundle u−1TM induced by the Riemannian connec-
tion on M , see e.g. [45], Y is a non-linearity and W is a spatially homogeneous Wiener process.
Contrary to the deterministic case, solutions to the stochastic equation cannot be easily defined
using local coordinates and so we suggest a two-step approach. In the first step we show that
Eq. (1.1) is satisfied if and only if〈
Dt ∂tu,X(u)
〉
TuM
= 〈Dx∂xu,X(u)〉TuM + 〈Yu(∂tu, ∂xu)W˙ ,X(u)〉TuM
holds for every vector field X on M . Hence Eq. (1.1) can be given the equivalent form of an
evolution equation
∂t
〈
∂tu,X(u)
〉
TuM
= 〈Dx∂xu,X(u)〉TuM + 〈∂tu,∇∂t uX〉TuM
+ 〈Yu(∂tu, ∂xu)W˙ ,X(u)〉TuM (1.2)
that must hold for every vector field X. Since by the Nash theorem every Riemannian manifold
can be embedded by an isometric diffeomorphism into some Rn, we may identify M with its
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equivalent with the classical second-order SPDE
∂ttu = ∂xxu−Au(ux,ux)+Au(ut , ut )+ Yu(∂tu, ∂xu)W˙ (1.3)
where A is the second fundamental form of the submanifold M ⊆ Rn. Finally, we will show that
for each appropriate initial condition there exist a unique global strong solution of (1.3) and it
stays on the manifold M .
2. Formulation of the problem and the main result
We assume that M is a compact Riemannian manifold, Yp : TpM × TpM → TpM , p ∈ M , is
a mapping satisfying, for some constant C > 0,∣∣Yp(ξ, η)∣∣TpM  C(1 + |ξ |TpM + |η|TpM), p ∈ M, ξ,η ∈ TpM. (2.1)
Moreover, we assume that if G ⊆ Rd , U ⊆ M are open sets, ψ : G → U a diffeomorphism,
{∂i |p}id the basis of TpM corresponding to ψ for p ∈ U , and
Yψ(x)
(
d∑
i=1
ai∂i |ψ(x),
d∑
i=1
bi∂i |ψ(x)
)
=
d∑
i=1
yi(x, a, b)∂i |ψ(x), x ∈ G, a,b ∈ Rd,
is the development of Y in the local coordinates, then the function y : G×Rd ×Rd → Rd defined
by the above formula is of C1-class, and for every compact K ⊆ G we can find a constant CK > 0
such that∣∣Dxy(x, a, b)∣∣ CK(1 + |a| + |b|), ∣∣Day(x, a, b)∣∣+ ∣∣Dby(x, a, b)∣∣ CK (2.2)
holds on K × Rd ×Rd .
Let (Ω,F , (Ft ),P) be a filtered probability space, and W = (W(t))t0 a spatially homoge-
neous Wiener process on R with a spectral measure μ satisfying∫
R
(
1 + x2)μ(dx) < ∞. (2.3)
We denote by Hμ the reproducing kernel Hilbert space of W (see Section 4).
The Sobolev spaces of manifold-valued functions are introduced and equipped with a topol-
ogy as follows.
Definition 2.1. Let K be a manifold and k  0. A function f : R → K belongs to Hkloc(R,K)
provided that θ ◦f ∈ Hkloc(R) for every real function θ ∈ C∞(K). We equip Hkloc(R,K) with the
topology induced by the mappings
Hkloc(R,K)  f → θ ◦ f ∈ Hkloc(R), θ ∈ C∞(K).
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Definition 2.1 covers Sobolev spaces of TK-valued functions too.
We are going to prove existence and uniqueness of a solution to initial value problem associ-
ated with Eq. (1.1). But first we need to introduce a definition of a solution.
Definition 2.3. Assume that u0, v0 are F0-measurable random variables with values in
H 2loc(R,M) and H
1
loc(R,TM), respectively, such that u0(x,ω) ∈ M and v0(x,ω) ∈ Tu0(x,ω)M
for every ω ∈ Ω and x ∈ R.
A process u : R+ ×R ×Ω → M is called an intrinsic solution of problem (2.4), where⎧⎪⎨⎪⎩
Dt ∂tu = Dx∂xu+ Yu(∂tu, ∂xu)W˙ ,
u(0, ·) = u0,
∂tu(t, ·)|t=0 = v0
(2.4)
provided the following six conditions are satisfied:
(i) u(t, x, ·) is Ft -measurable for every x ∈ R and every t  0,
(ii) u(·,·,ω) belongs to C1(R+ × R;M) for every ω ∈ Ω ,
(iii) R+  t → u(t, ·,ω) ∈ H 2loc(R,M) is continuous for every ω ∈ Ω ,
(iv) R+  t → ∂tu(t, ·,ω) ∈ H 1loc(R,TM) is continuous for every ω ∈ Ω ,
(v) u(0, x,ω) = u0(x,ω) and ∂tu(0, x,ω) = v0(x,ω) holds for every x ∈ R almost surely,
(vi) for every vector field X on M , and every t  0 and R > 0
〈
∂tu(t),X
(
u(t)
)〉
Tu(t)M
= 〈v0,X(u0)〉Tu(t)M +
t∫
0
〈
Dx∂xu(s),X
(
u(s)
)〉
Tu(s)M
ds
+
t∫
0
〈
∂tu(s),∇∂t u(s)X
〉
Tu(s)M
ds (2.5)
+
t∫
0
〈
X
(
u(s)
)
, Yu(s)
(
∂tu(s), ∂xu(s)
)
dW(s)
〉
Tu(s)M
holds in L2(−R,R) almost surely.
Remark 2.4. Notice that (u,Dx∂xu) is a TM-valued process which is defined for almost every
x ∈ R, given (t,ω) ∈ R+ ×Ω . Just for the record, recall that
Dx∂xu =
(
∂xxuk +
d∑
i=1
d∑
j=1
∂xui

k
ij (u)∂xuj
)
∂k|u ∈ TuM (2.6)
in local coordinates where 
kij are the Christoffel symbols of the Levi-Civita connection. More-
over, if ϕ : R → R is a compactly supported smooth function then by equality (2.6)
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R
ϕ(x)
〈
Dx∂xu(t, x,ω),X
(
u(t, x,ω)
)〉
Tu(t,x,ω)M
dx
= −
∫
R
dϕ
dx
(x)
〈
∂xu(t, x,ω),X
(
u(t, x,ω)
)〉
Tu(t,x,ω)M
dx
−
∫
R
ϕ(x)
〈
∂xu(t, x,ω),∇∂xu(t,x,ω)X
(
u(t, x,ω)
)〉
Tu(t,x,ω)M
dx.
In particular, 〈Dx∂xu,X(u)〉TuM is an adapted, continuous L2loc(R)-valued process.
Remark 2.5. If M is a submanifold in some Rn and, G ⊆ Rd is open, U is open in M and
ψ : G → U is a diffeomorphism then the Christoffel symbols 
kij satisfy
d∑
k=1

kij (p)∂k|p =
d∑
k=1

kij (p)
∂ψ
∂xk
(x) = PTpM
(
∂2ψ
∂xi∂xj
(x)
)
, i, j  d,
where p = ϕ(x), x ∈ G and PTpM is the orthogonal projection of Rn onto TpM , and
Ap(∂i |p, ∂j |p) = QTpM
(
∂2ψ
∂xi∂xj
(x)
)
, i, j  d.
In the above, QTpM = I − PTpM and A is the second fundamental form tensor. In that case, the
formula (2.6) turns into
Dx∂xu = ∂xxu−Au(∂xu, ∂xu). (2.7)
Because of the Nash embedding theorem [34], we may also consider M as a compact d-
dimensional submanifold in Rn. Let us denote by TpM ⊆ Rn and NpM ⊆ Rn the tangent and
the normal vector space at p ∈ M , respectively, and by Ap : TpM × TpM → NpM , p ∈ M , the
second fundamental form tensor. We will prove (see Theorem 12.1) that in this case, u is an
intrinsic solution of problem (2.4) if and only if u is an extrinsic solution of problem (2.4) in the
following sense.
Definition 2.6. Assume that u0, v0 are F0-measurable random variables with values in
H 2loc(R,M) and H
1
loc(R,TM), respectively, such that u0(x,ω) ∈ M and v0(x,ω) ∈ Tu0(x,ω)M
hold for every ω ∈ Ω and x ∈ R.
A process u : R+ ×R×Ω → M is called an intrinsic solution of problem (2.4) provided the
following six conditions satisfied:
(a) u(t, x, ·) is Ft -measurable for every t  0 and x ∈ R,
(b) R+  t → u(t, ·,ω) ∈ H 2loc(R,Rn) is continuous for every ω ∈ Ω ,
(c) R+  t → u(t, ·,ω) ∈ H 1loc(R,Rn) is continuously differentiable for every ω ∈ Ω ,
(d) u(t, x,ω) ∈ M for every x ∈ R and every ω ∈ Ω ,
(e) u(0, x,ω) = u0(x,ω) and ∂tu(0, x,ω) = v0(x,ω) holds for every x ∈ R almost surely,
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∂tu(t) = v0 +
t∫
0
[
∂xxu(s)−Au(s)
(
∂xu(s), ∂xu(s)
)+Au(s)(∂tu(s), ∂tu(s))]ds
+
r∫
0
Yu(s)
(
∂tu(s), ∂xu(s)
)
dW(s) (2.8)
holds in L2((−R,R),Rd) almost surely.
Existence and uniqueness of solutions to problem (2.8) will be established in Section 11, see
Theorem 11.1.
3. Extensions of the non-linearities
The basic idea of the proof of the main result comes from [23], [1] and [6]. The non-linearities
A and Y in Eq. (1.3) are extended from their domains (products of tangent bundles) to the ambient
space, and thus we obtain a classical SPDE in a Euclidean space for which existence of global
solutions is known. However, there are certainly many ways how to extend A and Y but not every
one of them works well. Our proof of the existence of the manifold valued solutions requires that
the extensions satisfy certain properties which, moreover, differ from one step to another. This is
why we must tailor various extensions of A and Y .
Let us denote by TM and NM the tangent and the normal bundle, respectively, and denote by
E the exponential function TRn  (p, ξ) → p + ξ ∈ Rn relative to the Riemannian manifold Rn
equipped with the standard Euclidean metric. The following result can be found in [38, p. 200],
see Proposition 7.26.
Proposition 3.1. There exists an Rn-open neighborhood O around M and an NM-open neigh-
borhood V around the set {(p,0) ∈ NM: p ∈ M} such that the restriction of the exponential map
E |V : V → O is a diffeomorphism. Moreover, V can be chosen in such a way that (p, tξ) ∈ V
whenever −1 t  1 and (p, ξ) ∈ V .
Remark 3.2. In what follows, we will denote the diffeomorphism E |V : V → O by E , unless
there is a danger of ambiguity.
Remark 3.3. The set O is called a tubular (or a normal) neighborhood of M .
Denote by i : NM → NM the diffeomorphism (p, ξ) → (p,−ξ) and define
h = E ◦ i ◦ E−1 : O → O. (3.1)
The function h defined above is an involution on the normal neighborhood O of M and cor-
responds to multiplication by −1 in the fibers, having precisely M for its fixed point set. The
identification of the manifold M as a fixed point set of a smooth function enabled to prove that
solutions of heat equations with initial values on the manifold remain thereon (see [23] for de-
terministic heat equations in manifolds and [1,6] for stochastic heat equations in manifolds).
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(1) h : O → O is a diffeomorphism,
(2) h(h(q)) = q for every q ∈ O ,
(3) if q ∈ O , then h(q) = q if and only if q ∈ M ,
(4) if p ∈ M , then
h′(p)ξ =
{
ξ, provided ξ ∈ TpM,
−ξ provided ξ ∈ NpM.
Proof. The function h is smooth since it is a composition of smooth functions, and it is an
involution identifying M as a fixed point set by its definition (3.1). If p ∈ M and ξ ∈ TpM
then let γ be a curve in M such that γ (0) = p and γ˙ (0) = ξ . Apparently, h ◦ γ = γ , and so
h′(p)ξ = (h ◦ γ )′(0) = γ˙ (0) = ξ . If ξ ∈ NpM then γ (t) = p + tξ = E(p, tξ) is a smooth curve
in RN , (p, tξ) ∈ V and h ◦ γ (t) = p − tξ . For, h′(p)ξ = (h ◦ γ )′(0) = −ξ . 
Remark 3.5. Employing a classical partition of unity argument we may assume that h : Rn → Rn
is such that properties (1)–(4) of Corollary 3.4 are valid on O . Therefore, it is without loss of
generality to assume that the function h is defined on the whole Rn.
Let X be a vector field on M . If p ∈ M and X˜ is a smooth extension of X to an Rn-open
neighborhood of p then, following [38, p. 100], we have
dX˜
dξ
(p) = ∇ξX +Ap
(
X(p), ξ
)
, ξ ∈ TpM, (3.2)
where ∇ is the Levi-Civita connection on M and Ap : TpM × TpM → NpM , p ∈ M is the
second fundamental form tensor.
It is well known, see e.g. [24], that Ap , p ∈ M , is symmetric bilinear. Next we define
Bq(a, b) =
∑
i,j
∂2h
∂qi∂qj
(q)aibj = h′′q(a, b) = d2qh(a, b), q ∈ Rn, a, b ∈ Rn,
and
Aq(a, b) = 12Bh(q)
(
h′(q)a,h′(q)b
)
, q ∈ Rn, a, b ∈ Rn. (3.3)
The following result is essential for our paper.
Proposition 3.6. If p ∈ M , then
Ap(ξ, η) = Ap(ξ, η), ξ, η ∈ TpM, (3.4)
and
Ah(q)
(
h′(q)a,h′(q)b
)= h′(q)Aq(a, b)+Bq(a, b), q ∈ O, a,b ∈ Rn, (3.5)
where A is the second fundamental form introduced in Remark 2.5.
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that X(p) = ξ , and let X˜ be its smooth extension to an Rn-open neighborhood of p. Then a vector
field Y defined by Y(q) = h′(q)X˜(q) is a smooth extension of X by part (4) in Corollary 3.4.
Hence
dY
dη
(p) = ∇ηX +Ap(ξ, η)
by (3.2). But also
dY
dη
(p) = Bp(ξ, η)+ h′(p)dX˜
dη
(p) = Bp(ξ, η)+ h′(p)
[∇ηX +Ap(ξ, η)]
= Bp(ξ, η)+ ∇ηX −Ap(ξ, η)
by (3.2) and (4) in Corollary 3.4. Thus, by Corollary 3.4,
Ap(ξ, η) = 12Bh(p)
(
h′(p)ξ,h′(p)η
)= 1
2
Bp(ξ, η) = Ap(ξ, η).
For the second part, we have by definition and by Corollary 3.4 that
Ah(q)
(
h′(q)a,h′(q)b
)= 1
2
Bh(h(q))
(
h′
(
h(q)
)
h′(q)a,h′
(
h(q)
)
h′(q)b
)= 1
2
Bq(a, b).
On the other hand, by differentiating twice the formula (2) in Corollary 3.4 we get the identity
Bh(q)
(
h′(q)a,h′(q)b
)= −h′(h(q))Bq(a, b)
whence
h′(q)Aq(a, b)+Bq(a, b) = 12h
′(q)Bh(q)
(
h′(q)a,h′(q)b
)+Bq(a, b) = 12Bq(a, b). 
Apart from the extension A defined by formula (3.3), in Section 10 we will need another
extension of the second fundamental form tensor A (see Lemma 10.1 and the proof of Propo-
sition 10.2). This new extension will be denoted by A and it will be always perpendicular to
the tangent space. To this end, if πp , p ∈ M , is the orthogonal projection of Rn to TpM , define
vij (p) = Ap(πpei,πpej ) for i, j ∈ {1, . . . , n} and extend the functions vij = vji smoothly to the
whole Rn. We set
Aq(a, b) =
n∑
i,j=1
aivij (q)bj = Aq
(
πq(a),πq(b)
)
, q ∈ Rn, a ∈ Rn, b ∈ Rn. (3.6)
Proposition 3.7. The function A defined by formula (3.6) is smooth in (q, a, b) and symmet-
ric in (a, b) for every q , Ap(ξ, η) = Ap(ξ, η) for every p ∈ M , ξ, η ∈ TpM , and Ap(a, b) is
perpendicular to TpM for every p ∈ M , a ∈ Rn and b ∈ Rn.
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Aq(·,·) follows from the symmetry of (vij (q)), and Ap(a, b) is perpendicular to TpM since so
is Ap(πpa,πpb) whenever p ∈ M . 
Now we will shortly recall the construction of extensions of vector fields on M to vector fields
on O from [23], cf. [1]. To this end, let
gq(a, b) = 〈a, b〉Rn +
〈
h′(q)a,h′(q)b
〉
Rn
, q ∈ O, a,b ∈ Rn,
be a new Riemannian metric on O .
Remark 3.8. h : (O,g) → (O,g) is an isometric diffeomorphism.
If q ∈ O then, by Proposition 3.1, there exists a unique (p, ξ) ∈ V such that q = E(p, ξ).
We will write p(q) = p for this dependence. Moreover, also by Proposition 3.1, E(p, tξ) ∈ O
for t ∈ [0,1]. Hence we can define the curve γq : [0,1]  t → E(p, tξ) ∈ O . If a ∈ Rn and
(X(t))t∈[0,1], X(0) = a is the parallel translation of a along γq in (O,g) then we denote by Pqa
the endpoint vector X(1).
Proposition 3.9. P : O → L(Rn,Rn) is a smooth function. Moreover, Pq = I for q ∈ M and
h′(q)Pq = Ph(q)h′
(
p(q)
)
, q ∈ O.
Proof. Let us denote (p(q), ξ(q)) = E−1(q), q ∈ O , and define fkj (t, q) = −ξi(q)
kij (p(q) +
tξ(q)). Let U(t, q) be the L (Rn,Rn)-valued solution of the ordinary differential equation
x˙ = f (t, q)x, x(0) = I. (3.7)
By the definition of the parallel translation (see e.g. [24]), we have Pq = U(1, q). Since the
function f in the ODE (3.7) is smooth in (t, q), hence so is smooth the dependence on parameter
q → U(1, q), and, consequently, the map q → Pq is smooth. If q ∈ M then (p(q), ξ(q)) = (q,0)
and so γq is a trivial curve and f (t, q) = 0. Hence Pq = I . Concerning the third part, let a ∈ Rn
and let Y(t), t ∈ [0,1] be the parallel translation of a along γq . Now h introduced in (3.1) is
an isometric diffeomorphism on (O,g) by Remark 3.8 so it preserves the property of “parallel
translation.” In particular, h′(γq(t))Y (t), t ∈ [0,1], is the parallel translation of the vector h′(p)a
along the curve h ◦ γq = γh(q). Thus Ph(q)h′(p)a = h′(γq(1))Y (1) = h′(q)Pqa. 
Due to this setting, it is possible to extend conveniently various mappings defined on the
manifold M to its neighborhood O (cf. [6]). For example, if p ∈ M , denote by πp the orthogonal
projection from Rn onto TpM , and if
Rp : TpM × · · · × TpM︸ ︷︷ ︸
k-times
→ TpM, p ∈ M, (3.8)
then we set
R˜q(a1, . . . , ak) = PqRp(q)
(
πp(q)P
−1
q a1, . . . , πp(q)P
−1
q ak
) ∈ Rn, q ∈ O, ai ∈ Rn. (3.9)
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R˜h(q)
(
h′(q)a1, . . . , h′(q)ak
)= h′(q)R˜q(a1, . . . , ak) (3.10)
holds for every q ∈ O and a1, . . . , ak ∈ Rn. Moreover, if R is smooth then so is R˜.
Proof. If q ∈ M and a1, . . . , ak ∈ TqM then, by the definition of R˜
R˜q(a1, . . . , ak) = PqRq
(
πqP
−1
q a1, . . . , πqP
−1
q ak
)= Rq(πqa1, . . . , πqak) = Rq(a1, . . . , ak)
as Pq = I by Proposition 3.9. Also, if q ∈ O and ai ∈ RN
R˜h(q)
(
h′(q)a1, . . . , h′(q)ak
)
= Ph(q)Rp(h(q))
(
πp(h(q))P
−1
h(q)
h′(q)a1, . . . , πp(h(q))P−1h(q)h
′(q)ak
)
= Ph(q)Rp(q)
(
πp(q)P
−1
h(q)h
′(q)a1, . . . , πp(q)P−1h(q)h
′(q)ak
)
= Ph(q)Rp(q)
(
πp(q)h
′(p(q))P−1q a1, . . . , πp(q)h′(p(q))P−1q h′(q)ak)
= Ph(q)Rp(q)
(
πp(q)P
−1
q a1, . . . , πp(q)P
−1
q h
′(q)ak
)
= Ph(q)h′
(
p(q)
)
Rp(q)
(
πp(q)P
−1
q a1, . . . , πp(q)P
−1
q h
′(q)ak
)
= h′(q)PqRp(q)
(
πp(q)P
−1
q a1, . . . , πp(q)P
−1
q h
′(q)ak
)
= h′(q)R˜q(a1, . . . , ak).
Indeed, p(h(q)) = p(q), P−1h(q)h′(q) = h′(p(q))P−1q by Proposition 3.9, and πxh′(x) = πx for
every x ∈ M by part (4) in Corollary 3.4. Concerning the last part, if R is smooth then all func-
tions in the definition of R˜ are smooth, and hence so is R˜. 
Remark 3.11. Analogously to Remark 3.5, a smooth extension R˜ of R can be defined on the
whole space Rn preserving the property (3.10) on O .
4. Spatially homogeneous Wiener process
Let us denote by S ′ the space of tempered distributions on R and let μ be a finite and symmet-
ric measure on R. An S ′-valued process W is called a spatially homogeneous Wiener process
with spectral measure μ provided that:
• W(ϕ) is a real (Ft )-Wiener process for every ϕ ∈S ,
• W(aϕ +ψ) = aW(ϕ)+W(ψ) holds almost surely for every a ∈ R and ϕ,ψ ∈S ,
• E{Wt(ϕ1)Wt(ϕ2)} = t〈ϕ̂1, ϕ̂2〉L2(μ) holds for every t  0 and ϕ1, ϕ2 ∈S .
Remark 4.1. The reader is referred to [41] and [42] for further details on spatially homogeneous
Wiener process.
See [36] for a proof of the following lemma.
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Reproducing Kernel Hilbert Space (RKHS) Hμ of the Gaussian measure W(1) is continuously
embedded in the space C1b(R). Moreover, for every g ∈ Hj(R) and j ∈ {0,1} the multiplication
operator Hμ  ξ → g · ξ ∈ Hj(R) is Hilbert–Schmidt and there exists a constant c independent
of g, ξ and j such that
‖ξ → g · ξ‖L2(Hμ,Hj (R))  c|g|Hj (R).
Remark 4.3. In fact, all our results hold for any Wiener process W whose reproducing ker-
nel Hilbert space Hμ is contained in H 1loc(R) and there exist constants cR such that for every
g ∈ Hj(R) and j ∈ {0,1},
‖ξ → g · ξ‖L2(Hμ,Hj (−R,R))  cR|g|Hj (R).
5. The C0-group and the extension operators
In this paper, we study stochastic wave equations by using the semigroup theory (cf. [11]),
and in this section we gather some basic functional analysis facts on infinitesimal generators of
the linear wave equation and on the extension operators in various Sobolev spaces.
Proposition 5.1. Assume that k ∈ N. The family of linear operators defined by
St
(
u
v
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
cos[t (−)1/2]u1 + (−)−1/2 sin[t (−)1/2]v1
...
cos[t (−)1/2]uN + (−)−1/2 sin[t (−)1/2]vN
−(−)1/2 sin[t (−)1/2]u1 + cos[t (−)1/2]v1
...
−(−)1/2 sin[t (−)1/2]uN + cos[t (−)1/2]vN
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is a C0-group on Hk = Hk+1(R;RN) ⊕ Hk(R;RN). Its infinitesimal generator is an operator
Gk = G defined by
D
(Gk)= Hk+2 ⊕Hk+1,
G
(
u
v
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
v1
...
vN
u1
...
uN
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
(
v
u
)
.
The following theorem is well known, see e.g. [27] and/or [17, Section II.5.4].
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such that:
(i) Ekf = f almost everywhere on (−1,1) whenever f ∈ Hk(−1,1),
(ii) Ekf vanishes outside of (−2,2) whenever f ∈ Hk(−1,1),
(iii) Ekf ∈ Ck(R), if f ∈ Ck([−1,1]),
(iv) if j ∈ N, j < k, then there exist a unique extension of Ek to a bounded linear operator from
Hj(−1,1) to Hj(R).
Definition 5.3. Let us define scale (Ekr ), k ∈ N, r > 0, of operators Ekr : Hj(−r, r) → Hj(R),
j ∈ N, j  k, by the following formula:
(
Ekr f
)
(x) = {Ek[y → f (yr)]}(x/r), x ∈ R, (5.1)
for r > 0 and f ∈ Hk(−r, r).
6. Tools
Now we will derive fundamental a priori estimates for the convolution process with the wave
group. For l ∈ N, we use the symbol Dlh to denote the following Rn×dl -vector
(
∂lhj
∂xi1 . . . ∂xil
)
i1,...,il∈{1,...,d},j∈{1,...,n}
.
Proposition 6.1. Assume that T > 0 and k ∈ N. Let W be a cylindrical Wiener process on a
Hilbert space U . Let f and g be progressively measurable processes with values in Hk(Rd ;Rn)
and L2(U,Hk(Rd ;Rn)), respectively, such that
T∫
0
{∣∣f (s)∣∣
Hk(Rd ;Rn) +
∥∥g(s)∥∥2L2(U,Hk(Rd ;Rn))}ds < ∞ (6.1)
almost surely. Let z0 be an F0-measurable random variable with values in Hk = Hk+1(Rd ;
R
n)⊕Hk(Rd;Rn). Assume that an Hk-valued process z = z(t), t ∈ [0, T ], satisfies
z(t) = Stz0 +
t∫
0
St−s
( 0
f (s)
)
ds +
t∫
0
St−s
( 0
g(s)
)
dW(s), 0 t  T .
Given λ  0 and x ∈ Rd , we define the energy function e : [0, T ] × Hk → R+ by, for z =
(u, v) ∈Hk ,
e(t, z) = 1
2
{
λ|u|2
L2(B(x,T−t)) +
k∑[∣∣Dl+1u∣∣2
L2(B(x,T−t)) +
∣∣Dlv∣∣2
L2(B(x,T−t))
]}
. (6.2)
l=0
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energy function E : [0, T ] ×Hk → R, by
E(t, z) = L(e(t, z)), z = (u, v) ∈Hk.
Let {ej } be an orthonormal basis of U . We finally define a function V : [0, T ] ×Hk → R, by
V (t, z) = L′(e(t, z))[λ〈u,v〉L2(B(x,T−t)) + k∑
l=0
〈
Dlv,Dlf (t)
〉
L2(B(x,T−t))
]
+ 1
2
L′
(
e(t, z)
)∑
j
k∑
l=0
∣∣Dl[g(t)ej ]∣∣2L2(B(x,T−t))
+ 1
2
L′′
(
e(t, z)
)∑
j
[
k∑
l=0
〈
Dlv,Dl
[
g(t)ej
]〉
L2(B(x,T−t))
]2
, (t, z) ∈ R×Hk.
Then E is continuous on [0, T ] ×Hk , and for every 0 t  T ,
E
(
t, z(t)
)
 E(0, z0)+
t∫
0
V
(
r, z(r)
)
dr
+
k∑
l=0
t∫
0
L′
(
e
(
r, z(r)
))〈
Dlv(r),Dl
[
g(r) dW(r)
]〉
L2(B(x,T−r)). (6.3)
Remark 6.2. Proposition 6.1 is a stochastic analogue of the classical result on uniqueness of
wave equations which states that, given T R, every function
u ∈ C([0, T ];H 2(BRd (x,R));Rn)∩C1([0, T ];H 1(BRd (x,R));Rn)
∩C2([0, T ];L2(BRd (x,R));Rn)
belongs to H 2((0, T )×BRd (x,R)), and satisfies, for any λ 0,
e(t) e(0)+
t∫
0
〈
∂tu(s), λu(s)+ ∂ttu(s)−u(s)
〉
L2(B(x,T−t)) ds, t  T , (6.4)
where now
e(t) = 1
2
{
λ
∣∣u(t)∣∣2
L2(B(x,T−t)) +
∣∣∇xu(t)∣∣2L2(B(x,T−t)) + |∂tu|2L2(B(x,T−t))}.
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dense subspace in Hk+1, let πm and sm be the orthogonal projections in Hk and Hk+1, respec-
tively, onto the subspace spanned by ϕ1, . . . , ϕm. Note that these projections are orthogonal in
different spaces. Let us choose a natural number n > k + 1 + d2 and a natural number m. Since
the range πkm(Hk) is contained in the space Hn, we infer that the processes πkmf and πkm ◦ g
satisfy an appropriate version of condition (6.1), i.e. the following:
T∫
0
{∣∣πmf (s)∣∣Hn(Rd ;Rn) + ∥∥πm ◦ g(s)∥∥2L2(U,Hn(Rd ;Rn))}ds < ∞ (6.5)
almost surely. Therefore, since (St ) is a C0-group on Hn, the formula
wm(t) = St
(
smu0
πmv0
)
+
t∫
0
St−s
( 0
πmf (s)
)
ds +
t∫
0
St−s
( 0
πm ◦ g(s)
)
dW(s), t  0,
defines an Hn-valued continuous process. Moreover, by the Chojnowska-Michalik theorem, see
[8] or [35, Theorem 12], for all t  0,
wm(t) = wm(0)+
t∫
0
Gwm(s) ds +
t∫
0
( 0
πmf (s)
)
ds +
t∫
0
( 0
πm ◦ g(s)
)
dW(s),
where the integrals converge in Hn. Notice that wm converge in C([0, T ],Hk) in probability
to z, see e.g. [35, Proposition 4.1]. Since n > k + 1 + d/2 by the Sobolev embedding and the
trace theorems, for each fixed t ∈ [0, T ] the function e(t, ·) restricted to the space Hn is of C∞
class and moreover for z, a ∈Hn we have
Dze(t, z)a = λ
〈
u,a1
〉
L2(B(x,T−t))
+
k∑
l=0
[〈
Dl+1u,Dl+1a1
〉
L2(B(x,T−t)) +
〈
Dlv,Dla2
〉
L2(B(x,T−t))
]
,
(
D2ze(t, z)a
)
b = λ〈a1, b1〉
L2(B(x,T−t))
+
k∑
l=0
[〈
Dl+1a1,Dl+1b1
〉
L2(B(x,T−t)) +
〈
Dla2,Dlb2
〉
L2(B(x,T−t))
]
.
Since also by our assumptions L is of C2 class, we infer that for each fixed t ∈ [0, T ] the function
E(t, ·) is of C2 class and for all t ∈ [0, T ] and z, a, b ∈Hn we have
DzE(t, z)a = L′
(
e(t, z)
)
Dze(t, z)a,(
D2zE(t, z)a
)
b = L′′(e(t, z))[Dze(t, z)a][e(t, z)b]+L′(e(t, z))(D2ze(t, z)a)b.
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Furthermore, since n > k + 1 + d/2 and so by the Sobolev embedding theorem Hn ⊂
Ck+2b (R) × Ck+1b (R), we infer that both e and E belong to C1,2([0, T ] × Hn). Hence, for
(t, z) ∈ [0, T ] ×Hn, we have
∂e
∂t
(t, z) = −λ
2
|u|2
L2(∂B(x,T−t)) −
1
2
k∑
l=0
[∣∣Dl+1u∣∣2
L2(∂B(x,T−t)) +
∣∣Dlv∣∣2
L2(∂B(x,T−t))
]
,
∂E
∂t
(t, z) = L′(e(t, z))∂e
∂t
(t, z), (6.6)
where the sphere ∂B(x,T − t) = Sd−1(x, T − t) is equipped with the usual surface measure. In
what follows the integration with respect to this surface measure will be denoted by dσx .
Then, the Itô formula, see e.g. [16] and/or [11, Theorem 4.17], yields for t ∈ [0, T ],
E
(
t,wm(t)
)− E(0,wm(0))= t∫
0
∂
∂t
E
(
r,wm(r)
)
dr
+
t∫
0
DzE
(
r,wm(r)
) [Gwm(r)+( 0
πmf (r)
)]
dr
+ 1
2
∑
i
t∫
0
D2zE
(
r,wm(r)
)[( 0
πmg(r)ei
)( 0
πmg(r)ei
)]
dr.
Denoting by η is the outward normal vector field to ∂B(x,T − t), by applying the Stokes
theorem to the function x → 〈Dlv,Dl(u)〉L2(B(x,T−t)) and using equality (6.6), since Dlu ∈
C2b(R) and Dlv ∈ C1b(R) for every 0 l  k, we obtain
∂
∂t
e(t, z)+Dze(t, z)Gz = ∂
∂t
e(t, z)+ λ〈u,v〉L2(B(x,T−t))
+
k∑
l=0
d∑
j=1
∫
B(x,T−t)
∂
∂xj
〈
∂Dlu
∂xj
,Dlv
〉
Rn×dl
dx
= ∂
∂t
e(t, z)+ λ〈u,v〉L2(B(x,T−t))
+
k∑
l=0
d∑
j=1
∫
∂B(x,T−t)
ηj
〈
∂Dlu
∂xj
,Dlv
〉
Rn×dl
dσx
 ∂ e(t, z)+ λ〈u,v〉L2(B(x,T−t))
∂t
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k∑
l=0
∫
∂B(x,T−t)
∣∣Dl+1u∣∣∣∣Dlv∣∣dx
 λ〈u,v〉L2(B(x,T−t)).
Thus we infer that
E
(
t,wm(t)
)− E(0,wm(0)) t∫
0
λL′
(
e
(
r,wm(r)
))〈
w1m(r),w
2
m(r)
〉
L2(B(x,T−r)) dr
+
t∫
0
DzE
(
r,wm(r)
)( 0
πmf (r)
)
dr
+
t∫
0
DzE
(
r,wm(r)
)( 0
πm ◦ g(r)
)
dW(r)
+ 1
2
∑
i
t∫
0
[
D2zE
(
r,wm(r)
)( 0
πmg(r)ei
)]( 0
πmg(r)ei
)
dr
and, as both left-hand side and right-hand side are convergent in probability, taking the limit
m → ∞, we obtain
E
(
t, z(t)
)− E(0, z(0)) t∫
0
λL′
(
e
(
r, z(r)
))〈
u(r), z(r)
〉
L2(B(x,T−r)) dr
+
t∫
0
DzE
(
r, z(r)
)( 0
f (r)
)
dr
+
t∫
0
DzE
(
r, z(r)
)( 0
g(r)
)
dW(r)
+ 1
2
∑
i
t∫
0
[
D2zE
(
r, z(r)
)( 0
g(r)ei
)]( 0
g(r)ei
)
dr. 
Lemma 6.3. Let U and K be separable Hilbert spaces, and let f and g be progressively mea-
surable processes with values in K and L2(U,K), respectively, such that
T∫ {∣∣f (s)∣∣
K
+ ∥∥g(s)∥∥2L2(U,K)}ds < ∞ almost surely.
0
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z(t) = Stξ +
t∫
0
St−sf (s) ds +
t∫
0
St−sg(s) dW(s), t ∈ [0, T ],
where W is a cylindrical Wiener process on U , and (St )t0 is a C0-semigroup on K with an
infinitesimal generator A. Let V be another separable Hilbert space and let (Tt )t0 be a C0-
semigroup on V with an infinitesimal generator B . Suppose that L : K → V is a C2-smooth
function such that L[D(A)] ⊆ D(B) and there exists a continuous function F : K → V such
that
L′(z)Az = BL(z)+ F(z), z ∈ D(A). (6.7)
Then, for t ∈ [0, T ] almost surely
L
(
z(t)
)= TtL(ξ)+ t∫
0
Tt−sL′
(
z(s)
)
g(s) dW(s)
+
t∫
0
Tt−s
[
L′
(
z(s)
)
f (s)+ F (z(s))+ 1
2
∑
i
L′′
(
z(s)
)(
g(s)ei, g(s)ei
)]
ds
where (ei) is an orthonormal basis in K .
Proof. By the Chojnowska-Michalik theorem (see [8] or [35, Theorem 12]),
z(t) = ξ +A
t∫
0
z(s) ds +
t∫
0
f (s) ds +
t∫
0
g(s) dW(s), t  0.
If we set Rm = m(m−A)−1 then
Rmz(t) = Rmξ +
t∫
0
[
ARmz(s)+Rmf (s)
]
ds +
t∫
0
Rmg(s) dW(s), t  0,
is a K-valued semimartingale. Hence we can apply the Itô formula (see e.g. [11, Theorem 4.17]),
obtaining
L
(
Rmz(t)
)= L(Rmξ)
+
t∫
L′
(
Rmz(s)
)[
ARmz(s)+Rmf (s)
]
ds0
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t∫
0
L′
(
Rmz(s)
)
Rmg(s) dW(s)
+ 1
2
∑
i
t∫
0
L′′
(
Rmz(s)
)(
Rmg(s)ei,Rmg(s)ei
)
ds, t  0.
On the other hand, by relation (6.7), L′(Rmz(s))ARmz(s) = BL(Rmz(s)) + F(Rmz(s)). Since
also L : D(A) → D(B) is continuous by (6.7), we infer that
L
(
Rmz(t)
)= L(Rmξ)
+B
t∫
0
L
(
Rmz(s)
)
ds +
t∫
0
[
F
(
Rmz(s)
)+L′(Rmz(s))Rmf (s)]ds
+
t∫
0
L′
(
Rmz(s)
)
Rmg(s) dW(s)
+ 1
2
∑
i
t∫
0
L′′
(
Rmz(s)
)(
Rmg(s)ei,Rmg(s)ei
)
ds, t  0.
Another application of the Chojnowska-Michalik theorem now yields
L
(
Rmz(t)
)= TtL(Rmξ)
+
t∫
0
Tt−s
[
F
(
Rmz(s)
)+L′(Rmz(s))Rmf (s)]ds
+
t∫
0
Tt−sL′
(
Rmz(s)
)
Rmg(s) dW(s)
+ 1
2
∑
i
t∫
0
Tt−sL′′
(
Rmz(s)
)(
Rmg(s)ei,Rmg(s)ei
)
ds, t  0,
and the result follows by letting n tend to infinity since Rmz → z by [39, Chapter 1, Lemma 3.2].
7. Approximated non-linearities
Since we expect that the solutions of Eq. (1.3) live on the manifold M , we cannot expect
them to belong to the Hilbert space H 2(R) ⊕ H 1(R), and, accordingly with the PDE theory,
they will take values rather in the Fréchet space H 2 (R) ⊕ H 1 (R). To overcome the problemloc loc
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problem by a sequence of non-linear wave equations.
Let us fix r > 2, k ∈ N. Let ϕ : R → R be a smooth compactly supported function such that
ϕ = 1 on (−r, r).
Recalling that H= H 2(R;Rn) ⊕ H 1(R;Rn) and the definition of the function A in the for-
mula (3.3), let us define
HR = H 2
(
(−R,R);Rn)⊕H 1((−R,R);Rn), R > 0.
Using Proposition 3.10, we next extend Y to Rn × Rn × Rn such that
Yh(q)
(
h′(q)a1, h′(q)a2
)= h′(q)Yq(a1, a2), q ∈ O, a1, a2 ∈ Rn, (7.1)
and, with the convention z = (u, v) ∈H, we define the following maps:
Fr : [0,1] ×H  (t, z) →
( 0
E1r−t [Au(v, v)−Au(ux,ux)]
)
∈H,
Fr,k : [0,1] ×H  (t, z) →
⎧⎪⎨⎪⎩
Fr (t, z), if |z|Hr−t  k,
(2 − 1
k
|z|Hr−t )Fr (t, z), if k  |z|Hr−t  2k,
0, if 2k  |z|Hr−t ,
∈H,
Gr : [0,1] ×H  (t, z) →
( 0
(E1r−t Yu(v,ux)) · ξ
)
∈ L2(Hμ,H),
Gr,k : [0,1] ×H  (t, z) →
⎧⎪⎨⎪⎩
Gr (t, z), if |z|Hr−t  k,
(2 − 1
k
|z|Hr−t )Gr (t, z), if k  |z|Hr−t  2k,
0, if 2k  |z|Hr−t ,
∈L2(Hμ,H),
Qr :H  z →
(
ϕ · h(u)
ϕ · h′(u)v
)
∈H.
Lemma 7.1. If z = (u, v) ∈ H is such that u(s) ∈ M and v(s) ∈ Tu(s)M for |s| < r , then
Qr(z) = z on (−r, r).
Proof. This follows directly from Corollary 3.4, parts (3) and (4) and the definitions of the
functions Qr and ϕ. 
Remark 7.2. Here and in the sequel, in order to reduce the number of indices, without loss of
generality, we restrict our attention to existence and uniqueness of solutions on the unit time
interval.
Lemma 7.3. Let r > 2, k ∈ N. Then the functions Fr , Fr,k , Gr , Gr,k are continuous and there
exists a constant Cr,k such that∣∣Fr,k(t, z)− Fr,k(t,w)∣∣H + ∥∥Gr,k(t, z)− Gr,k(t,w)∥∥L2(Hμ,H)  Cr,k|z −w|Hr−t
holds for every t ∈ [0,1] and every z,w ∈H.
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The following result follows directly from Lemma 7.3 and e.g. Theorem 7.4 in [11].
Corollary 7.4. Given any H-valued F0-measurable random variable ξ , there exists a unique
continuous H-valued process z such that E ∫ 10 |z(t)|2H ds < ∞ and for all t ∈ [0,1]
z(t) = Stξ +
t∫
0
St−sFr,k
(
s, z(s)
)
ds +
t∫
0
St−sGr,k
(
s, z(s)
)
dW(s), a.s.
In what follows the process from Corollary 7.4 will be denoted by zr,k and called the approx-
imate solution of Eq. (2.4).
Lemma 7.5. The mapping Qr is of C2-class and its derivatives, with z = (u, v) ∈H, satisfy
Q′r (z)w =
(
ϕ · h′(u)w1
ϕ · [h′′(u)(v,w1)+ h′(u)w2]
)
, w ∈H,
and,
Q′′r (z)(w, θ) =
(
ϕ · h′′(u)(w1, θ1)
ϕ · [h′′′(u)(v,w1, θ1)+ h′′(u)(w1, θ2)+ h′′(u)(w2, θ1)]
)
, w, θ ∈H.
In fact, the same result holds for every smooth function h, not only the one from Corollary 3.4.
Define now the following two auxiliary functions:
F˜r,k : [0,1] ×H(t, z) →
( 0
ϕ · h′(u)F2r,k(t, z)+ ϕBu(v, v)− ϕBu(ux,ux)
)
−
( 0
ϕ · h(u)+ 2ϕx · h′(u)ux
)
∈H,
and
G˜r,k : [0,1] ×H  (t, z) →
( 0
ϕ · h′(u)G2r,k(t, z)
)
∈L2(Hμ,H).
Recall the extension operators Ekr from (5.1). The following result is a consequence of
Lemma 6.3.
Corollary 7.6. Let us assume that ξ = (E2r u0,E1r v0) and that an H-valued process zr,k satisfies
zr,k(t) = Stξ +
t∫
St−sFr,k
(
s, zr,k(s)
)
ds +
t∫
St−sGr,k
(
s, zr,k(s)
)
dW(s), t  1. (7.2)0 0
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z˜r,k(t) = StQr (ξ)+
t∫
0
St−s F˜r,k
(
s, zr,k(s)
)
ds +
t∫
0
St−sG˜r,k
(
s, zr,k(s)
)
dW(s), t  1.
8. Approximate solutions stay on the manifold
Define the following three functions from Ω to [0,∞]:
τ 1k = inf
{
t ∈ [0,1]: ∣∣zr,k(t)∣∣Hr−t  k},
τ 2k = inf
{
t ∈ [0,1]: ∣∣˜zr,k(t)∣∣Hr−t  k},
τ 3k = inf
{
t ∈ [0,1]: ∃x, |x| r − t, ur,k(t, x) /∈ O
}
,
τk = τ 1k ∧ τ 2k ∧ τ 3k .
Lemma 8.1. Each of the processes τ 3k , k = 1,2,3, is a stopping time.
Proof. The process ur,k is jointly continuous in (t, x) so τ 3k is just the first exit time from the
closed set {0} of the continuous adapted process
B(t) = inf{dist(ur,k(t, x),Rn \O): |x| r − t}. 
Define next the following processes for t ∈ [0, T ]
ak(t) = Stξ +
t∫
0
St−s1[0,τk)(s)Fr,k
(
s, zr,k(s)
)
ds +
t∫
0
St−s1[0,τk)(s)Gr,k
(
s, zr,k(s)
)
dW(s),
a˜k(t) = StQr (ξ)+
t∫
0
St−s1[0,τk)(s)F˜r,k
(
s, zr,k(s)
)
ds +
t∫
0
St−s1[0,τk)(s)G˜r,k
(
s, zr,k(s)
)
dW(s).
Proposition 8.2. The process ak , a˜k , zr,k and z˜r,k coincide on [0, τk) almost surely. In particular,
ur,k(t, x) ∈ M for |x| r − t and t  τk almost surely. Consequently, τk = τ 1k = τ 2k  τ 3k .
Proof. Using the fact that (St ) is a C0-group and so St−s = St ◦ S−s , the convolution integrals
can be simply transformed to indefinite integrals, see [43] where a similar observation is used, it
is easy to see that ak = zr,k and a˜k = z˜r,k on [0, τk). Now by Lemmas 7.1 and 7.5 we infer that
1[0,τk(ω))(s)
[
F˜r,k
(
s, zr,k(s,ω)
)]
(x) = 1[0,τk(ω))(s)
[
Fr,k
(
s, z˜r,k(s,ω)
)]
(x),
1[0,τk(ω))(s)
[
G˜r,k
(
s, zr,k(s,ω)
)
e
]
(x) = 1[0,τk(ω))(s)
[
Gr,k
(
s, z˜r,k(s,ω)
)
e
]
(x), e ∈ Hμ,
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p(t) = |ak(t)− a˜k(t)|2Hr−t then the process s → p(s ∧ τk) is continuous and uniformly bounded.
Moreover, by Proposition 6.1 and Lemma 7.3,
p(t) 2
t∫
0
p(s) ds +
t∫
0
1[0,τk)(s)
∣∣Fr,k(s, zr,k(s))− Fr,k(s, z˜r,k(s))∣∣2H ds
+
t∫
0
1[0,τk)(s)
∣∣Gr,k(s, zr,k(s))− Gr,k(s, z˜r,k(s))∣∣2L2(Hμ,H) ds + I (t)
 2
t∫
0
p(s) ds + 2C
t∫
0
1[0,τk)(s)
∣∣zr,k(s)− z˜r,k(s)∣∣2Hr−s ds + I (t)
 2(C + 1)
t∫
0
p(s) ds + I (t),
where I is a continuous local martingale with I (0) = 0 because, by Lemma 7.1, ξ = Qr (ξ) on
(−r, r). If σj localizes I then
p(t ∧ τk ∧ σj ) 2(C + 1)
t∫
0
p(s ∧ τk ∧ σj ) ds + I (t ∧ τk ∧ σj )
so
Ep(t ∧ τk ∧ σj ) 2(C + 1)
t∫
0
Ep(s ∧ τk ∧ σj ) ds.
Thus, by the Gronwall lemma, p = 0 on [0, τk ∧ σj ] almost surely. Passing with j to infinity,
we arrive to p = 0 on [0, τk] almost surely. Consequently, ur,k(t, x,ω) ∈ O and ur,k(t, x,ω) =
h(ur,k(t, x,ω)) hold for |x|  r − t and t  τk(ω) almost surely. Hence, by Corollary 3.4,
ur,k(t, x,ω) ∈ M for |x|  r − t and t  τk(ω) almost surely. Consequently, τk  τ 3k , hence
τk = τ 1k ∧ τ 2k , and so τ 1k = τ 2k because p = 0 on [0, τk]. 
9. The approximate solutions extend each other
Proposition 9.1. Let k ∈ N. Then zr,k+1(t, x,ω) = zr,k(t, x,ω) on |x|  r − t , t  τk(ω), and
τk(ω) τk+1(ω) almost surely.
Proof. Define p(t) = |ak+1(t)− ak(t)|2H 1(r−t)⊕L2(r−t) and apply Proposition 6.1. Hence we ob-
tain
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t∫
0
2p(s) ds +
t∫
0
∣∣1[0,τk+1)(s)F2r (s, zr,k+1(s))− 1[0,τk)(s)F2r (s, zr,k(s))∣∣2L2(r−s) ds
+
∑
j
t∫
0
∣∣1[0,τk+1)(s)G2r (s, zr,k+1(s))ej − 1[0,τk)(s)G2r (s, zr,k(s))ej ∣∣2L2(r−s) ds + I (t),
where I is a continuous local martingale satisfying I (0) = 0. Let (σm) localize I . Then, as
ur,k(s), ur,k+1(s) and its first derivatives with respect to t and x are bounded on (s − r, r − s) by
some constant C for every s < τk+1 ∧ τk , by Lemma 4.2 we get
p(t ∧ τk+1 ∧ τk ∧ σm)
t∫
0
2p(s ∧ τk+1 ∧ τk ∧ σm)ds
+
t∧τk+1∧τk∧σm∫
0
∣∣F2r (s, zr,k+1(s))− F2r (s, zr,k(s))∣∣2L2(r−s) ds
+
∑
j
t∧τk+1∧τk∧σm∫
0
∣∣G2r (s, zr,k+1(s))ej − G2r (s, zr,k(s))ej ∣∣2L2(r−s) ds
+ I (t ∧ τk+1 ∧ τk ∧ σm)
 ck
t∫
0
p(s ∧ τk+1 ∧ τk ∧ σm)ds + I (t ∧ τk+1 ∧ τk ∧ σm).
Hence
Ep(t ∧ τk+1 ∧ τk ∧ σm) ck
t∫
0
Ep(s ∧ τk+1 ∧ τk ∧ σm)ds
and, by the Gronwall inequality, p = 0 on [0, τk+1 ∧ τk]. In particular, τk  τk+1 by definition of
these stopping times. 
10. The approximate solutions do not explode
In the following, we remind that the functions A and vij were introduced in the formula (3.6).
Lemma 10.1. Let γ : (a, b) → M , where (a, b) ⊂ R, be an H 1-smooth curve on M , and let X,
Z be H 1-smooth vector fields along γ . Then〈
∂xX, ∂x
[
Aγ (Z,Z)
]〉=∑
i,j
〈
∂xX, ∂kvij (γ )∂xγ
kZiZj
〉− 2∑
i,j
〈
X,∂kvij (γ )∂xγ
k∂xZ
iZj
〉 (10.1)
holds almost everywhere w.r.t. x ∈ (a, b).
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Then 〈
∂xX, ∂x
[
Aγ (Z,Z)
]〉= 〈∂xX, ∂x[Aγ (Z,Z)]〉
=
∑
i,j
〈
∂xX, ∂kvij (γ )∂xγ
kZiZj
〉+ 2〈∂xX,Aγ (∂xZ,Z)〉.
But 〈X,Aγ (∂xZ,Z)〉 = 0 by Proposition 3.7 so that〈
∂xX,Aγ (∂xZ,Z)
〉
= −〈X,∂x[Aγ (∂xZ,Z)]〉
= −
∑
i,j
〈
X,∂kvij (γ )∂xγ
k∂xZ
iZj
〉− 〈X,Aγ (∂xxZ,Z)〉− 〈X,Aγ (∂xZ, ∂xZ)〉
= −
∑
i,j
〈
X,∂kvij (γ )∂xγ
k∂xZ
iZj
〉
.
Hence the equality (10.1) holds. But by a density argument, (10.1) holds even for every H 1-
smooth curve γ and every H 1-smooth vector fields X, Z along γ . 
The stopping times (τk) are non-decreasing by Proposition 9.1, and so we can denote by τ the
limit of (τk).
Proposition 10.2. τ = 1 almost surely.
Proof. We first notice that due to the Chojnowska-Michalik theorem (see [8] or [35, Theo-
rem 12]), we have that
zr,k(t) = ξ +
t∫
0
Gzr,k(s) ds +
t∫
0
Fr,k
(
s, zr,k(s)
)
ds +
t∫
0
Gr,k
(
s, zr,k(s)
)
dW(s) (10.2)
for t  1. In particular,
ur,k(t) = ξ1 +
t∫
0
vr,k(s) ds
for t  1 where the integral converges in H 1, hence ∂tur,k(s, x,ω) = vr,k(s, x,ω) almost surely.
Next we define l(t) = |ak(t)|2H 1(Br−t )⊕L2(Br−t ), q(t) = log(1 + |ak(t)|2Hr−t ) and apply Propo-
sition 6.1 and Lemma 7.3 to obtain
l(t) l(0)+
t∫
0
l(s) ds +
t∫
0
1[0,τk](s)
〈
vr,k(s), ϕ(s)
〉
L2(Br−s ) ds
+
t∫
1[0,τk)(s)
∥∥Gr,k(s, zr,k(s))∥∥2L2(Hμ,H 1(Br−s )⊕L2(Br−s )) ds + J0(t), (10.3)0
Z. Brzez´niak, M. Ondreját / Journal of Functional Analysis 253 (2007) 449–481 473q(t) q(0)+
t∫
0
|ak(s)|2Hr−s
1 + |ak(s)|2Hr−s
ds
+
t∫
0
1[0,τk](s)
〈vr,k(s), ϕ(s)〉L2(Br−s )
1 + |ak(s)|2Hr−s
ds +
t∫
0
1[0,τk](s)
〈∂xvr,k(s), ∂x[ϕ(s)]〉L2(Br−s )
1 + |ak(s)|2Hr−s
ds
+
t∫
0
1[0,τk)(s)
‖Gr,k(s, zr,k(s))‖2L2(Hμ,H)
1 + |ak(s)|2Hr−s
ds + J1(t), (10.4)
where
ϕ(s) =Aur,k(s)
(
vr,k(s), vr,k(s)
)−Aur,k(s)(∂xur,k(s), ∂xur,k(s))
and J0, J1 are continuous local martingales with J0(0) = J1(0) = 0. Now ur,k(s, x,ω) ∈ M for
|x| r − s and s  τk(ω) so ur,k(s, x,ω) ∈ M and ∂tur,k(s, x,ω) = vr,k(s, x,ω) ∈ Tur,k(s,x,ω)M
in the same domain almost surely. Hence, by Proposition 3.6,
Aur,k(s,x,ω)
(
vr,k(s, x,ω), vr,k(s, x,ω)
)= Aur,k(s,x,ω)(vr,k(s, x,ω), vr,k(s, x,ω)),
Aur,k(s,x,ω)
(
∂xur,k(s, x,ω), ∂xur,k(s, x,ω)
)= Aur,k(s,x,ω)(∂xur,k(s, x,ω), ∂xur,k(s, x,ω))
almost surely on |x| r − s and s  τk(ω), and since vr,k ∈ Tur,kM and A ∈ Nur,kM , the second
integral in (10.3) and (10.4) is equal to zero.
Also,
1[0,τk)(s)
∥∥Gr,k(s, zr,k(s))∥∥2L2(Hμ,H 1(Br−s )⊕L2(Br−s ))
 C1[0,τk)(s)
∣∣Yur,k (vr,k, ∂xur,k)∣∣2L2(Br−s ) Cr1[0,τk)(s)(1 + l(s))
and
1[0,τk)(s)
∥∥Gr,k(s, zr,k(s))∥∥2L2(Hμ,H)
 Cr1[0,τk)(s)
∣∣Yur,k (vr,k, ∂xur,k)∣∣2H 1(Br−s )  Cr1[0,τk)(s)(1 + l(s))(1 + ∣∣ak(s)∣∣2Hr−s )
by Lemma 4.2 and (2.1), (2.2).
To deal with the third integral in (10.4), denote by O its integrand, and we have
∣∣O(s)∣∣C1[0,τk)(s)
∫
Br−s {|∂xvr,k||∂xur,k||v|2 + |∂xxur,k||∂xur,k|2|v| + |∂xvr,k||∂xur,k|3}dx
1 + |ak(s)|2Hr−s
C1[0,τk)(s)
l(s)|ak(s)|2Hr−s
1 + |ak(s)|2Hr−s
 C1[0,τk)(s)
(
1 + l(s))
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|ψ |2L∞(Br−s )  |ψ |2L2(Br−s ) + 2|ψ |L2(Br−s )|ψ˙ |L2(Br−s ), ψ ∈ H 1(Br−s).
In this way inequality (10.3) becomes
l(t) l(0)+
t∫
0
Cr
(
1 + l(s))ds + J0(t)
and if (σm) localizes J0 and Bj = [|ξ |Hr  j ] then
1Bj
[
1 + l(t ∧ τk ∧ σm)
]
 1Bj
[
1 + l(0)]+ t∫
0
Cr1Bj
[
1 + l(s ∧ τk ∧ σm)
]
ds
+ 1Bj J0(t ∧ τk ∧ σm),
taking the expectation we obtain
E1Bj
[
1 + l(t ∧ τk ∧ σm)
]
 E1Bj
[
1 + l(0)]+ t∫
0
CrE1Bj
[
1 + l(s ∧ τk ∧ σm)
]
ds
and since the process s → 1Bj l(s ∧ τk ∧ σm) is continuous and uniformly bounded, Gronwall’s
lemma yields E1Bj [1 + l(t ∧ τk ∧ σm)]Kr,j for every t  1 and every m. Hence, by Fatou’s
lemma,
E1Bj
[
1 + l(t ∧ τk)
]
Kr,j , t  1, j ∈ N. (10.5)
Analogously, the inequality (10.4) turns into
q(t) 1 + q(0)+Cr
t∫
0
[
1 + l(s)]ds + J1(t)
and (σm) localizes J1 then
1Bj q(t ∧ τk ∧ σm) 1Bj
[
1 + q(0)]+Cr t∫
0
1Bj
[
1 + l(s ∧ τk ∧ σm)
]
ds + 1Bj J1(t ∧ τk ∧ σm).
By taking the expectation on both sides, we arrive at
E1Bj q(t ∧ τk ∧ σm) E1Bj
[
1 + q(0)]+Cr t∫ E1Bj [1 + l(s ∧ τk ∧ σm)]ds.0
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E1Bj q(t ∧ τk) Cr,j , t  1, j ∈ N. (10.6)
Let us now fix t < 1. Then |ak(τk)|Hr−τk = |zr,k(τk)|Hr−τk  k on the set [τk  t], so that
1[τkt] log
(
1 + k2) 1[τkt]q(τk) = 1[τkt]q(t ∧ τk).
Multiplying the above equality by 1Bj , taking the expectation of both sides and using inequality
(10.6), we obtain
log
(
1 + k2)P([τk  t] ∩Bj ) E1Bj q(t ∧ τk) Cr,j . (10.7)
In this way, by the inequality (10.7), we proved that P([τ  t] ∩ Bj ) = 0. Since this holds for
every t < 1 and every j ∈ N, we infer that τ = 1 almost surely. The proof is complete. 
11. Proof of the main result
Theorem 11.1. Let R > 1. Then there exists an adapted process (u(t): t < 1) such that
• its paths are continuous in H 2((−R,R);Rn),
• its paths are continuously differentiable in H 1((−R,R);Rn),
• u(t, x,ω) ∈ M for every |x|R, t < 1 almost surely,
• u(0, x,ω) = u0(x,ω) for every |x|R almost surely,
• ∂tu(0, x,ω) = v0(x,ω) for every |x|R almost surely,
and (2.8) is satisfied in L2((−R,R);Rn). Moreover, if (U(t): t < 1) satisfied the above proper-
ties then U(t, x,ω) = u(t, x,ω) for every |x| <R − t and t < 1 almost surely.
Proof. Let r = R + 1. Define the H-valued process
wr,k(t,ω) =
(
E2r−t ur,k(t,ω)
E1r−t vr,k(t,ω)
)
and observe that its paths are continuous in H. If we define
zr(t,ω) = lim
k→∞wr,k(t,ω), t < 1, (11.1)
where the limit converges in H for every t < 1 almost surely by Propositions 9.1 and 10.2, we
have that zr (t,ω) = wr,k(t,ω) for t  τk(ω) almost surely. In particular, zr has continuous paths
in H and zr(t, x,ω) = zr,k(t, x,ω) for |x| r − t if t  τk(ω) almost surely.
Applying this result to the equality (10.2), we obtain
zr,k(t ∧ τk) = ξ +
t∧τk∫
Gzr,k(s) ds +
t∧τk∫
Fr
(
s, zr,k(s)
)
ds +
t∧τk∫
Gr
(
s, zr,k(s)
)
dW(s) (11.2)0 0 0
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natural projection from H 1(R)⊕L2(R) to H 1(−R,R)⊕L2(−R,R), (11.2) turns to
zr(t ∧ τk) = ξ +
t∧τk∫
0
Gzr (s) ds +
t∧τk∫
0
Fr
(
s, zr (s)
)
ds +
t∧τk∫
0
Gr
(
s, zr (s)
)
dW(s),
where the integrals converge in H 1(−R,R)⊕L2(−R,R). Letting k tend to infinity, we obtain
zr(t) = ξ +
t∫
0
Gzr (s) ds +
t∫
0
Fr
(
s, zr (s)
)
ds +
t∫
0
Gr
(
s, zr (s)
)
dW(s), t < 1, (11.3)
in H 1(−R,R)⊕L2(−R,R). In particular,
ur(t) = u0 +
t∫
0
vr(s) ds
in H 1(−R,R), and
vr(t) = v0 +
t∫
0
[
∂xxur(s)+Aur(s)
(
vr(s), vr (s)
)−Aur(s)(∂xur(s), ∂xur(s))]ds
+
t∫
0
Yur (s)
(
vr(s), ∂xur(s)
)
dW(s), t < 1,
holds in L2(−R,R). In the formula above, we can already put in A because ur(t, x) =
ur,k(t, x) ∈ M for |x| r − t and t  1 by Propositions 8.2 and 10.2.
Concerning the uniqueness, let us define the H-valued process
Z(t,ω) =
(
E2RU(t,ω)
E1R∂tU(t,ω)
)
, t < 1,
and observe that its paths are continuous in H. Define also the stopping times
σk = τk ∧ inf
{
t < 1:
∣∣Z(t)∣∣Hr−t  k},
and the H-valued process
β(t) = Stξ +
t∫
St−s1[0,σk)(s)Fr,k
(
s,Z(s)
)
ds +
t∫
St−s1[0,σk)(s)Gr,k
(
s,Z(s)
)
ds, t < 1.0 0
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H 1(−R,R) then
b(t) = ξ +
t∫
0
Gb(s) ds +
t∫
0
( 0
AU(s)(∂tU(s), ∂tU(s))−AU(s)(∂xU(s), ∂xU(s))
)
ds
+
t∫
0
( 0
YU(s)(∂tU(s), ∂xU(s))
)
dW(s), t  σk,
where the integrals converge in H 1(−R,R)×L2(−R,R), hence
p = b −
(
U
∂tU
)
satisfies
p(t) =
t∫
0
Gp(s) ds, t  σk.
Hence, by Remark 6.2, p(t, x,ω) = 0 for |x|  R − t , t  σk(ω) almost surely. If we define
q(t) = |β(t)− ak(t)|2HR−t and apply Proposition 6.1 then
q(t ∧ σk)
t∧σk∫
0
[
2q(s)+ ∣∣FR,k(s,Z(s))− FR,k(s, ak(s))∣∣2H]ds
+
t∧σk∫
0
∥∥GR,k(s,Z(s))− GR,k(s, ak(s))∥∥2L2(Hμ,H) ds + I (t ∧ σk)
where I is a continuous local martingale satisfying I (0) = 0, and where we have used the fact
that Fr,k(t, z) = FR,k(t, z) and Gr,k(t, z) = GR,k(t, z) on (t − R,R − t) when |z|Hr−t  k.
Lemma 7.3 implies that
q(t ∧ σk)
t∧σk∫
0
Cq(s) ds + I (t ∧ σk).
Localizing I by stopping times ρm and taking expectation we arrive to
Eq(t ∧ σk ∧ ρm)
t∫
CEq(s ∧ σk ∧ ρm)ds0
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ur(t, x,ω) = U(t, x,ω) for |x|R − t , t < 1. 
12. Equivalence of solutions
Theorem 12.1. Assume that u0, v0 are F0-measurable random variables with values in
H 2loc(R,M) and H
1
loc(R,TM), respectively, such that u0(x,ω) ∈ M and v0(x,ω) ∈ Tu0(x,ω)M
hold for every ω ∈ Ω and x ∈ R. Suppose also that M is a compact submanifold of Rn as in
Definition 2.6. Then process u : R+ × R × Ω → M is an intrinsic solution of problem (2.4) if
and only if it is an extrinsic solution of the same problem.
Proof. Let X be a vector field on M and let R > 0 be fixed. In what follows we will denote by
O the interval (−R,R). If the equality (2.8) holds then
(
X(u(t))
∂tu(t)
)
=
(
X(u0)
v0
)
+
t∫
0
( ∇∂t u(s)X +Au(s)(X(u(s)), ∂tu(s))
∂xxu(s)−Au(s)(∂xu(s), ∂xu(s))+Au(s)(∂tu(s), ∂tu(s))
)
ds
+
t∫
0
( 0
Yu(s)(∂tu(s), ∂xu(s))
)
dW(s),
by (3.2) for the first component, and by (2.8) for the second one, where the integrals converge in
H 1(O;Rn)⊕L2(O;Rn). Since the function
H 1
(O;Rn)⊕L2(O;Rn)  (a, b) → {O  x → 〈a(x), b(x)〉
Rn
} ∈ L2(O;Rn)
is smooth (with second-order derivative equal to 0, and hence bounded), by the Itô formula, see
e.g. [11, Theorem 4.17],
〈
X
(
u(t)
)
, ∂tu(t)
〉
Rn
= 〈X(u0), v0〉Rn +
t∫
0
{〈
X
(
u(s)
)
, ∂xxu(s)
〉
Rn
+ 〈∂tu(s),∇∂t u(s)X〉Rn}ds
+
t∫
0
〈
X
(
u(s)
)
, Yu(s)
(
∂tu(s), ∂xu(s)
)
dW(s)
〉
Rn
since Ap(·,·) ⊥ TpM for p ∈ M . Moreover, given t  0 and ω ∈ Ω ,〈
X
(
u(t, x,ω)
)
, ∂xxu(t, x,ω)
〉
Rn
= 〈X(u(t, x,ω)),Dx∂xu(t, x,ω)〉Rn
holds for almost every x ∈ R by (2.7), and hence we infer that u satisfies (2.5).
To prove the converse implication let us assume Eq. (2.5) holds for every vector field X. Then,
using a partition of unity, we can find a finite system of vector fields Z1, . . . ,Zk such that
ξ =
k∑〈
ξ,Zi(p)
〉
Rn
Zi(p), ξ ∈ TpM, p ∈ M. (12.1)
i=1
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vector fields Xij = ZijZi , i  k, j  n, we obtain〈
Zi
(
u(t)
)
, ∂tu(t)
〉
Rn
Zij
(
u(t)
)
= 〈Zi(u0), v0〉RnZij (u0)
+
t∫
0
〈
Zi
(
u(s)
)
,Dx∂xu(s)
〉
Rn
Zij
(
u(s)
)
ds +
t∫
0
〈
∂tu(s),∇∂t u(s)(ZijZi)
〉
Rn
ds
+
t∫
0
〈
Zi
(
u(s)
)
, Yu(s)
(
∂tu(s), ∂xu(s)
)
dW(s)
〉
Rn
Zij
(
u(s)
)
. (12.2)
But the formula (12.1) together with properties of the Levi-Civita connection (see e.g. [24,
pp. 262, 273]) imply that for every vector field J
∇ξ J =
∑
i
∇ξ
(〈J,Zi〉Zi)
=
∑
i
ξ
(〈J,Zi〉)Zi +∑
i
〈J,Zi〉∇ξZi
=
∑
i
〈∇ξ J,Zi〉Zi +
∑
i
〈J,∇ξZi〉Zi +
∑
i
〈J,Zi〉∇ξZi
= ∇ξ J +
∑
i
〈J,∇ξZi〉Zi +
∑
i
〈J,Zi〉∇ξZi, ξ ∈ TpM, p ∈ M.
Hence, ∑
i
〈η,∇ξZi〉Zi +
∑
i
〈η,Zi〉∇ξZi = 0, η, ξ ∈ TpM, p ∈ M. (12.3)
Let us next extend the fields Zi to a small Rn-open neighborhood of p ∈ M and denote the
extensions by Z˜i . Then, by (3.2),⎛⎜⎝
ξ(Zi1)
...
ξ(Zin)
⎞⎟⎠= dZ˜i
dξ
(p) = ∇ξZi +Ap
(
ξ,Zi(p)
)
, ξ ∈ TpM, p ∈ M.
Multiplying both sides of the above equality by 〈ξ,Zi(p)〉Rn and summing over i, we obtain∑
i
〈
ξ,∇ξ (ZijZi)
〉
Rn
=
∑
i
ξ(Zij )〈ξ,Zi〉Rn +
∑
i
Zij 〈ξ,∇ξZi〉Rn = Ajp(ξ, ξ)
by (12.1) and (12.3), where A = (A1, . . . ,An). Hence, the equality (12.2) turns into
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Zi
(
u(t)
)
, ∂tu(t)
〉
Rn
Zij
(
u(t)
)
= 〈Zi(u0), v0〉RnZij (u0)
+
t∫
0
〈
Zi
(
u(s)
)
,Dx∂xu(s)
〉
Rn
Zij
(
u(s)
)
ds +
t∫
0
A
j
u(s)
(
∂tu(s), ∂tu(s)
)
ds
+
t∫
0
〈
Zi
(
u(s)
)
, Yu(s)
(
∂tu(s), ∂xu(s)
)
dW(s)
〉
Rn
Zij
(
u(s)
)
.
So
∂tu(t) = v0 +
t∫
0
{
Dx∂xu(s)+Au(s)
(
∂tu(s), ∂tu(s)
)}
ds +
t∫
0
Yu(s)
(
∂tu(s), ∂xu(s)
)
dW(s).
Applying the formula (2.7), we infer that we have achieved our goal. 
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