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Abstract 
A set r/P of disjoint paths in a graph G is called a (complete) path cover of G if every 
vertex of G belongs to one of the paths in :fl. A path cover of any subgraph of G is called 
a partiul path cover of G. For fixed k >O, a k-blunket of graph G is a partial path cover 
.cip of G, consisting of exactly k paths, that maximizes the size of the subgraph covered by 
d. A k-core of graph G is a partial path cover 9 of G, consisting of exactly k paths, that 
minimizes the sum, over all vertices v of G, of the distance of u to its closest path in b. The 
problems of finding a k-blanket or a k-core (for fixed k) of an arbitrary graph G as well as 
the dual rnmimum-path-cover problem (find a path cover of minimum size) are all NP-hard. 
A linear-time algorithm is known (C.J. Chang and D. Kuo, SIAM J. Discrete Math. 9 (1996) 
309-316) for the minimum-path-cover problem on cogrdphs (graphs that can be constructed 
from a collection of isolated vertices by union and complement operations). However, prior to 
this paper, polynomiai-time algorithms for the k-core problem were known only for trees - and 
even then for k = 1,2 only (Becker and Perl, Discrete Appl. Math. 11 (1985) 103-l 13; Morgan 
and Slater, SIAM J. Appl. Math. 37 (1979) 539-560). In this paper, we introduce a variant of 
a minimum path cover, called a perfect path cover. We show that every cograph has a perfect 
path cover, and we exploit this to obtain an O(m + n log n)-time algorithm for finding, for any 
arbitrary k, a k-blanket or a k-core of a arbitrary cogrdph on n vertices and m edges. 1998 
Published by Elsevier Science B.V. All rights reserved. 
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1. Introduction 
All the graphs dealt with in this paper are simple, finite, undirected, and without 
multiple edges. A graph G with vertex set V and edge set E, is denoted by G = (V, E). 
IV/ (respectively, jE() is also denoted by n (respectively, m). 
G This research was initiated while the second and fourth authors were students at IIT-Madras, India. 
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A path in G is a sequence of t > 1 distinct vertices VI, ~2,. . , vt in V such that vi 
and Vi+1 are adjacent in G, for all 1 <i <t. We say that such a path P joins vertex VI 
to vertex vt, and define span(P) = {VI, v2 , . . . , v,}. More generally, if 9 denotes a set 
of paths in G then span(Y) = UpEY span(P). 
A set B of disjoint paths in G is called a (complete) path cover (respectively, a 
partial path cover) of G if span(Y) = V (respectively, span(Y) C V). A partial path 
cover C? has size 191. Obviously, every graph has a path cover (of size at most n). 
However, if the size is constrained a path cover might not exist; for example, having 
a path cover of size one is clearly equivalent to being Hamiltonian. Thus, several 
natural optimization problems arise in connection with path covers of a given graph. 
Specifically, the minimum-path-cover problem asks for the construction of a path cover 
of minimum size. Alternatively, one might fix the size of a partial path cover and 
maximize its span or minimize the worst-case or average-case distance of vertices 
from the partial cover. 
Let d(u, v) denote the number of edges in the shortest path joining the vertices u and 
v in G. If no such path exists then d(u,v)= 00. Let P be a path in G. The distance 
of a vertex v from the path P, denoted by d(v, P), is defined as 
d(v, P) = min{d(v, j) 1 j E span(P)}. 
More generally, if 9 denotes a set of paths in G then the distance of a vertex v from 
the set of paths 9, denoted by d(v,Y), is defined as 
d(v,g)= min{d(v,j) \j~span(Y)}. 
The eccentricity of a partial path cover 9 is defined by 
ccc(9) = c d(v, 9). 
UEV 
For fixed k >O, a k-blanket of graph G is a partial path cover Y of G, consisting 
of exactly k paths, that maximizes span(Y). A k-core of graph G is a partial path 
cover 9 of G, consisting of exactly k paths, that minimizes ccc(Y). 
The problems of finding a minimum size path cover, a k-blanket, or a k-core of an 
arbitrary graph G, for any fixed k > 0, are easily seen to be NP-hard, by a straightfor- 
ward reduction from the Hamiltonian path problem [14]. (See [l] for some results on 
the minimum-path-cover problem, and [ 13, 16, 19, 2 l] for work related to the 1 -blanket 
(longest path) problem.) 
It is clear that these problems remain NP-hard when restricted to families of graphs 
for which the Hamiltonian path problem is NP-hard. However, the Hamiltonian path 
problem is polynomial-time solvable on several important graph families such as co- 
comparability graphs [12], suggesting the possibility of similar results for these gener- 
alizations of the Hamiltonian path problem. In fact, the minimum-path-cover problem 
is known (see [4]) to be linear-time solvable on cographs, a well-studied subfam- 
ily of cocomparability graphs (described in detail in the next section). See [ 1.51 for 
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material on cographs, cocomparability graphs, interval graphs, permutation graphs and 
other classes of perfect graphs. 
The notion of a k-core is one of many that capture the essence of “centrality”of 
vertices or paths in graphs. The median of a graph G is a single vertex v which, viewed 
as a partial path cover, has minimum eccentricity. More generally, a k-median (or 
multimedian) of a graph is a set S of k vertices of minimum eccentricity. An application 
of the l-core problem in routing a highway through a road network is mentioned in 
[22]. Other notions of central paths are considered in [18, 23, 241. Algorithms for 
finding a median in a general graph and a multimedian in a tree are presented in 
[ 17, 201, respectively. A linear algorithm for finding a 1 -core of a tree is presented in 
[22]. Becker and Per1 gave an 0(n2) algorithm for finding the %-core of a tree [2]. 
In this paper, we introduce a strengthening of the notion of a minimum path cover, 
called a perfect path cover. We show that every cograph admits a perfect path cover 
and use this to obtain an O(m + n log n) time algorithm for finding, for any arbitrary k, 
a k-blanket or a k-core of an arbitrary cograph. 
2. Cographs 
The complement of a graph G = (V, E), denoted G, is the graph (V,E’), where 
(u, v) E E’ if and only if (u, v) $ E. A graph is connected if there exists a path between 
every pair of its vertices. The connected components of G are the maximal connected 
subgraphs of G. 
Let Gi =(Vl,El) and Gz =(h,Ez) be two graphs. The disjoint union of Gi and Gz, 
denoted by G1 U Gz, is defined as 
Gl uGz=(V, U &,E, uE2). 
The product of G1 and G2, denoted by Gi x G2, is defined as 
GI x G2 =(h U &,EI UE2U{ky)lx~ ~‘I,.YE 6)). 
Note that G = G1 x G2 iff G = G UG. It is easy to confirm that both disjoint union 
and product are associative operations on graphs. 
The class of cographs (also called complement-reducible graphs [7], CU graphs [6]) 
is an important subclass of recursively defined perfect graphs. Cographs are obtained 
from a collection of isolated vertices by repeated application of union and complement 
operations. More formally: 
Definition 2.1 (Comeil et al. [7]). The class %? of cographs is defined as follows: 
1. The graph on one vertex (Ki) belongs to %?. 
2. If Gi ES and GZE%? then G1UGZE%F. 
3. If GiE% and GzE+? then Gi xGZE%Y. 
4. No graph other than the ones generated by a finite number of applications of 1, 2 
and 3 above belong to %?. 
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Cographs happen to be precisely the class of graphs with no induced paths on four 
vertices [7]. Hence, algorithms tailored to cographs have application in practical settings 
such as examination scheduling and automatic clustering of index terms in which the 
associated graphs are expected to have no vertex induced paths of length greater than 
three [lo]. 
Another algorithmically significant property of cographs is that they have a rooted 
tree representation (called a cotree) that is unique up to isomorphism. The leaves of 
the cotree of a cograph G are the vertices of G, and its internal nodes are of two 
types, which are called union and product nodes. 
The cotree TG associated with cograph G is defined recursively as follows: 
l If G is an isolated vertex labelled X, then To is the node labelled x. 
l If G is disconnected, let Gi,. . . , G, denote the connected components of G. Then 
the root of TG is a union node whose c > 1 children are the roots of the cotrees of 
Gi through G,. 
l If G is connected, let Gi, . . . ,G, denote the connected components of G. Then the 
root of T, is a product node whose c> 1 children are the roots of the cotrees of 
G1 through G,. 
It is easily seen that the number of nodes in a cotree is a linear function of n, 
the number of vertices of the corresponding cograph. The importance of cographs 
stems in part from the fact that their recognition, along with the construction of the 
corresponding cotree, can be done in O(n+m) time [lo]. Cotrees form the basis for fast 
polynomial algorithms for problems such as isomorphism, colouring, clique detection, 
Hamiltonicity, treewidth and pathwidth, and dominating sets [3, 7-91 on cographs. 
All but the first of these problems are NP-hard on general graphs. In fact, Courcelle 
and Mosbah have shown [ 1 I] that all problems that can be formulated in monadic 
second-order logic (without quantification of edge sets) can be solved in linear time 
on cographs. 
3. k-Cores and k-blankets in product graphs 
Suppose that the graph G is a product graph, i.e. it can be expressed as Gi x Gz, 
where Gi = (Vi,Ei ) and GZ = (Vz, E2) are graphs. (This is certainly the case if G is 
a connected cograph on two or more vertices, in which case Gi and G2 are also 
cographs.) 
Lemma 3.1. If 9 is a k-core or a k-blanket of G then span(Y) must include at least 
min{ 1 V, I,1 V,l + k} vertices of VI and at least min{ Il5[, 16 I + k} vertices of V,. 
Proof. Suppose that span(Y) includes s vertices of 6 and t vertices of V,. Ifs< / Vi (, 
let x be some vertex in 6 - span(Y). Then no path of 9 terminates in y2 or con- 
tains two consecutive vertices of V2. Otherwise, such a path P could be extended to 
include x, using edges between V, and Vz, producing a new path set 9” satisfying 
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ecc(9”‘) <ccc(Y) (since d(x, -9’) = 0 < d(x, 9)) and span(P’) = spun U x, contrary 
to our assumption that 9 is either a k-core or a k-blanket of G. Hence, s > t + k. By 
a symmetric argument, if t < ) V21 then t 3s + k. It follows that s 3 min{ 1 V, I,1 G / + k} 
and t> min{lVi,i&I fk}. 0 
It follows from Lemma 3.1 that the notions of k-core and k-blanket coincide for 
product graphs: 
Theorem 3.1. Let G = GI x Gz. Then a set 9 forms a k-core jar G if and only if it 
is u k-blanket of’ G. 
Proof. Suppose Gi = (fi ,El ), G2 = (v2, El). If 9 is a k-core or a k-blanket of G then 
both Vi and 6 have non-empty intersections with span(P). Hence, by the definition 
of product, d( U, 9) < 1, for all u E VI U Vz. Since path sets 9’ satisfying d( u, 9) d 1, for 
all u E VI U V2, have ccc(3) = n - Ispun(9)l, they minimize ccc(9) if and only if they 
maximize spun(P). It follows that 9 is a k-core if and only if it is a k-blanket. q 
Corollary 3.1. If G = GI x Gz, then P is a l-core qf G (ff it is u longest path in G. 
Implicit in the proof of Theorem 3.1 is the following useful relationship between 
the span and eccentricity of blankets and cores: 
Corollary 3.2. If 9 is a k-core or a k-blanket ofu product qruph G then ccc(9) = n- 
Ispun(b)l. 
The notions of k-blanket and k-core are not equivalent for disconnected cographs. 
This is because, any k-core (say 9) of G must contain at least one path from each 
component of G; otherwise ccc(9) = cc. Such a condition is not required for a k- 
blanket of G. In Section 6 we will describe how to compute a k-core or k-blanket for 
an arbitrary cograph. 
4. Perfect path covers 
In this section we introduce the concept of a perfect path cover, which generalizes 
the concepts of minimum path cover and k-blanket. In Section 5 we show that a 
perfect path cover for a cograph can be computed in O(n log n) time. This leads in 
turn to efficient algorithms for finding both k-cores and k-blankets in cographs, for any 
arbitrary k (Section 6). 
Definition 4.1. A sequence (PI, P2,. . . ,Pk) is a perfect puth cover for G if and only 
if {PI,... ,Pk} is a path cover (and hence a k-blanket) of G, and for all ,j, I dj<k, 
{PI,. . Pj} is a ,j-blanket of G. 
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Of course, not every graph admits a perfect path cover. However, we shall now 
prove that all cographs do admit perfect path covers. Once a perfect path cover is 
known, j-blankets can be easily computed for all j. 
Theorem 4.1. Every cograph admits a perfect path cover. 
Proof. Isolated vertices clearly admit a perfect path cover. Given the recursive defini- 
tion of cographs it suffices to prove that if G1 and GZ have perfect path covers then 
so do G1 x G2 and GI U Gz. This is taken up in the next two subsections. 0 
4.1. Perfect path covers under product operations 
Throughout his subsection, we suppose graph G = (V,E) has the form G1 x GZ 
where G1 = (fi,E~) and GZ = (fi, Ez). Without loss of generality, we assume that 
IM<<l~i. 
Let 2 = (Ql, Q2, . . . , Q,.) be any perfect path cover of G2 and let t = min{ 1 K ( + 1, r}. 
We denote by 6 a $ the sequence (R 1,. . . , R,_t+l ) formed by interleaving the vertices 
of V, with vertices of V2 to “glue together” t of the paths in 2 in the following way. 
First, specify a total order on the vertices of V, as follows: if v is the ith from last 
vertex of Qa and w is the jth from last vertex of Qb, then v preceeds w if (i,a) 
preceeds (j, b) in the usual lexicographic ordering. Choose some arbitrary ordering of 
the vertices of fi. Now insert the ith vertex of V, immediately after the ith vertex of V, 
in its associated path. Let (Qi , Qi, . . , Q:) denote the resulting sequence of paths. (Note 
that (i) each path QL starts with a vertex of fi, (ii) paths QL with 1 <ad min{/ VI 1, r} 
end with a vertex of V, , and (iii) { Qi, Qi, . . . , Q:} is a path cover of G.) Finally, 
concatenate the first t paths, Qi, . . , Qi into one path RI, by appending path QL,, to 
path QL, for 16 a < t, and rename Qi as Ra_-t+ 1, for t < a <r. 
Theorem 4.2. If / V, I< / V2 1 and 2 A is a perfect path cover of G2 then Vi a 2 is a perfect 
path cover of G. 
Proof. Suppose _?= (Ql, Q2,. . . , Qr) and 6 a g= (RI,. . . , R,). Note that span((R1,.  . , 
Rj})= fi UvaN{Ql,..., QrPs+j}), for 1 dj<s. In particular, {RI ,..., R,} forms a 
path cover (and hence an s-blanket) of G. Thus, it remains to show that gk = {RI, 
R2,..., Rk} is a k-blanket of G, for all k, 1 d k <s. 
If r d 16 I + 1 then s = 1 and there is nothing to show, so suppose r > 16 I + 1 and 
hence s = r - IV, ) > 1. Let Y = {Sl, S2,. . . , Sk} be any k-blanket of G. By Lemma 3.1, 
fi c span(Y). By removing the vertices of 6 from Y, we get a set 9 of k’ <k + 1 fi I 
disjoint paths from G2. Since (Ql, Q2,. . . , Qr) is a perfect path cover of G2, the set 
~k’={Q&,...,!&~} is a k/-blanket of GZ and hence Jspan(L2k’)( 2 (span(Y)/. Thus 
Ispan(Wk )I = I J5 I + Ispan(9 IKl+k)l 3 ( fi 1 + (span(Sk’)( 3 (6 I + (span(Y)/ = /span(Y 
Hence, 92’ is a k-blanket of G, for all k, 1 <k <s. 0 
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Theorem 4.2 above demonstrates that a product graph has a perfect path cover 
whenever its larger factor does. This asymmetry is exploited in our algorithm for 
constructing perfect path covers in cographs. 
4.2. Perfect path covers under union operations 
In this subsection, we suppose graph G = (V, E) has the form Gt U Gz, where Gt = 
(~,EI) and GZ = (V2,&). 
Let .+ = (PI, P2,. . . , P,) be a perfect path-cover for Gt and let z= (Qr , Q2,. . . , Qh) 
be a perfect path cover for G2. Define 9 u 4 = (RI, Rz,. . . , Ra+,,), where Ri denotes the 
ith longest path in the set {PI, Pz,. . . , P,} U {Ql, Qz,. . . , Qh}. 
Theorem 4.3. Let 5 be a perfect path cover for G1 and let 3 be a perfect path cover 
for Gz. Then @ L! _? is a perfect path cover for G. 
Proof. Suppose @=(P,,P, ,..., P,), s=(Q,,Q2 ,..., Qt,), and @LI~=(R,,R~ ,..., 
Ra+h). Clearly .? U 2 is a path cover of G. 
Let .Y- be any k-blanket of G and suppose that 5 contains exactly i (respectively 
k - i) paths from G1 (respectively Gz). As @ and 2 are perfect path covers for G1 
and G2 respectively, it follows that .Y’ = {PI,. . . , Pi, Ql,. . . , Qk-,} is also a k-blanket 
in G. But, by construction, :gk = {RI, R2,. . . , Rk} satisfies span(3k) > span(.F’), and 
hence A” is also a k-blanket in G. 0 
5. Efficient computation of perfect path covers in cographs 
Let G = (V,E) be an arbitrary cograph and suppose that its corresponding cotree To 
is given. (As noted earlier, To can be constructed from a standard representation of G 
in O(n + m) time. Hence, if TG is not given the O(n log n) time bounds of this and 
subsequent sections should be read as O(m + n log n).) 
In this section we first present an O(n log n)-time algorithm for computing just the 
set of lengths associated with the paths in a perfect path cover of G. Later we show 
how to obtain the actual paths in a perfect path cover. We maintain a collection of sets 
of path lengths. (Since all paths are disjoint, the total number of lengths appearing in 
all sets is at most n.) Each set is represented by a standard mergeable priority queue 
(supporting makeset, insert, extractmax and merge operations in O(log n) time each) 
[51. 
The computation begins with a preprocessing step in which T, is converted into a 
binary tree (exploiting the associativity of both the product and union operations) and 
each node x of the resulting tree is labelled by size(x), the number of leaves in the 
subtree rooted at x. Recall that our construction of a perfect path cover of a product 
graph depends only on the perfect path cover of its largest factor. For this reason, we 
also label each non-root node x as non-critical if the parent of x is non-critical or the 
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parent of x is a product node and x is not the largest (size) child of its parent (with 
ties broken arbitrarily). It should be obvious that this preprocessing can be carried out 
in time linear in the size of TG. 
The computation continues in a standard bottom up fashion, processing leaves first, 
and internal nodes only when both of their children have been processed. Processing a 
non-critical node involves nothing. Processing a critical node x involves the construction 
of S, the set of lengths associated with the the paths in some perfect path cover of the 
cograph G,, whose cotree is just the subtree of TG rooted at x. We denote I& by s,. 
There are three cases: 
l (x is a leaf node.) We set S, := makeset( 1) and s, := 1. 
l (x is a union node.) Let y and z be the children of x in the TG. Then, following 
Theorem 4.3, we set S, := merge(S,, S,) and s, := sY + sZ. 
l (x is a product node.) Let y and z be the children of x in the cotree and assume, 
without loss of generality, that size(y) <size(z) (and hence z is critical). Following 
Theorem 4.2, we consider two subcases separately. 
0 (sZ <size(y) + 1.) 
In this case, as seen in Theorem 4.2, G, has an Hamiltonian path. 
Hence, we set S, := makeset(size(y) + size(z)) and s, := 1. 
0 (sZ>size(y) + 1.) 
Using the idea of Theorem 4.2, S, is constructed from S, as follows. 
total:= size(y). 
for i = 1 to size(y) + 1 do 
next := extractmax( 
total := total + next; 
endfor 
S, := insert(S,, total); 
s, := s, - size(y). 
5.1. Complexity 
As stated in Section 2, ITGI is O(n). The number of makeset, merge and insert 
operations, added together, is at most the number of nodes of TG. To bound the 
number of extractmax operations, note that in processing any given (critical) prod- 
uct node x the number of extractmax operations is at most one more than the size 
of the non-critical child of x. Hence, the total number of extractmax operations is 
bounded by the number of critical product nodes plus the total size of all maximal 
non-critical nodes (non-critical nodes with critical parents). Since the latter is just the 
number of non-critical leaves, it follows that the total number of extractmax operations 
is O(n). 
Since the cost of processing any node is, up to constants, dominated by the cost of 
manipulating the appropriate priority queues, it follows that the entire algorithm runs 
in O(n log n) time. 
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5.2. Finding the paths 
It is straightforward to modify the algorithm of the previous subsection to construct 
the paths in a perfect path cover of G in O(n log n) time. A path is represented by a 
singly linked list of its vertices (in reverse order). For a path P, head(P) and tail(P) 
point to the first and last vertex of P, respectively. Clearly, this representation suffices 
to permit concatenation of two paths in constant time. 
For each non-critical node x in the cotree To, we need only compute the set of 
leaves of the subtree rooted at x. For each critical node x in the cotree TG, we now 
compute not only the set S, but also a corresponding set of paths. The required path 
manipulations (other than initialization) are as described in the proof of Theorem 4.2. 
As with the extractmax operation count above, it is easy to bound the number of 
elementary path manipulations by the total size of all maximal non-critical nodes. As 
previously noted, this is O(n). 
6. k-Cores and k-blankets in cograpbs 
By the definition of perfect path cover, our O(n log n) algorithm for finding a perfect 
path cover constructs a minimum path cover of an arbitrary cograph given by its cotree 
representation. In addition, it provides a k-blanket for all suitable values of k. By 
Theorem 3.1, it follows that k-cores too can be constructed efficiently, provided the 
given cograph is connected (and hence a product graph). It remains to show how to 
compute the k-core of a disconnected cograph, for arbitrary k. 
Let G be a disconnected cograph with connected components Gi, Gz,. . ., G,, for 
some Y > 1. Obviously, if r > k, G does not have a partial path cover, consisting of k 
paths, with finite eccentricity. Hence, we assume that r < k. For each i, 1 <idr, let 
;?i denote a perfect path cover for Gi. Let .9? denote the partial path cover formed by 
the longest path from each of @i, $2,. , *gr together with the k - r longest of the 
remaining paths. 
Theorem 6.1. Assuming k>r, the set 9 described above is a k-core of G. 
Proof. Let Y be any k-core of G. For each i, 1 d i <r, let a; denote the number of 
paths from Gi in Y. Clearly ai 3 1 and c, 4 iG,. a; = k. 
Since .?i is a perfect path cover of Gi, it follows that the partial path cover 9, 
formed by choosing, for each i, 1 6 i <r, the ai longest paths in .@i (which, by The- 
orem 3.1, forms both an a,-blanket and an ai-core in G1) satisfies ecc(Y’) <ccc(Y). 
Hence 9’ also forms a k-core of G. But, by the construction of 9, we are guaranteed 
that span(W) b span(Y). Since 9 and 9’ both induce a blanket in each component 
of G, it follows from Corollary 3.2 that ecc( 9) = n-span( 3) < n-span( Y’) = ecc( 9”). 
Hence .% also forms a k-core of G. 0 
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It should be clear from the above how to compute, in O(n logn) time, a k-core of 
given cograph G, for arbitrary k, using a perfect path cover of each of the components 
of G. 
7. Conclusion 
We have presented an O(n logn)-time algorithm for finding a perfect path cover 
of an arbitrary cograph given by its cotree representation. From this O(n logn)-time 
algorithms for constructing minimum path covers, k-blankets (including as a special 
case the longest path) and k-cores in cographs are easily formulated. To our knowledge 
these are the first polynomial algorithms for the k-blanket and k-core problems (for 
arbitrary k) on any non-trivial class of graphs. 
The notion of a perfect path cover might be worth studying in connection with other 
graph families. It is perhaps worth remarking that our O(n log n) time algorithm for 
finding a perfect path cover, the central result of this paper, can be easily extended to 
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