Optimal solutions of Linear Programming problems may become severely infeasible if the nominal data is slightly perturbed. We demonstrate this phenomenon by studying 90 LPs from the well-known NETLIB collection. We then apply the Robust Optimization methodology (Ben-Tal and Nemirovski [1-3]; El Ghaoui et al. [5, 6] ) to produce "robust" solutions of the above LPs which are in a sense immuned against uncertainty. Surprisingly, for the NETLIB problems these robust solutions nearly lose nothing in optimality.
Introduction
To motivate the research summarized in this paper, let us start with an example -problem PILOT4 from the well-known NETLIB library. This is a Linear Programming problem with 1,000 variables and 410 constraints; one of the constraints (# 372) is The related nonzero coordinates in the optimal solution x * of the problem, as reported by CPLEX, are as follows:
Note that within machine precision the indicated optimal solution makes (C) an equality.
Observe that most of the coefficients in (C) are "ugly reals" like -15.79081 or -84.644257. We have many reasons to believe that coefficients of this type characterize certain technological devices/processes, and as such they could hardly be known to high accuracy. It is quite natural to assume that the "ugly coefficients" are in fact uncertain -they coincide with the "true" values of the corresponding data within accuracy of 3-4 digits, not more. The only exception is the coefficient 1 of x 880 -it perhaps reflects the structure of the problem and is therefore exact -"certain".
Assuming that the uncertain entries of a are, say, 0.1%-accurate approximations of unknown entries of the "true" vector of coefficients a, we looked what would be the effect of this uncertainty on the validity of the "true" constraint a T x ≥ b at x * . Here is what we have found:
• The minimum, (over all vectors of coefficients a compatible with our "0.1%-uncertainty hypothesis"), value of a T x * − b, is < −104.9; in other words, the violation of the constraint can be as large as 450% of the right hand side! • Treating the above worst-case violation as "too pessimistic" (why should the true values of all uncertain coefficients differ from the values indicated in (C) in the "most dangerous" way?), consider a more realistic measure of violation. Specifically, assume that the true values of the uncertain coefficients in (C) are obtained from the "nominal values" (those shown in (C)) by random perturbations a j → a j = (1 + ξ j )a j with independent and, say, uniformly distributed on [−0.001, 0.001] "relative perturbations" ξ j . What will be a "typical" relative violation
The answer is nearly as bad as for the worst scenario:
Prob{V > 0} Prob{V > 150%} Mean(V ) 0.50 0.18 125% Table 1 . Relative violation of constraint # 372 in PILOT4 (1,000-element sample of 0.1% perturbations of the uncertain data)
We see that quite small (just 0.1%) perturbations of "obviously uncertain" data coefficients can make the "nominal" optimal solution x * heavily infeasible and thus -practically meaningless. Our intention in this, mainly experimental, paper is to investigate how common is this phenomenon and how to struggle with it when it occurs. Specifically, we look through the list of NETLIB problems and for every one of them -quantify the level of infeasibility of the nominal solution in face of small uncertainty; -when this infeasibility is "too large", apply the Robust Optimization methodology (see [1] [2] [3] [4] [5] [6] ), thus generating another solution which in a sense is immuned against data perturbations, and, finally, -look what is the price, in terms of the value of the objective function, of our "immunization".
It is important to emphasize that our approach has nearly nothing in common with Sensitivity Analysis -a traditional tool for investigating the stability of optimal solutions with respect to data perturbations:
• In Sensitivity Analysis, one is interested in how much the optimal solution to a perturbed problem can differ from the one of the nominal problem. In contrast to this, we want to know by how much the optimal solution to the nominal problem can violate the constraints of the perturbed problem, which is a completely different question.
• Sensitivity Analysis is a "post-mortem" tool -at best, it can quantify locally the stability of the nominal solution with respect to infinitesimal data perturbations, but it does not say how to improve this stability when necessary. The latter issue is exactly what is addressed by the Robust Optimization methodology.
The rest of the paper is organized as follows. In Section 2 we describe our methodology for quantifying the level to which data perturbations may affect the quality of a feasible solution to a LP program and present the associated results for the NETLIB problems. In Section 3 we explain how the Robust Optimization methodology can be used to immune solutions against data perturbations and discuss the results of this immunization for the NETLIB problems.
2 Quantifying the influence of data perturbations
Detecting uncertain data entries
Consider an LP problem in the form minimize c T x s.t.
and let x be a feasible solution to the problem. We intend to define a "reliability index" of x with respect to perturbations of the uncertain data elements of (LP). In order to define this quantity, we first should decide what are the uncertain data elements and how they are affected by uncertainty. In the ideal case, this information should be provided by the user responsible for the model. Here, however, we intend to carry out a NETLIB case study, so that all we know about the problem is its nominal data -that given in the mps file specifying the problem.
In accordance with what was explained in Introduction, we resolve the question of "what is uncertain" as follows:
"Uncertain data elements" in (LP) are the "ugly reals" appearing as entries in the matrix A of inequality constraints (LP.b), specifically reals which cannot be represented as rational fractions p q with 1 ≤ q ≤ 100. Note that we ignore possible uncertainty in the data of the objective, the equality and the box constraints, or in the right hand side of the inequality constraints. The motivation for that is as follows:
• If there was uncertainty in the data of an equality constraint, a good model-builder would not model the constraint as an equality, rather as a range constraint with the right hand side bounds close to one another;
• Possible uncertainty in the data of the box constraints and the right hand side vector of the inequality constraints in principle should be taken into account. However, it will become clear that with our approach this uncertainty hardly affects the results, so for the sake of simplicity we treat this data as certain;
• Possible uncertainty in the objective should and could in principle be treated similarly to that in the inequality constraints. In our NETLIB case study we have checked the influence of this uncertainty and found that it does not essentially affect the quality of the nominal solution; consequently, we assume the objective data certain.
The uncertainty and the Reliability index
The next issue is how the uncertainty affects the data. Here we intend to work with the simplest assumption:
The "true" value a ij of an uncertain data entry is obtained from the nominal value a ij of the entry by random perturbation:
where > 0 is a given uncertainty level and ξ ij are random variables distributed symmetrically in the interval [−1, 1]. The random perturbations affecting the uncertain data entries of a particular inequality constraint are iid.
With this assumption, the value of the left hand side of the "true" constraint
at a candidate solution x is a random variable with mean and the standard deviation given by
where J i is the set of indices of uncertain data entries of the i-th constraint and σ i is the standard deviation of ξ ij . Assuming that σ i is of order of 1, we see that "typical" values of the
, values of opposite sign being equally possible. For instance, when ξ ij are distributed uniformly on [−1, 1], the probability of the event {δ i x > 0.92D i (x)} is more than 2%, while the probability of the event
It follows that the "typical" violation of the true constraint in question at x is of order of the quantity max Mean(ζ
Normalizing the violation by the absolute value of the right hand side b i , we come to the -reliability index
of x with respect to i-th constraint 2) Finally, we define the -reliability index of a candidate solution x to (LP) as the quantity
the maximum being taken over all inequality constraints of the problem.
The NETLIB case study: analyzing reliability of nominal solutions
Now we are ready to explain the methodology of our case study in its analysis part. We looked at 90 NETLIB problems and for every one of them we 1. solved the problem using CPLEX 6.2; let x * be the optimal solution as reported by the solver.
2. computed the reliability index of the nominal solution x * for the three uncertainty levels = 10 −4 , 10 −3 , 10 −2 .
Given an uncertainty level , we qualify an inequality constraint as bad at x * , if the corresponding reliability index is greater than 5%. We qualify x * as a bad nominal solution to the problem, if at least one of the inequality constraints of the problem is bad at x * .
The results of the Analysis phase of our case study are as follows. From the total of 90 NETLIB problems we have processed,
• in 27 problems the nominal solution turned out to be bad at the largest ( = 1%) level of uncertainty;
• 19 of these 27 problems are already bad at the 0.01%-level of uncertainty, and in 13 of these 19 problems, 0.01% perturbations of the uncertain data can make the nominal solution more than 50%-infeasible. The details are given in Table 2 3 Robust solutions to linear programs
The methodology
The methodology for generating robust ("uncertainty-immune") solutions to uncertain LPs we intend to implement originates in the Robust Optimization paradigm proposed and developed independently in [1] [2] [3] and [5] [6] . Within the outlined framework, there are two ways to implement this methodology, depending on whether we treat the uncertainty affecting the data as "unknown-but-bounded", or as random.
"Unknown-but-bounded" uncertainty. Assume that we intend to make a solution immune against entry-wise uncertainty of given (relative) magnitude > 0 affecting uncertain coefficients of (LP); specifically, we intend to build a solution x with the following characteristics:
(i) x is feasible for the nominal problem, and
(ii) Suppose that in inequality constraint i the true values a ij , j ∈ J i , of uncertain data can range in the interval [a ij − |a ij |, a ij + |a ij |]. Whatever are the true values of uncertain coefficients from these intervals, x must satisfy the i-th constraint with an error of at most δ max[1, |b i |], where δ is a given infeasibility tolerance:
We shall call a solution satisfying (i) and (ii) reliable 3) .
It is clearly seen that x is reliable if and only if x is a feasible solution of the following optimization problem:
The optimal solution to the latter problem can be treated as the best, in terms of the objective, of the reliable solutions. It is easily seen that ( * ) is equivalent to the Linear Programming
3) A rigorous name should, of course, be "( , δ)-reliable". In what follows, however, the values and δ will be clear from the context, which allows us to use the nickname "reliable". This is also the case with the notion of an "almost reliable" solution to be introduced later.
Thus, one way to get a "robust optimal" solution to (LP) is to solve the ( , δ)-interval robust counterpart (IRC[ , δ]) of our uncertain problem. Note that this scheme in fact goes back to L. Soyster [7] .
"Random symmetric uncertainty". Now assume that the true values a ij of uncertain data entries in i-th inequality constraint
of (LP) are obtained from the nominal values a ij of the entries by random perturbations:
where ξ ij = 0 for j ∈ J i and the perturbations {ξ ij } j∈J i are independent random variables symmetrically distributed in the interval [−1, 1]. In this situation, when speaking about robust solutions to (LP), it makes sense to pass from the deterministic requirement (ii) to its probabilistic version, specifically, to the requirement (ii ) For every i, the probability of the event
is at most κ, where δ > 0 is a given feasibility tolerance and κ > 0 is a given "reliability level". We shall call a solution satisfying (i) and (ii') an almost reliable solution to (LP).
Proposition 3.1 Assume that x can be extended to a feasible solution (x, y, z) of the optimization problem
where Ω > 0 is a positive parameter. Then x satisfies (i) and (ii ) with κ = exp{−Ω 2 /2}.
Proof. Let (x, y, z) be feasible for (RC[ , δ, Ω]). Then Pr
and the concluding probability is ≤ exp{−Ω 2 /2} due to the following well-known fact:
Let p j be given reals and η j be symmetrically distributed in [−1, 1] independent random variables. Then for every Ω > 0 one has
For the sake of completeness, here is the proof of (1): By homogeneity arguments, it suffices to consider the case of
with (a) being the Tschebyshev inequality, (b) coming from independence of η j for distinct j, 
Note that (RC[ , δ, Ω]) is "less conservative" that (IRC[ , δ]):
if {x j , y j } is a feasible solution of the latter problem, then {x j , y ij = y j , z ij = 0} is a feasible solution to the former one. In fact, in the case of "large" sets J i (IRC) can be "much more restrictive" than (RC). Indeed, a necessary and sufficient condition for a vector x to admit an extension to a feasible solution to (IRC) is that x satisfies all the constraints of the nominal problem along with the inequalities
while a sufficient condition for x to admit an extension to a feasible solution of (RC) is to be feasible for (LP) and to satisfy the inequalities
Now, the ratio
β i (x) can be as large as card (J i ). A practical drawback of (RC) as compared to (IRC) is that the former problem, although convex and "well-structured", is more demanding computationally than the LP program (IRC).
The NETLIB case study: results of immunization
We have implemented the two aforementioned schemes -the (IRC)-and the (RC)-based onesto get robust solutions to the bad NETLIB problems presented in Section 2. In the RC-scheme, the "safety parameter" Ω was set to 5.24, which corresponds to the reliability level κ = 10 −6 in (ii ), while the tolerance δ was set to 5%, the same as at the Analysis stage. The goal of the "immunization" stage of our case study was to understand what is the price of immunization in terms of the objective value. The results can be summarized as follows:
• Reliable solutions do exist, except for the four cases corresponding to the highest ( = 1%) uncertainty level (see the right column in Table 3 ). Moreover, the price of immunization in terms of the objective value is surprisingly low: when ≤ 0.1%, it never exceeds 1% and it is less than 0.1% in 13 of 23 cases. Thus, passing to the robust solutions, we gain a lot in the ability of a solution to withstand data uncertainty, while losing nearly nothing in optimality.
The detailed description of the results is given in Table 3 . To answer this question, we have carried out the following experiment. Given a bad NETLIB problem (LP), we build a "local robust counterpart" (LRC) of the problem by adding to the constraints of (IRC) an additional requirement that the x-component of the solution of (IRC) must belong to a given "moderately small" neighbourhood X of the nominal solution x * of (LP). If the optimal value in (LRC) is close to that of (IRC), we can say that the nominal solution is not that bad -a small correction suffices to make it reliable; in the opposite case, when the optimal value in (LRC) differs significantly from that of (IRC) (in particular, when (LRC) is infeasible), the nominal solution "is indeed bad".
To carry out the outlined experiment, we need a reasonable way to define X, i.e., to decide somehow what is "small" and what is "large", as far as changes in values of x j are concerned. Since we do not know the origin of the models we are dealing with, the only way to make such a decision is to look at the data themselves and to retrieve from them a "natural scale" for every one of the decision variables x j . Note that the data plus the nominal solution give us a number of "clearly meaningful" values of x j , namely
• the nominal optimal value x * j of the variable,
• the lower bound j on the variable, provided that it is not −∞,
• the upper bound u j on the variable, provided that it is not +∞.
From these values, we reconstruct a "natural scale" d j for x j :
and define ω-neighbourhood of x * as
With this approach, the local robust counterpart of (LP) becomes the Linear Programming
In our experiments, we used δ = 0.05 and ω = 0.05. The results are presented in Table 4 We see that all bad nominal solutions, except two of them, are "nearly capable" of withstanding 0.01%-uncertainty: a reliable solution with essentially the same value of the objective can be found already in the 5%-neighbourhood of the nominal solution. The situation changes dramatically when the uncertainty level is increased to 0.1%: here, to get a reliable solution, one should "reshape essentially" the nominal one in 12 of 23 cases. The latter phenomenon becomes even stronger when the uncertainty level is further increased to 1%. A somewhat surprising observation related to the data of Table 4 is that whenever a bad nominal solution can be converted to a reliable one by a "5%-correction", the value of the objective at the resulting solution is nearly as good as the one corresponding to the best reliable solution; the only exception is problem KB2 at the uncertainty level 0.1%.
Conclusions. We see that 1. In many cases the feasibility of the usual optimal solution to a Linear Programming program can be heavily affected by quite small, from the practical viewpoint, perturbations of the data. At the same time, there exists a systematic and computationally reasonable way to construct reliable solutions, those capable to withstand data uncertainty of a given level.
2. When passing from the usual optimal solution to a reliable one, we do not necessarily lose a lot in optimality (in fact, for the NETLIB problems with 0.1%-perturbations in the data, the losses never exceed 1%).
3. In many cases, a reliable solution cannot be obtained by a moderately small correction of the nominal solution; in other words, the immunization methodology we have presented is "essential".
