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DECAY OF SOLUTIONS TO THE LINEARIZED FREE SURFACE NAVIER-STOKES
EQUATIONS WITH FRACTIONAL BOUNDARY OPERATORS
IAN TICE AND SAMUEL ZBARSKY
Abstract. In this paper we consider a slab of viscous incompressible fluid bounded above by a free bound-
ary, bounded below by a flat rigid interface, and acted on by gravity. The unique equilibrium is a flat slab
of quiescent fluid. It is well-known that equilibria are asymptotically stable but that the rate of decay to
equilibrium depends heavily on whether or not surface tension forces are accounted for at the free interface.
The aim of the paper is to better understand the decay rate by studying a generalization of the linearized
dynamics in which the surface tension operator is replaced by a more general fractional-order differential
operator, which allows us to continuously interpolate between the case without surface tension and the case
with surface tension. We study the decay of the linearized problem in terms of the choice of the generalized
operator and in terms of the horizontal cross-section. In the case of a periodic cross-section we identify
a critical order of the differential operator at which the decay rate transitions from almost exponential to
exponential.
1. Introduction
1.1. Free boundary Navier-Stokes equations. Consider the evolution of a layer of viscous incompress-
ible fluid subject to a constant gravitational force. The physically relevant dimensions for the evolution
are either 3 or 2, but we will actually consider arbitrary dimension N ≥ 2, as the results of this paper ulti-
mately do not depend on the dimension. The fluid is bounded below by a flat hyper-plane, corresponding
to an interface with a rigid solid, and above by a free surface that evolves with the fluid, corresponding
to the interface with another fluid. We assume that the fluid lying above the moving interface is trivial in
the sense that it is of constant pressure (a vacuum, for example). We will consider either the case in which
the horizontal extent of the fluid is infinite, in which case its cross section is
Σ = RN−1, (1.1)
or else the case in which the fluid is horizontally periodic, in which case we assume its cross section is the
(N − 1)-torus
Σ = TN−1. (1.2)
More general periodicity could be enforced by allowing the periodicity length to vary in each coordinate
direction, but this does not have any serious impact on the results of the paper, so we have chosen the
simplest setting of a standard torus.
Let us now state the equations of motion governing the evolution. Throughout the paper we will write
points z ∈ Σ × R as z = (x, y) with x ∈ Σ and y ∈ R. In other words, x is the horizontal variable and y
is the vertical variable. We continue to write ∂i = ∂zi for partial derivatives, with the understanding that
zi = xi for 1 ≤ i ≤ N − 1 and zN = y.
We assume that the moving upper boundary of the fluid is given by the graph of an unknown function
η : Σ× [0,∞)→ (0,∞), which means that the moving fluid domain is modeled by the open N−dimensional
set
Ω(t) = {z = (x, y) ∈ Σ× R | 0 < y < η(x, t)}. (1.3)
Then the moving upper surface is
Σ(t) = {z = (x, y) ∈ Σ× R | y = η(x, t)}. (1.4)
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For each t ≥ 0 the fluid is determined by its velocity and pressure functions (u, p¯) : Ω(t) → RN × R.
Then the unknowns (u, p¯, η) must satisfy the incompressible Navier-Stokes equations in Ω(t) for t > 0:
∂tu+ u · ∇u+∇p¯ = ∆u− geN in Ω(t)
div u = 0 in Ω(t)
∂tη = uN −
∑N−1
j=1 uj∂jη on Σ(t)
(p¯I − Du)ν = (Pext − σH(η))ν on Σ(t)
u = 0 on {y = 0}.
(1.5)
Here eN = (0, . . . , 0, 1) ∈ RN is the vertical unit vector, g > 0 is the strength of the gravitational force,
(Du)ij = ∂iuj + ∂jui (1.6)
is the symmetrized gradient of u, ν is the outward-pointing unit normal vector on the moving surface Σ(t),
I is the N × N identity matrix, Pext ∈ R is the constant pressure above the fluid, σ ≥ 0 is the surface
tension coefficient, and
H(η) = div
 ∇η√
1 + |∇η|2
 (1.7)
is (minus) twice the mean curvature of the free interface. The first two equations in (1.5) are the standard
incompressible Navier-Stokes equations with unit density and viscosity. The third is the kinematic transport
equation for η, the fourth is the balance of stress at the interface, and the fifth is the no-slip boundary
condition at the bottom. The problem is augmented with initial data η0 : Σ → (0,∞), which determines
the initial domain Ω0, as well as an initial velocity field u0 : Ω0 → RN . Note that the assumption η0 > 0
on Σ means that Ω0 is a well-defined open, connected set.
It is convenient to rewrite (1.5) in an equivalent form. To do so we introduce an equilibrium height ℓ > 0
and redefine the pressure via
p(z, t) = p¯(z, t) − Pext + g(y − ℓ). (1.8)
We then introduce the variation from equilibrium height as
h(x, t) = η(x, t) − ℓ. (1.9)
In terms of these new unknowns, the system may be rewritten as
∂tu+ u · ∇u+∇p = ∆u in Ω(t)
div u = 0 in Ω(t)
∂th = uN −
∑N−1
j=1 uj∂jh on Σ(t)
(pI − Du)ν = (gh − σH(h))ν on Σ(t)
u = 0 on {y = 0}.
(1.10)
1.2. Equilibria, stability, and linearization. Associated to sufficiently regular solutions of (1.10) are
physical energy and dissipation functionals: the energy is
E(t) =
∫
Ω(t)
1
2
|u(z, t)|2dz + 1
2
∫
Σ
g |h(x, t)|2 dx+ σ
∫
Σ
(
√
1 + |∇h(x, t)|2 − 1)dx, (1.11)
and the dissipation is
D(t) =
1
2
∫
Ω(t)
|Du(z, t)|2dz. (1.12)
The first term in the energy is the total kinetic energy of the fluid, the second is the gravitational potential
energy stored in the fluid, and the third is the surface energy generated by deviation from a flat interface.
The dissipation functional measures the extent to which the fluid flow deviates from a rigid motion. The
energy and dissipation are related through the energy-dissipation equation:
d
dt
E(t) +D(t) = 0, (1.13)
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as can be seen by taking the dot product of the first equation in (1.10) with u, integrating by parts, and
using the other equations in (1.10). The identity (1.13) and the non-negativity of D show that the energy
is non-increasing in time and that any decrease in the energy is accounted for by the dissipation functional.
The energy-dissipation equation (1.13) reveals that any equilibrium (time-independent) solution must
satisfy D = 0, and so the no-slip boundary condition and Korn’s inequality, Theorem A.3, imply that
u = 0. In turn, this implies that p = 0 and h = 0. We deduce from this that the only equilibrium solution
corresponds to a quiescent fluid in the flat slab Σ× (0, ℓ).
Clearly u = 0, p = 0, h = 0 corresponds to a global minimizer of the energy functional E, so we
formally expect the equilibrium solution to be stable. This is indeed the case, and in fact the equilibrium
is asymptotically stable, though the rate of equilibration is highly sensitive to the form of Σ and the value
of σ. We now survey some of the known results. General data local well-posedness of solutions without
surface tension (σ = 0) was first proved by Beale [1]. In [2], Beale showed global existence with surface
tension (σ > 0) and Σ = R2 for small initial data. Algebraic decay in this case, assuming the initial
data belong to L1, was proved by Beale-Nishida [3]. In [8], Nishida-Teramoto-Yoshihara showed that with
surface tension, Σ = T2, and with small initial data, the energy decays exponentially. In [7], Hataya showed
that without surface tension when Σ = T2, if the data are small in a certain Sobolev space, then the energy
decays algebraically: E(t) . (1 + t)−2. In [6], Guo-Tice showed algebraic decay without surface tension
when Σ = R2 and with small initial data. In [5], Guo-Tice showed that when Σ = T2 without surface
tension, we get almost exponential decay of the total energy for small initial data, namely if M ∈ N with
M ≥ 5 and ||u0||2H2M + ||η0||2H2M+12 is sufficiently small, then
E(t) . (1 + t)−4M . (1.14)
We summarize the known decay rates in the following table.
Σ = R2 Σ = T2
σ > 0 Algebraic decay Exponential decay
σ = 0 Algebraic decay Almost exponential decay
We can get a rough understanding of the role that surface tension plays in determining the decay rate
by examining the linearization of (1.10). The linearized problem is posed in the fixed equilibrium domain
Ω = Σ× (0, ℓ), (1.15)
with the linearized unknowns (u, p, η) evolving according to the linearized equations:
∂tu+∇p = ∆u in Ω
div u = 0 in Ω
∂th = uN on {y = ℓ}
(pI − Du)eN = (gh− σ∆h)eN on {y = ℓ}
u = 0 on {y = 0}.
(1.16)
The corresponding linearized energy and dissipation are
Elin(t) =
∫
Ω
1
2
|u(z, t)|2dz + 1
2
∫
Σ
(
g |h(x, t)|2 + σ |∇h(x, t)|2
)
dx (1.17)
and
Dlin(t) =
1
2
∫
Ω
|Du(z, t)|2dz, (1.18)
and they obey a linearized version of (1.13):
d
dt
Elin(t) +Dlin(t) = 0. (1.19)
We can hope to gain some insight into the decay properties of solutions by using this to study the decay
of Elin.
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As defined, Dlin provides no control of the linearized free surface function h, but we can use the equations
(1.16) to try to gain some control. Formally counting derivatives (in particular, ignoring the pressure for
now), we expect to have the regularity relation
gh− σ∆h ≃ Tr(Du), (1.20)
where Tr denotes the trace onto Γ = {y = ℓ} (see Theorem A.1).
Now, when σ > 0 the left side of (1.20) is a second-order elliptic operator, so we expect that
‖h‖Hs+2(Σ) . ‖Tr(Du)‖Hs(Γ) . ‖u‖Hs+3/2(Ω) . (1.21)
Formally choosing s+ 3/2 = 1 then shows that we expect
‖h‖2H3/2(Σ) . Dlin (1.22)
and since
1
2
∫
Σ
(
g |h(x)|2 + σ |∇h(x)|2
)
dx ≍ ‖h‖2H1(Σ) (1.23)
we conclude that it is plausible that the linearized dissipation is coercive over the linearized energy, i.e.
Elin . Dlin, (1.24)
which together with (1.19) would yield exponential decay of solutions with surface tension. When Σ = T2,
this argument can be made rigorous in a higher-regularity context (this is essentially the strategy of [8]),
but when Σ = R2 there are certain technical complications that obstruct exponential decay (see [3]).
On the other hand, when σ = 0, the left side of (1.20) is a zeroth-order elliptic operator, so no regularity
is gained. A formal derivative count then shows that we expect
‖h‖Hs(Σ) . ‖Tr(Du)‖Hs(Γ) . ‖u‖Hs+3/2(Ω) , (1.25)
which yields, upon formally setting s = −1/2,
‖h‖2H−1/2(Σ) . Dlin. (1.26)
In the case without surface tension
1
2
∫
Σ
g |h(x)|2 dx ≍ ‖h‖2L2(Σ) , (1.27)
and so we conclude that we cannot expect the dissipation functional to be coercive over the energy, and
as such we cannot expect exponential decay.
1.3. More general boundary operators. The above discussion highlights the role played by the order
of the differential operator g−σ∆ in determining the decay properties of solutions to the linearized problem
(1.16). Here σ > 0 gives a second-order operator, while σ = 0 gives a zeroth-order operator. This suggests
a natural question: what happens if we replace the operator with a more general one of fractional order?
The goal of this paper is to answer this question for the linearized problem.
To this end, we first introduce the more general boundary operator. The operator g − σ∆ acts on the
Fourier side (the Fourier transform is taken relative to the horizontal x variable only, i.e. F : L2(Σ) →
L2(Σˆ) for Σˆ the dual group of Σ: Σˆ = RN−1 when Σ = RN−1 and Σˆ = ZN−1 when Σ = TN−1) via
F(gh − σ∆h)(ξ) = (g + 4π2σ |ξ|2)Fh(ξ) for ξ ∈ Σˆ. (1.28)
The essential features here are that the Fourier multiplier g+4π2σ |ξ|2 is real, bounded below by a positive
constant, and grows quadratically for large ξ. This suggests that we replace g − σ∆ by the more general
Fourier multiplication operator, M , defined via
FM(h)(ξ) = µ(ξ)Fh(ξ) for ξ ∈ Σˆ (1.29)
for a symbol function µ : Σˆ→ R satisfying
θ ≤ µ(ξ) ≤ 1
θ
(1 + |ξ|)3 for all ξ ∈ Σˆ (1.30)
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for some θ > 0. Occasionally in the paper we will also demand that
lim
|ξ|→∞
µ(ξ)
|ξ|3 = 0, (1.31)
but we will always make this extra assumption clear.
Since multiplication by ξ on the frequency side corresponds to differentiation on the space side, we
can think of M as a generalized differential operator of order no more than 3. In particular, this choice
of µ allows us to continuously interpolate between the second-order surface tension operator and the
zeroth-order operator without surface tension. It also allows us to exceed the order of the surface tension
operator and go up to third order. In principle we could allow µ to grow faster than cubically, but various
calculations and statements of decay rates would become significantly more complicated, so we have focused
our attention on the case of at most cubic growth. We are most interested in the case
µ(ξ) = g + σ(2π|ξ|)2r for 0 ≤ r ≤ 1, (1.32)
which provides a very simple way of interpolating between no surface tension (r = 0) and the presence of
surface tension (r = 1). In this case we can write
M(h) = gh+ σ(−∆)rh, (1.33)
as (2π |ξ|)2r is the standard symbol for the rth power of the negative Laplacian.
Two features of the operator M defined by (1.29) are worth noting. The first is that µ is not assumed
to be a radial function, so the corresponding operator M can be anisotropic. The second is that in general
the operator M is nonlocal.
Switching to the generalized boundary operator in (1.16) leads to the following system of equations:
∂tu+∇p = ∆u in Ω
div u = 0 in Ω
∂th = uN on {y = ℓ}
(pI −Du)eN =M(h)eN on {y = ℓ}
u = 0 on {y = 0}.
(1.34)
Our goal is to characterize the decay properties of this problem in terms of M , or equivalently µ.
In the case that Σ = TN−1, there is an additional observation and convention we need. Note that the
condition div u = 0 guarantees by the divergence theorem that for all y ∈ (0, ℓ),∫
TN−1
uN (x, y, t)dx =
∫
TN−1×(0,y)
div u(z, t)dz = 0 (1.35)
and that
d
dt
∫
TN−1
h(x, t)dx =
∫
TN−1
uN (x, ℓ, t)dx = 0. (1.36)
We will assume that the initial data for the free surface, h0, satisfies∫
TN−1
h0(x)dx = 0, (1.37)
since otherwise we should choose a different value of ℓ. Thus we add the requirement that our solutions to
(1.34) also satisfy ∫
TN−1
h(x, t)dx = 0 for all t ≥ 0. (1.38)
There is an energy-dissipation structure associated with (1.34), namely if we set
E(t) = 1
2
∫
Ω
|u(z, t)|2dz + 1
2
∫
Σ
M(h)(x, t)h(x, t)dx (1.39)
and
D(t) = 1
2
∫
Ω
|Du(z, t)|2dz,
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then we have
d
dt
E(t) +D(t) = 0. (1.41)
On the Fourier side, we may write ∫
Σ
M(h)h =
∫
Σˆ
µ(ξ)
∣∣∣hˆ(ξ)∣∣∣2 dξ (1.42)
so the energy is positive definite (when Σ = TN−1 the integral over Σˆ is really a sum). Note that changing
M directly changes the structure of the energy, while leaving the structure of the dissipation unchanged.
However, when we seek to use the linearized equations to control h in terms of the dissipation functional,
we appeal to the equation
M(h) = p− DueN · eN , (1.43)
which shows that these estimates of h will also depend on the form of M . Thus, we expect that the decay
of solutions will depend on the balance of these features.
1.4. Main results and discussion. In order to study the decay of the energy E , we will decompose it
into contributions from each individual Fourier mode ξ ∈ Σˆ. To this end we define the full energy to be
E = 1
2
∫
Ω
|u|2 + 1
2
∫
Σ
M(h)h, (1.44)
and for each ξ ∈ Σˆ we define
Eξ = 1
2
∫ ℓ
0
|uˆ(ξ, y)|2dy + µ(ξ)
2
|hˆ(ξ)|2. (1.45)
These are clearly related via Fourier synthesis:
E =
∫
Σˆ
Eξdξ. (1.46)
The main result of the paper is proved in Theorem 3.1, where we establish the decay properties of Eξ
for ξ 6= 0. We prove that
Eξ(t) ≤ bEξ(0) exp
(
−c |ξ|
2µ(ξ)
(1 + |ξ|)3 t
)
(1.47)
for constants b, c > 0. When Σ = TN−1 the zero mode is important, but it decays in a different manner:
in Theorem 3.3 we show that E0 decays exponentially in this case. These results highlight an essential
feature of the linearized problem (1.34): there is a significant difference in the decay properties of the high
frequency modes and the low frequency modes. Note that in the periodic case, Σ = TN−1, there is only
one low frequency mode, namely the zero mode. These decay estimates are essentially sharp in the sense
that there exist solutions that achieve these decay rates. We prove this in Theorem 3.4 for high frequencies
and in Theorem 3.5 for low frequencies, under some mild extra assumptions about µ.
In the rest of our results we primarily specialize to the case M = g + σ(−∆)r. This gives a striking
picture of the high-low split. In this case our frequency-based decay results are summarized in the following
table.
Σ = RN−1 Σ = TN−1
High frequency modes exp
(−c|ξ|2r−1t) exp (−c|ξ|2r−1t)
Low frequency modes exp
(−c|ξ|2t) exp(−δt)
As mentioned above, in the periodic case Σ = TN−1 there is only one low frequency mode, and it decays
exponentially. This means that the decay of the nonzero modes completely determines the decay of the full
energy E . When 1/2 ≤ r ≤ 1 these frequencies decay exponentially, and a Fourier synthesis then allows
us to prove in Theorem 4.1 that E also decays exponentially. When 0 ≤ r < 1/2 the nonzero frequencies
do not decay exponentially. In Theorem 4.3 we show that we can still prove that solutions decay, but that
they do so at an algebraic rate tied to the regularity of the initial data and to the difference 1/2 − r. In
particular,
E(t) . K(1 + t)−s/(1/2−r) (1.48)
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where s > 0 is a Sobolev regularity index associated to the data and K depends on the data (up to
regularity s). This means that the more regular the data are, the faster the solution decays. This is almost
exponential decay in the same sense as proved in [5] when r = 0, i.e. without surface tension. Moreover,
the closer r is to 1/2, the more decay is produced by gains in regularity of the data.
This analysis shows that there is a sharp transition that occurs at the critical index r = 1/2, with
solutions decaying almost exponentially for r < 1/2 and exponentially for 1/2 ≤ r. This suggests a more
detailed study of the transition is in order. In Theorem 4.4 we consider the cases in which the symbol µ
is of the form
µ(ξ) = g + 2πσ
|ξ|
(log |ξ|)α or µ(ξ) = g + 2πσ
|ξ|
(log log |ξ|)α (1.49)
for large ξ. These provide a simple way of zooming in around the index r = 1/2 to further study the
transition. In the former case we prove that
E(t) ≤ K exp
(
−ct 11+α
)
, (1.50)
and in the latter case we prove that
E(t) ≤ K exp
(
−c t
(log t)α
)
(1.51)
where K is a constant depending on the data and c > 0 is a constant depending on the parameters.
This provides a more refined picture of what happens near the critical index: solutions shift from almost
exponential decay to weaker forms of exponential decay, as in (1.50) and (1.51).
The disparity between the high and low frequency decay rates plays a more serious role in determining
the decay of the full energy E in the non-periodic case Σ = RN−1. This is due to the obvious fact that there
are nonzero low frequency modes. The decay properties of the high frequency modes remain the same as
in the periodic case, but the slower decay of the low frequencies slows the overall decay rate of E , which
we prove in Theorems 5.1 and 5.2. In these results we use assumptions on the initial data to guarantee
quantitative decay rates for the low frequencies. In Theorem 5.1 we use L2−based spaces and the Riesz
transform, as done in the analysis of the problem without surface tension (r = 0) in [6]. In contrast, in
Theorem 5.2 we use L1−based assumptions as done for the problem with surface tension in [3]. These
both yield fixed algebraic decay rates.
The following table summarizes our decay rates in terms of Σ and the operator M = g + σ(−∆)r.
Σ = RN−1 Σ = TN−1
1/2 ≤ r ≤ 1 Algebraic decay Exponential decay
0 ≤ r < 1/2 Algebraic decay Almost exponential decay
2. Preliminaries
In this section we collect a few tools and notational conventions used throughout the remainder of the
paper.
2.1. Fourier transform. Whenever we apply the Fourier transform, it will be with respect to the hori-
zontal variable x ∈ RN−1. For any function that is at least horizontally L2, the Fourier transform will be
defined in the standard way, using the convention for the Fourier transform that
Ff(ξ) =
∫
Σ
f(x)e−2πiξ·xdx (2.1)
for ξ ∈ Σˆ. Here the dual group is
Σˆ =
{
RN−1 if Σ = RN−1
ZN−1 if Σ = TN−1.
(2.2)
We will use the fact that the Fourier transform with respect to x commutes with derivatives with respect
to y (both classical and weak derivatives).
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We will also use the Sobolev spaces Hs(Σ), defined through the norm
||f ||2Hs(Σ) =
∫
Σˆ
(1 + |ξ|2)s|Ff(ξ)|2dξ (2.3)
and the space Hsy(L
2
x), defined by
||f ||2Hsx(L2y) =
∫ ℓ
0
∫
Σˆ
(1 + |ξ|2)s|Ff(ξ, y)|2dξdy. (2.4)
2.2. Function spaces and weak forms. Here we quickly survey some of the function spaces used in
defining a weak formulation of (1.34). We will often use L2T (X) to mean L
2([0, T ];X) and L2y(X) to
mean L2([0, ℓ];X). We define H1((0, ℓ)) to be the Sobolev space of functions u ∈ L2((0, ℓ)) with weak
derivatives u′ = ∂yu ∈ L2((0, ℓ)). We define H1(Ω) to be the Sobolev space of functions u ∈ L2(Ω) with
weak derivatives ∇u ∈ L2(Ω). We equip both of these with the standard norms and inner-products. We
will use (·, ·) to denote an L2 inner product and 〈·, ·〉 to denote an H1 inner product.
In order to accommodate the no-slip condition at the bottom of Ω, it is convenient to define the space
0H
1((0, ℓ)) = {u ∈ H1((0, ℓ)) | u(0) = 0} (2.5)
and endow it with the inner product 〈u, v〉
0H1 = (u
′, v′). Similarly, we define
0H
1(Ω) = {u ∈ H1(Ω) | u = 0 on {y = 0}}, (2.6)
endowed with the inner product 〈u, v〉
0H1 = (∇u,∇v). By the Poincare´ inequality (see Theorem A.2 in
the appendix), these give norms equivalent to the standard one on H1. Given ξ ∈ RN−1, let
H1ξ = {u ∈ H1((0, ℓ)) | u = 0 on {y = 0}} (2.7)
with the inner product
〈u, v〉H1ξ = (u
′, v′) + 4π2|ξ|2(u, v). (2.8)
This is essentially the 0H
1(Ω) inner product for a particular Fourier frequency, since it is easy to see that
〈u, v〉
0H1(Ω) =
∫
〈uˆ(ξ), vˆ(ξ)〉H1ξ dξ. (2.9)
We will use [·, ·] to denote the pairing of H1ξ with its dual and the pairing of 0H1 with its dual. The element
of the dual will be the first argument.
On Ω = Σ× (0, ℓ), we also define
0H
1
sol = {u ∈ 0H1(Ω;RN ) | u = 0 on {y = 0},div u = 0} (2.10)
with the inner product 〈u, v〉
0H1sol
= (∇u,∇v). Since this is inherited from its structure as 0H1(Ω;RN ),
this inner product gives a norm equivalent to the H1 norm. Also similarly to how the H1ξ is essentially the
0H
1(Ω) inner product for a particular frequency, we can define a space H1ξ,s to be essentially the 0H
1
sol(Ω)
inner product for a particular frequency, namely
H1ξ,s =
{
u : (0, ℓ)→ CN
∣∣∣∣∣ u ∈ (H1ξ )N , u′N + 2πi
N−1∑
i=1
ξiui = 0
}
(2.11)
with the inner product inherited from (H1ξ )
N .
We will need to consider functions that are in 0H
1
sol and whose time derivatives are in 0H
1
sol
∗
. For this
to make sense, we need an embedding 0H
1
sol →֒ 0H1sol
∗
. To get such an embedding, we note that 0H
1
sol is
dense in its L2 closure 0H1sol (with the L
2 norm). Then 0H1sol is its own dual under the L
2 inner product,
so we get an embedding 0H1sol →֒ 0H1sol
∗
. Composing, we get an embedding 0H
1
sol →֒ 0H1sol∗. The same
construction of embeddings will be used for 0H
1,H1ξ , and H
1
ξ,s.
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We have the following weak formulation of (1.34). We say that (u, h) is a weak solution to (1.34) if
u ∈ L2loc([0,∞); 0H1sol), ∂tu ∈ L2loc([0,∞); (0H1sol)∗), h ∈ L2loc([0,∞);L2(Σ)), M(h) ∈ L2loc([0,∞);L2(Σ)),
∂th ∈ L2loc([0,∞);H1/2(Σ)), and
[∂tu, v]
0H1sol
∗
,0H1sol
+
1
2
(Du,Dv) +
∫
{y=ℓ}
M(h)vN = 0 ∀ v ∈ L2T (0H1sol), for a. e. t
div u = 0
∂th = uN on {y = ℓ}
u = u0 at t = 0
h = h0 at t = 0
(2.12)
with the extra condition ∫
TN−1
h(x, t)dx = 0 (2.13)
when Σ = TN−1.
2.3. Some useful estimates. Here we derive some estimates that will later be useful in various calcula-
tions.
Let v : (0, ℓ)→ R satisfy v ∈ H1ξ . Then
||v||2H1ξ = ||v
′||2L2 + 4π2|ξ|2||v||2L2 & (1 + |ξ|2)||v||2L2 (2.14)
by the Poincare´ inequality, Theorem A.2 in the appendix. Thus
||v||L2 .
||v||H1ξ
1 + |ξ| . (2.15)
For ϕ ∈ C∞([0, ℓ]) with ϕ(0) = 0, we may compute
(1 + |ξ|)ϕ(ℓ)2 ≤
∣∣∣∣∫ ℓ
0
ϕ′(y)dy
∣∣∣∣2 + |ξ|∫ ℓ
0
2ϕ′(y)ϕ(y)dy
≤ ℓ
∫ ℓ
0
ϕ′(y)2dy + 2|ξ|
√∫ ℓ
0
ϕ′(y)2dy
√∫ ℓ
0
ϕ(y)2dy
≤ ||ϕ||H1ξ
(
ℓ||ϕ||H1ξ +
1
π
||ϕ||H1ξ
)
≤ (ℓ+ 1)||ϕ||2H1ξ ,
(2.16)
so
ϕ(ℓ)2 ≤ 1 + ℓ
1 + |ξ| ||ϕ||
2
H1ξ
(2.17)
for all ξ. We use density of such smooth functions in H1ξ to extend this to all ϕ ∈ H1ξ . Using this, we get
aϕ(ℓ) ≥ − 1 + ℓ
1 + |ξ| |a|
2 − 1 + |ξ|
4(1 + ℓ)
ϕ(ℓ)2 ≥ − 1 + ℓ
1 + |ξ| |a|
2 − 1
4
||ϕ||2H1ξ . (2.18)
For the remaining three estimates, we assume that Σ = TN−1, consider w ∈ 0H1(Ω), and fix some
ξ ∈ ZN−1. We then define u˜ : Ω→ R via u˜(x, y) = uˆ(ξ, y, t)e2πiξ·x (that is, u˜ is just a single Fourier mode
of u). Then
∇̂u(ξ)e2πiξ·x = ∇u˜(x, y) and D̂u(ξ)e2πiξ·x = Du˜(x, y). (2.19)
If we define ϕ(y) = uˆ(ξ, y), then (2.17) gives us
|uˆ(ξ, ℓ)|2 ≤ 1 + ℓ
1 + |ξ| ||uˆ(ξ, ·)||
2
H1ξ
=
1 + ℓ
1 + |ξ| ||u˜||
2
0H1(Ω)
=
1 + ℓ
1 + |ξ| ||∇u˜||
2
L2(Ω)
|uˆ(ξ, ℓ)|2 ≤ 1 + ℓ
1 + |ξ| ||∇̂u(ξ)||
2
L2(0,ℓ).
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We can also use the Poincare´ inequality on (0, ℓ) to see that
||∇̂u(ξ, ·)||2L2(0,ℓ) = ||uˆ(ξ, ·)||2H1ξ &
∣∣∣∣∣∣∣∣ ddy uˆ(ξ, ·)
∣∣∣∣∣∣∣∣2
L2(0,ℓ)
+ |ξ|2||uˆ(ξ, ·)||2L2(0,ℓ) & (1 + |ξ|2)||uˆ(ξ, ·)||2L2(0,ℓ), (2.20)
so
||uˆ(ξ, ·)||L2(0,ℓ) .
1
1 + |ξ| ||∇̂u(ξ, ·)||. (2.21)
We may also use Korn’s inequality, Theorem A.3, to calculate
||∇̂u(ξ)||2L2(0,ℓ) = ||∇̂u(ξ)e2πiξ·x||2L2(Ω) = ||∇u˜||2L2(Ω) . ||Du˜||2L2(Ω) = ||D̂u(ξ)e2πiξ·x||2L2(Ω)
||∇̂u(ξ)||2L2(0,ℓ) . ||D̂u(ξ)||2L2(0,ℓ),
(2.22)
where the constant suppressed by . may depend on ℓ, but not on ξ.
3. Decay analysis at a fixed frequency
Our goal in this section is to study the decay properties of the energy Eξ, defined by (1.45), as a function
of ξ. We will first derive decay estimates and then show that these are sharp in some cases.
3.1. Decay of Fourier modes. We now turn to the question of determining the rate of decay of Eξ(t).
In order to treat the cases Σ = TN−1 and Σ = RN−1 in a unified manner, we begin by examining ξ 6= 0.
Theorem 3.1. Suppose that u is a weak solution to (2.12). There exist constants b, c > 0 such that for
almost every ξ ∈ Σˆ\{0} we have that
Eξ(t) ≤ bEξ(0) exp
(
−c |ξ|
2µ(ξ)
(1 + |ξ|)3 t
)
, (3.1)
where Eξ is defined by (1.45).
Proof. Throughout the proof we will abbreviate L2y = L
2((0, ℓ)). We will initially prove the result in the
case Σ = TN−1, in which case Σˆ = ZN−1. Fix ξ ∈ Σˆ\{0}. Upon complexifying the weak formulation of
(2.12), we have that
[∂tu, v](0H1sol)∗,0H
1
sol
+
1
2
(Du,Dv)L2(Ω) +
∫
{y=ℓ}
M(h)vNdx = 0 ∀ v ∈ L2T (0H1sol) for a. e. t, (3.2)
where here the test functions v can take values in CN . Here we introduced the complexification for
convenience in working with Fourier modes. Note that in (3.2) we are taking L2 inner products and dual
pairings in spaces of complex-valued functions, so we have to be careful about complex conjugates.
Consider V : Ω× [0,∞)→ CN defined by
V (x, y, t) = uˆ(ξ, y, t)e2πiξ·x, (3.3)
which is just the component of u from a single Fourier mode at spatial frequency ξ. From the commutativity
of the Fourier transform with weak derivatives and from the fact that Vˆ (ζ, y, t) = 0 for ζ 6= ξ, we get
[∂tu, V ](0H1sol)∗,0H
1
sol
+ [∂tu, V ](0H1sol)∗,0H
1
sol
= [∂tuˆ(ξ, ·, t), Vˆ (ξ, ·, t)](H1ξ,s)∗,H1ξ,s + [∂tuˆ(ξ, ·, t), Vˆ (ξ, ·, t)](H1ξ,s)∗,H1ξ,s .
(3.4)
Applying Theorem A.4 from the appendix shows that
[∂tu, V ](0H1sol)∗,0H
1
sol
+ [∂tu, V ](0H1sol)∗,0H
1
sol
=
d
dt
||uˆ(ξ, ·, t)||2L2((0,ℓ)). (3.5)
Also,
DV (x, y, t) = D̂u(ξ, y, t)e2πiξ·x, (3.6)
so we may compute
(Du,DV ) = ||D̂u(ξ, ·, t)||2L2((0,ℓ)). (3.7)
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Finally,∫
{y=ℓ}
M(h)VNdx =
∑
ζ∈ZN−1
µ(ζ)hˆ(ζ, t)Vˆ (ζ, ℓ, t) = µ(ξ)hˆ(ξ, t)uˆ(ξ, ℓ, t) = µ(ξ)hˆ(ξ, t)∂̂th¯(ξ, t). (3.8)
Adding the equation above to its complex conjugate then gives∫
{y=ℓ}
M(h)VNdx+
∫
{y=ℓ}
M(h)VNdx = µ(ξ)hˆ(ξ, t)∂̂th¯(ξ, t) + µ(ξ)hˆ(ξ, t)∂̂th(ξ) =
d
dt
µ(ξ)|hˆ(ξ, t)|2, (3.9)
where in the last equality we have again used the commutativity of weak derivatives with the Fourier
transform. Thus adding (3.2) to its complex conjugate and dividing by 2 gives
0 =
d
dt
(
1
2
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
2
|hˆ(ξ, ·, t)|2
)
+
1
2
||D̂u(ξ, ·, t)||2L2y (3.10)
for t > 0.
We will now construct another function v : Ω × [0,∞) → CN to plug into the weak formulation. First,
we set
aξ(y) =
sinh(|ξ|y)
sinh(|ξ|ℓ) . (3.11)
Note that aξ ∈ C∞([0, ℓ]) satisfies aξ(ℓ) = 1, aξ(0) = 0, as well as the bounds∫ ℓ
0
|aξ(y)|2dy . 1|ξ|+ 1 ,
∫ ℓ
0
|a′ξ(y)|2dy . 1 + |ξ|,
∫ ℓ
0
|a′′ξ (y)|2dy . (1 + |ξ|)3. (3.12)
We then let w : (0, ℓ)→ CN be given by
w(y) =
(
iξ
2π|ξ|2 a
′
ξ(y), aξ(y)
)
, (3.13)
where ′ = d/dy, and then we let v : Ω× [0,∞)→ CN be given by
v(x, y, t) = hˆ(ξ, t)e2πiξ·xw(y). (3.14)
Clearly v(·, t) ∈ 0H1sol. Then (3.2) gives us
0 = [∂tu, v](0H1)∗,0H1 +
1
2
(Du,Dv)L2(Ω) +
∑
ZN−1
µ(ζ, t)hˆ(ζ, t)vˆN (ζ, ℓ, t)dζ. (3.15)
Also, from Theorem A.4 in the appendix and the polarization identity, we have
d
dt
(u, v)L2(Ω) = [∂tu, v](0H1)∗,0H1 + [∂tv, u](0H1)∗,0H1 = [∂tu, v](0H1)∗,0H1 + (u, ∂tv)L2(Ω). (3.16)
Plugging this into (3.15) and using the formula for vˆN , we get
0 =
d
dt
(u, v)L2(Ω) − (u, ∂tv)L2(Ω) +
1
2
(Du,Dv)L2(Ω) + µ(ξ)|hˆ(ξ, t)|2. (3.17)
Applying Parseval’s theorem to this identity then shows that
0 =
d
dt
(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y − (uˆ(ξ, ·, t), ∂tvˆ(ξ, ·, t))L2y +
1
2
(D̂u(ξ, ·, t), D̂v(ξ, ·, t))L2y + µ(ξ)|hˆ(ξ, t)|2. (3.18)
We will take a positive linear combination of (3.10) and (3.18), weighing the latter by a factor β, and we
will use the fact that ∂thˆ(ξ, t) = uˆN (ξ, ℓ, t) (which holds since weak derivatives commute with the Fourier
transform) to get
0 =
d
dt
(
1
2
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
2
|hˆ(ξ, t)|2 + β(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y
)
+
1
2
||D̂u(ξ, ·, t)||2L2y − βuˆN (ξ, ℓ, t)(uˆ(ξ, ·, t), w)L2y +
β
2
(D̂u(ξ, ·, t), D̂v(ξ, ·, t))L2(Ω) + βµ(ξ)|hˆ(ξ, t)|2. (3.19)
We will employ this equality to prove the decay result, but to do so we must first absorb various terms.
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We claim we can choose some β = β(|ξ|) so that the following hold:
|β(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y | ≤
1
4
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
4
|hˆ(ξ, t)|2 (3.20)∣∣∣∣β2 (D̂u(ξ, ·, t), D̂v(ξ, ·, t))L2y
∣∣∣∣ ≤ 18 ||D̂u(ξ, ·, t)||2L2y + βµ(ξ)2 |hˆ(ξ, t)|2 (3.21)
|βuˆN (ξ, ℓ, t)(uˆ(ξ, ·, t), w)L2y | ≤
1
8
||D̂u(ξ, ·, t)||2L2y . (3.22)
We will now proceed to determine what upper bounds on β these conditions require. We first compute
|(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y | ≤
α
2
||uˆ(ξ, ·, t)||2L2y +
1
2α
||vˆ(ξ, ·, t)||2L2y
≤ α
2
||uˆ(ξ, ·, t)||2L2y +
|hˆ(ξ, t)|2
2α
∫ ℓ
0
|w(y)|2dy
. α||uˆ(ξ, ·, t)||2L2y +
|hˆ(ξ, t)|2
α
(
1 + |ξ|
|ξ|2 +
1
1 + |ξ|
)
. α||uˆ(ξ, ·, t)||2L2y +
1 + |ξ|
α|ξ|2 |hˆ(ξ, t)|
2,
(3.23)
so in order to satisfy (3.20), we can take
α2 =
1 + |ξ|
|ξ|2µ(ξ) and β ≤ c
√
|ξ|2µ(ξ)
1 + |ξ| (3.24)
for a sufficiently small constant c > 0.
A similar computation shows that
|( ̂Du(ξ, ·, t), D̂v(ξ, ·, t))L2y | ≤
α
2
||D̂u(ξ, ·, t)||2L2y +
1
2α
||D̂v(ξ, ·, t)||2L2y
. α||D̂u(ξ, ·, t)||2L2y +
1
α
||∇̂v(ξ, ·, t)||2L2y
. α||D̂u(ξ, ·, t)||2L2y +
1
α
|hˆ(ξ, t)|2
∫ ℓ
0
|w′(y)|2 + 4π2|ξ|2|w(y)|2dy
. α||D̂u(ξ, ·, t)||2L2y +
1
α
|hˆ(ξ, t)|2
(
(1 + |ξ|)3
|ξ|2 + 1 + |ξ|+
|ξ|2
1 + |ξ|
)
. α||D̂u(ξ, t)||2L2y +
(1 + |ξ|)3
|ξ|2α |hˆ(ξ, t)|
2,
(3.25)
so in order to satisfy (3.21), we can take
α =
2(1 + |ξ|)3
|ξ|2µ(ξ)√c and β ≤ c
|ξ|2µ(ξ)
(1 + |ξ|)3 (3.26)
for a sufficiently small constant c > 0.
Finally, using (2.20) and (2.21) for the second inequality and (2.22) on the fourth inequality, we get
|uˆN (ξ, ℓ, t)(uˆ(ξ, ·, t), w)L2y | ≤ |uˆN (ξ, ℓ, t)|||uˆ(ξ, ·, t)||L2y ||w||L2y
.
1√
1 + |ξ| ||∇̂u(ξ, ·, t)||L2y
(
1
1 + |ξ| ||∇̂u(ξ, ·, t)||L2y
)(
1
1 + |ξ| +
1 + |ξ|
|ξ|2
)
.
1√
1 + |ξ| ||∇̂u(ξ, ·, t)||
2
L2y
(
1
|ξ|2
)
.
1
|ξ|2√1 + |ξ| ||D̂u(ξ, ·, t)||2L2y .
(3.27)
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Then in order to satisfy (3.22), we can take β ≤ c|ξ|2
√
1 + |ξ| for a sufficiently small constant c. Note that
µ(ξ) . (1 + |ξ|)3 implies that the condition
β ≤ c |ξ|
2µ(ξ)
(1 + |ξ|)3 (3.28)
is stronger than the other two conditions, so we can simply take
β = c
|ξ|2µ(ξ)
(1 + |ξ|)3 . (3.29)
in order to guarantee that (3.20)–(3.22) are satisfied.
With this choice of β in (3.19), we deduce that
Eξ(t) . 1
2
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
2
|hˆ(ξ, t)|2 + β(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y . Eξ(t) (3.30)
and
1
2
||D̂u(ξ, ·, t)||2L2y − βuˆN (ξ, ℓ, t)(uˆ(ξ, ·, t), w)L2y +
β
2
(D̂u(ξ, ·, t), D̂v(ξ, ·, t))L2y + βµ(ξ)|hˆ(ξ, t)|2
& ||D̂u(ξ, ·, t)||2L2y + βµ(ξ)|hˆ(ξ, t)|
2
& ||∇̂u(ξ, ·, t)||2L2y + βµ(ξ)|hˆ(ξ, t)|
2
& |ξ|2||uˆ(ξ, ·, t)||2L2y + βµ(ξ)|hˆ(ξ, ·, t)|
2
& βEξ(t)
& β
(
1
2
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
2
|hˆ(ξ, t)|2 + β(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y
)
,
(3.31)
where the second inequality follows from (2.22), and the fourth one follows from the bounds on β derived
above. With these inequalities in hand, we can view (3.19) as a differential inequality, which we can
integrate to see that
1
2
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
2
|hˆ(ξ, t)|2 + β(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y
≤
(
1
2
||uˆ(ξ, ·, 0)||2L2y +
µ(ξ)
2
|hˆ(ξ, 0)|2 + β(uˆ(ξ, ·, 0), vˆ(ξ, ·, 0))L2y
)
exp
(
−c |ξ|
2µ(ξ)
(1 + |ξ|)3 t
)
(3.32)
for some c > 0. In turn, the above inequalities imply that that
Eξ(t) ≤ bEξ(0) exp
(
−c |ξ|
2µ(ξ)
(1 + |ξ|)3 t
)
(3.33)
for constants b, c > 0. This completes the proof of (3.1) when Σ = TN−1.
We now indicate how to modify the above proof to handle the case Σ = RN−1. In this case we cannot
use V and v as above since x 7→ e2πix·ξ does not belong to L2(RN−1). To get around this, we consider a
real-valued ϕ ∈ C∞c (RN−1) and define
V (x, y, t) =
∫
RN−1
ϕ(ξ)uˆ(ξ, y, t)e2πiξ·xdξ and v(x, y, t) =
∫
RN−1
ϕ(ξ)hˆ(ξ, t)e2πiξ·xw(ξ, y)e2πiξ·xdξ, (3.34)
where in the latter equation we have written w(ξ, y) for the mapping defined by (3.13). We may then argue
as above and employ Fubini’s theorem to see that
0 =
∫
RN−1
[
d
dt
(
1
2
||uˆ(ξ, ·, t)||2L2y +
µ(ξ)
2
|hˆ(ξ, ·, t)|2
)
+
1
2
||D̂u(ξ, ·, t)||2L2y
]
ϕ(ξ)dξ (3.35)
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and∫
RN−1
[
d
dt
(uˆ(ξ, ·, t), vˆ(ξ, ·, t))L2y − (uˆ(ξ, ·, t), ∂tvˆ(ξ, ·, t))L2y
]
ϕ(ξ)dξ
+
∫
RN−1
[
1
2
(D̂u(ξ, ·, t), D̂v(ξ, ·, t))L2y + µ(ξ)|hˆ(ξ, t)|2
]
ϕ(ξ)dξ = 0. (3.36)
Since (3.35) and (3.36) hold for all such ϕ we conclude that (3.10) and (3.18) hold for almost every
ξ ∈ Σˆ = RN−1. With these in hand we may then employ the above argument for a.e. ξ to see that (3.1)
holds for a.e. ξ.

Remark 3.2. In the case Σ = TN−1 we use counting measure, so Theorem 3.1 tells us that (3.1) actually
holds for all ξ ∈ ZN−1\{0}.
When Σ = TN−1, Theorem 3.1 tells us nothing about the behavior of Eξ when ξ = 0. We handle this
case now by showing that E0 decays exponentially.
Theorem 3.3. Suppose that u is a weak solution to (2.12) with Σ = TN−1. Then there is a constant δ > 0
such that
E0(t) ≤ E0(0) exp (−δt) , (3.37)
where E0 is defined by (1.45) with ξ = 0.
Proof. Recall that in our notion of solution for Σ = TN−1 we require that h satisfies the zero-average
condition (2.13). On the Fourier side this corresponds to the condition hˆ(0, t) = 0 for t ≥ 0. Then
E0(t) = 1
2
∫ ℓ
0
|uˆ(0, y, t)|2dy + µ(0)
2
|hˆ(0, t)|2 = 1
2
∫ ℓ
0
|uˆ(0, y, t)|2dy. (3.38)
Thus (3.10) in the proof of the Theorem 3.1 becomes
0 =
d
dt
(
1
2
||uˆ(0, ·, t)||2L2y
)
+
1
2
||D̂u(0, ·, t)||2L2y . (3.39)
From (2.21) and (2.22), we get that
||uˆ(0, ·, t)||2L2y . ||D̂u(0, ·, t)||
2
L2y
(3.40)
which, together with (3.39), gives us the exponential decay in (3.37). 
3.2. Sharpness for high frequencies. In this subsection, we demonstrate that the decay bounds given in
(3.1) are tight for large frequencies ξ ∈ Σˆ. In order to prove this, we must impose some growth constraints
on µ that force the operator M to be of order less than 3.
Theorem 3.4. Suppose that
lim
|ξ|→∞
µ(ξ)
|ξ|3 = 0 and 1 . lim inf|ξ|→∞ µ(ξ). (3.41)
Then for ξ ∈ Σˆ sufficiently large there is a solution (u, h) to (1.34) such that
Eξ(t) ≥ c1 exp
(
−c2µ(ξ)|ξ| t
)
Eξ(0) (3.42)
for constants c1, c2 > 0 independent of ξ.
Proof. We take the Fourier transform of (1.34) and consider frequencies ξ ∈ Σˆ\{0}. Write
vˆ(ξ, y, t) = uˆN (ξ, y, t) and wˆ(ξ, y, t) = −i(uˆ1, . . . , uˆN−1)(ξ, y, t). (3.43)
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To construct a solution to (1.34) we will find a transformed velocity (wˆ, vˆ) and pressure pˆ satisfying the
PDEs
−2πξ · wˆ(ξ, y, t) + ∂y vˆ(ξ, y, t) = 0 (3.44)
∂twˆ(ξ, y, t) + 2πξpˆ(ξ, y, t) + 4π
2|ξ|2wˆ(ξ, y, t)− ∂2y wˆ(ξ, y, t) = 0 (3.45)
∂tvˆ(ξ, y, t) + ∂y pˆ(ξ, y, t) + 4π
2|ξ|2vˆ(ξ, y, t)− ∂2y vˆ(ξ, y, t) = 0 (3.46)
for t ≥ 0 and y ∈ (0, ℓ), together with the boundary conditions
2πξvˆ(ξ, ℓ, t) + ∂ywˆ(ξ, ℓ, t) = 0 (3.47)
pˆ(ξ, ℓ, t)− 2∂y vˆ(ξ, ℓ, t) = µ(ξ)hˆ(ξ, t) (3.48)
∂thˆ(ξ, t) = vˆ(ξ, ℓ, t) (3.49)
and
vˆ(ξ, 0, t) = 0 (3.50)
wˆ(ξ, 0, t) = 0. (3.51)
The solution to the transformed problem will be of the form
vˆ(ξ, y, t) = e−ρt
4∑
j=1
vje
ajy, wˆ(ξ, y, t) = ξe−ρt
4∑
j=1
wje
ajy, (3.52)
pˆ(ξ, y, t) = e−ρt
4∑
j=1
pje
ajy, and hˆ(ξ, t) = e−ρth0. (3.53)
Note that vj , wj , pj, aj , h0, ρ depend on ξ, but we suppress this in the notation for the sake of brevity in
what follows. We will show that we can construct nontrivial solutions of this form with
0 <
1
4π
(
µ(ξ)
|ξ|
)
≤ ρ ≤
(
1 +
1
4π
)(
µ(ξ)
|ξ|
)
. (3.54)
Once this is established, the bound (3.42) follows immediately. When Σ = TN−1 we may use vˆ, wˆ, pˆ, and
hˆ as a single Fourier mode solution to (1.34), but when Σ = RN−1 we again run into the problem that
x 7→ e2πix·ξ does not belong to L2(RN−1). To get around this we instead solve the transformed equations
in an open set U ⊆ RN−1 such that ξ ∈ U , and we then use a Fourier synthesis weighted by a function
ϕ ∈ C∞c (U) such that ϕ = 1 in a ball centered at ξ. The resulting pair (u, h) is then a weak solution to
(1.34) satisfying (3.42).
If vˆ, wˆ, pˆ, hˆ are of the form (3.52)–(3.53), then (3.44), (3.45), (3.46) become
−2π|ξ|2wj + ajvj = 0 (3.55)
(4π2|ξ|2 − ρ− a2j )wj + 2πpj = 0 (3.56)
(4π2|ξ|2 − ρ− a2j )vj + ajpj = 0. (3.57)
Combining the last two equations, we get
0 = (4π2|ξ|2 − ρ− a2j)ajwj − 2π(4π2|ξ|2 − ρ− a2j)vj = (4π2|ξ|2 − ρ− a2j)(ajwj − 2πvj), (3.58)
and upon substituting in the first equation we get
0 = (4π2|ξ|2 − ρ− a2j )(a2j − 4π2|ξ|2)vj = 0. (3.59)
Then we set
a1 = 2π|ξ|, a2 = −2π|ξ|, a3 =
√
4π2|ξ|2 − ρ, a4 = −
√
4π2|ξ|2 − ρ, (3.60)
which are well-defined and distinct provided ρ 6= 4π2|ξ|2. We also let
wj =
aj
2π|ξ|2 vj and pj = −
(4π2|ξ|2 − ρ− a2j )
aj
vj . (3.61)
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We will also define λ = 2πℓ. Then the conditions (3.50),(3.51) on the bottom become
0 = v1 + v2 + v3 + v4 (3.62)
0 = v1 − v2 +
√
4π2|ξ|2 − ρ
2π|ξ| v3 −
√
4π2|ξ|2 − ρ
2π|ξ| v4, (3.63)
where (3.51) has been multiplied by |ξ|. Condition (3.47) at the top becomes
0 = (2π + 2π) e2π|ξ|ℓv1 + (2π + 2π) e−2π|ξ|ℓv2
+
(
2π +
4π2|ξ|2 − ρ
2π|ξ|2
)
e
√
4π2|ξ|2−ρℓv3 +
(
2π +
4π2|ξ|2 − ρ
2π|ξ|2
)
e−
√
4π2|ξ|2−ρℓv4
⇔
0 = eλ|ξ|v1 + e−λ|ξ|v2
+
(
1− ρ
8π2|ξ|2
)
e
√
|ξ|2− ρ
4pi2
λ
v3 +
(
1− ρ
8π2|ξ|2
)
e
−
√
|ξ|2− ρ
4pi2
λ
v4. (3.64)
The conditions (3.48) and (3.49) at the top become
µ(ξ)h0 =
(
ρ
2π|ξ| − 4π|ξ|
)
e2π|ξ|ℓv1 −
(
ρ
2π|ξ| − 4π|ξ|
)
e−2π|ξ|ℓv2
− 2
√
4π2|ξ|2 − ρe
√
4π2|ξ|2−ρℓv3 + 2
√
4π2|ξ|2 − ρe−
√
4π2|ξ|2−ρℓv4 (3.65)
0 = ρh0 + e
λ|ξ|v1 + e−λ|ξ|v2 + e
√
|ξ|2− ρ
4pi2
λ
v3 + e
−
√
|ξ|2− ρ
4pi2
λ
v4. (3.66)
Substituting (3.65) into (3.66), we get
0 =
( ρ
2π|ξ| − 4π|ξ|
µ(ξ)
ρ+ 1
)
eλ|ξ|v1 +
(− ρ2π|ξ| + 4π|ξ|
µ(ξ)
ρ+ 1
)
e−λ|ξ|v2
+
(
−2
√
4π2|ξ|2 − ρ
µ(ξ)
ρ+ 1
)
e
√
|ξ|2− ρ
4pi2
λ
v3 +
(
2
√
4π2|ξ|2 − ρ
µ(ξ)
ρ+ 1
)
e
−
√
|ξ|2− ρ
4pi2
λ
v4. (3.67)
Therefore, we have a solution if and only if v1, v2, v3, v4 satisfy (3.62), (3.63), (3.64), (3.67). This means we
want to find a nonzero solution to
A(ρ, ξ)

v1
v2
v3
v4
 = 0 (3.68)
where A(ρ, ξ) ∈ R4×4 is given by
A(ρ, ξ) =

1 1 1 1
1 −1 Γ23 −Γ23
eλ|ξ| e−λ|ξ| Γ33e
λ
√
|ξ|2− ρ
4pi2 Γ33e
−λ
√
|ξ|2− ρ
4pi2
Γ41e
λ|ξ| Γ42e−λ|ξ| Γ43e
λ
√
|ξ|2− ρ
4pi2 Γ44e
−λ
√
|ξ|2− ρ
4pi2
 (3.69)
for
Γ23 =
√
4π2|ξ|2 − ρ
2π|ξ| , Γ33 =
(
1− ρ
8π2|ξ|2
)
,
Γ41 =
ρ
2π|ξ| − 4π|ξ|
µ(ξ)
ρ+ 1, Γ42 =
− ρ2π|ξ| + 4π|ξ|
µ(ξ)
ρ+ 1,
Γ43 =
−2
√
4π2|ξ|2 − ρ
µ(ξ)
ρ+ 1, Γ44 =
2
√
4π2|ξ|2 − ρ
µ(ξ)
ρ+ 1.
(3.70)
Thus there is a solution to the equations with a given ρ, ξ if and only if detA(ρ, ξ) = 0.
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In light of (3.41), we may assume that |ξ| is large enough that(
1 +
1
4π
)
µ(ξ)
|ξ|3 < 1. (3.71)
We then define κ± > 0 via
κ± =
1 + 4π ± 1
8π
. (3.72)
Choosing ρ± = κ±
µ(ξ)
|ξ| , we then have that
0 < ρ± ≤ ρ+ =
(
1 +
1
4π
)
µ(ξ)
|ξ| < |ξ|
2 . (3.73)
Note that, by (3.54), with ρ = ρ± we have
|Γ23|, |Γ33|, |Γ41|, |Γ42|, |Γ43|, |Γ44| ≤ |ξ|10, (3.74)
so if we write out detA(ρ, ξ) as a polynomial of the entries of A(ρ, ξ) and use the fact that 0 < ρ = ρ± < |ξ|2,
we get
detA(ρ, ξ) = (Γ23 − 1) (Γ43 − Γ33Γ41) eλ|ξ|+λ
√
|ξ|2− ρ
4pi2 +O(|ξ|40eλ|ξ|) +O(|ξ|40eλ
√
|ξ|2− ρ
4pi2 ). (3.75)
Next note that
Γ23 − 1 < 0 and |Γ23 − 1| = 1−
√
1− κ±µ(ξ)
4π |ξ|3 ≤
κ±µ(ξ)
4π |ξ|3 (3.76)
for |ξ| sufficiently large. We also have
Γ43 − Γ33Γ41 = −2κ±|ξ|
√
4π2|ξ|2 − κ±µ(ξ)|ξ| + 1−
(
1− κ±µ(ξ)
8π2|ξ|3
)(
1− 4πκ± +
κ2±µ(ξ)
2π|ξ|3
)
= −4πκ± + 4πκ±µ(ξ)
8π2|ξ|3 + 1− (1− 4πκ±) +
(
κ±(1− 4πκ±)
8π2
− κ
2±
2π
)
µ(ξ)
|ξ|3 +O
(
µ(ξ)2
|ξ|6
)
=
(1 + 4π)κ± − 8πκ2±
8π2
µ(ξ)
|ξ|3 +O
(
µ(ξ)2
|ξ|6
)
= (1 + 4π − 8πκ±) κ±
8π2
µ(ξ)
|ξ|3 +O
(
µ(ξ)2
|ξ|6
)
= ∓ κ±
8π2
µ(ξ)
|ξ|3 +O
(
µ(ξ)2
|ξ|6
)
,
(3.77)
where the last equality follows from the choice of κ±. Comparing (3.75)–(3.77) and using (3.41) then shows
that for sufficiently large ξ
detA(ρ+, ξ) > 0 and detA(ρ−, ξ) < 0. (3.78)
Consequently, the intermediate value theorem provides us with ρ ∈ (ρ−, ρ+) such that detA(ρ, ξ) = 0,
which in turn provides us with the desired solution.

3.3. Sharpness for low frequencies in the non-periodic case. Theorem 3.4 tells us that the decay
bounds of Theorem 3.1 are tight for sufficiently high frequencies under reasonable restrictions on µ. In the
non-periodic case, Σ = RN−1, this leaves open the question of tightness for low frequencies. We address
this now.
Theorem 3.5. Suppose that
0 < g 6= 3
ℓ3
and lim
ξ→0
(µ(ξ)− g) = 0. (3.79)
Then for ξ sufficiently small, there is a solution (u, h) to (1.34) on Σ = RN−1 such that
Eξ(t) ≥ b1e−b2|ξ|2tEξ(0) (3.80)
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for constants b1, b2 > 0 independent of ξ.
Proof. We argue as in the proof of Theorem 3.4, reducing to proving (3.68) with A(ρ, ξ) given by (3.69) as
the criterion for having a solution satisfying (3.80).
To verify the criterion we will introduce another free parameter κ ∈ C\{1} and then set ρ = 4π2κ|ξ|2.
We insist that κ 6= 1 in order to guarantee that a3 6= a4. In light of (3.79), we may rewrite the terms in
A(ρ, ξ) as
Γ23 =
√
4π2|ξ|2 − ρ
2π|ξ| =
√
1− κ
Γ33 =
(
1− ρ
8π2|ξ|2
)
= 1− κ
2
Γ41 =
ρ
2π|ξ| − 4π|ξ|
µ(ξ)
ρ+ 1 = 1 +
8π3κ(κ − 2)|ξ|3
g
+ o(|ξ|3)
Γ42 =
− ρ2π|ξ| + 4π|ξ|
µ(ξ)
ρ+ 1 = 1− 8π
3κ(κ− 2)|ξ|3
g
+ o(|ξ|3)
Γ43 =
−2
√
4π2|ξ|2 − ρ
µ(ξ)
ρ+ 1 = 1− 16π
3κ
√
1− κ|ξ|3
g
+ o(|ξ|3)
Γ44 =
2
√
4π2|ξ|2 − ρ
µ(ξ)
ρ+ 1 = 1 +
16π3κ
√
1− κ|ξ|3
g
− o(|ξ|3),
(3.81)
where here we write o(|ξ|3) to mean a quantity vanishing faster than |ξ|3 as ξ → 0, with the parameter κ
viewed as fixed. Then
A(ρ, ξ) =

1 1 1 1
1 −1 Γ23 −Γ23
eλ|ξ| e−λ|ξ| Γ33e
√
1−κλ|ξ| Γ33e−
√
1−κλ|ξ|
Γ41e
λ|ξ| Γ42e−λ|ξ| Γ43e
√
1−κλ|ξ| Γ44e−
√
1−κλ|ξ|
 . (3.82)
We now refer to the columns of the matrix A(ρ, ξ) as c1, c2, c3, c4. Let A˜(ρ, ξ) ∈ C4×4 be the matrix with
columns
c1 + c2
2
,
c3 + c4
2
,
c1 − c2
2
, and
c3 − c4
2
. (3.83)
The matrix A˜ can be obtained from A by means of column operations, so detA(ρ, ξ) = 0 if and only if
det A˜(ρ, ξ) = 0. Then
A˜(ρ, ξ) =

1 1 0 0
0 0 1
√
1− κ
1 +O(|ξ|2) 1− κ2 +O(|ξ|2) λ|ξ|+O(|ξ|3) λ(1− κ2 )
√
1− κ|ξ|+O(|ξ|3)
1 + λ
2
2 |ξ|2 + o(|ξ|3) 1 + λ
2(1−κ)
2 |ξ|2 + o(|ξ|3) ∆43 + o(|ξ|3) ∆44 + o(|ξ|3)

(3.84)
for
∆43 = λ|ξ|+
(
λ3
6
+
8π3κ(κ − 2)
g
)
|ξ|3
∆44 = λ
√
1− κ|ξ|+
(
λ3(1− κ)3/2
6
− 16π
3κ
√
1− κ
g
)
|ξ|3,
(3.85)
where again in O(·) and o(·) we refer to quantities with κ fixed and ξ → 0.
We will now perform a sequence of row and column operations on A˜(ρ, ξ), which do not change the
vanishing of the determinant. Subtracting the first row from the third, 1 + λ
2
2 |ξ|2 times the first row from
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the fourth, and λ|ξ| times the second row from the fourth, we get
1 1 0 0
0 0 1
√
1− κ
O(|ξ|2) −κ2 +O(|ξ|2) λ|ξ|+O(|ξ|3) λ(1− κ2 )
√
1− κ|ξ|+O(|ξ|3)
o(|ξ|3) −κλ22 |ξ|2 + o(|ξ|3)
(
λ3
6 +
8π3κ(κ−2)
g
)
|ξ|3 + o(|ξ|3)
(
λ3(1−κ)3/2
6 − 16π
3κ
√
1−κ
g
)
|ξ|3 + o(|ξ|3)
 .
(3.86)
Subtracting the first column from the second and
√
1− κ times the third column from the fourth, we get
1 0 0 0
0 0 1 0
O(|ξ|2) −κ2 +O(|ξ|2) O(|ξ|) −λ(κ2 )
√
1− κ|ξ|+O(|ξ|3)
o(|ξ|3) −κλ22 |ξ|2 + o(|ξ|3) O(|ξ|3)
(
−λ3κ√1−κ
6 − 8π
3κ2
√
1−κ
g
)
|ξ|3 + o(|ξ|3)
 . (3.87)
The vanishing of the determinant of this matrix, and hence of detA(ρ, ξ), is then equivalent to
0 =
(
−λκ
2
√
1− κ|ξ|
)(
−κλ
2
2
|ξ|2
)
−
(−κ
2
)(−λ3κ√1− κ
6
− 8π
3κ2
√
1− κ
g
)
|ξ|3 + o(|ξ|3), (3.88)
which in turn is equivalent to
0 = κ2
√
1− κ|ξ|3
(
λ3
4
+
−λ3
12
− 4π
3κ
g
+ o(1)
)
= κ2
√
1− κ|ξ|3
(
λ3
6
− 4π
3κ
g
+ o(1)
)
=: κ2
√
1− κ|ξ|3Ψ(κ, ξ). (3.89)
Again we note that the term o(1) depends on κ, so we cannot directly set the term in parentheses to 0 to
choose κ. However, this expression tells us how to choose the value of κ when ξ = 0. Indeed,
0 = Ψ(κ, 0) =
λ3
6
− 4π
3κ
g
⇔ κ = gλ
3
24π3
. (3.90)
We have now shown that when ξ = 0, µ(0) = g, and κ = gλ
3
24π3
we have that detA(ρ, ξ) = 0.
Let us now consider µ ∈ (0,∞) as a parameter rather than as the function of ξ. The formula for A(ρ, ξ)
shows that the map
(ξ, µ, κ) 7→ detA(ρ, ξ) (3.91)
is C1 in an open set containing the zero
ξ = 0, µ = g, κ =
gλ3
24π3
. (3.92)
Moreover, the derivative of this map with respect to κ at the zero is nontrivial, so we may apply the
implicit function theorem to solve for κ = κ(ξ, µ) in a neighborhood of (0, g) such that detA(ρ, ξ) = 0.
Choosing κ(ξ, µ(ξ)) then provides the desired solutions with
κ =
gλ3
24π3
+ o(1) as ξ → 0. (3.93)
Note that if gλ
3
24π3
> 1, then
√
1− κ is not real, so κ may not be real. This is why we need the implicit
function theorem, rather than just the intermediate value theorem as in the proof of Theorem 3.4. 
4. The periodic problem
Our goal in this section is to study the decay of the full energy E , defined by (1.44), in the periodic case,
Σ = TN−1. We will do this primarily within the context of the extra assumption that
µ(ξ) = g + σ(2π|ξ|)2r (4.1)
for g, σ > 0. When r = 1, this is the same as linearized Navier-Stokes with a free boundary, gravity,
and surface tension, while when r = 0, this is the same as linearized Navier-Stokes with a free boundary,
gravity, and no surface tension.
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4.1. Decay rates based on initial data. We begin our analysis of the decay of E by considering the
case when r ≥ 1/2 in (4.1), in which case we can prove exponential decay.
Theorem 4.1. Suppose that (u, h) is a weak solution of (2.12) on Σ = TN−1 and that µ is of the form
(4.1) with r ≥ 12 . If u0 ∈ L2(Ω) and h0 ∈ Hr(Σ), then there are constants c,K > 0, depending on g, σ, r
such that
E(t) ≤ KE(0)e−ct, (4.2)
where the total energy E(t) as defined in (1.44).
Proof. First recall that since Σ = TN−1 we have that Σˆ = ZN−1. For ξ 6= 0 the estimate (3.1) of Theorem
3.1 tells us that
Eξ(t) ≤ bEξ(0) exp (−ct) , (4.3)
while for ξ = 0 the bound (3.37) of Theorem 3.3 states that
E0(t) ≤ E0(0) exp (−δt) . (4.4)
Recall that
E(t) =
∑
ξ∈Σˆ
Eξ(t). (4.5)
This, (4.3), and (4.4) then imply that
E(t) = E0(t) +
∑
ξ 6=0
Eξ(t) ≤ E0(0)e−δt + b
∑
ξ 6=0
e−ctEξ(0) . (b+ 1)E(0)e−min{c,δ}t, (4.6)
which is (4.2). 
Remark 4.2. By Theorem 4.1, we get exponential decay of the energy. In fact, when r > 12 , higher
frequencies decay faster, so for t > 0, we get that u(x, y, t), h(x, y, t) are infinitely differentiable with respect
to the horizontal variable x.
We next turn our attention to the case in which r < 1/2 in (4.1). In this case we do not get exponential
decay, but instead algebraic decay directly linked to the regularity of the initial data.
Theorem 4.3. Suppose that (u, h) is a weak solution of (2.12) on Σ = TN−1 and that µ is of the form
(4.1) with 0 ≤ r < 12 . Then there exists a constant K > 0 such that if u0 ∈ Hsx(L2y) and h0 ∈ Hs+r for
s > 0, then
E(t) ≤ K
(
||u0||2Hsx(L2y) + ||h0||
2
Hs+r
)
(1 + t)
−s
1
2
−r . (4.7)
Proof. Theorems 3.1 and 3.3 provide us with the estimate
E(t) = E0(t) +
∑
ξ 6=0
Eξ(t)
≤ E0(0)e−δt + b
∑
ξ 6=0
(|ξ|2sEξ(0)) |ξ|−2s exp (−c|ξ|2r−1t)
≤ E0(0)e−δt + b exp(cc2r−10 )
∑
ξ 6=0
(|ξ|2sEξ(0)) |ξ|−2s exp (−c|ξ|2r−1(t+ 1))
≤ E0(0)e−δt +C
(g
2
||u0||2Hsx(L2y) + σ(2π)
2r ||h0||2Hs+r
)
sup
ξ 6=0
|ξ|−2s exp (−c|ξ|2r−1(t+ 1)) .
(4.8)
The substitution a = |ξ|2r−1(t+ 1) then gives us
E(t) ≤ E0(0)e−δt + C˜
(
||u0||2Hsx(L2y) + ||h0||
2
Hs+r
)
sup
a>0
a
2s
1−2r (t+ 1)
−2s
1−2r exp (−ca)
≤ E(0)e−δt + C˘
(
||u0||2Hsx(L2y) + ||h0||
2
Hs+r
)
(t+ 1)
−s
1
2
−r
(4.9)
for some constant C˜ > 0. Then (4.7) follows immediately from this. 
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4.2. Understanding the transition near r = 1/2. Theorems 4.1 and 4.3 show that there is a transition
in the decay behavior of the energy when r = 12 in (4.1), that is when µ(ξ) = g+2πσ|ξ|. We now examine
this transition more carefully.
Theorem 4.4. Suppose that (u, h) is a weak solution of (2.12) on Σ = TN−1 and that u0 ∈ Hs, h0 ∈ Hs+3
for some s > 0. Then the following hold.
(1) If there exists α > 0 such that
µ(ξ) = g + 2πσ
|ξ|
(log |ξ|)α for |ξ| > 1, (4.10)
then we have that
E(t) ≤ K (||u||2Hs + ||h||2Hs+3) exp(−C˘st 11+α) , (4.11)
where the constants C˘s,K depend on s, α.
(2) If there exists α > 0 such that
µ(ξ) = g + 2πσ
|ξ|
(log log |ξ|)α for |ξ| > e, (4.12)
then we have that
E(t) ≤ K (||u||2Hs + ||h||2Hs+3) exp(−C˘s t(log t)α
)
(4.13)
where the constants C˘s,K depend on s, α.
Proof. Throughout the proof we will write γ : (e,∞)→ (0,∞) to refer to either
γ(z) =
z
(log z)α
or γ(z) =
z
(log log z)α
, (4.14)
which allows us to write
µ(ξ) = g + 2πσγ(|ξ|) for |ξ| > e (4.15)
in both cases under consideration. Note that in both cases γ is such that (e,∞) ∋ z 7→ z/γ(z) is continuous
and strictly increasing, and
lim
z→∞
z
γ(z)
=∞. (4.16)
We also write β : (0,∞)→ (0,∞) via either
β(z) = exp
(
z1/α
)
or β(z) = exp
(
exp
(
z1/α
))
(4.17)
depending on the form of γ above. The value of β is chosen so that β(z/γ(z)) = z, as is easily verified.
Theorems 3.1 and 3.3 provide us with the estimates
Eξ(t) ≤ c1Eξ(0) exp
(
−c2µ(ξ)
2πσ|ξ| t
)
for ξ 6= 0 and E0(t) ≤ c3E0(0)e−c4t (4.18)
for constants c1, c2, c3, c4 > 0. Consequently, we can bound∑
|ξ|≤e
Eξ(t) ≤ c3e−c5t
∑
|ξ|≤e
Eξ(0) (4.19)
for another constant c5 > 0. Similarly, we can bound∑
|ξ|>e
Eξ(t) ≤ c1 exp
(
−c2γ(|ξ|)|ξ| t
)∑
|ξ|>e
Eξ(0). (4.20)
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Thus
E(t) =
∑
|ξ|≤e
Eξ(t) +
∑
|ξ|>e
Eξ(t)
. e−c5t
∑
|ξ|≤e
Eξ(0) +
∑
|ξ|>e
(
|ξ|2s||uˆ(ξ)||2L2y + |ξ|
2s+6||hˆ(ξ)||2
)
|ξ|−2s exp
(
−c2γ(|ξ|)|ξ| t
)
. e−c5t
∑
|ξ|≤e
Eξ(0) +
(||u||2Hs + ||h||2Hs+3) sup|ξ|>e |ξ|−2s exp
(
−c2γ(|ξ|)|ξ| t
)
.
(4.21)
Next we use the substitution a = γ(|ξ|)|ξ| t > 0 to calculate
sup
|ξ|>e
|ξ|−2s exp
(
−c2γ(|ξ|)|ξ| t
)
≤ sup
a>0
(β(t/a))−2s exp(−c2a)
≤ sup
a>0
exp(−2s log β(t/a) − c2a)
≤ exp(− inf
a>0
(2s log β(t/a) + c2a)).
(4.22)
Thus, if we write
B = ||u||2Hs + ||h||2Hs+3 , (4.23)
then we have the bound
E(t) . Be−c5t +B exp(− inf
a>0
(2s log β(t/a) + c2a)). (4.24)
For (4.24) to be useful we want a lower bound on infa>0(2s log β(t/a) + c2a). Let a∗ be such that
2s log β(t/a∗) = c2a∗. Since 2s log β(t/a) is decreasing and c2a is increasing in a, we have that for all a,
inf
a>0
(2s log β(t/a) + c2a) ≥ c2a∗. (4.25)
Thus
E(t) ≤ Be−c5t +B exp(−c2a∗). (4.26)
We now handle the separate cases. For the first case
γ(z) =
z
(log z)α
and β(z) = exp(z1/α), (4.27)
and so
c2a∗ = 2s log β(t/a∗)⇔ c2
2s
a∗ =
(
t
a∗
) 1
α
⇔ Csaα∗ =
t
a∗
⇔ Csa1+α∗ = t⇔ a∗ = C˜st
1
1+α
(4.28)
where Cs, C˜s are constants depending on s. Then (4.24) gives us
E(t) . Be−c5t +B exp(−c2Cst
1
1+α ) ≤ KB exp
(
−C˘st
1
1+α
)
(4.29)
for some constant K > 0. This proves (4.11).
For the second case
γ(z) =
z
(log log z)α
and β(z) = exp exp(z1/α), (4.30)
and so
c2a∗ = 2s log β(t/a∗)⇔ c2
2s
a∗ = exp
((
t
a∗
) 1
α
)
⇔ log (Csa∗)α = t
a∗
⇔ a∗ log (Csa∗)α = t⇔ a∗ ≥ C˜s t
(log t)α
(4.31)
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where Cs, C˜s are constants depending on s. Then (4.24) gives us
E(t) . Be−c4t +B exp
(
−c2C˜s t
log(t)α
)
≤ KB exp
(
−C˘s t
log(t)α
)
(4.32)
for a constant K > 0. This proves (4.13).

5. The non-periodic problem
In this section we focus our attention on the decay properties of E when Σ = RN−1. We will again
assume that µ has the special structure given in (4.1). The decay properties will depend heavily on the
sort of assumptions we place on the initial data. The reason for this is that the high and low frequencies
decay at very different rates, with the low frequencies decaying more slowly. The low frequencies may be
handled with different arguments depending on which spaces the data belong to.
5.1. Decay with data in L2-based spaces. We begin our analysis when Σ = RN−1 by considering the
case in which the initial data are assumed to belong to L2−based spaces. In this context we will follow [6]
and assume that ||Iλu||2L2(Ω), ||Iλh||2L2(Ω) <∞, where
||Iλu||2L2(Ω) :=
∫
RN−1\{0}
|ξ|−2λ||uˆ(ξ)||2L2ydξ (5.1)
and
||Iλh||2L2(Σ) :=
∫
RN−1\{0}
|ξ|−2λ|hˆ(ξ)|2dξ. (5.2)
Control of these terms allows us to prove crucial estimates for the low frequency part of the solutions.
Theorem 5.1. Suppose that (u, h) is a weak solution of (2.12) on Σ = RN−1 and that µ is of the form (4.1)
with 0 ≤ r ≤ 1. Assume that the initial data (u0, h0 satisfy ||Iλu0||L2(Ω), ||Iλh0||L2(Σ) < ∞, where these
terms are as defined above. Further assume that if r ≥ 12 , then u0 ∈ L2 and h0 ∈ Hr, and if 0 ≤ r < 12 ,
then u0 ∈ Hλ(
1
2
−r)
x (L2y) and h0 ∈ H
λ
2
+r(1−λ). Then
E(t) ≤ K(1 + t)−λ (5.3)
for some K which depends on the initial data.
Proof. Fix any c0 > 0, which we use as the cutoff between low and high frequencies. Then we can write
E(t) = E<c0(t) + E>c0(t) for
E<c0(t) =
∫
0<|ξ|<c0
Eξ(t)dξ and E>c0(t) =
∫
|ξ|>c0
Eξ(t)dξ. (5.4)
We already know how E>c0(t) decays. Indeed, the Sobolev spaces chosen in the hypotheses allow us to
employ the same arguments used in Theorems 4.1 (for r ≥ 1/2) and 4.3 (for 0 ≤ r < 1/2), with the sums
replaced by integrals, to see that
E>c0(t) ≤ K(1 + t)−λ (5.5)
for a K depending on the data.
To understand the behavior of E<c0(t), we use the estimate (3.1) of Theorem 3.1 to see that
Eξ(t) ≤ bEξ(0) exp
(−c|ξ|2t) for |ξ| < c0, (5.6)
which implies that
E<c0(t) ≤
∫
{|ξ|<c0}
bEξ(0) exp
(−c|ξ|2t) dξ ≤ ∫
{|ξ|<c0}
becc
2
0Eξ(0) exp
(−c|ξ|2(t+ 1)) dξ
≤ becc20
(∫
{|ξ|<c0}
Eξ(0)|ξ|−2λdξ
)
sup
ξ
|ξ|2λ exp (−c|ξ|2(t+ 1)) . (5.7)
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The substitution a = |ξ|2(t+ 1) then gives us
E<c0(t) ≤ becc
2
0
(
||Iλu0||L2(Ω) + (g + (2πc0)2r)||Iλh||2L2(Σ)
)
sup
a>0
aλ(t+ 1)−λ exp (−ca)
≤ K˜(1 + t)−λ
(5.8)
for K˜ depending on the data. Then (5.3) follows by combining (5.5) and (5.8). 
5.2. Decay with data in L1. We can also assume that the initial data is L1, as is done in [3], in which
case we get the following variant of Theorem 5.1.
Theorem 5.2. Suppose that (u, h) is a weak solution of (2.12) on Σ = RN−1 and that µ is of the form
(4.1) with 0 ≤ r ≤ 1. Assume that the initial data satisfy u0 ∈ L2y(L1x), h0 ∈ L1. Further assume that if
1/2 ≤ r ≤ 1, then u0 ∈ L2 and h0 ∈ Hr, and if 0 ≤ r < 12 , then u0 ∈ H
N−1
2 (
1
2
−r)
x (L2y) and h0 ∈ H
N−1
4
+N+1
2
r.
Then
E(t) ≤ K(1 + t)−N−12 (5.9)
for some K that depends on the initial data.
Proof. Fix some c0 > 0. Then E(t) = E<c0(t) + E>c0(t), where
E<c0(t) =
∫
0<|ξ|<c0
Eξ(t)dξ and E>c0(t) =
∫
|ξ|>c0
Eξ(t)dξ. (5.10)
The argument used in Theorem 5.1 may be readily adapted to show that
E>c0(t) ≤ K(1 + t)−
N−1
2 (5.11)
for a K depending on the data.
To understand the behavior of E<c0(t), we note that the Fourier transform of an L1 functions is L∞, so
Eξ(0) is bounded independently of ξ. Thus we get (performing the change of variables a = ρ2(t+ 1) when
going to the fourth line)
E<c0(t) ≤
∫
{|ξ|<c0}
bEξ(0) exp
(−c|ξ|2t) dξ
≤ Cecc20
∫
{|ξ|<c0}
exp
(−c|ξ|2(t+ 1)) dξ
≤ C˜
∫ ∞
0
ρN−2 exp
(−cρ2(t+ 1)) dρ
≤ C˜
∫ ∞
0
(t+ 1)−
N−2
2 a
N−2
2 exp (−ca) (2a(t + 1))− 12 )da
≤ 2C˜
(∫ ∞
0
a
N−2
2
− 1
2 exp (−ca)
)
(t+ 1)−
N−2
2
− 1
2
≤ K(t+ 1)−N−12 .
(5.12)
Then (5.9) follows by combining (5.11) and (5.12). 
Appendix A. Some useful analytic facts
Here we have compiled some analytic facts that we use in the paper. The forms given here are the forms
we use, and no attempt has been made to state them in any additional generality.
First we record a simple version of the trace theorem.
Theorem A.1 (Trace). If Ω = (0, ℓ) or Ω = RN−1× (0, ℓ) or Ω = TN−1× (0, ℓ), then there is a continuous
linear map Tr : H1(Ω)→ L2(∂Ω) so that for f ∈ C∞(Ω¯), we have Trf = f ↾ ∂Ω and so that f,Trf satisfy
the integration by parts formula for all f ∈ H1(Ω).
Proof. This is a special case of Theorem 3 in Chapter 5.9 of [4]. 
Next we record a version of the Poincare´ inequality.
ENERGY DECAY AND FRACTIONAL BOUNDARY OPERATORS 25
Theorem A.2 (Poincare´ inequality). If Ω = (0, ℓ) or Ω = RN−1 × (0, ℓ) or Ω = TN−1 × (0, ℓ), then there
is some constant C > 0 so that for all f ∈ H1(Ω) satisfying f = 0 on {y = 0},
||f ||H1 . ||Df ||L2 . (A.1)
Proof. For RN−1× (0, ℓ) and TN−1× (0, ℓ), it follows from the Poincare´ inequality for (0, ℓ), which in turn
follows from integration and Minkowski’s inequality. 
Next we record a version of Korn’s inequality.
Theorem A.3 (Korn’s inequality). If Ω = RN−1× (0, ℓ) or Ω = TN−1× (0, ℓ), then there is some constant
C > 0 so that for all f ∈ H1(Ω) satisfying f = 0 on {y = 0}, we have
||Df ||L2 . ||Df ||L2 . (A.2)
Proof. For a proof, see [1], Lemma 2.7. 
Finally, we record a result about time derivatives.
Theorem A.4. If v is a complex-valued function satisfying v ∈ L2T (H1ξ (0, ℓ)) and ∂tv ∈ L2T (H1ξ ∗(0, ℓ)),
then v ∈ C([0, T ];L2(0, ℓ)) and
d
dt
||v||2L2(0,ℓ) = [∂tv, v]H1ξ ∗,H1ξ + [∂tv, v](H1ξ )∗,H1ξ . (A.3)
The same holds if we replace H1ξ with H
1
ξ,s. Also, if v is a complex-valued function satisfying v ∈
L2T (0H
1(Ω)) and ∂tv ∈ L2T (0H1∗(Ω)), then v ∈ C([0, T ];L2(Ω)) and
d
dt
||v||2L2(Ω) = [∂tv, v](0H1)∗,0H1 + [∂tv, v](0H1)∗,0H1 . (A.4)
The same holds if we replace 0H
1 with 0H
1
sol
.
Proof. This is proved in the same manner as Theorem 3 in Chapter 5.9 of [4]. 
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