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General introduction, research questions 
and methodology 
Chapter 1  7 
This  chapter  introduces  the  subject  of  the  thesis:  the  causes  of  unintended 
events and  the  role of patient  safety  culture. The background and  reasoning 
behind  the  study  are  described,  as  well  as  the  research  questions  to  be 
answered.  Furthermore,  a  description  of  the methodology  for  the  following 
chapters  is  given.  The  chapter  ends with  an  outline  of  the  structure  of  the 
thesis, also indicating the link between the six articles. 
 
 
8  Unintended events in hospitals 
Background 
 
Hospital care  is continuously developing,  increasing the opportunities to treat 
patients  successfully. Over  the  past  decades,  the  number  and  complexity  of 
diagnostic efforts and therapeutic  interventions have  increased markedly. The 
large  number  of  healthcare  providers  involved  in  the  care  process  and  the 
increasingly complicated techniques, however, enlarge the potential for errors. 
Errors  can  result  in  patient  harm  and  can  lead  to  temporary  or  permanent 
disability  or  death.1  Moreover,  hospitals  have  a  distinctive  and  complex 
organisational  structure:  tasks are divided under many  specialised healthcare 
professionals  with  a  large  degree  of  autonomy,  but who  have  to  link  their 
actions  to  one  another  to  enable  the  provision  of  high‐quality  care.  Care 
systems  that  do  not  take  into  account  this  differentiation  and  specialisation 
bring about an additional risk for errors.  
In  this  thesis we  examine which  factors  contribute  to  unintended  events  in 
hospitals, not only by  looking at human errors but also at the organisation of 
work  in hospital care. Knowledge about  the causes of unintended events can 
guide prevention strategies and thereby increase patient safety. 
 
Growing awareness of patient safety 
The World Health Organization  (WHO) defines patient safety as “the  freedom 
for  a  patient  from  unnecessary  harm  or  potential  harm  caused  by  adverse 
events made  in any healthcare setting”.2;3 Since  the publication of  the  report 
“To err is human” by the Institute of Medicine (IOM) in 20004, there has been a 
remarkable  increase  in  attention  for  patient  safety  research.5‐7  The  report 
showed  that  at  least  44,000  to  98,000  patients  die  each  year  as  a  result  of 
medical errors  in USA hospitals. This means that,  in the USA, more people die 
from medical errors than from motor vehicle accidents, breast cancer, or AIDS.8 
The numbers  in the report were based on two  large American studies on the 
occurrence  of  adverse  events,  including  the  Harvard Medical  Practice  Study 
(HMPS), that used a patient record review method.8‐10 The HMPS study laid the 
foundation for policy discussions on patient safety and patient safety research 
in many countries.11
In  the  years  following, many  countries  examined  the  occurrence  of  adverse 
events in their hospitals, based on the methods established by the HMPS.12‐19  
In a recent systematic review by De Vries et al.20, the median overall incidence 
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of  in‐hospital  adverse  events was  calculated,  based  on  eight  patient  record 
review studies. They stated that in 9.2% of all hospital admissions one or more 
adverse  events  occurred.  Nearly  half  (43.5%)  of  the  adverse  events  were 
preventable and 7.4% contributed to death.20
The HMPS and  the  subsequent  studies on  the  incidence of adverse events  in 
other  countries  have  enlarged  the  sense  of  urgency  to  take  effective 
countermeasures  in  order  to  increase  patient  safety  in  hospitals.  In  many 
countries,  institutes  were  formed  to  improve  the  safety  of  patients,  for 
example  the  National  Patient  Safety  Foundation  (NPSF)  for  the  USA21,  the 
National Patient Safety Agency  (NPSA)  in England and Wales22,  the Australian 
Patient Safety Foundation (APSF)23 and the Canadian Patient Safety Institute.24 
To improve patient safety worldwide, the WHO launched the World Alliance for 
Patient Safety  in 2004.1 The WHO  is committed to make patient safety a high 
priority on the policy agenda of countries around the world.25
 
Patient safety in the Netherlands 
In  the Netherlands, patient  safety has become an  important  issue as well.  In 
2003, the Dutch Ministry of Health introduced the Better Faster (Sneller Beter) 
programme  in  Dutch  hospitals.  This  programme  was  designed  to  stimulate 
patient safety by implementing best practices in a group of hospitals.26 Part of 
the Better Faster programme was a  request by  the Ministry of Health  to  the 
chief  executive  officer  (CEO)  of  Royal  Dutch  Shell  for  advice  about  risk 
management in Dutch hospitals. In 2004, the CEO recommended, among other 
things, the  implementation of a certified safety management system (VMS)  in 
all Dutch hospitals before the year 2008. Elements of a VMS are risk‐analysis, a 
system for (blame‐free) event reporting, analysis of events and a management 
system to plan and monitor interventions to enhance patient safety.27 
In  addition,  the  Advisory  Council  on  Health  Research  (RGO,  Raad  voor 
Gezondheidsonderzoek) advised the Ministry about the need for patient safety 
research in Dutch hospitals. The RGO reported in 2005 that in the past 25 years 
several  hospitals  carried  out  some  research  projects  in  the  area  of  patient 
safety, and in recent years the number of projects is rapidly growing. However, 
they  stated  that patient  safety  research  in  the Netherlands was  fragmented, 
and suffered from lack of continuity and coherence.28  
In that same year, a Patient Safety Platform (Platform Patiëntveiligheid) was set 
up  for  the  healthcare  practice  to  share  knowledge  of  and  experiences with 
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existing initiatives, pilots and projects regarding patient safety.29
Also  in  2005,  a  large  research  programme  started,  initiated  by  the  Dutch 
Society  of Medical  Specialists  (Orde  van Medisch  Specialisten),  to  gain more 
insight  into  the  incidence, nature,  impact, preventability and costs of adverse 
events and  into  the causes of adverse events and near misses.30  In 2007,  the 
first report of this study was published, reporting on the  incidence of adverse 
events.31 The adverse event  incidence rate  in the Netherlands was 5.7% of all 
hospital admissions in one year. Approximately 40% of the adverse events was 
judged  to  be  preventable  and  13%  contributed  to  permanent  disability, 
including death. When extrapolated to the national level, approximately 76,000 
patients experienced one or more adverse events and 30,000 of  the patients 
suffered from a preventable adverse event in the year 2004.32
 
Need for understanding the causes of unintended events 
Despite  the  rising  interest  in  the  safety  of  patients worldwide,  there  is  still 
comparatively limited knowledge on the causes of adverse events, near misses 
and  other  unintended  events  (see  Box  1.1  for  definitions).  To  achieve  an 
increase in patient safety, interventions should tackle the dominant underlying 
causes of unsafe events.  
Up to now, most of the research into patient safety in hospitals has focused on 
calculating  the  incidence of  adverse  events.  This  information  is  important  to 
enlarge  the  sense  of  urgency  to  improve  the  safety  of  hospitalised  patients. 
However,  to  actually  design  effective  interventions,  it  is  important  to  know 
which  causal  factors underlie unintended events. Data  about  the nature  and 
causes  of  unintended  events  in  hospitals may  help  stakeholders  (healthcare 
workers, hospital managers and policy makers)  realise how human behaviour 
and organisational and technical contextual factors together cause unintended 
events to occur and this may contribute to a more open culture of dealing with 
and reporting of safety problems.  
In  addition,  insight  into  the  causes of unintended  events may help prioritise 
prevention  strategies  and  research efforts  to  improve healthcare. The World 
Health Organization  (WHO)  confirms  this  and  states  that  there  is  a need  for 
developing  a  better  understanding  of  the  causes  of  adverse  events  in 
healthcare and of effective methods for preventing them.33 
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Box 1.1   Definitions of (subgroups of) unintended events 
Adverse event: an unintended injury among hospitalised patients that results in disability, death 
or prolonged hospital stay, and was caused by health care management.34 
 
No harm event: an act of commission or omission may have had  the potential  for harm but, 
through luck or a robust physiology, had no ill effect on the patient.35;36  
 
Near miss:  an  act  of  commission  or  omission  that  could  have  harmed  the  patient  but was 
prevented from completion through a planned or unplanned recovery.35‐37 
 
Dangerous situation: when both human and latent failure exist that creates a hazard increasing 
risk of harm.36 
 
Error: a failure of planned actions to achieve their desired goal.38
 
Unintended  event:  an  event,  no  matter  how  seemingly  trivial  or  commonplace,  that  is 
unintended and could have harmed or did harm a patient.39 This category comprises all above 
mentioned categories of events. 
 
 
Conceptual framework 
 
System approach 
When an adverse event has occurred, subsequent  investigations usually try to 
identify the healthcare professionals whose unsafe acts made the  immediate, 
local  contribution  to  the  event.  This  approach  isolates  the  errant  individual 
from the situation in which the unsafe acts occurred.40 The British psychologist 
James  Reason38  postulates  that  humans  are  fallible  and  that  the  same 
circumstances continue to result in the same types of error by different people. 
The  human  condition  cannot  be  changed,  but  the  local  and  organisational 
working conditions can. The setting under which people work has to be made 
less provocative for making errors. Moreover, the setting should have barriers 
for inevitable errors, preventing the errors from resulting in patient harm. 
This way of  thinking about  safety  is called  the  system approach. Originally,  it 
was applied to industries such as nuclear power, aviation and chemical plants, 
but it is also highly relevant for the medical setting. Reason makes a distinction 
between active and latent errors. An error is described as “a failure of planned 
actions  to  achieve  their  desired  goal”.38  Latent  errors  are  created  by  the 
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delayed consequences of technical and organisational actions and decisions.36 
They are made as  the  result of decisions,  taken at  the higher echelons of an 
organisation.41  Latent  errors  include  system  defects  such  as  poor  design, 
incorrect installation, poor purchasing decision and inadequate staffing.  
Active errors occur at  the  level of  the  frontline provider,  the  ‘sharp end’, and 
can  have  immediate  consequences.  These may  be  slips  (e.g.  picking  up  the 
wrong  needle),  cognitive  lapses  and mistakes  (e.g.  forgetting  to  carry  out  a 
procedure), or violations (deliberate departures from safe operating practices, 
procedures or standards).42  
The damaging consequences of  latent factors may  lie dormant for a  long time 
and only become evident when  they  combine with  local  triggering  factors  to 
breach the system’s defences (e.g. the safety features, controls, procedures).41 
It  is  a  combination  of  active  failures  interacting with  latent  conditions  that 
result in adverse events.36  
The  distinction  between  active  and  latent  failures  rests  thus  on  two 
considerations: 1)  the  length of  time before  the  failures have a bad outcome 
(immediate for active failures and delayed for  latent failures) and 2) where  in 
the organisation the failures occur (generally, active failures are committed by 
those people in direct contact with the patient, and latent failures occur within 
the higher echelons of the organisation).41   
Designers  of  healthcare  systems  can make  care  safer  by  attending  to  three 
tasks:  1)  designing  the  system  to  prevent  errors,  2)  designing  procedures  to 
make errors visible when they do occur so that they may be intercepted and 3) 
designing procedures for mitigating the adverse effect of errors when they are 
not detected and intercepted.43  
Within medicine, Reason’s work has been a powerful  influence  in shifting the 
culture  of  healthcare  from  one  of  blame  and  retribution  to  a  learning 
organisation.44 The 2008‐publication of the World Health Organization (WHO), 
that outlines  the  future direction of patient safety  research across  the globe, 
stated that a system approach ‐one that addresses the latent factors that allow 
an error to occur (or fail to prevent it)‐ is required.33  
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Reason’s Organisational Accident Causation Model 
To  illustrate  the  causal  chain of  latent and active  factors  resulting  in adverse 
events, Reason’s Organisational Accident Causation Model41;45  is displayed  in 
Figure 1.1. The sequence begins with negative consequences of organisational 
processes  (e.g.  policy  making,  designing,  communicating,  regulating).  These 
latent  failures are  transmitted along various organisational and departmental 
pathways  to  the  workplace,  where  they  create  the  local  conditions  that 
promote  the  commission  of  errors  and  violations  (e.g.  high workload,  poor 
human  equipment  interfaces). Reason  states  that many of  these unsafe  acts 
are  likely  to be committed, but only  few of  them will penetrate the defences 
(e.g. double‐checks, reminders) to produce damaging outcomes for the patient. 
The arrow connecting organisational processes directly to defences shows that 
safety features, standards, controls, procedures et cetera can be deficient due 
to latent as well as active failures.41;45
 
Figure 1.1  Organisational Accident Causation Model, based on Reason41;45
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We made a small alteration  to  the model by adding stars before  the defence 
barriers in the causal chain, to show that we focused on additional outcomes in 
our study. That is, not only adverse events (resulting in patient harm), but also 
no‐harm  events,  near  misses,  dangerous  situations  and  other  unintended 
events (see Box 1.1). In case of near misses, for example, unplanned or planned 
defence barriers prevented an error  to  result  in an adverse event  (prevented 
patient  harm).  These  and  other  unintended  events  are  considered  as much 
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important as adverse events, because they did have the potential to harm the 
patient. This  time  the error was  recovered or  it had no effect on  the patient 
through  luck  or  a  robust  physiology,  but  the  next  time  these  favourable 
conditions might not be present. Moreover, events with and without patient 
harm are believed  to have the same underlying  failure  factors.46 Evidence  for 
this common cause hypothesis has been examined in the railway setting.47 It is 
believed  that events with different  levels of  severity have  similar patterns of 
causes,  so  it  is  justifiable  to  concentrate  on  less  severe  unintended  events. 
These  events  occur  relatively  frequently  making  it  easier  to  collect  a  large 
amount of them to enable a comprehensive study of contributing factors. 
 
Vincent’s Framework factors influencing clinical practice 
The British psychologist Charles Vincent has made a framework of factors that 
are assumed  to  influence clinical practice  (Table 1.1).42;48;49 The  framework  is 
part of the Protocol for the Investigation and Analysis of Clinical Incidents50 and 
its  updated  version,  the  London  Protocol.51  It  corresponds with  the  system 
approach.  It  lists,  next  to  individual  factors  such  as  knowledge  and  skills,  a 
variety  of  contextual  factors  including  the  organisational  structure,  the 
availability of equipment and protocols and the safety culture. 
Vincent’s protocol assists researchers  in making a comprehensive examination 
of the contributory factors of unintended events by focusing on key issues and 
bringing out the systemic factors behind events. 
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Table 1.1  Framework of factors influencing clinical practice48;49
Factor types  Influencing contributory factors  Examples 
Institutional context  Economic and regulatory context; 
national health service executive 
Inconsistent policies; funding 
problems 
Organisational and 
management factors 
Financial resources and constraints; 
organisational structure; policy 
standards and goals, safety culture 
and priorities 
Lack of awareness of safety issues 
on the part of senior 
management; policies leading to 
inadequate staffing levels 
Work environment 
factors 
Staffing levels and skills mix; workload 
and shift patterns; design, availability 
and maintenance of equipment; 
administrative and managerial 
support 
High workload; limited access to 
essential equipment; inadequate 
administrative support 
Team factors  Verbal communication; written 
communication; supervision and 
seeking help; team structure 
(consistency, leadership, etc.) 
Poor communication between 
staff; poor supervision of junior 
staff; unwillingness of junior staff 
to seek assistance 
Individual (staff) 
factors 
Knowledge and skills; competence, 
physical and mental health 
Lack of knowledge or experience 
of specific staff; long‐term fatigue 
and stress 
Task factors  Task design and clarity of structure; 
availability and use of protocols; 
availability and accuracy of test results 
Non‐availability of test results; 
lack of clear protocols and 
guidelines 
Patient factors  Condition (complexity and 
seriousness); language and 
communication; personality and social 
factors 
Distressed patient; language 
barriers between patients and 
care‐givers 
 
 
Safety culture 
In both Reason’s and Vincent’s models, the safety culture of the organisation is 
mentioned as a contributing factor creating  local conditions that promote the 
commission of errors and violations. It is widely believed that hospitals have to 
create a safety culture among their staff alongside structural interventions like 
redesign  of  organisational  structures,  clinical  training,  guidelines  and 
information technology.52
The culture of an organisation consists of the shared norms, values, behaviour 
patterns, rituals and traditions of the employees of an organisation.53 In short, 
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culture  is “the way we do things around here”.54 Safety culture  is an aspect of 
the organisational culture. A widely used definition of safety culture is:  
 
“Safety  culture  is  the  product  of  individual  and  group  values,  attitudes, 
perceptions,  competencies  and  patterns  of  behaviour  that  determine  the 
commitment to, and the style and proficiency of, an organisation’s health and 
safety  management.  Organisations  with  a  positive  safety  culture  are 
characterised  by  communication  founded  on  mutual  trust,  by  shared 
perceptions of the importance of safety and by the confidence in the efficacy of 
preventive measures”.55  
 
Aspects of culture 
Schein  identifies  three  levels  of  organisational  culture  (Box  1.2).53  The  basic 
assumptions form the core of culture. It is argued that these basic assumptions 
do not have  to be specifically about safety  (but  they are about  the nature of 
truth, time and human relationships, for example).  It  is however considered a 
good  sign  if  they  are,  because  when  safety  is  anchored  within  the  basic 
assumptions, it is quite conceivable that safety is taken seriously and reflected 
upon  by  the  members  of  the  organisation.  The  other  levels  that  Schein 
distinguishes  are  more  visible  expressions  of  culture:  espoused  values  are 
equated  with  the  ‘safety  climate’  and  artefacts  are  the  safety  climate’s 
consequences.56  Schein  sees  climate  as  a  reflection  and  manifestation  of 
underlying cultural assumptions.53  
 
Box 1.2     Levels of organisational culture53
Level 1: Artefacts – the most visible manifestations of culture, including dress codes, rituals, 
rewards and ceremonies; especially concerned with the observable patterns of behaviour 
within organisations. 
 
Level 2: Beliefs and values – espoused beliefs and values; may be used to justify particular 
behaviour patterns, and for choosing between alternative courses of action (e.g. a belief in 
evidence; assertions about patient autonomy). 
 
Level 3: Basic assumptions – the unspoken, largely unconscious beliefs, values and 
expectations (e.g. biomedical versus biopsychosocial understanding of health and illness); 
these may be signalled by artefacts that belie espoused beliefs and values. 
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Cooper57 makes  a  somewhat  different  distinction.  He  distinguishes  between 
three  interrelated  aspects  of  safety  culture:  Psychological  aspects  can  be 
described as  the  ‘safety climate’ of the organisation, which  is concerned with 
individual  and  group  values,  attitudes  and  perceptions  (‘how  people  feel’); 
behavioural factors are the safety related behaviours and actions (‘what people 
do’) and situational aspects are policies, procedures, regulation, organisational 
structures, and the management systems (‘what the organisation has’). 
The terms safety climate and safety culture are often used  interchangeably  in 
many areas of the literature.58 While safety climate can be seen as an indicator 
of  the  organisation’s  safety  culture  as  perceived  by  employees  at  a  point  in 
time58, the term ‘climate’ is nowadays often replaced by ‘culture’ in the field of 
patient safety research. 
 
Level of aggregation 
Culture  is a  feature of a group of people and not  just  individual attitudes.  In 
hospitals, employees are grouped  in their working units,  like an  intensive care 
unit, emergency department or  laboratory. Therefore, some argue that safety 
culture  is a unit characteristic and not a characteristic of the whole hospital.59 
Huang  et  al.  found  some  evidence  in  their  study:  significant  safety  culture 
variation existed across  intensive care units of a  single hospital.60 Within one 
hospital, there are units with positive and relatively negative safety cultures.  
This  issue  of  the  level  of  aggregation  is  important  because  aggregated 
individual  measures  ‐such  as  from  questionnaires‐  are  often  used  to  say 
something about a full organisation or certain parts of it. Measures have to be 
aggregated  to  organisationally  meaningful  groups,  to  avoid  erroneous 
inference.56 
 
Possible mechanism of safety culture 
How  can patient  safety  culture exert  a beneficial effect on patient  safety? A 
positive safety culture guides the many discretionary behaviours of healthcare 
professionals toward viewing patient safety as one of their highest priorities.61 
It  can  determine,  among  other  things,  how  healthcare  providers  treat  their 
patients, how carefully they follow the protocols and the ease with which one 
can ask a colleague for help.  
Moreover, if there is a safety culture where unintended events can be reported 
without people being blamed,  they have  the opportunity  to  learn  from  their 
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mistakes and  it  is possible  to make  improvements  in order  to prevent  future 
human and system errors, and thus promoting patient safety.1 
 
Need for evidence 
The  intuitive  appeal  that  safety  performance  depends  on  the  safety  culture 
among  staff  is not yet  supported by  firm evidence, neither within healthcare 
nor  in  other  fields where  safety  culture  is  deemed  important  (e.g.  aviation, 
nuclear power industry).62;63 The results of some studies suggest that culture is 
a  relevant  factor  in  healthcare  performance,  but  the  exact  nature  of  the 
relationship between  (safety)  culture  and outcomes  is not  clear.62 The 2008‐
publication of the World Health Organization (WHO), which outlines the future 
direction  of  patient  safety  research  across  the  world,  stated  that  rigorous 
studies  are  required  to  gain  information  on  the  relation  between  (safety) 
culture and healthcare performance.64
 
 
Research questions 
 
The aim of this thesis  is to get  insight  into the causes of unintended events  in 
hospitals and, more  specifically,  the  role of  safety culture  in  the causation of 
unintended events.  In the vocabulary of Reason, we examine what  latent and 
active  failures  contribute  to  the occurrence of unintended  events.  There  are 
four main research questions. The first two are about the causes of unintended 
events and the reliability of a method to analyse causes (PRISMA): 
 
1.  What  are  the  latent  and  active  factors  causing  unintended  events 
(including adverse events)? 
 
2.  What is the inter‐rater reliability of analysing causes with PRISMA? 
 
The  next  two  research  questions  focus  on  patient  safety  culture.  The  third 
research  question  is  about  the  validity  of  a  questionnaire  to  examine  safety 
culture (Hospital Survey on Patient Safety Culture, HSOPS): 
 
3.  What is the validity of the patient safety culture questionnaire? 
a.  What are the psychometric properties of the questionnaire? 
b.  Does the questionnaire measure group culture? 
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While  it  is  not  clear  what  role  safety  culture  plays  in  the  causation  of 
unintended events, we examine this fourth and last research question: 
  
4.  What is relationship between the patient safety culture in a unit and 
the occurrence of causal factors and types of unintended events? 
 
Figure 1.2 displays how  the  research questions  relate  to each other. Studying 
research  questions  1  and  4  will  give  more  insight  into  the  causation  of 
unintended  events  in  hospitals  (grey  boxes  in  Figure  1.2).  Studying  research 
questions 2 and 3 will provide knowledge on the reliability and validity of the 
method to analyse unintended events (PRISMA) and the patient safety culture 
questionnaire (HSOPS), respectively (white boxes in Figure 1.2). This is not only 
important to interpret the results of the studies in this thesis, but also because 
these instruments are widely used in hospitals in the Netherlands and abroad. 
The instruments will be described in the following section. 
 
 
 
Figure 1.2  Relationship between the research questions 
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Methodology 
 
Methods to examine unintended events 
A range of methodologies is available for studying patient safety and the causes 
of unintended events  in hospitals. Michel et al.65 made a comparison of three 
methods:  retrospective  record  review  (data  collected  from  patient  records 
after discharge), prospective methods (data collected during hospital stay, e.g. 
through  staff  reporting  of  unintended  events),  and  cross‐sectional methods 
(data gathered on given day). They concluded that retrospective record review 
is more appropriate  for estimating  rates of adverse events, while prospective 
methods  should  be  preferred  for  describing  causes  and  consequences  of 
adverse events.65 Sari et al. compared event reporting with the record review 
method and concluded that the routine reporting system considerably under‐
reports  the  scale  and  severity  of  patient  safety  events.66  Thomas  et  al.67 
compared  the  relative  strengths  and  weaknesses  of  various  methods,  with 
attention  for the types of errors that could be detected. They stated that the 
strength of event reporting, as well as morbidity and mortality conferences and 
malpractice claims analysis, is in detecting latent errors ‐system defects‐ when 
compared  to  methods  such  as  direct  observation  of  patient  care  and 
prospective  clinical  surveillance  for predefined  adverse events. The  reason  is 
that  it  includes  information from multiple providers who were  involved  in the 
care over different times and locations. This increases the likelihood that latent 
errors may be detected.67 Reporting systems should not be used to determine 
incidence rates, but they are particularly valuable  in  identifying  latent  failures 
that might not otherwise be detected.68 In our study we used two methods. We 
chose to examine the causes of unintended events using event reports as input 
for our analyses, because of  the potential of  this method  to detect  latent as 
well as active  failures.67;68 We also examined the causes of adverse events by 
means  of  patient  record  review,  to  allow  for  the  under‐reporting  of  these 
serious events in voluntary event reporting.66;69  
 
Methods to examine safety culture 
Several  instruments  are  available  to  assess  safety  culture.70‐72  Some  of  the 
instruments adopt a  typological approach,  in which  the assessment  results  in 
one  or  more  ‘types’  of  culture,  while  others  take  a  dimensional  approach, 
describing culture by its position on a number of continuous variables.73 Nieva 
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and  Sorra61  point  out  four  objectives  for  safety  culture measurement:  1)  to 
raise  awareness  and  identify  areas  for  improvement,  2)  to  evaluate  the 
effectiveness of patient safety programs and interventions, 3) to compare units 
within  one  organisation  or  to  examine  differences  across  different 
organisations  and 4)  to provide  regulatory  agencies with evidence of patient 
safety activities.61 
There  are  qualitative  and  quantitative  approaches  to  collect  data  on  safety 
culture. Qualitative data on shared beliefs can be collected from focus groups, 
interviews  and  direct  observation. Quantitative  approaches,  such  as  surveys, 
are useful when aiming to compare groups.64  
One  widely  used  quantitative  instrument  is  the  Hospital  Survey  on  Patient 
Safety  Culture  (HSOPS).74  This  questionnaire was  developed  in  the USA with 
funding of the Agency for Healthcare Research and Quality (AHRQ).75 Previous 
research has shown that the psychometric properties of the HSOPS in the USA 
are good.71;72;74 We  translated  the questionnaire  into Dutch  for application  in 
the  Netherlands  and  named  it  COMPaZ  (Cultuur  Onderzoek  onder 
Medewerkers over de Patiëntveiligheid in Ziekenhuizen). We chose to use this 
questionnaire in our study, because it is a validated instrument and it discerns 
multiple  dimensions  of  patient  safety  culture,  such  as  communication 
openness,  teamwork  within  and  across  hospital  units,  frequency  of  event 
reporting  and  hospital management  support  for  safety.  The  questionnaire  is 
used in more than 30 countries all over the world.76
 
The remainder of this section gives an overview of the data used to answer the 
research questions. A more detailed description of the study  instruments and 
methods will be described in the subsequent chapters of this thesis.  
 
Study design 
Three  studies  have  been  performed  to  answer  our  research  questions:  a 
patient record review study on adverse events, an unintended event reporting 
study and a study on patient safety culture. Table 1.2 presents a summary of all 
data used in this thesis. 
 
Patient record review 
A  retrospective patient  record  review  study was conducted  in 21 hospitals  in 
the  Netherlands  to  examine  adverse  events  that  occurred  during  hospital 
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admissions  in 2004. Trained physicians  reviewed  the medical, nursing  and,  if 
available, outpatient  record of all sampled admissions  that contained  triggers 
(clues) for adverse events. The presence of one or more triggers was judged in 
advance  by  trained  nurses.  For  each  patient  record  two  physician  reviewers 
determined  independently  the  presence,  consequences,  and  degree  of 
preventability of  the adverse events, based on a  standardised procedure and 
review  form.  The  methods  of  determining  adverse  events  were  based  on 
previous adverse event studies  in other countries and have been described by 
Zegers et al.34  
The  physicians  reviewed  7926  patient  records  and  identified  744  adverse 
events. Part of the review procedure, and of specific relevance for the current 
thesis, was an assessment of  the underlying causes and prevention strategies 
of each adverse event, as judged by the physician reviewers. For 736 of the 744 
adverse events there were data on causal factors. 
 
Unintended event reporting and PRISMA 
A study was performed to examine the root causes of unintended events at 28 
hospital  units  in  20  hospitals  in  the  Netherlands.  The  units  were  of  three 
different  types,  representing  the  core of hospital  care:  emergency medicine, 
surgery and internal medicine. 
Healthcare providers were asked to report all unintended events that occurred 
in  their  units  on  a  report  card  or  report  form.  The  study  period was  five  to 
fourteen weeks per unit, depending on the reporting speed. In order to identify 
the  causes  underlying  the  reported  unintended  events,  the  events  were 
analysed with a root cause analysis tool (PRISMA) by one member of a team of 
five  experienced  researchers. Once  or  twice  a week  a  researcher  visited  the 
hospital  unit  to  collect  the written  reports  and  ask  the  healthcare  providers 
questions about the reported events in short interviews. The participating unit 
was the boundary for asking questions; no interviews were held with people in 
other hospital units than the unit under investigation. 
PRISMA,  an  acronym  for  Prevention  and  Recovery  Information  System  for 
Monitoring  and  Analysis,  is  a  tool  to  analyse  the  causes  of  unintended 
events.77‐79 Unintended events are analysed by means of causal factor trees. At 
the  top  of  the  causal  tree  a  short  description  of  the  event  is  placed,  as  the 
starting point  for the analysis. Below the top event, all  involved direct causes 
are mentioned. These direct causes often have their own causes. By continuing 
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to ask “why” for each event or action, beginning with the top event, all relevant 
causes  are  revealed.  In  this way  a  structure  of  causes  arises,  until  the  root 
causes are  identified at the bottom of the tree. The root causes are classified 
with  the  Eindhoven  Classification Model  (ECM).  This  taxonomy  distinguishes 
five  main  categories  of  causes:  technical,  organisational,  human,  patient 
related  and other  factors, which  can be  subdivided  in  20  subcategories.  The 
technical  and  organisational  categories  are  latent  conditions  and  the  human 
categories  are  active  failures,  consistent  with  the  system  approach38;80, 
described above. 
 
Patient safety culture measurement 
Patient safety culture was measured with the Dutch translation of the Hospital 
Survey on Patient Safety Culture  (HSOPS), named COMPaZ. The questionnaire 
consists of 51 items, including background variables. Items are rated on a five‐
point  scale  of  agreement  (strongly  disagree,  disagree,  neither,  agree  and 
strongly  agree)  or  frequency  (never,  rarely,  sometimes,  most  of  the  time, 
always). 
Data on patient safety culture were collected in three different substudies. The 
questionnaire was firstly administered in eight hospitals across the Netherlands 
within  the  Dutch  ‘Better  Faster’  study  in  2005.81  The  questionnaire  was 
completed  by  583  healthcare  providers  in  23  hospital  units.  The  responses 
were  stored  in  the NIVEL‐database of COMPaZ questionnaires. This database 
(set date August 2005) was used to examine the psychometric properties of the 
questionnaire: factor structure, internal consistency en construct validity. 
Secondly,  COMPaZ  was  administered  in  eleven  other  hospitals  across  the 
Netherlands within  the  Dutch  ‘Safety Management  System’  study  in  2006.82 
Together  with  the  ‘Better  Faster’  data,  this  resulted  in  1889  completed 
questionnaires  in  the  NIVEL‐database  from  87  units  in  19  hospitals.  This 
database  (set  date  August  2006)  was  used  to  examine  the  clustering  of 
responses at unit level and hospital level.  
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Table 1.2   Overview of the data used 
  Measure  Source  N 
Dataset 1:  
Adverse events 
(AEs) 
• Causes of AEs 
• Prevention strategies    
of AEs 
• (Review of) patient 
records of hospital 
admissions in 2004 
• 744 AEs in 21 hospitals 
Dataset 2:  
Unintended 
events (UEs) 
• Causes of UEs  
• Types of UEs 
 
 
 
• Reliability of causal trees
• (Causal tree analyses of) 
UEs reported from 
October 2006 until 
February 2008 
• 1885 UEs at 28 units in 
20 hospitals (incl. 522 
UEs at 10 emergency 
departments in 10 
hospitals) 
• Sample of 300 UEs of 
dataset 2 
Dataset 3:  
Patient safety 
culture 
• Patient safety culture 
 
 
 
• Factor structure of 
questionnaire 
 
• Clustering of responses 
at unit and hospital level
• COMPaZ questionnaires 
in UE‐reporting study 
(October 2006 until 
February 2008) 
• NIVEL COMPaZ‐
database, set date 
August 2005) 
• NIVEL COMPaZ‐
database, set date 
August 2006) 
• 542 healthcare providers 
at 28 units in 20 
hospitals 
 
• 583 healthcare providers 
at 23 units in 8 hospitals  
 
• 1889 healthcare 
providers at 87 units in 
19 hospitals 
 
 
Finally, COMPaZ was administered in the hospital units that participated in the 
unintended event reporting study (see above).  In each unit, the patient safety 
culture questionnaire was filled out prior to the start of the reporting study. A 
total of 542 questionnaires were completed. These data were used to examine 
the role of patient safety culture in the causation of unintended events. 
In  all  safety  culture  studies,  the entire unit  received  the questionnaire when 
the  number  of  healthcare  providers was  below  30.  In  large  units,  a  random 
sample of 30 healthcare providers was drawn.  
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Outline of the thesis 
 
The results of the study are presented in Chapter 2 up to and including Chapter 
7. The chapters are written as separate articles and can be read independently 
of each other. As a consequence,  the content of  the chapters shows overlap, 
especially with respect to the descriptions of the methods and instruments.  
The thesis can be divided in two parts. The first part (Chapters 2 to 4) is about 
the causes of unintended events and  the  reliability of  the method  to analyse 
them. The second part (Chapters 5 to 7) focuses on patient safety culture and 
the  validity  of  the  questionnaire  to  examine  safety  culture.  Table  1.3  shows 
which research questions are attended to in which chapter. 
In  Chapter  2  we  describe  the  proportions  of  causal  factors  and  potential 
prevention  strategies of adverse events, as  judged by experienced physicians 
assessing  patient  records.  Chapter  3  is  about  the  nature  and  causes  of  a 
broader group of events (unintended events)  in a relatively risky hospital unit, 
the  emergency  department,  using  PRISMA‐analyses  of  event  reports.  In 
Chapter  4  we  test  the  inter‐rater  reliability  of  framing  causal  trees  and 
classifying  root  causes with  PRISMA  and  the  Eindhoven Classification Model. 
Chapters  5  and  6  are  about  the  validity  of  (the  Dutch  translation  of)  the 
Hospital  Survey  on  Patient  Safety  Culture.  The  factor  structure  of  the Dutch 
questionnaire (COMPaZ) is examined and compared with the original American 
questionnaire  (HSOPS)  in  Chapter  5.  In  Chapter  6,  we  examine  if  the 
questionnaire  really  measures  group  culture  or  mere  individual  attitudes 
regarding  patient  safety.  With  Chapter  7  we  aim  to  give  insight  into  the 
relationship of patient safety culture dimensions and the occurrence of causal 
factors and types of unintended events. Finally, a summary of results of all six 
studies and an overall discussion will be presented in Chapter 8. 
26  Unintended events in hospitals 
Table 1.3  Overview of research questions and chapters in which they are addressed 
Research question  Corresponding 
chapter 
1  What are the latent and active factors causing … 
… adverse events? 
… unintended events? 
 
 
Chapter 2  
Chapter 3 
2  What is the inter‐rater reliability of analysing causes with PRISMA?  Chapter 4  
 
3  What is the validity of the patient safety culture questionnaire? 
a.   What are the psychometric properties of the questionnaire? 
b.   Does the questionnaire measure group culture? 
 
Chapter 5 
Chapter 6 
 
4  What is the relationship between the patient safety culture in a unit  
and the occurrence of causal factors and types of unintended events? 
Chapter 7 
 
Chapter 1  27 
References 
 
1 World Health Organization Alliance for Patient Safety (2004). Forward Programme 
2005. Geneva: World Health Organization. 
2 World Health Organization Alliance  for Patient Safety  (2005). Project  to develop 
the international patient safety event taxonomy: updated review of the literature 
2003‐2005. Geneva: World Health Organization. 
3 World  Health  Organization  Alliance  for  Patient  Safety  (2006).  The  conceptual 
framework  of  an  international  patient  safety  event  classification:  executive 
summary. Geneva: World Health Organization. 
4 Institute of Medicine (IOM) (2000). To err is human: building a safer health system. 
Washington, DC: National Academy Press. 
5 Lilford R, Stirling S, Maillard N  (2006). Citation classics  in patient safety research: 
an invitation to contribute to an online bibliography. Qual Saf Health Care, 15, 311‐
313. 
6 Stelfox  HT,  Palmisani  S,  Scurlock  C,  Orav  EJ,  Bates  DW  (2006).  The  “to  err  is 
human”  report  and  the patient  safety  literature. Qual  Saf Health Care, 15, 174‐
178. 
7 Battles JB (2003). Patient safety: research methods for a new field. Qual Saf Health 
Care, 12, ii1. 
8 Brennan TA, Leape LL, Laird NM, Hebert L, Localio AR, Lawthers AG, Newhouse JP, 
Weiler  PC,  Hiatt  HH  (1991).  Incidence  of  adverse  events  and  negligence  in 
hospitalized  patients.  Results  of  the  Harvard Medical  Practice  Study  I. N  Engl  J 
Med, 324, 370‐376. 
9 Leape  LL,  Brennan  TA,  Laird  N,  Lawthers  AG,  Localio  AR,  Barnes  BA,  Hebert  L, 
Newhouse  JP,  Weiler  PC,  Hiatt  H  (1991).  The  nature  of  adverse  events  in 
hospitalized  patients.  Results  of  the Harvard Medical  Practice  Study  II. N  Engl  J 
Med, 324, 377‐384. 
10 Thomas EJ, Studdert DM, Burstin HR, Orav EJ, Zeena T, Williams EJ, Howard KM, 
Weiler  PC,  Brennan  TA  (2000).  Incidence  and  types  of  adverse  events  and 
negligent care in Utah and Colorado. Med Care, 38, 261‐271. 
28  Unintended events in hospitals 
11 Baker GR  (2004). Commentary. Harvard Medical Practice  Study. Qual  Saf Health 
Care, 13, 151‐152. 
12 Wilson RM, Runciman WB, Gibberd RW, Harrison BT, Newby L, Hamilton JD (1995). 
The quality in Australian health care study. Med J Aust, 163, 458‐471. 
13 Schioler T, Lipczak H, Pedersen BL, Mogensen TS, Bech KB, Stockmarr A, Svenning 
AR,  Frølich  A  (2001).  Incidence  of  adverse  events  in  hospitals.  A  retrospective 
study of medical records (In Danish). Ugeskr Laeger, 163, 5370‐5378. 
14 Vincent C, Neale G, Woloshynowych M (2001). Adverse events in British hospitals: 
preliminary retrospective record review. BMJ, 322, 517‐519. 
15 Davis P, Lay‐Yee R, Briant R, Ali W, Scott A, Schug S (2002). Adverse events in New 
Zealand public hospitals I: occurrence and impact. N Z Med J, 115, U271. 
16 Davis P, Lay‐Yee R, Briant R, Ali W, Scott A, Schug S (2003). Adverse events in New 
Zealand  public  hospitals  II:  preventability  and  clinical  context.  N  Z Med  J,  116, 
U624. 
17 Baker GR, Norton  PG,  Flintoft  V,  Blais  R,  Brown  A,  Cox  J,  Etchells  E, Ghali WA, 
Hébert  P,  Majumdar  SR,  O’Beirne  M,  Palacios‐Derflingher  L,  Reid  RJ,  Sheps  S, 
Tamblyn R  (2004). The Canadian Adverse Events Study:  the  incidence of adverse 
events among hospital patients in Canada. CMAJ, 170, 1678‐1686. 
18 Michel P, Quenon JL, De Sarasqueta AM, Scemama O (2004). Comparison of three 
methods for estimating rates of adverse events and rates of preventable adverse 
events in acute care hospitals. BMJ, 328, 199. 
19 Andres  JMA,  Remon  CA,  Burillo  JV,  Lopez  PR  (2006).  National  study  on 
hospitalisation‐related  adverse  events.  ENEAS  2005. Madrid: Ministry  of  health 
and consumer affairs. 
20 Vries EN de, Ramrattan MA, Smorenburg SM, Gouma DJ, Boermeester MA (2008). 
The incidence and nature of in/hospital adverse events: a systematic review. Qual 
Saf Health Care, 17, 216‐223. 
21 National Patient Safety Foundation (NPSF) [http://www.npsf.org]. 
22 National Patient Safety Agency (NPSA) [http://www.npsa.nhs.uk]. 
23 Australian Patient Safety Foundation (APSF) [http://www.apsf.net.au]. 
Chapter 1  29 
24 Canadian Patient Safety Institute [http://www.patientsafetyinstitute.ca]. 
25 Working  Group  on  Patient  Safety  (2003).  Patient  Safety:  Rapid  Assessment 
Methods  for  Estimating  Hazards.  Report  of  the WHO Working  Group Meeting. 
Geneva: World Health Organization. 
26 Dückers MLA, Wagner C, Groenewegen PP (2008). Evaluating the implementation 
and  effects  of  a multilevel  quality  collaborative  in  hospital  care  (p.105‐126).  In: 
Øvretveit  J,  Sousa  PJ.  Quality  and  safety  improvement  research:  methods  and 
research practice  from  the  international quality  improvement  research network. 
Lisbon: ENSP UNL MMC Karolinska Institute.  
27 Shell Nederland (2004). Hier werk je veilig, of je werkt hier niet. Sneller Better: de 
veiligheid  in  de  zorg  (Work  safe  here  or  do  not work  here  at  all.  Better  faster: 
safety in healthcare). Den Haag: Shell Nederland. 
28 Raad  voor  Gezondheidsonderzoek  (2005).  Advies  Onderzoek  Patiëntveiligheid 
(Patient Safety Research Advice). Publicatie 48. Den Haag: RGO. 
29 Platform Patiëntveiligheid [http://www.platformpatientveiligheid.nl]. 
30 Wagner  C,  van  der  Wal  G  (2005).  Onderzoeksprogramma  Patiëntveiligheid  in 
Nederland  (Research  Program  Patient  Safety  in  the  Netherlands).  Amsterdam, 
Utrecht: EMGO Institute, NIVEL. 
31 De Bruijne MC, Zegers M, Hoonhout LHF, Wagner C (2007). Onbedoelde schade in 
Nederlandse  ziekenhuizen  (Adverse  Events  in  Dutch  Hospitals).  Amsterdam, 
Utrecht: EMGO Institute, NIVEL. 
32 Zegers M, De Bruijne MC, Wagner C, Hoonhout LHF, Waaijman R, Smits M, Hout 
FAG, Zwaan L, Christiaans‐Dingelhoff  I, Timmermans DRM, Groenewegen PP, Wal 
G  van  der  (2009).  Adverse  events  and  potentially  preventable  deaths  in  Dutch 
hospitals:  results of a  retrospective patient  record  review study. Qual Saf Health 
Care, 18, 297‐302. 
33 World  Alliance  for  Patient  Safety  (2008).  Summary  of  the  evidence  on  patient 
safety:  implications  for  research.  The  research  priority  setting working  group  of 
the World Alliance for Patient safety. Geneva: World Health Organization. 
34 Zegers M, Bruijne MC de, Wagner C, Groenewegen PP, Waaijman R, Wal G van der 
(2007).  Design  of  a  retrospective  patient  record  study  on  the  occurrence  of 
adverse events among patients in Dutch hospitals. BMC Health Serv Res, 7, 27. 
30  Unintended events in hospitals 
35 Kaplan HS, Rabin Fastman B (2003). Organization of event reporting data for sense 
making and system improvement. Qual Saf Health Care, 12, ii68‐ii72.  
36 Battles JB, Lilford RJ (2003). Organizing patient safety research to identify risks and 
hazards. Qual Saf Health Care, 12, ii2‐ii7. 
37 Schaaf TW van der  (1992). Near miss  reporting  in  the chemical process  industry. 
Dissertation. Eindhoven: Eindhoven University of Technology. 
38 Reason JT (1990). Human error. Cambridge: Cambridge University Press. 
39 Bhasale  AL,  Miller  GC,  Reid  SE,  Britt  HC  (1998).  Analysing  potential  harm  in 
Australian general practice: an incident‐monitoring study. MJA, 169, 73‐76. 
40 Reason  J  (2008). Organizational  determinants  and  latent  failures  (p.  49‐51).  In: 
World Health Organization Alliance  for Patient Safety. Summary of  the evidence 
on patient safety: Implications for research. Geneva: World Health Organization. 
41 Reason  JT  (2001). Understanding adverse events:  the human  factor  (p. 9‐30).  In: 
Vincent  C.  Clinical  Risk  Management:  Enhancing  patient  safety.  London:  BMJ 
Books. 
42 Vincent  C,  Taylor‐Adams,  Stanhope N  (1998).  Framework  for  analysing  risk  and 
safety in clinical medicine. BMJ, 316, 1154‐1157. 
43 Nolan TW (2000). System changes to improve patient safety. BMJ, 320: 771‐773. 
44 Woloshynowych M, Davis R, Brown R, Wears R, Vincent C (2006). Enhancing safety 
in accident and emergency care. London: Imperial College. 
45 Reason  J  (2005).  Safety  in  the  operating  theatre  –  Part  2:  Human  error  and 
organizational failure. Qual Saf Health Care, 14, 56‐61. 
46 Kanse L, Schaaf TW van der, Vrijland ND, Mierlo H van (2006). Error recovery in a 
hospital pharmacy. Ergonomics, 49, 503‐516. 
47 Wright L, Schaaf TW van der (2004). Accident versus near miss causation: a critical 
review  of  the  literature,  an  empirical  test  in  the UK  railway  domain,  and  their 
implications for other sectors. Journal of Hazardous Materials, 111, 105‐110. 
Chapter 1  31 
48 Vincent C, Taylor‐Adams  S, Chapman EJ, Hewett D, Prior  S,  Strange P, Tizzard A 
(2000).  How  to  investigate  and  analyse  clinical  incidents:  Clinical  risk  unit  and 
adssociation of litigation and risk management protocol. BMJ, 320, 777‐781. 
49 Vincent  C,  Taylor‐Adams  S  (2001).  The  investigation  and  analysis  of  clinical 
incidents (p. 439‐460). In: Vincent C. Clinical Risk Management: Enhancing patient 
safety. London: BMJ Books. 
50 Vincent CA, Taylor‐Adams S, Chapman EJ, Hewett D, Prior S, Strange P, Tizzard A 
(1999). A protocol for the  investigation and analysis of clinical  incidents. London: 
University College London / Association of Litigation and Risk Management. 
51 Taylor‐Adams  S,  Vincent  CA  (2004).  Systems  analysis  of  clinical  incidents:  The 
London Protocol. London: Imperial College London. 
52 Pronovost  P,  Sexton  B  (2005).  Assessing  safety  culture:  guidelines  and 
recommendations. Qual Saf Health Care, 14, 231‐233. 
53 Schein E (1985). Organizational Culture and Leadership. San Francisco: Jossey‐Bass. 
54 Confederation  of  British  Industry  (CBI)  (1990).  Developing  a  safety  culture  – 
Business for safety. London: CBI. 
55 Health  and  Safety Commission  (HSC)  (1993). Organizing  for  safety:  Third  report. 
ACSNI study group on human factors. Sudbury: HSE Books. 
56 Guldenmund  FW  (2000).  The  nature  of  safety  culture:  a  review  of  theory  and 
research. Safety Science, 34, 215‐257. 
57 Cooper MD (2000). Towards a model of safety culture. Safety Science, 36, 111‐136. 
58 Cox S, Flin R (1998). Safety culture: philosopher’s stone or man of straw? Work & 
Stress 12, 189‐201. 
59 Gaba DM, Singer SJ, Rosen AK (2007). Safety culture: is the “unit” the right “unit of 
analysis”? Crit Care Med, 35, 314‐316. 
60 Huang DT, Clermont G, Sexton  JB, Karlo CA, Miller RG, Weissfeld LA, Rowan KM, 
Angus DC (2007). Perceptions of safety culture vary across the intensive care units 
of a single institution. Crit Care Med, 35, 165‐176. 
32  Unintended events in hospitals 
61 Nieva VF, Sorra  J  (2003). Safety culture assessment: a  tool  for  improving patient 
safety in healthcare organizations. Qual Saf Health Care, 12, ii17‐ii23. 
62 Scott  T,  Mannion  R,  Marshall M,  Davies  H  (2003).  Does  organisational  culture 
influence health  care performance? A  review of  the evidence.  J Health Serv Res 
Policy, 8, 105‐117. 
63 Davies HTO, Nutley SM, Mannion R. (2000). Organisational culture and quality of 
health care. Quality in Health Care, 9, 111‐119. 
64 Kitch BT  (2008). Safety culture  (p. 54‐56).  In: World Health Organization Alliance 
for  Patient  Safety.  Summary  of  the  evidence  on  patient  safety:  Implications  for 
research. Geneva: World Health Organization. 
65 Michel P, Quenon JL, Sarasqueta AM de, Scemama O (2004). Comparison of three 
methods for estimating rates of adverse events and rates of preventable adverse 
events in acute care hospitals. BMJ, 328, 199. 
66 Sari ABA, Sheldon TA, Cracknell A, Turnbull A (2007). Sensitivity of routine systems 
for reporting patient safety incidents in an NHS hospital: retrospective patient case 
note review. BMJ, 334, 79. 
67 Thomas EJ, Petersen  LLA  (2003). Measuring errors and adverse events  in health 
care. J Gen Intern Med, 18, 61‐67. 
68 Helmreich RL (2000). On error management: lessons from aviation. BMJ, 320, 781‐
785. 
69 Cullen  DJ,  Bates  DW,  Small  SD,  Cooper  JB, Nemeskal  AR,  Leape  LL  (1995).  The 
incident  reporting system does not detect adverse events: a problem  for quality 
improvement. Jt Comm J Qual Improv, 21, 541‐548. 
70 Scott T, Mannion R, Davies H, Marshall M  (2003). The quantitative measurement 
of  organizational  culture  in  health  care:  A  review  of  the  available  instruments. 
Health Serv Res, 38, 923‐945. 
71 Colla  JB,  Bracken  AC,  Kinney  LM, Weeks WB  (2005).  Measuring  patient  safety 
climate: a review of surveys. Qual Saf Health Care, 14, 364‐366. 
72 Flin R, Burns C, Mearns K, Yule S, Robertson EM (2006). Measuring safety climate 
in health care. Qual Saf Health Care, 15, 109‐115. 
Chapter 1  33 
73 Fletcher B,  Jones  F  (1992). Measuring  organizational  culture:  The  cultural  audit. 
Managerial Auditing Journal, 7, 30‐36. 
74 Sorra JS, Nieva VF (2004). Hospital Survey on Patient Safety Culture. Rockville, MD: 
Agency for Healthcare Research and Quality. 
75 Agency for Healthcare Research and Quality 
[http://www.ahrq.gov/qual/hospculture]. 
76 Agency  for  Healthcare  Research  and  Quality  (2009).  Surveys  on  Patient  Safety 
Culture (SOPS) User Network, 1, 1‐6. 
77 Vuuren  W  van,  Shea  CE,  Schaaf  TW  van  der  (1997).  The  development  of  an 
incident  analysis  tool  for  the medical  field.  Dissertation.  Eindhoven:  Eindhoven 
University of Technology. 
78 Schaaf TW van der, Habraken MMP. PRISMA‐Medical: a brief description  (2005). 
Eindhoven:  Eindhoven  University  of  Technology,  Faculty  of  Technology 
Management, Patient Safety Systems. 
79 Schaaf TW van der. PRISMA Incidenten Analyse (PRISMA Incident Analysis) (2005). 
Kwaliteit in beeld, 5, 2‐4. 
80 Reason  JT. Managing  the  risk  of  organisational  accidents  (1997). Aldershot, UK: 
Ashgate. 
81 Sneller Beter (Better Faster) [http://www.snellerbeter.nl]. 
82 Veiligheid Management Systeem (Safety Management System) 
[http://www.vmszorg.nl]. 
 
 
 
34  Unintended events in hospitals 
 
 
 
 
 
   
 
Chapter 2 
 
 
 
 
 
 
 
Exploring the causes of adverse events 
in hospitals and potential prevention 
strategies 
 
 
 
 
 
 
 
 
 
 
 
This chapter was accepted for publication as: 
M Smits, M Zegers, PP Groenewegen, DRM Timmermans,  L Zwaan, G van der Wal, C 
Wagner. Exploring  the causes of adverse events  in hospitals and potential prevention 
strategies. Quality and Safety in Health Care, in press. 
 
Chapter 2  35 
Abstract 
 
Objectives  
To  examine  the  causes  of  adverse  events  (AEs)  and  potential  prevention 
strategies to minimise the occurrence of AEs in hospitalised patients. 
 
Methods  
For  the  744  AEs  identified  in  the  patient  record  review  study  in  21  Dutch 
hospitals,  trained  reviewers  were  asked  to  select  all  causal  factors  that 
contributed  to  the  AE.  The  results  were  analysed  together  with  data  on 
preventability  and  consequences  of  AEs.  In  addition,  the  reviewers  selected 
one or more prevention strategies for each preventable AE. The recommended 
prevention  strategies  were  analysed  together  with  four  general  causal 
categories: technical, human, organisational and patient related factors. 
 
Results 
Human causes were predominantly involved in the causation of AEs (in 61% of 
the  AEs),  61%  of  those  being  preventable  and  13%  leading  to  permanent 
disability.  In  39%  of  the  AEs  patient  related  factors  were  involved,  in  14% 
organisational  factors  and  in  4%  technical  factors.  Organisational  causes 
contributed  relatively  often  to  preventable  AEs  (93%)  and  AEs  resulting  in 
permanent  disability  (20%).  Recommended  strategies  to  prevent  AEs  were 
quality  assurance/peer  review,  evaluation  of  safety  behaviour,  training  and 
procedures.  For  the  AEs  with  human  and  patient  related  causes,  reviewers 
predominantly  recommended  quality  assurance/peer  review.  AEs  caused  by 
organisational factors were considered preventable by improving procedures. 
 
Discussion 
Healthcare interventions directed at human causes are recommended, because 
these  play  a  large  role  in  AE  causation.  In  addition,  it  seems worthwhile  to 
direct  interventions on organisational causes, because the AEs they cause are 
nearly  always  believed  to  be  preventable.  Organisational  factors  are  thus 
relatively easy  to  tackle. Future  research designs  should allow  researchers  to 
interview healthcare providers that were involved in the event, as an additional 
source of information on contributing factors. 
 
36  Unintended events in hospitals 
Introduction 
 
Several studies  in various countries have shown  that a substantial number of 
patients  suffer  from  adverse  events  (AEs)  in  hospitals.1‐9  These  studies  have 
reported  AE  incidence  rates  ranging  from  2.9%  to  16.6%  of  all  hospital 
admissions. 25% to 50% of the AEs were considered preventable and  in 5% to 
13%  of  the  AEs  the  patient  died.  The  studies  on  the  incidence  of  AEs  have 
enlarged  the  sense of urgency  to  take effective  countermeasures  in order  to 
increase patient  safety  in hospitals. Reduction of AEs can only be achieved  if 
these interventions tackle the dominant underlying causes. In order to explore 
the causes of AEs and to gain more insight into potential prevention strategies, 
we  carried  out  additional  analyses  of  data  that were  gathered  in  the Dutch 
patient record review study.9,10
In  accordance with  the  theoretical  framework  of  Reason11,  the  focus  of  our 
study was  not  just  on  active  human  behavioural  failures,  but  also  on  latent 
factors present within the system (organisational and technical factors) before 
an  accident  sequence  involving  human  behaviour  actually  begins.  In  other 
words, healthcare providers’ behaviour was not  the single point of attention; 
the conditions under which they work were considered  important as well,  for 
example the design of equipment that healthcare providers have to work with 
or the number of staff installed by hospital management. 
When  planning  quality  and  patient  safety  interventions  in  hospitals, 
information about prevention strategies that tackle the causal factors  in order 
to  prevent  future  AEs,  is  valuable.  Perhaps  the most  effective  strategies  to 
reduce  AEs  are  improving  technology,  optimising  procedures  or  training 
programmes  for  healthcare  providers.  Therefore,  the  reviewers  in  our  study 
assessed  potential  prevention  strategies  next  to  the  causes  of  the  AEs.  This 
information can be an aid for policy makers in healthcare. 
The objectives of our study were to gain more insight into (a) the causes of AEs 
(b)  the  relationship  between  the  causes  of  AEs  and  the  preventability  and 
health consequences of the AEs, (c) potential prevention strategies to prevent 
AEs  and  (d)  the  relevance  of  the  prevention  strategies  for  each main  causal 
factor type. 
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Methods 
 
Study design and setting 
A retrospective patient record review study was conducted to examine AEs  in 
Dutch hospitals with a stratified random sample of 21 hospitals: 4 university, 6 
tertiary  teaching  and  11  general  hospitals.  From  each  hospital,  a  stratified 
random sample was selected of 200 admissions of patients discharged from the 
hospital  in 2004  (>24 hours stay) and 200  (or  less  if the total of patients who 
died  in  2004 was  lower)  admissions  of  patients  deceased  in  the  hospital  in 
2004, excluding admissions of psychiatry, obstetrics and children <1 year old. 
Admissions of deceased patients and patients admitted to university hospitals 
were over‐sampled. The methods of determining AEs were based on previous 
AE studies in other countries and have been described in detail elsewhere.10
 
Structured review of patient records 
Between August 2005 and October 2006, 55  trained physicians  reviewed  the 
medical, nursing and,  if available, outpatient record of all sampled admissions 
that contained triggers (clues) for AEs, for example an unplanned readmission, 
unplanned return to the operating room or unexpected death.. The presence of 
one or more of  the 18 predefined  triggers was  judged  in advance by  trained 
nurses.  For  each  patient  record  two  physician  reviewers  determined 
independently the presence, consequences, and degree of preventability of the 
AEs, based on a standardised procedure and review form. An AE was defined as 
an  unintended  injury  among  hospitalised  patients  that  results  in  disability, 
death or prolonged hospital stay, and was caused by healthcare management. 
Preventable  refers  to  care  that  fell  below  the  current  level  of  expected 
performance for practitioners or systems. Disability was defined as temporary 
or  permanent  impairment  of  physical  or mental  function  attributable  to  the 
adverse  event  (including  prolonged  or  strengthened  treatment,  readmission 
and death).10
In total, 7926 patient records were reviewed. The reviewers identified 744 AEs. 
When generalised  to all hospital admissions,  the AE  incidence  rate was 5.7% 
(corrected for overrepresentation of patients admitted to a university hospital 
and patients who died  in hospital). Forty percent of  the AEs were considered 
preventable  and  12.8%  resulted  in  permanent  disability  (including  death). 
Detailed results of this study are reported in a previous publication.9 
38  Unintended events in hospitals 
Part of the review procedure was an assessment of the underlying causes and 
prevention  strategies  of  each  AE  as  judged  by  the  physician  reviewers.  The 
review  form  presented  five  main  causal  factor  categories  to  choose  from: 
technical,  human,  organisational,  patient  related  and  other.  For  each  AE, 
reviewers  selected  one  or more  of  these main  causal  factors  based  on  the 
information in the medical record and their perception of the situation. Having 
opted  technical, organisational and/or human causes,  reviewers  selected one 
or  more  subcategories  of  causal  factors  within  these  main  categories.  The 
causal  factor  categories  were  derived  from  a  recognised  taxonomy  of  root 
causes:  the Eindhoven Classification Model  (ECM) of PRISMA‐medical,  a  root 
cause  analysis  tool.12;13  The  taxonomy  includes  concepts  of  the  theoretical 
frameworks  of  Reason11  and  Rasmussen14.  Reason’s  system‐approach  to 
accident  causation  can  be  seen  in  the  recognition  of  latent  factors 
(organisational  and  technical)  next  to  active  failures  (human).  The  human 
categories  of  the  ECM  fit  in  The  Skill‐Rules‐Knowledge  framework  (SRK‐
framework) of Rasmussen (see Box 2.1).  
 
Box 2.1     Skill‐, Rules‐ and Knowledge‐based behaviour 
To  understand  the mechanisms  behind  human  error,  Rasmussen  developed  the  Skill‐Rules‐
Knowledge  framework  (SRK‐framework),  with  the  notion  that  human  behaviour  can  be 
controlled at different levels of conscious control, dependent on the degree of familiarity with 
the task and the environment. At the skill‐based level, behaviour is regulated by the lowest level 
of conscious involvement and is characteristic of highly routinised and automated activities. The 
individual is seldom able to verbalise how performance of the behaviour is controlled or explain 
the  information  on  which  the  performance  is  based.  Rule‐based  behaviour  requires  some 
degree of conscious  involvement; at  this  level behaviour  is controlled by stored  rules derived 
from experience or other’s know‐how. At this  level, performance  is typically based on specific 
ability and the rules  for performance can be verbalised. At the knowledge‐based  level, stored 
rules do no longer apply and a novel situation is presented for which a plan must be developed 
to solve a problem. Here, the individual uses conceptual reasoning or trial‐and‐error.  
 
Reason  used  the  SRK‐framework  for  his  Model  of  Unsafe  Acts,  in  which 
‘violation’ is added to the basic error types of the SRK‐framework.11 Violations 
are deliberate deviations  from  rules or procedures. The ECM does not  cover 
the concept of violations. We have added violations to the taxonomy to cover 
all concepts of  the Model of Unsafe Acts.  In Table 2.1  the main causal  factor 
categories and subcategories are listed and explained.  
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Table 2.1  Explanation of causal factor categories 
Main category  Subcategory  Code  Description 
Latent conditions 
Technical  External  T‐ex  Technical failures beyond the control and 
responsibility of the investigating organisation. 
  Design  TD  Failures due to poor design of equipment, 
software, labels or forms. 
  Construction  TC  Correct design, which was not constructed 
properly or was set up incorrectly. 
  Materials  TM  Material defects. 
External  O‐ex  Failures at an organisational level beyond the 
control and responsibility of the investigating 
organisation. 
Transfer of 
knowledge 
OK  Failures resulting from inadequate measures 
taken to ensure that situational or domain‐
specific knowledge or information is 
transferred to all new or inexperienced staff. 
Protocols  OP  Failures relating to the quality and availability 
of the protocols within the department (too 
complicated, inaccurate, unrealistic, absent, 
or poorly presented). 
Management 
priorities 
OM  Internal management decisions in which 
safety is relegated to an inferior position when 
faced with conflicting demands or objectives. 
This is a conflict between production needs 
and safety. Example: decisions that are made 
about staffing levels. 
Organisational 
Culture  OC  Failures resulting from a collective approach 
and its attendant modes of behaviour to risks 
in the investigating organisation. 
Active errors 
Human    External  H‐ex  Human failures originating beyond the control 
and responsibility of the investigating 
organisation.  
    Violations  V  Failures by deliberate deviations from rules or 
procedures. 
  Knowledge‐
based 
behaviour 
Knowledge‐
based  
behaviour 
HKK  The inability of an individual to apply his/her 
existing knowledge to a novel situation. 
        ‐ Table 2.1  continues ‐
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‐ Table 2.1  continued ‐       
Main category  Subcategory  Code  Description 
Human  Rule‐based 
behaviour 
Qualifications  HRQ  An incorrect fit between an individuals training
or education and a particular task. 
    Coordination  HRC  A lack of task coordination within a healthcare 
team in an organisation. Example: an essential 
task not being performed because everyone 
thought someone else had completed it. 
    Verification  HRV  The correct and complete assessment of a 
situation including related conditions of the 
patient and materials to be used before 
starting the intervention. 
    Intervention  HRI  Failures that result from faulty task planning 
and execution. Example: washing red cells by 
the same protocol as platelets. 
    Monitoring  HRM  Monitoring a process or patient status. 
Example: a trained technologist operating an 
automated instrument and not realising that a 
pipette that dispenses reagents is clogged. 
  Slips  HSS  Failures in performance of highly developed 
skills. Example: a computer entry error.  
 
Skill‐based 
behaviour 
Tripping  HST  Failures in whole body movements. These 
errors are often referred to as “slipping, 
tripping, or falling”. Examples: a blood bag 
slipping out of one’s hands and breaking or 
tripping over a loose tile on the floor. 
Other factors 
Patient related  Patient related 
factor 
PRF  Failures related to patient characteristics or 
conditions, which are beyond the control of 
staff and influence treatment. For example: 
communicative skills, treatment compliance. 
Other  Other  X  Failures that cannot be classified in any other 
category, e.g. complication, abstain policy, 
rare disease. 
Descriptions (except for ‘violations’) are derived from Van Vuuren et al.12 and Van der Schaaf & 
Habraken.13
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Beside  the  causal  factor  categories,  the  review  form  distinguished  ten 
prevention strategies (Table 2.2). The categories were based on PRISMA13 and 
the Canadian patient  record  review  study.7 For each AE,  the  reviewers  could 
select one or more prevention strategies that they judged relevant for the AE. 
 
Table 2.2   Explanation of prevention strategy categories 
Prevention strategies  Description 
Technology/ equipment  Redesigning of hardware, software or interface parts of the man‐
machine system 
Procedures  Completing or improving formal and informal procedures 
Information & 
communication 
Completing or improving available sources of information and 
communication structures 
Training  Improving (re)training programmes for skills needed 
Motivation  Increasing the level of voluntary obedience to generally accepted rules 
by applying principles of positive behaviour modification 
Up‐scaling  Handling the problem at a higher organisational level, e.g. hospital 
department or hospital management level 
Evaluation  Evaluating the current way of behaving regarding safety 
Quality assurance/ Peer 
review 
Continuously monitoring of data quality based on pre‐specified 
standards and assessment of a health professional’s performance by 
one or more individuals in the same field 
Financial investment  Financial investments in required areas, e.g. increasing the availability 
of facilities and equipment 
Personnel  Increasing the number of personnel 
Descriptions of first six prevention strategies are derived from Van der Schaaf & Habraken.13
 
There were two reviewers per AE. Both reviewers could select more than one 
cause and more than one prevention strategy per AE. We reported all causes 
and  prevention  strategies  that  were  selected  by  this  panel  of  two 
physicians irrespective  of  whether  one  or  both  reviewers  selected  the 
particular cause or prevention strategy. We wanted to  find a broad variety of 
indications to  improve patient safety  in our exploratory study and we did not 
intend  the  reviewers  to  reach  a  shared  conclusion.  As  there  is  a  lot  of 
information  in patient  records,  the  likelihood of missing a causal  factor  (false 
negative)  will  be  larger  than  the  likelihood  that  a  causal  factor  is  selected 
mistakenly when  in  reality  it  does  not  exist  (false  positive).  Thus,  reviewers 
were considered complementary to each other.  
When both  reviewers  selected  the  same  causal  factor or prevention  strategy 
for an AE, these were counted only once in the analyses. 
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Statistical analysis 
Causes  of  AEs  and  prevention  strategies  were  analysed  using  descriptive 
statistics  and  frequency  tables.  Frequencies  were  calculated  using  weights 
which  corrected  for  overrepresentation  of  patients  admitted  to  a  university 
hospital  and  for  overrepresentation  of  patients  who  died  in  hospital.  The 
sampling weight was  the  inverse  of  the  probability  of  being  included  in  the 
sample owing to the sampling design.9
For 8 of the 744 AEs, neither of the reviewers filled out any of the items in the 
review  form about causal  factors. Consequently,  results on causal  factors will 
be presented for 736 AEs. For the prevention strategies, results of the 315 AEs 
that  were  considered  preventable  will  be  presented.  All  statistical  analyses 
were performed using SPSS 14.0. 
 
 
Results 
 
Causes of AEs (objective a and b) 
The 736 AEs were associated with 1017 main causal factors, as reviewers could 
select  more  than  one  category  per  AE.  Figure  1  presents  the  weighted 
percentages  of  the  five  main  causal  factor  categories.  Human  causes  were 
predominantly involved in AE causation (in 61% of the AEs). In 39% of the AEs, 
patient related factors were involved. In 14% of the AEs, organisational factors 
contributed to the AE, in 4% technical factors and in 19% other factors. 
Organisational  factors  had  a  relatively  high  proportion  of  AEs  which  were 
preventable  (out  of  all  AEs with  an  organisational  cause  involved,  93% was 
considered  preventable),  followed  by  human  causes  (61%  of  all  AEs  with 
human causes). Organisational  factors also had a relatively high proportion of 
AEs  which  led  to  permanent  disability  (20%).  Technical  factors  had  low 
proportions of preventable AEs (22%) and AEs resulting in permanent disability 
(5%)  (Figure  2.1).  In  the  subgroup  of  AEs  that were  preventable  and  led  to 
permanent disability, the distribution of causal factors shows that in these AEs 
there  were  nearly  always  human  causes  involved  (94%),  frequently 
organisational  (36%)  and  patient  related  causes  (33%)  and  rarely  technical 
causes (1%) (Figure 2.2). 
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Figure 2.1   Distribution of main causes: proportions of preventable AEs (top graph) and  
  AEs leading to permanent disability (including death) (bottom graph) 
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Notes: Percentages are weighted for over‐sampling of deceased patients and patients admitted to 
a university hospital (N: actual numbers of causes, not weighted). 
Reviewers  could  select  more  than  one  causal  factor  per  AE.  Preventability  is  related  to  the 
preventability of the AE, not to the preventability of each cause underlying the AE. 
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Figure 2.2   Distribution of main causes of preventable AEs that led to permanent 
  disability (including death) 
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Reviewers  could  select  more  than  one  causal  factor  per  AE.  Preventability  is  related  to  the 
preventability of the AE, not to the preventability of each cause underlying the AE. 
 
For  the  technical, organisational and human  categories, one or more  specific 
subcategories  of  causes were  selected  as well.  The  results  are  presented  in 
Table  2.3  (see  also Appendix  for  examples). Material  defects were  the most 
common  technical  factors  (34% of all AEs with  technical  causes). Contrary  to 
the  other  technical  factors,  material  defects  were  all  associated  with 
preventable AEs.  
Transfer  of  knowledge  was  the  most  frequent  organisational  factor 
contributing to AEs (50% of all AEs with organisational causes). Failures relating 
to  the  quality  and  availability  of  protocols  were  related  to  the  highest 
proportion of AEs with permanent disability (33%). 
Human  causes  were  predominantly  knowledge  based  (46%  of  all  AEs  with 
human  causes)  and/or  related  to  rule‐based  failures  regarding  monitoring 
(27%),  intervention  (26%)  and/or  verification  (21%).  These  causal  factors,  as 
well as violations, were associated with  large proportions of preventable AEs 
(74% to 89%).  
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Table 2.3    Causes of AEs (subcategories): proportions with preventable AEs and AEs 
  leading to permanent disability (including death)  
Causes of AEs  Frequency   Percentage 
(column % 
within each 
main 
category) 
  Preventable 
AEs              
(row %) 
AEs with 
permanent 
disability     
(row %) 
Technical  External  2   24    0  0 
  Design  0  0    0  0 
  Construction  2   21    0  0 
  Materials   10   34    100  0 
  Other  3   22    0  0 
Organisational  External  6  5    100  0 
  Transfer of 
knowledge 
46  50    93  24 
  Protocols  32   22    92  33 
  Management 
priorities 
7   17    100  0 
  Culture  30  28    100  13 
  Other  4  4    100  0 
Human    External  5  2    50  0 
    Violation   126   29    81  17 
  Knowledge‐ 
based 
Knowledge   241  46    77  21 
  Rule‐ based  Qualifications  32   5    69  14 
    Coordination  48  10    89  19 
    Verification  105  21    83  18 
    Intervention  84  26    74  19 
    Monitoring  96   27    83  17 
  Skill‐ based  Slips  22  11    37  0 
    Tripping  5  3    75  0 
    Other  45  14    40  5 
Reviewers  could  select  more  than  one  causal  factor  per  AE.  Preventability  is  related  to  the 
preventability of the AE, not to the preventability of each cause underlying the AE. 
Percentages are weighted  for oversampling of deceased patients and of patients admitted  to a 
university hospital.  
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Potential prevention strategies (objective c and d) 
For all preventable AEs (N = 315), reviewers selected 871 prevention strategies 
(Table  2.4). Quality  assurance/peer  review was  the most  frequently  selected 
strategy  (65%),  followed  by  evaluation  (53%)  training  (50%)  and  procedures 
(40%).  Financial  investments,  up‐scaling  of  the  problem  to  a  higher 
organisational  level and  increasing  the number of personnel were  least often 
considered as relevant methods to prevent AEs (2 to 3%).  
For  the AEs with human and patient  related causes,  reviewers predominantly 
recommended quality assurance/peer review (68% and 78% respectively). AEs 
caused  by  organisational  factors were  considered  preventable  by  improving 
procedures (67%).  
 
Table 2.4  Recommended strategies for preventing AEs in relation to causes of AEs 
Frequency 
 
Percentage
 
Human* 
(column %)
Organi‐
sational* 
(column %)
Patient 
related* 
(column %)
Other* 
(column %) 
Prevention 
strategies 
N = 315  N = 315  N = 292  N = 92  N = 100  N = 21 
Quality ass./     
peer review 
199   65  68  54  78  67 
Evaluation  187   53  55  57  56  85 
Training   136  50  53  36  48  31 
Procedures   138   40  37  67  53  39 
Motivation  74  28  28  46  37  15 
Information & 
communication 
83   25  24  46  40  15 
Technology/ 
equipment  
13  7  8  3  3  0 
Personnel   9   3  3  3  2  0 
Up‐scaling  6  2  2  3  3  0 
Financial 
investment 
5   2  1  3  3  0 
Other  21  4  4  5  2  0 
Reviewers could select more than one prevention strategy per AE.  
Percentages were weighted for oversampling of deceased patients and of patients admitted to a 
university hospital.  
*Within  subgroups  of  AEs  that  have  human,  organisational,  patient  related  or  other  causes, 
respectively.  The  number  of  preventable  AEs with  technical  causes was  too  small  to  calculate 
percentages for the prevention strategy categories.  
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Discussion 
 
General findings 
The study provides an  initial overview of causes of AEs and required remedial 
action. The causes  identified by  the  reviewers were predominantly  related  to 
human errors, especially knowledge based and rule based errors, for example 
incorrect  reasoning  by  a  healthcare  provider  or  not  verifying  if  all  necessary 
instruments  were  present  before  the  start  of  a  procedure.  AEs  with 
organisational factors involved, were relatively often preventable and resulted 
relatively often  in permanent disability, particularly AEs caused by  inadequate 
or unavailable protocols. Overall, technical factors (for example an inadequate 
construction of equipment) contributed relatively less often to preventable AEs 
and AEs resulting in permanent disability. However, the technical factors within 
the subgroup Material defects all contributed to preventable AEs. 
The  most  frequently  recommended  strategies  to  prevent  AEs  were  quality 
assurance/peer  review,  evaluation  of  safety  behaviour,  training  and 
improvement of procedures. For AEs with human and patient  related causes, 
reviewers  indicated  these  could  be  prevented  by  quality  assurance/peer 
review.  For  AEs  caused  by  organisational  factors,  reviewers  predominantly 
recommended completing or improving procedures. 
To sum up, active failures played a large role in AE causation, but the reviewers 
also  identified  latent  factors  that  were  present  in  the  system  and  that 
contributed  to  AEs.  To  tackle  active  human  causes,  that  occurred  most 
frequently,  quality  assurance/peer  review  was  recommended.  To  deal  with 
latent organisational factors, that underlie AEs which were believed to be most 
preventable  and  were  associated  with  the  most  severe  consequences, 
improving procedures was recommended.  
 
Comparison with previous record review studies 
Up to now, two retrospective patient record review studies have assessed the 
causes  of  the  AEs15;16  and  two  have  examined  possible  prevention 
strategies.15;17  It  is quite difficult to compare our results with these and other 
studies  on  the  causes  and  prevention  strategies  of  AEs,  because  the 
classifications  used  vary  to  a  large  extent  and  most  studies  examined  the 
causes  of  a  specific  group  of  AEs,  such  as medication  errors.  However,  the 
design of the Australian record review study was comparable to ours.2;15  
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Wilson et al. re‐examined the 2353 AEs  identified earlier2, and found that AEs 
in  which  the  cause  was  a  cognitive  failure  were  associated  with  high 
preventability scores. This  is similar to our findings: we found that AEs caused 
by human errors were often preventable, next to AEs caused by organisational 
factors. Latent factors (organisational and technical factors) were not examined 
in  the  Australian  study.  Furthermore,  the  main  prevention  strategies  were 
comparable  to  our  results:  they  recommended  new  or  better  implemented 
policies and protocols, better formal quality monitoring and better education.15
 
Strengths and limitations 
Our  study has  some  advantages over previous  studies on  the  causes of AEs. 
Causes  and  prevention  strategies were  examined  directly,  together with  the 
assessment of  the presence of AEs,  instead of  afterwards. The  reviews were 
thus based on original records and not on summaries of information compiled 
for the review, like in the Australian study.15 Moreover, we used a classification 
of  causes  in  five  main  categories,  divided  in  several  sub  categories.  The 
categories  were  based  on  the  well‐established  theoretical  frameworks  of 
Reason and Rasmussen, which are often referred to in error management and 
patient safety literature. 
There  are  however  some  limitations.  The  usability  of  a  patient  record  as  a 
means  to examine  the  causes of AEs  is  limited.  It  is hard  to  get  information 
about  all  contributing  factors  by  reading  the  patient  record  only.  Human 
actions  are  regularly  reported  on  in  a  patient  record  and  therefore  human 
causes  are  most  visible  for  reviewers.  One  can  imagine  that  healthcare 
providers  are  less  inclined  to  note  technical  or  organisational  factors  in  the 
medical or nursing record of an  individual patient. This can be an explanation 
for the relatively small amounts of technical and organisational factors found in 
our study.  
Another limitation is that there was no contact between the reviewers and the 
involved healthcare professionals to gather more  information about the event 
and contributing  factors. This was not possible because of privacy restrictions 
made before the study started and because the reviews were performed one 
to two years after the occurrence of the AE.  
Neale et al. attempted to overcome these difficulties in their pilot study in one 
UK hospital.18 The clinical staff of the hospital assessed patient records, shortly 
after  discharge,  in  combination with  external  reviewers.  Clinical  teams  have 
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‘inside’ knowledge about the care provided to the patients.18
Despite the  limitations, exploratory study has offered an  interesting overview 
of the causes and prevention strategies of AEs. 
 
Implications for practice and future research 
The  Dutch  Society  of  Medical  Specialists,  among  others,  has  formulated  a 
national  patient  safety  action  campaign  for  hospitals  ‘Prevent  harm,  work 
safely’  in 2008. The results of the present study served as  input for this safety 
program.  The  program  includes  quality  monitoring  at  department  level, 
(team)training,  evidence  based  procedures  and  evaluations  of  the  Individual 
Functioning  of  Medical  Specialists  (IFMS),  including  the  construction  of  a 
personal  portfolio,  a  personal  progress  plan  and  annual  interviews  about 
quality of care and communication with colleagues and patients.19
We recommend that  in future research  into causes of AEs a more prospective 
design  is used  in which the period between the occurrence of the AE and the 
assessment of its causes is only a few weeks. In that case, involved healthcare 
providers can be  interviewed to provide more  information about contributing 
factors soon after the occurrence of the AE.  
Finally,  studies  on AEs  should  use  the  same  taxonomy  for  causes  of AEs,  to 
make  national  and  international  comparisons  of  causes  of  AEs  possible.  The 
World Health Organization  is formulating a taxonomy of patient safety events 
and  contributing  factors.20;21  This  taxonomy  is  partly  based  on  the  ECM we 
have used in our research. 
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Appendix 
 
Examples of adverse events (AEs) and their causes and potential prevention strategies 
Description of AE  Main causal 
factors 
Subcategories of  
T, H and O 
Prevention 
strategies 
Leaking undersized intravascular 
aortic stent, resulting in readmission 
and endovascular re‐intervention. 
Technical; 
Human 
Materials (TM), 
Intervention (HRI) 
Technology/ 
equipment; 
Training; 
Procedures 
Inadequate planning operation 
(ankle fracture) resulting in extended 
length of stay.  
Organisational  Management 
priorities (OM) 
Procedures; 
Motivation;  
Staffing 
Pneumonia after thoracotomy, 
requiring artificial respiration and 
treatment with antibiotics.  
Other  ‐  ‐  (Not 
preventable) 
(Blood) infusion rate too high in 
patient known with heart failure and 
gastro‐intestinal bleeding, resulting 
in respiratory insufficiency and 
contributing to death.  
Human  Knowledge (HKK); 
Qualifications 
(HRQ);  
Verification (HRV) 
Evaluation 
Not‐indicated surgery of adrenal 
gland (lung metastases) resulting in 
needless suffering, respiratory 
insufficiency and early death.  
Human; 
Organisational 
Knowledge (HKK); 
Coordination 
(HRC); Knowledge‐
Transfer (OK) 
Procedures; 
Information & 
communication; 
Evaluation 
Persistent haemorrhage of wound 
PEG probe.  
Patient 
related 
‐  ‐  (Not 
preventable) 
Missed diagnosis pulmonary 
embolism, contributing to death.  
Human  Knowledge (HKK); 
Violation (V) 
Training; 
Procedures;  
Quality ass./ 
peer review 
Lens remains left behind after lens 
extraction, requiring re‐surgery.  
Human  Intervention (HRI)  Training;  
Quality ass./ 
peer review 
* For explanation of causal factors, see Table 2.1. 
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Abstract 
 
Background 
Several  studies  on  patient  safety  have  shown  that  a  substantial  number  of 
patients  suffer  from  unintended  harm  caused  by  healthcare management  in 
hospitals. Emergency departments (EDs) are challenging hospital settings with 
regard  to  patient  safety.  There  is  an  increased  sense  of  urgency  to  take 
effective countermeasures in order to improve patient safety. This can only be 
achieved if interventions tackle the dominant underlying causes. The objectives 
of our study are to examine the nature and causes of unintended events in EDs 
and the relationship between type of event and causal factor structure. 
 
Methods 
Study at EDs of 10 hospitals in the Netherlands. The study period per ED was 8 
to 14 weeks, in which staff members were asked to report unintended events. 
Unintended  events  were  broadly  defined  as  all  events,  no  matter  how 
seemingly  trivial  or  commonplace,  that  were  unintended  and  could  have 
harmed  or  did  harm  a  patient.  Reports  were  analysed  with  a  Root  Cause 
Analysis tool (PRISMA) by an experienced researcher. 
 
Results 
522  unintended  events  were  reported.  Of  the  events  25%  was  related  to 
cooperation  with  other  departments  and  20%  to  problems  with 
materials/equipment. More than half of the events had consequences  for the 
patient, most often  resulting  in  inconvenience or  suboptimal care. Most  root 
causes  were  human  (60%),  followed  by  organisational  (25%)  and  technical 
causes  (11%). Nearly half of  the  root causes was external,  i.e. attributable  to 
other departments in or outside the hospital. 
 
Conclusion 
Event  reporting gives  insight  into diverse unintended events. The  information 
on unintended events may help target research and  interventions to  increase 
patient safety. It seems worthwhile to direct interventions on the collaboration 
between the ED and other hospital departments.  
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Background 
 
Several studies  in various countries have shown  that a substantial number of 
patients suffer from adverse events in hospitals.1‐9 These studies have reported 
adverse  event  incidence  rates  ranging  from  3%  to  17%  of  all  hospital 
admissions, with  25%  to  50% of  the  adverse  events  considered preventable. 
The Harvard Medical Practice Study found that the third most common site of 
adverse events in hospitals is the emergency department (ED) and 70% of these 
events are due  to negligence.10 The Utah and Colorado  study  confirmed  that 
adverse events in emergency medicine are highly preventable: the ED had the 
largest percentage of negligent adverse events (53%).3  
The ED is a challenging hospital setting because high patient throughput, heavy 
dependence  on  services  outside  the  ED  (laboratory,  radiology,  consulting 
services  etc.)  and  the  diversity  of  clinical  conditions  presented.11  Emergency 
care providers often have  to work under conditions  involving disrupted sleep 
cycles, multiple  interruptions  and  acute  time  constraints,  and  they  have  to 
institute major medical  interventions  for  patients with  limited  historical  and 
diagnostic  information.12  Since  large  numbers  of  patients  visit  the  ED,  the 
incidence  rate  of  adverse  events  in  the  ED  and  the  large  proportion  that  is 
preventable  are  alarming  and  require  interventions.  An  increase  in  patient 
safety  can only be achieved  if  these  interventions  tackle  the  right underlying 
causes.  
Event reporting systems can provide valuable information for detecting patient 
safety issues in hospitals.13 Generally, healthcare providers are not restricted to 
report only adverse events with patient harm  in  the  reporting  system. Other 
unintended  events  are  considered  useful  sources  of  information  as  well. 
Unintended events are a broader group of events –including near misses–, that 
do  not  necessarily  result  in  patient  harm  and  occur  more  frequently  than 
adverse events. Near misses are believed to share the same underlying failure 
factors  as  accidents  that  do  reach  the  patient.14  Evidence  for  this  common 
cause hypothesis has been examined in a review of Wright and Van der Schaaf 
for the railway domain.15  
With  the present  study, we want  to  examine  the  causes of  various  types of 
unintended  events  in  the  ED  by  analysing  unintended  event  reports.  Event 
reports  can  be  helpful  in  capturing  system  defects  (latent  errors)  and  near 
misses  that may not be detected by  reviews of patient  records.16 Two earlier 
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studies used reports to examine unintended events in the ED.12;17 These studies 
had  some  methodological  limitations.  Both  studies  took  place  in  only  one 
hospital. The study period of Fordyce et al.12 was only one week and Tighe et 
al.17  used  a  database  of  event  reports which  contained  little  information  on 
contributing factors. Moreover, they had no opportunity to  interview  involved 
healthcare providers. We tried to improve these designs by carrying out a study 
over  a  longer  period  in multiple  centres,  allowing  for  generalisation  of  the 
results, and by using interviews to complete the event reports. 
The  objectives  of  our  study  are  to  gain more  insight  into  (1)  the  nature  of 
unintended events in the ED; (2) the causes of unintended events in the ED and 
(3) the relationship between the type of event and the causal factor structure. 
 
 
Methods 
 
Study design and setting 
From October 2006 to December 2007, an observational study was performed 
to examine the causes of unintended events at the emergency department (ED) 
of  ten  hospitals  in  the  Netherlands:  one  university  hospital,  three  tertiary 
teaching hospitals and six general hospitals. Unintended events were broadly 
defined as all events, no matter how  seemingly  trivial or  commonplace,  that 
were unintended and  could have harmed or did harm a patient.18 The  study 
protocol was  granted  ethical  approval  by  the  VU  University Medical  Centre 
review board in Amsterdam.  
The intake of departments was phased, because –for logistical reasons– we did 
not want all EDs  to participate  in  the study simultaneously. The  study period 
per  ED  was  eight  to  fourteen  weeks  depending  on  the  reporting  speed. 
Healthcare providers (i.e. nurses, resident physicians, medical consultants) and 
clerks  at  the  department  were  asked  to  report  all  unintended  events  that 
occurred, both when they were involved in an event and when they witnessed 
an  event.  In  order  to  find  the  causes  underlying  the  reported  unintended 
events,  the events were analysed by an experienced  researcher using a Root 
Cause  Analysis  (RCA)  tool  called  PRISMA‐medical.19;20  In  addition,  the 
unintended  events  were  classified  into  one  of  the  eight  classes  that  we 
formulated after completion of the study by looking at common themes in the 
reported  events:  Materials  and  equipment,  Diagnosis  and  treatment, 
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Medication,  Protocols  and  regulations,  Incorrect  data  and  substitutions, 
Collaboration  with  resident  physicians  and  consultants,  Collaboration  with 
other departments and Other. 
 
Data collection 
Reporting procedure 
Before the start of the study, ED‐staff received an oral and written  instruction 
about  the  aim  and  procedure  of  the  study.  They  had  two  alternatives  for 
reporting  the  unintended  events:  a  report  card  or  report  form.  On  the 
pocketsize  report card,  the name of  the reporter,  the moment  in time, and a 
description of the event were requested. The report form was more elaborate 
and additionally requested the involvement of the reporter, the phase of care, 
place, some patient characteristics and consequences  for the patient. A  letter 
box was placed at the department to drop the report cards and forms. 
Our  intention was to gather at  least 50 reports per department to be able to 
dray valid causal factor profiles of each department. A minimum of 50 reports 
is recommended to capture the variety of possible unintended events (Prof. dr. 
T. van der Schaaf, personal communication). Staff members were encouraged 
to  report  unintended  events  by  a  two‐weekly  newsletter,  reminders  during 
team meetings and appealing activities to direct staff’s attention to reporting. 
Once or twice a week a researcher visited the ED to collect the written reports 
and  ask  the  reporters  some  questions  about  the  reported  events  in  short 
interviews. Each event report was followed by an  interview with the reporter, 
mainly to get information on contributing factors. In case the reporter had used 
a  report  card,  the  additional  information  requested  on  the  elaborate  report 
form was also obtained during this interview.  
Occasionally, questions were asked by telephone. No interviews were held with 
staff in other hospital departments than the ED. 
 
PRISMA analysis 
All unintended events were analysed with PRISMA‐medical. PRISMA is a tool to 
analyse  the  root  causes  of  a  broad  set  of  unintended  events.19;20  The 
corresponding  taxonomy  to  classify  the  root  causes,  the  Eindhoven 
Classification  Model,  has  been  accepted  by  the  World  Alliance  for  Patient 
Safety of the World Health Organization.21;22 It is based on the system approach 
to human error of Reason23;24 and  the Skill‐Rules‐Knowledge based behaviour 
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model of Rasmussen.25
PRISMA  examines  the  relative  contributions  of  latent  factors  (technical  and 
organisational), active  failures  (human) and other  factors  (patient related and 
other). Unintended events  are  analysed  in  three main  steps.  Firstly,  a  causal 
tree  is  formulated. At  the  top of  the  tree a  short description of  the event  is 
placed, as the starting point for the analysis. Below the top event, all  involved 
direct causes are mentioned. These direct causes often have their own causes. 
By  continuing  to ask  “why”  for each event or action, beginning with  the  top 
event, all relevant causes are revealed. In this way a structure of causes arises, 
until the root causes are identified at the bottom of the tree (see Figure 3.1). In 
our  study,  this  first  phase  was  ended  when  there  was  no  more  objective 
information  of  underlying  causes  available.  Presumptions  of  the  reporters 
about possible causes were not recorded in the causal tree.  
Secondly,  the  identified  root  causes  are  classified  with  the  Eindhoven 
Classification  Model  (ECM).19;20;26  This  taxonomy  distinguishes  five  main 
categories and 20 subcategories (see Table 3.1).  
 
Figure 3.1  Example of a causal tree 
 
  Top event description 
Arterial pressure of patient X 
registered in medical record 
of patient Y 
Direct cause/Root cause 
Nurse clicks on wrong 
patient number in 
electronic record system 
Direct cause/Root cause 
Nurse does not correct 
faulty test result in 
record of patient Y 
 
Root cause 
Deletion of test results 
not possible in 
electronic system 
Root cause 
Nurse does not make 
notes about error in 
patient record 
Code H 
Code T Code H
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Table 3.1  Description of categories of the Eindhoven Classification Model: PRISMA‐
  medical version19;20
Main category  Subcategory  Code  Description 
Latent conditions 
External  T‐ex  Technical failures beyond the control and 
responsibility of the investigating organisation. 
Design  TD  Failures due to poor design of equipment, 
software, labels or forms. 
Construction  TC  Correct design, which was not constructed 
properly or was set up in inaccessible areas. 
Technical  
Materials  TM  Material defects not classified under TD or TC. 
External  O‐ex  Failures at an organisational level beyond the 
control and responsibility of the investigating 
organisation, such as in another department 
of area (address by collaborative systems). 
Transfer of 
knowledge 
OK  Failures resulting from inadequate measures 
taken to ensure that situational or domain‐
specific knowledge or information is 
transferred to all new or inexperienced staff. 
Protocols  OP  Failures relating to the quality and availability 
of the protocols within the department (too 
complicated, inaccurate, unrealistic, absent, or 
poorly presented). 
Management 
priorities 
OM  Internal management decisions in which 
safety is relegated to an inferior position when 
faced with conflicting demands or objectives. 
This is a conflict between production needs 
and safety. Example: decisions that are made 
about staffing levels. 
Organisational 
Culture  OC  Failures resulting from collective approach 
and its attendant modes of behaviour to risks 
in the investigating organisation. 
Active errors 
Human    External  H‐ex  Human failures originating beyond the control 
and responsibility of the investigating 
organisation. This could apply to individuals in 
another department. 
  Knowledge‐
based 
behaviour 
Knowledge‐
based 
behaviour 
HKK  The inability of an individual to apply their 
existing knowledge to a novel situation. 
Example: a trained blood bank technologist 
who is unable to solve a complex antibody 
identification problem. 
        ‐ Table 3.1 continues ‐ 
Chapter 3  61 
‐ Table 3.1 continued ‐ 
Main category  Subcategory  Code  Description 
Human  Rule‐based 
behaviour 
Qualifications  HRQ  The incorrect fit between an individuals 
training or education and a particular task. 
Example: expecting a technician to solve the 
same type of difficult problems as a 
technologist.   
    Coordination  HRC  A lack of task coordination within a healthcare 
team in an organisation. Example: an essential 
task not being performed because everyone 
thought that someone else had completed the 
task. 
  Verification  HRV  The correct and complete assessment of a 
situation including related conditions of the 
patient and materials to be used before 
starting the intervention. Example: failure to 
correctly identify a patient by checking the 
wristband. 
  Intervention  HRI  Failures that result from faulty task planning 
and execution. Example: washing red cells by 
the same protocol as platelets. 
  Monitoring  HRM  Monitoring a process or patient status. 
Example: a trained technologist operating an 
automated instrument and not realising that a 
pipette dispenses reagents is clogged. 
Slips  HSS  Failures in performance of highly developed 
skills. Example: a technologist adding drops of 
reagents to a row of test tubes and than 
missing the tube or a computer entry error.  
 
Skill‐based 
behaviour 
Tripping  HST  Failures in whole body movements. These 
errors are often referred to as “slipping, 
tripping, or falling”. Examples: a blood bag 
slipping out of one’s hands and breaking or 
tripping over a loose tile on the floor. 
         
Other factors 
Patient related  Patient 
related factor 
PRF  Failures related to patient characteristics or 
conditions, which are beyond the control of 
staff and influence treatment. 
       
Other  Other  X  Failures that cannot be classified in any other 
category. 
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Eventually,  by  aggregating  the  classifications  of  root  causes  of  at  least  50 
events,  a  so  called  PRISMA  profile  can  be  delineated,  which  shows  in  a 
graphical representation the relative contributions of the different root causes 
and gives direction to the development of preventive strategies.19;20
The analyst of the unintended events in the ED was a PhD candidate on patient 
safety  in  hospitals  and  also  one  of  the  authors  of  this  paper  (MS).  She was 
trained  in  the PRISMA method.  In  a previous paper, we  examined  the  inter‐
rater  reliability of  formulating  root  causes  in  causal  trees  and  classifying  the 
root  causes with  the  ECM.27  The  reliability  analyses were  performed with  a 
sample of  event  reports  from  a  larger database of  events  than  used  for  the 
current  study.  Next  to  the  current  ED‐reports,  this  database  also  contained 
reports  from  surgery  and  internal medicine  departments.  The  agreement  in 
formulating  root  causes  of  unintended  events,  expressed  as  a  mean  score 
between 0 and 3, was good (2.0). The  inter‐rater reliability for the number of 
root  causes  used  in  the  causal  tree, was moderate  (κ=0.45).  The  inter‐rater 
reliability of classifying root causes with the ECM taxonomy was substantial at 
main  category  level  (κ=0.70)  and  subcategory  level  (complete  taxonomy) 
(κ=0.63). 
 
Statistical analysis 
The data of the reports were  first summarised using descriptive statistics and 
frequency  tables.  All  analyses  were  performed  with  522  cases  (N=522 
unintended  events),  except  for  the  analysis  of  the  relative  frequencies  of 
causes per event  type. The  frequencies per event  type were calculated using 
the  845  root  causes  as  cases  (N=845  root  causes),  because we wanted  the 
percentages in the bars to sum up to 100% to increase the comprehensibility of 
the figure. SPSS 14.0 was used to perform the statistical analyses. 
 
 
Results 
 
Characteristics of reported unintended events 
The  total number of events  reported was 522,  ranging  from 46  to 71 per ED, 
with an average of 52 reports (SD=7.6). In total, there were 743 reporting days 
during  which  189  different  employees  reported  one  or  more  unintended 
events.  Most  reports  were  made  by  nurses  (85%).  Resident  physicians  or 
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consultants reported 13% of the unintended events and clerical staff reported 
2%. In 83% of the unintended events, the reporter was directly involved in the 
event.  In  Table  3.2,  a  number  of  clinical  characteristics  of  the  unintended 
events are listed. 
 
Table 3.2  Clinical characteristics of unintended events 
Characteristic unintended event  No. of unintended events (%) 
Time (N=522)   
Daytime (7 am to 5 pm)  227 (43.5) 
Evening and night (5 pm to 7 am)  178 (34.1) 
Unknown  117 (22.4) 
Phase of care* (N=522)   
Medical examination/ tests  186 (36.1) 
ED stay general  84 (16.3) 
Medication  48 (9.3) 
Treatment/ intervention  35 (6.8) 
Transfer of patient  33 (6.4) 
Acute situation  26 (5.0) 
Hospitalisation  25 (4.9) 
Discharge  12 (2.3) 
Handover  9 (1.7) 
Triage  6 (1.2) 
Other  84 (16.3) 
Consequences for patient (N=522)   
Yes (see ‘outcome’)  294 (56.3) 
No  211 (40.4) 
Unknown  17 (3.3) 
Outcome* (N=294) 
†
 
Inconvenience  134 (45.1) 
Suboptimal care  90 (30.3) 
Extra intervention  25 (8.4) 
Pain  19 (6.4) 
Physical injury  10 (3.4) 
Mental injury  6 (2.0) 
Longer stay (>24 hrs)  2 (0.7) 
Unknown  20 (6.7) 
* For a number of unintended events, more than one category was selected. 
† Only the groups of patients that experienced consequences of the unintended event. 
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Most  events  (44%) were  known  to have occurred during daytime hours  and 
34% during evening and night. For 22% of the unintended events, the reporter 
did not specify or know at what time the event occurred. The phase in ED care 
in which most  events  occurred was medical  examinations/tests  (36%). More 
than half of the unintended events (56%) had consequences for the patient. In 
45% of these events with consequences for patients, the patient suffered some 
inconvenience,  for  example  prolonged  waiting  time.  In  30%  the  patient 
received suboptimal care, for example a delay in starting antibiotics treatment. 
For  smaller  groups  of  patients  the  outcomes  were  more  severe,  e.g.  extra 
intervention (8%), pain (6%), physical injury (3%). 
 
Table 3.3 shows the types of events that were reported with some examples. A 
quarter of  the unintended events was  related  to  the  cooperation with other 
departments,  e.g.  with  laboratories  and  nursing  wards.  In  20%  of  the 
unintended  events,  there  were  problems  with  materials  or  equipment. 
Furthermore,  relatively  large parts of unintended events were  related  to  the 
collaboration with  resident  physicians  and  consultants  (17%)  or  to  diagnosis 
and treatment (14%). 
 
Causes of unintended events 
All 522 unintended events were analysed with PRISMA,  resulting  in 845  root 
causes. Fifty percent of  the unintended events had one  root  cause, 39% had 
two  root  causes, 10%  three  root  causes and 1%  four  root  causes. The mean 
number of root causes per unintended event was 1.62 (SD=0.71).  
In Figure 3.2, the distributions of the five main groups of root causes per event 
type  are  shown. Overall, most  root  causes were  human  (60%),  followed  by 
organisational  (25%)  and  technical  (11%)  root  causes.  Unintended  events 
related  to materials and equipment were  relatively often caused by  technical 
factors. Incorrect data and substitutions were caused for a large part by human 
errors,  while  organisational  factors  contributed  most  to  unintended  events 
related to protocols and regulations. 
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Table 3.3  Types of unintended events 
Unintended event type  No. of unintended  
events (%) 
(N=522) 
Collaboration with other departments 
e.g. long waiting time for laboratory test results  
e.g. not al requested X‐rays made at radiology department 
e.g. difficulties finding a place at a nursing ward for the patient  
128 (24.5) 
Materials and equipment 
e.g. ear thermometer gives inaccurate measurements 
e.g. error in electronic record system (unable to look up medical 
history of patient) 
e.g. materials lacking for treatment of patient 
106 (20.3) 
Collaboration with resident physicians and consultants 
e.g. long waiting time for resident or consultant to come 
e.g. insufficient supervision of resident physicians 
e.g. not able to reach resident or consultant 
89 (17.0) 
Diagnosis and treatment 
e.g. no plaster bandage applied after fracture reposition 
e.g. eyelid glued when gluing nose bridge 
e.g. elbow injury overlooked 
75 (14.4) 
Incorrect data and substitutions 
e.g. incorrect date on X‐ray 
e.g. appointment form given to wrong patient 
e.g. sticker with personal information of wrong patient pasted on 
laboratory request form 
39 (7.5) 
Medication 
e.g. prescription of medicine in incorrect dose 
e.g. medication expired 
e.g. medication instruction accomplished twice 
38 (7.3) 
Protocols and regulations 
e.g. inconsistency in protocols 
e.g. protocol untraceable on the intranet 
e.g. staff not familiar with procedure in new protocol 
20 (3.8) 
Other 
e.g. inadequate transport of patient 
e.g. dangerous ground sill at entrance of ED 
e.g. patient leaves hospital without being discharged 
27 (5.2) 
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Figure 3.2   Distribution of main causal factor groups per unintended event type  
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Table 3.4 shows  the  frequencies of  the causes on subcategory  level  (see also 
Table 1 for explanation of the ECM categories). Material defects (TM) were the 
most  common  technical  factors  (38%  of  unintended  events  with  technical 
causes).  External  factors  were  largely  present,  especially  human  and 
organisational external factors (H‐ex and O‐ex). These are causes originating in 
another department outside the ED, e.g. the laboratory or radiology. Of all 845 
root  causes, 387  (46%) were external.  In 69% of  the unintended events with 
human causes, an external human factor contributed to the event, for example: 
the surgeon on duty was in the operating room and forgot to pass the beeper 
to  a  fellow  surgeon,  or  a  laboratory worker  forgot  to  insert  a  patient’s  test 
results  in  the computer.  In 58% of  the unintended events with organisational 
causes,  there was an external organisational  factor,  for example a  laboratory 
worker  saved  blood  pipes  until  the  testing  machine  was  full  or  a  hospital 
admission stop was ignored by a medical consultant.  
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Table 3.4   Causes of unintended events at the emergency department 
Main category  Subcategory*  Code  Frequency (%)
†
 
Percentage 
within each 
main category 
(column %)
†
External  T‐ex  19 (2%)  22% 
Design  TD  26 (3%)  30% 
Construction  TC  13 (2%)  15% 
Technical  
(N=88) 
Materials   TM  33 (4%)  38% 
External  O‐ex  108 (13%)  58% Organisational  
(N=186)  Transfer of 
knowledge 
OK  17 (2%)  9% 
    Protocols  OP  35 (4%)  19% 
    Management 
priorities 
OM  32 (4%)  17% 
    Culture  OC  19 (2%)  10% 
Human   External  H‐ex  260 (31%)  69% 
(N=375)  Knowledge‐based  Knowledge   HKK  30 (4%)  8% 
  Qualifications  HRQ  16 (2%)  4% 
  Coordination  HRC  34 (4%)  9% 
  Verification  HRV  52 (6%)  14% 
  Intervention  HRI  82 (10%)  22% 
 
Rule‐based 
Monitoring  HRM  28 (3%)  7% 
  Slips  HSS  5 (1%)  1% 
 
Skill‐based 
Tripping  HST  3 (0%)   1% 
Patient related  PRF  20 (2%)  100% Patient related  
(N=20)         
Other   Other  X  13 (2%)  100% 
Total      845 (100%)   
* See Table 3.1 for description of categories. 
†  More than one causal factor per event possible. 
 
 
When  looking at the  internal causes  inside the ED, human  intervention errors 
(HRI)  stand out  (22% of unintended events with human causes). Examples of 
intervention  errors  are:  not  recording  the  time  when  medication  was 
administered  or  not  plugging  the  battery  of  a medical  device  in  the  socket. 
Moreover,  errors  with  regard  to  protocols  (OP)  and  management  priorities 
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(OM) are  relatively  frequent organisational causes  (respectively 19% and 17% 
of  all  unintended  events with  organisational  causes),  for  example  protocols 
that were incomplete or old medical devices that were not replaced by hospital 
management.  
 
 
Discussion 
 
General findings and interpretation 
We gathered and analysed a large number of unintended events (522) using a 
root cause analysis tool based on the sound theoretical frameworks of Reason 
and  Rasmussen,  which  is  accepted  by  the  WHO  and  which  has  a  good 
reliability.27
The  results  show  that  a  large  number  of  unintended  events  occur  in  the 
collaboration  with  departments  outside  the  ED  (laboratory,  radiology, 
consulting  services  etc).  Staff  in  the  ED  are  heavily  dependent  on  these 
services.  The  problems  in  the  cooperation with  outside  services  can  also  be 
noticed  in  the phase of  care  in which unintended events mainly  come about      
‐medical examinations and  tests‐,  since a  lot of  tests are performed  in other 
departments.  Only  half  of  all  reported  events  reached  the  patient  directly, 
most often resulting in inconvenience or suboptimal care.  
The  causes  of  the  unintended  events  were  mainly  human,  though  system 
factors  (organisational and  technical) were established as well. Predominance 
by  human  causes  is  also  found  in  the  aviation  industry.  It  is  estimated  that 
approximately  75  percent  of  all  aviation  accidents  are  related  to  human 
errors.28 Nearly  half  of  all  causes we  found were  external, meaning  that  an 
individual’s behaviour, technical factors or organisational factors at an outside 
department contributed to the unintended event. This also confirms the finding 
that there are problems  in the cooperation with other departments, although 
we have to bear in mind that people feel less constrained reporting unintended 
events originating in other departments than in their own. 
Unintended events  related  to materials  and equipment were  relatively often 
caused  by  technical  factors.  Incorrect  data  and  substitutions  were  for  a 
relatively  large  part  caused  by  human  errors,  while  organisational  factors 
contributed most to unintended events related to protocols and regulations.  
Some comments have  to be made  for a good  interpretation of  the causes of 
Chapter 3  69 
the unintended events. Firstly, the reported unintended events were related to 
patient  care, and healthcare providers were  somehow  involved  in all events. 
This  resulted  in  involvement  of  human  causes  in  many  cases.  The  PRISMA 
analysis,  however,  did  focus  on  identifying  accompanying  system  factors, 
beside these human causes. Secondly, as we strived  for objective  information 
about  underlying  causes,  presumptions  of  the  reporters  about  possible 
organisational or technical causes were not recorded in the causal tree. Finally, 
a  lack  of  organisational  or  technical  barriers  was  not  labelled  as  an 
organisational or technical cause. An example: when two healthcare providers 
make  the same  laboratory  request  for a patient, blood  is  taken unnecessarily 
once.  An  automatic  electronic  signalling  system  would  have  prevented  the 
double  laboratory request, but as  long as such a system does not exist at the 
ED,  this  system  can  not  be  regarded  as  a  cause.  Yet,  improvements  of 
organisational  procedures  or  technique  can  arise  from  the  identification  of 
human errors.  
 
Limitations 
The  unintended  events  identified  in  our  study  are  unlikely  to  be  a  random 
sample  of  all  unintended  events  occurring  in  the  ED,  whereas  not  all 
unintended  events  that  took  place  will  have  been  reported.  Since  the 
healthcare  providers making  the  reports were  often  directly  involved  in  the 
patients’ care, and since the reporting was not anonymous,  it  is possible that 
certain  mistakes  were  under‐reported  because  they  were  embarrassed  or 
afraid of condemnation by the researchers or colleagues. This may have biased 
the  results  towards  the  reporting  of  less  significant  events,  events  without 
consequences  for  the  patient  and  errors  originating  in  other  departments, 
because these are ‘safer’ to report. Anonymous reporting would perhaps have 
yielded more  events,  but  interviewing  the  reporters  ‐essential  for  obtaining 
information on contributing factors‐ would not have been possible in that case. 
Some  unintended  events  occurred  multiple  times  at  one  ED,  and  some 
healthcare providers informed us not to be willing to report these events over 
and over again. Examples are  long waiting times  for  laboratory test results or 
for (paper) patient records from the records archive. We do not know exactly 
which events were under‐reported, how frequently they occurred and whether 
they had  the  same underlying  causes  in  every  case.  Therefore, we were not 
able  to  correct  for  this  under‐reporting  by  giving  different weights  to  these 
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types  of  events  and  their  causes.  Finally,  most  unintended  events  were 
reported by nurses. Consequently, the study mainly gives an idea about events 
related  to nursing  care and  to a  lesser extent  to  care processes by  residents 
and specialists in the ED.  
Another  limitation may have had an effect on  the  root causes  identified. The 
interviews about the events depend on the recall of the reporter. However, we 
strived  for  a  small  time  lag  between  the  occurrence  of  the  event  and  the 
interview. Events were discussed within a few days, with a maximum time  lag 
of three weeks in some exceptional cases. 
 
Comparison with previous studies 
As we mentioned  in the  introduction, two other event reporting studies have 
been performed in hospital EDs in the past. Fordyce et al.12 examined 346 error 
reports.  The  area  of  emergency  care  in  which  most  events  occurred  was 
‘diagnostic studies’. In their study of 174 event reports, Tighe et al.17 found that 
the  largest  category  of  events  concerned  delays,  for  example  difficulties  in 
arranging  for  a  patient  to  be  seen  promptly  by  a medical  specialist.  These 
findings correspond to our results, as the most frequently reported unintended 
events  in our study concerned  the collaboration with services outside  the ED 
performing  diagnostic  tests  and  the  collaboration  with medical  consultants, 
mainly  resulting  in  delays  for  the  patient.  Another  large  group  of  events               
‐problems  with  materials  and  equipment‐  was  not  found  in  the  other  two 
studies. 
In  both  studies,  as well  as  in  our  study,  only  small  numbers  of  events  had 
severe consequences for the patient: Fordyce et al.12 found adverse outcomes 
in 2% of the reports and in the study of Tighe et al.17, approximately 11% of the 
reported events were classified as ‘serious’. However, we cannot compare the 
causes  identified  in our study with these previous studies. Fordyce et al.12 did 
not  investigate  causes  of  errors  and  Tighe  et  al.17  stated  that  the  reports  in 
their database did not include enough information on contributing factors. 
 
Implications for practice 
We  recommend  improving  the  collaboration  between  the  ED  and  other 
hospital departments, while a large number of unintended events occur in the 
collaboration with  departments  outside  the  ED  and  nearly  half  of  all  causes 
were external. A reduction of the external factors is not only the responsibility 
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of  these  external  departments. We  believe  that  EDs  and  other  departments 
should  jointly discuss  these  causes  and work on  improvement plans  for  safe 
patient care across hospital departments (e.g. improving communication during 
consultations of medical specialists and agreements with laboratory about the 
processing of lab requests).  
Causes of unintended events were predominantly  labelled as human.  In 2008, 
the  Dutch  Society  of  Medical  Specialists,  among  others,  has  formulated  a 
national  patient  safety  action  campaign  for  hospitals  ‘Prevent  harm,  work 
safely’ that contains interventions directed at reducing human error. Elements 
of  the  programme  are:  education  about  patient  safety,  team  training  and 
evaluations  of  the  Individual  Functioning  of  Medical  Specialists  (IFMS), 
including the construction of a personal portfolio, a personal progress plan and 
annual  interviews  about  quality  of  care  and  communication with  colleagues 
and patients.29 These  interventions might be valuable  for hospitals, and more 
specifically EDs,  in other countries too. However,  improvement efforts should 
not be solely directed at  the behaviour of healthcare personnel. Many of  the 
unintended  events  were  caused  by  a  combination  of  latent  factors 
(organisational  or  technical)  and  active  (human)  factors.  We  therefore 
recommend interventions to be aimed at the system that surrounds healthcare 
professionals. Great  gains  in  safety  can  be  achieved  through  relatively  small 
modifications of equipment and workplaces.30;31 Examples are a decrease in the 
variability  of  procedures  or  the  design  of  devices  which  reduces  mental 
workload  and  decision‐making  (e.g.  a  single  telephone  number  across  the 
country  for  calling  resuscitation  teams or  colour  coding  for  alerts on patient 
wristbands)31 and building in barriers in the system when an error is made (e.g. 
a computer signal in case of a contraindication). 
Finally, we believe that event reporting and analysis gives valuable insight into 
the nature and causes of unintended events. The PRISMA method  to analyse 
events  is a useful  tool  to examine  large numbers of events  to uncover  latent 
and active causal factors. It can be taught to and used by researchers, clinicians 
and managers. In the Netherlands, many hospitals start using PRISMA to study 
events  reported  by  their  staff.  Most  hospitals  are  taking  on  decentralised 
(department‐level)  event  reporting  with  in  each  department  a  special 
committee that has the task to analyse the reported events, give staff feedback 
and design and implement improvements. 
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Recommendations for future research 
While  in most  unintended  events  in  our  study  no  harm  for  the  patient was 
involved, only a small number of  the unintended events would have met  the 
criteria of an adverse event: 1) an unintended  (physical and/or mental)  injury 
which 2) results in temporary or permanent disability, death or prolongation of 
hospital  stay,  and  is  3)  caused  by  health  care management  rather  than  the 
patient's  disease.  The  events  in  our  study  were  not  assessed  by  physician 
reviewers  on  these  criteria.  It  is  unclear  whether  the  results  regarding  the 
causes  of  the  broad  group  of  unintended  events  we  examined  are  also 
applicable to the specific group of adverse events. Although the common cause 
hypothesis of near misses and accidents is supported by research in the railway 
sector15,  future research  is needed to examine the resemblance of the causal 
factor  structures of unintended  events  and  adverse events  in  the healthcare 
domain. 
Our study mainly gives an  idea about events related to nursing care. To get a 
more  complete  view  of  all  unintended  events  that  occur,  we  recommend 
expanding  the  reporting of  events with patient  record  review.  The  report of 
Wagner  et  al.32  showed  that  there  was  almost  no  overlap  in  the  events 
reported by staff and  the events  identified  trough patient  record  review. The 
unintended  events  identified  in  patient  records were more  often  related  to 
medical care by physicians, than the events that were reported by staff. Record 
review  can  be  considered  as  an  important  additional  source  to  voluntary 
reporting  of  unintended  events,  primarily  to  find  more  unintended  events 
related to physician/specialist care. 
 
 
Conclusion 
 
Our  study  shows  that  event  reporting  gives  insight  into  diverse  unintended 
events  that  occur within  healthcare,  especially  nursing  care.  The majority  of 
unintended  events  had  no  consequences  for  the  patient  or  resulted  only  in 
minor  patient  inconvenience. However,  since  large  numbers  of  patients  visit 
the  ED,  the  accumulated  effect  of  the  events  on  patient well‐being  and  the 
healthcare delivery system is likely to be large.  
The  information  on  unintended  events  may  help  target  research  and 
interventions  to  increase  patient  safety.  It  seems  worthwhile  to  direct 
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interventions  on  the  collaboration  between  the  ED  and  other  hospital 
departments,  because  a  large  number  of  unintended  events  occur  in  the 
collaboration with  departments  outside  the  ED  and  nearly  half  of  all  causes 
were external. 
The causes of the unintended events were mainly human, though since  latent 
factors  ‐organisational  and  technical‐ were established  as well,  and believing 
that  various  human  causes  can  be  captured  by  building  organisational  and 
technical defences, we recommend to explore effective system interventions to 
improve patient safety in the emergency setting.  
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Abstract 
 
Background  
Root cause analysis  is a method to examine the causes of unintended events. 
PRISMA  (Prevention  and  Recovery  Information  System  for  Monitoring  and 
Analysis)  is  a  root  cause  analysis  tool. With PRISMA, events  are described  in 
causal  trees  and  root  causes  are  subsequently  classified with  the  Eindhoven 
Classification Model.  It  is  important that root cause analysis tools are reliable, 
because they form the basis for patient safety interventions. 
 
Objectives 
To  determine  the  inter‐rater  reliability  of  descriptions,  number  and 
classifications of root causes. 
 
Design  
300 unintended event reports were sampled from a database of 2028 events in 
30  hospital  units.  The  reports  were  previously  analysed  with  PRISMA  by 
experienced  analysts  and  were  re‐analysed  to  compare  descriptions  and 
number of  root causes  (N=150) and  to determine  the  inter‐rater  reliability of 
classifications (N=150). 
 
Main outcome measures 
Percentage agreement and Cohen’s kappa (κ). 
 
Results 
Agreement  between  descriptions  of  root  causes  was  satisfactory:  54% 
agreement,  17%  partial  agreement  and  29%  no  agreement.  Inter‐rater 
reliability  of  number  of  root  causes  was  moderate  (κ=0.46).  Inter‐rater 
reliability  of  classifying  root  causes with  the  Eindhoven  Classification Model 
was  substantial  from  highest  category  level  (κ=0.71)  to  lowest  subcategory 
level (κ=0.63). Most discrepancies occurred in classifying external causes. 
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Conclusions  
Results  indicate  that  causal  tree  analysis  with  PRISMA  is  reliable.  Analysts 
formulated similar root causes and agreed considerably on classifications, but 
showed variation in number of root causes. More training on the disclosure of 
all  relevant  root  causes  is  recommended  as  well  as  an  adjustment  of  the 
Eindhoven Classification Model by combining all external root causes  into one 
category. 
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Introduction 
 
Since  the  early  nineties, many  studies  have  been  performed  to  examine  the 
incidence of adverse events, with reported incidence rates ranging from 3% to 
17%  of  all  hospital  admissions.  A  quarter  to  half  of  the  adverse  events was 
considered preventable.1‐9 These studies have  increased  the sense of urgency 
to  take  effective  countermeasures  in  order  to  improve  patient  safety  in 
hospitals.  Improvements  can only be  achieved  if  the  interventions  tackle  the 
dominant underlying causes. When examining causal factors, not only adverse 
events are  informative, but also other unintended events. Unintended events 
are a broader group of events –including near misses– that do not necessarily 
result in patient harm. They are considered as a useful source of information on 
causal factors as well, because they occur more frequently than mere adverse 
events  and –at  least near misses–  are believed  to have  the  same underlying 
failure factors as accidents that do reach the patient.10;11
In order  to  identify  the  causes of unintended events,  there  are  a number of 
analysis tools, brought together under the umbrella term Root Cause Analysis. 
One  common  tool  is  causal  tree  analysis.  Causal  trees  are  the  basis  for  the 
PRISMA‐method  (see  below),  which  is  becoming  the  standard  in  Dutch 
hospitals to analyse root causes of unintended events and has also been used 
in  studies  abroad.12;13  The  corresponding  taxonomy  to  classify  root  causes 
distinguishes  technical,  organisational,  human  and  patient‐related  factors.  It 
was used as a  foundational component  for  the conceptual  framework  for  the 
World  Health  Organization  World  Alliance  for  Patient  Safety’s  International 
Classification for Patient Safety.14;15  
 
PRISMA root cause analysis 
PRISMA,  an  acronym  for  Prevention  and  Recovery  Information  System  for 
Monitoring and Analysis, was originally designed for the chemical industry, but 
was  expanded  for  application  in  healthcare  (PRISMA‐medical)  in  1997.16 
Unintended events are analysed in three main steps. 
In step one, an event is described by means of a causal tree. At the top of the 
tree  a  short  description  of  the  event  is  placed,  as  the  starting  point  for  the 
analysis.  Below  the  top  event,  all  direct  causes  that  can  be  identified  are 
mentioned. These direct causes often have there own causes. By continuing to 
ask “why” for each event or action beginning with the top event, the majority 
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of  causes  are  revealed.  This way  a  structure  of  causes  arises,  until  the  root 
causes  are  identified  at  the  bottom  of  the  tree.16‐18  PRISMA  is  suitable  for 
events varying  in complexity, ranging from one to more than ten root causes. 
Figure 4.1 shows an example of a  relatively simple structure of a causal  tree. 
The example is derived from our database. 
 
Figure 4.1   Example of a causal tree 
 
Top event description
Arterial pressure of patient X 
registered in medical record of 
patient Y 
Direct cause/Root cause 
Nurse clicks on wrong 
patient number in 
electronic record system 
Direct cause/Root cause
Nurse does not correct 
faulty test result in record 
of patient Y 
Root cause
Deletion of test results 
not possible in 
electronic system 
Root cause 
Nurse does not make 
notes about error in 
patient record 
Code HSS 
Code TD Code HRI 
 
Note: HSS = Human Skill‐based Slips; TD = Technical Design; HRI = Human Rule‐based Intervention. 
 
 
In  step  two,  the  identified  root  causes  are  classified  with  the  Eindhoven 
Classification Model  (ECM)  of  PRISMA.16‐18  The  ECM  taxonomy  distinguishes 
five  main  categories  of  causes:  technical,  organisational,  human,  patient 
related  and  other  factors.  These  main  categories  can  be  subdivided  in  20 
subcategories  (see Table 4.1). The  technical and organisational categories are 
latent conditions and the human categories are active failures, consistent with 
Reason’s system‐approach.19;20 The human categories are based on the widely 
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established  framework  for  classifying  human  errors  by  the  skill‐,  rule‐,  and 
knowledge‐based behaviour model of Rasmussen.21
In the  final step, all classifications of a group of unintended events are added 
up to make a so called PRISMA profile, a graphical representation (for example 
a bar plot) of  the  relative contributions of  the causal  factor categories of  the 
ECM.  Preventive  strategies  can  be  directed  at  the most  frequently  occurring 
(combinations of) root causes.16‐18 
 
Inter‐rater reliability of PRISMA 
In order to be valuable as input for patient safety interventions, there has to be 
a certain degree of consistency in which different individuals make causal trees 
and classify root causes (inter‐rater reliability). Without a satisfying  inter‐rater 
reliability, the recommendations based on the results of root cause analysis are 
questionable. Inter‐rater reliability scores of causal trees and classifications can 
be  calculated  when  different  individuals  independently  analyse  the  same 
unintended event  in one hospital, but they can serve as a proxy  for the more 
common situation of different  individuals analysing similar unintended events 
in different hospitals. A high  inter‐rater  reliability  score  is  supporting  for  the 
confidence  that  these  analysts  perform  the  analyses  in  the  same way.  It  is 
important for researchers and hospital staff that are involved in the analysis of 
unintended events to have a reliable root cause analysis tool. 
Previously,  two  small  studies have  evaluated  the  inter‐rater  reliability of  the 
second  step  of  the  PRISMA‐method:  classifying  root  causes  with  the  ECM. 
Wijers22  examined  the  reliability  with  only  19  root  causes.  The  inter‐rater 
reliability at main category  level was  substantial  (κ=0.71), but  it was only  fair 
for the lowest subcategory level (κ=0.39). The study of Dabekausen23 included a 
double  review  of  only  10  events  with  PRISMA‐rail  (PRISMA  for  the  railway 
industry).  The  inter‐rater  reliability  at  main  category  level  was  substantial 
(κ=0.69). No results were reported for subcategories.  
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Table  4.1   The Eindhoven Classification Model (ECM): levels and descriptions16;17
Level 0 
(System) 
Level 1  
(Main 
category) 
Level 2  
(SRK not 
subdivided) 
Level 3 
(Complete 
ECM) 
Description 
External   External   Technical failures beyond the 
control and responsibility of the 
investigating organisation. 
Design  Design  Failures due to poor design of 
equipment, software, labels or 
forms. 
Construction   Construction   Correct design, which was not 
constructed properly or was set 
up in inaccessible areas. 
Technical 
Materials  Materials  Material defects not classified 
under Design or Construction. 
External  External  Failures at an organisational level 
beyond the control and 
responsibility of the investigating 
organisation, such as in another 
department of area. 
Organisational 
Transfer of 
knowledge 
Transfer of 
knowledge 
Failures resulting from 
inadequate measures taken to 
ensure that situational or 
domain‐specific knowledge or 
information is transferred to all 
new or inexperienced staff. 
Latent 
conditions 
  Protocols  Protocols  Failures relating to the quality  
and availability of the protocols 
within the department (too 
complicated, inaccurate, 
unrealistic, absent, or poorly 
presented). 
    Management 
priorities 
Management 
priorities 
Internal management decisions in 
which safety is relegated to an 
inferior position when faced with 
conflicting demands/ objectives. 
This is a conflict between 
production needs and safety.   
        ‐ Table 4.1. continues ‐
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Level 0 
(System) 
Level 1  
(Main 
category) 
Level 2  
(SRK not 
subdivided) 
Level 3 
(Complete 
ECM) 
Description 
Latent 
conditions 
Organisational  Culture  Culture  Failures resulting from collective 
approach and its attendant 
modes of behaviour to risks in the 
investigating organisation. 
Active 
errors 
Human  External  External  Human failures originating 
beyond the control and 
responsibility of the investigating 
organisation.  
Knowledge‐
based 
behaviour 
Knowledge‐
based 
behaviour 
The inability of an individual to 
apply their existing knowledge to 
a novel situation. Example: a 
trained blood bank technologist 
who is unable to solve a complex 
antibody identification problem. 
 
 
 
 
Rule‐based 
behaviour 
Qualifications  The incorrect fit between an 
individuals training or education 
and a particular task. Example: 
expecting a technician to solve 
the same type of difficult 
problems as a technologist.   
      Coordination  A lack of task coordination within 
a healthcare team in an 
organisation. Example: an 
essential task not being 
performed because everyone 
thought that someone else had 
completed the task. 
 
 
 
 
  Verification  The correct and complete 
assessment of a situation 
including related conditions of 
the patient and materials to be 
used before starting the 
intervention. Example: failure to 
correctly identify a patient by 
checking the wristband. 
        ‐ Table 4.1. continues ‐
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Level 0 
(System) 
Level 1  
(Main 
category) 
Level 2  
(SRK not 
subdivided) 
Level 3 
(Complete 
ECM) 
Description 
Active 
errors 
Human  Rule‐based 
behaviour 
Intervention  Failures that result from faulty 
task planning and execution. 
Example: washing red cells by the 
same protocol as platelets. 
      Monitoring  Monitoring a process or patient 
status. Example: a trained 
technologist operating an 
automated instrument and not 
realising that a pipette dispensing 
reagents is clogged. 
    Skill‐based 
behaviour 
Slips  Failures in performance of highly 
developed skills. Example: a 
technologist adding drops of 
reagents to a row of test tubes 
and than missing the tube or a 
computer entry error.  
      Tripping  Failures in whole body 
movements. These errors are 
often referred to as “slipping, 
tripping, or falling”. Examples: a 
blood bag slipping out of one’s 
hands and breaking or tripping 
over a loose tile on the floor. 
Other 
factors 
Patient           
related 
Patient      
related 
Patient 
related 
Failures related to patient 
characteristics or conditions, 
which are beyond the control of 
staff and influence treatment. 
  Other  Other  Other  Failures that cannot be classified 
in any other category. 
Level 0 is the System factors‐level with 3 categories; Level 1 is the Main category‐level with 5 
categories; Level 2 is the Subcategory level with no subdivision within the skill‐ and rule‐based 
factors (15 categories); Level 3 is the complete ECM with 20 categories. 
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Study objectives 
The present study is the first study in any industry that examines the inter‐rater 
reliability of both formulating causal trees and classifying root causes by means 
of a large database of analyses with PRISMA. Our objectives were to determine 
the inter‐rater reliability of (a) the descriptions of root causes in the causal tree 
(b) the number of root causes used in the causal tree and (c) the classification 
of root causes with the ECM. 
 
 
Methods 
 
Study design and setting 
From  October  2006  to  February  2008  a  large  cross‐sectional  study  was 
conducted to examine root causes of unintended events at 30 hospital units in 
the Netherlands: 10 emergency units, 10 surgery units and 10 internal medicine 
units. These units were located in 21 hospitals: 2 university hospitals, 8 tertiary 
teaching  hospitals  and  11  general  hospitals.  During  the  study,  2028 written 
unintended  event  reports  were  gathered  from  healthcare  providers  in  the 
participating units. Unintended events were broadly defined as all events, no 
matter how seemingly trivial or commonplace, that were unintended and could 
have harmed or did harm a patient.24 Reports were analysed with PRISMA by 
an analyst from a research team of five PRISMA‐analysts. They all had followed 
a one‐day PRISMA  training  session. Each analyst  collected  report  forms  from 
healthcare  providers,  interviewed  them  with  some  additional  questions  in 
order  to enhance understanding of  the event, and wrote down  the questions 
and  responses.  No  interviews  were  held  with  staff  in  other  hospital 
departments than the department under  investigation. Using this  information, 
the analyst constructed a PRISMA causal  tree  for each event. This  resulted  in 
2028  causal  trees  and  3015  (classified)  root  causes.  Only  2.4%  of  the  root 
causes were  classified as  ‘Other’, an  indication  for  the  comprehensiveness of 
the Eindhoven Classification Model. 
The  research  team got  together  twice a month and discussed any difficulties 
they encountered in performing the analyses. A Frequently Asked Questions list 
was composed to record the problems and solutions (see Appendix). 
In order to perform the present inter‐rater reliability study, a random sample of 
10 unintended events was selected from each unit, resulting  in a total sample 
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of 300 unintended events. The  study was  conducted over a 18‐weeks period 
from  January  till  May  2008.  Half  of  the  sample  (150  events;  7.4%  of  the 
complete  dataset)  was  used  to  determine  the  inter‐rater  reliability  of  the 
descriptions  (objective  a)  and  number  of  root  causes  (objective  b)  and  the 
other half to determine the inter‐rater reliability of classifying root causes with 
the ECM (objective c). These 300 unintended events were assigned to a second 
analyst of the research team who was unfamiliar with the event.  
 
Assessment of agreement in formulating root causes (objective a and b) 
For each of  the 150 unintended events used  for objectives a and b, a second 
analyst  of  the  research  team  drafted  a  causal  tree  based  on  the  same 
information about the event as had been available for the initial analyst of the 
team,  that  is  the  written  reports  and  the  additional  information  from  the 
interviews. Each second causal tree was compared with the original causal tree 
for agreement in the content of the root cause descriptions by an independent 
third researcher.  
The causal  tree with  the  largest number of  root causes was  the basis  for  the 
comparison.  The  number  of  root  causes  in  the  largest  causal  tree  did  not 
exceed four. The 150 causal trees consisted of 257 root causes to be compared. 
A set of two root causes was evaluated as agreeing  (A), partly agreeing  (P) or 
not  agreeing  (N).  If  the  root  causes  of  the  two  analysts  agreed  in  content, 
irrespective of  the precise use of words,  the set was coded as  ‘A’.  If  the  root 
causes had some overlap in content, but not completely, the set was coded as 
‘P’.  Sets were  coded  as  ‘N’  in  two  cases:  1)  if  the  root  causes  involved  two 
different  subjects  and  2)  if  the  number  of  root  causes  in  one  causal  tree 
differed between both analysts. In the latter case, the additional root causes of 
one of  the analysts were evaluated as  ‘N’, because when a  root cause  is not 
present in the causal tree of one of the analyst, there is no agreement for this 
cause.  
Using  the  rules  for  comparison  of  causal  trees  that were  formulated  by  the 
authors  (Table 4.2), 150 pairs of causal  trees were given a code  ranging  from 
one to four characters, dependent on the number of root causes in the largest 
causal  tree of  the  two.  The pairs were  assigned  an  overall  causal  tree  score 
from 0 to 3. 
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Table 4.2   Rules for comparison of descriptions of root causes of two causal trees of 
  the same unintended event analysed by two different analysts 
Overall score for causal tree No. of root causes in  
(largest) causal tree  0 points  1 point  2 points  3 points 
1  N  P  ‐  A 
2  NN  PP 
PN 
AP  
AN 
AA 
3  NNN 
NNP 
PPP 
APN  
ANN 
PPN  
AAN  
APP 
AAA  
AAP 
 
4  NNNN 
NNNP  
NNNA 
NNPP  
AANN 
APNN 
APPN 
PPPP 
PPPN 
AAPP 
AAPN 
APPP  
AAAN 
 
AAAA 
AAAP  
 
A  = Agreement  between  first  and  second  analyst  in  one  pair  of  root  causes;  P  =  Partial  agreement;          
N = No agreement. 
In case of a one letter code, the causal tree to be compared has one root cause; in case of a two letters 
code, the causal tree to be compared has two root causes, et cetera. 
 
 
Beside  this  evaluation  of  descriptions  of  root  causes  (objective  a),  the 
agreement in the number of root causes that analysts used in the causal trees 
was determined (objective b), irrespective of the content of these root causes. 
 
Assessment of agreement in classifications with the ECM (objective c) 
For objective c, the other group of 150 unintended events was used. A second 
analyst classified the root causes of 150 original causal trees that were drafted 
by the first analyst. Next to the original causal tree (excluding the classifications 
of root causes), all  information  in the event report was at the disposal of the 
second  analyst.  There  were  212  root  cause  classifications  to  be  compared. 
Classification codes of both analysts were compared on four levels of the ECM 
(see Table 4.1). Level 0  is  the  system  factors  level, which makes a distinction 
between  latent  factors,  active  failures  and other  factors.  Level 1  is  the main 
category  level. At this  level, the taxonomy has  five main categories of causes: 
technical, organisational, human, patient related and other. Level 2 involves 15 
subcategories with no further subdivision of human skill‐based, rule‐based and 
90  Unintended events in hospitals 
knowledge‐based  categories.  Level 3  is  the  complete ECM  taxonomy with 20 
subcategories. We distinguished  these  four  levels, because  researchers might 
want to report results about causal factors on more aggregated levels than the 
complete ECM. If doing so, it would be useful to know the inter‐rater reliability 
of classifying the root causes at these levels. 
 
Statistical analysis 
The inter‐rater reliability of the descriptions of root causes was expressed using 
a  mean  score  (range  0  to  3),  according  to  the  rules  for  comparison  of 
descriptions of root causes, as presented in Table 2. The inter‐rater reliability of 
the  number  of  root  causes  between  two  analysts  was  determined  using 
Cohen’s  weighted  kappa  (κ)  with  95%  confidence  intervals  (CIs).  Quadrate 
weighting was applied, giving different weights to disagreements according to 
the  magnitude  of  the  discrepancies.25  Disagreement  between  two  adjacent 
numbers  (for example, analyst 1 having two root causes and analyst 2 having 
three)  contributed  less  to  the weighted  kappa  coefficient  as more  extreme 
disagreements  (for  example,  analyst  1  having  one  root  cause  and  analyst  2 
having  four). The agreement  in number of  root causes was also expressed as 
the percentage of unintended events for which there was agreement between 
analysts.  
The inter‐rater reliability scores of the classification of root causes on the four 
levels of the ECM taxonomy were expressed as Cohen’s kappa with 95% CIs and 
as the percentage of root causes for which there was agreement. Because the 
classifications  either  were  identical  or  not  (and  nothing  in  between),  no 
weighting was applied. 
A  κ‐value between 0.00 and 0.20 was  classified as  ‘slight’; between 0.21 and 
0.40 as ‘fair’; between 0.41 and 0.60 as ‘moderate’; between 0.61 and 0.80 as 
‘substantial’;  and  between  0.81  and  1.00  as  ‘(almost)  perfect’.26  Data  were 
analysed using SPSS 14.0 and Microsoft Excel 2003 for Windows. 
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Results 
 
Inter‐rater reliability of formulating root causes (objective a and b) 
There was agreement  (A)  in the descriptions of 138 of the 257 root causes  in 
the causal  tree  (54%), partial agreement  (P)  for 44  root causes  (17%) and no 
agreement/no equivalent  (N)  for 75 root causes  (29%). Table 4.3 shows some 
examples of  the assessment of agreement  in  the descriptions of  root causes. 
The mean  score  for overall  causal  tree agreement, according  to  the  rules  for 
comparison of causal trees (Table 4.2), was 2.0 (SD=1.04) on a scale from 0 to 3.  
 
Table 4.3  Examples of the comparison of descriptions of root causes 
  First analyst  Second analyst  Agreement 
code 
Overall score  
for causal tree1
1  Nurse does not drop needle in 
trash after usage. 
Nurse does not put away 
needle after treatment. 
A  AA Æ 3 
  Patient takes needle to examine 
it. 
Curious patient picks up 
needle. 
A   
2  Urologist did not pass his beeper 
to an available colleague.  
It is not customary to pass 
beepers at urology. 
P  PA Æ 2 
  There is a central computer 
breakdown. 
All computers in hospital 
went down. 
A   
3  Patient thinks she is capable of 
doing everything herself. 
Patient does not want to  
get help. 
P  P Æ 1 
4  Resident physician makes a  
faulty judgment of the X‐ray.  
The X‐ray is unclear.  N  NPA Æ 1 
  Too much responsibility for 
inexperienced resident physician.
Resident physician is 
inexperienced.  
P   
  Resident physician does not call 
for supervision. 
Resident physician does  
not call supervisor. 
A   
5  Patient walks on socks.  The floor surface is slippery.  N  NN Æ 0 
  Patient leaves bed without 
permission. 
‐ (no second root cause)  N   
1 Range 0 to 3. See Table 4.2 for comparison rules. 
 
The inter‐rater reliability for the number of root causes used in the causal tree 
was moderate  (κ=0.46, 95% CI 0.18 to 0.75), with a percentage agreement of 
69%. 
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Moreover, many  inconsistencies  occurred when  the  first  analyst  classified  a 
root cause as external, while the second analyst chose for one of the  internal 
root  cause  codes.  For  example  “Cardiologist  on  duty  for  the  emergency 
department did not load the battery of his telephone” was classified as Human 
External  by  the  first  analyst  and  as  Human  Rule‐based  Intervention  by  the 
second analyst. This discrepancy occurred only  in one direction:  in each  case 
the first analyst, probably having more knowledge about the boundaries of the 
unit under investigation, chose an external factor and the second analyst, who 
performed the double rating for the reliability study, chose an internal factor. 
The overall  inter‐rater reliability was substantial for all four  levels of the ECM: 
level  0  (κ=0.71,  agreement  87%),  level  1  (κ=0.70,  agreement  85%),  level  2 
(κ=0.67,  agreement  75%)  and  level  3  (κ=0.63,  agreement  68%). Within  each 
main  type  of  causes  with  subcauses  (human,  technical,  organisational),  the 
reliability was  also  substantial.  The  human  categories  had  a  lower  reliability 
than the other two main categories, although not significant (Table 4.4). 
When  all  external  factors  (Human  External,  Technical  External  and 
Organisational External) are placed  in one category and  the kappa values are 
recalculated, they improve at all levels of the ECM: level 0 (κ=0.76, agreement 
85%),  level 1  (κ=0.76, agreement 84%),  level 2  (κ=0.73, agreement 81%) and 
level 3 (κ=0.68, agreement 74%). 
Most  inconsistencies  between  analysts  occurred  in  classifying  external  root 
causes;  mainly  in  the  choice  between  organisational  external  and  human 
external  (see Table 1  for explanation of causal  factors). For example, the root 
cause  “Bladder  catheter  set  was  packed  incorrectly  at  medical  supplies 
company”  was  classified  as  Human  External  by  one  analyst  and  as 
Organisational External by the other analyst.  
Ch
Inter‐rater reliability of classifying root causes (objective c) 
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Level 3  
(Complete ECM) 
Level 2  
(SRK not subdivided) 
  Level 1  
(Main category) 
  Level 0  
(System) 
 
Agreement 
(%) 
Kappa 
(95% CI) 
Agreement 
(%) 
Kappa 
(95% CI) 
  Agreement 
(%) 
Kappa 
(95% CI) 
  Agreement 
(%) 
Kappa 
(95% CI) 
Overall  
(N=212) 
67.9  0.63  
(0.58 to 0.68) 
  75.0  0.67  
(0.60 to 0.73) 
  85.4  0.70  
(0.60 to 0.79) 
  86.8  0.71  
(0.61 to 0.80) 
Human1  
(N=135) 
77.8  0.70  
(0.61 to 0.80) 
  88.9  0.77  
(0.66 to 0.88) 
  ‐  ‐    ‐  ‐ 
Technical 1  
(N=19) 
84.2  0.73  
(0.46 to 1.00) 
  ‐  ‐    ‐  ‐    ‐  ‐ 
Organisational 1  
(N=20) 
80.0  0.74  
(0.50 to 0.97) 
  ‐  ‐    ‐  ‐    ‐  ‐ 
1 Root causes in which both analysts agreed on this main category level. For technical and organisational factors, calculations are only relevant for level 3. For 
human causes, calculations are relevant for level 3 and 2 (SRK categories are human cause categories).  
Table 4.4  Inter‐rater reliability for classification of root causes with the Eindhoven Classification Model 
 
 
 
 Discussion 
 
General findings and interpretation 
The mean  score  for agreement  in  content of  causal  trees was 2.0 on a  scale 
from 0  to 3. More  than half  (54%) of  the descriptions of  root causes agreed, 
17% agreed partly and for 29% there was no agreement or no equivalent. We 
consider  these  results  as  satisfactory,  as most  root  causes  showed  complete 
agreement and since we believe that even partly agreeing root causes have the 
potential to end in the same ECM classification code. We know from comparing 
the  causal  trees  that  in many  of  the  partly  agreeing  root  causes,  the  basic 
information  needed  was  present  in  the  causal  tree,  but  the  root  cause 
descriptions differed too much to judge them as totally agreeing. 
The inter‐rater reliability for the number of root causes used in the causal tree 
was only moderate (κ=0.46). Beside the possibility that the analysts disagreed 
on  the  number  of  root  causes,  there  are  two  alternative  reasons  why  the 
number of root causes  in the causal trees of two analysts differed. The first  is 
that one of  the analysts might have missed some  relevant  information  in  the 
unintended event description and therefore did not make enough ’roots’ in the 
causal  tree.  The  other  possibility  is  that  two  root  causes  might  have  been 
combined  into  one.  For  example,  one  analyst  formulated  a  root  cause  as: 
“Unannounced maintenance of digital patient  record  system on busy hours”, 
whereas the other formulated two root causes: “Maintenance of digital patient 
record  system  was  not  announced  in  advance”  and  “Maintenance  planned 
during hectic period of the day”. 
The  inter‐rater  reliability of classifying  root causes according  to  the ECM was 
substantial  at  all  levels of  the ECM,  indicating  that  analysts were  adequately 
able to determine the same classification for a given root cause (0.63<κ<0.71).  
 
Comparison with previous studies 
As  indicated  in  the  introduction,  the  inter‐rater  reliability  of  classifying  root 
causes with the ECM has previously been examined in very small studies.22;23 In 
our  study  of  the  inter‐rater  reliability  of  classifications  (objective  c),  a  large 
dataset  of  150  events  with  212  root  causes  was  used,  resulting  in  more 
trustworthy kappa values. Our study confirms the findings of both studies with 
regard to the inter‐rater reliability of the classifications at main category level. 
The higher reliability scores in our study for the subcategory levels may be due 
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 to  the  fact  that we  used  a  research  team  of  experienced  analysts who  got 
together twice a month during the data collection period of one and a half year 
to discuss any difficulties they encountered  in performing the analyses. These 
difficulties mainly concerned the choice of one or another subcategory. 
 
Limitations 
Our  study  has  some  limitations.  The  process  of  questioning  nurses  and 
physicians who were  involved  in  the unintended event,  in order  to make  the 
event  description  complete,  was  not  included  in  our  reliability  study.  The 
second analyst used the additional questions and answers that the first analyst 
had  gathered  from  the  healthcare  providers  beforehand.  The  first  analyst 
wrote down  this  information on paper  and made  it  available  for  the  second 
analyst; the interview was not repeated. As a result, the inter‐rater reliability of 
formulating  a  causal  tree  may  be  somewhat  overestimated,  because  the 
second analyst probably would have asked different questions, possibly leading 
to different  conclusions.  It was, however, not possible  to  carry out a  second 
independent  interview process,  since a healthcare provider  cannot  report an 
unintended event  twice without being biased by questions  raised by  the  first 
analyst.  
A  second  limitation  is  that  it was  rather  subjective  to determine  if  two  root 
causes agreed, partly agreed or not at all. We were, however, quite stringent in 
comparing descriptions of causal trees. We based our comparison on the tree 
which  had  the  largest  number  of  root  causes  of  both  trees,  instead  of  the 
smallest number. When we had chosen for the  latter, with 205 root causes to 
compare  instead of 257,  the agreement scores would have been higher: 67% 
agreement  (A),  21%  partial  agreement  (P)  and  12%  no  agreement  (N).  The 
mean  score  for  agreement  according  to  the  rules  for  comparison  of 
descriptions  (Table  4.2) would  have  been  higher  as well:  2.3  (SD=1.02).  The 
reason for these differences is that the 52 root causes identified by only one of 
both analyst were all valued as N. 
Finally, the causal trees  in our study were relatively small with on average 1.5 
root causes per event. There are two possible explanations for this. Firstly, we 
examined  not  just  adverse  events  (with  harm  for  patients)  but  also  minor 
unintended events. Adverse events will probably  result  in  larger  causal  trees 
because  of  the  complexity  of  these  events:  often  many  causal  factors  are 
involved  simultaneously. The unintended events we examined  included  small 
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 deviations from standard practice (with often only a few root causes). A second 
explanation for the relatively small causal trees is that we asked only questions 
to staff in the participating units and not in other units within the hospitals. Not 
only did this make the execution of our study more practical; we also wanted to 
give our advice at unit level because this would increase the recognisability for 
the reporters and therefore the  likelihood that the advice would be acted on. 
When the PRISMA analysis revealed causes present in other units, we classified 
them  as  external.  It  is  possible  that  an  external  factor  in  fact  had  more 
underlying  root  causes.  These  remained  hidden  because  of  our  choice  to 
examine the participating units only: we had not enough information to make a 
further subdivision. We do not think that the size of the causal tree influences 
the inter‐rater reliability of the classifications. However, it may have influenced 
the  inter‐rater  reliability  of  the  number  of  root  causes.  The  likelihood  two 
analysts find two root causes is larger than the likelihood they both find eight, 
for example. Thus, the kappa value for number of root causes might have been 
smaller in a sample with larger causal trees. 
 
Implications for research and practice 
The  results  of  this  study  indicate  that  causal  tree  analysis with  PRISMA  is  a 
reliable tool for research into causes of unintended events at hospital units. As 
most  discrepancies  in  ECM  classifications were  found  in  external  causes, we 
suggest  to  leave out  the distinction between Organisational External, Human 
External  and  Technical  External,  and  simply  combine  the  external  categories 
into  a  new  ECM  category  ‘External’,  for  all  failures  beyond  the  control  and 
responsibility  of  the  investigating  organisation/department.  In  many  cases, 
analysts  do  not  have  enough  information  about  other  organisations/ 
departments  to  determine  if  either  an  organisational,  human  or  technical 
external factor contributed to the event. This is because a PRISMA‐investigation 
ends when  the  system boundary  is  reached,  that  is, when  the accompanying 
measures  are  outside  the  range  of  influence  of  the  organisation/ 
department.17;18
Moreover, a general recommendation for users of PRISMA is to get training in 
making causal trees and classifying root causes, as training of analysts increases 
reliability.27 While  the  inter‐rater  reliability of  the number of  root causes was 
only moderate, we recommend analysts to pay specific attention to revealing 
all root causes of an unintended event by tracing any additional causal factors 
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 in  an  event description  and by dismantling  all  causes  in  the  causal  tree  into 
separate  root  causes.  It  is  important not  to miss any  relevant  causal  factors, 
because  the PRISMA profile gives direction  to  the development of preventive 
strategies  and  it  is  constructed  by  aggregating  all  root  causes  of  a  group  of 
unintended events. With a training session addressing this issue, the inter‐rater 
reliability for number of root causes might increase. 
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 Appendix 
 
Frequently Asked Questions 
 
1)  Do  I need to classify all causes at the bottom of the causal tree?  In some causal 
trees, there are causes that are not failures (or factors that need to be resolved), 
but that merely complete the story of the unintended event. For example: There 
are  two  patients with  the  same  family  name  in  a  unit  (and  these  patients  are 
interchanged). The identical names contributed to the interchanging. Do I classify 
this as “X” or “Patient related”?  
Category  “X”  and  “Patient  related”  of  the  ECM  apply  to  failures.  The  fact  that 
patients  have  identical  names  is  not  a  failure,  but  a  contextual  factor  or 
background  information.  Therefore,  it  is  not  classified  with  the  Eindhoven 
Classification Model  (ECM)  taxonomy. We  record background  information  in our 
data entry system under “contextual factors”.  
 
2)  When  is  a  root  cause  classified  as  “Patient  related”?  For  example:  If  a  patient 
suffers from a rare disease which contributed to the occurrence of the unintended 
event, is this rare disease classified as “Patient related”?  
Patient related factors are not related to the disease of the patient. The example is 
not a patient related root cause but a contextual factor. 
 
3)  When is a root causes classified as “Culture”? 
When  the  erroneous  behaviour  in  question  occurs  often  (is  common)  in  the 
particular unit, it is classified as “Culture”. When the behaviour is unique or related 
to one staff member only, it is classified as one of the “Human” categories. 
 
4)  Healthcare providers sometimes easily name time pressure as an explanation (or 
excuse) for their errors. When do I record time pressure in the causal tree?  
When the reporter says it was busy, it is not simply recorded in the causal tree. Ups 
and  downs  in  activity  levels  are  inherent  to  hospital  work  and  are  contextual 
factors, not root causes. However, there might be a reason for the time pressure. 
For  example:  When  three  nurses  are  absent  trough  illness  and  there  are  no 
substitutes, this can be classified as “Management priorities”. Or another example: 
When  different  event  reports  show  that  there  is  a  long‐lasting  shortage  in 
personnel  at  the  unit with  a  high workload  as  a  result,  this  is  also  classified  as 
“Management priorities”. 
 
102  Unintended events in hospitals 
 5)  What is the difference between “Verification”, “Intervention” and “Monitoring”?  
“Verification”  regards  to  the assessment  in advance of  the  tasks  that have  to be 
performed:  Is everything all right to start with the  intervention? An example of a 
verification error: A nurse who forgets to read the nursing plan.  
“Intervention”  is about the  implementation of a task. The preparation of the task 
went well, but an error occurs during implementation. For example: A nurse reads 
in the nursing plan that a patient needs medication. She prepares the medicine and 
lays it out, but forgets to give it to the patient. 
“Monitoring”: the monitoring of the progress of an intervention that is commenced 
on.  For  example: A  nurse  does  not  see  that  the  drip  is  empty  and  needs  to  be 
replaced.  
 
6)  What is the difference between “Intervention” and “Coordination”?  
When  someone  does  not  perform  a  task,  this  has  often  to  be  classified  as 
“Intervention”. When, for example, a physician does not give orders to a nurse to 
give the patient a medicine, there is a task that is not performed (the physician not 
giving  orders).  In  this  case,  however,  it  is  a  “Coordination”  failure.  It  is 
“Coordination”  if  there  is  a  failure  in  the  synchronisation  or  communication 
between healthcare providers.  It  is “Intervention”  if the failure concerns the  (lack 
of) activities of a single healthcare provider. 
 
7)  When a healthcare provider does not follow the protocol to perform a head to toe 
investigation of a patient who entered the hospital because of a fall, is this failure 
classified as “Verification” or “Intervention”?  
In this case, “Intervention”  is more appropriate. The protocol  is about verification 
(head to toe research to find more  injuries), but the failure  is that the protocol  is 
not acted on. 
 
8)  What classification do I give to a missed diagnosis (for example a bone fracture is 
missed on an X‐ray) 
A missed diagnosis  is “Knowledge based”, unless  there  is another  reason  for  the 
missed diagnosis, for example the X‐ray  is dim or the X‐ray  is taken  in the wrong 
position.  
 
9)  Does  the  category  “Transfer  of  knowledge”  also  apply  to  the  situation  when 
knowledge is not transferred to experienced personnel?  
Yes, for example when there is a new protocol about which all healthcare providers 
have to be informed. In this case, it is irrelevant if healthcare providers are new or 
have been working in the hospital since a long time. 
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Abstract  
 
Background 
In  many  different  countries  the  Hospital  Survey  on  Patient  Safety  Culture 
(HSOPS)  is  used  to  assess  the  safety  culture  in  hospitals.  Accordingly,  the 
questionnaire has been translated  into Dutch  for use  in The Netherlands. The 
aim of this study was to examine the underlying dimensions and psychometric 
properties  of  the  questionnaire  in  Dutch  hospital  settings,  and  to  compare 
these results with the original questionnaire used in USA hospital settings. 
 
Methods 
The  HSOPS was  completed  by  583  staff members  of  four  general  hospitals, 
three  teaching  hospitals,  and  one  university  hospital  in  The  Netherlands. 
Confirmative  factor  analyses were performed  to  examine  the  applicability of 
the  factor  structure  of  the  American  questionnaire  to  the  Dutch  data. 
Explorative  factor  analyses  were  performed  to  examine  whether  another 
composition  of  items  and  factors would  fit  the  data  better.  Supplementary 
psychometric  analyses  were  performed,  including  internal  consistency  and 
construct validity.  
 
Results 
The  confirmative  factor  analyses were  based  on  the  12‐factor model  of  the 
original questionnaire and  resulted  in a  few  low  reliability  scores. 11  Factors 
were drawn with explorative factor analyses, with acceptable reliability scores 
and good construct validity. Two items were removed from the questionnaire. 
The  composition  of  the  factors  was  very  similar  to  that  of  the  original 
questionnaire. A few items moved to another factor and two factors turned out 
to combine into a six‐item dimension. All other dimensions consisted of two to 
five items.  
 
Conclusions  
The  Dutch  translation  of  the  HSOPS  consists  of  11  factors  with  acceptable 
reliability and good construct validity and is similar to the original HSOPS factor 
structure. 
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Background  
 
Patient safety is an important component of healthcare quality. Several studies 
in various countries have shown  that 2.9%  to 16.6% of patients  in acute care 
hospitals experience one or more adverse events.1‐9 Approximately 50% of the 
adverse  events  are  judged  to  be  preventable.  It  is  believed  that  to  improve 
quality  and  safety  in  healthcare,  hospitals  have  to  create  a  patient  safety 
culture among their staff beside making structural interventions. The culture of 
an  organisation  consists  of  the  shared  norms,  values,  behaviour  patterns, 
rituals and traditions of the employees of an organization.10 Safety culture is an 
aspect of the organisational culture. A positive safety culture guides the many 
discretionary  behaviours  of  healthcare  professionals  toward  viewing  patient 
safety as one of their highest priorities11. The Institute of Medicine states that if 
there is a safety culture where adverse events can be reported without people 
being blamed, they have the opportunity to learn from their mistakes and it is 
possible to make  improvements  in order to prevent future human and system 
errors, and thus promoting patient safety.12
Therefore,  if hospitals want to  improve patient safety,  it  is  important to know 
more  about  the  culture  regarding  patient  safety.  Several  instruments  are 
available to make an assessment of the safety culture  in hospitals.13,14 One of 
these  instruments  is the Hospital Survey on Patient Safety Culture  (HSOPS) of 
the Agency  for Healthcare Research  and Quality  (AHRQ).15 Previous  research 
has  shown  that  the  psychometric  properties  of  the  HSOPS  in  the  USA  are 
good.13‐15 We  translated  the  questionnaire  into Dutch  for  application  in  The 
Netherlands.16  We  used  forward‐backward  translation:  the  questions  were 
translated into Dutch by one translator and then translated back into English by 
an independent translator who was blinded to the original questionnaire.17
The HSOPS is a commonly used instrument to measure multiple dimensions of 
patient  safety  culture.  It  is  being  used  in  the  USA18  and  UK.19  At  the 
international Patient Safety Research Conference  in Porto  in September 2007, 
it  appeared  that  not  only  The  Netherlands,  but  other  countries  use  a 
translation  of  the  questionnaire  as  well,  including  Belgium,  Denmark  and 
Norway. After translating a questionnaire into another language and applying it 
in a different setting,  it  is  important to check the validity and reliability of the 
questionnaire in this new situation. If the psychometric properties of the Dutch 
version  of  the  HSOPS  are  comparable  to  the  original  questionnaire,  cross 
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country  comparisons  are  possible  and  useful  to  get  more  insight  into  the 
elements of patient safety culture in specific countries. 
 
 
Methods 
 
Respondents 
The  Dutch  version  of  the  HSOPS  was  distributed  in  eight  hospitals  in  The 
Netherlands  in  June  2005.  The  hospitals  differed  by  teaching  status:  four 
general  hospitals,  three  teaching  hospitals  and  one  university  hospital.  The 
capacity  of  these  hospitals  varied  from  530  to  1120  beds.  The  participating 
hospitals were  located across The Netherlands. Within  the eight hospitals, 23 
units participated  (two  to  five units per hospital):  six  internal medicine units, 
five  intensive  care  units,  three  surgical  units,  three  emergency  departments, 
two pediatrics units,  two neurology units  and one psychiatry unit. Units  and 
hospitals were  not  randomly  selected;  units  that  participated were  about  to 
introduce an incident reporting system at their unit and they wanted to assess 
their patient safety culture prior to the  implementation of the new system.  In 
each  unit,  a  random  sample  of  about  30  healthcare  providers  was  drawn, 
depending on unit  size. When  the amount of  staff  in a unit was  less  than 30 
people, all healthcare providers of the unit were asked to participate.  
The questionnaire was disseminated on paper through the mail sorting boxes 
of all selected healthcare providers at  the unit. A  research coordinator  in  the 
hospital took care of the distribution. To allow for confidentiality, respondents 
could send the questionnaire directly to the researchers outside the hospital in 
a postage‐paid return envelope. The management board and medical board of 
each  participating  hospital  formally  consented  to  participate  in  the  study. 
Formal ethical approval was not needed for this study according to Dutch law. 
A  total  of  583  respondents  completed  the  questionnaire. Most  respondents 
worked  as  registered  nurses  (59.8%). Other  respondents worked  as medical 
consultants  (6.8%),  resident  physicians  (6.0%),  administrative  staff  (4.3%), 
nurses  in  training  (2.6%) or  in management  (2.4%). These percentages give a 
reasonable reflection of the real distribution of disciplines at the units.  
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Questionnaire 
Background variables: Work‐related information, e.g. the respondent’s primary 
department  in hospital, how  long he/she has been working at  this unit, how 
many hours a week and in which function. 
Items  on  patient  safety  culture: Most  items  of  patient  safety  culture  can  be 
answered using a five‐point scale reflecting the agreement rate: from ‘strongly 
disagree’ (1) to ‘strongly agree’ (5), with a neutral category ‘neither’ (3).  
Other items can be answered using a five‐point frequency scale from ‘never’ (1) 
to  ‘always’  (5).  In  addition,  there  are  two mono‐item  outcome  variables:  1) 
Patient safety grade: measured with a  five‐point scale,  from  ‘excellent’  (1)  to 
‘failing’ (5), and 2) Number of events reported: how often the respondent has 
submitted an event report in the past 12 months (answer categories: ‘none’, ‘1‐
2  event  reports’,  ‘3‐5  event  reports’,  ‘6‐10  event  reports’  and  ‘11‐20  event 
reports’). 
The original  items have been validated by the Agency for Healthcare Research 
and Quality (AHRQ) for the USA hospital setting.15 Factor analysis resulted in 12 
factors  (dimensions). The codes  in brackets after each dimension  refer  to  the 
sections in the questionnaire and the numbers of the questions: 
 
F1    Teamwork across hospital units (F2, F4, F6, F10) 
F2    Teamwork within units (A1, A3, A4, A11) 
F3  Hospital handoffs and transitions (F3, F5, F7, F11) 
F4   Frequency of event reporting (D1, D2, D3) 
F5   Non‐punitive response to error (A8, A12, A16) 
F6   Communication openness (C2, C4, C6) 
F7   Feedback and communication about error (C1, C3, C5) 
F8   Organisational learning – continuous improvement (A6, A9, A13) 
F9   Supervisor/manager expectations and actions promoting patient  safety 
  (B1, B2, B3, B4) 
F10   Hospital management support for patient safety (F1, F8, F9) 
F11   Staffing (A2, A5, A7, A14) 
F12   Overall perceptions of safety (A10, A15, A17, A18) 
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Data screening and pre‐analyses 
Completeness of the data was checked. Five respondents were excluded from 
the analyses, because they had completed  less than half of all  items. When a 
respondent had chosen two or more options at one item, this item was marked 
as missing, which  rarely occurred. Missing  values have been  replaced by  the 
respondents’ mean scores on the item. The highest numbers of missing values 
were  found  at  part  D  (Frequency  of  event  reporting):  3.8%  to  4.5%  of  the 
responses to these  items were missing. No  items were excluded based on the 
percentage of missing values. The distribution of only one variable was skewed, 
i.e. Number  of  events  reported.  There were  no  variables with  80%  or more 
answers in one category. 
We  checked  whether  the  inter‐item  correlations  were  sufficient,  by  an 
examination  of  the  correlation  matrix.  Questions  belonging  to  the  same 
underlying dimension will correlate as they measure the same aspect of patient 
safety culture.  Items that do not correlate, or correlate with only a  few other 
variables are not suited for factor analysis.20 Bartlett’s test demonstrated that 
the inter‐item correlations were sufficient: (p<0.001). 
We  also  checked  whether  the  opposite  occurred:  too  much  correlation 
between  the  items.  Ideally,  every  aspect  of  patient  safety  culture  uniquely 
contributes  towards  the  concept of patient  safety  culture. A high  correlation 
between two items means that patient safety culture aspects overlap to a large 
extent. The overlap  in the answer patterns  is about 50% when a correlation  is 
0.7.20 No correlations exceeded this boundary score.  
In addition, the Kaiser‐Meyer‐Olkin Measure of Sampling Adequacy (KMO) was 
determined.  This  value  can  range  from 0  to 1. A  value near 1  indicates  that 
there  is  hardly  any  spread  in  the  correlation  pattern,  enabling  reliable  and 
distinctive dimensions by  factor analysis.20 The KMO‐score was 0.9;  far above 
Kaiser’s  criterion  of  0.5.  The  pre‐analyses  demonstrate  that  the  data  can  be 
used for factor analysis. 
 
Statistical analyses 
Factor  analysis defines which  items  are  closely  linked  and  refer  jointly  to  an 
underlying dimension (or factor). The items can thus be reduced to the smallest 
possible number of concepts  that still explain  the  largest possible part of  the 
variance.20 A confirmative factor analysis was performed (principal component 
analysis)  in order  to  investigate whether  the  factor structure of  the American 
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questionnaire  can be used with Dutch data. The data were also  studied with 
explorative  factor  analysis  (principal  component  analysis  with  Varimax 
rotation),  in  order  to  check whether  the  items  form  different  factors  in  the 
Dutch  situation.  When  establishing  the  number  of  factors,  the  Eigen  value 
(Eigen value >1: Kaiser’s criterion) was taken into account, beside the extent of 
explained  variance,  the  shape  of  the  scree  plot  and  the  possibility  of 
interpreting the  factors. Kaiser’s criterion  is reliable  in a sample of more than 
250  respondents and when  the average communality equals or  is  larger  than 
0.6. The shape of the scree plot gives reliable  information when the sample  is 
larger than 200 respondents.20 The data satisfy these conditions. 
The  internal  consistency of  the  factors was  calculated with Cronbach’s  alpha 
(α), a value between 0 and 1.  If different  items are supposed to measure the 
same  concept,  the  internal  consistency  (reliability)  should be greater  than or 
equal  to 0.6. Since  the questionnaire contains positively as well as negatively 
worded items, the negatively formulated items were first recoded to make sure 
that a higher score always means a more positive response.  
The construct validity was studied by calculating scale scores  for every  factor 
(after  any  necessary  reverse  coding)  and  subsequently  calculating  Pearson 
correlation coefficients between the scale scores. The construct validity of each 
factor is reflected in scale scores that are moderately related. High correlations 
(r > 0.7), however, would  indicate that factors measure the same concept and 
these  factors  may  be  combined  and/or  some  items  could  be  removed.  In 
addition,  correlations  of  the  scale  scores were  calculated with  the  outcome 
variable: Patient safety grade. No correlations were calculated with the other 
outcome variable, Number of events reported, because of the lack of variability 
and skewed nature of this item (40% of the respondents indicated not to have 
reported any events during the past 12 months and 41% had reported only one 
or two events). All statistical analyses were performed using SPSS 12.0. 
 
 
Results  
 
Confirmative factor analysis 
The 12 dimensions that resulted  from the  factor analysis of the AHRQ15, have 
already  been mentioned  above.  Items  that  formed  one  factor  in  the  AHRQ 
study have been studied in 12 separate factor analyses, to see whether a group 
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of  items also  loaded on one  factor with  the Dutch data. All analyses  showed 
that the items within one factor indeed did not consist of more than one factor. 
At first sight, the Dutch  items appear to form the same factors as the original 
questionnaire.  
Additionally, the  internal consistency has been calculated for every factor and 
has been compared with the internal consistency found in the American study 
(see Table 5.1, left side).  
 
Table 5.1  Characteristics of the factors after confirmative and explorative factor 
  analysis 
Confirmative factor analysis    Explorative factor analysis 
Factor  No of 
items 
Chron‐ 
bach α 
US 
data 
Chron‐ 
bach α 
NL 
data 
  Factor  No of 
items 
Chron‐
bach 
α 
Teamwork across 
hospital units 
4  0.80  0.59  Teamwork across 
hospital units 
5  0.72 
Teamwork within   
units 
4  0.83  0.66  Teamwork within  
units 
4  0.66 
Hospital handoffs & 
transitions 
4  0.80  0.68  Adequate shift 
changes 
2  0.65 
Frequency of event 
reporting 
3  0.84  0.79  Frequency of event 
reporting 
3  0.79 
Non‐punitive       
response to error 
3  0.79  0.69  Non‐punitive 
response to error 
3  0.69 
Communication 
openness 
3  0.72  0.72  Communication 
openness 
3  0.72 
Feedback & 
communication     
about error 
3  0.78  0.75  Feedback about and 
learning from error 
6  0.78 
Org. learning –
continuous 
improvement 
3  0.76  0.57  –      
Supervisor/manager 
expectation/actions 
4  0.75  0.70  Supervisor/manager 
expectations/actions 
4  0.70 
Hosp. management 
support for safety 
3  0.83  0.68  Hosp. management 
support for safety 
3  0.68 
Staffing  4  0.63  0.49  Adequate staffing  3  0.58 
Overall perceptions     
of safety 
4  0.74  0.62  Overall perceptions 
of safety 
4  0.64 
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For each factor, the internal consistency of the Dutch items was lower than that 
of  the original  items  in  the AHRQ study except  for Communication Openness, 
which was the same. The internal consistency of three factors was poor or even 
unacceptable:  Organisational  learning  –  continuous  improvement  (α=0.57), 
Staffing  (α=0.49)  and  Teamwork  across  hospital  units  (α=0.59).  This  gave 
occasion  to  carry out  an  explorative  factor  analysis  in order  to  investigate  if 
there is a factor structure that better fits the Dutch data. 
 
Explorative factor analysis 
Eleven  factors  were  drawn  by  explorative  factor  analysis.  The  items  of 
Organisational  learning‐  continuous  improvement  and  Feedback  and 
communication about error from the American study combined into one factor 
instead  of  two  separate  factors.  To  find  out  whether  this  factor  would 
nevertheless split into two factors, a confirmative factor analysis was done with 
only these six items. Again, the items formed one factor. Another analysis was 
executed in which the number of factors was forced at 12, in accordance with 
the American  solution  (confirmative). Once more,  the  factor  consisted of  the 
same  six  items. Besides,  items  from other  factors  shifted  in  such  a way  that 
factors  could  no  longer be  interpreted properly.  The  version with  11  factors 
was the best solution. Table 5.2 gives the mean scores with standard deviations 
and factor loadings per item. One item did not have a sufficient factor loading 
on any of the factors (all loadings <0.40), i.e.: ‘Patient safety is never sacrificed 
to get more work done’ (A15). 
The  factors  jointly  explained  57.1%  of  the  variance  in  the  responses.  The 
internal  consistency was  calculated  for  every  factor. One  item  turned out  to 
decrease the reliability of a factor, i.e.: ‘It is often unpleasant to work with staff 
from other hospital units’ (F6). After this item had been removed from factor 6, 
Communication Openness, the internal consistency increased from 0.65 to 0.72. 
The item has not been used in further analyses. The internal consistency of ten 
factors was  acceptable  (0.64<α<0.79),  but  factor  10,  Adequate  staffing  was 
doubtful  (α=0.58).  Table  5.1  (right  side)  gives  the  number  of  items  and  the 
internal consistency per factor after the explorative factor analysis. 
 
Chapter 5  113 
114  Unintended events in hospitals 
Construct validity 
For each of the 11 factors, scale scores were calculated by obtaining the mean 
of  the  item  scores within one  factor  for every  respondent. Next, correlations 
between  the  scale  scores were  calculated.  Table  5.3  shows  the mean  factor 
scores with standard deviations, and the correlations between the factors.  
The  highest  correlations  were  those  between  Feedback  about  and  learning 
from  error  and  Supervisor/manager  expectations  and  actions  (r  =  0.47)  and 
between  Feedback  about and  learning  from  error  and Hospital management 
support (r = 0.47), but no correlation was exceptionally high.  
Additionally,  correlations of  the  scales with  the mono‐item outcome variable 
Patient  safety  grade  have  been  calculated.  The  factors  were  expected  to 
correlate  positively with  this  outcome measure. All  correlations with  Patient 
safety grade were significant. The highest correlation of this outcome measure 
was with Overall perceptions of safety (r = 0.56). 
  
 
 
 
   
 
    
Table 5.2  Mean scores and factor loadings of the items regarding patient safety culture  
Item  Mean SD  F1  F2  F3  F4  F5  F6  F7  F8  F9  F10  F11 
F4  There is good cooperation among hospital units 
that need to work together 
3.04 0.79 0.73  
F10  Hospital units work well together to provide the 
best care for patients 
3.05 0.80 0.72  
F2n  Hospital units do not coordinate well with each 
other 
3.51 0.75 ‐0.60  
F3n  Things “fall between the cracks” when transferring 
patients from one unit to another 
3.49 0.80 ‐0.52   0.51
F7n  Problems often occur in the exchange of 
information across hospital units 
3.04 0.80 ‐0.47   0.47
A3  When a lot of work needs to be done quickly, we 
work together as a team to get the work done 
3.91 0.59 0.73 
A1  People support one another in this unit  4.00 0.60 0.71 
A11  When one area in this unit gets really busy, others 
help out 
3.78 0.68 0.63 
A4  In this unit, people treat each other with respect  3.87 0.62 0.59 
F11n  Shift changes are problematic for patients in this 
hospital 
2.45 0.72   0.76
F5n  Important patient care information is often lost 
during shift changes  
2.59 0.85   0.71
D2  When a mistake is made, but has no potential to 
harm the patient, how often is this reported?   
2.89 1.07   0.88
D3  When a mistake is made that could harm the 
patient, but does not, how often is this reported?   
3.42 1.00   0.79
                    ‐ Table 5.2 continues ‐
                   
    
                         ‐ Table 5.2 continued ‐ 
Item  Mean SD  F1  F2  F3  F4  F5  F6  F7  F8  F9  F10  F11 
D1  When a mistake is made, but is caught and 
corrected before affecting the patient, how often 
is this reported?   
2.40 1.06   0.67
A16n  Staff worry that mistakes they make are kept in 
their personnel file 
2.37 0.77   0.74
A12n  When an event is reported, it feels like the person 
is being written up, not the problem 
2.58 0.83   0.74
A8n  Staff feel like their mistakes are held against them 
 
2.22 0.81   0.68
F6n  It is often unpleasant to work with staff from other 
hospital units 
2.43 0.67   ‐
  ‐
                 
0.62
C2  Staff will freely speak up if they see something that 
may negatively affect patient care  
3.95 0.67   0.59
C4  Staff feel free to question the decisions or actions 
of those with more authority  
3.56 0.77   0.58
C6n  Staff are afraid to ask questions when something 
does not seem right  
2.26 0.73 0.56
C3  We are informed about errors that happen in this 
unit 
3.39 0.98   0.73
C1  We are given feedback about changes put into 
place based on event reports  
2.99 1.06   0.70
C5  In this unit, we discuss ways to prevent errors 
from happening again 
3.69 0.80   0.65
A9  Mistakes have led to positive changes here  3.38 0.72   0.53
 
 
‐ Table 5.2 continues ‐
    
                         ‐ Table 5.2 continued ‐ 
Item  Mean SD  F1  F2  F3  F4  F5  F6  F7  F8  F9  F10  F11 
                             
A13  After we make changes to improve patient safety, 
we evaluate their effectiveness 
3.13 0.84   0.52
A6  We are actively doing things to improve patient 
safety 
3.45 0.81   0.47
B3n  Whenever pressure builds up, my 
supervisor/manager wants us to work faster, even 
if it means taking shortcuts 
2.21 0.72   ‐
  ‐
  ‐
  ‐
                 
0.69
B2  My supervisor/manager seriously considers staff 
suggestions for improving patient safety. 
3.79 0.61   0.67
B4n  My supervisor/manager overlooks patient safety 
problems that happen over and over 
2.25 0.74 0.64
B1  My supervisor/manager says a good word when 
he/she sees a job done according to established 
patient safety procedures 
3.02 0.92   0.59
F8  The actions of hospital management show that 
patient safety is a top priority 
2.73 0.81   0.74
F9n  Hospital management seems interested in patient 
safety only after an adverse event happens 
3.07 0.82 0.71
F1  Hospital management provides a work climate 
that promotes patient safety 
3.21 0.81   0.53
A5n  Staff in this unit work longer hours than is best for 
patient care 
2.22 0.73   0.72
A2  We have enough staff to handle the workload  3.40 0.92 0.67
 
 
‐ Table 5.2 continues ‐
    
                         ‐ Table 5.2 continued ‐ 
Item  Mean SD  F1  F2  F3  F4  F5  F6  F7  F8  F9  F10  F11 
A7n  We use more agency/temporary staff than is best 
for patient care 
2.00 0.86                    0.66   
A17n  We have patient safety problems in this unit  2.60 0.87                     
                   
                   
                 
                   
0.68 
A18  Our procedures and systems are good at 
preventing errors from happening   
2.97 0.83  ‐0.61 
A10n  It is just by chance that more serious mistakes 
don’t happen around here 
2.47 0.81  0.60 
A14n  We work in “crisis mode” trying to do too much, 
too quickly 
2.57 0.79    0.48 
A15  Patient safety is never sacrificed to get more work 
done 
3.19 0.95  ‐0.36 
Factor  loadings > 0.40 are shown. Factor  loadings  in  italics  indicate that this was not the preferred option. The  letter  ‘n’  in a code means that  it 
concerns an item in negative wording. 
  
 
Tabel 5.3  Mean factor scores, correlation with patient safety grade and intercorrelations of the 11 dimensions 
Factor 
 
Mean  SD  Patient 
safety 
grade 
1  2  3  4  5  6  7  8  9  10 
Teamwork across hospital units  2.82  0.54  0.29                     
Teamwork within units  3.89  0.44  0.22  0.14                   
                 
               
             
           
         
       
     
   
Adequate shift changes  3.48  0.68  0.25  0.39  0.20
Frequency of event reporting  2.91  0.88  0.26  0.16  0.11  0.15
Non‐punitive response to error  3.61  0.63  0.19  0.15  0.29  0.20  0.22
Communication openness  3.76  0.58  0.34  0.22  0.34  0.30  0.24  0.37
Feedback about & learning from 
error 
3.34  0.61  0.40  0.28  0.25  0.20  0.43  0.30  0.46
Supervisor/manager expectations & 
actions  
3.58  0.55  0.37  0.17  0.35  0.19  0.19  0.36  0.46  0.47
Hospital management support for 
safety 
2.96  0.64  0.36  0.35  0.15  0.25  0.29  0.22  0.34  0.47  0.36
Adequate staffing  3.73  0.62  0.16  0.10  0.10  0.09  0.01NS 0.24  0.15  0.01NS 0.22  0.16
Overall perceptions of safety  3.33  0.57  0.56  0.31  0.24  0.27  0.22  0.32  0.32  0.36  0.38  0.38  0.33 
NS=not significant. Factor 10 in relation with factor 1, 2 and 3 is significant at p<0.05; the remaining correlations are significant at p<0.01.  
 Discussion 
 
In the 11‐factor model, the reliability  (internal consistency) of the  factors and 
construct validity are acceptable. Two items of the original questionnaire have 
been  eliminated:  ‘Patient  safety  is  never  sacrificed  to  get more work  done’ 
(A15) and  ‘It  is often unpleasant to work with staff  from other hospital units’ 
(F6).  The  internal  consistency  of  one  factor,  i.e.  Adequate  staffing  remained 
questionable  (α=0.58).  This  was  no  reason  to  remove  the  factor  from  the 
questionnaire,  because  the  three  items  match  well  and  they  concern  an 
important organisational characteristic that influences patient safety.  
The construct validity was satisfactory for all factors; the moderate correlations 
of  the  factors  show  that  there  are  no  two  factors  measuring  the  same 
construct. As expected, all factors correlated with the outcome variable Patient 
safety  grade.  The  high  correlation  of  Patient  safety  grade  with  Overall 
perceptions  of  safety  is  an  indication  for  the  validity  of  the  latter  scale.  The 
higher  the  overall  safety  perceptions  are,  the  higher  the  rating  for  patient 
safety, and vice versa. 
The factor structure with 11 factors slightly deviates from the structure with 12 
factors proposed by the AHRQ. The main difference is that the factor Feedback 
about  and  learning  from  error  consisted  of  two  separate  factors  in  the 
American  study:  Organisational  learning  –  continuous  improvement  and 
Feedback and communication about error. It is not surprising that both factors’ 
items  turned out  to be  linked. Error  feedback and  improvements  induced by 
errors  are  closely  related.  Communication with  the  staff  plays  an  important 
role in making improvements in patient safety. There is no obvious explanation 
for the fact that in the American study, nevertheless, two factors occurred. The 
English wording might  have  directed more  towards  the  difference  between 
talking  about  errors  and  taking  action  based  on  errors,  i.e.  the  distinction 
between  words  and  actions.  The  two  factors  might  have  merged  in  the 
American data too  if a  factor analysis was carried out which was forced at 11 
factors.  The  remaining  differences  in  the  factor  structure  only  concern  item 
shifts between factors. Table 5.4 sums up the differences.  
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 Table 5.4  Differences in the names and composition of the factors in the American 
  and the Dutch factor structure 
American factor structure    Dutch factor structure 
Factor  Items    Factor  Items 
Feedback & communication 
about error 
C1, C3, C5    Feedback about and 
learning from error 
C1, C3, C5, 
A6, A9, A13 
Organisational learning – 
continuous improvement 
A6, A9, A13       
Overall perceptions of        
safety 
A10, A15,  
A17, A18 
  Overall perceptions of 
safety 
A10, A14, 
A17, A18 
Teamwork across hospital 
units 
F2, F4, F6, F10    Teamwork across hospital 
units 
F2, F3, F4, 
F7, F10 
Hospital handoffs and 
transitions 
F3, F5, F7, F11    Adequate shift changes   F5, F11 
Staffing  A2, A5, A7, 
A14 
  Adequate staffing  A2, A5, A7 
Factors and items in italics indicate where differences occurred. Items A15 and F6 were removed 
from the Dutch questionnaire. 
 
 
There was a difference within the factor Overall perceptions of safety.  Instead 
of the item ‘Patient safety is never sacrificed to get more work done’(A15), the 
item:  ‘We  work  in  “crisis  mode”  trying  to  do  too  much,  too  quickly’(A14) 
became  part  of  this  factor.  In  the  American  study,  item  A14  belonged  to 
Staffing.  However,  it  fits  very  well  with  the  other  items  that  measure  the 
overall patient safety perceptions. It is not clear why the factor loading of A15 
was low in this factor, but the item might point to wittingly and actively unsafe 
behaviour, while  the other  items within  the  factor are more  related  to  latent 
(system)  problems. Because  the  item  did  not  load  sufficiently  on  any  of  the 
factors, it was removed from the questionnaire. 
Furthermore, two items loaded on Teamwork across hospital units, while in the 
American  study  these  were  part  of  Hospital  handoffs  and  transitions,  i.e.: 
‘Things “fall between the cracks” when transferring patients  from one unit to 
another’(F3) and  ‘Problems often occur  in the exchange of  information across 
hospital units’(F7). In the Dutch study, these items loaded just slightly more on 
Teamwork across hospital units than on Adequate shift changes. The distinction 
between the two factors might be more lucid in the Dutch situation. One factor 
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 concerns  cooperation  and  handoffs  between  units while  the  other  concerns 
changing shifts within units.  
Finally,  there  was  initially  a  difference  within  the  factor  Communication 
openness.  The  item  ‘It  is  often  unpleasant  to  work  with  staff  from  other 
hospital  units’(F6)  belonged  to  this  factor,  while  in  the  American  study  it 
belonged  to  Teamwork  across  hospital  units.  Calculation  of  the  internal 
consistency  of  Communication  openness  showed  that  the  item  reduced  the 
factor’s reliability and, therefore, the item has been left out of further analyses 
and  deleted  from  the  questionnaire.  As  a  result,  the  structure  of 
Communication  openness  in  the  Dutch  study  still  matches  the  structure  of 
Communication openness in the American study. 
 
 
Conclusions  
 
The  factor  structures  of  the Dutch  and American Hospital  Survey  on  Patient 
Safety Culture are almost identical. The main part of the factor structure is the 
same and nearly all  items are kept. There are only small shifts of  items across 
factors. The Dutch factors show, undeniably, a lower internal consistency than 
in the American study. The factors’ internal consistency has, however, become 
more acceptable by removing weak elements and by shifting items. 
This study demonstrates  that  the Hospital Survey on Patient Safety Culture  is 
an appropriate  instrument  to assess patient safety culture  in Dutch hospitals. 
Before  survey  results  can  be  compared  between  different  countries,  it  is 
important to have insight into the validity and reliability of the HSOPS in these 
countries. The psychometric properties of the Dutch translation of the HSOPS 
are  promising  for  other  countries  that  want  to  translate  and  use  the 
questionnaire and for cross country comparisons of survey results in the future. 
Moreover, in another publication of the authors, multilevel analysis has shown 
that the questionnaire measures unit culture and not just individual attitudes.21
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Abstract 
 
Objectives  
To  test  the  claim  that  the Hospital  Survey on Patient  Safety Culture  (HSOPS) 
measures patient  safety  culture  in  stead of mere  individual  attitudes  and  to 
determine  the most  appropriate  level  (individual,  unit  or  hospital  level)  for 
interventions aimed at improving the culture of patient safety. 
 
Methods  
National patient safety culture data were used from 1889 hospital staff working 
at 87 units  in 19 hospitals across The Netherlands. The multilevel structure of 
the  variation  of  responses  to  the  11  dimensions  of  the  questionnaire  was 
explored  by  fitting  three‐level  random  intercept models:  individual,  unit  and 
hospital level. 
 
Results  
The unit level was the dominating level for the clustering of responses to the 11 
dimensions.  Intraclass  correlations  (ICC)  at  unit  level  ranged  from  4.3%  to 
31.7%,  representing considerable higher  level variation. For  three dimensions 
of  patient  safety  culture  there  was  significant  clustering  of  responses  at 
hospital level as well: 1) Feedback about and learning from error, 2) Teamwork 
across hospital units and 3) Non‐punitive response to error.  
 
Conclusions  
At a conceptual level, the detection of clustering of responses within units and 
hospitals confirms  the claim  that  the HSOPS measures group culture and not 
just  individual  attitudes.  In  addition,  the  results  have  implications  for 
interventions  on  patient  safety  culture.  Improvement  efforts  should  be 
directed at  their most  relevant organisational  level.  In general,  improvement 
efforts on patient safety culture should be addressed at  the unit  level,  rather 
than the individual or hospital level. 
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Introduction 
 
Several studies  in various countries have shown  that a substantial number of 
patients suffer from adverse events in hospitals.1‐9 Hospitals are becoming ever 
more  conscious of  the  fact  that  there  is much  improve  in  the  safety of  their 
patients  and  consequently  many  hospitals  have  been  implementing 
interventions  to  reduce  the amount of adverse events. However, as  in other 
high  risk  industries  ‐such  as  chemical  process  industry,  aviation  and  nuclear 
power‐  it  is  believed  that  to  improve  patient  safety  in  healthcare,  hospitals 
have  to  create  a  safety  culture  among  their  staff  alongside  structural 
interventions. Reform of organisational  structures, clinical  training, guidelines 
and information technology are not sufficient when achieving good quality and 
patient  safety.  The  culture  of  an  organisation  consists  of  the  shared  norms, 
values,  behaviour  patterns,  rituals  and  traditions  of  its  employees.10  Safety 
culture  is  an  aspect  of  the  organisational  culture.  A  positive  safety  culture 
guides  the many discretionary behaviours of healthcare professionals  toward 
viewing patient safety as one of their highest priorities.11  
Several  instruments are available to make an assessment of the safety culture 
in hospitals.12,13 One is the Hospital Survey on Patient Safety Culture (HSOPS).14 
It aims  to measure multiple dimensions of patient safety culture  in hospitals. 
Previous  research has  shown  that  the psychometric properties of  the HSOPS 
are good.12,14 The questionnaire  is being used  in several countries. It has been 
translated  into  Dutch  for  use  in  The  Netherlands.  The  factor  structure  and 
psychometric  properties  of  the  Dutch  translation  (COMPaZ)  have  been 
described earlier.15
Like  many  other  safety  culture  questionnaires,  the  HSOPS  has  to  be 
administered  individually  to  employees  at  a  hospital  or  a  hospital  unit. 
However, the aim of the questionnaire  is to measure the group culture within 
the hospital or unit. The assumption that the HSOPS measures culture and not 
just  individual  attitudes,  has  not  been  examined  before.  It  can  be  tested  by 
analysing whether individual responses cluster within units or within hospitals. 
By  examining  the  clustering  of  individual  responses  by means  of multilevel 
analysis,  one  can  identify  contextual  phenomena.16  Clustering  of  individual 
responses would support the validity of the instrument. 
Moreover,  when  healthcare  organisations  are  planning  to  improve  patient 
safety culture, they have to know the most appropriate level at which to direct 
Chapter 6  127 
their  interventions. At first sight, a centralised (hospital  level) approach might 
seem  least  time‐  and money‐consuming,  but  in  reality  it  is  possible  that  a 
decentralised approach  (unit  level)  is  the most efficient way of  improvement 
for some or even all aspects of patient safety culture. Unit‐level  interventions 
can be  tailored  to  the specific needs of a unit, while only a small part of  the 
units within  a  hospital will  gain  from  interventions  implemented  at  hospital 
level.  
Clustering  of  staff  responses  at  unit  or  at  hospital  level  indicates  which 
dimensions of patient safety culture belong to and can be addressed at which 
organisational level.  
In this study, we examine two main research questions:  
 
1. Does the HSOPS measure group culture or only individual attitudes? 
2. Which dimensions of the HSOPS reflect hospital characteristics and which 
reflect unit characteristics? 
 
With  respect  to  the  first  research  question, we  expect  all  11  dimensions  to 
cluster  significantly  at  either  the  unit  level  or  hospital  level  (hypothesis  1). 
Some dimensions will show more clustering at hospital level than others. When 
considering the contents of the dimensions, three of the 11 dimensions seem 
to  reflect  hospital  wide  characteristics:  Teamwork  across  hospital  units, 
Adequate  staffing  and  Hospital  management  support.  We  hypothesise  that 
these  dimensions  will  show  significant  clustering  at  hospital  level,  beside 
clustering at unit level (hypothesis 2a). The other eight dimensions seem to be 
specific  features  of  a  unit:  Feedback  about  &  learning  from  error,  Overall 
perceptions  of  safety,  Frequency  of  event  reporting,  Supervisor/manager 
expectations & actions promoting safety, Teamwork within units, Non‐punitive 
response to error, Adequate shift changes and Communication openness. With 
respect to these dimensions, people working in the same unit are expected to 
be more similar to each other than to people working in different units, due to 
the context in which they work. There are no reasons to assume that different 
units within one hospital will show much similarity on these themes. Thus, we 
hypothesise  that  clustering  is  mainly  within  units  for  these  dimensions 
(hypothesis 2b). 
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Methods 
 
Data collection 
The  questionnaire was  administered  in  19  hospitals  across  The Netherlands; 
eight hospitals  in May‐June 2005 and 11  in May‐June 2006. Hospitals differed 
by  teaching  status:  nine  general  hospitals,  nine  teaching  hospitals  and  one 
university  hospital.  A  total  number  of  87  hospital  units  participated  in  the 
study. Units and hospitals were not randomly selected. Units that participated 
were about to introduce an incident reporting system at their unit and wanted 
to assess  their patient safety culture prior  to  the  implementation of  the new 
system.  In each unit, a random sample of about 30 health care providers was 
drawn, depending on unit size.  
The response rates of 67 of the 87 units were scored. Because  in 20 units the 
distribution of the questionnaire was not carried out by the researchers, there 
was  no  reliable  information  about  the  amount  of  people  having  received  a 
questionnaire  in  these  units.  Therefore,  it  was  not  possible  to  calculate 
response rates for these units.  
 
Questionnaire 
We translated the HSOPS into Dutch using forward and backward translation to 
check  the  quality  of  the  translation.  Explorative  factor  analysis  has 
demonstrated that the questionnaire contains 11 dimensions:  Feedback about 
& learning from error, Overall perceptions of safety, Teamwork across hospital 
units, Frequency of event reporting, Supervisor/manager expectations & actions 
promoting  safety,  Teamwork  within  units,  Non‐punitive  response  to  error, 
Adequate  shift  changes,  Communication  openness,  Adequate  staffing  and 
Hospital management support.15
The  questionnaire  consists  of  51  items,  including  background  variables 
outlining  the  participant’s  professional  group  (registered  nurse,  physician, 
secretary,  manager,  etc),  unit  type,  number  of  years  of  employment  and 
number of hours a week at the unit. A total of 44 items relate to patient safety 
culture.  Respondents  are  asked  to  rate  each  item  on  a  five‐point  scale  of 
agreement  (strongly disagree, disagree, neutral, agree and  strongly agree) or 
frequency (never, rarely, sometimes, most of the time, always). The number of 
items per dimension ranged from 2 to 6 and all items within the 11 dimensions 
were normally distributed. The  internal consistency  (Chronbach alpha) of  the 
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dimensions  ranged  from  0.58  to  0.79.  The  items  and  factor  structure  of  the 
Dutch  questionnaire  are  only  slightly  different  from  the  original HSOPS.  The 
original questionnaire has 12 dimensions, but  in the Dutch factor analysis two 
dimensions  converged.  The  composition  of  the  other  dimensions  was  very 
similar to that of the original questionnaire and only two items were removed 
from the questionnaire.15
 
Multilevel analysis 
The  mean  of  all  items  within  a  dimension  of  patient  safety  culture  was 
calculated, resulting in a dimensional score between 0 and 5 for each of the 11 
dimensions.  For  every  dimension  of  patient  safety  culture,  a  three‐level 
multilevel  model  for  continuous  responses  was  fit.  The  nesting  was 
respondents within units  and units within hospitals.  For  the  identification of 
the units, we did not rely on the reaction of the respondent on the item “unit 
type”, but we used  identification numbers  for units and hospitals, printed on 
the questionnaire. 
To  control  for  compositional  effects,  three  individual  characteristics  were 
added  as  covariates:  number  of  years  of  employment  at  the  unit,  length  of 
working week  (hours) and occupation  (nurse versus other). We corrected  for 
these  individual  level  factors,  because  we  wanted  to  ensure  that  the  unit 
differences  found  in  the  multilevel  analysis  were  really  attributable  to 
differences  in patient safety culture and not to differences group composition 
(that is, the characteristics of the individual respondents within the units). As a 
measure  of  clustering  of  responses  we  calculated  the  intraclass  correlation 
(ICC)  for  the  unit  and  hospital  level,  which  is  the  unit  resp.  hospital  level 
variance  divided  by  the  total  variance.  This  gives  a  relative measure  of  the 
influence of that  level on the  individual responses. The variances were tested 
for statistical significance using a one‐sided Wald test.17
As  an  additional  test,  we  fitted  a  single  multivariate  model  using  all  the 
dimension  scores. At  the  respondent and unit  level, we  fitted a  full  variance 
covariance matrix, this was not possible at the hospital  level due to the small 
hospital  variance.  This  is  presented  in  a  covariance  matrix,  showing  the 
interdependency of the dimensions at unit and hospital  level. The model was 
also  adjusted  for  the  three  above‐mentioned  covariates.  The  analyses were 
done using MLwiN2. 
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Results 
 
A  total  of  1889  respondents  at  87  units  in  19  hospitals  completed  the 
questionnaire. The mean  response  rate  (known  for 67 units) was 80%  (range 
25‐100%). The number of respondents per unit varied from seven to 53 with a 
mean of 22 respondents. The mean number of units per hospital was 4.6 (range 
2‐13). Of all units, 27 were of a surgical specialty and 60 were non‐surgical. The 
majority of  the  respondents were  registered nurses  (63%). Most people had 
worked  at  their  unit  for  1‐5  years  (41%)  and worked  20‐39h  a week  (78%) 
(Table 6.1). Table 6.2 gives a description of the dimension scores on all  levels 
individual, unit and hospital level. 
 
Table 6.1  Characteristics of the sample 
Characteristic  Category  N (%) 
Hospital type  University hospital 159 (8.4) 
  Teaching hospital 925 (49.0) 
  General hospital 805 (42.6) 
  Missing 0 
Occupation  Registered nurse 1174 (62.7) 
  Resident nurse  50 (2.7) 
  Clerk /secretary 65 (3.5) 
  Resident physician 69 (3.7) 
  Medical specialist 109 (5.8) 
  Management (unit) 58 (3.1) 
  Other 346 (18.3) 
  Missing 18 
Years at unit  <1 221 (11.7) 
  1‐5 778 (41.2) 
  6‐10 377 (20.0) 
  11‐15 204 (10.8) 
  16‐20 154 (8.2) 
  >20 140 (7.4) 
  Missing 15 
Hours a week <20 186 (9.8) 
  20‐39 1481 (78.4) 
  40‐59 163 (8.6) 
  >59 43 (2.3) 
  Missing 16 
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Table 6.2    Descriptive statistics of the dimensions at individual, unit and hospital level 
Dimension  Individual level 
(N = 1889) 
  Unit level 
(N = 87) 
  Hospital level 
(N = 19) 
  Mean  
(SD) 
Range    Mean  
(SD) 
Range    Mean  
(SD) 
Range 
Feedback about & learning 
from error  
3.41 
(0.60) 
1.33 
to 5.00 
  3.41 
(0.31) 
2.41 
to 4.08 
  3.35 
(0.20) 
2.84 
to 3.64 
Overall perceptions of safety  3.38 
(0.59) 
1.25 
to 5.00 
  3.37 
(0.27) 
2.67 
to 3.87 
  3.38 
(0.16) 
3.06 
to 3.61 
Teamwork across hospital 
units 
2.85 
(0.58) 
1.00 
to 4.60 
  2.84 
(0.21) 
2.42 
to 3.49 
  2.85 
(0.17) 
2.62 
to 3.40 
Frequency of event   
reporting 
3.06 
(0.90) 
1.00 
to 5.00 
  3.05 
(0.42) 
1.96 
to 4.11 
  2.99 
(0.25) 
2.46 
to 3.29 
Supervisor/manager 
expectations & actions  
3.56 
(0.58) 
1.00 
to 5.00 
  3.56 
(0.22) 
2.96 
to 4.21 
  3.56 
(0.11) 
3.39 
to 3.75 
Teamwork within units  3.88 
(0.48) 
1.50 
to 5.00 
  3.88 
(0.19) 
3.41 
to 4.36 
  3.88 
(0.12) 
3.68 
to 4.04 
Non‐punitive response to 
error 
3.65 
(0.62) 
1.00 
to 5.00 
  3.64 
(0.25) 
3.00 
to 4.11 
  3.64 
(0.18) 
3.19 
to 3.89 
Smooth transitions  3.47 
(0.68) 
1.50 
to 5.00 
  3.47 
(0.28) 
2.72 
to 4.00 
  3.47 
(0.12) 
3.20 
to 3.65 
Communication openness   3.79 
(0.58) 
1.00 
to 5.00 
  3.80 
(0.21) 
3.22 
to 4.33 
  3.78 
(0.11) 
3.62 
to 4.01 
Adequate staffing  3.61 
(0.67) 
1.00 
to 5.00 
  3.59 
(0.41) 
2.40 
to 4.34 
  3.66 
(0.23) 
3.29 
to 4.16 
Hospital management 
support 
2.98 
(0.67) 
1.00 
to 5.00 
  2.97 
(0.25) 
2.33 
to 3.52 
  2.97 
(0.14) 
2.70 
to 3.30 
 
The clustering of  responses at both unit and hospital  level  for each of  the 11 
dimensions of patient safety culture is shown in Table 6.3.  
At unit  level, all variances were statistical significant.  ICCs at unit  level ranged 
from 4.3% (for Communication openness) to 31.7% (for Adequate staffing). The 
ICC  of  31.7%  for  Adequate  staffing  at  unit  level  means  that  31.7%  of  the 
variance  in  the  outcome  Adequate  staffing  can  be  allocated  to  differences 
between the units. An  ICC of 15%  is considered quite high18. At hospital  level, 
ICCs  ranged  from  0.0%  (for Adequate  shift  changes  and  Supervisor/manager 
expectations & actions) to 6.2% (for Feedback about & learning from error). The 
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variances  of  three  dimensions  were  statistical  significant.  These  three 
dimensions  showed  substantial  clustering  of  responses  at  hospital  level: 
Feedback and  learning  from error  (ICC=6.2%), Teamwork across hospital units 
(ICC=4.4%) and Non‐punitive response to error (ICC=4.5%).  
All  dimensions  of  patient  safety  culture  showed  most  of  their  higher  level 
variance at unit level. 
 
Table 6.3  Variance and intraclass correlation coefficients (ICCs) at individual, unit and 
  hospital level, corrected for occupation type, years of work at unit and 
  hours a week of work at unit 
Dimension  Individual level    Unit level    Hospital level 
  Variance  
(SE) 
  Variance 
(SE) 
ICC 
(%) 
  Variance 
(SE) 
ICC 
(%) 
Feedback about &    
learning from error  
0.290 
(0.010)* 
  0.050 
(0.011)* 
13.8    0.023 
(0.013)* 
6.2 
Overall perceptions of 
safety 
0.297 
(0.010)* 
  0.049 
(0.011)* 
14.0    0.007 
(0.007) 
1.9 
Teamwork across     
hospital units 
0.304 
(0.010)* 
  0.015 
(0.005)* 
4.4    0.015 
(0.007)* 
4.4 
Frequency of event 
reporting 
0.665 
(0.023)* 
  0.112 
(0.025)* 
14.0    0.021 
(0.019) 
2.6 
Supervisor/manager 
expectations/actions  
0.294 
(0.010)* 
  0.030 
(0.007)* 
9.3    ‐  ‐ 
Teamwork within units  0.205 
(0.007)* 
  0.022 
(0.005)* 
9.5    0.002 
(0.003) 
1.0 
Non‐punitive response     
to error 
0.347 
(0.012)* 
  0.018 
(0.006)* 
4.7    0.017 
(0.009)* 
4.5 
Adequate shift changes  0.392 
(0.013)* 
  0.039 
(0.009)* 
9.1    ‐  ‐ 
Communication openness   0.314 
(0.011)* 
  0.014 
(0.005)* 
4.3    0.004 
(0.004) 
1.1 
Adequate staffing  0.303 
(0.010)* 
  0.144 
(0.027)* 
31.7    0.007 
(0.014) 
1.4 
Hospital management 
support 
0.408 
(0.014)* 
  0.027 
(0.008)* 
6.2    0.007 
(0.006) 
1.6 
There was not enough  information to obtain estimates at hospital  level  for Supervisor/manager 
expectations & actions and Adequate shift changes.  
* p<0.05 
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The  interdependency  of  the  dimensions  was  examined  by  placing  the  11 
dimensions of patient safety culture in a multiresponse model (Table 6.4). 
At individual level, all dimensions were positively interrelated and there was no 
large diversity in the magnitude of the correlations. Correlations were small to 
moderate,  ranging  from 0.05  to 0.44. At unit  level,  correlations  ranged  from 
0.02  to  0.63.  At  this  level,  there  was  more  heterogeneity  in  the  size  and 
direction of the correlations. 
Four  relations  emerged  to  be much  stronger  at  unit  level  than  at  individual 
level,  namely  those  between  Feedback  about  &  learning  from  error  and 
Frequency of event reporting (r = 0.63 at the unit level compared to r = 0.36 at 
the individual level), between Frequency of event reporting and Adequate shift 
changes (r = 0.60 at the unit level compared to r = 0.17 at the individual level), 
between Overall perceptions of  safety and Adequate  staffing  (r = 0.63 at  the 
unit level compared to r = 0.30 at the individual level) and between Teamwork 
within units and Communication openness (r = 0.60 at the unit level compared 
to r = 0.32 at the individual level). This indicates that, at unit level, the average 
response to these dimensions – taking the individual adjusters into account – is 
strongly  correlated.  So,  for  example,  units  that  on  average  score  high  on 
Teamwork within units  also  tend  to  score high on Communication openness. 
Due  to  smaller  numbers  and  smaller  amounts  of  (co‐)variation,  it  was  not 
possible  to  calculate  correlations between  any of  the dimensions  at hospital 
level. 
  
 
Table 6.4  Correlations at individual level (to the left of the diagonal) and unit level (to the right of the diagonal), corrected for 
  occupation type, years of work at unit and hours a week of work at unit 
  Dimension  1  2  3  4  5  6  7  8  9  10  11 
1  Feedback about & learning from 
error  
  0.40  ‐  0.63  0.42  0.45  ‐  0.31  0.30  ‐0.04NS ‐ 
2  Overall perceptions of safety  0.39    ‐  0.16NS 0.10NS 0.19  ‐  0.14NS 0.07NS 0.63  ‐ 
3  Teamwork across hospital units  0.29  0.33    ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐ 
4  Frequency of event reporting  0.36  0.24  0.146    ‐0.08NS ‐0.03NS ‐  0.60  ‐0.02NS ‐0.29  ‐ 
5  Supervisor/manager 
expectations/actions  
0.43  0.32  0.210  0.17    0.32  ‐  0.05NS 0.32  0.21  ‐ 
6  Teamwork within units  0.33  0.28  0.202  0.20  0.31    ‐  ‐0.02NS 0.60  ‐0.04NS ‐ 
7  Non‐punitive response to error  0.27  0.36  0.198  0.16  0.29  0.26    ‐  ‐  ‐  ‐ 
8  Adequate shift changes  0.22  0.30  0.439  0.17  0.16  0.20  0.21    0.22 NS ‐0.15NS ‐ 
9  Communication openness   0.43  0.30  0.210  0.19  0.40  0.32  0.35  0.23    ‐0.13NS ‐ 
10  Adequate staffing  0.14  0.30  0.138  0.05  0.26  0.18  0.24  0.14  0.21    ‐ 
11  Hospital management support  0.42  0.37  0.375  0.22  0.31  0.18  0.21  0.22  0.25  0.19   
All  correlations were  significant  at  p<0.05,  except  for  those  specified with NS  (not  significant).  There was  not  enough  information  to  obtain 
estimates at unit level for Teamwork across hospital units, Non‐punitive response to error and Hospital management support.   
Discussion 
 
The  results  support  the  claim  that  the HSOPS measures  culture  and not  just 
individual  attitudes.  All  dimensions  demonstrate  significant  clustering  of 
responses at the unit level, in accordance with hypothesis 1. Three dimensions 
also  showed  clustering  at  hospital  level:  Feedback  about  and  learning  from 
error, Teamwork across hospital units and Non‐punitive response to error. We 
hypothesized  (hypothesis 2) only one of  these dimensions –Teamwork across 
hospital units– to be a hospital‐wide characteristic. The clustering of Feedback 
about and  learning  from error and Non‐punitive  response  to error at hospital 
level  may  be  related  to  the  structure  of  the  incident  reporting  system  in 
hospitals  in The Netherlands at  the  time of  the data collection. At  that  time, 
incidents had to be reported to a central hospital committee rather than to the 
unit  where  the  health  care  provider  worked.  The  reaction  of  this  central 
committee to each  incident report presumably would have been more or  less 
the same, regardless of the unit of the reporter.  
In the multi response model, there were no highly correlated dimensions of the 
HSOPS,  indicating  that  each  dimension measures  a  unique  aspect  of  patient 
safety culture. The strongest correlations were found at unit level; correlations 
at individual level were smaller and more homogeneous. When controlling for 
variation at individual and unit level, the effects at hospital level were too small 
to calculate correlations. This is also an indication that the hospital level is not 
the  most  important  level  with  reference  to  patient  safety  culture.  These 
findings are in line with some recent studies that have concluded that the unit 
level  is the dominating  level for patient safety culture19 and the occurrence of 
adverse events.20
Our study has some limitations. In the multilevel analyses, the sample size was 
only 19 at hospital level compared to 87 at unit level. The lower sample size at 
hospital level, nonetheless, mainly affects the standard errors of the dimension 
means  and  to  a  lesser  extent  the  variances  between  the  hospitals. 
Furthermore,  the  sample  was  a  convenience  sample;  we  did  not  obtain  a 
random  sample  of  units  and  hospitals.  However,  the  sample  characteristics 
demonstrate a good representation of unit types, teaching status and location 
of Dutch hospitals. We did  take  random samples of health care professionals 
within each unit, but we did not have information about the response rates of 
nearly one‐quarter of the units. The response rates of  the units  for which we 
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 did have  information, though, were very high, which reduces the  likelihood of 
self‐selection bias within units. Finally, data were collected in two rounds: 2005 
and  2006.  We  checked  whether  this  biased  the  results.  There  was  no 
systematic effect of the moment of data collection on the results.  
The findings of our study have some general  implications for strategies aimed 
at improving the safety culture. Directing all interventions at the hospital level 
(centralised  approach)  appears  not  to  be  the  best  method:  unit  level 
(decentralised) improvement efforts seem most worthwhile. And since patient 
safety culture consists of several distinct dimensions, a multifaceted approach 
is recommendable when trying to change the safety culture in a hospital unit.  
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Abstract 
 
Background 
Hospital  units  vary  in  patient  safety  outcomes.  The  safety  culture  among 
healthcare  providers  in  hospital  units  is  believed  to  influence  safety 
performance. We examined  if  the  relationship between work area  (specialty) 
and patient safety outcomes is mediated by the units’ safety culture. 
 
Setting 
28 units (emergency medicine, surgery, internal medicine) in 20 hospitals in the 
Netherlands. 
 
Design 
Safety culture was measured with the Dutch version of the Hospital Survey on 
Patient  Safety  Culture  that  discerns  11  dimensions  of  safety  culture.  Safety 
outcomes were  types  of  unintended  events  and  causal  factors.  Unintended 
events were  collected  through  staff  reporting  and  analysed with  root  cause 
analysis.  Resulting  root  causes  were  classified  as  organisational,  technical, 
human, patient related or other. Data were examined using multilevel analysis.  
 
Results 
We  received  542  completed  safety  culture  questionnaires  (56%  response). 
Hospital  personnel  reported  1885  events, with  2822  underlying  root  causes. 
The overall safety culture in the units was not related to any of the outcomes. 
Three safety culture dimensions showed significant mediation: 1) Non‐punitive 
response to error mediated the relation between work area and the occurrence 
of  medication  events  and  organisational  causes;  2)  Hospital  management 
support  mediated  the  relation  between  work  area  and  the  occurrence  of 
materials/equipment  events,  events  related  to  collaboration  with 
residents/consultants  and  technical  causes;  3)  Frequency  of  event  reporting 
(willingness  to  report) mediated all  five  relationships  that were examined  for 
possible mediation. 
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Conclusions 
Our study showed that the overall safety culture in the units was not related to 
safety outcomes. Only a  few safety culture dimensions mediated  the  relation 
between work  area  and  some  outcomes, with  Frequency  of  event  reporting 
(willingness to report) as the most important mediating factor. Our study could 
not support the claim that safety culture is a key factor affecting patient safety. 
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Introduction 
 
Patient  safety  in  hospitals  is  an  important  issue  needing  to  be  investigated 
thoroughly  and  improved by  appropriate  interventions. Many  countries have 
studied  the  rates  of  adverse  events  occurring  in  their  hospitals.  An  adverse 
events  is commonly defined as an unintended  injury  that  results  in disability, 
death or prolonged hospital stay, and was caused by healthcare management 
rather than the patient’s underlying disease.1‐3 In a systematic review based on 
eight adverse event studies, the median overall incidence of in‐hospital adverse 
events was calculated.  In 9.2% of all hospital admissions one or more adverse 
events occur, nearly half (43.5%) of the adverse events is preventable and 7.4% 
contributes to death.4
To improve patient safety, it is important to know which causal factors underlie 
the  events  and  thus  need  to  be  addressed.  Not  only  adverse  events  –that 
resulted in patient harm– can provide useful information, but also near misses 
(acts that could have harmed the patient but were prevented from completion 
through  a  recovery5‐7)  and  no‐harm  events  (acts  that  had  the  potential  for 
harm  but,  through  luck  or  a  robust  physiology,  had  no  ill  effect  on  the 
patient6;7) or, in short, all unintended events. An unintended event is defined as 
an  event,  no  matter  how  seemingly  trivial  or  commonplace,  that  was 
unintentional and could have harmed or did harm a patient.8 Since unintended 
events comprise a broad group of events, it is relatively easy to collect a large 
number  of  them  to  enable  a  comprehensive  study  of  contributing  factors. 
Furthermore, events with and without patient harm are believed  to have  the 
same  underlying  failure  factors.9;10  This  makes  them  as  informative  about 
contributory factors as the relatively small group of adverse events. 
 
Variation between work areas (specialties) 
The  frequencies  with  which  unintended  events  occur  vary  for  different 
specialties.  It  is  known  from  studies on  the  incidence of adverse events  that 
surgical hospital units (e.g. general surgery, emergency medicine) have higher 
rates  of  adverse  events  than  non‐surgical  units  (e.g.  internal  medicine, 
laboratory).11‐18 This variation could  in part be explained by  the kind of work 
processes that are performed in the different work areas. Healthcare processes 
differ  in complexity and degree of standardisation and, partly because of this, 
in  the extent  that  they are error‐prone. Another possible explanation  for  the 
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variation between specialties is the safety culture among healthcare staff. The 
safety  culture  within  a  unit  guides  the  many  discretionary  behaviours  of 
healthcare professionals toward viewing patient safety as one of their highest 
priorities.19 A  commonly  used  definition  is:  “Safety  culture  is  the  product  of 
individual and group values, attitudes, perceptions, competencies and patterns 
of behaviour that determine the commitment to, and the style and proficiency 
of,  an  organisation’s  health  and  safety  management.  Organisations  with  a 
positive safety culture are characterised by communication founded on mutual 
trust, by shared perceptions of the importance of safety and by the confidence 
in the efficacy of preventive measures”.20 Safety culture can vary between units 
of different  specialties within one hospital.21‐24  The  study of Hartmann  et  al. 
showed that employees in high hazard units (emergency department, intensive 
care,  operating  room)  reflect  lower  levels  of  safety  climate  than  nonclinical 
workgroups, pharmacies/labs and wards.22 Correspondingly, Singer et al. found 
that emergency department personnel perceived a less positive safety climate 
than workers  in other areas. Personnel  in nonclinical areas perceived a more 
positive  safety  climate  than workers  in other areas.23 This  variation  in  safety 
culture  might  explain  the  differences  found  in  rates  of  unintended  events 
between specialties. 
 
Aim of the study 
It is increasingly believed that in order to improve patient safety, hospitals have 
to create a safety culture among their staff beside making structural changes.25 
However, firm evidence for the exact nature of the relationship between safety 
culture  and  unintended  events  is  lacking.26;27  In  the  2008‐publication  of  the 
World Health Organization (WHO) that outlines the future direction of patient 
safety  research  across  the  world,  it  was  stated  that  rigorous  studies  are 
required  to  gain  information  on  the  relation  between  culture  and  patient 
outcomes.28  We  examined  this  relationship  using  a  large  number  of  safety 
culture  questionnaires  and  a  large  dataset  of  unintended  events  in multiple 
units  and  hospitals,  that  were  collected  in  the  same  time  period  by 
independent measurements. Our objective was to gain  insight  into the role of 
patient  safety  culture  in  the  relationship  between  work  area  and  safety 
outcomes.  If safety culture mediates the relationship between work area and 
outcomes,  it  explains  why  units  vary  in  performance.  Safety  culture  then 
accounts  for  the  relation  between  work  area  and  outcomes:  differences  in 
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outcomes  between  specialties  are  in  fact  caused  by  the  different  safety 
cultures within  the units.29  In  this  study, we  examine  the  following  research 
question: Does patient safety culture mediate  the  relationship between work 
area and (1) the occurrence of different types of unintended events and (2) the 
occurrence  of  different  types  of  causal  factors  underlying  the  unintended 
events? Displayed in a diagram, we examined the following mediation effect: 
 
Independent variable    Mediator  Outcome 
Work area (speciality)  Æ     Safety culture  Æ  Unintended event types 
            & 
          Causal factor types 
 
 
Methods 
 
Study design and instruments 
From  October  2006  to  February  2008,  a  study  was  performed  to  examine 
unintended events at 28 hospital units of 20 hospitals in the Netherlands: two 
university hospitals, seven tertiary teaching hospitals and 11 general hospitals. 
The units were of three different types, representing the core of hospital care: 
emergency medicine, surgery and internal medicine. Data collection took place 
in phases with a study period of five to fourteen weeks per unit, depending on 
the reporting speed. The study protocol was granted ethical approval by the VU 
University Medical Center review board in Amsterdam. 
 
Hospital Survey on Patient Safety Culture (HSOPS)  
In the first week of each study period, the Dutch version of the Hospital Survey 
on Patient Safety Culture (HSOPS)30;31 was disseminated to measure the safety 
culture  among healthcare  providers  in  the unit.  The HSOPS  is  a widely used 
questionnaire that distinguishes multiple dimensions of patient safety culture, 
such  as  teamwork,  communication  openness  and  non‐punitive  response  to 
error.  The  Dutch  translation  ‐named  COMPaZ‐  only  slightly  differs  from  the 
original  HSOPS,  having  11  dimensions  in  stead  of  12  and  having  two  items 
less.31 Each dimension consists of two to six  items, to be answered on a  five‐
point  scale  of  agreement  (strongly  disagree,  disagree,  neutral,  agree  and 
strongly  agree)  or  frequency  (never,  rarely,  sometimes,  most  of  the  time, 
always). Examples of  items are:  ‘When one area  in  this unit gets  really busy, 
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others help out’ and ‘Staff will freely speak up if they see something that may 
negatively  affect  patient  care’.  Previous  research  has  shown  that  the 
psychometric properties are good for the original HSOPS30;32 and for COMPaZ.31
 
Unintended event reporting and PRISMA root cause analysis 
Healthcare  providers were  asked  to make written  reports  of  all  unintended 
events that occurred in their unit during the study period. We collected at least 
50 reports per unit, to gain reliable insight into the various types of unintended 
events that occurred. In order to find the underlying causal factors, the reports 
were analysed with a Root Cause Analysis (RCA) tool called PRISMA‐medical33;34 
by  one member  of  a  team  of  five  trained  and  experienced  researchers.  The 
researcher  asked  the  reporter  some  additional  questions  during  a  short 
interview  to  obtain more  information  about  the  event  and  its  contributing 
factors. Events were preferably discussed and analysed within a few days after 
occurrence. Unintended events were described in causal trees and root causes 
were classified as organisational, technical, human, patient related or other.  
All unintended events were classified by the researcher into one of eight event 
types: Materials/equipment,  Diagnosis  and  treatment, Medication,  Protocols 
and  regulations,  Incorrect data and  substitutions, Collaboration with  resident 
physicians and consultants, Collaboration with other departments and Other. 
 
Statistical analyses 
The  relation  between work  area,  safety  culture  and  outcomes was  assessed 
with  multilevel  regression  analyses.35  By  analysing  the  data  with  multilevel 
models, we corrected for the fact that our sample of events was not a random 
sample of all events  in the Netherlands. There was clustering of events within 
units and, on a  lower  level,  there was clustering of  root cause within events. 
Multilevel  analysis  allows  for  such  a  hierarchical  structure  of  the  data.  The 
multilevel analyses were performed with MLwiN2. 
Patient  safety  outcomes were  the  occurrence  of  seven  types  of  unintended 
events (excluding “Other”) and the occurrence of five types of root causes. For 
every patient safety outcome, 13 separate multilevel models were  fitted: one 
model with the specialty of the unit  (work area) as the  independent variable, 
one model with the unit’s overall culture score and 11 models with the unit’s 
score on each of the dimensions of safety culture. The nesting was root causes 
within events and events within hospital units (three levels, for the root cause 
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outcomes)  or  events  within  hospital  units  (two  levels,  for  the  event  type 
outcomes). The number of units within a hospital was  too  low  to discern  the 
hospital  level as a relevant additional  level:  in most cases there was only one 
participating unit per hospital. The reason for estimating separate models, and 
not  integrating multiple  independent  variables  in  the  same model, was  the 
small number of units (28) at the highest level. 
When calculating unit means of the items within a dimension of patient safety 
culture,  resulting  in  a  dimensional  score  between  0  and  5,  we  used  the 
ecometric  approach  of  Raudenbusch  and  Sampson36,  thus  controlling  for 
individual variation. Data were aggregated  to  the unit  level because we were 
interested in unit effects. Aggregation was justified, because previous research 
showed  that  the questionnaire measures unit  culture  and not  just  individual 
attitudes.24 
To  control  for  compositional  effects,  two  event‐level  characteristics  were 
added  to  all models  as  covariates:  time  of  the  event  (daytime,  evening  and 
night, or unknown) and presence of consequences for the patient (yes or no). 
We corrected for these event‐level factors, because we wanted to ensure that 
the  unit  differences  found  in  the  multilevel  analysis  were  related  to  real 
differences  between  units  and  not  to  differences  in  group  composition 
(characteristics of the events). Multilevel  logistic regression analysis was used 
in  case  the  dependent  variable  was  an  event  type  (dichotomy),  multilevel 
Poisson regression analysis was used  in case the outcome was the occurrence 
of a root cause type (count data). 
As  we  wanted  to  investigate  whether  patient  safety  culture  mediates  the 
relation between work area and safety outcomes, we used Baron and Kenny’s29 
procedure:  to  show  mediation,  the  independent  variable  must  significantly 
relate  to  the  potential  mediator,  the  mediator  must  have  a  significant 
relationship with  the  dependent  variable,  and  the  relationship  between  the 
independent  variable  and  dependent  variable  should  be  eliminated  (full 
mediation) or weakened  (partial mediation) when  the mediator  is  controlled 
for. We performed Sobel‐tests37 to see if the mediation effects were significant. 
The results will be presented in line with Baron and Kenny’s procedure, after a 
description  of  the  sample  characteristics.  Because  we  performed  a  large 
number of tests, we will discuss only strong relations with a significance level of 
p<0.01. Relatively weak  relations  (0.01<p<0.05) are  indicated with an asterisk 
in the tables, but will not be discussed in the text.  
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Results 
 
Characteristics of the sample 
Healthcare providers at the 28 units reported 1885 events. Table 7.1 shows the 
types of events that were reported by each specialty, with some examples for 
each  event  category.  Almost  a  quarter  (24%)  of  the  unintended  events was 
related  to  medication.  In  20%  of  the  events,  there  were  problems  in  the 
cooperation  with  other  departments.  Forty‐four  percent  of  the  events  had 
consequences  for  the  patient  that  were  more  severe  than  inconvenience. 
Nearly half (47%) of the reported events occurred during daytime and 26%  in 
the evening or night. For 27% of the events the time of the event was unknown 
(Table 7.1).   
 
Table 7.1   Characteristics of unintended events (observed), causal factors and patient  
  safety culture (model based) 
Overall  Emergency  Surgery  Internal 
medicine 
 
     
Unintended events  N (%)  N (%)  N (%)  N (%) 
Medication   458 (24.3)    38 (7.3)  226 (25.7)  194 (40.2) 
e.g. medication expired; 
medication instruction 
accomplished twice; heparin 
pump was at a too low rate 
during 15 hours 
375 (19.9)  128 (24.5)  194 (22.0)  53 (11.0) Collaboration with other 
departments 
e.g. long waiting time for 
laboratory test results; technical 
service has not fixed door of 
medication room for months 
despite repeated requests; 
incomplete information during 
handover between units 
Materials and equipment  233 (12.4)  106 (20.3)  89 (10.1)  38 (7.9) 
    e.g. battery of blood pressure 
device is lacking; error in 
electronic record system; defect 
of remote control for 
electronically adjustable bed. 
      ‐ Table 7.1 continues ‐ 
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Overall  Emergency  Surgery  Internal 
medicine 
 
     
Unintended events  N  (%)  N  (%)  N  (%)  N  (%) 
Diagnosis and treatment  223 (11.8)  75 (14.4)  96 (10.9)  52 (10.8) 
    e.g. forgot to disconnect feeding 
probe; dialysis monitor not   
tuned properly; elbow injury 
overlooked 
204 (10.8)  89 (17.0)  92 (10.4)  23 (4.8) Collaboration with resident 
physicians and consultants 
    e.g. insufficient supervision of 
resident physicians; consultant 
does not come to visit the 
department to see a patient 
when requested; resident or 
consultant unreachable by 
telephone 
39 (7.5)  49 (5.6)  16 (3.3) Incorrect data and substitutions   104 (5.5) 
    e.g. incorrect date on X‐ray; 
patient sent to OR with medical 
record of another patient; sticker 
with personal information of 
wrong patient pasted on 
laboratory request form 
Protocols and regulations   97 (5.1)  20 (3.8)  42 (4.8)  35 (7.3) 
    e.g. inconsistency in protocols; 
protocol untraceable on the 
intranet; staff unknown with 
procedure in new protocol 
166 (8.8)  27 (5.2)  90 (10.2)  49 (10.2) Other  
    e.g. fall of patient; patient leaves 
hospital against medical advice; 
bad news brought to patient 
when his family was not present 
for support 
Missing  25 (1.3)  0 (0.0)  3 (0.3)  22 (4.6) 
Total  1885 (100)  522 (100)  881 (100)  482 (100) 
      ‐ Table 7.1 continues ‐ 
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Overall  Emergency  Surgery  Internal 
medicine 
 
     
Consequences for the patient1 N  (%)  N  (%)  N  (%)  N  (%) 
Yes  418 (47.4)  252 (52.3) 833 (44.2)  163 (31.2) 
No  1052 (55.8)  463 (52.6)  230 (47.7) 359 (68.8) 
       Time  
880 (46.7)  227 (43.5)  461 (52.3)  192 (39.8) Daytime (7 am to 5 pm) 
489 (25.9)  178 (34.1)  203 (23.0)  108 (22.4) Evening and night (5 pm to 7 am) 
516 (27.4)  117 (22.4)  217 (24.6)  182 (37.8) Unknown 
Causal factors          
Human  1962 (69.5)  510 (60.4)  904 (72.3)  548 (75.4) 
Organisational  511 (18.1)  211 (25.0)  201 (16.1)  99 (13.6) 
Technical  196 (6.9)  91 (10.8)  71 (5.7)  34 (4.7) 
Patient related  84 (3.0)  20 (2.4)  38 (3.0)  26 (3.6) 
13 (1.5)  36 (2.9)  20 (2.8) Other  69 (2.4) 
Total  2822 (100)  845 (100)  1250 (100)  727 (100) 
Safety culture2 Mean (SD)  Mean (SD)  Mean (SD)  Mean (SD) 
Overall patient safety culture  3.25 (0.12)  3.23 (0.10)  3.23 (0.15)  3.31 (0.07) 
Feedback about & learning from 
error  
3.17 (0.20)  3.19 (0.20)  3.09 (0.24)  3.23 (0.10) 
Overall perceptions of safety  3.03 (0.18)  2.99 (0.19)  3.01 (0.19)  3.11 (0.15) 
2.85 (0.08)  2.84 (0.08)  2.84 (0.08)  2.87 (0.10) Teamwork across hospital units 
Frequency of event reporting  2.78 (0.17)  2.63 (0.13)  2.88 (0.19)  2.87 (0.08) 
Supervisor/manager expectations  
& actions 
3.41 (0.26)  3.54 (0.27)  3.30 (0.27)  3.40 (0.15) 
Teamwork within units  3.83 (0.14)  3.81 (0.13)  3.84 (0.17)  3.87 (0.13) 
Non‐punitive response to error  3.57 (0.12)  3.47 (0.10)  3.63 (0.10)  3.62 (0.06) 
Smooth transitions  3.40 (0.19)  3.25 (0.17)  3.48 (0.14)  3.50 (0.14) 
Communication openness   3.72 (0.11)  3.75 (0.12)  3.68 (0.12)  3.74 (0.11) 
Adequate staffing  3.20 (0.43)  3.27 (0.41)  3.05 (0.53)  3.29 (0.28) 
Hospital management support  2.82 (0.22)  2.76 (0.14)  2.77 (0.25)  2.95 (0.24) 
1Yes= physical injury, mental injury, pain, extra intervention, suboptimal care or prolonged stay. 
No= no or unknown consequences or inconvenience only. 
2Higher scores indicate a more positive safety culture (range 0 to 5). 
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PRISMA  analyses  resulted  in  2822  causal  factors:  1962  human,  511 
organisational,  196  technical,  84  patient  related  and  69  other  factors  (Table 
7.1). 
A  total  of  542  healthcare  providers  completed  the  HSOPS, with  an  average 
response  rate  of  56%.  Most  of  the  respondents  were  nurses  (74%).  Other 
respondents  were  resident  physicians  (10%),  medical  consultants  (6%)  and 
managers (2%) or had another profession (8%). The bottom section of Table 7.1 
shows the scores on patient safety culture. Overall, the lowest scores were on 
the dimensions  Frequency of event  reporting  (willingness  to  report), Hospital 
management  support  and  Teamwork  across  hospital  units. Units were most 
positive  about  Teamwork  within  units,  Communication  openness  and  Non‐
punitive response to error. 
 
Relation between work area and patient safety culture 
We  investigated the relation between work area and patient safety culture  in 
separate  models  for  each  safety  culture  outcome  (Table  7.2).  Surgery  and 
internal medicine  units  have  a  higher  Frequency  of  event  reporting,  a more 
positive Non‐punitive response to error, and score higher on Smooth transitions 
than  emergency  departments.  Moreover,  internal  medicine  units  perceive 
more Hospital management support as compared to emergency departments. 
 
Table 7.2a   Regression analysis for the relation between work area and patient safety 
culture:  unstandardised regression coefficient and standard error (part 1) 
  Overall culture  Feedback & 
learning  
Overall 
perceptions of 
safety 
Teamwork 
across units 
Work area         
Emergency  Reference category 
Surgery  ‐0.119 (0.078)  ‐0.159 (0.113)  ‐0.053 (0.111)  0.004 (0.076) 
Internal medicine  0.003 (0.083)  0.133 (0.120)  0.241 (0.118)*  0.061 (0.081) 
* p≤0.05; ** p≤0.01; *** p≤0.001 
All models were controlled for time of the event and presence of consequences for the patient. 
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Table 7.2b   Regression analysis for the relation between work area and patient safety 
culture:  unstandardised regression coefficient and standard error (part 2) 
  Frequency of 
event reporting 
Supervisor/ 
manager 
expectations  
& actions 
Teamwork 
within units 
Non‐punitive 
response 
Work area         
Emergency  Reference category   
Surgery  0.469 (0.087)***  ‐0.235 (0.141)  0.028 (0.091)  0.217 (0.082)** 
Internal medicine  0.460 (0.092)***  ‐0.053 (0.149)  0.174 (0.097)  0.298 (0.087)*** 
* p≤0.05; ** p≤0.01; *** p≤0.001 
All models were controlled for time of the event and presence of consequences for the patient. 
 
 
Table 7.2c   Regression analysis for the relation between work area and patient safety 
culture:  unstandardised regression coefficient and standard error (part 3) 
  Smooth 
transitions 
Communication 
openness 
Adequate 
staffing 
Hospital 
management 
support 
Work area         
Emergency    Reference category   
Surgery  0.300 (0.109)**  ‐0.087 (0.089)  ‐0.355 (0.207)  ‐0.045 (0.110) 
Internal medicine  0.360 (0.115)**  0.041 (0.094)  0.153 (0.220)  0.386 (0.117)*** 
* p≤0.05; ** p≤0.01; *** p≤0.001 
All models were controlled for time of the event and presence of consequences for the patient. 
 
 
Relation between work area and outcomes 
We  investigated the relationship between work area and types of unintended 
events (Table 7.3., Model 1a) and between work area and causal factors (Table 
7.4, Model 1b). Healthcare providers  in units of surgery and  internal medicine 
reported more events related to medication, fewer events related to materials 
and  equipment  and  fewer  events  concerning  collaboration  with  resident 
physicians and consultants as compared to staff in emergency departments.  
Surgery  and  internal medicine  units  had  fewer  organisational  and  technical 
factors as compared to emergency departments. 
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The separate analyses for the 11 dimensions of patient safety culture show that 
three of these dimensions are related to the reporting of three types of events 
(Table 7.3): Frequency of event reporting (Model 6a), Non‐punitive response to 
error (Model 9a) and Hospital management support for safety (Model 13a) are 
related to the reporting of events about medication, materials/equipment, and 
collaboration with  resident physicians/  consultants. Units with more positive 
scores  on  Frequency  of  event  reporting  and  Non‐punitive  response  to  error 
report more medication  related  events. Units with more  Frequency  of  event 
reporting  and  units  perceiving  more  Hospital  management  support  report 
fewer  events  concerning  materials/equipment  and  concerning  collaboration 
with residents/consultants. 
When  looking at the causal factor types  (Table 7.4), the separate analyses  for 
the  11  dimensions  show  that  Non‐punitive  response  to  error  (Model  9b)  is 
related  to  the occurrence of organisational  factors and Hospital management 
support  (Model 13b)  is  related  to  the occurrence of  technical  factors. Higher 
scores  on Non‐punitive  response  to  error  and Hospital management  support 
coincide with less organisational and technical factors, respectively. 
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We  investigated  the  relationship  between  safety  culture  and  types  of 
unintended events (Table 7.3, Models 2a‐13a) and between safety culture and 
causal factors (Table 7.4, Models 2b‐13b). The overall measure of safety culture 
did not relate to any of the outcomes (Table 7.3 and 7.4, Models 2a and 2b).  
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Table 7.3  Logistic regression analysis for the relation between work area and types of unintended events (Model 1b) and between safety culture and 
types of unintended events (Model 2b‐13b): unstandardised regression coefficient and standard error 
  Unintended events 
Protocols & 
regulations 
Incorrect data 
& 
substitutions 
Coll. with 
residents & 
consultants 
Diagnosis & 
treatment 
  Medication  Coll. with other 
departments 
Materials & 
equipment 
   
Work area               
Model 1a:  Emergency  Reference category 
    Surgery  1.447 (0.279)*** ‐0.160 (0.325)       
         
       
         
     
   
         
     
     
‐0.581 (0.218)** ‐0.556 (0.275)* ‐0.645 (0.224)** ‐0.195 (0.404)  0.112 (0.503) 
     Internal medicine  2.145 (0.291)*** ‐0.895 (0.354)* ‐0.957 (0.259)***
 
‐0.586 (0.300) ‐1.511 (0.297)***
 
‐0.619 (0.464)  0.550 (0.526) 
   
Safety culture     
Model 2a: Overall patient 
safety culture 
0.775 (1.055)  0.341 (0.807)  0.066 (0.602) ‐0.241 (0.704) ‐1.906 (0.746)*  0.346 (0.955) ‐0.460 (1.207) 
Model 3a: Feedback about & 
learning from error  
‐0.229 (0.712)  0.444 (0.546) ‐0.989 (0.386)*  0.150 (0.481) ‐0.764 (0.512)  1.113  (0.690)  0.172 (0.816) 
Model 4a: Overall 
perceptions of safety 
0.498 (0.702)  0.369 (0.532) ‐0.696  (0.403) ‐0.709 (0.438) ‐0.913  (0.500) ‐0.143  (0.624) ‐0.315 (0.798) 
Model 5a: Teamwork across 
hospital units 
‐0.168 (1.140)  0.677 (0.864) ‐1.244 (0.640)  0.678 (0.725) ‐0.906 (0.813)  0.378 (1.064) ‐0.088 (1.221) 
    ‐ Table 7.3  continues ‐ 
         
     
 
     
 
‐ Table 7.3  continued ‐   
  Unintended events 
  Medication  Coll. with other 
departments 
Materials & 
equipment 
 
Diagnosis & 
treatment 
 
Coll. with  
residents & 
consultants 
Incorrect data 
& 
substitutions 
Protocols & 
regulations 
 
Model 6a: Frequency of 
event reporting 
2.206 (0.606)***          ‐0.669 (0.729) 
‐0.912 (1.011) 
‐0.250 (0.501) ‐1.123 (0.336)*** ‐0.396 (0.437) ‐1.275 (0.421)**  0.046 (0.614)
Model 7a: Superv./ manager 
expectations & actions 
‐0.766 (0.580)  0.411 (0.447)   
       
         
         
     
         
         
‐0.374 (0.418) 
0.731 (1.031) 
0.584 (0.633) 
0.279 (0.704) 
0.265 (1.048) 
‐0.900 (0.708) 
‐0.374 (0.589) 
0.225 (0.898) 
0.311 (0.539) 
‐1.032 (0.809) 
0.058 (0.355)
0.194 (0.844)
‐1.082 (0.568)
‐1.360 (0.418)**
‐1.074 (0.454)*
‐1.330 (0.608)*
‐0.075 (0.700) 
‐0.082 (0.432) 
‐1.107 (0.649) 
‐0.130 (0.283) 
‐0.937 (0.399)*
‐0.185 (0.418)
‐0.457 (0.591)
‐0.338 (0.242)
‐0.791 (0.588)
0.164 (0.630)
0.438 (0.370)
All models were controlled for time of the event and presence of consequences for the patient. 
‐1.010 (0.351)**
‐1.103 (0.504)*
‐1.048 (0.488)*
‐0.051  (0.229)
‐0.681 (0.544) 
‐0.444  0.336) 
‐0.262 (0.401)
0.915 (0.660)
0.798 (0.497)
‐0.260 (0.740)
‐0.291 (0.496)
‐0.579 (0.679)
0.357 (0.286)
2.303 (0.802)**
‐0.225 (0.389) 
1.354 (0.573)*
0.467 (0.904) 
1.072 (0.647) 
‐0.146 (0.958)
* p≤ 0.05; ** p≤ 0.01; *** p≤ 0.001 
Model 12a: Adequate staffing
Model 8a: Teamwork within 
units 
Model 11a: Communication 
openness  
Model 9a: Non‐punitive 
response to error 
Model 13a: Hospital 
management support 
Model 10a: Smooth 
transitions 
 
 Table 7.4  Poisson regression analysis for the relation between work area and causal 
factors (Model 1b) and between safety culture and causal factors (Model 
2b‐13b): unstandardised regression coefficient and standard error 
  Causal factors 
  Human  Organisational  Technical  Patient 
related 
Work area         
Model 1b:   Emergency   Reference category 
    Surgery  0.010  
(0.057) 
‐0.601 
(0.205)** 
‐0.607 
(0.235)** 
0.120  
(0.303) 
    Internal medicine  0.113  
(0.062) 
‐0.679 
(0.225)** 
‐0.877 
(0.276)** 
0.339  
(0.328) 
         
Safety culture         
Model 2b: Overall patient safety 
culture 
0.153  
(0.132) 
‐0.382  
(0.559) 
0.090  
(0.636) 
‐0.912 
(0.702) 
0.133  
(0.090) 
‐0.227  
(0.380) 
‐0.992 
(0.409)* 
‐0.294 
(0.453) 
Model 3b: Feedback about & 
learning from error  
Model 4b: Overall perceptions of 
safety 
‐0.014 
(0.090) 
‐0.728 
(0.351)* 
‐0.603  
(0.441) 
‐0.068 
(0.440) 
Model 5b: Teamwork across 
hospital units 
0.259 
(0.128)* 
‐1.137 
(0.557)* 
‐0.994  
(0.696) 
‐0.396 
(0.650) 
‐0.771 
(0.322)* 
‐0.904 
(0.381)* 
0.353  
(0.434) 
Model 6b: Frequency of event 
reporting 
0.109  
(0.086) 
Model 7b: Supervisor/manager 
expectations & actions 
0.072  
(0.073) 
‐0.048  
(0.315) 
‐0.592  
(0.347) 
‐0.169 
(0.352) 
Model 8b: Teamwork within units  0.089  
(0.114) 
‐0.480  
(0.474) 
‐0.723  
(0.554) 
‐0.424 
(0.565) 
0.344  
(0.578) 
Model 9b: Non‐punitive response  
to error 
0.023 
(0.116) 
‐1.258 
(0.405)** 
‐0.937  
(0.513) 
Model 10b: Smooth transitions  ‐0.040 
(0.086) 
‐0.859 
(0.336)* 
‐0.166  
(0.425) 
0.252  
(0.413) 
Model 11b: Communication 
openness  
0.158  
(0.116) 
‐0.451  
(0.497) 
‐0.289  
(0.596) 
‐0.196 
(0.570) 
Model 12b: Adequate staffing  ‐0.049 
(0.048) 
‐0.116  
(0.207) 
‐0.136  
(0.244) 
‐0.103 
(0.240) 
‐0.407  
(0.338) 
‐1.048 
(0.387)** 
‐0.466 
(0.386) 
Model 13b: Hospital management 
support 
0.134  
(0.078) 
* p≤ 0.05; ** p≤ 0.01 
All regression coefficients are derived from separate analyses controlling for time of the event and 
presence of consequences for the patient. 
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Testing for a mediating role of patient safety culture 
For three safety culture dimensions, all requirements for testing mediation are 
met: Frequency of event reporting, Non‐punitive response for error and Hospital 
management support. That is, work area significantly relates to these potential 
mediators  (safety  culture dimensions),  and  the dimensions have  a  significant 
relationship  with  one  or  more  patient  safety  outcomes.  For  the  other 
dimensions,  there was no  significant  relation of work area with  the potential 
mediator. Therefore, we only tested whether these three dimensions mediate 
the relation between work area and safety outcomes. 
Moreover, we only  investigated mediation for the following outcomes: events 
regarding  medication;  events  regarding  materials  and  equipment;  events 
regarding  collaboration  with  resident  physicians  and  consultants; 
organisational factors; and technical factors. For the other outcomes, there was 
no significant relation between work area and the outcome. 
The results in Table 7.5 show that Frequency of event reporting (willingness to 
report) fully mediates the effect of work area Surgery on three patient safety 
outcomes. When adding Frequency of event reporting to the model (Model a), 
there  is  no  longer  a  significant  relation  between  work  area  Surgery  and 
materials/equipment  related  events  (Sobel=‐2.841,  p<0.01);  between  work 
area  Surgery  and  events  about  collaboration  with  residents/consultants 
(Sobel=‐2.640, p<0.01); and between work area Surgery and  technical  factors 
(Sobel=‐2.172, p<0.05).  By adding Non‐punitive response to the model (Model 
b) the relation between work area Internal medicine and organisational factors 
drops  below  the  significance  level,  indicating  full  mediation  (Sobel=‐2.014, 
p<0.05). After adding Hospital management  support  to  the model  (Model  c), 
the relationship between work area (internal medicine) and technical factors is 
no longer significant (Sobel=‐2.093, p<0.05).  
Adding  safety  culture  dimensions  to  the  models  slightly  influences  other 
relationships as well,  indicating partial mediation effects. To test whether the 
safety  culture  dimensions  partially mediate  the  relation  between work  area 
and patient safety outcomes, we conducted Sobel‐tests for all models in Table 
7.5.  In  addition  to  the  full mediation effects of  Frequency of  event  reporting 
(willingness to report) mentioned above, this safety culture dimension appears 
to partially mediate the relation between work area Surgery and the other two 
patient  safety  outcomes  (Medication  events  Sobel=3.017,  p<0.01  / 
Organisational  factors Sobel=‐2.188, p<0.05) and between work area  Internal 
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medicine  and  all  five  patient  safety  outcomes  (Medication  Sobel=2.943,    
p<0.01  /  Materials  &  equipment  Sobel=‐2.144,  p<0.01  /  Collaboration  with 
residents &  consultants Sobel=‐2.590, p<0.01  / Organisational  factors Sobel=‐
2.160, p<0.05 / Technical factors Sobel=‐2.144, p<0.05). Non‐punitive response 
to error partially mediates  the  relation between work area  Internal medicine 
and medication events  (Sobel=2.201, p<0.05) and between work area Surgery 
and  Organisational  factors  (Sobel=‐2.014,  p<0.05).  Hospital  management 
support appears  to partially mediate  the  relation between work area  Internal 
medicine  and  events  related  to materials/equipment  (Sobel=‐2.169,  p<0.05) 
and to collaboration with residents/consultants (Sobel=‐2.317, p<0.05). 
 
Table 7.5   Regression analysis for the relation between work area, patient safety culture dimensions and patient safety outcomes: 
unstandardised regression coefficient and standard error 
  Patient safety outcomes 
  Events  Causes 
  Medication  Materials & 
equipment 
Coll. with residents 
& consultants 
  Organisational   Technical  
Basic model              
Model 1 (see Table 7.3/7.4):            
Emergency department  Reference         
Surgery  1.447 (0.279)***  ‐0.581 (0.218)**  ‐0.645 (0.224)**  ‐0.601 (0.205)**  ‐0.607 (0.235)** 
Internal medicine  2.145 (0.291)***   ‐0.957 (0.259)***  ‐1.511 (0.297)***  ‐0.679 (0.225)**  ‐0.877 (0.276)** 
Frequency of event reporting           
   
   
 
Model a:            
‐0.568 (0.335) Surgery (ref. Emergency)  1.484 (0.364)***  ‐0.324 (0.299)  ‐0.550 (0.310)  ‐0.597 (0.291)* 
‐0.840 (0.358)* Internal medicine (ref. Emergency)  2.183 (0.375)***  ‐0.694 (0.333)*  ‐1.412 (0.371)***  ‐0.675 (0.303)* 
‐0.083 (0.513) Frequency of event reporting  ‐0.087 (0.539)  ‐0.569 (0.461)  ‐0.216 (0.485)  ‐0.008 (0.441) 
 Non‐punitive response to error       
 Model b:          
‐0.600 (0.271)* Surgery (ref. Emergency)  1.433 (0.308)***  ‐0.547 (0.249)*  ‐0.647 (0.255)*  ‐0.441 (0.218)* 
‐0.457 (0.254)  ‐0.868 (0.328)** Internal medicine (ref. Emergency)  2.127 (0.338)***  ‐0.911 (0.307)**  ‐1.513 (0.342)*** 
‐0.724 (0.455)  ‐0.027 (0.568) Non‐punitive response to error  0.064 (0.577)  ‐0.148 (0.530)  0.009 (0.564) 
 Hospital management support       
 Model c:          
‐0.606 (0.205)**  ‐0.620 (0.219)** Surgery (ref. Emergency)  1.447 (0.274)***  ‐0.580 (0.202)**  ‐0.646 (0.208)** 
‐0.611 (0.261)*  ‐0.570 (0.293) Internal medicine (ref. Emergency)  1.997 (0.324)***  ‐0.686 (0.278)*  ‐1.230 (0.317)*** 
‐0.178 (0.349)  ‐0.819 (0.384)* Hospital management support  0.370 (0.401)  ‐0.717 (0.354)*  ‐0.716 (0.381) 
* p≤0.05; ** p≤0.01; *** p≤0.001 
 
‐ regression coefficients in italics indicate partial mediation: regression coefficient was significant in the basic model and  decreases 
considerably after adding the safety culture variable to the model (indicated by a significant Sobel test). 
‐ regression coefficients in both italics and bold indicate full mediation: regression coefficient was significant in basic model and 
completely loses significance after adding the safety culture variable to the model 
 
Notes:   ‐  all models were controlled for time of the event and presence of consequences for the patient.  
 
 
 
 
 
 
 
 
 
 
 Discussion 
 
Main findings 
In this study we examined whether patient safety culture mediates the relation 
between work area and two outcomes: types of unintended events and causal 
factors.  We  first  investigated  the  relation  between  work  area  (emergency 
medicine,  surgery  and  internal medicine)  and  outcomes.  The  occurrence  of 
events  related  to  medication,  materials/equipment  and  collaboration  with 
residents/consultants differed between work areas. With regard to the causal 
factors,  the  occurrence  of  organisational  and  technical  root  causes  differed 
between  specialties.  The  frequency  of  human  causes  (the  most  frequently 
occurring category) did not differ between specialties, meaning that people at 
all kinds of hospital units make errors; the frequency of these human errors  is 
not higher or lower at emergency, surgery or internal medicine units.  
The overall safety culture in the units was not related to any of the outcomes. 
The  separate  dimensions  of  safety  culture  did  show  some  significant 
relationships: units with more positive scores on Frequency of event reporting 
and Non‐punitive response to error reported more medication related events. 
Units  with  more  Frequency  of  event  reporting and  units  perceiving  more 
Hospital  management  support  reported  fewer  events  concerning 
materials/equipment and concerning collaboration with residents/consultants. 
Moreover, Non‐punitive response to error coincided with fewer organisational 
factors,  and  Hospital  management  support  for  safety  coincided  with  fewer 
technical factors in unintended event causation.  
Because only Frequency of event reporting, Non‐punitive response to error and 
Hospital management support were related to the specialty of the unit and to 
safety  outcomes,  we  investigated  whether  these  three  safety  culture 
dimensions could explain  the  relation between work area and outcomes. We 
used  five  outcomes  to  test  for  this  mediation  effect:  occurrence  of 
organisational  factors;  technical  factors;  events  regarding medication;  events 
regarding materials  and  equipment;  and  events  regarding  collaboration with 
resident  physicians  and  consultants.  For  the  other  outcomes,  there was  no 
significant relation with work area. 
Frequency of event  reporting  (willingness  to  report) appeared  to be  the most 
important  dimension  of  safety  culture.  It  demonstrated  to mediate  (fully  or 
partially)  the  relation  between  work  area  and  all  five  outcomes  that  were 
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 examined  for possible mediation. Non‐punitive response to error and Hospital 
management support showed mediation effects for only a few specialties and 
outcomes. The  results  indicate  that  the differences  in safety outcomes  found 
between work areas  (basic model, Table 7.5) can  sometimes be explained by 
aspects of  the  safety  culture  in  the units:  emergency departments have  less 
positive  scores  on  the  three  safety  culture  dimensions  (Frequency  of  event 
reporting, Non‐punitive  response  to error and Hospital management  support) 
than surgery and internal medicine units. 
 
The role of safety culture in the causation of unintended events 
Although it is widely believed that patient safety depends on the safety culture 
among  hospital  personnel,  our  study  does  not  give  firm  evidence  for  this 
intuitive appeal. We found only a few significant relationships between safety 
culture  scores  and  outcomes.  And  only  three  of  the  11  safety  culture 
dimensions  played  a mediating  role  in  the  relation  between work  area  and 
outcomes (only for some of the outcomes), with Frequency of event reporting 
(willingness  to  report) as  the most  important mediating  factor.  Overall, we 
conclude that our study can not support the claim that safety culture  is a key 
factor affecting patient safety.  
Other studies  found similar  results: Scott et al.26  reviewed  the evidence  for a 
relationship between organisational culture and healthcare performance. The 
review  included  ten  studies  with  diverse  definitions  of  culture  and  varying 
measures  of  healthcare  performance.  The  authors  concluded  that  there  is 
some  evidence  to  suggest  that  culture  is  a  relevant  factor  in  healthcare 
performance, but that articulation of the nature of the relationship is difficult. 
The claim  ‘strong culture  leads to good performance’ could not be supported 
by  this  review.26  Also  more  recent  studies  failed  to  identify  a  clear 
relationship.38‐40 The limited number of significant associations in our study and 
in  previous  studies  raises  the  question  if  the  current  policy  emphasising  the 
importance of safety culture for patient safety is misplaced. Our results indicate 
that the pace and complexity of the work  itself  inherent to the different work 
areas might be more  important than the safety culture among unit personnel. 
For example, in surgical and internal medicine units as compared to emergency 
departments,  tasks  of  healthcare  providers  more  often  include  giving 
medication to patients, resulting in a larger opportunity for medication errors. 
And emergency departments are highly dependent on other hospital units (for 
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 example the laboratory) in the provision of care for their patients, resulting in a 
larger likelihood of events concerning the collaboration with other units. 
 
Strengths and limitations 
As  far  as we  know,  there  are  no  other  studies which  investigated  the  triad 
between work area, safety culture and different outcomes. We examined this 
using  a  large number of  safety  culture questionnaires  and  a  large dataset of 
unintended events in multiple units and hospitals.  
We used many dimensions of patient safety culture and many safety outcomes. 
However,  as  a  result  of  these  large  quantities  of  variables,  we  performed 
multiple tests. To reduce the chance of type I errors (false positive: observing a 
relationship when in truth there is none) due to multiple testing, we needed to 
reduce the significance level to p<0.01. 
Our  study  has  some  other  limitations.  We  could  not  use  an  outcome  that 
measured  the  absolute  rate  of  unintended  events  in  the  units,  because  it  is 
unlikely  that  all  unintended  events  have  been  reported  (no  denominator). 
Moreover,  although  we  had  over  500  respondents  of  the  safety  culture 
questionnaire, we estimated the unit means for the safety culture scores. Since 
there  were  28  units,  the  power  to  detect  associations  was  limited. 
Furthermore,  the healthcare providers participating  in  the  survey  and  in  the 
event  reporting  were  mainly  nurses.  Only  a  few  resident  physicians  and 
medical  consultants  participated  in  the  study.  The  results  are  thus  mainly 
related  to  nursing  culture  and  nursing  care.  Finally,  there  is  a  debate  in  the 
literature  concerning  whether  a  quantitative  questionnaire  is  suitable  to 
measure  a  complex psychological  construct  like  safety  culture.41  Some  argue 
that quantitative methods should be accompanied by qualitative methods, like 
observation, interviewing and participation.19;42;43 
 
 
Conclusions 
 
Our study showed only a  few significant  relationships between safety culture 
and  safety  outcomes.  The  safety  culture  dimension  Frequency  of  event 
reporting  (willingness  to  report) was  a  significant  mediating  factor  of  the 
relation between work area and safety outcomes. However, on the whole, the 
safety  culture  within  hospital  units  could  not  clearly  explain  differences  in 
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 safety  outcomes  between  unit  types.  Our  findings  suggest  that  the  current 
policy  emphasising  the  importance  of  safety  culture  might  be  somewhat 
misplaced. It seems that the pace and complexity of the work itself, inherent to 
the different work areas,  is more  important  for patient safety than the safety 
culture among unit personnel. Nevertheless,  there might be other aspects of 
(safety)  culture or other outcomes  that were not measured  in our  study but 
that  do  significantly  relate  to  each  other. More  research  is  needed  into  the 
causes of variation in patient safety between hospital units. 
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Introduction 
 
The  main  objective  of  this  study  was  to  get  insight  into  the  causes  of 
unintended events in hospitals. This information can be useful for the design of 
interventions  to  improve patient safety and may also give direction  to  future 
research. Moreover, data about  the nature and  causes of unintended events 
may contribute to a more open means of dealing with and reporting of safety 
problems.  
In addition, methodological aspects of tools to examine causes of unintended 
events  and  safety  culture  have  been  investigated. Not  only  to  interpret  the 
results of the studies in this thesis, but also because the tools are widely used 
in hospitals  in  the Netherlands and abroad. The  following  research questions 
were formulated: 
 
1. What are the latent and active factors causing unintended events 
(including adverse events)? 
 
2. What is the inter‐rater reliability of analysing causes with PRISMA? 
 
3. What is the validity of the patient safety culture questionnaire? 
a. What are the psychometric properties of the questionnaire? 
b. Does the questionnaire measure group culture? 
 
4. What is the relationship between the patient safety culture in a unit 
and the occurrence of causal factors and types of unintended events? 
 
In  this  chapter,  the main  findings  and methodological  considerations  of  the 
study are  summarised and discussed. Moreover,  recommendations are given 
for  hospital managers  and  healthcare providers  to  increase  patient  safety  in 
hospitals. Finally, recommendations for future research are proposed.  
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Main results 
 
Causes of unintended events 
Adverse events examined using patient record review 
Chapter  2  provides  an  overview  of  causes  of  adverse  events  and  potential 
prevention  strategies,  examined  with  patient  record  review  by  experienced 
physicians.  In most of  the 736  adverse  events  that  the physicians  identified, 
human  errors  were  involved  (in  61%  of  the  adverse  events).  These  were 
predominantly knowledge‐based and rule‐based errors, for example:  incorrect 
reasoning or not verifying  if all necessary  instruments are present before  the 
start of a procedure. In 39% of the adverse events, patient related factors were 
involved.  In  14%  of  the  adverse  events,  organisational  factors  (mostly 
inadequate  transfer  of  knowledge)  contributed  to  the  adverse  event,  in  4% 
technical  factors  (mostly material defects) and  in 19% other  factors. Adverse 
events with organisational factors were relatively often preventable (93%) and 
resulted  relatively  often  in  permanent  disability  (20%),  particularly  adverse 
events caused by inadequate or unavailable protocols.  
Strategies  that  were  suggested  to  prevent  adverse  events  were  primarily 
quality  assurance/  peer  review,  evaluation  of  safety  behaviour,  training  and 
improvements of procedures. For the adverse events with human and patient 
related  causes,  reviewers  predominantly  recommended  quality  assurance/ 
peer review. Adverse events caused by organisational factors were considered 
preventable by improving procedures.  
 
Unintended events examined using event reporting 
Chapter 3 gives  insight  into  the nature and causes of unintended events  in a 
risky  hospital  department,  the  emergency  department.  A  total  of  522 
unintended  events were  reported  by  healthcare  providers  in  ten  emergency 
departments.  Half  of  the  events  directly  reached  the  patient,  most  often 
resulting in inconvenience or suboptimal care. PRISMA root cause analysis of all 
events  that were  reported at  the emergency departments  showed  that most 
root causes were human  (60% of the root causes),  followed by organisational 
(25%)  and  technical  causes  (11%).  Patient  related  factors  and  factors  in  the 
category  ‘other’ occurred  rarely. Unintended events  related  to materials and 
equipment were relatively often caused by technical factors. Incorrect data and 
substitutions were most  often  caused by human  errors, while  organisational 
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factors  contributed  most  to  unintended  events  related  to  protocols  and 
regulations. 
Nearly half of the root causes were external (46%), meaning that an individual’s 
behaviour,  technical  factors  or  organisational  factors  at  an  outside  hospital 
department  or  in  another  organisation  contributed  to  the  unintended  event 
(e.g.  laboratory, consulting services, ambulance services etc.). A quarter of all 
unintended  events  were  classified  as  events  related  to  some  stage  in  the 
collaboration  with  other  hospital  departments.  The  problems  in  this 
collaboration with other departments and outside services can also be seen in 
the  phase  of  care  in which  unintended  events mainly  come  about  ‐medical 
examinations  and  tests‐,  since  a  lot  of  tests  are  performed  by  other 
departments. 
 
Inter‐rater reliability of constructing causal trees and classifying root causes 
Chapter 4 reports on the inter‐rater reliability of the method that we used for 
the analyses of reported unintended events: PRISMA (Prevention and Recovery 
Information  System  for  Monitoring  and  Analysis).  With  PRISMA,  the  root 
causes  of  events  are  examined  by  describing  the  event  in  a  causal  tree  and 
classifying the root causes with the Eindhoven Classification Model (ECM).  
A total of 300 unintended event reports were sampled from a database of 2028 
events.  The  reports  were  previously  analysed  with  PRISMA  by  experienced 
analysts and were re‐analysed by another analyst for the reliability study. Half 
of  the  sample was used  to  compare  the descriptions of  root  causes  and  the 
number of root causes per causal tree. The other half was used to determine 
the inter‐rater reliability of the classifications of root causes. 
The agreement between  two  independent  raters  in  their descriptions of  root 
causes was satisfactory: 54% (full) agreement, 17% partial agreement and 29% 
no  agreement  or  no  equivalent  available.  The  inter‐rater  reliability  of  the 
number  of  root  causes was moderate  (κ=0.46).  The  inter‐rater  reliability  of 
classifying root causes according to the ECM was substantial at all levels of the 
taxonomy, from the highest category  level (κ=0.71) to the  lowest subcategory 
level  (κ=0.63). Most discrepancies occurred  in classifying external  root causes 
into one of the three external root cause categories. 
In  short,  PRISMA  analysts  formulated  quite  similar  root  causes  and  agreed 
considerably on the classifications given to the root causes, but they varied  in 
the number of root causes identified for each unintended event.  
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Validity of the patient safety culture questionnaire 
Psychometric properties 
In Chapter 5 of this thesis, the underlying dimensions and other psychometric 
properties  of  the  safety  culture  questionnaire  COMPaZ  (Cultuur  Onderzoek 
onder Medewerkers  over  de  Patiëntveiligheid  in  Ziekenhuizen)  are  analysed. 
Confirmatory  factor analyses were performed  to examine  the applicability of 
the 12‐factor structure of the original American questionnaire (Hospital Survey 
on Patient Safety Culture, HSOPS) to the Dutch data. This resulted in some low 
reliability  scores.  Explorative  factor  analyses  were  performed  to  examine 
whether another  composition of  items and  factors would  fit  the data better. 
With  this  method  11  factors  were  drawn:  Teamwork  across  hospital  units; 
Teamwork within units; Adequate shift changes; Frequency of event reporting; 
Non‐punitive response to error; Communication openness; Feedback about and 
learning  from  error;  Supervisor/manager  expectations  and  actions;  Hospital 
management support  for safety; Adequate staffing and Overall perceptions of 
safety. The internal consistency of the factors was acceptable (0.58<α<0.79).  
The  construct  validity  was  good:  the  moderate  correlations  of  the  factors 
showed  that  there are no  two dimensions measuring  the  same  construct. As 
expected, all factors correlated with the outcome variable Patient safety grade 
(staff  evaluation  of  the  overall  patient  safety  as  excellent,  very  good, 
acceptable, poor or  failing). The high correlation of Patient  safety grade with 
the dimension Overall perceptions of safety  is an  indication  for the validity of 
the latter factor. 
The  composition  of  the  factors  was  very  similar  to  that  of  the  original 
questionnaire. There were only small shifts of  items across factors and two of 
the  American  factors  (Feedback  &  Communication  about  error  and 
Organisational learning – continuous improvement) turned out to combine into 
a six‐item dimension in the Dutch structure (Feedback about and learning from 
error). The other dimensions consisted of two to  five  items. Two  items of the 
original  questionnaire were  removed.  One was  removed  because  it  did  not 
have  a  sufficient  factor  loading  on  any  of  the  factors  and  one  because  it 
lowered the internal consistency of a factor.  
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Clustering of responses at unit and hospital level 
The  results  in  Chapter  6  support  the  claim  that  COMPaZ  (HSOPS) measures 
culture  and  not  just  individual  attitudes.  Intraclass  correlations  (ICC)  at  unit 
level ranged from 4.3% to 31.7%, representing considerable unit level variation 
for  all  dimensions.  For  three  dimensions  of  patient  safety  culture  there was 
also  significant  clustering of  responses  at hospital  level:  Feedback about and 
learning from error (ICC=6.2%); Teamwork across hospital units (ICC=4.4%) and 
Non‐punitive response to error (ICC=4.5%). 
In  the  multi‐response  model,  there  were  no  highly  correlated  dimensions, 
indicating  that  each  dimension measures  a  unique  aspect  of  patient  safety 
culture.  The  strongest  correlations were  found  at  unit  level;  correlations  at 
individual  level were  smaller  and more  homogeneous  in  size.  The  effects  at 
hospital  level were  too  small  to  calculate  correlations, when  controlling  for 
variation at individual and unit level. This is also an indication that the hospital 
level is not the most important level regarding patient safety culture. 
At  a  conceptual  level,  the  detection  of  clustering  of  responses within  units 
confirms the claim that COMPaZ measures group culture and not just individual 
attitudes.  The  results  have  implications  for  interventions  on  patient  safety 
culture as well. Improvement efforts should be directed at their most relevant 
organisational  level.  In general,  improvement efforts on patient safety culture 
should  be  addressed  at  the  unit  level,  rather  than  the  individual  or  hospital 
level. 
 
The role of patient safety culture in the causation of unintended events 
It is known that patient safety varies between hospital units. The safety culture 
among healthcare providers in the hospital units is believed to influence safety 
performance. In Chapter 7, we examine if the relationship between work area 
(specialty) and patient safety outcomes is mediated by the safety culture in the 
units.  If safety culture mediates  the  relationship,  it explains why units vary  in 
performance. Safety culture then accounts for the relation between work area 
and outcomes: differences  in outcomes between specialties are  in fact caused 
by the different safety cultures within the units. 
The overall patient safety culture (measured with COMPaZ) in the units was not 
related  to any of  the outcomes  (types of unintended events and causes). We 
found  only  a  few  significant  relationships  between  some  safety  culture 
dimensions and outcomes. Three of the 11 safety culture dimensions showed 
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significant mediation of  the effect of work area on  safety outcomes: 1) Non‐
punitive  response  to error mediated  the  relation between work area and  the 
occurrence of events related to medication events and between work area and 
the  frequency  of  organisational  causes;  2)  Hospital  management  support 
mediated the relation between work area and the occurrence of events related 
to  materials/equipment,  events  related  to  collaboration  with  residents/ 
consultants and  technical causes; 3) Frequency of event  reporting  (willingness 
to report) was the most significant mediating factor, mediating all relationships 
that were examined because of their potential for mediation effects. 
The  safety  culture  present  within  hospital  units  could  not  clearly  explain 
differences  in  safety  outcomes  between  unit  types. We  concluded  that  our 
results could not support the claim that safety culture  is a key factor affecting 
patient safety. Nevertheless, there might be other important aspects of safety 
culture or other safety outcomes that were not measured in our study. 
 
 
General interpretation 
 
Human behaviour within a complex system 
We found a predominance of human causes in both the patient record review 
study on adverse events and the event reporting study on unintended events. 
We  expected  to  find more  human  causes  in  our  study  in  hospitals  than  in 
studies  of  accidents  in  other  high‐risk  industries  such  as  chemical  process 
industry,  aviation  and  nuclear  power  industry.  In  these  latter  sectors, more 
tasks  are  described  in  protocols  than  in  the  hospital  sector.  Moreover,  in 
hospitals,  an  additional  complicating  factor  is  present:  the  patient.  Patients 
bring about non‐standard situations for healthcare providers, because of their 
diversity  (e.g.  in  terms  of  presentation  of  diseases,  compliance  behaviour, 
reaction  to  treatments).  Because  of  these  irregular  situations, making more 
protocols in hospitals will not solve all problems.  
We  certainly  do  not  believe  that,  in  order  to  increase  patient  safety, 
researchers and policy makers should focus on human behaviour only, without 
considering the environment in which the healthcare providers work. Hospitals 
have  a  complex  organisational  structure  with  tasks  divided  under  many 
specialised  healthcare  professionals  in  separate  hospital  units.  These  sub‐
components of the hospital system have to cooperate with each other. Perrow1 
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defines  the  features  of  such  a  system  as  a  combination  of  interactive 
complexity  and  tight  coupling.  Complex  systems  are  characterised  by 
interconnected  structures with multiple  interdependent  components and  the 
individual  operators  in  it  are  highly  specialised.  When  systems  are  tightly 
coupled, delays in processing are not possible and buffers and alternatives are 
few.2  Errors  evidently  occur  in  the  complex  linking  of  the  sub‐components 
within a hospital (e.g. various units, various professionals, various tasks, various 
medical devices), because  in systems that have so many parts,  it  is  likely that 
something is wrong with (more than) one of them at a given time. Unexpected 
interaction  between  sub‐components may  lead  to  system  failure,  especially 
when things go fast.1  
Illustrative  of  the  interactive  complexity  of  hospital  healthcare  is  the  finding 
that in the emergency department many of the unintended events involved the 
collaboration  with  other  hospital  units  and with medical  consultants  (other 
sub‐components of the system). Moreover, in case of an urgent situation (e.g. a 
patient  with  a  myocardial  infarct  needing  quick  diagnosing  by  a  medical 
consultant  from  the  cardiology  unit  for  timely  thrombolysis  treatment),  no 
delays were allowed  in  the  collaboration between  the units,  illustrating  tight 
coupling. 
Perrow  states  that  the  action  of  an  operator  (healthcare  provider)  may 
contribute  to  the  problem,  or  even  initiate  the  sequence  of  events,  but  the 
characteristics  of  tight  coupling  and  interactive  complexity  also  make  their 
contributions.1 The system has  to be adjusted  to  the humans working  in  it;  it 
should not be error provoking. 
Another  reason why we believe  that  the system  is as much  important as  the 
humans  working  within  it,  is  that  our  results  showed  that  many  of  the 
unintended events were caused by a combination of latent factors (technical or 
organisational) and active (human) factors. An example of this is a nurse picking 
the wrong medicine from a shelf in the medication room, because the package 
looks like another package with a different medicine and she does not read the 
label. There are at  least two causal  factors here: the boxes are very similar  in 
design (a latent factor) and the nurse does not read the label (an active failure). 
Without the active failure being present, the latent failure would not have been 
noticed (remained latent). Without the latent factor, the chance that the nurse 
picked the wrong package would have been much smaller. Our results thus also 
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indicate that active and latent failures are both important in unintended event 
causation. 
 
Safety culture 
The  importance of  safety  culture  in hospital units was not  supported by  the 
results  in  our  study.  Firstly,  in  the  record  review  study  and  event  reporting 
study, the frequency of the causal factor category “Organisational‐Culture” was 
low.  We  did,  nevertheless,  not  expect  this  category  to  be  selected  often, 
because  it  is  very  hard  to  find  indications  of  a  negative  culture  in  a  patient 
record  or  event  report.  Therefore,  we  performed  a  separate  safety  culture 
measurement using a safety culture questionnaire. We tested the psychometric 
properties  and  these  were  satisfying.  Moreover,  the  questionnaire  showed 
significant clustering on unit level, indicating that it measured unit culture and 
not individual attitudes. However, the analyses of our safety culture data with 
safety outcomes did not confirm the claim that patient safety depends on the 
safety  culture  in  hospital  units.  There  were  some  effects  of  the  units’ 
willingness to report events.  
The  findings  suggest  that  the  current  policy  emphasising  the  importance  of 
safety  culture  might  be  somewhat  misplaced.  It  seems  that  the  pace  and 
complexity  of  the work  itself,  inherent  to  the  different work  areas,  is more 
important for patient safety than the safety culture among unit personnel.  
On  the  other  hand,  there might  be  other  aspects  of  safety  culture  or  other 
safety outcomes that were not measured in our study but that do significantly 
relate  to  each  other.  It  is  also  possible  that  safety  culture  does  have  some 
effect,  but  there  are  some  abolishing  mechanisms  in  the  organisational 
structure  or  human  behaviour  itself  (staff  as  ‘harm  absorbers’)  that  prevent 
unintended  outcomes.  Alternatively,  when  units  have  low  scores  on  safety 
culture dimensions,  it  can actually point  to  staff being  critical and  concerned 
about safety and  it might be that they actually work safer than  in units where 
staff give high scores on  the questionnaire, being unaware of safety  issues  in 
their units.  
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Methodological considerations  
 
One of the strengths of our study was that we used a combination of methods 
to get  insight  into  the causes of unintended events. We studied our  research 
questions  in  multiple  hospitals,  varying  in  size  and  teaching  status  and 
distributed all over the Netherlands. Moreover, we examined large numbers of 
unintended events to get insight into their causes. 
The strengths of each of the methods to examine unintended events have been 
discussed in Chapter 1. To summarise, event reporting has a large potential to 
detect  latent as well as active  failures.3;4 Patient  record  review, on  the other 
hand,  is  more  appropriate  for  estimating  rates  of  adverse  events.5  A 
combination  of  the  two methods  is  strong,  because  it  allows  for  the  under‐
reporting of these serious events in voluntary event reporting.6;7  
The  following  paragraphs  describe  the  most  important  methodological 
limitations of the studies in this thesis. We will discuss how we tried to prevent 
potential measurement biases and we will provide suggestions  for preventing 
biases in future studies whenever possible. The section ends with a comparison 
between  the results obtained  through  the  record  review study and  the event 
reporting study, discussing potential influences of the different methodologies. 
 
Lacking information in patient records 
There  are  several  limitations  regarding  the  usability  of  patient  records  as  a 
means  to  examine  the  causes of unintended  events  (Chapter  2).  Firstly,  it  is 
hard  to  get  information  about  all  contributing  factors  by  reading  patient 
records.  Human  actions  are  regularly  reported  on  in  a  patient  record  and 
therefore  human  causes  are  most  visible  for  reviewers.  Healthcare 
professionals are less inclined to note down technical or organisational factors 
in the medical or nursing record of an individual patient, even when these are 
in fact recognised by the people involved.  
Secondly, healthcare providers who  are directly  involved  in  the  care process 
have a propensity to think one or more human errors made by themselves or 
by  their  colleagues  caused  the  unintended  event  to  occur  (active  errors). 
Trained analysts  ‐with  the  system approach  in mind‐ will more  likely  identify 
latent factors underlying the direct causes as a result of asking questions to the 
involved professionals: asking  repeatedly:  “why  (did  this happen)?”. As  there 
was  no  contact  between  the  reviewers  and  the  involved  healthcare 
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professionals, the “why”‐questions could not be posed and  latent root causes 
remained hidden.  Interviewing  involved healthcare providers was not possible 
because of privacy restrictions made before the study started and because the 
reviews were performed one to two years after the occurrence of the event.  
Both  limitations might  explain  the  relatively  small  numbers  of  technical  and 
organisational factors found by means of patient record review. The difficulties 
could  be  overcome  by  completing  record  review with  interviews  of  hospital 
staff, with only a small time lag between the review of the record and discharge 
of  the  patient  and  between  the  review  and  the  interviews  of  involved 
professionals. An alternative method  that has been proposed  is  to  let clinical 
staff of the hospital perform reviews of patient records shortly after discharge 
of the patients. Clinical teams have ‘inside’ knowledge about the care given to 
the patients.10 Provided that they are trained in adopting the system approach, 
they will  likely  identify more  latent  factors  than external  reviewers will do. A 
final  alternative  is  to  use  event  reporting  in  combination with  interviews  of 
healthcare providers (as in the study described in Chapter 3). 
 
Under‐reporting in voluntary event reporting 
Not all unintended events that happened will have been reported in the event 
reporting study. It is possible that certain events were under‐reported because 
healthcare  professionals  involved  in  the  patient  care  were  embarrassed  or 
afraid of condemnation by their colleagues, by the hospital management or by 
the  researchers.  This may  have  biased  the  results  towards  the  reporting  of 
events without  consequences  for  the  patient  or  failures  originating  in  other 
departments, because it is relatively ‘safe’ to report these events (less likely for 
the  reporter  to  suffer  loss  of  face).  Furthermore,  there  are  other  factors 
mentioned  in  literature  that  influence  event  reporting:  time  pressure,  no 
feedback and learning, the perception that reporting is unnecessary and a lack 
of  clear  definitions  as  to  what  constitutes  a  reportable  event  (event  was 
recovered or had no remaining consequences).11‐13 In our study, we repeatedly 
stimulated  unit  staff  to  report  all  events,  no matter  how  insignificant  they 
seemed and even if the event was recovered or had no consequences. We gave 
examples of events,  including rather trivial events and near‐misses. We made 
newsletters to inform the units about the progress of the reporting study, with 
examples of causal trees to show how we used the reports and interviews. 
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A  general drawback of  event  reporting  is  that physicians  are  less  inclined  to 
participate  in event reporting.12;13 Physicians and medical specialists do report 
complications  of  treatments  in  the  complication  registration  systems  of 
hospitals, but they generally do not make reports in an event reporting system. 
Most of the unintended events  in our study were  indeed reported by nursing 
staff.  Consequently,  our  event  reporting  study  mainly  gives  an  idea  about 
events  related  to  care  by  nurses  and  to  a  lesser  extent  to  care  by  resident 
physicians and medical specialists. Only when there is complete openness and 
transparency among all professional groups  in hospitals,  reported events will 
cover the whole range of hospital care. Communication about errors has to be 
common and healthcare providers of all professional groups have to be willing 
to  learn  from errors,  irrespective of their outcomes. To gain additional  insight 
into  events  related  to  care  by  resident  physicians  and medical  consultants, 
event  reporting  (mainly  concerning  nursing  care)  could  be  supplemented  by 
record review. 
 
Memory of the reporter 
The  interviews about the unintended events depended on the memory of the 
reporter.  Though  often  reliable,  human memory  is  also  fallible.14 Healthcare 
professionals meet and treat a lot of patients each day (especially in emergency 
departments) and can forget or mix up some details of events as a result. 
According  to  Schacter,  there  are  three  types  of  memory  shortcomings: 
forgetting,  distortion/inadequacy  and  persistence.14  In  the  situation  of 
interviewing  a  reporter  about  an  unintended  event,  forgetting  and 
distortion/inadequacy  are  relevant  (persistence  refers  to  pathological 
remembrances: information a person cannot forget, even though he wishes he 
could). Forgetting increases when time passes14 and when there is interference 
of other events.15
We tried to prevent some of these memory lapses in our study. Since memory 
for acts and events becomes  less accessible over time  (forgetting), we strived 
for a  small  time  lag between  the occurrence of  the event and  the  interview. 
Events were discussed within a  few days, with a maximum  time  lag of  three 
weeks in some exceptional cases. Furthermore, the reporter was asked to note 
down, among other things, the moment  in time the event occurred, the place 
of  occurrence,  the  involved  personnel  and  some  patient  characteristic  on  a 
report  form  right  after  the  occurrence  of  the  event.  This  decreased  the 
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likelihood  of misattribution  of  events  to  an  incorrect  time,  place  or  person 
(distortion)14  and  this  repetition  of  facts  will  have  contributed  to  the 
remembrance of the event.15 Despite our efforts to reduce memory lapses, we 
think  that  some  facts  of  the  events  inevitably  will  have  been  forgotten  or 
distorted, especially  regarding  the  relatively  trivial events. Events with major 
consequences are remembered better because of the emotional load of these 
events.15  
 
Comparison of results of record review and event reporting  
In  both  the  record  review  study  (Chapter  2)  and  the  event  reporting  study 
(Chapter 3) human  causes predominated,  indicating  that human behaviour  is 
important in unintended event causation. However, in the record review study 
more  causes  were  classified  as  patient  related  and  other,  while  the  event 
reporting  study  relatively often  revealed organisational  and  technical  causes. 
There  are  several  possible  explanations  for  these  differences  in  results, 
including:  1) different data  collection methods  (patient  record  review  versus 
event  reporting),  2)  different  study  settings  (hospital  versus  emergency 
department  only),  3)  different  event  types  (adverse  events  only  versus 
unintended events) and 4) different interpretations of patient related factors. 
It  is known  that one of  the strengths of event  reporting  is  in detecting  latent 
errors  (organisational and  technical  factors).3;4  It  is  likely  that  in  reality more 
organisational  and  technical  errors were  involved  in  the  adverse  events, but 
that the patient records did not include enough information about these latent 
factors.  As  mentioned  before,  it  is  hard  to  get  information  about  all 
contributing factors by reading the patient record only. The reviewers did not 
interview  staff  involved  in  the  events,  so  various  latent  factors  remained 
concealed. 
It is also possible that the different settings caused some differences in results. 
The record review study concerned all types of hospital units, while the setting 
of  the  reporting  study was  just  the emergency department.  It  is  known  that 
unit type has an effect on the rate of adverse events that occur8 and on their 
causes  (see Chapter 7). The  results of Chapter 3 thus concern  the emergency 
department and to a lesser extent the whole hospital. 
It is less likely that differences in causal factor structures resulted from the fact 
that the record study examined only events with patient harm, while the great 
majority of events  in the reporting study had no severe consequences for the 
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patient or did not reach the patient at all. There  is empirical evidence for the 
common‐cause  hypothesis  that  near‐misses  and  accidents  share  the  same 
underlying causes, at least for the railway domain.9
Finally, there were differences in how the category ‘patient related factors’ was 
interpreted. The physicians in the record review study marked the illness of the 
patient  (for  example  a  rare  disease,  co‐morbidity  or  a  very  ill  patient)  as  a 
patient related factor in some cases, whereas in the event reporting study the 
illness of the patient was considered as a contextual factor instead of a cause. 
The rule that was applied for the PRISMA‐analyses  in the reporting study was 
that all factors that were labelled as root causes had to be failures; a very sick 
patient or  rare disease  is  inherent  to hospital healthcare. Examples of causes 
that were labelled as patient related factors in the event reporting study are: a 
patient  who  does  not  give  information  on  request  or  who  refuses  to  take 
prescribed medication. 
 
 
Implications for practice 
 
Tackling the causes of unintended events 
Causes of unintended events were predominantly  labelled as human.  In 2008, 
the  Dutch  Society  of  Medical  Specialists,  among  others,  has  formulated  a 
national  patient  safety  action  campaign  for  hospitals  ‘Prevent  harm,  work 
safely’ that contains a broad variety of patient safety interventions. The results 
of  the  record  review  study  served  as  input  for  this  safety  program.  The 
programme includes interventions aimed at reducing human error. Elements of 
the  programme  are:  education  about  patient  safety,  team  training  and 
evaluations  of  the  Individual  Functioning  of  Medical  Specialists  (IFMS), 
including the construction of a personal portfolio, a personal progress plan and 
annual  interviews  about  quality  of  care  and  communication with  colleagues 
and patients.16 
Despite the large contribution of human error, interventions to improve patient 
safety should not solely be directed at the behaviour of healthcare personnel. 
Many of the unintended events were caused by a combination of latent factors 
(organisational  or  technical)  and  active  (human)  factors.  We  therefore 
recommend interventions to be aimed at the system that surrounds healthcare 
professionals as well. The likelihood of an unsafe act being committed is heavily 
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influenced by the nature of the tasks and by local workplace conditions. These, 
in  turn,  are  the product of  “upstream” organisational  factors. Great  gains  in 
safety can be achieved through relatively small modifications of equipment and 
workplaces.17  This  vision  corresponds  to  the  human  factors  engineering 
approach:  design  of  equipment,  materials  and  workplace  conditions  must 
support healthcare professional performance and eliminate hazards.18‐20
We recommend a number of simple principles that can be used to make use of 
human factors in improving patient safety21: 
- Design  for standardisation and simplicity: a  reduction of variability  reduces 
mental workload  and decision‐making,  and makes deviations  from normal 
working easier to detect. For example, a single telephone number across the 
country for calling resuscitation teams or colour coding for alerts on patient 
wristbands. 
- Make it easy to do the right thing: if there are more ways than one of doing 
something, then people will use these alternative ways. People have natural 
tendencies  towards shortcuts or  ‘workarounds’. These violations should be 
considered  if  safety defences  rely on procedures  and protocols  alone.  For 
example, patients may have several  lines:  it should be made  impossible  to 
attach medication to an intravenous line when it has to be connected with a 
feeding line in the jejunum. 
- Participative  design:  include  users  in  the  design  process  of,  for  example, 
forms, ward layout, storage, record keeping and procurement of devices and 
equipment (think of primary users, but also patients, cleaners, maintenance 
staff and porters). 
- Manage  change:  protocols  and  practice  constantly  change  in  response  to 
emerging  knowledge  on  treatments,  medicines,  interventions  etc.  Think 
about  how  changes  made  in  one  part  of  the  system  will  impact  other 
activities and tasks. 
 
Event reporting as a learning tool 
Systematic  signalling,  registration  and  analysis  of  events  can  increase  insight 
into  the  risks  within  the  care  processes  and  context  in  which  healthcare 
professionals do  their work. The  Institute of Medicine  stated  in  their  reports 
‘To  err  is  human’22  and  ‘Crossing  the  quality  chasm’23  that  systematic 
registration and analysis of events  contributes  to awareness,  safety attitudes 
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and  improvements  in healthcare.  In  the wake of  these  reports,  an  increased 
emphasis has been placed on event reporting as a learning tool.24
We  found  the  information  about unintended events  gathered  through event 
reporting  highly  instructive  and  valuable  in  our  study.  Combined  with 
interviews  of  involved  personnel,  event  reporting  can  provide  elaborated 
information concerning the circumstances of the event that may not have been 
available in the initial report.25 It can dismantle active as well as latent failures 
and  serve  as  an  input  for  patient  safety  interventions.  Furthermore,  the 
frequency  of  event  reporting  showed  to  be  the most  important  dimension 
influencing  safety  outcomes  in  the  analysis  of  our  safety  culture  data. 
Therefore, we recommend hospitals to use event reporting as a learning tool.  
Unlike the procedure we adopted  in our study, we suggest using an approach 
that exceeds unit boundaries and uncovers not only internal causal factors but 
also causal factors in other units and outside the hospital (e.g. general medical 
practices, ambulance services). This approach does justice to the complexity of 
hospital healthcare, involving many different specialities and services. 
Hospital units of the same specialty show similarities in the types of unintended 
events reported. Our study has provided knowledge on the nature and causes 
of unintended events for emergency departments, internal medicine units (see 
also Lubberding et al.26) and surgery units (see also Van Wagtendonk et al.27). 
Other units of equal specialities that did not participate  in the study, can pick 
out common themes from our study, which are  likely to be valid  in their units 
as well, and use this information to plan interventions. For example, a common 
theme in emergency departments is the cooperation with other hospital units. 
On the other hand, when hospital units want to know which specific events and 
causes  occur  in  their  units  or  if  units  of  other  specialties  want  to  get 
information on unintended events, we advise  them  to do  their own study on 
unintended  events. We  recommend using  recurrent event  reporting periods, 
for  example:  each  quarter  of  a  year  a  period  of  two  weeks.  Healthcare 
providers will  stay  focussed on event  reporting  if  the  length of  the  reporting 
period  is manageable. Other  factors  that promote or hinder  the  reporting of 
events have been  studied by  the Royal Dutch Medical Association  (KNMG).28 
Knowledge about these factors can help hospitals to stimulate event reporting. 
Important factors that encourage reporting are, among others: the accessibility 
and user‐friendliness of the reporting procedure, clear information about what 
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to report, a unit‐based reporting system, feedback to the reporter, visibility of 
improvements and protection of the reporter (blame‐free reporting).28
 
Analysing unintended events with PRISMA 
The results of the reliability study on PRISMA indicate that it is a reliable tool to 
analyse  the  causes  of  unintended  events  at  hospital  departments.  Analysts 
formulate quite similar root causes and can reliably classify the root causes into 
one  of  the  categories  of  the  Eindhoven  Classification Model  (ECM). As most 
discrepancies  in  classifications  were  found  in  external  causes,  we  suggest 
adjusting the ECM by combining the three external categories (Organisational‐ 
External,  Human‐External  and  Technical‐External)  into  one  new  category: 
External.  Often  analysts  do  not  have  enough  information  about  other 
organisations/units to determine if it was an organisational, human or technical 
external factor that contributed to the event, because a PRISMA‐investigation 
ends when  the  system  boundary  is  passed,  that  is, when  the  accompanying 
measures are outside the range of influence of the organisation/unit.29
Moreover, a recommendation for users of PRISMA  is to get training  in making 
causal  trees  and  classifying  root  causes,  as  training  of  analysts  increases 
reliability.30 While  the  inter‐rater  reliability of  the number of  root causes was 
only moderate, we recommend analysts to pay specific attention to revealing 
all root causes of an unintended event by tracing any additional causal factors 
in  an  event description  and by dismantling  all  causes  in  the  causal  tree  into 
separate  root  causes.  It  is  important not  to miss any  relevant  causal  factors, 
because  the PRISMA profile gives direction  to  the development of preventive 
strategies  and  it  is  constructed  by  aggregating  all  root  causes  of  a  group  of 
unintended events. With a training session addressing this issue, the inter‐rater 
reliability for number of root causes might increase. 
 
Examining safety culture with COMPaZ/HSOPS 
The  safety  culture  in  hospital  units  as measured  by  COMPaZ/HSOPS  did  not 
demonstrate to have a strong relationship with safety outcomes  in our study. 
However,  the  questionnaire  revealed  differences  between  units  on  several 
dimensions.  COMPaZ/HSOPS  can  be  used  as  an  additional  source  of 
information about safety issues and it can be a means for hospital staff to think 
about patient safety. It is less useful as a predictor of the actual patient safety 
in a unit. 
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Multiple sources 
We  used  multiple  sources  in  our  study  to  gain  insight  into  the  causes  of 
unintended events. Each method has  its own advantages and  limitations. We 
recommended other researchers who want a complete view of all unintended 
events in a unit or hospital to use more than one method at the same time. An 
integrated approach using more methods is also suggested by Olsen et al.31  
Event  reporting  gives  insight  into  both  latent  and  active  failures,  but mainly 
concerns  events  related  to  nursing  care.  By  expanding  event  reporting with 
patient  record  review,  one  gets  a more  comprehensive  view  of  the  kinds  of 
unintended  events  that  occur.  Record  review  can  be  considered  as  an 
important additional source next to voluntary reporting of unintended events, 
primarily  to  find  more  unintended  events  related  to  physician/medical 
specialist care.  
A combination of the record review method with interviews of involved clinical 
staff will give a more  insight  into  the contributing  factors of events  than  just 
reading patient records. This approach compensates for the lack of information 
in patient records.  Involvement of clinicians  is also an  important  issue  for the 
ownership  of  the  results,  and  therefore  for  the  professional  acceptability  of 
subsequent  patient  safety  initiatives.   A  combination  of  record  review with 
interviewing is, however, more time‐consuming than standard record review.   
T
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Examining the common cause hypothesis 
Most unintended events  in our event  reporting  study did not  involve patient 
harm. Only  a  small number of  the events would have met  the  criteria of  an 
adverse  event:  1)  an  unintended  (physical  and/or  mental)  injury  which  2) 
results in temporary or permanent disability, death or prolongation of hospital 
stay,  and  is  3)  caused  by  healthcare management  rather  than  the  patient's 
disease. The events in our unintended event reporting study were not assessed 
by  the physician  reviewers on  these criteria.  It  is unclear whether  the  results 
regarding  the  causes of  the broad group of unintended events we examined 
are  also  applicable  to  the  specific  group  of  adverse  events.  Although  the 
common  cause  hypothesis  of  near  misses  and  accidents  is  supported  by 
research  in  the  railway  sector9,  future  research  is  needed  to  examine  the 
resemblance of the causal factor structures of unintended events and adverse 
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events in the healthcare setting. We did find a predominance of human causes 
in both our adverse event study  (record  review) and unintended event  study 
(event reporting) and also other similarities  in the causal factor structures. So 
there are some  indications that the common‐cause hypothesis might be true. 
However, the hypothesis should be examined using the same research method 
for both types of events. 
 
Focussing research on specific topics 
In  this  thesis, we  took a broad approach examining  various  types of adverse 
events  and unintended  events,  taking  into  account  a  large  range of possible 
causes.  Our  study  has  provided  clues  for more  specific  research  on  certain 
topics.  We  recommend  specific  research  into  the  collaboration  between 
hospital units, as this was one of the most reported categories of events for all 
unit  types  and  because  all  units  valuated  the  safety  culture  dimension 
“Teamwork  across  hospital  units”  relatively  low.  For  the  emergency 
department specifically, it is worthwhile to examine how the collaboration with 
the  laboratory and  radiology department can be  improved.  It  is  important  to 
examine difficulties  in  the whole  sequence of  the  testing processes:  e.g.  the 
design of  the  request  form,  the procedure of withdrawal of blood/urine,  the 
transfer of forms and products to the testing department, the testing itself and 
the procedure of feeding back test results. Consequently, the research needs to 
exceed unit boundaries. 
For  internal medicine and  surgery units, medication  is an  important  topic  for 
further  research,  because medication  errors  occur most  frequently  in  these 
units:  e.g.  failures  in  setting  out medication,  forgetting  to  give  a  prescribed 
medicine,  giving  the wrong  dose  or  setting  a wrong  run‐in  speed  of  (fluid) 
medicines. 
There  should  be  more  attention  for  the  organisation  of  healthcare.  More 
barriers  should  be  build  into  the  system  (the  ‘defences’  in  Reasons 
Organisational Accident Causation Model), for example by building a reminder 
or signal in the care process. Furthermore, care processes should be examined 
critically  and  illogical  or  impractical  steps  should  be  removed  or  rearranged. 
Clinical pathways can assist in making healthcare processes more efficient and 
practical from a human point of view and will decrease the likelihood of errors. 
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Background and study aims 
Patient safety  in healthcare  is a major  issue throughout the world.  In the past 
decades, many countries examined  the occurrence of adverse events  in  their 
hospitals.  In  the  Netherlands,  the  rate  of  adverse  events  was  5.7%  of  all 
hospital admissions in one year. Approximately 40% of the adverse events were 
judged  to  be  preventable  and  13%  contributed  to  permanent  disability, 
including death.  
Despite  the  rising  interest  in  the  safety  of  patients worldwide,  there  is  still 
comparatively  little  knowledge on  the  causes of  adverse events, near misses 
and  other  unintended  events.  To  achieve  an  increase  in  patient  safety, 
interventions should  tackle  the dominant underlying causes of unsafe events. 
Further, it is believed that hospitals have to improve the patient safety culture 
among  their  staff. A positive  safety  culture  can determine,  for example, how 
carefully healthcare providers  follow protocols  and  the  ease with which one 
can ask a colleague for help. Moreover, if there is a safety culture where people 
are open about unintended events and report them, they have the opportunity 
to  learn  from the mistakes and  it  is possible to make  improvements and thus 
increase patient safety. The  intuitive appeal that safety performance depends 
on  the  safety  culture  among  staff  is,  however,  not  yet  supported  by  firm 
evidence from scientific studies. 
The aim of this thesis  is to get  insight  into the causes of unintended events  in 
hospitals and, more specifically, the role of the safety culture  in the causation 
of unintended events. 
This  information  can  be  useful  for  the  design  of  interventions  to  improve 
patient safety and may also give direction to  future research. Moreover, data 
about  the  nature  and  causes  of  unintended  events  in  hospitals  may  help 
stakeholders (healthcare workers, hospital managers and policy makers) realise 
how  human  behaviour  and  organisational  and  technical  contextual  factors 
together  cause  unintended  events  and  this may  contribute  to  a more  open 
culture of dealing with and reporting of safety problems.  
In addition, methodological aspects of tools to examine causes of unintended 
events and safety culture have been investigated. Not only in order to interpret 
the  results of  the studies  in  this  thesis, but also because  the  tools are widely 
used in hospitals in the Netherlands and abroad. 
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Methods 
 
Three  studies  have  been  performed  to  answer  our  research  questions:  a 
patient record review study on adverse events, an unintended event reporting 
study and a study on patient safety culture.  
 
Patient record review 
A  retrospective patient  record  review  study was conducted  in 21 hospitals  in 
the  Netherlands  to  examine  adverse  events  that  occurred  during  hospital 
admissions  in 2004. Trained physicians  reviewed  the medical, nursing  and,  if 
available, outpatient  record of all sampled admissions  that contained  triggers 
(clues) for adverse events. The presence of one or more triggers was judged in 
advance  by  trained  nurses.  For  each  patient  record  two  physician  reviewers 
determined  independently  the  presence,  consequences,  and  degree  of 
preventability of  the adverse events, based on a standardised procedure and 
review  form.  The  methods  of  determining  adverse  events  were  based  on 
previous adverse event studies in other countries. 
The  physicians  reviewed  7926  patient  records  and  identified  744  adverse 
events. Part of the review procedure, and of specific relevance for the current 
thesis, was an assessment of  the underlying causes and prevention strategies 
of each adverse event, as judged by the physician reviewers. For 736 of the 744 
adverse events there were data on causal factors. 
 
Unintended event reporting and PRISMA 
A study was performed to examine the root causes of unintended events at 28 
hospital  units  in  20  hospitals  in  the  Netherlands.  The  units  were  of  three 
different  types,  together  representing  the  core  of  hospital  care:  emergency 
medicine, surgery and internal medicine. 
Healthcare providers were asked to report all unintended events that occurred 
in  their  units  on  a  report  card  or  (more  elaborate)  report  form.  The  study 
period was  five  to  fourteen weeks  per  unit.  In  order  to  identify  the  causes 
underlying  the  reported unintended events,  the events were analysed with a 
root cause analysis tool (PRISMA) by one member of a team of five experienced 
researchers. Once  or  twice  a week  a  researcher  visited  the  hospital  unit  to 
collect  the written  reports and ask  the healthcare providers questions about 
the reported events in short interviews.  
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PRISMA 
PRISMA,  an  acronym  for  Prevention  and  Recovery  Information  System  for 
Monitoring and Analysis,  is a tool to analyse the causes of unintended events. 
Unintended events are analysed by means of causal factor trees. At the top of 
the causal tree a short description of the event  is placed, as the starting point 
for the analysis. Below the top event, all involved direct causes are mentioned. 
These direct causes often have  their own causes. By continuing  to ask “why” 
for each event or action, beginning with the top event, all relevant causes are 
revealed.  In  this way  a  structure  of  causes  arises,  until  the  root  causes  are 
identified  at  the bottom of  the  tree.  The  root  causes  are  classified with  the 
Eindhoven Classification Model  (ECM). This  taxonomy distinguishes  five main 
categories  of  causes:  technical,  organisational,  human,  patient  related  and 
other factors, which can be subdivided into 20 subcategories.  
 
Patient safety culture measurement 
Patient safety culture was measured with the Dutch translation of the Hospital 
Survey on Patient Safety Culture (HSOPS), named COMPaZ (Cultuur Onderzoek 
onder  Medewerkers  over  de  Patiëntveiligheid  in  Ziekenhuizen).  The 
questionnaire consists of 51  items,  including background variables. Healthcare 
providers rate the  items on a five‐point scale of agreement (strongly disagree, 
disagree,  neither,  agree  and  strongly  agree)  or  frequency  (never,  rarely, 
sometimes, most of the time, always). 
Data on patient safety culture were collected in three different sub studies. To 
examine  the  psychometric  properties  of  COMPaZ,  data  of  the Dutch  ‘Better 
Faster’ study were used: 583 respondents  from 23 units  in eight hospitals. To 
examine the clustering of responses at unit and hospital level, this dataset was 
completed  with  data  from  the  Dutch  ‘Safety  Management  System’  study, 
resulting  in  1889  completed  questionnaires  from  87  units  in  19  hospitals. 
Finally,  to  examine  the  role  of  patient  safety  culture  in  the  causation  of 
unintended events, COMPaZ was administered in the units that participated in 
the  unintended  event  reporting  study  (see  above).  In  each  unit,  the  patient 
safety  culture questionnaire was  filled out prior  to  the  start of  the  reporting 
study. A  total of 542 questionnaires were completed by healthcare providers 
from 28 units in 20 hospitals. 
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Main findings 
Causes of unintended events (Chapter 2 and 3) 
Adverse events examined using patient record review (Chapter 2) 
Chapter  2  provides  an  overview  of  causes  of  adverse  events  and  potential 
prevention  strategies,  examined  with  patient  record  review  by  experienced 
physicians.  In most of  the 736  adverse  events  that  the physicians  identified, 
human  errors  were  involved  (in  61%  of  the  adverse  events).  These  were 
predominantly knowledge‐based and rule‐based errors, for example:  incorrect 
reasoning or not verifying  if all necessary  instruments are present before  the 
start of a procedure. In 39% of the adverse events, patient related factors were 
involved.  In  14%  of  the  adverse  events,  organisational  factors  (mostly 
inadequate  transfer  of  knowledge)  contributed  to  the  adverse  event,  in  4% 
technical  factors  (mostly material defects) and  in 19% other  factors. Adverse 
events with organisational factors were relatively often preventable (93%) and 
resulted  relatively  often  in  permanent  disability  (20%),  particularly  adverse 
events caused by inadequate or unavailable protocols.  
Strategies  that  were  suggested  to  prevent  adverse  events  were  primarily 
quality  assurance/  peer  review,  evaluation  of  safety  behaviour,  training  and 
improvements of procedures. For the adverse events with human and patient 
related  causes,  reviewers  predominantly  recommended  quality  assurance/ 
peer review. Adverse events caused by organisational factors were considered 
preventable by improving procedures.  
 
Unintended events examined using event reporting (Chapter 3) 
Chapter 3 gives  insight  into  the nature and causes of unintended events  in a 
risky  hospital  department,  the  emergency  department.  A  total  of  522 
unintended  events were  reported  by  healthcare  providers  in  ten  emergency 
departments.  Half  of  the  events  directly  reached  the  patient,  most  often 
resulting in inconvenience or suboptimal care. PRISMA root cause analysis of all 
events  that were  reported at  the emergency departments  showed  that most 
root causes were human  (60% of the root causes),  followed by organisational 
(25%)  and  technical  causes  (11%).  Patient  related  factors  and  factors  in  the 
category  ‘other’ occurred  rarely. Unintended events  related  to materials and 
equipment were relatively often caused by technical factors. Incorrect data and 
substitutions were most  often  caused by human  errors, while  organisational 
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factors  contributed  most  to  unintended  events  related  to  protocols  and 
regulations. 
Nearly half of the root causes were external (46%), meaning that an individual’s 
behaviour,  technical  factors  or  organisational  factors  at  an  outside  hospital 
department  or  in  another  organisation  contributed  to  the  unintended  event 
(e.g.  laboratory, consulting services, ambulance services etc.). A quarter of all 
unintended  events  were  classified  as  events  related  to  some  stage  in  the 
collaboration  with  other  hospital  departments.  The  problems  in  this 
collaboration with other departments and outside services can also be seen in 
the  phase  of  care  in which  unintended  events mainly  come  about  ‐medical 
examinations  and  tests‐,  since  a  lot  of  tests  are  performed  by  other 
departments.  
 
Inter‐rater  reliability of constructing causal  trees and classifying  root causes 
(Chapter 4) 
Chapter 4 reports on the inter‐rater reliability of the method that we used for 
the analyses of  reported unintended events: PRISMA. With PRISMA,  the  root 
causes  of  events  are  examined  by  describing  the  event  in  a  causal  tree  and 
classifying the root causes with the Eindhoven Classification Model (ECM).  
A total of 300 unintended event reports were sampled from a database of 2028 
events.  The  reports  were  previously  analysed  with  PRISMA  by  experienced 
analysts and were re‐analysed by another analyst for the reliability study. Half 
of  the  sample was used  to  compare  the descriptions of  root  causes  and  the 
number of root causes per causal tree. The other half was used to determine 
the inter‐rater reliability of the classifications of root causes. 
The agreement between  two  independent  raters  in  their descriptions of  root 
causes was satisfactory: 54% (full) agreement, 17% partial agreement and 29% 
no  agreement  or  no  equivalent  available.  The  inter‐rater  reliability  of  the 
number  of  root  causes was moderate  (κ=0.46).  The  inter‐rater  reliability  of 
classifying root causes according to the ECM was substantial at all levels of the 
taxonomy, from the highest category  level (κ=0.71) to the  lowest subcategory 
level  (κ=0.63). Most discrepancies occurred  in classifying external  root causes 
into one of the three external root cause categories. 
In  short,  PRISMA  analysts  formulated  quite  similar  root  causes  and  agreed 
considerably on the classifications given to the root causes, but they varied  in 
the number of root causes identified for each unintended event.  
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Validity of the patient safety culture questionnaire (Chapter 5 and 6) 
Psychometric properties (Chapter 5) 
In Chapter 5 of this thesis, the underlying dimensions and other psychometric 
properties  of  the  safety  culture  questionnaire  COMPaZ  are  analysed. 
Confirmatory  factor analyses were performed  to examine  the applicability of 
the 12‐factor structure of the original American questionnaire  (HSOPS) to the 
Dutch  data.  This  resulted  in  some  low  reliability  scores.  Explorative  factor 
analyses were performed  to  examine whether  another  composition of  items 
and factors would fit the data better. With this method 11 factors were drawn: 
Teamwork  across  hospital  units;  Teamwork  within  units;  Adequate  shift 
changes;  Frequency  of  event  reporting;  Non‐punitive  response  to  error; 
Communication  openness;  Feedback  about  and  learning  from  error; 
Supervisor/manager  expectations  and  actions; Hospital management  support 
for  safety;  Adequate  staffing  and Overall  perceptions  of  safety.  The  internal 
consistency (Chronbach’s α) of the factors was acceptable (0.58<α<0.79).  
The  construct  validity  was  good:  the  moderate  correlations  of  the  factors 
showed  that  there are no  two dimensions measuring  the  same  construct. As 
expected, all factors correlated with the outcome variable Patient safety grade 
(staff  evaluation  of  the  overall  patient  safety  as  excellent,  very  good, 
acceptable, poor or failing).  
The  composition  of  the  factors  was  very  similar  to  that  of  the  original 
questionnaire. There were only small shifts of  items across factors and two of 
the  American  factors  (Feedback  &  communication  about  error  and 
Organisational learning – continuous improvement) turned out to combine into 
a six‐item dimension in the Dutch structure (Feedback about and learning from 
error). The other dimensions consisted of two to  five  items. Two  items of the 
original  questionnaire were  removed.  One was  removed  because  it  did  not 
have  a  sufficient  factor  loading  on  any  of  the  factors  and  one  because  it 
lowered the internal consistency of a factor.  
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Clustering of responses at unit and hospital level (Chapter 6) 
The  results  in  Chapter  6  support  the  claim  that  COMPaZ  (HSOPS) measures 
culture  and  not  just  individual  attitudes.  Intraclass  correlations  (ICC)  at  unit 
level ranged from 4.3% to 31.7%, representing considerable unit level variation 
for  all  dimensions.  For  three  dimensions  of  patient  safety  culture  there was 
also  significant  clustering of  responses  at hospital  level:  Feedback about and 
learning from error (ICC=6.2%); Teamwork across hospital units (ICC=4.4%) and 
Non‐punitive response to error (ICC=4.5%). 
In  the  multi‐response  model,  there  were  no  highly  correlated  dimensions, 
indicating  that  each  dimension measures  a  unique  aspect  of  patient  safety 
culture.  The  strongest  correlations were  found  at  unit  level;  correlations  at 
individual  level were  smaller  and more  homogeneous  in  size.  The  effects  at 
hospital  level were  too  small  to  calculate  correlations, when  controlling  for 
variation at individual and unit level. This is also an indication that the hospital 
level  is  not  the  most  important  level  regarding  patient  safety  culture.  The 
detection  of  clustering  of  responses  within  units  confirms  the  claim  that 
COMPaZ measures group culture and not just individual attitudes.  
 
The  role  of  patient  safety  culture  in  the  causation  of  unintended  events    
(Chapter 7) 
It is known that patient safety varies between hospital units. The safety culture 
among healthcare providers in the hospital units is believed to influence safety 
performance. In Chapter 7, we examine if the relationship between work area 
(specialty) and patient safety outcomes is mediated by the safety culture in the 
units.  If safety culture mediates  the  relationship,  it explains why units vary  in 
performance. Safety culture then accounts for the relation between work area 
and outcomes: differences  in outcomes between specialties are  in fact caused 
by the different safety cultures within the units. 
The overall patient safety culture (measured with COMPaZ) in the units was not 
related  to any of  the outcomes  (types of unintended events and causes). We 
found  only  a  few  significant  relationships  between  some  safety  culture 
dimensions and outcomes. Three of the 11 safety culture dimensions showed 
significant mediation of  the effect of work area on  safety outcomes: 1) Non‐
punitive  response  to error mediated  the  relation between work area and  the 
occurrence of events related to medication events and between work area and 
the  frequency  of  organisational  causes;  2)  Hospital  management  support 
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mediated the relation between work area and the occurrence of events related 
to  materials/equipment,  events  related  to  collaboration  with  residents/ 
consultants and  technical causes; 3) Frequency of event  reporting  (willingness 
to report) was the most important mediating factor, mediating all relationships 
that were examined because of their potential for mediation effects. 
We concluded that our results could not support the claim that safety culture is 
a key factor affecting patient safety. The safety culture present within hospital 
units  could  not  clearly  explain  differences  in  safety  outcomes  between  unit 
types. The findings suggest that the current policy emphasising the importance 
of  safety  culture might be  somewhat misplaced.  It  seems  that  the pace  and 
complexity  of  the work  itself,  inherent  to  the  different work  areas,  is more 
important  for  patient  safety  than  the  safety  culture  among  unit  personnel. 
Nevertheless,  there might be other  aspects of  safety  culture or other  safety 
outcomes that were not measured in our study but that do significantly relate 
to each other. 
 
 
General discussion 
In  the  general  discussion  (Chapter  8)  of  this  thesis,  the  main  findings  and 
methodological  strengths  and  limitations  of  the  studies  are  summarised  and 
discussed. Moreover, implications for practice and recommendations for future 
research are given. 
System approach 
We found a predominance of human causes in both the patient record review 
study on adverse events and the event reporting study on unintended events. 
However, we certainly do not believe that  in order to  increase patient safety, 
researchers and policy makers should focus on human behaviour only, without 
considering the setting under which the healthcare providers work. The system 
that surrounds healthcare providers has to be adjusted to the people working 
in  it.  It should be  less provocative  for making errors and should have barriers 
for the  inevitable errors; preventing them from resulting  in patient harm. Our 
study  results  also  gave  an  indication  for  the  importance  of  this  system 
approach: many  unintended  events were  caused  by  a  combination  of  latent 
factors (technical or organisational) and active (human) factors.  
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Recommendations for practice to improve patient safety 
- Taking on the system approach, e.g.: 
- Design for standardisation and simplicity;  
- Make it easy to do the right thing; 
- Include users in the design or procurement of materials and  
  equipment; 
- Assess the risks of changes. 
- Using event  reporting: event  reporting can provide elaborated  information 
concerning the circumstances and underlying causes of unintended events. 
Specific recommendations: 
- A  combination  of  event  reporting  with  additional  interviews  of 
involved personnel; 
- Research beyond unit boundaries, uncovering not only  internal causal 
factors but also causal factors in other units; 
- Recurrent event reporting periods (e.g. each quarter of a year a period 
of two weeks). 
- Using PRISMA: PRISMA analysts formulate quite similar root causes and can 
reliably classify the root causes  into one of the categories of the Eindhoven 
Classification Model (ECM). However, they vary in the number of root causes 
used in the causal tree. Specific recommendations: 
- Increase  training  in  the  disclosure  of  all  relevant  root  causes  of  an 
event:  tracing  additional  causal  factors  and  dismantling  all  causes  in 
the causal tree into separate root causes;  
- Adjust  the ECM by  removing  the distinction between  the  three  types 
of external factors and combining them into one category. 
- Using COMPaZ/HSOPS:  the  safety  culture  in hospital units as measured by 
COMPaZ/HSOPS  did  not  show  to  have  a  strong  relationship  with  safety 
outcomes. However, the questionnaire can reveal differences between units 
on several dimensions. COMPaZ/HSOPS can be used as an additional source 
of information about safety issues and it can be a means for hospital staff to 
think about patient safety. 
 
Recommendations for future research into the causes of unintended events 
- Using more than one method at the same time: research methods vary in the 
ability to uncover certain types of unintended events and types of causes. A 
combination of methods will more likely enable researchers to study adverse 
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events as well as near misses, nursing as well as medical events, and to find 
active as well as latent causal factors. 
- Examining  the  common  cause  hypothesis:  future  research  is  needed  to 
examine  the  resemblance  of  the  causal  factor  structures  of  unintended 
events and adverse events in the healthcare setting. 
- Focussing research on specific topics: our study has provided clues for more 
specific research on certain topics: 
- Collaboration  between  hospital  units,  particularly  for  the  emergency 
department:  e.g.  collaboration  between  the  emergency  department 
and laboratory and radiology; 
- Medication events, especially  for  internal medicine and  surgery units: 
e.g  failures  in  setting out medication,  forgetting  to  give  a prescribed 
medicine,  giving  the wrong  dose  or  setting  a wrong  run‐in  speed  of 
(fluid) medicines; 
- Organisation  of  healthcare:  care  processes  should  be  examined 
critically,  and  illogical  or  impractical  steps  should  be  removed  or 
rearranged. 
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Achtergrond en doelstellingen van het onderzoek 
 
Patiëntveiligheid  in de gezondheidszorg wordt over de hele wereld gezien als 
een  belangrijk  onderwerp.  In  de  laatste  decennia  hebben  veel  landen  de 
incidentie  van  onbedoelde  zorggerelateerde  schade  (adverse  events)  in  hun 
ziekenhuizen  bepaald.  In Nederland was  het  incidentiecijfer  van  onbedoelde 
schade  5,7%  van  alle  ziekenhuisopnames  in  een  jaar.  Circa  40%  van  de 
onbedoelde schade werd beoordeeld als vermijdbaar en 13% droeg bij aan een 
permanente gezondheidsbeperking voor de patiënt, inclusief overlijden. 
Ondanks de wereldwijd toenemende aandacht voor patiëntveiligheid, is er nog 
steeds relatief weinig bekend over de oorzaken van onbedoelde schade, bijna‐
incidenten  (near  misses)  en  andere  onbedoelde  gebeurtenissen.  Om  de 
patiëntveiligheid te vergroten, zouden  interventies zich moeten richten op de 
belangrijkste  oorzaken  die  ten  grondslag  liggen  aan  onbedoelde 
gebeurtenissen.  Tevens  wordt  gedacht  dat  ziekenhuizen  de 
patiëntveiligheidscultuur  onder  hun  personeel  moeten  verbeteren.  Een 
positieve  veiligheidscultuur  bepaalt,  onder  andere,  hoe  nauwkeurig 
zorgverleners protocollen volgen en het gemak waarmee zij collega’s om hulp 
vragen.  Bovendien,  als  er  een  veiligheidscultuur  is waarin mensen  open  zijn 
over onbedoelde gebeurtenissen en deze melden, heeft men de mogelijkheid 
om  van  het  gebeurde  te  leren  en  kan  men  verbeteringsinterventies 
ontwikkelen om zo de patiëntveiligheid te bevorderen. Het gevoelsmatige idee 
dat veiligheid afhangt van de veiligheidscultuur die heerst onder medewerkers, 
wordt  daarentegen  nog  niet  ondersteund  door  bewijs  uit wetenschappelijke 
studies. 
Het  doel  van  dit  proefschrift  is  om  inzicht  te  krijgen  in  de  oorzaken  van 
onbedoelde gebeurtenissen  in  ziekenhuizen en, meer  specifiek,  in de  rol  van 
patiëntveiligheidscultuur bij het veroorzaken van onbedoelde gebeurtenissen. 
Deze informatie kan gebruikt worden voor de ontwikkeling van interventies om 
de patiëntveiligheid te verbeteren en kan richting geven aan verder onderzoek. 
Bovendien  kunnen  gegevens  over  de  aard  en  oorzaken  van  onbedoelde 
gebeurtenissen  belanghebbenden  (zorgverleners,  ziekenhuis‐managers  en 
beleidsmakers)  doen  realiseren  hoe  menselijke  gedragingen,  samen  met 
organisatorische  en  technische  contextuele  factoren,  ten  grondslag  kunnen 
liggen aan onbedoelde gebeurtenissen. Dit kan bijdragen aan een meer open 
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cultuur  omtrent  het  omgaan  met  en  melden  van  problemen  rondom 
patiëntveiligheid.  
Naast het voorgaande zijn in dit proefschrift tevens methodologische aspecten 
onderzocht  van  instrumenten  om  oorzaken  te  analyseren  en 
patiëntveiligheidscultuur te meten. Niet alleen om de resultaten van de studies 
in dit proefschrift te kunnen interpreteren, maar ook omdat deze instrumenten 
veel worden gebruikt in Nederlandse en buitenlandse ziekenhuizen. 
  
 
Methoden 
 
Om de onderzoeksvragen van dit proefschrift te beantwoorden zijn drie studies 
uitgevoerd:  een  dossieronderzoek  naar  onbedoelde  schade,  een  onderzoek 
naar onbedoelde gebeurtenissen op basis van meldingen door zorgverleners en 
een onderzoek naar patiëntveiligheidscultuur. 
 
Dossieronderzoek 
In  21  Nederlandse  ziekenhuizen  werd  een  retrospectief  dossieronderzoek 
uitgevoerd om onbedoelde schade tijdens ziekenhuisopnames te onderzoeken. 
Getrainde  artsen  beoordeelden  het  medisch,  verpleegkundig  en  (indien 
beschikbaar) poliklinisch dossier van alle opnames die  triggers  (aanwijzingen) 
voor onbedoelde zorggerelateerde schade bevatten. De aanwezigheid van één 
of meerdere  triggers werd  vooraf  door  getrainde  verpleegkundigen  bepaald. 
Voor  iedere  opname  bepaalden  twee  arts‐beoordelaars  onafhankelijk  van 
elkaar,  volgens  een  gestandaardiseerde  procedure  en  beoordelingsformulier, 
of er sprake was van onbedoelde schade, welke consequenties er waren voor 
de patiënt en wat de mate van vermijdbaarheid van de schade was. 
De  artsen  beoordeelden  7926  patiëntendossiers  en  identificeerden  744 
gevallen  van  onbedoelde  zorggerelateerde  schade  voor  de  patiënt.  Een 
onderdeel  van  de  beoordelingsprocedure,  en  specifiek  van  belang  voor  dit 
proefschrift,  was  een  beoordeling  van  de  onderliggende  oorzaken  en 
preventiestrategieën van de onbedoelde schade. Voor 736 van de 744 gevallen 
van onbedoelde schade waren er gegevens over oorzaken beschikbaar. 
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Meldingen  van  onbedoelde  gebeurtenissen  en  analyse  met  de  PRISMA‐
methode 
Om  de  oorzaken  van  onbedoelde  gebeurtenissen  te  onderzoeken werd  een 
studie uitgevoerd op basis van meldingen van zorgverleners op 28 afdelingen in 
20  Nederlandse  ziekenhuizen.  Drie  typen  afdelingen  namen  deel  aan  het 
onderzoek: Spoedeisende Hulp, Chirurgie en Interne Geneeskunde. Deze typen 
afdelingen vertegenwoordigen samen de kern van de ziekenhuiszorg. 
Aan  zorgverleners werd  gevraagd  alle  onbedoelde  gebeurtenissen  die  op  de 
afdeling  plaatsvonden  te  melden  op  een  meldingskaartje  of  een  (meer 
uitgebreid)  meldingsformulier.  De  onderzoeksperiode  varieerde  van  vijf  tot 
veertien weken per afdeling. Om te achterhalen welke oorzaken ten grondslag 
lagen  aan  de  gemelde  onbedoelde  gebeurtenissen,  werden  deze 
gebeurtenissen geanalyseerd met een  root  cause analysis methode  (PRISMA, 
zie  uitleg  hieronder)  door  één  van  de  leden  uit  een  team  van  vijf  ervaren 
analisten/onderzoekers. Eén‐ tot tweemaal per week bezocht de onderzoeker 
de  ziekenhuisafdeling om de  schriftelijke meldingen  te verzamelen en om de 
zorgverleners  tijdens  korte  interviews  aanvullende  vragen  te  stellen  over  de 
gemelde gebeurtenissen.  
 
PRISMA 
PRISMA, een acroniem voor Prevention and Recovery  Information System  for 
Monitoring  and  Analysis,  is  een methode  om  de  oorzaken  van  onbedoelde 
gebeurtenissen  te  analyseren.  Hierbij  wordt  een  onbedoelde  gebeurtenis 
geanalyseerd  door  middel  van  de  constructie  van  een  oorzakenboom. 
Bovenaan de oorzakenboom wordt een korte beschrijving van de gebeurtenis 
geplaatst,  als  startpunt  voor  de  analyse. Onder  deze  topgebeurtenis worden 
alle betrokken directe oorzaken genoemd. Deze directe oorzaken hebben vaak 
weer  hun  eigen  oorzaken.  Door  telkens  “waarom”  te  vragen  voor  iedere 
gebeurtenis  of  actie,  startend  bij  de  topgebeurtenis,  worden  alle  relevante 
oorzaken  ontrafeld.  Op  deze  manier  ontstaat  een  structuur  van  oorzaken 
totdat uiteindelijk de basisoorzaken worden geïdentificeerd aan de bodem van 
de oorzakenboom  (de uiteinden  van de  ‘wortels’). De basisoorzaken worden 
geclassificeerd met het Eindhoven Classificatie Model  (ECM). Deze  taxonomie 
onderscheidt  vijf  hoofdcategorieën  oorzaken:  technische,  organisatorische, 
menselijke,  patiëntgerelateerde  en  overige  factoren,  welke  kunnen  worden 
onderverdeeld in totaal 20 subcategorieën van typen oorzaken. 
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Meting van patiëntveiligheidscultuur 
De veiligheidscultuur werd gemeten met de Nederlandse versie van de Hospital 
Survey  on  Patient  Safety  Culture  (HSOPS).  Deze  vertaalde  vragenlijst  wordt 
COMPaZ  genoemd  (Cultuur  Onderzoek  onder  Medewerkers  over  de 
Patiëntveiligheid  in  Ziekenhuizen)  en  bestaat  uit  51  items,  inclusief 
achtergrondvragen.  De  items  in  de  vragenlijst  zijn  stellingen  die  door 
zorgverleners  moeten  worden  beoordeeld  op  een  vijf‐puntsschaal  van 
overeenstemming  (helemaal mee oneens, mee oneens, geen van beide, mee 
eens  en  helemaal mee  eens)  of  frequentie  (nooit,  zelden,  soms, meestal  en 
altijd). 
Gegevens  over  de  patiëntveiligheidscultuur  werden  in  drie  verschillende 
deelstudies verzameld. Om de psychometrische eigenschappen van COMPaZ te 
onderzoeken werden data van de Nederlandse  ‘Sneller Beter’ studie gebruikt: 
gevens van 583 respondenten van 23 afdelingen  in acht ziekenhuizen. Om de 
clustering  van  antwoorden  op  afdelingsniveau  en  ziekenhuisniveau  te 
onderzoeken, werd deze dataset uitgebreid met gegevens uit de Nederlandse 
‘Veiligheids  Management  Systeem’  studie,  resulterend  in  1889  ingevulde 
vragenlijsten verdeeld over 87 afdelingen  in 19 ziekenhuizen  (dus  inclusief de 
583  respondenten  van  Sneller  Beter).  Tenslotte,  om  de  rol  van 
patiëntveiligheidscultuur  bij  het  ontstaan  van  onbedoelde  gebeurtenissen  te 
onderzoeken, werd COMPaZ uitgezet op de 28 afdelingen die deelnamen aan 
de  meldingsstudie  (zie  hierboven).  Op  iedere  afdeling  werd  de  vragenlijst 
voorafgaand aan de start van de meldingsstudie ingevuld. In totaal werden 542 
vragenlijsten ingevuld door zorgverleners van 28 afdelingen in 20 ziekenhuizen. 
 
 
Belangrijkste bevindingen 
 
Oorzaken van onbedoelde gebeurtenissen (Hoofdstuk 2 en 3) 
Onbedoelde schade onderzocht met dossieronderzoek (Hoofdstuk 2) 
Hoofdstuk  2  geeft  een  overzicht  van  de  oorzaken  van  onbedoelde 
zorggerelateerde schade en potentiële preventiestrategieën, onderzocht door 
middel van een beoordeling van patiëntendossiers door ervaren en getrainde 
artsen. In het grootste deel van de gevallen van onbedoelde schade die door de 
artsen werden geïdentificeerd, waren menselijke oorzaken betrokken  (in 61% 
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van  de  gevallen  van  onbedoelde  schade).  Dit  waren  hoofdzakelijk 
kennisgebaseerde  en  regelgebaseerde  fouten,  bijvoorbeeld:  verkeerd 
redeneren of niet verifiëren of alle noodzakelijke materialen en  instrumenten 
aanwezig zijn voordat men met een procedure begint.  In 39% van de gevallen 
van onbedoelde schade waren patiëntgerelateerde factoren betrokken. In 14% 
van  de  gevallen  droegen  organisatorische  factoren  (met  name  inadequate 
kennisoverdracht)  bij  aan  de  onbedoelde  schade,  in  4%  technische  factoren 
(met  name  materiële  defecten)  en  in  19%  overige  factoren.  Onbedoelde 
zorggerelateerde  schade  die  (mede)  was  veroorzaakt  door  organisatorische 
factoren werd  relatief  vaak als  vermijdbaar beoordeeld  (93%) en  resulteerde 
relatief  vaak  in  permanente  gezondheidsbeperkingen  (20%),  vooral wanneer 
deze  schade  (mede)  was  veroorzaakt  door  inadequate  protocollen  of  de 
afwezigheid van protocollen. 
Strategieën die de artsen‐beoordelaars voorstelden om onbedoelde schade te 
voorkomen  waren  hoofdzakelijk  kwaliteitsbewaking/intercollegiale  toetsing, 
reflectie  van  de  huidige  gedragspatronen  met  betrekking  tot  veiligheid,  de 
verbetering  van  procedures  en  training  om  benodigde  vaardigheden  te 
verbeteren. Ter preventie van onbedoelde schade die (mede) was veroorzaakt 
door  menselijke  en  patientgerelateerde  oorzaken,  stelden  de  artsen  vooral 
kwaliteitsbewaking/intercollegiale  toetsing  voor.  Voor  onbedoelde  schade 
(mede)  veroorzaakt  door  organisatorische  factoren  werd  vooral  verbetering 
van procedures aanbevolen. 
 
Onbedoelde gebeurtenissen onderzocht met meldingen (Hoofdstuk 3) 
Hoofdstuk  3  biedt  inzicht  in  de  aard  en  oorzaken  van  onbedoelde 
gebeurtenissen op een risicovolle ziekenhuisafdeling, de Spoedeisende Hulp. In 
totaal  werden  522  onbedoelde  gebeurtenissen  gerapporteerd  door 
zorgverleners  op  10  Spoedeisende  Hulp  afdelingen.  De  helft  van  de 
gebeurtenissen  bereikte  de  patiënt,  in  de  meeste  gevallen  resulterend  in 
ongemak voor de patiënt of  suboptimale  zorg. Analyse van de basisoorzaken 
van  de  gerapporteerde  onbedoelde  gebeurtenissen met  PRISMA  (root  cause 
analysis)  liet  zien dat de meeste basisoorzaken menselijk waren  (60% van de 
basisoorzaken),  gevolgd  door  organisatorische  (25%)  en  technische  (11%) 
oorzaken.  Patiëntgerelateerde  factoren  en  factoren  in  de  categorie  ‘overig’ 
kwamen  slechts  zelden  voor.  Onbedoelde  gebeurtenissen  gerelateerd  aan 
materialen  en  apparatuur  werden  relatief  vaak  (mede)  veroorzaakt  door 
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technische oorzaken. Verwisselingen en onjuiste gegevens werden het meest 
frequent (mede) veroorzaakt door menselijke factoren, terwijl organisatorische 
factoren het meest bijdroegen aan onbedoelde gebeurtenissen gerelateerd aan 
protocollen en afspraken. 
Bijna  de  helft  van  de  basisoorzaken was  extern  (46%).  Bij  externe  oorzaken 
dragen het gedrag van een  individu of technische of organisatorische factoren 
buiten de onderzochte  ziekenhuisafdeling bij aan de onbedoelde gebeurtenis 
(bijvoorbeeld het  laboratorium, een afdeling die  in consult wordt geroepen of 
de  ambulancedienst).  Een  kwart  van  alle  onbedoelde  gebeurtenissen  werd 
geclassificeerd  als  betrekking  hebbende  op  de  samenwerking  met  andere 
ziekenhuisafdelingen  of  andere  organisaties.  De  problemen  in  deze 
samenwerking kan men ook  terugzien  in de  fase  in het zorgproces waarin de 
meeste  onbedoelde  gebeurtenissen  plaatsvinden,  namelijk  onderzoek  en 
testen, aangezien veel testen op andere afdelingen worden uitgevoerd dan de 
Spoedeisende Hulp. 
 
Interbeoordelaarsbetrouwbaarheid  van  het  maken  van  oorzakenbomen  en 
het classificeren van basisoorzaken (Hoofdstuk 4) 
Hoofdstuk 4 gaat in op de interbeoordelaarsbetrouwbaarheid van de methode 
die  werd  gebruikt  om  de  gerapporteerde  onbedoelde  gebeurtenissen  te 
onderzoeken: PRISMA. Met PRISMA worden de basisoorzaken van onbedoelde 
gebeurtenissen  onderzocht  door  middel  van  een  beschrijving  van  de 
gebeurtenis  in  een  oorzakenboom  en  het  classificeren  van  de  resulterende 
basisoorzaken met het Eindhoven Classificatie Model (ECM).  
Een  steekproef  van  300  meldingen  van  onbedoelde  gebeurtenissen  werd 
getrokken uit een database van 2028 meldingen. De meldingen waren eerder 
door  ervaren  analisten  met  PRISMA  geanalyseerd  en  werden  voor  de 
betrouwbaarheidsstudie  opnieuw  geanalyseerd  door  een  andere  analist.  De 
helft van de meldingen uit de steekproef werd gebruikt voor een vergelijking 
van  de  beschrijvingen  van  basisoorzaken  en  de  aantallen  basisoorzaken  per 
oorzakenboom.  De  andere  helft  werd  gebruikt  om  de  interbeoordelaars‐
betrouwbaarheid van de classificaties van basisoorzaken te bepalen. 
De  overeenstemming  tussen  twee  onafhankelijke  analisten  in  hun 
beschrijvingen  van  de  basisoorzaken  was  bevredigend:  54%  kwam  (geheel) 
overeen,  17%  kwam  deels overeen  en  29%  kwam  niet  overeen  of  had  geen 
tegenhanger.  De  interbeoordelaarsbetrouwbaarheid  van  het  aantal 
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basisoorzaken  was  middelmatig  (κ=0.46).  De  interbeoordelaars‐
betrouwbaarheid van het classificeren van de basisoorzaken volgens het ECM 
was goed op alle niveaus van de  taxonomie; van het hoogste niveau  (κ=0.71) 
tot  het  laagste  (κ=0.63).  De  meeste  discrepanties  kwamen  voor  bij  het 
classificeren van externe basisoorzaken in één van de drie categorieën externe 
oorzaken. 
Kortom, PRISMA analisten kwamen behoorlijk overeen  in het  formuleren van 
basisoorzaken  en  in de  classificaties die  zij  aan de basisoorzaken  toekenden, 
maar zij varieerden  in het aantal basisoorzaken dat werd geïdentificeerd voor 
iedere onbedoelde gebeurtenis.  
 
Validiteit  van  de  vragenlijst  voor  het  meten  van  patiëntveiligheidscultuur 
(Hoofdstuk 5 en 6) 
Psychometrische eigenschappen (Hoofdstuk 5) 
In  Hoofdstuk  5  van  dit  proefschrift  worden  de  onderliggende  dimensies  en 
andere  psychometrische  eigenschappen  van  de  vragenlijst  naar 
patiëntveiligheidscultuur,  COMPaZ,  onderzocht.  Bevestigende  factoranalyse 
werd  toegepast  om  te  bepalen  of  de  12‐factoren  structuur  van  de  originele 
Amerikaanse vragenlijst  (HSOPS) toepasbaar was op de Nederlandse data. Dit 
resulteerde  in  een  aantal  lage  betrouwbaarheidsscores.  Exploratieve 
factoranalyse werd uitgevoerd om te onderzoeken of een andere samenstelling 
van  items  en  factoren  beter  bij  de  data  zouden  passen.  Met  exploratieve 
factoranalyse werden 11 factoren/dimensies getrokken: Samenwerking tussen 
afdelingen;  Teamwork  binnen  afdeling;  Goede  wisseling  van  diensten; 
Meldingsbereidheid;  Niet‐straffende  reactie  op  fouten;  Open  communicatie; 
Feedback en  leren  van  fouten; Verwachtingen en acties  van  leidinggevenden; 
Steun  vanuit  het  management;  Adequate  personele  bezetting  en  Algemene 
perceptie  van  veiligheid.  De  interne  consistentie  (Chronbachs  α)  van  de 
factoren was acceptabel (0.58<α<0.79).  
De  constructvaliditeit was goed: de matige  correlaties  van de  factoren  lieten 
zien  dat  er  geen  twee  dimensies  zijn  die  hetzelfde  onderliggende  construct 
meten. Zoals verwacht hingen alle dimensies samen met de uitkomstvariabele 
Waardering voor patiëntveiligheid  (de beoordeling door  zorgverleners van de 
patiëntveiligheid als uitstekend, zeer goed, acceptabel, matig of slecht).  
De samenstelling van de factoren kwam sterk overeen met die van de originele 
vragenlijst. Er waren slechts kleine verschuivingen van items tussen factoren en 
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twee van de Amerikaanse factoren (Feedback & communication about error en 
Organisational  learning –  continuous  improvement) bleken  samen  te  smelten 
tot één dimensie van zes items in de Nederlandse structuur (Feedback en leren 
van fouten). De andere dimensies bestonden uit twee tot vijf items. Twee items 
van de originele vragenlijst werden verwijderd: één omdat de  factorlading op 
geen  van  de  factoren  voldoende was  en  de  andere  omdat  deze  de  interne 
consistentie van de betreffende factor verlaagde. 
 
Clustering van antwoorden op afdelings‐ en ziekenhuisniveau (Hoofdstuk 6) 
De resultaten in Hoofdstuk 6 ondersteunen de bewering dat COMPaZ (HSOPS) 
cultuur  meet  en  niet  slechts  individuele  attitudes.  De  intraclass  correlation 
(ICC) op afdelingsniveau varieerde van 4.3% tot 31.7%; er was dus aanzienlijke 
afdelingsvariatie  voor  alle  dimensies  van  patiëntveiligheidscultuur.  Voor  drie 
dimensies  was  er  eveneens  significante  clustering  van  antwoorden  op 
ziekenhuisniveau:  Feedback  en  leren  van  fouten  (ICC=6.2%);  Samenwerking 
tussen afdelingen (ICC=4.4%) en Niet‐straffende reactie op fouten (ICC=4.5%). 
In het multi‐respons model waren er geen hoog gecorreleerde dimensies, wat 
betekent  dat  iedere  dimensie  een  uniek  aspect  van  patiëntveiligheidscultuur 
meet.  De  sterkste  correlaties  werden  gevonden  op  afdelingsniveau,  terwijl 
correlaties  op  het  individuele  niveau  kleiner  waren  en  meer  homogeen  in 
grootte.  De  effecten  op  ziekenhuisniveau  waren  te  klein  om  correlaties  te 
berekenen  wanneer  gecorrigeerd  werd  voor  variatie  op  individueel  en 
afdelingsniveau.  Dit  is  ook  een  indicatie  dat  het  ziekenhuisniveau  niet  het 
meest  belangrijke  niveau  is  als  het  gaat  om  patiëntveiligheidscultuur.  De 
bevinding  dat  er  significante  clustering  van  antwoorden  is  op  de 
patiëntveiligheidscultuur vragenlijst binnen afdelingen geeft aan dat COMPaZ 
groepscultuur meet en niet alleen individuele attitudes. 
 
De  rol  van  patiëntveiligheidscultuur  in  het  veroorzaken  van  onbedoelde 
gebeurtenissen (Hoofdstuk 7) 
Patiëntveiligheid  varieert  tussen  ziekenhuisafdelingen.  De  veiligheidscultuur 
onder  zorgverleners op de afdelingen wordt gezien als een belangrijke  factor 
die  veiligheid  beïnvloedt.  In  Hoofdstuk  7  is  onderzocht  of  de  relatie  tussen 
afdelingstype (specialisme) en patiëntveiligheidsuitkomsten gemedieerd wordt 
door de patiëntveiligheidscultuur op de afdelingen. Als de veiligheidscultuur de 
relatie tussen afdelingstype en uitkomsten medieert, dan verklaart dat waarom 
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afdelingen  verschillen  in  prestaties  op  het  gebied  van  patiëntveiligheid. 
Verschillen  in  veiligheidsuitkomsten  tussen  specialismen worden  in dat  geval 
veroorzaakt  door  verschillen  in  veiligheidscultuur  binnen  deze  typen 
afdelingen.  
De algehele patiëntveiligheidscultuur (gemeten met COMPaZ) op de afdelingen 
was  niet  gerelateerd  aan  de  patiëntveiligheidsuitkomsten  (type  onbedoelde 
gebeurtenissen en oorzaken). Er werden slechts significante relaties gevonden 
tussen enkele onderliggende dimensies van patiëntveiligheidscultuur en enkele 
uitkomsten. Drie van de 11 dimensies van patiëntveiligheidscultuur bleken het 
effect  van  afdelingstype  op  veiligheidsuitkomsten  te  mediëren:  1)  Niet‐
straffende reactie op  fouten medieerde de relatie tussen afdelingstype en het 
optreden van onbedoelde gebeurtenissen gerelateerd aan medicatie en tussen 
afdelingstype en het optreden van organisatorische oorzaken; 2) Steun vanuit 
het management medieerde de  relatie  tussen afdelingstype en het optreden 
van  onbedoelde  gebeurtenissen  gerelateerd  aan  materialen/apparatuur  en 
gerelateerd aan de samenwerking met artsen/specialisten en het optreden van 
technische oorzaken; 3) Meldingsbereidheid was de belangrijkste mediërende 
factor;  deze  medieerde  alle  relaties  die  werden  onderzocht  op  mogelijke 
mediatie.  
We concludeerden dat onze resultaten de stelling dat patiëntveiligheidscultuur 
een  belangrijke  factor  is  die  de  patiëntveiligheid  beïnvloedt,  niet  konden 
ondersteunen.  De  veiligheidscultuur  op  de  afdelingen  was  geen  duidelijke 
verklaring voor verschillen  in veiligheidsuitkomsten  tussen afdelingstypen. De 
bevindingen suggereren dat de nadruk die in beleid wordt gelegd op het belang 
van veiligheidscultuur misschien wat misplaatst is. Het lijkt erop dat de aard en 
complexiteit  van het werk  zelf,  inherent  aan de  verschillende  afdelingstypes, 
belangrijker  is  voor  patiëntveiligheid  dan  de  veiligheidscultuur  onder 
zorgverleners.  Desalniettemin  kunnen  er  ook  andere  aspecten  van 
patiëntveiligheidscultuur  zijn  of  andere  veiligheidsuitkomsten  die  significant 
aan elkaar gerelateerd zijn, maar die niet gemeten werden in onze studie.  
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Algemene discussie 
In de algemene discussie  (Hoofdstuk 8) worden de belangrijkste bevindingen 
en  methodologische  overwegingen  van  de  studies  in  dit  proefschrift 
samengevat  en  bediscussieerd.  Bovendien  worden  aanbevelingen  voor  de 
praktijk en voor verder onderzoek gegeven. 
Systeembenadering 
In zowel de dossierstudie naar onbedoelde schade als het meldingsonderzoek 
naar  onbedoelde  gebeurtenissen  was  de  meerderheid  van  de  oorzaken 
menselijk.  Echter, wij zijn niet van mening dat onderzoekers en beleidsmakers 
die  zich  bezighouden met  het  verbeteren  van  patiëntveiligheid,  zich  zouden 
moeten  beperken  tot  het  veranderen  van  menselijk  gedrag,  zonder  de 
omgeving waarin zorgverleners werken in ogenschouw te nemen. Het systeem 
dat zorgverleners omgeeft zou moeten worden aangepast aan de mensen die 
erin werken.  Het  zou  fouten minder moeten  uitlokken  en  barrières moeten 
bevatten voor vergissingen die onvermijdelijk zijn, waardoor voorkomen wordt 
dat  zij  resulteren  in  schade voor de patiënt. De  resultaten uit ons onderzoek 
geven  ook  een  aanwijzing  dat  deze  systeembenadering  belangrijk  is:  veel 
onbedoelde  gebeurtenissen  werden  veroorzaakt  door  een  combinatie  van 
latente  (technische  en  organisatorische)  factoren  en  actieve  (menselijke) 
factoren.  
 
Aanbevelingen voor de praktijk voor de verbetering van patiëntveiligheid  
- Hanteren van de systeembenadering, bijvoorbeeld: 
- Standaardisatie en eenvoud bij het ontwerpen van werkomgevingen; 
- Maak het de zorgverlener gemakkelijk om het juiste te doen; 
- Betrek  gebruikers bij het ontwerp of de  aanschaf  van materialen  en 
apparatuur; 
- Schat de risico’s in die veranderingen met zich mee brengen. 
- Gebruik van meldingen van onbedoelde gebeurtenissen: meldingen kunnen 
uitgebreide informatie opleveren over de omstandigheden en onderliggende 
oorzaken van onbedoelde gebeurtenissen. Specifieke aanbevelingen: 
- Een  combinatie  van  melden  van  onbedoelde  gebeurtenissen  met 
aanvullende interviews met betrokken personeel; 
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- Overstijg de grenzen van de afdeling; onderzoek niet alleen de interne 
oorzaken, maar ook de oorzaken op andere afdelingen. 
- Regelmatige  meldingsperioden  (bijvoorbeeld  ieder  kwartaal  een 
periode van twee weken). 
- Analyse met  PRISMA:  PRISMA  is  een  betrouwbare  tool:  PRISMA‐analisten 
komen behoorlijk met elkaar overeen  in het  formuleren van basisoorzaken 
en het classificeren in één van de categorieën van het Eindhoven Classificatie 
Model  (ECM). Echter,  zij verschillen van elkaar  in het aantal basisoorzaken 
dat opgenomen wordt in de oorzakenboom. Specifieke aanbevelingen: 
- Meer  training  in het vinden van alle  relevante basisoorzaken van een 
gebeurtenis:  het  opsporen  van  aanvullende  causale  factoren  en  het 
ontleden  van  alle  oorzaken  in  de  oorzakenboom  in  afzonderlijke 
basisoorzaken. 
- Een aanpassing van het ECM door het onderscheid tussen de drie typen 
externe factoren los te laten en deze in één categorie te combineren. 
- Gebruik van COMPaZ/HSOPS: de veiligheidscultuur op ziekenhuisafdelingen, 
zoals  gemeten  door  COMPaZ/HSOPS,  liet  geen  sterke  relatie  zien  met 
veiligheidsuitkomsten. Echter, de vragenlijst kan verschillen opsporen tussen 
afdelingen op verschillende dimensies. COMPaZ/HSOPS kan worden gebruikt 
als aanvullende bron van informatie over veiligheidskwesties en het kan voor 
ziekenhuismedewerkers  een  middel  zijn  om  over  patiëntveiligheid  na  te 
denken. 
 
Aanbevelingen voor toekomstig onderzoek naar de oorzaken van onbedoelde 
gebeurtenissen 
- Meer  dan  één  methode  tegelijkertijd  gebruiken:  onderzoeksmethoden 
variëren in de capaciteit om bepaalde typen onbedoelde gebeurtenissen en 
typen  oorzaken  op  te  sporen.  Een  combinatie  van  methoden  zal 
onderzoekers  in  staat  stellen om  zowel  adverse  events  als near misses  te 
onderzoeken, zowel verpleegkundige als medische gebeurtenissen en zowel 
actieve als latente basisoorzaken. 
- Onderzoek naar de ‘common cause’ hypothese: er is verder onderzoek nodig 
naar  de  overeenkomsten  en  verschillen  van  de  oorzakenstructuren  van 
onbedoelde  gebeurtenissen  (met  of  zonder  gevolgen  voor  de  patiënt)  en 
gebeurtenissen  met  onbedoelde  schade  (adverse  events)  in  de 
gezondheidszorgsector. 
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- Onderzoek  richten  op  specifieke  onderwerpen:  dit  proefschrift  bevat 
aanwijzingen  voor  meer  specifiek  onderzoek  naar  de  volgende 
onderwerpen: 
- Samenwerking tussen ziekenhuisafdelingen: vooral van belang voor de 
afdeling  Spoedeisende  Hulp,  bijvoorbeeld  onderzoek  naar  de 
samenwerking  tussen  de  Spoedeisende  Hulp  enerzijds  en  het 
laboratorium of de röntgenafdeling anderzijds. 
- Medicatiegerelateerde  gebeurtenissen:  vooral  van  belang  voor 
afdelingen  interne geneeskunde en  chirurgie, bijvoorbeeld onderzoek 
naar  fouten  bij  het  uitzetten  van  medicatie,  vergeten  om  een 
voorgeschreven medicijn  toe  te  dienen,  het  geven  van  de  verkeerde 
dosis of het  instellen van de verkeerde  inloopsnelheid van  (vloeibare) 
medicijnen. 
- Organisatie van de zorg: zorgprocessen zouden kritisch moeten worden 
onderzocht  en  onlogische  of  onpraktische  stappen  zouden  moeten 
worden verwijderd of opnieuw worden gestructureerd. 
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Dankwoord 
 
 
Nihil sine labore. En dat werk is niet door één maar door veel mensen gedaan. 
Sommigen hebben  inhoudelijk bijgedragen, anderen meer  ‘randvoorwaarden‐
scheppend’. 
 
Zonder de medewerking van de ziekenhuizen was het onderzoek niet mogelijk 
geweest.  Ik wil de medewerkers van de deelnemende ziekenhuizen bedanken 
voor  hun  bereidwilligheid  om meldingen  te  doen,  de  cultuurvragenlijst  in  te 
vullen en de dossiers op te zoeken. 
 
Mijn grote dank gaat uit naar mijn promotoren, Peter Groenewegen en Gerrit 
van der Wal, en mijn copromotoren, Cordula Wagner en Daniëlle Timmermans, 
omdat zij mij de kans hebben gegeven dit promotietraject te doorlopen en mij 
hierbij hebben begeleid. 
Peter, dank je wel voor je adviezen over de opzet van mijn promotie‐onderzoek 
en de analyses en  inhoud van mijn artikelen.  Ik heb  jouw deskundige  inbreng, 
met soms een ‘sociologisch randje’, zeer gewaardeerd. 
Gerrit, in het eerste jaar van mijn promotietraject was jij programmaleider van 
het Onderzoeksprogramma  Patiëntveiligheid  in Nederland.  Later,  toen  je het 
projectteam helaas had verlaten, toonde je op een afstand toch betrokkenheid 
bij  de  voortgang  van  mijn  proefschrift  en  nam  je  mijn  stukken  met 
nauwkeurigheid door. 
Cordula, bedankt voor de dagelijkse begeleiding.  Ik heb er bewondering voor 
hoe  jij zoveel projecten  tegelijk draaiende houdt. En  telkens als  ik gedurende 
mijn onderzoek een ‘beer op de weg’ zag, joeg jij hem weg en kon ik weer met 
vertrouwen door. Ik heb veel van je geleerd. 
Daniëlle, jouw kritische commentaar op de stukken heb ik erg gewaardeerd. Je 
wist altijd de vinger op de zere plek te leggen. Door jouw kritische noten is de 
inhoud van mijn proefschrift zeker verbeterd.  
 
Verder  wil  ik  de  overige  co‐auteurs  van  mijn  artikelen  bedanken  voor  hun 
bijdragen, met  name  Peter  Spreeuwenberg  voor  zijn  onmisbare  hulp  bij  de 
multilevel analyses en Jasper Janssen, destijds mijn stagiaire, voor zijn gedegen 
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werk  en  de  prettige  samenwerking  bij  het  uitvoeren  van  de 
betrouwbaarheidsstudie. Jasper, leuk dat we nu collega’s zijn geworden.  
 
Tevens wil ik de verpleegkundigen en artsen bedanken die alle stapels dossiers 
hebben  beoordeeld.  En  ook  de  verpleegkundigen  die  hebben meegeholpen 
met het verzamelen en uitvragen van meldingen: Jolanda Smeets, Eline Nap en 
Marjo van Tol. 
 
De leden van de leescommissie, prof. dr. Rhona Flin, dr. Bas Geerdes, prof. dr. 
Armand Girbes, dr. Harry Molendijk en prof. dr. Riekie de Vet, wil ik bedanken 
voor de aandacht die zij aan mijn proefschrift hebben geschonken. 
 
Ik heb vier  jaar met veel plezier gewerkt binnen de onderzoeksgroep Safety 4 
Patients van het NIVEL en het EMGO+ Instituut. Het was erg fijn om te werken 
met  zulke  leuke en enthousiaste collega’s. Naast de gezelligheid werd er ook 
nog eens keihard gewerkt. Bedankt voor voor alle keren dat jullie me gevraagd 
en ongevraagd hebben geholpen.  
Laura, Hanneke, Inge W, Sanne, Tanya, Lilian en Inge N: dank jullie wel voor het 
maken  van  de  honderden  oorzakenbomen.  Ella  en  Roelof,  bedankt  voor  de 
bijdragen die jullie hebben geleverd bij de start van de oorzakenstudie. Ingrid, 
bedankt voor de samenwerking rondom de COMPaZ vragenlijst. 
Andere NIVEL‐collega’s:  bedankt  voor  het  prettige  gezelschap  op  het NIVEL, 
tijdens de (lunch)wandelingen en in de trein van en naar huis.  
 
Een speciaal woord van dank  is voor mijn twee paranimfen: Marieke en Noor. 
Marieke,  jij was vier  jaar  lang mijn kamergenootje op het NIVEL en mijn grote 
voorbeeld. In hetzelfde schuitje zittend hebben we veel steun aan elkaar gehad 
en ook veel lol gemaakt.  
Noor, mijn zus en ook collega‐onderzoeker. Het  is  leuk om met  jou  te praten 
over  de  overeenkomsten  en  verschillen  tussen  commercieel  en 
wetenschappelijk onderzoek. En het is fijn om jou en Janneke als grote zussen 
te hebben. 
Noor en Marieke, bedankt dat jullie tijdens de verdediging aan mijn zijde staan. 
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Herma, bedankt voor het lay‐outen van dit boekje. Het is heel mooi geworden.  
Stanne, dank je wel voor het ontwerpen van de mooie kaft. Je hebt talent. Veel 
succes met het vervolg van je opleiding tot grafisch vormgever.  
 
Dan zijn er nog een heleboel mensen die minder inhoudelijk betrokken waren, 
maar die  ik zeker ook wil bedanken voor de steun die ze mij hebben gegeven, 
de randvoorwaarden, misschien zonder dat ze zich daar zelf van bewust waren: 
mijn  vriendinnen  uit  Maastricht,  Vorstenbossche  vriendengroep,  oud‐
klasgenoten van Bernrode, spelletjesavond‐vrienden en tennismaatjes. 
 
Tenslotte wil  ik ook mijn  familie bedanken. Pap en mam,  ik ben echt blij met 
zulke lieve en behulpzame ouders. En ook Noor, Janneke, Herman, Javier, oma 
en andere familieleden: dank jullie wel dat jullie er voor me zijn.  
Ook mijn schoonfamilie heeft mijn wetenschappelijke opleiding, van studeren 
tot promoveren, van dichtbij meegemaakt. Joke, Jos, Rik, Kristie, Jaap, Geertje 
en familie Bedaf, bedankt dat ik altijd welkom ben bij jullie.  
En  natuurlijk  Gijs:  jouw  liefde,  steun,  nuchterheid  en  gezelligheid  zijn  heel 
belangrijk  voor  mij.  Niet  alleen  bij  het  schrijven  van  dit  proefschrift,  maar 
vooral ook in het dagelijks leven. 
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