Abstract. For given positive integers m and n, we consider the frequency of representations of m n as a sum of unit fractions.
Introduction
This paper centres on the question of representing fractions as sums of unit fractions. Specifically, for a positive integer k ≥ 2 and given m, n ∈ N, we would like a better understanding of the counting function
We will be mainly concerned with upper bounds for f k (m, n) which are uniform in k, m and n. On observing the trivial upper bound f k (m, n) ≤ f k (1, n), we will generally be interested in bounds for f k (m, n) that get sharper as the size of m increases. The easiest case to deal with is the case k = 2, for which we have the following essentially complete description. Theorem 1. We have f 2 (m, n) ≤ exp log 3 + o (1) log n log log n .
Furthermore, for fixed m ∈ N, there are infinitely many values of n for which f 2 (m, n) m exp log 3 + o(1) log n log log n .
When k = 3, the equation appearing in the definition of f 3 (m, n) has received much attention in the context of the conjecture 1 of Erdős and Straus [5] . This predicts that f 3 (4, n) > 0 for any n ≥ 2. The conjecture has since been generalised to arbitrary numerators by Schinzel [10] . Thus, for any m ≥ 4 one expects the existence of N m ∈ N such that f 3 (m, n) > 0 for n ≥ N m . Both of these conjectures are still wide open and have generated a lot of attention in the literature. An overview of the domain can be found in work of the second author [4] . The following result provides an upper bound for f 3 (m, n) which is uniform in m and n.
Theorem 2. For any ε > 0, we have
It follows from the theorem that f 3 (m, n) ε n 2 3 +ε . Numerical experimentation reveals that f 3 (m, n) varies considerably as n varies but nonetheless ought to correspond to a superposition of divisor functions. Indeed we would conjecture that f 3 (m, n) ε n ε for any ε > 0. Moreover, our numerical investigations lead us to expect that f 3 (m, n) → ∞ as n → ∞, for fixed m.
Once the denominators are cleared the equation appearing in f 3 (m, n) takes the shape mxyz = n(xy + xz + yz).
This is one of several affine cubic equations for which the number of solutions in positive integers is expected to grow like the divisor function. In private communication with the authors, Brian Conrey has asked whether the number of solutions in positive integers to the equation Recording anything meaningful for f k (m, n) when k ≥ 4 seems to be a harder problem. Nonetheless, we are able to build Theorem 2 into an induction argument which leads us to the following result. , and for k ≥ 5
The special case f k (1, 1) has received special attention in the literature. In one direction, Croot [2] has solved a difficult problem of Erdős by showing that any finite colouring of the positive integers allows a monochromatic solution of the equation Corollary. For any ε > 0, we have
For intermediate k, this improves upon Sándor's result. By revisiting Sándor's argument, we achieve the following sharpening for large k. While interesting in its own right it transpires that the study of Egyptian fractions has applications to various problems in topology. For example, Brenton and Hall [1] have established a bijection between solutions (t 1 , . . . , t k ) ∈ N k to the equation
and homeomorphism equivalence classes of homologically trivial complex surface singularities whose dual intersection graph is a star with central weight 1 and weights t i on the arms. In [1, Section 4] the authors ask for a better understanding of the counting function S(k) for large k, which is defined to be the number of solutions (t 1 , . . . , t k ) ∈ N k to the above equation with
, we observe the following trivial consequence of Theorem 4.
Corollary. Let ε > 0 and assume that k ≥ k(ε). Then we have
S(k) < c ( 5 12 +ε)2 k 0 .
Sums of two unit fractions
In this section, we establish Theorem 1. Beginning with the upper bound, Sándor [8, Lemma 4] has shown that
where d denotes the divisor function. To see this, we note that if
which is an integer if and only if
. Applying work of Shiu [9] on the maximum order of multiplicative functions we easily deduce the upper bound in Theorem 1.
We now turn to the lower bound for f 2 (m, n) for fixed m ∈ N. It will suffice to examine g 2 (m, n), which is defined as for f 2 (m, n), but without the restriction that t 1 ≤ t 2 in each solution. Indeed we plainly have
where s is odd and q i denotes the ith prime which is congruent to −1 mod m. Then we claim that
To see this, let x 1 be the product of any subset of an odd number i of the s prime factors. Let x 2 be a product of an even number j of the remaining s − i prime factors. Then
is an integer and we have
Counting up the number of available x 1 , x 2 gives the contribution
Likewise we can instead choose x 1 to consist of an even number i of the s primes, and x 2 an odd number j of the remaining s − i primes. This gives the contribution
Thus, we deduce that
as required. To complete the proof of the theorem, we note that
By the prime number theorem for arithmetic progressions,
It follows that s ∼ log n log log n+log ϕ(m) ∼ log n log log n , for fixed m. Therefore, there are at least
log n log log n ) solutions counted by f 2 (m, n), which thereby completes the proof of Theorem 1.
Sums of three unit fractions
In this section we establish the upper bound in Theorem 2 for f 3 (m, n). It will clearly suffice to assume that gcd(m, n) = 1. Since t 1 ≤ t 2 ≤ t 3 in the definition of the counting function, it is clear that
In particular, we must have m ≤ 3n. We can get an upper bound for t 2 via the expression m n
Suppose that m < n. Let n = mq + r for 0 < r ≤ m − 1. We have t 1 ≥ n m = q + 1 and it follows that the left hand side is at least
Suppose
2 , whence (3) holds in this case also. Once combined with the underlying equation in f 3 (m, n), the inequalities (2) and (3) are enough to show that m, n) . In what follows, let i, j, k denote distinct elements from the set {1, 2, 3}. Let
, Furthermore, we have the additional coprimality relations
Thus, (5) and (7) imply that any two elements of the set {x 1 , x 2 , x 3 , d} must be coprime. Let D > 0. It will be convenient to consider the overall contribution to
We will write F (m, n; D) for this quantity. It follows from (2), (3) and (4) 
The statement of the lemma follows on redefining the choice of ε > 0. 
Sums of k unit fractions
In this section, we establish Theorems 3 and 4. Beginning with the former,
It is easy to see that f k (m, n) = 0 unless m ≤ kn which we now assume. Furthermore, the analogue of (2) in the preceding section is clearly
Our induction is based on the observation that
where the summation is over t 1 ∈ N for which (9) holds. Making the change of variables u = mt 1 − n, we obtain
Note that u + n ≤ kn for each u under consideration. Let ε > 0. We begin by establishing the theorem in the case k = 4. It follows from Theorem 2 that
Given θ ∈ [0, 1), we now require the estimate
which is valid uniformly for a ∈ Z and q ∈ N. This follows from combining partial summation with the familiar estimate S 0 (x) = q
for some fixed δ > 0, then S θ (x) δ 1. We may now conclude that
This establishes the theorem in the case k = 4. Turning to the case k = 5, we repeat the above analysis based on (10), but use the inequality in (11) as our bound for f 4 (m, n). It follows that
, which thereby establishes the theorem when k = 5. It remains to establish Theorem 3 for k ≥ 6. We will begin by showing that
for k ≥ 5, where the implied constant is allowed to depend on k. This will be achieved by induction on k, the case k = 5 already having been dealt with.
When k ≥ 6, we deduce from the induction hypothesis and (10) that
for k ≥ 6. This therefore establishes (12). We now turn to a bound for f k (m, n) which is uniform in k, which we will again achieve via induction on k. Let ε > 0. We will take for our induction hypothesis the estimate
for an undetermined function θ k . We may henceforth suppose that (14) k ≥ log 3 − log(5ε) log 2 + 5, else (13) follows trivially from (12). Now for any L ≤ k it follows from (10) that
One notes that u + n ≤ Ln in the first sum and u + n ≤ kn in the second. The induction hypothesis therefore gives
We deduce that
. Now (14) ensures that
Redefining the choice of ε therefore leads us to the induction hypothesis (13) with
It is now easy to deduce that θ k < 4 3 , which completes the proof of Theorem 3. We now turn to the proof of Theorem 4, for which we will modify the argument in [8] . Recall the definition of the sequence u n from the introduction and let c 0 = lim n→∞ u
which is a contradiction.
Let ε > 0 and let L be chosen to be the least positive integer for which
For a given (t 1 , . . . , t k−L )-tuple, it remains to estimate the number of vectors (t k−L+1 , . . . , t k ) that complete the sum
. Applying Theorem 3 we deduce that the number of available (t k−L+1 , . . . , t k ) is at most for any ε > 0. Combining our two estimates, we may now conclude that 
