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ABSTRACT Cooperative binding of phenolic species to insulin hexamers is known to stabilize pharmaceutical preparations of
the hormone. Phenol dissociation is rapid on hexamer dissolution timescales, and phenol unbinding upon dilution is likely the
ﬁrst step in the conversion of (pharmaceutical) hexameric insulin to the active monomeric form upon injection. However, a clear
understanding of the determinants of the rates of phenol unbinding remains obscure, chieﬂy because residues implicated in
phenol exchange as determined by NMR are not all associated with likely unbinding routes suggested by the best-resolved
hexamer structures. We apply random acceleration molecular dynamics simulation to identify potential escape routes of phenol
from hydrophobic cavities in the hexameric insulin-phenol complex. We ﬁnd three major pathways, which provide new insights
into (un)binding mechanisms for phenol. We identify several residues directly participating in escape events that serve to
resolve ambiguities from recent NMR experiments. Reaction coordinates for dissociation of phenol are developed based on
these exit pathways. Potentials of mean force along the reaction coordinate for each pathway are resolved using multiple
independent steered molecular dynamics simulations with second-order cumulant expansion of Jarzynski’s equality. Our results
for DF agree reasonably well within the range of known experimental and previous simulation magnitudes of this quantity.
Based on structural analysis and energetic barriers for each pathway, we suggest a plausible preferred mechanism of phenolic
exchange that differs from previous mechanisms. Several weakly-bound metastable states are also observed for the ﬁrst time in
the phenol dissociation reaction.
INTRODUCTION
The insulin-phenol complex is a pharmacologically impor-
tant protein-ligand system. Insulin is a dual chain hormone
(A-chain with 21 residues, and B-chain with 30 residues)
responsible for carbohydrate metabolism and is used in the
treatment of insulin-dependent (type 1) diabetes mellitus.
Insulin monomers (51 residues and 5800 Da each) self-
associate at physiological concentration (1 ng/ml) to form
torus-shaped hexamers in the presence of zinc ions (1).
Hexamers exist in three allosteric states termedT6,T3R3, and
R6 (2–11), related by a T64T3R34R6 dynamic equilib-
rium, which is shifted to R6 only by phenolic derivatives
(12,13). However, the T3R3 state can be achieved either by
concentrated anionic medium (Cl, SCN, etc.) or phenolic
species or both. Phenolic compounds act as antimicrobial
agents and increase the shelf-life of industrial formulations
by stabilizing the R6 state (14). Six hydrophobic cavities are
present for the phenolic ligands in theR6 state and none in the
T6 state. The conformation of the N-terminal B-chain resi-
dues (B1–B8) is extended in the T state and helical in the R
state. Spectroscopic evidence (15) for preexisting T and R
state hexamers suggests that binding pockets come into ex-
istence only after theT/R transition (16), which also means
phenol binding/unbinding happens in R-state hexamers.
Phenolic exchange does not require hexamers to dissociate
because the lifetime of R-state hexamers (days) is several
orders-of-magnitude larger than the characteristic time
of phenolic dissociation (2–5 ms) (17). Also, fast-to-
intermediate (relative to the NMR timescale) exchange of
phenols is surprising given that the ligand is almost com-
pletely buried in R-state hexamers (5). Although NMR
spectroscopy predicts the existence of gatekeeper residues
whose ﬂexibility provides portals for entry/exit of phenol, the
A-chain Ile10 being one example (18), many other such
important residues remain unidentiﬁed. Additionally, unam-
biguous identiﬁcation of residues displaying several aromatic
ring ﬂips correlated to phenol exchange remains elusive (18).
The N-terminal A-chain a-helix (residues A2–A8) is specu-
lated to facilitate entry/exit of phenol (18), but exact identities
of residues whose movement in particular aids this event are
also unclear. Crystallographic thermal factors (b-factors) are
an indirect measure of residue mobility in proteins, but large-
scale displacements observed in different residues during
phenol escape are not obvious from b-factor data. Moreover,
analysis of x-ray crystal structures provides limited infor-
mation on whether several other entry/exit routes exist.
Given the need to understand the dissociation mechanisms
of phenol from the insulin-phenol complex, molecular sim-
ulations can play an important role by providing valuable
insights into dynamics of phenol release on the molecular
level. The purpose of this contribution is to identify and
characterize a variety of phenol binding/unbinding pathways
using a judicious combination of molecular simulation
techniques. The ﬁrst technique, random acceleration molec-
ular dynamics (RAMD) (19,20), is used to discover exit
routes. RAMD is essentially an unbiased search for escape
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pathways. We then classify pathways into distinct reaction
coordinates, and perform steered molecular dynamics (SMD)
in combination with cumulant expansion of Jarzynski’s
equality (21) to construct free energy proﬁles of ligand dis-
sociation reactions. We ﬁnd three different exit pathways for
the phenolic ligands and determine that a previously studied
gatekeeper pathway is likely not the preferred pathway for
unbinding. We also note several weakly bound (;3–4 Kcal/
mol) metastable states on the surface of the insulin hexamer.
METHODS
System setup and equilibration details
All trajectories are generated using NAMDv2.5 (22) and the CHARMM
force ﬁeld (23). VMD Ver. 1.8.6 (24) is used for visualization purposes.
Initial coordinates are taken from the x-ray crystal structure (2.0 A˚) of the
humanR6-state insulin hexamer (PDB code 1ZNJ). The A- and B-type chain
pairs for six monomers in the PDB ﬁle are labeled and grouped as follows:
(A,B), (C,D), (E,F), (G,H), (I,J), and (K,L), respectively (Fig. 1 b). Three
dimers in the hexamer are made up of chains (A,B,C,D), (E,F,G,H), and
(I,J,K,L), respectively. The original structure has two Zn21 ions, two Cl
ions in tetrahedral coordination sites on the Zn21, seven phenols, and 331
water molecules in addition to the protein atoms. The missing threonines
from C-terminus position 30 of the chains D, F, and H are added. The seventh
phenol molecule situated next to one of the tetrahedrally coordinated Cl
ions is deleted. Missing hydrogen atoms are added. The hexamer is then
solvated using water molecules in a rectangular box of volume 82.46 3
82.653 80.90 A˚3 such that its dimensions exceeded those of protein by;12
A˚ in all directions. Charge neutrality is ensured with random placement of
34 Na1 and 24 Cl ions at 0.2 M concentration with a minimum distance of
5 A˚ between ions. The solvated and ionized system has 50,717 atoms. The
interaction parameters for phenols are adapted directly from those of tyro-
sine. A schematic representation of the simulation system is given in Fig. 1 a.
This system is energy-minimized via 1000 cycles of conjugate-gradient
optimization. To relax the solvent, a 20-ps NPT molecular dynamics simu-
lation is run. The temperature is held at 300 K using the Langevin thermostat
with damping coefﬁcient of 5 ps1, and pressure using the Nose´-Hoover
barostat. This equilibration phase is continued in the NVT ensemble for
;1 ns. In all simulations, no rigid bonds are used, periodic boundary con-
ditions are applied, full electrostatics are computed every time step using the
particle mesh Ewald method, and van der Waals interactions are cut off
beyond 12 A˚ with the switching function taking effect at 10 A˚ distance.
Conﬁgurations are saved every 5 ps and energylike quantities every half
picosecond. The initial conditions for all RAMD and SMD trajectories are
randomly sampled from the ensemble of conﬁgurations in the ﬁnal;100 ps
of this equilibration simulation.
FIGURE 1 Schematic representation
of the simulation system. (a) Simulation
domain (82.46 A˚3 82.65 A˚3 80.90 A˚)
as viewed along the z axis: all the A- and
B-type chains are colored blue and green,
respectively. Six phenols are depicted
with space-ﬁlling spheres. Both zincs
are rendered as gray spheres. Water
molecules are in wireframe representa-
tion, along with neutralizing media,
sodium ions (yellow spheres), and chlo-
ride ions (cyan spheres). The system
contains 50,717 atoms in all. (b) (i) Top
view of R6 insulin hexamer (PDB code
1ZNJ) is shown along threefold axis of
symmetry. Hexamer and dimer inter-
faces are marked with arrows. Three
top monomers are in cartoon represen-
tation and the remaining three, below
them, are in ribbon representation. Top
three phenols are darkened and lower
three phenols are transparent. (b) (ii)
Top view of three upper monomers. The
A- and B-type chains for each are named
individually as per PDB designations.
Three phenols, one for each monomer,
are marked as 1, 2, and 3, respectively.
(b) (iii) Top view of three lower mono-
mers. The A- and B-type chains are
named accordingly. Three lower phe-
nols are marked as 4, 5, and 6, respec-
tively. (c) (i–iii) Side views of panel b
show the hexamer assembly from one of
the dimer interface b-sheet side (green
antiparallel arrow).
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Random acceleration molecular dynamics
(RAMD) and reaction coordinates
The RAMD method of Lu¨demann et al. (19) was originally applied to cy-
tochrome P450cam to discover exit routes of camphor. The two main ad-
vantages of RAMD are 1), it speeds up dissociation kinetics, thereby making
it feasible to study at nanosecond timescales; and 2), it allows unbiased
pathway search through various escape routes. In RAMD, one applies ran-
domly directed external forces to the ligand molecules following a speciﬁc
protocol. First, a force direction is chosen based on a randomly oriented unit
vector, rˆ; so that the external force applied to the ligand is given by
f~ext ¼ f0rˆ; (1)
where f0 is the constant magnitude of the randomly chosen force. The force is
maintained for a predetermined number of steps,m. The ligand is expected to
maintain a certain threshold velocity vmin ¼ rmin/mDt over m steps, where Dt
is the time step (1 fs), and rmin is the speciﬁed minimum distance before a
direction change. The average velocity of the ligand over the previous m
steps is computed. If the ligand’s velocity falls below vmin, a new random
force vector is computed. RAMD is discontinued when the ligand has
escaped. It is generally nontrivial to ﬁnd suitable RAMD parameters to
guarantee successful expulsions. The success probability varied between
19% and 42% depending on f0 and m. For example, we tested m values
between 10 and 100 steps and f0 values from 5 to 20 kcal/molA˚ (Table 1).
We used tclforces to implement RAMD in NAMD (see tclforces script
provided as Supplementary Material in Data S1).
Each successful RAMD trajectory is approximated to a smooth curvi-
linear path. All such paths that lie within a cylindrical tube of radius 2.5 A˚
from each other are clustered into three distinct pathway classes. For each
pathway class, an average path based upon all the successful trajectories of
that class is constructed. A straight line having minimal standard deviation
from its averaged path is determined that served as reaction coordinate in
steered molecular dynamics simulations. Successful trajectories observed
only with the smallest perturbing forces in RAMD simulations are used in the
reaction coordinate determination.
Steered molecular dynamics (SMD) and potential
of mean force (PMF) construction
Following the protocol of Jensen et al. (25), we used second-order cumulant
expansion of the Jarzynski’s equality (21) to compute the potential of mean
force (PMF) along each reaction coordinate fromwork distributions obtained
using constant-velocity SMD (cv-SMD) simulations. Brieﬂy, the second-
order cumulant expansion is
DF ¼ Æ Wæ 1
2
bðÆ W2æ Æ Wæ2Þ; (2)
whereW is the work performed, b ¼ 1/kBT, kB is Boltzmann’s constant, T is
the bulk temperature, and DF is the free energy difference. Bars denote
averages over time windows of 20 ps, and angle brackets denote ensemble
averages over independent cv-SMD trajectories. The second-order cumulant
expansion is valid for Gaussian work distributions generated using cv-SMD
simulations with the use of sufﬁciently stiff springs (26,27).
In the cv-SMD scheme, the center of mass (COM) of phenol is attached to
a dummy atom via a virtual spring with spring constant k. The dummy atom
is then pulled with constant velocity in a ﬁxed direction along the reaction
coordinates (RC). The distance along the pulling coordinate, l, increases at
constant velocity such that lt¼ l01 vt, where l0 ¼ 0 initially. One efﬁcient
way to sample the reaction coordinate j is to use high k, i.e., sufﬁciently stiff
spring. Hence, work performed for one such trajectory is given by
W0/t ¼ kv
Z t
0
j  ðl01 vtÞ½ dt: (3)
The constant-force SMD (cf-SMD) simulations help in identifying short-
lived intermediate states when the magnitude of external force is comparable
to or smaller than system forces. At each such short-lived intermediate state,
we then break reaction coordinates into sections S0, S1, etc., as given in Table
2. cv-SMD simulations are performed multiple times in each such indepen-
dent section to sample efﬁciently that part of the RC. Overall potentials of
mean force are assembled using sectional PMFs such that they match at
boundaries. Performing independent pullings in each section signiﬁcantly
decreases nonequilibrium effects, and improves the quality of the PMFs (25).
RESULTS
Phenol escape pathways
We observed three types of escape pathways using RAMD
simulations. They are denoted Pathway 1 (PW1), Pathway 2
(PW2), and Pathway 3 (PW3). PW1 and PW2 involve resi-
dues in the proximity of the hexamer interfaces as shown in
Fig. 1 b. Three such interfaces are present in the R6 insulin
hexamer, one between each pair of dimers. PW3 mainly in-
volves residues around the dimer interfaces visible as green
antiparallel b-sheets in Fig. 1 c. Three dimer interfaces are
also present, one between each pair of monomers forming
each dimer. All pathway locations are shown in Fig. 2 a.
Parameters and trajectory statistics for RAMD simulations
are given in Table 1. The reaction coordinates along each
unbinding pathway are straight lines. Three such straight
lines are drawn from the phenol binding cavity to exit points
on protein surface in Fig. 2 b. The starting coordinates for
TABLE 1 Characterization of ligand exit pathways
PW1 PW2 PW3
texpulsion (ps) texpulsion (ps) texpulsion (ps)
f0 m rmin Ns Ns1 % Min. Avg. Max. Ns2 % Min. Avg. Max. Ns3 % Min. Avg. Max.
20 10 0.006 84 33 39 4.80 6.00 9.30 40 48 5.70 9.20 13.1 11 13 9.30 10.9 14.0
15 10 0.005 53 18 33 11.3 13.1 14.6 30 57 9.20 12.3 15.0 5 10 9.60 12.1 14.7
10 30 0.004 45 13 29 14.4 20.3 28.4 29 64 17.6 23.3 25.0 3 7 10.8 22.2 28.5
5 100 0.030 38 6 16 60.0 113 131 32 84 54.0 89.2 147 0 0 0.00 0.00 0.00
RAMD simulation results for four different combinations of f0 (kcal/molA˚), m, and rmin (A˚). Ns and % are successful trajectories and occurrence frequency,
respectively. Nsi denotes successful expulsions for i
th pathway (i ¼ 1, 2, and 3 for PW1, PW2, and PW3, respectively). Minimum (Min.), average (Avg.), and
maximum (Max.) expulsion times (texpulsion) are provided. A total of 200 trajectories are carried out for each combination of f0, m, and rmin.
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three straight lines are (12.105, 12.547, and 4.271), and
the unit vectors corresponding to straight lines for PW1,
PW2, and PW3, are (0.645, 0.173, 0.744), (0.338,
0.174, 0.924), and (0.539, 0.443, 0.715), respec-
tively. The length of reaction coordinates for PW1, PW2, and
PW3, are 14.5, 15.0, and 16.0 A˚, respectively. The dynamics
of phenol release along the reaction coordinates for various
pathways can be explicitly understood through displace-
ments of residues lining each escape route. These root-mean-
square (RMS) displacements from the crystal structure (PDB
code 1ZNJ) for all the residues lining each pathway are
plotted in Fig. 3. The particular phenol molecule we inter-
rogated is marked as ‘‘1’’ and is situated in the binding
pocket formed by the chains A, B, F, and H (Fig. 1 b).
PW1 is situated in the hexamer interfaces of the insulin-
phenol complex as shown in Fig. 2 a. The phenol molecule in
the binding pocket is surrounded by CysA6, CysA7, ThrA8,
SerA9, IleA10, and CysA11 of the A-chain from one dimer and
ValF2, and HisF5 from the adjacent dimer. While in the
binding pocket, phenol forms hydrogen bonds by donating a
proton to the carbonyl O atom of CysA6 and accepting an-
other from the amide N atom of CysA11. The gate of the
pocket is guarded on one side by the imidazole ring of HisF5,
and on the other side by the side chain of IleA10. A front view
and a top view nearly parallel to the histidine ring of the gate
are shown in Fig. 2 and Fig. 4 a, respectively.
During breakage of the hydrogen bonds to cysteines in the
previous 4 A˚ of the reaction coordinate (sections S0 and S1 of
PW1 in Table 2), the ligand signiﬁcantly displaces CysA6 in
comparison to CysA11 (Fig. 3). These hydrogen bonds are
immediately substituted for by several water molecules (re-
solved crystallographically) present in the cavity, along with
phenol. At this point, the aromatic ring of the ligand is in
close van der Waals contact with the imidazole ring of HisF5
and the side chain of IleA10 forming the gate, where in-
creasing deviations of these residues from their equilibrium
positions are visible in Fig. 3. The imidazole ring of HisF5 can
FIGURE 2 (a) Locations of three pathway classes determined using
RAMD simulations are shown: PW1 (green curve), PW2 (brown curve),
and PW3 (yellow curve). The A-chain is shown in blue cartoon represen-
tation, while the B-chain and F-chain are in green cartoon representations.
The H-chain is in green ribbons. The terminal ends of each chain are marked
by letters N and C. Phenol is rendered as space-ﬁlling. Zincs are gray
spheres. The gatekeeper residues, HisF5 and IleA10, are shown along with
ValF2, LeuH17, LeuA13, IleA2, GlnA5, CysA6, CysA11, GluA17, and TyrA19 (all
in licorice representation). The B-chain residues are colored: LeuB11 (pink),
LeuB15 (red), PheB25 (brown), and TyrB26 (magenta). (b) The SMD pulling
directions along three pathways are rendered in same color as pathways. The
length of three different reaction coordinates along three straight lines are
14.5 A˚ (green), 15.0 A˚ (brown), and 16.0 A˚ (yellow), respectively. The
residue naming is the same as in panel a.
TABLE 2 cv-SMD trajectory times in each section of the
reaction coordinate for each pathway
Pathway Section (Si) RC (A˚)
Total simulated time in
each section (ps)
PW1 S0 0.0–2.5 1050
S1 2.5–4.5 900
S2 4.5–8.5 2000
S3 8.5–10.5 900
S4 10.5–11.5 600
S5 11.5–14.5 1500
PW2 S0 0.0–2.0 900
S1 2.0–4.0 900
S2 4.0–7.0 1800
S3 7.0–9.0 900
S4 9.0–13.0 1500
S5 13.0–15.0 900
PW3 S0 0.0–2.0 900
S1 2.0–3.5 750
S2 3.5–5.0 750
S3 5.0–7.0 900
S4 7.0–9.0 900
S5 9.0–13.0 1500
S6 13.0–16.0 1200
A total of three cv-SMD trajectories are carried out in each section with a
velocity of 13 105 A˚/fs. Asterisks indicate sections in which much slower
trajectories (see article) are carried out with a velocity of 5 3 106 A˚/fs.
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freely rotate about Cg of the ring, and it ﬂips toward the
solvent when it encounters an outgoing phenol, early in sec-
tion S2 (Table 2). This ring-ﬂipping on the onset of opening
the gate is captured in a snapshot, at a distance of 4.8 A˚
along the reaction coordinate in Fig. 4 b. Noticeably, the
aromatic rings of phenol and HisF5 interact parallel to each
other throughout section S2 (4.5–8.5 A˚) as shown in Fig. 4, b
and c. Phenol advances into the gate, pushing it wide-open by
displacing the side chains of HisF5 and IleA10 signiﬁcantly
(Fig. 4 c). The pronounced RMS displacements of these two
side chains, concomitant with the gate-opening mechanism,
are depicted in section S2 of PW1 in Fig. 3.
Phenol is completely out of the gate at a distance of 10.8 A˚
(Fig. 4 d). Simultaneously, concerted ﬂuctuations in several
neighboring residues of the binding pocket, located on both
sides of the gate, are seen during the ligand’s escape (Fig. 3).
Toward the end (sections S4 and S5), no residue explicitly
hinders the outgoing ligand although it weakly interacts hy-
FIGURE 3 RMS displacements for all important resi-
dues (see text) for each pathway in each individual section
Si (i¼ 0–5 for PW1, PW2, and 0–6 for PW3) of the reaction
coordinate (Table 2). Each residue is shown in a different
color. Equilibrium ﬂuctuations of all the residues are
marked with ‘‘Eq.’’ on the abscissa. The reference x-ray
structure for RMS displacement calculation is R6 insulin
hexamer (PDB code 1ZNJ).
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drophobically with the protein. The side chain of IleA10 re-
laxes back toward the cavity but the imidazole ring of HisF5
remains ﬂipped into the solvent as depicted through nearly
equal RMS shifts of this residue in the last 6 A˚ (sections S3,
S4, and S5 in Fig. 3). The change in the structure of the hy-
drophobic pocket can also be inferred from different relax-
ation state of all the residues without the ligand relative to its
bound state. The ligand is completely free from any inter-
actions with the protein after 14.5 A˚.
At least ;12 water molecules (seven solvent and ﬁve
crystallographic) in comparison to ;2–3 molecules in the
initial state, are observed within a sphere of 5 A˚ radius around
the original COM position of the phenol in the binding
pocket. The binding pockets in several T3R3 hexamers
crystallized in the presence of concentrated anionic medium
lack phenol, but possess several water molecules in its place
(28,29). Similar inﬂow of approximately eight water mole-
cules in the binding pocket was observed in the simulation
study of phenol dissociation from the hexamer by Swegat
et al. (30). 1H-NMR spectroscopy experiments hint at the
existence of gatekeeper residues and aromatic ring-ﬂipping
events correlated with phenolic exchange (18). Swegat
et al.’s constrained molecular dynamics study of phenol
dissociation suggested IleA10 as one such gatekeeper residue.
In PW1, we not only ﬁnd involvement of IleA10 but HisF5 is
also found to act as a gatekeeper residue for the ligand’s
escape. The unrestricted ring-ﬂipping of HisF5 suggested in
PW1was not observed in Swegat’s study and is a new ﬁnding
to be veriﬁed experimentally. However, two ring rotamers of
HisF5 in an R-state trimer were observed in a comparative
crystal structure analysis of T3R3 insulin hexamers that bind
p-hydroxybenzamide (PDB code 1ben) or methylparaben
(PDB code 3mth) and are thought to have occurred during
binding of these phenolic species to the R-state pockets (31).
We argue this ring-ﬂipping is generally important for ac-
cessing the binding pocket for any of the six ligands.
PW2 is also located in the hexamer interfaces as shown in
Fig. 2 a. In this case, phenol encounters two new residues,
LeuH17 and LeuA13, in addition to all the residues mentioned
in PW1. These leucines are involved in a close van der Waals
contact in the hexamer interfaces (Fig. 2 a), which helps bind
adjacent dimers in the insulin-phenol complex. A narrow
open channel exists in the space between the gatekeeper
residues (see above) and both the leucines in the hexamer
interface. Front and side views of this channel are shown in
Fig. 2 a and Fig. 5 a (RC ¼ 0.0 A˚), respectively.
The hydroxyl group of phenol is accompanied to the
entrance of this channel by ;3–4 water molecules (also
resolved in the crystal), where solvent molecules replace
crystallographic water for the hydrogen bonding, in ﬁrst 4 A˚
of escape dynamics (sections S0 and S1 for PW2 in Table 2).
Contrary to PW1, where the gate opening is due to the aro-
matic ring of phenol, the ligand prefers to enter the narrow
channel here with the hydroxyl group ﬁrst, after considerable
FIGURE 4 Top-view snapshots of the gate-opening mechanism (see Pathway 1 in text) at RC¼ 0.0, 4.8, 7.8, and 10.8 A˚. The gatekeeper residues, HisF5 and
IleA10, are in licorice representation. Phenol is rendered in space-ﬁlling representation. The gate opens to the left.
FIGURE 5 Side-view snapshots of the gate-leaping mechanism (see Pathway 2 in text) at RC¼ 0.0, 3.8, 6.8, and 9.8 A˚. Narrow channel between gatekeeper
residues and both leucines, LeuA13 and LeuH17, is visible. Crystallographic and solvent water molecules within 5 A˚ of phenol are rendered in yellow and red
licorice representations, respectively. All residues and phenol are also in licorice representation as indicated in panel a. The arrow in panel b shows still frames
of reorienting ligand at every 15 ps in section S1.
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reorientation as represented in the snapshot in Fig. 5 b (RC¼
3.8 A˚). Phenol continues to steer through the channel making
a smooth leap over the gate in the next 3 A˚ (section S2 for
PW2 in Table 2).
In this gate-leaping mechanism, the RMS ﬂuctuations of
HisF5 and IleA10 (the gatekeeper residues) are relatively
smaller (RC ¼ 4.0–7.0 A˚) in comparison to the gate-opening
mechanism (notice sections S2 of PW1 and PW2 in Fig. 3).
While making the leap, the phenolic ring interacts with the
imidazole ring of HisF5, and the ﬂuctuations of HisF5 can be
mainly attributed to the semiﬂipped state of this ring (Fig. 5, c
and d) in this region. At RC¼ 9.8 A˚, phenol has nearly exited
this narrow opening, where it is surrounded by a cluster of
solvent water molecules, shown in Fig. 5 d. It is not until RC¼
15.0 A˚, that the ligand ceases to interact with the protein.
The RMS displacements for all other residues common with
PW1 are depicted in Fig. 3. Only approximately six water
molecules are observed in the cavity (within a sphere of 5 A˚
radius) after the ligand has dissociated. To a greater extent,
decreased inﬂow of water is a result of closed-gate confor-
mation of the gatekeeper residues, because of which the
binding pocket has not signiﬁcantly expanded in comparison
to PW1. One such channel, similar to PW2, which extends
from the binding site to the surface of R-state trimer, was
suggested in a comparative crystal structure analysis of T3R3
insulin hexamers (31). Moreover, this pathway is observed in
the highest frequency among all the exit routes discovered
using RAMD simulations (Table 1).
PW3 is completely unrelated to the previous pathway
classes because the ligand exits through the dimer interface
(Fig. 1 c). The exact location of PW3 can be appreciated from
the RAMD expulsion trajectory and the SMD pulling di-
rection indicated in Fig. 2. The escape route passes through a
sterically dense region in the core of the insulin monomer
made up of the chains A and B, and is primarily lined by
residues IleA2, GlnA5, CysA6, CysA11, LeuA16, TyrA19,
LeuB11, LeuB15, PheB25, TyrB26, and ProB28. The ﬁrst four of
these residues belong to the lower N-terminal a-helix of the
A-chain, the next two to the upper C-terminal a-helix of
same chain, the following two to the N-terminal a-helix of the
B-chain, and the last three to the dimer interfaceb-sheet region
of the B-chain. Mostly, the A-chain residues hinder the li-
gand’s passage in the beginning, while the B-chain residues
play a role in the latter stages of escape because these residues
actually participate in formation of the dimer interfaces.
At early stages of escape in section S0 and S1 of the reaction
coordinate (Table 2), the hydroxyl group of phenol repeatedly
switches hydrogen bonds between crystallographic water
molecules and neighboring cysteine residues. The side chain
of LeuB11 hinders motion of the ligand in these regions of the
reaction coordinate experiencing a signiﬁcant RMS displace-
ment (Fig. 3). Comparison of crystal structures has shown
previously that this side chain restricts the size and shape of
phenol binding cavity inR6 species to be signiﬁcantly smaller,
and less open than T3R3, and is proposed to be naturally dis-
placed in case the larger allosteric ligands such as 2,6- and
2,7-dihydroxynaphthalene have to occupy the cavity (32).
The aromatic ring of the ligand chieﬂy interacts through
hydrophobic and van der Waals interactions with the side
chains of LeuA16 and LeuB15, and phenol moves through
section S2 with its aromatic ring oriented toward the mono-
mer interior, possibly maintaining a weak hydrogen bond
with amide proton of CysA11 through its hydroxyl group. The
location of these leucines (see above) does not permit them to
block phenol escape directly, although small RMS shifts in
these side chains are observed (Fig. 3). The phenol encoun-
ters mainly IleA2 and TyrA19 (Fig. 2 a) during its passage
from sections S3 and S4. The tyrosine residue is exposed to
the solvent but the aromatic ring is oriented toward the sub-
unit interior, and it rotates about Cg to ﬂip back to the solvent
region on its ﬁrst collision with the escaping ligand. In the
course of inducing ring ﬂip, phenol also signiﬁcantly dis-
places the side chain of IleA2 (Fig. 3). GlnA5, situated in the
vicinity of IleA2, simultaneously displays a smaller dis-
placement. Throughout section S5, phenol weakly interacts
with IleA2, TyrA19, and TyrB26, chieﬂy through its aromatic
ring, and ﬁnally leaves with the hydroxyl group into the
solvent.
At this stage, the ligand eventually ﬁnds itself in the un-
blocked open space between the N-terminus of the A-chain
and the antiparallel b-sheet of the dimer interface. It mainly
displaces the side chain of ProB28 in section S6 whereas the
aromatic parts of phenol and PheB25 keep interacting weakly
until the end of this section. Phenol is completely dissociated
beyond the reaction coordinate distances of 16 A˚ with the exit
point located in proximity of the b-sheet region.
Aromatic ring rotation of TyrA19 is related to phenol ex-
change, as suggested by NMR studies, and speculation exists
for structural ﬂuctuations in the N-terminal A-chain a-helix
(residues A2–A8) facilitating entry/exit of phenol (18). This
pathway indeed involves mainly two residues, IleA2 and
GlnA5, which are part of this domain. More importantly, the
mutation of GluA17 to GlnA17, which eliminates salt-bridging
interactions between ArgB22 and GluA17, has been shown to
have negligible effects on the dissociation constants for the
ligand binding to phenolic pockets (33). We indeed observe
that GluA17 does not interact with phenol directly or indi-
rectly in any of our pathways, which is consistent with the
mutagenesis studies (33).
Thermodynamics of exit pathways
We performed both cf-SMD and cv-SMD simulations to
quantify the free energy change of the ligand dissociation
reaction. In the cf-SMD scheme, a constant force is applied to
the COM of phenol to pull it along the respective RC for each
pathway. Forces of magnitude 280 pN, 105 pN, and 350 pN
were used for PW1, PW2, and PW3, respectively. The length
of trajectory for each pathway was 700 ps, 1000 ps, and 400
ps, respectively. The dwelling positions for COM of phenol
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along the reaction coordinate for each pathway are identiﬁed
from cf-SMD simulations. Each such dwelling position
serves to mark sections (e.g., S0, S1, etc., in Table 2) for
subsequent cv-SMD simulations along the RC for each
pathway.
In the subsequent cv-SMD simulations, the COM of
phenol was constrained with a harmonic spring of stiffness
8 kcal/molA˚2 in the beginning of each section, while the
system underwent 200 steps of energy minimization, and 100
ps equilibration. cv-SMD simulations were conducted in ﬁve
independent sections of the RC for PW1 and PW2, and six
independent sections for PW3 (Table 2). Three such trajec-
tories in each independent section of the RC, for each path-
way, were performed (Table 2). We chose a velocity of
1 3 105 A˚/fs, and spring constant k of 5 kcal/molA˚2 to
ensure the stiff spring approximation was valid. The veloci-
ties used in this study are much slower in comparison to
several other similar studies with cv-SMD (25,34). In some
sections (S2 of PW1 and PW2), even slower velocities (5 3
106 A˚/fs) were used to decrease nonequilibrium effects (see
Discussion). The external work, W, of gradually decoupling
the ligand from protein pocket was computed from several
independent cv-SMD simulations in each section of the re-
action coordinate (Table 2), and these microscopic work
values were used to estimateDF using second-order cumulant
expansion of Jarzynski’s equality (Eq. 2). The COM position
of the ligand in each pulling window, unbinding forces, and
combined potential of mean force (henceforth denoted by
PMF) for PW1, PW2, and PW3, are plotted in Fig. 6, Fig. 7,
and Fig. 8, respectively. Overall trajectory statistics for the
cv-SMD simulations are given in Table 2.
The intermediate events during the course of phenol re-
lease along three pathways can be qualitatively appreciated
from their respective unbinding cv-SMD force proﬁles (panel
b in Figs. 6–8). In the beginning of unbinding along each
pathway, phenol is in the bound state with no external force
acting on it. Early in the pull, negative cv-SMD forces indi-
cate the larger magnitude of thermal ﬂuctuations over the
external force. Phenol escape is triggered soon after this
initial drop, visible as an increasing external force dominance
over system forces that try to reinstate the initial state. The
steep increase in force for each pathway after this reﬂects the
breakage of hydrogen bonds between phenol and disulﬁde
cysteines. The continued increase in force until reaching
maximum reﬂects displacements of side chains of residues
lining each pathway (Fig. 3) that hinder unbinding of phenol,
and the magnitude of this maximal force measures in some
way the difﬁculty in unbinding for a particular pathway. It
should be mentioned here that the total work done in disso-
ciating phenol along a particular pathway mostly arises from
the external force after it reaches its maximum, because in the
earlier regime, the ligand has moved a considerably smaller
FIGURE 6 SMD simulation results for PW1 in each
independent section of the reaction coordinate (green line
in Fig. 2 b and Table 2). (a) The COM trajectory of phenol.
(b) Unbinding forces. (c) Combined potential of mean
forces such that they match at boundaries. Three colors
(red, blue, and green), in panels a and b, represent data
from three independent SMD simulations in each section
(Table 2). Error bars for each independent section are also
plotted. Vertical dotted lines represent boundaries of each
independent section in which unidirectional pulling was
performed.
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distance along the reaction coordinate for each pathway. The
unbinding forces decrease further as the ligand moves away
from the binding pocket. The forces ﬂuctuate about a mean
drag force when the ligand is out of the protein in the
dissociated state. The dissociated state for each pathway is
achieved at 14.5, 15.0, and 16.0 A˚, respectively (Figs. 6–8).
RAMD simulations provide limited information on the
likelihood of occurrence of each pathway, but the PMF
(panel c in Figs. 6–8) along the chosen RC (Fig. 2 b) can help
us gain more quantitative insights into the relative likelihoods
of the several (un)binding mechanisms for phenol. It is cru-
cial to minimize the ﬂuctuations of the RC among different
trajectories before constructing the PMF, and in this case, the
COM of phenol closely follows the constraint center (l) in all
pathways, ensuring that the stiff-spring approximation is
valid (panel a in Figs. 6–8). Minimizing ﬂuctuations in the
reaction coordinate allows us to sample efﬁciently the con-
tributions to the PMF arising from the region around l. In the
respective S0 sections, the PMFs for PW1 and PW2 are not
very different from each other as all involve breakage of
hydrogen bonds to CysA6 and CysA11 but signiﬁcant devia-
tion between both hexamer interface pathways can be seen in
the latter stages of the unbinding process. The steeper PMF
for PW1 in section S1, compared to PW2, is due to close van
der Waals contact of the ligand with the gatekeeper residues
(see above). Section S2 in PW1 is correlated to the gate-
opening mechanism (Fig. 4), while the same section corre-
sponds to the gate-leaping mechanism (Fig. 5) for PW2, as
described earlier. The lower slope of the PMF is evident in
this region for PW2 as opposed to PW1. This also makes
physical sense because it is easier for the ligand to pass
through the narrow channel instead of opening the gate,
which in turn results in relatively higher unbinding forces for
PW1. The rotational degrees of freedom of the ligand (Fig.
5 b) allow it to ﬁnd a lower free energy path in this region
by exiting the hydroxyl group ﬁrst. In the dimer interface
pathway (PW3 in Fig. 2), phenol meets densely packed res-
idues in the monomer core, where steep departure of the PMF
in the very early sections of the RC (S0, S1, and S2) in com-
parison to hexamer interface pathways is seen. The unbind-
ing forces for this pathway are the highest in magnitude (Fig.
8), and observance frequency are the least (Table 1). The
maximum barrier heights with respect to initial state are
measured to be 23.63 6 0.50 kBT (PW1), 19.33 6 1.60 kBT
(PW2), and 26.836 1.10 kBT (PW3), at the respective reaction
coordinate distances of 7.5, 8.5, and 6.0 A˚. In comparison,
using an equilibrium free energy method, Swegat et al. (30)
calculated the barrier-height as;14.2 kBT at 300 K.
Although the ligand has crossed the gate at RC ¼ 10.8 A˚
(Fig. 4 d), it interacts with the ﬂipped imidazole ring of HisF5
FIGURE 7 SMD simulation results for PW2 in each
independent section of the reaction coordinate (brown
line in Fig. 2 b and Table 2). See caption of Fig. 6 for
details.
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for the next 4–5 A˚, related to which a weakly bound state in
this part of RC is visible (S4, and S5 for PW1). The stable
intermediate state for PW2 corresponds to hydrophobic in-
teractions between phenol, LeuH17, LeuA13, and IleA10, on the
verge of crossing the narrow channel (Fig. 5 d). Two dis-
tinctly stable intermediate states are observed for PW3,
where the ﬁrst corresponds to residual interactions with IleA2,
TyrA19, and TyrB26, and the second to interactions with ar-
omatic ring of PheB25, in the b-sheet region of the dimer
interface. Interestingly, several additional m-cresol binding
sites are found in the crystal structures of fast-acting mutant
(ProB28/Asp) R6 insulin hexamers, in the vicinity of
TyrB26, and IleA2, similar to what we observe in PW3 for
native insulin hexamer (35).
The PMFs can also be used to extract the free energy
change (DF) of this dissociation reaction. The dissociated
states of the ligand are nearly identical in free energy for three
pathways, as can be inferred from the individual PMF ending
in the same region within error bars. The free energy differ-
ence between initial (RC¼ 0.0 A˚) and the end states at 14.5 A˚
for PW1, 15.0 A˚ for PW2, and 16.0 A˚ for PW3, are computed
to be 18.066 0.60 kBT, 17.756 1.06 kBT, and 20.606 2.70
kBT, respectively. A net positive free energy change for this
unbinding reaction indicates that the ligand prefers to be in the
bound state at equilibrium. The estimates of free energy
change of phenol dissociation reaction show considerable
variation among various experiments due to inherent limita-
tions of each technique used in such measurements (16,36).
An experimental study using isothermal titrating calorimetry
reported DF to be ;39.24 kBT (36), while another one with
circular-dichroism spectroscopy estimated it to be;7.22 kBT
(16). The modeling of binding curves in circular-dichroism
spectroscopy (16) is suggested to be oversimpliﬁed because
of a serious assumption that free ligand concentration is equal
to total ligand concentration at saturation, which is found not
to be the case (36). Hierarchical modeling of a complex set of
phenol binding curves in isothermal titrating calorimetry
experiments (36), however, is limited by the fact that the
resultant heat produced is a sum of several processes (ligand
binding, conformational changes, and release of water mole-
cules) that are difﬁcult to isolate. Different allosteric states of
the insulin hexamer in solution and multiple interdependent
binding cavities for phenols further complicatemeasurements
of free energy change. It should also be noted that binding of
each ligand in these experiments represents the simultaneous
sum of all possible bound ligands in solution as opposed to
unique atomistic picture of binding/unbinding of a single
phenolic ligand presented in this work. Free energy compu-
tations in this study are used as a quantitative tool to suggest
the most likely (un)binding mechanism out of three possible
FIGURE 8 SMD simulation results for PW3 in each
independent section of the reaction coordinate (yellow
line in Fig. 2 b and Table 2). See caption of Fig. 6 for
details.
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escape pathways for phenolic species and should not be
overinterpreted as the true free energy change of this reaction
in the absence of unambiguous experimental measurements.
DISCUSSION
An important aspect of this study is the observation of
different escape pathways for phenolic ligands from the
insulin-phenol complex using RAMD. The knowledge of
multiple exit routes provides new insights into the dissocia-
tion mechanisms of phenol and certainly complements ex-
perimental ﬁndings. As an example, the structural analysis of
pathways found several aromatic ring ﬂips involved in the
ligand’s release along multiple pathways, some of which are
suggested by experimental studies (17,18), and thought to be
related to phenol exchange. We identify such ring ﬂips in
HisF5 (PW1) and TyrA19 (PW3) during the ligand’s escape.
The kinetics of phenol (un)binding is not experimentally
accessible yet (30), and rates of dissociation computed by
using various kinetic models can depend upon the way ligand
dissociates along any of multiple pathways. Due to the lack of
such knowledge, a preference for a particular pathway is not
given in a hierarchical modeling study of phenol binding
(36), but we consider it to be important for improving and
generalizing any kinetic model.
Free energy calculations were performed using piecewise
cv-SMD simulations (25) which force the unbinding of
phenol by pulling it gradually toward a deﬁned point on the
protein surface. Three distinct reaction coordinates for PMF
construction, one for each pathway, were determined based
on knowledge of exit routes from RAMD. The PMF for each
pathway reveal quantitative information on the likely mech-
anism of phenol dissociation from the insulin-phenol com-
plex. Given three competing dissociation mechanisms, the
structural features and the energy barriers computed from the
PMF’s data suggest that the ligands preferentially exchange
via the gate-leaping mechanism (Fig. 5) through a narrow
channel along Pathway 2. Consistent with gate-leaping mech-
anism, we observed convergence toward PW2 on lowering
the perturbing force in RAMD simulations as well (Table 1).
It is likely that the choice of only one reaction coordinate
limited Swegat’s previous simulation of phenol dissociation
(30) from ﬁnding alternate and more frequent dissociation
mechanisms such as gate-leaping.
The events such as gate-opening and gate-leaping for
passage across a narrow channel induce strong nonequi-
librium effects on the system (25). The sensitivity of the
PMF to such effects necessitates carrying them out in the
quasi-equilibrium regime. Therefore, we carried out addi-
tional cv-SMD trajectories with much slower pulling veloci-
ties (53 106 A˚/fs) to compensate for nonequilibrium effects
in the PMF calculations (section S2 for PW1, and PW2, in
Table 2). A limited number of such slow trajectories (three in
each section in our case) give a reasonably good resolution of
the PMF constructed using the second-order cumulant ex-
pansion of Jarzynski’s equality. The second-order cumulant
expansion is suggested previously to provide an improved
estimate of the PMF in comparison to exponential averaging
using Jarzynski’s equality given fewer slow SMD trajectories
(27). We indeed observe an improved resolution of the
PMF constructed using the cumulant expansion in multiple
independent sections (Fig. S1). We therefore resort to the
second-order cumulant expansion of Jarzynski’s equality for
the PMFs construction as used in similar studies (25,34).
CONCLUSIONS
Phenolic preservatives are used in pharmaceutical prepara-
tions of insulin, where the hexamer stability is ensured by
noncovalent association of these ligands to six hydrophobic
cavities buried inside the protein. We used random acceler-
ation molecular dynamics (RAMD) (19) to identify escape
routes of phenol from the hexameric insulin-phenol complex.
Three different escape pathways, two through the hexamer
interface, and one through the dimer interface, were ob-
served. Several events relating to opening of entry/exit por-
tals for phenol exchange were suggested by experiments,
such as ﬂipping of aromatic rings in various residues. We are
the ﬁrst to observe such ﬂipping motions exclusively in two
residues, HisF5 (PW1) and TyrA19 (PW3). We also observed
the direct involvement of several other residues (Fig. 3) lining
each pathway. Structural examination identiﬁed a gatekeeper
residue IleA10 in PW1 suggested previously by Swegat
et al. (30), along with HisF5 as a new gatekeeper residue. The
a-helix of the A-chain (residues A2–A8) is thought to play a
role in phenolic exchange (18), and we are the ﬁrst to quantify
important ﬂuctuations in two residues, IleA2 and GlnA5, sit-
uated in this domain, that correlate with phenol unbinding.
We hope future experimental studies will corroborate these
observations.
Previous simulations of this complex identiﬁed only one
phenol escape route (30). We argue instead for the existence
of several competing dissociation mechanisms correspond-
ing to different escape routes. More importantly, the ener-
getics of phenol dissociation along each pathway was
characterized through the PMFs computed with the help of
second-order cumulant expansion of Jarzynski’s equality and
cv-SMD simulations. The energy barriers suggest the gate-
leaping to be a preferred mechanism for phenolic exchange.
Additionally, the PMFs show the existence of weakly bound
metastable states along each pathway that were not observed
in the previous simulation study of this complex (30) but are
nevertheless supported by recent experimental evidence (35).
SUPPLEMENTARY MATERIAL
To view all of the supplemental ﬁles associated with this
article, visit www.biophysj.org.
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