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In [7], a theory of nonassociative algebras with central polynomial was given, 
with several applications to Jordan algebras. The main theorem of this paper is 
that every special Jordan PI-ring J without nilpotent elements satisfies a class 
of central polynomials (related to the Formanek-Amitsur class of central 
polynomials for associative rings). This yields a “generic” Hamilton-Cayley 
equation for J. I f  J is a torsion-free module over its center, then we can apply a 
result of Shirshov [9] (cf. [IS]) to [8], t o see that the “ring of central quotients” 
of J is simple and is either the Jordan algebra of a symmetric bilinear form or is 
finite dimensional (over its center), with a bound on the dimension computed in 
terms of the PI degree. In particular, every special Jordan PI-division ring is 
finite dimensional. This generalizes part of a result of Smith [ll], that every 
special algebraic simple Jordan PI-ring is finite dimensional. After this paper was 
distributed in preprint form, Bokut [17] announced the determination by 
Zelmanov of all Jordan division algebras of characteristic f2, thereby com- 
pleting the Jacobson-Osborn structure theory of Jordan algebras with $ satisfying 
the descending chain condition on inner ideals; a generalization of Theorem 7 
would follow immediately from Zelmanov’s results. 
To prove the main theorem we obtain a criterion for an element a of a special 
Jordan algebra without nilpotent elements to be central, namely, that [a, a, x] = 0 
for all elements x. ([a, b, c] denotes the associator (ab)c - a(&).) This is proved 
by verifying a fact about generalized identities of associative rings with involution. 
Other notational conventions are: [a, b] denotes ub - bu, Z(R) denotes the 
center (of a ring R) = (a E R 1 [z, R, R] = [R, z, R] = [R, R, z] = [R, z] = 0). 
Nil ( ) denotes “the” maximal ideal of nilpotent elements, where an element Y is 
nilpotent if we can take some product of r, under suitable placement of paren- 
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theses, which is 0 (cf. [7, part I, Sect. ID].) We shall assume for convenience 
that any (nonassociative) ring R has 1, so Z(R) # 0 in particular. R can be 
viewed as a module over Z(R); localizing R with respect to the regular elements 
of Z(R), we define a ring structure in the natural way (by multiplication 
(rlz-l)(r@) = (rlr.J(zlz&l), called the “ring of central quotients of R,” which 
satisfies all identities of R, by [7, Part I, Corollary 2.11. 
1. GENERALIZED IDENTITIES OF ALTERNATIW ALGEBRAS WITH INVOLUTION 
AND THEIR APPLICATION 
Remark 1. If M is a vector space over a field F, and if a E End, M such that 
ay E Fy for ally in M, then a E: .Z(End, M). (The proof is very easy and is given 
at the end of the proof of [6, Theorem 31.) 
THEOREM 1. Suppose Nil(A) = 0 and A is an alternative ring, with the 
tdewtent 4, and a E A. If, for all x in A, [a, [a, x]] = 0, then a E Z(A). 
Proof. The hypothesis says [a, [a, Xj] is a generalized identity of A, and we 
want to conclude that [a, X, , X,] and [a, X,] are generalized identities of A. 
Thus the theorem is about generalized identities. Now A is a subdirect product 
of prime rings with nilradical 0 (cf. [7, Part I, Corollary 2.51); thus, we may 
assume A is also prime. In this case, by theorems of Kleinfeld and Slater (cf. 
[7, Part III, Remark 2.4, and Theorem 2.31) either A is associative or the ring 
of central quotients of A is a Cayley-Dickson algebra. 
Case I. A is associative. This is an easy argument, given in [12, sublemma, 
P* 51. 
Case II. The ring of central quotients of A is a Cayley-Dickson algebra (cf. 
[3, p. 171); passing to the ring of central quotients, we may assume A is itself a 
Cayley-Dickson algebra. We recall this means that A has vector space structure 
Q @ Q, where Q is a quaternion algebra with the “standard” involution (i.e., all 
symmetric elements of Q are central), and A has multiplication (x1 , x2)(x3 , x4) = 
(x1x3 + v%& , x4x1 + x&) for some fixed element v of Z(A). Write a = (a, , a.J 
and x == (x1, xa). 
First take xa = as . The first component of [a, [a, x]] is [a, , [a, , x,J] - 
2vgza,((a, - %r) - (xr - x1)), which is 0. If gsas = 0 then the first component 
yields the GI [a,, [al, X,]] of Q, implying a, E Z(Q) by Case I; if &az # 0 
then, setting x1 = 0 we get a, = CT~ , so again al E Z(Q). Thus a, E Z(Q) and, 
taking x1 # z1 , we get agaz = 0. Thus also a& = 0. 
Now take xa arbitrary and x1 = 0. The second component of [a, [a, x]] is 
-2vasTsas , implying azQa2 = 0, so as = 0 (since Q is prime). Thus 
(al , 4 E Z(A). Q.E.D. 
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THEOREM 2. Suppose A is an associative, semiprime ring with an involution( *), 
having the element 4, and let a = a* E A. If, f or allsymmetric x in A, [a, [a, x]] = 0, 
then a G Z(A). 
Proof. The hypothesis says [a, [a, X + X*1] is a generalized identity of 
(A, *). By [16, Corollary 61, (A, *) is a subdirect product of (A,, *), which 
satisfy the condition that the product of any two nonzero (*)-invariant ideals of 
A, is nonzero. Thus we may assume (A, *) has this additional property. By 
[6, Theorem 11, either [a, [a, X]] is a generalized identity of A, in which case 
we are done by Theorem 1 above, or else (A, *) can be embedded in a ring with 
involution (A’, *) satisfying every multilinear identity of (A, *), such that 
(A’, *) is a dense subring (with 1) of the ring of linear transformations End, 1M 
for some field F C Z(A’) and for some vector space M over F, and Z(A’) is 
fixed by (*). Thus we may assume A = A’. We may assume [a, [a, x]] is not an 
identity of (A, *) (for otherwise we are done). Hence, [a, [a, X + X*]] is a 
proper generalized identity of (A, *) (cf. [5, p. 472]), implying, by [5, Proposition 
41, that A has nonzero socle. 
We appeal to the theory of primitive rings with involution with nonzero socle 
(cf. [ 13, 141). By [13], either there is a minimal left ideal L = Ae of A such that 
e* = e = e2, or else there is a minimal left ideal L such that x*x = 0 for all x 
in L. Taking M = L, we can define respectively either a Hermitian or an alter- 
nating form (M, M) + F, given in [12]; also, (*) is nondegenerate and agrees 
with the adjoint with respect to this form. 
By Remark 1, it suffices to show ay E Fy for ally in M. But if ay # Fy, we have 
Z, in M such that (ay, xi) = 1 and (y, zl) = 0. If  (,) is Hermitian, then (,) is 
symmetric since (*) fixes F; defining x by xz = (z, zl)zl for all z in M, then 
x* 1 x, xy = 0, and xay = z, , implying 0 = <[a, [a, xl1 y, r> = 
(-2axay, y) = -2(xay, ay) = -2, a contradiction. Thus, we may assume 
that (,) is alternating. Define x by xz = (z, y)z, - (z, zr) y. Note that for any z 
in M, and for any symmetric element s of A, (sz, z) = (z, s*z) = (z, sz) = 
-(s.z, x), implying (SZ, a) = 0; in particular, (z, Z) = 0. Now xy = 
(y, y)x, - 0 = 0, and xay = (ay, y)x, - y  = -y. Moreover, for any z, we have 
(xx, zl) = (z, y)(x, , zl) - (z, z,)(y, zl) = 0 - 0 = 0. Hence 0 = 
([a, [a, x]] y, zl) = (-2axay, zl) = (2ay, zr) = 2, a contradiction, and the 
theorem is proved. Q.E.D. 
(It seems very likely that Theorem 2 also holds for alternative algebras.) 
Theorems 1 and 2 are useful because they provide a method of proving that 
an element is central, by using only one indeterminate. Using Artin’s theorem, 
one instantly has the following application of Theorem 1: 
THEOREM 3. Suppose A is an alternative ring havittg the element +, Nil(A) = 0, 
and a E A. If a is in the center of every associative subalgebra of A containing a, 
then a E Z(A). 
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More to the point of this paper is the following result: 
THEOREM 4. If J is a special Jordan ring with $, having no nonzero nilpotent 
elements, and a E J such that [a, a, x] = Ofor all x in J, then a E Z(J). 
Proof. We need to show for all elements b, c of J that [a, b, c] = [b,a , c] = 
[b, c, a] = 0. 
Now let J’ be the subring of J generated by a, b, c. Since J is special, J’ is also 
special and thus, in view of [3, corollary, p. 9, lemma, p. lo], is of the form 
S(A, *), for a suitable associative algebra A. (Here S(A, *) denotes the Jordan 
algebra of symmetric elements of A, with the same addition as in A and with 
multiplication sr * ss = &(siss + sssr).) Since J’ has no nilpotent elements, we 
can take A to have Nil(A) = 0 (since J m S(A/Nil(A), *)). But if la, a, XJ is a 
generalized identity of J, then, in the multiplication of A, [a, [a, X + X*]] is a 
generalized identity of (A, *). Hence, by Theorem 2, a E Z(A), so clearly a E Z(J). 
Q.E.D. 
(It would be iteresting to remove “special” from the hypothesis of Theorem 4, 
perhaps by proving a “generalized identity” version of MacDonald’s theorem.) 
We shall find repeated occasion to consider the Jordan ring S(A, *), described 
above. 
2. CENTRAL POLYNOMIALS 
R is a ring (not necessarily associative) with +, and is considered as a +-algebra, 
where + is the ring {m/2 1 m e Z}. A polynomial f (Xi ,..., Xm) is an element of the 
free nonassociative ringZ(X}, and is an identity of R if f (rI ,..., I,) = 0 for all ri 
in R. Let Z(R) be the center of R; f is R-central if f is not an identity of R but 
f(yl ,..., I,) E Z(R) for all yi in R. 
We focus on an application by Amitsur [l] (using the Hamilton-Cayley 
theorem) of a celebrated theorem of Formanek [2]. 
THEOREM A. Let R = M,,(F), the (associative) ring of n x n matrices over 
an arbitrary $eld F. There are polynomials g,,,(X, ,..., X,,,,) ,..., g&XI ,..., X,,+3, 
independent of F, having the following properties, for all i < n: 
(1) gi, is R-central (and in fact g,, is Formanek’s central polynomial for 
WSY) ; 
(2) Each g,, is linear m X, ,..., X,,, and homogeneous in XI; 
(3) xy-,, XIig,+i,n(XI ,..., X,,,) is an identity of R. 
Thus (3) gives us a kind of “generic” Cayley-Hamilton formula for Xi, 
providing a way of finding the coefficients of the characteristic polynomial of 
any x1 E R whose characteristic values are distinct. Incidentally, it is well known 
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that gi, is an identity of M,,(F) for every k < n. Jacobson and Racine [4] 
extended Formanek’s result to reduced simple Jordan algebras. We shall deal 
with (linear) Jordan rings, as treated in [3]. Amitsur has shown that each 
&,(X1 1 x’, ,..., X7,) is symmetric in Xi and X2 , so by Cohn’s theorem, we can 
rewrite gi,(X, , Xa ,..., X2) as a polynomial g”&Xr , Xs) in the free special 
Jordan algebra FS J(X, , X,}, with respect to the new multiplication X, 0 Xs = 
&(X1X, + X,X,), since FSJfX, , X,} is also the free Jordan algebra on two 
indeterminates. Proofs identical to those used for [4, Proposition 1, Theorems 2, 
31 can then be applied, virtually word for word, using Theorem A instead of 
Formanek’s theorem, to obtain 
THEOREM B. Suppose R is a reduced simple Jordan algebra which is not a 
Jordan algebra of a symmetric bilinear form. Then, for suitable t, we have the 
following properties, for all i < t: 
(1) gik is an identity of R for all k > t, 
(2) jot is R-central, and each zit is either R-central or an identity of R, 
(3) C:=, X,“g”,-,,,(X, , X,) is an identity of R. 
A Jordan algebra will be said to have algebraic class t if it satisfies conclusions 
(1) through (3) of Th eorem B. It is useful to obtain some relation between t 
and [R : Z(R)] in Theorem B. 
We know from [3, p. 2101 that each simple special finite-dimensional Jordan 
algebra R of degree 33 has the form S(A, *), where A is associative without 
nontrivial (*)-invariant ideals, and [A : Z(A)] = n2 for some KZ. There are three 
cases, to which we apply [4, Theorem 21: 
(i) (*) is of second kind. Then [R : Z(R)] = n2, and & is R-central; 
(ii) (*) is of first kind, orthogonal type. Then [R : Z(R)] = n(n + 1)/2, 
and gbn is R-central; 
(iii) (*) is of first kind, symplectic type. Then n is even, [R : Z(R)] = 
n(n - 1)/2, and &ni2 is R-central. 
Putting these results together yields 
THEOREM Bl. I f  R is special in Theorem B, then t > ([R : Z(R)]/2)1/2. 
Conversely, if R is special and has algebraic class t > 3, then [R : Z(R)] < 
t(2t - 1). 
THEOREM C. Suppose R is a Jordan algebra of a quadratic form, over a field 
F = Z(R). Then R has algebraic class 1 or 2. 
Proof (as in [8, Proposition 2.11). By a standard “universality” argument, we 
may assume the underlying quadratic form is nonisotropic. Any elements a, b of 
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R obviously generate a subalgebra F(a, b) of dimension <3 over F, and clearly 
F(a, b) is either an associative field or the Jordan algebra of symmetric elements 
of an associative four-dimensional central-division algebra with involution, with 
center F. The theorem is now concluded by transferring (l)-(3) (with t = 2). 
The only question is whether &,, is central or an identity, and it is shown that 
&,a is central in [4, Theorem I] (when R is not associative) Q.E.D. 
(Of course no analog of Theorem Bl can be proved here, because a Jordan 
algebra of quadratic form can have arbitrarily large dimension over its center.) 
In [7, Part III, Sect. 41, a definition of a Jordan-correct identityf of a Jordan 
ring R is given, which is designed to exclude the “s-identities” (identities of 
FSJ(X, ,..., -Tn)) and trivial identities, such as the characteristic. Say R is 
PI- Jordan of degree d if R satisfies a Jordan-correct identity of degree d. 
Recall from [7, Part III, Proposition 4.71 that R has type n if R M S(M,(A), *) 
for some alternative algebra with involution (A, *). Using ideas of [7, Part III, 
Theorem 4. I 11, one easily obtains 
THEOREM D. I f  R is PI- Jordan of degree d, having type n, and ;f Nil(R) = 0, 
then R has some algebraic class t < d. 
Theorem D can be used in conjunction with the fact, already noted, that every 
special Jordan algebra generated by <3 elements has type 1. 
THEOREM 5. Suppose R is special PI-Jordan of degree d, without (nonzero) 
nilpotent elements. Then R has some algebraic class <d. 
Priof. For (a, b, c} CR, let Rabc denote the subring of R generated by 
a, b, c, and let R’ = flta,b,e),-R Rabc . Each R,,, has type 1, so R’ has type 1 
and has no nonzero nilpotent elements. Hence, by Theorem D, R’ has some 
algebraic class t < d. 
Conditions (1) and (3) of the definition of algebraic class pass immediately 
from R’ to R, so it remains to show [iit(X, , X,), Xs , X4 is an identity of R for 
all i. Condition (2) for R’ shows that [iit(X, , Xs), iit Xs), Xs] is a gener- 
alized identity of R. For each x1 , xs , ?cs , xq , we want [fit(xl , x2), xs , x4] = 0. 
Now letting a = ji,(xl , xp), b = xs , and c = x4, and looking at Rabc , we are 
done by Theorem 4. Q.E.D. 
In [S], a polynomial f  (X1 ,..,, X,) is called t-normal if f  is linear in X1 ,..., X, 
and is alternating in X, ,..., X,; R is NPI of degree t if every (t + I)-normal 
polynomial is an identity of R (and t is the minimal such number). Every finite- 
dimensional algebra is NPI, and the thrust of [8] is to show that the theory of 
semiprime NPI-algebras is very close to that of finite-dimensional algebras over 
fields. Thus, one is led to try to prove that a given Jordan PI-algebra is NPI. Of 
course this is absurd for Jordan algebras of symmetric bilinear forms, which can 
be infinite dimensional, so we must find a way of excluding them. 
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THEOREM 6. Suppose R is special PI-Jordan c$ degree d without nilpotent 
elements, and R is torsion free as Z(R)-module (i.e., xr # 0 for all nonzero z in 
Z(R) and r in R). Let h, be a commutative, associative indeterminate over R and let 
R, be the polynomial ring R[h,]. Then R, has some algebraic degree t < d. IVIoreover, 
R is algebraic of degree t over Z(R); if t # 2, then the ring of central quotients R’ 
of R is simple, with [R’ : Z(R’)] < t(2t - 1). 
Proof. First note that, passing to the ring of central quotients of R, , we may 
assume Z(RO) is a field; also, by Theorem 5, R, has some algebraic class <d. 
We want to show that R, is “algebraic enough” over Z(R,,) to apply a theorem of 
Shirshov [9] (cf. [15]), similar to the application in [l I] when R is in fact algebraic 
over Z(R). (However, we use NPI-theory in place of ultraproducts or, equiv- 
alently, the nonstandard algebra of [l I].) 
Let A, ,..., X, be commutative, associative indeterminates over R0 , m to be set 
later. Let R, be the ring of central quotients of R&, ,..., h,]. By [7, Part I, 
Proposition 1.5, Theorem 1.61, R, satisfies the same identities as R, , so RI also 
has algebraic class t. 
Step 1. There exist elements x, , xa in R, such that g’it(xru, xa) # 0 for all 
i < t and all positive integers u, where m is taken large enough. 
Proof of Step 1. Take a, b in R, such that g&a, b) $ 0, and let R,, be the 
Z(R,)-subalgebra generated by a and b. By [3, pp. lO-111 we can write R,, as 
S(A, *) for some associative algebra with involution (A, *) with Nil(A) = 0. 
Then, letting R’ be the ring of central quotients of R,, , we have R’ = S(A’, *), 
where A’ is A localized at the set of nonzero symmetric central elements. Let 
Z = {a E Z(A’) 1 z* = z>, and note R’[h, ,..,, h,] M S(A’[/\, ,..., A,], *), where 
(*) is extended by defining AT = A, , 1 < i < m. 
A’ satisfies a polynomial identity so, by [7, Part III, Theorem 0.1, 3.11, 
[A’ : Z] < cc and A’ has no nontrivial (*)-invariant ideals. I f  Z is finite, then by 
Wedderbum’s theorem on finite division rings, A’ is “split,” i.e., of form either 
M,(Z) or IM,(Z) @M,(Z) for some n < d, and we put A” = A’; otherwise, 
letting F be the algebraic closure of Z, and letting (A”, *) = (A’ C&F, *), we 
have A” split. 
Using the idea at the end of the proof of [4, Theorem 2’1, letting Z, be the 
diagonal matrix whose entries are A1 ,..., A,, one sees easily that there exists 
za E A” with g$$((zi +, zT)~, .zz + zb,..., za + $) # 0, for all u > 0 and all 
i<t. Write zi=x:’ (=i zii @ ~ri and ~a = &, ~ai @ %i , for arc , Z2i E A 
and ali , (Ye EF. Then, putting x1 = xi=, zlih,+i and x, = &r z.&,+~+~ , we 
see easily by specialization that g,,((x, + xc)“, xa + x8,..., xa + x.$) # 0 for 
all u > 0 ard all i < t. Thus m = n +J’ + k “works.” Q.E.D. 
Step 2. If  rr ,..., rk are arbitrary in RI , with k arbitrary, there is a finite- 
dimensional .Z(R,)-subalgebra of RI containing r, ,..., I~ , which has algebraic 
class t. 
SPECIAL JORDAN RINGS 159 
Proof of Step 2. “Clearing denominators,” we may assume the li are poly- 
nomials in &. Take x r , xa as in Step 1. Letting ui be the degree of the ri in A,, 
and u; be the degree of xi in l\o , take u = 1 + (u; + ui + max{u< ] 1 < i < K})2. 
Let x = xr”A,,“, and define B = {x, x + xg , x + Y, ,..., x + r,}; let R, be the 
Z(R,)-subalgebra of R, generated by B. Note that ri = (x + ri) - x E R, , and 
we shall prove that R, is finite dimensional (over Z(R,)). Indeed, x, G A,; letting 
B’ be the multiplicative subset of R, generated by B, we see that for any b in B’, 
the leading terms (in A,J of &(b, x2) are &(xe, xa) = gbt(xTk, x,)X,3, some 
j, k, implying &(b, x2) # 0. Moreover, &, bt-ig& xa) = 0 (by definition of 
algebraic class), implying each b in B’ is algebraic of degree t over Z(R,). Hence, 
by Shirshov [9], the enveloping algebra of R, is finite dimensional over Z(R& so 
[R2 : Z(R,)] < co, verifying step 2. 
Step 3. We shall now prove the theorem for t = 2. 
Let g be the multilinearization of &,a . Since + E R, and && has degree <2 in 
each indeterminate, one sees easily that there are elements r, ,.,., r4 in RI such 
that g(r, ,..., r4) # 0. We claim, for any finitely generated subalgebra A of RO 
containing Y, ,..., r, , that A is torsion free as Z(A)-module. Indeed, let D = 
g(A) c A n Z(R,-,), and let Dl be the additive subgroup of Z(A) generated by D. 
If a, ,..., a., E A and z E Z(A), then g(u, ,..., a& = g(a,z, a2 ,..., a,), showing 
that D, is an ideal of Z(A). But 0 # D, C Z(R,) so, for any nonzero a in A, 
.s in Z(A) and d in Dl , we have 0 # zd E D, C Z(R,), implying 0 # a(zd) = 
(az)d. So az # 0, proving the claim. 
We now show that RI is algebraic of degree 2. Let Y, be an arbitrary element of 
R, , and assume r0 has degree >2 (over Z(R,)). Take Y;, Y; such that 
[z. , ri , Y:] # 0. By Step 2, a, ,..., a4 , r0 , r; , and r; are contained in a finite 
dimensional Z(R,)-algebra A, , which has no nilpotent elements and is thus a 
finite direct sum of simple subalgebras (cf. [3, p. 2011). 
Since Z(A,) is a domain, A, is itself simple. Since A, has algebraic class 2, 
we have by [4, Theorems 1, 21 that Y, is algebraic of degree 2 over Z(A,), i.e., 
ro2 + qrO + 01~ = 0 for “1 , 01~ E Z(A,,). But clearly it is impossible for both 
cyr , 0~~ to be in Z(R,), so, adjoining a finite number of additional elements of R, 
to A, , we obtain a new finite-dimensional Z(R,)-algebra A, in which a1 # Z(A,) 
or 01~ $Z(A,). But, as above, y0 is algebraic of degree 2 over Z(A,), i.e., 
‘b2 + /3rr,, + p2 = 0 for suitable & , p2 in Z(A,). Let A, = A,[& , pa]. We have 
@I- P&o + 632 - 82) = 0. But (% - 82) c W2) and (+ - PI) c W2h so 
(or1 - /?r)[ro , A, , A,] = 0, implying 01~ = fir . Hence 01~ = f12 also, contrary to 
01~ 6 Z(,4,) or % 4 Z(A,). This contradiction arises from the assumption that RI 
has an element not algebraic of degree 2. Hence R, is algebraic of degree 2, and 
the theorem is proved in the case t = 2. 
Now assume t # 2. If t = 1, then the theorem is trivial, so we may assume 
t > 2. 
Step 4. For t > 2, RI is NPI of degree <t(2t - 1). 
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Proof of Step 4. We show, for any t(2t - 1) + l-normal polynomial 
f WI ,...> X;,), k arbitrary, thatf(r, ,..., rk) = 0 for all rI ,..., Ye in R. By Step 2, 
there is a finite-dimensional Z(R,)-algebra R, , containing y1 ,..., yk, having 
algebraic class t. Now R, , being finite dimensional and having no nonzero 
nilpotent elements, is a direct sum of simple subalgebras, each of algebraic class 
<t and thus of dimension <t(2t - 1) over their centers, by Theorem Bl . Hence 
R, is NPI of degree <t(2t - I), sof is an identity of R, , implyingf(r,,..., YJ = 0, 
as desired. Thus Step 4 is verified. 
Since R _C R, , obviously R is NPI of degree <t(2t - 1). Hence the ring of 
central quotients R’ of R is NPI of degree <t(2t - 1). But Z(R’) is a field so, 
by [S, Theorem 2.51, R’ is simple, and by [8, Theorem 1.51, [R’ : Z(R’)] ,( 
t(2t - 1). Q.E.D. 
THEOREM 7. Every special Jordan PI-division algebra of PI-degree d is either a 
Jordan algebra of a symmetric bilinear form or has dimension <d(2d - 1) over its 
Proof. It follows immediately from Theorem 6, using the well-known fact 
that any algebraic algebra of degree 2 is a Jordan algebra of a symmetric bilinear 
form. Q.E.D. 
(This fact could be generalized, using the methods of Step 3 of Theorem 6 and 
an easy ultraproduct construction to show that if R has no nilpotent elements, is 
torsion free over Z(R), and is algebraic of degree 2, then the ring of central 
quotients of R is a simple Jordan algebra of a symmetric bilinear form.) 
Of course there are two obvious ways to try to generalize this paper: 
(1) Replace the assumption that R has no nilpotent elements by 
Nil(R) = 0; and 
(2) remove the assumption that R is special. 
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