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Abstract
We propose a new least-squares Monte Carlo algorithm for the approximation
of conditional expectations in the presence of stochastic derivative weights. The al-
gorithm can serve as a building block for solving dynamic programming equations,
which arise, e.g., in non-linear option pricing problems or in probabilistic discretiza-
tion schemes for fully non-linear parabolic partial differential equations. Our algorithm
can be generically applied when the underlying dynamics stem from an Euler approxi-
mation to a stochastic differential equation. A built-in variance reduction ensures that
the convergence in the number of samples to the true regression function takes place
at an arbitrarily fast polynomial rate, if the problem under consideration is smooth
enough.
Keywords: Monte Carlo simulation, Least-Squares Monte Carlo, Regression Later,
Dynamic Programming, BSDEs, Quantitative Finance, Statistical Learning
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1 Introduction
Approximating conditional expectations functions numerically is one of the central difficul-
ties when solving dynamic programming problems in financial and economic applications
[15, 35, 36], or in implementations of probabilistic time-discretization schemes for parabolic
partial differential equations [10, 42, 14, 38]. For instance, when solving an optimal stop-
ping problem numerically, there are trade-offs between stopping now for an immediate
reward or waiting, receiving the continuation value – which is a conditional expectation
of future rewards. In a highly influential paper, Longstaff and Schwartz [30] proposed to
compute conditional expectations functions within Monte Carlo simulations in exactly the
same way such functions are estimated from real world data. In their least-squares Monte
Carlo (LSMC) approach, conditional expectations are approximated by regressing future
realizations of some quantity of interest on basis functions (e.g. polynomials) that depend
on current values of the state variables. This approach of mimicking the empiricist’s re-
gression method with real data replaced by simulated data has been the starting point of
a vast and successful LSMC literature, see [39, 37, 2, 29, 11, 32, 14, 20, 13, 26, 18, 33] for a
broad selection of contributions from various fields ranging from economics and finance to
numerical analysis. Yet early on, Glasserman and Yu [16] pointed out that, in principle,
exploiting properties of the Monte Carlo setting that are not available to the empiricist
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can lead to even more powerful algorithms. Specifically, they proposed to consider LSMC
algorithms where the basis functions depend on future values of the state variables. They
called this type of algorithm ‘regression later’ to contrast it against traditional LSMC
algorithms which rely on a ‘regression now’.
When the underlying simulation model has the property that conditional expectations
of the basis functions can be computed in closed form, ‘regression later’ provides an alter-
native method for approximating conditional expectations. For instance, when the basis
functions are polynomials, regression later requires that conditional moments of the sim-
ulated state process are available in closed form. To appreciate the promise of ‘regression
later’, consider a setting where the quantity within the time-t conditional expectation hap-
pens to be a quadratic polynomial of some univariate state variable at time t+1. Suppose
that such time-t conditional expectations of quadratic polynomials are again quadratic
polynomials in the state variable at time t. In that case, under very mild conditions,
three(!) random observations of the state variable at time t + 1 will suffice to determine
the time-t conditional expectations function without error using ‘regression later’. In con-
trast, even when the model is correctly specified, fitting three coefficients by ‘regression
now’ will need more than three observations due to the classical (and slow) square-root
convergence of Monte Carlo methods.
Despite this tremendous promise, ‘regression later’ has not replaced ‘regression now’ as
the default algorithm for numerical approximation of conditional expectations in its first
15 years. In our view, there are at least three reasons for this. (i) The method is harder to
implement than ‘regression now’ as it requires implementing not only the basis functions
but also their conditionals expectations. On top of this, in ‘regression later’, basis choice is
restricted to functions with known closed-form conditional expectations while it is almost
unrestricted in ‘regression now’. (ii) It took time to become clear that the most successful
applications of ‘regression later’ seem to be outside the original optimal stopping setting
of [16], see e.g. [8, 9, 34, 7, 4]. Crucially, [8] pointed out that, under mild assumptions,
Malliavin derivatives of the quantity of interest can be computed without additional error
in ‘regression later’. This observation is (largely) irrelevant for optimal stopping. Yet
it implies that one of the greatest difficulties of ‘regression now’ (see [1] for discussion
and control variates) does not exist in the ‘regression later’ setting. (iii) Finally, while
‘regression later’ promises to converge much faster than Monte Carlo and thus ‘regression
now’, there is, despite partial results in [9], a lack of theoretical support for this claim. The
main obstacle in the theoretical analysis is that the usual derivations of convergence rates
for regression problems rely on truncations to stabilize the approximation. Yet, basically,
this truncation would have to be applied after the regression but before the closed-form
calculation – thus destroying the scope for making the calculation in closed-form.
To address these shortcomings and combine the advantages of ‘regression later’ and ‘re-
gression now’, this paper introduces and rigorously analyzes ‘Regression Anytime with
Brute-Force SVD Truncation’ (RAWBFST, pronounced “raw-beef-st”). Under sufficient
smoothness, our algorithm can be calibrated to achieve any polynomial convergence rate
for the mean squared error, thus holding some of the (bold) promise of convergence with
a finite number samples in a fairly generic setting. These rates are achieved not only for
the conditional expectations functions but also for their Malliavin derivatives that can be
computed simultaneously. Compared to the results in [9] for ‘regression later’, our con-
vergence rates for RAWBFST are better, matching theoretically optimal rates from the
statistical learning literature [27] under certain conditions (and up to logarithmic factors).
Moreover, while the results in [9] are based on having access to an orthonormal basis for
the distribution of interest, RAWBFST is based on an explicit basis of localized Legendre
polynomials that does not need to be tailored to the problem at hand.
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The first ingredient of RAWBFST is what we call ‘regression anytime’. The idea is to
let the basis functions depend on the state variables both ‘now’ and ‘later’. In particular,
we consider basis functions that are products of a function that depends on ‘now’ and a
function that depends on ‘later’. When taking the conditional expectation given ‘now’
of such a function, the first factor depending only on ‘now’ can be pulled out of the
expectation. Thus, to compute the conditional expectation of the basis function, it suffices
to consider the second factor. ‘Regression anytime’ was previously applied within the
stochastic grid bundling method of [25, 12] and in the LSMC algorithm of [6]. While the
idea of ‘regression anytime’ is simple, its additional flexibility in basis choice is key for
developing practically effective implementations of ‘regression later’, both in their settings
and in ours. In particular, ‘regression later’ is a special case of ‘regression anytime’ and,
after a suitable redefinition of the state process, ‘regression anytime’ can be rephrased as
‘regression later’. In this sense, the step from ‘regression later’ to ‘regression anytime’ is
a change of perspective and a reevaluation of possibilities rather than the invention of a
new algorithm.
The second ingredient of RAWBFST is a new type of truncation – along with a ma-
chinery for controlling the truncation error. The idea of ‘Brute-Force SVD Truncation’
is again simple. Before the regression, we compute the singular values of the empirical
regression matrix. If all singular values are above a previously specified threshold, we
perform the regression in the usual way, otherwise we set all coefficients to zero. The key
ingredient of our error analysis for RAWBFST is a new bound on the approximation error
of noiseless regression with this type of brute-force SVD truncation, our Theorem 4.3.
Here, the term ‘noiseless’ refers to settings in which the observations and the explanatory
variables are driven by the same randomness so that the regression problem is ultimately
an interpolation problem. We show that the statistical error of this type of regression van-
ishes exponentially quickly in the number of Monte Carlo samples for a fixed set of basis
functions. This exponential decay is a key reason why our Monte Carlo algorithm can do
better than the usual Monte Carlo convergence rate. The exponential decay implies that,
up to log-factors, we can achieve convergence by letting the number of basis functions and
the number of Monte Carlo samples grow at the same rate.
The bound of Theorem 4.3 can be applied to any regression later or regression anytime
algorithm that applies our brute-force SVD truncation. This way, we can, e.g., achieve
a better convergence rate for ‘regression later’ than the one that [9] show without SVD
truncation. The exponential decay rate in Theorem 4.3 depends explicitly on the singular
values of the expected regression matrix, i.e. the matrix containing the L2-inner products
of the basis functions with respect to the law of the state variable. This dependence stems
from an application of a matrix Bernstein inequality that links these singular values to
the probability that the brute-force SVD truncation is performed. Thus, to fully exploit
Theorem 4.3 some control of the singular values of the expected regression matrix is
necessary. As our second main contribution, we propose an explicit construction of a
‘regression anytime’ algorithm that provides a guaranteed control of the singular values
in generic settings where the state process is discretized via (one step of) a Euler scheme.
This is the RAWBFST algorithm, which is detailed in Section 3.
The paper is organized as follows: In Section 2 we describe the problem of comput-
ing conditional expectations with Malliavin Monte Carlo weights for higher-order partial
derivatives. We, then, explain how ‘regression now’- and ’regression later’-algorithms deal
with this problem, and discuss advantages and drawbacks of these approaches. Section
3 is devoted to our new algorithm, RAWBFST. We first state the algorithm and provide
the resulting error analysis in Theorem 3.5. It shows that the algorithm converges to a
partial derivative of order α as L−(Q+1)/(D(1+α/2)) (up to log-factors) in the total number
3
L of simulated samples, where D is the dimension of the problem and the function is of
class CQ+1b (R
D). In particular, it can beat the Monte Carlo rate of 1/2, if the smoothness-
to-dimension ratio is sufficiently large. The theoretical convergence results are tested in
two numerical examples: The first example is the computation of the second derivative of
a smooth function, in which we empirically verify our theoretical findings. In the second
example, we call the RAWBFST algorithm iteratively within a dynamic programming
framework for option pricing under uncertain volatility (corresponding to solving a fully
non-linear second-order parabolic Cauchy problem). Again, the built-in variance reduc-
tion ensures that our algorithm converges faster than standard Monte Carlo pricing of a
European option in the Black-Scholes model. In Section 4, we analyze the convergence
behavior of noiseless regression with brute-force SVD truncation, thus providing the main
building of the RAWBFST algorithm. Finally, the technical details of the error analysis
for RAWBFST are provided in Section 5.
Notation
For vectors x = (x1, . . . , xD) ∈ RD, we write |x|p = (
∑
d |xd|p)1/p for the p-norm (p ≥ 1)
and |x|∞ = maxd |xd| for the maximum norm. Given a symmetric matrix A ∈ RD×D,
λmin(A) and λmax(A) denote the smallest and largest eigenvalue of A respectively. For
general matrices A ∈ RD1×D2 , we apply the spectral norm ‖A‖2 =
√
λmax(AA>), where
(·)> stands for matrix transposition. By O(D) we denote the set of orthogonal matrices
in RD×D. We write CQb (R
D) for the space of bounded real valued function on RD, which
are Q-times continuously differentiable with bounded derivatives (Q ∈ N0), and ‖f‖∞ =
supx∈RD |f(x)|2 for the sup-norm of a function f : RD → RM . χ2D(α) denotes the (1−α)-
quantile of the χ2-distribution with D degrees of freedom while Φ and ϕ stand for the
distribution function and density of the standard normal distribution, respectively. Given
a random vector X in RD, we write suppX for the support of X, i.e. the set of x ∈ RD
such that X hits every -ball around x with positive probability. For a vector x ∈ RD and
a constant r > 0 we denote by [x]r the componentwise truncation at level ±r, i.e.
[x]r = ([x1]r, . . . [xD]r)
>, [xd]r = max(min(xd, r),−r).
2 State of the art
2.1 Setting of the problem
Our main motivation is the problem of approximating conditional expectations of the form
E[Hι,∆(ξ)y(X2)|X1] (1)
via empirical least-squares regression, where X2 is one step of an Euler scheme with step
size ∆ starting at X1 and Hι,∆(ξ) is a Malliavin Monte Carlo weight for the approximation
of a (higher order) partial derivative of y. These type of conditional expectations appear
in discretization schemes for backward stochastic differential equations (BSDEs), see e.g.
[42, 10], and, more generally, in stochastic time discretization schemes of fully nonlinear
parabolic partial differential equations (PDEs), see [14, 38], including Hamilton-Jacobi-
Bellman equations arising from stochastic control problems.
More precisely, let X1 be an RD-valued random variable with law µ1, and denote by ξ
a D-dimensional vector of independent standard normal random variables, which is also
assumed to be independent of X1. For measurable coefficient functions b : RD → RD and
σ : RD → RD×D, we consider
X2 = X1 + b(X1)∆ + σ(X1)
√
∆ξ. (2)
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Conditions on the law of X1 and on the coefficient functions will be specified later on. On
the function y : RD → R we assume that it is Q+ 1-times continuously differentiable and
bounded with bounded derivatives, for some Q ∈ N. The boundedness assumptions can,
of course, be relaxed, but we impose them for sake of simplicity. In order to specify the
stochastic weights, we denote by
Hq(x) = (−1)qex2/2 d
q
dxq
e−x
2/2, x ∈ R,
the Hermite polynomial with parameter 1 of degree q ∈ N0. For a multi-index ι ∈ ND0 ,
we denote its absolute value by |ι|1 =
∑D
d=1 ιd. Then, the stochastic weight is defined as
a scaled multivariate Hermite polynomial of degree |ι|1, namely,
Hι,∆(x) = ∆
−|ι|1/2
D∏
d=1
Hιd(xd), x = (x1, . . . , xD).
Moreover, we write ι¯ for the vector in {1, . . . D}|ι|1 which has, for each d = 1, . . . , D,
the entry d ιd-times, and whose entries are increasingly ordered. Note that, under the
assumptions stated above, integration by parts yields, for 1 ≤ |ι|1 ≤ Q− 1,
E[Hι,∆(ξ)y(X2)|X1]
=
D∑
j1,...,j|ι|1=1
σj1,ι¯1(X1) · · ·σj|ι|1 ,ι¯|ι|1 (X1)E
[
∂|ι|1
∂(xj1 , . . . xj|ι|1 )
y(X2)
∣∣∣∣∣X1
]
. (3)
Hence, the conditional expectation (1) approximates the weighted sum of partial deriva-
tives of y
D∑
j1,...,j|ι|=1
σj1,ι¯1(X1) · · ·σj|ι|1 ,ι¯|ι|1 (X1)
∂|ι|1
∂(xj1 , . . . xj|ι|1 )
y(X1),
as ∆ tends to zero. By a first-order Taylor expansion of
∂|ι|1
∂(xj1 , . . . xj|ι|1 )
y(X2)
around X1, this convergence will be of order ∆ in L
2(Ω,F, P ), if b and σ are bounded.
2.2 ‘Regression now’, ‘regression later’, and ‘regression anytime’
Our overall goal is to design an efficient simulation-based approximation Eˆ[Hι,∆(ξ)y(X2)|X1]
to E[Hι,∆(ξ)y(X2)|X1], which also converges in L2(Ω,F, P ) at the order ∆. Before we
introduce and explain our new algorithm in Section 3 below, we first briefly discuss the
benefits and limitations of two existing least-squares regression approaches, which are
sometimes called ‘regression now’ and ‘regression later’. To this end, we consider the
problem of approximating the regression function
z(x) = E
[
ξ2 − 1
∆
y(X1 +
√
∆ξ)
∣∣∣∣X1 = x] , x ∈ R, (4)
where X1 and ξ are independent and standard normal. This example corresponds to (1)
with D = 1, ι = 2, b = 0, and σ = 1. Thus, by (3), z(x) approximates the second
derivative y′′(x) of y, which we assume to be of class CQ+1b (R). As a main emphasis is on
variance issues, we only discuss the notationally simpler 1D case in this subsection.
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2.2.1 ‘Regression now’
The terminology ‘regression now’ can be traced to the paper [16] on the Monte Carlo
approximation of optimal stopping problems and just describes the standard situation
of linear least-squares estimates in statistical learning, but with simulated data. This
least-squares Monte Carlo approach was popularized in financial engineering in [30] and
thoroughly analyzed in the framework of backward stochastic differential equations in [29].
In the ‘regression now’ approach one chooses a set of basis functions
η(x) = (η1(x), . . . , ηK(x)),
which we think of as a row vector. One then generates independent samples (X1,l, ξl),
l = 1, . . . , L, and solves the linear least-squares problem
αˆL,now = arginf
α∈RK
1
L
L∑
l=1
∣∣∣∣ξ2l − 1∆ y(X1,l +√∆ξl)− η(X1,l)α
∣∣∣∣2 (5)
(In the case of multiple minimizers, one can choose e.g. the one with the minimal Euclidean
norm). One then approximates the regression function z by
zˆL, now(x) = [η(x)αˆL, now]B,
where truncation takes place at a level B, which is any upper bound for the supremum
norm of the regression function m. For instance, in our case, one can choose, B to be any
upper bound of ‖y′′‖∞ by (3).
The resulting estimate is, thus, a linear combination of the basis functions, truncated
at level B. This truncation is the standard way to come up with a ‘stable’ estimate in
situations where (say, due to an unfavorable realization of the sample) the least-squares
regression problem in (5) is ill-conditioned.
If one thinks of X1 and X2 = X1+
√
∆ξ as modeling a system at two time points 1 (‘now’)
and 2 (‘later’), the phrase ‘regression now’ simply emphasizes that the basis functions only
depend on X1.
According to Theorem 11.3 in [21], the L2-error for this ‘regression now’-estimate de-
composes into the sum of a ‘projection error’ and a ‘statistical error’, which are of the
form
projection error =
√
inf
α∈RK
E[|z(X1)− η(X1)α|2] (6)
statistical error =
√
( sup
x∈RD
Var(Z|X1 = x) +B2) (log(L) + 1)K
L
, (7)
where
Z =
ξ2 − 1
∆
y(X1 +
√
∆ξ).
is the regressand.
We now assume that Q ≥ 3. Recall that z(x) = y′′(x) + O(∆) and that y′′ is of class
C
Q−1
b . By a Taylor expansion, we can achieve a projection error of the same order ∆, ap-
plying a basis of local monomials of degree up to Q− 2 on subintervals of length ∆1/(Q−1)
of [−R∆, R∆] as basis functions. Here, R∆ denotes the (1 − ∆2)-quantile of the stan-
dard normal distribution. This results in a total number of basis functions of the order
∆−1/(Q−1) (up to a log-factor). Due to the variance explosion of the second derivative
weight, as ∆→ 0, one requires a number of simulations L of the order ∆−(4+ 1Q−1 ) (up to
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a log-factor) to make the statistical error also converge at the order ∆. So, the ‘regres-
sion now’-algorithm approximates y′′ at a rather slow rate of L
−1
4+ 1
Q+1 in the number of
simulated samples, even in this one-dimensional setting.
Finally, consider the cost for evaluating this ‘regression now’-estimate zˆL,now of z at
a single point x0. As the basis functions are local polynomials of a fixed degree, this
evaluation cost is proportional to determining, in which of the d2RD∆−1/(Q−1)e intervals
x0 is located, i.e. of order log(∆
−1).
Remark 2.1. In the ‘regression now’-setting, the variance can be reduced by the construc-
tion of control variates based on some preliminary approximations of
E
[
y(X1 +
√
∆ξ)
∣∣∣X1 = x] and E [ ξ
∆1/2
y(X1 +
√
∆ξ)
∣∣∣∣X1 = x] ,
see [1]. Their heuristics suggests, that, in the situation described above, the rate of con-
vergence of the ‘regression now’ algorithm could possibly be improved to L
−1
2+ 1
Q+1 in the
number of samples, almost reaching the convergence behavior of classical Monte Carlo
simulation if the problem is sufficiently smooth.
2.2.2 From ‘regression later’ to ‘regression anytime’
The ‘regression later’ approach was suggested in [16] in the context of optimal stopping,
and was later on applied to backward stochastic differential equations in [8] under the
name ‘martingale basis method’, to insurance liability modeling [34], and to discrete time
stochastic control in [4], among others. To the best of our knowledge, the first ‘regression
later’ algorithm with stochastic derivative weights is due to [8]. In contrast to ‘regression
now’, the basis functions in the ‘regression later’ approach depend on X2 = X1 +
√
∆ξ
and not on X1.
Precisely, one again chooses a set of basis functions η(x) = (η1(x), . . . , ηK(x)), and gen-
erates independent samples (X1,l, ξl), l = 1, . . . , L (which are assumed to be independent
of (X1, X2)). After solving the linear least-squares problem
αˆL, later = arginf
α∈RK
1
L
L∑
l=1
∣∣∣y(X1,l +√∆ξl)− η(X1,l +√∆ξl)α∣∣∣2 , (8)
one thinks of η(X2)αˆ
L, later as an approximation of y(X2) and hence approximates the
regression function z by
zˆL, later(x) = E
[
ξ2 − 1
∆
η(X2)αˆ
L, later
∣∣∣∣ (X1,l, ξl)l=1,...,L, X1 = x] = η˜(x)αˆL, now, (9)
where the entries of η˜ are given by
η˜k(x) := E
[
ξ2 − 1
∆
ηk(X1 +
√
∆ξ)
∣∣∣∣X1 = x] = E [ξ2 − 1∆ ηk(x+√∆ξ)
]
. (10)
Note that the linear structure of the regression estimate η(x)αˆL, later of y(x) is crucial for
the closed-form computation of the conditional expectations in (9). Hence, in contrast
to the ‘regression now’ case, no a-posteriori truncation [η(x)αˆL, later]B can be applied to
stabilize the empirical regression.
The obvious advantage of the ‘regression later’ approach is that the regression problem
(8) has no noise in the dependent variable, i.e. the variance of y(X2) conditionally on
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X2 is zero. Moreover, the expectations involving the high-variance stochastic derivative
weight are computed in closed form. Hence, one can hope that this approach is not subject
to the statistical error in its classical form and leads to a tremendous variance reduction
effect compared to ‘regression now’, in particular in the presence of derivative weights.
Indeed, consider the extreme case, where the basis consists of one function η1 only and
this function equals y. Then a single sample (X1,1, ξ1) is sufficient to find the optimal
parameter αˆ1, later = 1 and, hence, to obtain z(x) = zˆL, later(x) for every x ∈ R.
The only paper, which we are aware of, which theoretically explores this potential benefit
of ‘regression later’ is the unpublished preprint [9]. In order to accommodate to the setting
of their Section 4, we now additionally assume that y ∈ C2b(R) has compact support, say
[−R,R]. Moreover, we neglect log-factors in the subsequent analysis. Following [9], we
decompose [−R,R] into ∆−1 subintervals which are hit by X2 with equal probability. On
each subinterval monomials up to degree 1 are applied, and this basis consisting of locally
linear functions is orthonormalized with respect to the law of X2. In the special case of
this subsection, all closed-form computations required in (10) are available (expressed via
moments of a Gaussian random variable conditioned on an interval). Taking the number
of samples L proportionally to ∆−2, the error between η(X2)αˆL, later and y(X2) is of order
∆2 according to Section 4 in [9]. By Ho¨lder’s inequality,
|zˆL, later(x)− z(x)|
≤ E[|ξ2 − 1|2]1/2∆−1E
[
|y(X2)− η(X2)αˆL, later|2
∣∣∣ (X1,l, ξl)l=1,...,L, X1 = x]1/2 ,
and, thus, the resulting error between z and the ‘regression later’-estimate zˆL, later is of
the order ∆ as required. Hence, the ‘regression later’ algorithm converges to z at a rate of
L−1/2 in the number of samples and beats ‘regression now’. If we stabilize the ‘regression
later’ approach by our brute force SVD truncation, then by Theorem 4.9 below, we can
achieve an error of the order ∆ with L = ∆−1 samples (up to a log-factor), and, thus,
further improve the rate of convergence to L−1 in the number of samples. Theorem 4.9 also
covers the case of higher order local polynomials as basis functions (not treated in [9]), if
y has additional smoothness: If y ∈ CQ+1(R) with compact support, the ‘regression later’
algorithm with brute-force SVD converges to z as L−(Q+1)/2 in the number of samples.
Note, however, that in the ‘regression later’ approach, the resulting estimator for z is
a linear combination of the functions η˜k(x) in (10). These functions will typically have
a global support, even if the basis functions ηk, which were applied for the regression,
are supported on the small subintervals. Hence, the evaluation at a single point grows
proportionally to the number of intervals into which [−R,R] is decomposed. This is a
drawback when compared to the use of local basis functions in the ‘regression now’ setup.
The most striking disadvantage of the ‘regression later’ algorithm is that one cannot run
it for any generic choice of the basis functions, as one has to apply basis functions for which
the expectations in (10) are available in closed form (or can be efficiently approximated).
A partial remedy is to apply basis functions ηk(x1, x2), which depend on (X1, X2) as in
the ‘stochastic grid bundling method’ [25, 12] or in the LSMC algorithm of [6]. We call
such an approach ‘regression anytime’. Here, one requires closed-form expressions for the
expectations
η˜k(x) := E
[
ξ2 − 1
∆
ηk(x1, x1 +
√
∆ξ)
]
.
If η is a polynomial inX2 localized one step earlier, i.e. of the form η(x1, x2) = 1[a,b](x1)P(x2),
such expressions are available in the setting of this subsection but also in many other mod-
els.
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Our new ‘regression anytime’-algorithm RAWBFST (Algorithm 3.3) applies such poly-
nomials localized one time step earlier as basis functions in a much more general setting,
and, crucially, combines it with a change of measure of the sampling distribution and with
brute-force SVD truncation. In this way, we end up with an estimator which combines all
the advantages of ‘regression now’ and ‘regression later’:
• generic applicability to Euler approximations of SDEs in contrast to ‘regression later’;
• the same (new) fast rates of convergence as in ‘regression later’ with SVD truncation;
• logarithmic evaluation costs as in ‘regression now’.
3 RAWBFST: Algorithm, convergence result, and numeri-
cal examples
3.1 The algorithm and its convergence behavior
In this section, we introduce and discuss RAWBFST, our new algorithm for the approx-
imation of E[Hι,∆(ξ)y(X2)|X1]. It is a ‘regression anytime’-type algorithm, but it also
relies on a change of measure of the law of X1 and employs stratification, similarly to the
‘regression now’-algorithm for backward stochastic differential equations in [18]. In order
to stabilize the empirical regression, we truncate the singular value decomposition of the
empirical regression matrix, but not in the classical way, see Remark 4.2 below.
On the law of X1 and the coefficients of the Euler scheme, we impose the following
assumptions:
Assumption 3.1. The law µ1 of X1 has a density f with respect to the Lebesgue measure
such that the ‘Aronson type’ estimate
f(x) ≤ C1,f
(2piC2,f )D/2
exp
{−|x|22
2C2,f
}
, x ∈ RD,
is satisfied for constants C1,f , C2,f > 0. Moreover, b and σ are bounded, i.e. there is a
constant Cb,σ > 0 such that
sup
u∈RD
(|b(u)|2 + ‖σ(u)‖2) ≤ Cb,σ.
Remark 3.2. The situation which we have in mind is the following one: X1 = X
e
ti0
for
some i0, where
Xeti+1 = X
e
ti + b¯(ti, X
e
ti)∆ + σ¯(ti, X
e
ti)
√
∆ξi, X
e
0 = X0,
is an Euler scheme approximation to the stochastic differential equation
dX(t) = b¯(t,X(t))dt+ σ¯(t,X(t))dW (t), X(0) = X0, t ∈ [0, T ].
Here, of course, ti = i∆ and (ξi) is an i.i.d. family of D-dimensional vectors of independent
standard normal variables. Suppose b¯ : [0, T ] × RD → RD is measurable and bounded,
σ¯ : [0, T ]×RD → RD×D is measurable, Ho¨lder continuous in space (uniformly in time), and
σ¯σ¯> is uniformly elliptic. Moreover, assume that X0 is independent of (ξi) and Gaussian
with mean vector x0 and covariance matrix Σ0 ≥ c0ID (where ID is the identity matrix
and c0 ≥ 0, i.e. Σ0 may be degenerate). Then, by an application of Theorem 2.1 in [28],
the Aronson estimate in Assumption 3.1 holds with C2,f = C
′
2,f ti0 + c0 for some constant
C ′2,f > 0.
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Before we precisely state the algorithm, let us first explain its several steps in a more
intuitive way: In the course of Steps 1–4 of the algorithm, we construct an approximation
yˆ(X1, X2; Θ) of the function y(X2). The function yˆ(x1, x2; Θ) is a linear combination of
polynomials in x2, which are localized in the x1-variable (i.e. ‘one time step earlier’). The
approximation depends on a randomly generated sample Θ = (Ui,l, ξi,l). The first two steps
of the algorithm are preparations. In Step 1, a cubic partition (Γi) of some subset Γ ⊂ RD
for the localization in the x1-variable is constructed. In Step 2, we provide a suitable
basis of the space of polynomials of degree at most Q in terms of Legendre polynomials.
With these polynomials, we define our basis functions of the type ‘polynomials localized
one time step earlier’. In Steps 3–4, an empirical regression with SVD truncation is
performed to compute the coefficients for yˆ(x1, x2; Θ). Here, we first change measure from
the true distribution of X1 to the uniform distribution on Γ and then stratify the uniform
distribution on Γ on the cubic partition (Γi). This change to a uniform distribution is
in line with our choice of Legendre polynomials for the basis functions as these are the
orthogonal polynomials for the uniform distribution. The sampling of X2 in Step 3 involves
an additional truncation of the Gaussian innovations at some level r2. In the final Step 5,
the algorithm returns our estimator zˆ(x) for E[Hι,∆(ξ)y(X2)|X1 = x]. This estimator is
simply the closed-form expression for the conditional expectation
E[Hι,∆([ξ]r2)yˆ(X1, X
(∆,r2)
2 ; Θ)|Θ, X1 = x],
where (X1, ξ) is independent of the sample Θ and X
(∆,r2)
2 is the one-step Euler scheme
(2) starting from X1 with step size ∆ and with the truncated Gaussian innovation [ξ]r2 in
place of ξ.
Algorithm 3.3. Input: function y : RD → R, constants L ∈ N, Q ∈ N, ∆ > 0, ι ∈ ND0 ,
τ ∈ (0, 1), γcube ∈ (0, 1/2), ccube, c1,trunc, c2,trunc, γ1,trunc, γ2,trunc > 0.
• Step 1: Construction of the cubic partition for X1 (‘now’).
Let h = ccube∆
γcube and r1 =
√
C2,fχ
2
D(c1,trunc ∆
γ1,trunc). For every multi-index
i = (i1, . . . , iD) ∈ ZD, consider the cube
Γi =
D∏
d=1
(hid, h(id + 1)]
and let
I = I∆ =
{
i ∈ ZD; Γi ∩ {x ∈ RD; |x|2 ≤ r1} 6= ∅
}
.
Write Γ = ∪i∈IΓi and ai for the center of the ith cube.
• Step 2: Construction of the local polynomials for X2 (‘later’). Denote by Lq : R→ R
the Legendre polynomial of degree q, which is normalized such that Lq(1) = 1, i.e.
Lq(x) =
1
2q
bq/2c∑
r=0
(−1)r(2q − 2r)!
r!(q − r)!(q − 2r)!x
q−2r.
For any multi-index j ∈ ND0 such that |j|1 ≤ Q, let
pj(x) =
D∏
d=1
√
2jd + 1Ljd (xd) , x = (x1, . . . , xD).
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Let K =
(
D+Q
D
)
. For every i ∈ I denote by ηi,k, k = 1, . . . ,K, any fixed ordering of
the polynomials
x 7→ pj
(
x− ai
h/2
)
, j ∈ ND0 , |j|1 ≤ Q.
• Step 3: Construction of the empirical regression matrices on the cubes.
For every i ∈ I, sample independent copies (Ui,l, ξi,l)l=1,...,L where Ui,l is uniformly
distributed on Γi and ξi,l is multivariate Gaussian with zero mean vector and unit
covariance matrix independent of Ui,l. Let r2 =
√
2 log(c2,trunc ∆−γ2,trunc log(∆−1))
and
Xi,l = Ui,l + b(Ui,l)∆ + σ(Ui,l)
√
∆ [ξi,l]r2 .
Build the empirical regression matrices
Ai = (ηi,k(Xi,l)l=1,...,L; k=1,...K
• Step 4: Least-squares interpolation with brute-force SVD truncation.
For every i ∈ I perform a singular value decomposition of A>i :
A>i = UDV, U ∈ O(K), V ∈ O(L),
where D is the K × L-matrix which has the singular values s1 ≥ s2 ≥ · · · ≥ sK ≥ 0
of Ai on the diagonal and has zero entries otherwise. If s
2
K ≥ τL,
αL,i = UD
†V (y(Xi,1), . . . , y(Xi,L))>
where D† is the K × L-matrix which has s−11 , . . . , s−1K on the diagonal and has zero
entries otherwise (i.e., the pseudoinverse of D>). Otherwise let
αL,i = 0 ∈ RK .
• Step 5: Return
zˆ(x) :=
∑
i∈I
1Γi(x)
K∑
k=1
αL,i,kE[ηi,k(x+ b(x)∆ + σ(x)
√
∆[ξ]r2)Hι,∆([ξ]r2)]
as an approximation of E[Hι,∆(ξ)y(X2)|X1 = x].
Remark 3.4. Note that
ηi,k(x+ b(x)∆ + σ(x)
√
∆[ξ]r2)Hι,∆([ξ]r2)
is a polynomial in [ξ1]r2 , . . . [ξD]r2 , whose coefficients depend on x. By independence,
E
[
D∏
d=1
[ξd]
qd
r2
]
=
D∏
d=1
E
[
[ξ1]
qd
r2
]
.
Hence, the expectation in Step 5 can be computed in closed form by the following recursion
formula for the moments mq,r = E[[ξ1]
q
r] of the truncated standard normal distribution:
m2q,r = (2q − 1)m2q−2,r + 2r2q−2(r2 − 2q + 1)(1− Φ(r))− 2r2q−1ϕ(r), m0,r = 0,
m2q−1,r = 0.
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The following theorem provides the error analysis for Algorithm 3.3. Its proof is post-
poned to Section 5.
Theorem 3.5. Fix ρ ∈ N. Suppose y ∈ CQ+1b (RD) for some Q ≥ |ι|1 + ρ. Compute zˆ via
Algorithm 3.3 with
γcube =
ρ+ |ι|1
2(Q+ 1)
, γ1,trunc = ρ, γ2,trunc = 1.5(|ι|1 + ρ),
and
L = L∆ = dρ c1,paths log(c2,paths ∆−1)e
τ ∈
0, 1−(c∗paths(Q,D)
c1,paths
)1/2
for constants
c2,paths > 0, c1,paths > c
∗
paths(Q,D) :=
2
3
+
8
3
∑
j∈ND0 ;|j|1≤Q
D∏
d=1
(2jd + 1).
Then there are constants C > 0 and ∆0 > 0 (depending on all the constants, including D,
Q, |ι|1, τ , and the CQ+1b -norm of y) such that for every ∆ ≤ ∆0
E
[∫
RD
|E[Hι,∆(ξ)y(X2)|X1 = x]− zˆ(x)|2µ1(dx)
]
≤ C log(∆−1)D/2∆ρ.
Remark 3.6. The cost for performing the |I∆| singular value decompositions with L∆
samples and a fixed number of basis functions (here:
(
D+Q
D
)
) is up to log-factors of the
order ∆−Dγcube . Hence, the L2(P ⊗ µ1)-complexity of the algorithm is for ρ = 2 (up to
log-factors) ∆−D(1+|ι|1/2)/(Q+1), where D is the space dimension, |ι|1 corresponds to the
order of the partial derivative, and (Q+ 1) is the smoothness parameter of the problem.
3.2 Numerical Illustrations
In this subsection, we provide two numerical illustrations of Algorithm 3.3. In the first
illustration, we approximate the second derivative of a univariate function similar to the
setting of Section 2.2. This is a direct application of Theorem 3.5. The second illustration
is option pricing in the uncertain volatility model, a challenging reference problem in
the literature on second-order BSDEs and fully non-linear partial differential equations
[20, 1, 26]. This is an exploratory study confirming the excellent performance of our
algorithm beyond the setting that is strictly covered by our theoretical analysis. The
problem here is typical of the applications we envision for our algorithm, as many layers of
conditional expectations need to be iterated and we need highly accurate approximations
of functions together with their derivatives.
3.2.1 Approximating a second derivative
We wish to apply Algorithm 3.3 to approximate
z(x) = E
[
ξ2 − 1
∆
y(X1 +
√
∆ξ)
∣∣∣∣X1 = x] , x ∈ R, (11)
12
where X1 and ξ are independent and standard normal. As in Section 2.2, this corresponds
to (1) with D = 1, ι = 2, b = 0, and σ = 1. For the function y, we consider y(x) =
x2 exp(−x2/2). The function z thus approximates the second derivative y′′ of y with
y′′(x) = z(x) +O(∆). Specifically, we can benchmark the output of our algorithm against
the closed-form expressions y′′(x) = (x4 − 5x2 + 2) exp(−x2/2) and
z(x) =
x4 − (5 + 4∆−∆2)x2 + 2 + 3∆−∆3
(1 + ∆)
9
2
exp
(
− x
2
2(1 + ∆)
)
.
In line with Theorem 3.5, our main error criterion is the root mean squared error
E(∆, ρ) := Eˆ
[∫
R
|z(x)− zˆ(x|Θ,∆, ρ)|2µ1(dx)
] 1
2
where zˆ(·|Θ,∆, ρ) denotes the output of one run of a Matlab implementation of Algo-
rithm 3.3 in dependence on the Monte Carlo sample Θ, the step size parameter ∆ and
the convergence rate parameter ρ. Eˆ denotes an empirical average over 100 runs of the
algorithm, i.e., over 100 independent realizations of Θ. µ1 is the standard normal distribu-
tion of X1. The interior univariate integral over x is computed using adaptive quadrature
as implemented in Matlab’s integral command. As a reference, we also compute the
discretization error between y′′ and z,
E¯(∆) :=
(∫
R
|z(x)− y′′(x)|2µ1(dx)
) 1
2
.
In our numerical experiments, we vary ρ = 2, 3, 4 and ∆ = 2−n, n = 3, . . . 14. The
standard normal distribution for X1 implies C1,f = C2,f = 1. The polynomial degree
Q, we set as Q = ρ + ι + 1 = ρ + 3. In dimension D = 1, a direct computation gives
c∗paths(Q, 1) =
2
3 +
8
3(Q+1)
2. Accordingly, we choose c1,paths = 1.1 c
∗
paths(Q, 1) and c2,paths =
1. The parameters γcube, γ1,trunc, γ2,trunc and L are then simply chosen using the formulas
given in Theorem 3.5 while τ is chosen as the midpoint of the admissible interval given
there which implies τ = (1 − 1.1−0.5)/2 = 0.0233. The three remaining parameters that
scale the truncation levels and the density of cubes we set as ccube = c1,trunc = c2,trunc = 5.
The three black curves in Figure 1 plot log10(E(∆, ρ)) against log10(∆
−1) for ρ = 2, 3, 4.
Each line is contrasted against a gray line through the final data point with slope equal
to the theoretical convergence rate of ρ/2 guaranteed by Theorem 3.5. We observe that
the empirical decay is broadly in line with theory but slightly faster. For comparison, the
dotted gray line depicts the discretization error log10(E¯(∆)) which vanishes at a rate close
to 1 as expected. Consequently, for ρ = 2 the approximation error E(∆, ρ) of our algorithm
is of a similar magnitude as the discretization error E¯(∆) for all considered values of ∆−1.
For selected values of ∆−1, Table 1 provides further details like number of cubes, number
of samples per cube and run times. For sufficiently small ∆, run times should behave (up
to log-factors) like ∆−γcube . In our implementation, we have γcube = ρ+22ρ+8 and essentially
the number of cubes grows like ∆−γcube while the number of samples per cube only depends
on ∆ logarithmically. Thus, thinking optimistically, increasing ∆−1 by a factor 8 should
increase the total number of samples and thus run time by factors of 2, 2.1 and 2.2 for
ρ = 2, 3, 4. Inspecting the actual run times in the table shows that this type of reasoning
is too optimistic in our situation as it ignores logarithmic factors and rounding effects.
Comparing, e.g., the columns associated with ∆−1 = 1024 and ∆−1 = 8192, we see that
the numbers of cubes |I∆| increase by factors 2.2, 2.5, and 2.52 rather than 2, 2.1 and
2.2. Similarly, due to logarithmic growth, the number of samples per cube L∆ is far from
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Figure 1: Approximation errors against ∆−1 in a log10-log10-plot. The black curves cor-
respond to E(·, 2) (solid line), E(·, 3) (dash-dotted line) and E(·, 3) (dashed line). The
corresponding solid gray lines illustrate the theoretical slopes of 1, 1.5 and 2. The dotted
gray line depicts the discretization error E¯(·).
constant, increasing by a factor of about 1.3. Thus, the total number of samples L∆|I∆|
increases by factors between 2.86 and 3.28 as ∆−1 is increased by a factor 8. As we
implement the thin SVD, see Remark 4.2, this total number of samples should behave like
run time. Indeed, the relative increases in run times we observe throughout the table are
broadly consistent with those in the number of samples (but slightly smaller).
3.2.2 Uncertain Volatility Model
In this section, we apply Algorithm 3.3 to approximate option prices in the Uncertain
Volatility Model (UVM) due to [3, 31]. In this model, it is assumed that the volatility
process of the stock underlying an option contract is not known for certain but only known
to lie in an interval [σl, σh]. Option prices are then computed as suprema over all admissible
volatility processes in the interval. With this modification, the linear Black-Scholes partial
differential equation that arises under a known, constant volatility is replaced by the
fully non-linear Black-Scholes-Barenblatt equation. This makes pricing in the UVM a
challenging problem even in low dimensions that is frequently used to test new algorithms
[20, 1, 26, 7].
In this paper, we directly introduce the discrete time, non-linear backward recursion for
pricing that arises when the discretization scheme of [14] is applied to the UVM. We refer,
e.g., to [7] for a more detailed derivation from the continuous time setting. The time
horizon [0, T ] is discretized into N subintervals of equal length ∆ = T/N from t0 = 0 to
tN = T . At maturity time T , the payoff of a given option contract is known to be some
function yN : R→ R. In line with the literature, we consider the pricing of a Call spread
option which corresponds to the choice
yN (x) = max
(
0, s0e
(µ− 1
2
σ2r)T+σrx −K1
)
−max
(
0, s0e
(µ− 1
2
σ2r)T+σrx −K2
)
.
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∆−1 16 128 1024 8192
E¯ 0.2037 0.0280 0.0035 0.0004
ρ = 2
E 0.1493 0.0046 0.0009 5.97 · 10−5
|I∆| 4 8 20 44
L∆ 590 1032 1475 1917
run time in s 0.0036 0.0104 0.0277 0.0550
ρ = 3
E 0.0274 0.0014 2.36 · 10−5 4.51 · 10−7
|I∆| 4 12 28 70
L∆ 1202 2103 3005 3906
run time in s 0.0064 0.0248 0.0613 0.1411
ρ = 4
E 0.0107 5.49 · 10−5 5.94 · 10−7 4.92 · 10−9
|I∆| 6 14 38 96
L∆ 2091 3658 5226 6794
run time in s 0.0142 0.0496 0.1319 0.3746
Table 1: Approximation errors and algorithmic parameters in dependence on ∆ and ρ.
Run times are for a Matlab2017a implementation on a Windows desktop PC with an
Intel Core i7-6700 CPU with 3.4GHz.
Here, s0 > 0 is the initial stock price, µ ∈ R is the drift under the pricing measure,
K1,K2 > 0 is a pair of strike prices, and σr is the so-called reference volatility, a choice
parameter in the discretization. Notice that x takes the place of the Brownian motion
driving the stock price and not that of the stock price itself. Then, for i = 1, . . . , N , price
functions yi and yi−1 at times ti and ti−1 are related through the recursion
yi−1(x) = G(zi−1,0(x), zi−1,1(x), zi−1,2(x)) (12)
where, for ι = 0, 1, 2,
zi−1,ι(x) = E[Hι,∆(ξ)yi(X1 +
√
∆ξ)|X1 = x] (13)
and where G : R3 → R is given by
G(z0, z1, z2) = z0 +
∆
2
(z2 − σrz1)
(
σ2h
σ2r
1{z2>σrz1} +
σ2l
σ2r
1{z2≤σrz1} − 1
)
.
The quantity of interest is the option price at the initial time and initial value, y0(0).
In the function G, the terms in the round brackets can be interpreted as switching from
the reference volatility σr to either σh or σl for the time interval from ti−1 to ti. Which
of these two alternatives is chosen depends on the terms z1 and z2 which correspond to
the first two derivatives. Thus, the pricing recursion depends in a non-linear way on the
second derivative, underlining the fact that it is a discretization of a fully non-linear partial
differential equation.
Evidently, the difficult part in solving the recursion (12) numerically is the computation
of the conditional expectations in (13). This is exactly the problem RAWBFST is designed
for. We thus propose the following algorithm for constructing a sequence (yˆi)i, i = 0, . . . , N
of real-valued functions that approximate (yi)i.
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Algorithm 3.7.
• Initialization: yˆN ≡ yN .
• For i = N, . . . , 1:
– For ι = 0, 1, 2: call Algorithm 3.3 with input y ≡ yˆi and output zˆi−1,ι.
– Define yˆi−1 via yˆi−1(x) = G(zˆi−1,0(x), zˆi−1,1(x), zˆi−1,2(x)).
• Return yˆ0(0).
Remark 3.8. (i) This algorithm is very similar to the usual LSMC algorithms for BSDEs.
The one major innovation is to replace Regression Now (as, e.g., in [29]) or Regression
Later (as in [8]) by RAWBFST, Algorithm 3.3.
(ii) In line with the formal statement of Algorithm 3.3 above, we call it three times
in each time step of Algorithm 3.7, once for every relevant value of ι. In our practical
implementation, we exploit that only the evaluation in Step 5 of the algorithm depends on
ι. Thus, the first four steps of computing the regression coefficients need to be performed
only once.
(iii) As discussed, e.g., in [18], memory usage and scope for parallelization are potential
bottlenecks in LSMC algorithms. In both regards, Algorithm 3.7 has excellent properties.
Monte Carlo samples are generated only within the calls of Algorithm 3.3. No N -step
sample trajectories are produced or stored over time. Moreover, the regressions within each
cube can be computed independently. Thus, in principle, one can implement Algorithm
3.3 in such a way that (only) the full set of (1 + Q)|I| regression coefficients from the
previous step is communicated to one processor for each of the |I| cubes. This processor
simulates L samples and computes and returns the 1 +Q coefficients that define the local
polynomials on this cube. This results in very modest memory requirements for typical
choices of Q, |I| and L.
In order to set the parameters for RAWBFST, we need to make some ‘guesses’ about
the time discretization error of the approximation scheme (12)–(13) to the Black-Scholes-
Barenblatt equation and about the error propagation, which results from nesting the
RAWBFST approximation of the true conditional expectations backwards in time. For
the time-discretization error it is known from [17], that the probabilistic scheme converges
at the order ∆ in the case of a quasi-linear parabolic PDE, if the coefficient functions are
sufficiently smooth and the forward SDE can be sampled without discretization error. Our
numerical results below support this convergence behavior of the time discretization error
in the UVM test case, although it is not backed by the theoretical error analysis for the
non-linear case in [14]. The error propagation for the approximation of the conditional
expectations is of the order ∆−1/2 for ‘regression now’ in the quasi-linear case, see [29].
For the parameter choice of the algorithm, we here assume that the same is true for
RAWBFST in the non-linear case. Hence, we may hope for an overall convergence of
the order ∆, if the conditional expectations in (13) are approximated to the order ∆3/2
for ι = 0 and to the order ∆ for ι = 1, 2. In line with Theorem 3.5 and applying local
polynomials of degree up to Q = 4, we, thus, set γcube = 0.4, γ1,trunc = 3, γ2,trunc = 6.
We choose a slightly finer space discretization than before, setting ccube = 2 while keeping
c1,trunc = c2,trunc = 5. The above parameter choice implies c
∗
paths(Q, 1) = 67.33. In our
baseline implementation, we then choose c1,paths = 1.1 c
∗
paths(Q, 1) = 74.07, c2,paths = 1
and, thus, L = d3 · c1,paths log(∆−1)e. As before, we let τ = 0.0233. When we vary
c1,paths in our numerical experiments, we adjust the value of L while keeping everything
else (including τ) fixed.
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The only parameter we choose adaptively at each step i is the parameter C2,f . Since the
underlying state process X is a Brownian motion with x0 = 0, the mechanical choice would
be to set C2,f = ti−1 = (i−1)∆. This corresponds to the variance of the Brownian motion
at time ti−1 which takes the role of X1 in Algorithm 3.3 at step i. However, this would
lead to degeneration at time i = 0. Intuitively, we need to approximate the functions yi in
a small interval around 0 if we wish to approximate derivatives in 0 well. We thus choose
C2,f = σ
2
0 + ti−1 in our implementation, σ20 = 0.1. This corresponds to replacing our
standard Brownian motion by one that was started in 0 at time −σ20. For the parameters
of the spread option and the UVM, we follow [20] and the subsequent literature, choosing
s0 = 100, µ = 0, σl = 0.1, σh = 0.2, σr = 0.15, T = 1, K1 = 90 and K2 = 110. In this
setting, the continuous-time limit ∆ ↓ 0 of y0(0) is given by 11.20456 as shown in [41]
which provides closed-form pricing formulas for this type of product in the UVM.
Figure 2 is a log-log plot of the mean squared error E(∆) := Eˆ
[
(yˆ0(0)− 11.20456)2
] 1
2
against the number of time steps ∆ = 2−n, n = 4, . . . 9 for two instances of our algorithm.
Here, the empirical mean Eˆ denotes an average over 100 independent realizations of yˆ0(0).
In the first instance, depicted by the solid line, we choose c1,paths = 1.1 c
∗
paths(Q, 1) = 74.07
as suggested by Theorem 3.5. In the second instance, depicted by the dashed line, we have
cut computational costs by setting c1,paths = 10. Both variants of the algorithm converge
at a rate which is similar to the expected rate of 1 in the stepsize ∆, which is depicted in
gray. While the cheap version of the algorithm has a somewhat higher variance, we note
that ultimately it leads to very similar quantitative results as the approximation error is
dominated by the bias. Figure 3 gives an analogous plot of E(∆) against the average run
time of the algorithm. In this figure, the differences in computational cost between the
two implementations become apparent. In our implementation, we have γcube = 0.4. As
the number of time steps behaves like ∆−1, we expect run time to behave like ∆−1.4. This
suggests a convergence rate of 5/7 for E(∆) against run time. The two gray lines with
slope −5/7 in Figure 3 demonstrate that the empirical convergence rate are very much in
line with this reasoning.
Table 2 reports further summary statistics such as the mean and standard deviation of
yˆ0(0) for the two instances of our algorithm. Together with the two figures, the table
confirms that our approximation converges stably towards its limit at a rate that is faster
than standard Monte Carlo for the approximation of a single expectation, and is in line
with our heuristics. This is in marked contrast to earlier implementations of this example
in [20, 1, 7] which show clearly that a stable approximation at ∆−1 = 512 should not be
taken for granted for regression-based Monte Carlo algorithms.
4 Least-squares interpolation with brute-force SVD trunca-
tion
In this section, we analyze the main building block of Algorithm 3.3, namely the least-
squares regression with brute-force SVD truncation, when there is no noise in the depen-
dent variable. We also show that (up to log-factors) optimal rates for the interpolation
problem with fixed random design can be achieved under suitable assumptions.
4.1 Algorithm and convergence analysis
SupposeX is an RD-valued random variable with law µ and Y = y(X) for some measurable
function y : RD → R. Given i.i.d copies D = (X(l), Y (l))l=1,...,L, our aim is to estimate
the function y. This problem can be interpreted as an interpolation problem with fixed
random design, see [27, 5].
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Figure 2: Approximation errors against ∆−1 in a log10-log10-plot.
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Figure 3: Approximation errors against run time in a log10-log10-plot. Run times are for
a Matlab2017a implementation on a Windows desktop PC with an Intel Core i7-6700
CPU with 3.4GHz.
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∆−1 16 32 64 128 256 512
c1,paths = 74.07
mean 11.0988 11.1471 11.1767 11.1909 11.1985 11.2020
standard deviation 0.0087 0.0033 0.0019 0.0009 0.0005 0.0003
run time in s 1.42 5.38 18.06 60.30 187.58 585.13
c1,paths = 10
mean 11.1646 11.1561 11.1823 11.1889 11.1997 11.2025
standard deviation 0.0290 0.0108 0.0075 0.0023 0.0017 0.0011
run time in s 0.35 1.07 3.29 11.43 32.86 95.40
Table 2: Mean and standard deviation of yˆ0(0) across 100 runs of the algorithm and run
time for one run for varying c1,paths and ∆.
We propose a modified least-squares approach, which utilizes a brute-force truncation of
the singular value decomposition. To this end, let η(x) = (η1(x), . . . , ηK(x))
> denote a
vector of basis functions.
Algorithm 4.1. Fix a threshold τ > 0.
• Build the empirical regression matrix
A = (ηk(X
(l)))l=1,...,L; k=1,...K
and perform a singular value decomposition of A>:
A> = UDV, U ∈ O(K), V ∈ O(L),
where D is the K × L-matrix which has the singular values s1 ≥ s2 ≥ · · · ≥ sK ≥ 0
of A on the diagonal and has zero entries otherwise.
• If s2K ≥ Lτ , let
αL = UD
†V (Y (1), . . . , Y (L))>
where the pseudoinverse D† of D> is the K × L-matrix which has s−11 , . . . , s−1K on
the diagonal and has zero entries otherwise.
If s2K < Lτ , let
αL = 0 ∈ RK .
• Return
yˆL(x) := α
>
Lη(x) =
K∑
k=1
αL,kηk(x)
as an approximation of y.
Remark 4.2. (i) Truncated singular value decomposition is a popular regularization method
for ill-conditioned linear regression problems, see e.g. [22]. One approximates the solution
to the regression problem by using the largest t singular values only, i.e. one chooses the
coefficient vector
αˆt = UD
†
tV (Y
(1), . . . , Y (L))>,
where D†t is the K×L-matrix, which has s−11 , . . . , s−1t , 0, . . . , 0 on the diagonal and has zero
entries otherwise, and t can be interpreted as a regularization parameter. In contrast, in
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our brute-force SVD truncation, we either keep all singular values (if the smallest singular
value is sufficiently large), or we completely discard all the singular values (otherwise).
(ii) In practical implementations with L K, we recommend replacing the SVD above
by the thin SVD ([19], p.72). To this end, consider the SVD A> = UDV from above.
Denote by D¯ and D¯† the K×K matrices containing the first K columns of D and D† and
by V¯ the K×L matrix containing the first K rows of V. Due to the identitiesDV = D¯V¯ and
D†V = D¯†V¯, it suffices to compute V¯ and D¯ when implementing Algorithm 4.1, avoiding
the large L×L matrix V. In Matlab, this thin SVD is implemented via the ‘econ’ option
in the svd command.
For the error analysis, we write
R = (E[ηk(X)ηκ(X)])k,κ=1,...,K .
We assume that R has full rank and that we have access to bounds on the extremal
eigenvalues of R:
0 < λ∗ ≤ λmin(R) ≤ λmax(R) ≤ λ∗ <∞.
Theorem 4.3. Suppose that the basis functions ηk are bounded. Let
m := sup
x∈supp(X)
K∑
k=1
|ηk(x)|2
and τ = (1− )λ∗ for some  ∈ (0, 1). Then,
E
[∫
RD
|y(x)− yˆL(x)|2µ(dx)
]
≤
(
1 +
λ∗
λ∗(1− )
)
inf
α∈RK
∫
RD
|y(x)− α>η(x)|2µ(dx)
+2K exp
{
− 3
2L
6mλ∗/λ2∗ + 2(m/λ∗ + λ∗/λ∗)
}∫
RD
|y(x)|2µ(dx),
where yˆL is constructed by Algorithm 4.1.
Remark 4.4. (i) A remarkable feature of the algorithm is that for a fixed approximation
architecture (i.e., a fixed function basis), the statistical error converges exponentially in
the number L of samples.
(ii) If one scales the basis functions by a multiplicative constant γ 6= 0, then m, λmax(R),
and λmin(R) are scaled by the factor γ
2. Hence, the error analysis in the above theorem
is invariant against scaling of the basis functions.
(iii) The error analysis in the above theorem is not distribution-free, but it depends on
the distribution of X only through bounds on the extremal eigenvalues of the matrix R.
It is shown in [27] that the optimal rates for the interpolation problem with a random
design, when the samples are drawn from a uniform distribution on the unit cube, are not
valid for general distributions of X on the unit cube. Hence, some dependence of the error
bounds in Theorem 4.3 on the distribution of X cannot be avoided.
The proof is prepared by several lemmas. These lemmas do not require the basis functions
to be bounded, but they are merely assumed to be square-integrable with respect to the
law of X. The first lemma reduces the problem to a problem of estimating the SVD
truncation probability.
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Lemma 4.5. In the setting of Theorem 4.3,
E
[∫
RD
|y(x)− yˆL(x)|2µ(dx)
]
≤
(
1 +
λ∗
λ∗(1− )
)
inf
α∈RK
∫
RD
|y(x)− α>η(x)|2µ(dx)
+P ({s2K < L(1− )λ∗})
∫
RD
|y(x)|2µ(dx)
Proof. We decompose
E
[∫
RD
|y(x)− yˆL(x)|2µ(dx)
]
= E
[∫
RD
|y(x)− yˆL(x)|2µ(dx)1{s2K≥L(1−)λ∗}
]
+ E
[∫
RD
|y(x)− yˆL(x)|2µ(dx)1{s2K<L(1−)λ∗}
]
=: (I) + (II).
As yˆL = 0 on {s2K < L(1− )λ∗}, we obtain
(II) = P ({s2K < L(1− )λ∗})
∫
RD
|y(x)|2µ(dx).
We now treat term (I). We are going to show that
E
[∫
RD
|y(x)− yˆL(x)|2µ(dx)1{s2K≥L(1−)λ∗}
]
≤
(
1 +
λ∗
λ∗(1− )
)
inf
α∈RK
∫
RD
|y(x)− α>η(x)|2µ(dx). (14)
To this end we denote by α>∗ η(X) the orthogonal projection of Y on span(ηk(X); k =
1, . . . ,K). The full rank condition on R ensures that α∗ is uniquely determined. Then, by
orthogonality,
(I) = E
[∫
RD
|(y(x)− α>∗ η(x)) + (α>∗ η(x)− yˆL(x))|2µ(dx)1{s2K≥L(1−)λ∗}
]
≤ E
[∫
RD
|(αL − α∗)>η(x)|2µ(dx)1{s2K≥L(1−)λ∗}
]
+ inf
α∈RK
∫
RD
|y(x)− α>η(x)|2µ(dx)
It remains to show that
E
[∫
RD
|(αL − α∗)>η(x)|2µ(dx)1{s2K≥L(1−)λ∗}
]
≤ λ
∗
λ∗(1− ) infα∈RK
∫
RD
|y(x)− α>η(x)|2µ(dx) (15)
On the set {s2K ≥ L(1− )λ∗}, the empirical regression matrix A has rank K. Hence, α∗
is the unique solution z to the linear system
Az = (α>∗ η(X
(l)))l=1,...,L.
As UD†V is the pseudoinverse of A, we obtain,
αL − α∗ = UD†V ξL, ξL := (Y (l) − α>∗ η(X(l)))l=1,...,L.
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Thus, on the set {s2K ≥ L(1− )λ∗},∫
RD
|(αL − α∗)>η(x)|2µ(dx) = (αL − α∗)>
(∫
RD
η(x)η(x)>µ(dx)
)
(αL − α∗)
= ξ>LV
>(D†)>U>RUD†V ξL ≤ λmax(R) ξ>LV>(D†)>D†V ξL
≤ λmax(R)λmax((D†)>D†) ξ>L ξL ≤
λ∗
s2K
L∑
l=1
(Y (l) − α>∗ η(X(l)))2, (16)
because (D†)>D† = diag(s−21 , . . . , s
−2
K , 0, . . . , 0). Hence,
E
[∫
RD
|(αL − α∗)>η(x)|2µ(dx)1{s2K≥L(1−)λ∗}
]
≤ λ
∗
λ∗(1− )E
[
1
L
L∑
l=1
(Y (l) − α>∗ η(X(l)))2
]
=
λ∗
λ∗(1− ) infα∈RK
∫
RD
|y(x)− α>η(x)|2µ(dx).
Thus, (15) holds and the proof of the lemma is complete.
Remark 4.6. One can straightforwardly modify the estimate in (16) in order to show that,
thanks to the SVD truncation,
|αL|22 ≤
‖y‖∞
λ∗(1− ) .
Hence, the SVD truncation implies a control on the Euclidean norm of the coefficient
vector αL resulting from the empirical regression. A related approach can be found in [12],
where the sample is rejected, if the Euclidean norm of the coefficient vector exceeds some
given threshold. The main advantage of our approach is that we can apply concentration
inequalities for random matrices to estimate the probability that the SVD truncation takes
place, see the proof of Theorem 4.3 below. In contrast, the probability that a sample is
rejected is only discussed heuristically in [12].
Lemma 4.7.
P ({s2K < L(1− )λ∗}) ≤ P ({‖
1
L
(A>A)−R‖2 > λ∗}).
Proof. Note that s2K is the smallest eigenvalue of A
>A, and, then, s2K/L = λmin(
1
L(A
>A)).
Hence,
P ({s2K < L(1− )λ∗}) ≤ P ({λmin(
1
L
(A>A))− λmin(R) < −λ∗})
≤ P ({|λmin( 1
L
(A>A))− λmin(R)| > λ∗}.
Thus, the lemma follows from the fact that for positive semi-definite matrices Σ1,Σ2,
|λmin(Σ1)− λmin(Σ2)| ≤ ‖Σ1 − Σ2‖2,
see e.g. [23], Corollary 7.3.8.
The expression on the right-hand side in Lemma 4.7 can be estimated by a matrix Bern-
stein inequality. The following version is due to Tropp [40]:
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Theorem 4.8 ([40], Theorem 1.6). Consider a finite sequence (Zl) of independent, random
matrices of size K1 ×K2 . Assume that each random matrix satisfies
E[Zl] = 0, ‖Zl‖2 ≤ B, P -almost surely,
for some constant B ≥ 0. Let
σ2 := max
{∥∥∥∥∥∑
l
E[ZlZ
>
l ]
∥∥∥∥∥
2
,
∥∥∥∥∥∑
l
E[Z>l Zl]
∥∥∥∥∥
2
}
Then, for every t ≥ 0,
P ({‖
∑
l
Zl‖2 ≥ t}) ≤ (K1 +K2) exp
{
− t
2/2
σ2 +Bt/3
}
.
Proof of Theorem 4.3. In view of Lemmas 4.5 and 4.7, it suffices to show that
P ({‖ 1
L
(A>A)−R‖2 > λ∗}) ≤ 2K exp
{
− 3
2L
6mλ∗/λ2∗ + 2(m/λ∗ + λ∗/λ∗)
}
. (17)
We consider the random K ×K symmetric matrices
Zl = η(X
(l))η(X(l))> −R, l = 1, . . . , L.
Then,
P ({‖ 1
L
(A>A)−R‖2 > λ∗}) = P ({‖
L∑
l=1
Zl‖2 > Lλ∗}).
As obviously E[Zl] = 0, the matrix Bernstein inequality (Theorem 4.8) yields
P ({‖ 1
L
(A>A)−R‖2 > λ∗}) ≤ 2K exp
{
− 3
2L
6σ2/(λ2∗L) + 2B/λ∗
}
, (18)
where, by symmetry of Zl,
σ2 =
∥∥∥∥∥
L∑
l=1
E[Z2l ]
∥∥∥∥∥
2
, B = esssup
ω∈Ω
‖Zl(ω)‖2.
Recall that for a positive semi-definite matrix Σ,
‖Σ‖2 = max
u∈RK ; |u|2=1
u>Σu = λmax(Σ).
Hence, by the triangle inequality,
‖Zl‖2 ≤ max
u∈RK ; |u|2=1
(u>η(X(l))η(X(l))>u) + λmax(R) = |η(X(l))|22 + λmax(R)
≤ m+ λ∗.
Thus,
B ≤ (m+ λ∗).
Now, note that the matrix Z2l = ZlZ
>
l is (ω-wise) positive semidefinite, and then so is the
matrix E[Z2l ]. As
E[Z2l ] = E[η(X
(l))η(X(l))>η(X(l))η(X(l))>]−RR ≤ E[η(X(l))η(X(l))>η(X(l))η(X(l))>],
we obtain
σ2 ≤ Lλmax(E[η(X(l))η(X(l))>η(X(l))η(X(l))>]) ≤ Lmλmax(R) ≤ Lmλ∗.
Combining the estimates for B and σ2 with (18) we arrive at (17), and the proof is
complete.
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4.2 Piecewise polynomial estimates
We now consider the case of piecewise polynomial estimates, when the random variable
X is supported on the unit cube [0, 1]D. More precisely, we assume that X has a density
with respect to the Lebesgue measure in RD of the form
f(x)1[0,1]D
such that f is continuous and strictly positive on the unit cube.
Our aim in this section is twofold. First, we show that our algorithm can achieve (up to
a log-term) optimal rates of convergence for the interpolation problem with fixed random
design. Second, we illustrate how to apply Theorem 4.3 in a simple setting before turning
to the more involved proof of Theorem 3.5. Basically, all we need to establish as inputs for
the theorem are suitable bounds on eigenvalues and on the supremum norm of the basis
functions.
For fixed N ∈ N, we apply a regular cubic partition
Ci =
D∏
d=1
(
id
N
,
id + 1
N
]
, i = (i1, . . . iD) ∈ {0, . . . , N − 1}D,
of the unit cube. We still denote by Lq : R → R the Legendre polynomial of degree q,
which is normalized such that Lq(1) = 1, see Step 2 of Algorithm 3.3. Given a multi-index
j ∈ ND0 , we consider on each cube Ci the polynomials
pj,i(x) = N
D/2
D∏
d=1
√
2jd + 1Ljd (2(Nxd − id)− 1) .
We now fix the maximal degree Q ∈ N0, and define the basis functions to be
ηi,j = pi,j1Ci , i ∈ {0, . . . , N − 1}D, j ∈ ND0 ,
∑
d
jd ≤ Q.
To simplify the notation we also write ηk, k = 1, . . .K = N
D
(
D+Q
D
)
, for any fixed ordering
of these basis functions. We define
f∗ := inf
x∈[0,1]D
f(x), f∗ := sup
x∈[0,1]D
f(x), $(h) := sup
x,z∈[0,1]D, |x−z|∞≤h
|f(x)− f(z)|.
Hence, $ is the modulus of continuity of the density f with respect to the maximum norm.
The continuity assumption on f ensures that f∗ > 0, f∗ <∞, and $(h)→ 0, as h tends
to zero.
If we run Algorithm 4.1 in the above setting with τ = (1 − )f∗/2 for an arbitrary
0 <  < 1, we obtain the following convergence result.
Theorem 4.9. Assume Q = 0 or Q ∈ N such that
2
(
D +Q
D
)
e2Q ≤ f∗
$(1/N)
. (19)
Suppose y : [0, 1]D → R is (Q+ γ,C)-smooth, i.e. Q-times continuously differentiable and
the partial derivatives of order Q are γ-Ho¨lder-continuous for some 0 < γ ≤ 1 with Ho¨lder
constant C (w.r.t the Euclidean norm). Let
L ≥
ND
(
D+Q
D
)
e2Q(36f
∗
f∗ + 4) + 6f
∗
32f∗
log(c0N
D+2(Q+γ)) (20)
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for some constant c0 > 0. Then,
E
[∫
[0,1]D
|y(x)− yˆL(x)|2µ(dx)
]
≤ 1
N2(Q+γ)
((
1 +
3f∗
f∗(1− )
)
D2Q+γ
(Q!)2
C2 +
2
(
D+Q
D
)
c0
∫
[0,1]D
|y(x)|2µ(dx)
)
.
Remark 4.10. (i) Let the number of samples L tend to infinity, and choose NL as the largest
integer such that (20) is satisfied. Then, for every fixed Q, (19) is satisfied for sufficiently
large L. Hence, the previous theorem states L2-convergence of the order L−(Q+γ)/D up to
a logarithmic factor in the number of samples. This rate matches (up to the log-factor)
the L1-minimax lower bound in [27] for the uniform distribution in the class of (Q+γ,C)-
smooth functions and can, thus, be considered as optimal for the interpolation problem
with fixed random design. Evidently, our algorithm can beat the Monte Carlo rate of 1/2,
if the smoothness-to-dimension ratio is sufficiently large.
(ii) No attempt has been made to optimize the constants, but the focus of Theorem 4.9
is to derive the optimal rate of convergence. In particular the constant in front of the
log-factor in (20) is very conservative. As this constant determines the convergence rate of
the statistical error, the approximation error due to the basis choice actually is the leading
error term in the setting of Theorem 4.9.
(iii) Recall that, in the setting above, ND
(
D+Q
D
)
equals the number of basis functions. So
Theorem 4.9 reaches the optimal convergence rate, although the number of samples grows
only proportionally to the number of basis functions (up to the log-factor).
(iv) In the case that D = 1 and y is twice continuously differentiable with bounded second
derivative, we obtain (up to the log-factor) a rate of convergence of 2 in the number of
samples L. Our analysis hence improves upon the results in Section 4 of [9], who achieve
an OP -rate arbitrarily close to 1 in the number of samples when applying a standard
least-squares regression estimate (i.e., without the SVD truncation).
The proof of Theorem 4.9 relies on the following bounds of the supremum norm of the
basis functions and of the eigenvalues.
Lemma 4.11. Let R = E[η(X)η>(X)] and m = supx∈[0,1]D |η(x)|22. Assume Q = 0 or
that Q ∈ N satisfies (19). Then,
λmin(R) ≥ f∗/2, λmax(R) ≤ 3
2
f∗, m ≤ NDe2Q
(
D +Q
D
)
.
Proof. As the Legendre polynomials are bounded by 1 on [−1, 1], we obtain for every
i ∈ {0, . . . , N − 1}D and every j ∈ ND0 such that
∑
d jd ≤ Q,
sup
x∈Ci
|pi,j(x)| ≤ ND/2
D∏
d=1
√
2jd + 1 ≤ ND/2e
∑
d jd ≤ ND/2eQ. (21)
As the cubes are disjoint and there are
(
D+Q
D
)
basis functions per cube, the bound on m
immediately follows.
If Q = 0, then R is a diagonal matrix with entries NDµ(Ci), because p0 = 1. Applying
the bounds N−Df∗ ≤ µ(Ci) ≤ N−Df∗, we obtain that λmin(R) ≥ f∗ and λmax(R) ≤ f∗.
For Q ∈ N, R has (after re-ordering of the basis functions, if necessary) block diagonal
form, because the cubes are disjoint. Hence, it suffices to bound the eigenvalues separately
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on each cube Ci. In order to compute the entries of the block Ri of R, which stems from
cube Ci, we fix some point xi ∈ Ci. Then,∫
Ci
pi,j(x)pi,j′(x)µ(dx)
= f(xi)
(∫
Ci
pi,j(x)pi,j′(x)dx+
∫
Ci
pi,j(x)pi,j′(x)
f(x)− f(xi)
f(xi)
dx
)
=: f(xi) ((I) + (II))
Applying the orthonormality of the scaled Legendre polynomials
√
(2q + 1)/2Lq on [−1, 1]
with respect to the Lebesgue measure, we observe that
(I) =
∫
[−1,1]D
D∏
d=1
√
2jd + 1
2
Ljd (xd)
√
2j′d + 1
2
Lj′d (xd) dx
=
D∏
d=1
∫
[−1,1]
√
2jd + 1
2
Ljd (u)
√
2j′d + 1
2
Lj′d (u) du = 1j=j
′ .
Moreover, by (21)
|(II)| ≤ $(1/N)
f∗
e2Q.
Hence, by Gershgorin’s theorem (see [23], Theorem 6.1.1),
λmax(Ri) ≤ f(xi)
(
1 +
(
D +Q
D
)
$(1/N)
f∗
e2Q
)
≤ 3
2
f∗,
if condition (19) is satisfied. In the same way we get the bound λmin(Ri) ≥ f∗/2.
Proof of Theorem 4.9. In view of the previous lemma, we may apply Theorem 4.3 with
λ∗ =
3f∗
2
, λ∗ =
f∗
2
, m ≤ NDe2Q
(
D +Q
D
)
.
Then,
− 3
2L
(36f
∗
f2∗
+ 4 f∗ )N
De2Q
(
D+Q
D
)
+ 6f
∗
f∗
≤ − log(c0ND+2(Q+γ)).
Taking into account that K = ND
(
D+Q
D
)
, Theorem 4.3 yields,
E
[∫
[0,1]D
|y(x)− yˆL(x)|2µ(dx)
]
≤
(
1 +
3f∗
f∗(1− )
)
inf
α∈RK
∫
[0,1]D
|y(x)− α>η(x)|2µ(dx)
+N−2(Q+γ)
2
(
D+Q
D
)
c0
∫
[0,1]D
|y(x)|2µ(dx).
It remains to estimate the approximation error due to the basis choice. Note that
inf
α∈RK
∫
[0,1]D
|y(x)− α>η(x)|2µ(dx) =
∑
i
inf
pQ
∫
Ci
|y(x)− pQ(x)|2 µ(dx),
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where the infimum runs over the polynomials of degree at most Q. On each cube Ci fix
some xi ∈ Ci and denote by pQ the Taylor polynomial of degree Q around xi. Then, for
x ∈ Ci there is a point ζ on the line connecting xi and x such that
y(x)− pQ(x) = 1
Q!
∑
(d1,...,dQ)∈{1,...,D}Q
(
∂Qy(ζ)
∂xd1 ,...,xdQ
− ∂
Qy(x)
∂xd1 ,...,xdQ
)
Q∏
j=1
(xdj − xi,dj )
Hence,
|y(x)− pQ(x)| ≤ D
Q
Q!
C|x− ζ|γ2 |x− xi|Q∞ ≤
DQ
Q!
C
√
D
γ
N−(Q+γ),
which implies
inf
α∈RK
∫
[0,1]D
|y(x)− α>η(x)|2µ(dx) ≤ C2D
2Q+γ
(Q!)2
N−2(Q+γ).
5 Proof of Theorem 3.5
This section is devoted to the proof of Theorem 3.5. Thus, throughout this section all the
notation introduced in Algorithm 3.3 and Theorem 3.5 is in force. We define
X
(∆)
2 = X2 = X1 + b(X1)∆ + σ(X1)
√
∆ξ,
X
(∆,r2)
2 = X1 + b(X1)∆ + σ(X1)
√
∆[ξ]r2 ,
X
(∆,r2,i)
2 = Ui + b(Ui)∆ + σ(Ui)
√
∆[ξ]r2 ,
where, for i ∈ I∆, Ui is uniformly distributed on the cube Γi =
∏D
d=1(hid, h(id + 1)]. Here,
h = ccube∆
γcube .
The first lemma estimates the influence of truncating the Gaussian innovations at level
r2, where
r2 =
√
2 log(c2,trunc ∆−γ2,trunc log(∆−1)).
Lemma 5.1 (Truncation of Gaussian innovations). Suppose y ∈ C1b(RD) and ∆ < e−1,
r2 ≥ 1. Then, there is a constant C1 such that
E[|Hι,∆(ξ)y(X(∆)2 )−Hι,∆([ξ]r2)y(X(∆,r2)2 )|2|X1] ≤ C1∆2γ2,trunc/3−|ι|1
Proof. Let
g(x) = g(x;X1) = Hι,∆(x)y(X1 + b(X1)∆ + σ(X1)
√
∆x).
Then,
|Hι,∆(ξ)y(X(∆)2 )−Hι,∆([ξ]r2)y(X(∆,r2)2 )| = |g(ξ)− g([ξ]r2)|
= |
∫ 1
0
〈∇g(ξ + u([ξ]r2 − ξ)), [ξ]r2 − ξ〉du|
≤
∫ 1
0
|[ξ]r2 − ξ|2 |∇g(ξ + u([ξ]r2 − ξ))|2du. (22)
We next estimate the gradient of g. By the product rule,
|∇g(x)|2 ≤ ‖y‖∞ |∇Hι,∆(x)|2 +
√
∆Cb,σ‖∇y‖∞ |Hι,∆(x)|.
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Denote by CH,q a positive constant such that
|Hι0,1(x)| ≤ CH,q(1 + |x|q2)
for every multi-index ι0 satisfying |ι0|1 ≤ q. As, for ιj ≥ 1,
∂
∂xj
Hι,∆(x) = ∆
−|ι|1/2ιjHιj−1(xj)
∏
d6=j
Hιd(xd) = ∆
−|ι|1/2ιjHι−ej ,1(x),
(ej denoting the jth unit vector in RD), we obtain for ∆ ≤ 1
|∇g(x)|2 ≤ (‖y‖∞
√
D|ι|∞ + Cb,σ‖∇y‖∞)CH,|ι|1(1 + |x||ι|12 )∆−|ι|1/2
=: Cˆ1(1 + |x||ι|12 )∆−|ι|1/2.
Plugging this estimate into (22) and applying Jensen’s inequality, Fubini’s theorem, and
Ho¨lder’s inequality yields
E[|Hι,∆(ξ)y(X(∆)2 )−Hι,∆([ξ]r2)y(X(∆,r2)2 )|2|X1]
≤ E[|[ξ]r2 − ξ|32]2/3
∫ 1
0
E[(Cˆ1(1 + |ξ + u([ξ]r2 − ξ)||ι|12 )∆−|ι|1/2)6]1/3du
≤ Cˆ21∆−|ι|1E[|[ξ]r2 − ξ|32]2/3 max
u∈[0,1]
E[(1 + |ξ + u([ξ]r2 − ξ)||ι|12 )6]1/3.
We next estimate the last factor. By Jensen’s inequality (twice),
E[(1 + |ξ + u([ξ]r2 − ξ)||ι|12 )6] ≤ 25(1 +D3|ι|1E[|ξ1 + u([ξ1]r2 − ξ1)|6|ι|1 ]
By convexity, the supremum over u ∈ [0, 1] of the righthand side is attained at u = 0 or
u = 1. As the absolute moments of the truncated normal distribution are smaller than
those of the normal distribution, it is, in fact, attained at u = 0. Recalling that the qth
moment of a normal distribution is given by (q − 1)!! for even q, we thus obtain
E[|Hι,∆(ξ)y(X(∆)2 )−Hι,∆([ξ]r2)y(X(∆,r2)2 )|2|X1]
≤ Cˆ2125/3(1 +D3|ι|1+1(6|ι|1 − 1)!!)1/3∆−|ι|1E[|[ξ]r2 − ξ|32]2/3.
Finally,
E[|[ξ]r2 − ξ|32] = E[(
D∑
d=1
|ξd − [ξd]r2 |2])3/2] ≤ D3/2E[|ξ1 − [ξ1]r2 |3]
≤ 2D3/2
∫ ∞
r2
u3ϕ(u)du = D3/2(2r22ϕ(r2) + 4ϕ(r2)) ≤ 6D3/2r22ϕ(r2).
Combining the previous estimates, we arrive at
E[|Hι,∆(ξ)y(X(∆)2 )−Hι,∆([ξ]r2)y(X(∆,r2)2 )|2|X1]
≤ 25/362/3D(‖y‖∞
√
D|ι|∞ + Cb,σ‖∇y‖∞)2C2H,|ι|1(1 +D3|ι|1+1(6|ι|1 − 1)!!)1/3
×∆−|ι|1(r22ϕ(r2))2/3.
Taking the form of r2 into account, we get
r22ϕ(r2) ≤
√
2
pi
(log(c2,trunc) + γ2,trunc + 1)
∆γ2,trunc
c2,trunc
,
which finishes the proof.
28
We next denote by Θ a (finite) family of random variables independent of (X1, ξ, Ui)i∈I∆ .
We think of Θ as containing the simulated samples which are applied for estimating y,
and assume that some measurable estimator yˆ(x1, x2; θ) of y(x2) is given. Recall that the
truncation in space for the x1-variable (i.e. the set Γ in Step 1 of Algorithm 3.3) depends
on the constant
r1 =
√
C2,fχ
2
D(c1,trunc ∆
γ1,trunc).
The next lemma takes care of the change in the sampling distribution and removes the
derivative weight.
Lemma 5.2 (Removal of the derivative weight and change of measure). Suppose y ∈
C
Q
b (R
D) for Q ∈ N s.t. Q ≥ |ι|1, and let ∆ < min(e−1, c−1/γ1,trunc1,trunc ), r2 ≥ 1, γ2,trunc ≥
3|ι|1/2. Let Γ := Γ(∆) := ∪i∈I∆Γi and assume yˆ(x1, x2; θ) = 0 for x1 /∈ Γ. Choose
σ(Θ)-measurable sets Γ˜i (i ∈ I∆) such that for every i ∈ I∆,
yˆ(x1, x2; Θ(ω)) = 0 for every x1 ∈ Γi, x2 ∈ RD, ω ∈ Γ˜ci .
(One may choose Γ˜i = Ω to ensure that this condition is always satisfied).
Then, there is a constant C2 such that
E[|E[Hι,∆([ξ]r2)y(X(∆,r2)2 )|X1]− E[Hι,∆([ξ]r2)yˆ(X1, X(∆,r2)2 ,Θ)|X1,Θ]|2]
≤ C2
(
∆γ1,trunc + (1 + log(∆−1)D/2) max
i∈I∆
P (Γ˜ci )
+ ∆−|ι|1(1 + log(∆−1)D/2) max
i∈I∆
E[1Γ˜i |y(X
(∆,r2,i)
2 )− yˆ(Ui, X(∆,r2,i)2 ,Θ)|2]
)
.
Proof. We decompose, using Ho¨lder’s inequality and exploiting that Θ is independent of
(X1, X2, ξ),
|E[Hι,∆([ξ]r2)y(X(∆,r2)2 )|X1]− E[Hι,∆([ξ]r2)yˆ(X1, X(∆,r2)2 ,Θ)|X1,Θ]|2
≤
1{X1 /∈Γ} + ∑
i∈I∆
1Γ˜ci
1{X1∈Γi}
E[Hι,∆([ξ]r2)y(X(∆,r2)2 )|X1]2
+
∑
i∈I∆
1Γ˜i1{X1∈Γi}E[|Hι,∆([ξ]r2)|
2]E[|y(X(∆,r2)2 )− yˆ(X1, X(∆,r2)2 ,Θ)|2|X1,Θ]
= (I) + (II).
Let
z(x) = E[Hι,∆(ξ)y(X
(∆)
2 )|X1 = x].
By (3), the regression function z is bounded. Applying the previous lemma, we get,
(I) ≤
1{X1 /∈Γ} + ∑
i∈I∆
1Γ˜ci
1{X1∈Γi}
 2(‖z‖2∞ + C1∆2γ2,trunc/3−|ι|1),
and, thus, by independence of X1 and Θ,
E[(I)] ≤ 2
(
P ({X1 /∈ Γ}) + P ({X1 ∈ Γ}) max
i∈I∆
P (Γ˜ci )
)
(‖z‖2∞ + C1). (23)
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However,
P ({X1 /∈ Γ}) =
∫
Γc
f(x)dx ≤
∫
{|x|2>r1}
C1,f
(2piC2,f )D/2
exp
{−|x|22
2C2,f
}
dx
= C1,f
∫
{|x|22>r21/C2,f}
1
(2pi)D/2
exp
{−|x|22
2
}
dx
= C1,fP ({Ξ > r21/C2,f}),
where Ξ is χ2-distributed with D degrees of freedom. Taking the particular form of r1
into account, we obtain
P ({X1 /∈ Γ}) ≤ C1,fc1,trunc ∆γ1,trunc . (24)
Moreover,
P ({X1 ∈ Γ}) ≤ C1,f
(2piC2,f )D/2
λ⊗D(Γ). (25)
Since Γ ⊂ [−(r1 + h), r1 + h]D we obtain,
λ⊗D(Γ) ≤ 2D(r1 + h)D.
As the (1− α)-quantiles of a χ2-distribution with D degrees of freedom satisfy
χ2D(α) ≤ D + 2 log(1/α) + 2
√
D log(1/α) ≤ 2D + 3 log(1/α),
see e.g. [24], we observe that
χ2D(c1,trunc ∆
γ1,trunc) ≤ 2D + 3 log(c−11,trunc) + 3γ1,trunc log(∆−1).
Hence,
λ⊗D(Γ) ≤ 2D(ccube +
√
2C2,fD + 3C2,f (log(c
−1
1,trunc) ∨ 0) +
√
3C2,fγ1,trunc log(∆−1))D.
(26)
Combining (23)–(26), we arrive at
E[(I)] ≤ C2
(
∆γ1,trunc + (1 + log(∆−1)D/2) max
i∈I∆
P (Γ˜ci )
)
.
We next turn to term (II). Applying the previous lemma once more with y ≡ 1, we get
by the orthonormality of the Hermite polynomials Hι,1 with respect to the distribution of
ξ
E[|Hι,∆([ξ]r2)|2] ≤ 2(E[|Hι,∆(ξ)|2] + C1∆2γ2,trunc/3−|ι|1) ≤ 2(1 + C1)∆−|ι|1 .
Thus,
E[(II)]
≤ 2(1 + C1)∆−|ι|1
∑
i∈I∆
E[1Γ˜i
∫
RD
∫
Γi
|y(x1 + b(x1)∆ + σ(x1)
√
∆[w]r2)
−yˆ(x1, x1 + b(x1)∆ + σ(x1)
√
∆[w]r2 ; Θ)|2f(x1)ϕ⊗D(w)dx1dw]
≤ ∆−|ι|1 2(1 + C1)C1,f
(2piC2,f )D/2
λ⊗D(Γ) max
i∈I∆
E[1Γ˜i
∫
RD
∫
Γi
|y(x1 + b(x1)∆ + σ(x1)
√
∆[w]r2)
−yˆ(x1, x1 + b(x1)∆ + σ(x1)
√
∆[w]r2 ; Θ)|2
1
λ⊗D(Γi)
ϕ⊗D(w)dx1dw]
≤ 2(1 + C1)C1,f
(2piC2,f )D/2
λ⊗D(Γ)∆−|ι|1 max
i∈I∆
E[1Γ˜i |y(X
(∆,r2,i)
2 )− yˆ(Ui, X(∆,r2,i)2 ,Θ)|2].
In view of (26), the proof is complete.
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We next consider
X˜∆ = Uh + b(Uh)∆ + σ(Uh)
√
∆[ξ]r2 ,
where Uh is uniformly distributed on a cube Γ˜ = a0 + (−h/2, h/2]D, a0 ∈ RD, and ξ
is a D-dimensional vector of independent standard normal variables. We suppose that
h = ccube∆
γcube for some 0 < γcube < 1/2 and ccube > 0. Hence, X˜∆ corresponds to
X
(∆,r2,i)
2 on a ‘generic’ cube of volume h
D.
Recall the construction of the basis functions in Algorithm 3.3 for fixed Q ∈ N0: Denoting
by Lq the Legendre polynomial of degree q ≤ Q, and, given a multi-index j ∈ ND0 such
that |j|1 ≤ Q, we consider the polynomials
pj(x) =
D∏
d=1
√
2jd + 1Ljd (xd) ,
which are finally rescaled to
ηj(x) = pj
(
x− a0
h/2
)
, j ∈ ND0 ,
∑
d
jd ≤ Q.
We fix some ordering of these
(
D+Q
D
)
basis functions and write ηk, k = 1, . . .K :=
(
D+Q
D
)
,
R∆ = (E[ηk(X˜∆)ηκ(X˜∆)])k,κ=1,...,K .
In order to apply Theorem 4.3, we need to estimate
λmin,∆ := λmin(R∆), λmax,∆ := λmax(R∆), m∆ := sup
x∈supp(X˜∆))
K∑
k=1
|ηk(x)|2.
Lemma 5.3. As ∆→ 0, we have
λmin,∆ → 1, λmax,∆ → 1, m∆ →
∑
j∈ND0 ;|j|1≤Q
D∏
d=1
(2jd + 1).
As a preparation for the eigenvalue estimates we first prove the following lemma.
Lemma 5.4. Suppose η˜ = (η˜1, . . . , η˜K)
> is a system of orthonormal polynomials of degree
at most Q ∈ N for the law of some RD-valued random variable X(1). Let X(2) be another
RD-valued random variable. We consider the matrix
R(2) = E[η˜(X(2))η˜>(X(2))].
Then, there is a constant cη˜, which only depends on the coefficients of the polynomials η˜k
(and on Q, D) such that
λmin(R
(2)) ≥ 1−Kcη
(
E[|X(1) −X(2)|22]1/2(1 + E[|X(1)|4Q−22 ]1/2) + E[|X(1) −X(2)|2Q2 ]
)
λmax(R
(2)) ≤ 1 +Kcη
(
E[|X(1) −X(2)|22]1/2(1 + E[|X(1)|4Q−22 ]1/2) + E[|X(1) −X(2)|2Q2 ]
)
Proof. Recall that R(1) = E[η˜(X(1))η˜>(X(1))] is the identity matrix. In view of Ger-
shgorin’s theorem ([23], Theorem 6.1.1), it hence suffices to show that for every k, k′ =
1, . . .K,
|E[η˜k(X(2))η˜k′(X(2))]− E[η˜k(X(1))η˜k′(X(1))]|
≤ cη
(
E[|X(1) −X(2)|22]1/2(1 + E[|X(1)|4Q−22 ]1/2) + E[|X(1) −X(2)|2Q2 ]
)
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As ∇(η˜kη˜k′) is a vector of polynomials of degree at most 2Q − 1 whose coefficients only
depend on the coefficients of the polynomials in the system η˜, there is a constant cη˜
(depending also on Q, D) such that
|∇(η˜kη˜k′)(x)|2 ≤ cη(1 + |x|2Q−12 )
for every k, k′ = 1, . . .K. Hence, by Jensen’s and Ho¨lder’s inequality,
|E[η˜k(X(1))η˜k′(X(1))]− E[η˜k(X(1))η˜k′(X(1))]|
= |
∫ 1
0
E[(X(2) −X(1))>∇(ηkηk′)(X(1) + u(X(2) −X(1)))]du|
≤ cηE[|(X(2) −X(1))|2 (1 + (|X(1)|2 + |X(2) −X(1)|2)2Q−1)]
≤ cη22Q−2E[|(X(2) −X(1))|22]1/2(1 + E[|X(1)|4Q−22 ]1/2) + cη22Q−2E[|(X(2) −X(1))|2Q2 ].
Proof of Lemma 5.3. For the eigenvalue estimates we apply the previous lemma with
X(1) =
Uh − a0
h/2
, X(2) =
X˜∆ − a0
h/2
to the system of multivariate Legendre polynomials (pj)|j|1≤Q. Since X
(1) is uniformly
distributed on the cube (−1, 1]D, we obtain,
E[pj(X
(1))pj′(X
(1))] =
D∏
d=1
∫ 1
−1
√
2jd + 1
2
√
2j′d + 1
2
Lj′d(xd)Ljd(xd)dxd = 1j=j
′ .
Hence, (pj)|j|1≤Q are orthonormal with respect to the law of X
(1). Moreover,
|X(2) −X(1)|2 = 2|b(Uh)c−1cube∆1−γcube + c−1cubeσ(Uh)∆1/2−γcube [ξ]r2 |2
≤ 2cb,σ
ccube
(∆1−γcube + ∆1/2−γcube |ξ|2).
As γcube =
ρ+|ι|1
2(Q+1) <
1
2 , we observe that
E[|X(2) −X(1)|22] + E[|X(2) −X(1)|2Q2 ]→ 0
for ∆→ 0, and, consequently, by the previous lemma, λmin,∆, λmax,∆ → 1.
We now turn to the limiting behavior of m∆. Note first that
m∆ := sup
x∈supp(X(2)))
∑
|j|1≤Q
|pj(x)|2,
and recall that the squared univariate Legendre polynomials achieve their maximum on
[−u, u] at u, if u ≥ 1. As X(1) is uniformly distributed on (−1, 1]D and, because, similarly,
to the above estimate
|X(2) −X(1)|∞ ≤ 2cb,σ
ccube
(∆1−γcube +
√
D∆1/2−γcuber2),
we observe that
m∆ → sup
x∈[−1,1]D
∑
|j|1≤Q
|pj(x)|2 =
∑
j∈ND0 ;|j|1≤Q
D∏
d=1
(2jd + 1).
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In view of Theorem 4.3, the following lemma is the key to control the statistical error in
Algorithm 3.3.
Lemma 5.5. Let
L = L∆ = dγpaths c1,paths log(c2,paths ∆−1)e
for constants
γpaths > 0, c2,paths > 0, c1,paths > c
∗
paths(Q,D) :=
2
3
+
8
3
∑
j∈ND0 ;|j|1≤Q
D∏
d=1
(2jd + 1).
Let
τ ∈
0, 1−(c∗paths(Q,D)
c1,paths
)1/2 .
Then, there is a constant ∆0 > 0 such that, for every ∆ ≤ ∆0, ∆ := 1 − τ/λmin,∆ ∈
(0, 1− τ/2] and
2K exp
{
− 3
2
∆L
6m∆λmax,∆/λ2min,∆ + 2∆(m∆/λmin,∆ + λmax,∆/λmin,∆)
}
≤ 2
(
D+Q
D
)
c
γpaths
2,paths
∆γpaths .
Proof. We denote by β < 1 the unique constant such that
τ = β
1−(c∗paths(Q,D)
c1,paths
)β/2 .
Let
m∞ :=
∑
j∈ND0 ;|j|1≤Q
D∏
d=1
(2jd + 1).
By Lemma 5.3, there is a ∆0 > 0 such that for every ∆ ≤ ∆0
λmax,∆/λmin,∆ ≤
(
c∗paths(Q,D)
c1,paths
)−(1−β)
,
m∆λmax,∆/λ
2
min,∆ ≤ m∞
(
c∗paths(Q,D)
c1,paths
)−(1−β)
,
m∆/λmin,∆ ≤ m∞
(
c∗paths(Q,D)
c1,paths
)−(1−β)
,
λmin,∆ ∈ [β, 2].
The last property ensures that
∆ ≥
(
c∗paths(Q,D)
c1,paths
)β/2
> 0,
and ∆ ≤ 1− τ/2. Hence,
32∆c1,paths ≥
(
c∗paths(Q,D)
c1,paths
)β−1
(2 + 8m∞) .
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Inserting the above inequalities and the definition of L yields
32∆L
6m∆λmax,∆/λ2min,∆ + 2∆(m∆/λmin,∆ + λmax,∆/λmin,∆)
≥ γpaths log(c2,paths ∆−1).
Recalling that K =
(
D+Q
D
)
, the assertion follows.
Proof of Theorem 3.5. Write
yˆ(x1, x2,Θ) :=
∑
i∈I∆
1Γi(x1)
K∑
k=1
αL,i,kηi,k(x2)
where the coefficients αL,i,k are computed via Algorithm 3.3 and depend on the simulated
samples
Θ = (Ui,l, ξi,l)l=1,...,L; i∈I∆ .
Let (X1, ξ, Ui)i∈I∆ be an independent family, which is also independent of Θ, and such
that X1 is µ1-distributed, ξ is a vector of length D of independent standard normals, and
Ui is uniformly distributed on Γi. Then,
zˆ(x) :=
∑
i∈I∆
1Γi(x)
K∑
k=1
αL,i,kE[ηi,k(x+ b(x)∆ + σ(x)
√
∆[ξ]r2)Hι,∆([ξ]r2)]
satisfies
zˆ(X1) = E[Hι,∆([ξ]r2)yˆ(X1, X
(∆,r2)
2 ,Θ)|X1,Θ].
Let
Γ˜i := {s2i,K ≥ τL},
where si,K is the smallest singular value of the random regression matrix Ai. By Lemmas
5.1 and 5.2, we obtain for sufficiently small ∆,
E
[∫
RD
|E[Hι,∆(ξ)y(X2)|X1 = x]− zˆ(x)|2µ1(dx)
]
= E
[|E[Hι,∆(ξ)y(X2)|X1]− zˆ(X1)|2]
≤ 2E
[
|E[Hι,∆([ξ]r2)y(X(∆,r2)2 )|X1]− zˆ(X1)|2
]
+ 2C1∆
2γ2,trunc/3−|ι|1
≤ 2C2 log(∆−1)D/2∆−|ι|1 max
i∈I∆
E[1{s2i,K≥τL}|y(X
(∆,r2,i)
2 )− yˆ(Ui, X(∆,r2,i)2 ,Θ)|2]
+2C2∆
γ1,trunc + 2C1∆
2γ2,trunc/3−|ι|1 + 2C2 log(∆−1)D/2 max
i∈I∆
P ({s2i,K ≥ τL})
By the choice of γ1,trunc = ρ and γ2,trunc = 1.5(ρ + |ι|1), the last two terms are of order
∆ρ. It thus remains to show that there is a constant C3 ≥ 0 and a ∆0 > 0 such that for
every ∆ ≤ ∆0 and i ∈ I∆
P ({s2i,K ≥ τL}) ≤ C3∆ρ,
E[1{s2i,K≥τL}|y(X
(∆,r2,i)
2 )− yˆ(Ui, X(∆,r2,i)2 ,Θ)|2] ≤ C3∆ρ+|ι|1 . (27)
Note that
yˆ(Ui, X
(∆,r2,i)
2 ,Θ) =
K∑
k=1
αL,i,k ηi,k(X
(∆,r2,i)
2 ),
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where the coefficients (αL,i,k)k=1,...,K are computed on the ith cube via Algorithm 4.1. Let
∆ := 1 − τ/λmin,∆ Applying Lemma 4.7 and (17) in conjunction with Lemma 5.5, there
is a ∆0 > 0 such that for ∆ ≤ ∆0
P ({s2i,K ≥ τL}) ≤
2‖y‖2∞
(
D+Q
D
)
cρ2,paths
∆ρ
Hence, the first term in (27) is of the required order as well.
Concerning the second term in (27), we obtain in view of (14),
E[1{s2i,K≥τL}|y(X
(∆,r2,i)
2 )− yˆ(Ui, X(∆,r2,i)2 ,Θ)|2]
≤
(
1 +
λmax,∆
λmin,∆(1− ∆)
)
inf
α∈RK
E[|y(X(∆,r2,i)2 )−
K∑
k=1
αkηi,k(X
(∆,r2,i)
2 )|2]
By Lemma 5.3, we may assume without loss of generality that λmax,∆ ≤ 2 for ∆ ≤ ∆0 (by
decreasing ∆0, if necessary). Hence, for ∆ ≤ ∆0,
λmax,∆
λmin,∆(1− ∆) ≤ 2τ
−1.
Concerning the approximation error due to the choice of the basis functions, we perform
a Taylor expansion of order Q around the center ai of the ith cube. Then, as in the proof
of Theorem 4.9, there is a polynomial P of degree at most Q such that
|y(X(∆,r2,i)2 )− P(X(∆,r2,i)2 )| ≤ C4|X(∆,r2,i)2 − ai|Q+12
for some constant C4 ≥ 0, which depends only on D, Q, and the CQ+1b -norm of y. As this
polynomial can be expressed as linear combination of the rescaled Legendre polynomials
ηi,k, k = 1, . . . ,K, we observe that
inf
α∈RK
E[|y(X(∆,r2,i)2 )−
K∑
k=1
αk ηi,k(X
(∆,r2,i)
2 )|2] ≤ C24E[|X(∆,r2,i)2 − ai|2(Q+1)2 ]
Since,
|X(∆,r2,i)2 − ai|2 ≤
√
D
h
2
+ Cb,σ(∆ +
√
∆[ξ]r2),
the term
E[|X(∆,r2,i)2 − ai|2(|ι|1+ρ+1)2 ]
is of the order ∆(2Q+2)γcube = ∆ρ+|ι|1 . Thus, the proof of (27) is complete.
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