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Abstract. Most research in Information Extraction concentrates on the
extraction of relations from texts but less work has been done about their
organization after their extraction. We present in this article a multi-level
clustering method to group semantically equivalent relations: a first step
groups relation instances with similar expressions to form clusters with
high precision; a second step groups these initial clusters into larger se-
mantic clusters using more complex semantic similarities. Experiments
demonstrate that our multi-level clustering not only improves the scal-
ability of the method but also improves clustering results by exploiting
redundancy in each initial cluster.
Keywords: unsupervised information extraction, relation extraction,
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1 Introduction
Unsupervised Information Extraction (UIE) differs from standard Information
Extraction (IE) approaches by opening IE systems to unknown information
structures. Such approaches allow to discover non-predefined relations between
entities [12], which helps handling the heterogeneous relation types found in
open-domain [2, 9] and proves useful in application contexts such as strategic or
competitive intelligence. A very light form of supervision can also be taken into
account in such approaches by enabling users to delimit a topical context, such
as in the On-Demand Information Extraction paradigm [23].
Most of the work in UIE is dedicated to the extraction of relations and less
to their organization. Based on a statistical classifier (e.g., TextRunner [2]),
on bootstrapping (e.g., Ollie [16]) or on patterns and rules (e.g. ReVerb [9] or
[1, 11]), such systems concentrate on guaranteeing the validity of each extraction
rather than on the organization of relations. However, structuring the extracted
relations is important both to characterize the type of relations and facilitate
the access to information for the end-users.
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In [14], a clustering of relations is performed but misses a more semantic
dimension in relation similarity and fails to group synonyms or paraphrases. A
more semantic similarity is proposed by [7] but is evaluated only on a small
corpus. Large-scale semantic clustering of extracted relations is still a challenge,
even if some approaches have been proposed such as [18] or [19]. However, [18] ap-
plies semantic criteria mainly for finding equivalent entities, whereas we focus on
similar relation expressions, and [19] exploits the specific context of Wikipedia.
We present in this article an efficient and effective multi-level clustering pro-
cedure that succeeds in grouping relations that are expressed either by similar
expressions or synonymous phrases and can be applied at a large scale. We fo-
cus only on relations between named entities because, in an applicative context
of strategic or competitive intelligence, relations of interest are mostly oriented
by named entities. Experiments demonstrate that our multi-level clustering not
only improves the scalability of the method, but also improves the clustering
results by exploiting redundancy in each initial cluster.
2 Related Work
In UIE approaches based on clustering [12, 22, 23], clustering methods play a dual
role since they provide a cluster structure to relation instances at the same time
these instances are extracted. In [12], each cluster is likely to contain semantic
variations of the same relation, including synonyms, since it results from the
merging of sets of relation instances based on the co-occurrence of the same pair
of named entities. [23] creates an off-line base of paraphrases, relying on shared
named entities to align sentences from multiple newspapers reporting the same
event: relation patterns linking the same pair of entities are placed in the same
pattern set. In general, these clustering methods are designed to detect reliable
relation patterns while we are interested in a method that focuses specifically on
finding synonymous patterns.
[14] proposes a method for extracting high-level relations and concepts from
the relations of TextRunner through a co-clustering method based on Markov
Logic that simultaneously generates classes of arguments and classes of relations.
However, as it doesn’t exploit any lexical semantic resources, it generally fails
to group synonyms or paraphrases. In the same way, [4] performs co-clustering
but applies it on a dual representation of relations, either as entity pairs (ex-
tension) or as lexical patterns (intension). This co-clustering relies on a matrix
of co-occurrence between entity pairs and lexical patterns and requires, to be
effective, a good connectivity in the entity relation graph. Similarly, the effec-
tiveness of the inference procedure of generative models in UIE [21, 27] relies on
the connectivity of the whole entity relation graph, which is not very scalable.
Our multi-level clustering approach addresses this issue by limiting the use of
semantic similarity measures to small sets of relation instances. [18] also clusters
both the relations and their arguments but adopts a less integrated approach
and relies on lexical semantic resources built from corpora. Its clustering method
globally takes advantage of redundant information from a first clustering so that
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more equivalent entities can be detected. However, our objective is more focused
on the detection of equivalent expressions of relations.
Concerning semantic similarities, [7] exploits lexical information from Word-
Net but its evaluation is done on a small corpus whereas we target large-scale
approaches. Moreover, it only exploits verbs, whereas we want to include nouns
as well, and we rely on an initial clustering step that provides a more robust
base to our semantic clustering.
3 A Multi-level Clustering
We propose a multi-level clustering procedure for relation organization that
groups the instances of relations extracted from a large corpus into clusters
by relying on their semantic similarity.
Each relation instance is extracted from the co-occurrence of two named
entities in a sentence and then filtered according to the two-step method defined
in [24]: a filtering based on simple heuristics (such as a threshold on the number
of words between the entities) is first applied to throw away a large number of
incorrect relations with a good precision, followed by a second, more fine-grained,
filtering based on a statistical classifier. Relation instances are then characterized
by a pair of named entities and a linguistic form, composed of the normalized
part of the sentence between these entities, called Cmid.
In unsupervised IE tasks, the number of extracted relation instances can be
very large, which makes the direct search for semantic similarities among these
instances too costly. At the same time, we need to deal with the diversity of these
instances both in terms of types and forms of expression. We also observed that
this diversity can be decomposed into several levels and more particularly, that
a part of the extracted relation instances can be described by the same keyword,
with slight variations, as illustrated in Table 1. In this table, each line refers to
the same relation, expressed with different linguistic forms.
Table 1. Examples of variations of the linguistic form of relations
Category Relations, grouped by form, with normalized words
org – org create the, who create, ... establish the, who establish the, ...
org – loc base in, a company base in, ... locate in, which be locate in, ...
org – per a group found by, which be found by, ...
per – org who be the head of, become head of, ...
The large-scale constraint, the variability of the expressions of the relations
and this observation motivate our multi-level approach: by first clustering rela-
tions with very similar linguistic expressions (such as create the and who create),
we can efficiently group the syntactic paraphrases of a relation into small but
precise initial clusters. Then, a second level of clustering takes into account more
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complex semantic similarities to further group the initial clusters into larger se-
mantic clusters. The cost of using semantic criteria is limited by the fact that
the initial clusters are far less numerous than the extracted relations. Both ini-
tial clustering and semantic clustering are applied within each relation category,
characterized by the type of the named entities linked by the relation.
3.1 Initial Clustering
As stated above, the goal of the initial clustering is to split the large set of
extracted relations into groups of similar relations with only slight syntactic
differences. To implement this kind of similarity between relations, we used the
standard Cosine similarity on a bag-of-word representation of the Cmid part
of the relation, which is an interesting option due to its efficiency. Moreover,
this calculation was made faster by the application of the All Pairs Similarity
Search (APSS) algorithm [3], which builds the similarity matrix of relations
very efficiently by exploiting a fixed similarity threshold, given as a parameter,
to avoid the computation of all pairwise similarities.
All the words in the linguistic expression of a relation do not have the same
importance, which we characterize in our framework by a weight. More precisely,
we experimented three methods for weighting the words of relations.
Binary All words appearing in Cmid are given the same weight (w=1.0).
tf-idf Words are weighted by the tf-idf score. idf corresponds in our case to the
inverse relation frequency and measures the specificity of a word among the
extracted relations.
POS Specific weights are given to words according to their part-of-speech (POS)
category. An analysis of POS categories led us to divide them into four classes
(plus a default class with weight w=0.5) according to the importance of their
contribution to the semantic expression of a relation:
Direct
(w=1.0)
words directly linked to the meaning of a relation, including
verbs, nouns, adjectives, prepositions and particles;
Indirect
(w=0.75)
words that are not directly linked to the meaning of the re-
lation but are characteristic of a form of its expression, such
as adverbs and pronouns;
Complement
(w=0.5)
words that provide complementary information in the rela-
tion, such as proper nouns and interjections;
Noise
(w=0.0)
words, such as symbols, numbers, determiners, coordinating
conjunctions or modal words, that are not considered as rel-
evant to the expression of the relation.
This initial clustering procedure groups most similar expressions into the
same cluster in a precise way. Nevertheless, some relation instances are missed
because the general weighting schemes do not always give high weights to the
most significant words of the linguistic form of a relation. Furthermore, we ob-
served that most of the relation instances are characterized by either a verb (e.g.
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founded for a group founded by, which is founded by) or a noun (e.g. head for
who is the head of, becomes head of ). In an initial cluster, this characterizing
keyword has generally a much higher frequency than the other words. Hence,
following [12], we consider the most frequent word (verb or noun) of an initial
cluster as its label and use it to add a refinement step to the initial clustering
in which the initial clusters that share the same label are merged to form bigger
initial clusters.
3.2 Semantic Clustering
The second clustering step aims at grouping the initial clusters according to a
more semantic similarity in order to gather equivalent relations expressed differ-
ently, such as based in and which is located in. This clustering relies on cluster-to-
cluster comparisons, which actually implies to consider three levels of semantic
similarity. The first level is the targeted similarity between the initial clusters to
merge. This similarity relies on the similarity between relations, which are the
basic elements of clusters, which itself relies on a semantic similarity between
words because they are the basic elements of the linguistic form of the relations.
We describe how these three levels of semantic similarity are implemented in the
increasing order of their granularity (words, relations, clusters).
Word-level similarity. Semantic similarity measures between words are usu-
ally separated into two categories: measures based on manually-built resources
such as WordNet and distributional measures, based on corpus-based data. We
compared the two types of measures for our task of semantic clustering.
WordNet-based measures. Numerous types of measures were proposed to com-
pute similarities between the synsets of WordNet by relying on their hierarchy.
We considered two measures that are complementary and representative of differ-
ent families of measures: on the one hand, the measure from Wu and Palmer [26]
(Simwup), which takes into account both the depth of the two synsets to compare
in the WordNet hierarchy and the depth of their least common subsumer; on the
other hand, the measure from Lin [15] (Simlin), which also includes statistical
information about synsets (Information Content) derived from a corpus.
These similarities are defined between synsets, each of which may contain
several words. In the same way, each word may be included in different synsets.
A simple way of mapping synset similarity to word similarity is to choose the
highest synset similarity among all possible synset pairs [17].
Distributional measures. Distributional measures are based on the distributional
hypothesis that words occurring in the same context tend to have similar mean-
ings. Practically, given a large corpus, a set of co-occurrents, either extracted
from a fixed size window or from syntactic dependency relations, is collected for
each word to form its context vector and the semantic similarity of two words
is evaluated by computing a standard bag-of-word similarity measure between
their contexts, such as Cosine, Jaccard or Dice [13].
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Relation-level similarity. The evaluation of the semantic similarity of two
relations is related to the problem of paraphrase recognition. More precisely, as
each relation is represented by its Cmid part, the considered problem can be seen
as the evaluation of the similarity of two phrases Pa and Pb, represented as bag-
of-words. A simple way of computing the similarity of two phrases or sentences
is to take the average of the word-level similarities between all possible word
pairs. However, all word pairings do not have the same relevance, especially for
two words that are not important in the expression of the relation. [17] proposed
to match each word in one phrase only with the most similar word in the other
phrase and to only take into account these most similar matches, as illustrated
by the following example, where part is only paired with stake:
ORG  acquire a part of   ORGPa={Wi }
ORG  buy a minority stake in  ORGPb={Wj }
0,930,8 0,55
The similarity is then given by the following equation:
S1(Pa, Pb) =
1∑
Wi∈Pa wi
∑
Wi∈Pa
max
Wj∈Pb
{SWi,j} · wi (1)
where wi is the weight given to the word Wi in Pa and SWi,j is the similarity of
words Wi and Wj computed following the various options of word-level similarity.
With this definition, the measure is not symmetric (S1(Pa, Pb) 6= S1(Pb, Pa)):
Wi in Pa being the most similar word with Wj in Pb does not guarantee that
Wj is the most similar word in Pb for Wi. Therefore, the average of similarities
in both directions is taken to make this measure symmetric, defined by:
S(Pa, Pb) =
1
2
(
S1(Pa, Pb) + S1(Pb, Pa)
)
(2)
Cluster-level similarity. Each initial cluster contains two or more relation
instances. A complete-linkage or average-linkage between clusters is very costly
since it requires to compute the similarities between all relation pairs from the
clusters. On the other hand, choosing only one relation instance randomly as
a representative of an initial cluster is not a reliable procedure, even with the
high precision of each cluster. Moreover, the definition of an average linguistic
representation for a cluster is not always obvious and may result in an important
loss of information, especially when this information was collected without known
expectations.
The proposed solution is to merge the bag-of-word representations of all the
relation instances of an initial cluster to form a general bag-of-words for this
initial cluster C = {Wi:fi}, where each word is associated with its frequency
in the cluster. The hypothesis is that the most relevant words with respect to
the relation appear more frequently in the cluster and should be given a higher
weight. The frequency of words in initial clusters is considered as representative
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of the information redundancy in these clusters. Therefore, the same similarity as
the relation-level similarity (Equation 1) can be adopted. However, this weighting
scheme faces a frequency bias problem. Let two clusters Ca = {found:3, actor:3}
(an actor who found) and Cb = {study:9, actor:1} (study at, an actor who study
at), which are not semantically similar. However, the similarity from Ca to Cb
is high because the shared word actor has a high frequency in the first cluster.
Even though the inverse similarity (from Cb to Ca) is low, the average similarity
is strongly influenced by the first one and has a relatively high level. To solve
this frequency bias problem, the frequencies of matching words in both clusters
are taken into account for the computation of similarity in each direction. This
leads to replace, in Equation 1, the weight wi by the weight wij , defined as:
wij = fi · fj .
The choice of clustering algorithms The performance of clustering algo-
rithms largely depends on the nature of the considered data and the specific
constraints of the targeted tasks. In unsupervised IE tasks, the clustering al-
gorithms must have the capacity to process large data sets and to deal with
the unpredictable number of clusters (due to the heterogeneity of open-domain
relations). Hierarchical clustering algorithms are often too costly for large data
sets and other standard methods such as K-means require a predefined num-
ber of clusters. In this study, we considered Markov Clustering (MCL) [6] and
Shared Nearest Neighbors clustering (SNN) [8], which are both efficient and
do not require a predefined number of clusters. The MCL algorithm generally
requires a pruning threshold to ignore all unnecessary values in the similarity
matrix for efficiency and noise filtering (which can also be an advantage from a
computational point of view since it can be combined with APSS, presented in
section 3.1). The SNN algorithm can be very efficient, even without a pruning
threshold on similarity, but it is highly parameterized, and most importantly, the
number of nearest neighbors to consider is not obvious to determine in all cases.
MCL was chosen for the initial clustering step because specifying a similarity
threshold corresponds intuitively to fix the proportion of common words between
two phrases, whereas the sizes of clusters can be very diverse in an open-domain
context. On the contrary, SNN was chosen for the semantic clustering step be-
cause the number of neighbors to consider, which is a central parameter of this
method, refers to some extent to the average number of synonymous words or
paraphrases, which is more stable than the values of the semantic similarity3.
4 Experiments and Evaluations
4.1 Evaluation Measures and Dataset
For the evaluation of all our clustering results, we used measures both at the
level of relations and clusters. At the relation level, the precision (prec.) and
3 These choices have also been verified practically by experiments: SNN results are
much worse than MCL results for initial clustering and better for semantic clustering.
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recall measures were applied on pairs of relation instances, considering that
the relations can be positively or negatively grouped into the same cluster or
separated in different clusters. At the cluster level, the evaluation was performed
with the standard purity, inverse purity (inv. purity) and Normalized Mutual
Information (NMI) measures. Our experiments were performed on the 159,400
documents of the New York Times part of the AQUAINT-2 corpus but the
evaluation focused on a set of 4,420 relations extracted from this corpus and
manually grouped into 80 clusters [25]. These relations are divided into the six
categories of Table 4 according to the types of the named entities in relations. It
is important to note that, unlike other evaluations such as in [18] or [19], these
reference clusters were built a priori and are not the result of the judgment of
automatically built clusters. Hence, they represent a less biased form of reference
than the usual ones in the field.
4.2 Initial Clustering Experiments
The similarity threshold used to prune the matrix similarity (using the APSS
algorithm) was set to 0.45 for the binary weighting MCL (i.e. the association of
MCL with a binary weighting of words in relation instances). This threshold was
set empirically for covering 3/4 of the similarity values between similar sentences
based on observations from the Microsoft Research Paraphrase Corpus [5]. The
validity of this threshold was confirmed in practice since it outperforms other
tested values, ranging from 0.35 to 0.60. The same threshold was adopted for the
tf-idf weighting MCL algorithm whereas, considering the looser constraints in
the weighting with POS categorization, a more strict threshold was used (0.60)
in this case. The results of the initial clustering using the different weighting
strategies are presented in Table 2.
Table 2. Results of the initial clustering with different word weighting strategies
Prec. Recall F-score Purity Inv. purity NMI #clusters Size
binary 0.756 0.312 0.442 0.788 0.407 0.671 15,833 7.50
tf-idf 0.203 0.445 0.279 0.646 0.573 0.712 11,911 11.44
POS 0.810 0.402 0.537 0.867 0.513 0.739 13,648 7.56
Refinement 0.812 0.443 0.573 0.857 0.552 0.751 11,726 8.80
The MCL algorithm with the similarity measure based on POS weighting
outperforms the other two weighting configurations, with a better precision and
a relatively satisfying recall. This is understandable since this weighting strategy
takes more knowledge into account to emphasize the importance of verbs, nouns,
adjectives and prepositions, which carry the meaning of the relation, and gives
less weight to words that contribute mainly to linguistic variations (“who” +
verb, “the one that” + verb). This distinction enables the pruning threshold to
be increased to improve precision without any big loss of recall.
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On the other hand, the tf-idf weighting does not lead to good results. It
tends to favor words that are rather rare in the corpus while verbs and nouns
that are meaningful to relations are often rather frequent and thus, have a small
weight. For instance, the verb “buy” is frequent in financial documents, which
leads to a low idf value, but holds the key role in relation instances for the
relation buy(Org,Org). On the contrary, words such as proper nouns or specific
numbers, which are not linked with the relation type, are not frequent and often
obtain a higher weight. As a result, the td-idf weighting disturbs the clustering
of relations by producing irrelevant similarities.
As a consequence, the results of the initial clustering kept for the semantic
clustering step were the results obtained with the POS weighting strategy4, on
which the refinement procedure was applied. Table 2 shows that this refinement
step leads to a slight improvement of F-score, especially due to the increase of
recall; but it is also important to note that this step succeeds in reducing the
number of clusters and increasing their average size, as illustrated in the last
two columns of Table 2.
4.3 Semantic Clustering Experiments
We evaluated the different methods for semantic clustering presented in section
3.2 and compared them with a theoretical upper-bound result for this step (that
we call “ideal” clustering), defined to be the best possible performance for se-
mantic clustering, given the results of the initial clustering: each initial cluster is
associated with the reference cluster that shares the largest number of relation
instances with it; then, the initial clusters that are associated with the same
reference cluster are grouped to form the new ideal semantic clusters5.
Evaluation of Semantic Similarities. The semantic clustering was applied
on the initial clusters resulting from the POS weighting initial clustering with
refinement. As stated previously, the important words characterizing a relation
are generally verbs and nouns. For our semantic similarity, we have chosen to
compare only words with the same part-of-speech, with the objective of grouping
relation instances that are either mainly characterized by verbs, such as found
by or establish by, or mainly characterized by nouns, such as be partner of or
have cooperation with.
In practice, for WordNet-based measures, the Simwup similarity performs
well for noun-noun comparisons while the Sim lin similarity performs better for
verb-verb comparisons. For nouns, we used the Wup similarity as implemented
by the NLTK package (nltk.org) while for the Lin similarity, we exploited the
pre-computed similarity pairs from [20].
4 Several different pruning thresholds and different weighting configuration for POS
categories have been tested. The presented version (threshold 0.60 and POS weight-
ing) is the one that gives the best results.
5 Note that this ideal clustering is therefore performed only on the initial clusters that
contain relations present in the 80 reference clusters.
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For the distributional similarities, we used the distributional thesaurus built
by [10], obtained using co-occurrences in a window of size 3 (which means only
one nearest content word was considered on each side) on the whole AQUAINT-2
corpus. We also tested a distributional similarity based on co-occurrences ob-
tained from syntactic relations. For both types of distributional similarities, only
the three most similar words were taken into account. For the SNN clustering
algorithm, we limited the number of considered neighbors to 100. The results of
the semantic clustering based on these different similarity measures are presented
in Table 3.
Table 3. Results of semantic clustering with different similarity measures, compared
to the upper-bound Ideal clustering
Prec. Recall F-score Purity Inv. purity NMI #clusters Size
WordNet 0.821 0.507 0.627 0.846 0.622 0.763 9,403 10.98
Window-based 0.814 0.540 0.649 0.836 0.634 0.764 10,161 10.16
Syntax-based 0.831 0.549 0.661 0.853 0.645 0.770 10,116 10.20
Ideal 0.861 0.701 0.773 0.867 0.770 0.797 13,468 7.66
The syntax-based distributional similarity achieves the best performance but
is comparable to the performance achieved by the window-based distributional
similarity. Both distributional similarities outperform WordNet-based similari-
ties, which means that this method can be quite easily adapted to other lan-
guages since distributional resources are much easier to obtain than manually
built lexical resources such as WordNet. Compared to initial clustering results,
all semantic similarities succeed in improving both precision and recall.
Concerning the choice of the words on which the similarity is applied, we
observed6 that the performance using only verbs for semantic clustering is a bit
inferior to the results using both nouns and verbs. Taking nouns into account
especially improves the recall measure and increases the average cluster size. The
integration of adjectives in the similarity computation was also experimented but
showed a very limited influence on the final results. Moreover, we tested cross-
category distributional similarities between verbs and nouns, with no obvious
improvement in recall or precision.
Semantic clusters examples. Table 4 gives a qualitative view of the semantic
clustering results by presenting some examples of semantic clusters formed using
the syntax-based distributional similarity. Each word corresponds to the label of
an initial cluster. These examples show that distinct words that are semantically
similar, and even distant paraphrase forms such as grab gold in and win the race
at, are grouped together. However, certain errors are still present, for instance
the presence of purchase and be purchased by in the same cluster due to the lack
of differentiation between passive and active forms by our current preprocessing.
6 We do not present all the quantitative results due to lack of space.
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Table 4. Semantic clustering results
Category Semantic clusters
org – org purchase, buy, acquire, trade, own, be purchased by
org – loc start in, inaugurate service to, open in, initiate flights to
org – per sign, hire, employ, interview, rehire, receive, affiliate
per – org take over, take control of
per – loc grab gold in, win the race at, reign
per – per win over, defeat, beat, topple, defend
4.4 The Effects of Multi-Level Clustering
As discussed in section 3.1, computing semantic similarities is much more time-
consuming than simple Cosine similarities. The total number of relation in-
stances reaches up to 165,708 while the number of initial clusters is only 11,726.
Therefore, a first advantage of our multi-level clustering is to avoid the heavy
calculation of semantic similarities on a huge set of relation instances.
A second advantage is that it exploits the redundancy of information in
initial clusters to identify interesting elements and to improve the quality of
the semantic clustering. To validate this hypothesis, we compared, based on
our reference, the distribution of similarities between relation instances and the
distribution of similarities between initial clusters. First, we examined all the
similarities between two relation instances in the same reference cluster (intra-
distribution Dintra) and all the similarities between two instances in different
reference clusters (inter-distribution Dinter ). Ideally, the two distributions Dintra
and Dinter should be well separated, with a high average similarity for Dintra and
a low average similarity for Dinter . Secondly, we associated each reference cluster
with the set of initial clusters it covers7 and we examined all the similarities
between two initial clusters in the same reference cluster, which forms a new
intra-distribution D′intra , and all the similarities between two initial clusters in
different reference clusters, which forms a new inter-distribution D′inter .
These distributions are presented in Figure 1 for the syntax-based distri-
butional similarity (but similar results are obtained with all types of semantic
similarity), with Dintra , Dinter on the left, and D
′
intra , D
′
inter on the right. It is
clear from these graphs that the semantic clustering based on the initial clusters
achieves a more stable performance since intra and inter-distributions are better
separated and initial clusters in different reference clusters have a rather low
similarity on average. This confirms our hypothesis that redundant information
in initial clusters can be used to filter out the noise brought by irrelevant words.
5 Conclusion and Perspectives
We present in this paper a multi-level approach for clustering relation instances
extracted in the framework of unsupervised information extraction. This method
7 Since our initial clustering method tends to form small but precise clusters, each
reference cluster is split into several small clusters.
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Fig. 1. Distribution of similarities between relations and between initial clusters
deals with both problems of scalability and linguistic diversity of relations by
using two levels of clustering: a first level builds small clusters in an efficient and
precise way while a second level, more semantic, relies on different semantic sim-
ilarities between words including WordNet-based and distributional similarities.
We demonstrate in our experiments the interest of this approach.
In future work, we consider expanding the semantic similarities to take more
information into account and using deeper syntactic information about the lin-
guistic expression of the relations in order to spot more precisely the interesting
elements of the relations. We also started some experiments to combine the se-
mantic clustering of the relations to a thematic clustering of the contexts in
which they appear to give a more precise background for the relation definition.
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