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Abstract
This dissertation presents an alternative analysis of component-based ethinic iden-
tification, which identifies the ethnicity from facial images of six different groups,
using computer vision and image processing techniques. The six different eth-
nic groups identified are Asian, African, African American, Asian Middle East,
Caucasian and Other. A number of different machine learning algorithms are in-
vestigated using a normalized feature vector; these are Decision Tree, Random
Forest, Näıve Bayes, K-Nearest Neighbor Classification and Support Vector Ma-
chine (SVM). The results were: Näıve Bayes achieved 98.7% for African ethnicity
identification rate; Näıve Bayes achieved 91.5% for African American ethnicity
identification rate; Näıve Bayes achieved 90.3% for Asian ethnicity identification
rate; K-Nearest Neighbor Classification achieved 95.6% for Asian Middle East eth-
nicity identification rate; Random Forest achieved 94.6% for Caucasian ethnicity
identification rate; and Support Vector Machine Classification achieved a 95.6% for
Other ethnicity identification rate. This research work achieved a total ethnicity
identification rate of 84.6%.
v
Preface
The research discussed in this dissertation was conducted at the University of
KwaZulu-Natal, Durban, from January 2015 to December 2016 by Aimée Booy-
sens under the supervision of Prof. Serestina Viriri.
vi
Acknowledgments
I want to express my profound gratitude to my supervisor, Prof. Serestina Viriri,
for his words of encouragement, dedication and commitment throughout the Mas-
ter’s degree program.
I am deeply grateful to my Daddy, Mommy, family and family friends for their
love and support, and for always being there for me.
My thanks go to some amazing people that whom I know - they know who they
are - who constantly kept me normal and sane during the process. Their words and
questions always served as an inspiration to keep me achieving at my best during
the course of the Master’s degree program.




Declaration of Authorship ii
Declaration - Supervisor iii




List of Figures xii
List of Tables xiii
Abbreviations xiv
1 General Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation and Applications . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Dissertation Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 4
viii
1.5 Contributions of the Dissertation . . . . . . . . . . . . . . . . . . . 5
1.6 Dissertation Overview . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Background Study and Literature Review 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Feature Extractions and Classifications . . . . . . . . . . . . . . . . 7
2.2.1 Feature Extractions and Classifications to Facial Recognition 7
2.2.2 Feature Extractions and Classifications to Ethnicity . . . . . 10
2.3 Component Analysis for Facial Recognition . . . . . . . . . . . . . . 15
2.4 Drawbacks of Current Methods and Contributions . . . . . . . . . . 16
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Methods and Techniques 17
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Structure of the System . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Facial Image Pre-processing . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Detection of Regions . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5 Components of the Facial Region . . . . . . . . . . . . . . . . . . . 22
3.6 Feature Extraction Techniques . . . . . . . . . . . . . . . . . . . . . 23
3.6.1 7 Hu Moments . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.6.2 Zernike Moments . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6.3 Haralick Texture Moments . . . . . . . . . . . . . . . . . . . 24
3.6.4 Gabor Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6.5 Local Binary Pattern (LBP) . . . . . . . . . . . . . . . . . . 27
3.7 Feature Fusion and Normalization . . . . . . . . . . . . . . . . . . . 28
3.8 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.8.1 Decision Tree . . . . . . . . . . . . . . . . . . . . . . . . . . 29
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Human beings are identified in their daily life by their biometrics or security mech-
anisms. The security mechanisms that identify human beings are items such as
keys, security discs or tags to obtain entrance into buildings, gates and homes.
Other security mechanisms are passwords and pins to obtain money from bank ac-
counts, logging on to computers, cell phones and tablets, and social media or social
networking such as Gmail, Facebook and Twitter. These security mechanisms are
unreliable as they can be lost or stolen. Hence, the use of security mechanisms that
are based on biometrics is increasing as these these features are impossible to forge.
Due to the fact that biometrics are gaining importance in security and general
identification methods, the question is whether the face is able to identify a per-
sons ethnicity. In previous works, ethnicity is identified by using the whole facial
region [9,36,54], however this research work entails research on identifying a persons
ethnicity by using components of the face. The research question is, will ethnicity
extraction from components be enhanced by using a variety of feature extraction
techniques. The ethnicity groups that are identified in this research work are Asian,
African, African American, Asian Middle East, Caucasian and Other which is an
extension of the number of ethnicity groups used in previous works. Once the
best feature extraction techniques are obtained, a general framework for ethnicity
identification will be proposed.
1
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1.2 Motivation and Applications
This section discusses the motivation and application of the research work. In the
first part of this section, the motivation is discussed and the second part explains
the applications of ethnicity identification.
1.2.1 Motivation
A framework for facial component-based ethnicity identification is the desired goal
in this research work. Ethnicity identification is dependent on certain criteria for
grouping pixels into their intensity values, gradient information or textures. The
domain of the applications is to determine ethnicity grouping using the whole facial
region. As a result of this, a maximum grouping of two to four ethnic groupings
will occur.
Could there be room for improvement of the existing methods by using compo-
nents of the facial region, for example the mouth, nose, eyes, chin, forehead and
cheeks, and enhancing the ethnicity precision by using a variety of feature extraction
techniques. This increase in ethnicity precision will mean extending the number of
ethnicity groups.
1.2.2 Applications
There are several applications of ethnicity recognition. These are surveillance sys-
tems, security, image tagging and general identity verification.
• Surveillance Systems - A human-computer interaction surveillance system
can be built to identify human attributes such as gender, age and ethnic-
ity. There are many reasons that surveillance systems can be used; namely,
terror-related crimes, law-enforcement and security [22].
• Security - Facial security is slowly replacing password logins on certain ap-
plications and computer systems. At Manchester University, researchers are
working on creating consumer-focused facial recognition technology for se-
curity applications. A number of well-known companies are interested in
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integrating the security facial recognition technique into their products [56].
• Image Tagging - Facebook’s automatic tagging feature uses facial and eth-
nicity recognition for users to suggest people they might want to tag in their
photos. This has been seen to save people time when posting images on so-
cial media. Image tagging is available on applications such as Apple’s iPhoto,
Google’s Picasa and Facebook [27].
• General Identity Verification - Ethnicity and facial indetification using
facial images has general uses, including electoral registration, banking, elec-
tronic commerce, identifying newborns, national IDs, passports and employee
IDs [23,46,62] .
1.3 Problem Statement
The human face can be split up into different components or regions. Several
methods have been proposed in the literature for ethnicity identification of humans
through facial images. These methods are used to obtain the colour of the facial
region using hue and saturation values of an image. These methods use the whole
face in order to ascertain the ethnicity. Obtaining the components of the facial
region, for example the mouth, eyes, nose, forehead, cheeks and chin, can improve
the extraction of the ethnicity from that image. A component image is shown in
Figure 1.1 for the purpose of subsequent discussion.
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Figure 1.1: Extracted Facial Components
The methods proposed in literature classify the facial images into, at most, four
ethnic groups [1, 3, 9, 32, 40, 49, 52, 54, 60]. These ethnic groups are classified as
Asian or non-Asian [40, 49, 60], Myanmar or non-Myanmar [54] and East Asian,
South Asian, White or Black [32]. However, this research work aims to expand the
number of ethnic groups. Facial images are prone to variation in pose, illumination
and expression [23, 46, 62]. Another issue observed with facial images is that they
may also have sunglasses, glasses, hats and scarfs. These accessories make it difficult
to ascertain the ethnicity of that image. These issues need to be resolved in order
to ascertain the correct ethnicity [46,62].
1.4 Dissertation Objectives
The objectives of this dissertation are to:
1. Identify human ethnicity using facial components.
2. Improve ethnicity identification accuracy rate using different feature extrac-
tion techniques.
3. Model a framework for facial component-based ethnicity identification.
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1.5 Contributions of the Dissertation
In this dissertation, the main contributions are to improving the accuracy of charac-
terising the ethnicity of facial images. According to the set objectives, the following
are achieved:
• Automated identification of human facial components. This was achieved by
the employment of pre-processing and segmentation techniques that automat-
ically extract the facial components of the mouth, nose, chin, eyes, forehead
and cheeks from the image. Many studies that were researched used the whole
facial region to obtain the ethnicity of the facial image.
• Identification of ethnicity is automatically achieved using different feature ex-
traction techniques. This is the main objective of this dissertation and was
achieved by using a combination of Hu Moments, Zernike Moments, Gabor
Filter, Haralick Texture Moments and Linear Binary Pattern feature extrac-
tion techniques in order obtain the ethnicity of the image.
• Lastly, from the above automations a model framework was proposed to im-
prove ethnicity identification with component-based images. This framework,
managed to improve ethnicity identification for a large number of ethnicity
groups.
1.6 Dissertation Overview
The rest of the dissertation is structured as follows:
Chapter 2 presents a background study of facial and ethnicity recognition. In
chapter 3, the components are outlined, feature extractions and classifications are
extracted and basic system structures are presented. Chapter 4 describes the ex-
periments and results. Lastly, chapter 5 concludes the dissertation and discusses
future work.
Chapter 2
Background Study and Literature
Review
2.1 Introduction
Ethnicity is a broadly defined topic of social science. One of its oldest definitions is
that of Isaacs [30], Stack [51] and Geertz [17] who state that ethnicity is assumed at
birth and is derived from the shared identity and structure of ones kin and clan in
human society. Hence, ethnicity is a more fixed and permanent grouping than that
of a social group. Whereas Hale [20] believes that the understanding of ethnicity
is at the beginning stages and suggests that the definition given by Connor [12],
Horowitz [26] and Shils [50] about ethnicity is the best definition. They state that it
is an emotion educing word as it gives a person a sense of belonging and attachment
to a particular kind of group. Green [18] defines ethnicity as a synonym for nation
and race but proposes that ethnicity has three core elements; these are: common
descent, history and homeland. This allows for a variety of interpretation which
incorporates the pri-mordialism and constructivism.
Due to the variety of definitions of ethnicity, this research work has divided facial
images into different ethnic groupings such as: Asian, African, African American,
Asian Middle East, Caucasian and Other. This chapter will define methods of
classifying facial recognition and ethnicity identification.
6
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2.2 Feature Extractions and Classifications
2.2.1 Feature Extractions and Classifications to Facial Recog-
nition
Many different techniques are used for facial recognition. The most common tech-
niques that are used are: Eigenfaces, Local Feature Analysis, Elastic Graph Match-
ing, Active Appearance Model and 3D Morphable Model. Eigenfaces [5,11,39,42,56]
effectively represent pictures of faces using Principal Component Analysis (PCA).
Different forms of Eigenfaces are used as a base for other face recognition. The
Eigenfaces do not use the methods that involve normal human recognition but
finding similarities between faces with minimal controlled environments achieves
reasonable results.
Another technique is that of Local Feature analysis (LF) [21, 39] which is used
for facial biometric technologies, such as eye analysis. These facial biometric tech-
nologies accommodate for changes in facial expressions and aging. Using facial
images, Local Feature analysis extracts a set of geometric metrics and distances.
The features used are eyes, mouth, nose, jaw line, eyebrows and cheeks. The perfor-
mance of this technique is dependent on the environment and resolution of images.
Elastic Graph Matching Local Features [31,39] are extracted at certain locations on
the face. The distances between these points are calculated and the more important
points get higher weights than others. Elastic Graph Matching [39] is invariant to
affine transformations and localised changes in facial expressions, after which the
same images at different angles are then matched to the same point on the image.
Each node is then put onto a graph which is called Elastic Bunch Graph Match-
ing. This improves the recognition and this technique is more robust in finding the
differences in posture and facial expressions.
On the other hand, statistical models such as Active Appearance Model (AAM)
[39, 47] combine the shapes of the image with the appearance variations of a nor-
malised frame. The images used in this model are in a gray level format in order
to obtain the shape and appearance. The matching of the image to parts of an-
other image involves finding the models parameters that have a minimal distance
between the image and the part of the other image. This can be difficult as the
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large number of parameters used gives the model a robust nature. In Lu [40], AAM
is used on the dataset in order to obtain the image in a vector format. Linear
discrimination analysis is used to construct a subspace for the facial identification
area. Facial recognition is then achieved by finding the best match between the
image vector that had the AAM applied to it and the stored feature vectors in the
database. Both theses vectors are then projected onto the discriminant subspace.
The performance of the AAM had an 88% accuracy rate.
Another technique used was 3D Morphable Model [39,63] which uses the face as a
3D area. It was seen that a 3D model of the face is a better representation as it can
show facial variation, like pose and illumination. The 3D Morphable Model [39]
encodes shape and texture as parameters which is achieved by using an algorithm
that encodes the information from a single image. Due to the large variation in
parameters that an image can have, generative image models are applied to the
parameters. The goal is to separate the intrinsic model parameters from the ex-
trinsic image parameters in order to make an identification. The separation of
these parameters is obtained by simulating the process of image formation using
3D computer graphic technology. The similarity between the two images is defined
and the points with the lowest similarity are used.
Lin et. al. [36,41] used a technique for recognising gender, ethnicity and age using
facial images. This technique combined Gabor filter, Adabost learning and SVM
classification in order to do facial recognition. Facial features are extracted using
Gabor filters and Adaboost learning and once features are extracted, SVM classi-
fiers are applied in order to do facial recognition of soft feature biometrics. These
are physical, behavioral technique or adhered human characteristics. The results
that were achieved from this technique had high accuracy and good performance
which was due to the fact that the application of the pre-processing step, the Gabor
Filter, further improved the performance.
Futhermore, the technique of using a large set of low level features was devel-
oped by Kumar et al. [35], where they used the low level features to train the SMV
classifier with RBF kernels in order to obtain facial features. Some low level fea-
tures from original datasets that are related more to facial features were used as the
input for the SVM classifier. This technique which uses low level features recorded
reasonable facial recognition rates of 31.68%.
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On the other hand, the techniques that were used by Zhang [62] in his experiments
tried to improve facial recognition by using soft biometrics of the facial region. It
was seen that soft biometrics cannot be treated independently without the use of
an algorithm; in many cases soft biometrics are seen as redundant. The algorithm
of SVM and Adaboost was used to encode the soft biometrics in order to do facial
recognition. It was found that with few soft biometrics limits, the performance of
these experiments increased by 11%.
Atharifard and Ghofrani [4, 44, 45] presented a robust component face detection
algorithm based on the colour features. The algorithm used had huge benefits as
it had a reduction in computational time . It was found that when applying com-
ponent detectors on facial images it took a few minutes to detect faces. In order
to apply the component detectors, extra pixels, including non-skin regions, were
removed. Two models were used in order to detect eyes and mouth as the facial
components. These models were colour space, which extracted the RBG colour
from the image, and skin colour segmentation, using a Gaussian model in order to
extract skin colour. It was presented that these two models performed well even if
the eyes and mouths were obstructed or not detected. This proves that the models
have the ability to localise missed or obstructed facial components and that the
accuracy is higher than other techniques.
Ahnoen, Hadid and Pietikainen [3, 10, 34] discussed another technique to perform
facial recognition namely, Local Binary Patterns (LBP) which takes into account
both shape and textural information to represent facial image. This model obtained
a 98% accuracy for facial recognition. This technique is achieved by taking a gray
scale image and dividing it into smaller areas then applying an LBP 3 x 3 mask to
the area. The middle pixel value is then compared to the pixel values around it;
if the pixel value is lower than the middle pixel, then the original value is changed
to 0; if the pixel value is higher then the original value, it is changed to 1. Then,
reading from left to right, a vector is obtained with only 1’s and 0’s and the binary
values obtained are extracted onto a histogram. Each smaller area is then plotted
onto a histogram with its binary value and all these are then concatenated together.
The image recognition is performed by using Nearest Neighbour Classifier and dis-
similarity measure of Chi Squared applied to the concatenated histogram value.
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Shah [49] presented an approach to facial recognition by converting the image into
different colour spaces; these colour spaces were RGB, YcbCr and HLS. The im-
age is then binarized and this binary image is obtained from erosion and dilation
which are morphological operators. From the binary image, the region of interest
is extracted and the mouth, eye and nose regions are mapped. Once the above
pre-processing stages are completed, they are passed to the function linear SVM to
classify the facial region.
Facial recognition has been tested and processed by many different authors. These
authors use many different techniques and models in order to achieve facial recog-
nition.
2.2.2 Feature Extractions and Classifications to Ethnicity
The most used techniques for ethnicity recognition are Support Vector Machine,
Principal Components Analysis, Linear Discriminant Analysis, Hue, Saturation and
Value and Linear Binary Pattern. Lu et al. [40] used the technique of Support Vec-
tor Machine (SVM) which is applied to ranges. These ranges are obtained by taking
3D models of facial images and normalizing them. These normalized images are
then grouped into ranges of intensities. Lu et al. obtained an ethnicity accuracy
rate of 98%. Two classes of ethnicity were classified: Asian and non- Asian.
Another technique was used by Yang and Ai [60] - that of Linear Binary Pat-
tern (LBP) which tries to extract the demographic classification features which
include ethnicity and race. Two classes of ethnicity were classified; namely, Asian
and non-Asian. The images used are first normalized then LBP is applied. This
entails taking each pixel as a threshold in which a 3 x 3 mask neighbourhood is
transferred to an 8-bit binary code. This LBP 8-bit binary code is plotted onto a
histogram in order to obtain local texture patches. Weak patches are removed by
Chi Square which is done by finding the smallest difference between LBP histogram
and the reference histogram. The real AdaBoost is applied to the stronger patches
in order to obtain the correct ethnicity classification.
The technique of using Principal Component Analysis (PCA) for identification of
gender, ethnicity, age and identification for facial images was presented by Buchala
et al. [9]. Principal Component Analysis (PCA) is the linear transformation of 2D
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images. This is achieved by obtaining the linear and orthogonal function that ac-
counts for the maximum possible variances in the data. The above is best achieved
by estimating the Eigenvectors and Eigenvalues of the covariance matrix. The fa-
cial images used were cropped so that little or no hair is visible in the image region
and align the eyes in the centre, then the resolution of the image region is lowered
and the equalization histogram is applied in order to reduce the effect of the light.
Thereafter, a single vector is obtained and PCA is applied to the vector to extract
each property, as shown in Table 2.1. The accuracy results obtained for each prop-
erty, gender, ethnicity, age and identity, are shown in Table 2.1. Buchala et al. [9]
tried to classify three different classes of ethnicity, Caucasian, African and East
Asian, and achieved an 81.67% ethnicity accuracy rate.






Identity - b 90%
Identity - c 100%
Tin and Sein [54] also used the technique of Principal Component Analysis (PCA)
to classify two classes of ethnicity, Myanmar and non-Myanmar. In order to distin-
guish between these two classes, the image is normalised and scores are obtained.
These normalised scores then have PCA applied to them. The results of PCA
classifier easily identified between inter-ethnic sensitive features which allowed for
a higher ethnicity identification rate.
An attempt to conduct ethnicity and gender identification by Traiq, Hu and Huang
[52] used silhouetted face profiles with computer vision techniques. The facial im-
ages used were between the ages of 18 and 30 years for both male and female.
Facial images of males who had beards and moustaches were removed. For each
facial image that was used, the shape context was obtained for it. The shape con-
text is a discrete set of sample points from both the internal and external contours
of the object. After obtaining the shape context, the shape distance is calculated,
which uses a weighted sum between the points chosen and the measure of bended
energy. Once this is calculated for all points chosen on the test profile, K-nearest
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Neighbour is applied to the points in order to do classifications. On four different
classes of ethnicity, Black, East and South East Asians, South Asians and White,
this achieved a below average ethnicity accuracy rate.
On the other hand, Salah [46] presented a fusion of two techniques for ethnic-
ity identification. The techniques that were combined were Haar Wavelet-based
global features and uniform LBP-based Local Features. This was achieved by con-
verting the image into grayscale, cropping and then resizing it to the appropriate
size. Haar Wavelet transform is applied first to the extracted region, thereafter
Local Features are extracted by conducting Local Binary Pattern (LBP). The LBP
values are then divided into 4 x 2 equal sizes of horizontal and vertical blocks.
The fusion is then applied at the feature-level and is the concatenation of the Haar
Wavelet and the uniform LBP histogram. This is done after values of the his-
tograms are normalized by using the division-by-norm normalization techniques.
Thereafter, the K-nearest neigbor classifier is used to find four nearest subjects,
according to Euclidean distance, between sample region and training region. Three
different classes of ethnicity that were distinguished between were European, Ori-
ental and African.
Another technique that was used was Craniofacial features (eyes, mouth and nose).
Colour variance of the skin is extracted from the facial image in order to identify
ethnicity. This technique was presented by Abdullah and Abood [1]. This was
achieved by using images that were cropped into a particular size. Thereafter, they
extract the sink colour and geometric features that are used to determine the eth-
nicity of the facial image. Then only the face of the image is extracted and the
single scale retinex and multi-scale retinex algorithm is applied in order to adjust
the illumination, enhance the light and contrast the input colour of the images.
Once completed, five ratios are used to classify the ethnicity. These ratios are com-
puted by detecting well defined features on the face, for example the red, blue and
green colour and the nose, mouth and the divide between the eyes. Four different
classes of ethnicity were distinguished. These were: White, Asian, African and
Middle. This technique of using Craniofacial features and colour variance of the
skin achieved on average 82% for ethnicity identification.
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Ding et al. [13] discusses a technique that distinguishes between seven different
classes of ethnicity. These were White, Asian, Hispanic, Asian Middle Eastern,
Asian Southern, Black and African American and Unknown. The technique is a
fusion of both the boosted local textures and shape features which are obtained
from 3D face models. The 3D model is put through a number of pre-processing
techniques which include removal of spikes and filling holes, before Oriented Gra-
dient Map (OGM) is applied. OGM is a biological vision-based representation for
3D facial recognition as it was seen to have good performance and was insensitive
to illumination and geometric transformations. OGM is calculated by obtaining
gradients over a certain range of texture points then applying a normalisation of
Gaussian kernel to remove any abrupt changes. A response vector is then obtained
by collecting all values of the convolved gradient map at a given point; the response
vector is then normalized to a unit norm vector. The classification technique that
was used is the AdaBoost technique which is from the Boosting group and is defined
as a strong linear classifier. A number of tests were performed in order to obtain
ethnicity. Ding et al. achieved a 98.3% accuracy rate using the fussion of boosted
local textures and shape features. This achieved a high accuracy rate as it used 3D
models of the face which is computationally expensive to use.
Lyle et al. [28, 59] used another technique of computing periocular texture which
is the small region of skin around the eye. Periocular texture is computed from
grayscale image using Local Binary Patterns. A Support Vector Machine (SVM)
classifier is then trained to classify the texture features. These experiments were
done on the visible spectrum of the images. This technique achieved for gender
and ethnicity classification an accuracy rate of 93% and 91% with cross validation.
This showed that the fusion of periocular data from both eyes with Local Binary
Patterns over the face region achieved high accuracy for gender and ethnicity.
Another technique that was used by Du et al [15] is the multi-level fusion scheme
for ethnicity identification. The two techniques that were fused were Local Binary
Patterns (LBP) and HSV Binning in order to extract the lower level features. First
the cheek area is cropped from the colour facial image that is inputted, then HSV
binning is applied. This involves extracting a histogram of the image in which the
hue, saturation and value is obtained and concatenated into multiple bins. Once
HSV binning is applied, the image is converted to grayscale which is obtained by
applying LBP, which is a 3 x 3 pixel window that is applied to each pixel in the
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facial image. The LBP image is divided into 4 x 2 blocks in which the histogram
feature vector is extracted; this is the concatenation of colour and texture feature.
Due to the uneven mixture of colour and texture features, the feature vector needs
to have a normalisation technique applied; this was the division by range method.
Once the feature vector is normalised, classification by the K-nearest neighbour and
Support Vector Machine is applied. The ethnicity classes of European, Oriental and
African were classified. The results of the multi-level fusion scheme achieved above
average results for ethnicity identification.
On the other hand, Todric [55] used the technique of using a 3D mesh of the face
in order to obtain the gender and race or ethnicity of the image. This was done
by not obtaining the texture or the photographic information of a facial image. As
there is no photographic information being obtained, skin tone was ignored. This
paper tried to present the power that the facial structure has a means of obtaining
gender, race or ethnicity. The images used are decomposed using both Haar wavelet
decomposition and the Steerable Pyramid transform. Once the metadata from the
decomposition is obtained, the distance function is obtained from the weighted
sum of the two metadata. The classification technique that was used is K-Nearest
Neighbors which gave better results for gender than that of race or ethnicity.
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Table 2.2 presents the ethnicities that was detected and the database, features and
classifier that were used in each article discussed in this section.
Table 2.2: Break down of the systems for previous works










Buchala et al. [9] Caucasian, African and East Asian PCA PCA
Ding et al. [13]
White, Asian, Hispanic,
Asian Middle Eastern,
Asian Southern, Black or
African American and Unknown
OGM AdaBoost
Du et al. [15] European, Oriental and African LBP and HSV KNN and SVM




Lyle [59] Asian , White, Indian LBP SVM
Salah [46] European, Oriental and African LBP Haar Wavelet
Tin and Sein [54] Myanmar and non-Myanmar PCA PCA




Tariq, Hu and Huang [52]
Black, East and South Asian,
South Asian and White
Shape context KNN
Yang and Ai [60] Asian, non-Asian LBP AdaBoost
2.3 Component Analysis for Facial Recognition
The component-based facial recognition approach entails the extraction of parts of
the face in order to do facial recognition. This approach is not sensitive to image
variations, like facial rotations. The problem that is faced with this approach is the
automatic extraction and validation of the facial components; to do this without
any human interaction will cause this approach to be robust.
Heisele et al. [22–25, 29] proposed a method to automatically detect and recog-
nise facial components. Firstly an object window of a certain size is slid over the
input image. Thereafter, 14 points of reference are selected in the object window
based on their 3D correspondences from a morphable model. The algorithm then
draws small rectangles around the selected reference points. The detection of facial
components is carried out by finding the maximum output of the smaller rectangu-
lar area with each component being classified using linear Support Vector Machine
(SVM). The coordinates of the position of the maximum output of each component
classifier is recorded with the position. The Haar transform is applied on the frontal
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faces to obtain the feature vectors.
The drawback of this approach is that it needs human intervention to detect and
extract the components; this is done by using geometric consideration and assump-
tion on the location on the facial components. This approach is preformed on
only frontal view images. It was seen that using a large number of techniques to
ascertain the location of facial components leads to high computational time.
2.4 Drawbacks of Current Methods and Contri-
butions
Gutta [19], presented that a persons face will exhibit variations, such as the eyes
being closed and the face smiling. This will affect the way the computer vision
system recognizes gender, ethnicity and age in the image. The accessories worn
by the subject, such as eye glasses, hat, scarf or sun glasses affect the accuracy of
facial recognitions. Illumination, lighting and image quality (like blurring, noise
and resolution) change the subject and affect recognition. Images where the orien-
tation of the subjects head changes also affect the accuracy of recognition. Many
studies [9, 54, 55] have shown that the the whole face is used when classifying a
persons ethnicity. Lastly, it was observed that in most previous research works in
ethnicity two ethnic groups were conducted.
2.5 Conclusion
This chapter included a comprehensive description of ethnicity and facial recogni-
tion. Information was reviewed on component-based extraction techniques which
was discussed. Pathways of our research were presented with identification of the
drawbacks in current methods and contributions.
In the next chapter, the algorithms and feature extraction techniques for ethnicity




In order to obtain the ethnic identification of the facail image different techniques
and methods are used in order to obtain the correct ethnicitiy for the image. In
this chapter, the methods and techniques for ethnicity identification used in this
dissertation are presented.
The structure of the system is introduced in section 3.2; thereafter, the setup of
each system is explained and discussed. In section 3.3, facial image pre-processing
is explained and in setion 3.4 the detection of the facial region is examined. The
process by which the components are extracted from the facial region is explained
in section 3.5. In sections 3.6 and 3.7, the Feature Extraction techniques are de-
scribed and the feature fusion and normalization are examined. In seaction 3.8, the
classification techniques are examined and explained.
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3.2 Structure of the System
The general system framework analyses facial images and obtains the ethnicity of
a facial image. The acquired facial images are pre-processed by converting them to
greyscale then reducing each image to a size of 300 by 300 pixels and they are then
normalised. Thereafter, the system obtains the different components of the facial
region these components that are extracted are the left and right eye, nose, chin,
mouth, forehead and left and right cheek. Feature extraction methods are applied
to each component that is extracted. Once the best feature extraction method is
found for each component, a feature vector is then extracted for facial region and
then normalised. The normalised feature vector is then used in the classification
method to obtain the facial images ethnicity. The proposed system is depicted in
Figure 3.1.
Figure 3.1: The General Framework of the component-based ethnicity identification
system
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3.3 Facial Image Pre-processing
The facial images are pre-processed by applying a greyscale conversion method to
the facial image, resizing the facial image and then normalizing the image. The first
process that was applied was the resizing of the facial image. This meant that the
original image, shown in Figure 3.2 (a), was cropped to a size of 300 by 300 pixels.
The resizing of the facial image was done to show a facial image with little or no
hair as this can affect the way we obtain a facial images ethnicity. An example of
the resized image is shown in Figure 3.2 (b).
The resized colour image is then converted to greyscale using the openCV [8] colour
to greyscale method. This is done by taking each pixel of the image and obtaining
that pixels Red, Green and Blue (RGB) values. These RGB values have a constant
applied to them. As shown in equation (3.1), it is used to obtain the greyscale
value of that pixel. The reason for converting the image to greyscale is to make
each image uniform when it comes to comparisonss of the images.
RGBtoGrey : Y ← 0.299 ·R + 0.587 ·G+ 0.114 ·B (3.1)
Where Y is the new greyscale pixel value, R is the red pixel value, B is the blue
pixel value and G is the green pixel value. An example of the converted greyscale
image is shown in Figure 3.2 (c).
After the facial image has been converted to greyscale, normalization is applied
to the image. Normalisation is the process of changing the range of pixels intensity
values in order to equalize the image. This is obtained by remapping the image






Where H ′(i) is the remapped intensity value, H(j) is the original intensity value,
and i and j are the maximum i and minimum j intensity value. An example of the
histogram image is in Figure 3.2 (d).
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(a) Original Facial Image (b) Resized Facial Image
(c) Greyscale Facial Image (d) Normalized Facial Image
Figure 3.2: Facial Image Pre-Processed
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3.4 Detection of Regions
The pre-processed facial image then has the facial region extracted. This is to
include only the skin part of the face and has little or no hair and glasses and
sunglasses. The extraction method that is used is Haar Wavelet Transformation.
The Haar Wavelet Transformation [43] method that is used in this research work
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Where n is the number of element in the function, HT is the Haar Wavelet Trans-
formation and f the function.
Haar Wavelet Transformation is a generalization of a two dimensional matrix and
applying a one dimension transformation to the matrix. The two dimensional ma-
trix is then obtained from the facial images. Once this two dimensional matrix is
obtained, a one dimensional Haar Wavelet Transformation is applied to each pixel
value in the two dimension matrix row. Once this matrix is obtained, it is used
as a coefficient value for each row of the two dimensional matrix. Thereafter, the
above matrix is applied to each column of the new two dimensional matrix. After
the application of the Haar Wavelet Transformation, the facial area of the image is
left.
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3.5 Components of the Facial Region
In this research work, analysis is through components being extracted from the
facial region of the image. These components are the left and right eyes, mouth,
nose, chin, forehead and left and right cheek and are extracted using Haar Cascade.
Haar Cascade is built in to openCV [8] in which different masks are used that
identify different facial components. These masks check and contrast the values
between the adjacent pixels group to determine if they need to be included or not.
If the masks are not found in the pixels, they are then moved to the next set of
pixel values. If the image is the same or similar then the Haar Cascade-like feature
is found. Examples of all the components that are extracted can be seen in Figure
3.3.
(a) Normalized Facial Image
Figure 3.3: Facial Components
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3.6 Feature Extraction Techniques
A feature vector was extracted from facial component. Analysis of each compo-
nent was done using different textural, structural and geometric feature extraction
techniques in order to obtain the most accurate and distinctive feature extrac-
tion techniques for that component. The textural feature extraction used were 7
Hu Moments, Haralick texture moments and Gabor Filter. The geometric and
structural feature extraction techniques were Zernike moments and Local Binary
Pattern. Once each component feature vector is obtained, they are fused together
and normalised.
3.6.1 7 Hu Moments
The 7 Hu Moments [53] is a textural feature extraction technique which obtains
a set of invariant moments that are characterized regardless of an images scale,
position, size and orientation. These are computed by normalizing the central
moment through the order of 3 in conjunction with the central moments. The 7
Hu Moments are define with the below set of equations (3.4).
I1 = n20 + n02 (3.4)
I2 = (n20 − n02)2 + 4n211
I3 = (n30 − 3n12)2 + (3n21 − n03)2
I4 = (n30 − n12)2 + (n21 + n03)2
I5 = (n30 − 3n12)(n30 + n12)[(n30 + n12)2
− 3(n21 + n03)2](3n21 − n03)(n21 + n03)
[3(n30 + n12)
2 − (n21 + n03)2]
I6 = (n20 − n02)[(n30 + n21)2 − (n21 + n03)2+
4n11(n30 + n12)(n21 + n03)]
I7 = (3n21 − n03)(n30 + n12)[(n30 + n12)2
− 3(n21 + n03)2] + (n30 − 3n12)(n21 + n03)
[3(n30 + n12)
2 − (n21 + n03)2]
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where npq and nqp are normalized central moments of the order (p+ q).
3.6.2 Zernike Moments
Zernike Moments are used to overcome the redundancy that other geometric mo-
ments obtain [53]. Zernike Moments are a class of orthogonal moments which are
rotational-invariant and effective in image representation. Zernike Moments are a
set of complex, orthogonal polynomials defined as the interior of the unit circle.
The general form of Zernike Moments is defined in equation (3.5):
Znm(x, y) = Znm(p, θ) = Rnm(p)ε
jmθ (3.5)
where x, y, p and θ correspond to Cartesian and Polar coordinates respectively,












Where Rnm(p) is a radial polynomial and k is the order.
3.6.3 Haralick Texture Moments
Haralick texture moments are textural features extraction technique that can be
used to analyze the spatial distribution of the image’s textural features [53] with
different spatial positions and angles. Four most commonly used Haralick texture
moments are used in this disatation as they defined the texture of an image in the
best possible way as they are concerned with the properties of the individual pixel
in relation to the surrounding pixels. The Haralick texture moments are sensitive
to the choice of direction and supply an indication of the dominant values. The
Haralick texture moments that are computed are: Energy, Entropy, Correlation
and Homogeneity.
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Entropy
Entropy is the reflection of the disorder and complexity of the images texture. En-




f̂(i, j) log f̂(i, j) (3.7)
where f̂(i, j) is the [i, j] entry if the grey level value of image matrix and i and
j are points on the image matrix.
Energy
Energy is the measure of uniformity and is computed using equation (3.8). This
calculation is the opposite of the Entropy calculation as the Energy calculation has





where f̂(i, j) is the [i, j] entry of the grey level value of the image matrix and i
and j are points on the image matrix.
Homogeneity
Homogeneity is the reflection of the uniformity of the images texture. This also
represents the scale in which the texture of the image changes. An image that has
high homogeneity has little or no changes between the regions textures. This can







1 + (i− j)2
f̂i,j (3.9)
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where f̂(i, j) is the [i, j] entry of the grey level value of the image matrix and i
and j are points on the image matrix.
Correlation
Correlation is a measure of how correlated the pixel is to the neighbouring pixels.
Correlation is measured in a range from -1 to 1 which defines whether the value of





(i− µi)(j − µj)f̂(i, j)
σiσj
(3.10)






















where f̂(i, j) is the [i, j] entry of the grey level value of the image matrix and i and
j are points on the image matrix.
3.6.4 Gabor Filter
A Gabor Filter [6]an orientation-sensitive filter meaning that the image needs to
be in a certain orientation before this filter will work. It also best used for edge
and texture analysis of an image. The filter works by applying a Gausian Modular
onto a particular image which allows the image to be viewed as a sinusoidal plane
with a particular frequency and orientation. Gabor Filter can be calculated using
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equation(3.13):
















+ jw(xcosΘ + ysinθ)
(3.13)
where σ is spatial spread, w is the frquency and θ is the orientation.
3.6.5 Local Binary Pattern (LBP)
Local Binary Pattern [46] is a non-parametric descriptor that efficiently summarizes
the structure of the image. Local Binary Pattern is considered to be tolerant of
monotonic illumination changes and simple to compute. It is a texture analysis
method but can also define local structures. Local Binary Pattern is computed
by obtaining a decimal number for each pixel. Each pixel is then compared with
the eight neighbouring pixels to the central pixel. The comparison is done by
subtracting the central pixel from the neighbouring pixel, shown in equation (3.14).
If the obtained value is negative then the pixel is assigned a 0; if a positive value is
obtained, then that pixel is given a 1. The binary value is then read in a clockwise
direction starting in the top left hand corner. The binary value that is obtained
from each of theses pixels is then converted to a decimal value. This decimal value
that is obtained is then the pixel value, this value is between 0 and 255 pixel




s(ip − ic)2P (3.14)
s(x) =

1 if x ≥ 0
0 if x < 0
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where ic and ip are gray-level values of a central pixel, P surrounding pixels are the
circle neighbours with radius of R and s(x) is the defining 0 and 1 values.
3.7 Feature Fusion and Normalization
Feature fusion [16] is the combination of all the feature vectors obtained in the
feature vector process for each component of the same image. This then generates
a single feature vector which has various feature vectors. This single vector needs
to normalized [16]; the normalized technique that is used is the weighted sum rule
(3.15) which ensures that the mean and variance of the feature vector are similar.
In doing this, it allows all the images feature vectors to be comparable and removes
outliers in the feature vector.
N∑
i=1
αiP (ωj|x1, x2) = maxk=1,2
N∑
i=1
αiP (ωj|x1, x2), j = 1, 2 (3.15)
Where ωj, j = 1, 2 the orginal index and the compared index, N is the total num-
ber of matching results, P (ωj|x1, x2) represents the posteriori probability. αi is the
weight assignto the classifier i
3.8 Classification
Classification involves taking the feature vectors extracted from the image and using
them to automatically classify an images ethnicity. This is done by using different
machine learning algorithms. In this research work, a number of supervised and
unsupervised machine learning algorithms were used to obtain the images ethnicity.
The supervised machine learning algorithm involves training the feature vector in
order to compare an unknown feature vector with the trained data. The super-
vised machine learning algorithms used were Decision Tree, Nave Bayes, K-Nearest
Neighbor (KNN) and Support Vector Machine (SVM). The unsupervised machine
learning algorithm has the task of trying to define structures from an unknown data
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source. The unsupervised machine learning algorithms used were Random Forest
and K-Means.
3.8.1 Decision Tree
Decision Tree [14,38] is a hierarchically based classifier which compares data using
a range of defined features. The features that are defined in this research work
will be the classes of ethnicity. The advantages of the Decision Tree classifier is
that it has a lower computation time than other machine learning algorithms and
also avoids statistical errors. Decision Tree uses recursive partitioning to separate
the dataset by finding rules to split and define the data. Using Entropy, equations
(3.16) and (3.17), to calculate if the data will make a difference to the variable. If
the Entropy is 0 then the variable is considered in that rule, otherwise a new rule




P (Ci|D) logk(P (Ci|D)) (3.16)






where the probability of class Ci in D is obtained directly from the dataset.
3.8.2 Näıve Bayes
The Näıve Bayes [14, 38] algorithm is based on conditional probability. It uses
Bayes Theorem to calculate the probability of the class occurring given the proba-
bility that another event occurred. The advantages of Näıve Bayes is that it is fast,
can be scalable and can be used for both binary class and multi-class classification
problems. Näıve Bayes is defined in equation (3.18).
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P (x1, ......., xn|y) =
∏n
i=1 P (y)P (xn|y)
P (x1, ......., xn)
(3.18)
where case y is a class value, attributes are x1, ........, xn and n is the sample size.
3.8.3 K-Nearest Neighbor (KNN)
K-Nearest Neighbour [14] is an algorithm that stores all the cases and classifies
the new case based on the similarity measure. The K-Nearest Neighbour method
is used both in statistical estimation and pattern recognition. The whole dataset
is classified into either the training or the testing sample data. From the training
sample point, the distance is calculated using the Euclidean Distance. This equa-
tion is shown in equation (3.19). If the result is less than the neighbours around




(xi − qi)2 (3.19)
where n is the size of the data, xi is an element in the dataset and qi is a cen-
tral point.
3.8.4 Support Vector Machine (SVM)
The Support Vector Machine [33] is a trained algorithm for learning classification
and regression rules from data. Support Vector Machine is based on structural
risk minimisation and is related to regularisation theory. The implementation of
the Support Vector Machine is a mathematical programing and kernel function
(3.20). The parameters are found by solving a quadratic programing problem with
linear equality and inequality constraints. Using the kernel function allows for
flexibility and can search for a wide variety in the dataset. The defined algorithm
searches for an optimal separating surface, known as the hyperplane. All the data
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is then separated using the hyperplane. If there are too many outliers using the
calculated hyperplane, a new hyperplane is calculated until the simplest hyperplane
is formulated. Where there exists a pair (w, b) such that:
wTxi + b ≥ 1, forallxiεP (3.20)
wTxi + b < 1, forallxiεN




Txi + b) ≥ 1, forallxiεP ∪N
where w is the weighted vector and b is the bias of the gievn points P and N .
3.8.5 Random Forest
Random Forest [33] is an unsupervised machine learning algorithm. It is a group
of unpruned classification or regression trees. The trees that are created are made
from randomly selected samples of the training database. In order to create the tree,
random features are selected in the beginning and are thereafter changed according
to the presence or absence of that data point. Every tree is grown to the largest
possible extent with no pruning; examples of these trees can be seen in Figure 3.4
below. With the use of Random Forest, the trees that are created are more robust
to noise.
Figure 3.4: Random Forest representation of trees
CHAPTER 3. METHODS AND TECHNIQUES 32
3.8.6 K-Means
The K-Means [14, 33] algorithm is an unsupervised machine learning algorithm
that solves the problem of clustering. The main idea is to have a certain number
of clusters or classes. Thereafter, each data point is taken and associated to the
nearest cluster. Each time a data point is calculated (3.22), the cluster recalculates
the central cluster. This recalculation will either move the central clusters closer
together or further apart. This continually recalculates the central cluster until no
more changes can be made with the dataset. The advantages of K-Means is that





where x be the set of data points and v be the set of centers. ci represents the
number of data points in the ith cluster.
3.9 Conclusion
In this chapter, the different methods and techniques used in this research work have
been discussed, including the formulation of the ethnicity identification framework.
This framework included feature extraction techniques are classified to obtain the





In this chapter, the performance of the facial images are analysed with the differ-
ent classification techniques. The results achieved in this research project are also
shown and discussed.
The programming environment is explained in section 4.2 and the dataset is ex-
amined in section 4.3. Thereafter, the Feature Extraction Technique is discussed
in section 4.4 followed by the classification techniques for ethnic identification in
section 4.5.
4.2 Programming Environment
The system was implemented and run with Intel Core(TM) i7-4770S @ 3.10 Ghz
and 8.00GB RAM. The system was implemented in Java using different forms of
plugins: ImageJ [48], openCV [8] and Catalono [2]. All these plugins are in the
public domain and are used for Java image processing. They have also developed
separate image processing operations, some of which are region of interest detection,
bounding box drawing, Gabor Filters, Zernike Moments and many more. The
plugins were used in sequence such that the output of one image will serve as the
input to another image or plugin. A statistical Java package of Javaml [2] was used
for the Support Vector Machine, Decision Tree, Näıve Bayes, K-Nearest Neighbor,
Random Forest and K-Means classification.
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4.3 Datasets
This investigation used a union of four different facial image databases: Yale [5],
ORL [47], FERET [45] and MUCT [41]. The total dataset contained 1304 facial im-
ages and 900 subjects. These subjects were divided into six different ethnic groups.
These ethnic groups: Asian, African, African American, Asian Middle East, Cau-
casian and Other.
Each ethnic group was composed with the following datasets: the Asian dataset was
composed of Yale and FERET; the African dataset was composed of MUCT; the
African American dataset was composed of Yale, ORL and FERET; the Caucasian
dataset was composed of Yale, ORL, FERET and MUCT; the Asian Middle East
dataset was composed of ORL, Yale, FERET and MUCT; and the Other dataset
was composed of FERET.
The breakdown of the datasets and facial images used for each ethnic group is
displayed in table 4.1.
Table 4.1: Breakdown of the dataset used
Ethnic Group Dataset
Yale [5] ORL [47] FERET [45] MUCT [41] Total
African - - - 91 91
African American 1 1 77 - 79
Asian 8 - 171 - 179
Asian Middle East 6 - 53 46 105
Caucasian 17 39 619 102 777
Other - - 73 - 73
Total 32 40 993 239 1304
4.4 Composition of the Extraction Feature
Analysis was done to ascertain which feature extraction technique would achieve
the most accurate True Positive Rate (TRP) for ethnic identification. True Positive
Rate (TRP) is calculated using equation (4.1) and the False Positive Rate (FRP) is
calculated using equation (4.2). The feature extraction techniques used in this study
are: 7 Hu moments; Zernike Moments; Linear Binary Pattern; Gabor Filter; and
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Haralick texture moments. In order to test that the feature extraction techniques











Where FRP is the False Positive Rate, FP is the False Positive and TN is the
True Negative.
Zernike Moments
Zernike Moments is a geometric feature extraction technique which is embedded in
the Catalano [2] toolbox which was used to implement the Zernike Moments. In
this research work Zernike Moments Feature Extraction Technique was applied to
the same facial images that were used for the training of the other feature extrac-
tion techniques. The dataset was used as training, validation and testing for the
Zernike Moments. The results of the experiment are shown in Table 4.2:











Nose 1045 259 80.10% 19.90%
Left Eye 997 307 76.40% 23.60%
Right Eye 996 308 76.30% 23.70%
Mouth 941 363 72.10% 27.90%
Forehead 1037 267 79.50% 20.50%
Chin 947 357 72.60% 27.40%
Left Cheek 686 618 52.60% 47.40%
Right Cheek 933 371 71.50% 28.50%
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Zernike Moments was tested using the complete dataset which consisted of 1304
images. Each image all components are extracted - eyes, nose, chin, forehead,
mouth and cheeks. From the results in Table 4.2, 363 instances of the mouth, 259
instances of the nose, 307 instances of the left eyes, 308 instances of the right eyes,
267 instances of the forehead, 618 instances of the left cheek and 371 instances of
the right cheek were misclassified. Zernike Moments has an average True Positive
classification rate of 72.6%.
Gabor Filter
The Gabor Filter is a Textural Feature Extraction Technique which is embedded
in the Catalano [2] toolbox and was used to implement the Gabor Filter. In this
research work Gabor Filter Feature Extraction Technique was applied to the same
facial images used for the training of the other feature extraction techniques. The
dataset was used as training, validation and testing for the Gabor Filter. The re-
sults of the experiment are shown in Table 4.3:











Nose 1076 228 82.50% 17.50%
Left Eye 957 347 73.40% 26.60%
Right Eye 963 368 71.80% 28.20%
Mouth 1150 154 88.20% 11.80%
Forehead 921 383 70.60% 29.40%
Chin 872 432 66.80% 33.2%
Left Cheek 871 433 66.70% 33.30%
Right Cheek 1067 237 81.80% 18.20%
Gabor Filter was tested using the dataset which consisted of 1304 images. Each
image all components are extracted - eyes, nose, chin, forehead, mouth and cheeks.
From the results in Table 4.3, 154 instances of the mouth, 154 instances of the
nose, 347 instances of the left eyes, 368 instances of the right eyes, 432 instances
of the chin, 383 instances of the forehead, 433 instances of the left cheek and 237
instances of the right cheek were misclassified. Gabor Filter has an average True
Positive classification rate of 75.23%.
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Linear Binary Pattern
The Linear Binary Pattern is a Textural Feature Extraction Technique which is
embedded in the ImageJ [48] toolbox and was used to implement the Linear Bi-
nary Pattern. In this research work the Linear Binary Pattern Feature Extraction
Technique was applied to the same facial images used for the training of the other
feature extraction techniques. The dataset was used as training, validation and
testing for the Linear Binary Pattern. The results of the experiment are shown in
Table 4.4:











Nose 818 486 62.70% 37.30%
Left Eye 1092 212 83.70% 16.30%
Right Eye 491 813 37.60% 62.40%
Mouth 1003 301 76.90% 23.10%
Forehead 1057 247 81.00% 19.00%
Chin 620 684 47.50% 52.50%
Left Cheek 398 906 30.5% 69.50%
Right Cheek 295 1009 22.70% 77.30%
The Linear Binary Pattern was tested using the complete dataset which consisted of
1304 images. Each image all components are extracted - eyes, nose, chin, forehead,
mouth and cheeks. From the results in Table 4.4, 301 instances of the mouth, 486
instances of the nose, 212 instances of the left eyes, 813 instances of the right eyes,
684 instances of the chin, 247 instances of the forehead, 906 instances of the left
cheek and 1009 instances of the right cheek were misclassified. Gabor Filter has an
average True Positive classification rate of 55.33%.
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7 Hu Moments
7 Hu Moments is a Geometric Feature Extraction Technique which is embedded
in the Catalano [2] toolbox and was used to implement the 7 Hu Moments. In
this research work 7 Hu Moments Feature Extraction Technique was applied to the
same facial images used for the training of the other feature extraction techniques.
The dataset was used as training, validation and testing for the 7 Hu Moments.
The results of the experiment are shown in Table 4.5:











Nose 1109 195 85.00% 15.00%
Left Eye 749 555 57.20% 42.80%
Right Eye 818 486 62.70% 37.30%
Mouth 1168 136 89.50% 10.50%
Forehead 590 714 45.20% 54.80%
Chin 1049 255 80.50% 19.50%
Left Cheek 788 516 60.40% 39.60%
Right Cheek 815 489 62.50% 37.50%
7 Hu Moments was tested using the dataset which consisted of 1304 images. Each
image all components are extracted - eyes, nose, chin, forehead, mouth and cheeks.
From the results in Table 4.5, 136 instances of the mouth, 195 instances of the
nose, 555 instances of the left eyes, 486 instances of the right eyes, 255 instances
of the chin, 714 instances of the forehead, 516 instances of the left cheek and 489
instances of the right cheek were misclassified. 7 Hu Moments has an average True
Positive classification rate of 67.88%.
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Haralick Texture Moments
Haralick texture moments is a Textural Feature Extraction Technique which is em-
bedded in the Catalano [2] toolbox and was used to implement the Haralick texture
moments. In this research work the Haralick texture moments Feature Extraction
Technique was applied to the same facial images used for the training of the other
feature extraction techniques. The dataset was used as training, validation and
testing for the Haralick texture moments. The results of the experiment are shown
in Table 4.6:











Nose 868 436 66.50% 33.50%
Left Eye 1005 299 77.10% 22.90%
Right Eye 827 477 63.40% 36.60%
Mouth 915 389 70.10% 29.90%
Forehead 1073 231 82.30% 17.70%
Chin 910 394 69.80% 30.20%
Left Cheek 951 353 72.80% 27.20%
Right Cheek 1098 206 84.20% 15.80%
The Haralick texture moments was tested using the dataset which consisted of
1304 images. Each image all components are extracted - eyes, nose, chin, forehead,
mouth and cheeks. From the results in Table 4.6, 389 instances of the mouth,
436 instances of the nose, 299 instances of the left eyes, 477 instances of the right
eyes, 394 instances of the chin, 231 instances of the forehead, 353 instance of the
left cheek and 206 instances of the right cheek were misclassified. Haralick texture
moments has an average True Positive classification rate of 73.28%.
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General Disscusion of the Feature Extraction Techniques
The results of the True Positive Rate that each Feature Extraction Technique
achieved presented that certain Feature Extraction Techniques achieve a higher
result at distigusihing the ethnicity of a facial image for that particular component
than others did. The results for each component with each Feature Extraction
Technique are summarised in Table 4.7.
Table 4.7: True Positive Rates per Component per Feature Extraction Technique
7 Hu Moments Zernike Moments LBP Gabor Filter Haralick Texture Moments
Nose 85.0% 80.1% 62.7% 82.5% 66.5%
Left Eye 57.2% 76.4% 83.7% 73.4% 77.1%
Right Eye 62.7% 76.3% 37.6% 71.8% 63.4%
Mouth 89.5% 72.1% 76.9% 88.2% 70.1%
Forehead 45.2% 79.5% 81.0% 70.6% 82.3%
Chin 80.5% 72.6% 47.5% 66.8% 69.8%
Left Cheek 60.4% 52.6% 30.5% 66.7% 72.8%
Right Cheek 62.5% 71.5% 22.7% 81.8% 84.2%
For the components of the eyes, it can be seen that Zernike Moments, which is
a Geometric Feature Extraction Technique, achieved a 76.3% True Positive Rate
for the right eye. As no two eyes are the same, the left eye achieved better results
using the Linear Binary Pattern, which is also a Geometric Feature Extraction
Technique. The Geometric Feature Extraction Techniques achieve high results for
the eyes due to the fact that eyes are structurally different in size and shape be-
tween ethnic groups.
The mouth achieved better with two different Feature Extraction Techniques. These
Feature Extraction Techniques, were the Gabor Filter with a True Positive Rate
of 88.2% and 7 Hu Moments with a True Positive Rate of 89.3%. Both these tech-
niques are texture-based Feature Extraction Techniques and achieved well for the
mouth as the colour, shape and coarseness varies for each ethnic group. Due to
both Feature Extraction Techniques achieving high results, the weighted average
between the two Feature Extraction Techniques is calculated and used as the Fea-
ture Extraction Technique for the component of the mouth.
The chin and nose components achieved well with the two Feature Extraction
Technique: 7 Hu Moments. This textural Feature Extraction Technique achieved
an 80.5% True Positive Rate for the chin and an 85.0% True Positive Rate for the
nose. As both components are skin-based components, it is the texture of the skin
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that is different for each ethnic group. Therefore, for the chin and the nose, 7 Hu
Moments is the best Feature Extraction Technique.
The forehead and left and right cheeks are also skin-based components and can
define ethnicity for the different groups by the texture, colour and gradients of the
components. These components achieved well with the Haralick texture moments
as this uses the correlation and homogeneity of the image. The forehead achieved
a True Positive Rate of 82.3%, the left cheek had a 72.8% True Positive Rate and
the right cheek had a 84.2% True Positive Rate.
Therefore, each image that is processed by the ethnic identification framework,
shown in Figure 4.1, has a feature vector that is a fusion of each of these compo-
nents feature vectors. The components of the nose and chin compute the feature
vector using the 7 Hu Moments. The forehead, left cheek and right cheek imple-
ment the feature vector using the Haralick texture moments. The eyes compute the
feature vector using the Zernike Moments and the Gabor Filter. Lastly, the mouth
uses the weighted average of the Gabor Filter and the 7 Hu Moments Feature Ex-
traction Technique. Once all the feature vectors are obtained for each component,
they are then fused together and normalised to be used in the classification process.
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Figure 4.1: The proposed framework of the component-based ethnicity identifica-
tion system
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4.5 Feature Extraction and Identification
Once the composite fused and normalised feature vector is obtained, it is then used
to identify the ethnicity of an image. This is done by using different Machine Learn-
ing Algorithms to obtain the ethnicity of the facial image. These Machine Learning
Algorithms that were used were Support Vector Machine, K-Nearest Neighbour,
Decision Tree, Random Forest, K-Means and Näıve Bayes.
4.5.1 Support Vector Machine
A Support Vector Machine is a supervised machine learning algorithm which was
embedded in the javaml [2] toolbox and used to implement the Support Vector
Machine. The study took the same dataset as for the other machine learning algo-
rithm to test and train this machine learning algorithm. The results obtained for
this experiment are shown in the Figure 4.2.
Figure 4.2: Accuracy Achieved for All Ethnicity using Support Vector Machine
The Support Vector Machine was tested using the dataset which presented that
Support Vector Machine correctly identified the ethnic group of Other and was the
best with 95.6%. Support Vector Machine preformed badly with African Ethnicity
as it only achieved 68.9%. This is because SVM could not correctly indentify the
African as these images were consered close to the African American images.
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4.5.2 K-Nearest Neighbour
K-Nearest Neighbour is a supervised machine learning algorithm which was em-
bedded in the javaml [2] toolbox and was used to implement K-Nearest Neighbour.
The study took the same dataset as for the other machine learning algorithm to
test and train this machine learning algorithm. The results obtained for this ex-
periment are shown in the Figure 4.3.
Figure 4.3: Accuracy Achieved for All Ethnicity using K-Nearest Neighbour
K-Nearest Neighbour was tested using the full dataset which presented that K-
Nearest Neighbour correctly identified the ethnic group of Asian Middle East and
was the best with 95.6%. The worst preforming ethnic group was African, with
87.5%. This is because K-nearest Neighbour could not correctly indentify the
African as these images were consered close to the African American images.
4.5.3 Decision Tree
The Decision Tree is a supervised machine learning algorithm which was embedded
in the javaml [2] toolbox and was used to implement the Decision Tree. The study
took the same dataset as for the other machine learning algorithm to test and train
this machine learning algorithm. The results that are obtained for this experiment
are shown in the Figure 4.4.
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Figure 4.4: Accuracy Achieved for All Ethnicity using Decision Tree
Decision Tree was tested using the full dataset which presented that Decision Tree
preformed the best for the ethnic group of African American with 87.2%.Deci-
sion Tree also could not correctly identify the Other ethnicity, which achieved
69.3%. This was because the Other image feature vectors were extremly close
to the Cacuasian and Decision Tree could not find the tree that would correctly
define the Other ethnic group.
4.5.4 Random Forest
Random Forest is a supervised machine learning algorithm which was embedded in
the javaml [2] toolbox and was used to implement the Random Forest. The study
took the same dataset as for the other machine learning algorithm to test and train
this machine learning algorithm. The results of the experiment are shown in the
Figure 4.5.
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Figure 4.5: Accuracy Achieved for All Ethnicity using Random Forest
Random Forest was tested using the full dataset which presented that Random
Forest correctly identified the ethnicity group of Caucasian, which achieved 94.6%.
Random Forest achieved poorly for the Other ethnicity, which achieved 68.6%. This
was because the Other image feature vectors were extremly close to the Cacuasian
and Random Forest could not find the tree that would correctly define the Other
ethnic group.
4.5.5 Näıve Bayes
The Näıve Bayes is a supervised machine learning algorithm which was embedded
in the javaml [2] toolbox and was used to implement the Näıve Bayes. The study
took the same dataset as for the other machine learning algorithm to test and train
this machine learning algorithm. The results of the experiment are shown in the
Figure 4.6.
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Figure 4.6: Accuracy Achieved for All Ethnicity using Näıve Bayes
Näıve Bayes was tested using the full dataset which presented that Näıve Bayes
identified the African ethnicity group, which achieved the result of 98.7% accuracy
rate. Näıve Bayes achieved 88.3% for Caucasian, which was the worst performing
ethnic group.
4.5.6 K-Means
K-Means is an unsupervised machine learning algorithm which was embedded in
the javaml [2] toolbox and was used to implement the K-Means. The study took
the same dataset as for the other machine learning algorithm to test and train this
machine learning algorithm. The results of the experiment are shown in the Figure
4.7.
Figure 4.7: Accuracy Achieved for All Ethnicity using K-Means
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The K-Means was tested using the full dataset which preesented that K-Means
achieved the worse results over all the machine learning algorithms. The African
ethnicity group achieved the worse results of 67.9% and Caucasian achieved the
best results, with 84.7%.
4.6 Analysis of each Ethnic Group
This section will discuss the results achieved for each ethnic group. These ethnic
groups were African, African American, Asian, Asian Middle East, Caucasian and
Other. These results discussed here are being compared to similar works done in
ethnic identification.
4.6.1 African Ethnicity Results
In Buchala et al. [9] it was shown that for the African ethnicity they achieved a
percentage of 80%. Buchala et al used Principal Component Analysis as there
classifier. They used a dataset size of 40 African images from the FERET dataset
[45]. For this research work 91 images from the MUCT dataset [41] was used and
achieved 98.7% with the Näıve Bayes. This is shown in Figure 4.8. The reason
that Näıve Bayes achieved higher results is that there are more images where used
hence achieving a more accurate result.
Figure 4.8: Accuracy Achieved for African Ethnicity
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4.6.2 African American Ethnicity Results
Buchala et al [9] it was shown that African American Ethnicity achieved 82% for
this ethnic group. Here they used 320 African American facial images from FERET
and used Principal Component Analysis classification. The results achieved in this
research work are shown in Figure 4.9. The dataset used contained 79 African
American images from different datasets. Näıve Bayes achieved higher results than
Buchala et al. for the reason that Näıve Bayes is a more accurate classifier than
Principal Component Analysis.
Figure 4.9: Accuracy Achieved for African American Ethnicity
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4.6.3 Asian Ethnicity Results
In Lu and Juain [40] used two different classification techniques. These were Nearest
Neighbour and Linear Discriminant Analysis, which achieved 97% and 95% respec-
tively. They used 200 Asian facial images from the FERET [45] dataset. The results
achieved in this research work are shown in Figure 4.10. In this research work, the
dataset used contained 179 Asian facial images from the Yale [5] and FERET [45]
datasets. Näıve Bayeswas the best preforming classification method and achieved
90.3%. This ethnic group did achieve less than the research work. This could be
because of the number of images used and the mixing of different datasets.
Figure 4.10: Accuracy Achieved for Asian Ethnicity
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4.6.4 Asian Middle East Ethnicity Results
Buchala et al [9] results for Asian Middle East ethnicity were an average of 83% us-
ing Principal Component Analysis classification. This was achieved with a dataset
size of 363 Asian Middle East images from random datasets. K-nearest Neighbor
was the best achieving Machine Learning Algorithm for Asian Middle East in this
study. It achieved a result of 95.6% accuracy rate, which is shown in Figure 4.11.
The dataset used 105 Asian Middle East facial images. Here we obtained a higher
accuracy than that of Buchala et al.
Figure 4.11: Accuracy Achieved for Asian Middle East Ethnicity
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4.6.5 Caucasian Ethnicity Results
Buchala et al [9] used 1758 images from the FERET dataset. Their results showed
that Caucasian ethnicity achieved 82% accuracy by using Principal Component
Analysis classification. In this study, 777 Caucasian facial images were used in the
dataset. This achieved a result of 94.6% using Random Forest, which is shown in
Figure 4.12. This research work achieved a higher accuracy rate for this ethnic
group than that of Buchala et al. This is due to the fact that Buchala et al used
the same subjects multiple times in their dataset, whereas this research work used
different images which helped to distinguish variations in facial images.
Figure 4.12: Accuracy Achieved for Caucasian Ethnicity
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4.6.6 Other Ethnicity Results
Tin and Sein [54] used two different classification techniques. On average, the result
achieved for Other ethnicity was 93% for Nearest Neighbor and 96% for Principal
Component Analysis classification. Tin and Sein used 250 Other facial images
which were obtained from the Internet. In this study, Support Vector Machine
achieved a result of 95.6% and is shown in Figure 4.13. Here this study used only
73 images from the FERET [45] dataset. On average, this achieved the same as
Tin and Sein.
Figure 4.13: Accuracy Achieved for Other Ethnicity
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4.6.7 Results of all Six Ethnicities
A number of empirical experiments were carried out to investigate whether or not
the Fused and Normalised Fusion Vector is suitable to determine ethnicity. The
dataset used for the training comprised 10% of each ethnic group and was tested
against different Machine Learning Algorithms.
Experiments presented that K-Nearest Neighbour Machine Learning Algorithm
achieved an 89.6% ethnic distinction rate with the lowest achieving Machine Learn-
ing Algorithm being K-Means, which achieved 74.8%. The variation between Ma-
chine Learning Algorithms 15% Ethnic Identification Rate was 15%; this is shown
in Figure 4.14.
Figure 4.14: Accuracy Achieved for All Six Ethnicity
Table 4.8 presents the comparison between the results achieved by related research
studies on ethnic identification and our average ethnic identification rate. From
the results, we can see that this study achieved better results than those of related
works.
Table 4.8: Comparison of Related Studies Results with Our Results for Ethnicity
Identification
Asian African African American Asian Middle East Caucasian Other
Lu and Jain [40] 97.7% - - - - -
Buchala et al [9] - 80.2% 80.0% 83.1% 82.0% -
Tin and Sein [54] - - - - - 96.0%
Our Work 85.6% 84.7% 85.8% 86.8% 90.8% 82.3%
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4.7 Conclusion
In this chapter, the proposed framework is discussed and explained. The experi-
mental results have been presented and discussed and presents that the proposed
framework gives a better performance and produces a more accurate ethnicity iden-
tification rate for an image than other research studies.
The next chapter concludes the research work and provides direction for future
work.
Chapter 5
Conclusion and Future Works
5.1 Summary of work
In this study, a component-based ethnicity identification framework was proposed.
The study provided a comprehensive, detailed review of the most popular facial
recognition systems, as well as an investigation into ethnicity identification recog-
nition and component-based analysis for facial recognition. These investigations
revealed the shortcomings in previous studies. Some of these shortcomings in-
cluded the fact that the whole face was used to identify ethnicity and in some cases
the number of ethnic groups was small.
This study set out to address some of the above shortcomings. This was done by
applying Haar Transform to each facial image to automatically extract the compo-
nents of the left and right eye, left and right cheek, nose, mouth, chin and forehead.
Once each component was extracted, analysis was carried out to ascertain which
feature vector technique is best to identify certain ethnicities. It was presented that
Linear Binary Pattern and Zernike Moments are the best feature extractions for
the eyes, Haralick texture moments was best for the left cheek and forehead, Gabor
Filter was best for the right cheek and 7 Hu Moments was best for the nose, chin
and mouth. Once all the components of the feature vector are obtained, they are
then concatenated and normalized. As a result, this approach detects ethnicity in
facial images with high accuracy.
The facial component-based ethnicity identification framework takes in an image
and components are extracted automatically. These components use different fea-
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ture extraction techniques in order to obtain the feature vector. The feature vectors
are the classified using different classification techniques in order to obtain the Eth-
nicity of the facial image.
Experiments were carried out on all feature extraction and ethnicity classes. Com-
pared with previous studies, they presented that ethnicities were more accurately
detected for all classes and that the feature extractions achieved an average eth-
nicity identification rate of 84.4%. African ethnicity identification rate was 98.7%
with Näıve Bayes, while a 91.5% rate was achieved with Nave Bayes for African
American ethnicity identification. Näıve Bayes achieved a rate of 90.3% for Asian
ethnicity identification and K-Nearest Neighbor Classification obtained a 95.6%
rate for Asian Middle East ethnicity identification. A rate of 94.6% was achieved
for Caucasian ethnicity identification with Random Forest and Support Vector Ma-
chine Classification achieved a 95.6% rate for Other ethnicity identification.
Although this study provides solutions to some of the current problems in component-
based ethnicity identification, there is still some room for improvement. These lim-
itations are discussed in the next section.
5.2 Limitations of the System and Future work
The most important steps in the development of an ethnicity identification frame-
work to test the shortcomings are here revealed and reported:
• Sample Images: In this study, grey level images of the facial components
images are used in the identification of the ethnicity. If there is bad illumina-
tion during the capturing of the facial image, this affects the performance of
the framework with that image. As a short term solution, this study removed
the images that were not suitable. In future, at the time of image capture,
more precaution can be taken to control the illumination of the image.
• Component Detection: With some facial images, it is still difficult to
identify the components with this framework. The reason for this is that
some areas of the face were covered with facial hair or sun glasses were worn.
As a short term solution, the images with these issues were removed. In
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future, auto-detection of unidentifiable components needs to be done and the
components removed from the dataset.
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5.3 Conclusion
This study has presented a component-based ethnicity identification framework.
Facial components are firstly detected (left and right eye, left and right cheek,
nose, mouth, chin and forehead), and the feature vectors are obtained for each
component. These feature vectors are then concatenated and normalized. The
feature vectors are validated with numerous classification techniques. In terms of
application, this framework can be used as a solution for Security, Surveillance
Systems and General Identity Verification.
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