Introduction \Ve ha.ve developed a query-sensitive text summarization technology \Vell suited for the task of determining whether a. document is relevant to <' -" query. Enoug;h of the docurnent is displayed for the user to determine whether the document should l:H~ read in its entirety. Evaluations indicate that sununarics are classif-ied for relevauce uearly as well as full documents. This approach i.s based on the concept that a good SltJnrnary will repn-)sent each of the topics in the query and is n'alized by ~electing smltcnc<-!S from the document until all the phrases in the query which are represented in the sumiHa.ry are (covered.' A phrase in th<:; docu-.
'
Jllcnt is considered to cover a phraf:le in the qu(~r:Y if it is cmeferent \Vith it. This approach maxirnizes the space of <!ntities reta.incd in th(:: summ<Jxy with minimal rednnda.ncy. 'rhe software is built upon the CAMP NLP spt.cm [2] .
Problem Statement
Given the relative immaturity of sunlmari;~,ation tech·· nologi<~s and their evaluation, it is \vorthwhile to describe our approach in d<:;ta.il and t.he problems it is intended to solve. An important aspect of our tcchHiqm: is that. we produce sentence c~xtraetion summaries which are constructed by selecting sc·mtlmces from the som·cc document. In aclditicm, our sununarie':l arc focnsed on providing relevant information about a query. \Ve feel that. the current state-of-the-art techniques are better equipped to prod nee high quality query-sensitive summa.rics than gmwric summaries. Our goal is to produn: 'indicative' summaries [4] which allow a. user to dPtcrmilw whether the document is relcv;:tnt to his or lwr quQry. The ;.;mnmary is not intended to replace the docnrnent or provide answers to questions directly but nw.:y h<-tve this effect.
Casting our technology in terms of a product, we sec~ t.hc application as an intermediate step between view-1 ing entire documents and the output of an information retrieval engine~. Instead of looking at either headlines or an entire document, the user \voulcllook at the sumrnaries of the documents and then decide whether the document merited further reading.
Approach
We conducted a simple experiment with sumrru-.1..ries produced in the TIPSTER .snmrna.rization dry run [G] . For 5 queries \vith 200 documents each, \ve took the set of summaries produced by the 6 dry-run participants and retained only those summa.ri<~s that were truepositives, i.e., the~ sumrna.ry was judged 'rdevant' and the full document was judged trclevaJlt'. Over a.ll the quei'ies, at least one of the six system~ produced a trucposi,tive ~umma.ry for H6.6% of the documents, although no individual system performed nearly at that leveL This meant that some existing technology produced a correct summary for almost every relc~vant document. Hence we viewed the problern as one of balancing the ea.pabilities of our system to behave like the amalgamated systern implicit in joined output. 13ased on this result we a.re confident that this class of summarbmtion is tractable with current technologies and this has strongly motivated our design decisions. Upon encountering a query like t~n.c~porting on possibility of and search for extra-terrestrial life/intelligence." l we assume that the user has defined a.. class of actions, ideas, c.tndjor entities that he or she is interested in. The job of an information retrieval engine is to find instantiations of those classes in text documents in some database. \A..!e vimv summarization as n.n additional step in this process ,,,here we attempt to present the user \:vith the smallest collection of sentences in the document that instantiate the user specified classes and do not mislead the user about the overall content of the document. By doing sol we can greatly shortcu the amount of the document that the user must read in order to determine whether the document is relevant for the user's needs.
Just The noun phrase (the 1960's assassination' refers to an event, which is the same as the one referred to in the document with the verb 'assassina.vxr. Note also that there is coreference between 'President l<<'~l111C:~dy' and 'Kennedy' in the document.
The part-whole relation between the query and the document In addition to the identity relation) phrases in a text which refer to parts of an entity or concept mentioned in the query will likely provide useful information) and therefore should be included in a. summary. Finding t.hese relations in in general is beyond the scope of this paper, however) our approxirnation of a. subclass of these relaJions proved helpful f(n· <J number of queri(~S.
A strong example of the part-\vhoh' rela.tion occurs wlw11 a country is nwntioned in the query and a province or city within that country is mentioned in the docurnent. For exa.rnple:
(Jum·y: Document will discuss efforts by the~ black majority in South Africa to overthrow domina .. tion by the white minority government~.
Docurnenl:
About. DO soldiers have buen arrested and face possible death sentenCl)S stemming from a coup attempt in Bophuthatswana, ... Rebel soldiers staged the ta.keover bid \V(~dnesda.y, detaining homeland President Lucas lVIangoJw.
Bophuthatswana is im;idc Sont.h Africa) and sentences that rncntion it are clca.rly good candida.t(-:s for inclusion in a summary.
We also consider pa.rt-w!Jole relations between events as in t.he. relation bctw('.Gll 'overthrow' and :staged' and 'detained'. Those events are sulJ .. parts of OV(~rthrow events, and as such) sentences that contain sub-parts of the events a.re reasonable ca.11didates for inclusion in summaries.
Implementation
The surnmarization tecllllique was developed i:vithin the CAMP NLP framework. This s.vstem provides an integrated environment in which to a.ccess many levels of linguistic information as W(~ll <ls world knowledge. Its main components include:: n<:-:unc:d entity reeognition, tokcni~ation, sent.CllCe <letc:ctioll, part .. of-speecll tagging, morphological a.nalysi~, parsing, argument dctectiou, a.nd corofcrence n~solut.ion. rvlany of the techniques used for these tasks perform at or nea.r the st.ate of t-he art and are describerl in more depth in p2) 9) 8: 7 1 5 1 1) 2). The system produces coreference annotated documents ·which serve as the input to the :Slllllmarization algorithm.
Relating the query to the document The relationships discu::;sed previously are approximated via a series of associationH between tokens in the query, headline, and the body of the docurnent. Event references arc captured by associating verbs or nominalizations in the query with verbs and nominali:.::;ations in the cloc1nnent.
Given three verhal forms v 1 in the qttery 1 v 2 in the document) and V:} in the set of all verbal forms 1 where a verbal form is the morphological root of a verb or the vc~rb root corresponding to a nominalization 1 v 1 is associated with 1) 2 if at leaflt one of the following criteria an~ met:
Here p(v;) is the probability that 1Ji occurs in a docunwut and p(!Ji 1 v.7) is thr~ probability that Vi and Vj occur iu the same document. ThcsQ probabilities are based on frequencies gathered frorn approximately 45,000 Wall Street .Journal articles. Criterion 1 is a mcasmT of mutnal ill formation between t"wo verbs. Criteriori 2 is used to ruh~ out frequently occurring verbs such a::; "ben and "make". Criterion 3 allows for verbs which arc ruled out by criterion 2 to be associated when additional context is available. Thi;.; is important since some queries only contain verbal forms which are ruled out by criterion 2. Hdationships between proper nouns arc made on the hasis of string matches, acronym matching) and dictionary lookup. Acronyms arc determined either through a table lookup or an appositive construction occurring ill the document which designates the acronym for a specif-ic proper noun. A proper noun in the query is considered associated with a. proper noun in the doculllcnt if it matches tJ:-w string or acronym of the proper nonn in the document or it appears in the definition of the proper noun in the docum<~nt. A reverse dictionary lookup often a.llows cities to be associated with the country they are in.
A token in the query 1:vhich is a lowercase noun or adjective ir:; associated with any token in the docunwut which matches its morphological root and part of speech.
TokenR which occur in the headline are associated with tokens in the document body using the same criteria as the query 1 with the exclusion of the dictionary 3 lookup. The dictionary lookup was exduded because the headline will likely use the same lt~xiealization of a proper noun as that used in a document. This is less likely to be the case with the query.
Selecting a sentence
The associations discussed in the previous section arc used to rank and sek:ct sentences from the document. Every token in the document which is associated with the same token in the query or headline is considered to be in the Ra.me corc.fcrencc chain. A sentence which contains any token in a given coreference chain is said to cover that chain.
The following scores are computed for each sentence in the document:
1. The number of coreference chains from the query which are covered by the sentence and haven)t been covered by a previously ticketed sentence.
2. The number of noun coreference chains from the query which are covered by the sentence and the number of verbal tcrrns in the sentence which are chained to the query.
3. The number of coreferencc chains from the headline which are covered by the sentence and haven 1 t been covered by a. previously selected sentence.
4. The number of Houn coreference chains from the l;eaclline which are covered by the seutence and UH:.: number of verbal terms in the sentence which <Jre chained to the headline.
5. The number of corcference chains which are covered by the sentence and haven 1 t been covered by a previously nelected sentence.
6. The number of noun co reference chains which are covered by the sentence.
7. The index of the sentence; in the documenti sentences are sequentially numbered.
The sentences are sorted based 011 the above scores 1 where the ith scoring Criteria is only considered in case of a tie for all criteria less than 'i. Scores 1-6 are ranked in descending order while score 7 is ranked in ascending order. The top-ranked sentence is sclectE!d 1 and scores 1 1 3 1 and 5 are recomputed in order to select the next sentence. Selection halts v,rhen all coreference chains in the query have be~:n covered a.nd the summary contains at least 4 sentences.
Scores 1 and 2 are used to select sentences 1vhich are related to the query. Scores 3 and 4_ are motivated by documents which have 1 or 2 sentences whieh appear related to the query but if presented alone would give a. false impression of the true content of the document. Thus sentences related to the headline are presented to provide additional background. Consider the following example:
Onery: \Vhat evidence is there of paramilitary activity in the U.S.?
Summoxy: ... Last month the extremists used rocket-propelled grenades for the first time in three attacks on police and paramilitary units .... This sentenc(~ was selected because it contains tol~Jms which a.re in coreference chains with tokens in the query; however 1 alone it is potentially misleading because the place of the attack is not mentioned. This ambiguity is resolved when the following sentence is selected because it is well associated with the headline.
Sv.mmoxy:
. Sikh militants may have acquired one or two U .S.-made Stinger anti-aircraft missiles and hidden them inside the Golden Temple) the Sikh faith)s holiest shrine) Punjab police officials sr.tid Saturday .. This provide::; enough background information for the reader to realize that the para-military activity is not t.a.ldng place in the U.S. and thus that the document is ineh-;vanl to the query.
Likewise) scores 5 and 6 act similarly to 3 and 4 for documents which do not contain a headline. \Ve found t.his particularly important for advertisements which often don )t state a product or company name in the beginning of the document) but will repeat these names nunH::rous times throughout the document.
Generating the summary
Once ;-;entcnces have been selectE:~d) they arc presented iu the order they occurred in the document. Pronouns which do not have a referent in the previous sentence of the summary a.re filled with a more descriptive string whenever a referent can be determined. If space is of c:oncern) prepositional phrases attached to nouns (which are not nominalizationsL appositives) conjoined noun phrases and relative clauses are removed) provided th<~y contain no tokens associated with the query or the headline. Since determining pronoun referents and the selection of clauses for removal are subject to errors, filled pronouns arc placed in square brackets and removed clauses are replaced with an ellipsis to indicate l.o the reader that the original text has been modified.
Example summary An t~xa.mple summary which demonstrates many of the features of our systen1 appears below. It has been con-4 strained to be approxirna.tely 10% of the original document length) so it is not representative of the summaries used in the evaluation) but it contains examples of the of both pronoun filling and cl<wsc deletion.
The last sentence in the summary was selected first because the tokens ('death))) ({sentence')) a kill))) and "term" were associated with the norninalization ((punishmenf). The stranded pronoun "ie\ has also been filled. Sentence 2 was selected next because of the match-up between the verb ((is)) and the object ((deterrene) in the document and the query. Finally) the first sentence was chosen because th(~re is another mention of the prison name ((Marion)) in the document. This summary differs from the one generated when the 10% length constraint is not imposed) because sonw higher ranked sentenees were passed over since their inclusion would have exceeded the length restriction.
Query: Is there data ava.ila.ble to sugg(~tit that capital punishment is a deterrent to erirne? 
Evaluation
In order to evaluate our summarization algorithm) we selected 10 unseen queries from tl-w Text REtrieval Conference (TREC) document collection. Summaries were generated for 200 documents) 20 per query) and assessors2 were asked to makn relevance judgments based on the summaries. A document was considered relevant if it contained the information requested in the query or if the a..ssessor believed t.hat the full doeument would likely contain this information. Tlw relevance judgments were then com pared to those made by the TREC assessors using the full documeut. This comparison places a summary in one of the following categories: e a = judged relevant, full document. is relevant s b = judged relevant) full document is irwlevant e c = judged irrelevo.J1t) full clocurnent is relevant ., d :::: judged irrelevant, full docurncnt iH irrelevant Fr('cision, recall, and a.cc:uracy are thc:n computed as fullows:
CoiUJWCHsion is computed over the mnnber of uon\rltit.cspace characters in the summa.ry and the original docunwnL. Here compression is defined as the perc:entilgl' of the docmnent that was not included in the sumnJar.y:
co1npressioll ::-:: (lc.n.iJih,~,"""'~" 1 --1-r:ngUr,""'"'""") \Ve viC\01.-' these results as favorabk a::; well since our accnra.ey is 65.3% using 17.0% of the docurnent on average 5 compared to G9.3% accuracy using the entire clocunwnt . The discrepancy between the two evaluations appears to be based on the assessors in the second evaluation using a stricter criteria for relevance than that used by the previous evaluation's assessors or the TH.EC assessors.
It was noted after the first evaluation that difienmt criteria for relevance acconnted for some of the disagreement between our assessors and t.hc THEC assessors. lvL-my documents considered relevant wen: marked as irrelevant due to different uot.iow.; of relevance aJHl not because the snrnrnc1ry failed to provide material on which to base a correct. decision. These difficulties only hinder the evaluation of a summat")l system a.ncl not its use in an application, since a user will have a clear idea. of his or her intentions when determining a. document's relevance.
As we mentioned previously: our approach has been to ba.la.nce methods of n~l<_lting Lbe query to sentences in the document. The uearly 100% reca-ll of the dry-run summaries encoura . . gecl us) and we even used the output of those sumrna.ries to provide a tcst-hed for evaluating our summarie::>. Although we never actively sought to emulate aspects of other syst.ellls directly) our final algorithm does share smne basic id(~as aud a.pproacher-:; from those~ systerns. Some of the similarities are listed below:
In [3L they eliminate redunclnnt iuforma.tion from summaries by dassifying sent(:mce.s a.ccording to Maximal MarginaJ RelevaJlCe (IVll\IIH.). lVIMH. ra.uks t.(::xt clninks according to their dissimilarity to one another. Sun,unaries ean then be produced with sentences that an-: maximally dissimilar 1 tll(-~relJy increasing the likelihood that distinguishing iufonnation will be in the summary. One GU1 view our coverage requirement for terms in the query as an a.t.tempt to pick clissimila.r r-;entences from the document. Instead of IVUVIH. 1 we ur-;e t.he fact that a sentence which does not contain redundantly referring phrases t.o the query is mon: highly ranked than a sentence that docs.
Our individual t>entc:nce scoring algorithm shares some properties with [10] . Their approach includes scores for anaphoric density) string equivalence 1vith the title or headline of a document, and position of the sentence in the document. I-Imvever, we do not. t.akc advantage of overt cues for summa.ry sf;nt.c.nces) such as :in summa.ry) or 'in conclusion)) nor do we use temporal information in generating a sum1m1ry.
Like many systems) we do a form of word expansion in atternpting to n~la.tc the query to the document. However) th(-~ fact that 1vc restrict expansion to proper nouns and verbs and their nominalihations is notable. \Ve found this limited set of c:xpan::;ion::; re::;tricts the rehttions between the t.ext and the query well and a.lso fits within the framework of part-whole relation::; in coref-<:rence. \Ve did not ccmsider part-whole relations for common nouns, because in practice we have not had vc~ry good results limiting over--generation in that donwin.
Conclusions and Future Work
\\Te have developed and test(~d a query-sensitive text summarization system that is nearly as effective as full text doeu1nents for determining whether a doc:ument is rcl<-~vant to the query. The system uses a limited class of cord"ercncc-based relations between the query and the document to select sentences which represent instantiations of entities, events) or concepts articulated in the quer_y. The algorithm is implemented within the CAMP NLP systern and utilizes linguistic generalizations like pa.rt-of-spt~ech, parsing and predicate-argument structure,
. \n is:·me in evaluating our syster:n is that the input data ha~ been selected by an information retrieval cng,illt:. As such) we have no data. on how well our sumJuaries would work on relevant documents that the infonlla.tion retricva.l engine fails to retrieve. These cnginc~s tend to select documents based on string matching a.ud we have shown tha.t our summarization technology do(~S an excellent job of ~ummarizing them. However) U1c information retrieval engine may be acting as an ad-\'<llltag(-~Ous filt<-:r on the space of documents. It would ])(' iut.<~resting to do experiments on relevr_lllt documents I ll<lL coutain very few string matches 'vith the query.
fu thC' future we hopn to improve the accuracy of the r·_nn'fe.r<'JJCC'. relations. Specifically, we \vill focus on the rct'op.;nition of events which we believe are very impor~ L<tlJL Lo a large class of queries.
