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Let G be an undirected graph and Gr be its r-th power. We study different issues dealing
with the number of edges in G and Gr . In particular, we answer the following question:
given an integer r ≥ 2 and all connected graphs G of order n such that Gr ≠ Kn, what is
the minimum number of edges that are added when going from G to Gr , and which are the
graphs achieving this bound?
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Before we expound our study, we first give, for undirected graphs, some very basic definitions and notation, which can
be found, e.g., in [4,7].
1.1. Definitions and notation
We shall denote by G = (V , E) an undirected graph with vertex set V and edge set E, where an edge between x ∈ V and
y ∈ V is indifferently denoted by the sets {x, y} or {y, x}, x and y being called the extremities of the edge.We require the graph
to have neither loops nor double edges. The size of a graph is its number of edges |E|, its order is its number of vertices |V |.
A path P = x0x1 . . . xℓ is a sequence of vertices xi, 0 ≤ i ≤ ℓ, such that {xi, xi+1} ∈ E, 0 ≤ i ≤ ℓ− 1. The length of P is its
number of edges, ℓ. A graph is called connected if for any two vertices x and y there is a path between x and y.
In a connected graph G, we can define the distance between any vertex x and any vertex y, denoted by dG(x, y), as the
number of edges in any shortest path between x and y, since such a path exists. Note that we have dG(x, y) = dG(y, x). The




Definition. Given an integer r ≥ 1, the r-th power, or r-th transitive closure, of the graph G = (V , E) is the graph
Gr = (V , Er), where, for two distinct vertices x and y, the edge {x, y} belongs to Er if and only if dG(x, y) ≤ r .
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The clique, or complete graph, Kn, is the graph of order nwith all possible n(n−1)/2 edges. Finally, the subgraph of G = (V , E)
induced by V ∗ ⊆ V is the graph G∗ = (V ∗, E∗)where E∗ = {{x, y} : x ∈ V ∗, y ∈ V ∗, {x, y} ∈ E}.
1.2. Scope of the paper
We are interested in the following interconnected problems on sizes and powers, for undirected graphs:
(I) Given the order and diameter of a connected graph, what is its maximum size, and which are the graphs achieving this
bound?
The answer was given by Ore [14] as far back as 1968, see Section 2, and we will see that it actually ensues from the
issue (III).
(II) Given an integer r ≥ 2, what is the minimum size of a graph of order n, of which it is known that it is the r-th power
of a connected graph, and which are the graphs achieving this bound?
The minimum size is already known [5, Sec. 9.3], see Theorem 2; what we do in Section 3.1 is to characterise the
graphs which achieve the bound.
Almost unsolved is the following issue:
(III) Given an integer r ≥ 2,
• (i) given all connected graphs G of order n such that Gr ≠ Kn, what is the minimum number of edges that are added
when going from G to Gr?
The answer is known [1, Th. 1] only for r = 2, see Theorem 3.
• (ii) Which are the graphs achieving this bound?
• (iii) How many edges can we have in the graphs reaching the bound?
This is the unanswered 10-year-old Question 1 in [1], formulated only for r = 2.
We give the complete answers to question (III) in Section 3.2, which is the core part of our article.
Similar issues for directed graphs are treated in [2].
The relationships between graphparameters, such as order, diameter and size as in question (I), have beenwidely studied,
both in undirected and directed graphs; see, e.g., [3, Sec. 2.4], [8,10–12,14].
The study of graphs and their powers can be best illustrated in problems where the distance in the graph is crucial. For
instance, looking for a set of vertices whose pairwise distances are at least 3 in G amounts to finding a stable set in G2, and
an r-identifying code in G is a 1-identifying code in Gr (see for instance [6] or more generally [13] on identifying codes).
In addition to this, squares of graphs may have Hamiltonian properties: Fleischner [9] proved in 1974 that the square of a
2-vertex-connected graph admits a Hamilton cycle.
Another possible illustration for r = 2 is the following. The vertices represent persons, and edges friendship between
two persons; assume that you gather everyone and that two persons with a common friend become friends: how many
friendships can be created?
2. State of the art
(I) As aforementioned, the maximum size of a graph of given order and diameter is known, as well as the families of graphs
which achieve this bound.
Theorem 1 ([14], Th. 3.1). Let G = (V , E) be a connected graph of order n and diameter δ ≥ 2. Then the size of G is at most
δ + (n− δ − 1)(n− δ + 4)
2
, (1)
and this bound is tight for some graphs.
Proof. We give a very simple proof, different from that by Ore. Let z1, z2 ∈ V be such that dG(z1, z2) = δ, and P be the
shortest path between them: P = x0x1 . . . xδ , with x0 = z1 and xδ = z2. Notice that there are no more edges between
vertices xi, otherwise P would not be the shortest path. In G, the remaining vertices yj, 1 ≤ j ≤ n − δ − 1, can at most
constitute the clique Kn−δ−1, and each yj can be part of at most three edges with extremities in P . This is obvious if δ = 2,
and if δ ≥ 3, there would be otherwise two edges {yj, xi1} and {yj, xi2} with i1 + 3 ≤ i2, and the path x0 . . . xi1yjxi2 . . . xδ
would be shorter than P . Summing up, we have at most
δ + 1
2
(n− δ − 1)(n− δ − 2)+ 3(n− δ − 1)
edges in G, which amounts to (1). 
We shall see that this theorem is also a direct consequence of Theorem 7 introduced later in the paper, in Section 3.2.1. We
set
s(δ, n) = δ + (n− δ − 1)(n− δ + 4)
2
;
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Fig. 1. Type 1 graphs in Theorem 8: δ = r+1. Any set of vertices represented by a rounded off rectangle may be reduced to a single vertex. The subscript i
can vary between 0 and r .
Fig. 2. Type 2 graphs in Theorem 8: δ > r + 2, δ = r + 2, or δ = r + 1.
the graphs achieving s(δ, n) are characterised in [14, Sec. 3]. The above proof of Theorem1 also has the advantage of requiring
little additional work in order to obtain this characterisation. The reader would understand even more easily how to do this
after reading the slightly more complicated case of directed graphs, in [2, Sec. 2].
(II) The following theorem is about the size of the power of a graph.
Theorem 2 ([5], Sec. 9.3). If G = (V , E) is a connected graph of order n and if r < diam(G), then the size of Gr is at least
nr − r(r + 1)
2
, (2)
and this bound is achieved by the path x0x1 . . . xn−1. 
We shall prove in Section 3.1 that the path is the only graph achieving the lower bound (2).
(III) The next theorem gives the minimum number of edges added when going from G to G2.
Theorem 3 ([1], Th. 1). If G2 is not a complete graph, then the number of edges in E2 \ E is at least n− 2. 
The authors also exhibit graphs which achieve the bound n− 2 [1, Fig. 1], but they do not provide a characterisation.
In the next section, we give the complete answers to the three questions (III)(i)–(III)(iii); in particular, we generalise
Theorem 3 to any r ≥ 2, and in Theorem 8, which constitutes the main result of this paper, we characterise the graphs
reaching the bound for any r ≥ 2: these graphs are depicted by Figs. 1 and 2, in which δ is the diameter of the graph.
3. New results
The maximum size of a graph of given order and diameter and the families of graphs achieving the bound have been
evoked in Section 2, so we go directly to the problem of the minimum size of Gr : which are the graphs achieving the bound
given by (2)?
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3.1. Size of the power of a graph
We have seen in Theorem 2 that the size of Gr is at least nr − r(r+1)2 , and that the path achieves this bound.
We now characterise the graphs meeting this bound. Note that for r = 1, the trees, and only the trees, will reach it, since
in this case, (2) is simply equal to n− 1.
Theorem 4. For n ≥ 4, let G = (V , E) be a connected graph of order n. If there exists an integer r such that 2 ≤ r < diam (G)
and Gr has size nr − r(r+1)2 , then G is the path Pn = x0x1 . . . xn−1.
Proof. It can be done by induction on n. The case n = 4 is easy to handle. The induction assumption is that if a connected
graph G∗ of order n− 1 meets the bound (n− 1)r − r(r+1)2 for some r in {2, . . . , diam (G∗)− 1}, then G∗ = Pn−1.
We consider a connected graph G = (V , E) of order n such that Gr has size nr− r(r+1)2 for some r in {2, . . . , diam (G)−1},
and a vertex z0 ∈ V such that there is a vertex z1 ∈ V with dG(z0, z1) = diam (G); let G∗ = (V ∗, E∗) be the subgraph of G
induced by V ∗ = V \ {z0}. Because of the choice of z0, G∗ is connected. It is also obvious that in Gr there are at least r edges
with z0 as an extremity (the other extremities of these edges being, not counting z0 itself, the first r vertices on a shortest
path between z0 and z1). Therefore, |(E∗)r | + r ≤ |Er | = nr − r(r+1)2 and so
|(E∗)r | ≤ (n− 1)r − r(r + 1)
2
. (3)
If r < diam (G∗), then applying (2) to G∗, we obtain |(E∗)r | ≥ (n − 1)r − r(r+1)2 , which, combined with (3), shows that|(E∗)r | + r = |Er | and that in Gr there are exactly r edges with z0 as an extremity. We can apply the induction assumption,
and G∗ is the path Pn−1 = x0x1 . . . xn−2. Then it is straightforward to see that z0, which must bring exactly r edges to Gr , is
linked either to x0 only or to xn−2 only, so G is the path with n vertices.
If r ≥ diam (G∗), then (G∗)r = Kn−1, and |(E∗)r | = (n− 1)(n− 2)/2, which is also at most (n− 1)r − r(r+1)2 by (3). This
leads to
r2 + r(3− 2n)+ (n− 1)(n− 2) ≤ 0. (4)
Solving (4) in r yields n− 2 ≤ r ≤ n− 1. But r is an integer and r < diam (G) ≤ n− 1, so only r = n− 2 is possible, and
this implies that diam(G) = n− 1, i.e., G is the path Pn. 
3.2. From G to Gr
Notation. Given an integer r ≥ 2 and all connected graphs G = (V , E) of order n such that Gr ≠ Kn, we denote byA(r, n)
the minimum number of edges that are added when going from G to Gr , i.e., the smallest cardinality |Er \ E|.
Once we have determinedA(r, n) (Theorem 7 in Section 3.2.1), we shall characterise the graphs achieving this number
in Section 3.2.2, and study their sizes in Section 3.2.3.
Observe that we have:
n > diam(G) ≥ r + 1,
because Gr ≠ Kn. We omit the proof of the following lemma, which uses only basic counting arguments; we set






Lemma 5. Let G be a path with n vertices, such that Gr ≠ Kn. Then exactly b(r, n) edges are added when going from G to Gr . 
3.2.1. Minimum number of edges added
Let E be the complementary set of edges in a graph G = (V , E):
E = {{x, y} : x ∈ V , y ∈ V , x ≠ y} \ E.
With specific conditions on G, we can give a lower bound on |E|.
Lemma 6. Assume that one can partition the vertex set V into p ≥ 3 subsets Vi, 1 ≤ i ≤ p, in the following way:
- there is a path x1x2 . . . xp with xi ∈ Vi, 1 ≤ i ≤ p ;
- there is no edge between Vi and Vj if |i− j| ≥ 2.
Set α = |V1 \ {x1}|, β = |Vp \ {xp}|. Then:
|E| ≥ (p− 1)(p− 2)
2
+ (n− p)(p− 3)+ α + β + αβ. (5)
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Proof. In E, we have the following edges:




(ii) the edges {y, xj}, y ∈ Vi \ {xi}, 1 ≤ i ≤ p, 1 ≤ j ≤ p, |j − i| ≥ 2. For a given y, there are p − 3 such edges if i ≠ 1 and
i ≠ p, and p− 2 if i = 1 or i = p. Adding up for all such y’s, we see that the number of edges of type (ii) is
(p− 2)(α + β)+ (p− 3)(n− p− α − β) = (p− 3)(n− p)+ α + β;
(iii) the αβ edges {y, z}where y ∈ V1 \ {x1}, z ∈ Vp \ {xp}.
Since no edge is counted twice, (5) immediately follows. 
Now we can prove the following theorem, which answers question (III)(i) of Section 1.2 and shows in particular that
A(r, n) is linear in n, with the factor r − 1. When r = 2, it returns the value n− 2 of Theorem 3, so it generalises Theorem 3
to any r ≥ 2.
Theorem 7. For r ≥ 2 and n ≥ r + 2, we have:
A(r, n) = b(r, n). (6)
Proof. Note that equality (6) actually contains the case r = 1 (no edge is added). We begin by showing that A(r, n) ≥
b(r, n).
We start an induction on the order of the graph, for a given r . Since we deal with graphs of diameter at least r + 1, we
start with graphs G0 = (V0, E0) of order n = r + 2; G0 is then a path x0x1 . . . xr+1, and using Lemma 5, we know that
|Er0 \ E0| = b(r, r + 2).
Next, we assume that |(E∗)r \E∗| ≥ b(r, n−1) for all connected graphs G∗ = (V ∗, E∗) of order n−1, with n−1 ≥ r+2,
which are such that (G∗)r ≠ Kn−1, and we consider a connected graph G = (V , E) of order n such that Gr ≠ Kn. We set
δ = diam (G).
We consider two vertices z1 and z2 at distance δ from one another in G, and the shortest path x0x1 . . . xδ between them,
with x0 = z1, xδ = z2 and δ ≥ r + 1 ≥ 3. Our description of the graph G is viewed from x0, and we partition V into δ + 1
sets Vi, 0 ≤ i ≤ δ, according to the distances to x0: Vi = {y ∈ V : dG(y, x0) = i}, so that V0 = {x0} and each Vi contains xi.
Let G∗ be the subgraph of G induced by V ∗ = V \ {x0}. Note that G∗ is connected. We distinguish between two cases.
Case 1. (G∗)r = Kn−1. Then obviously diam(G∗) = r and δ = r+1.We set α = |V1 \{x1}|, β = |Vδ \{xδ}|. Applying Lemma 6
to G∗, whose vertex set is suitably partitioned into r + 1 = δ ≥ 3 subsets Vi, 1 ≤ i ≤ r + 1, and whose order is n − 1, we
know that there are at least
r(r − 1)
2
+ (n− r − 2)(r − 2)+ α + β + αβ (7)
edges not in G∗, hence these edges belong to (E∗)r \ E∗, and also to Er \ E.
The edges {x0, y} are also in Er \ E, with y ∈ V2 ∪ V3 ∪ . . . ∪ Vr , i.e.,
n− (1+ (α + 1)+ (β + 1)) = n− (α + β + 3) (8)
edges. Summing up (7) and (8), one gets at least b(r, n) + αβ edges in Er \ E. Because αβ ≥ 0, the desired lower bound is
obtained in Case 1.
Case 2. (G∗)r ≠ Kn−1. Then the induction hypothesis works: there are at least b(r, n − 1) edges in (E∗)r \ E∗. On the other
hand, Er \ E contains the r − 1 edges {x0, xi}, 2 ≤ i ≤ r , and all in all there are at least
b(r, n− 1)+ (r − 1) = b(r, n)
edges in Er \ E, which closes our second case, ends the induction and shows thatA(r, n) ≥ b(r, n).
Finally, we exhibit a graph showing that A(r, n) ≤ b(r, n). It simply consists of a path x0x1 . . . xn−1 with n ≥ r + 2
vertices: Lemma 5 states that we add b(r, n) edges when going from this graph to its r-th power. This ends the proof of
Theorem 7. 
As claimed, we show that Theorem 7 directly gives Theorem 1: let G = (V , E) be a connected graph of order n and
diameter δ ≥ 2; then Gδ−1 ≠ Kn, |Eδ−1| ≤ n(n−1)2 − 1, and |E| ≤ |Eδ−1| − b(δ − 1, n). Calculations show that
n(n−1)
2 − 1− b(δ − 1, n) = s(δ, n), including when δ = 2.
3.2.2. Characterisation
We now characterise the graphs of order nwhich are such that |Er \ E| = b(r, n), which will answer question (III)(ii) in
Section 1.2.
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Definition. We shall say that a graph G = (V , E) is a path (W0,W1, . . . ,Wq) of cliques if it meets the following three
conditions:
- the setsW0,W1, . . . ,Wq partition V ;
- for i between 1 and q, the subgraph of G induced byWi−1 ∪Wi is a clique;
- for i and j between 0 and q, |i− j| ≥ 2, there is no edge betweenWi andWj in E.
Note that a graphmeeting these conditions has diameter q, and that two vertices y ∈ Wi and z ∈ Wj, i ≠ j, are at distance
|i− j| from one another.
The two types of graphs described in Theorem 8 are illustrated in Figs. 1 and 2. Note that a degenerate form of type 1,
with no setWi of size at least 2, or with only one set,W0 orWr+1, of size at least 2, is also of type 2 (case δ = r + 1), but this
is in no way a nuisance.
Theorem 8. Let G = (V , E) be a connected graph of order n and diameter δ, such that Gr ≠ Kn. Then |Er \ E| = b(r, n) if and
only if G is of one of the following two types of graphs:
- Type 1. G is a path (W0,W1, . . . ,Wδ) of cliques such that δ = r + 1 and if, for 0 ≤ i < j ≤ r + 1, one has |Wi| ≥ 2 and
|Wj| ≥ 2, then j = i + 1: in other words, there are at most two values of i such that |Wi| ≥ 2, and if they exist, these two
values are consecutive;
- Type 2. G is a path (W0,W1, . . . ,Wδ) of cliques with |Wi| = 1 for 2 ≤ i ≤ δ − 2; moreover, if δ = r + 2, then |W1| = 1 or
|Wδ−1| = 1, and if δ = r + 1, then |W1| = |Wδ−1| = 1.
Proof. In this proof, we shall state Lemma 9 (proved in appendix) and use it repeatedly.
First, it has to be checked that these graphs satisfy |Er \E| = b(r, n). This can be seen using the following argument: first,
in all cases there are at least r singleton setsWi; second, if all setsWi, 0 ≤ i ≤ δ, are singletons, i.e., we have a path, then by
Lemma 5 we know that the graph meets b(r, n0), with n0 = δ + 1; third, we observe that, starting from a path, if we add
one by one the vertices y belonging to the setsWj which are not singletons, each vertex y brings exactly r − 1 new edges in
Er \ E, namely the edges {y, z} with Wi = {z} and r ≥ |i − j| ≥ 2; these edges are counted only once; finally, we use that
b(r, n) is linear in n, with the factor r − 1: we obtain a number of edges equal to
b(r, δ + 1)+ (n− δ − 1)(r − 1) = b(r, n).
Now we consider a graph G = (V , E) of order n and diameter δ which meets b(r, n), and show, by induction on n, that G is
of type 1 or 2. Since the diameter is at least r + 1, we start with n = r + 2, in which case the graph is a path, has diameter
r+1, and is of type 1, or of type 2with δ = r+1. The induction assumption is that Theorem 8 is true for n−1, n−1 ≥ r+2.
Following the proofs of Theorem 7 and Lemma 6, consider two vertices z1 = x0 and z2 = xδ at distance δ from one another
in G, and the shortest path x0x1 . . . xδ between them, partition V into δ + 1 sets Vi ⊇ {xi}, 0 ≤ i ≤ δ, according to the
distances to x0, and denote by G∗ the (connected) subgraph of G induced by V ∗ = V \ {x0}. Again, we have two cases.
Case 1. (G∗)r = Kn−1. Then diam(G∗) = r , δ = r + 1, and in order to obtain exactly b(r, n) when summing (7) and (8),
necessarily αβ = 0, where α = |V1 \ {x1}|, β = |Vδ \ {xδ}|. Furthermore, when counting the edges in the proof of Lemma 6
which give the lower bound (7) on the number of edges not in G∗, we did not consider the edges inside the sets Vi, 1 ≤ i ≤ δ,
nor between two consecutive sets Vi, Vi+1, 1 ≤ i ≤ δ − 1; this means that, if we have equality in (7), all these edges are
in G∗: we obtain that G is a path of cliques (V0, V1, . . . , Vδ), with V0 = {x0}, and, because αβ = 0, |V1| = 1 or |Vδ| = 1. But
in Lemma 6 we never counted the edges {y, z}, y ∈ Vi \ {xi}, z ∈ Vj \ {xj}, 1 ≤ i < j ≤ δ, j − i ≥ 2, (i, j) ≠ (1, δ). Since
these edges belong to (E∗)r \ E∗, this shows that such couples (y, z) do not exist, i.e., |Wi| ≥ 2 and |Wj| ≥ 2 is impossible if
|i− j| ≥ 2. So G is of type 1.
Case 2. (G∗)r ≠ Kn−1. In the proof of Theorem 7, Case 2 shows that we reach b(r, n) if and only if |(E∗)r \ E∗| = b(r, n− 1)
and
|{{x0, y} ∈ Er \ E : y ∈ V }| = r − 1. (9)
By the induction hypothesis, G∗ is of type 1 or 2. Let δ∗ be the diameter of G∗; δ∗ = δ or δ∗ = δ − 1, and δ∗ ≥ r + 1. In
both types, G∗ is a path (W ∗0 ,W
∗
1 , . . . ,W
∗
δ∗) of cliques. For i between 0 and δ
∗, we choose one vertex x∗i in eachW
∗
i ; the path
x∗0x
∗
1 . . . x
∗
δ∗ is in G. The following lemma will be used repeatedly.
Lemma 9. (a) The vertex x0 has no neighbour in W ∗i , 2 ≤ i ≤ δ∗ − 2.
(b) The vertex x0 cannot have simultaneously a neighbour in W ∗0 ∪W ∗1 and a neighbour in W ∗δ∗−1 ∪W ∗δ∗ .
(c) If x0 has one neighbour in W ∗0 and none in W
∗
1 , then every edge between x0 and W
∗
0 is in E, and |W ∗1 | = |W ∗2 | = · · · =|W ∗r−1| = 1.
(c′) If x0 has one neighbour in W ∗δ∗ and none in W
∗
δ∗−1, then every edge between x0 and W
∗
δ∗ is in E, and |W ∗δ∗−1| = |W ∗δ∗−2| =· · · = |W ∗δ∗−r+1| = 1.
(d) If x0 has a neighbour in W ∗1 , then every edge between x0 and W
∗
0 ∪W ∗1 is in E, and |W ∗2 | = · · · = |W ∗r | = 1.
(d′) If x0 has a neighbour in W ∗δ∗−1, then every edge between x0 and W
∗
δ∗ ∪W ∗δ∗−1 is in E, and |W ∗δ∗−2| = · · · = |W ∗δ∗−r | = 1.
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Fig. 3. G∗ is of type 1, x0 has no neighbour inW ∗1 , and G is of type 2 with δ = r + 2; (a) |W ∗0 | ≥ 2; (b) |W ∗0 | = 1.
a
b c
Fig. 4. G∗ is of type 1 and x0 has a neighbour inW ∗1 ; (a) |W ∗1 | ≥ 2 and G is of type 1; (b)(c) |W ∗1 | = 1 and G is of type 2 with δ = r + 1.
Proof of Lemma 9. See the Appendix. 
Back to the proof of Theorem 8, we now distinguish between two cases, according to the type of G∗.
(i) G∗ is of type 1: δ∗ = r + 1 and G∗ is a path (W ∗0 ,W ∗1 , . . . ,W ∗r+1) of cliques such that there are at most two values of i
such that |W ∗i | ≥ 2, and they are consecutive. Thanks to Lemma 9(a), we can, without loss of generality, assume that x0
is the neighbour of a vertex inW ∗0 or inW
∗





If x0 has no neighbour in W ∗1 , then it has at least one in W
∗
0 and we can apply Lemma 9(c): every edge between x0
and W ∗0 is in E, and |W ∗1 | = |W ∗2 | = · · · = |W ∗r−1| = 1. If |W ∗0 | ≥ 2, then, because G∗ is of type 1, we have|W ∗r | = |W ∗r+1| = 1, and G, which has diameter r + 2, is of type 2 withW0 = {x0} andWi = W ∗i−1, 1 ≤ i ≤ r + 2, see
Fig. 3(a). If |W ∗0 | = 1, then G, of diameter r + 2, is of type 2 withW0 = {x0} andWi = W ∗i−1, 1 ≤ i ≤ r + 2, see Fig. 3(b).
If x0 has a neighbour in W ∗1 , we can apply Lemma 9(d): every edge between x0 and W
∗
0 ∪ W ∗1 is in E, and |W ∗2 | =· · · = |W ∗r | = 1. If |W ∗1 | ≥ 2, then |W ∗r+1| = 1 because G∗ is of type 1, and G, which has diameter r + 1, is of type 1 with
W0 = W ∗0 ∪ {x0} andWi = W ∗i , 1 ≤ i ≤ r + 1, see Fig. 4(a). If |W ∗1 | = 1, then G, which has diameter r + 1, is of type 2
withW0 = W ∗0 ∪ {x0} andWi = W ∗i , 1 ≤ i ≤ r + 1, see Fig. 4(b)(c): note that |W ∗0 | ≥ 2 and |W ∗r+1| ≥ 2 cannot occur
simultaneously, since G∗ is of type 1.
This settles the case (i), when G∗ is of type 1.
When G∗ is of type 2, there are three subcases, (A)–(C), according to the diameter δ∗ of G∗.
(ii) G∗ is of type 2.
• (A) δ∗ = r + 1; then G∗ is a path (W ∗0 ,W ∗1 , . . . ,W ∗r+1) of cliques such that |W ∗i | = 1 for 1 ≤ i ≤ r . Again, we can
assume, without loss of generality, that x0 is the neighbour of a vertex inW ∗0 or inW
∗
1 = {x∗1}.
If {x0, x∗1} ∈ E, then Lemma 9(d) shows that every edge between x0 andW ∗0 belongs to E, and finally that G, which
has diameter r + 1, is of type 2 withW0 = W ∗0 ∪ {x0} andWi = W ∗i , 1 ≤ i ≤ r + 1, see Fig. 5(a).
If {x0, x∗1} ∉ E, then by Lemma 9(c), every edge between x0 andW ∗0 is in E, and G, which has diameter r + 2, is of
type 2 withW0 = {x0} andWi = W ∗i−1, 1 ≤ i ≤ r + 2, see Fig. 5(b).• (B) δ∗ = r + 2; then G∗ is a path (W ∗0 ,W ∗1 , . . . ,W ∗r+2) of cliques such that |W ∗i | = 1 for 2 ≤ i ≤ r + 1: without loss
of generality, we have just assumed that it wasW ∗r+1 which was a singleton. Since here, unlike previously, 0 and 1 do
not play the same role as r+1 and r+2, we have to consider whether x0 has a neighbour inW ∗0 ,W ∗1 ,W ∗r+1 or inW ∗r+2.
In each case, we use Lemma 9.
If x0 has a neighbour inW ∗0 and not inW
∗
1 , then every edge between x0 andW
∗
0 is in E, |W ∗1 | = 1, and G, which has
diameter r + 3, is of type 2 withW0 = {x0} andWi = W ∗i−1, 1 ≤ i ≤ r + 3, see Fig. 6(a).
If x0 has a neighbour in W ∗1 , then G is of type 2 with diameter r + 2, with W0 = W ∗0 ∪ {x0} and Wi = W ∗i ,
1 ≤ i ≤ r + 2, see Fig. 6(b).
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a b
Fig. 5. G∗ is of type 2 with δ∗ = r + 1; (a) {x0, x∗1} belongs to E and G is of type 2 with δ = r + 1; (b) {x0, x∗1} does not belong to E and G is of type 2 with




Fig. 6. G∗ is of type 2 with δ∗ = r + 2; (a) x0 is a neighbour toW ∗0 \W ∗1 and G is of type 2 with δ = r + 3; (b) x0 is a neighbour toW ∗1 and G is of type 2
with δ = r + 2; (c) {x0, x∗r+1} ∈ E and G is of type 2 with δ = r + 2; (d) x0 is a neighbour toW ∗r+2 \ {x∗r+1} and G is of type 2 with δ = r + 3.
a b
Fig. 7. G∗ has type 2 with δ∗ > r + 2; (a) x0 is linked toW ∗1 , G has type 2 with δ = δ∗; (b) x0 is not linked toW ∗1 , G has type 2 with δ = δ∗ + 1.
If x0 has x∗r+1 for a neighbour, then G is of type 2 with diameter r + 2, with Wi = W ∗i , 0 ≤ i ≤ r + 1, and
Wr+2 = W ∗r+2 ∪ {x0}, see Fig. 6(c).
If x0 has a neighbour inW ∗r+2 and is not a neighbour of x
∗
r+1, then G is of type 2 with diameter r+3, withWi = W ∗i ,
0 ≤ i ≤ r + 2, andWr+3 = {x0}, see Fig. 6(d).
• (C) δ∗ > r + 2; then G∗ is a path (W ∗0 ,W ∗1 , . . . ,W ∗δ∗) of cliques with |W ∗i | = 1 for 2 ≤ i ≤ δ∗ − 2. Here we can again
assume, without loss of generality, that x0 is the neighbour of a vertex inW ∗0 or inW
∗
1 , and use Lemma 9.
If x0 has a neighbour inW ∗1 , thenG has diameter δ∗ and is of type 2, withW0 = W ∗0 ∪{x0} andWi = W ∗i , 1 ≤ i ≤ δ∗,
see Fig. 7(a).
If x0 has a neighbour in W ∗0 and none in W
∗
1 , then necessarily |W ∗1 | = 1, G has diameter δ∗ + 1 and is of type 2,
withW0 = {x0} andWi = W ∗i−1, 1 ≤ i ≤ δ∗ + 1, see Fig. 7(b).
This ends the proof of Theorem 8. 
3.2.3. Possible edge numbers for extremal graphs
Now that we have characterised the graphs reaching b(r, n), we address and solve question (III)(iii) from Section 1.2,
which was already raised, for r = 2, in 1998 [1]. The answer, given in the following theorem for any r ≥ 2, is that any size
is possible, as long as the conditions of the theorem are satisfied: the condition on n is due to the fact that diam(G) ≥ r + 1,
sinceGr ≠ Kn; the conditionm ≥ n−1 comes from the connectivity of the graphswe consider; and finally, becauseGr ≠ Kn,
we must havem+ b(r, n) ≤ n(n−1)2 − 1, which gives the second inequality in (10).
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Fig. 8. The graph G constructed for Theorem 10.
Theorem 10. Let r, n,m be such that n ≥ r + 2 and
n− 1 ≤ m ≤ (n− r + 1)(n− r)
2
+ r − 2. (10)
There exists a graph G of order n and size m such that |Er \ E| = b(r, n).
Proof. We consider the following function:
f : S −→ (S − 1)(S − 2)
2
+ n− 1, for S ∈ {2, 3, . . . , n− r + 1}.
This function is strictly increasing and verifies
f (2) = n− 1 and f (n− r + 1) = (n− r + 1)(n− r)
2
+ r − 1;
therefore, by (10), we have f (2) ≤ m < f (n − r + 1). Given m, there is a unique S between 2 and n − r such that
f (S) ≤ m < f (S + 1); let S0 be this value:
(S0 − 1)(S0 − 2)
2
+ n− 1 ≤ m ≤ S0(S0 − 1)
2
+ n− 2. (11)
Let α = S0(S0−1)2 +n−1−m and β = S0−α. Using the first inequality in (11), we see that α ≤ S0−1, so β ≥ 1; the second
inequality in (11) yieldsα ≥ 1.We are now ready to give a graphwith n vertices andm edgeswhichmeets the bound b(r, n):
consider the graph G of order n given by Fig. 8, with |W0| = α ≥ 1, |W1| = β ≥ 1, and α + β = S0 ∈ {2, 3, . . . , n− r}. The
size of G is S0(S0−1)2 + β + (n− S0 − 1) = S0(S0−1)2 − α + n− 1, which is equal tom, using the definition of α. The diameter
of G is n− S0+ 1, which is at least r + 1 since S0 is at most n− r , and therefore Gr ≠ Kn. Finally, either by straightforwardly
counting the edges in Gr , or by observing that G belongs to one of the two types of graphs given in Theorem 8 and illustrated
in Figs. 1 and 2 (with i = 0 in Fig. 1, |Wδ−1| = |Wδ| = 1 in Fig. 2(a), or |Wr+2| = 1 in Fig. 2(b1), according to the diameter
of G), one can see that G indeed meets the bound b(r, n). 
Looking back at the proof of Theorem 10, we observe that, givenm, we first determined S0, the cardinality ofW0 ∪W1, and
then we distributed the S0 vertices amongW0 andW1, α vertices inW0 and β vertices inW1, in order to obtain the desired
number of edges.
4. Conclusion
We have addressed three problems on the sizes of G and Gr . These problems are now fully solved.
In Section 2 we have given the known results on the size of a graph with a given diameter.
In Section 3.1 we have characterised the graphs which attain the lower bound (2) on the size of Gr .
Finally, in Section 3.2, we have answered the following question: given an integer r ≥ 2 and all connected graphs G
of order n such that Gr ≠ Kn, what is the minimum number of edges that are added when going from G to Gr? We have
also characterised the graphs achieving this bound and proved that they can reach all possible sizes between n − 1 and
(n−r+1)(n−r)
2 + r − 2.
These issues are part of a wider class of graph-theoretical problems dealing with the relationships existing between
parameters of graphs such as radius, diameter, order, size, minimum and maximum degree, etc., of which many remain
open. For instance, in the case of directed graphs, the study of the minimum size f (n, δ) of a digraph with given order n and
diameter δ is still a challenge, (see, e.g., [8,10]).
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Appendix
Proof of Lemma 9. (a) Assume that y ∈ W ∗i exists, with {x0, y} ∈ E and 2 ≤ i ≤ δ∗ − 2. Remember that there is
a vertex z2 at distance δ from x0 in G. Now z2 ∈ W ∗j for some j between 0 and δ∗; we can assume that i ≠ j,
otherwise dG(x0, z2) ≤ 2, since W ∗i is a clique. Then, because G∗ is a path of cliques, dG(y, z2) = |i − j|, whence
dG(x0, z2) ≤ |i− j| + 1 ≤ (δ∗ − 2)+ 1 < δ, a contradiction.
(b) Assume that y1 ∈ W ∗0 ∪W ∗1 and y2 ∈ W ∗δ∗−1 ∪W ∗δ∗ exist, with {x0, y1} ∈ E and {x0, y2} ∈ E. Then the vertex z2 ∈ W ∗j ,
0 ≤ j ≤ δ∗, is at distance atmost j from y1 and atmost δ∗−j from y2, which implies that dG(x0, z2) ≤ min{j+1, δ∗−j+1},
contradicting dG(x0, z2) = δ.
(c) Obviously, the r − 1 edges {x0, x∗i }, 1 ≤ i ≤ r − 1, are in Er , and they are not in E, thanks to the assumption for i = 1,
and to Lemma 9(a) and (b) for 2 ≤ i ≤ r − 1; consequently, by (9) there is no other edge {x0, y} in Er \ E, which implies
that every edge between x0 andW ∗0 is in E, and that |W ∗1 | = · · · = |W ∗r−1| = 1. The proof of (c′) is similar.
(d) Exactly as above, the r − 1 edges {x0, x∗i }, 2 ≤ i ≤ r , are in Er \ E, implying that every edge between x0 andW ∗0 ∪W ∗1 is
in E, and that |W ∗2 | = · · · = |W ∗r | = 1. The proof of (d′) is similar.
Thus, the six claims of Lemma 9 are proved. 
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