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Abstract  
The availability of affordable and reliable optical sensor technology and the 
abundance of data that these sensors now provide have created new opportunities to 
better characterize and control semiconductor processes in real-time.  This thesis focuses 
on the analysis of multivariate methods and optical sensors for characterizing endpoint 
for two key processes: plasma etch and chemical mechanical polishing (CMP).   To 
extract meaning information in real-time from the volumes of acquired optical sensor 
data, chemometric methods including principal component analysis (PCA) and partial 
least squares (PLS) are developed and tailored for characterizing endpoint and uniformity 
for each particular process. 
 
The results of this research include one of the first demonstrations of 1% low open area 
endpoint detection for a production etch process using a chemometrics-based estimator as 
well as comprehensive analysis and comparison of two innovative sensors, optical 
reflectance and IR thermography, for measuring wafer-level uniformity in CMP.  During 
8-inch copper polish experiments, the optical reflectance sensor is shown to demonstrate 
superior spatial resolution to IR thermography and provide spatial endpoint detection 
sufficient for reducing dishing and erosion during CMP.  However, IR thermography is 
shown to be useful for characterizing thermal behavior and energy flow in the CMP 
process.  This thesis concludes by proposing a dynamic thermal model for CMP, 
simulating the thermal behavior using Hspice circuit simulation software, and verifying 
this model against experimentally measured thermal behavior in CMP. 
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Chapter 1         
 Introduction and Motivation for Research 
Analysis and characterization of semiconductor processes are difficult due to the 
complex chemical and physical relationships between those parameters that describe the 
process and product.  Given that complete and accurate dynamic models of complex 
processes such as plasma etch or CMP are not yet available, process engineers vary 
control settings over an experimental design in an attempt to characterize key 
relationships identified from first principles knowledge and to isolate variability in the 
process.  When real-time sensor information is not available, the results of the particular 
processing step (e.g. thickness removed or deposited) and product quality (e.g. uniformity 
of polish or deposition) are examined at the conclusion of each run to determine which 
parameters are essential and what control settings produce the desired results.    
 
To determine control parameters like endpoint time, the point at which the process is 
concluded, repeated processing runs are performed at the chosen set of control settings 
over varying time scales.  The wafer conditions are measured after each run to determine 
the proper point at which the process should conclude.  To determine whether these 
control settings yield repeatable results in the presence of drift and other variation, 
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substantial wafer lots will be processed over periods of time during development of the 
process. 
 
The problem is that much of semiconductor process characterization and control is 
trial-and-error because direct, in-situ sensing of process and product parameters is 
difficult.  The trial-and-error nature of process characterization increases the time and 
cost necessary to ramp-up a new process or modify an existing process to accommodate 
new IC designs.  With advances in circuit design software to accommodate customization 
of existing and development of new IC designs, semiconductor process design remains 
the pacing item in shortening cycle times and achieving lower non-recurring engineering 
costs.1  To overcome this limitation, a methodology called process synthesis has the 
potential to significantly impact the semiconductor industry.   Process synthesis is a top-
down hierarchical approach to process design where device performance and design 
requirements are used to determine overall process flow and individual process recipes.  
One of the limiting constraints for process synthesis, however, is characterization of key 
process relationships and identification of variability in the process.   
 
The use of real-time sensors and multivariate methods to better characterize processes 
and provide opportunities for real-time adaptation may improve cycle times and lower 
engineering costs by reducing the number of processing runs necessary to tune and retune 
a given process.  This approach may also reduce machine downtime by providing real-
time diagnosis of tool health and process conditions (e.g. incoming material quality, 
upstream processing effects) and proactive, scheduled maintenance. 
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The availability of commercially practical electro-optical sensors offers the 
opportunity to collectively map many of the critical parameters related to the chemical 
and physical interactions that constitute the process.  These sensors can provide hundreds 
of channels of data at sampling rates up to 1kHz.  During three to five minutes of 
processing, a wafer may provide a million data points for that one processing step. The 
key obstacle to realizing this opportunity is the development of computer-based 
multivariate algorithms and methods that can transform the volumes of data collected by 
these sensors to useful information.  The central theme of this thesis is that the novel 
combination of real-time electro-optical sensors with multivariate methods can offer 
greater insight into the key relationships in complex semiconductor processes and better 
characterize the real-time behavior of these processes.  To demonstrate the utility of these 
methods for gaining valuable insight, applications to critical problems in two processes, 
plasma etch and chemical mechanical polishing (CMP), will be examined.  
 
In Chapter 1, this thesis begins with an introduction and discussion of the potential 
impact of multivariate methods for process characterization.  The chapter continues with 
an introduction to critical problems facing two important semiconductor processes, 
plasma etch and CMP.   Chapter 2 presents a unified framework that addresses the 
relationship between variability, algorithms and flexibility for process characterization.  
The chapter focuses, in particular, on three crucial areas of semiconductor process 
characterization: event driven, parameter driven and drift or shift driven characterization.  
Each of the three areas are separately examined with regard to potential causes of 
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variability and which algorithms are best suited to characterize such variation with 
examples drawn from semiconductor process problems.  Based on the notion that 
algorithms are best understood if explained within the context of an application, Chapter 
2 serves as a preview for conceptual details and mathematical descriptions presented 
within the three applications in Chapters, 3, 4 and 5. 
 
Chapter 3 presents a multivariate algorithm for automatically determining endpoint 
for low (1%) open area plasma etch.  This chapter reviews the problems associated with 
endpoint detection in plasma etch and proposes the use of a commercially-practical UV 
spectrometer for providing in-situ measurement of gas species within the reactor.  
Chemometric methods are introduced for extracting those wavelengths correlated with 
the etch process and endpoint from the hundreds of available spectrometer channels in 
the ultra-violet to visible region.  Perhaps one of the most difficult etches to endpoint is 
the 1% open area etch because of the low signal-to-noise given the small changes in the 
concentration of reactants and products measured by the spectrometer.  An algorithm is 
proposed that combines PCA based models with a T2 statistic to address the situation of 
very low signal-to-noise.   To validate this approach, the algorithms are applied to a low 
open area contact etch for an Alpha production etch process at Digital Semiconductor and 
the results verified with cross-sectional scanning electron microscope photographs of the 
wafer. 
 
Chapter 4 focuses upon the use of real-time sensors and multivariate methods for 
characterizing the CMP process.  One of the critical obstacles in CMP is achieving a 
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uniform polish across the wafer.  Now that CMP tools are shipped with polishing heads 
that have decoupled chambers that allow for controlled pressure profiles to shape the 
downforce, there are opportunities for control algorithms to continually adapt to 
minimize nonuniformity.  The problem is that sensors are needed to detect and 
characterize the nonuniformity before control algorithms can be realized.   The chapter 
begins with a description of the process and kinematics between the wafer and pad that 
complicate modeling the key process parameters.  Since all of the polish interactions 
occur between the wafer and pad, it is difficult to position a sensor to measure the key 
relationships.  This chapter examines the use of two very different optical sensors for 
measuring the spatial uniformity of polish across the wafer.  The first is an Agema 550 
infra-red camera and the second is reflectance sensor developed by Chun and co-workers 
at MIT.2  Both chemometric and first principles knowledge is applied to develop spatial 
endpoint algorithms for a number of processes including a process at Advanced Micro 
Devices.  The results indicate that while IR based sensors can measure global endpoint 
and in certain cases can measure spatial variance at endpoint, the reflectance sensor 
presents far more promise for commercial use.   
 
Based on the endpoint research described in Chapter 4, it is clear that the IR camera 
measures substantial components of the thermal energy transferred through the pad and 
slurry.  Chapter 5 utilizes the IR camera and known chemical and physical relationships 
to gain more insight into the CMP process and verify the hypothesis that most of the 
thermal energy is transported from the process through the pad and slurry.  In this 
chapter, the energy source and thermal loss mechanisms are calculated and an energy 
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balance formulation used to predict the energy exchanged between the pad and slurry 
flowing over it.  Experiments are shown to confirm this prediction and thus validate that 
the most significant elements are accounted for.  This chapter also describes the dynamic 
aspect of the process whereby heat is accumulated in the pad during polish and lost to the 
slurry flowing over the pad while it rotates around before entering under the head again.  
Our studies indicate that this heating and cooling cycle may be responsible for the 
transient behavior observed at the beginning of every polish.  To analyze the transient 
thermal behavior observed in the pad, a dynamic model has been created and 
implemented in the Hspice circuit simulation program.  The predicted results from the 
simulation are compared with experimental results for both oxide and copper polishes to 
confirm the validity of the model. This thesis concludes with Chapter 6, which 
summarizes the results and conclusions from Chapters 2 through 5. 
 
A directory is provided in Figure 1.1 that maps out the multivariate methods, process 
applications and key findings for each of the three areas of process characterization 
(event, parameter and drift characterization) with page numbers provided for easier 
navigation through the thesis. 
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Figure 1.1 – The multivariate methods, process applications and key findings in this thesis are organized 
along the three areas of process characterization: event, parameter and drift driven.  
 
Introduction
Methods and 
Mathematical
Description
Application
Key Innovation 
or Findings
Event
Characterization
Parameter
Characterization
Drift
Characterization
PCA, pp. 80-83
PCA based T2, pp. 80-96
Multiple Model PCA,       
pp. 322-323
Pre-conditioning of data:
Mean-centering, pp. 64,75
Low-pass filter, pp. 52-56
First principles: chemical and 
physical relationships,         
pp. 131-151, 255-274
Step response, p. 248
Energy balance formulation. 
pp. 272-274 
Q-statistic, pp. 83-84
Multiple Model, p. 329
Plasma etch endpoint,  
Ch. 3
CMP endpoint, Ch. 4
CMP spatial removal rate 
factors, Ch. 4
CMP thermal mechanisms, 
Ch. 5
CMP energy balance, Ch. 5
CMP thermal model, Ch. 5
Plasma etch model 
verification, Ch. 3
CMP thermal model, 
Ch. 5
• Automated end-pointing 
for 1% open area etch 
using a commercial 
process
• Combined PCA and T2
based estimator for 
multivariate event 
detection
• Challenges of spatial 
endpoint for CMP using 
thermography
• Established kinematic 
mapping between pad 
and wafer positions 
during polish
• Calculated thermal 
mechanisms for oxide 
and copper polish
• Proposed a dynamic 
thermal model for CMP, 
verified using 
experimental results
• Use of Q-statistic to 
calibrate an etch 
endpointing algorithm
• Time constants are 
longer for chemically 
active slurries & require 
tuning of R1 value
Thesis Organization and Directory
Section 2.4, pp. 54-58 Section 2.5, pp. 59-66 Section 2.6, pp. 67-70
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1.1  Introduction to Multivariate Methods for Process Characterization 
Before the emergence of modern controls, computer based monitoring and correction, 
and optical sensors within the semiconductor manufacturing environment in the mid to 
late 1980’s, statistical process control was heavily used to reduce variability in a given 
fabrication tool through statistical and experimental methods.  The process was operated 
at a particular set-point until performance metrics or yield either drifted out of spec or a 
shift occurred due to machine failure.  In other words, there was no periodic or automated 
adaptation to accommodate for variability. 
 
When continual process drift due to changing equipment conditions and incoming 
materials resulted in frequent machine down-time and reduced yield, simple control 
algorithms were used to perturb operating conditions about a particular set-point to bring 
the process back into specification and improve yield.  However process engineers soon 
realized that the effectiveness of control algorithms depended upon the availability of 
feedback information to provide a greater understanding of the process.  The goal was to 
instrument a process or product with sensors that would provide feedback sufficient to 
achieve desired yield; given a deterministic description of a process and real-time 
feedback, the ability to control and optimize a process is usually straight-forward.  
Unfortunately most processes are far too complex and feedback insufficient to be 
described by deterministic models.  Variability in the process not captured by sensors 
cannot be observed and thus cannot be controlled.   To effectively control these 
processes, an understanding of the inherent variability was found to be essential and as 
such, sensor development was directed to better characterize this variability.   
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Process variability may include:  
• controllable parameters such as pressure, temperature and gas flow,  
• incoming material parameters such as wafer, slurry and pad characteristics and  
• process and environmental parameters such as equipment wear and failure, pad 
condition and the build-up of removed material film within the system.    
 
If the relationship between variability and product parameters such as yield or quality 
can be established, then control and optimization methods can be used to determine the 
best operating conditions, detect when equipment is out of calibration and schedule 
preventative maintenance.  The need to establish this relationship and better characterize 
the process led to greater emphasis on the development of sensor technology.   
 
It is often difficult to discuss modeling, sensor development, controls, variability and 
flexibility without defining each area and their relation to each other.  Questions such as 
“What is the difference between modeling and characterizing variability?” often arise. 
Chapter 2 presents all these issues within a unified but simple framework for process 
characterization that may help the reader better understand where current research is 
focused and trends are going.  Within the larger process characterization framework, the 
work presented in this thesis is focused on the use of sensors and multivariate algorithms 
to characterize variability and expand our knowledge of two critical semiconductor 
processes.  The reason that sensors are a particular focus in this thesis is that recent and 
affordable innovations in electro-optic technology have opened the door to expand 
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process characterization to new limits.  The next section describes this transformation and 
the challenges that arise.  
 
1.1.1 - Advances in Sensor Technology   
Sensors for mechanical and chemical equipment to measure position, velocity, 
acceleration, flow volume, torque, friction, temperature and pressure are essential to 
ensure that process equipment remain calibrated but often are not enough to characterize 
the variability within a process.  One common element across much of manufacturing, 
including semiconductor, chemical and material processing and component assembly has 
been the need for additional non-destructive, in-situ evaluation of the process and product 
during production.  The need to observe both the process and product during manufacture 
has stimulated the development of electo-optical sensors that can observe behavior across 
the UV, visual and infra-red spectrum without directly touching the product or impacting 
the chemical or physical behavior of the process.   
 
There are many examples of applications of these sensors within industry. In 
semiconductor processes such as plasma etch, multivariate spectrometers measuring the 
spectrum of ultra-violet wavelengths can provide information regarding the reactants and 
products associated with how far the etch has progressed from beginning to end.  In 
component assembly (often using robotics), the processing of visual images is used to 
ensure the correct orientation and placement of components.  In thermal processes such 
as steel manufacturing and glass manufacturing, infra-red point sensors and cameras have 
been used to characterize both process and product.   
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The development and availability of affordable electro-optical sensors have provided 
engineers with a tremendous amount of information during processing and in doing so, 
have created problems in how to process abundant volumes of data in real-time, correlate 
this information to other sensor parameters and use the information to characterize the 
process over time.  For example, a UV spectrometer can provide hundreds of channels (or 
measurement variables) across a particular spectral range at the rate of 100 times a 
second.  For a five minute duration semiconductor process observed using a two hundred 
channel spectrometer, this sensor would provide 6 million data points for each wafer 
produced (200 channels x 100 samples/second x 300 seconds).   
 
To simply reduce the sampling frequency may not be an option in that a high 
sampling rate is often essential to provide sufficient signal to noise.  Reducing the 
number of channels saved may require significant analysis to determine which of the 
many variables (channels) are relevant and unique, which implies that all of the channels 
must be initially acquired before a sufficient subset of channels is determined.  Reducing 
the amount of time that data is captured to correspond with an event of interest, such as 
process endpoint, is an option but process endpoint may not occur at the same time for all 
areas of the product (or wafer in this thesis).  Thus a longer time period is required to 
capture the entire event from beginning to end.  Many researchers have begun to examine 
the combined use of multivariate information processing algorithms and increasingly 
faster microprocessors to address the data dimensionality issues head-on.  However the 
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demands for better process control and optimization as well as the availability of sensors 
continue to grow. 
 
1.1.2 - Future Demands for a Unified Approach for Process Characterization   
Leaders in the field believe that electro-optical technologies will soon experience 
growth in performance and reductions in cost similar to that of Moore’s Law in 
electronics.3  This trend is expected to continue as IC support electronics continue to 
shrink and advances in optical technologies continue to advance.  The smaller and more 
affordable these sensors become, the more likely they will be further introduced into 
manufacturing equipment.  Another factor driving the use of electro-optical sensors is the 
need to monitor process effluent concentrations for environmental compliance and the 
ability for UV and IR spectrometers to characterize concentrations of process effluent and 
consumables in real-time. 
 
Simultaneously in many industries the ramp-up time from design to full production at 
sufficient yield levels is shrinking.  This is particularly true for the semiconductor 
industry where advances in ASIC circuit design tools have outpaced the ability to 
synthesize or customize process flows and recipes for rapid prototyping and production 
of IC devices.107,1  The speed at which processes can be ramped up to production yield 
targets is proportional to the depth of understanding of a given process and the ability to 
minimize unknown variability.  What makes this problem even more challenging is the 
rapid pace at which semiconductor devices change and thus demand improvements and 
25 
modifications in the processes that produce these devices.  The result has been a greater 
demand for recipe and process synthesis tools that can meet this pace. 1,107,108 
 
In summary, the current and future needs for in-situ process and product information 
and the abundance of sensor data available have created a critical need for a unified 
framework for addressing issues regarding multivariate algorithms, variability and the 
flexibility to port engineering solutions to new or modified processes.  This thesis 
presents such a framework and examines the use of heuristics and multivariate algorithms 
to characterize variability regarding process endpoint in two critical processes in the 
manufacture of semiconductor devices: plasma etch and chemical mechanical polishing.   
As such, this thesis takes but one step down a very long path toward truly adaptive, 
robust and flexible process development and synthesis. 
 
1.2 Introduction to Spectral Characterization of Plasma Etch 
 
Plasma etch is one of a series of processes through which semiconductor devices are 
manufactured.  Plasma etch defines or shapes the critical dimensions of the device by 
selectively removing material on the wafer surface through the use of highly energetic 
chemical species.  The cross-sectional view of a wafer in Figure 1.2 illustrates where a 
hole or trench in the oxide layer is selectively etched on a wafer.  
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Figure 1.2 – Cross-sectional view of a wafer where oxide has been selectively removed from the wafer. 
 
To complete the description of terminology associated with plasma etch,  Figure 1.3 
depicts three profiles that commonly result from plasma etch.  From left to right, the first 
panel shows an underetch where oxide has not been completely removed and the walls of 
the contact exhibit a bowl shape.  The second panel illustrates an over-etch where the 
etch begins to remove material from the layer underneath and has begun to erode the 
walls of the contact causing a characteristic bowing.  This effect may prevent metal 
deposition from completely filling the hole in subsequent process steps.  The third panel 
depicts an ideal etch where the desired endpoint has been reached.  An ideal etch is where 
the oxide is completely removed without impacting the layer underneath.  Ideally the 
walls should be as vertical as possible.  These cross-sectional views are representative of 
the type of photographs used to display a device feature using a scanning electron 
microscope.  To prove that a particular etch has indeed reached endpoint, SEMs of a 
particular feature are typically used. 
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Figure 1.3 – Three common profiles that result from plasma etch.  The ideal etch or what we commonly 
define as endpoint is shown on the far right. 
 
In the interest of avoiding confusion regarding terminology, care must be taken in the 
interpretation of the term "etch endpoint."  Nonuniform film thicknesses (arising from 
deposition or CMP processing), spatial variation in the etch rate across the wafer, or etch 
nonuniformity due to different patterned feature sizes result in variation of the time at 
which a film begins to clear in different locations across a wafer. Thus, there is no single 
unambiguous etch endpoint time, but rather a region or interval in time where some areas 
on the wafer are being over-etched while other areas are completing etch.  In this thesis, 
plasma etch endpoint is referred to as the time (or time interval typically spanning a few 
seconds) in which the smallest critical dimensions are completely etched across the 
wafer.   
 
The ability to detect endpoint in low open area etches presents a challenge to even the 
most skilled process engineers.  Most etches are timed based upon past experience with a 
particular reactor type and chemistry, and also based upon process setup verification with 
costly cross-sectional SEM analysis.  As integrated circuit (IC) design moves toward 
higher density and smaller critical dimensions, the need to know when a particular layer 
28 
has been removed without etching into the subsequent layer or laterally into features is 
crucial. 
 
The next aspect of terminology that needs to be introduced is how one describes the 
amount of area etched on the wafer.  Figure 1.4 shows an illustration of a wafer with 
individual die locations indicated by the grid of squares.  Each die of an IC device is 
patterned during lithography so that only selected areas of material are removed.  For the 
wafer on the left, a blanket etch is shown where 100% of the material on each die is 
removed.  Low open area etch usually applies to 10% to 1% of the wafer surface area 
being etched and these cases are shown on the right side of Figure 1.4. The 1% low open 
area etch typically arises in contact or via etching where thousands of minimum feature 
size holes are distributed across each die with a total exposed oxide area of 1% or less. 
 
Figure 1.4 -  The amount of surface area in each die that is removed is typically used to describe the type 
of etch.  From left to right, a blanket etch or 100% of etched area is shown, followed by a 10% area 
removed and finally a contact etch or 1% of surface area is removed.  
 
10% Etch 1% Contact Etch100% Area Etch
Low Open Area EtchBlanket Etch
Etched Areas are Indicated in Red to Provide a Sense of Relative Scale
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Conventional OES instruments are typically pointed at one particular location inside 
the reactor, measuring an average spectral intensity transmitted through the window.  
Etch rates across a wafer are rarely uniform and result in endpoint being reached at 
different times across the wafer. As the industry moves toward larger diameter wafers 
such as 300 mm, the need for better uniformity measurement and control has grown.  In 
response, improvements in spectrometer technology that employ either multiple beams or 
a scanning element to spatially resolve uniformity across the wafer surface have been 
introduced. 
 
The challenge is that conventional OES sensors can provide an abundance of 
information, up to thousands of spectral wavelengths called channels.  The resolution of 
these sensors varies depending upon the wavelength range of the spectrometer optics 
divided by the number of channels measured.  The scan rates of conventional OES 
sensors provide up to ten spectral snapshots a second.  For a thousand channels measured 
over a 100 second etch of a particular wafer, this provides approximately one million data 
points.  To reduce the number of measurements so that this information can be easily 
interpreted, process engineers currently try to pick a handful of spectral channels out of 
the thousand available, often missing important correlations in the data.   Principal 
Component Analysis or PCA provides a method of determining a weighted combination 
of spectral channels that maximize the variance (or information content) captured in the 
data.   
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Advances in solid-state spectrometer technology now enable low-cost OES 
instruments that provide hundreds of spectral channels over a wide range of wavelengths.  
To accommodate the abundance of OES information, Le has proposed the T2 formulation 
for determining endpoint.4  This thesis examines extension of the T2 formulation to use 
principal component analysis (PCA) for selecting and weighting the appropriate spectral 
channels that are then used to detect endpoint for low open area patterned contact etch.   
 
 1.3 Introduction to Characterization of the CMP Process 
 
The need to manufacture complex ICs involving many transistors packed into 
smaller and smaller areas has led to designs which allow for increasingly greater device 
densities.  The use of multiple layer IC design requires the use of dielectric layers which 
can electrical insulate devices from other layers as well as multiple level interconnects to 
ensure communication between device elements within and outside of a layer.  ICs that 
use up to six levels of interconnects for complex logic chips have been reported and the 
use of up to nine layers is expected by the year 2012.  The only process capable of 
planarizing thin metal and oxide layers (normally less than 0.5 micron) is chemical 
mechanical polishing (CMP).  Advanced technologies at 0.25 micron and below require 
CMP to form shallow trench isolation structures between devices, and metal CMP is 
needed for via as well as advanced copper interconnects.  To drive below 0.07 microns, 
CMP will be crucial to the formation of true three-dimensional stacked IC’s.  Several 
driving factors that motivate significant research in CMP are described in Section 1.3.1. 
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Applications of chemical mechanical polishing (CMP) have grown from the initial 
use for plananarization of inter-level dielectrics to now include deep trench capacitors, 
local tungsten interconnects, shallow trench isolation (STI) and copper damascene.  The 
key issues affecting the use of CMP are the high cost of ownership (CoO) and the lack of 
knowledge about the science behind the process.  The high cost per wafer pass is a result 
of a lack of in-line metrology to maintain higher throughput and the high cost of 
consumables. 
 
A realistic industry scenario is provided by Bibby and Holland,5 where metrology 
may require as long as two hours to confirm the tool is running properly, which at 
capacity produces 40 wafers/hour.  For an eight-hour shift with a one-hour lunch break, 
the two hours of metrology time reduces throughput by 30%.  The presence of in-situ 
metrology and run-by-run control would significantly increase capacity and reduce 
associated consumables required to tune the process.   
 
Another goal of in-situ metrology development is the reduction of CMP consumables, 
a key component of the high CoO.  CMP consumables include pads, slurries, water, 
energy and test wafers.  In fact, estimates of water consumption by CMP range up to 
30%-40% of a total fab’s consumption.6  Waste treatment of slurry is not only costly 
from an economic view but also an environmental concern. A CMP tool running at 65% 
capacity at 40 wafers/hour may consume $275,000 of slurry per year and produce 27,500 
gallons of waste slurry that requires subsequent treatment and costs.2   
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Semiconductor International, in cooperation with O’Mara & Associates, published (in 
July of 1998) general cost-of-ownership data for CMP equipment makers.7  This study 
reported that the CMP polisher market had a projected value of $544 million for 1998 
and that by 2003, this market would reach $1.2 billion.  The total CMP equipment and 
consumables market is valued at $791 million in 1998 and will reach $1.7 billion by 
2003.  By the year 2010, the total number of wafer passes for CMP is projected to reach 
835 million.   
 
If, as predicted, advances in real-time sensing and more precise control can yield 
savings of $1.35 per wafer pass, the total reduction in costs for the whole market segment 
is 835 million passes times $1.35 per wafer pass or a total savings of $1.2 billion.7   
Advances in CMP sensors and control will have significant environmental and economic 
impact for semiconductor manufacturers and is the primary motivation for our study of 
this particular process.  In particular, better endpoint detection and control will have the 
largest impact on reduction of test wafers and eliminate multiple pass polishing runs, as 
well as improve product quality. 
 
Endpoint occurs when one material is polished away and planarization is achieved.  
The most difficult aspect of endpoint detection is that the material across the wafer will 
very often clear at different times due to nonuniform material removal rates. Figure 1.5 
illustrates a common occurrence where the wafer clears radially from either inside to 
outside or in the case shown in this figure, outside to inside.  While the remaining 
material is being polished, those areas that have already cleared will often experience 
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dishing and erosion.  Dishing refers to excessive loss of material (e.g. copper) within a 
feature, and erosion is the excessive loss of both inlaid and supporting material (e.g. 
copper in an oxide layer) across an array of features.  Figure 1.6 illustrates the effects of 
dishing and erosion for a copper damascene structure.  The decrease in the height or 
thickness of the copper line increases resistance and thus impairs IC performance.  
Erosion primarily impacts subsequent layers over the polished features and if severe, can 
impact yield as well as performance.  The occurrence of dishing and erosion in current 
200 mm CMP technology raises concerns about the transition to 300 mm CMP 
technology for 0.13 micron devices where uniformity becomes even more challenging.78 
 
Figure 1.5 –  Polished material will normally clear in a radial pattern from outside to inside (called an 
edge-fast process) or inside to outside (called a center-fast process).  Spatial endpointing attempts to 
determine what areas across the wafer have cleared and when. 
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Figure 1.6 -  The effects of erosion and dishing are shown for a copper damascene structure. 
 
To ensure that all the material is removed, multiple step CMP processes are used 
where a high bulk removal phase is often followed by slower soft touchdown to minimize 
the effects of overpolish.  The slower touchdown phase and the required metrology time 
that often occurs during an 8-hour shift, result in a loss in throughput.5  As such, one of 
the primary goals of CMP process control is to improve uniformity of polish so that the 
window of time between the first and final areas to clear is minimized to reduce dishing 
and erosion and improve throughput.  However such process controls require sensor 
feedback not currently available.  Spatial endpointing attempts to determine in real-time 
(in-situ) what areas across the wafer have cleared and when.  This thesis will examine 
potential approaches to address spatial endpoint in real-time. 
 
This thesis investigates two promising sensor approaches for CMP, thermographic 
imaging and in-situ reflectance measurements.  At the current time there has been very 
little published regarding results from spatial thickness measurements directly from the 
SiO2
Cu Cu
Oxide Erosion Copper Dishing
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wafer; these optical sensors provide an indirect measure of polish through correlation 
with heat energy created in the process and the difference in reflectance between copper 
and the barrier (TaN) underneath.  Note that KLA-Tencor has recently announced, 
through a news release on their website, progress in the area of eddy current sensors that 
directly contact the wafer but has not published any details regarding use or results from 
their application.89 
 
Since thermographic imaging measures the heat transferred into the pad and slurry, it 
should be applicable to both oxide and copper damascene polish or any polish where 
sufficient heat is generated and can be retrofitted to almost any tool where the pad can be 
observed as it emerges from under the head.   IR thermography is interesting in that it 
may provide more information than a single spot (commonly provided by single-point IR 
sensors) and may enable spatial characteristics of wafer level polishing to be extracted 
from the thermal pad signatures. 8,9,10    
 
Spatial information captured by in-situ reflectance provides a higher signal-to-noise 
and being positioned inside the pad allows for faster feedback regarding the polish.  The 
drawback is that retrofitting the sensor into an existing tool would require significant 
modifications and a special pad fitted with a small window.  However such in-situ spatial 
endpoint information has the potential for use in run-to-run control to reduce dishing and 
erosion.11,12  The reflectance sensor is currently limited to use with copper and other 
metals that have significantly different reflectance properties from the barrier layer 
underneath.  The use of optical sensors to determine oxide thickness has been studied and 
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commercially demonstrated by Applied Materials but involves very complex 
interferometric formulations to acquire useful information. 48,90    
 
Both sensors are examined for a variety of processes including oxide and copper 
polishes of 4 and 8-inch wafers.  Both auto-normalization and chemometric methods are 
applied to examine spatial removal rate and endpoint uniformity and the results compared 
to experimental data.  The next chapter presents a process characterization strategy and 
introduces multivariate methods used to characterize endpoint. 
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Chapter 2        
 Framework for Process Characterization and Control 
A common theme throughout our research has been the use of multivariate methods 
with electo-optical sensors to improve our understanding of two key semiconductor 
processes.  Over the course of this research, we have examined many areas of 
semiconductor process development and characterization from sensors and controls to 
process synthesis.  What has resulted is the development of a process characterization 
framework that is useful in defining not only our current research and future goals but 
may also serve as a useful taxonomy from which many process control and synthesis 
solutions may be compared.   
 
One of the important steps in characterizing a fabrication process is to determine 
those sensor variables that provide feedback sufficient to facilitate better modeling and 
controls and thus improve yield or productivity.  The path toward accomplishing this goal 
requires an understanding of the variability in the process and how it impacts the 
development of multivariate algorithmic solutions. The path toward commercialization 
requires that the developed solutions have the flexibility to provide value across multiple 
processes and be extendible to new generations of devices.   
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Chapter 2 begins with definitions of process characterization and control terms used 
throughout this thesis, provided in Section 2.1.  Section 2.2 provides a unified framework 
from which current and future process characterization and controls work may be 
described and compared.  Section 2.3 presents an overview of process characterization 
and control and how this framework may be used to continually improve the operations 
and yield of a process.  Sections 2.4, 2.5 and 2.6 focus on the intersection of variability 
and algorithms in the three areas necessary to fully characterize semiconductor 
manufacturing processes: event driven characterization, parameter driven characterization 
and drift or shift driven characterization.  Each section will define the nature and cause of 
variability, the process constraints and goals and the multivariate algorithms that are best 
suited for each area.   
 
 
2.1 Definitions of Terms Used in Process Characterization and Control 
Very often the same term may have different meanings for different people.  Process 
characterization and control can have vastly different meanings depending upon a 
person’s background and context in which it is used.  At this point it is useful to review 
definitions, within the context of this thesis, beginning with process characterization and 
development. 
 
Process characterization  – Process characterization is the comprehensive set of tasks 
necessary to measure, identify, model and adapt machine and product variables to 
achieve desired product characteristics.  Process characterization can also be used to 
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describe the generation of higher-level abstractions necessary to provide extendibility of 
process solutions across generations of devices, flexibility of process solutions across 
tools and products, and scalability of individual and multiple process solutions to 
improve capacity. 
 
Process development – Process development is implementation of this characterization in 
the form of engineering decisions and systems that dictate how the process is operated.   
 
Semiconductor process controls can be described in one of three ways: open-loop, 
run-by-run or real-time.  The following definitions will be used throughout this thesis to 
discuss current and future work. 
 
Open-loop control - In open-loop control, recipe settings and equipment states are 
determined for a particular process and are fixed until a statistical threshold or alarm 
indicates the process has drifted out of specification.  Often test or monitor wafers are 
used to “tune” the machine variables; some estimate that test and monitor wafers now 
consume 30 to 50% of fab production capacity.13   With open-loop process control, 
knowledge of the product and process is limited to the last measured test wafer and many 
scrap wafers may result before the next test wafer is measured.  
 
Run-by-run control – Run-by-run control is often referred to as run-to-run control or 
model-based control. In run-by-run control, information regarding post-process 
metrology, lot sequence, or wafer-related characteristics such as pattern density may be 
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used to optimally adapt machine variables after each run, based upon some objective 
function such as distance from target.  Whether post-process metrology occurs in-line or 
off-line determines whether one wafer is scrapped or some number of wafers (e.g. a lot) 
is scrapped.  Very often models are used to describe key relationships in a process; these 
models are developed through process characterization and are often a mixture of first 
principles and experimental results.  Models are used to describe the relationship between 
measurement and process variables, and can be used to facilitate control strategies.  
Advanced run-by-run control strategies may extend the use of models to include 
upstream tool information and incoming product variation in determining control 
adaptation.14 
 
Real-time control – Using real-time control, in-situ sensors measure equipment and 
product characteristics to adapt machine variables during the run, in real-time.  Most 
current descriptions of real-time control are with regard to real-time endpointing where 
the process duration is adapted based upon real-time sensing.  The primary advantage of 
real-time control or run-by-run control is that machine variables can adapt to variability 
of incoming wafers or within-run process conditions and further reduce the number of 
scrap wafers, as well as further improve the quality of un-scrapped wafers, or 
productivity of the process.  
 
The definition of real-time control raises the issue of endpoint.  It may also be helpful 
to define what we mean by endpoint and provide the two different endpoint 
measurements, global and spatial endpoint, discussed in this thesis: 
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Endpoint – In some semiconductor manufacturing process steps, a recipe or set of 
machine variables are selected and the process is operated for either a prespecified or  
indeterminate amount of time.  Endpoint is the time at which the process has reached 
some level of desired product characteristics.  In many cases processes are nonuniform, 
meaning that different areas of the wafer reach endpoint at different times.   
 
Global endpoint – In many processes, measuring endpoint across each and every area of 
the wafer is not feasible due to a lack of visibility into the process. What is often 
available is an indirect measurement that represents an average or sum of endpoint 
behavior across the wafer. If a process is very uniform and endpoint is reached virtually 
at the same time across the entire wafer, then global endpoint detection and signaling to 
end or switch the process step should suffice.  However this is very often not the case for 
many CMP and plasma etch processes. 
 
Spatial endpoint – Nonuniformity that leads to different endpoints in different areas of a 
wafer can result in undesirable device characteristics.  As such, efforts are underway to 
develop sensors that can characterize endpoint spatially across the wafer.  Spatial 
endpoint is really a set of endpoint measurements that describe the time and location of 
endpoints across the wafer.  Spatial endpoint and uniformity are intricately related in that 
uniformity is optimized when the variation in spatial endpoint across the wafer is 
minimized.   
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The final definitions are terms normally used to describe process characterization and 
control solutions.  One may find a broad variety of definitions for these terms across the 
semiconductor manufacturing and controls literature; however they are defined here 
within the context of this thesis and the framework presented in Section 2.2. 
 
Variability –  Variability is the degree of deviation from expected or desired 
characteristics present in a process or product.  Variability can take the form of a known 
or manipulated variation such as machine control setting or an unknown or uncertain 
variation such as drift and upstream process effects.  Process characterization identifies 
unknown variability to establish mathematical or heuristic relationships between process 
parameters that may be used to develop models.  When combined with sensors that are 
used to detect when variation has occurred, machine variables may be adapted to modify 
process behavior.  
 
Adaptability – When variation in a process occurs, it may be necessary to adapt machine 
variables to ensure the desired product characteristics are met.  Adaptability is the degree 
or ease with which a process solution (e.g. models, controls, fault detection) may be 
manipulated to address variation while achieving desired product characteristics.  
 
Flexibility – In a transition to a next generation device or for porting a solution to an 
entirely new process, desired product characteristics change and thus process solutions 
must be modified to meet this change.  Flexibility is the degree or ease with which a 
process solution can be modified to achieve a new set of desired product characteristics.  
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This definition also includes the notion of extensibility where a process solution is 
extended to a next generation of a particular device. 
 
2.2  A Unified Framework for Process Characterization 
 
Variability has been studied quite extensively under the context of developing 
repeatable processes and improving parametric and functional yield.  Many of these 
approaches seek to identify and eliminate sources of variability such as upstream process 
effects, variation in incoming materials and drift and shifts in machine tools and sensors.  
However the central motivation behind feedback control is that for many systems 
identifying and removing all sources of variation is impossible or economically 
impractical.  Instead, feedback control employs an adaptation strategy that measures 
variability and reacts to minimize its effect over time.  To accomplish this, variability 
must be characterized within a larger understanding of incoming product characteristics 
and equipment, sensors must be developed to measure that variation which occurs, and 
changes must be determined to minimize the effect of the variation.    
 
The inability to easily achieve these steps, either from a technical or economic point 
of view, has fueled interest in intelligent sensing and controls over the last ten years.  
What has resulted is an abundance of so-called “intelligent” control solutions with 
different approaches and objectives – none of which possess the ability to truly reason or 
learn.  What some of these solutions do possess are greater robustness to variation 
through adaptation and greater flexibility to address changing objectives and conditions.  
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Perhaps these innovations can be used to establish a framework for semiconductor 
process characterization and control. 
 
What is now often referred to as intelligent sensing and control is really a merging of 
operational or rule-based heuristics with algorithmic methods with the expressed goal of 
characterizing variability and uncertainty and generating the appropriate response.  This 
idea was first proposed by Karl Astrom, a pioneer in controls and systems theory, to 
describe a unified framework for intelligent systems.15  This framework can be expanded 
to accurately describe not only the path of our research but also many current trends in 
semiconductor process controls.  Figure 2.1 depicts Astrom’s framework for intelligent 
systems and how it can be viewed within the process characterization framework. 
 
As illustrated in Figure 2.1, Astrom’s framework for artificial intelligence is viewed 
as multi-dimensional space with the three axes labeled as rules, objects and algorithms.15  
Rules are defined as “if ….then …else” types of statements commonly used in expert 
systems.  Within the process characterization or control framework this implies that for 
each measured instance of variability, an appropriate reaction is determined.  A rule-
based approach to semiconductor process control would generate a table of new recipe 
modifications for each type of variation expected and measured (e.g. drift or process 
shifts).  The experience and knowledge of a process engineer that characterize variability 
is a heuristic and can also be put in the form of a rule such as, “when event A occurs, we 
have learned that it is best to respond in manner B.“ 
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Figure 2.1 – Astrom’s framework for artificial intelligence (AI) is presented along with our interpretation 
for process characterization.15   Just as Astrom’s framework can be used as a simple taxonomy for all 
intelligent and adaptive systems, the process characterization framework provides a similar taxonomy for 
current trends in semiconductor manufacturing.   The experimental work presented in this thesis in 
Chapters 3 and 4 resides in region A.  The thermal model in Chapter 5 for both oxide and copper attempts 
to expand this region to include flexibility among processes as well.  The future work section in Chapter 6 
presents ideas for expanding this work to address greater robustness to variability and greater flexibility for 
new tools and device generations. 
 
 
Like most rule-based systems, this approach can quickly become unwieldy and 
unmanageable.  Consider three feedback or sensor variables each measuring five different 
events or settings that must be reacted to; the resulting model or controller would yield 
125 rules or modifications to recipes that must be managed.  This seems ludicrous but 
process development by trial-and-error still occurs and is simply a manual instantiation of 
a rule-base. Within this framework, operational knowledge and experience are located in 
the plane defined by rules and objects (or within the process characterization framework 
of the plane defined by variability and flexibility). 
 
Rules
Algorithms
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Variability
Algorithms
Flexibility
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A
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The inability to manage large sets of rules has fueled the development of object-
oriented systems that can generalize across rules through parameterization and effectively 
reduce the number of rules by orders of magnitude, thus producing a manageable set. The 
disadvantage is that now attributes and classes must be defined such that flexibility is 
retained without sacrificing the tailored response generated by handcrafting each rule. 
Within the context of our framework, this is not restricted to object-oriented structures 
but encompasses any structure that allows for a solution to be easily configured for 
multiple tools and processes.  Although the goals and much of the structure (e.g. building 
hierarchies and classes) are similar, the object-oriented axis can be relabeled as 
flexibility.  Within the process characterization framework, flexibility is  defined as 
expanding process characterization and control solutions across processes, tools and 
platforms.   Within this context, the notions of extendibility and flexibility fall within this 
same direction. 
 
Algorithms are defined as mathematically provable procedures and representations 
for solving problems.  We share Astrom’s view that the algorithm axis is really a space 
that includes:  
• model types: linear, nonlinear, first principles, neural networks, partial least 
squares, response surface  
• controller types:  linear, nonlinear, adaptive, run-by-run, model-based, real-
time 
• multivariate characterization methods: chemometrics, self-organizing, 
clustering, Bayesian, knowledge discovery and data mining 
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• data conditioning and filtering methods:  bandpass filter, Kalman filter, mean-
centering, auto-normalization. 
 
One advantage of algorithmic approaches is that they allow a fixed process solution 
to scale to address multiple operating conditions as well as unanticipated variation and 
uncertainty.  To deal with uncertain variability, robust approaches are employed to span 
as large a region in the rules-algorithm plane as possible without sacrificing performance.  
Often the expansion of algorithmic solutions to address greater levels of variability leads 
to improvements in capacity as well.  Better sensors and controls that address the 
variability which leads to nonuniformity in CMP may result in the elimination of test 
wafers and multi-step processing, thereby increasing the capacity of that process.   
 
The disadvantage of a purely algorithmic approach is flexibility.  A model or 
controller developed for one type of CMP tool or process may not be applicable to 
another tool. In another example, auto-normalizing data before applying PCA may be an 
appropriate algorithmic solution for one set of sensor variables but not appropriate for 
another.  Rules or heuristics are needed to define what algorithms should be used, how 
they should be used and how the results should be interpreted or graded.  Object-oriented 
approaches can be employed to develop classes of algorithms that are applicable to 
multiple processes or tools but define common standards that facilitate integration and 
process synthesis. 
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The point that Astrom makes and that we have adopted is that the optimal solution  
(which may include model, sensor, control and diagnostics) often lies somewhere in this 
multi-dimensional region.  The goal of process characterization is to define this region 
and provide a flexible platform that facilitates improvement and modifications to the 
process.  From this framework, we can generate taxonomy for most areas of process 
development and controls within semiconductor manufacturing.  Consider the following 
examples: 
 
• A process operating at a fixed operating condition, is represented by a point in the 
rules and algorithms plane.  [e.g.  most commercial processes in use today] 
• A process that employs sensors and run-by-run control to adapt a recipe to 
minimize the effects of drift can be represented as a small area in the rules and 
algorithms plane. 47 
• A copper test wafer that combines algorithms and heuristics to minimize within-
die variation across multiple CMP tools can be represented as a region in the rules 
and algorithms (and quite possibly the object) planes.45,47    
• A control system that combines heuristics and algorithms for in-situ endpoint 
detection and drift compensation in a commercial etch process can be represented 
as a region in the algorithms and rules plane. [Chapter 3] 
• Recipe synthesis that employs a simple table look-up or database search to 
determine operational settings represents a point or small space in the rule and 
object space.108  
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• Recipe synthesis for a given process that employs optimization and gradient based 
algorithms to infer a new recipe may be represented by a small region in the 
three-dimensional rules, object and algorithm space. 107   
• Process synthesis that generates process flow and recipe parameters using model 
and optimization algorithms may be represented by a larger region in the three-
dimensional rules, object and algorithm space [Chapter 6].16   
 
Most of the work presented in this thesis falls within the region in the algorithms-
variability plane labeled A, as shown in Figure 2.1.  In the future work section, Chapter 6, 
ideas will be presented for expanding the region A within this plane to address greater 
variability in the CMP and plasma etch processes. Chapter 6 will also present ideas for 
expanding current region A into the three-dimensional space, which includes extensions 
to improve flexibility among processes and extensibility to new generations of devices. 
 
As mentioned in the introduction, this thesis is a small step in a much longer path 
toward more robust and flexible process solutions.  We describe a methodology for 
characterizing semiconductor processes with a particular focus on endpoint based sensing 
and control for plasma etch and CMP.  This chapter describes the current constraints and 
goals for the three basic types of process variability and serves as a preview of areas of 
the thesis where the algorithmic solutions are employed.  We believe that the 
mathematical and conceptual details are best explained and perhaps most interesting 
within the framework of a particular application or task.  
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2.3 Overview of Process Development and the Impact of Characterization 
This section presents a case for why process characterization is so critical as the 
demand for greater yield, quality and productivity increase and the availability of 
affordable sensors also increases.  It is also important to understand the steps in how 
processes are developed and operated so that we can better understand and define the 
challenges in characterizing variability.  We begin with the constraints that process 
engineers often work within. 
 
In the past, process controls were primarily developed through experimental trial and 
error over time. These processes were operated at a particular operating condition until an 
alarm signaled that the process had drifted significantly away from a target.  The machine 
would often experience significant down time as the engineer modified the experiment or 
tweaked the controls to get the process back within specifications.  In this approach, 
variability was not characterized but simply reacted to.  
 
Most of the constraints that process engineers currently work within are driven by 
economics.  Innovations in circuit design tools now allow new devices to be designed 
much more rapidly than before and the market for ASIC and MEMs devices require a 
wide range of customization.  As such, process development and integration have become 
the pacing item in the production of new devices and created a critical need for faster 
ramp-up to production yield levels.107  Process engineers can no longer react to variability 
on the production floor but must understand, characterize and monitor process variability 
51 
continuously within the process characterization framework to iteratively build robust 
and flexible solutions.   
 
A common path for continual process development and modification is provided in 
Figure 2.2.  This path begins with the use of prior knowledge and experience to propose a 
hypothesis in the form of a model or relationship between measured control, process or 
product variables.  The next step is to assemble the equipment (e.g. polishing head), 
consumables (e.g. polishing pad and slurry) and sensor suite (e.g. torque sensor, 
spectrometer, position sensor) for a set of experiments designed to map out these 
relationships.  The experiments are usually designed to examine the effects of varying 
particular control variables (e.g. force, speed, gas flow), process variables (e.g. film 
buildup) or sensor variables (e.g. spectral wavelengths at endpoint).  Data is acquired 
during the experiments and ported to a computer for analysis.  The process variability can 
be divided into three cases: event driven, parameter driven and drift/shift driven.   
 
Event driven variability occurs within a particular process run and results from a 
particular event or stage of the process; for example, endpoint. Event driven variability is 
most often used to characterize the reaction of sensor variables to a discrete process event 
and has significant impact upon fault diagnostics, scheduled maintenance and initiating 
multiple model control where different control strategies may be used at different stages 
in a process.   
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Figure 2.2 – Flow diagram describing a strategy for the characterization of semiconductor processes.  The 
process begins with hypothesis of a model or several model candidates.  The proper sensor equipment is 
chosen to measure directly or indirectly the key relationships.  Characterizing the process implies that 
variability is identified and addressed.  Variation can be both helpful, as in the use of control variables, or 
unhelpful, as in the presence of drift.  When variation occurs within a run such as endpoint or equipment 
failure, it can be classified as event driven.  When variation occurs from run to run as a result of controlled 
changes in model parameters, it can be classified as parameter driven.  When variation occurs over a series 
of runs or lots as a result of unintended or unmeasured changes in the process, it can be classified as drift 
driven. 
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Parameter driven variability occurs as a result of a particular control setting and 
process and material conditions.  Parameter driven variation is often used to characterize 
the relationship between control and sensor variables for a given operating condition and 
performance metric.  This characterization may include linear and nonlinear relationships 
and is crucial for monitoring the effectiveness of the process and adapting controls. 
 
Drift or shift driven variability results from the time-varying nature of the process 
over multiple runs.  Drift driven variability can occur as a result of wear and fatigue in 
controls (e.g. drift in mass-flow controllers), process conditions (e.g. film build up in a 
reactor, pad wear in a CMP process) and sensors (e.g. fiber optic based wear).  
Characterization of drift driven variability is crucial for identifying when model 
parameter relationships are no longer valid and provides an indicator when calibration 
and schedule maintenance are needed.  In other words, while event and model driven 
characterization define the current operating strategy, drift or shift driven characterization 
ensure this approach is robust over time and many hours of use. 
 
After a process is characterized, undesirable variation can be reduced and desirable 
variation can be used to better monitor the process or adapt controls.  In general, the 
resulting models and relationships are used to develop controls, diagnostics and 
calibration methods to meet performance criteria that may include yield, reduced down-
time and improved uniformity.  If the criteria are not met, then a new model is 
hypothesized, new equipment and/or sensors may be introduced and the process 
continues until the criteria is met.    
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The next three sections present each of these three different regions.  For each 
section, the cause and effects are defined as well as the constraints regarding in-situ 
monitoring and endpoint control using electro-optic sensors. 
 
2.4 Event Driven Characterization 
Event driven characterization examines the intersection between variability and 
algorithms.  In every process, there are discrete events where the relationship between 
model parameters and product and/or process variables change.  These events may occur 
as a result of a multistage process as it transitions from one stage to another or due to 
equipment faults or failure.  These changes introduce variability within a process run that 
could significant impact quality and yield of the product.  A goal in this thesis is to 
concentrate on characterizing variability and relationships that will impact our knowledge 
of CMP and plasma etch endpoint.  As such, the focus here will be on identification and 
characterization of discrete events during nominal operation and not fault diagnostics 
(although many similar methods are used).  As such, we will limit our analysis of 
potential sensors to electro-optical technology that provides real-time, in-situ visibility 
into the process. 
 
Event driven variability occurs within a particular process run and results from a 
particular event during the process such as endpoint. To characterize event driven 
variability, sensors are needed that can detect a deviation or variance from a steady-state 
or nominal operating condition.  In the case of plasma etch, the measured intensity at 
wavelengths associated with the concentrations of etch reactants and products reaches a 
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steady-state during the etch.  At endpoint, there is a significant change where the 
concentrations of etch products decrease.  This variance from the nominal etch behavior 
can be monitored using a spectrometer and used to determine endpoint.   
 
Although such variance can often be visually observed in data traces, developing an 
algorithm that can automatically identify endpoint and trigger off of such an event can be 
difficult.  Consider the following two applications.  In Figure 2.3, the infra-red based 
temperature measurement of a pad during a CMP run is shown.  One of the goals of this 
thesis is to examine the ability for infrared cameras to signal endpoint by viewing  
temperatures spatially across the pad.  In the top panel of Figure 2.3, the measured 
temperature at a particular position on the pad is shown from the beginning to end of the 
process.  The temperature is shown to increase until the copper material is completely 
removed and then decrease, beginning at endpoint.  
 
To automatically detect endpoint from this measured parameter, simply assigning a 
threshold value at 38.5 degrees C as a trigger will not work.  One solution is to turn on 
the endpointing algorithm only after reaching the near steady-state point in the process 
and then look for significant variance in the signal.  Taking the derivative of such a signal 
to find significant deviations associated with endpoint often does not work because of 
noise, which may be much sharper a deviation than the endpoint signal itself.  As shown 
in both panels of Figure 2.3, high frequency noise can often be removed using a low pass 
filter (producing the signal shown in red) but troublesome variation due to drift still 
remains.   
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Figure 2.3 – In both panels, a temperature signal measured on a polishing pad during a CMP run is plotted 
in blue and the low-pass filtered signal plotted in red.  The top panel shows most of the run where the pad 
heats up and the temperature suddenly decreases at endpoint at approximately 295 seconds.  The bottom 
panel zooms in to demonstrate how turning on endpointing after reaching a steady state may improve the 
ability to automatically trigger endpoint. 
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Figure 2.4 – The wavelengths associated with key reactants and products during an oxide plasma etch are 
plotted.  When a spectrometer is used to measure the concentration of a particular constituent, the intensity 
of the wavelength associated that constituent rises or falls with a change in the concentration.  This is an 
example where having only one wavelength measured makes endpointing difficult.  However having 
multiple wavelengths measured allows for endpoint to be more easily observed.  Normalization could be 
used in this example to allow comparison of variance in one channel versus another.  Chemometrics 
methods such as PCA are useful where one needs to automate the determination of endpoint from among 
many variables.   In this particular example there are other wavelengths associated with the production of 
SiF that may or may not have sufficient signal to noise to observe endpoint.  In fact, conventional 
spectrometers can provide hundreds or even thousands of channels over a wide wavelength range, from UV 
to visible.  PCA and chemometrics allow those wavelengths (shown above) to be chosen among the many 
that do not provide useful information. 
 
Often the steady-state measured by such sensors may have significant variation like 
that shown in these temperature measurements.  There are techniques that can detect 
variance due to endpoint while addressing the baseline drift or variation in measured 
parameters.  One technique is to perform mean-centering using a statistical mean that is 
adjusted to extract a rising or declining baseline.  Another technique is to use multiple 
measurement variables or in the case of spectrometry, multiple wavelengths, and use 
chemometrics methods such as principal component analysis to extract correlations 
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related to endpoint and filter out drift and other noise.  In the next example, an 
endpointing challenge from plasma etch will be used to illustrate how multiple 
measurements may increase the signal-to-noise and capture mathematical correlations 
that are difficult to visually observe. 
 
The intensities from selected wavelengths captured with a UV spectrometer during 
plasma etch are shown in Figure 2.4.  These signals are correlated with the concentrations 
of reactants and products that may be observed at the chosen UV wavelengths.  At 
endpoint, the concentration of products decrease and the concentration of reactants 
increase.  The reasons for this will be more thoroughly examined in Chapter 3 but the 
importance here is that the measured variables behave in a correlated manner at endpoint 
and these correlations may be used to build better estimators.  As in the case of endpoint 
for CMP, simply assigning trigger thresholds will not work and variability must be 
addressed.  Variation may occur due to the changes in consumption rates (endpoint) or 
unmodeled or unobserved process or environmental parameters that are not associated 
with endpoint.   
 
In the application to plasma etch examined in this thesis in Chapter 3, only a small 
portion of the wafer is etched providing very weak signal-to-noise measurements.   For 
applications like this, examining a single measured variable is shown to provide 
insufficient data and multiple variables are used to provide better signal-to-noise.  The 
difficult question to answer is that given potentially hundreds of spectral wavelengths to 
choose from, which measured variables provide more signal and which provide more 
59 
noise.  The other question that arises is that given 10 to 20 significant sensor 
measurements, how does one extract a single global endpoint?  As shown in Chapter 3, 
this is an area where principal component analysis along with statistical enhancements 
based upon T2 calculations may be useful for filtering noise from useful information. 
 
2.5  Parameter Driven Characterization 
While event driven characterization looks for sharp deviations from nominal process 
behavior or model parameter relationships, parameter driven characterization examines 
the relationships between control, process and product variables during a processing run.  
Parameter driven characterization also examines how the model parameter relationships 
vary from run to run as control variables are changed throughout an experimental design.   
 
Given that these models describe nominal process behavior, they can also be used as 
a reference for detecting event driven variability and fault diagnostics.   This thesis 
focuses upon the use of sensor information and multivariate methods to characterize 
process behavior for plasma etch (Chapter 3) and chemical mechanical polishing 
(Chapters 4 and 5).   
 
2.5.1 - Fundamental System Identification   
Despite the volumes of research publications examining new methods for building 
models ranging from chemometric-based regression to neural networks, most process 
control systems are still developed using simple linear models of physical and chemical 
relationships and classical identification methods.17  The reason for this is that these 
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methods provide a simple way to transfer knowledge of a process or system to an 
understandable control or diagnostic strategy.  This is especially true with a new process 
where the effect of different operating conditions on product variables are not well 
understood such as the thermal model proposed in Chapter 5. 
 
As shown in Figure 2.2, most process characterization strategies begin with a rough 
model or first principles understanding of the relationships among key control, process 
and product parameters.  In a chemical process, such relationships may be reactions 
between dominant reactants and products.  In a mechanical or electrical process where 
kinematic relationships describe the motion of bodies in time, Newton’s law of motion, 
equation 2.1 may be used: 
amF ⋅=     (2.1)  
where F is force, m is the mass and a the acceleration. In a process where thermal energy 
is transferred, such as described in Chapter 5, the heat energy gained or lost can be 
expressed as equation 2.2: 
TcmQ f ∆⋅⋅=    (2.2) 
where mf is the mass flow, c is the specific heat capacity and ∆T the change in 
temperature.   
 
While prior studies may identify the dominant relationships of many well-known 
systems (for example the relationship between force and velocity in producing friction) 
charactering the dynamics of such relationships often requires analysis and 
experimentation with the particular tool or process in question.  Often multiple models 
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may be hypothesized where variability in the process is not well understood.  For 
example, a model parameter or set of parameters may cover a particular range depending 
upon tool and material properties.  This is true for the thermal model developed for CMP 
in Chapter 5 where the coefficients of friction and mass flow of the slurry are treated as a 
range of variables, which produce a number of different models.  
 
The task of model validation often involves an iterative process of experimentation to 
measure the forced and natural response of the system, and use of experimental data to 
verify the hypothesis and fit key relationships in the model.   In the semiconductor 
process arena in particular, experimental design is heavily used to perturb key 
relationships and measure the response of product variables with response to variation in 
control and process variables.  For many semiconductor applications such as plasma etch, 
this process involves monitoring product variables (e.g. quality of etch) across the wafer 
in response to variations in control parameters such as temperature, pressure, electrical 
parameters and gas flow as well as process or environmental parameters such as film 
build-up on reactor walls.  For CMP, this process involves monitoring product variables 
such as material thickness removed in response to variations in control variables such as 
pressure, carrier and pad velocity and slurry flow as well as process parameters such pad 
condition.  In the aforementioned case presented in Chapter 5, experimentation and an 
energy balance formulation are used to select the best fit among a range of candidate 
thermal models. 
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From these experiments, relationships between parameters are examined and models 
are constructed.  Multivariate algorithms such as linear or nonlinear regression may be 
used to fit such relationships from empirical data.  However whenever multiple sensor 
variables are used to characterize process behavior, understanding the variability in 
sensor variables and which sensor variables to use is often a difficult task, especially 
when the amounts of data to be processed are large.  Finding non-obvious relationships 
may require chemometric algorithms to determine which measurement variables capture 
significant variation and extract correlations among process parameters.   
 
2.5.2 - PCA and Chemometrics   
To extract correlations between large numbers of measured parameters, chemometric 
methods are often employed.  Chemometrics approaches such as principal component 
analysis and multi-way principal component analysis identify the weighted combination 
of measurements that indicate significant correlation between measurements.33,34,35,40  
Mathematically these methods provide an eigenfunction decomposition that identifies the 
directions of decreasing orthogonal variance.  Functionally, this allows a large data set 
(e.g. thousands of spectral channels) to be transformed to a smaller dimensionality and 
expose correlations or similarities between measurements when cluster analysis or 
nearest neighbor methods are applied.   
 
While details regarding the mathematics and application of PCA are presented in 
Chapter 3, it may be useful to present a visual example here to describe how relationships 
between measured parameters may be exploited.  Also the basic steps in eigenfunction 
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decomposition described in this section constitute the core of much of what is referred to 
as data mining today.  As such, this description really describes the core of many 
statistical methods including principal component regression (PCR), partial least squares 
(PLS), collaborative filtering and self-organizing neural networks. Since it is much easier 
to visualize PCA using a two-dimensional case rather than the thousand-dimensional case 
posed by conventional spectral measurements, a simple two dimensional example is 
presented in the following text and figure. 
 
The four panels of Figure 2.5 illustrate basic steps of eigenfunction decomposition, as 
performed in the PCA algorithm.  In this particular case, PCA allows a change of basis by 
rotating the data to a more convenient coordinate system that extracts meaningful 
information by eliminating noise.  Raw data matrix M representing the measurement of 
two variables or channels, x1 and x2, acquired over a number of experiments is plotted in 
the top-left panel.  The data is mean centered in the second panel and the covariance or 
correlation of the matrix is subsequently performed.  In the bottom-left, singular value 
decomposition is used to determine the eigenvectors and eigenvalues of the covariance 
matrix providing the natural coordinates arranged in order of decreasing variance.  In the 
two-dimensional case, these are the directions of maximum and minimum variance.   
 
Finally in the bottom-right panel, the original data matrix M is projected onto the 
eigenvectors determined in the previous panel, thus completing rotation into the new 
coordinate system.  In this two dimensional case, one can see that the new variable z1 
captures approximately 90% of the variance and that z2 could be eliminated without 
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losing much information.  Thus, the data is effectively compressed from two dimensions 
to one.   While the two dimensional case is trivial, it allows one to understand and 
perhaps appreciate how PCA may extract meaningful correlations in the hundred or 
thousand dimensional case.  
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Figure 2.5 – A graphical interpretation of principal component analysis is shown beginning with the top-
left panel (1) where the original raw data for two measured variables x1 and x2 are plotted.  The top right 
panel (2) illustrates the effect of mean centering.  The eigenvectors of the covariance matrix of mean-
centered data are shown in blue in the bottom left panel (3), indicating the directions of maximum and 
minimum variance.  By projecting the raw measured data onto the eigenvectors, a new coordinate system is 
created in the bottom right panel (4).   If it were necessary to measure only one variable, then z1 would 
capture roughly 90% of the significant variation measured by x1 and x2.  This is how chemometrics 
methods and PCA perform data compression, in this case from two dimensions to one.  
 
In many cases, the significant variation captured in a particular eigenvector will be 
correlated to a particular control parameter that introduces the variation measured by the 
sensor and this relationship can be clearly observed.  To illustrate this, consider the 
following example where principal component analysis was used to characterize the 
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relationship between measured spectral intensity and top coil power in a plasma etch 
process at Texas Instruments. 18  For this application, UV spectra were acquired over a 
design of experiments (DOE) where the control parameters top coil power and gas flow 
composition were varied.   
 
For each experiment, 1166 channels of optical emission spectra were measured 
between 240 and 780 nanometers throughout the etching of a 6000 angstrom aluminum 
layer.   A training dataset was formed from selected runs from the DOE and principal 
components were generated.  When spectra from the test dataset were applied to the PCA 
model, an interesting cluster formation appeared.   
 
The projection of each experiment onto the first and third components are plotted in 
Figure 2.6 and labeled with top coil power setting associated with that particular 
experiment.  It can be clearly observed that each of three primary clusters is associated 
with a particular power setting and further analysis revealed similar ordering in other 
components as well.  By extracting useful information from 1166 measured variables, 
PCA provides not only an accurate estimate of the true power setting but a basis for 
examining the relationship between other process parameters this particular control 
variable.   While the mechanics behind PCA are detailed later in Chapter 3, this example 
provides a glimpse into how multivariate methods may be useful for extracting parameter 
relationships. 
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Figure 2.6 – Principal components applied to Aluminum plasma etch process at Texas Instruments.  
Optical emission spectra acquired using a UV spectrometer was used to generate a PCA model from 
numerous control settings varied through an experimental design.   The spectra were projected against the 
first and third components where several distinct clusters appeared in the resulting scores plotted above.  
Each of the available controls; top coil power, gas flow, and pressure were labeled next to the 
corresponding experiment.  As evident above, the first component is shown to capture variation in reactant 
and product concentrations associated with variation in top coil power.  The third component captures 
variation in gas flow composition, not labeled here but observed in the ordering of experiments in each 
cluster. 
 
Chemometric approaches have traditionally required the presence of synchronous 
data where correlations between measurements occur at the same time during sampling.  
Within the context of Figure 2.5, this would be the case if variation observed in 
measurement variable x2 was correlated with variation that occurred sometime after 
variable x1 for the same experiment.  When one considers the discrete representation of 
analog measurements, the complexity of asynchronous measurement vectors can be 
appreciated.   Likewise, for chemical reactions where the product of one reaction may 
either feed another reaction or exhibit a time-delayed effect, the correlation may not be 
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observed using conventional PCA approaches.  Multi-way PCA methods examine the 
inclusion of temporal correlations that occur when the measurements that describe some 
event are not synchronized, and thus attempt to provide an asynchronous characterization 
of a variable set. 43  Multi-way PCA is also used where the relationships between model 
parameters vary over time during a particular run and comparison between multiple 
experiments is desired. 
 
2.6 Drift Driven Characterization 
Once model and event based relationships have been characterized, methods are 
required to continually monitor the validity of those relationships over multiple 
processing runs.  Drifts and shifts in process behavior due to changes in process 
variables, miscalibrated controls, incoming material or downstream process variations 
may severely affect product quality and yield.  Many times these forms of drift can be 
observed using chemometric models such as PCA.  Note the correlation in Figure 2.6 
between coil power and the first principal component.  If drift occurs in the coil power 
setting from the desired value of 350 W to 250 W due to a loss somewhere in the 
electrical system, then this drift will show up in the PCA model monitoring the process. 
 
The use of chemometric methods to identify and model significant variables and filter 
insignificant variables can present severe problems when used on a continually running 
process that experiences drift.  When semiconductor processes such as plasma etch and 
CMP experience drift or shifts in process behavior, correlations and variation may 
suddenly become significant but get filtered out by the chemometrics model.  The result 
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is that while significant variation is measured among sensor variables, the behavior may 
be filtered and not observable.   
 
One way to address drift when the variation is known is to acquire measurement data 
as the process drifts.  For example, consider the case when the top coil setting for a 
plasma etch process is 350 W and the controller is known to drift off that setting.  Sensor 
data is acquired at either steady-state or various stages of a multistage process for both 
the nominal and drifting process.  The data is used to generate a PCA model where 
variation, similar to that captured in Figure 2.5, is observed.  The principal components 
that capture such variation are then monitored or triggers/alarms are constructed to alert 
the operator once they go beyond some point. 
 
Another way to address drift when the variation is not known a priori is to use a Q-
statistic in conjunction with a PCA based model.  The Q-statistic uses all the components 
not retained in the PCA model, which selects only those directions or components that 
capture significant variation.  In other words, the Q-statistic monitors the remaining space 
not spanned by the retained PCA components.  When the PCA model is valid, all 
significant variation is captured in the model and the Q-statistic captures primarily noise.  
When changes occur in directions that are not captured in the PCA model, significant 
variation is captured in the Q-statistic thus alerting the operator that significant variation 
is occurring but not captured in any controller or estimator that uses the PCA model.  The 
mathematical description and application of the Q-statistic to plasma etch endpointing 
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can be found in Chapter 3.  The next chapter puts many of these ideas to use for 
characterizing plasma etch endpoint. 
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Chapter 3        
 Characterization of Plasma Etch Endpoint 
This chapter examines an approach for automatically identifying endpoint (the 
completion in etch of a thin film) during plasma etching of low open area wafers.  Since 
many endpointing techniques use a few manually selected wavelengths or simply time 
the etch, the resulting endpoint detection determination may only be valid for a small 
number of runs before process drift and noise render them ineffective.  Only recently 
have researchers begun to examine methods to automatically select and weight spectral 
channels for estimation and diagnosis of process behavior.  This work will explore the 
use of a principal component analysis (PCA) based T2 formulation to filter out noisy 
spectral channels and characterize spectral variation of optical emission spectroscopy 
(OES) signals correlated with endpoint.  An in-situ sensing and control approach is 
applied and demonstrated for patterned contact and via etching using Digital 
Semiconductor’s CMOS6 (0.35µm) production process.  
 
As described in Section 1.2, endpoint detection involves determining, from 
multivariable spectral measurements consisting of hundreds of channels of data, the 
variance due to clearing from nominal etch behavior.  The challenge, as described in 
Section 3.1, is to determine what spectral channels are to be selected and how they should 
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be weighted.  Statistically, a method is required that measures the variance of a particular 
sample within some data population. Section 3.3 describes the mathematical relationship 
between the use of PCA based decomposition to determine the principal spectral channels 
associated with etching and the use of the T2 statistic which measures the generalized 
distance of a sample from a nominal data population.  From a linear systems point of 
view, we perform a congruence transformation on the spectral data to modal coordinates 
and retain only the most significant modes (eigenvector and eigenvalue pairs) in 
calculating T2.  Since plasma etch represents a nonstationary process, any endpointing 
algorithm requires some method for calibrating the validity of the estimator with regard 
to drift in process mean and covariance.   Section 3.3 also describes use of the Q-statistic 
to calibrate the PCA models used during endpoint detection.   
 
The application of the PCA based T2 statistic for plasma etch endpoint monitoring is 
provided in Section 3.4.  This section describes the software development and real-time 
implementation requirements for in-situ endpointing detection.  As presented in Section 
3.5, the endpoint approach described in this thesis is applied to an etch tool used for 
contact and via etch applications at Digital Semiconductor.   This section discusses the 
experimental set-up and equipment used for this application. Section 3.6 describes the 
results of the in-situ endpointing system and verification using scanning electron 
micrographs for various positions on the wafers.   
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3.1  Characterizing Plasma Etch Endpoint 
The plasma etch process is conducted in a reactor where high frequency voltage is 
applied to parallel plate electrodes in a gas which is pumped through the chamber 
creating a plasma, as shown in Figure 3.1.  When a plasma is initiated the reactor 
contains negatively charged particles (electrons), positively charged particles (ions) and 
neutral gas molecules.  In the presence of a neutral gas, for example Chlorine (Cl), there 
are two interesting reactions (a and b) going on:   
 
efast
− + Cl → eslow
− + Cl*  (a) 
 
Cl* → Cl + photon  (b) 
 
The voltage drop across the plates creates a current flow across the reactor and the 
electrons reach a high velocity (efast
− ) eventually colliding with gas molecules (reaction 
a).  Some of the energy of the impacting electron is transferred to the gas molecule which 
both slows down the electron (eslow
− ) and raises the energy of the gas molecule (Cl* ).  
However the energy transfer during these collisions is initially elastic until the electron 
can reach the necessary energy state through repeated collisions to strip an electron from 
the gas molecule.   
 
Each time an elastic collision takes place, the gas molecule is raised to a higher 
energy state (Cl* ) and then releases the energy in the form of a photon to achieve the 
naturally desired lower energy state (reaction b).  These photons are responsible for the 
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glow discharge that allows optical emission spectroscopy to measure light energy over 
multiple wavelengths.  Once the energy of the electron reaches the minimum ionization 
energy of the gas molecule, an electron is removed creating an ion or reactive species 
(reaction c) which will selectively react with open areas of the wafer. 
 
efast
− + Cl → 2eslow
− + Cl +  (c) 
 
The resulting glow discharge plays two important roles: to produce energetic ions to 
bombard the surface for physical etching, and second, to produce reactive species for 
selective chemical etching.  As depicted in Figure 3.1, the ions bombard the wafer as a 
result of a sharp potential drop in a thin sheath region, creating a large electric field.  This 
field accelerates the ions toward the cathode and the electrons toward the anode.  The 
electrons transfer their energy to the gas molecules which create the reactive species and 
the ions transfer their energy to the wafer resulting in physical etching.  The basic 
mechanisms for etching are the creation of reactive species which diffuse and absorb to 
the surface and then chemically react forming a volatile by-product.  The by-product is 
desorbed from the surface and then diffuses through the gas where it is removed by 
means of a pumping system. 
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Figure 3.1 – Description of physical and chemical mechanisms used for plasma etch is shown.  The plasma 
(colored purple) is created within an electric field between the anode and cathode.  When excited species 
reach the sheath area between the plasma and cathode, they are accelerated toward the wafer where a 
chemical reaction and physical collision cause removal of selected material on the wafer. 
 
3.1.1 -  Sensors for In-Situ Characterization of Plasma Etch   
As described in the previous paragraph, a plasma is created in a reactor where excited 
chemical species and physical interactions are used to selectively remove material from a 
wafer.  Figure 3.2 illustrates the use of spectral measurements to determine endpoint that 
is common in production tools today.  A window in the side of the reactor that transmits 
light in the UV to visible range allows a single-wavelength monochrometer to monitor 
the intensity of a spectral wavelength commonly associated with one of the reactive 
species.  Since the intensity of the wavelength grows and diminishes with changes in 
concentrations of species at that particular wavelength, monitoring the monochrometer 
output over time provides a method of determining when the etch is complete.  Note that 
since the instruments are pointed at the bulk plasma above the wafer, the monochrometer 
as well as any spectrometer simply provides an average spectral intensity in the plasma.  
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The fact that the etch process on the wafer surface is correlated with the plasma allows 
one to draw conclusions about activity at the wafer surface.  
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Figure 3.2 – The typical equipment set-up for monitoring plasma etch using OES is shown. 
 
The above approach works when a large percentage (e.g. 10% or greater) of the wafer 
area is being etched.  However for most plasma chemistries there are a large number of 
reactions (e.g. reactions with the wall of the reactor) that occur outside of those that 
remove material from the wafer surface.  The larger the surface area is to be removed, the 
higher the correlation between wafer surface reaction and the average intensity measured 
by the monochrometer.  One could consider this as a signal-to-noise ratio where those 
reactions that react with the wafer surface to remove material are the signal and all other 
reactions are noise.   
 
To demonstate this, Figure 3.3 plots the dominant spectral lines, labeled with the 
associated chemical species, versus time for a 10% oxide etch case.   Although there is a 
change in signal around ninety seconds into the etch, the ability to automatically detect 
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this change in a single wavelength monochrometer signal is doubtful.   As this figure 
would seem to indicate, the monitoring of multiple chemical species that participate in 
the etch process can allow endpoint to be better determined.  For this reason, we are 
substituting a multi-wavelength monochrometer for the single wavelength, conventional 
monochrometer.   With the rapid progress of solid-silicon spectrometer technology in the 
last five years, the costs for such an instrument have decreased to approximately $700 
more than the single wavelength device. 
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Figure 3.3 – Plot of spectral intensity for dominant wavelengths over time for a 10% oxide etch case.  
Endpoint occurs within the timeframe indicated by ∆. 
  
3.1.2 -  Historical Perspective  
 Given the reduction in material thickness and the need for finer control of the etch 
process, endpoint detection has become an active research area, primarily since 1988.  
However most endpoint detection research has been focused upon a particular chemistry 
Intensity 
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and reactor type.  The most common approaches for in-situ endpoint and uniformity 
monitoring include optical emission spectroscopy (OES)19,20,21,22,23 interferometry and 
ellipsometry24,25,26,27,28 in-situ measurement of process conditions29,30 and spatially 
resolved optical emission spectroscopy.31,25,32,18  While some commercialization of low-
open area endpoint detection methods for plasma etch has been reported (e.g. Applied 
Materials 86), this remains an active area for research and development.   
 
3.2  Motivation for Applying Spectral Characterization to Plasma Processes 
 There exists a broad range of publications regarding the use of chemometrics based 
data manipulation for spectral characterization.33,34,35,36  Although there are numerous 
advantages of using chemometrics methods such as principal component analysis (PCA) 
and partial least squares (PLS) most applications of these methods primarily take 
advantage of their ability to extract a subset of useful relationships from tremendous 
amounts of data.37,69   For that reason, chemometric methods are commonly used in 
spectroscopy to characterize these relationships where a thousand variable measurement 
vector is commonplace.  Some of the work presented here builds upon the application of 
PCA methods to in-situ spectral methods for plasma etch diagnostics and uniformity 
measurements.38,18  The following figures outline the magnitude of this problem with 
regard to endpoint detection. 
 
 Figure 3.4 plots a spectral sample of 1100 spectral channels (across wavelength) from 
350 to 880 nm, as measured in real-time during etch.  The dominant spectral channels 
associated with this particular gas chemistry are labeled as well.  Where Figure 3.3 plots 
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the time-series behavior of four of these 1100 channels across etch and endpoint, Figure 
3.5 illustrates appreciable change in spectral signals during the time marked ∆, from 75 to 
100 seconds.  From these figures, one can envision an 1100 variable measurement vector 
acquired every 0.3 seconds.  For the 10% contact etch discussed in this section, that 
encompasses over 141,000 measurements per wafer.  Obviously not every spectral 
channel is necessary, but a key difficulty is to decide which to keep and which to remove.  
Furthermore, a second challenge is to determine with what importance each 
channel/variable should be weighted; a method is needed to determine this optimal 
weighting or relationship between these channels.  Section 3.3 describes a commonly 
used chemometric approach to solving this problem.  
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Figure 3.4  Representative optical emission spectra during main etch of oxide etching experiments.  
Dominant spectral lines are labeled with their corresponding species. 
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Figure 3.5  This figure plots the difference in spectral intensities for the normalized intensity of four 
spectral channels during 10% open oxide etch during the time ∆ marked in Figure 3.3.  A characteristic 
change in emission intensity during endpoint is observed for the dominant spectral lines corresponding to 
the species SiF, CO, C2 and O.  The line at 516 nm corresponding to C2 increases at endpoint since it is a 
reactant, whereas the lines corresponding to the product species CO, SiF, and O all decrease at endpoint. 
 
 
 
 
3.3  Mathematical Description of the PCA-based T2 and Q Statistics 
 Principal component analysis (PCA) and related extensions have been widely 
published.33,34,35,39   Here we present only a summary description of our approach and the 
context under which a computationally efficient approximation of the T2 statistic is 
derived.  This section focuses first on a brief review of Hotelling’s original formulation, 
and describes the transformation to a PCA based T2 value.  The Q-statistic is then 
presented as a means of understanding the validity of a reduced-order PCA model. 
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3.3.1 - Principal Component Analysis and T2   
The Hotelling T2 formulation provides a weighted generalized distance measurement 
of a sample vector x within a data population (or event space) which uses estimates of the 
data mean vector x  and covariance S. 
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Note that we have changed the covariance variable to S to denote the sample covariance 
and are using 2Τˆ   to denote our estimate of the T2 statistic.  The elements of matrix S are 
expressed as jks .   The columns represent variables and the rows represent experiments.  
 
 We can rearrange this equation into matrix form as follows: 
                                     [ ] [ ]T1
1
22
1
2
1
2
11
1
2ˆ
ini
nnn
n
ini mm
ss
ss
mm m
m
oro
m
m
−










=Τ . (3.2) 
 
where )( 111 xxm ii −=  and )( ninin xxm −= are the mean-centered samples and nx  is the 
mean for channel n.  The pseudo-inverse of the covariance matrix S can be expressed as: 
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where V is the matrix of eigenvectors and λi is the eigenvalue associated with the ith 
eigenvector. 
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By substituting the pseudo-inverse into the expression above we acquire a form very 
similar to the SVD of the covariance matrix C in PCA, 
TVVVUC Λ=Λ= −1 ,    (3.4) 
and the expression:  
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where the variance of each score tk from PCA can be expressed as the eigenvalue λk of 
the eigenvector vk  associated with that score. 
 
This is equivalent to performing a similarity transformation on the mean-centered 
measured spectral data M during PCA and the following form is acquired: 
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where columns, jj Mvt = , and 1=j
T
j vv  define T.  Equations 3.5 and 3.6 are equivalent 
because similarity transformations involve the multiplication of the unitary eigenvector 
matrices, V, whose inner product is the identity matrix.  This form can be further 
simplified to: 
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using the fact that the inverse of a diagonal matrix is simply the inverse of the elements 
along the diagonal.   
 
83 
Equation 3.7 provides a much more powerful form with regard to in-line use.  The 
PCA transformation can be used to select only a small number of scores tk to reduce the 
dimension of the input space to a set of basis vectors that maximize the variation in the 
measured data.  The resulting orthogonal basis can thus be used to quickly compute the 
T2 statistic in real-time during etch.  If or when the covariance matrix needs to be 
updated, equation 3.7 allows for faster computation by calculating the inverse of each of 
the diagonal matrix elements rather than computing a full matrix inversion .   
 
As with most open-loop estimation methods, some method of calibrating the PCA 
model is required to determine the validity of the estimates and whether a shift in spectral 
mean or covariance has occurred.  The Q-statistic provides such a method. 
 
3.3.2 - Q-Statistic for Calibrating Endpoint Estimation   
As a general diagnostic method, the Q-statistic is another way to examine the 
variation of incoming samples or measurements with regard to the PCA model: 
ttmmQ TT −=                                                              (3.8) 
 
In a statistical sense, the T2 statistic may be used to describe the squared distance of 
new measurements within the retained PCA model (eigenspace), and the Q-statistic may 
be used to indicate measurement variation outside the retained PCA model.39   Variation 
within and outside the retained PCA model could result from a change in process 
operating conditions, incoming wafer characteristics or window effects on the emitted 
light measured by the spectrometer.   
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There are two fundamental changes that might occur in a process.  First, a change in 
the underlying factors or the eigenvectors retained in the PCA model might be described 
as a rotational variation.  Second, a shift in spectral mean may occur where the directions 
or eigenvectors do not change but the scores (or eigenvalues) do change, perhaps due to a 
change in endpoint signature or shift in spectral mean where the underlying factors do not 
change but build-up on the reactor window reduces the overall measured intensity.  This 
change can be described as a translational variation that can be observed in the directions 
of the retained PCA model using the T2 statistic.  However, rotational variation toward 
directions in the measurement data not represented in the retained PCA model may result 
in variations that are not observable in the T2 statistic.   Such rotational variation could be 
measured in a Q-statistic monitoring the same situation.  The key point is that to ensure 
robustness to variability in a PCA model both the T2 and Q-statistic must be monitored.  
The next paragraph and Figure 3.6 further illustrate this point. 
 
Figure 3.6 provides a visual example where the PCA model consists of the V1-
directional component only and the V2 and V3 directional components are excluded.  Any 
measured vectors that reside in the V2 and V3 plane will have a null projection onto the 
V1-directional.  If the variance in these directions is commonly associated with noise, the 
removal of vectors V2 and V3 increases the signal-to-noise ratio of the original 
measurement.  However, if an event occurs which is not represented in the original data 
set that has significant variance along V2 and V3 axes then that event will not be observed 
in the resulting scores or T2 calculation.  If, over time, the process covariance drifts in 
such a way that the new principal direction vector (currently V1) has rotated toward V2 or 
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V3, then continued projection along the original V1 vector will contain significant errors 
that may not be detectable.  The Q-statistic, computed using equation 3.8, however, 
would increase sharply indicating the rotation away from V1 and the need to recompute 
the PCA coordinates. 
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Figure 3.6  Visualization of the Q-Statistic.  Given three measured variables, PCA provides three principal 
components shown here as V1,V2, and V3.  If only one component along the V1-direction is retained and 
components V2 and V3 are removed, then information associated with those directions are filtered out by 
the T2 statistic.  The Q-statistic measures the sum of squared distance in the V2 and V3 directions, while the 
T2 measures the sum of squared distance in the V1 direction (the retained model). 
 
3.4 Application of PCA and T2 to Plasma Etch Endpoint 
 As critical device dimensions decrease and the manufacturing costs increase, greater 
importance is placed upon higher yield and reduced variation during manufacture, as well 
as increased tool productivity.  To adequately address these concerns, run-by-run control, 
multivariate statistical process control methods and innovative sensor technologies have 
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been introduced.  Plasma processes in particular present a difficult problem in that any 
sensor must passively monitor, in real-time, the etch process from outside the chamber, 
such as through optical emission spectroscopy or electrical/power related parameters.  
Multivariate methods are necessary to address the large number of variables measured at 
the rate of one to a hundred times a second (1-100 Hz) during processing, such as the 
hundreds of spectral channels over a wide range of wavelengths commonly provided by 
optical emission spectrometers.   
 
 Principal component analysis is a powerful multivariate method to extract important 
correlations between these variables while reducing the dimensionality of the 
measurement vector.  Also, by exploiting correlations between variables, the effective 
signal-to-noise ratio is often significantly increased (as evident in the described 
application here to low open area etch).  Multiple components produced by PCA may 
represent multiple reactions, for example the consumption of reactants and the creation of 
products, which together may combine to describe the onset of etch, clearing and 
overetch.   To more accurately track the variation of a process in response to these 
process conditions within the PCA model, the PCA based T2 statistic may be employed. 
 
3.4.1 - Methodology for endpoint detection and control implementation  
The proposed real-time endpoint detection (Figure 3.7) methodology for an industrial 
plasma etching system requires: 
1. prior development of a PCA model using experimental training data,  
2. a real-time data acquisition system for the collection of OES data,  
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3. software to calculate T2 in real-time, and  
4. a threshold detection level to automatically stop the process or method to display it on 
a monitor so an operator may stop the process.   
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Figure 3.7 - Flow of experimental set-up for real-time endpoint detection and control is illustrated. 
 
Figure 3.8 provides a block diagram of the endpoint detection scheme for 
development (right panel) and implementation (left panel).  Once a target reactor/process 
for endpoint detection is chosen, a series of experiments are initiated, etching wafers at 
nominal operating conditions, over several runs to ensure that significant process drift is 
captured.  The raw OES data taken in sequential time steps throughout an etch is 
formatted as an r by n matrix, where r is the total number of samples acquired within a 
run and n is the number of spectral measurements (or channels) collected on each run.  
The Digital Semiconductor patterned etch data used in this report has 1000 samples taken 
at a sampling period of 500 ms over 1100 spectral channels.  Thus, in the resulting raw 
data matrix each row corresponds to one time sample of one particular experimental 
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run/wafer, and each column represents the intensity at one of the sampled wavelengths 
over the total measured spectral range. The raw data matrix is then mean-centered with 
respect to each wavelength or channel to produce the data matrix that is decomposed 
using PCA.   
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Figure 3.8 - The left panel shows the sequence of in-situ steps implemented in real time to monitor clearing 
as well as the Q-statistic based calibration check.  The real-time data acquisition system consists of an 
Ocean Optics S2000 Spectrometer that is connected through a data acquisition board to a PC running a 
Windows C++ application.  The right panel shows the sequence of off-line steps involved in determining 
an adequate model for PCA based decomposition of experimental data. 
 
This approach can also be extended to use multiple wafers, where the r by n data 
matrix becomes (bxr) by n and the number of wafers expressed as b.  If each run or wafer 
is treated as a “sample” in a run-by-run type approach, the inclusion of additional wafers 
is one way of incorporating etch variation with respect to time.  The additional runs or 
examples also serve to increase the signal-to-noise of each channel.  There are several 
more advanced approaches, often called multi-way PCA, to incorporate temporal 
information over multiple runs and these approaches are to be addressed in future work.40  
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Once the mean-centered data matrix is acquired, PCA is applied decomposing the 
data into a matrix of eigenvectors (V) and a diagonal matrix (Λ) composed of eigenvalues 
(λ).  Since a smaller subset of components is often selected, the dimensionality of the 
eigenvector and eigenvalue matrices is reduced.  The reduced matrices are then used 
during real-time operation to compute and detect a shift in the T2 value using equation 
3.7.  As this equation indicates, the computation is fast requiring only matrix 
multiplications. 
 
During in-situ endpoint detection, the statistical mean of each spectral channel is 
determined in real-time using a recursive estimator (e.g. EWMA or exponentially 
weighted moving average) and current measurements are mean-centered.41  Keeping the 
same notation as the PCA derivation, we recursively subtract the mean ))1(( −kx j  for 
channel j from the data for channel j prior to T2 calculation. This estimated mean )(kx j  
is calculated using the prior measurement at time sample k-1 and the current spectral 
measurement )(kx j acquired at k, which are weighted by gain factors α and 1-
α, respectively. The current mean for channel j, )1( −kx j , is updated at time k as: 
))()1(()1()1()( kxkxkxkx jjjj −−+−−= αα .     (3.9) 
Another method that provides similar performance is the mean-centering of real-time 
spectral measurements from the current wafer using the spectral mean calculated from the 
prior wafer. The scores are then weighted and summed to determine the T2 values that are 
monitored by a shift detection scheme signifying clearing.  This scheme could be in the 
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form of a probabilistic estimation, threshold trigger or through visual inspection by the 
operator.42  There are obvious disadvantages to this approach in the case where 
significant machine downtime occurs between wafers. 
 
As described in Section 3.3.2, there is a need to continually monitor changes in 
variables that are not represented in the PCA model and thus require a new 
decomposition.  As shown in Figure 3.8, the Q-statistic may be calculated in parallel to 
the T2 statistic to indicate when a process has drifted away from the PCA model and is 
not accurately captured in the retained PCA model.   As such, a Q-statistic may be 
included to provide additional robustness. 
 
3.4.2 - Motivation for using PCA to Calculate a Modified T2 Statistic 
Using principal component analysis (PCA) to calculate the T2 statistic has several 
benefits over the more traditional approach used by Le.4   This section begins with a 
description of Le’s formulation of the traditional T2 statistic and continues with a 
description of our PCA based T2 formulation.  The similarities and differences between 
methods are noted and the section concludes with three benefits of using a PCA based T2 
estimator versus the conventional T2 statistic. 
 
In Le’s use of the T2 endpoint statistic, multivariate spectra are acquired (1000 
channels sampled every 600 milliseconds) using an Ocean Optics SQ2000 spectrometer 
for a polysilicon etch with a Lam Research TCP reactor.  Le examines two cases, a 
polysilicon  blanket etch where 100% of the wafer surface area is etched and a contact 
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etch where 1% to 1.5% of the surface area of the wafer is etched.  Le applies the 
traditional Hotelling T2 formulation, as described in equation 3.1, using the vector of 
spectral means and covariance calculated from the bulk etch spectral data only, excluding 
any data taken at endpoint.  In application to endpoint detection, Le first centers each set 
of acquired spectral channels using a spectral mean calculated from prior bulk etch data.  
In Le’s approach, the measured spectral intensities are applied to equation 3.1 and any 
significant deviation in the T2 statistic from the main etch population is considered 
endpoint.   When Le applies this approach to the two cases, T2 based endpoint variation 
for the blanket etch is easily observable while application to the 1% open area contact 
etch case yields inconclusive results.   
 
In the PCA based T2 approach presented in this thesis, multivariate spectra are 
acquired (1100 channels sampled every 500 milliseconds) using an S2000 spectrometer 
for a 1% open area contact and via etch using an Applied Materials HDP reactor.  As 
demonstrated in this chapter, the use of PCA with a T2 based statistic amplifies the signal-
to-noise by retaining only those spectral channels responsible for significant variation 
during endpoint.  A PCA model is generated, as described in equations 3.3-3.7, using 
multivariate spectral data acquired during the bulk etch step as well as during endpoint.  
To address drift in spectral intensities during etch, a recursive estimator is used to mean-
center the measured spectral data in real-time and better separate variation due to 
endpoint from variation due to drift. 
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There is similarity between the two approaches, in that both use the T2 statistic to 
amplify variation measured during etch.  Our approach and Le’s approach are 
approximately the same when all of the principal component directions are retained in the 
PCA model.  This is shown in Figure 3.9 where plots of the T2 estimate from both Le and 
our approach for a 10% open area etch and for large (>10%) open area etches are 
virtually indistinguishable.     
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Figure 3.9  - This plot of T2 versus time for 10% open area oxide etch was identically created using the 
original T2 endpoint formulation 4 and the PCA calculation of T2 with all components retained, where the 
PCA was applied only to the main etch data, prior to endpoint. 
 
 
One difference between our and Le’s approach is that in our approach spectral 
measurements acquired during both the bulk main etch and endpoint are included in the 
formulation of the PCA model.  The result is that only those spectral lines that exhibit 
significant co-variation are retained and all others are filtered out.  The disadvantage of 
using only bulk etch data is that variation in key spectral lines, which may only be 
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evident during endpoint, are weighted so small in the PCA model that the variation is 
effectively filtered out.  In Figure 3.10, in-situ etch and endpoint data from a 10% contact 
etch are used to create two separate data sets. The differences in both spectral lines and 
weightings due to the truncation of PCA components can be observed and that spectral 
information relevant at endpoint is not contained in the main etch measurements.     
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Figure 3.10 - PCA was performed on a separate range of data from etch and then endpoint for a 10% 
contact etch.  The top plot is of the first principal component from the etch-only data and the second is the 
first component from the endpoint data.  The 10% case is used so that the effects of drift are negligible and 
differences between the dominant spectral lines and weightings can be observed.  Notice the variation in 
SiF (440nm) at spectral channel 190 that is captured in the endpoint only loading vector. 
 
 
An example of how main-etch only data could harm the development of a PCA based 
T2 estimator is the case where the weighting of a spectral line associated with a product 
or reactant of etch that remains fairly constant during main-etch is significantly reduced.  
Consider the concentration of SiF in Figure 3.10, which is a fairly dominant spectral line 
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in terms of magnitude but remains fairly constant during main etch.  In this case, the 
effect of mean-centering and application of PCA reduces the variance contribution of the 
spectral lines associated with SiF to near zero.  When endpoint data is applied to the 
model, the significant decrease in SiF at endpoint is weighted near zero and does not 
contribute to the endpoint prediction.  
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Figure 3.11 -   The first principal component based T2 value (top) clearly shows that the event 
corresponding to endpoint has occurred between 90 and 100 seconds in the etch.  The contribution to T2 for 
the 2nd , 3rd and 4th principal components (bottom left) still adds positively to the identification of endpoint, 
but by the 5th principal component (bottom right) the information is largely lost in the noise. 
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Another difference between approaches is that Le’s approach does not account for 
variation in the measured spectral intensities due to drift during the main etch, which is 
often greater than the variation due to endpoint.  Since Le’s T2 statistic measures all 
deviation from the mean of the main bulk etch spectrum (measured at a previous time), 
normal drift in the process may cause significant variation in the T2 statistic, which 
decreases the signal-to-noise and may trigger false endpoint detection.  This is 
particularly troublesome for low open area etches where the measured variation in 
spectral intensities at endpoint is often so low.   
 
The comparison of PCA enhanced and conventional T2 approaches can be 
summarized as three primary benefits.  The first benefit of PCA based T2 integration is 
that the signal-to-noise ratio can be improved by removing unimportant principal 
components in the calculation of T2.  As shown in Figure 3.11, only the first three 
principal components appear to detect any shift due to endpoint, and in fact, only one 
principal component provides a reasonable indicator.  The percent variance captured by 
each principal component is a useful method for determining how many components to 
retain in the PCA model and for the case shown, the first two principal components 
capture over 99% of the variance in the principal component model. If only one 
component is retained, the resulting T2 plot would simply be the top graph in Figure 3.11.  
By comparison with the T2 plot in Figure 3.9, the first component improves the signal-to-
noise by removing unimportant principal components in the calculation of T2.   
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A second benefit of using PCA is that it results in a set of orthogonal eigenvectors 
and corresponding eigenvalues in order of decreasing variance.  By observing the 
principal component scores, or alternatively the contributions of each of the principal 
components to the T2 calculation, a shift may be more easily detected and identified with 
a particular eigenvector direction.  In contrast with Le’s approach where all the variation 
in the process (including endpoint) is lumped into a scalar T2 computation, this 
characteristic is useful for diagnostics where each eigenvector direction may be 
correlated with a certain process variable and a shift in mean or covariance from nominal 
operating conditions can be isolated to that variable.  An example of this can be observed 
in Figure 2.6 in Section 2.5 for the application of PCA to OES measurements from an 
Aluminum etch process at Texas Instruments. 
 
A third benefit of using PCA for the calculation of T2 is the computational efficiency 
of using T2 during the production runs.  In the calculation of T2 there are two major 
calculations corresponding to 2n2 + 3n floating point operations each time data is 
collected, where n is the number of spectral channels collected.  When the PCA based 
technique is employed there are three primary calculations totaling n+2nm+3m floating 
point operations.  For a typical case we are interested in where n=1100 spectral channels 
and m=3 principal components, the PCA based technique has 1/314 as many floating 
point operations each time data is collected, enabling rapid sampling and real-time 
calculation of the T2 statistic during a run.  The next section applies PCA based T2 to the 
difficult task of low open area endpoint detection for plasma etch, where the low signal-
to-noise of OES measurements inhibits endpoint detection. 
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3.5 Description of Experimental Set-up 
Oxide etch data were collected at Digital Semiconductor using an Applied Materials 
HDP Oxide etch system to etch contacts and vias in 200-mm wafers.  The primary 
etchant used in the main etch step of the process was C2F6, with O2 added in the post-etch 
treatment (an in situ polymer and photoresist strip process).  Optical emission 
measurements were made using an Ocean Optics S2000 spectrometer with a single fiber 
optic cable looking in at the side of the reactor.  These measurements consisted of 1100 
spectral channels over a wavelength range from 350 to 880 nm.  The first set of 
experiments were conducted in early 1997 and included a 1% contact, 10% contact, thick 
oxide and a blanket resist etch (to check for false detection).   The second set of 
experiments was conducted in January of 1998 to acquire OES data over the entire etch 
and slightly past the point believed to be the end of clearing.  The third set of experiments 
used the endpointing system developed from the second experimental set (acquired one 
month earlier) to determine endpoint or clearing.  During etch, the T2 values were 
calculated and the process terminated once the T2 value shifted significantly, indicating 
the completion of clearing.  The resulting wafers were analyzed with cross-sectional 
SEM (scanning electron microscope) measurements.  
 
In the polysilicon etching process, a Rainbow LAM TCP 4500 etcher at MIT was 
used to etch blanket 150-mm polysilicon wafers (100% open area) with 5000A of 
polysilicon over oxide.  The etching chemistry was a 5:1 ratio of HBr:Cl2 with a flow rate 
of 180 sccm.  The chamber pressure was 20 mTorr.  Top power was applied at 300W 
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with a bottom bias power of 25 W.  As with the oxide etch experiments, separate training 
and test wafers were used to develop and test the endpoint detection system.  
 
3.6 Results and Analysis   
 
Our experiments were designed to determine whether PCA based T2 estimation from 
OES spectra would provide superior results to current methods where one or two 
dominant spectral lines, corresponding to a etchant or reactant, are monitored. Low open 
area etch endpointing (e.g. 1% oxide / 99% photoresist etch of contact or via) of 200-mm 
wafers using one or two spectral lines is extremely difficult and represents a challenging 
test for any endpointing algorithm.  As such, these experimental results are focused upon 
a 1% contact etch but will also examine a 10% contact etch and 100% open-blanket 
polysilicon etch for comparison.   
 
 To test the robustness of the PCA and T2 based endpoint algorithm, data was taken in 
January of 1998 to update the PCA models developed from earlier data sets.  The 
resulting algorithm was demonstrated and tested in real-time approximately one month 
later.  During the approximately three weeks between experiments, a few hundred wafers 
were processed in the etch chamber.  Additionally, significant maintenance activity 
occurred, including the replacement of an RF matching network.  These and other 
variables may cause significant drift in the system.  When a sudden shift occurred in the 
T2 values (believed to correspond with the end of clearing), the process was stopped and 
the wafers examined by SEM analysis.  The PCA based T2 values plotted in real-time 
from the beginning to the conclusion of etch are shown in Figure 3.12.  To obtain a clear 
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understanding of the correlation between the T2 estimates and status of the wafer, the etch 
process was halted at different times associated with the beginning, middle and end of the 
endpoint estimate.  Wafer 203 was stopped at the beginning of the rise believed to be the 
onset of endpoint.  Wafer 204 represents the original timed etch used by Digital 
Semiconductor for the 1% contact etch (believed to be past the optimal endpoint).  
Processing of wafer 205 was stopped at the top of the rise believed to be associated with 
the near completion of clearing.   
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Figure 3.12 - The T2 values for four of the wafers from the real-time endpoint experiments are plotted. 
Wafer 203 was stopped short of the predicted endpoint. Wafer 204 uses the current timed etch recipe for 
Alpha wafers.  Wafer 205 was stopped at the top of the rise estimated to be near the end of clearing.   
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The scanning electron micrographs for wafers 203, 204 and 205 are displayed in 
Figure 3.13.  SEM photos of minimum-sized vias in an SRAM structure are shown at the 
wafer center and edge.   Micrographs for wafers 205 and 206 are very similar and as 
such, only wafer 205 is shown.  (Note the magnification is 50K for all micrographs, with 
the exception of the top right photo that is 45K.)  Wafer 203 shows that the smallest 
features on this pattern are not yet clear; there is approximately 51nm of oxide remaining 
at the center and 25 nm remaining at the edge (out of a total of 842 nm).  SEMs of larger 
features show that they have cleared by this point, as expected due to RIE lag.43,44  For 
wafer 203, the measured via diameter is 0.472 microns at the center and 0.468 microns at 
the edge positions.  The measured diameters are approximately 0.498 microns for the via 
at the edge of wafer 204 and wafer 205.    The via depth for wafer 203 at the center is 
0.790 microns (out of a total film stack of 0.842 microns).  The via depth for wafers 204 
and 205 at the center are .855 and .881 microns, which represent the total oxide 
thickness.    
 
The fastest etch rate was observed at the wafer center for the largest vias of 
approximately 0.525 microns.  The via diameters varied from 0.57 (for wafer 203) to 0.62 
microns (for wafer 204), indicating slight overetch for the larger vias.  The primary 
difference was in the contact etch depth. For the larger vias, wafer 203 shows an 
incomplete etch depth of 0.84 microns compared to wafers 204 and 205 at 0.89-0.88 
microns respectively. 
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Figure 3.13 -  Scanning electron micrographs for wafers 203, 204 and 205 are displayed for the center and 
edge positions of the smallest critical design units of an SRAM structure. 
 
In general, the SEMs indicate that from the onset of estimated endpoint (wafer 203) 
to the slight overetch of wafer 204, there is an optimal stopping region after the sudden 
rise where trade-offs between overetching the larger dimensions and underetching the 
smaller dimensions exist.  It is observed that across the entire set of 36 micrographs taken 
for vias at minimum size, 1.25X minimum, and 1.5X minimum at the center, middle and 
edge of the wafer, wafers 205 and 206 offer a potential improvement in throughput by 
minimizing the required overetch time.  It would be very difficult to determine ‘the’ 
optimal endpoint and a better metric for successful etch completion is likely to be within 
a five to ten second region shortly after the sudden rise.  These results indicate that a real-
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time implementation of this algorithm developed from process data one month earlier 
could be robust enough to provide reliable endpoint determination in a production 
process.  It should also be noted that without an effective estimator to update the mean in 
the presence of drift these results are not possible.  The use of PCA enhances the signal-
to-noise ratio where low open area etch can be observed; however it is the use of simple 
recursive estimators that provide the as-important robustness.  In the next section, future 
plans to address several obstacles to increasing the robustness and eventual automation 
are discussed. 
 
3.7 Summary of Plasma Endpoint Results 
     Effective endpointing of low open area etch is extremely difficult using a timed etch 
or by monitoring a few hand-selected wavelengths.  Alternative methods using PCA in 
conjunction with T2 detection and recursive mean updates have been presented for 
estimating endpoint and calibrating this estimate over long term use.  These methods 
have been applied to production wafers at Digital Semiconductor and the results 
confirmed through SEM analysis.  The key issues for success using this approach involve 
careful analysis of which principal components are aligned with drift and removal of 
those components if possible.  Issues regarding mean centering to address run-to-run 
shifts in spectral mean are also addressed.   
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Chapter 4         
 Characterizing Wafer Level Uniformity in CMP 
Chapter 4 begins by describing the fundamentals of CMP and how CMP is applied to 
two key semiconductor processes: shallow trench isolation and copper damascene 
structures.  The technical and economic challenges facing CMP are examined and 
improvements in sensors and controls to ensure spatial uniformity of polish are identified 
as a critical need.  The CMP process is characterized with regard to wafer-level 
uniformity and this characterization is used to propose solutions for in-situ sensing of 
spatial endpoint and removal rate.  This characterization focuses on analyzing the 
kinematic relationship between spatial positions across the wafer and pad as well as the 
relationship between spatial removal rate and the temperatures measured across the pad.  
Based upon this analysis, two electro-optic sensor approaches are presented for spatial 
endpoint detection across the wafer.  The first sensor is an optical sensor embedded in the 
platen that measures reflectance to detect the presence of metal spatially across the 
wafer.2  The second sensor approach couples an IR camera and multivariate methods to 
use pad temperatures to measure wafer-level polish uniformity.  Experiments are 
performed on two different CMP tools.  The first set of experiments investigates the 
ability of the IR thermography to detect spatial endpoint for a proprietary 8-inch copper 
CMP process at Advanced Micro Devices (AMD).  The second set of experiments 
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investigates both the reflectance and IR thermography sensors to compare approaches for 
in-situ, spatial endpoint detection for both partially and fully cleared wafers. 
 
This chapter is separated into eight sections beginning with Section 4.1 which 
presents the technical and economic barriers associated with CMP.  This section provides 
a brief description of the mechanics of CMP, how CMP is applied during the 
manufacture of a device and challenges for improving CMP.  The importance and 
challenges for measuring wafer-level endpoint uniformity are presented in Section 4.2.  
Once spatial uniformity is characterized then control strategies can be employed to 
minimize wafer-level nonuniformity in CMP.  The current state of CMP controls as well 
as the challenges facing future control strategies are described in Section 4.3.  The ability 
to control uniformity is dependent upon the quality of feedback provided by sensors.  As 
such, Section 4.4 presents an overview of sensor technology and discusses the potential 
impact of improved sensors for controlling wafer level uniformity.   
 
To fully address wafer-level uniformity concerns with CMP, approaches are 
necessary to characterize both spatial removal rate and endpoint detection.  Section 4.5 
describes an approach for characterizing removal rate for oxide CMP using IR 
thermography and provides mathematical analysis of the spatial relationship between 
measured pad temperatures and radial removal rate on the wafer.  The relationship 
between spatial endpoint detection and wafer-level endpoint in CMP is presented in 
Section 4.6.  Our initial application of IR thermography for characterizing spatial and 
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global endpoint for an 8-inch copper CMP process at Advanced Micro Devices (AMD) is 
examined in Section 4.7.   
 
While the endpoint results at AMD using IR thermography shows promise, a more 
detailed study of IR thermography is required as well as comparison with new 
innovations in optical sensor technology to provide spatial reflectance measurements 
across the wafer, in real-time. Section 4.8 provides analysis and comparison of two 
spatial endpoint sensors, IR thermography and optical reflectance, for an 8-inch copper 
CMP process at MIT.  The final section, Section 4.9, presents a summary of CMP 
uniformity characterization results. 
 
4.1 Technical Challenges and Economic Barriers for CMP 
This section begins with a description of the CMP process as well as an overview of 
mechanisms that enable CMP.  The section continues with a discussion of two critical 
applications of CMP, the polish of oxide during a shallow trench isolation process and 
the polish of copper in a damascene process.  The next section examines current and 
future barriers for improving CMP and the role these improvements may play in future IC 
technologies. 
 
4.1.1 - How Chemical Mechanical Polishing CMP Works  
Chemical mechanical polishing or CMP can be used to remove oxide and metal (e.g. 
tungsten and copper) materials leaving a planar surface.  As Figure 4.1 illustrates in one 
common machine configuration, a rotating carrier spindle holds the wafer through back-
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pressure with the active surface facing down.  A rotating porous (usually a polyurethane) 
polishing pad glued onto the top surface of the platen transfers mechanical force to the 
surface being polished.  To optimize uniformity, the platen and wafer are usually rotated 
in the same direction and at speeds that ensure uniform and unidirectional velocity 
vectors at all points across the wafer.  A slurry of colloidal particles suspended in an 
aqueous solution is fed onto the pad during polishing.  The slurry produces a chemical 
interaction with the surface and mechanical interaction through abrasives present in the 
chemistry.  Abrasives such as SiO2 and Al2O3 are used to transfer mechanical energy to 
the surface during polishing.  During planarization, the wafer surface is abraded by two 
synergistic mechanisms; chemical through interaction with the slurry and mechanical 
through force exerted by the pad and silica particles.   
 
Two influential factors with regard to material removal rate are the downward force 
of the carrier head and the speed of the table.  As a result of the polishing process, there 
are two consumables that must be monitored; the slurry and the pad.  Slurry chemistries 
must be closely monitored in that the size of the abrasive particles have significant impact 
on the number of microscratches and defects generated during polishing.  Eventually the 
polishing rate will decrease due to a phenomena called glazing where the pad undergoes 
plastic deformation where the pores on the pad fill with abraded material.  Most 
processes now employ a pad conditioning method during polishing (in-situ conditioning) 
or between wafer polishes (ex-situ conditioning) to restore the pad’s roughness and clear 
the pores.   
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Figure 4.1 – The side and top view of a typical chemical mechanical polishing process is shown.  The 
carrier holds the wafer and spins in the same direction as the polishing pad platen.   A slurry is used to 
provide chemical interaction and transport abraded material away from the wafer. 
 
Achieving planar dielectric surfaces prior to metal deposition is critical for 
conventional aluminum metal processing where metal is deposited and patterned to form 
interconnect lines.  In this subtractive metallization process, metal is deposited on a 
dielectric surface, patterned using lithography and then etched to form metal lines.  The 
metal lines need to be electrically isolated and thus a dielectric layer is deposited over the 
wafer.  The resulting surface resembles that of Figure 4.2 where step-like features rise 
over the metal lines. 45 
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Figure 4.2  -  Various degrees of dielectric planarization for CMP are shown. 
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4.1.2 - Where is CMP Most Often Used   
CMP has become an integral part of many semiconductor manufacturing process 
applications including interlevel dielectric (ILD) planarization, shallow trench isolation 
(STI), copper damascene and tungsten interconnects.5  CMP has become the enabling 
technology for commercial use of two of these processes, STI and copper damascene. In 
this thesis, we will examine wafer level uniformity issues in both processes and as such, 
an introduction to both processes is provided in this section.   
 
Shallow trench isolation (STI) is a widely used device isolation technique where 
oxide is deposited in a trench that has been etched between two devices.  The goal of 
CMP is to remove the oxide material and stop on a nitride barrier, leaving behind a 
planarized topography, as shown in Figure 4.3.  The challenge is knowing when endpoint  
(the complete removal of the oxide over nitride regions) has occurred and whether 
endpoint has been reached for all parts of the wafer.  Stopping the polish before endpoint 
occurs results in an underpolish, leaving a non-planar, raised area of oxide material as 
shown in the left panel of Figure 4.4.  Stopping the polish after endpoint has occurred 
results in an overpolish where material removal continues to occur, resulting in oxide 
dishing and nitride erosion as illustrated in the right panel of Figure 4.4.  When wafer 
level uniformity is poor, both cases may be present in different areas of the same wafer. 
 
The damascene process involves the patterning of metal interconnects through inlaid 
metal planarization using CMP.  For tungsten interconnects the alternative is to use a 
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reactive ion etch (RIE) to remove tungsten overburden in the formation of tungsten studs.  
The disadvantages of RIE etch back are the low degree of planarity, the center of the plug 
normally etches faster exposing a center seam and the presence of residual corrosive 
gases left on the metal surface results in degrading of contact resistance.  For copper 
interconnects, suitable RIE processes are not commercially available. 
 
A copper damascene process is illustrated in Figure 4.5 where copper has been 
electroplated over interconnect areas etched in oxide.  The goal of copper CMP is to stop 
the process at the metal to ILD interface.  However the problems with uniformity 
described in the STI discussion affect copper CMP as well.  In order to remove copper 
completely across the entire wafer, areas that were first to clear often experience 
overpolishing, as in the case shown in Figure 4.5.  During overpolish, erosion results in a 
thinning of the ILD layer and dishing results when the polishing pad bends into the 
copper line, removing material.  Dishing is particularly troublesome in that copper line 
resistance is inversely proportional to the line thickness and as such, dishing results in 
increased line resistance. Spatial polish nonunformity leads to overpolish and multiple 
processing steps and remains one of the most critical problems facing copper CMP. 
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Figure 4.3 -  Goal of CMP for STI is to planarize oxide without significant dishing or erosion. 
 
 
Figure 4.4 – Examples of an underpolish (left) and an overpolish (right) for a STI structure. 
 
 
 
Figure 4.5 – Polishing problems with copper damascene structures 
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4.1.3 - Current and Future Challenges for CMP 
The advantages of CMP begin with the ability to provide global planarization for 
single or multi-material surfaces that is essential for developing multilevel 
interconnections. The Semiconductor Industry Association’s (SIA) National Technology 
Roadmap for Semiconductors (NTRS) reports six levels of interconnect levels in current 
microprocessor technology and three levels for DRAM processes.  SIA projects up to 8-9 
levels of interconnects in microprocessors by year 2010 for 400 mm wafers.  To achieve 
these levels, the planarity requirements within the lithography field for minimum 
interconnection critical dimensions will be 150 nm or half their current level.   
 
CMP has been applied to a wide range of materials for a wide range of applications.  
However the industry does acknowledge that the need for better global planarization and 
better uniformity is critical for a smooth transition to 300 mm wafer and 0.13 micron 
technologies, where CMP will likely be performed 10 to 15 times during the manufacture 
of an IC.78   Furthermore, CMP has been identified as a potential enabling technology for 
fabricating superconducting circuits if spatial endpointing can be sensed and precise 
controls can be developed to terminate planarization within 200 nm after reaching 
endpoint as well as planarize a few hundred micron-wide features.46   Two process-
related needs are improvements in multiple-step processing and uniformity of polish.  
One critical component of both of these needs is the development of better sensors for 
spatial removal rate and endpoint uniformity. 
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Multi-step CMP processing and endpoint detection are directly related in that 
manufacturers will use a high-speed polish to remove the bulk of the material and then a 
low speed polish to ensure that endpoint is not exceeded.  When nonuniformity often 
occurs, areas of the wafer that have cleared often require further polishing to ensure the 
polishing film is removed from all areas of the wafer.  This leads to erosion and dishing 
and subsequent impact on device performance and yield.  Uncertainty regarding when 
endpoint has occurred results in the use of a low speed polish that negatively impacts 
throughput.  If precise control and spatial endpoint detection can be achieved then dishing 
and erosion may be reduced and throughput improved.  
 
A related issue to multi-step processing is that of multi-step process control and 
optimization.  Multi-step process control adapts one process to account for variation 
introduced in prior steps.  For example, a high deposition rate in the center of an ILD 
process could be corrected using a center-fast CMP process.  Such an approach could 
have significant impact in reducing both development and process integration time.  A 
particularly troublesome issue in process integration is the effect of device layouts on 
multiple process steps.45  These interdependencies lead to significant losses in device 
performance, manufacturability and reliability. By simply focusing upon multi-step 
process control of deposition, CMP and lithography, significant improvements in these 
three losses could be realized. 
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4.2 Overview of Wafer Level Uniformity Detection 
The need for uniform planarization has been established but why this is so difficult to 
achieve requires some discussion. Variation at the wafer level and from wafer to wafer 
can result from any one or combinations of several factors.  Wafers always have some 
degree of underlying curvature that can be exacerbated by CMP.  Since the removal rate 
varies over time due to pad effects, the final thickness of each finished wafer may vary as 
well.  Researchers at MIT have also studied variations in the final topography of the 
wafer related to the chip-scale patterns under the materials being polished, also referred 
to as pattern dependencies.1,47  There is also process-related variation introduced through 
nonuniform pressure distribution imparted by the carrier head during polishing.   
 
Measuring the die or wafer level variation can only be achieved if a spatial mapping 
of the removal rate of the material or final film thickness can be measured.  Since there 
are only ex-situ methods for measuring final film thickness, we believe that a spatial 
mapping of removal rate, through a number of candidate sensors, may eventually provide 
an in-situ method of measuring wafer and die level variation.   It is also critical that the 
CMP process be stopped before damaging the dielectric layers underneath those being 
removed.  Overpolish of inlaid metal (vias or lines in trenches) can result in damage to 
the underlying dielectric or introduction of dishing and erosion and underpolish of metal 
can result in residual metal that creates short circuits between lines.   Endpoint during 
CMP is related to uniformity in that a nonuniform polish results in endpoint being 
reached at different times across the wafer.   
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An accurate estimate of the removal rate profile, both within-die and die-to-die, is 
necessary for improvements in controls.   Figure 4.6 depicts the position versus spatial 
removal rate profile for both pattern dependent or within-die variation (indicated in red) 
and the die-to-die variation (indicated by the black line) that results from upstream 
processes and the CMP pad effects.  The superposition of these two variations provides 
the true spatially dependent removal rate as a function of radial position on the wafer.  
The true spatial removal rate profile provides the maximum and minimum polish rates 
which can be used to accurately predict the final thickness.   
 
For example in shallow trench isolation (STI) related oxide polishing, the inability to 
know when all the oxide is removed and the poor selectivity between oxide and silicon 
nitride commonly results in the overpolish of wafers to ensure all the oxide is removed.  
If the minimum polish rate is known, the total polish time necessary to remove all the 
oxide can be determined and only one process step is needed.   
 
Similarly, the maximum polish rate can be used to determine whether the polish time 
necessary to remove all the oxide will punch through the silicon nitride mask layer into 
the dielectric underneath.  If the bowl-shaped global removal rate is sufficiently non-
uniform, the maximum and minimum polish rates will diverge until either the polish 
damages the underlying dielectric or the oxide is not completely removed.  The control 
parameters (i.e. speed, force and polish time) can also be determined by evaluating the 
current removal rate profile and the desired final thickness.  This describes our overall 
control strategy; characterize the variation and dependencies in the removal of materials 
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during polish and determine the optimal process conditions to generate the desired 
uniform thickness (wafer surface). 
 
Radial Position Across Wafer
R
em
ov
al
  R
at
e
Pattern Dependent
Removal Rate
Die-to-Die (or Global)
Wafer Removal Rate
Maximum Polish Rate
Minimum Polish Rate
 
Figure 4.6 – This figure shows the difference between within-die variation in removal rate (indicated in 
red) and the global or die-to-die variation in removal rate across the wafer (indicated in black).   Normally a 
blanket wafer is processed at the beginning of a lot to determine the nonuniform spatial removal rate due to 
process related effects.  The development of the proposed sensor will eliminate the need for blanket wafers 
and provide a real-time measurement of the global removal rate. 
   
 
4.3  Sensor Technology for Characterizing Spatial Endpoint and Removal Rate  
The need for in-situ measurement of endpoint and removal rate has fostered the 
development of optical, acoustic, motor current and thermal sensor technologies.  In this 
section, we will follow the same categorization used by Hetherington and Stein.48   The 
following sections review sensor technology in these areas. 
 
4.3.1 - Optical Sensors  
The most mature methods for in-situ detection of endpoint are optical technologies 
that measure optical properties of the polishing film through the back-side or front-side of 
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the wafer. 49  Back-side optical sensors reside in the wafer carrier and measure the optical 
properties of the polishing film by passing an infrared light through the wafer and 
measuring the returning light with a photodetector.   Hetherington and Stein point out that 
as the number of interconnect layers increase the ability to probe the topmost film 
becomes very difficult due to poor signal-to-noise. 48  
 
Front-side optical sensors are typically embedded in the platen and monitor the wafer 
through a window installed in the pad.  Front-side optical sensors measure dielectric films 
using a single monochromatic or white-light source through interferometry.  
Interferometry uses the interference of light from the wafer surface and underlying layers 
to measure the thickness of the polishing film layer.  Front-side sensors can also be used 
to detect endpoint for the CMP of metal films by monitoring the reflectance spectra from 
a metal polishing film.  Yang, et al., provide a comparison of reflected spectra with an 
infrared point and motor current sensors for global endpoint, where single reflectance 
measurement is used to determine endpoint. 50   
 
Chan, et al., at Applied Materials have developed a commercial endpoint approach called 
the In-Situ Rate Monitor (ISRM) that uses a laser to measure interference patterns for 
dielectric films and reflectance for metal. 51  The ISRM is shown to provide repeatable 
results for tungsten, copper, blanket oxide, shallow trench isolation (STI) and interlayer 
dielectric (ILD).  The ISRM is a global endpoint signal which provides one measured 
variable for the complete wafer. 
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Most of the aforementioned back and front-side optical sensors measure global 
endpoint across the wafer rather than measure spatial uniformity of endpoint.  Concerns 
about dishing and erosion can be better addressed by monitoring where (spatial) and 
when (temporal) the wafer has first cleared and where it clears last.  Such a sensor could 
be used to optimize spatial uniformity of polish by minimizing the time between the first 
and last polished areas clear. 
 
Reflectance can be used for spatial endpoint detection by measuring the presence of 
metal on the surface.  This has motivated the research performed by Lai, Chun and co-
workers at MIT who have developed a reflectance sensor that can measure within-wafer 
endpoint for copper polishes.2  Their approach measures the surface reflectance of 
patterned and blanket copper wafers and detects endpoint as the reflectance properties 
change between the material underneath.  As shown in Figure 4.7, a Philtec fiber optic 
reflectance sensor measures a spectral distribution from 775 nm to 990 nm and resides in 
the table, viewing the surface of the wafer through a small window in the polishing pad.  
In this work, the sensor and table kinematics in relation to the rotating wafer were studied 
and a mapping developed to reconstruct in-situ global and local information from the 
wafer surface.  Algorithms have been developed and are available for detecting both 
wafer-level and within-die endpoint nonuniformity and examining wafer surface 
conditions.    
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Figure 4.7 – Fiber optic reflectance sensor available in the MIT developed 8-inch CMP tool. 
 
4.3.2 – Acoustic or Vibration Sensors 
Acoustic sensors measure vibrations through the back-side of the wafer or through the 
carrier for both oxide and metal CMP.  Hetherington, et al., have shown that as the 
topography of a dielectric material is reduced during polish, the vibration signal 
decreases until a minimum is reached at endpoint.52  The limiting factor for 
commercialization in most of these approaches is acquiring the necessary signal-to-noise 
clarity for automated endpoint detection.  Hetherington and Stein point out  that most of 
the noise in these types of sensors is due to a particular carrier design and coupling the 
accelerometer with the excitation signal generated on the wafer.48  Given the difference in 
mechanical elements from tool to tool, it is likely that acoustic sensors and supporting 
software would have to be customized for a particular tool and process. 
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4.3.3 – Motor Current Sensors 
Motor current sensors measure motor torque behavior in response to changes in 
frictional force as polishing transitions from one layer to a barrier layer with a different 
coefficient of friction.  Like acoustic sensors, motor current signals require significant 
signal processing to provide signal-to-noise levels necessary to accurately determine 
endpoint.  Stein and Hetherington demonstrate this sensitivity for a case where a simple 
change of slurry type can affect whether a motor current signal can detect endpoint. 53 
 
4.3.4 – Electrical Sensors 
Electrical sensors (not including motor current sensors) measure the electrical 
conductance or impedance of the polished film.  KLA-Tencor has produced the first 
commercial electrical endpoint sensor, called Precice, that claims in a recent news release 
(at www.klatencor.com) to combine eddy current and optical technologies to measure 
absolute polish film thickness and is now being shipped to a major CMP tool 
manufacturer.   However, to date there are no published results that can be evaluated. 
 
4.3.5 – Thermal Sensors 
Thermal sensors detect changes in temperature due to mechanical friction and 
chemical reactions that participate in the removal of material.  Depending upon the 
hardness of the polishing (e.g. oxide, copper, tungsten) and barrier film (e.g. nitride, TaN, 
TiN) types and the chemistry of the slurry, the temperature may increase or decrease once 
the polishing film clears.  However in cases where a neutral slurry is used, the 
temperature usually goes down when polishing reaches a barrier layer with greater 
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hardness properties.  There are different approaches to measuring the temperature at the 
polishing interface between the pad and wafer.  There are approaches that directly contact 
the backside of the wafer; however most approaches use either a infrared (IR) pyrometer 
to measure a single spot on the pad or an IR camera to measure spatial temperature 
changes indirectly across the pad as it leaves contact with the wafer.54,55  Both IR 
approaches are further examined in the following paragraphs.   
 
Since around 1997, researchers began investigating correlations between changes in 
pad temperature and wafer endpoint through the use of IR pyrometers.8,9,10,56   Around the 
same time a study at the MIT Microsystems Technology Labs using single point infra-red 
profilometry indicated that radial temperature profiles are correlated with removal rate 
but do not provide sufficient spatial information.57  This is also the basic concept behind 
the IR temperature probe used on other CMP tools that monitors a rapid change in 
temperature corresponding to a change in the coefficient of friction during a transition 
from one layer.  The problem is that this approach can only measure the temperature for a 
set of radii corresponding to where the sensor is positioned.  The result is that an 
inaccurate and average endpoint is measured only over a particular portion of the wafer.  
 
IR camera based thermography is interesting in that it provides more information than 
a single spot (commonly provided by single-point IR sensors).8,9,10  However the use of 
IR thermography for spatial endpoint and removal rate has not been thoroughly examined 
and as such, one of the goals of this thesis is to determine the potential of this technology.  
To examine the utility of IR thermography as a spatial endpoint sensor, an Agema 550 IR 
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camera is used during CMP to capture changes in thermal energy in the polishing pad.  
Figure 4.8 illustrates the positioning of the camera relative to the CMP pad for both the 
AMD and MIT 8-inch copper polish experiments.  Depending upon the viewing angle 
available with a particular tool, the camera is focused on the pad as close to the back of 
the carrier as possible to provide the maximum signal-to-noise.  The back of the carrier is 
defined as the side of the carrier where the pad leaves contact with the wafer.  This 
viewing angle was available for the AMD experiments but not available, due to 
equipment limitations, for the MIT 8-inch CMP tool. 
 
Figure 4.8 -   Top-down Illustration of IR Thermography Set-up.  The illustration on the left shows the 
camera positioning for the 8-inch copper CMP experiments at AMD.  The illustration on the right shows 
the camera positioning for the 8-inch copper CMP experiments conducted on the MIT CMP tool. 
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The Agema 550 camera captures an image that is 340 pixels wide by 240 pixels high.  
Although the camera position varies across experiments due to equipment limitations and 
the particular goals of the experiment, in most of the cases the camera is roughly three 
feet from the pad.  Given that in most cases, the pad radius of approximately 18 inches 
fills the width of the image, a rough approximation is that each pixel represents roughly 
0.05 inches along the pad.  Other technical specifications regarding the Agema 550 IR 
camera are provided in Table 4.1.   To further illustrate how infra-red imaging can be 
potentially used to monitor the CMP process, a sequence of six IR images of an oxide 
CMP process are shown in Figure 4.9. 
 
Thermovision 550 Camera Specifications  
Object temp. measurement range -20 °C to 250 °C 
Measurement accuracy ± 2  °C 
Thermal Sensitivity  < 0.1 °C 
Field of View (H x V) 20° x 15° 
Detector Type Focal Plane Array (FPA), 320x240 pixels 
Spectral Range 3.6 to 5 micrometer 
 
Table 4.1 – Technical Specifications for the Agema Thermovision 550 Camera  
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(a.)  Carrier retrieves a wafer while the
polishing pad achieves desired speed.
(b.)  Carrier begins lowering the wafer
onto the polishing pad for planarization.
(c.)  The wafer makes contact with the
polishing pad  indicated by the heating
of pad underneath.
(d.)  The pad continues to heat up, as indicated
by the orange and red areas of the pad.  Note the 
degree of heating corresponds to the  arc
lengths where the wafer meets the pad.
(e.)  The pad heats up during planarization
and approaches the steady-state heating
profile across the polishing pad.
(f.)  The pad achieves the steady-state heating 
profile across the polishing pad.   The heating
profile retains this profile until near endpoint.
Wafer
Carrier Head
Polishing Pad
 
Figure 4.9 – This sequence of images illustrates how infra-red cameras may be used to monitor the CMP 
process.  Note the thermal variation across the polishing pad.  One of the goals of this thesis is to determine 
whether this variation is due to spatial differences in material removal across the wafer. 
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IR images of the pad contain subtle temperature gradients masked by noise, making 
endpoint detection difficult.  Also effects such as slurry flow, head oscillation, camera 
angle, and a baseline temperature increase in the pad as heat builds up with each 
revolution all contribute to the temperatures measured on the pad.  Multivariate methods 
may provide a way to filter out these effects to assess the true temperature changes due to 
the removal of material and thus provide information regarding endpoint and removal 
rate.   
 
The complicating task is to characterize the IR thermal profiles across the pad and 
project those radii backwards to the spatial removal of material across the wafer.  The 
nonuniformity of the heating profile along each arc presents a significant complicating 
factor.  If the speeds of the wafer and table are matched (resulting in a uniform relative 
velocity across the entire wafer), then the contribution to thermal variation from velocity 
mismatch can be neglected.  In this case, the observed thermal profile across the pad 
might be more indicative of nonuniform removal rates across the wafer.  Section 4.4 will 
examine the potential impact of improvements in in-situ spatial endpoint and thickness 
measurements as feedback for process controls. Section 4.5 will examine the issues 
related to charactering spatial removal rate using IR thermography. 
 
4.4 Impact of Wafer Level Characterization for Improved Process Controls 
The goal of developing in-situ sensors for characterizing spatial endpoint and removal 
rate is to provide feedback for real-time or run-by-run controls.  This section begins with 
an evaluation of the current state of process controls for CMP and then proceeds to 
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describe a vision for how uniformity focused process characterization may be integrated 
with process controls.   
 
4.4.1 - Current State of CMP Process Controls  
Current logic, ASIC and DRAM chip manufacturers are seeking improvements in 
real-time sensing and control; however these advances remain in the research and 
development stage.  Statistical Process Control (SPC) methods are still the most popular 
approach used in today’s fab environment.  However many of these manufacturers 
believe that SPC cannot provide the controls and in-situ sensing they require for future 
device generations.58   The 1997 National Technology Roadmap for Semiconductors 
(NTRS) states that with regard to increasing process requirements, equipment reliability 
and uptime requirements for future devices and structures that the shift away from fixed 
recipe and off-line metrology to more advanced in-situ, sensor-driven control solutions 
will be a key a pacing constraint.59 
 
There are different closed-loop approaches to semiconductor manufacturing.  In-situ 
or real-time feedback control allows machine parameters to be adjusted in real-time based 
upon a cost function or defined error.  The largest obstacle to real-time control is 
development of sensor and tool parameters that have fast enough bandwidth to process 
and react during the short timeframe (e.g. minutes) a wafer is polished.  Real-time 
feedback control is most valuable for random incoming wafer to wafer variations where 
knowledge from prior polishes may not necessarily be sufficient.  Li has published results 
that show variation of 18.7% in wafer-to-wafer thickness variation when two different 
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PECVD chambers were used to deposit the incoming material on the wafer.60  In such a 
case, feedforward or pre-measurement of each wafer is a potential solution; however, 
real-time monitoring and control (of which endpoint detection is a special case) would 
allow adjustment to be made without a loss of throughput.  In cases where incoming 
wafer or lot variation is small but equipment drift is substantial, run-by-run control may 
be preferable. 
 
Run-by-run control is where a process recipe is fine-tuned after each run or wafer is 
processed.  Since most semiconductor tools are built to receive a control set-point such as 
table speed, carrier speed, slurry flow rate, downward force, etc. before processing 
begins, it is often more commercially feasible to use run-by-run control than re-wire and 
completely re-program the tool.  Given the short processing times (minutes) of the wafers 
and the slow drift (over tens to hundreds of wafers, tens of hours processing time), run-
by-run closed-loop control has proven to be effective.  Run-by-run control and real-time 
feedback particularly regarding when to stop the process or when endpoint is reached, 
can also be combined in order to address both tool drift and incoming wafer to wafer 
variation.  Finally, in-situ sensing may also be required in order to obtain feedback 
information for run-by-run control; in particular in addressing the issue that when the 
polishing film has cleared completely, the post-polish rate uniformity cannot be measured 
post-facto.  In such cases, in-situ sensing is necessary for making adjustments between 
processed wafers.   
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An initial explanation is needed to indicate the differences between the traditional 
statistical process control  (SPC) approaches used in production CMP today and the run-
by-run control methods that will likely replace them.  Run-by run control adjusts 
parameters between wafers rather than the SPC approach (commonly used now) where 
control parameters are constant until the process drifts out of spec. 61,62,21   There are two 
reasons why we employ run-by-run control rather than adapt controls in real-time during 
processing.  First, the wafer polishing times are fairly short (60 to 90 seconds) and the 
time required to achieve a new steady state offer changing the table/head speed or 
carrier/head force is on the order of 20 seconds, as shown in Figure 5.4 of Chapter 5.  
Since the process drift occurs slowly from run to run, it is easier to adapt control settings 
between wafers using current tool operating software.  Second, most existing CMP tools 
have operating systems that set the control parameters before the wafer is retrieved.  To 
address both current and new CMP tools, our sensor/control approach must be capable of 
simple integration with the existing hardwired control system.     
 
The initial applications of run-by-run control methods to CMP monitored the blanket 
wafer removal rate was monitored and used an EWMA update to adapt the controls; 
however, pattern dependencies were discovered indicating a need to move toward pattern 
dependent polishing.63   Multivariate controls using the Nova tool 83 have been applied to 
patterned wafers and a self-adjusting scheme to control the average post-polish thickness 
control has been shown. 64,65,66    
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Figure 4.10 illustrates an integrated approach developed by Smith, et al., which uses 
the MIT CMP model and device pattern densities (within-die variation) with sequential 
quadratic programming based optimization to determine the total polish time.47  This 
approach is the first CMP control system to use device dependent pattern densities in a 
run-by-run control scheme.47   
 
Current results are quite promising but the blanket wafer profile may diverge from the 
true die-to-die non-uniformity due to upstream process variation such as deposition and 
etch, as well as variation imparted by the CMP process resulting from pad wear and 
conditioning.  As such the underlying bowl shape related to global nonuniformity 
changes from that used in the model and optimization eventually resulting in 
misprocessing.  There are also global planarization effects related to patterned wafers that 
do not show up in the blanket wafer profile that need to be captured as well.  To close the 
loop, a feedback mechanism is needed to update the die-to-die (or global) removal rate 
profile as each wafer is processed.  The proposed sensor and image-processing based 
spatial removal rate estimator may provide this mechanism. 
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Figure 4.10 – A patterned wafer CMP control approach uses device pattern dependencies to optimize the 
polishing time off-line using a sequential quadratic programming algorithm.47  
 
 
4.4.2 - Uniformity Characterization for Improved Controls   
A recurring theme in this thesis is the development of sensors that will better enable 
next-generation controls to compensate for nonuniformity and minimize dishing and 
erosion.  A potential near-term application of in-situ, wafer-level uniformity 
characterization using a carrier with multiple pressure zones is described in the following 
paragraphs. 
 
Innovations in carrier technology now allow for introduction of controlled spatial 
variation through differential pressure behind the wafer using separated bladders in 
concentric rings about the center of the wafer.  In the Strasbaugh 6EG tool an inner and 
outer chamber allows the operator to adjust the degree of edge to center variation during 
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polish.  For example, a center-fast polish removes material at a faster rate in the center 
than edge and the dual-chamber design allows the operator to compensate.  
 
The MIT CMP tool has a four-chamber design allowing for even finer adjustment of 
pressure to compensate for nonuniformity, as illustrated at the bottom of Figure 4.11.  
There is potential to use either the built-in reflectance or IR thermography to measure 
spatial endpoint and removal rate as feedback to a process control system. Figure 4.11 
illustrates how spatial uniformity sensing could be combined with the four-chamber head 
design for real-time or run-by-run uniformity control.  The top level of plots in Figure 
4.11 show measured thickness at 20, 60 and 180 seconds during a polish.   
 
The bottom part of Figure 4.11 shows the compensating pressure levels for each of 
four chambers corresponding to spatial regions of the wafer.  This figure illustrates how 
sensing and characterizing variability in measured model parameters (e.g. radial oxide 
thickness) allows for the compensation through controlled variation by control 
parameters (e.g. multi-chamber pressures).  In other words, variability in a process is not 
necessarily bad if it can be observed and controlled.  In the case where the variation in 
material thickness across the wafer observed in Figure 4.11 is introduced upstream in 
another process, variation of control parameters allows for the nonuniformity to be 
removed. 
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Figure 4.11 –  This figure illustrates how in-situ spatial uniformity measurements may be combined with 
the four-chamber adjustable pressures in the 8-inch MIT CMP tool to reduce nonuniformity, either 
resulting from this or upstream process variation.  The top level of plots provides the cross-sectional 
thickness of the wafer during polish at 20, 60 and 180 seconds.  The middle layer shows the corresponding 
pressure profile for removing the nonuniformity observed in the measured thickness using a simple control 
scheme.  
 
4.5  Characterization of Removal Rate for Oxide CMP 
The spatial nonuniformity described in the prior section results from a spatially 
nonuniform removal rate of material, radially across the wafer.  The top portion of Figure 
4.11 shows the actual oxide thickness for three wafers polished at 20, 60 and 180 
seconds.  The removal rate changes during polishing which makes it more difficult to 
characterize nonuniformity by simply examining endpoint.  For example, spatial 
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nonuniformity measured from the removed thickness at 180 seconds (endpoint) may not 
accurately predict the spatial nonuniformity at 60 seconds.   
 
Wafer-level nonuniformity will exacerbate the inherent within-die pattern dependent 
dishing and erosion, as discussed in Section 1.3.   As described in Figure 4.11, access to 
spatial removal rate information during processing (in-situ) can not only facilitate simple 
control schemes but may reduce this wafer-level impact on dishing and erosion.  This 
section examines the physical relationship between removal rate and measured pad 
temperature to determine if there is reason to believe that such an estimator could be 
developed. 
 
4.5.1 - Spatial Relationship between Pad Temperature and Removal Rate  
The removal of oxide material during CMP generates heat which is transferred into 
the pad.  Analysis of the physics of the process suggests that the temperatures measured 
across the pad at radii q are correlated with the aggregate removal rate along an arc traced 
by that pad position across the wafer, as shown in Figure 4.12.   The intersection between 
wafer radii (indicated in blue) and the arc traced by the pad position (indicated in red) 
defines the area of material removal responsible for the heat measured at the pad position 
(indicated by a red circle).    
 
 
 
This analysis would suggest that the measured temperature at the circle is 
proportional to the integral of removal rate along the radii that intersect the line traced by 
that arc (indicated in red).  If this were true and the IR camera could discern spatial 
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change in temperature across the pad, the profile of the pad temperature measurements 
and the profile of integrated of removal rates along the arcs traced by those very same 
positions should have spatial similarities.  In the next section this hypothesis will be 
verified through experimental results. 
 
 
 
 
4.5.2 - Mathematical Description of Relationship Between Pad and Wafer  
In describing relationships between the pad and wafer, care must be taken to convert 
the polar coordinate based kinematics associated with pad arc positions to the cartesian 
coordinates based kinematics associated with the wafer.  The diagram in Figure 4.13 
describes this relationship and sets up the mathematical derivation in this section.  The 
general kinematics that describe pad and wafer interaction are shown in the bottom of the 
figure and an example which magnifies the wafer for a fixed reference point on the pad 
are shown in the upper left of the figure.  The temperature position measured on the pad 
travels in the radius (indicated by the yellow r) and acquires energy/heat when in contact 
with the wafer (indicated between yellow lines in the angle Θ).    The amount of material 
removed on the wafer is assumed to be radially symmetric for each radius (indicated by a 
purple r); however, the spatial removal rate for a given wafer radius may differ 
depending upon the spatial position in a given orbit.  Differences in polishing factors 
such as relative velocity, relative force and slurry dynamics may alter the removal rate 
depending upon the relative positions of the wafer and pad. 
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Figure 4.12 –  In the upper left of the figure, the arc is traced for a fixed position on the pad (indicated by 
red circle) to show the intersection with a subset of radii where material is removed.   The removal process 
along these radii results in a change in temperature at that pad position.  The lower drawing illustrates the 
complete kinematic relationship between the pad and wafer.  In this relationship a complex mapping exists 
between pad arc coordinates that correspond to spot temperature measurements on the pad and material 
removal rates at each radius on the wafer. 
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As described in the Preston polishing model, the material removal rate (RR) can be 
expressed as the product of the downward force (FN) over wafer area (A) which varies 
spatially along wafer radius r, relative velocity (V) between the pad and wafer which 
varies spatially with wafer radius r and pad radius q and the Preston coefficient (Kp) 
which incorporates coefficient of friction, chemical, slurry and pad effects.   
 
                     ),()(),( qrV
A
rFKqrRR Np ⋅⋅=     (4.1) 
 
As with many lumped parameter coefficients, most applications of the Preston model 
treat Kp as a fitting coefficient with regard to experimental data.  As described in the 
following the paragraphs, the energy used to remove oxide and copper on the wafer is 
strongly correlated with the temperatures measured on the pad. 
 
Thermography measures the emitted IR energy and is calibrated to provide the 
corresponding temperatures throughout the field of view.  Our hypothesis is that 
measured temperatures on the CMP pad are primarily a function of the frictional force, 
relative velocity and polishing time.  There are also chemical reactions with a chemically 
active slurry that contribute to the thermal energy in the pad but their contribution will be 
treated as a second order effect for now and this assumption verified in Chapter 5.    
 
The frictional force (Ff) is a function of the downward force of the head (FN) at a 
particular wafer radius multiplied by the coefficient of friction  (cf).  
 
)()( rFcrF Nff ⋅=      (4.2) 
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Note that spatial variation in coefficient of friction with respect to wafer radius r are due 
to differences in material types at endpoint and will be addressed in Section 4.5. 
 
The power input (P) into the pad due to mechanical aspect of polishing can be 
expressed as the frictional force (Ff) multiplied by the relative velocities, V(r,q) of radial 
positions along each arc length defined by wafer radius r and pad radius q.   
 
),(),(),( qrVqrFqrP f ⋅=                                 (4.3) 
 
 
Since energy is the product of power and time, the energy input (∆E) into the pad 
associated with arc q that intersects with radii r on the wafer can be expressed by the 
integral of the power P with respect to contact time, tc.   
 
∫ ⋅=∆
tc
dtPqE
0
)(            (4.4) 
 
   
The time in contact with the wafer tc can be determined by dividing the contact 
distance d along arc by the linear velocity vl of the pad at q.  Representative contact 
distances and times for an 8-inch wafer are shown in Figure 4.13.  Contact distances and 
times will be discussed in more detail in Section 4.4.3.   
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Figure 4.13 – The contact times between the pad and wafer are shown according to wafer position for an 8-
inch wafer.  Note that there is a difference in contact times for similar arc lengths due to the difference in 
the linear velocity of the pad. 
  
The integral in equation 4.4 makes sense from a first principles perspective but would 
be hard to calculate experimentally, given the difficulty in knowing the exact force levels 
across the wafer.  For our CMP tools, the differential force settings on the machine are 
useful for tuning a more uniform polish but do not provide an accurate assessment of 
absolute force.  Factors such as wafer curvature and pad compression will impact the true 
force levels the wafer experiences during polish; however, experimental results can be 
used to verify the spatial relationship between removal rate and temperature.73,74,75 
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In order to experimentally verify these relationships, the carrier and table velocities 
were matched yielding a special case of the equations derived in 4.1 to 4.5, where relative 
velocity V is constant across all wafer radii r and pad radii q.   
∫∫ ⋅⋅==∆∝∆
tc
Nf
tc
dtFVcdtPqEqT
00
  )()(    (4.5) 
A complicating factor is that emitted energy measured by the IR camera is not only a 
function of the energy input into the pad but also the pad and slurry emissivity, as well as 
heat transfer properties based upon conduction, convection and radiation between the 
pad, slurry and ambient air.  In this chapter, we will continue with the hypothesis that 
these factors are second order effects, to be explored in more detail and verified in 
Chapter 5. 
 
Preston’s equation 4.1 and the kinematic relationships for energy (4.2-4.4) described 
in this section would indicate that the measured temperature is proportional to the integral 
of the removal rate for each radius r that intersects pad arc q.  Preston’s equation is 
modified in equations 4.6 and 4.7 to separate the coefficient of friction cf from the 
Preston coefficient Kp. 67 
fpcp cKK ⋅=      (4.6)  
),()/),((),( qrVAqrFcKqrRR Nfpc ⋅⋅⋅−=    (4.7) 
 
A complicating factor in computing numerical values for this relationship is that the 
Preston coefficient is difficult to compute given that it encompasses slurry and pad 
effects that are complex and difficult to measure.  Normally Preston’s coefficient is used 
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as a weighting coefficient to fit experimentally measured removal rate data to the other 
Preston equation parameters, pressure (FN/A) and velocity V.   Given that slurry fluid 
mechanics and pad properties vary with pressure and velocity, it is unlikely that the 
relationship is truly linear but can be approximated as a first order relationship.73,74 
 
Note the similarities between the terms in the expressions for the change in energy 
and removal rate.  To see this relationship even more clearly, consider the force to be 
constant across the wafer.  Equation 4.5 then simplifies even further to where only the 
contact time varies as a function of q. 
)()()( qtcFVcqEqT f ⋅⋅⋅=∆∝∆    (4.8) 
 
Equation 4.7 can be rearranged to: 
VFcBVFcAKqrRR NfNfpc ⋅⋅⋅=⋅⋅⋅−= )/(),(   (4.9) 
where the area and modified Preston coefficient Kpc can be considered constant across the 
wafer and are lumped into the constant B.  The equations for energy (4.8) and removal 
rate (4.9) differ only by the constant B and the contact time, tc.  
  
)()()( qtc
B
RRqEqT ⋅∝∆∝∆     (4.10) 
 ∫ ⋅⋅∝∆∝∆
tc
dtqrRR
B
qEqT
0
),(1)()(    (4.11) 
Equation 4.10 shows the relationship between changes in temperature and the 
integrated removal rate for this special case and equation 4.11 shows the relationship for 
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the general case where force and relative velocity vary across the wafer.  Please note that 
the reason these relationships are described as proportionalities and not equivalences is 
that chemistry often contributes to changes in removal rate but is not modeled in these 
equations.  In most of the 8-inch copper experiments performed in this thesis, a 
chemically neutral slurry is used to remove the effects of chemistry from this 
relationship. 
 
The removal rate can be integrated along each pad arc q,  either using the time spent 
in contact with the wafer or equivalently along the sliding distance along pad arc q. 
∫=
d
drqrRRqRR ),()(     (4.12) 
The only constraint is to ensure the step size on the integrals is adjusted appropriately.  
As described in the next section, a pad position traveling along an arc with sliding 
distance d on the inside of the wafer will travel much slower than a pad position traveling 
the same distance d on the outside of the wafer. 
 
Whereas all the terms in the derived expressions cannot be easily computed given our 
experimental set-up, the experimentally measured temperatures at each arc q should 
exhibit spatial variation in proportion with the spatial variation in removal rate.  The next 
section will experimentally verify the relationships derived in equations 4.1-4.8. The 
spatial removal rate is calculated using pre and post-polish thickness measurements 
across the wafer for polishes over different processing times.  From these measurements 
the average removal rate is calculated for each wafer radius r.  By integrating the removal 
rate at each radial intersection (r,q) along the pad arc q as expressed in equation 4.12,  the 
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effective removal rate associated with that particular pad arc q is computed and the 
spatial dependencies compared with the measured pad temperatures at the end of arc q.  
The next section will use experimental results to further explore the spatial relationship 
between removal rate and temperature. 
 
4.5.3 - 8-inch Oxide Removal Rate Experiments 
CMP processing of 8-inch oxide wafers was conducted with the IR camera positioned 
to capture temperatures across the pad during processing. Figure 4.14 shows an IR 
camera image of the carrier head and pad where the camera is positioned roughly 180 
degrees from the rear edge of the carrier/wafer. Temperature positions are noted along the 
pad from the inner edge (position SP01) to the center (position SP04) to the outer edge 
(position SP07).   Oxide wafers were polished at 20, 40, 60, 120 and 180 seconds with 
replicates at 60, 120 and 180 seconds.  Before and after polishing (Figure 4.15), the oxide 
thickness was measured across the entire wafer and the pre and post measurements used 
to determine the material removed during processing.  The measurements were converted 
to radial measurements and average removal rate calculated using the time each wafer 
was polished. 
 
The primary goal of this analysis is to see if we can spatially approximate temperature 
profiles from removal rates. The algorithms and software for estimating temperatures by 
integrating removal rate are diagrammed in Figure 4.16.  The diagram shows the 
complexity in mapping pad arcs from the pad coordinate system to the radial removal rate 
profiles in the wafer coordinate system. 
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Figure 4.14 – Infra-red camera image taken during oxide polish.  The seven positions from inner edge 
(SPOt 1) to the center (SPOt 4) to the outer edge (SPOt 7) are noted. 
 
 
 
 
 
Figure 4.15 – In the removal rate experiments, the oxide thickness is measured before and after processing.  
An IR camera is positioned to capture temperatures along the pad during the removal of oxide. 
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Figure 4.16 – Block diagram of code for approximating spatial temperatures across the wafer by 
integrating removal rate measurements along each arc trace.  The outer loop calculates spatial removal rates 
associated with pad temperatures measured across each wafer and the inner loop integrates the wafer level 
removal rate for the arc associated with each temperature measurement. 
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Choose a particular temperature spot on the pad 
Convert the polar coordinates of the pad arc to 
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A functional description of our approach is shown in Figure 4.17. Beginning at the 
left, the difference between pre-process and post-process oxide thickness measured 
spatially across the wafer are divided by the polish time to calculate spatial removal rate 
for Cartesian and Polar coordinate positions over the complete wafer.   The IR camera 
temperatures for each wafer along with the oxide removal rates at each of several radii 
(determined using post-process metrology) are retrieved and compared. 
 
 
Figure 4.17 -  The process for calculating spatial removal rate across the wafer, integrating it along pad 
arcs and comparison with measured pad temperatures. 
 
For each position, the radial arc that a pad position traces across the wafer (shown in 
Figure 4.18) is computed, where the mechanics of polish result in changes in the 
measured temperature.  There are two coordinate systems, the pad with the table center as 
reference and the wafer with the wafer center as reference.  Each point along the radial 
arc corresponding to each temperature measurement is translated to the corresponding 
wafer radius. The amount of material removed at each radius coordinate is computed and 
integrated along the arc.  The result of the integral of removal rate along each of these 
arcs should spatially approximate the temperatures measured on the pad. 
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Figure 4.18 – The arc paths for the seven temperature positions measured in Figure 5 are shown 
 
4.5.3.1 Results of Spatial Mapping Between Removal Rate and Temperature:  The 
pre-polish and post-polish oxide thickness are plotted here for comparison with the 
integrated removal rate.  Figure 4.19 plots the change in radial oxide thickness for each 
run.  The algorithm described in Figure 4.16 was used to compute the integrated removal 
rate for each of the positions shown in Figures 4.14 and 4.18.  This calculation was 
performed on wafers polished at 20s (shown in red), 40s (shown in green), 60s (shown in 
blue), 120s (shown in magenta) and 180s (shown in black) and plotted in Figure 4.20.  
The spatial variation in integrated removal rate can be compared to temperatures 
measured during the steady-state polish for these same runs, as shown in Figure 4.21.  
The spatial similarities between the integrated removal rate and measured temperatures 
indicate that the relationships derived earlier in this section provide a good foundation for 
further work in IR thermography based removal rate sensing. 
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Figure 4.19 – The radial change in thickness for 20s (red), 40s (green), 60s (blue), 120s (magenta) and 
180s (black) polishes are plotted. 
 
 
Figure 4.20 –Integral of removal rate along each position for 20s (red), 40s (green), 60s (blue), 120s 
(magenta) and 180s (black) polishes. 
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Figure 4.21 – Measured change in temperature for each position using IR camera for 20s (red), 40s 
(green), 60s (blue), 120s (magenta) and 180s (black) polishes. 
 
 
4.6 Characterization of Spatial Endpoint  in CMP 
An IR camera provides the opportunity to detect spatial endpoint (not possible with a 
single point sensor) if the correct mapping between temperatures measured across pad 
positions can be related to material removal at a particular wafer position.  Analysis of 
the rotational kinematic relationship between the polishing head and the pad reveals that 
spatial locations on the pad correspond to sets of arc paths and radial positions across the 
wafer.  The rotational kinematics of the wafer and pad complicate the spatial mapping 
between the temperatures measured at various pad positions and material clearing across 
the wafer.  The mapping between spatial locations on the wafer and polishing pad has 
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been examined in Section 4.4 and will be extended in this section for the special case of 
endpoint.  
 
To better describe the spatial relationship, we will assume radial symmetry during 
clearing and define spatial position as the radial distance from the wafer center.   Upon 
first glance, some observers falsely believe that there is a one-to-one mapping between 
radial clearing on the wafer and temperature increase in the pad, where clearing on the 
edge of the wafer only appears at one point on the pad.  From the spatial descriptions and 
illustrations in Section 4.4, the relationship is shown to be more complex.  To re-
emphasize this point within the context of spatial endpointing, the next figure presents 
another visualization of this complex mapping that will be used later in the spatial 
endpoint experiments in the following section.  
 
Figure 4.22 depicts the inverse mapping from measured pad positions to radial 
positions on the wafer.  In other words, when a shift in temperature due to endpoint is 
observed at a particular pad position this mapping illustrates which set of radii may have 
caused the shift.  As shown in the figure, pad positions 1 and 28 are only affected by 
polishing at the outer edge of the wafer.  If a sudden shift in temperature is observed at 
position 1 and 28 and no other positions, then only the outer edge of wafer could have 
caused the shift.  Similarly temperatures measured at the next inner positions 2 and 27 are 
affected only by those wafer radii equal to or greater than the corresponding radial 
position on the wafer.  The figure also shows that temperatures measured in the center, at 
position 14, are affected by material removal at every radial position across the wafer.  
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(Note that, in reality, there is a slight offset in Figure 4.22 in the mapping between wafer 
and pad positions due to the curvature of the arcs through the pad. However for the sake 
of clarity, the curvature of the arc is neglected in this figure.) 
 
 
 
 
Figure 4.22 – Dependence of pad temperature on radial wafer positions. 
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The relationship between changes in temperature, described in equations 4.2-4.5, is 
still relevant for spatial endpoint detection.  Within the context of removal rate, the 
coefficient of friction was always treated as a constant in that for a given material it is 
unlikely to change during the polish.  However at endpoint when one material is cleared 
exposing another material underneath, the coefficient of friction may change 
significantly.   
 
To acquire a better understanding of what level of change one is likely to see at 
endpoint, the change in coefficient of friction is discussed.  The coefficients of friction 
for oxide have been experimentally measured between 0.9 and 0.14 for a Rodel IC-1400 
pad and 0.15 and 0.28 for a Buehler CHEMOMET pad.2  The coefficient of friction for 
Si3N4 has been experimentally measured at 0.9 for a Rodel IC-1400 pad and between 
0.15 and 0.20 for a Buehler CHEMOMET pad.  For an STI process using a Rodel IC-
1400 pad where nitride serves as a polish stop compared to the oxide, the mechanical 
portion of the process may see a 35% decrease in temperature at endpoint due to the 
change in coefficient of friction.  Note that the chemistries of the slurries are selective to 
react four to ten times greater with the material to be polished than the barrier material, so 
the thermal energy due to chemical aspect of polishing would decrease slightly at 
endpoint as well.2  Equation 4.5 can be modified to address the situation at endpoint, 
 
)),(),(),,(),((  )( tqrVqrFtqrctqrPEqT Nf ∆⋅⋅⋅=∆⋅=∆∆ α ,    (4.13) 
    
where the coefficient of friction cf at wafer and pad position (r,q) shifts to a new value at 
endpoint which occurs at time t=k.  Using the experimental values for coefficient of 
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friction with the Rodel pad, the change in temperature due solely to coefficient of friction 
might be calculated. 
tk             09.0
kt0    14.09.0
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<≤≤≤
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c
c
    (4.14) 
The corresponding temperature decrease at endpoint would be 0% to 55% change for 
the range shown above.  Chapter 5 will delve into the thermal behavior of the pad during 
CMP, however it should be noted here that the thermal energy stored in the pad has a 
time constant associated with cooling.  As such, the temperature would decay 0 to 55% 
over a time constant, which is calculated in Chapter 5 to be approximately 19 to 24 
seconds for the 8-inch copper polishes performed on the MIT CMP tool.  A more detailed 
examination of time constants is provided in Section 5.6.1. 
 
The goal of this section has been to extend the mathematical and graphical 
descriptions in Section 4.3 to spatial endpoint detection.  As was the case in Section 4.3, 
we cannot accurately measure radial coefficient of friction with the available tools; 
however we can examine the spatial relationships between endpoint and the measured IR 
thermography and reflectance knowing a change in radial coefficient of friction has taken 
place.  The next sections will examine utility of these sensors for spatial endpoint using 
experimental results. 
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4.7  Spatial Endpoint Experiments for Copper CMP at AMD  
This section describes a set of endpoint experiments conducted at AMD on 8-inch 
copper wafers. Initially, only the IR camera was available for conducting endpoint 
experiments, so for this set of experiments there are no results using the reflectance 
sensor.  The polish experiments using 8-inch unpatterned copper wafers were conducted 
to explore local and global endpointing using IR thermography.   
 
4.7.1 - Experimental Set-up 
The experimental set-up is shown in Figure 4.23.  The Agema 550 IR camera is 
positioned such that the frontside and backside of the pad (with regard to the carrier head 
and wafer) can be observed.  Since our initial focus is on the radial positions across the 
wafer, a series of points are extracted from each frame corresponding to a line behind the 
CMP head shown in red on Figure 4.23.  This particular tool provides a good viewing 
position for monitoring temperatures on the pad before and after contact with the wafer.  
The pad to wafer mapping is provided in Figure 4.22 in the spatial description of Section 
4.5.1.1. 
 
When the IR images were first examined, we observed that the amount of noise 
increases with the distance from where the pad leaves contact with the wafer.  This is 
likely caused by cooling due to slurry flowing over the pad, which acts to smear out the 
thermal profile that emerges from the polishing head.  Although the cost of IR cameras 
(currently $30K to $50K) is decreasing, a much cheaper linear array based IR instrument 
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could be used to capture the front (pad positions 1 through 28) and backside (pad 
positions 29 through 33) temperatures, once the proper multivariate methods are 
determined. 
 
Although Chapter 5 will describe the dynamics associated with heating and cooling of 
the pad, it should be noted here that the heat in the pad does not fully dissipate before 
contact with the wafer in a subsequent revolution, thus the heat energy in the pad 
gradually increases during the run eventually reaching steady-state.  Knowing the pad 
temperatures before and after contact with the wafer may provide a greater signal-to-
noise ratio with regard to endpoint.  This allows for spatial thermal changes in the pad 
during the cooling part of the revolution to be effectively removed, thus isolating the 
changes in pad temperature due to wafer level clearing.  However, since the change in 
temperature is fairly constant between steady-state and endpoint, a variance-based 
technique may still be able to determine endpoint without measuring of the pre-contact 
temperatures but at a higher signal-to-noise.   
 
 
4.7.2 - Spatial Dependency of Endpoint  
The prior kinematic analysis establishes that temperature built up in the pad should 
vary spatially with the corresponding arc length under the wafer.  The top plot in Figure 
4.24 is the standard deviation and the bottom plot is the mean temperature averaged in 
time during a single polish, as a function of radial pad position.   
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Figure 4.23 -  The experiment set-up is shown.  An Agema 550 infra-red camera is focused upon the 
polishing pad behind the trailing edge of the carrier.  Temperature measurements at the indicated discrete 
pad positions in the image are used to show spatial dependence with regard to uniformity and endpoint. 
 
 
 
 
 
 
Figure 4.24 – Standard deviation (top) and mean temperature (bottom) for a complete polish as a function 
of radial pad position.  The locations of pad positions are indicated in Figure 4.23. 
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Figure 4.25 – Raw temperature measurements from two of the AMD experimental polishes are plotted. 
The polish in the top plot is stopped around 135 seconds and found to have only cleared in the outer edge.  
The pad position to wafer mapping in Figure 4.22 can be used to observe correlations.  (Note that the 
camera will occasionally produce a spike like the one in the top plot at 12 seconds when adjusting the color 
map.)  In the bottom panel, the polish is stopped around 195 seconds and found to have completely cleared 
and polished into the barrier layer.   
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Figure 4.25 plots the raw temperatures for selected pad positions for 135 and 195 
second duration polishes. For these copper polish experiments, the 135 second polish 
results in a partial clear and 195 second polish results in a full clear.  As described in 
more detail in Chapter 5, a common characteristic of measured pad temperatures (while 
the table rotates through one full revolution) is that all pad positions experience heating 
when in contact with the wafer and cooling when rotating under the flow of cooler slurry.  
This forms a dynamic process where the pad temperatures rise and eventually achieve 
near steady-state behavior.  Endpoint is believed to have occurred when there is a sudden 
change in the coefficient of friction, due to clearing, and subsequent sudden change in 
temperature is observed.  Given that the mean and standard deviation differs across pad 
position, it is often easier to examine percent deviation of mean-centered and normalized 
temperature measurements.   
 
Figures 4.26, 4.27 and 4.28 plot the percent deviation in measured temperature versus 
time for three experimental runs that represent full clearing, partial clearing and pre-
clearing of copper on 8-inch wafers at AMD.  Given the difference in standard deviation 
across pad positions, the temperatures are normalized to percent deviation about their 
mean.  Equation 4.15 describes the percent deviation ijz  for each pad temperature 
measurement position j over i time samples during a polish run, calculated using the 
mean x  and standard deviation σ of the temperatures measured at each pad position j.  
100
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The percent deviation in temperatures is plotted in Figure 4.26 for six pad positions 
from center position 14 to edge position 28 versus the time for a complete polish, through 
endpoint and into the barrier layer.  As shown, the temperature measurements gradually 
rise as heat builds in the pad until around 125 seconds where it decreases suddenly.  The 
sharp dip is believed to be associated with a complete clearing (endpoint) of the wafer 
and the subsequent temperature rise associated with polish of the barrier or oxide layer 
underneath.  As each radial position on the wafer clears from outside edge to the center, 
the measured temperature at the corresponding pad position reaches a constant 
temperature between 140 to 160 seconds. This figure would seem to indicate that there is 
a spatial dependence between temperatures on the pad and endpoint across the wafer. 
 
In the run shown in Figure 4.27, the process is stopped where clearing is thought to 
have begun. The temperatures gradually climb as heat builds up in the pad until around 
125 seconds where it suddenly decreases rapidly.  The plot indicates that the temperature 
corresponding to the far outer position reaches a constant value appearing to signal the 
end of any further physical polishing (energy input into the pad).  The process is stopped 
when the beginning of clearing is expected and a two-inch ring around the edge of the 
wafer is found to have fully cleared.   
 
Figure 4.28 plots the percent deviation in temperature for the same six spatial 
positions for a run that is stopped before any clearing is anticipated.  The plot displays a 
gradual heating across all wafer positions during the polish with the exception of a sharp 
decrease in the two outer positions toward the edge of the wafer.  However post-process 
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inspection indicates a small spot, approximately 20-30 mm in diameter, has cleared along 
the outer radius of the wafer.  The radial wafer position of this spot is approximately 2 
inches from outer edge of the wafer.  Given the wafer to pad position map provided in 
Figure 4.22, this spot only affects the two outer pad measurements.  It is possible that 
these two measurements capture the spot clearing around 75 to 80 seconds.  
 
 
Figures 4.26 - The percent deviation in temperatures is plotted for six pad positions from center to edge 
versus time through endpoint and into the barrier layer.  Temperature gradually rises as heat builds in the 
pad until around 125 seconds where it decreases suddenly.  The sharp dip is believed to be associated with 
clearing (endpoint) of the wafer. If clearing is being captured in this sudden change in temperature, the 
wafer appears to begin from outside to inside positions, respectively, with the barrier being hit around 155 
seconds. 
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Figure 4.27  - The percent deviation in temperature for six spatial positions along the pad from the edge of 
the polishing head to the center.  The process is stopped when clearing is believed to have just begun.  Post-
process inspection confirms that the outer 2-inch ring of the wafer has cleared.   
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Figure 4.28 –  The percent deviation in temperature for six spatial positions along the pad from the edge of 
the polishing head to the center.  This figure plots the percent deviation in temperature for a process that is 
stopped before clearing begins.  Post-process inspection confirms that a 20-30 mm spot on the wafer clears 
at a radial position corresponding to the second farthest outer measurement. 
 
 
4.7.3 - PCA Based Analysis of IR Measurements  
Principal component analysis (PCA) is applied to this data set to examine significant 
correlations in temperature changes across the wafer.  PCA may provide a stronger 
signal-to-noise ratio than observed in the percent deviation in temperature plots from the 
last section.  In particular, the 135 second run is examined since it has experienced only 
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partial clearing on the outer ring of the wafer.  If the changes in temperature measured at 
pad positions 25-28 are correlated with outer wafer clearing it should become apparent in 
the loading vector during PCA formulation. 
 
Principal component analysis is applied to IR temperature measurements 1 through 
27 for the 135 second run.  As expected, the first component is correlated with the 
general shift in temperature due to gradual heating in the pad.  The loading vector for the 
second component is shown in the top panel of Figure 4.29.  One way to view the loading 
vector is as an indicator of those pad positions that are correlated with significant 
variance for a given component or eigenvector direction.  The loading vector indicates 
that the pad positions 1-8 and 22-27 aligned with the outer 2-3 radial inches of wafer 
form a contrast with pad positions 8-21 which are aligned with the center of the wafer.  
That is to say, this principal component forms a linear combination of pad positions, such 
that the difference between sets of pad positions is captured by this principal component 
and the corresponding score indicates how large this difference is at each point in time. 
The score, computed as the dot product of the measured temperature vector and load, for 
this component captures the difference in temperature between the outer pad positions (1-
8 and 22-27) and the inner pad positions (9-21), also expressed as innerouter TT − .  The score 
for this component is plotted in the bottom panel of Figure 4.29, with significant variation 
at the end of the run magnified in Figure 4.30. 
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Figure 4.29 –  The loading (top panel) and score (bottom panel) vectors for the 135 second run are plotted. 
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As magnified in Figure 4.30, the plot of the score indicates that the difference in 
temperatures between the outer pad positions (1-8 and 22-27) of the wafer and those in 
the center (9-21) is increasing from 15 to 40 seconds, 50 to 80 seconds and 105 to 125 
seconds.  An increase in the score can only occur when either the outer pad temperatures 
at positions (1-8 and 22-27) increase or the inner temperatures at positions (9-21) 
decrease.  This plot also indicates that around 125 seconds, the difference between the 
temperatures at the outer and inner pad positions suddenly decreases until the process 
concludes at 135 seconds.  As described in the mapping in Figure 4.22, only changes in 
polishing at the wafer edge positions could cause a change in temperature at these outer 
pad positions.  Given that post-polish inspection shows the outer ring of the wafer to be 
clear, the clearing of copper in positions (1-8 and 22-27) may account for a decrease in 
measured temperatures aligned with the outer 2 inches of the wafer with regard to 
temperatures measured at inner pad positions (9-21). 
 
PCA is also applied to the IR temperatures measured for the 97 second run.  As 
expected, the first component is correlated with the baseline increase in heat across the 
pad.  The second component yields the loading vector plotted in Figure 4.31. The 
interpretation is that the pad positions indicated along the x-axis with large positive 
values form a contrast with large negative values in this principal component.   In this 
case, the loading vector seems to capture a contrast between the center and edge of the 
polishing pad and as such, it is unlikely that wafer-level clearing is being captured. 
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The score is again computed as the dot product of the measured temperatures and the 
loading vector.  Like the principal component examined in the prior 135 second polish, 
the variation in the score, shown in the bottom panel of Figures 4.31, is due to the relative 
difference between the pad temperatures with positive loading values and those with 
negative loading values.  The noise was sufficient that the measured temperature data was 
run through a low-pass filter, projected onto the loading vector, magnified and plotted in 
solid red in Figure 4.32.  From these results, it is unlikely that the 20-30 mm in diameter 
circle that had cleared in the outer edge is captured in this PCA formulation.  
 
 
 
 Figure 4.30 – The score plot in Figure 4.30 is enlarged to show the variation at the end of the run. 
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Figure 4.31 –  The loading (top panel) and score (bottom panel) vectors for the 97 second run are plotted. 
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Figure 4.32 – The score plot in Figure 4.32 is enlarged to show the variation at the end of the run. 
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4.7.4 - T-Squared Based Characterization of Endpoint   
Since the oscillation of the CMP head across the wafer makes it more difficult to 
correlate the thermal signatures on the pad with spatial positions on the wafer, the non-
oscillating case is examined first and this analysis is subsequently used to better address 
the oscillating case.  A plot of the raw temperature values with regard to position across 
the pad and time are shown for the non-oscillating case, in the top panel of Figure 4.33, 
and the oscillating case, in the bottom panel of Figure 4.33.   
 
The most significant difference between the two plots is the cycle-type signal caused 
as the head oscillates back and forth laterally across the polishing pad.  The heat 
generated is a function of the arc length of the pad position under the wafer and the 
relative velocities between the pad and wafer along that arc as well.  As both of these 
effects on the pad change with regard to head position, the measured temperature 
oscillates as well.  These plots also indicate that different information is captured 
according to position, which is consistent with kinematic analysis of the process.  The 
backside temperatures (on the pad just before moving under the wafer) also vary by 
position and increase over time, indicating that there is significant heat build-up in the 
pad over time that must be accounted for. 
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Figure 4.33 - With the polishing head non-oscillating (top) and oscillating (bottom), temperature 
measurements for positions right after the head are plotted for the complete polish.  The positions 
correspond to the outer pad position (position 1) to the position directly aligned with the wafer center 
(position 14) to the outer pad position (position 28).  The temperature changes around 140 seconds occur at 
slightly different times for different positions.  Note that the oscillation of the wafer across the pad is 
directly observable in these temperature measurements, proving that wafer position does have an effect on 
temperature. 
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As described in the application to plasma etch endpoint in Chapter 3, the T2 statistic 
may provide a useful metric for evaluating global endpoint, where complete clearing of 
copper is detected.  Since the AMD set-up provides the opportunity to measure pad 
temperatures on both sides of the carrier head, the change in temperature due to contact 
between the pad and wafer for each pad revolution is examined.  In this approach, the 
difference is computed between the post-polish pad temperatures (measured as the pad 
leaves contact with the wafer) and the corresponding pre-polish or backside temperatures 
(measured where the pad begins contact with the wafer).   
 
 
Figure 4.34 – To isolate the immediate change in temperature due to a change in the coefficient of friction 
during clearing, the pre-polish pad temperatures (measured before the pad contacts the wafer) is subtracted 
from the post-polish pad temperatures.  At steady-state the change in temperature per pad revolution 
reaches a near steady-state and the change in temperature (∆T) is used to isolate the variation due to 
endpoint detection. 
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The Hotelling T2 computation, as expressed in equation 3.1, is performed to examine 
the total weighted variance captured across all positions.68  In Figure 4.35, the T2 value is 
plotted versus time for both a non-oscillating run, in the top panel, and an oscillating run, 
in the bottom panel.  (Note that measurements were started as the head was activated to 
pick up the wafer, which accounts for the 10 to 15 second delay seen at the beginning of 
each run.)    
 
Based upon process experience, endpoint is expected at around two minutes.  A 
significant change in the measurements is captured by the T2 calculation around that 
same time and this is consistent with other wafers that were polished past their 
anticipated endpoint.  In the top panel of Figure 4.35, the T2 computation for the 
oscillating case is plotted with the moving average indicated.  Although a low pass filter 
may be used to filter out the oscillatory behavior, a preliminary examination with the 
oscillation present still yields a significant change around the expected endpoint. Figures 
4.34 and 4.35 seem to indicate that spatial information regarding wafer endpoint is 
observable in the temperature measurements across the pad. 
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Figure 4.35 – T-squared values for an array of temperatures measured behind the polishing head for the 
non-oscillating case, top panel, and the oscillating case, bottom panel.  A second line shows the result of an 
averaging filter applied to the T-squared value.  Note the similarities between the filtered values for both 
the non-oscillating and oscillating cases, indicating the potential to develop an endpoint technique that 
provides a uniform signal across various tools and operating parameters. 
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4.7.5 - Summary of AMD Spatial Endpoint Results   
The relationship between in-situ thermographic imaging of the polishing pad and the 
removal of material in an 8-inch copper CMP process has been explored.  The percent 
deviation in temperature for pad positions across the wafer is shown to exhibit correlation 
with spatial clearing across the wafer. Although spatial correlations can be visually 
observed for wafer endpoint, the poor spatial resolution and repeatability of IR 
thermography are barriers to development of an automated endpoint algorithm. Finally, a 
T2 algorithm is shown to utilize the spatial and temporal characteristics to accurately 
identify endpoint.   
 
4.8 Spatial Endpoint Experiments on the MIT Copper CMP Tool 
The AMD experiments described in Section 4.7 were conducted on a proprietary non-
standard CMP process.  The 8-inch copper CMP tool developed by Professor Jung-Hoon 
Chun’s group at MIT provides a test-bed from which we can examine and report on the 
fundamental process components that contribute to spatial endpoint.  Section 4.8 begins 
with a description of the MIT CMP tool and the experimental set-up which includes both 
optical reflectance and IR thermography sensors for endpoint.  This section continues 
with analysis of two different types of polishes: a partially cleared wafer so in-situ spatial 
endpoint can be verified and a fully cleared wafer which represents the optimal polish 
endpoint given current recipe conditions.   
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While the reflectance sensor measures the material properties of the wafer directly 
through a window in the pad, the IR camera must infer wafer-level uniformity from 
multiple pad temperatures that vary over time.  As such, this section further explores the 
use of PCA algorithms, to examine the pad for spatial correlations with endpoint across 
the wafer.  Section 4.8 concludes with a brief comparison of sensor results as well as the 
advantages and disadvantages of each sensor. 
 
4.8.1 – Experimental Set-up 
The MIT CMP tool is an innovative design by Professor Jung-Hoon Chun’s group in 
the Mechanical Engineering Department that allows copper and oxide polishes with a 
single head design through the use of dual tables.   As shown in Figure 4.36, a large 
gantry-like support holds the one polishing head that can be moved on a track from the 
oxide platen to the copper platen and vice versa.  The polishing head has a four-chamber 
design, similar to that shown in Figure 4.11, where the uniformity can be optimized 
through adjustment of pressures in each chamber.   
 
As shown in Figure 4.37, there are two sensors used for spatial endpointing 
experiments, a reflectance sensor used only with copper polishes and an IR camera 
available for both copper and oxide polishes. The optical reflectance sensor is embedded 
in the copper platen and measures reflected light intensity from the wafer and thus the 
presence of copper.   The IR camera resides on a tripod next to the rotating platen and is 
focused on the polishing pad at an angle roughly 130 degrees clockwise from where the 
pad leaves contact with the wafer. 
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The most challenging aspect of these experiments is acquiring the proper viewing 
angle for the IR camera.  The supports for the carrier head prevent the IR camera from 
viewing the pad as it leaves contact with the wafer, as was possible in the AMD 
experiments.  Two series of copper endpointing runs were performed.  In the first set of 
experiments the camera was set up roughly five feet from the polishing pad due to the 
large gantry system along which the head travels.  The resulting signal-to-noise and 
spatial resolution across the pad were found to be poor; so poor that the results are not 
discussed or provided in this thesis.   
 
In the second series of experiments, the IR camera and tripod were set on top of the 
large granite foundation (roughly 2-3 feet from the pad) that supports both the oxide and 
copper platens and support motors.  We found that this viewing angle improves the 
signal-to-noise and offers a better perspective from which to gauge spatial relationships 
across the pad.  However, as shown in Figure 4.37 the angle is about 120 degrees beyond 
where the pad leaves contact with the wafer.   In this series of experiments, 8-inch wafers 
were polished and stopped at various stages of clearing.  Both the reflectance and IR 
thermography measurements were transferred to Matlab for analysis.  Of these wafers, a 
partially cleared wafer and a fully cleared wafer are selected for comparison and 
described in this section. 
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Figure 4.36 – 8-inch CMP tool designed and built by J. Melvin, J. Chun and co-workers in the MIT 
Mechanical Engineering Department.  The gantry system containing the head can be observed which 
moves between the copper and oxide platens (covered with white plastic sheets), shown in the rear and 
front of this photo.  The recipes are entered using the PC shown to the left of the tool. 
 
 
Figure 4.37 – Side and top-down views of the endpoint sensor configuration are shown for the copper 
experiments.  Spatial pad temperatures are measured at roughly 120 degrees clockwise from where the pad 
leaves contact with the wafer. 
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Since the slurry flows outward across the rotating table, our expectations were that a 
smearing of the signal would occur as heat is transferred via the slurry and the pad.  
Analysis in Chapter 5, which explores many of the heat transfer issues in greater depth, 
supports this conclusion but finds that the noise occurs in waves versus a smooth 
smearing via conduction, as was believed at the time of these experiments. 
 
Although optical reflectance based endpointing is not a new concept, the approach 
developed by Lai, Chun and co-workers at MIT is novel in terms of temporal and spatial 
resolution.2  Applied Materials, for example, has marketed optical reflectometry and 
interferometry for global endpoint where an average signal is measured across the wafer 
to detect when the first or last areas of material have cleared.51  Lai’s optical reflectance 
sensor differs by capturing spatial reflectance measurements in a scan across the wafer 
and displaying that measurement on a computer monitor in real-time to a machine 
operator.  Thus, Lai’s approach provides in-situ spatial endpoint monitoring.  With 
advances in the development of interferometry methods, there is potential for using Lai’s 
approach for spatial endpoint detection with oxide as well.   
 
This CMP tool enables a comparison between the IR camera and the reflectance 
sensor for measuring spatial endpoint for copper polishes.  In its present state, the 
reflectance sensor can only be used with copper or other metals. While these sensors 
indicate promise as a potential feedback mechanism for controls, they are currently 
research and development tools and as such present some drawbacks as well. Before we 
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begin analysis of the results, it is important to describe several factors that complicate 
analysis and comparison of the two sensors: 
 
1. Synchronizing the sensors:  The sensors have different sampling rates and begin 
acquiring data at slightly different times.  Care has been used to try to synchronize 
the sensors by aligning them to the beginning of actual polish. When comparing 
events from the in-situ data, however, a 5 to 10 second window should be used. 
 
2. Spatial mapping:  The reflectance sensor provides a fairly accurate representation 
of material removal across the wafer.  The IR camera captures the entire pad 
radius from an angular view and estimating which pad positions align with the 
center or edges of the wafer can be difficult.  Again care has been used in 
placement of the temperature locations across the pad to capture the full wafer 
effects; however, given up to 38 pad positions measured across the wafer, the 
reader should not assume that the center of the wafer directly aligns with position 
19.  In the analysis, an estimate of the center alignment will be provided, although 
the error could be as much as 2-5 positions (based upon our viewing of 16 to 20 
wafers from both the oxide and copper experiments).  As a rule of thumb, the 
signal-to-noise degrades with the distance the pad travels between leaving contact 
with the wafer and being captured by the IR camera.  
 
3. Data acquisition from the reflectance sensor:  For these experiments, the data 
acquired from the reflectance sensor is stored as one long vector, where each scan 
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is concatenated onto prior scans.  Furthermore the exact width of each scan varies 
slightly, so that algorithms must be used to extract each scan and place it in a 
matrix for analysis.  Since the reflectance values of these scans across the wafer 
change significantly over time, it is difficult to develop a triggering algorithm that 
works for the entire signal.  As with points 1 and 2, care has been taken to align as 
best as possible the reflectance scans; however, shifts in subsequent scans of 5 to 
10 samples can be observed over the entire polish.  Visually, the relative shift can 
be easily observed and the shift does not prevent the reader from viewing spatial 
relationships over time.  When PCA is applied, these shifts are often picked up as 
significant correlations and captured in the primary components. 
 
Two experimental polishes with 8-inch copper wafers have been selected for analysis 
and comparison. The first experimental polish produces a partial clearing of copper and 
the second a complete clearing of copper.  The ability to observe spatial variation in 
endpoint between these experiments should serve as good basis for comparison for the 
two sensor approaches.   
 
4.8.2  - Sensor Measurements for a Partial Clearing of Copper  
The first polish experiment was conducted at a pressure of 6 psi, matched carrier and 
platen velocities of 60 revolutions per minute, a slurry flow rate of 250 ml/minute and a 
total polish time of 255 seconds.  For these experiments, we use a neutral, Buehler 
alumina slurry, with 0.3 micron particle size that contains mostly water and aluminum 
oxide. Post-polish inspection of the wafer indicated the center and edge had cleared 
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leaving a ring of copper and the barrier material TaN elsewhere.  The ring can clearly be 
seen in the post-polish photo of the 8-inch wafer resulting from this experiment, shown in 
Figure 4.38.   
 
Figure 4.38 – Photo of post-polish wafer from partial clearing experiment. Note that all the copper has 
been removed down to the barrier material except for a partial ring around 50 to 75 mm from the center of 
the wafer. 
 
 
4.8.2.1. Spatial Endpoint Results with Reflectance Sensor:  The reflectance sensor 
provides a radial measurement of reflectance across the wafer.  When copper is present 
the reflectance is around 4, a unit-less sensor value useful for relative reflectances only. 
When the polish removes the copper exposing the barrier metal underneath, the 
reflectance decreases to a much lower value around 1.  As with most electro-optical 
sensors, these values result from a conversion from the photon related intensity of an 
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optical signal to an electrical signal such as volts.  While the absolute values may not be 
useful, the relative change in values can provide an accurate spatial endpoint signal.   
 
The top-panel of Figure 4.39 shows the radial measurements across the wafer for 
different times during the polish. In some ways it appears similar to a cross sectional 
view of the wafer but there are some important differences.  Since wafers may clear 
spatially at different times, even at the same radial position, the measured signal is a 
radial average of high reflectance from copper and low reflectance from TaN.  The signal 
is likely to be proportional to the amount of copper material present versus the barrier 
material exposed.   
 
At 105 seconds into the polish, a strong reflectance is measured across the wafer 
indicating no clearing of copper.  At 177 seconds into the polish, a sudden change in 
reflectance is noted in the center of the wafer indicating that some copper has cleared at 
this radial position.    At 241 seconds, the center of the wafer is nearly clear of copper and 
the edge of the wafer is completely clear.  Near the conclusion of polish at 251 seconds, 
the reflectance measurement indicates that the remaining ring of copper has begun to 
clear in places but is still present.  In comparing the near final reflectance measurement at 
251 seconds with the photo in Figure 4.38, we observe a ring of copper with a patch of 
exposed TaN present.  In nearly all of the 8-inch copper wafers polished on the MIT 
CMP tool, the reflectance measurements similarly matched post-polish inspection of the 
wafer.   
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The bottom panel of Figure 4.39 divides the radial measurement into four zones that 
correspond, distance-wise, with the four chamber head (as shown in Figure 4.11).  By 
grouping spatial measurements into regions, the time-varying nature of the reflectance 
measurements may be more easily observed.  Each of four zones in the bottom panel is 
plotted in a different color. The red line is the average of reflectance measurements in 
zone 1, which is roughly 0 to 25 mm in radius from the center of the wafer.  The green 
line is the average of reflectance measurements in zone 2, which is roughly 25 to 50 mm 
in radius from the center of the wafer.  The blue line is the average of reflectance 
measurements in zone 3, which is roughly 50 to 75 mm in radius from the center of the 
wafer.  The magenta line is the average of reflectance measurements in zone 4, which is 
roughly 75 to 100 mm in radius from the center of the wafer.   
 
The bottom plot of Figure 4.39 reinforces the observations from the top panel where 
the center begins to clear around 125 seconds and continues to do so until shortly before 
the end of polish.  The edge of the wafer begins to clear at around 140 to 150 seconds and 
continues to clear until the end of the polish.  The ring of remaining copper is mostly 
captured in the blue trace, zone 3, which remains highly reflective until the end of polish.  
The ring of copper is also captured partially in the green trace, zone 2. 
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Figure 4.39 –  Reflectance sensor measurements are shown where partial clearing occurs, leaving a ring of 
copper approximately 50 to 75 mm from the center of the wafer.  The top panel plots the measured 
reflectance at radial positions across the wafer for different times during polish.  The bottom panel plots the 
measured reflectance over time for four zones.  The red line plots 0 to 25 mm from the center, green line 
plots 25 to 50 mm, blue line plots 50 to 75 mm and the magenta line plots 75 to 100 mm from the center. 
0-25 mm
75-100 mm
25-50 mm
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4.8.2.2 - Spatial Endpoint Results with IR Thermography Sensor:  The IR camera was 
positioned as shown in Figure 4.37.  The large gantry system dictates that for a full radial 
pad image with the camera, the closest angle to the back of the carrier is approximately 
120 degrees clockwise.  The IR camera acquires 5.6 frames a second or 0.178 seconds 
per frame.  A sample image from the partial clearing polish is provided in Figure 4.40 to 
more clearly indicate the view.  The numbers toward the bottom indicate the line of 
spatial measurements captured across the pad for analysis. In this section, the raw 
temperature measurements are provided as well as PCA based decomposition into 
principal components. The reflectance measurements (presented in Section 4.7.2.1) are 
validated with post-polish inspection of the wafer and spatial clearing is directly 
compared with the in-situ IR measurements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.40 – A frame is shown from the IR images captured by IR thermography of the partial clearing 
experiment.  The pad positions 1 through 38 measured for analysis are shown along the bottom.   
1 34 12 19 
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Raw IR temperature measurements from selected pad positions are shown in the top 
panel of Figure 4.41.  Since there are 34 positions measured across the pad yielding 
different temperature values, it is difficult to view all 34 positions versus time.  As such, 
the mean of the first 20 temperature positions, which capture most of the variation due to 
endpoint, is plotted versus time in the bottom panel of Figure 4.41.  The outer pad 
positions capture a significant degree of noise as the warmer slurry flows from the inner 
to outer radius and degrade the endpoint signature.  In this plot, the temperature grows 
over the first 140 seconds and then begins to decline, perhaps indicating the beginning of 
endpoint.  In comparison, the reflectance measurements in Figure 4.39 indicate that 
clearing begins around 140 seconds as well.   
 
Figure 4.41 shows that global endpoint can be measured with the IR camera; 
however, to detect spatial endpoint by examining thermal variation across pad positions 
is more difficult.  The thermal variation due to endpoint is roughly 4% of the total 
measured variation during a process run.  To explore such a small variation across all 34 
temperature measurements over the whole polish, multivariate methods may provide 
more insight.  In the next few paragraphs, principal component analysis (PCA) will be 
used to shed some light on spatial variation of temperature and correlations between pad 
positions.  The IR thermography measurements yield somewhat limited spatial resolution 
due to the fact that the pad temperatures are not measured just after leaving contact with 
the wafer, and perhaps some heat transfer is occurring from the warmer to cooler areas of 
the pad.  Issues regarding the transfer of heat through the pad and slurry and their 
potential impact on endpoint detection will be addressed in Chapters 5 and 6.  
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Figure 4.41 – For the partial clearing polish, raw temperature measurements are plotted in the top panel for 
selected pad positions shown in Figure 4.40.  In the bottom panel, the mean of temperature measurements 
across the pad is plotted versus time in the top panel with the raw signal shown in blue and the low pass 
filtered signal shown in red.   
186 
PCA is applied to the IR thermography measurements for the partial clearing polish.  
The data used during PCA and shown in the following plots is mean-centered and filtered 
but not normalized.  A low-pass filter designed to remove most of the noise associated 
with slurry ripples that flow across the pad (discussed in Chapter 5) is initially applied to 
the data.  However the filter is designed to capture variation that may be associated with 
endpoint behavior (on the order of seconds) is passed.  For the thermal data measured in 
this experiment, normalizing the data seems to amplify the noise in the signal and slightly 
degrades eigenfunction decomposition performance.  Therefore, we apply PCA to the 
filtered and unnormalized temperature data and project it against the loading vector to 
compute the resulting score, plotted in blue.   To make it easier to observe the baseline or 
average variation of the score, a tighter low-pass filter is applied to the measured data 
before projecting it against the loading vectors to compute the resulting score, which is 
plotted in red.   
 
As described in detail in Section 3.3, PCA is performed as follows.  A data matrix of 
measured temperatures is constructed where the columns represent pad positions and the 
rows represent measured samples taken every 0.178 seconds.  To remove the effects of 
the large start-up temperature transient during the first 100 seconds of each polish, the 
temperature data used in developing the PCA model begins at around 100 seconds and 
continues through the end of the run, which results in a partial clear.  If this transient 
heating data is retained in the dataset, the first one or two principal components capture 
this transient effect and the remaining components resemble those presented in this 
section.  So while the removal of this data is not vital, it simply removes factors that are 
187 
not associated with endpoint and amplifies the variation potentially associated with 
endpoint. 
 
Using the standard PCA formulation followed in Chapter 3, the data is mean-centered 
along each pad position and the covariance matrix computed.  Eigenfunction 
decomposition is performed on the covariance matrix providing an ordered set of 
eigenvectors and eigenvalues, as described in equations 3.4-3.5.  The eigenvectors or 
loading vectors provide the natural coordinate system of the data and are ordered from 
the direction of highest variance (1st principal component) to the direction that captures 
the least variance (the nth component, given n measurement variables).  The eigenvalues 
provide a calculation as to the variance captured by the corresponding eigenvector and 
are thus used to determine the order of components.  The percent variance captured by a 
particular eigenvector or component is computed by dividing the corresponding 
eigenvalue by the sum of all eigenvalues.   
 
The three components retained in this particular model capture 92% of the variance in 
the measured data.  Each loading vector or component is multiplied by the measured data 
matrix, producing a vector of scores for each data point.  The plot of scores for a 
particular loading or eigenvector indicates the squared distance or variance along the 
direction of the particular relationship between measured parameters captured by that 
loading vector.  In an abstract sense, the score represents the variation in the data 
produced by those pad positions weighted by the loading vector, where the largest 
(absolute magnitude) loads contribute the most to that score.   
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The first loading vector or first principal component and score, which capture 83% of 
the variation in the partial clearing data, are plotted in Figure 4.42.  The first component, 
shown in the top panel, indicates that pad positions 1 through 10 are responsible for the 
most significant variation in the measured temperature data.  As shown in Figure 4.40, 
these pad positions are aligned with the edge of the wafer closest to the center of the pad. 
 
The score associated with the first component is shown in the bottom panel of Figure 
4.42, indicating when the most significant variation occurs during the polish.  Similar to 
the mean of temperatures plotted in the top panel of Figure 4.41, the plot of the scores 
rises for the first 140 seconds, suddenly decreases until flattening out from 180 to 210 
seconds and then decreases suddenly again from 210 to 260 seconds.   Based upon the 
inner pad emphasis in the loading vector, spatially clearing at the edge of the wafer may 
contribute to the decrease in the score at around 140 seconds.  
 
In the reflectance measurements for this same polishing run, plotted in Figure 4.39, 
the edge zone experiences significant clearing from 140 to 180 seconds.  In fact, the 
variation in the score bears some resemblance to the reflectance variation for the edge of 
the wafer.  It is likely that this component is capturing a baseline shift in temperature 
related to clearing but from these plots there is no evidence to suggest that clearing is 
spatially resolved across the wafer. 
189 
 
 
 
Figure 4.42 – The first loading vector and score, which capture 83% of the variation in the thermal data 
(and thus the strongest linear correlation among pad positions in the data), are shown.  The top panel plots 
the loading vector, which indicates the weight of each pad position in the loading vector.   The bottom 
panel plots the score for the first component.  The score is the dot product of the measured temperatures at 
a particular time and the loading vector.  The loading vector indicates that the inner portion of the pad 
captures the most significant variation of temperature throughout this polishing run.  There is a 
resemblance between the variation in this score plot and the reflectance trace for edge of the wafer, shown 
in Figure 4.39.  It is likely that this component is capturing a baseline shift in temperature related to 
clearing but does not spatially resolve clearing across the wafer. 
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Figure 4.43 –  The second loading vector and score, which capture 7% of the variation in the thermal data, 
are shown.   The top panel plots the loading vector which indicates contrast between the inner and outer 
regions of the pad.  The bottom panel plots the scores that rise to a steady-state and slowly decay over time.  
This rise seems to track with the slower heating in the outer region of the pad.  What is likely captured in 
this component is more heat transfer behavior in the pad and slurry than spatial endpointing across the 
wafer. 
191 
The second loading vector or second principal component and score, which capture 
7% of the variation in the partial clearing data, are plotted in Figure 4.43.  The second 
loading vector, shown in the top panel, indicates a contrast between the negative 
weighted most inner pad positions (1-9) and the positive weighted center and outer pad 
positions (14-34).  This contrast is more likely due to pad and platen level behavior than 
spatial endpoint.  The score is plotted in the bottom panel of Figure 4.43.  Based upon the 
weightings in the loading vector, variation in the score is related to the temperature 
difference between outer and inner pad positions.  The initial increase in the score seems 
to track with the slower heating in the outer region of pad positions (20-34) after the inner 
regions of the pad have reached near steady-state.  As indicated in the thermal analysis in 
Chapter 5, there is a larger decrease in temperatures on the inner region of the pad versus 
the outer region of the pad (which vary little after reaching steady-state) when clearing 
occurs.      
 
The third loading vector or third principal component and score, which capture 2% of 
the variation in the partial clearing data, are shown in Figure 4.44.  In the third loading 
vector, shown in the top panel, inner and outer pad positions (1-5 and 21-29) correspond 
to negative elements of the loading vector and center pad positions (6 –20) correspond to 
positive elements of the loading vector.   
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Figure 4.44 – The third loading vector and score, which capture 2% of the variation in the thermal data, are 
shown.  The top panel plots the loading vector which contains negative weighted inner and outer pad 
positions (1-5 and 21-29)  and the center areas of the pad, positions (6-20).  The bottom panel plots the 
scores that decrease sharply at around 200 seconds.  Given that reflectance measurements indicate 
significant clearing of the wafer edge and center occurs between 177 and 241 seconds, the exposure of 
significant regions of TaN barrier material may account for the reduction in pad temperatures evident in the 
score, where the pad center temperatures decrease but the outer edge of the pad (positions 20-28) varies 
little once the pad reaches steady-state. 
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From the reflectance plots in Figure 4.39, the inner edge of the wafer begins to clear 
quite rapidly from 150 seconds to 175 seconds and the center of the wafer clears sharply 
from 125 to 177 seconds.  Given that reflectance measurements indicate the full clearing 
of the wafer edge and center occurs between 177 and 241 seconds, the exposure of 
significant areas of TaN barrier material, with a lower coefficient of friction, may account 
for the reduction in pad temperatures evident in the score.  What is likely occurring is that 
the inner edge and pad center temperatures decrease and the outer edge of the pad 
(positions 20-28) varies only slightly once the pad reaches steady-state.  As discussed in 
Chapter 5, the cooler slurry flowing over the outer pad regions is the likely reason for the 
lower steady-state temperatures and less variation than is observed at the inner and center 
pad regions.   
 
From the results in this section, PCA seems to indicate that some spatial endpoint 
effects are captured in the temperature traces on the pad, but also captured is heat transfer 
behavior that has little to do with differences in material removal rates or material 
exposed on the wafer.  In the next section, Section 4.8.3, another data set is examined 
where full clearing occurs and endpoint is reached across the whole wafer; perhaps the 
occurrence of a larger degree of endpoint variation will result in a stronger spatial 
signature.  One could reasonably expect PCA to automatically extract the spatial 
relationships, presented in Section 4.5, between pad temperatures and clearing across the 
wafer.  However, given the low signal-to-noise properties of the measured pad positions, 
perhaps the unique elements (such as outer pad positions measuring only a subset of 
wafer clearing) of the mapping can be used to increase resolution.  Section 4.8.4 performs 
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PCA on groups of pad positions that correspond with clearing behavior in a particular 
reflectance zone, using data from the partial clearing experiment examined in this section. 
 
4.8.3  - Sensor Measurements for a Complete Clearing of Copper   
In this section, a second experiment is examined for an 8-inch copper polish 
conducted at a pressure of 6 psi, matched carrier and platen velocities of one revolution 
per second, a slurry flow rate of 250 ml/minute and a total polish time of 340 seconds.  
Post-polish inspection indicates complete clearing of copper from the wafer, exposing the 
TaN barrier material.  The full clearing can be observed in the post-polish photo of the 8-
inch wafer resulting from this experiment, shown in Figure 4.45.   
 
 
Figure 4.45 –  Photo of the post-polish wafer following a 340 second polish at 6 psi and matched carrier 
and platen velocities of one revolution per second.  The copper has completely cleared, exposing the TaN 
barrier material. 
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4.8.3.1. - Spatial Endpoint Results with Reflectance Sensor:  The reflectance sensor 
measurements for the complete clearing of copper are plotted in Figure 4.46.  Similar to 
the reflectance measurements plotted in Figure 4.39, the top-panel of Figure 4.46 shows 
the radial measurements across the wafer for different times during the polish.  At 68 
seconds into the polish, a reduction in reflectance is noted in the center of the wafer.  This 
could be due to a patch of copper that has been thinned, thus altering the reflectance 
properties.  Scattering was suspected as the cause but the signal is consistent over other 
subsequent scans taken after this time and until 117 seconds, as plotted in green in the top 
panel.  Also at 117 seconds, clearing is observed at the edges of the wafer.   At 181 
seconds, the radial reflectance measurements indicate some clearing has occurred near 
the center of the wafer as well as continuing to clear at the edge of the wafer.  At 241 
seconds, the edges and much of the center have cleared leaving a slight ring of copper in 
between that is fully reduced by the end of polish.   
 
The bottom panel of Figure 4.46 divides the radial measurement into the same four 
zones used in Figure 4.39 that correspond, distance-wise, with the four chamber head (as 
shown in Figure 4.11).  The average of reflectance measurements in zone 1, which is 
roughly 0 to 25 mm in radius from the center of the wafer is plotted in red.  The green 
line is the average of reflectance measurements in zone 2, which is roughly 25 to 50 mm 
in radius from the center of the wafer.  The average of reflectance measurements in zone 
3, which is roughly 50 to 75 mm in radius from the center of the wafer is plotted in blue.  
The magenta line is the average of reflectance measurements in zone 4, which is roughly 
75 to 100 mm in radius from the center of the wafer.  
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Figure 4.46 -  Reflectance sensor measurements are shown from an 8-inch copper polish where full 
clearing occurs. The top panel plots the measured reflectance at radial positions across the wafer for 
different times during polish. The bottom panel plots the measured reflectance over time for four zones.  
The red line plots the zone from 0 to 25 mm from the center, green line plots 25 to 50 mm from the center, 
blue line plots 50 to 75 mm from the center and the magenta line plots 75 to 100 mm from the center.  In 
this polish, the edge of the wafer clears first followed by the center at 118 to 260 seconds. 
 
0-25 mm
75-100 mm
50-75 mm
25-50 mm
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As found in the reflectance measurements in Section 4.6.1, the bottom plot of Figure 
4.46 reinforces the analysis observed in the top panel where the edge begins to clear at 
around 120 seconds and continues to do so until shortly before the end of polish.  The 
center of the wafer begins to clear at around 220 seconds and continues to clear until the 
end of the polish.  If there are any differences between the two plots, it is that the top 
panel indicates some clearing in the center at around 181 seconds that is not indicated in 
the bottom plot until 220 seconds, potentially due to averaging the reflectance across the 
50 mm zone.  The ring of copper is mostly captured in the blue trace, zone 3, which 
begins to clear at around 260 seconds (as was found with the partially cleared data set) 
and continues until a full clear around 300 seconds.   
 
4.8.3.2- Spatial Endpoint Results with IR Thermography Sensor:  The IR camera was 
positioned as shown in Figure 4.37 capturing pad temperatures about 120 degrees 
clockwise from where the pad leaves contact with the wafer.  The mean of the raw 
temperature measurements across the pad for the full clearing polish are shown in Figure 
4.47.   The sudden decrease in temperature at 290 seconds indicates the clearing of 
copper from the wafer, which is supported by the reflectance measurements shown in 
Figure 4.46.   As shown for the partial clearing case, global endpoint is observed.    
 
The spatial complexities described for the partial clearing case apply to this case as 
well.  As such PCA is applied to the low pass filtering and mean centered temperature 
data.  The PCA steps used for this data set are identical to those described in Section  
4.8.2.2.  The total variance captured by the resulting PCA model is 96%. 
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Figure 4.47 – For the full clearing polish, the mean of temperature measurements across the pad are plotted 
versus time in the top panel with the raw signal shown in blue and the low pass filtered signal shown in red.   
 
 
One large disadvantage with the unmounted, external positioning of the IR camera is 
the difficulty in aligning pad positions with the wafer.  One approach is to place objects 
on the pad that correspond to the inner and outer edge of the wafer as a reference.  Once 
the reference is determined, marks are placed on the granite table for tripod placement.  
Of course, a slight change in tripod placement can result in a shift like the one that 
occurred here; as such a fixed camera mount is recommended to provide for direct 
comparison among many experiments over time. 
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Figure 4.48 – A frame from the IR images captured by IR thermography of the full clearing experiment is 
shown.  The pad positions 1 through 38 measured for analysis are shown along the bottom.   
 
 
The first loading vector or first principal component and score, which capture 85% of 
the variation in the partial clearing data, are plotted in Figure 4.49.  The loading vector, 
shown in the top panel, indicates that the outer pad positions (15-34) are the strongest 
contributors to the overall variation in this data set.  The scores are shown in the bottom 
panel of Figure 4.49, indicating when the most significant variation occurs during the 
polishing run.  The plot of the scores rises for the first 290 seconds and suddenly 
decreases until the end of the polish and strongly resembles the mean temperature plot in 
Figure 4.47.  It is extremely likely that this component is capturing baseline heating 
across the pad and not spatial endpoint.  
1 3416 19
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Figure 4.49 –  The first loading vector and score, which capture 85% of the variation in the thermal data, 
are shown. The loading vector, plotted in the top panel, indicates pad positions (15-34) are the largest 
contributors to the variance captured in this data set.   The bottom panel plots the score for the first 
component, which strongly resembles the mean temperature plotted in Figure 4.47.  What is likely captured 
in this component is a baseline increase or variance in temperature throughout the polish.  
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The second loading vector or principal component and score, which capture 8% of the 
variation in the full clearing data set, are shown in Figure 4.50.  The second loading 
vector or component, shown in the top panel, indicates contrast between the inner and 
outer pad positions.  The score is plotted in the bottom panel of Figure 4.50 and seems to 
indicate a drift in temperatures across the pad or platen where the pad heats up quickly on 
the inner portion of the pad and then gradually heats up in the outer regions over time.    
 
The third loading vector or principal component and score, which capture 3% of the 
variation in the full clearing data set, are shown in Figure 4.51.  The third loading vector 
or component, shown in the top panel, indicates a sharp contrast between center pad 
positions with large positive weighting and edge pad positions with smaller negative 
weighting.  The scores for the third loading vector are plotted in the bottom panel of 
Figure 4.51 and represent the difference between temperatures measured in the center pad 
positions (12-20) and the edge pad positions (1-11 and 21-34).  For example, increases in 
the score plot result from an increase in the center pad positions, a decrease in the edge 
pad positions or both.   
 
Since the center of the pad intersects with all regions of the wafer and as such would 
vary with clearing at each radial wafer position, perhaps this component is capturing 
some characteristic of spatial endpoint.  However, the variation exhibited in the score 
does not seem correlated with the reflectance measurements and it is not possible to 
conclude that spatial endpoint is being captured in this component.  
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Figure 4.50 –  The second loading vector and score, which capture 8% of the variation in the thermal data, 
are shown.  The loading vector, plotted in the top panel,  indicates contrast between the inner and outer pad 
positions.  The bottom panel plots the score for the second component.   This component seems to capture 
some form of thermal drift from the inner to outer pad positions.  This is most likely due to heat transfer 
behavior on the pad and less likely to result from spatial clearing across the wafer. 
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Figure 4.51 –  The third loading vector and score, which capture 3% of the variation in the thermal data, 
are shown.  The loading vector, plotted in the top panel, indicates a contrast between the center and edge 
pad positions and exhibits the type of symmetry one might associate with wafer-level clearing.   However 
the scores, plotted in the bottom panel, do not exhibit any significant variation that can be visually 
correlated with the reflectance measurements.   
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The PCA results from the full clearing and the partial clearing cases seem to indicate 
that global endpoint behavior is being captured but are inconclusive as to whether spatial 
endpoint is captured in the thermal pad measurements.  In the next section, unique 
relationships associated with the spatial mapping between the pad and wafer will be used 
to determine whether spatial endpoint is being observed. 
 
 
4.8.4 – Exploiting Spatial Relationships to Deconvolve Endpoint Measurements 
In application to the partial and full clearing cases it was expected that PCA would 
extract the spatial relationships discussed in Section 4.6.  While spatial similarities are 
observed, the signal-to-noise and resulting spatial resolution is not adequate to draw 
conclusions either way.  In this section, the spatial relationships described in Section 4.6 
are used to improve the spatial resolution by partitioning pad temperature positions 
according to the four reflectance zones, in order to further explore the utility of IR 
thermography for endpoint. 
 
This approach will be applied to the partial clearing case where copper remains in 
much of zones 2 and 3, covering a ring about 25mm to 75mm from the center of the 
wafer.  Since wafer-level clearing only occurs in zones 1 and 4, then the spatial mapping 
described in Section 4.6 dictates that radial symmetric changes in pad temperatures 
should result.  The main objective of this analysis is to use a simple deconvolution 
strategy to see if clearing related events can be observed in pad positions associated with 
zone 1 that are not observed in pad positions that are more narrowly associated with zone 
4. 
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To better illustrate this concept, Figure 4.52 shows the mapping from temperatures 
across the pad and measured reflectance zones on the wafer.  In our prior analysis, we 
find that temperature measurements beyond position 30 primarily capture thermal effects 
related to the pad.  The mean and standard deviation of pad positions (31-37) are fairly 
constant and exhibit little spatial variation.  To further reduce the effects of thermal 
heating behavior on the pad, only pad temperature positions (1-30) will be examined.   
 
As described in Section 4.6, pad positions from 1 to 3 and 27 to 30 can only observe 
temperature changes due to clearing in zone 4, which is the outer 25 mm of the wafer.  
However, in the inverse mapping, the clearing effects in zone 4 intersect or impact all pad 
positions.  So it is likely that clearing in zone 4 shows up in all measured temperatures 
across the wafer.  This is especially true for pad positions 1 through 11 and 19 through 
30, where the lack of clearing in zones 2 and 3 do not add variation to the measured 
temperatures.  We could expect that the PCA decomposition for those pad positions that 
capture zones 4 and 3 and zones 4, 3 and 2, would closely resemble that for zone 4.   
 
Clearing in the center regions of the wafer located in zone 1 can only be observed in 
the center pad positions near 15.  The difficulty is that the center pad positions intersect 
wafer radii in all the reflectance zones, so each of these pad positions contains clearing 
information about all four zones convolved into one measured temperature.  We could 
expect that the same variation captured in the outer regions of the wafer in zone 4 would 
appear in PCA decomposition of the center pad positions as well.   
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Figure 4.52  – As described in Section 4.6, each measured pad position observes the wafer radius aligned 
with that particular position and all radial positions to the edge of the wafer.  This figures shows two cases 
examined in this section.  Pad positions from 1 to 3 and 27 to 30 can only observe clearing in zone 4 which 
is the outer 25 mm of the wafer.  Clearing in the center regions of the wafer can only be observed in the 
center pad positions near 15.  For comparison the second case examines all four zones which are observed 
at the center pad positions.  To improve signal to noise all pad positions 1-30 are used. 
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4.8.4.1 – PCA Applied to Pad Positions That Measure Only Reflectance Zone 4:  In 
this section, PCA is applied to two sets of measured pad temperatures.  The first set of 
data is the measured pad temperature positions 1 through 3 and 27 through 30 from the 
partial clearing case.  The reason the partial clearing case is chosen is that the center zone 
clears before the edge zone.  If the IR camera is capable of capturing spatial endpoint 
behavior, the clearing in the center at around 120 seconds should not be observable as 
variation in the computed scores for these pad positions.  Any significant variation before 
the edge that clears at around 140 seconds is very likely correlated with the center of the 
wafer (zone 1) clearing at around 120 seconds, thus indicating global endpoint being 
captured rather than spatial endpoint.   
 
Since identifying endpoint related variation is the primary goal, the first 100 seconds 
of transient heat build up in the pad are deleted where the pad has not reached steady-
state temperatures.  This variation is so large, on the order of tens of degrees, that it tends 
to dominate the first few components pushing endpoint related variation to later 
components. 
 
Figures 4.53 through 4.57 plot the four most significant score and loading vectors 
associated with reflectance zone 4.  Perhaps the most revealing results are shown in 
Figures 4.53 and 4.54, where the measured reflectance for zone 4 is plotted in the top 
panel and the score associated with the first component or loading vector is plotted in the 
bottom panel.  The similarity in the plots of reflectance and the score over time seem to 
indicate that the IR camera is capturing clearing in the outer regions of the wafer.  Notice 
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that the score does not capture any of the center clearing behavior which occurs sharply 
at around 120 seconds.   Throughout each of the scores plotted for this data set, there is 
no significant variation at around 120 seconds that could be associated with clearing in 
the center.  As such, these results satisfy the necessary condition that wafer center 
clearing not be observable but the results are not sufficient to firmly conclude that spatial 
endpoint is being captured. 
 
Figure 4.54 plots the first component or loading vector associated with this score, 
which captures 98% of the total variation in the measured thermal data.  The component 
indicates that the pad positions associated with the inner edge of the wafer (closest to the 
center of the pad) are responsible for most of the variation exhibited in the plotted score.   
 
One explanation is that for wafer reflectance zone 4, the temperature swings due to 
polishing and clearing are greater on the inner portion of the pad where less slurry is 
available to cool it and this variation is captured during PCA resulting in load plotted in 
Figure 4.54.  Our thermal analysis in Chapter 5 indicates that the inner portion of the pad 
experiences more significant heating and has a larger temperature variance during a 
polishing run versus the outer region of the pad which has cooler slurry flowing over it. 
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Figure 4.53 – The top panel shows the measured reflectance for zone 4, 0 to 25 mm from edge of the 
wafer, for the partial clearing case.  The bottom panel plots the score for the first component, which 
resembles the measured reflectance from 150 seconds to the end of the polish.  The first component 
captures 95% of the total variation in the measured thermal data. 
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Figure 4.54 – A plot of the first loading vector is shown for reflectance zone 4.  This component captures 
95% of the total variation in the measured thermal data.  The first component indicates that pad positions 
on the edge closest to the center of the polishing pad are the primary contributors to the variation in the 
score plotted in Figure 4.53.   
 
 
Figure 4.55 plots the score and loading vector for the second principal component, 
which captures 4% of the total variation in the measured thermal data associated with 
reflectance zone 4.  A contrast in the loading vector can be observed between the 
negative weighted pad positions (1-3) and positive weighted outer pad positions (27-30).  
Given the asymmetry of the loading vector weightings, this component does not seem to 
capture wafer related behavior but is more likely capturing thermal gradients related to 
the pad and platen. 
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Figure 4.55 – Plots of score (top panel) and loading (bottom panel) vectors are shown for the second 
component, which captures 4% of the total variation in the measured thermal data.  The loading vector 
indicates a contrast in this component between the inner pad positions (1-3) and the outer pad positions (27-
30).   
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Figure 4.56 provides plots of the score and loading vector for the third most 
significant component, which captures 0.64% of the total variation in the measured 
thermal data.  The most interesting characteristic of this component is the spatial pattern 
evident in the loading vector, shown in the bottom panel of Figure 4.56.  The positive and 
negative elements of this loading vector exhibit a contrast between the outer and inner 
edges of reflectance zone 4.  The reflectance data, plotted in Figure 4.39, indicates that 
the wafers cleared on the very outer edge of the wafer first and continued toward the 
inner regions of the zone.  Perhaps this variation is being captured in this principal 
component but it is difficult to verify that this is the case here.   
 
In Figure 4.57, plots of score and loading vector are shown for the fourth most 
significant component, which captures 0.26% of the total variation in the measured 
thermal data.   The pad positions that contribute the most to this variation are on the outer 
edge of the pad where a contrast exists between positive weighted pad positions 27 and 
30 and negative weighted pad positions 28 and 29.  It is difficult to determine what 
variation is captured in this component and the score does not seem to exhibit meaningful 
variation associated with wafer-level clearing or pad and platen specific heating effects.   
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Figure 4.56 –  Plots of score (top panel) and loading (bottom panel) vectors are shown for the third 
component which captures 0.6% of the total variation in measured thermal data.  The score in the top panel 
shows significant changes in temperature around 150 seconds where clearing on the edge of the wafer is 
believed to have cleared.  The positive and negative elements of the loading vector exhibit contrast from 
the outer to inner edge of this reflectance zone. 
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Figure 4.57 –  Plots of score and loading vectors are shown for the fourth component, which captures 
0.26% of the total variation in the measured thermal data associated with reflectance zone 4.   The score 
indicates some variation in the measured temperatures around 140 seconds.  The pad positions on the outer 
edge furthest away from the center of the pad exhibit contrast within this loading vector, with the inner pad 
positions less significant.  It is difficult to determine whether anything significant is captured in these plots.   
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4.8.4.2 – PCA Applied to Pad Positions That Measure All Reflectance Zones:  In this 
section, PCA is applied to pad positions (1-30) that measure all reflectance zones for the 
partial clear experiments.  The top panel of Figure 4.58 shows the measured reflectance 
for zones 1 (wafer center) and 4 (wafer edge), as well as the average reflectance for both 
zones.  The bottom panel plots the score for the first component which shows similarity 
to the measured edge reflectance; however, is nearly identical to the first principal score 
associated with zone 4, plotted in Figure 4.53.   
 
The loading vector for the first component, which captures 95% of the variation in the 
dataset, is plotted in the top panel of Figure 4.59.  The first component indicates that pad 
positions on the edge closest to the center of the polishing pad are the primary 
contributors to the score plotted in Figure 4.58, as well as to the total variation captured 
in this data.   
 
The similarities between the scores and reflectance plots prompt one to question what 
is being captured in this component.  The lower panel of Figure 4.59 plots the contact 
time, discussed in Section 4.5.3, between the pad and wafer for this polish, where we see 
a clear resemblance with the loading vector.  We next consider whether or not this 
observation makes sense with regard to the spatial kinematic mapping between the wafer 
and pad.   
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Figure 4.58 –  The top panel plots the measured reflectance for zones 1 (wafer center) and 4 (wafer edge), 
as well as the average of both reflectance measurements.  The bottom panel plots the score for the first 
component which shows similarity to the measured reflectance; however is nearly identical to the first 
principal score associated with zone 4, plotted in Figure 4.53.   
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Figure 4.59 – The loading vector for the first component, which captures 95% of the variation in the data, 
is plotted in the top panel.  The first component indicates that pad positions on the (inner) edge closest to 
the center of the polishing pad are the primary contributors to the score plotted in Figure 4.57.  Note the 
spatial resemblance to the time each position spends in contact with the wafer, as presented in Section 
4.5.3.   
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Section 4.5.3 pointed out the spatial similarities between contact times with the wafer, 
removal rates and measured changes in temperature throughout the polish.  What may be 
captured in this component are the temperatures associated with contact time and removal 
rate.  Since spatial areas with a higher removal rate will endpoint first, one could make a 
strong case for this conclusion.  Another explanation for why wafer-level clearing 
behavior is captured across both data sets is that there may be slight conduction of heat 
throughout the wafer that contributes to lateral blurring in the pad heat profile. 
 
The score and loading vector for the second component, which captures 1.84% of the 
total variation in the measured thermal data, are plotted in Figure 4.60.  The loading 
vector exhibits contrast between the negative weighted inner pad positions (1-7) and the 
positive weighted center and outer pad positions (8-30).   The plot of the score does not 
provide much insight into the factors that this loading vector captures.   Possible factors 
that this component captures include thermal gradients related to the pad and platen or 
temperature variation unique to the very inner region of the pad near the carrier.  In 
Chapter 5, frame-by-frame analysis shows ripples of slurry accumulating around the 
carrier head that do not occur in the center and outer regions of the polishing pad.   
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Figure 4.60 – Plots of score and loading vector are shown for the second component, which captures 
1.84% of the total variation in the measured thermal data.  The loading vector exhibits contrast between the 
negative weighted inner pad positions (1-7) and positive weighted center and outer pad positions (8-30). 
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Figure 4.61 plots the score and loading vector for the third most significant 
component, which captures 1.15% of the variation in the measured thermal data.  The 
loading vector, plotted in the bottom panel, indicates a contrast between the center pad 
positions (8-22) and edge pad positions (1-5 and 22-30).  This loading vector exhibits the 
type of radial symmetry one might associate with wafer-level clearing and perhaps the 
plot of the score can provide more information. 
 
The score for the third principal component or loading vector, shown in the top panel, 
exhibits a significant dip at around 100 seconds.  This dip could be due to a sudden 
decrease in temperature in the center of the pad due to clearing or a sudden increase in 
the removal rate associated with the copper ring that had not cleared.  Since the center 
pad regions also intersect wafer radii in all reflectance zones, the variation in the score at 
around 220 seconds could be due to clearing that occurs at other wafer radii or 
reflectance zones.  However the variation in this component represents around 0.3% of 
the total variation in the signal from 100 to 250 seconds.  A counter argument could be 
made that such a change would likely represent more than 0.3% of the total variation that 
occurs during clearing of the wafer. 
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Figure 4.61 –  This figure plots the score and loading vector for the third component, which captures 
1.15% of the total variation in the data associated with reflectance zones 4, 3, 2 and 1.  The score in the top 
panel shows significant changes in temperature around 100 seconds where clearing in the center of the 
wafer is believed to have cleared.  The loading vector exhibits contrast between pad positions associated 
with the center and edge of the wafer. 
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Figure 4.62 –  This figure plots the score and loading vector for the fourth component, which captures 
0.38% of the variation in this dataset. The loading vector indicates that pad positions aligned with the 
center and edge of the wafer are positive weighted and in contrast to pad positions aligned with the inner 
regions of  the wafer measured in reflectance traces 2 and 3.   The rise in the score may result from the 
increase in heating due to a higher removal rate in the center and edge areas of the wafer.   
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Figure 4.62 plots the score and loading vectors for the fourth component, which 
captures 0.38% of the variation in the measured thermal data.   In the loading vector, pad 
positions (1-6, 11-19, 27-30) aligned with the edge and center of the wafer have positive 
weights in contrast to pad positions (6-11 and 19-26) aligned with the inner interior of the 
wafer.  The associated score plotted in Figure 4.62 is a function of the difference in 
temperature between the positive and negative weighted regions in the loading vector.    
 
While it is difficult to explain the spatial nature of this loading vector or the behavior 
exhibited in the score, we can provide one theory as to the behavior characterized by this 
component.  The rise in the plotted score may be due to an increase in temperature in 
those areas where the removal rate is highest and reflectance traces for this run, shown in 
Figure 4.39, indicate that removal rate is highest in edge and center of the wafer.  The 
leveling off and slight decrease in the score after 150 seconds may be due to clearing in 
the center and edge areas that result in lower heat generation and an increase in the those 
inner regions (zone 2 and zone 3) that continue to polish until the end of the run. 
 
4.8.4.3 – Summary of Deconvolution Findings:   The objective of this investigation is 
to determine if different spatial information is captured from one radial zone to another 
and whether center related clearing information is captured in particular regions of the 
pad more strongly than in other pad regions.  The conclusion is that either strong 
variation due to clearing on the edge of the wafer is being captured due to intersection 
with all pad positions or that contact time between the pad and wafer is the most 
significant contributor to heat captured in the pad.  Regardless of whether subtle spatial 
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correlations due to endpoint are being captured, these signals do not appear to offer 
sufficient spatial resolution or clean temporal traces sufficient for real-time spatial 
endpointing.  
 
4.8.5 - Partial Least Squares Based Estimation of Endpoint From Temperatures 
There are two issues that arise from the prior IR thermography results that require 
resolution in this section.  The first is the uncertainty as to whether PCA is capturing 
clearing behavior on the wafer or some other phenomena such as heat transfer behavior 
on the pad.  The second is whether or not there is any statistical correlation between the 
variance observed in the pad temperatures and that observed in the reflectance data.  The 
second point raises the interesting opportunity to use the reflectance data to build an 
estimator from the IR based pad measurements, as illustrated in Figure 4.63.  To address 
both of these issues, partial least square (PLS) analysis is applied to the partial clearing 
dataset to maximize the covariance between the two sensor measurements. 
 
Figure 4.63 – PLS based estimates of reflectance measurements from the IR pad temperatures. 
 
4.8.5.1 – Mathematical Description of Partial Least Squares (PLS):  In principal 
component analysis (PCA), the goal is to find the direction of maximum variance for a 
set of m observations of x over time, each with n measurements or pad positions  
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In equation 3.4, it is shown that eigenfunction decomposition of the covariance matrix 
produced by the set of observations x produces a set of principal components or 
eigenvectors.  The set of eigenvectors are in order of decreasing variance, such that the 
first eigenvector is the direction of maximum variance.  For some subset of eigenvectors, 
a set of independent factors are obtained that are responsible for the variance and 
hopefully the information content of the data.  By maximizing the information content of 
the measured pad temperature positions, the objective is to more easily observe spatial 
relationships between the pad temperatures and clearing on the wafer.  The results of 
PCA from the previous two sections provide interesting qualitative indications of spatial 
relationships between pad positions, but it is not clear how strongly these relationships 
are related to the reflectance measurements or clearing on the wafer.  In the PCA 
analysis, so far performed, we visually examine the common variation in the temperature 
and reflectance measurements.   However, PCA does not mathematically take into 
account the variation in reflectance measurements in decomposing the measured 
temperature data. 
 
Partial least squares (PLS) is a method commonly used to build a description of a 
system which maximizes the covariation between two sets of measured data, in this case 
spatial temperature measurements, x and reflectance measurements, y.   By applying PLS, 
we hope to extract spatial relationships in the temperature measurements related to the 
clearing of copper across the wafer. 
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In this section a brief mathematical description of PLS is provided.  Since the scores 
and loading vectors for PLS are different than those for PCA, different variables will be 
used.  This derivation will use the notation provided in Sharaf, Illman and Kowalski. 69 
 
The temperature measurements are stored in matrix X where the measured 
temperature positions constitute n columns and the samples or observations from the 
beginning to end of polish constitute m rows. The reflectance measurements are stored in 
matrix Y where the measured reflectance positions constitute n columns and the samples 
from the beginning to end of polish constitute m rows.  The data in both matrices are 
mean-centered and keeping with the notation in Ref. 69, the X matrix is referred to as the 
data matrix and the Y matrix as the response matrix.  
 
PLS is an iterative process that begins by initializing the latent variables of the 
response matrix, uih, to the column of Y that has the largest variance, yi:  ih yu =   where h 
is the index into the number of latent variables retained.  Since this is the first latent 
variable, h is initially set to 1 and the following equations are iteratively solved to yield a 
sets of loading and score vectors.  This is analogous to retaining a limited number of 
principal components, less than the column dimension of the data vector, in PCA.   
 
The weighting vector, wh, for X is determined by: 
h
T
h
T
h uX
uXw =      (4.16) 
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where the vector is also normalized to unity.  The associated latent variable, th, can be 
calculated as hh Xwt = .  Similarly, the weighting vector, bh, for Y is calculated as: 
h
T
h
T
h tY
tYb =      (4.17) 
where the vector is also normalized to unity.  From this calculation a new latent variable, 
uh, for Y is obtained by h
T
h bYu = . 
 
A convergence check is performed to determine if the difference between the new 
and prior uh values is less than a predefined tolerance, δ: δ<− olduu .  If this threshold 
is not reached, the process continues with the new uh value until convergence occurs. 
 
The relationship between the latent variables of X and Y is expressed through a scalar 
coefficient, vh: dtvu hhh += .  The loading vector, bhx, for X is calculated as h
T
hx tXb =  
and is normalized to unity.  Similarly, the loading vector, bhy, for Y is computed as 
h
T
hy tYb =  and is also normalized to unity.  The residuals are calculated as: 
T
hxhx btXE −=     (4.18) 
T
hyh
T
hyhhy buXbtvXE −=−=    (4.19) 
and the process repeats as successive matrices that describe the covariation of X and Y are 
stripped off.  The process concludes when cross-validation of a+1 latent variables is no 
more significant than using a latent variables.      
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Besides determining those elements of the loading vector that identify spatial 
relationships between pad temperatures and reflectance, an objective of this formulation 
is to develop an estimator to predict the reflectance response from the temperature data.  
In this case, we are using the reflectance response as the best indication of localized 
spatial endpoint.  The regression vector, q, is determined as: 
yTTTWBWyXq TTTx
11 )()( −−+ ==     (4.20) 
qXy =ˆ      (4.21) 
where the columns of Bx consist of the set of a loading vectors, bh, the columns of W 
consist of the set of a weighting vectors, wh, and the columns of T consist of the set of a 
scores, th.   The loading and score vectors, bhx and th, are provided in the following plots 
as well as the prediction ŷ that result from the cross-validation procedure for the given 
data set. 
 
4.8.5.2 – Results from Partial Clearing Case:  Since our goal is to try and isolate 
wafer-level spatial clearing, the dataset used to develop the PLS estimator is selected to 
begin after the pad reaches steady state, at around 100 seconds, and continues until the 
end of the run.  When PLS is applied to complete data sets, analysis confirms that the 
first few components capture the large start-up transient in the first 80 seconds and the 
remaining components are identical to those shown in this section.  In the interest of 
remaining focused on the relationship between clearing captured in reflectance 
measurements and potential correlation with thermal variation of the pad, we will use 
measurement data from the steady-state and clearing periods of the polishing run.  The 
thermal measurement data is passed through a low-pass filter and mean-centered, such 
229 
that the mean of temperatures for a particular pad position is subtracted from all 
temperatures measured at that pad position.   
 
For each of the four reflectance zones, the corresponding PLS estimate of reflectance 
from the temperature data is shown.  In Figure 4.64, the measured reflectance for the 
center zone (0 to 25 mm from wafer center) is shown in the top panel and the reflectance 
estimates of the center zone using the PLS model and measured IR based pad 
temperatures are shown in the bottom panel.  Notice that the PLS based estimate captures 
the general downward trend after about 125 seconds, as well as the steeper decline near 
150 seconds.  The estimator also captures a shallower decline at around 175 seconds 
continuing to the end of the run.   
 
One point that is made earlier in this chapter is that the IR temperature measurements 
may exhibit a slight delay in comparison to the reflectance measurements due to the 
inability to synch the reflectance and IR thermography sensors at the beginning of the run 
and delays in heat conduction between the wafer and the pad during a change in removal 
rate or coefficient of friction.  In Section 5.2, step changes in pressure are introduced 
during similar polishing conditions and the thermal response is found to be approximately 
20 seconds.    
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Figure 4.64 - The measured reflectance for the center zone (0 to 25 mm) is shown in the top panel and the 
reflectance estimates of the center zone using the measured IR based pad temperatures are shown in the 
bottom panel.  
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In Figure 4.65, the measured reflectance for the inner interior zone (25 to 50 mm 
from wafer center) is shown in the top panel and the reflectance estimates of this zone 
from the IR based pad temperatures are shown in the bottom panel.  The PLS based 
estimates seem to capture the shallow decline as this zone is polished but does not fully 
clear.    
 
In Figure 4.66, the measured reflectance for the outer interior zone (50 to 75 cm from 
wafer center) is shown in the top panel and the reflectance estimates from the IR based 
pad temperatures are shown in the bottom panel.  Similar to the prior figure, the PLS 
based estimates capture a shallow decline throughout the polish as this zone polishes and 
also does not fully clear.   
 
Finally, in Figure 4.67, the measured reflectance for the wafer edge zone (75 to 100 
cm from wafer center) is shown in the top panel and the reflectance estimates of the 
wafer edge zone from the IR based pad temperatures are shown in the bottom panel.  The 
PLS estimates of edge zone reflectance do seem to capture the sharp decline from around 
130 seconds to 175 seconds (where the reflectance trace shows much of the edge 
clearing) and then a shallower decline until the end of the polish. 
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Figure 4.65 - The measured reflectance for the inner interior zone (25 to 50 mm) is shown in the top panel 
and the reflectance estimates of the inner interior zone using the measured IR based pad temperatures are 
shown in the bottom panel. 
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Figure 4.66 - The measured reflectance for the outer interior zone (50 to 75 cm) is shown in the top panel 
and the reflectance estimates of the outer interior zone using the measured IR based pad temperatures are 
shown in the bottom panel. 
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Figure 4.67 - The measured reflectance for the wafer edge zone (75 to 100 cm) is shown in the top panel 
and the reflectance estimates of the wafer edge zone using the measured IR based pad temperatures are 
shown in the bottom panel. 
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Given that the initial thermal transient of approximately 15 °C is not included in the 
dataset and only steady-state and endpoint measurements are used in the PCA 
formulation, the loading vectors and scores presented in the following figures represent a 
range of 2.3% to 4.2% (depending upon the pad position) of the total thermal variation 
measured from the beginning to the end of the partial clearing polish.   
 
Figures 4.68 through 4.72 plot the loads and scores for the corresponding PLS 
estimators.  The score and loading vector for the first latent variable, plotted in Figure 
4.68, capture 94% of the total variation measured in this dataset.  In the bottom panel of 
Figure 4.68, the plotted loading vector is weighted heavily toward the wafer edge closest 
to the center of the pad.  The top panel of Figure 4.68 plots the associated score, where 
we see that the variation is similar to the reflectance measured at the outer 25 mm edge of 
the wafer, reflectance zone 4.   
 
The score and loading vector for the second latent variable, plotted in Figure 4.69, 
capture 1.8% of the total variation measured in this dataset.  In the bottom panel of Figure 
4.69, the plotted loading exhibits contrast between pad positions associated with the inner 
edge of the wafer and all other areas of the wafer.  The top panel of Figure 4.69 plots the 
variation associated with this loading vector.  The variation in the score indicates either a 
decrease in temperatures at inner pad positions aligned with the edge of the wafer, an 
increase in temperatures at the center and outer edge pad positions or both.   
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Figure 4.68 -  The first score and loading vectors for the PLS estimator are plotted.  This score captures 
94% of the variation in the thermal data.  Note that the score and loading vectors closely resemble the first 
score and load acquired through PCA in Section 4.8.4.2, as well as the reflectance measured in the outer 25 
mm edge of the wafer. 
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Figure 4.69 -  The second score and loading vectors for the PLS estimator are plotted.  This score captures 
1.8% of the variation in the thermal data.  The loading vector has positive weightings on pad positions 
aligned with the inner edge of the wafer and negative weightings for all other positions.  The variation in 
the score either a decrease in temperatures at inner pad positions aligned with the edge of the wafer or an 
increase in temperatures at the center and outer edge pad positions.   
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The score and loading vector for the third latent variable, plotted in Figure 4.70, 
capture 1.04% of the total variation measured in this dataset.  The loading vector plotted 
in the bottom panel of Figure 4.70 exhibits contrast between the positive weighted pad 
positions (1-19) and negative pad positions (20-30).  One interesting element of the score 
plotted in the top panel of Figure 4.70 is the sharp decrease at 160 and again at around 
250 seconds.  Based upon our analysis of the loading vector, this may be caused by sharp 
decreases in the inner and center pad regions or sharp increases in the outer pad regions.   
 
Although correlations between variation in the scores and measured reflectance are 
difficult to ascertain, the loading vectors in Figures 4.71 and 4.72, do contain some 
interesting weightings.   In the bottom panel of Figure 4.71, the loading vector exhibits 
strong contrast between pad positions associated with the center of the pad versus those 
associated with the edge of the wafer.   
 
There are two possible reasons why the score decreases suddenly between 100 and 
150 seconds and again around 225 seconds.  The first is an increase in temperature at 
those pad positions associated with the edge of the wafer, which have negative 
weightings in the loading vector.  The second is a decrease in temperature at pad 
positions associated with the center of the wafer, which have positive weightings in the 
loading vector.  Since the center of the pad intersects with all wafer positions, it is 
difficult to observe correlations with reflectance measurements from the variation 
exhibited by the score.  However, it is clear that PLS is capturing interesting spatial 
variation in pad temperatures across the pad.   
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Figure 4.70 -  The third score and loading vectors for the PLS estimator are plotted.  This score captures 
1.04% of the variation in the thermal data.   
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Figure 4.71 -  The fourth score and loading vectors for the PLS estimator are plotted.  This score captures 
0.94% of the variation in the thermal data.  The loading vector indicates correlation among the pad 
positions aligned with the center of the wafer and contrast with pad positions aligned with the edge of the 
wafer.    
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Figure 4.72 -  The fifth score and loading vectors for the PLS estimator are plotted.  This score captures 
0.32% of the variation in the thermal data.  The loading vector shows correlation between pad positions 
aligned with reflectance zones 2 and 3; and to some degree zone 4 and contrast with pad positions aligned 
with the center and edge of the wafer. 
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Similarly, the loading vector in Figure 4.72 exhibits interesting contrast between pad 
positions associated with the interior regions of the wafer from 25 to 75 mm in radial 
distance from the center.  One interesting observation in the associated score, which is 
plotted in the top panel of Figure 4.72, is the sudden change in temperature from 140 to 
180 seconds.  The sudden decrease in the score could be caused by either an increase in 
the pad temperature positions (1, 11-19 and 27-30) aligned with the center and edges of 
the wafer or a decrease in the pad temperature positions (2-9, 22 and 26) more closely 
aligned with the interior regions of the wafer.   However it is not clear what event is 
occurring solely between 150 and 180 seconds, where a large change occurs in the 
temperature difference between the negative and positive weighted pad positions for 30 
or 40 seconds.  
  
4.9 Summary of CMP Characterization Results 
This chapter began by describing the technical and economic challenges facing CMP 
and identifying improvements in spatial uniformity of polish as a critical need.  An 
approach is presented for characterizing CMP, in terms of uniformity, and then systems 
for in-situ sensing and interpreting spatial endpoint and removal rate are explored.  
Characterization issues are presented through analysis of the kinematic relationship 
between spatial positions across the wafer and pad as well as the relationship between 
spatial removal rate and the temperatures measured across the pad.  Based upon this 
analysis, two sensor approaches are considered for spatial endpoint detection across the 
wafer.  A reflectance sensor embedded in the platen that measures the presence of metal 
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spatially across the wafer and an IR camera with multivariate methods that map measured 
pad temperatures to wafer-level behavior are examined.  Experiments and analysis are 
conducted for an 8-inch copper polish to compare approaches for in-situ, spatial endpoint 
detection for both partially and fully cleared wafers. 
 
The unique properties of the spatial mapping with regard to wafer level clearing, 
discussed in Section 4.6, and principal component analysis (PCA) are used to improve 
the signal-to-noise and spatial resolution of the measured IR signals.  While interesting 
spatial correlations in pad temperatures are observed, the results are not consistent 
enough to establish IR thermography as a potential spatial endpoint sensor.  To directly 
examine the co-variation between measured IR and reflectance, partial least squares 
(PLS) is applied and an estimator of reflectance from measure temperatures is developed.  
The PLS generated estimator does seem to capture major shifts in reflectance, which are 
associated with spatial clearing of material.  The associated loading vectors seem to 
capture spatial correlations in pad temperatures associated with either the edge and center 
regions where clearing did occur or the interior regions where clearing did not occur.  
Although cross validation was used to generate this estimator, it should be noted that 
there are not enough polishing runs to generate the appropriate training and test sets at 
this time.  However, from these results, it is unlikely that IR thermography could provide 
spatial resolution equivalent to the reflectance sensor, at least in the near future.    
 
Detailed recommendations regarding the next steps for further progress with both 
endpoint sensors will be provided in Chapter 6.  However, it is obvious from the 
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experimental analysis in this chapter that for real-time spatial endpoint detection of 
metals such as copper, the performance of the reflectance sensor far exceeds that of IR 
thermography.   For endpoint control of copper CMP, in particular, the reflectance sensor 
offers more rapid real-time feedback and much higher spatial resolution across the wafer 
than what may be achieved with IR thermography.   
 
Interferometry would have to be developed to enable the reflectance sensor to be used 
for endpoint detection in oxide CMP.  Interferometry methods are complex and 
somewhat unproven in terms of flexibility with different material stacks and scattering 
effects in patterned wafers.48,70  For IR thermography to have any impact for oxide CMP, 
further research is needed into the thermal behavior of the pad and a better understanding 
of the heat transfer mechanisms at work during a polish.   
 
IR thermography does provide unique visibility into the energy transfer between the 
pad and wafer during polish.  The next chapter examines the heat generated during polish 
and how that heat is transferred out of the process.  An energy balance formulation will 
be proposed and confirmed using experimental data obtained using the IR camera.  A 
dynamic thermal model will be constructed to predict heat transfer through the pad and 
slurry and verified with experimental data. 
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Chapter 5          
 Thermal Characterization and Modeling for CMP 
Our hypothesis has been that much of the mechanical and chemical energy used to 
polish material during CMP is converted to thermal energy that is removed through the 
rotating pad and flowing slurry.  If this hypothesis is correct, the infra-red camera should 
provide a valuable measurement of the energy out of the process and allow for 
relationships in those process parameters responsible for the incoming energy to be 
characterized.   Section 5.1 provides an overview of heat transfer during polishing and 
identifies the heat source and loss mechanisms that occur during CMP.  One key to 
characterizing the thermal behavior of CMP is to identify the relationship between 
energy, temperature and removal rate.  The thermal response relating temperature and 
energy and the effect upon removal rate are examined in Section 5.2. 
 
The foundation of the thermal model proposed in this chapter is developed in Section 
5.3, where the relationships between heat source and loss mechanisms are described and 
mathematically modeled.  The relationships described in Section 5.3 are verified in 
Section 5.4 using an energy balance formulation.  The energy balance formulation 
identifies slurry flow over the table as the dominant heat loss mechanism and as such, 
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Section 5.5 uses IR video sequences and analysis to study the thermal relationship 
between slurry flow dynamics and the polishing pad and platen.   
 
Section 5.6 examines the dynamics associated with heat transfer into the pad during 
CMP and uses this characterization to develop a dynamic model of the thermal energy 
flow within the process.  The thermal model is implemented using an equivalent 
electrical circuit representation, with Hspice simulation to test the transient and steady-
state heat transfer behavior.  To verify model fidelity, experimental results are compared 
with the behavior predicted using Hspice and are used to provide insight into how model 
parameters may be adjusted.  Major results of the work described in this chapter and 
overall conclusions are summarized in Section 5.7. 
 
5.1 Heat Source and Loss Mechanisms for CMP  
As the name implies, the CMP process uses mechanical and chemical energy to 
remove material in a planar manner.  The hypothesis evaluated in this chapter is that the 
heat generated during polish is primarily transferred into the polishing pad where it 
resides before being transferred to the slurry, environment and the table underneath, as 
shown in Figure 5.1.  The energy into the pad is due to mechanical abrasion of the pad 
and slurry particles on the wafer surface and the chemical energy associated with the 
slurry chemistry and enthalpy.  In those cases where a chemically neutral slurry is used, 
the only chemical energy source is enthalpy.  Most of the heat is transferred into the pad 
and removed by convection via slurry flow, conduction into the table underneath and 
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radiation to the environment.  In the following sections, each heat flow source and loss 
related to the pad will be examined and the physical relationships modeled. 
 
Figure 5.1 – Heat transfer into and out of the CMP process 
 
As with most thermal systems, there exist heat loss mechanisms that may be 
neglected in studying first order effects and that is the case here as well.  Given that there 
is a rubber and plastic bladder between the wafer and the steel polishing head, the bladder 
system acts as a thermal insulator and we will assume that little heat is conducted through 
the polishing head.  As such, we will neglect this loss in our calculations and concentrate 
on the heat loss mechanisms associated with the polishing pad.  The polyurethane 
polishing pad also acts as a thermal insulator and any conduction to the granite table 
under the pad will also be neglected in the following first order analysis.   
 
5.2 Characterization of Temperature, Energy and Removal Rate Relationship 
In this section, the relationship between temperature, energy and removal rate is 
examined through thermal response to step changes in pressure down force as well as 
Preston’s relationship. 
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5.2.1 – Thermal Response Characterization of Temperature and Energy Relationship 
Oxide polish experiments of 4-inch wafers are performed to acquire first order 
approximations of the heat energy flow into and out of the CMP process and verify the 
relationships between energy, temperature and removal rate.  For all six experimental 
polishes, the velocities of the table and carrier are matched to provide a uniform relative 
velocity of 30 rpm across the wafer.  The slurry, a Cabot Semi-Sperse 25, flows at a 
constant 200 ml/min across all runs.  As shown in Figure 5.2, an Agema 550 IR camera is 
placed behind the carrier head of a Strasbaugh 6EG tool to capture thermographic images 
before, during and after the polish.  In-situ conditioning is used during polish for these 
experiments. The temperatures are measured in seven zones, which are color coordinated 
to distinguish temperatures across different positions in the next few figures. 
 
As shown in Figure 5.3, a step increase in down pressure from 2 to 6 psi is introduced 
during an oxide polish of wafers 1 and 2 after reaching a steady state temperature at 120 
seconds and then for another 120 seconds (a total polish time of 240 seconds).  Each trace 
corresponds to a different pad position with the red trace positioned behind the inner 
wafer edge closest to the center of the pad, the green trace positioned behind the inner 
interior, the blue trace positioned behind the center, the magenta trace behind the outer 
interior and the black trace corresponding to the pad position behind the outer wafer edge 
closest to the outer edge of the pad.    
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Figures 5.2 – Sample thermographic image taken during the thermal response experiments where a step in 
pressure is induced during polish.  A legend mapping the numbered zones to color traces is provided.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 - The corresponding temperature changes for each zone are shown, where a step in down   
pressure from 2 psi to 6 psi is introduced at 120s.  The outer wafer radius is plotted in black, inner radius is 
plotted in red and middle wafer radii in blue, green and magenta. 
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As shown in Figure 5.4, wafers 3 and 4 are polished during a step decrease in down 
pressure from 6 psi to 2 psi for the same periods of time.  Consistent ramp up and ramp 
down behavior is observed across the replicate wafers 1 and 2 and wafers 3 and 4. To 
determine whether the down pressure relationship with removal rate is consistent, oxide 
wafers are also polished for 240 seconds at a constant down pressure of 2 psi (wafer 5) 
and at 6 psi (wafer 6) with no step change in down pressure, shown in Figures 5.5 and 
5.6.   The oxide thickness is measured before and after polish allowing for polish 
thickness and removal rates to be calculated.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4 – Temperature traces plotted for thermal response of pad to a step change in down pressure of 6 
psi to 2 psi at 120 seconds.  A legend mapping pad positions and colors is available in Figure 5.2. The outer 
wafer radius is plotted in black, inner radius is plotted in red and middle wafer radii in blue, green and 
magenta. 
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Figure 5.5 – Thermal response of pad to constant down pressure of 2 psi.  A legend mapping pad positions 
and colors is available in Figure 5.2. The outer wafer radius is plotted in black, inner radius is plotted in red 
and middle wafer radii in blue, green and magenta. 
 
 
 
 
 
 
 
 
 
Figure 5.6 – Thermal response of pad to constant down pressure of 6 psi.  A legend mapping pad positions 
and colors is available in Figure 5.2. The outer wafer radius is plotted in black, inner radius is plotted in red 
and middle wafer radii in blue, green and magenta. 
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252 
The post-polish oxide thickness measurements for the wafers polished with a step 
change in pressure are plotted in Figure 5.7, where the mean across multiple wafers is 
shown in a solid blue line and the maximum and minimum measurements plotted with a 
red dashed line.  Similarly, the post-polish oxide thickness measurements for the wafers 
polished with a constant down pressure are plotted in Figure 5.8, where the mean across 
multiple wafers is shown in a solid blue line and the maximum and minimum 
measurements plotted with a red dashed line.  The top panel of Figure 5.8 shows 
measurements from only one wafer in that only one of the wafers polished at a constant 
pressure of 2 psi survived the post-polish thickness measurement.  In both figures the 
initial, pre-polish, oxide thickness with a mean of 14,953 Å is plotted with a blue 
alternating dashed and dotted line.    
 
The points were measured using a SpectraMap 600 using the 49 site contour map 
shown in Figure 5.9.    These plots imply that this is a center-fast process that polishes 
faster in the center of the wafer than on the edges.  It can also be observed that an 
increase in down pressure from 2 psi to 6 psi induces greater nonuniformity in the center 
of the wafer.  By comparing these experimental measurements with the process 
conditions, the thermal relationships, both static and dynamic, can be described and 
verified.   
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Figure 5.7 –   The top panel plots the final oxide thickness versus wafer position for the step in down 
pressure from 2 psi to 6 psi.  The bottom panel plots the final oxide thickness versus pad position for the 
step in down pressure from 6 psi to 2 psi.  The mean oxide thickness measurement is shown as a solid blue 
line.  The maximum and minimum thickness measurements are plotted with red dash lines above and below 
the mean.  The initial,  pre-polish, thickness measurements versus wafer position are plotted with a blue 
dash-dot line. 
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Figure 5.8 –   The top panel plots the final oxide thickness versus wafer position for the constant down 
pressure of 2 psi.  The bottom panel plots the final oxide thickness versus pad position for the constant 
down pressure of 6 psi.  The mean oxide thickness measurement is shown as a solid blue line.  The 
maximum and minimum thickness measurements are plotted with red dash lines above and below the 
mean.  The initial,  pre-polish, thickness measurements versus wafer position are plotted with a blue dash-
dot line. 
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Figure 5.9 – The 49 site contour map for the SpecraMap thickness measurements are shown.  Points were 
averaged along a constant radius to determine radial thickness removed shown in Figures 5.7 and 5.8. 
 
 
5.2.2 - Analysis of Experimental Removal Rate with Regard to Preston’s Equation 
This section examines the linear relationship between force and removal rate as 
described in Preston’s equation and verifies it against the experimental results shown in 
Figures 5.7 and 5.8.  Preston’s equation states that the removal rate is linearly 
proportional to the product of pressure (the force F divided by the area of wafer A) and 
relative velocity V: 
( ) VAFkRR p ⋅⋅=  
Preston’s coefficient kp encompasses hard to measure process variables such as slurry 
transport effects and the coefficient of friction that affect removal rate.  It is commonly 
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used as a coefficient to fit empirically measured removal rate to specific pressure and 
relative velocity settings.    
 
In this section, we will use the removal rates calculated in the previous section to 
examine whether our empirical results match the expected removal rates expressed in 
Preston’s equation.  In the polish experiments shown in Figure 5.4 a change in pressure is 
introduced from 2 psi to 6 psi through a factor of three change in down force and for the 
experiments shown in Figure 5.5, wafers are polished at constant pressures of 2 psi and 6 
psi.  If a linear relationship does indeed exist, then a three-fold change in force should 
yield a three-fold change in the removal rate. 
 
Given the nonuniformity of material removed for each case in Figures 5.7 and 5.8, the 
average thickness removed across the wafer is used.  For wafers where the down pressure 
is set at a constant 2 psi and the wafer polished for 240 seconds, approximately 6271 

A  
of oxide is removed during an average removal rate of 26 s

A  or 1568 min
A

.  For wafers 
where the down pressure is set at a constant 6 psi and the wafer polished for 240 seconds, 
approximately 12,399 Å of oxide is removed during an average removal rate of 
min310052

A
s
A
= .  
 
Notice that a three-fold change in pressure (i.e. down force) results in a two-fold 
change in removal rate or a 33% decrease in removal rate over the linearly proportional 
expected value.  Excessive pad wear has been shown to yield lower removal rates, which 
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may be the reason for this decrease.  Further examination of the Preston relationship may 
also explain the difference.  Preston’s coefficient kp takes into consideration slurry 
transport and pad effects that may vary with changes in force, yielding a second order 
relationship between removal rate and force.   
 
The coefficient of friction itself may also depend on process regime, and this should 
be considered when examining the variation of removal rates with regard to step changes 
in pressure. Lai measured the coefficient of friction versus the product of viscosity and 
relative velocity divided by the pressure, to yield a classical Stribek curve indicating three 
possible modes of pad and wafer contact.2   The first is a contact mode region that has a  
constant high coefficient of friction for lower relative velocity and higher pressure 
conditions.  The second is a mixed mode where the coefficient of friction gradually 
decreases with an increase in relative velocity, decrease in pressure or both.  The third is 
a hydrodynamic mode that has a fairly constant lower coefficient of friction for higher 
relative velocity and lower pressure conditions. 
 
Given Lai’s plot, we would expect that the coefficient of friction, which is a 
component of the Preston coefficient, would remain constant if we are operating in 
contact mode with a three-fold increase in pressure from a pressure of 2 psi to a higher 
pressure of 6 psi.  If we are in mixed mode contact; however, an increase in pressure may 
increase the coefficient of friction.  In this case, such a change in pressure would yield a 
higher than expected removal rate.  Since we find a lower than expected removal rate, 
perhaps there are other factors that need to be considered.   For example, future 
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examination of the relationship between thermal behavior of the pad and coefficient of 
friction could also help shed some light on the observed phenomena. 
 
To further test Preston’s equation against the experimental results, the removal rates 
calculated for the constant pressure polishes are used to estimate the removal rate for 
polishes where a change in down pressure is introduced at 120 seconds.  Using the 
removal rates calculated for the constant pressure polishes of 2 psi and 6 psi and the 
average pre-polish oxide thickness, the thickness for a wafer where a step in down force 
is introduced is estimated as: 
 
AAAssAthickness s
A
s
A
estimated 5593 936014953)12052()12026(14953 =−=⋅+⋅−=  
 
The estimated thickness of 5593 Å can be compared to the means of the measured 
oxide thickness of 4103 Å for the positive step in pressure and 3427 Å for the negative 
step in pressure.  The average thickness for the positive and negative steps in force is 
3765 Å.  The difference in thickness removed between positive and negative steps in 
force is likely a result of the difference in the transient response to the respective changes 
in force and related impact upon slurry flow and pad deformation. These results seem to 
indicate that there is a dominant first order relationship between removal rate and force 
but higher order or transient effects of force that influence removal rate as well.   
 
The thermal response measurements do not demonstrate the expected linear 
relationship between temperature and force, as predicted in the energy equation: 
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As plotted in Figure 5.3, the pressure is increased from 2 to 6 psi (a three-fold or 
200% change) but the steady state temperatures increased about 4.5 ºC, an increase of 
only 21% from the steady-state temperature at 2 psi.   These observations indicate that 
further analysis is needed to model the relationship between temperature and the heat 
flow, not only into the pad, but also out of the pad, in order to explain the observed 
temperature increase.  This analysis may help verify assumptions regarding the 
mechanical and chemical mechanisms associated with polishing. 
 
To develop a simple thermal model for CMP, the following sections will:  examine 
the impact of CMP model parameters on heat flow mechanisms, characterize sources of 
variability in the process, use this understanding to develop a dynamic model and  
test the model against static and transient experimental results.   
 
5.3 Analysis of Energy Flow During Polish 
This section will examine the thermal energy generated during polishing and the loss 
mechanisms that transfer energy from the process.  Material removal through polishing 
occurs through the application of mechanical and chemical work while the pad is in 
contact with the wafer.  The thermal energy flow due to mechanical and chemical work 
will be examined as well as the thermal energy flow from the polish through convection, 
conduction and radiation.   
 
)),())((),((  )( tqrVrFctqrPEqT Nf ∆⋅⋅⋅=∆⋅=∆∝∆
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Lower and upper bounds will be defined within this chapter for heat flow due to 
various mechanisms.  The bounds are relative to a specified range of design choice and 
are not absolute upper and lower bounds.  The bounds will be tightened once 
experimental results can be used to provide further insight.   Formulations for both oxide 
and copper will be used to help explain experimental results presented later in this 
chapter.  The experiments cover a range of processes from 4-inch oxide polish using a 
Strasbaugh 6EG to an 8-inch copper and oxide polish on a tool built at MIT by Professor 
Jung-Hoon Chun’s CMP group. 
 
5.3.1 - Energy Flow into CMP   
The energy flow into polishing is through mechanical and chemical work imparted 
onto the wafer through forced contact with a polyurethane pad and slurry. 
 
5.3.1.1 - Mechanical Energy Flow:  The rate of mechanical energy generated during 
polish results from the deformation of bonds through frictional force between the rotating 
pad and wafer. The power into the pad can be described as: 
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where the velocity is expressed in terms of the relative linear velocity between the pad 
and wafer and the force component is the frictional force. To simplify the model, only 
matched velocities (where table and carrier speed are matched in rotational velocities) 
will be considered, so that relative velocity is constant across the wafer.  For a matched 
process we use the offset between pad center and wafer center (rp) and pad rotational 
velocity (wp) to find the linear velocity (vp) of the pad at the wafer center, as ppp rwv ⋅= .  
The wafer center has zero rotational velocity; thus the relative velocity across the entire 
wafer is simply the linear velocity at the wafer center (rp).   
 
For the 4-inch oxide experimental case, the rotational velocity of the pad is one-half a 
revolution per second and the pad positioned at the wafer center travels in an orbit of 
radius 0.83 feet from the center of the pad and the rotational velocity of the wafer at the 
center is zero.  The resulting relative linear velocity is 2.61 ft/sec. The frictional force can 
be calculated using a pressure of 6 psi, area of 12.54 in2 and the coefficient of friction. 
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Reported coefficients of friction for oxide polish often vary between 0.1 and 0.3.2  The 
higher coefficient of friction yields the rate of mechanical energy generated by the 
process as 80.06 watts and the lower coefficient of friction yields 26.68 watts. 
 
For comparison, the same calculations are completed for the 8-inch copper and oxide 
endpoint polish experimental set-up.  In these experiments the distance from the center of 
the pad to the center of the wafer, as well as the radius of the wafers, are different.  The 
rotational velocity of the pad is one revolution per second and the pad positioned at the 
wafer center travels in an orbit of radius 0.50 feet from the center of the pad.  The 
resulting relative linear velocity is 3.14 ft/sec. For the 8-inch process, coefficients of 
friction have been measured for the eight-inch process with range 0.1 to 0.3 for oxide and 
0.18 to 0.25 for copper.2  For the oxide eight-inch process, the higher coefficient of 
friction of 0.3 yields 385.05 watts and the lower coefficient of friction 0.1 yields 128.40 
watts.  For the copper eight-inch process, the higher coefficient of friction of 0.25 yields 
320.95 watts and the lower coefficient of friction 0.18 yields 231.11 watts.  The 
mechanical power calculations into CMP for the given processes are summarized in 
Table 5.1. 
Wafer Type Lower Cf Lower Power Higher Cf Higher Power
Oxide 4” 0.1 26.68 W 0.3 80.06 W 
Oxide 8” 0.1 128.40 W 0.3 385.05 W 
Copper 8” 0.18 231.11 W 0.25 320.95 W 
 
Table 5.1 – Lower and Upper Bound Mechanical Power Estimates for Oxide and Copper Polish 
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By calculating the rates of chemical energy generated during the transformation from 
oxide to hydrolyzed oxide and copper to hydrolyzed copper, an estimate of the total 
energy input into the process can be estimated. 
 
5.3.1.2 - Chemical Energy Flow:  During the formation of hydrolyzed copper and 
oxide, chemical energy due to enthalpy is released.  For the copper experiments, a neutral 
slurry was used and thus little energy was produced as there is no formation of chemical 
bonds between the abrasives and copper.  The enthalpy in forming hydrolyzed copper 
from the electroplated copper on the surface of the wafer is found to be 64.90 KJ/mol.71  
The rate of chemical energy produced through enthalpy can be calculated as: 
( ) 





⋅∆=
(t) secsin  time
(V) VolumeEnthalpyor watts) (J/s chemP  
where V is the volume of the copper removed in moles during a polish of duration of 
time, t.   The volume removed is the thickness of the layer multiplied by the area of the 8-
inch wafer is calculated to be: 
32242 1024.3))10(()101()( cmcmcmrhV −− ×=⋅⋅×=⋅⋅= ππ . 
 
To convert the volume in cubic centimeters (cm3) to mass in moles, the density of 
copper (D) is used: 
gcmVDmass
V
m
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and finally the atomic mass is used to acquire the mass in moles: 
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This is the mass of copper removed during a copper polish for 320 seconds, the 
approximate time until a full clear of the wafer.  
 
Plugging in these values along with the enthalpy for hydrolyzed copper yields an 
estimate of the rate of chemical energy generation due to enthalpy. 
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For the oxide polish, a non-neutral Klebosol 1501-50 KOH-based slurry was used 
where a silica abrasive chemically interacts with the oxide to increase the removal rate.  
The chemical reaction takes place in two steps. First, water from slurry reacts with the 
wafer surface resulting in dissolution under the applied load.  The hydrolysis of silicon 
dioxide near the surface of the wafer can be expressed as the following reaction: 
( ) 41222 )()(02)( OHSiSiOHSiO xx +⇔+ −  
where water diffusion into the oxide breaks Si-O bonds.46  In the second reaction step, a 
portion of the dissolved product adsorbs onto abrasive particles and small fractions are 
redeposited back to the surface.  The energy of formation as a result of the chemical 
interaction between the silica abrasive in the oxide slurry has been presented as 216 
kcal/mole.46   Other oxide slurries provide similar energy of formation up to 260 
kcal/mole.  For the 4-inch oxide experiments, the rate of chemical energy due to enthalpy 
can be expressed as: 
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For the 8-inch oxide experiments, the rate of chemical energy due to enthalpy is 
expressed as: 
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These calculations indicate that the mechanical energy is the dominant source of heat 
transferred to the pad during CMP.  The next section will examine heat loss mechanisms 
during CMP. 
 
5.3.2 - Energy Flow Out of CMP    
During the CMP process, most of the mechanical and chemical energy is transformed 
into thermal energy in the pad and slurry where it can be observed as a change in 
temperature.  The heat is then transferred via radiation, conduction to the granite table 
underneath and convection as the pad rotates under the flow of slurry over the pad 
surface. In this section, the heat loss mechanisms are examined and compared to the 
magnitude of total energy into the system. 
 
5.3.2.1 - Thermal loss due to radiation:  The thermal loss due to radiation is 
expressed as: 
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where the radius of the pad is 0.2 m and 0.4 is an estimate of the emissivity of the pad 
(based on emissivity from similar materials.  From the small power value, the heat loss 
due to radiation can be neglected in the energy flow balance. 
 
5.3.2.2 - Thermal loss due to conduction through the pad:  The platen consists of a 
polishing pad adhered to a granite table that rotates.  Heat in the pad can be transferred 
via conduction to the table and is expressed as: 
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where k is the thermal conductivity, A is the area of the pad, T is the temperature of the 
pad and table and L is the thickness of the pad.    
 
A polyurethane pad acts as a very good insulator and as such, the area for conduction 
is computed as the area of pad in contact with the wafer.  As illustrated in Figure 5.10, 
the area of the pad that experiences significant heat generation during contact with the 
wafer forms a ring from approximately 2 inches in radius to 10 inches in radius for the 8-
inch wafer experiments conducted on the MIT CMP machine.   
 
For the 4-inch wafer experiments polished on the Strasbaugh 6EG tool, the area of 
contact between pad and wafer forms a ring from approximately 6 inches to 14 inches in 
radius when oscillation is turned on.  It is difficult to consider the two eight inch rings in 
both set-ups as experiencing equal conditions.  The 8-inch wafers do not oscillate and 
thus the full ring section of the pad is continually being heated at least once every 
revolution.  The 4-inch wafers oscillate such that heating is spread out over an 8-inch 
distance.  However for a rough approximation these dimensions will suffice.  The areas 
directly heated during polish are computed as: 
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Figure 5.10 – The contact areas between the pad and wafer are shown for the 8-inch (top) and 4-inch 
(bottom) experiments.  Note that for the 4-inch oxide experiments the 4-inch wafer travels 2 inches either 
way during oscillation and the pad center to wafer center offset is slightly larger creating a slightly larger 
area than in the 8-inch set-up. 
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Using the thermal conductivity for polyurethane and the thickness of the pad, the heat 
flow through the pad into the table is calculated for 8-inch wafers as: 
 ( ) ( )  watts44.41
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K 29330719.002.0 3
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−
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

.   
For 4-inch wafers; qcond = 68.30 watts when oscillation is turned on and qcond = 35.37 
watts when oscillation is turned off.  Since we leave the oscillation active for all 4-inch 
experiments, 35.37 watts is used in the energy balance formulation. 
 
5.3.2.3 - Thermal loss due to slurry flowing over the table:  Thermal energy is 
transferred from the pad to the slurry flowing over it.  The slurry used in the 8-inch 
copper experiments is a chemically neutral Klebosol 1498-50.  For the 8-inch oxide 
experiments a Klebosol 1501-50 is used and in the 4-inch oxide polishes is a Cabot Semi-
Sperse 25 is used.  The copper processes use a mix of roughly 5% Al2O3 and 95% water, 
and for the oxide processes, roughly 5% silica and 95% is used.  The flow of thermal 
energy due to slurry transport is ( )inoutppslurry TTcmTcmq −⋅⋅=∆⋅⋅= , where m is the 
mass flow rate, cp is the heat capacity and ∆T is the difference in temperature of the slurry 
flow in and out.   The mass flow rate is calculated as the volumetric flow rate Vf 
multiplied by the specific gravity ρ, or ρ⋅= fVm . 
 
Calculations for both copper and oxide slurry are provided.  For copper, the mass 
flow is expressed as secsec 34.404.117.4
g
ml
gml
fVm =⋅=⋅= ρ  using the volumetric flow for 
the copper endpoint experiments and specific gravity ρ for the slurry.  As copper is 
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polished, removed particles become suspended in the slurry and are transported away 
across the pad.  Although the specific gravity of copper (8.96 g/ml) is considerably larger 
than that of pure slurry, the concentration of copper in slurry is expected to be relatively 
low (e.g. Maag measured these as 1.8 ppm or ml
g6108.1 −×  for a typical process).72  As 
such, the specific gravity and mass flow for the pure slurry will be used. 
 
For oxide experiments, the mass flow is secsec 46.304.133.3
g
ml
gml
fVm =⋅=⋅= ρ  for the 
four-inch oxide case, and secsec 34.404.117.4
g
ml
gml
fVm =⋅=⋅= ρ  for the eight-inch oxide 
polish, using the volumetric flow for the oxide step response experiments and specific 
gravity for oxide slurry.  Once again, as oxide is polished, removed particles become 
suspended in the slurry and transported away across the pad.  For oxide, the specific 
gravity is 8.96 g/ml which is also considerably larger than that of pure oxide slurry; 
however, the concentration of oxide is expected to be relatively low.  As such, the 
specific gravity and mass flow for oxide slurry will be used in the following calculations. 
 
The heat capacity for the slurries is not available but an estimate can be calculated by 
examining the constituents.  The copper slurry consists of 5% Al2O3 and 95% water as 
mixed.  Using the cp for Al2O3 and water, the cp can be estimated as: 
( ) KgJKgJKgJwaterOAlp cpcpc ⋅⋅⋅ =⋅+⋅=⋅+⋅= 01.4)18.4(95.077.005.0)(95.0)(05.0 32  
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The heat capacity for oxide can be similarly calculated. The oxide slurry consists of 
5% silica and 95% water as mixed.  Using the cp for silica and water, the cp can be 
estimated as ( ) KgJKgJKgJpc ⋅⋅⋅ =⋅+⋅= 01.4)18.4(95.075.005.0 . 
 
Finally the heat flow transported away from the pad by the slurry is expressed as: 
( )flowinflowoutppslurry TTcmTcmq −⋅⋅=∆⋅⋅= , where the temperature of slurry flow out 
and in represent the change in temperature.   
 
The product of mass flow and heat capacity provides a calculation of thermal 
conductance that will be used in the formation of a dynamic thermal model in Section 
5.6.  The thermal conductance is the expected heat flow in watts for every degree change 
in Celsius or Kelvin; using the mass flow m, this conductance is expressed 
as C
W
K
W
Kg
Jg
p
slurry cm
T
q

40.1740.1701.434.4  sec ==⋅=⋅=∆ ⋅
.  In a similar fashion, the 
thermal conductance for the four-inch oxide case is   88.13
C
W

and   40.17
C
W

in the eight-
inch oxide case. 
 
For every degree increase in the temperature from the incoming slurry to outgoing 
slurry, the heat flow for copper is 17.40 watts, for four inch oxide is 13.88 watts and for 
eight-inch oxide is 17.40 watts.  Given measurements of slurry temperatures flowing into 
and out of the process, a more accurate estimate of mass flow can be determined.   
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5.4 Energy Balance Formulation 
As stated in the introduction to this chapter, our hypothesis has been that the energy 
flow into the process is primarily transported from the process through the pad, and thus 
can be measured with the IR camera. The following energy balance formulation will 
allow us to test this hypothesis.  Given the calculations in Section 5.3 for energy flow 
rates into and out of the pad, the following balance is evaluated.  For copper and oxide 
CMP, lower and upper bounds on energy flow rates or power into the pad can be 
estimated using: chemmechin PPEnergy +=  with maximum and minimum mechanical and 
chemical contributions based on the earlier calculations.   
 
The bounds for energy flows into the process are summarized in Table 5.2.  The 
difference between wafer types in Table 5.2 is primarily due to the area of the 8-inch 
wafer versus the 4-inch wafer.  Given the similar wafer size, the energy input for oxide 
and copper are very close. 
 
Input Energy Flow Rate Upper Bound Lower Bound 
Copper (8 inch) 321.85 W 232.00 W 
Oxide (4 inch) 80.84 W 27.46 W 
Oxide (8 inch) 389.50 W 132.85 W 
 
Table 5.2 – Upper and lower bounds for energy flow into the CMP process 
 
For copper and oxide CMP, the equations for energy flow rates or power out of the 
pad are estimated as: slurrycondradout qqqEnergy ++=  , and are summarized in Table 5.3. 
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Output Energy Flow Rate   
Copper (8 inch) slurryC
W TWmW ∆⋅++

40.1744.4130.0  
Oxide (4 inch) slurryC
W TWmW ∆⋅++

88.1337.3530.0  
Oxide (8 inch) slurryC
W TWmW ∆⋅++

40.1744.4130.0  
 
Table 5.3 – Output energy flow rate equations for the CMP process 
 
If our hypothesis is correct, then the energy balance formulation could be used to 
predict the temperature increase in the slurry flowing into and out of the processes.  Table 
5.4 summarizes the predicted temperature increase for each process given the lower and 
upper bounds relative to the coefficient of friction.   
 
Copper: Est. Slurry Temp ∆  
Lower Cf (Power In) 10.97 °C 
Higher Cf (Power In) 16.07 °C 
 
Oxide 4”: Est. Slurry Temp ∆  
Lower Cf (Power In) 0 °C 
Higher Cf (Power In) 3.25 °C 
 
Oxide 8”: Est. Slurry Temp ∆  
Lower Cf (Power In) 5.23 °C 
Higher Cf (Power In) 19.98 °C 
 
Table 5.4 – Predicted Increase in Slurry Temperatures Using the Energy Balance Equations 
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To test these predictions and understand whether the true value is closer to the upper 
or lower bounds, the copper and oxide CMP processes are instrumented to compute the 
increase in slurry temperature. 
 
5.5 Thermal Behavior of Slurry Flow During Polish 
Experiments have been conducted to measure the temperature of incoming and 
outgoing slurry flow during the polish of oxide and copper wafers.  Thermocouples were 
used to measure the incoming slurry flow and an Agema 550 IR camera positioned to 
capture the temperature of slurry as it flowed off of the pad, and for the MIT CMP tool 
(8-inch wafer experiments) over the remaining two inches of granite table.  A 
thermocouple was also added to the drain to detect the temperature of slurry flowing out 
of the system.    
 
The information provided by the thermocouples is only partially useful.  The 
incoming slurry flow is measured to be 19.8 ºC.  Accurately measuring outgoing slurry 
temperature with the thermocouple proves difficult given the available positions where a 
thermocouple can be placed.  With the MIT CMP tool, the slurry drains across an 
appreciable distance and at a slow rate before entering the drain where the thermocouple 
must reside.  Cooler water, which had run over the pad and table before processing, 
cannot be completely drained from the trap and mixes with the slurry flowing off the 
table, subsequently cooling the slurry further.  As such, the temperature difference 
between incoming and outgoing slurry thermocouples is measured to be only a degree or 
so.   
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The ideal position to mount thermocouples is on the pad to measure the slurry 
flowing over the pad before appreciable cooling can take place due to slurry flow and 
mixing.  Given that the IR camera provides a spatial snapshot of temperatures across the 
pad, an IR movie of the process is analyzed frame-by-frame for to gain further insight.  
Frame-by-frame (at 0.177 seconds between frames) and slow motion analysis of the IR 
images discovers pockets of slurry flowing across the pad during polish that provide an 
interesting glimpse into the heat transfer and flow characteristics of the slurry.  (Note that 
when possible, IR frames in the following figures are fixed at the same temperature-to-
color mapping for comparison purposes.  However, it is occasionally necessary to change 
the scale to provide better resolution of an object of interest.) 
 
Figures 5.11 and 5.12 consist of images that are acquired from an IR video acquired 
during a copper polish.  The top panel of Figure 5.11 shows the beginning of polish 
where slurry is observed flowing in through a tube in the bottom left of the image at a 
temperature of 19.8 ºC.   The bottom panel of Figure 5.11 shows the end of polish where 
slurry ripples are observed around the carrier head.  Closer analysis indicates a fairly 
substantial difference between the steady-state pad temperature of 39.8 ºC and the slurry 
ripples at around 30 ºC.  The slurry flow at the edge of the table has cooled somewhat 
while traveling across the pad and is at a temperature of 28.9 ºC, falling in the range 
predicted by the energy balance analysis for copper. 
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Slow motion analysis of the IR video finds ripples or currents of slurry moving 
around the head and across the table.  Before this analysis, it was not clear whether the IR 
camera captures the pad temperatures (through the slurry), captures only the temperature 
of the slurry film, or whether the camera captures an average temperature of both slurry 
and pad.  The following figures provide some insight into this issue.  Consider frames 1 
and 2 at the top of Figure 5.12 which are acquired 0.22 seconds apart.  Notice the ripple 
or blob of slurry indicated by the white box in frame 1 that flows around the head toward 
the bottom of frame 2.  In frame 1, the average temperature of all the pixels in that box is 
31.5 °C and in frame 2, the average temperature in the box is 37.9 °C.   Given the thermal 
mass of the pad and table, the sudden change in temperature of 6.4 °C within 0.22 
seconds could not occur in the pad and must be due to the slurry.  It is also highly likely 
that the slow increase and decrease in the overall pad temperature (Figure 5.12), on a 
time scale of tens of seconds, is primarily due to a change in thermal energy inside the 
pad.  There is also a continuity of temperature whether increasing or decreasing along the 
radius of the pad. 
 
The last frame in Figure 5.12 is representative of hundreds of other frames in this 
series where the ripples of slurry around the head are approximately 29 to 31 ºC, the 
hotter areas believed to be primarily the pad are approximately 37 to 38 ºC and the outer 
edges of the table where the slurry flows off the table are about 2-3 degrees cooler than 
the slurry observed at the head.  The observed cooling of slurry as it travels from the head 
to the outer edge of the pad is believed to be due to convection as air travels over the pad 
rotating at one revolution per second.   
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Figure 5.11 – Images taken from IR video of a copper polish.  The top panel shows the slurry flowing in at 
19.8 °C at the start of the polish.  The bottom panel from the end of the run shows slurry ripples around the 
head at around 30 ºC.  The edge of the pad also indicates the temperature of slurry running off the table at 
28.9 ºC. 
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Slurry flow in 
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Time: 3:14
Time: 0:02
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Figure 5.12 – A sequence of IR frames from a copper polish are shown.  The top two panels are 0.22 
seconds apart and indicate how fast the temperature at a fixed reference point can change as a ripple of 
slurry moves through the frame.  The conclusion is that noise-like variation observed in the IR images at a 
timescale within a second is due to slurry ripples moving through the image.     
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Figures 5.13 and 5.14 display temperatures measured across the pad over time at 
positions indicated within the IR image (top panel of Figure 5.13).  Positions 4 (shown in 
green) and 5 (shown in red) are near the carrier/head where the slurry ripples occur most 
frequently.  Positions 6 (shown in blue) and 7 (shown in magenta) are 3 to 4 inches from 
the carrier head and are aligned with those pad positions that contact the center of the 
wafer.  Positions 8 (shown in black) and 9 (shown in cyan) are located at the edge of the 
pad where the slurry flows off the table.   
 
The most noticeable characteristic is the significant variance in temperatures near the 
head due to the slurry ripples occurring on a timescale of milliseconds.  Some of the 
ripple effects can be observed at positions 6 and 7; however, the difference in variance 
over the period of 120 to 140 seconds is 0.908 for position 5 versus a variance of 0.198 
for position 6.  When no slurry ripples are present at these positions, their temperatures 
are roughly equal indicating that the temperature of the underlying pad is being 
measured.  In contrast, the variance in temperature measured at position 9 is 0.0364 
where the flow of the slurry off the pad is laminar.  Through convection due to air 
moving over the rotating pad, the slurry cools as it travels from under the wafer and near 
the head toward the edge of the pad by about four °C.   
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Figure 5.13 - Temperature measurements over time are plotted for some of the pad positions indicated in 
the IR frame (top panel).  Most of the slurry ripples occur at positions 4 and 5 near the head plotted in green 
and red respectively.  Most of the slower changing and higher temperatures are observed on the pad about 3 
inches out from the head at positions 6 (blue) and 7 (magenta).  The slurry flow leaving the table is 
captured at positions 8 (black) and 9 (cyan).  The variance of position 5 from 120 to 140 seconds is 0.908 
versus 0.198 for position 6.  
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Figure 5.14 - Temperature measurements over time are plotted for some of the pad positions indicated in 
the IR frame (top panel of Figure 5.13).   Position 1 (in red) is located in front the slurry tube and position 2 
(in green) is located slightly behind the slurry tube.  Due to the rotation of the pad/table (clockwise from 
right to left in this frame), the slurry immediately gets pulled under the slurry tube upon contact with the 
pad leading to large negative spikes where temperature decreases suddenly in position 2 (in green) over 
position 1 (in red). 
 
We have considered including convection due to air flow over the pad in our heat loss 
model; however, convection in air is normally modeled at the interface between air and 
an object of interest. Since there is a thin layer of slurry covering the pad, it creates a 
much more complex loss mechanism that what is addressed here.  As such, we use only 
the convection due to fluid mechanics via slurry flow across the pad, which has a larger 
mass flow property than the air and thus higher heat flow away from the pad.  Regardless, 
the observed variations in slurry temperature seem to support the predicted temperature 
range forecasted in the energy balance equations.  To complete the analysis for both 
copper and oxide CMP, the next set of figures will examine slurry transport effects for an 
oxide polish. 
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Figure 5.15 contains two IR images acquired during an 8-inch oxide polish on the 
MIT designed CMP tool.  The top panel shows the onset of polish (the pinkish flash 
toward the middle left edge) as well as the edge of the table where there are two inches of 
exposed granite table between the pad edge and table edge.  The bottom panel shows the 
table during polish where the slurry is observed flowing over the pad from the carrier 
(upper left) to the table edge (lower right).  The contrast between the colder granite table 
and the heated pad can also be observed.  A finger visible in the lower right corner 
indicates the bare edge between the pad and end of the table.   
 
Figure 5.16 contains a sequence of IR images acquired during an oxide polish.  
During the transition from the top frame to the middle frame, a sudden increase of 
temperature of nearly 4 ºC in 0.15 seconds may be observed.  During the transition from 
the middle frame to the bottom frame over 0.39 seconds, a sudden return to 20.5 ºC may 
also be observed.  It is highly unlikely the granite table could heat and cool four degrees 
in less than a second, given the required level of energy.   The mass of the granite table is 
100 pounds and the pad serves as an insulator restricting the flow of heat to it.  Even so, 
the shear mass of the table would require significant thermal energy on the order of: 
wattsKkgTcmq KkgJtable  274,159)4)(879()3.45( =⋅=∆⋅⋅= ⋅
  to heat four degrees in 
under a second.  In the next set of figures, the near constant temperature of the granite 
table throughout the process will be used as a reference from which to estimate the 
temperature of slurry flowing off the table.  What is observed in these frames is a 
significant mass flow of slurry at 24 ºC over the edge of table. 
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Figure 5.15 – The IR images in this figure were taken from an oxide polish.  The top panel shows the onset 
of polish (the pinkish flash toward the middle left edge) as well as the edge of the table where there are two 
inches of exposed granite table between the pad edge and table edge.  The bottom panel shows the table 
during polish where the slurry can be observed flowing over the pad from the carrier (upper left) to the 
table edge (lower right).  The contrast between the colder granite table and the heated pad can be observed.  
A finger in the lower right indicates the edge between the pad and table. 
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Figure 5.16 – Sequence of IR images acquired during an oxide polish.  Note the sudden increase of 
temperature of nearly 4 °C in 0.15 seconds and then return to 20.5 °C in 0.39 seconds.  The granite table 
cannot heat and cool four degrees in less than a second, thus we are observing localized slurry 
temperatures. 
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The sharp increase and decrease of measured temperatures on the edge of the pad 
occurs often during the polish.  Figure 5.17 contains another sequence of IR images 
acquired during an oxide polish.  The top frame shows a ripple of slurry flowing across 
the granite table.  The middle and bottom frame toward the end of the polish show 
another four-degree transition in 0.55 seconds.  The temperature of 21 ºC recorded in the 
lower right of the bottom frame most likely indicates a thin film of slurry or potentially a 
0.5 ºC increase in the temperature of the top edge of the table.  What is not easily 
observed in these frames is that during the complete duration of polish, a thin layer of 
slurry is always present on the granite edge cooling under convection between air and the 
rotating table. 
 
Figure 5.18 plots the temperatures across the granite edge of the table versus time for 
the frames contained in Figure 5.16.  Four positions across the granite edge of the table, 
indicated in the IR frame in the lower panel, are plotted over a three second period to 
illustrate how waves of warmer slurry flow over the pad and off the cooler granite table. 
 
Using the granite table as a reference, the slurry flowing out of the process has a 
temperature of approximately 24.2 ºC.  This is a 4.7 ºC increase over the incoming slurry 
temperature of 19.5 ºC measured using a thermocouple and verified with the IR camera.  
As verified in the copper experiments as well, the 4.7 ºC increase in slurry temperature is 
in the range predicted by the energy balance equations.  For the 4-inch oxide 
experiments, the temperature increase is approximately 4.3 ºC.   
286 
 
Figure 5.17 – Sequence of IR images acquired during an oxide polish.  The top frame shows a ripple of 
slurry flowing across the granite table.  The middle and bottom frame toward the end of the polish show 
another four degree transition in 0.55 seconds.  The temperature of 21 degrees recorded in the lower right 
of the bottom frame indicates either a thin film of slurry (mostly likely) or a 0.5 degree increase in the 
temperature of the top edge of the table. 
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Figure 5.18 – The temperature traces for the four positions shown in the IR frame are plotted versus time 
for the image sequence shown in Figure 5.15.  Times are converted to seconds, in the figure above, so 
2:26.93 is 146.93 seconds.  The waves of warmer slurry flowing over the cooler granite table can be 
observed in the temperature plots over the three seconds.   
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4.
Positions 1-4
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The measured and predicted temperature changes in slurry flow in and flow out of the 
process are provided in Table 5.5.  The predicted change in temperature is shown for both 
the low and high coefficients of friction, cf. As expected, the measured temperature 
change is close to or within the predicted temperature. For the four-inch oxide process, 
the measured change in temperature is closer to the predicted temperature using the 
higher coefficient of friction value.  However for the eight-inch copper and oxide 
polishes on the MIT CMP tool the measured change in temperature is slightly lower than 
the predicted temperature using the lower coefficient of friction. This could be due to a 
slightly higher mass flow rate m, a lower coefficient friction, or most likely, the cooling 
of the slurry during its path across the table.  Another possibility is that there is more heat 
conducted through the polishing head and table than is accounted for here. 
 
Wafer Type Measured ∆T Predicted ∆T Range (low cf ) 
 
Predicted ∆T Range (high cf) 
 
Copper 8” 9.1 °C 10.97 °C 16.07 °C 
Oxide 4” 4.3 °C 0 °C 5.14 °C 
Oxide 8” 4.7 °C 5.06 °C 19.81 °C 
 
Table 5.5 – Measured and Predicted Changes in Slurry Flow Temperature 
 
These experimental results support the energy balance formulation and subsequently 
our hypothesis that most of the thermal energy generated in the process is conducted 
through the pad and slurry.  Again, this is important in that while the mechanical and 
chemical mechanisms responsible for polishing cannot be readily observed in real-time, 
the flow of heat through the pad and slurry can be observed.  These experimental results 
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demonstrate the capability of IR based cameras to characterize the energy flow out of the 
process and thus provide insight into the energy flow into the actual polish.  The next 
section will use the foundation built in Sections 5.3 to 5.5 to construct a dynamic model 
for thermal energy flow in CMP. 
 
 
5.6 Thermal Model of Heat Transfer in CMP 
From the analysis of heat generation and loss mechanisms in the prior section, a 
thermal model of the dynamic system can be developed.  A conceptual model of all of the 
heat flow mechanisms examined in prior sections is shown in Figure 5.19.  Beginning in 
the upper left of Figure 5.19, polishing occurs via mechanical and chemical energy 
creating heat.  The heat flows primarily into the pad and the slurry at a rate proportional 
to the thermal conductivity of the pad and slurry. The thermal energy is stored in the pad, 
raising the temperature of both the pad and slurry.  The slurry flowing over the pad 
removes the heat at a rate proportional to the product of  the mass flow rate of the slurry 
and the specific heat.  Convection due to air flowing over the slurry as the pad rotates at 
one revolution per second is considered to be a minor effect and is neglected.  The 
conceptual model shown in Figure 5.19 motivates a circuit-based representation or model 
to simulate the dynamic behavior observed using the IR camera.  The resulting thermal 
model will be generalized for both copper and oxide CMP. 
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Figure 5.19 – Conceptual view of heat transfer process during CMP.  The process begins with generation 
of heat (both mechanical and chemically generated) during polish that flows into the pad, as dictated by the 
thermal conductivity of the pad and slurry, R1.  The flow of heat increases the temperature of the pad, 
which stores it as a thermal capacitance.  The flow of slurry over the pad cools the pad at a rate equivalent 
to the mass flow rate multiplied by the specific heat of the slurry, Rs.  The heat is transferred out of the pad 
via the slurry flow and into a slurry trap outside the CMP tool. 
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5.6.1 - Dynamic Model of Thermal Energy Flow in CMP   
There are analogous concepts between electrical and thermal dynamic systems that 
allow for simple dynamic models to be developed and simulated.  A review of the dual 
concepts between the two systems may be helpful.  The total heat flow qf expressed in 
joules per second or watts is analogous to electrical current expressed in coulombs per 
second or amperes.  The temperature in degrees Celsius or degrees Kelvin is similar to 
the electrical potential energy or voltage expressed in volts.  The thermal energy stored in 
a material or fluid is modeled as a thermal capacitance, Ct, and has units of joules per 
degree Kelvin, while electrical energy is stored in capacitors with units of coulombs per 
volt.  Perhaps the strongest analog is resistance where thermal resistance is defined as the 
opposition to the heat flow and has units of degrees Kelvin or Celsius per one watt.  The 
analog to thermal resistance is electrical resistance defined as the opposition to current 
and expressed in ohms.  An ohm is defined as the resistance when there is one ampere of 
current in a material where a potential of one volt has been applied.   
 
The equivalent representation for the CMP thermal model is shown in Figure 5.20.  
The heat flow qf  generated during polish is calculated as the sum of heat flow due to 
mechanical and chemical work in Section 5.3.1 and modeled as a current source. The 
heat energy flows from the wafer to pad interface and into the pad, which is modeled as a 
thermal capacitance, Ct.   The thermal resistance R1 associated with the pad and slurry 
interface acts as a barrier to the conduction of heat into and out of the pad and as such, 
impacts the speed at which the thermal capacitance charges and discharges.  Thus, in a 
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circuit representation R1 should be placed in parallel to the thermal capacitance during the 
heating cycle when energy flows into the pad.  The Thevenin equivalent could be used by 
multiplying the known heat flow qf by the calculated R1 to compute a voltage source; 
however, both circuit representations would yield the same results.  It is hard to separate 
the pad and slurry contributions to resistance since the pad absorbs some of the slurry as 
well supporting a slurry layer 40 to 90 microns thick between the wafer and pad.  This 
issue will be addressed in the numerical calculations for R1.   
 
The flow rate of the slurry is fixed during a run; however, the heat transferred out of 
the pad through the pad and slurry interface and into the slurry flow varies with the 
increase in pad temperature.  Thus the heat loss mechanism can be modeled as a 
temperature dependent heat flow current source or simply as a lumped thermal resistance, 
R1 + Rs.  The reference temperature, Troom, is shown as room temperature.  However, it is 
common for pads to continually heat with repeated polishing, and Troom can be adjusted to 
accommodate the temperature of the pad at the start of the polish. 
 
The large-signal dynamics of this model are dictated by a balance between the charge 
and discharge of energy in the thermal capacitance.  The rest of this section examines the 
large-signal phenomena and associated time constants, and calculates the thermal 
resistances, R1 and  Rs, and the thermal capacitance, Ct, from first principles knowledge 
of the process. 
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Figure 5.20 - Thermal systems model for heat flow during CMP process that allows for simulation and 
discussion of time constants associated with thermal energy stored in the polishing pad. 
 
5.6.1.1 - Determining Thermal Resistance and Capacitance:  Since the focus of this 
section is to develop a model of heat transfer into and out of the pad, analysis will begin 
with the representation of observed thermal behavior in the pad and then determine the 
energy flow mechanisms around that representation.   In many cases, the model 
parameters are not known and as such, a range or upper and lower bounds are used to 
describe a series of model candidates.  Experimental results will then be combined with 
physical and chemical knowledge of the process to derive the best dynamic model among 
the candidates. 
 
The pad is considered as a thermal energy storage element or thermal capacitance 
where the flow of heat in watts into the pad is governed by the flow equation: 
dt
dT
C
dt
dT
Cmtq pt
p
pcap ⋅=⋅⋅=)( , where dTp/dt is the change in measured temperature 
over observation time dt and the thermal capacitance Ct is the mass flow multiplied by 
the pad and slurry heat capacity, Cp.   
qf 
Troom 
Tpad
Ct
R1
Rs
R1
294 
 
The thermal energy that is transported away in the slurry can be modeled as a 
temperature dependent heat sink using the qslurry formulation, computed in Section 
5.3.2.3.  As expressed in the formulation of qslurry, the amount of heat transported is 
partially due to the flow rate of the slurry that is independent of the thermal model and 
partially due to the temperature of the pad relative to the room.  One could consider the 
measured pad temperature as proportional to the potential energy stored in the thermal 
capacitor element.  As such, the heat transport due to slurry flow, qslurry, is modeled as an 
equivalent resistance, Rs, that scales the heat current flow proportional to the pad 
temperature.   Rs  and R1 are considered as lumped resistances that dictate how fast the 
thermal energy in the pad can be transported away by the slurry. 
 
Rs is expressed as ( ) WCKgJgpslurrys cmT
q
R 057.001.434.4)(
1
sec
1
1
=⋅=⋅=





∆
=
−
⋅
−
−
 
where the mass flow rate and specific heat are taken directly from the qslurry calculations.  
For the four-inch oxide step response experiments, Rs is calculated to be 0.075 WC
 . 
 
The current flow equation is slurry
p
pslurry
p
tf qdt
dT
Cmq
dt
dT
Ctq +⋅=+=)( , where the 
thermal capacitance Ct is computed as the product of the mass and specific heat of the 
pad and slurry.  The temperature can be solved to find the pad temperature: 
 [ ]RCtRCt eqRTiqReTTTT fTfTfifp −− ⋅⋅−−⋅=⋅−−= )()()(  
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The resistive element that dictates how fast the pad heats is inversely proportional to 
the conductivity of the pad and slurry present during polish.  For the 8-inch wafer 
experiments, R1 is calculated as: 
( ) ( ) WKKmWh m
m
CA
LR 40.0
078.0032.0
101000
2
6
1 =
⋅
×
=
⋅
=
⋅
−
 
where the effective heating length, L, is taken to be the groove depth of the pad  and the 
thermal conductivity is estimated from the combination of pad and slurry at the wafer and 
pad interface: 
Km
W
hh slurryCnepolyurethaC ⋅=⋅+⋅=⋅+⋅ 078.010.060.090.002.0%10)(%90)(  
 
The potential for error is substantial in the calculation of R1, due to the complex 
interactions between the pad and wafer during heating.  The interaction between the 
slurry and pad under the wafer is still an area of much research; determining the thermal 
resistance to heating the pad requires knowledge of the heating length, L, and the thermal 
conductivity, Ch.73   
 
As shown in Section 5.5, the thermal flow across the pad outside of the wafer can 
resemble currents in a stream.  Given that it is highly unlikely that the thermal mass of 
the pad can change several degrees within a couple of seconds, a case could be made that 
much of the heating occurs in the porous portion of the pad (at very top) and in a small 
layer of slurry reported to be 40 to 60 microns thick at these force and platen speeds.74  
As such, the heating length of the pad and slurry that contribute to thermal resistance, the 
area of heat concentration, and the combination of constituents that make up thermal 
296 
conductivity all introduce variability into the calculation of R1.  A lower bound for R1 is 
calculated for 50% of the pad (500 micron) and a 50 micron layer of slurry as well as the 
90% pad to 10% slurry ratio in computing thermal conductivity.  The result is:  
( ) ( ) WKKmWh m
m
CA
LR 24.0
078.0032.0
10550
2
6
1 =
⋅
×
=
⋅
=
⋅
−
 
For the four-inch oxide experiments, R1 is calculated to be 1.58 to 0.31 WK
  for the same 
heating lengths used here.   
 
The thermal capacitance is ( ) ( )
K
J
gK
J
pt gCmC 36.16113.142.0340 =⋅⋅=⋅= , where m 
is the mass of the pad area heated during polishing.  The total mass of the pad is 340g and 
42% is the percentage of the pad that directly contacts the wafer during polishing.  There 
are several studies that are examining how much of the pad participates in the polish and 
this would also impact how much of the pad accepts or stores thermal energy.75,73,2  As 
stated in the formulation for R1, a case could be made that all polish and heating occurs in 
the top section of the pad which is roughly 200 to 500 microns in thickness, or roughly 
20-50% of the total thickness and volumetric mass, which implies that the thermal 
capacitance might be closer to 20-50% of the value calculated above.  Since polyurethane 
acts like a thermal insulator, the pad is likely to conduct heat more easily into the slurry 
layer above it than through the polyurethane below, strengthening the case that Ct may be 
20 to 50% of that previously calculated, or 80.5 J/ ºK rather than 161.36 J/ ºK.  To 
maintain consistency in the calculation, the higher bound time constants for R1 and Ct that 
use the full pad thickness and mass, and the lower bound time constants use 50% of the 
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pad thickness and mass.  For the four-inch oxide experiments, the Ct value is 
approximately 67.23 to 134.47 J/K. 
 
Using the lower and upper bound estimates for R1 relative to the heating length, the 
time constants for the increase in temperature due to polish are computed from the model 
parameters: sec32.1950.8024.0  1arg =⋅=⋅= KJWKtech CRτ for the lower bound, and 
sec50.6436.16140.01arg =⋅=⋅= KJWKtech CRτ  for the upper bound. 
 
The series resistances R1  and Rs are associated with the discharge of thermal energy 
through both pad and slurry flow, and the potential difference between the pad and room 
temperature.  As such, R1 and Rs are used to calculate the time constants associated with 
the transfer of energy via slurry flow.  The lower bound is estimated to be 
sec90.2350.80)24.0057.0()( 1arg =⋅+=⋅+= K
J
W
K
tseischd CRRτ , and an upper bound is 
sec74.7336.161)40.0057.0()( 1arg =⋅+=⋅+= K
J
W
K
tseischd CRRτ .   
 
In the temperature plots throughout Chapters 4 and 5 for 8-inch copper polishes, the 
time constant of the initial transient is clearly closer to the lower bound time 
constants, ech argτ , of 19.32 seconds than the upper bound time constant of 64.50 seconds.  
The lower bound R1 and Ct values are likely more accurate and as such, will be used in all 
subsequent calculations and simulations. The energy balance formulation has also 
indicated that the actual coefficients of friction values for the 8-inch copper experiments 
are closer to the lower bound and such the input power of 231 watts will be used for the 
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subsequent calculations and simulations.  In the next section, the thermal model 
parameters are simulated in Hspice to compare the thermal response to experimental 
measurements for 8-inch copper polishes using chemically neutral and active slurries.   
 
5.6.2 - Examination of Small-Signal Dynamics Associated with Thermal Models   
In most of the prior IR thermograph based measurements, pad temperatures were 
recorded and examined at a fixed reference point close behind the carrier to provide as 
high a signal-to-noise representation of wafer and pad interaction as possible.  However, 
there are more complex thermal behaviors not captured by limiting analysis to a fixed 
reference point.  Each point on the pad that heats upon contact with the wafer during 
polish also cools when it travels around the table under the flow of slurry.  This section 
examines the dynamics associated with the thermal cycle the pad experiences. 
 
A thermal cycle for a particular point on the pad during one revolution is shown in 
Figure 5.21.  Each point on the pad travels in an orbit either in contact with the wafer or 
under the flow of slurry and air.  When the point is in contact with the wafer, the 
mechanics of polishing transfer heat into the pad.  When the pad leaves the wafer and 
travels under the flow of slurry and air, fluid mechanics associated with convection 
transfer heat out and cool the pad.   The top panel shows a top-down view of a specific 
point on the pad as it travels in a fixed radius under the carrier/wafer during polish and 
then around the pad under the free flow of slurry and air.  The middle panel shows the 
pad acquiring heat during polish while in contact with the wafer and retaining ring and 
then cooling under the flow of slurry and air.   
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Figure 5.21 – The thermal cycle for a particular point on the pad during one revolution is shown. The top 
panel shows a top-down view of a specific point on the pad as it travels in a fixed radius under the 
carrier/wafer during polish and then around the pad under the free flow of slurry and air.  The middle panel 
shows the pad acquiring heat during polish while in contact with the wafer and retaining ring, and then 
cooling under the flow of slurry and air.  The bottom panel shows the pressure profile and the associated 
change in force on the wafer, which introduces energy into the system during the heating/polish phase of 
the cycle. 
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The bottom panel shows the pressure profile putting energy into the system, through 
source qf, during the heating/polishing phase of the cycle.  From a circuit perspective, the 
thermal energy put into the system proportional to the pressure can be modeled as a pulse 
train which periodically supplies energy into the system.  The width of this pulse varies 
with the amount of time the pad is in contact with the wafer.   
 
Figure 5.22 shows how contact distance cd varies with regard to pad radius.  In 
Figure 5.22, the blue arcs display the contact path and distances that the pad radii trace 
with regard to wafer position.  Seven pad radii are shown where wafer position 100 mm 
is roughly 20 mm from the pad center while the wafer position, –100 mm, is roughly 220 
mm from the pad center (for the 8-inch tool case).  The pulse width as a function of pad 
radius t(r) can be expressed as: 
sec2
)()(
rev
tablevr
rcdrt
⋅⋅⋅
=
π
 
 
The contact times associated with an 8-inch wafer running on a 300 mm radius pad 
are shown in Figure 5.22.  This is similar to the set-up used in the copper endpoint 
experiments.  For the four-inch wafers, this value is approximately half of the contact 
times for the eight-inch case, given the similar proximity between the center of the pad 
and center of the wafer in both cases.   
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Figure 5.22 – The arcs display the contact path and times that the pad radii trace with regard to wafer 
position.  Seven pad radii are shown where wafer position 100 is roughly 20 mm from the pad center while 
wafer position –100 is roughly 220 mm from the pad center. 
 
 
If the individual time constants associated with heating and cooling are much smaller 
than the time the wafer spends in contact with the pad or cooling in rotation around the 
pad, then the temperature would reach its maximum value in the first cycle and fully cool 
to room temperature before the next cycle.  Given that the transient rises in pad 
temperatures have much longer time constants as calculated in the prior section, one 
could expect the pad to initially accumulate more thermal energy than it loses, thus 
explaining the transient increase in temperature from the beginning of each polish.  
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According to the thermal model described in the prior section, the flow of heat energy 
due to slurry flow, qslurry, increases as the temperature of the pad increases.  The thermal 
model predicts that the pad temperature will reach steady state when the flow of energy 
in due to contact between pad and wafer is equal to the flow of energy transported away 
by the slurry.   
 
To further validate the thermal model, the model shown in Figure 5.20 is 
implemented in the Hspice circuit simulation program and the pad temperature predicted 
by the simulation will be compared to the actual temperatures measured during the 
thermal response experiments. 
 
5.6.3 - Hspice Simulations of Thermal Model for CMP   
The circuit representation, presented earlier in Figure 5.20, has been implemented in 
Hspice to examine the dynamic response of pad temperature to the periodic pulse of 
thermal energy that goes into the pad during each revolution.     
 
When a point on the pad leaves contact with the wafer and travels around the table 
under the cooling effect of convection in slurry and air, it is equivalent to the current 
source supplying no current to the circuit.  This cooling effect is modeled as the thermal 
capacitance discharging heat flow into the thermal resistance presented by the slurry to 
pad interface, R1 and the slurry flow across the pad, Rs.  To separate the heating and 
cooling mechanisms, a switch has been added to the equivalent circuit where the 
resistance R1 is used during heating of the pad or charging of the thermal capacitance 
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(switch in position A) and R1 and Rs are used during the cooling of the pad or discharging 
of the heat energy stored in the thermal capacitance (switch in position B).  The 
relationship between the switch and the periodic flow of the current source is also 
described in Figure 5.16 where the pulse of current is shown in the right panel.   
 
Figure 5.23 – Hspice circuit representation for CMP thermal model and heat current source input are 
shown for these simulations 
  
To test the model, the experimental parameters from one of the copper endpointing 
runs is used along with the values R1, Rs and Ct in the Hspice model shown in Figure 
5.23. This is one of the copper endpoint experiments using a neutral slurry.  The results 
of this simulation are shown in Figures 5.24 and 5.25.   
 
A close-up view of the pulse-train behavior of the incoming heat from polishing is 
shown in Figure 5.24.  The bottom panel of Figure 5.24 plots the sawtooth nature of the 
pad temperature in response to heating during contact with the wafer to cooling while 
rotating under the flow of slurry and air, during one revolution.   
heating cooling 
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Figure 5.24 – Hspice output where the pulse train qf is shown as current and the pad temperature Tp is 
shown as voltage.  Note the sawtooth nature of the pad temperature during the heating (charging) and 
cooling (discharge) phase of each pad revolution. 
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The same model simulation of pad temperature is shown in the top panel of Figure 
5.25, but over a longer time scale so that the relative time constant can be viewed.  The 
bottom panel of Figure 5.25 plots the experimentally measured temperature during the 
run along with a step response using the same time constant dictated by the thermal 
model parameters: R1, Rs and Ct. 
  
The same Hspice model is generated for the copper experiments conducted in Section 
5.5, where a non-neutral, chemically active Rodel MSW2000 slurry was used.  The key 
difference between the responses of the chemically active slurry plotted in Figure 5.26 
and the chemically neutral, shown in Figure 5.25, is the longer time constant and a higher 
steady-state temperature.  Given that the downforce and relative carrier and table 
velocities are the same, any variation in the thermal response is most likely due to use of 
the chemically active slurry.    
 
In an effort to identify the factors that cause this variation, the thermal model is 
adjusted by slightly increasing the power into the process to compensate for the added 
chemical energy.   However, just as one would expect when increasing the voltage or 
current source in a similar RC circuit, the time constants do not change and the 
temperature simply peaks at a higher steady state value. An understanding of circuit 
behavior prompts the question whether a chemically active slurry might also impact the 
thermal resistance, R1; however, in which case the time constants would be impacted. 
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Figure 5.25 –  Comparison of experimentally measured pad temperatures (top panel) and Hspice model 
predicted temperatures (bottom panel) for the copper endpointing experiment (run is truncated at 200 
seconds to illustrate similarity in ramp up).  The blue trace in the bottom plot is a step response fitted to the 
measured data with a time constant of 19.3 seconds. 
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Figure 5.26 – The same Hspice model was generated for the copper experiments conducted in Section 5.5 
that use a chemically active Rodel MSW2000 slurry.  Note that a non-neutral slurry was used resulting in a 
longer time constant and a slightly higher steady-state temperature.  To fit the experimental data the 
resistance R1 was increased 16% from 0.24 WK
  to 0.28 WK
  with everything else remaining the same.  
The top plot overlays the pulse train qf (plotted in red) with the pad temperature Tpad (plotted in blue) to 
provide a better view of the heating and cooling phase of each pad revolution.  The bottom plot shows the 
temperature increase in the pad over 200 seconds so that the steady-state value may be observed. 
 
We find that increasing the thermal model resistance R1 16% from 0.24 WK
  to 0.28 
W
K  (with all other parameters remaining the same) yields the correct transient when 
compared to the experimentally measured temperature.  A question can be raised as to 
why increasing the resistance, R1, has the same effect as polishing with a chemically 
308 
active slurry.   One key difference is that the chemically active slurry reacts with the 
copper to increase the rate of copper removed.  The chemically active slurry provides a 
more efficient polish in that it weakens chemical bonds yielding a faster removal rate 
given the same force and velocity settings.  As a result, the polish with the chemically 
neutral slurry had just barely cleared whereas the polish with the chemically active slurry 
polished well into the barrier layer.  So the increase in temperature makes sense given the 
original notion that a higher removal rate yields a higher temperature.   
 
5.7 Summary of Thermal Modeling Results 
This chapter begins with a hypothesis that the majority of heat generated during CMP 
is transferred from the process through the polishing pad and slurry flow.  To prove this 
hypothesis the energy flow mechanisms into and out of the process are formulated using 
first principles based models of CMP control and process parameters, and the models 
verified with experimental results.  In doing so, an energy balance is determined and used 
to predict the increase in slurry temperatures during polish.  Experiments are conducted 
to examine slurry flow and calculate the heat transfer due to slurry flow.  These 
experiments confirm that the energy generated by mechanical and chemical work is 
roughly equivalent to the heat energy flowing out of the process via the slurry and pad.   
 
The energy flow mechanisms are combined with CMP model parameters to develop a 
dynamic thermal model.  The thermal model is implemented in Hspice, a simulation 
package, to examine the predicted large and small signal response using fundamental 
system identification techniques.  Finally the simulation results are compared with 
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experimental results and verified to predict transient and steady-state heat transfer via the 
pad and slurry. 
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Chapter 6        
 Conclusion and Future Work 
When this research began in 1995, our initial motivation was fueled by interaction 
with industry regarding critical challenges in process characterization and control and the 
potential impact of improvements in processes such as CMP for new generations of 
devices.  However during the course of our research, CMP has become the fastest 
growing equipment market, from $360M in 1996 to nearly $1B in 2000 and is projected 
to exceed $1.7B by 2003.76,77   This growth has been fueled by the addition of more CMP 
applications from planarization of SiO2 insulator layers to STI and the polishing of 
interconnect metals.  One constant throughout this growth and with each new application 
of CMP has been the need for better within-wafer spatial uniformity and endpoint 
control. 
 
Uniformity issues in CMP and plasma etch are becoming increasingly critical in the 
transition from 200 mm to 300 mm wafer processing.  A recent Semiconductor 
International article entitled “Ramping the 0.13 µm Generation,” describes CMP and 
plasma etch related uniformity issues, not resolved in 200 mm technology, as having a 
particularly large impact on the required yield for 0.13 µm and 300 mm technologies.78  
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This article further points out that the primary challenges for copper CMP in particular 
are controlling dishing and erosion, eliminating scratching and reducing wafer-to-wafer 
topography through on-board endpoint metrology.   
 
Holland points out that current CMP trends indicate manufacturing targets of within 
wafer uniformity of 6 to 7.5% at up to 100 wafers per hour.79   She further indicates this 
is a significant step from the current within-wafer uniformity of 10% at around 40 wafers 
per hour and that improvements in endpoint sensing and control and in-line metrology are 
necessary.  Over the course of our research, these same views have been echoed across 
other publications, studies and presentations.80,81  When this work began in 1995, we 
hypothesized that endpoint sensing and control technologies would be important to 
achieving future yield levels; however, it now is clearly evident that uniformity sensing 
and endpoint control are essential for achieving desired yields for next generation devices 
including 0.13 micron logic devices and micro-electrical mechanical (MEMs) devices 
where CMP enabled planarization has already shown  an impact for manufacturing 
micro-mirror structures. 78,82 
 
Yield is not the only concern facing IC manufacturers.  Environmental concerns have 
increased with the sharp growth in CMP applications.  A few years ago, CMP accounted 
for only 5% of the total ultrapure water (UPW) consumed, which is used for slurry 
dilution, cleaning and rinsing wafers and production equipment.77  Golden, et al., indicate 
that leading fabs now estimate that CMP will use 30% to 40% of the total ultrapure water 
consumed.77  This increase strongly conflicts with industry goals of reducing overall 
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water consumption five-fold from the current 1500 gallons per 200 mm wafer to 300 
gallons per 200 mm wafer in 2003.77   In-situ endpoint detection and control would 
reduce the number of polishing steps and reduce or eliminate the need for test wafers, 
thus having a significant impact on water and other CMP consumables such as pads and 
slurries. 
 
The unresolved uniformity issues in CMP and plasma etch do not result from a lack 
of trying.  There have been significant improvements with commercial impact over the 
last five years including:  
 
• Run-to-run endpoint control for CMP, 47,64 
• Characterization of pattern-dependencies, 45,47 
• In-line monitoring of post-CMP wafer thickness, 83 and 
• Optical endpoint detection at the wafer-level for STI and metal CMP. 86 
 
The most significant difference in this timeframe is that in 1996 there was little 
visibility into CMP and now there exist optical, thermal, motor current and electrical 
sensors contributing to better characterization of the process.48  Unfortunately, there have 
been far more advances in run-by-run sensing and controls for CMP than for plasma etch, 
likely due to the closed nature of the plasma reactor.  The challenges ahead for plasma 
etch are somewhat unique and will be discussed later under future work.  Despite 
improvements over the last few years, there remain challenges to developing commercial 
technologies for spatial characterization and control of uniformity and endpoint for both 
314 
processes.  In particular, spatial characterization of CMP is critical to addressing the 
dishing and erosion concerns in the transition to 300 mm wafers.  
 
Since this research began, significant steps have been made toward a greater 
understanding of the issues surrounding the characterization of CMP uniformity.  In 
particular, the current results in this thesis provide a foundation for additional forays into 
in-situ spatial endpoint monitoring and control in future research.  The results and 
findings in this thesis are reviewed in Section 6.1 and the foundation presented for future 
work.  Section 6.2 will examine directions for future research including plans for a 
demonstration of the first run-by-run control system that optimizes spatial uniformity of 
endpoint and minimizes dishing and erosion. 
 
6.1 Summary and Discussion of Thesis Results 
Solutions for characterizing semiconductor manufacturing processes often use terms 
such as variability, algorithms, and flexibility; but without a unified framework and 
definitions it can be difficult to understand their effectiveness and impact.  Chapter 2 has 
defined a number of process characterization and control terms.  We propose that the 
motivation behind intelligent computing (e.g. controls, sensing, optimization) is very 
similar to the motivation and trends for Advanced Process Control (APC) and intelligent 
automation in semiconductor process development.  Both seek to combine knowledge-
based rules, heuristics and experience with algorithmic solutions to deal with issues of 
variability, robustness and adaptation.  The need to port these solutions to new 
engineering systems and processes has placed greater emphasis on object-oriented and 
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reusable (i.e. flexible) engineering solutions that speed development times and reduce 
engineering costs.  These trends will become more important for semiconductor 
equipment as greater emphasis is placed on recipe and process synthesis to address rapid 
ramp-up of processes for customized IC solutions such as ASICs, systems-on-chip (SOC) 
and MEMs devices.  A unified framework has been presented in Chapter 2 that allows for 
process characterization solutions to be easily classified and future research priorities to 
be examined.  While this framework can be applied at many levels of abstraction, this 
thesis has been focused upon issues related to process characterization of endpoint for 
two critical semiconductor processes, plasma etch and CMP. 
 
While optical sensors have been used to monitor key spectral lines in plasma 
processes, the signal-to-noise levels have been too poor for endpoint detection for low 
open area contact and via etches.  In 1995, process engineers at Digital Semiconductor 
(now Intel) had difficulty in detecting endpoint for a CMOS6 0.35 µm production etch 
process.  Since the variability of spectral lines at endpoint had been observed for larger 
open areas, we believed that algorithmic solutions using multivariate chemometrics might 
provide sufficient signal-to-noise for the low open area etch.  Chapter 3 has presented a 
low open area endpoint solution that combines the process knowledge and heuristics 
regarding the various steps in a particular etch process with chemometric and multivariate 
statistical methods.  This method is implemented into a visual feedback system that alerts 
the user when to trigger endpoint for the process.  The complete system is demonstrated 
on the CMOS6 production etch process at Digital Semiconductor and verified with post-
etch inspection using scanning electron microscope (SEM) based photographs of wafer 
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cross-sections.  The other realization is that more analysis of the reactions concerning 
endpoint are necessary to ensure that the drift-type variation can be filtered out to ensure 
robustness without filtering important signal correlations with endpoint.  In other words, 
further characterization of variability due to drift is necessary to improve robustness.  
Others have continued to address this problem and have proposed a new endpoint 
detection scheme based upon direct analysis of signal-to-noise of measured variables. 84,85 
 
To our knowledge the demonstration at Digital, conducted in December of 1995, was 
one of the first to achieve 1% open area endpoint detection for a production etch process.     
It should be noted that in July of 1996, Applied Materials demonstrated endpoint 
detection down to 0.2% open area through improvements in the optical signal collection 
at the chamber and in the optical signal transmission.86   The greatest signal-to-noise 
improvement was due to a specially designed detector head for etch endpoint 
applications. Without these hardware improvements, Applied has shown that 
conventional monochromaters have difficulty in determining endpoint of etch for 2% or 
less of exposed area.  One interesting similarity between the Applied work and our results 
is the inability to remove drift from the endpoint signal; the Applied algorithm also looks 
for small deviations within a slowly varying signal.   For the 0.2% open area etch case, 
the percent change in signal due to endpoint (measured as the spectral intensity variation 
at endpoint versus the total variation over the complete etch) was 100 over 4500 or 2.2%.  
For the 0.6% etch case, the percent change in signal was 400 over 15000 or 2.6%.  
Detection using the multivariate methods in this thesis have also been extended by Chen 
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in order to identify even more subtle changes to the covariance structure, in order to 
observe process endpoint or other process state changes.91 
 
CMP is at an earlier stage in its development than plasma etch.  When this thesis 
research began in 1995, there was nearly zero real-time visibility into CMP polish 
characteristics regarding within-wafer and within-die uniformity and endpoint.  Our 
research began to examine wafer level uniformity issues and in-situ sensors that might be 
able to measure spatial endpoint and removal rate.  During this time, Smith, et al., worked 
to incorporate in-line thickness measurement into run-by-run process control, and also 
worked with Ouma to examine within-die pattern dependencies.47,65,45  Our goal in this 
thesis has been to better characterize CMP uniformity and develop in-situ sensors that 
enabled run-by-run control of spatial polish uniformity and endpoint.  Chapter 4 
examines two sensor approaches that have shown significant promise for in-situ 
measurement of spatial endpoint uniformity, optical reflectance and IR thermography. 
Other in-situ sensors are emerging that may also show promise.  For example, there has 
been a recent press release from KLA-Tencor, available on their website, that describes 
an eddy current sensor for spatial endpoint detection but results have not yet been 
published.89,90 
 
The optical reflectance sensor developed by Lai, et al., is representative of the most 
advanced available reflectometry sensors that detect the presence of metal spatially 
across the wafer, in real-time, during polish.2  By measuring the time between the first 
and last areas to clear, one can get a good sense of the degree of dishing and erosion that 
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may have occurred.  In that it is based upon reflectance properties, this sensor can 
presently only be used with metals.  Experiments comparing this sensor with IR 
thermography have been presented in Chapter 4 for 8-inch copper polishes using a CMP 
tool designed and developed by Melvin, et al. 87 
 
The second potential endpoint sensor studied in this thesis is an IR camera used to 
capture spatial temperature differences across the polishing pad.  IR thermography  
endpoint detection is based upon the observation that as different spatial areas of the 
wafer clear, the subsequent changes in the coefficient of friction during the transition 
from polishing to barrier layers may be measured through spatial changes in heat flow 
into the pad.  The primary questions that Chapter 4 has sought to answer in this regard 
are, “how do the pad temperatures map to polish behavior spatially across the wafer?” 
and “is there sufficient signal-to-noise to discern spatial polish uniformity in either the 
raw measured signal or through algorithm based transformation?”   In Chapter 4, the 
spatial characteristics and process kinematics have been used to derive a mapping 
between wafer and pad behavior.  This mapping proves that spatial endpoint can be 
measured from the pad if sufficient signal-to-noise levels exist.   Experimental results 
using the IR camera with an 8-inch proprietary copper process at AMD have been 
presented.  Experimental results have also been presented for a set of 8-inch copper 
experiments conducted on the MIT CMP tool.  The results of these experiments and 
comparisons with the reflectance sensor are an important contribution of this thesis. 
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Chapter 4 has compared the performance of the reflectance and IR thermography 
sensors.  Given that the spatially resolved reflectance sensor has only been demonstrated 
to work for metal polishes and resides in the MIT CMP tool, the comparison is limited to 
the 8-inch copper CMP experiments at MIT.  The reflectance sensor is found to provide 
far superior signal-to-noise in terms of spatial resolution than the IR thermography 
sensor.  The IR thermography sensor is shown to capture global endpoint when the wafer 
has fully cleared.  However, the results for IR thermography are inconclusive as to 
whether spatial uniformity of polish characteristics can be observed reliably across the 
pad.   When chemometric methods are used, some spatial correlations between the pad 
and wafer can be observed that agree with the measurements of the reflectance sensor and 
can be verified in post-polish wafer inspection.   
 
However, in other cases, the thermal pad signature shows no change in temperature 
during significant clearing in particular wafer locations.  The area of the pad aligned with 
the inner half and center of the wafer seems to experience the largest variation in 
temperature and as pointed out in the spatial mapping described in Section 4.4, these 
locations intersect nearly all wafer radii.  An argument could be made that the spatial 
changes in temperature act as correlated noise and are partially masked by polishing at 
other locations on the wafer along that pad position intersection.  So while PCA is 
effective in removing uncorrelated noise due to slurry effects, etc., any filtering of 
correlated noise is left to observations of loading and score combinations to isolate the 
desired behavior for the PCA model or estimator.   
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In terms of spatial resolution of endpoint across the copper wafer, the reflectance 
sensor is found to be far superior to IR thermography.  As described in the next section, 
an endpoint based run-by-run controller will be designed and combined with the 
reflectance sensor to demonstrate spatial endpoint controls for copper CMP. The 
reflectance sensor does not provide an abundance of information about the process before 
clearing. Where the IR sensor may be valuable is in real-time visibility into the thermal 
characteristics of the mechanical and chemical mechanisms that remove material, 
including pad characteristics.  This realization and the need to prove our hypothesis that 
most of the heat loss could be observed through the pad has led to the thermal 
characterization research presented in Chapter 5. 
  
Although the idea of using IR thermography for measuring uniformity and endpoint 
has been pursued since 1997 there had been little research into the underlying hypothesis 
that most of the heat generated during polish is transferred through the pad and slurry, 
where it could be measured by an IR camera appropriately positioned.8,88   Chapter 5 has 
substantiated this hypothesis by analyzing all the energy flow contributions and losses 
associated with polishing.  This chapter has calculated the energy flow into the polish and 
the thermal energy released from the process.  An energy balance formulation and 
experiments are used to indicate that these calculations are in close agreement.  This 
formulation suggests that most of the thermal energy released from the process is 
conducted through the pad and then transported away through slurry flowing over the 
pad.  The IR camera verifies that a small amount of slurry that resides under the head 
during polish is directly heated.  This analysis also finds that the energy balance assumes 
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steady-state temperatures in the pad but that the process is a dynamic process of cyclical 
heating and cooling.   
 
To verify our model, a dynamic representation has been developed and tested using 
experimental data.  First principles knowledge is combined with heuristic observations of 
process mechanics and thermal time constant behavior to design, construct and simulate a 
thermal dynamic model in Hspice circuit simulation software.   The results of this model 
are compared and found to agree with experimental results under the same simulated 
process conditions.  These results also show that switching from a chemically active to a 
chemically neutral slurry change the time constants in an unexplained way.  In general, 
the thermal model is found to accurately represent changes in process conditions; 
however, further research is needed to isolate the variability induced by slurry chemistry.    
 
The process characterization framework presented in Chapter 2 provides a basis from 
which future work may be discussed.  Future directions can be defined in terms of the 
appropriate intersection among the three axes, algorithms, variability and flexibility, in 
the provided framework and are described within the context of two major directions 
described in Sections 6.2 and 6.3 respectively.   
 
6.2 Developing Robust Solutions for Endpoint Characterization  
As shown in Figure 6.1, algorithmic solutions may be combined with heuristic based 
experience and knowledge regarding variability in current semiconductor processes to 
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expand the current characterization of the process (region A) and thus enable a more 
robust and perhaps a more adaptive solution (region B). 
    
Figure 6.1 -  This figure illustrates future directions to address robustness in process characterization and 
the need to continually characterize new forms of variability. 
 
6.2.1 – Process Characterization Framework Guides Approach 
To expand characterization of a process, one cannot simply view one axis or direction 
of the framework without viewing another.  In other words, a designer should not choose 
one particular algorithmic solution without firmly understanding the variability 
associated with the process or event to be characterized.  As the next two paragraphs 
indicate, promising new algorithmic solutions exist but may provide very different 
solutions depending upon how the data is conditioned and what types of event detection 
are being measured.  Unless the problem is correctly identified the adequacy of a solution 
is often undetermined. 
 
One promising new approach is multiple model PCA to better isolate endpoint related 
process behavior from nominal process behavior.91  Very often the basis vectors that 
Variability
Algorithms
Flexibility
A
B
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define endpoint are slightly different than those that define nominal behavior.  In this 
approach, a PCA model is generated for each event (e.g. nominal operating conditions for 
each stage and endpoint) and monitored in real-time throughout etch or CMP.  As the 
process transitions from nominal to endpoint the variation can be observed and used to 
stop the process.  The advantage of multiple model approaches over those used in this 
thesis are that rather than trying to separate nominal behavior from endpoint using one set 
of basis vectors and capturing both events in one model, each PCA model truly represents 
the basis vectors that define each event.  In this thesis, these issues have been addressed 
by careful analysis and selection of the correct loading vectors for plasma etch endpoint 
detection.    
 
In general, we believe a more robust system for commercialization would likely use 
the multiple model approach and thus eliminate careful scrutiny of loading vectors and 
scores.  One drawback is that one must know when endpoint begins and it must be a 
fairly discrete transition in order to separate one set of measured data from another for a 
particular process.  For example, in CMP one particular radial area may clear over the 
course of a minute and overlap with clearing in other areas, raising the question of how 
the respective data sets should be separated for developing the models.  The same is true 
for non-uniform plasma etch endpoint data.  Thus, the success of the multiple model 
approach is heavily influenced by how data is pre-processed and how variability is 
isolated. 
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Another promising algorithmic approach, evolving factor analysis, is specifically 
tailored to determining whether new factors or correlations appear or disappear within a 
PCA model over time.92  In this approach, singular value decomposition is performed 
with the addition of new measured data at each time step.   The resulting eigenspace can 
be monitored for changes signaling the addition or deletion of a significant factor.  This 
approach is particularly useful if the time at which endpoint or other changes occur is not 
known.  The disadvantage is that when endpoint causes a magnitude change in the same 
direction or similar directions and if the change is not a sharp enough mean shift but is 
gradual over time, then factor analysis may not provide an adequate solution.     
 
What has become evident in the course of this research is that the success of these 
approaches is dependent upon the characteristics of the process and the variability one 
needs to isolate and identify.  The last two paragraphs indicate that changes in data pre-
conditioning (e.g. mean centering, normalization and low-pass filters) and how variability 
is isolated (e.g. defining multiple events or steps) often produce very different results.  As 
such, future directions to improve robustness and performance will be discussed within 
the context of issues surrounding uniformity and process control. 
 
6.2.2 – Robust Solutions to Improve Uniformity Detection and Control in CMP  
There are reasons to be optimistic about the commercial potential of in-situ 
monitoring and control of spatial endpoint uniformity for CMP.  Affordable sensors are 
now available that provide visibility into the polish process.   Optical sensors are 
commercially available and experiencing significant reductions in manufacturing cost as 
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well as improvements in performance.  Also, new emphasis is being placed on reducing 
measurement and transmission noise to increase resolution in current optical sensor 
technology as well.   If eddy current sensors prove to perform well, then electrical sensors 
may be added to the list of commercially viable endpoint technologies.89,90   
 
6.2.2.1 - Optical Reflectance Based Measurements of Wafer-Level Uniformity:  For 
metal polish, the reflectance sensor developed by Lai and Chun demonstrates that optical 
sensors can provide spatial endpoint measurement.2   Variability related concerns remain 
with the use of any optical reflectance sensor for metal CMP.  For several of the runs 
where patterned wafers were used, there was significant scattering early in the polish to 
the point that a simple low reflectance threshold might trigger a false endpoint.  Since the 
ultimate goal is to transition this sensor to commercial copper CMP processes, 
algorithmic approaches to filter out scattering effects may be useful.  Given the much 
higher frequency of the scattering than that of the spatial clearing due to polish, a low or 
band pass filter may be useful.  The triggering mechanism for acquiring scans also needs 
improvement; currently the delay in measuring the presence of the wafer and the start of 
the scan causes the radial reflectance scan to vary by four to six time samples back and 
forth.  This is not such a large concern for controlling broad wafer-level uniformity; 
however, this variation must be addressed more thoroughly to extend the sensor accuracy 
to measure the much finer resolution across the wafer. 
 
Other issues that must be addressed in the development of spatial endpoint control for 
CMP include how endpoint is defined and how process controls are adapted to minimize 
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dishing and erosion.  By minimizing the time between the first and last spatial areas to 
clear (or endpoint), dishing and erosion can be minimized.  The first step is to 
mathematically characterize the reflectance signal with regard to the full clearing of a 
polishing film through experiments and use this characterization to develop a robust 
endpoint algorithm.  This algorithm may be complex or could be as simple as a moving 
average compared against a specific limit (more robust) or a lower reflectance threshold 
(less robust).   
 
The next step toward run-by-run improvement of uniformity is to characterize the 
average removal rates while varying pressure across the multiple chambers in a zonal 
pressure control polishing head during a run.  This approach has been illustrated in Figure 
4.11 in Section 4.4.2.  This may be difficult in that our research has found that removal 
rates vary over time throughout a polish, but seem to reach near steady-state at about two 
minutes into an oxide polish.  The sensitivities of removal rate or removed thickness with 
regard to differential pressures in the chambers of the head will provide the necessary 
pressure adjustments in order to achieve removed thickness (or uniformity) targets.  The 
goal is to demonstrate spatial endpoint control using in-situ endpoint sensing.  The 
control settings for the head can be adjusted based upon the endpoint signal from the 
preceding run; thus spatial uniformity is optimized using run-by-run control.   As an 
alternative to run-by-run endpoint detection and control, real-time control may be 
eventually be used to automatically signal endpoint based upon in-situ characterization of 
reflectance measurements.  
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6.2.2.2 - Optical Interferometry Based Measurements of Wafer-Level Uniformity:  
For dielectric CMP, the variability in reflectance and interferometry measurements for 
patterned wafers requires further characterization.  Applied has shown promising results 
for dielectric endpointing using their optical sensor, but concerns remain regarding the 
level of noise and disturbances when patterned wafers are used and when the number of 
layers under the polishing film grows.51  For this to occur, the variation due to scattering 
in a patterned wafer would likely have to be isolated and filtered out.  This is probably 
the most challenging obstacle; other obstacles include interference from layers beneath 
the polishing film.    
 
One approach that may prove successful is to forgo efforts to remove scattering 
effects beyond a simple low-pass filter and concentrate only on those signals that vary 
during clearing.  This approach would be similar to the PCA approaches discussed in this 
thesis where only those measured variables contributing to endpoint variation are retained 
and all others filtered out.   However, the danger is that without characterizing and 
understanding the variability due to scattering, any solution would likely have to be 
tailored to a specific process.  In the context of our process control framework, the 
solution would be a point in the algorithm and variability plane with little robustness or 
adaptability outside a specific operating condition.  The framework would seem to 
suggest inducing some variability to learn more about the characteristics of scattering and 
begin to build robustness into the algorithm. 
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6.2.2.3 – IR Thermography Based Measurements of Wafer-Level Uniformity:  
Regarding the use of IR thermography for spatial endpoint detection, improvements in 
spatial resolution and signal-to-noise are necessary for the IR camera to be of practical 
use.   Even if such technical capabilities are available, the cost is likely to be prohibitive.  
The most significant cost reductions (down below the $20K price range) in IR cameras 
are for advances in uncooled technologies that have far lower signal-to-noise than the 
cooled camera used in this thesis.  However, there may be an application for these 
cameras to provide better global endpoint detection where the pyrometer signal (which is 
focused on one spot on the pad) is not strong enough to provide a robust signal and where 
reflectance cannot be used as in the case of oxide CMP.  The more promising use of IR 
thermography is for CMP characterization to help gain greater visibility into thermal 
relationships related to wafer and pad interaction. 
 
6.2.3 – Robust Solutions to Improve Uniformity Control for Plasma Etch   
The SIA roadmap indicates several areas where improvements in process 
characterization and control of plasma etch are needed.80  Overall development of more 
accurate plasma models that can characterize equipment related variations is an area of 
great need.  In particular, multi-step etch processes are required for alternative gate 
dielectric materials where the majority of bulk material is removed during a main etch 
step with a subsequent over-etch step to completion.  It is highly desirable to have an 
accurate estimate of remaining thickness before concluding the main etch so that pre-
emptive endpoint can be determined.   
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One potential research direction for endpoint of multiple etch step process may be the 
use of multiple PCA models that are developed for each etch step and monitored to detect 
endpoint as well as transitions between each step.  Discussions regarding multiple-model 
PCA and applications to plasma etch have been presented by Chen.91   Other work has 
examined the use of evolving factor analysis as well which is used to determine the 
number of factors in a given data set and at what time they appear or disappear.92,93,94  
Gallagher, et al., have successfully applied this technique to determine the transition 
during a multi-step aluminum and titanium etch.95 
 
Similar to the progress in CMP, improvements in endpoint detection and uniformity 
control for plasma etch must begin with better visibility into the etch process and this 
includes development of new sensors or improvements in existing sensors. Better 
visibility will lead to more accurate models and better characterization of etch processes. 
Improvements in spectrometer or monochromator hardware to improve signal-to-noise 
and resolution, similar to innovations by Applied Materials, are necessary.86  For our 
experiments the noise levels varied with the placement and movement of the fiber optic 
coupling between the focusing optics at the reactor window and the grating and detector 
components.  Our experience would support Applied Materials decision to shorten the 
transmission length and upgrade the detectors.  However, we believe that Applied may 
gain even better signal-to-noise and robustness by utilizing more than one to three 
wavelengths by transitioning to a multi-wavelength spectrometer. 
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Such improvements do not address the need to measure spatial uniformity during 
etch.  Progress has been made in the development and use of full wafer interferometry 
(FWI) sensors for improving the etch rate uniformity in a high density polysilicon etch 
process.96   However these sensors have not been widely utilized outside of the research 
and development environment. As pointed out in the Semiconductor International article, 
uniformity issues not resolved in 200 mm wafer processing will likely become worse in 
the transition to 300 mm technology.  As such, further research into spatially resolved 
optical emission spectroscopy and full-wafer interferometry may prove useful.97,18     
 
6.3 Developing Flexible Solutions for Process Characterization 
In this section, the scope of future directions is expanded to discuss the need for 
increasingly flexible solutions for process characterization in general, including but not 
limited to improvements in uniformity for plasma etch and CMP.   This research 
direction is shown in Figure 6.2, where current process characterization solutions are 
defined by region A and future, more flexible solutions are defined by region B.    
 
The concept of flexible manufacturing is not new.  As described in Chapter 1, 
progress in process and recipe synthesis has been fueled by economic concerns that 
overall process development in the fabrication of new generations of devices must occur 
within a much tighter timeframe while achieving higher yields.  To meet these 
increasingly stringent requirements, process characterization related software solutions 
for modeling, sensing and control must be easily portable to new or modified device 
needs.  The case for greater focus on this area of research has been made using current 
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needs but as the following paragraphs describe, these needs are going to become far more 
important in the near future. 
 
 
Figure 6.2 -  This figure illustrates future directions to address flexibility in process characterization and 
the need to continually characterize new forms of variability to ensure that solutions are portable to new 
devices, processes and tools. 
 
 
6.3.1 -  Technology Advances that May Extend Moore’s Law 
Modern electronics and computers have grown from the first transistor developed at 
Bell Labs in 1947 to become a $1 trillion dollar industry worldwide and is the largest 
industrial contributor to the US economy.  This phenomenal rise was predicted by 
Gordon Moore, co-founder of Intel, in his now famous “Moore’s Law”.98,99  Moore’s 
Law states that transistors will double in performance and density every 18 to 24 months.  
Technical advances in improving the complexity and size of the millions of transistors 
that constitute modern digital electronics are significant factors in Moore’s Law 
becoming a reality.  A predominant factor in these advances has been the superior 
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material and processing properties that silicon, the basic building block for these devices, 
possesses.  The markets for consumer electronics and personal computers simply 
understand Moore’s Law in terms of improvements in performance and reductions in 
price.  The key question that the semiconductor industry must address for continued 
business growth is whether this trend will continue well into this century.   
 
Using conventional design and process methodologies, Moore’s Law will begin to 
slow down and will hit major obstacles when the limits of silicon technologies are 
reached, perhaps as soon as 2008-2010.100   However, many researchers seem to agree 
that with innovations in lithography and other process improvements, CMOS devices 
might be able to scale down to around 0.05 microns before the hard physical limits are 
reached.101,102 
 
Reductions in transistor size have had significant impact on Moore’s law becoming 
reality.  However, Brinkman and Pinto point out that while overall memory capacity of a 
single chip has increased by a factor of four between each subsequent generation, the 
minimum device dimensions have only changed by a factor of 2  resulting in a chip 
density reduction of two.102   They further illustrate that the additional factor of two 
results from innovations in process and design such as the vertical design and placement 
of the DRAM cell and the industry-wide move to multi-level metalization.  In fact, many 
of the innovations can be described as facilitating the overall movement toward more 
vertical or three-dimensional device fabrication.  They also point out that these 
innovations could not have occurred without simultaneous reductions in cost per device 
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through improved yield and increasing wafer size.  With each subsequent increase in 
wafer size from 6 to 8 inches and then from 8 to 12 inches, the cost per device decreases 
by a factor of approximately two and helps to balance the associated increase in 
engineering and equipment costs.  The end result is that each contributes heavily toward 
the realization of Moore’s Law. 
 
The conclusion here is that while transistor scaling may be hitting physical limits, 
there are still opportunities for continued reduction in density through further 
improvements in process characterization and control. 
 
6.3.2 - Improvements in Process Equipment and Simulation Tools  
As stated in the Semiconductor Industry Association (SIA) 1999 Roadmap, to 
maintain the historical trends in reductions in cost per function of 25-30% per year, it will 
be necessary to:  
• improve equipment productivity, 
• increase manufacturing yields, 
• use the largest wafer sizes available, and most of all, 
• increase the number of chips available on the wafer. 80   
 
Increasing the gross number of chips on the wafer can be accomplished by smaller 
feature sizes that will be impacted by the limits of silicon and the compaction of 
functions through redesign.  This is essentially the systems-on-chip (SoC) concept.  
Critical to improving the productivity of current processes and developing processes for 
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new semiconductor materials is the improvement of yield at each step in the fabrication 
process.  
 
To be competitive in the next few years, a microprocessor may require first year 
yields of 60%, and yields of 85-95% thereafter.80  Simulation and design tools are 
necessary to rapidly design the microchip and then integrate the multiple process steps 
insuring a smooth transition from development to production. This transition is heavily 
dependent upon how close the simulation tools resemble the actual device and the ability 
of the process flow to repeatedly produce the designed device across the whole wafer.  As 
wafer diameters grow from 200 mm to 300 mm, improvements in uniformity are required 
to maximize the amount of chips available on the wafer and to ensure the fabricated 
device reproduces that designed.   
 
6.3.3  - Research Directions for Improved Flexibility in Process Characterization 
Based on the analysis of future problems facing the semiconductor industry and the 
characterization framework presented in this thesis, the following recommendations may 
provide significant steps toward developing more flexible process solutions: 
 
1. Expand design-tool based reuse ideas to process characterization and development. 
In “Managing Complexity in IC Design”, circuit design experts from Bell Labs 
present the challenges and potential solutions for addressing the rapidly increasing 
complexity of modern IC design and simulation.103  One of their primary 
recommendations is to incorporate reuse principles into all aspects of IC design.  One 
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example of reuse is where small design teams focus upon their value-added portion of the 
design and reuse blocks developed earlier.  This allows the entire design process to build 
upon past knowledge and eliminate much redundancy.  This approach is already being 
practiced on a limited basis as core subcircuits are now reused to implement standard 
interfaces and processing blocks. 
 
The same reuse approach is also popular in software where object-oriented 
programming and, with the advent of the internet, web services now permeate software 
design strategies.  The basic approach is to develop basic building blocks or objects in the 
form of software modules that can be easily rearranged to provide a flexible, mass-
customized solution without having to code one-of-a-kind solutions for each job.  
Standardization brought on by the internet, including the proliferation of XML, offers a 
unique opportunity for different users to publish reusable and configurable software 
applications as web services that may be easily integrated into a best-of-breed software 
solution. 104,105    
 
These same approaches need to be adopted for semiconductor process 
characterization and development software, and within the larger scheme of process and 
recipe synthesis.  Standards need to continue to be established so that process 
characterization solutions, including models, controllers and recipe generation, can be 
integrated and reused across process steps, tools and flows.  Smith, et al., has pointed out 
that the semiconductor industry still uses many different metrics for characterizing 
uniformity.106  So the notion of standards applies not only to the compatibility of software 
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solutions but also to knowledge representation (e.g. metrics).  This leads into the next 
recommendation, which is to leverage the lessons learned in e-commerce and begin 
addressing knowledge representation and data storage strategies now. 
 
2. Learn from mistakes of E-commerce, begin managing process knowledge and data 
storage now to avoid bottlenecks and data mining later. 
  
Current approaches for representing process knowledge in a database have created 
limitations on process and recipe synthesis.107,108  These limitations include erroneous and 
stale data that no longer represents the current process, integration of process information 
from different sources, uniqueness of process solutions contained in the database and the 
time that is required to determine the best fit recipe given a new process objective or 
target.  As much of the e-commerce world has recently discovered, these problems only 
become worse over time as more data is warehoused and leading researchers have 
questioned whether conventional data mining approaches can solve the problems.109  
Fundamental issues that many industries now face are how to best describe, structure and 
evolve knowledge in digital form. 
 
The semiconductor industry should develop strategies for representing process and 
product related knowledge that can evolve and scale to future needs.   This strategy needs 
to include:  
• how data is described (e.g. XML and metrics used),  
• how data is structured (e.g. inheritance and containment),110 
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• how data is evolved (e.g. in response to tool and recipe changes), 
• how data creates value now and over time, and 
• who receives value from data and has access to it. 
 
 
Consider a simple example of how the statistical variation in uniformity for a copper 
CMP process on a Mirra tool may be stored and maintained.  First, someone must decide 
whether this information is valuable and to whom.  Second, one must ensure that 
everyone who values the information uses the same metric (or at least it is clearly 
described how one metric impacts another).  Third, one must decide how this metric will 
be described and how often it should be updated to remain valuable.  Fourth, one must 
decide how this information can be integrated into higher abstractions of all copper 
processes, all CMP processes, all Mirra tools or to all the steps in a particular process 
flow.  Until these issues are well understood, flexible and reusable process 
characterization and development solutions may not fully be realized. 
 
3. Use better characterization of variability in process and recipe synthesis to determine 
the proper class of algorithmic solutions for modeling and optimization. 
 
Variability in each step in a process flow combines to produce variability in critical 
dimensions of the resulting IC device.  Traditional process development at the tool level 
must transition to flow and multiple-step characterization through process synthesis.  
What little work is being done in process synthesis, in relation to the much larger 
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emphasis on individual process development, seems to be focused upon the use of linear 
and nonlinear programming and database management.107,108 
 
While there has been progress, the types of variability encountered in process and 
recipe synthesis may limit current approaches using linear and nonlinear programming 
methods.107,108  In the case of process and recipe synthesis, variability occurs in the form 
of noise, erroneous or stale data, scaling issues with the addition of design constraints, 
computational complexity and uniqueness properties, all of which are not well suited for 
linear and nonlinear programming methods. A more efficient solution may be the use of 
finite horizon dynamic programming, a solution more suitable to sequential optimization 
problems.    
 
In comparison to calculus of variations methods such as linear and nonlinear 
programming, dynamic programming is more robust to noise, converges faster with 
addition of design constraints, offers less computational complexity and does not require 
uniqueness in process modules.111  Most important of all is that dynamic programming is 
assured to find the global optimum.  While dynamic programming does suffer from the 
curse of dimensionality when it comes to scaling to a large number of process steps, 
approximate dynamic programming methods that use neural networks to approximate the 
cost-to-go may provide promising solutions.112,113,114   
 
The main point is that better analysis of the variability associated with semiconductor 
processes may lead to a better understanding of the possible space or range of process 
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and recipe solutions, which leads to better definition of the optimization constraints and 
easier identification of the proper algorithmic solutions.   The result of this approach is 
that an optimal process and recipe synthesis solution is determined for a range of possible 
process and environmental conditions (i.e., a more robust and flexible solution). 
 
6.4 Summary of Findings 
This thesis has focused on the analysis of multivariate methods and optical sensors 
for characterizing endpoint in two critical semiconductor processes: plasma etch and 
chemical mechanical polishing (CMP).   The overall development and analysis of these 
methods is performed within a unified framework for understanding the variability, 
algorithm and flexibility related issues related to semiconductor process characterization. 
 
The inability of single-wavelength monochrometers to characterize endpoint for 
contact and via etch has led to the introduction of affordable, multi-wavelength 
spectrometers.  However, it then becomes difficult to analyze the abundance of spectral 
data provided by multi-wavelength spectrometers and detect endpoint in real-time.  A 
multivariate analysis method based on principal component analysis is developed for 
processing large amounts of spectral data and providing endpoint detection in real-time.  
This method is integrated with a multi-wavelength spectrometer, installed into an 
industrial etch tool and shown to provide endpoint detection for 1% open area in a 
production contact etch process at Digital Semiconductor. 
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Similarly, CMP requires greater visibility into the process of removing material from 
semiconductor wafers as well.  Concerns regarding dishing and erosion, particularly 
during copper CMP, have placed great emphasis on spatial endpoint detection across the 
wafer.  This thesis has examined two promising approaches to spatial endpoint detection 
for copper CMP:  IR thermography and optical reflectrometry.   
 
Experimental measurements have been acquired and examined from the partial and 
full clearing of copper across processed wafers.  IR thermography is shown to exhibit 
poor signal-to-noise and to present a complex problem in having to simultaneously 
analyze 20 to 30 temperature traces across the polishing pad varying in real-time.  
Multivariate methods using principal component analysis and partial least squares have 
been applied but yield inconsistent results.  In some cases, these methods seem to extract 
spatial endpoint behavior but the spatial resolution is not sufficient for real-time endpoint 
detection and uniformity controls.  In contrast, the optical reflectance sensor is shown to 
provide far better signal-to-noise and spatial resolution, to the levels required for real-
time endpoint detection.  A future goal is to integrate this sensor into a run-by-run 
uniformity control system for copper CMP. 
 
Although it may not be suitable for real-time endpoint detection, the IR camera is 
shown to be useful for providing greater visibility into the thermal processes that occur 
during CMP.  When combined with first principles knowledge regarding the mechanical 
and chemical components of the process, the camera also provides greater visibility into 
the energy transfer between the wafer and pad during polish.  This thesis has described 
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the various components responsible for transferring thermal energy into and out of the 
CMP process and has verified this description using an energy balance formulation and 
experimental data.  The thermal heating of the polishing pad is shown to be a dynamic 
process based upon process conditions and has been modeled and simulated using a 
circuit representation in Hspice.  The results of this dynamic thermal model have been 
verified with IR camera based thermal measurements acquired from runs using the same 
process conditions.   
342 
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