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We consider the Cauchy problem for a pseudo-differential operator which has a translation-
invariant and analytic symbol. For a certain set of initial conditions, a formal solution is obtained
by a perturbative expansion. The series so obtained can be re-expressed in terms of generalized
Feynman graphs and Feynman rules. The logarithm of the solution can then be represented by
a series containing only the connected Feynman graphs. Under some conditions, it is shown that
the formal solution uniquely determines the real solution by means of Borel transforms. The
formalism is then applied to probabilistic Le´vy distributions. Here, the Gaussian part of such
a distribution is re-interpreted as a initial condition and a large diffusion expansion for Le´vy
densities is obtained. It is outlined how this expansion can be used in statistical problems that
involve Le´vy distributions.
Keywords: Borel summability; convolution semigroups; Feynman graphs and rules; Le´vy
distributions; maximum likelihood principle
1. Introduction and overview
It is a well-known problem that there is no closed formula for the transition densities of
general Le´vy processes. In fact, though there are many examples of Le´vy laws where the
density is known (see, e.g., [1, 9, 19]), a general formula, even in the sense of series expan-
sions, seems to be missing. Small-time expansions for pure jump Le´vy densities have been
considered (e.g., in [2, 17]). But such expansions require the knowledge of convolution
powers of the Le´vy measures which, in most cases, will be hard to calculate analytically.
Expansions are available for stable laws (cf. [19, 21, 22] and references therein).
It seems that there is no expansion formula for Le´vy densities in the case where the Le´vy
process has moments of all orders that is simple enough to be applicable in statistics.
This is an electronic reprint of the original article published by the ISI/BS in Bernoulli,
2008, Vol. 14, No. 2, 322–351. This reprint differs from the original in pagination and
typographic detail.
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In this work, we provide such a formula in the sense of Borel summable asymptotic
expansions in two cases. Either the Le´vy process has to be started in a initial distribution
that is given by a density of special form or it can be started in a point but has to have
a (large) diffusive part. The techniques employed stem from the renormalization group
of statistical mechanics [18] and the recent proposal of a generalized Feynman graph
calculus [5, 6]. Some of our ideas are similar to recent work of physicists motivated
by Feynman path integration (cf. [9], Chapter 20.4.6, for a large diffusion expansion
for one-dimensional and symmetric Le´vy densities). In [11], a different line of approach
for obtaining asymptotics of densities given as solutions of pseudo-differential operators
is presented. Furthermore, the expansion that we present is related, but not identical,
to the well-known bootstrap expansion in statistics (cf., e.g., [3, 8] for an introduction
to this flourishing field). However, it seems that non-symmetric densities on Rd, Borel
summability, the graphic representation and so-called linked cluster theorems have not
been considered before.
Most of our considerations are not necessarily restricted to Le´vy processes, but hold
for fairly general convolution semigroups. We study the Cauchy problem of the partial
(pseudo-) differential equation
∂
∂t
Φt(φ) = Ψ(∇)Φt(φ), (t, φ) ∈ ]0,∞[×Rd,
(1)
Φ0(φ) = f(φ), φ ∈Rd
for a given initial state f :Rd → C and a (pseudo-) differential operator with constant
coefficients Ψ(∇).
We consider the case where Ψ is the symbol of a (pseudo-) differential operator, that
is, has an expansion
Ψ(ξ) =
∞∑
n=0
〈C(n), ξ⊗n〉n =
∞∑
n=0
d∑
X1,...,Xn=1
C
(n)
X1···Xn
ξX1 · · · ξXn , (2)
ξ = (ξ1, . . . , ξd) ∈Rd, that converges on some neighborhood of 0 and f is of the form
f = e−V , V (φ) =
p¯∑
p=0
〈λ(p), φ⊗p〉p =
p¯∑
p=0
d∑
X1,...,Xp=1
λ
(p)
X1···Xn
φX1 · · ·φXp (3)
for φ= (φ1, . . . , φd) ∈Rd, where p¯ is even and 〈λ(p¯), φ⊗p¯〉p¯ =
∑d
X1,...,Xp¯=1
λ
(p¯)
X1···Xp¯
φX1 · · ·
φXp¯ > 0 for φ 6= 0. We obtain a formal expansion of the solution of (1) in powers of
λ(p) that can be represented in terms of generalized Feynman graphs [5, 6]. Here, C(p)
(C
(p)
X1···Xp
) and λ(p) (λ
(p)
X1···Xp
) are symmetric tensors of pth degree over Rd (their respec-
tive components). 〈·, ·〉p is the canonical scalar product on (Rd)⊗p.
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For example, in the case where λ(p) = 0 unless p= 2 (this will be the most interesting
case) and the symbol Ψ(ξ) fulfills1 C(1) = 0, the lowest orders in this expansion are
Φt(φ) = 1− − + 1
2
[ + 2 +
2
+ 2
(4)
+ 4 + 2 +4 ] + 3rd order and higher in λ(2),
where each graph stands for a numerical expression that can be calculated in terms of
the basic parameters C
(n)
X1···Xn
, λ
(p)
X1···Xp
, φ and t by an easy algorithm (“Feynman rule”)
(cf. the following section).
This solution is the well-known graphical expansion for the renormalization group
equation [18] for the case when Ψ(∇) is a second-order partial differential operator (e.g.,
the Laplacian) and (1) is hence the heat equation. The recently discovered generalized
Feynman graph calculus allows the generalization of this technique to a large class of
symbols. This generalization is carried through in the present article, having in mind in
particular Le´vy processes with generators given by symbols of the form
Ψ(−iξ) = i〈a, ξ〉 − 〈ξ,Dξ〉+ z
∫
Rd\{0}
(ei〈ϕ,ξ〉− 1)dr(ϕ), (5)
which lead to equations (1) in the following jump-diffusion form (Le´vy–Itoˆ decomposi-
tion):
∂Φt
∂t
(φ) = −
d∑
X=1
aX
∂
∂φX
Φt(φ) +
d∑
X1,X2=1
DX1X2
∂2
∂φX1 ∂φX2
Φt(φ)
+ z
∫
Rd\{0}
[Φt(φ+ ϕ)−Φt(φ)] dr(ϕ). (6)
Here, a ∈Rd,D is a real and positive semidefinite d×dmatrix, z ≥ 0 and r is a probability
measure on Rd \ {0} such that its Fourier transform is entire analytic. The well-known
interpretation of a is as the drift vector. D determines the diffusion part, whereas z and
r give the frequency and distribution of jumps, respectively.
The restriction of the set of initial conditions in (3) is unwanted in many cases. It can
be circumvented by splitting the symbol (5) into a pure jump and a pure diffusion part.
After some time, the transition kernel of the heat semigroup generated by the diffusive
part alone is of course a Gaussian density, which, up to normalization, is of the form given
in (3). This simple observation makes it possible to develop a perturbative calculus for
densities of Le´vy processes starting in a point in the limit of large diffusion. Apart from
this assumption, the perturbative formalism developed in this article is fairly universal
1The assumption concerning Ψ(ξ) is without loss of generality since a non-zero C(1) can be compen-
sated by a shift of φ.
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and we therefore hope that it can contribute to a better handling of Le´vy distributions
in statistics.
The article is organized as follows. In Section 2, we develop a perturbative formalism
for the solution of equation (1). In Section 2.1, we prove the differentiability of the
solution Φt in the parameters λ
(p) that define the initial condition and conclude that
the series so obtained is asymptotic. Section 2.2 gives an expansion of the perturbation
series in the coefficients of Ψ which in the case of Le´vy processes are just the cumulants.
The rearrangement in terms of generalized Feynman graphs is presented in 2.3. In the
following Section 2.4, we obtain an expression for the logarithm of the solution Φt in
terms of connected Feynman graphs. This does not only reduce the number of Feynman
graphs that one has to calculate, but is also of interest in connection with applications
to the maximum likelihood method. A brief consideration of Borel summability of the
solution for the case that the logarithm of the initial condition, V , is quadratic concludes
this section (Section 2.5).
In Section 3, we apply the general results to the special case of Le´vy distributions.
Section 3.1 presents the large diffusion expansion of Le´vy densities. In Section 3.2, we
illustrate our method by a second-order calculation of the (non-normalized) Le´vy distri-
butions using Pade´ resummation. The result is used for a calculation of densities and
quantiles that we compare with the Monte Carlo simulation of a Le´vy process with
compound or pure Poisson jump part.
Some technical material that is presumably standard to some readers, but possibly not
to others, is deferred to Appendices A.1–A.3.
2. Generalized Feynman graphs and the convolution
semigroup
2.1. A solution in the sense of formal series
After the previous rough description, let us now fix the mathematical details. Let the
pseudo-differential operator Ψ fulfill the following requirements:
(P1) the associated symbol Ψ(−iξ) is analytic for ξ in a neighborhood of 0;
(P2) ℜΨ(−iξ)≤ c log(1+ ‖ ξ ‖), where ξ ∈Rd and ℜ denotes the real part;
(P3) ∀α ∈Nd0 , ∃Nα ∈N, bα > 0 such that |DαΨ(−iξ)| ≤ bα(1 + ‖ξ‖)Nα ∀ξ ∈Rd.
Here, Dαh(φ) =
∂|α|
∂φ
α1
1 ···∂φ
αd
d
h(φ). We furthermore assume, without loss of generality, that
Ψ(0) = 0. If this is not the case and Ψ(0) = b (i.e., if the associated Le´vy process undergoes
killing or creation with rate b), then the solution Φt of equation (1) can be obtained
from the solution Φ˜t of the equation (1) with Ψ replaced by Ψ˜ = Ψ−Ψ(0) and setting
Φt(φ) = e
tΨ(0)Φ˜t(φ).
We take specific initial conditions that fulfill
(I1) f(ϕ) = e−V (ϕ);
(I2) V is a polynomial as given in equation (3).
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Certainly, the restriction in the initial conditions by (I1)–(I2) is disturbing. Nevertheless,
(I1)–(I2) are general enough to completely determine the convolution kernel νt, as one
can construct approximating sequences of the Dirac delta distribution in that class (e.g.,
take Vǫ(ϕ) =
ǫ
2‖ϕ‖2− d2 log (2piǫ), ǫ > 0).
Let F :S(Rd)→S(Rd) be the Fourier transform on the space of Schwartz test functions
over Rd, that is,
F(f)(ξ) =
∫
Rd
f(ϕ)ei〈ξ,ϕ〉 dϕ, f ∈ S(Rd). (7)
We denote the space of tempered distributions, that is, the topological dual of the
Schwartz space S(Rd), by S ′(Rd). By the duality given by the L2 scalar product on
Rd with respect to the Lebesgue measure, S(Rd) is densely embedded in S ′(Rd) and F
extends uniquely to the latter space by continuity with respect to the weak topology [4].
We denote this extension by the same symbol F .
By condition (P2), etΨ(−iξ) is polynomially bounded for all t, that is, |etΨ(−iξ)| ≤ (1 +
‖ξ‖)ct, hence etΨ(−iξ) is in S ′(Rd) for all t≥ 0 and c > 0 as in that condition. Furthermore,
by conditions (I1) and (I2) – the positivity condition on λ(p¯) in particular – fβ = e
−βV
is in the test function space S(Rd) for β > 0. Hence, for f = f1, the convolution Φt(φ) =
νt ∗ f(φ) = 〈νt, fφ〉 is well defined, where νt ∈ S ′(Rd) is the inverse Fourier transform of
etΨ(−iξ) and fφ(ϕ) = f(ϕ− φ).
Lemma 2.1. Φt is the (unique) solution of the Cauchy problem (1).
Proof. The proof is a standard argument based on the Fourier transform of tempered
distributions. For the convenience of the reader, the details are given in Appendix A.1. 
Following Poincare´, a formal power series
∑∞
m=0 β
mam is called an asymptotic series
for the function h(β), β > 0, at β = 0 if, for N ∈N,
lim
βց0
β−N
∣∣∣∣∣h(β)−
N∑
m=0
βmam
∣∣∣∣∣= 0. (8)
Here, we want to expand the solution Φt in powers of V . In many cases, this expansion
is not convergent. However, we show that such an expansion is asymptotic in the above
sense. To this aim, let, for β > 0, Φβt = νt ∗ fβ . Expansion in powers of V then means to
expand in the auxiliary parameter β and then set β = 1. By definition, the series in V is
asymptotic to Φt if and only if the β expansion exists and is asymptotic to Φ
β
t .
The moments of the distribution νt are defined as follows:
〈ϕX1 · · ·ϕXn〉νt =
∂n
∂ξX1 · · ·∂ξXn
etΨ(ξ)
∣∣∣
ξ=0
, n ∈N, X1, . . . ,Xn ∈ {1, . . . , d}. (9)
For a polynomial P in ϕ, the expression 〈P (ϕ)〉νt is defined by linearity of the moments
in the polynomial’s coefficients.
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Proposition 2.2. The V -expansion of Φt is given by
Φt(φ) =
∞∑
m=0
(−1)m
m!
〈V mφ (ϕ)〉νt , Vφ(ϕ) = V (ϕ− φ). (10)
Equation (10) is to be understood in the sense that the right-hand side gives the asymptotic
series for the left-hand side.
Proof. The statement is evident in the sense of formal power series. That the right-
hand side is asymptotic follows from the fact that Φβt (φ) is in C
∞((0,∞)) with respect
to β and for any m ∈ N, dmdβmΦβt (φ) can be continuously extended to β = 0 such that
limβց0
dm
dβmΦ
β
t (φ) = (−1)m〈V mφ (ϕ)〉νt (cf. Appendix A.1 for the details). A posteriori,
we conclude that the extension of Φβt is C
∞([0,∞)) in β and apply Taylor’s lemma to
conclude the argument. 
In general, the asymptotic expansion is not convergent. This applies in particular to
Ψ(−iξ) given in (5), where Ψ is the generator of a Le´vy process. We will return to this
point in Section 2.5, where Borel summability is proved in an important case. By the
fact that the expansion is asymptotic, it is already clear that the first N terms in (10)
give a good approximation to the actual solution for V small and φ not too large, an
error estimate being provided by Taylor’s formula. In order to extract reliable data for
larger V , resummation techniques have to be applied. Some first steps in this direction
are given in Section 3.2.
Obviously, all partial differential operators of the form Ψ(∇) =∑n¯n=0∑dX1,...,Xn=1C(n)X1···Xn×
∂n
∂ϕX1 ···∂ϕXn
of even order n¯ with (−1)n¯/2〈C(n¯), ψ⊗n¯〉n¯ > 0 for ξ 6= 0 or of odd order n¯
with C(n¯) real and (−1)(n¯−1)/2〈C(n¯−1), ψ⊗n¯−1〉n¯−1 > 0 for ξ 6= 0 fulfill the conditions
(P1)–(P3). This, of course, includes the heat equation (n¯ = 2). More interestingly, not
only local generators can be treated, but also generators of Le´vy processes that have a
symbol that is analytic at 0.
Proposition 2.3. The generator (5) with r a probability measure with analytic Fourier
transform at 0 fulfills the conditions (P1)–(P3).
Proof. (P1), analyticity at 0, is immediate from the conditions. The real part of (5) is
obviously bounded from above by 2z, which establishes (P2). To see (P3), let us note that
the partial derivatives of the third part in (5) are of the form z
∫
Rd\{0}
ϕαei〈ξ,ϕ〉 dr(ϕ).
As r has analytic Fourier transform at zero, all moments of r exist. This implies differ-
entiability everywhere and even that DαΨ(−iξ) is uniformly bounded in ξ ∈Rd. 
For the sake of mathematical completeness, we also give a sufficient condition for the
convergence of the expansion (10). Its practical value is limited, however, as it excludes
the most interesting examples.
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Proposition 2.4. If the symbol Ψ does not necessarily fulfill (P3) but fulfills (P3′):
Ψ(−iξ) is entire analytic and Ψ(−iξ)≤K(1 + ‖ℑξ‖max), ξ ∈ Cd, for some K > 0, then
the expansion (10) is convergent.
Proof. The condition implies that νt has an entire analytic Fourier transform |etΨ(ξ)| ≤
eKtetK‖ℑψ‖max . Application of the Paley–Wiener–Schwartz theorem [14] implies that νt
has support in a square of length 2tK centered at the origin and hence compact support.
Let χ be a test function with compact support and χ|suppνt = 1. Then Φβt (φ) = νt ∗
fβ(φ) = 〈νt, χ · e−βVφ〉. As the series expansions in β, β ∈ C, of e−βVφ and all of its
derivatives converge compactly on suppχ, the mapping C ∋ β → χ · e−βVφ ∈ S(Rd) is
entire analytic in β. Since νt ∈ S ′(Rd), the same applies to Φβt (φ). 
2.2. Expansion in the operator’s coefficients
In this section, we define the truncated moments of the convolution kernel νt as partial
derivatives of tΨ – as the coefficients of Ψ times t, in other words. A result known as
the linked cluster theorem (sometimes also named the cumulant expansion) establishes a
combinatorial connection between the moments 〈ϕX1 · · ·ϕXn〉νt and the truncated mo-
ments 〈ϕX1 · · ·ϕXn〉Tνt . The asymptotic expansion of the solution of the Cauchy problem
(1) can thus be directly expressed in terms of the coefficients of the symbol C
(n)
X1···Xn
, the
time t and the coefficients λ
(p)
X1···Xp
of the logarithm of the initial condition.
Definition 2.5. The truncated moments of the distribution νt are defined as
〈ϕX1 · · ·ϕXn〉Tνt = t
∂n
∂ξX1 · · ·∂ξXn
Ψ(ξ)|ξ=0, n ∈N, X1, . . . ,Xn ∈ {1, . . . , d}. (11)
By (2), one obtains that the truncated moments are the coefficients of the (pseudo-)
differential operator Ψ, that is,
〈ϕX1 · · ·ϕXn〉Tνt = tC
(n)
X1···Xn
. (12)
The following classical theorem gives the relation between the ordinary moments
〈ϕX1 · · ·ϕXn〉νt and the truncated ones introduced above.
Theorem 2.6 (Linked cluster). For n ∈N, we have
〈ϕX1 · · ·ϕXn〉νt =
∑
I∈P({1,...,n})
I={I1,...,Ik}
k∏
l=1
〈 ∏
j∈Ik
ϕXj
〉T
νt
, (13)
where, for a finite set A, P(A) stands for the set of all partitions I of A into non-empty
disjoint subsets {I1, . . . , Ik}.
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For the proof, we refer to the literature (e.g., [5, 16]).
Proposition 2.7. The solution of the Cauchy problem Φt(φ), φ ∈Rd, has the following
asymptotic expansion:
Φt(φ) =
∞∑
m=0
(−1)m
m!
p¯∑
p1,...,pm=0
∑
K⊆Ω(p1,...,pm)
I∈P(Ω(p1,...,pm)\K)
I={I1,...,Ik}
d∑
X11 ,...,X
1
p1
=1
· · ·
d∑
Xm1 ,...,X
m
pm
=1
λ
(p1)
X11 ,...,X
1
p1
· · ·λ(pm)Xm1 ,...,Xmpm (14)
×
∏
(s,q)∈K
(−φXqs )
k∏
l=1
tCIl .
Here, Ω(p1, . . . , pm) =
⋃m
n=1{(1, n), . . . , (pn, n)} and CIl =C(q)Xb1a1 ···Xbqaq
for Il = {(a1, b1), . . . ,
(aq, bq)}.
Proof. The proof is by a straightforward calculation using (11) and (12):
Φt(φ) =
∞∑
m=0
(−1)m
m!
〈V mφ (ϕ)〉νt
=
∞∑
m=0
(−1)m
m!
p¯∑
p1,...,pm=0
d∑
X11 ,...,X
1
p1
=1
· · ·
d∑
Xm1 ,...,X
m
pm
=1
λ
(p1)
X11 ···X
1
p1
· · ·λ(pm)Xm1 ···Xmpm
× 〈(ϕX11 − φX11 ) · · · (ϕX1p1 − φX1p1 ) · · · (ϕXm1 − φXm1 ) · · · (ϕXmpm − φXmpm )〉νt
=
∞∑
m=0
(−1)m
m!
p¯∑
p1,...,pm=0
d∑
X11 ,...,X
1
p1
=1
· · ·
d∑
Xm1 ,...,X
m
pm
=1
λ
(p1)
X11 ,...,X
1
p1
· · ·λ(pm)Xm1 ,...,Xmpm (15)
×
∑
K⊂Ω(p1,...,pm)
∏
(s,q)∈K
(−φXqs )
〈 ∏
(r,t)∈Ω(p1,...,pm)\K
ϕXrt
〉
νt
=
∞∑
m=0
(−1)m
m!
p¯∑
p1,...,pm=0
d∑
X11 ,...,X
1
p1
=1
· · ·
d∑
Xm1 ,...,X
m
pm
=1
λ
(p1)
X11 ···X
1
p1
· · ·λ(pm)Xm1 ···Xmpm
×
∑
K⊂Ω(p1,...,pm)
∏
(s,q)∈K
(−φXqs )
∑
I∈P(Ω(p1,...,pm)\K)
I={I1,...,Ik}
k∏
l=1
tCIl .
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
Though the expansion is explicit, it is also rather messy. To simplify it, we introduce
a graphical calculus in the next subsection.
If d= 1, the expression (14) simplifies considerably; one can drop all subscripts X1, . . .
and thereby obtain the asymptotic expansion
Φt(φ) =
∞∑
m=0
(−1)m
m!
p¯∑
p1,...,pm=0
m∏
l=1
λ(pl)
p1+···+pm∑
k=0
(
p1 + · · ·+ pm
k
)
(−φ)k
(16)
×
p1+···+pm−k∑
q=1
tq
∑
l1≤l2≤···≤lq
l1+···+lq=p1+···+pm−k
hq(l1, . . . , lq)
q∏
s=1
C(ls).
Here, hq(l1, . . . , lq) is a combinatorial factor given by the number of partitions of l1 +
· · ·+ lq objects in subsets with l1, l2, . . . , lq elements. It can be explicitly calculated as
follows. Let {ls : s= 1, . . . , q} = {i1, . . . , is} be the set of different values of the l1, . . . , lq
and let qu = ♯{n= 1, . . . , q : ln = iu}, u= 1, . . . , s. Then
hq(l1, . . . , lq) =
(
l1 + · · ·+ lq
l1 · · · lq
)
1
q1! · · ·qs! . (17)
The expressions (14) and (16) simplify further if certain coefficients C(n) and λ(p) vanish,
for example, because of symmetries. As this is easier to understand in terms of graphs,
we postpone the discussion of this point to the following subsection.
In the case that f is a probability density and Ψ is of the form (5), it is clear that Φt, as
a convolution of a probability measure with a probability density, is a probability density
for all t. Note that the first N terms of the expressions (14) or (16) give a polynomial in φ
and t. Obviously, this plays havoc with normalization conditions. We thus have to keep
in mind that the approximation given by the first N terms in the perturbation series
is only good for t and φ sufficiently small. In Sections 2.4, 3.1 and 3.2, we will discuss
strategies to deal with this problem.
On the other hand, the expansion in terms of polynomials in φ makes it simplest to
integrate the probability density and to get a formula for the distribution function. Tak-
ing, for example, the one-dimensional formula (16), we obtain, in the sense of asymptotic
series,
P (a < Zt ≤ b)
=
∞∑
m=0
(−1)m
m!
p¯∑
p1,...,pm=0
m∏
l=1
λ(pl)
p1+···+pm∑
k=0
(
p1 + · · ·+ pm
k
)
ak+1 − bk+1
k+ 1
(18)
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×
p1+···+pm−k∑
q=1
tq
∑
l1≤l2≤···≤lq
l1+···+lq=p1+···+pm−k
hq(l1, . . . , lq)
q∏
s=1
C(ls),
where Zt is a random variable with probability density function Φt, that is, a Le´vy process
with generator Ψ and initial distribution f . Again, the first N terms of the right-hand
side give a good approximation for a, b, t and λ(p) sufficiently small.
2.3. The Feynman graph representation
In this subsection, we represent the solution of the Cauchy problem (14) as a sum over
generalized Feynman graphs that are evaluated by a simple algorithm called “Feynman
rules.” In physics, the result is known as the Feynman graph representation for amputated
Green’s functions for the case when the generator is some kind of Laplacian, that is,
Ψ(∇) =∑dX1,X2=1DX1,X2 ∂2∂φX1∂φX2 , [18]. Combining this with the generalized Feynman
graph calculus developed in [5, 6], we obtain the first main result of this article.
A graph is a geometrical object which consists of vertices and edges, that is, lines
that connect exactly two vertices. Here, we need graphs with non-directed edges that
have vertices of different types. Vertices can be distinguishable or non-distinguishable,
depending on their type, and they can have distinguishable or non-distinguishable legs.
We use the term “leg” for the part of the edge meeting the vertex. All of these graph the-
oretic notions are properly defined in Appendix A.2. But for a first reading, an intuitive
comprehension is sufficient.
Our expansion is represented as a sum over generalized Feynman graphs. They have
the following properties.
Definition 2.8. A generalized amputated Feynman graph is a graph with three types of
vertices, called inner full,2 inner empty and outer empty vertices, respectively; see Table
1. By definition full vertices are distinguishable and have distinguishable legs, whereas
empty vertices are non-distinguishable and have non-distinguishable legs.3 Outer empty
are met by one edge only. Edges are non-directed and connect full and empty (inner and
outer) vertices, but never connect two full or two empty vertices.
Let m ∈ N0. The set of generalized amputated Feynman graphs with m inner full ver-
tices with p1, . . . , pm the number of legs of the inner full vertices such that pj ≤ p¯ and
λ(pj) 6= 0, j = 1, . . . ,m, is denoted by F¯ (m).
The name generalized amputated Feynman graphs has been chosen to distinguish the
graphs used here from classical Feynman graphs, but also from the generalized Feynman
graphs with outer full vertices used in [5, 6] (this latter type gives the right combinatorics
to calculate the moments of Φt). To simplify the notions, we here use the term Feynman
2In physics this type is called an interaction vertex.
3Empty inner vertices can be distinguished from empty outer vertices, however.
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graph when we mean a generalized amputated Feynman graph and there is no danger of
confusion.
Letm,p1, . . . , pm ∈N0. We construct a one to one correspondence between pairs (K; I),
whereK ⊆Ω(p1, . . . , pm) and I ∈ P(Ω(p1, . . . , pm)\K), and the Feynman graphs F¯ (m,p1,
. . . , pm) with m inner full vertices with p1, . . . , pm legs in the following way:
• For j = 1, . . . ,m, label the legs of the jth inner full vertex (1, j), . . . , (pj , j). In this
way, we obviously obtain a one-to-one correspondence between the legs of the inner
full vertices and the elements in Ω(p1, . . . , pm).
We first consider the case where the Feynman graph G is given and we construct (K,I):
• Define K ⊆ Ω(p1, . . . , pm) as the set corresponding (under the above bijection) to
those legs of inner full vertices in the Feynman graph G that run into an outer
empty vertex.
• Let k be the number of inner empty vertices in G. For q = 1, . . . , k, let Iq be the
subset in Ω(p1, . . . , pm) corresponding to those legs of inner full vertices that run
into the qth inner empty vertex. Finally, let I = {I1, . . . , Ik}. Then, evidently, I ∈
P(Ω(p1, . . . , pm) \K).
Conversely, let K ⊆ Ω(p1, . . . , pm) and I ∈ P(Ω(p1, . . . , pm) \ K), I = {I1, . . . , Ik}, be
given. We construct a Feynman graph G ∈ F¯ (m,p1, . . . , pm):
• Draw m inner full vertices with p1, . . . , pm legs and k inner empty vertices with
♯I1, . . . , ♯Ik legs and p= ♯K outer empty vertices.
• Connect the legs of the qth inner empty vertex with the legs of the inner full vertices
corresponding to the elements in Iq .
• Also connect the legs of outer empty vertices with the legs of the inner full vertices
corresponding to the elements of K . The result is a Feynman graph G ∈ F¯ (m).
For an illustration of the above construction, see Figure 1. We have established the
following result.
Lemma 2.9. Let m,p1, . . . , pm ∈N0. There then exists a one-to-one correspondence be-
tween {(K,I) :K ⊆ Ω(p1, . . . , pm), I ∈ P(Ω(p1, . . . , pm) \ K)} and F¯ (m,p1, . . . , pm), the
set of Feynman graphs with m inner full vertices with p1, . . . , pm legs.
The following algorithm in physics is named “Feynman rules” and gives a numerical
value to each Feynman graph.
Table 1. Different types of ver-
tices
Full Empty
Inner • ◦
Outer × ⊗
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Definition 2.10. Let G ∈ F¯ (m) be such that p1, . . . , pm are the numbers of legs of the
inner full vertices of G. Then, for φ ∈ Rd and t ∈ (0,∞), V [G] = V [G](t, φ) is a real
number obtained by the following method4:
1. to each leg of an inner full vertex, assign a value Xa =X
l
j ∈ {1, . . . , d}, with a the
element in Ω(p1, . . . , pm) corresponding to that leg;
2. multiply each outer empty vertex with a factor (−φXb ), where b ∈ Ω(p1, . . . , pm) is
the element corresponding to a leg of the inner full vertex which is directly connected
with that outer empty vertex;
3. for each inner empty vertex with l legs, multiply with a factor tCJ = tCXa1 ···Xal ,
where J = {a1, . . . , al} ⊆ Ω(p1, . . . , pm) is the subset corresponding to the l legs of
inner full vertices that are directly connected to the inner empty vertex;
4. for the jth inner full vertex, j = 1, . . . ,m, multiply with a factor λ
(pj)
Xj1 ···X
j
pj
and sum
up over
∑d
Xj1 ,...,X
j
pj
=1.
Figure 1. Construction of a generalized Feynman graph from the set K and the partition
I = {I1, I2, I3}.
4We use the labeling of legs of inner full vertices by Ω(p1, . . . , pm) introduced above, but any other
labeling would do.
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Combining Proposition 2.7, Lemma 2.9 and Definition 2.10, one thus gets the Feynman
graph expansion of the convolution semigroup.
Theorem 2.11. The solution of the Cauchy problem (1) has the following asymptotic
expansion:
Φt(φ) =
∞∑
m=0
(−1)m
m!
∑
G∈F¯ (m)
V [G](t, φ). (19)
Apart from the more efficient notation that comes with the use of Feynman graphs,
Feynman graphs can be used to reduce the number of terms in the expansion. Note that
the value V [G](t, φ) attributed to the graph G depends only on the topological Feynman
graph. Hence, one can change the sum in (19) into a sum over topological Feynman graphs
by multiplying V [G](t, φ) with a weight factor or multiplicity, that is, with the number
of Feynman graphs that give the same topological Feynman graph. Such multiplicities in
low orders can be calculated by hand; see (4) for an example.
Equation (19) is still fairly general. Often, a number of Feynman graphs do not give
contributions. For example, in the case where Ψ(ξ) = Ψ(−ξ), one has C(n) = 0 for n odd
and hence all Feynman graphs with at least one empty vertex with an odd number of
legs can be omitted in the expansion.
Another simplification occurs if the V (ϕ) is quadratic in ϕ. Then, the only kind of
inner full vertex that occurs is of the type –•– and can thus be considered as an edge
of new type. Note that the legs of the inner full vertex are distinguishable, hence this
new type of edge is directed, which changes multiplicities. Finally, if λ
(2)
X1X2
= λδX1X2 is
a multiple of the Kronecker symbol, the evaluation of a graph such as the one on the
right-hand side of equation (4) can be simplified as follows.
Corollary 2.12. If V (φ) is quadratic, then the set of Feynman graphs F¯ (m) of order
m can be identified with the set of all graphs Q¯(m) with two types of indistinguishable
vertices, called outer empty and inner empty, with m directed edges such that an outer
empty vertex is hit by exactly one edge.
If, in addition, λ(2) is diagonal,5 the value V [G](t, φ) attributed to such a graph G ∈
Q¯(m) can be calculated according to the following rules:
1. to each of the m edges, assign a value Xa ∈ {1, . . . , d}, a= 1, . . . ,m;
2. for each inner empty vertex with l legs, multiply with a factor tCXa1 ···Xal , where
a1, . . . , al correspond to the numbers given to the edges that are connected to this
vertex6;
3. for each edge, add a factor λ, or, alternatively, add an overall factor λm;
4. sum up over all edges, that is, perform the sum7
∑d
X1,...,Xm=1
.
5If λ(2) is symmetric, this can always be achieved by choosing a suitable basis on Rd.
6If an edge connects the vertex with itself, the corresponding index has to be repeated twice.
7Of course, for d= 1, the same simplifications as discussed at the end of Section 2.2 occur.
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As a side remark, we note that the combinatorics of the Feynman graph formalism are
dimension independent. Only Feynman rules depend on dimension. The number of steps
needed in the evaluation of a given Feynman graph grow like ∼ dm with the dimension,
where m is the order of the graph. If one compares this with an evaluation of Φt by
a multidimensional Fourier transform, the steps needed for the evaluation grow rather
like ∼md, with m a parameter presenting, for example, the number of summands in an
approximation of the one-dimensional Fourier integrals by a sum. For large dimensions,
the Feynman graph formalism thus promises better results than numerical evaluation of
Fourier transforms. Since the Feynman graph formalism has its roots in infinite dimen-
sions, this should not be a surprise.
2.4. The logarithm of the solution
In this subsection, we obtain an asymptotic expansion of the logarithm of the solution
in terms of connected Feynman graphs. In many points, the argument follows [5].
A graph G ∈ F¯ (m) is said to be connected if and only if each two vertices are connected
by a walk passing through finitely many edges. We denote the collection of connected
mth order Feynman graphs by F¯c(m).
On the level of partitions, connectedness can be expressed as follows.
Definition 2.13. Let m,p1, . . . , pm ∈ N be given and Jj = {(j,1), . . . , (j, pj)}, j =
1, . . . ,m. We say that the pair (K,I) with K ⊆Ω(p1, . . . , pm), I ∈ P(Ω(p1, . . . , pm) \K),
I = {I1, . . . , Ik}, is connected if it fulfills the following condition: ∄1 ≤ i1, . . . , iq ≤ k,
1≤ q < k and 1≤ j1, . . . , js ≤m, 1≤ s <m, such that
q⋃
α=1
Iiα =
s⋃
α=1
(Jjα \K). (20)
Let Pc(Ω(p1, . . . , pm) \K) be the collection of partitions I ∈P(Ω(p1, . . . , pm) \K) such
that (K,I) is connected.
Lemma 2.14. A graph G ∈ F¯ (m) is connected if and only if the corresponding pair
(K,I) is connected.
Proof. We only sketch the idea of the proof. In terms of the corresponding Feynman
graph G, the condition in Definition 2.13 means that one cannot find a true subset Q1,Q2
of empty and full vertices such that all edges from an empty vertex in Q1 end up at a
full vertex in Q2 and vice versa. This is evidently equivalent to the connectedness of G.
For details, see [5]. 
Definition 2.15. Let Jj , j = 1, . . . ,m, be as in Definition 2.13, φ ∈Rd and Xa =X lj ∈
{1, . . . , d} for a= (j, l) ∈Ω(p1, . . . , pm). We use the abbreviation Jφj =
∏
a∈Jj
(ϕXa−φXa),
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j = 1, . . . ,m. The block truncated moment functions 〈∏ml=1 Jφl 〉(T )νt of νt are recursively
(in m ∈N) defined as follows:
〈Jφ1 · · ·Jφm〉νt =
∑
I∈P(1,...,m)
I={I1,...,Ik}
k∏
l=1
〈∏
q∈Il
Jφq
〉(T )
νt
. (21)
The symbol (T ) in Definition 2.15 means that each polynomial (in ϕ) Jφq in the com-
binatorics of truncation is treated as a single object.
Proposition 2.16. Let J1, . . . , Jm be as in Definition 2.13. We then obtain the following
expansion of block truncated moments into ordinary truncated moments:
〈Jφ1 · · ·Jφm〉(T )νt =
∑
K⊆Ω(p1,...,pm)
I∈Pc(Ω(p1,...,pm)\K)
∏
j∈K
(−φXj )
k∏
l=1
〈Il〉Tνt . (22)
Proof. To verify equation (22), we have to insert the right-hand side of this equation
into the defining equation for the left-hand side. We thus have to show that
〈Jφ1 · · ·Jφm〉νt =
∑
I∈P{1,...,m}
I={I1,...,Ik}
k∏
l=1
[ ∑
Kl⊆
⋃
q∈Il
Jq
Ql∈Pc(
⋃
q∈Il
Jq)
Ql={Ql,1,...,Ql,kl}
∏
j∈Kl
(−φXj )
kl∏
sl=1
〈Ql,sl〉Tνt
]
. (23)
On the other hand, 〈Jφ1 · · ·Jφm〉νt can be directly expanded in terms of truncated mo-
ments:
〈Jφ1 · · ·Jφm〉νt =
∑
K⊆Ω(p1,...,pm)
R∈P(Ω(p1,...,pm)\K)
R={R1,...,Rk}
∏
j∈K
(−φXj )
k∏
l=1
〈Rl〉Tνt . (24)
We have to prove the equality between the right-hand side of (23) and (24), that
is, we have to construct a correspondence between the pairs (K,R) and the objects
(I, (K1,Q1), . . . , (Kk,Qk)) indexing the sum in (23) such that their contributions to the
sum are equal.
Let (R,K) be given. We say that R connects q and j (in notation, q ∼R j) if the full
inner vertices corresponding to Jq and Jj , respectively, are connected in the generalized
Feynman graph corresponding to R. It is easy to see that R is an equivalence relation on
{1, . . . ,m}. Let I = {I1, . . . , Ik} be the equivalence class of ∼R. Then I ∈ P({1, . . . ,m}).
We set Kl = (
⋃
q∈Il
Jq ∩K), l = 1, . . . , k, and Ql = {S ∈ R :S ⊆
⋃
q∈Il
Jq}. Using the
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equivalence relation ∼R, it is now easy to show that Ql ∈ Pc(
⋃
q∈Il
Jq); see [5] for the
details.
The converse construction is trivial: take K =
⋃k
l=1Kl and R =
⋃k
l=1Ql. These two
constructions give mappings between the index sets of the sums in (23) and (24) such
that the summands are equal. Furthermore, the mappings are inverses of each other,
which establishes the one-to-one correspondence. 
We have now completed the preparations to prove the following theorem.
Theorem 2.17. In the sense of asymptotic series, logΦt(φ) has the following expansion
in terms of connected Feynman graphs:
logΦt(φ) =
∞∑
m=1
(−1)m
m!
∑
G∈F¯c(m)
V [G](t, φ). (25)
Proof. Note that by the ordinary linked cluster theorem (Theorem 2.6), the following
holds, in the sense of asymptotic series:
logΦt(φ) = log〈νt, e−Vφ〉=
∞∑
m=1
(−1)m
m!
〈V mφ 〉(T )νt . (26)
The assertion thus follows by application of Proposition 2.16 and Lemma 2.14. 
The above result is useful in three respects.
First, if Ψ is the symbol of a Le´vy process and the initial condition f = e−V is a
probability density, then the solution Φt(φ) is a probability density for all t. We have
seen in Proposition 2.7 and in equation (16) that the first N summands of the asymptotic
expansion for Φt(φ) is a polynomial in φ and thus non-normalizable. However, we derived
an asymptotic expansion for logΦt(φ) such that the first N terms are a polynomial
PN (φ) in φ that goes to −∞ for large φ (this is often the case for N odd) and we obtain
Φt(φ) ≈ e−PN (φ) as the solution in N th order perturbation theory. While the large φ
behavior of this approximate solution is obviously still problematic,8 one has at least
gained normalizability.
Second, in statistical estimations by the maximum likelihood method, one needs an
explicit formula for logΦt(φ), which is just the sum over connected Feynman graphs.
Finally, the connectedness condition also reduces the number of terms in the expan-
sion. For example, equation (4), only the 2nd, 3rd, 4th and 7th terms contribute to the
logarithm of the solution.
8The probability that a random variable Zt distributed according Φt takes large values φ is suppressed
much too strongly. To adjust the large φ behavior, this first step has to be combined with resummation
techniques (cf. Section 3.2).
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2.5. Borel summability
In certain cases, a function may be recovered from its asymptotic series expansion. This
class of functions comprises the Borel summable functions. A sufficient condition for a
function to equal its Borel sum is the following version of Watson’s theorem due to Sokal
[20].
Theorem 2.18. Let h be analytic in the interior of the circle CR := {ζ ∈ C :ℜζ−1 >
R−1} (cf. Figure 2(a)) such that∣∣∣∣∣h(ζ)−
N−1∑
m=0
amζ
m
∣∣∣∣∣≤AσNN !|ζ|N (27)
uniformly in N and ζ ∈ CR, with constants A,σ > 0. Under this assumption, one may
show that B(τ) :=
∑∞
m=0 amτ
m/m! converges for |τ | < 1/σ and has an analytic contin-
uation to the striplike region Sσ = {τ ∈ C : dist(τ,R+) < 1/σ} (cf. Figure 2(b)) obeying
the bound
|B(τ)| ≤K exp(|τ |/R) (28)
uniformly in every Sσ′ , with σ
′ > σ. Furthermore, h can be represented by the absolutely
convergent integral
h(ζ) =
1
ζ
∫ ∞
0
e−τ/ζB(τ) dτ. (29)
Conversely, if B(τ) is a function analytic in Sσ and there satisfying (28), then the func-
tion defined by (29) is analytic in CR and satisfies (27) with am =
dm
dτmB(τ)|τ=0 uniformly
in every CR′ with R
′ <R.
If h is analytic on C∞ =
⋃
R>0CR = {ζ ∈ C : ℜζ > 0} and (27) holds on that domain,
then of course the representation (29) also holds for ζ ∈C∞ and for ζ real and β =ℜζ ∈
R+ in particular. The aim now is to apply this result to the series given in (19). It is
easy to show analyticity, as seen in the following result.
Lemma 2.19. The function R+ ∋ β→Φβt (φ) (cf. Section 2.1) has analytic continuation
C∞ ∋ ζ→Φζt (φ), ∀t ∈R+, φ ∈Rd.
Proof. Note that for ζ ∈ C∞, fζ = e−ζV ∈ S(Rd) and hence Φζt (φ) = νt ∗ fζ(φ) is well
defined. To show complex differentiability in ζ, we now proceed as in the proof of
Lemma A.1. 
In order to check (27), we need an estimate on the multiple ζ derivatives of Φζt (φ)
on CR or even on C∞. As Φ
ζ
t (φ) is not known explicitly, such an estimate is difficult
to obtain. But, in the case that Ψ is the symbol of a Le´vy process, the probabilistic
structure helps.
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Figure 2. (a) The ball CR and (b) the striplike region Sσ .
Lemma 2.20. If Ψ is the symbol of a Le´vy process and V (ϕ)≥ 0 ∀ϕ ∈Rd, then∣∣∣∣ dmdζmΦζt (φ)
∣∣∣∣≤ 〈V mφ 〉νt , ζ ∈C∞, t ∈R+, φ ∈Rd. (30)
Proof. We have | dmdζmΦζt (φ)|= |〈νt, Vmφ · e−ζVφ〉| ≤ 〈V mφ 〉νt as νt is a probability measure
and |e−ζVφ | ≤ 1. 
Lemma 2.20 allows us, in the given situation, to check (27) by Taylor’s estimate for
the remainder and the calculation of the N th coefficient in the perturbation series. Being
a sum over Feynman graphs, the coefficient can be dominated by the number of such
Feynman graphs times the maximal value of V [G](t, φ) over all these graphs. The latter is
easy to control. We therefore start with an estimate on the number of Feynman graphs.
Let us first assume that the shift φ is zero. We furthermore assume that V is homogeneous
of degree p¯. Then, only graphs without outer empty vertices and with inner full vertices
with p¯ legs contribute. As such graphs are in one-to-one correspondence with the number
of partitions of p¯N objects, we have to control the number of such partitions.
The number of partitions of m objects is known as mth Bell number and we denote it
by bm. It has the asymptotic behavior (see, e.g., [12])
bm ∼m−1/2λ(m)m+1/2eλ(m)−m−1, (31)
where λ(m) is implicitly defined by λ(m) lnλ(m) = m. Using Stirling’s formula N ! ∼√
2pie(N+1/2) lnN−N , we get the following asymptotic formula for bp¯N/N !:
1
N !
bp¯N ∼ 1√
2pi
p¯−1/2e(p¯−1)(N lnN−N)−1/2 lnN−1ep¯N(ln p¯−ln lnλ(p¯N))e(1/2) lnλ(p¯N)+λ(p¯N), (32)
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from which we obtain that
1
N !
bp¯N ≤A′KNN ! (33)
is fulfilled for p¯ ≤ 2 and K sufficiently large. In the following, we restrict ourselves to
p¯= 2.
Let us now consider a Feynman graph G ∈ F¯ (N) without empty outer vertices. If the
modulus of the coefficients C
(n)
X1,...,Xn
is uniformly bounded by Aˆκn for Aˆ, κ sufficiently
large, we obtain
|V [G](t,0)| ≤max{Aˆ,1}N κˆNdNκ2N max{1, t}2N ∀G ∈ F¯ (N), (34)
with κˆ=maxX1,X2∈{1,...,d} |λ(2)X1X2 |. Thus, under the given conditions, the estimate (27)
is fulfilled for φ= 0 with h(ζ) = Φζt (0), am =
(−1)m
m!
∑
G∈F¯ (m)V [G](t,0), A=A′ and σ =
dκˆκ2Kmax{1, t}2max{Aˆ,1}. It turns out that the case φ 6= 0 can be easily traced back
to the case φ= 0.
Theorem 2.21. Let Ψ be a Le´vy symbol as in (5) such that supp(r) is compact and let
f = e−V with V (ϕ) = 〈λ(2), ϕ⊗2〉2. Then Φζt (φ), as a function of ζ, fulfills the conditions
of Theorem 2.18. In particular, the series
B(τ, t, φ) =
∞∑
m=0
(−τ)m
(m!)2
∑
G∈F¯ (m)
V [G](t, φ) (35)
converges on a ball of radius 1/σ centered at 0 and has analytic continuation to the strip
Sσ (for some σ = σ(t, φ) <∞). Denoting this continuation by the same symbol, we get
the solution Φt of the Cauchy problem (1) via the formula
Φt(φ) =
∫ ∞
0
e−τB(τ, t, φ) dτ. (36)
Proof. If supp(r) ⊆ {x ∈ Rd : |x| ≤ κ}, then the uniform bound |C(n)X1···Xn | ≤ Aˆκn holds
for Aˆ sufficiently large, since C
(n)
X1···Xn
for n > 2 up to a factor z is an nth moment of r.
From the considerations above, the assertion now follows for φ= 0.
If φ 6= 0, we modify for a fixed time t = t0 the Le´vy symbol Ψ by a deterministic
term Γφ,t0(−iξ) = Ψ(−iξ) + iφ · ξ/t0 generating the shift φ at the time t0. If we let
Θt,t0,φ be the solution of the Cauchy problem with Ψ replaced by Γt0,φ, then obviously
Φζt0(φ) =Θ
ζ
t0,t0,φ
(0). Since the coefficients of Ψ fulfill the above uniform bound, the same
holds for the coefficients of Γt0,φ (with Aˆ changed depending on t0 and φ). The assertion
holds for Θζt0,t0,φ(0), hence it also holds for Φt0(φ).
In fact, the two expansions are equal. The only difference is that in the graphic ex-
pansion of Θt0,t0,φ(0), there are no empty outer vertices. This is compensated for by
evaluation of the empty inner vertices with one leg by (C
(1)
X − φX). Multiplying out the
Feynman graph representation of semigroups 341
parenthesis just generates the contributions of a non-modified inner empty vertex with
one leg and the outer empty vertex. 
The restriction to p¯= 2 still covers a set of initial conditions f that determine the con-
volution kernel νt completely (cf. Section 2.1). It is also sufficient for the most important
application that we have in mind; see the following Section 3.1.
The second technical restriction on the support of the jump distribution r is more se-
vere. It can be overcome by considering generalized notions of Borel summability (cf. [13])
that for the case of Le´vy processes can be adapted to a growth like (∼N !)γ of the mo-
ments of the jump distribution r. In applications, this matters if one wants to choose
(36) or generalizations thereof as the point of departure of the numerical evaluation (cf.
[10], Chapters 16.3–16.6) and one has to take care concerning the speed of convergence
of the (generalized) Borel transform. This program, as with all high precision numerics
based on our proposal, is beyond the scope of the present article.
It would be desirable to have a similar theorem for logΦt(φ). The analyticity of
logΦζt (φ) on some circle CR is immediate. The bounds (27) for the perturbation se-
ries at zero is a corollary of the above considerations since the connectedness condition
reduces the total number of Feynman graphs. In particular, the Borel sum Bc(τ, t, φ) of
logΦζt (φ) has a non-vanishing radius of convergence. But, for the log-solution, the analog
of Lemma 2.20 is missing and therefore the bounds on the series coefficients at ζ = 0 do
not produce a uniform estimate (27) on some CR, R> 0. So, the existence of an analytic
continuation of Bc(τ, t, φ) is not proved. Of course, one can repeatedly use the chain rule
to obtain a bound on logΦζt (φ), but that generates an additional factor ∼ bN . So, more
sophisticated estimates or more powerful versions of Theorem 2.18 are needed [13].
Here, we do not enter into this subject. Numerical procedures to evaluate the integral
transform (29) are based on the convergence of the Borel sum which permits resummation
as, for example, the conformal mapping method [10], Chapter 16. Such methods, relying
on the first N terms of the perturbation expansion only, automatically produce analytic
continuations of an approximated Bc(τ, t, φ) on some striplike region that are sufficiently
bounded in order to render (29) absolutely convergent.
3. Application to Le´vy distributions
3.1. Large diffusion expansion of Le´vy densities
It is more interesting to get explicit (approximate) formulae for the distribution
of a Le´vy process starting at a fixed point (e.g., 0) than to determine the den-
sity of the distribution for an initial condition f = e−V with V as above. Though
the densities of Le´vy distributions can be expressed in terms of more or less ele-
mentary functions for many interesting examples (see, e.g., [1], Chapter 1), or can
at least be expanded in a series in other cases [17], a generic formula is miss-
ing.
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In this section, we present asymptotic expansions of (non-normalized) Le´vy densities
and their logarithms, respectively, for the case where the generator of the process has
a large diffusion constant µ > 0. The formulae are generic in the sense that no detailed
assumptions on the distribution of jumps, r, are required. That is, we consider the gen-
erator (6) with DX1X2 = µδX1X2 , δX1,X2 being the Kronecker symbol, and we assume
that µ is large and hence 1/µ is a small parameter in which we would like to expand. As
the initial value problem for the density of the jump-diffusion process starting at zero,
we get, for t, φ ∈ (0,∞)×Rd,
∂Φt
∂t
(φ) = µ∆Φt(φ)−
d∑
X=1
aX
∂
∂φX
Φt(φ) + z
∫
Rd\{0}
[Φt(φ+ ϕ)−Φt(φ)] dr(ϕ),
(37)
Φ0(φ) = δ0(φ),
with δ0 the Dirac measure with weight one at zero and ∆ the Laplacian on Rd. The
solution, Φdiff.t , of the diffusive part alone is, of course,
Φdiff.t (φ) = (4piµt)
−d/2e−‖φ‖
2/(4µt) =
(
β
pi
)d/2
e−β‖φ‖
2
, β = 1/(4µt), t > 0. (38)
Let νt = ν
jump
t be the inverse Fourier transform of e
tΨjump(−iξ), where Ψjump is obtained
from Ψ letting µ = 0. Obviously, we obtain the solution of (37) by Φt(φ) = νt ∗ Φdiff.t .
With V (φ) = ‖φ‖2, fβ = e−βV one thus gets (β
pi
)−d/2Φt(φ) = νt ∗ fβ(φ). We note that the
expansion of the right-hand side in powers of 1/µ is equivalent to the expansion in powers
of β as the mth coefficient only differs by a factor 1/(4t)m. Furthermore, from now on,
we omit the multiplication with factors β in the evaluation rules for the Feynman graphs
in order to obtain a more explicit β dependence. Combining this with Corollary 2.12
and Theorem 2.17, we obtain the 1/µ (large diffusion) expansion for the non-normalized
(log-) density function.
Theorem 3.1. In the sense of asymptotic series in β, we obtain the following large
diffusion expansion of the non-normalized solution (β
pi
)−d/2Φt, where Φt solves (37):
(
β
pi
)−d/2
Φt(φ) =
∞∑
m=0
(−β)m
m!
∑
G∈Q¯(m)
V [G](t, φ). (39)
Furthermore, again in the sense of asymptotic series, we have
log
[(
β
pi
)−d/2
Φt(φ)
]
=
∞∑
m=1
(−β)m
m!
∑
G∈Q¯c(m)
V [G](t, φ), (40)
with Q¯c(m) the set of connected graphs in Q¯(m).
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Combining of (39) with Theorem 2.21 yields the following convergent representation
as a Borel transform.
Corollary 3.2. Suppose that the support of the jump distribution r is compact. Let
B(τ, t, φ) be the analytic continuation of
∑∞
m=0
(−τ)m
(m!)2
∑
G∈Q¯(m) V [G](t, φ) to some strip
of the form Sσ. Then,
Φt(φ) = pi
−d/2βd/2−1
∫ ∞
0
e−τ/βB(τ, t, φ) dτ. (41)
A comparison between (39)–(41) and other possible expansions known from statistical
mechanics seems to be of interest. In particular, readers familiar with the theory of
classical gases might find the convergent small z (“low activity”) expansion [16] more
suited than the small β (“high temperature”) expansion. For a small z expansion, a
graphical representation by Meyer graphs also exists. But there is a decisive disadvantage
from the point of view of applications. The small β expansion produces expressions that
directly depend on the quantities of statistical importance – z and the moments rn
of the jump distribution r. Hence, these quantities can be obtained from an empirical
distribution by fits. This can be done to some extent nonparametrically, that is, without
any a prior assumption on the jump distribution, as any sequence of moments of the
jump measure depending on arbitrary parameter sets can be inserted into our formula.
In the Meyer series, however, the jump distribution r enters via non-trivial r integrals
over products of Meyer functions f(s, s′, φ, φ′) = e−ss
′|φ−φ′|2 − 1 which, except for a few
cases with r particularly simple, can only be done numerically.9
Similar difficulties arise if one wants to solve the inverse Fourier integral of etΨ(−iξ).
Note that this integral is of oscillatory type, so even its numerics is not really trivial.
3.2. Second-order perturbation theory
In this section, we give an illustration of how to actually calculate the 1/µ expansion of
a Le´vy density and how to improve the result using resummation techniques. We take
(40) as our starting point. Calculations are carried through up to second order in β only
and we use the simplest possible resummation algorithm. Thus, the idea of this section
is by no means to provide high-accuracy numerics, but rather to illustrate techniques
up to second order of perturbation theory, that in higher orders will provide reasonable
numerics. On the other hand, this does not mean that the second order calculation is
not at all interesting from a numerical point of view. A more detailed discussion can
be found below. Calculations to higher orders and more sophisticated resummation (see,
e.g., [7, 9, 10]) are left for the future.
In this subsection, we assume, without loss of generality, that Ψjump(−iξ) has a van-
ishing first coefficient C(1). If this is not the case, then this can be achieved by a shift
φ→ φ− a (cf. the proof of Theorem 2.21).
9Note that the small-time expansion in [2, 17] is equivalent to the small z expansion.
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Under these conditions, the second-order perturbation expansion in β for the left-hand
side of (39) is given in (4). Extracting the connected graphs, we obtain
log
[(
β
pi
)−d/2
Φt(φ)
]
=−β[ + ] (42)
+
β2
2
[ + 2 + 4 + 4 ] +O(β3).
As in equation (4), we omitted the evaluation symbol V and multiplied by the multiplic-
ities of the topological graphs.
Equation (42) should work for z and 1/µ sufficiently small and10 t≈ 1, but the positive
sign in front of the β2 term implies that the exponential of the second-order approxima-
tion becomes non-normalizable (not L1-integrable) if β (or z) passes a certain threshold.
To extract reliable data for higher values of β, resummation is required.11 The idea
of Pade´ approximants is to replace the Taylor polynomial by a rational function that
has the same Taylor series as the polynomial. For definitions and details, we refer to
Appendix A.3.
Following the standard calculation in A.3, we obtain as the second-order Pade´ approx-
imant
log
[(
β
pi
)−d/2
Φt(φ)
]
=
−β[ + ]
1 + β2
+2 +4 +4
+
+O(β3), (43)
which, if exponentiated, gives a normalizable approximation to Φt for t, z and β arbitrary.
Evaluation for d= 1 with C(n) = zrn, rn =
∫
R
sn dr(s), yields an expression in terms of
the time t, the activity (mean frequency of jumps in unit time) z and the 2nd, 3rd and
4th moments of the jump distribution r:
log
[(
β
pi
)−d/2
Φt(φ)
]
=
−β(tzr2 + φ2)
1 + β2
tzr4+2t2z2r22+4tzr2φ
2+4tzr3φ
tzr2+φ2
+O(β3). (44)
We have tested formula (44) by comparison with large samples of pseudo-random num-
bers that simulate a compound Poisson process with additional diffusion, Z that is,
Z =X(a,σ2) + s1Y1(z1)− s2Y2(z2), (45)
10By a scaling of µ and z, one can always obtain t= 1.
11In fact, resummation of expansions in physics leads to results with impressive numerical precision
(cf., e.g., [15], page 506). Often, validity of the resummed approximation is only undermined by phase
transitions – which are, of course, absent on the discrete, finite space {1, . . . , d}, as considered here.
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where X(a,σ2) has Gaussian distribution with mean a and standard deviation σ =
1/
√
2β. Yj(zj) is Poisson distributed with parameter zj , j = 1,2. s1, s2 give the length
of positive/negative jumps, respectively. X,Y1, Y2 are all independent. This choice is
motivated by the fact that pseudo-random samples for Z can be obtained using stan-
dard software routines. The parameters of the model are z = z1 + z2 and r = (z1δs1 +
z2δ−s2)/(z1 + z2), and for the shift φ→ φ − a, one obtains a = z1s1 − z2s2. The nor-
malization constant of the exponentiated right-hand side of (44) has been calculated
numerically. The range of parameters has been 0.1. β . 10 and 0.5. z . 4, 1. sj . 10,
j = 1,2.
If Ψjump(−iξ) is symmetric under ξ→−ξ (here, s1 = s2 and z1 = z2), the results of
the second order calculation are very good, as long as jumps are not too large (.
√
2µ ).
However, the same is true for a best-fit Gaussian with mean a and variance zr2 + 2µ.
The situation changes if the distribution of Z becomes skew (e.g., by setting z2 = s2 =
0). In this situation, more heavy tails are being formed. A typical result is displayed in
Figure 3.12 The overall precision of the second-order calculation is again comparable with
a best-fit Gaussian model, but the second-order calculation typically predicts quantiles
qα with α in the order of a few percent or above 95% with higher precision than the
Gaussian model (cf. Figure 3(b)). As such quantiles are mostly used in statistics, the
second order calculation already has some practical relevance.
Appendix
A.1. Proofs for Section 2.1
Proof of Lemma 2.1. eitΨ(−iξ)→ 1 as tց 0 in the S ′(Rd) topology, hence νt =F−1×
(etΨ(−iξ))→F−1(1) = δ0 in S ′(Rd) for tց 0. Here, δ0 is the Dirac measure with mass
one at zero. Consequently, Φt(φ) = νt ∗ f(φ)→ δ0 ∗ f(φ) = f(φ) as tց 0.
It remains to show that Φt is differentiable in t and fulfills equation (1). First, the
differential quotient e
tΨ(−iξ)−et
′Ψ(−iξ)
t−t′ converges to Ψ(−iξ)etΨ(−iξ) pointwise for all ξ ∈Rd.
By condition (P2), we get
∣∣∣∣etΨ(−iξ) − et
′Ψ(−iξ)
t− t′
∣∣∣∣≤ |Ψ(−iξ)etΨ(−iξ)|(1 + ‖ξ‖)|t−t′|c (46)
and by (P2) and (P3), this implies that the differential quotient is uniformly polynomially
bounded (for, say, |t− t′|< 1). It follows by dominated convergence that the differential
quotient converges in S ′(Rd) as t′→ t, which implies that F(νt) is differentiable in t in
12Actually, in this example, σGauss =
√
2µ = 1.58 < 12 = 2× jump length, hence the jump part for
z1 = 2 is not small compared with the diffusive part, which provides a nice illustration of the power of
resummation.
346 H. Gottschalk, B. Smii and H. Thaler
Figure 3. (a) Relative frequency of pseudo-random numbers (sample size n = 106), density
of 2nd-order Pade´ approximant (44) (solid line) and a best Gaussian fit (dashed line) for
z1 = 2, z2 = 0, s1 = 6 and β = 0.2; (b) plot of 99%-sample quantiles of pseudo-random num-
bers (triangles), predicted 99%-quantiles from (44) (circles) and a best Gaussian fit (+). Here,
the data are as in (a), but z1 varies from 0 to 2.
the S ′(Rd) topology. By the continuity of F , the same applies to νt and hence Φt(φ) is
differentiable.
It is immediate that F( ddtνt)(ξ) = Ψ(−iξ)etΨ(−iξ), from which we get that F( ddtΦt)(ξ) =
Ψ(−iξ)F(Φt)(ξ). From the fact that the time derivative can be taken out of the Fourier
transform, uniqueness of the Fourier-transformed solution follows. The argument is com-
pleted by application of the inverse Fourier transform. 
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Proof of Proposition 2.2. In the following, let ‖h‖α,N be a Schwartz norm where
N ∈N, α ∈Nd0 , that is,
‖h‖α,N = sup
φ∈Rd
(1 + ‖φ‖)N |Dαh(φ)|. (47)
Lemma A.1. For β > 0, Φβt (φ) is infinitely differentiable in β and
dm
dβmΦ
β
t (φ) =
(−1)mνt ∗ (V mfβ)(φ).
Proof. Since Φβt (φ) = νt ∗ fβ(φ) and νt ∈ S ′(Rd), it suffices to show that the mapping
(0,∞) ∋ β → fβ = e−βV ∈ S(Rd) is m times differentiable on (0,∞), m ∈ N arbitrary,
and d
m
dβm fβ = (−1)mV mfβ . In fact, this statement is trivial for m= 0. Suppose that we
have proven the statement up to m− 1. We have to show that the differential quotient
(−1)m−1V m−1( fβ−fβ′β−β′ ) converges to (−1)mV mfβ as β′→ β. As the common prefactor
(−1)m−1V m−1 is a polynomial, it suffices to treat the case m= 1. For φ ∈Rd, we have
− V (φ)fβ(φ)− fβ(φ)− fβ
′(φ)
β − β′ =−V (φ)
∫ β′
β (fβ − fτ ) dτ
β − β′ . (48)
Hence, ∥∥∥∥−V fβ(φ)− fβ − fβ′β − β′
∥∥∥∥
α,N
(49)
≤K
∑
α′∈Nd0 :|α
′|<|α|
sup
φ∈Rd
(1 + ‖φ‖)Nα′ sup
τ∈(β,β′)
|Dα′fβ(φ)−Dα′fτ (φ)|
for K and Nα′ sufficiently large. The derivative Dα′fβ(φ) is of the form Pα′(φ,β)fβ(φ),
where Pα′(φ,β) is a polynomial in β and φ. Hence, for |β − β′|< 1, β,β′ > ǫ > 0,
sup
τ∈(β,β′)
|Dα′fβ(φ)−Dα′fτ (φ)|
= sup
τ∈(β,β′)
|Pα′(φ,β)fβ(φ)− Pα′(φ, τ)fτ (φ)|
(50)
≤ sup
τ∈(β,β′)
|Pα′(φ,β)−Pα′(φ, τ)|fβ(φ) + sup
τ∈(β,β′)
|Pα′(φ, τ)(fβ(φ)− fτ (φ))′|
≤Kα′ |β − β′|(1 + ‖φ‖)Qα′ (fβ(φ) + |V (φ)|e(β+1)Le−ǫ〈λ
(p¯),φ⊗p¯〉p¯),
with L = minφ∈Rd V (φ)− ǫ〈λ(p¯), φ⊗p¯〉p¯, Kα′ ,Qα′ sufficiently large. Multiplying by (1 +
‖φ‖)Nα′ and taking the supremum over φ ∈ Rd implies that the right-hand side of (49)
vanishes as β′→ β. This completes the proof. 
It remains to show that the derivatives of Φβt (φ) extend continuously to β = 0. We
start with two technical lemmas.
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Let hr ∈ S(Rd), r ∈ (0,∞), be a family of functions such that hr → h for rց 0 in
S(Rd), where ∫
Rd
hdξ = 1. Further, let hǫ(ξ) = ǫ−dh(ξ/ǫ) and hǫr(ξ) be defined likewise.
Let r(ǫ) be a function such that r(ǫ)→ 0 as ǫց 0.
Lemma A.2. Let F :Rd → C be a function that is polynomially bounded and has
polynomially bounded partial derivatives. Let hǫr and r(ǫ) be defined as above. Then
limǫց0
∫
Rd
F (ξ)× hǫr(ǫ)(ξ) dξ = F (0).
Proof. We consider the following estimate:∣∣∣∣
∫
Rd
F (ξ)hǫr(ǫ)(ξ) dξ −F (0)
∣∣∣∣
=
∣∣∣∣
∫
Rd
F (ǫξ)hr(ǫ)(ξ) dξ − F (0)
∣∣∣∣ (51)
≤
∣∣∣∣
∫
Rd
F (ǫξ)(hr(ǫ)(ξ)− h(ξ)) dξ
∣∣∣∣+
∣∣∣∣
∫
Rd
(F (ǫξ)−F (0))h(ξ) dξ
∣∣∣∣.
The first term on the right-hand side can be estimated as follows:∣∣∣∣
∫
Rd
F (ǫξ)(hr(ǫ)(ξ)− h(ξ)) dξ
∣∣∣∣≤
∫
Rd
|F (ǫξ)|
(1 + ‖ξ‖)N dξ‖hr(ǫ)− h‖0,N . (52)
Recall that F is polynomially bounded. Thus, for N sufficiently large, the integral on
the right-hand side converges to |F (0)| ∫
Rd
1
(1+‖ξ‖)N dξ by dominated convergence. Hence,
the right-hand side of (52) tends to zero as ǫց 0.
The second term on the right-hand side of (51), for 0< ǫ < 1, can be estimated by∣∣∣∣
∫
Rd
(F (ǫξ)− F (0))h(ξ) dξ
∣∣∣∣ =
∣∣∣∣
∫ ǫ
0
∫
Rd
〈∇F (sξ), ξ〉h(ξ) dξ ds
∣∣∣∣
(53)
≤ ǫK
∫
Rd
(1 + ‖ξ‖)N |h(ξ)|dξ,
for K and N sufficiently large, by the polynomial boundedness of the partial derivatives
of F . Hence, the second term on the right-hand side of (51) also tends to zero as ǫց 0. 
Lemma A.3. Let Vǫ(ϕ) = 〈λ(p¯), ϕ⊗p¯〉p¯ +
∑p¯−1
p=0〈λ(p)ǫ , ϕ⊗p〉p such that λ(p)ǫ → 0 as ǫց 0,
p = 0, . . . , p¯ − 1 and f ǫ = e−Vǫ . Let f0(ϕ) = e−〈λ(p¯),ϕ⊗p¯〉p¯ . Then f ǫ → f0 in S(Rd) as
ǫց 0.
Proof. We first assume α = 0, then |f0 − f ǫ| ≤ ∫ 1
0
|Qe−sQ|ds f0 ≤ |Q|e|Q|f0, with Q a
polynomial that has vanishing coefficients as ǫց 0. Multiplying this by another polyno-
mial and taking the supremum over Rd thus gives an expression that vanishes in that
limit. Hence, ‖f ǫ− f0‖0,N → 0 for ǫց 0.
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Next, let α ∈Nd0 , α 6= 0. We note that each contribution to Dα(f0 − f ǫ) is of the form
f0e
QP or of the form S(f0 − f ǫ). Q is of degree at most p¯− 1 (potentially, Q= 0). P,Q
and S are polynomials. The coefficients of P and Q are vanishing as ǫց 0. Hence, we
can conclude, as above, that ‖f ǫ− f0‖α,N → 0 as ǫց 0. 
We now conclude the proof of Proposition 2.2. By Plancherel’s formula, (P2)–(P3) and
Lemma A.1, we have
dm
dβm
Φβt (φ) = (−1)mνt ∗ (V mfβ)(φ) = (−1)m
∫
Rd
F−1(fβ,φ)(ξ)V mφ (i∇ξ)etΨ(−iξ) dξ. (54)
For a polynomial W (ϕ) =
∑p¯
p=0〈w(p), ϕ⊗p〉p, we set Wβ(ϕ) =
∑p¯
p=0 β
1−p/p¯〈w(p), ϕ⊗p〉p.
Let f0(ϕ) = e−〈λ
(p¯),ϕ⊗p¯〉p¯ and let fβ(φ) = e−(Vφ)β . By Lemma A.3, fβ → f0 in S(Rd) as
βց 0. Hence, F−1(fβφ )→F−1(f0) in S(Rd) and
∫
Rd
F−1(f0) dξ = f0(0) = 1.
Furthermore, fβ,φ(ϕ) = e
−βVφ(ϕ) = e−(Vφ)β(β
1/p¯ϕ) = fβφ (β
1/p¯ϕ). Inserting this into the
right-hand side of (54), we obtain
dm
dβm
Φβt (φ) = (−1)m
∫
Rd
β−d/p¯F−1(fβφ )(ξ/β1/p¯)V mφ (i∇ξ)etΨ(−iξ) dξ. (55)
Note that by (P2)–(P3), Vφ(i∇ξ)etΨ(−iξ) as a function in ξ is polynomially bounded with
polynomially bounded derivatives. We can thus apply Lemma A.2 and we get
lim
βց0
dm
dβm
Φβt (φ) = (−1)mV mφ (i∇ξ)etΨ(−iξ)|ξ=0 = (−1)m〈V mφ (ϕ)〉νt . (56)
This completes the proof. 
A.2. Notions from graph theory
For the reader’s convenience, we develop some graph-theoretic notions, some of them
being non-standard, essentially following [6].
Given a set M , let M2s be the set of subsets of M containing two elements. A graph G
overM is then a subset of M2s . The points ofM are called vertices of G and the elements
(i.e., non-ordered pairs ofM ) {m1,m2} ∈G are called the edges (or bonds). G(M) stands
for the collection of all graphs over M . We could also replace M2s with M
2 =M ×M ,
the set of ordered pairs. We then obtain a graph with directed edges.
Let N ⊆M . The following construction explains the notion of a graph with distinguish-
able legs (endpoints of edges) at the vertices in N . Let Mˆ be a set, πˆ :Mˆ →M a surjective
map and πˆ2 :G(Mˆ)→G(M) the induced mapping on graph level defined by application
of πˆ on the endpoints of edges. Let G ∈ G(M) be fixed and for m ∈M , let p(m,G) be the
number of edges connected with m. Let (MˆG, πˆG) be as above such that for m ∈M \N ,
♯πˆ−1G ({m}) = 1 and ♯πˆ−1G ({m}) = p(m,G) for m ∈N . ♯A denotes the cardinality of the
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set A. A leg mˆ at a vertexm is a point in πˆ−1G ({m}). The class of graphs with distinguish-
able legs at vertices in N associated with an ordinary graph G ∈ G(M) is then given by
[G|N ] = {Gˆ ∈ (πˆ2G)−1(G) :∀m ∈N,mˆ ∈ πˆ−1(m), ♯{e∈ Gˆ : mˆ ∈ e}= 1}. The class of graphs
with distinguishable legs at the vertices in N is then [G|N ](M) =⋃G∈G(M)[G|N ].
Let L ⊆M and s be in the permutation group of L, Perm(L). Obviously, s extends
to a permutation on M by putting s(m) =m for m ∈M \ L. Let s2 :G(M)→G(M) be
the induced mapping on graph level. We can then consider the equivalence classes under
exchange of vertices in L, [G :L](M) = G(M)/(Perm(L))2. Such an equivalence class is
called a graph with indistinguishable vertices in L. It is easy to check that the above two
constructions are compatible, that is, a vertex can belong to a set L of indistinguishable
vertices with distinguishable or indistinguishable legs and a distinguishable vertex can
have distinguishable or indistinguishable legs.
A graph with several types of vertices has sets of vertices M1, . . . ,Mk and is a graph
over M =
⋃˙
k
l=1Mk.
Finally, a topological graph is a graph with indistinguishable vertices in each class of
vertices and with indistinguishable legs. The multiplicity of a topological graph, given
some other class of graphs (generalized Feynman graphs in the present case), is the
number of such graphs that coincide with the topological graph up to the labeling of
indistinguishable vertices and legs.
Let us also note that graph-theoretic notions like the connectedness of a graph with
distinguishable legs Gˆ are meant in the sense that the associated “projected” graph G
or even topological graph Gtop are connected.
13
A.3. Pade´ resummation
The idea of Pade´ resummation is to replace the Taylor polynomial with a rational func-
tion that has the given Taylor approximation at the origin but often has a better large
β behavior. We essentially follow [10], Chapter 16.2. The [M/N ]-Pade´ approximant is
defined as
[M/N ](β) =
a0 + a1β + · · ·+ aMβM
1 + b1β + · · ·+ bNβN . (57)
The M +N +1 coefficients a0, . . . , aM ; b1, . . . , bN are determined by the equation
[M/N ](β) =
M+N∑
m=0
hmβ
m +O(βN+M+1). (58)
13Gˆ as a graph in G(Mˆ) might be disconnected even if G is connected.
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Multiplication with the denominator of [M/N ] and comparison of coefficients leads to
the system of equations
bNhM−N+1 + bN−1hM−N+2 + · · · + b0hM+1 = 0
...
...
...
...
bNhM + bN−1hM+1 + · · · + b0hM+N = 0

 b0 = 1 (59)
and
b0h0 = a0
b1h0 + b0h1 = a1
...
bMh0 + bM−1h1 + · · · + b0hM = aM


b0 = 1. (60)
Solving for N =M = 1, as required in Section 3.2, one obtains
b1 = −h2
h1
,
a0 = h0, (61)
a1 = h1 − h0h2
h1
.
With h0, h1, h2 as in (42), this leads to
b1 =
1
2
+ 2 + 4 + 4
+
,
a0 = 0, (62)
a1 = −[ + ],
from which (43) follows.
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