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ABSTRAK 
Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia 
sebagai memenuhi keperluan untuk ijazah Master Sains. 
RANGKAIAN NEURAL UNTUK 
SISTEM DAPATAN SEMULA PERKATAAN 
DARWADA PANGKALAN DATA 
Oleh 
NUR IZURA UDZIR 
Julai 1998 
Pengerusi: Md. Nasir Sulaiman, Ph. D. 
Fakulti: Sains dan Pengajian Alam Sekitar 
Rangkaian neural buatan yang diaspirasikan oleh kecekapan otak manusia 
memproses maklumat digunakan dengan meluas dalam aplikasi-aplikasi yang 
melibatkan pengkelasan atau pemetaan corak. Kelebihan utamanya iaitu sifat 
ketegapannya dalam persekitaran hingar dan keupayaan untuk mengecam input yang 
tidak sempurna atau cacat menjadikannya alat yang sesuai digunakan untuk dapatan 
semula maklumat yang pantas berbanding kaedah pengkomputeran konvensional, bagi 
menangani cabaran dapatan semula yang lebih realistik. 
Dapatan semula bersekutu menggunakan rangkaian neural adalah untuk 
mendapatkan semula maklumat (rekod) dengan betul daripada pangkalan data bila 
kekunci input yang cacat dimasukkan. Model rangkaian neural yang digunakan dalam 
kajian ini adalah rangkaian Counter propagation, yang merupakan gabungan rangkaian 
Kohonen dengan algoritma pembelajaran tidak terselia dan rangkaian terselia 
xiii 
Grossberg, dengan sifat pengkelasan corak tanpa penyeliaan pada lapisan Kohonen 
menjadi bahagian paling penting bagi sistem. 
Kajian memfokuskan penyelidikan kepada prestasi rangkaian khususnya 
ketepatan pengkelasan bila skema-skema pengkodan yang berbeza digunakan untuk 
mewakilkan input. Tujuh skema pengkodan telah diaplikasikan dalam kajian ini, 
dengan jumlah bit perwakilan dan asas pengkodan yang berbeza. Data-data yang 
digunakan untuk ujian merupakan set bebas ralat, set data dengan ralat tunggal dan 
set yang mempunyai ralat berganda. 
Secara keseluruhannya semua eksperimen memberikan keputusan pengecaman 
yang baik, malah dengan setiap skema perwakilan yang digunakan, rangkaian telah 
berjaya mengecam dengan tepat kesemua set ujian dengan peratus pengecaman 100%, 
walaupun dengan bilangan unit persaingan, bilangan pusingan dan masa latihan yang 
tersendiri. Walau bagaimanapun, rangkaian yang mengaplikasi skema perwakilan 
dengan asas pengkodan tertentu menunjukkan prestasi yang lebih baik berbanding 
penggunaan skema tanpa asas pengkodan. 
Kajian menunjukkan ketepatan pengkelasan dan kecekapan sistem dipengaruhi 
oleh bentuk perwakilan input yang digunakan, saiz lapisan persaingan serta tempoh 
pusingan latihan yang optimum. 
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Inspired by the capability and efficiency of the human brain in information 
processing, artificial neural networks were widely used in pattern classification and 
mapping applications. Their robustness in noisy environment and their ability to 
recognise incomplete and distorted inputs are their main advantages over the 
conventional computing methods for fast and correct retrieval . 
Associative retrieval using neural network was developed for correct 
information retrieval from a certain database when given a distorted version of an 
input key. The model used in this study is Counterpropagation, a combination of the 
unsupervised training of the Kohonen net and the supervised Grossberg net, with the 
unsupervised pattern classification feature in the Kohonen layer being the most 
important part of the system. 
xv 
The focus of the study was the performance of the net specifically on the 
classification accuracy when different coding schemes were applied to represent the 
inputs. Seven coding schemes were used in the research, with different bit-size (i.e. 
number of bits) and encoding base . As test sets, we used error free sets, single error 
data sets, and double error sets. 
Overall, all experiments have produced satisfying results. With every encoding 
schemes, the network has successfully recognised all test sets given with 100% 
recognition, though with different combination of number of competitive units, 
training cycle and time. However, the nets using coding schemes with a certain base 
showed better performances over schemes without any encoding base. 
The study has proved that classification accuracy and system efficiency are 
affected by the types of input representation, the size of the competitive layer and the 
optimum training cycle. 
xvi 
BAB I 
PENGENALAN 
Sesebuah pangkalan data tidak akan bermakna sekiranya data atau maklumat 
yang terkandung di dalamnya tidak dapat dicapai dan digunakan oleh pengguna. Oleh 
itu satu sistem yang akan menguruskannya diperlukan, terutama untuk mendapatkan 
maklumat. Dalam usaha membentuk sistem sedemikian, berbagai teknik telah 
dibangunkan umpamanya pencincangan, senarai bersambung, fail song sang dan indeks 
pokok-B (Pratt dan Adamski, 1991; Stubbs dan Webre, 1985). 
Kecekapan sistem dapatan semula maklumat sangat penting bagi memenuhi 
keperluan menyelesaikan pertanyaan dalam talian dalam masa maklum balas yang 
singkat dan juga permasalahan pertanyaan yang tidak dinyatakan dengan sempuma. 
Keperluan ini telah menarik perhatian para penyelidik dari pelbagai bidang seperti 
sains komputer, kecerdasan buatan serta bidang-bidang fungsian lain seperti 
kejuruteraan, perubatan dan sebagainya untuk menjalankan penyelidikan dan 
seterusnya mendorong kepada penghasilan pelbagai kaedah dapatan semula maklumat 
baik dari segi perkakasan mahupun perisian. 
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Latar Belakang Masalah 
Seringkali terjadi insiden di mana kita terpaksa mendapatkan semula rekod 
dari pangkalan data hanya dengan berdasarkan satu kekunci yang selalunya tidak 
dinyatakan dengan sempurna, misalnya nama yang tidak dieja dengan betul atau nama 
yang tidak diberikan sepenuhnya. Dalam keadaan sebegini, kita memerlukan satu 
sistem dapatan semula maklumat yang mampu menangani pertanyaan yang tidak 
sempurna ini . Pengkomputeran digital konvensional memang baik dalam aplikasi 
pengiraan yang cepat dan tepat, tetapi tidak sesuai untuk aplikasi seperti mencari item 
tertentu dalam pangkalan data hanya berasaskan maklumat yang hingar atau tidak 
sempurna (Vas silas, 1 990). 
Permasalahan tersebut dapat diatasi dengan sistem rangkaian neural yang 
merupakan satu cabang kecerdasan buatan. Melalui perwakilan input yang betul ia 
sesuai diaplikasikan sebagai alat bagi mendapatkan semula maklumat dari pangkalan 
data. Carian untuk mendapatkan padanan terbaik antara dunia sebenar dengan 
perwakilan dalaman bagi 'dunia' tersebut adalah lebih baik berbanding dengan 
padanan biasa memandangkan ianya membenarkan perwakilan secara dalaman objek­
objek dan perkaitan di antaranya (Char et al., 1 988; Sejnowski dan Rosenberg, 1987; 
Vassilas, 1 990) . 
Satu cabang penting dalam rangkaian neural adalah ingatan bersekutu 
(Vassilas, 1990) yang biasanya digunakan untuk dapatan yang cepat dan tegap kerana 
sifatnya yang berkebolehan untuk perlaksanaan yang tegap dalam persekitaran hingar 
yang disebabkan oleh kecacatan atau ralat dalam corak kekunci input . Dengan 
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rnenspesifikasikan sernua atau sebahagian daripada satu vektor input kekunci yang 
telah disekutukan dengan suatu data tertentu yang disirnpan, data tersebut boleh 
didapatkan semula. 
Objektif Kajian 
Kajian dijalankan bagi memenuhi dua objektif utama, iaitu: 
1 .  membangunkan perisian bagi mendapatkan semula perkataan daripada pangkalan 
data menggunakan rangkaian neural. Input yang dikemukakan kepada rangkaian 
ini adalah perkataan yang berbentuk cacat atau rosak. 
2. membuat penyelidikan dan menganalisa perbandingan pengaruh bentuk-bentuk 
skema perwakilan input yang berbeza ke atas ketepatan pengkelasan rangkaian 
dan kecekapan sistem. 
Skop Kajian 
Kajian dihadkan kepada dapatan semula terhadap satu medan iaitu medan 
nama dalam pangkalan data. Saiz pangkalan data yang terlibat dalam kajian adalah 
100 dan 200 data yang terdiri daripada nama-nama yang dipilih berdasarkan agihan 
nama dalam buku Panduan Telefon 1996/97 (Selangor dan Wilayah Persekutuan) 
keluaran Telekorn Malaysia Berhad. Ini adalah untuk mendapatkan panduan bagi 
pernilihan nama secara rawak yang adil dan lebih mewakili keseluruhan populasi di 
Malaysia. 
Nama-nama yang telah dipilih itu seterusnya boleh mewakili rekod-rekod 
dalam pangkalan data yang terlibat dalam kajian. Sebagai contoh, katakan pangkalan 
data yang digunakan adalah fail yang mengandungi sebilangan rekod pelajar (Rajah 1). 
Setiap rekod terbina dari medan-medan Matrik, Nama, Program, Klas dan Alamat. 
Fail Pelajar 
Matrik Nama Program Klas 
Rajah 1 : Medan-medan dalam Fail Pelajar 
Alamat 
Medan Matrik yang merupakan medan beIjenis integer unik mengandungi 
nombor matrik pelajar, manakala medan Nama yang beIjenis aksara dan tidak unik 
mengandungi nama penuh pelajar berkenaan. Medan Program menyimpan maklumat 
mengenai program pengajian yang sedang diikuti oleh pelajar tersebut sementara 
medan Klas pula merupakan k1asifikasi pengajiannya. Alamat perhubungan pelajar 
terbabit disimpan dalam medan A/amat. Medan-medan Program dan Klas juga beIjenis 
aksara dan medan Alamat pula beIjenis abjad angka. 
Memandangkan rangkaian neural mampu menangani masalah input yang cacat 
atau tak sempurna, tumpuan diberikan kepada medan Nama sebagai kekunci input 
untuk dapatan semula dalam kajian ini, kerana ia lebih terdedah kepada kemungkinan 
kesalahan ejaan, seperti nama yang tidak dieja dengan betul. lni disebabkan tidak ada 
sebarang peraturan tertentu dalam penulisan sesuatu nama sebagaimana dalam medan­
medan lain yang perlu mematuhi peraturan atau nahu ejaan dan penulisan yang telah 
ditetapkan, Medan Matrik yang merupakan medan unik dan berjenis integer tidak 
dipilih untuk kajian ini memandangkan carian dengan menggunakan kekunci ini lebih 
mudah dan cepat melalui kaedah konvensional. 
T erdapat beberapa kemungkinan ralat atau kecacatan yang biasa dilakukan 
oleh pengguna pangkalan data. Antaranya termasuklah: 
1 .  ralat penghapusan, di mana satu huruf dipadam daripada data berkenaan. 
2. ralat penambahan yang melibatkan ditambah kepada data asal. 
3 .  ralat penggantian, di mana satu huruf digantikan dengan satu huruf yang lain. 
Walau bagaimanapun, kajian ini hanya mengambil kira ralat penggantian bagi tujuan 
menguji keupayaan pengecaman sistem. Di samping set data yang tidak cacat, dua 
bentuk kecacatan telah digunakan ke atas set-set data masing-masing, iaitu ralat 
tunggal dan ralat berganda. 
Penyusunan Tesis 
Kajian yang dikemukakan dalam tesis ini meliputi pembangunan sebuah sistem 
dapatan semula maklumat secara bersekutu daripada pangkalan data dengan 
menggunakan rangkaian neural, khususnya rangkaian CPN. 
T esis ini dibahagikan kepada lima bab. Bab pertama telah memberi gambaran 
umum mengenai kajian dengan pemyataan masalah dan juga tujuan kajian dijalankan. 
Bab kedua dalam tesis ini akan menyorot perbincangan ringkas tentang pangkalan 
data, sistem pengurusan pangkalan data, dapatan semula maklumat, pertanyaan serta 
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beberapa teknik konvensional dapatan maklumat dari pangkalan data. Bab ini 
seterusnya pula akan memberikan ulasan berkenaan rangkaian neural buatan, topologi 
dan pemprosesan neuron, operasi rangkaian neural, beberapa contoh model rangkaian 
neural serta aplikasi-aplikasi umum rangkaian neural yang popular. Bahagian terakhir 
dalam bab ini akan mengimbas kajian-kajian yang pemah dijalaokan bagi mendapatkan 
semula maklumat daripada pangkalan data dengan rangkaian neural sebagai alatnya. 
Seterusnya dalam bab ketiga pula akan merangkumi perbincangan dan huraian 
terperinci pendekatan yang digunakan dalam pembangunan sistem rangkaian neural 
untuk dapatan semula maklumat secara bersekutu daripada pangkalan data. lni 
meliputi beberapa skema pengekodan yang digunakan dalam eksperimen-eksperimen 
dalam kajian ini. Manakala hasil analisis keputusan kajian dan eksperimen-eksperimen 
yang telah dilaksanakan akan dibentangkan dan diperbincangkan dalam bab keempat. 
Akhir sekali, bab kelima akan memberikan ringkasan serta rumusan ke atas 
perolehan kajian secara keseluruhannya yang telah diperbincangkan dalam tesis ini. 
Perbincangan tentang cadangan kerja penyelidikan selanjutnya akan menyimpulkan 
bab terakhir tesis ini. 
BAB II 
SOROTAN LITERA TUR 
Bab ini akan mengulas karya-karya yang telah diterbitkan berkaitan dengan 
pangkalan data umumnya dan dapatan semula maklumat dalam pangkalan data serta 
penerbitan-penerbitan berkenaan rangkaian neural untuk memberi gambaran umum 
bidang-bidang tersebut, memandangkan kedua-dua bidang ini terlibat dalam kajian. 
Kajian-kajian lepas yang telah dijalankan dalam bidang dapatan semula 
maklumat dengan menggunakan rangkaian neural juga diperbincangkan pada akhir 
bab ini sebagai asas kepada kajian. 
Pangkalan Data dan Dapatan Semula Maklumat 
Salah satu bidang yang besar dalam sains komputer ialah pangkalan data. 
Sebuah pangkalan data dibina untuk menempatkan sejumlah besar maklumat­
maklumat yang berkaitan supaya mudah diuruskan. Bagi tujuan tersebut, para saintis 
telah membangunkan sistem capaian maklumat automatik (berkomputer) sejak tahun 
1940-an lagi dengan idea asal untuk membantu menguruskan bahan-bahan saintifik 
yang besar yang telah ditempatkan dalam sesebuah pangkalan data (Frakes, 1 992). 
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Definisi Pangkalan Data 
Pangkalan data merupakan suatu fai l yang terdiri daripada sekumpulan rekod­
rekod yang mengandungi maklumat-maklumat berkenaan sesuatu organisasi tertentu. 
Setiap rekod pula terbina daripada koleksi medan-medan yang merupakan atribut­
atribut bagi rekod terbabit (Pratt dan Adamski, 1991 ;  Abo dan Ullman, 1979; Korth 
dan Silberschatz, 1 991 ;  Salton, 1989). 
Dalam persekitaran pemprosesan fail, jumlah terkecil data yang boleh disimpan 
adalah bit. Bit-bit dihimpunkan menjadi bait atau aksara yang seterusnya terkumpul 
membentuk medan (Pratt dan Adamski, 1991 ). 
Setiap rekod juga merupakan satu entiti. Pangkalan data adalah satu struktur 
yang boleh menempatkan maklumat tentang pelbagai jenis entiti dan juga perkaitan di 
antara entiti-entiti (pratt dan Adamski, 1991). Entiti adalah seperti katanama, misaInya 
orang, tempat atau benda. Contohnya rekod Pelajar sebagaimana ditunjukkan dalam 
Rajah 2. Setiap entiti mempunyai atribut atau sifat tersendiri. Sebagai contoh, atribut 
bagi entiti Pelajar ialah Matrik, Nama, Program, Klas, dan A1amat. Rekod mengenal pasti 
perkataan-perkataan teks individu, dan setiap medan mengandungi maklumat yang 
berkaitan dengan setiap kemasukan perkataan, seperti sebutan, peteraian kepada 
sukatan, dan petunjuk nahu (Salton, 1989). Atribut-atribut atau medan-medan bagi 
rekod bertindak sebagai kekunci basi setiap rekod yang digunakan dalam dapatan 
semula maklumat (Abo dan Ullman, 1979). 
