This paper introduces the generation of textual entailment within the project CSIEC (Computer Simulation in Educational Communication), an interactive web-based human-computer dialogue system with natural language for English instruction. The generation of textual entailment (GTE) is critical to the further improvement of CSIEC project and other natural language generation program. Up to now we have found few literatures on the general algorithm for GTE. Simulating the process that a human being learns English as a foreign language, we explore our naïve approach to tackle the GTE problem and its algorithm within the framework of CSIEC, i.e. rule annotation in NLML, pattern recognition and entailment transformation. The time and space complexity of our algorithm is tested with some entailment examples. An interactive command line textual entailment editor is created to generalize an entailment rule from a case pair of text and entailment. The test version of this innovative GTE approach can be accessed in the CSIEC website. Further works include the rules annotation based on the English textbooks and a GUI interface for normal users to edit the entailment rules.
Problem Description: Generation of Textual Entailment (GTE) and Recognition of Textual Entailment (RTE)
In daily human language we can often infer (entail) one text fragment from another one, for example "what is the book's price?" and "how much is the book?". We adopt a definition of textual entailment as a directional relationship between pairs of text expressions, denoted by T (the entailing text), and H (the entailed hypothesis). It is considered that T entails H if the meaning of H can be inferred from the meaning of T, as would typically be inferred by people [1] . This somewhat informal definition is based on (and assumes) common human understanding of language as well as common background knowledge. Therefore it is domain independent and context free. In some works as [2] the entailment is called inference. That T entails H also means T infers H. So in this paper we treat these two terms as the same. This definition can be described with a formula:
T H, where T is the entailing text and H is the entailed hypothesis. The second is: given two texts T and H, to determine whether T H is true or false.
We call the first question Generation of Textual Entailment (GTE), the second one Recognition of Textual Entailment (RTE). This paper attempts to solve GTE problem within the framework of CSIEC project.
The Significance of GTE to CSIEC

CSIEC (Computer Simulation in Educational
Communication) is an interactive web-based humancomputer dialogue system with natural language for English instruction [3] [4] . It has been put into free usage in Internet and has also been applied in English class. Despite of its achievements currently there are still some user requirements which haven't been fulfilled well, for example, the system's strong ability of natural language understating and generation, which is the fatal factor influencing the human-computer communication. The textual entailment plays an important role to them.
At first the GTE is related to the redundancy of the facts database. The CSIEC collects the user facts from the user expressions into the form of NLML [5] , and save these facts into the table "user facts" in the database. The facts about the chatting robot are also treated by this way, i.e. the narrative declarative sentences about the robot are stored with the form NLML into one separate table. But how to deal with the facts which can be inferred from other facts? If they are all stored in the database, the redundancy of the database will be greatly increased.
Secondly the GTE is related to the implementation of guided chatting on a given topic [6] . For example in the guided discourse "Salesman and customer" if the computer knows "It costs 20 Yuan" equals "Its price is 20 Yuan", we need not to write all the equivalent expressions into the scenario script.
Thirdly the GTE can contribute to the question answering. In CSIEC the robot answers the users' questions through scrutinizing the user facts table and the common sense knowledge table. The user fact database is enriched through the interaction between the user and the robot. If the user wants to test the intelligence of the robot, he/she may ask a question such as "Who am I?". Based on the user fact "I am an English teacher in Beijing University" the robot can answer with: "You are an English teacher in Beijing University." If the user asks "What do I teach?", the answer could be obtained from the inference: "I teach English".
At last the GTE can help the system's adaptation to the user language level. The vocabulary and grammar skill of a language learner varies in every learning stage. Thus the response with different levels of vocabulary and grammar skills should be generated corresponding to the learner's linguistic level. For the beginners the system should respond with a simple sentence, whereas for the advanced users the robot can speak complicated sentences with unfamiliar words.
Related Works
Through the literature survey we can hardly find related works specialized on the textual entailment generation, although amounts of papers have presented the pioneer researches of discovering the entailment relationship between two texts. PASCAL recognizing textual entailment challenge (http://www.pascalnetwork.org/ Challenges/RTE) is organized to explore what can be achieved in the area of RTE with current state-of-the-art tools. From its two past proceedings [1] [7] we can hardly find the work on GTE.
[2] and [8] are typical works which retrieve inference or paraphrase rules from large corpus of text. [2] could be the first attempt to discover inference knowledge from a large corpus of text. Treating paths as binary relations, their unsupervised algorithm DIRT (Discovering Inference from Text) generates inference rules by searching for similar paths. They extracted 7 million inference rules, among them 231,000 are unique. But the human linguistic experts should still work to check which of the inference rules are correct one by one. The accuracy rate ranges from 0% to 92.5%. They don't report how to generate inferences with the retrieved rules, neither. [8] solves the text-to-text generation problem of sentence-level paraphrasing by applying multiplesequence alignment to sentences gathered from unannotated comparable corpora (articles in different newspapers but about the same event): it learns a set of paraphrasing patterns represented by word lattice pairs and automatically determines how to apply these patterns to rewrite new sentences. Their system derives accurate paraphrases, outperforming baseline systems in [2] . Their unsupervised paraphrase acquisition, however, needs manual checking, too. It is also domain specific.
The retrieved rules in [2] and [8] could be the rule source for our GTE approach.
The earlier works on textual knowledge representation such as "conceptual dependency" and "script" suggested by Schank and Winograd in [9] [10] [11] did not propose the general algorithm on paraphrase or inference. The traditional logical programming systems such as Prolog and LISP can make inferences according to the logical rules. However, the laborious transformation from natural language into exact logical language and vice versa seems to be only done by the logician experts. So in our project we attempt to directly teach the computer how to understand the textual entailment rules and how to make entailment according to the rules with the notation of NLML and NLOMJ, just as the English teacher teaches the students how to learn the sentence patterns and transformation rules, and how to apply them in actual language expression. The entailment problem emerges with the natural language acquisition. Recall how the teachers taught us English and how we learned English as a second language. To get the entailment of example E1, we need just to change some words, and the others remain unchanged. (In the following paragraphs we only consider the left to right entailment relations in E1, E2, E3, and E4 as examples.)
Apparently only remembering this special case is not enough. We can describe the entailment more generally, as the teacher taught us:
(R1) What is the price of <something>? How much is <something>?
We call the <something> a pseudo variable in the rule, and "a book", "those pens", and so on, the variable's value. The entailment generation is actually the replacement of the pseudo variables in the rule right with their concrete values obtained by matching the given text with the rule left.
From the example E2 we should obtain a more generalized entailment rule:
(R2) <person>'s name be <name> <person> be <name>.
In this rule there are two pseudo variables. "<person>" represents a person, such as a student. "<name>" represents the concrete name, such as "John", "Bill Clinton". "be" represents the concrete copula form, such as "was", "is", "has been". This rule doesn't contain any circumstance limitation, like time and place circumstances. This means it can be applied in any circumstance. With this generalized rule R1 we can get the following text entailment pair:
What is the price of the book five years ago? How much was the book five years ago?
We have learned these entailment rules by heart in the language course and can apply them unconsciously, though up to now we haven't discovered how our brain copes with such replacement. The rules are actually the grammatical and logical rules we learned from English textbooks. We should rewrite them into a form which the computer can understand and use. This is the first step by letting the computer learn the inference rules.
After the storage of the entailment rules the next step is generating the entailment for a given text. We can match the text with the rules in the database one by one, and find which one has the same structure as the given text. A question occurs: what does the same structure mean between two expressions? We remind again our grammatical knowledge about English. The same structure means: they both have the same mood (declarative, interrogative, imperative or exclamative), and the same sentence structure. For example the left side of the rule (R1) is a question, and its sentence structure is "subject + be + noun phrase predicate".
After finding the appropriate rule for the given text, the third step is replacing the corresponding pseudo variables of the rule right (entailment) with their concrete values, and setting the verb in the appropriate form based on the given text, mainly on the tense of the given text and the actual subject. The values can be retrieved during the matching process.
So our principle to generate textual entailment is to describe the entailment rules with the appropriate form, to search the matched rule for a given text, and then to replace the pseudo variables in the rule right with the actual values and to set the verb with the suitable form. We call the three steps rule annotation, pattern matching and entailment transformation, respectively.
Rule annotation: NLML with pseudo variables
NLML, as defined in [5] , is a mixture of phrase tree structure and dependency tree structure, and a detailed syntactic and semantic analysis of natural language text. Almost all linguistic features (e.g. words, part-of-speech, entity type, chunk tag, grammatical function tag, head word path) are included in NLML. All kinds of grammatically correct expressions, e.g. phrases and sentences, with different complexity, voice and moods, can be clearly described by NLML. Thus it can construct the basis for further syntactical and semantic analysis. For example it can be parsed into the object model of natural language expressions, NLOMJ [12] , which is suitable for rule matching and rule replacement.
We Here the tag "<category>person</category>" indicates the noun in the prepositional phrase modifying the noun "name" must be an instance of the class "person". What is a "person" then? "A student", "a teacher", etc. are persons. This relationship between an occupation and a person can be retrieved from WordNet. "Your sister", "his father", etc. are persons. This family relationship can also be retrieved from the WordNet. Thus the classification of a noun phrase into the category "person" can be realized with WordNet. The tag "<type>name </type>" has defined the predicate must be a person name, thus the new tag "category" is not necessary.
The This text pattern requires the verb part must contain the kernel verb "study", and there must be a prepositional phrase as the sentence circumstance, whose preposition must be "in" and whose noun phrase must be a kind of "group". Surely the "group" includes not only university/ institute /college, but this rule also fits for other kinds of group.
Its 
/direct_object> </verb_phrase>
The entailment requires the kernel verb must be "attend" whose form depends on the given text, so the tag "<verb_change/>" is used.
From 
Pattern matching
How to check if a given text is a concrete instance of the generalized model of the rule's left? Suppose the given text is T, and the given text pattern (rule left) is P. As to all the examples mentioned above with this "simple" complexity (sentences without conjunction like "before", "if"), the algorithm of the pattern matching is:
Compare
the mood of the T with the mood of P If they are not equal, T doesn't match P Else Compare the subject of T with the subject of P If the subject of T does not match the subject of P T does not match P Else Compare the verb phrase of T with that of P If the former does not match the latter T does not match P Else Compare the circumstances of T with that of P If any circumstance in P can't find a matched circumstance in T T does not match P Else T does match P End
Then more concretely, what is the matching of the given subject to the given pattern subject? As a subject is actually a noun phrase used at the sentence beginning, the comparison of two subjects is in fact the comparison of two noun phrases. By the comparison of a concrete noun phrase with the noun phrase pattern, the content of the attribute "pseudo" in the pattern is firstly checked. A not empty content means this pattern noun phrase doesn't have any specification; therefore the checked noun phrase matches this pattern. Afterwards the pseudo variable represented by this pattern content will be set the value of the NLML of the checked noun phrase.
An empty content of the attribute "pseudo" in the pattern phrase means there are specific requirements in the noun phrase. The given text should be checked more in detail with the pattern phrase.
The matching of a verb phrase to the given pattern verb phrase requires both the verb part matching and the matching of other components. By the verb part matching at first the verb type and voice (active or passive) of the checked verb phrase will be compared with that of the pattern phrase. If either the type or voice isn't equal to that of the pattern phrase, this given verb phrase doesn't match the pattern verb phrase. Otherwise the other parts in the verb phrase will be further checked. If the verb parts match that of the pattern, the other parts, e.g. predicate, or objects, should be checked further separately.
Entailment transformation
If one given text matches the left pattern of the rule, the pseudo variables in the pattern will be set the corresponding values, i.e. the NLML of the matched phrase. With them we can obtain the inference of the given text according to the rule. The algorithm is:
Replace the "pseudo variable X" (X is the sequence number of the pseudo variable, such as 1 and 2) in the NLML of the rule right with the corresponding actual NLML which have been obtained during the pattern matching process.
If there is the tag "<verb_change/>" in the entailment NLML, change the attributes of the verb phrase according to subject and the tense of the given text.
After the verb phrase transformation we get the ultimate NLML of the inference and then calculate the entailed text after parsing it into NLOMJ.
GTE Algorithm
As shown in the above examples only positive and active textual knowledge is considered. The algorithm for the textual inference generation of positive and active statement texts can be summarized as:
Pre 
obtained inferences to get deeper inferences Else employ the logical inference algorithm to get all of its inferences, as well as the possible active to passive transformation
The logical inference of a text is the inference which needs not any inference rule, but can be inferred according to the logical reasoning of the common sense knowledge. There are three kinds of logical inference.
One is the phrase entailment based on WordNet [13] . One example is the hypernym inference:
Zhang is a student Zhang is the <hypernym of student>, e.g. Zhang is a person.
I have a dog I have a <hypernym of the dog>, e.g. I have an animal.
The second kind of logical inference is the automatic transformation between active and passive form of the sentences with at least an object phrase. The functionality of NLML and NLOMJ makes this transformation very easy and context free, compared with the statistical way used in [8] The deeper inference means the inference of the inference. To avoid repeating reversed inference, we label each rule with an identification number, and specify the number of its reversed rule. For example the rules R1, R2 and R3 all have reversed rules, so the index number of the reversed rule is needed to avoid repeated inference.
For the passive text, we should at first get its active form, and use the algorithm above to get the active inferences, and at last get the passive forms. Their active forms are also logical inferences. E.g., the entailment texts for "the girl is loved by the boy" are:
the girl is loved by the boy the boy loves the girl the boy loves the girl the boy cares for the girl the boy cares for the girl the girl is cared for by the boy
The negative sentences can have inferences if and only if their positive forms can match the inference rules whose reverse ones are the rules themselves, i.e. the texts and inferences in these rules are equivalent. The procedure to get their inferences is transforming the text into a positive one, using the algorithm above to get its positive inferences, and at last transforming them via negation. An example using R3 and its reversed rule is:
"I am not studying in Beijing University" "I am not attending Beijing University" But from the sentence "English is not my mother language" we can't get the entailment "I can't speak English", because there is no reversed rule for rule R4. From it we can only obtain the entailment "my mother language is not English".
Special questions can have entailments, like the E1, so their entailment rules like R1 are explicitly stored in the rules table. For the normal "yes/no" question, we at first transfer them to a statement sentence, then use the algorithm above to get its statement entailments, and at last transfer the statements to normal "yes/no" questions.
Authoring tool to edit the GTE rules: TEE
Apparently it is too difficult for a normal English teacher to edit the inference rules. We have designed a Java command line program, a so called TEE (Textual Entailment Editor), to assist the normal user to edit the rule easily by analyzing the example text and entailment. The rule annotator needs not to remember the NLML in details, but only input one example pair of text and entailment. The TEE then will interactively guide the annotator to make some choices by just typing Y (yes) or N (no), and finally get the inference rule. At the end the annotator can check the rule with new texts. Of course the annotator should be good at English grammar.
As one example we just list some key prompts and annotator inputs (in Italic) in the beginning by using TEE to edit the rule R3.
Step The future work is to program the GUI version of this TEE so that the rule annotation becomes visible and easier.
Implementation, Examples and Complexity Prediction
We are cooperating with English teachers to manually build the entailment rule database for the textual entailments occurring in the textbooks of schools and universities with TIE. This method is reliable, because the entailment rules from the textbook have been written and guaranteed by English linguistics and pedagogical experts. Although it is laborious, it is not more laborious than the manual checking of the retrieved inferences through statistical approaches used in [2] [8] . If it is impossible for the human being to write all of the rules implicit hidden in the giant mounts of corpus, it is still plausible to write the rules taught in the English courses from elementary school to university, which can contribute much to improve the intelligence of CSIEC system. The inferences rules and their test can be accessed in the CSIEC website (www.csiec.com). Now more than 250 entailment rules have been written into the database through our TEE.
As examples of our GTE approach we list all the automatically calculated entailments for the text: "isn't the girl loved by the boy?" doesn ' The entailments for the text: "the boy will love the girl someday": the boy is going to love the girl someday the girl will be loved someday by the boy the girl is going to be loved someday by the boy the boy will care for the girl someday the boy is going to care for the girl someday The girl will be cared for by the boy someday The girl is going to be cared for by the boy someday the boy will like the girl someday the girl will be liked someday the boy is going to like the girl someday the girl is going to be liked by the boy someday
To predict the complexity of the GTE algorithm dealing with more and more inference rules, we make a test with 10,000 rules, among them 20 are unique and the others are the same, what will not reduce the comparison time. The generation of textual inference for a given text costs 100ms or so time, almost the same as the testing with just 20 unique rules. But the memory cost is linearly proportional to the rules number. The 10,000 rules occupy about 300 Megabytes physical memory.
Discussion
The underlying idea of our GTE algorithm is very naïve: the language teachers teach us the sentence patterns and inference rules, we learn by heart these rules one by one and apply them in thinking and speaking. No almighty method is given by the teacher and learned by us so that we can use it in all inference generation. In language education, this is an old, traditional and plausible way. But to the best of our knowledge, no researcher in AI and NLP has simulated it to model textual inference generation in computer. Maybe the algorithm complexity by dealing with the seemingly very large amount of rules is the obstacle [14] .e.g. the 231,000 unique inference rules found in [2] . We will also face this problem, as the rule database grows.
Different from the statistical approaches to retrieve inference or paraphrase rules used in [2] and [8] , the number of pseudo variables used in our algorithm is unlimited. In addition our syntactical but natural approach can guarantee the grammatical correctness of the entailment transformation, no matter what kind of tense, voice and modal verb the original text has.
In this paper we just illustrated the GTE algorithm with the example of simple sentences with only one subject plus one verb phrase. However, the daily human language is more complicated so that the rule annotation with NLML and its machine interpretation will become more complex. More work should be done to solve the GTE of complex sentences with subordinate sentences.
We begin the research of GTE from our interactive language learning project CSIEC with the objectives to reduce the facts redundancy, and to generate reasonable and diverse responses. So the evaluation of the application results should be implemented in the future. Moreover, we will attempt to use the GTE approach to tackle other hard problems in NLP, such as RTE, question answering, machine translation and information retrieval, etc.
