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Mixed-Radix Nim
Yuki Irie
∗†
We present take-away games whose Sprague-Grundy functions are given by the Nim
sum of heap sizes in a mixed base β. Let ∆β be the set of such games. We give a
necessary and sufficient condition for the existence of a minimum of ∆β, and a recursive
construction of the maximum of ∆β.
1 Introduction
Nim is a game played with heaps of coins. Sprague [12] and Grundy [6] independently
found that every (short impartial) game can be solved using a nonnegative integer-valued
function, which is called the Sprague-Grundy function of the game. They also proved
that the Sprague-Grundy function of Nim is
σ2ppx0, . . . , xm´1qq “ x0 ‘2 ¨ ¨ ¨ ‘2 x
m´1,
where xi is the size of the ith heap and ‘2 is addition without carry in base 2.
Roughly speaking, the questions of this paper are as follows:
(1) Given a function φ, is there a nice game with Sprague-Grundy function φ?
(2) If so, can we characterize such games?
We will address these questions in the case when φ is a generalization of σ2.
Some generalizations of σ2 are known. For an integer b greater than 1, Flanigan [4]
presented a take-away game whose Sprague-Grundy function is
σbppx0, . . . , xm´1qq “ x0 ‘b ¨ ¨ ¨ ‘b x
m´1,
where ‘b is addition without carry in base b. Fraenkel and Lorberbom [5] constructed
take-away games whose Sprague-Grundy functions are
σrbsppx0, . . . , xm´1qq “ b
ˆZ
x0
b
^
‘2 ¨ ¨ ¨ ‘2
Z
xm´1
b
^˙
` ppx0 ` ¨ ¨ ¨ ` xm´1q mod bq,
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where n mod b is the nonnegative remainder of n divided by b. They also presented
the minimum of take-away games with Sprague-Grundy function σrbs. Blass, Fraenkel,
and Guelman [2] determined the maximum of take-away games with Sprague-Grundy
function σ2.
In this paper, we generalize the above results by using mixed-radix number systems.
For a mixed base β (see Subsection 1.2), we present take-away games whose Sprague-
Grundy functions are
σβppx0, . . . , xm´1qq “ x0 ‘β ¨ ¨ ¨ ‘β x
m´1,
where ‘β is addition without carry in base β (Theorem 1.5). In general, minimal
elements of such games may be not unique. We prove that there is a minimum of such
games if and only if σβ “ σrbs for some b (Theorem 1.7). We also give a recursive
construction of the maximum of such games (Theorem 1.12).
1.1 Take-away games and Sprague-Grundy systems
To describe our results precisely, we introduce some notation.
We first define take-away games as the following digraphs. Let P be a subset 1 of Nm,
where N is the set of nonnegative integers andm P N. For a subset C of Nmz t p0, . . . , 0q u,
let ΓpP,C q be the digraph with vertex set P and edge set
t pX,Y q P P2 : X ´ Y P C u .
Then ΓpP,C q is called a take-away game.
Example 1.1 (Nim). Let P “ Nm. Consider
C “ t C P Nm : wtpCq “ 1 u , (1.1)
where wtpCq is the Hamming weight of C, that is, the number of nonzero components of
C. The game ΓpNm,C q is called Nim. As we have mentioned above, the Sprague-Grundy
function of Nim is given by
σ2pXq “ σ2,mpXq “ x0 ‘2 ¨ ¨ ¨ ‘2 x
m´1,
where xi denotes the ith component of X, that is, X “ px0, . . . , xm´1q.
As in Example 1.1, elements in Nm will be denoted by capital Latin letters, and com-
ponents of them by small Latin letters. For example, if C P Nm, then C “ pc0, . . . , cm´1q.
Because the set C plays a key role in this paper, we introduce the following notation.
Let sgΓpP,C q denote the Sprague-Grundy function of a take-away game ΓpP,C q. For a
nonnegative integer-valued function φ : P Ñ N, the set C is called a Sprague-Grundy
system of φ if sgΓpP,C q equals φ:
sgΓpP,C qpXq “ φpXq for every X P P.
1The set P is Nm except for Examples 1.2 and 1.3.
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For example, let C 2,m
1
be the right-hand side of (1.1). Then C 2,m
1
is a Sprague-Grundy
system of the function σ2,m. Let ∆pφq denote the set of Sprague-Grundy systems of φ.
By the definition of Sprague-Grundy functions,
if C ,E P ∆pφq and C Ď D Ď E , then D P ∆pφq (1.2)
(see Section 2).
We address the following three questions of Sprague-Grundy systems:
1. Is there a Sprague-Grundy system of φ?
We will prove that σβ has a Sprague-Grundy system. In other words, σβ can be
realized as the Sprague-Grundy function of a game.
2. What are minimal systems of φ?
A minimal (with respect to inclusion) element of ∆pφq will be called a minimal
system of φ. In general, φ has multiple minimal systems. We will determine when
σβ has a unique minimal system, which will be called the minimum system of φ.
We also investigate the structure of minimal systems of σβ for an arbitrary mixed
base β.
3. What is the maximum system of φ?
If ∆pφq ‰ H, then ∆pφq has a maximum element, which will be called the maxi-
mum system of φ. We will give a recursive construction of the maximum system
of σβ.
In this paper, we will restrict our attention to the case P “ Nm. We here give,
however, two examples of φ : P Ñ N with P Ĺ Nm.
Example 1.2 (Sprague-Grundy function of a b-saturation of mise`re Nim [7]). Let b be
an integer greater than 1. For an integer n, let ordbpnq be the b-adic order of n, that is,
ordbpnq “
#
max
 
L P N : bL divides n
(
if n ‰ 0,
8 if n “ 0.
For example, ord2p1q “ 0 and ord2p12q “ 2. Let P “ N
mz t p0, . . . , 0q u. The game
ΓpP,C 2,m
1
q is called mise`re Nim. 2 Define a function φb : P Ñ N by
φbpXq “ σbpXq ‘b pb
1`mordbpXq ´ 1q,
where mordbpXq “ min t ordbpx
iq : i P Ω u and Ω “ t 0, 1, . . . ,m´ 1 u. For example,
mord2pp0, 1qq “ min t ord2p0q, ord2p1q u “ min t8, 0 u “ 0,
so
φ2pp0, 1qq “ 0‘2 1‘2 p2
1`0 ´ 1q “ 0.
2No explicit formula for the Sprague-Grundy function of mise`re Nim is known.
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Consider
C
b “ C b,m “
#
C P Nmz t p0, . . . , 0q u : ordb
˜ÿ
iPΩ
ci
¸
“ mordbpCq
+
.
For example, p1, 2q P C 2 and p1, 1q R C 2 because ord2p1 ` 2q “ 0 “ mord2pp1, 2qq and
ord2p1 ` 1q “ 1 ą 0 “ mord2pp1, 1qq. Then C
b is a Sprague-Grundy system of φb. In
other words, the Sprague-Grundy function of the game ΓpP,C bq can be written explicitly
as follows: sgΓpP,C bq “ φ
b.
Example 1.3 (Sprague-Grundy function of a b-saturation of Welter’s game [13], [9–11],
[8]). Let b be an integer greater than 1. Set
P “ tX P Nm : xi ‰ xj whenever i ‰ j u .
Define a function φb : P Ñ N by
φbpXq “ σbpXq ‘b
à
iăj
b
´
b1`ordbpx
i´xjq ´ 1
¯
,
Then C b is a Sprague-Grundy system of φb. It is well known that C 2,m
1
is also a Sprague-
Grundy system of φ2, since ΓpP,C 2,m
1
q is the ordinary Welter’s game.
1.2 Nim sum in a mixed base
We define σβ and present its Sprague-Grundy system.
We first introduce some notation. Throughout this paper, β denotes a sequence
pβLqLPN P N
N with βL ě 2 for every L P N. Let JβLK denote t 0, 1, . . . , βL ´ 1 u equipped
with the following two operations: for a, b P JβLK,
a‘ b “ pa` bq mod βL and aa b “ pa´ bq mod βL.
For example, in J3K, 1‘ 2 “ 0 and 1a 2 “ 2. Let βL “ β0 ¨β1 ¨ ¨ ¨ βL´1. For n P N, let n
β
L
denote the Lth digit in the mixed base β expansion of n, that is, if nβěL is the quotient
of n divided by βL, then nβL “ n
β
ěL mod βL. We will think of n
β
L as an element of JβLK.
By definition,
n “
ÿ
LPN
n
β
Lβ
L.
Of course, if βL “ β0 for every L P N, then n
β
L is the Lth digit in the ordinary base
β0 expansion of n. When no confusion can arise, we write nL and něL instead of n
β
L
and nβěL, respectively. Let Nβ denote N equipped with the following two operations: for
n, h P Nβ,
n‘ h “
ÿ
LPN
pnL ‘ hLqβ
L and na h “
ÿ
LPN
pnL a hLqβ
L.
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It is convenient to represent n P Nβ by rn0, n1, . . . , nN s when nL “ 0 for every L ą N .
For X P Nmβ , define
σβpXq “ σβ,mpXq “ x0 ‘ ¨ ¨ ¨ ‘ xm´1. (1.3)
Let σβLpXq “ pσ
βpXqqL (“ the Lth digit of σ
βpXq) for L P N.
Example 1.4. Let β “ p60, 24, 7, . . .q and x0 “ r30, 5, 1s P Nβ. Then
r30, 5, 1s “ 30` 5 ¨ 60` 1 ¨ 60 ¨ 24 “ 1770.
Let x1 “ r40, 15, 6s P Nβ and X “ px
0, x1q P N2β. Then
σβpXq “ r30‘ 40, 5 ‘ 15, 1 ‘ 6s “ r10, 20, 0s “ 1210.
We now give a Sprague-Grundy system of σβ. For an integer n, let
ordβpnq “
#
max
 
L P N : βL divides n
(
if n ‰ 0,
8 if n “ 0.
For example, if β “ p2, 3, 3, 2, . . .q, then ordβp6q “ ordβpr0, 0, 1sq “ 2. Consider
C
β “ C β,m “
#
C P Nmβ z t p0, . . . , 0q u : ordβ
˜ÿ
iPΩ
ci
¸
“ mordβpCq
+
, (1.4)
where mordβpCq “ min t ordβpc
iq : i P Ω u. For example, if β “ p3, 3, . . .q, then
pr1s , r0sq, pr1, 2s , r1, 1sq P C β,2 and pr2s , r1s , r0sq, pr1, 1s , r1, 1s , r1sq R C β,3.
Theorem 1.5. The set C β is a Sprague-Grundy system of σβ.
Remark 1.6. Flanigan [4] showed the existence of Sprague-Grundy systems of σβ with
β “ pβ0, β0, . . .q, i.e., βL “ β0 for every L P N. Fraenkel and Lorberbom [5] showed that
with β “ pβ0, 2, 2, . . .q, i.e., βL “ 2 for every L ě 1.
1.3 Minimal systems
We present a characterization of minimal systems of σβ, and determine β such that σβ
has a minimum system. Furthermore, we investigate minimal symmetric systems.
We first introduce restrictions of positions. Let S “ t s0, . . . , sk´1 u Ď Ω, where
s0 ă ¨ ¨ ¨ ă sk´1. For C P Nmβ , let C|S denote pc
s0 , . . . , cs
k´1
q P Nkβ, where C|H “ pq P N
0
β.
3 For C Ď Nmβ , define
C |S “
 
C|S : C P C , C|ΩzS “ p 0, . . . , 0loomoon
|ΩzS| times
q
(
.
3When m “ 0, the theorems in this paper are trivial, since N0β “ t pq u. For example, Theorem 1.5
asserts that H is a Sprague-Grundy system of σ2,0 : t pq u Ñ N.
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For example, if C “ t p1, 0, 0q, p2, 0, 1q, p0, 2, 3q u, then C |t 0,2 u “ t p1, 0q, p2, 1q u.
We next define weights of C and σβ. The weight wtpC q of C is the maximum Hamming
weight of elements in C , that is,
wtpC q “ max twtpCq : C P C u ,
where maxH “ 0. The weight wtpσβ,mq of the function σβ,m is the minimum weight of
Sprague-Grundy systems of σβ,m, that is,
wtpσβ,mq “ min
CP∆pσβ,mq
wtpC q.
For example, wtpσ2,mq “ wtpC 2,m
1
q “ min tm, 1 u.
Theorem 1.7. (1) wtpσβ,mq “ min tm, sup tβL ´ 1 : L P N u u, where supP is the
supremum of P in NY t8u.
(2) Let w “ wtpσβ,mq and C Ď Nmβ . The following three conditions are equivalent:
a) C is a minimal system of σβ,m.
b) C |S is a minimal system of σ
β,|S| for each S Ď Ω.
c) wtpC q “ w and C |S is a minimal system of σ
β,w for each S P
`
Ω
w
˘
“
tT Ď Ω : |T | “ w u.
(3) If m ě 2, then the function σβ,m has a minimum system if and only if β “
pβ0, 2, 2, . . .q.
Remark 1.8. Let β “ pβ0, 2, 2, . . .q. In [5], it is proved that σ
β,m has a minimum system
C . The game ΓpNmβ ,C q is called cyclic Nimhoff.
We next consider minimal symmetric systems. Let C be a Sprague-Grundy system
of σβ and C P C . In general, an element obtained by permuting the coordinates of C is
not necessarily in C . 4 This leads to the following definitions. A subset B of Nmβ is said
to be symmetric if
SmpBq Ď B for every B P B,
where Sm is the symmetric group of t 0, 1, . . . ,m´ 1 u and
SmpBq “ t pb
pip0q, ¨ ¨ ¨ , bpipm´1qq : π P Sm u .
For example, S2pp0, 1qq “ t p0, 1q, p1, 0q u. A symmetric Sprague-Grundy system C of
σβ is called a minimal symmetric system if C is minimal among all symmetric Sprague-
Grundy systems of σβ. If σβ has a unique minimal symmetric system, then it is called
the minimum symmetric system of σβ.
Theorem 1.9. If m ě 2, then the function σβ,m has a minimum symmetric system if
and only if β “ pβ0, 2, 2, . . .q or β “ p2, 3, 2, 2, . . .q.
4We will give a not symmetric Sprague-Grundy system in Example 4.1.
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1.4 Maximum systems
We will give a recursive construction of the maximum system of σβ .
Let A β “ A β,m “ max∆pσβ,mq. By the definition of Sprague-Grundy functions,
A
β “ tC P Nmβ : σ
βpX ` Cq ‰ σβpXq for every X P Nmβ u (1.5)
(see Section 2). We begin by comparing A β and C β defined in (1.4). In fact, for m ě 2,
we can show that A β,m “ C β,m if and only if β “ pβ0, 2, 2, . . .q (Theorem 1.14).
Example 1.10. Let β “ p2, 2, . . .q. Then the maximum system A β is simple. Consider
C “ p1, 2q “ pr1s , r0, 1sq and F “ p1, 3q “ pr1s , r1, 1sq. Then C P C β and F R C β, since
ordβp
ř
ciq “ 0 “ mordβpCq and ordβp
ř
f iq “ 2 ą 0 “ mordβpF q. Moreover, C P A
β
and F R A β because
σ
β
0
pX ` Cq “ σβ
0
pXq ‘ 1 ‰ σβ
0
pXq for every X P N2β
and σβpp1, 0q ` F q “ σβp2, 3q “ 1 “ σβpp1, 0qq. As we have mentioned, the maximum
system A β is actually equal to C β in this case.
Example 1.11. Let β “ p3, 3, . . .q. Then the maximum system A β is not as simple
as A p2,2,...q. Consider C “ p2, 10q “ pr2s , r1, 0, 1sq and F “ p2, 4q “ pr2s , r1, 1sq. Then
C R C β and F R C β, since ordβp
ř
ciq “ 1 ą 0 “ mordβpCq and ordβp
ř
f iq “ 1 ą 0 “
mordβpF q. However, C P A
β and F R A β . Indeed, σβpp1, 2q ` F q “ σβp3, 6q “ 0 “
σβpp1, 2qq, so F R A β. A direct computation shows that
σ
β
1
pX ` Cq ‰ σβ
1
pXq or σβ
2
pX ` Cq ‰ σβ
2
pXq for every X P N2β.
Therefore C P A βzC β . In particular, A β Ľ C β. We will present a systematic way to
determine whether C P A β at the end of this subsection.
We now give a recursive construction of A β. Set Fβ “ Fβ,m “ Nmβ zA
β,m. Letpβ “ βě1 “ pβ1, β2, . . .q. For n P Nβ and F P Nmβ , let pn “ ně1 “ rn1, n2 . . .s P Npβ andpF “ pxf0, . . . , zfm´1q P Nmpβ . Define
ρpF q “ t r P t 0, 1 um : ri ď f i0 for every i P Ω u . (1.6)
For example, if β “ p4, 4, . . .q and F “ pr3s , r0, 2sq P N2β, then ρpF q “ t 0, 1 u ˆ t 0 u “
t p0, 0q, p1, 0q u. We will see that ρpF q is derived from carry in Subsection 5.1. For L P N,
define
F
β
L “ F
β,m
L “
!
F P Nmβ : σ
β
0
pF q “ 0, pF ` r P F pβ,mL´1 for some r P ρpF q ) ,
where F
pβ,m
´1 “ t p0, . . . , 0q u. For example, if β “ p3, 3, . . .q and F “ pr2s , r1, 1sq P N
2
β,
then
F
β,2
0
“ t p0, 0q, p1, 2q, p2, 1q u
7
and F P Fβ,2
1
. Indeed, ρpF q “ t 0, 1 u2 Q p1, 1q and
pF ` p1, 1q “ p0, 1q ` p1, 1q “ p1, 2q P Fβ,2
0
“ F
pβ,2
0
.
Since σβ
0
pF q “ 2‘ 1 “ 0, we see that F P Fβ,2
1
.
Theorem 1.12. For L P N,!
F P Fβ : maxF ď βL`1 ´ βL
)
Ď FβL Ď F
β . (1.7)
In particular,
(1) Fβ “
ď
LPN
F
β
L .
(2) F P Fβ if and only if σβ
0
pF q “ 0 and pF ` r P F pβ for some r P ρpF q.
(3) A β “
!
C P Nmβ : maxC ď β
L`1 ´ βL and C R FβL for some L P N
)
.
The assertion (2) of Theorem 1.12 allows us to determine whether F P Fβ or F P A β.
Example 1.13. Let C be as in Example 1.11. To verify that C P A β, it suffices to
show that pC ` r R F pβ for every r P ρpCq. Note that if pC ` r P F pβ , then σ pβ
0
p pC ` rq “ 0.
Since ρpCq “ t 0, 1 u2, it follows that if r P ρpCq and σβ
0
p pC ` rq “ 0, then r “ p0, 0q.
Moreover, since pC “ pr0s , r0, 1sq and ρp pCq “ t 0 u2, we see that pC R F pβ. Consequently
C R Fβ , that is, C P A β.
Theorem 1.14. If m ě 2, then A β,m “ C β,m if and only if β “ pβ0, 2, 2, . . .q.
Remark 1.15. Blass, Fraenkel, and Guelman [2] proved that if β “ p2, 2, 2, . . .q, then
A β,m “ C β,m.
1.5 Organization
This paper is organized as follows. In Section 2, we recall the concept of impartial games.
In Section 3, we prove Theorem 1.5 that states that C β is a Sprague-Grundy system
of σβ. In Sections 4 and 5, we investigate minimal systems and maximum systems,
respectively. The proofs of Theorems 1.7 and 1.9 are in Section 4, and that of Theorems
1.12 and 1.14 are in Section 5.
2 Games
We recall the concept of impartial games. See [1, 3] for details.
Let C Ď Nmβ z t p0, . . . , 0q u and Γ “ ΓpN
m
β ,C q. An element of N
m
β is called a position
of the game Γ. Let X and Y be two positions in Γ. If X ´ Y P C , then Y is called an
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option of X (in Γ). If X ´ Y P Nmβ , then Y is called a descendant of X. The Sprague-
Grundy value sgΓpXq of X is defined to be the minimum nonnegative integer n such
that X has no option Y with sgΓpY q “ n. The function sgΓ : N
m
β Ñ Nβ is called the
Sprague-Grundy function of the game Γ.
In this paper, for h P Nβ, we say that C covers X at h (with respect to σ
β) if
X ´ C P Nmβ and σ
βpX ´ Cq “ h for some C P C , that is, X has an option Y with
σβpY q “ h in Γ. When C is a singleton tC u, we also say that C covers X at h. If
C covers X at every h with 0 ď h ă σβpXq, then we say that C adequately covers
X. Observe that C is a Sprague-Grundy system of the function σβ if and only if the
following two conditions hold:
(SG1) C does not cover X at σβpXq for every X P Nmβ .
(SG2) C adequately covers X for every X P Nmβ .
It is now easy to see that (1.2) and (1.5) hold.
3 Sprague-Grundy systems
We prove Theorem 1.5. In addition, we present the basic properties of Sprague-Grundy
systems of σβ to prove Theorem 1.7.
3.1 Proof of Theorem 1.5
We first verify that C β satisfies (SG1). Let C P C β and X P Nmβ with X ´ C P N
m
β .
Set Y “ X ´ C, h “ σβpY q, and n “ σβpXq. Let N “ mordβpCq. It suffices to show
that hN ‰ nN . By the definition of N , we see that c
i
L “ 0 for every L ă N , and hence
yiN “ px
i ´ ciqN “ x
i
N a c
i
N . This implies that
hN “ y
0
N‘¨ ¨ ¨‘y
m´1
N “ x
0
N‘¨ ¨ ¨‘x
m´1
N apc
0
N‘¨ ¨ ¨‘c
m´1
N q “ nNapc
0
N‘¨ ¨ ¨‘c
m´1
N q. (3.1)
Since C P C β , it follows thatN “ ordβp
ř
ciq, and hence that p
ř
ciqN “ c
0
N‘¨ ¨ ¨‘c
m´1
N ‰
0. Combining this with (3.1), we see that hN ‰ nN .
It remains to prove that C β satisfies (SG2). Let us consider an example. For X P Nmβ ,
we write
X “
»—– x
0
0 x
0
1 ¨ ¨ ¨ x
0
N
...
...
. . .
...
xm´1
0
xm´1
1
¨ ¨ ¨ xm´1N
fiffifl
if xiL “ 0 for every L ą N and every i P Ω.
Example 3.1. Let β “ p4, 4, . . .q, and consider
X “
»–1 2 2 1 02 1 1 1 0
0 1 2 1 1
fifl P N3β.
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Set n “ σβpXq “ r3, 0, 1, 3, 1s P Nβ and h “ r0, 1, 2, 0, 1s P Nβ. We verify that C
β covers
X at h. Note that max tL P N : nL ‰ hL u “ 3. We can choose a descendant Y of X so
that σβpY q “ h and
Y “
»–y00 y01 y02 y03 x04x10 x11 x12 y13 x14
x20 x
2
1 x
2
2 y
2
3 x
2
4
fifl “
»–y00 y01 y02 y03 02 1 1 y13 0
0 1 2 y23 1
fifl .
Indeed, let y0 “ r2, 3, 3, 0, 0s and y13 “ y
2
3 “ 0. Then σ
βpY q “ h. Since
X ´ Y “
»–3 2 2 00 0 0 1
0 0 0 1
fifl P C β,
it follows that C β covers X at h.
It is now easy to verify that C β adequately covers every position in Nmβ . Instead of
proving this directly, we present a slightly stronger result in the next subsection.
3.2 Smaller Sprague-Grundy systems
Example 3.1 suggests that we may obtain a smaller Sprague-Grundy system, which will
be used to study minimal systems, than C β. Let δpnq “ 1 if n “ 0, and δpnq “ 0 if
n ‰ 0. For C P Nmβ , let NjpCq denote the set of pN, jq P N
2 satisfying the following
three conditions:
(C1) ci “
#
c
j
ďN “
”
c
j
0
, . . . , c
j
N
ı
‰ 0 if i “ j,
ciNβ
N “
“
0, . . . , 0, ciN
‰
if i ‰ j.
(C2)
ř
i c
i
N ` δpc
j
N q ď βN ´ 1.
(C3) ciN ď c
j
N ` 1 for every i P Ω.
For example, if X and Y are as in Example 3.1, then NjpX ´ Y q “ t p3, 0q u. Define
C˜
β “ C˜ β,m “
 
C P Nmβ : NjpCq ‰ H
(
.
We will prove that C˜ β Ď C β in Lemma 3.4 and that C˜ β P ∆pσβq in Lemma 3.5, which
means that C β P ∆pσβq.
Example 3.2. Let C P C˜ β, and suppose that pN, 0q P NjpCq. Then c0 ‰ 0 and
C “
»———–
c00 ¨ ¨ ¨ c
0
N´1 c
0
N
0 ¨ ¨ ¨ 0 c1N
...
. . .
...
...
0 ¨ ¨ ¨ 0 cm´1N
fiffiffiffifl . (3.2)
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For example, let β “ p5, 5, . . .q and consider
Cp0q “
»–1 00 1
0 1
fifl, Cp1q “
»–0 10 0
0 0
fifl, Cp2q “
»–0 20 1
0 1
fifl,
Dp0q “
»–1 11 1
0 1
fifl, Dp1q “
»–1 30 2
0 0
fifl.
By definition,
NjpCp0qq “ t p1, 0q u , NjpCp1qq “ t pL, 0q : L ě 1 u ,
and
NjpCp2qq “ t p1, jq : 0 ď j ď 2 u .
Hence Cp0q, Cp1q, Cp2q P C˜ β. It is also easy to check that Dp0q,Dp1q R C˜ β.
Remark 3.3. For C P Nmβ , define
NpCq “ tN P N : pN, jq P NjpCq for some j P N u
and
jpCq “ t j P N : pN, jq P NjpCq for some N P N u .
Then NjpCq “ NpCq ˆ jpCq. More precisely,
NjpCq “
#
tL P N : L ě N u ˆ t j u for some N, j P N if wtpCq “ 1,
tN u ˆ J for some N P N and some J Ď Ω if wtpCq ‰ 1.
Indeed, suppose that wtpCq “ 1, and choose j P Ω such that cj ‰ 0. Set N “ maxtL P
N : cjL ‰ 0u. Then NjpCq “ tL P N : L ě N u ˆ t j u. Next, suppose that wtpCq ‰ 1.
If NjpCq “ H, then NjpCq “ H “ t 0 u ˆ H. Suppose that NjpCq ‰ H, and let
pN, jq P NjpCq. Then cj ‰ 0, so wtpCq ě 2 since wtpCq ‰ 1. Hence ciN ‰ 0 for some
i ‰ j by (C1). By (C1) again, we see that NpCq “ tN u and NjpCq “ tN u ˆ J for
some J Ď Ω.
Lemma 3.4. C˜ β,m Ď C β,m.
proof. For C P C˜ β,m, we show that
ordβ
´ÿ
ci
¯
“ mordβpCq.
Let M “ mordβpCq. Since ordβ
`ř
ci
˘
ěM and p
ř
ciqM “ c
0
M ‘ ¨ ¨ ¨ ‘ c
m´1
M , it suffices
to show that c0M ‘ ¨ ¨ ¨ ‘ c
m´1
M ‰ 0. Let pN, jq P NjpCq. Then N ě M since, by (C1),
ciL “ 0 for every L ą N and every i P Ω. Suppose that N ąM . By (C1), if i ‰ j, then
ciM = 0, and hence c
j
M ‰ 0. This implies that c
0
M ‘ ¨ ¨ ¨ ‘ c
m´1
M “ c
j
M ‰ 0. Suppose that
N “M . Then
ř
ciM ď βM ´ 1 by (C2). Therefore c
0
M ‘ ¨ ¨ ¨ ‘ c
m´1
M “
ř
ciM ‰ 0.
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We now show that C˜ β is a Sprague-Grundy system of σβ . We present a slightly
stronger result than this to investigate minimal systems in Section 4.
Lemma 3.5. Let X P Nmβ , n “ σ
βpXq, and h P Nβ with h ă n. Set N “ maxtL P N :
nL ‰ hLu. Choose j P Ω so that x
j
ďN ě x
i
ďN for every i P Ω. Then there exists C P C˜
β
satisfying the following four conditions:
(A1) σβpX ´ Cq “ h.
(A2) pN, jq P NjpCq.
(A3) XďN ´ C P N
m
β , where XďN “ px
0
ďN , . . . , x
m´1
ďN q.
(A4) pxj ´ cjqN ă x
j
N .
In particular, C˜ β is a Sprague-Grundy system of σβ .
proof. We first construct a descendant Y of X such that σβpY q “ h in the same way as
in Example 3.1. By rearranging xi, we may assume that j “ 0. Since h ă n, we see that
hN ă nN “ x
0
N ‘ ¨ ¨ ¨ ‘ x
m´1
N . Hence we can choose py
0
N , . . . , y
m´1
N q P JβN K
m satisfying
the following two conditions:
(1) 0 ď xiN ´ y
i
N ď x
0
N ´ y
0
N for every i P Ω.
(2)
ř
ipx
i
N ´ y
i
N q “ nN a hN .
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Then y0N ă x
0
N and
y0N ‘ ¨ ¨ ¨ ‘ y
m´1
N “ x
0
N ‘ ¨ ¨ ¨ ‘ x
m´1
N a nN ‘ hN “ hN .
Consider
Y “
»———–
x0
0
a n0 ‘ h0 ¨ ¨ ¨ x
0
N´1 a nN´1 ‘ hN´1 y
0
N x
0
N`1 x
0
N`2 ¨ ¨ ¨
x1
0
¨ ¨ ¨ x1N´1 y
1
N x
1
N`1 x
1
N`2 ¨ ¨ ¨
...
. . .
...
...
...
...
. . .
xm´1
0
¨ ¨ ¨ xm´1N´1 y
m´1
N x
m´1
N`1 x
m´1
N`2 ¨ ¨ ¨
fiffiffiffifl P Nmβ .
Then Y is a descendant of X with σβpY q “ h.
Let C “ X ´ Y . We next verify that pN, 0q P NjpCq.
(C1). Since c0 “ x0´ y0 “ x0ďN ´ y
0
ďN ‰ 0 and c
i “ xi´ yi “ pxiN ´ y
i
Nqβ
N for every
i ą 0, (C1) holds.
(C2). For i ą 0, we know that ciN “ px
i´yiqN “ x
i
N ´y
i
N . Write c
0
N “ x
0
N ´y
0
N ´ ǫ
0
N .
Then ǫ0N P t 0, 1 u and ǫ
0
N “ 1 when there is a borrow in the Nth digit in the calculation
of x0 ´ y0 in base β. By (2),
m´1ÿ
i“0
ciN “
m´1ÿ
i“0
pxiN ´ y
i
N q ´ ǫ
0
N “ nN a hN ´ ǫ
0
N ď βN ´ 1´ ǫ
0
N .
5For example, if βN “ 6, m “ 3, px
0
N , x
1
N , x
2
Nq “ p2, 2, 1q, and hN “ 2, then p0, 1, 1q satisfies (1) and (2).
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Thus (C2) holds when c0N ‰ 0. Suppose that c
0
N “ 0. Then ǫ
0
N “ 1 since c
0
N “
x0N ´ y
0
N ´ ǫ
0
N and x
0
N ´ y
0
N ě 1. Hence (C2) holds.
(C3). This is trivial when i “ 0. For i ą 0, by (1), ciN “ x
i
N ´ y
i
N ď x
0
N ´ y
0
N “
c0N ` ǫ
0
N ď c
0
N ` 1, and hence (C3) holds.
Therefore pN, 0q P NjpCq and C P C˜ β.
Finally, we show (A1)-(A4). We have already shown (A1) and (A2). Since ci “
xi ´ yi “ xiďN ´ y
i
ďN ď x
i
ďN , (A3) holds. Since px
0 ´ c0qN “ y
0
N ă x
0
N , (A4) also holds.
For a general Sprague-Grundy system C P ∆pσβq, we can obtain a weaker result than
Lemma 3.5.
Lemma 3.6. Let X,n, h, and N be as in Lemma 3.5. If C P ∆pσβq, then there exists
C P C satisfying the following two conditions:
(A1) σβpX ´ Cq “ h.
(A3) XďN ´ C P N
m
β .
proof. Since σβpXďN q “ nďN ą hďN , there exists C P C such that XďN ´C P N
m
β and
σβpXďN´Cq “ hďN . Since hL “ nL for every L ě N`1, it follows that σ
βpX´Cq “ h.
3.3 Properties of Sprague-Grundy systems
To prove Theorem 1.7, we will present the basic properties of Sprague-Grundy systems
of σβ.
If C P ∆pσβq and X P Nmβ , then C covers X at every h with 0 ď h ă σ
βpXq. The
next lemma ensures that C covers X also at some h with h ą σβpXq.
Lemma 3.7. Let C be a subset of Nmβ satisfying (SG2). Let X P N
m
β , n “ σ
βpXq, h P Nβ
with h ‰ n, and N “ maxtL P N : nL ‰ hLu. If
ř
i x
i
N ě βN ´ 1, then C covers X at h.
proof. If
ř
xiN “ βN´1, then nN “
ř
xiN “ βN´1 ą hN , so C covers X at h. Suppose
that
ř
xiN ě βN . Then there exist x˜
0
N , . . . , x˜
m´1
N P JβN K satisfying the following two
conditions:
(1) x˜iN ď x
i
N .
(2)
ř
i x˜
i
N “ βN ´ 1.
Let x˜i “
“
xi0, . . . , x
i
N´1, x˜
i
N
‰
P Nβ, X˜ “ px˜
0, . . . , x˜m´1q, and n˜ “ σβpX˜q. Put g “ ha n.
Since N “ max tL P N : gL ‰ 0 u and n˜N “
ř
x˜iN “ βN ´ 1, it follows that n˜ ‘ g ă n˜.
Hence there exists C P C such that C covers X˜ at n˜ ‘ g. We show that C covers X at
n‘gp“ hq. Since X˜´C P Nmβ , we see that X´C P N
m
β . To show that σ
βpX´Cq “ n‘g,
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it suffices to verify that σβLpX ´ Cq “ nL ‘ gL for every L P N. If 0 ď L ă N , then
xiL “ x˜
i
L, and hence
σ
β
LpX ´ Cq “ σ
β
LpX˜ ´ Cq “ n˜L ‘ gL “ nL ‘ gL.
Suppose that L “ N , and write pxi ´ ciqN “ x
i
N a c
i
N a ǫ
i
N . Then px˜
i ´ ciqN “
x˜iN a c
i
N a ǫ
i
N , since x˜
i
M “ x
i
M for every M ă N . Because nN “ x
0
N ‘ ¨ ¨ ¨ ‘ x
m´1
N and
n˜N “ x˜
0
N ‘ ¨ ¨ ¨ ‘ x˜
m´1
N , we see that
σ
β
N pX ´ Cq a nN “
á
i
pciN ‘ ǫ
i
N q “ σ
β
N pX˜ ´ Cq a n˜N “ gN ,
and hence σβN pX ´ Cq “ nN ‘ gN . If L ě N ` 1, then px
i ´ ciqL “ x
i
L and gL “ 0, so
σ
β
LpX ´ Cq “ nL ‘ gL. Therefore σ
βpX ´Cq “ n‘ g “ h.
Corollary 3.8. Let C be a subset of Nmβ satisfying (SG2). Let X P N
m
β , n “ σ
βpXq, h P
Nβ with h ‰ n, and N “ max tL P N : nL ‰ hL u. Let D P N
m
β with XďN ´D P N
m
β . If
D covers X at h, then so does C .
proof. If hN ă nN , then h ă n, and hence C covers X at h since C satisfies (SG2).
Suppose that hN ą nN . We show that x
0
N ` ¨ ¨ ¨ ` x
m´1
N ě βN . Let Y “ X ´D. Then
y0N ‘ ¨ ¨ ¨ ‘ y
m´1
N “ hN ą nN “ x
0
N ‘ ¨ ¨ ¨ ‘ x
m´1
N . (3.3)
Since XďN ´D P N
m
β , we see that y
i
ďN “ x
i
ďN ´ d
i ď xiďN , and hence y
i
N ď x
i
N . This
implies that
y0N ` ¨ ¨ ¨ ` y
m´1
N ă x
0
N ` ¨ ¨ ¨ ` x
m´1
N . (3.4)
Combining (3.3) and (3.4), we see that x0N ` ¨ ¨ ¨ ` x
m´1
N ě βN . Lemma 3.7 implies that
C covers X at h.
The next result asserts that (SG2) is a local property.
Lemma 3.9. Let w “ min tm, sup tβL ´ 1 : L P N u u and C Ď N
m
β . The following three
conditions are equivalent.
(1) C satisfies (SG2).
(2) C |S satisfies (SG2) for each S Ď Ω.
(3) C |S satisfies (SG2) for each S P
`
Ω
w
˘
.
proof. (1) ñ (2). We may assume that S “ t 0, 1, . . . , k ´ 1 u. We show that C |S
adequately covers every X 1 P Nkβ. Let n
1 “ σβpX 1q and h1 P Nβ with h
1 ă n1. Consider
X “ ppx1q0, . . . , px1qk´1, 0, . . . , 0q P Nmβ .
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Since σβpXq “ n1, there exists C P C such that σβpX ´ Cq “ h1 and
X ´ C “ ppx1q0 ´ c0, . . . , px1qk´1 ´ ck´1,´ck, . . . ,´cm´1q P Nmβ .
It follows that C “ pc0, . . . , ck´1, 0, . . . , 0q, and hence C|S P C |S ,X
1 ´ C|S P N
k
β, and
σβpX 1 ´ C|Sq “ σ
βpX ´ Cq “ h1. Thus C |S adequately covers X
1.
(2) ñ (3). This is trivial.
(3) ñ (1). If w “ m, then this is trivial. Suppose that w ă m. Then w “
sup tβL ´ 1 : L P N u. For X P N
m
β , we show that C adequately covers X. Let n “
σβpXq, h P Nβ with h ă n, and N “ max tL P N : nL ‰ hL u. By rearranging x
i, we
may assume that x0N ě x
1
N ě ¨ ¨ ¨ ě x
m´1
N . Let S “ t 0, . . . , w ´ 1 u, C
1 “ C |S ,X
1 “
X|S , n
1 “ σβpX 1q, l “ na n1 “ xw ‘ ¨ ¨ ¨ ‘ xm´1, and h1 “ ha l. Then
n “ n1 ‘ l and h “ h1 ‘ l. (3.5)
We first show that C 1 covers X 1 at h1. By (3.5),
max tL P N : n1L ‰ h
1
L u “ max tL P N : nL ‰ hL u “ N.
If xw´1N ě 1, then x
0
N`¨ ¨ ¨`x
w´1
N ě w ě βN´1, so Lemma 3.7 implies that C
1 covers X 1
at h1. Suppose that xw´1N “ 0. Then h
1 ă n1. Indeed, since xw´1N “ x
w
N “ ¨ ¨ ¨ “ x
m´1
N “
0, it follows that n1N “ nN , and hence that h
1
N “ n
1
N anN ‘hN “ hN ă nN “ n
1
N . This
implies that h1 ă n1, so C 1 covers X 1 at h1, since C 1 satisfies (SG2). Choose C 1 P C 1 so
that C 1 covers X 1 at h1.
We now prove that C covers X at h. Let C “ ppc1q0, . . . , pc1qw´1, 0, . . . , 0q P Nmβ . Then
C P C , X ´ C P Nmβ , and
σβpX ´ Cq “ σβpX 1 ´ C 1q ‘ xw ‘ ¨ ¨ ¨ ‘ xm´1
“ h1 ‘ l “ h.
The third lemma allows us to construct a new Sprague-Grundy system from a given
one by replacing a part.
Let S be a subset of Ω. For C 1 P N
|S|
β , let C
1 ÒΩS denote C P N
m
β defined by
ci “
#
pc1qi if i P S,
0 if i P ΩzS.
For example, if Ω “ t 0, 1, 2 u , S “ t 0, 2 u, and C 1 “ p2, 3q, then C 1 ÒΩS“ p2, 0, 3q.
Lemma 3.10. Let C P ∆pσβ,mq, S Ď Ω, and C 1 “ C |S. Let D
1 P ∆pσβ,|S|q, and
consider
D “
`
C z
`
C
1 ÒΩS
˘˘
\
`
D
1 ÒΩS
˘
,
where C 1 ÒΩS“ tC
1 ÒΩS : C
1 P C 1 u. Then D P ∆pσβ,mq. Moreover, if C and D 1 are
minimal systems of σβ , then so is D .
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proof. We may assume that S “ t 0, 1, . . . , k ´ 1 u.
We first show that D P ∆pσβ,mq. It is easy to check that D satisfies (SG1). We show
that D also satisfies (SG2). Let X P Nmβ , n “ σ
βpXq, and h P Nβ with h ă n. Set N “
max tL P N : nL ‰ hL u. By Lemma 3.6, there exists C P C such that σ
βpX ´ Cq “ h
and
XďN ´ C P N
m
β . (3.6)
If C P C zpC 1 ÒΩS q (Ď D), then D covers X at h. Suppose that C P C
1 ÒΩS . Let
C 1 “ C|S, X
1 “ X|S , n
1 “ σβ
`
X 1
˘
, and h1 “ σβ
`
X 1 ´ C 1
˘
.
As we have seen in the proof of Lemma 3.10, to prove that D covers X at h, it suffices
to show that D 1 covers X 1 at h1 since na n1 “ ha h1 “ xk ‘ ¨ ¨ ¨ ‘ xm´1 and
D |S “
´`
C z
`
C
1 ÒΩS
˘˘
\
`
D
1 ÒΩS
˘¯ˇˇˇ
S
“
`
D
1 ÒΩS
˘ ˇˇ
S
“ D 1.
By (3.6), we see that X 1ďN ´ C
1 P Nkβ. Since N “ max tL P N : n
1
L ‰ h
1
L u, it follows
from Corollary 3.8 that D 1 covers X 1 at h1. Therefore D satisfies (SG2).
We next show the second part of the lemma. Suppose that C and D 1 are minimal
systems, and let D¯ be a Sprague-Grundy system of σβ with D¯ Ď D . We show that
D¯ “ D . Since D¯ |S Ď D |S “ D
1 and D¯ |S is a Sprague-Grundy system of σ
β , it follows
from the minimality of D 1 that D¯ |S “ D
1. Hence it suffices to show that D¯zpD 1 ÒΩS q “
DzpD 1 ÒΩS q. Consider
C¯ “
`
D¯z
`
D
1 ÒΩS
˘˘
\
`
C
1 ÒΩS
˘
.
By the first part of the lemma, C¯ P ∆pσβq. Since
C¯ Ď
`
Dz
`
D
1 ÒΩS
˘˘
\
`
C
1 ÒΩS
˘
“
`
C z
`
C
1 ÒΩS
˘˘
\
`
C
1 ÒΩS
˘
“ C ,
it follows from the minimality of C that C¯ “ C . Therefore
D¯z
`
D
1 ÒΩS
˘
“ C¯ z
`
C
1 ÒΩS
˘
“ C z
`
C
1 ÒΩS
˘
“ Dz
`
D
1 ÒΩS
˘
.
4 Minimal systems
4.1 Proof of Theorem 1.7
Let w “ min tm, sup tβL ´ 1 : L P N u u.
(1) We first show that wtpC q ě w for every C P ∆pσβ,mq. By the definition of w, we
see that w ď m and w ď βN ´ 1 for some N P N. Let
X “ pβN , . . . , βNlooooomooooon
w
, 0, . . . , 0q P Nmβ .
Then σβpXq “ wβN ą 0. Since C P ∆pσβq, there exists C P C such that C covers X at
0. Let Y “ X ´C. Then yiN “ 0 for every i P Ω because σ
β
N pY q “ y
0
N ‘ ¨ ¨ ¨ ‘ y
m´1
N “ 0
16
and y0N ` ¨ ¨ ¨ ` y
m´1
N ď x
0
N ` ¨ ¨ ¨ ` x
m´1
N “ w ď βN ´ 1. This implies that wtpCq “ w.
Hence wtpC q ě w. It remains to show that wtpC q “ w for some C P ∆pσβ,mq.
We prove that wtpC˜ β,mq “ w. Let C P C˜ β,m and pN, jq P NjpCq. Since wtpCq ď m
and min tm,βN ´ 1 u ď min tm, sup tβL ´ 1 : L P N u u “ w, we need only show that
wtpCq ď βN ´ 1. By (C1), if i ‰ j, then c
i ‰ 0 if and only if ciN ‰ 0. Thus
wtpCq ď 1`
ÿ
i‰j
ciN ď c
j
N ` δpc
j
N q `
ÿ
i‰j
ciN ď βN ´ 1
by (C2). This implies that wtpCq ď w. Therefore wtpC˜ β,mq “ w.
(2) (a) ñ (b). Let S Ď Ω and C 1 “ C |S . Then C
1 satisfies (SG1), so C 1 P ∆pσβ,|S|q
by Lemma 3.9. We show that C 1 is minimal. Let D 1 be a Sprague-Grundy system of
σβ,|S| with D 1 Ď C 1, and consider
D “
`
C z
`
C
1 ÒΩS
˘˘
\
`
D
1 ÒΩS
˘
( Ď C ).
Lemma 3.10 implies that D P ∆pσβ,mq. Since D Ď C , it follows from the minimality of
C that D “ C . Hence D 1 “ D |S “ C |S “ C
1, so C 1 is a minimal system of σβ,|S|.
(b) ñ (c). We need only show that wtpC q “ w. Let
D “ t C P C : wtpCq ď w u .
If S P
`
Ω
w
˘
, then D |S “ C |S P ∆pσ
β,wq. Since D satisfies (SG1), it follows from Lemma
3.9 that D P ∆pσβq. By the minimality of C , we see that D “ C . Hence wtpC q “
wtpDq ď w. By (1), wtpC q “ w.
(c) ñ (a). It is easy to see that C satisfies (SG1). Hence C P ∆pσβ,mq by Lemma
3.9. It remains to verify that C is minimal. Let D be a Sprague-Grundy system of σβ,m
with D Ď C . Since wtpC q “ wtpDq “ w, it follows that
C “
ď
SPpΩwq
pC |Sq Ò
Ω
S and D “
ď
SPpΩwq
pD |Sq Ò
Ω
S .
Let S P
`
Ω
w
˘
. Since D |S Ď C |S , it follows from the minimality of C |S that D |S “ C |S .
Hence D “ C . This means that C is a minimal system.
(3) (ð). We show that C˜ β is a unique minimal system of σβ when β “ pβ0, 2, 2, . . .q.
We first verify that
C˜
β “
 
C P Nmβ : wtpCq “ 1
(
Y
#
C P Nmβ : 1 ď
ÿ
iPΩ
ci ď β0 ´ 1
+
. (4.1)
Let D be the right-hand side of (4.1). By the definition of C˜ β , we see that D Ď C˜ β.
Let C P C˜ β and pN, jq P NjpCq. Then cj ‰ 0. We divide the proof into two cases.
First, suppose that N “ 0. From (C1), we see that ci “ ci
0
for every i P Ω. Hence
1 ď
ř
ci ď β0 ´ 1 by (C2). This means that C P D . Second, suppose that N ě 1. Thenÿ
i‰j
ciN ă
ÿ
i
ciN ` δpc
j
N q ď βN ´ 1 “ 1,
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by (C2). Thus if i ‰ j, then ciN “ 0, and hence c
i “ 0 by (C1). In particular, wtpCq “ 1.
Therefore C˜ β Ď D .
We now show that C˜ β is a unique minimal system of σβ. It suffices to show that
C˜ β Ď C for every C P ∆pσβq. Let X P C˜ β. It follows from (4.1) that σβpXq “
ř
i x
i ą 0.
Hence there exists C P C such that σβpX ´ Cq “ 0 and X ´ C P Nmβ . By (4.1), we see
that X ´ C “ p0, . . . , 0q, and hence X “ C P C . We conclude that C Ě C˜ β.
( ñ ). We prove that σβ has at least two minimal systems when βN ě 3 for some
N ě 1. Lemma 3.10 implies that it suffices to show the assertion for m “ 2. Let
Cp0q “ p1, βN q, Cp1q “ pβN , 1q, and B “ C˜ βz tCp0q, Cp1q u. Then Cp0q ‰ Cp1q since
N ě 1. We show the following two assertions:
(a) B Y tCpiq u P ∆pσβq for each i P t 0, 1 u.
(b) B R ∆pσβq.
By (a) and (b), σβ has at least two minimal systems. Indeed, B Y tCpiq u contains a
minimal system C piq by (a). From (b), we see that Cpiq must be in C piq, so C p0q ‰ C p1q.
(a) It suffices to show the assertion for i “ 0. Let X P N2β, n “ σ
βpXq, and h P Nβ
with h ă n. Set N¯ “ max tL P N : nL ‰ hL u. We show that B Y tC
p0q u covers X at
h. Choose j P t 0, 1 u so that xj
N¯
ě x0
N¯
, x1
N¯
. Lemma 3.5 shows that there exists C P C˜ β
satisfying (A1) σβpX ´ Cq “ h; (A2) pN¯ , jq P NjpCq; (A3) XďN¯ ´ C P N
2
β; and (A4)
pxj ´ cjqN¯ ă x
j
N¯
. If C ‰ Cp1q, then C P B Y tCp0q u. Suppose that C “ Cp1q. Since
NjpCp1qq “ t pN, 1q u, it follows from (A2) that pN¯ , jq “ pN, 1q. By (A4), px1´1qN ă x
1
N .
This implies that x1ďN “ x
1
Nβ
N “
“
0, . . . , 0, x1N
‰
. By (A3),
X ´Cp1q “
„
x00 ¨ ¨ ¨ x
0
N´1 x
0
N a 1 x
0
N`1 ¨ ¨ ¨
a1 ¨ ¨ ¨ a1 x1N a 1 x
1
N`1 ¨ ¨ ¨

,
and hence by (A1),
h “ σβpX ´ Cp1qq “
“
x00 a 1, . . . , x
0
N´1 a 1, x
0
N ‘ x
1
N a 2, x
0
N`1 ‘ x
1
N`1, . . .
‰
.
We divide the proof into two cases. First, suppose that x1N ě 2. Consider D “ p0, 1 `
βN q P B. Then X´D P N2β and σ
βpX´Dq “ h. Hence D covers X at h. Next, suppose
that x1N “ 1. Then x
1
ďN “ β
N . Since x0ďN ď x
1
ďN , it follows from (A3) that
c0 “ βN ď x0ďN ď x
1
ďN “ β
N ,
so x0ďN “ x
1
ďN “ β
N . Thus σβpX ´ Cp0qq “ σβpX ´ Cp1qq “ h, and hence Cp0q covers
X at h. We conclude that B Y tCp0q u P ∆pσβq. 6
(b) Consider X “ pβN , βN q. Then σβpX ´Cp0qq “ σβpX ´Cp1qq “ βN ´ 1. We show
that B does not cover X at βN ´ 1. Suppose that C P C˜ β covers X at βN ´ 1. It
6Observe that B adequately covers X with XďN ‰ pβ
N , βN q. We use this fact in the proof of Theorem
1.9.
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suffices to show that C P tCp0q, Cp1q u. Since C P C˜ β, we see that pN¯ , jq P NjpCq for
some N¯ , j P N. Suppose that j “ 0. Then
C “
„
c00 . . . c
0
N¯´1
c0
N¯
0 . . . 0 c1
N¯

and c0
N¯
` c1
N¯
ď βN¯ ´ 1. (4.2)
Let Y “ X ´ C. Since σβpY q “ βN ´ 1,
y0L ‘ y
1
L “
#
a1 if 0 ď L ď N ´ 1,
0 if L ě N.
(4.3)
If y0L‘y
1
L “ a1, then y
0
L`y
1
L “ a1. Hence y
0`y1 “ βN ´1. We also see that c0, c1 ‰ 0
and c0 ` c1 “ x0 ` x1 ´ py0 ` y1q “ βN ` 1. By (4.2), c0 “ 1 and c1 “ βN , that is,
C “ Cp0q. By symmetry, if pN¯ , 1q P NjpCq, then C “ Cp1q. We conclude that B is not
a Sprague-Grundy system of σβ .
Example 4.1. Let β “ p2, 3, 2, 2, . . .q and m “ 2. We give two minimal systems of σβ,2.
A straightforward computation shows that
C˜
β,2 “ tC P N2β : wtpCq “ 1 u Y tC
p0q, Cp1q,D,Ep0q, Ep1q u ,
where
Cp0q “
„
1 0
0 1

, Cp1q “
„
0 1
1 0

,D “
„
0 1
0 1

, Ep0q “
„
1 1
0 1

, Ep1q “
„
0 1
1 1

.
Consider
C
p0q “ C˜ β,2z tCp1q, Ep1q u and C p1q “ C˜ β,2z tCp0q, Ep0q u .
We verify that C p0q and C p1q are minimal systems of σβ,2. By symmetry, it suffices to
show the assertion for C p0q.
We first show that C p0q P ∆pσβq. Let X P N2β, n “ σ
βpXq, and h P Nβ with h ă n.
Set N “ max tL P N : nL ‰ hL u. We show that C
p0q covers X at h. Choose j P t 0, 1 u
so that xjN ě x
0
N , x
1
N . By Lemma 3.5, there exists C P C˜
β satisfying (A1)-(A4). If
C R tCp1q, Ep1q u, then C P C p0q, so we may assume that C P tCp1q, Ep1q u.
If C “ Cp1q, then tCp0q, p0, 1 ` β1q u covers X at h as we have seen in the proof of
Theorem 1.7, and hence so does C p0q since tCp0q, p0, 1 ` β1q u Ă C p0q.
Suppose that C “ Ep1q. Then NjpEp1qq “ t p1, 1q u, so pN, jq “ p1, 1q and n1 ‰ h1.
Since β1 “ 3 and
Xď1 ´ E
p1q “
„
x0
0
x0
1
x10 x
1
1

´
„
0 1
1 1

“
„
x0
0
x0
1
a 1
x10 a 1 x
1
1 a 1a δpx
1
0q

,
it follows that δpx10q “ 0, for otherwise h1 “ x
0
1‘x
1
1a1a1a1 “ x
0
1‘x
1
1 “ n1. Consider
B “
„
1 1a δpx00q
0 1

.
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Observe that B P tCp0q, Ep0q u and Xď1 ´B P N
2
β. Moreover,
Xď1 ´B “
„
x00 x
0
1
x10 x
1
1

´
„
1 1a δpx00q
0 1

“
„
x00 a 1 x
0
1 a 1
x10 x
1
1 a 1

.
Hence σβpX ´ Bq “ σβpX ´ Ep1qq. Since B P tCp0q, Ep0q u, the set C p0q covers X at h,
and therefore it is a Sprague-Grundy system of σβ .
We next prove the minimality of C p0q. Let C be a Sprague-Grundy system of σβ . It
suffices to show the following three assertions:
(1) C contains Cp0q or Cp1q.
(2) C contains D.
(3) C contains Ep0q or Ep1q.
First, we show (1) and (3). Let ǫ P t 0, 1 u andX “ prǫ, 1s , rǫ, 1sq. Then σβpXq “ r0, 2s,
so X is covered at 1 by some C P C . Since X “ prǫ, 1s , rǫ, 1sq, we see that X ´ C P
t p0, 1q, p1, 0q u. Hence
C P tX ´ p0, 1q,X ´ p1, 0q u “
#
tCp1q, Cp0q u if ǫ “ 0,
tEp0q, Ep1q u if ǫ “ 1.
Next, we verify (2). Let X “ D. Then X is covered at 0 by some C P C . Since
X “ pr0, 1s , r0, 1sq, it follows that X ´C P t p0, 0q, p1, 1q u. Assume that X ´C “ p1, 1q.
Then C “ p1, 1q, but p1, 1q does not satisfy (SG1), because it covers p1, 1q at 0 and
σβpp1, 1qq “ 0. This implies that C “ X ´ p0, 0q “ D.
Therefore C p0q and C p1q are minimal systems of σβ. Moreover, minimal systems of
σβ are only C p0q and C p1q. Indeed, let C be a Sprague-Grundy system of σβ and
X “ Ep0q. Then σβpXq “ r1, 2s, so X is covered at 0 by some C P C . It follows that
X ´ C P t p0, 0q, p1, 1q u. Hence C P tX ´ p0, 0q,X ´ p1, 1q u “ tEp0q, Cp1q u. Therefore
C contains Ep0q or Cp1q. By symmetry, C contains Ep1q or Cp0q. This implies that
minimal systems of σβ are only C p0q and C p1q.
4.2 Proof of Theorem 1.9
We first show that C˜ β is a unique minimal symmetric system of σβ when β “ pβ0, 2, . . .q
or β “ p2, 3, 2, . . .q. It is obvious that C˜ β is symmetric. We show the minimality of C˜ β.
Let C be a symmetric Sprague-Grundy system of σβ. If β “ pβ0, 2, . . .q, then C˜
β Ď C
since C˜ β is the minimal system of σβ . Suppose that β “ p2, 3, 2, . . .q. Since, for S P
`
Ω
2
˘
,
the set C |S is a symmetric Sprague-Grundy system of σ
β,2, it follows from Example 4.1
that C˜ β,2 Ď C |S . Since wtpC˜
β,mq “ 2, we see that
C˜
β,m “
ď
SPpΩ
2
q
C˜
β,2 ÒΩS Ď
ď
SPpΩ
2
q
pC |Sq Ò
Ω
S Ď C .
We next show that the function σβ has at least two minimal symmetric systems when
β ‰ pβ0, 2, . . .q and β ‰ p2, 3, 2, . . .q.
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Step 1. Let C and D 1 be symmetric systems of σβ,m and σβ,k with k ď m, respectively.
Let C 1 “ C |t 0,1,...,k´1 u. Consider
D “ C rD 1s “
ˆ
C z
ď
SPpΩkq
`
C
1 ÒΩS
˘˙
\
ď
SPpΩkq
`
D
1 ÒΩS
˘
. (4.4)
We show that D is a symmetric system of σβ,m with D |T “ D
1 for every T P
`
Ω
k
˘
.
We first verify that D |T “ D
1 for T P
`
Ω
k
˘
. Since
D |T “
ď
SPpΩkq
`
D
1 ÒΩS
˘ˇˇ
T
,
it follows that D |T Ě D
1. We show that D |T Ď D
1. Let D1 P D |T . Then D
1 P pD 1 ÒΩS q|T
for some S P
`
Ω
k
˘
, and hence D1 “ pE1 ÒΩS q|T for some E
1 P D 1. This implies that D1 can
be obtained by permuting the coordinates of E, that is, D1 “ ppe1qpip0q, . . . pe1qpipk´1qq for
some π P Sk.
7 It follows from the symmetry of D 1 that D1 P D 1. Hence pD 1 ÒΩS q|T Ď D
1.
This implies that D |T Ď D
1.
We next show that D is a symmetric system. Since C and D 1 satisfy (SG1), so does
D . We show that D also satisfies (SG2). Let X P Nmβ , n “ σ
βpXq, and h P Nβ with
h ă n. Set N “ max tL P N : nL ‰ hL u. By Lemma 3.6, we see that X is covered at h
by some C P C with XďN ´ C P N
m
β . If
C P C z
ď
SPpΩkq
`
C
1 ÒΩS
˘
,
then C P D , so D covers X at h. Suppose that C P
Ť
pC 1 ÒΩS q, and choose S P
`
Ω
k
˘
such
that C P C 1 ÒΩS . Let C
1 “ C|S,X
1 “ X|S , n
1 “ σβpX 1q, and h1 “ σβpX 1 ´ C 1q. Then
na n1 “ ha h1. Since N “ max tL P N : n1L ‰ h
1
L u and X
1
ďN ´C
1 P Nkβ, it follows from
Corollary 3.8 that D 1 covers X 1 at h1. This implies that D covers X at h. Since D is
symmetric, it is a symmetric system of σβ,m.
Step 2. We show that if σβ,2 has at least two minimal symmetric systems, then so does
σβ,m. Let C be a minimal symmetric system of σβ,m and C 1 “ C |t 0,1 u.
We first verify that C 1 is a minimal symmetric system of σβ,2. 8 Let D 1 be a symmetric
system with D 1 Ď C 1, and let D “ C rD 1s defined in (4.4). By Step 1, we see that D is a
symmetric system with D Ď C . It follows from the minimality of C that D “ C . Hence
D 1 “ Dt 0,1 u “ Ct 0,1 u “ C
1. Thus C 1 is a minimal symmetric system.
We now show that σβ,m has at least two minimal symmetric systems. By assumption,
σβ,2 has a minimal symmetric system D 1 with D 1 Ğ C 1. Let D “ C rD 1s. By Step 1, D is
a symmetric system, and therefore it contains a minimal symmetric system D¯ . 9 Since
7For example, let Ω “ t0, 1, 2, 3u, T “ t0, 1, 2u, S “ t0, 2, 3u, and pa, b, 0q P D 1. Then ppa, b, 0q ÒΩS q|T “
pa, 0, b, 0q|T “ pa, 0, bq. Since D
1 is symmetric, we see that pa, 0, bq P D 1.
8We can obtain an analogue of Theorem 1.7 (2) for minimal symmetric systems.
9We can show that D¯ “ D in the same way as in the proof of Lemma 3.10.
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Dt 0,1 u “ D
1 Ğ C 1, we conclude that D¯ ‰ C . Therefore σβ,m has at least two minimal
symmetric systems.
By Step 2, we may assume that m “ 2. Choose N ě 1 so that βN ě 3.
Step 3. We show that σβ has at least two minimal symmetric systems when β0 ě 3
or N ě 2. Since C˜ β is symmetric, it contains a minimal symmetric system C . Let
C “ p1, βN q. As we have seen in the proof of Theorem 1.7, C must be in C . Thus it
suffices to find a symmetric system D with C R D . Let
B “ C˜ βzS2pCq, D “ p2, β
N ´ 1q, and D “ B YS2pDq.
Note that D R S2pCq since β0 ě 3 or N ě 2.
10 In particular, C R D . We show that D is
a symmetric system. As we have seen in the proof of Theorem 1.7, B adequately covers
X with XďN ‰ pβ
N , βN q Hence we need only show the following two statements:
(1) σβpX ´Dq “ σβpX ´ Cq for every X with XďN “ pβ
N , βN q.
(2) D P C β.11
Let n “ σβpXq and h “ σβpX ´ Cq. Note that hďN “ β
N ´ 1 and hěN`1 “ něN`1
since XďN ´ C “ pβ
N , βN q ´ p1, βN q “ pβN ´ 1, 0q.
First, suppose that β0 ě 3. Then D “ pr2s , ra1, . . . ,a1sq P C
β. Since XďN ´ D “
pβN ´ 2, 1q “ pra2,a1, . . . ,a1s , r1sq, it follows that σ
βpX ´Dq “ h.
Next, suppose that β0 “ 2 and N ě 2. Then
D “ pr0, 1s , r1,a1, . . . ,a1looooomooooon
N´1
sq P C β .
Since XďN ´D “ pβ
N ´ 2, 1q “ pr0,a1,a1, . . . ,a1s , r1sq, we see that σβpX ´Dq “ h.
Therefore D is a symmetric system with C R D .
Step 4. It remains to show the assertion when β “ p2, β1, 2, 2, . . .q with β1 ě 4. Let
Cp0q “
„
1 a2
0 1

, Cp1q “
„
0 1
1 a2

,
Dp0q “
„
1 1
0 a2

, Dp1q “
„
0 a2
1 1

, Ep0q “
„
1 0
0 a2

, Ep1q “
„
0 a2
1 0

.
Note that Cpiq ‰ Dpiq and Epiq P C βzC˜ β for each i P t 0, 1 u since β1 ě 4. Consider
D “ C˜ β Y
!
Dp0q,Dp1q, Ep0q, Ep1q
)
z
!
Cp0q, Cp1q
)
.
It suffices to show the following two assertions:
10If β0 “ 2 and N “ 1, then C “ p1, 2q and D “ p2, 1q, so D P S2pCq.
11From (2), we see that D satisfies (SG1).
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(1) Every Sprague-Grundy system of σβ contains Cp0q or Ep1q.
(2) D is a symmetric Sprague-Grundy system of σβ.
By (1) and (2), we see that C˜ β and D contain different minimal symmetric systems of
σβ.
We first show (1). Let X “ Cp0q. Then σβpXq “ r1,a1s. If Y is a descendant of X
with σβpY q “ 0, then Y P t p0, 0q, p1, 1q u. Since X ´p0, 0q “ Cp0q and X ´p1, 1q “ Ep1q,
(1) holds.
We next verify (2). Since D Ď C β, we see that D satisfies (SG1). Let X P
N
2
β, n “ σ
βpXq, and h P Nβ with h ă n. We show that D covers X at h. Set
N¯ “ max tL P N : nL ‰ hL u. By Lemma 3.5, there exists C P C˜
β satisfying (A1)-
(A4). We may assume that C P tCp0q, Cp1q u since otherwise C P D . Suppose that
C “ Cp0q. Since NpCp0qq “ t 1 u, it follows that N¯ “ 1 and n1 ‰ h1. Because
Xď1 ´ C
p0q “
„
x00 x
0
1
x10 x
1
1

´
„
1 a2
0 1

“
„
x00 a 1 x
0
1 ‘ 2a δpx
0
0q
x10 x
1
1 a 1

,
we see that
hď1 “ σ
βpXď1 ´ C
p0qq “
“
x00 ‘ x
1
0 a 1, x
0
1 ‘ x
1
1 ‘ 1a δpx
0
0q
‰
.
Since h1 ‰ n1, it follows that δpx
0
0q “ 0. Consider
D “
„
0 a2
1 1a δpx10q

P tDp1q, Ep1q u pĎ Dq.
Then
Xď1 ´D “
„
x00 x
0
1 ‘ 2
x10 a 1 x
1
1 a 1

P N2β.
It follows that σβpX ´ Dq “ σβpX ´ Cq “ h. This means that D covers X at h.
By symmetry, D covers X at h even when C “ Cp1q. Therefore D is a symmetric
Sprague-Grundy system of σβ.
5 Maximum systems
We present an inductive property of Fβ , and then show Theorem 1.12. Using this
theorem, we prove Theorem 1.14.
5.1 Carry and inductive property of F β
Carry plays an important role in this section. For n, h P Nβ, define
rpn, hq “ rβpn, hq “ pn ` hq a pn‘ hq
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and rLpn, hq “ prpn, hqqL. Then
rLpn, hq “
$’&’%
1 if there is a carry in the Lth digit in the calculation of n` h
in base β,
0 otherwise.
For example, if β “ p10, 10, . . .q, n “ 37, and h “ 65, then rpn, hq “ 102 a 92 “ 110.
Note that {n` h “ pn` ph` r1pn, hq, (5.1)
where pn “ ně1. In the above example, {n` h “ y102 “ 10 and pn ` ph ` r1pn, hq “
3` 6` 1 “ 10. For X,F P Nmβ , let
rpX,F q “ prpx0, f0q, . . . , rpxm´1, fm´1qq
and rLpX,F q “ prLpx
0, f0q, . . . , rLpx
m´1, fm´1qq. Observe that
ρpF q “ t r1pX,F q : X P N
m
β u
“ t r1px, F q : x P Jβ0K
m u ,
(5.2)
where ρpF q is defined in (1.6). For example, if β “ p10, 10, . . .q and F “ p37, 10q, then
ρpF q “ t 0, 1 u ˆ t 0 u.
The next result allows us to prove Theorem 1.12 by induction.
Lemma 5.1. If F P Fβ, then pF ` r P F pβ for some r P ρpF q.
proof. Since F P Fβ, it follows that σβpX ` F q “ σβpXq for some X P Nmβ , and hence
that σ
pβp{X ` F q “ σ pβp pXq. By (5.1), {X ` F “ pX ` pF ` r1pX,F q, so
σ
pβp pXq “ σ pβp{X ` F q “ σ pβp pX ` pF ` r1pX,F qq.
We conclude that pF ` r1pX,F q P F pβ.
5.2 Proof of Theorem 1.12
We show (1.7) by induction on L. Let FβpLq be the left-hand side of (1.7).
First, suppose that L “ 0. In this case, Fβp0q “ F
β
0
. Indeed, let F P Fβ
0
. Then
σ
β
0
pF q “ 0 and pF “ p0, . . . , 0q, so
σβpF ` p0, . . . , 0qq “ 0 “ σβpp0, . . . , 0qq.
Hence F P Fβp0q. Conversely, let F P F
β
p0q. Then
pF “ p0, . . . , 0q. Since Fβp0q Ď Fβ , there
exists X P Nmβ with σ
βpX `F q “ σβpXq. Because σβ
0
pX `F q “ σβ
0
pXq ‘ σβ
0
pF q, we see
that σβ
0
pF q “ 0. Hence F P Fβ
0
. In particular, (1.7) holds when L “ 0.
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Next, suppose that L ě 1.
We first verify that FβpLq Ď F
β
L . Let F P F
β
pLq. Then σ
β
0
pF q “ 0 since F P FβpLq Ď F
β .
We prove that pF ` r P F pβL´1 for some r P ρpF q. By Lemma 5.1, pF ` r P F pβ for some
r P ρpF q. To apply the induction hypothesis to pF ` r, we show that
maxp pF ` rq ď pβL ´ pβL´1. (5.3)
Note that f i ď βL`1 ´ βL since F P FβpLq. If f
i ă βL`1 ´ βL “ r0, . . . , 0,a1s, thenpf i ă pβL ´ pβL´1, so pf i ` ri ď pf i ` 1 ď pβL ´ pβL´1. Suppose that f i “ βL`1 ´ βL.
Since L ě 1, it follows that f i0 “ 0, and hence that r
i must be zero. This implies thatpf i ` ri “ pβL ´ pβL´1. Therefore (5.3) holds, and hence pF ` r P F pβpL´1q. We can now
apply the induction hypothesis to pF ` r, so pF ` r P F pβL´1. Therefore F P FβL .
We next show that FβL Ď F
β . For F P FβL , we construct X P N
m
β such that
σβpX ` F q “ σβpXq. Since F P FβL , there exists r P ρpF q such that
pF ` r P F pβL´1. By
the induction hypothesis, pF ` r P F pβ, so σ pβp pX ` pF ` rq “ σ pβp pXq for some pX P Nmpβ .
From (5.2), we can choose x P Jβ0K
m so that r “ r1px, F q. Let X “ x` β0 pX P Nmβ . We
show that σβpX ` F q “ σβpXq. Since F P FβL , we see that σ
β
0
pF q “ 0. Hence
σ
β
0
pX ` F q “ σβ
0
pXq ‘ σβ
0
pF q “ σβ
0
pXq.
Moreover, since r1pX,F q “ r1px, F q “ r, it follows that {X ` F “ pX ` pF ` r, and hence
that
pσβpX ` F qqě1 “ σ
pβp{X ` F q
“ σ
pβp pX ` pF ` rq
“ σ
pβp pXq “ pσβpXqqě1.
Therefore σβpX ` F q “ σβpXq.
5.3 Proof of Theorem 1.14
(ñ). We first show that if β ‰ pβ0, 2, . . .q, then A
β Ľ C β. Let
N “ min tL P N : L ě 1, βL ě 3 u ,
and consider
C “ prc00, 0, . . . , 0loomoon
N
, 1s, rac00s, 0, . . . , 0q “ pc
0
0 ` β
N`1,ac00, 0, . . . , 0q P N
m
β .
It suffices to show that C P A β since C R C β if c0
0
‰ 0. Lemma 5.1 implies that C P A β
if pC ` r P A pβ for every r P ρpCq. (5.4)
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We show (5.4) by induction on N . Let r P ρpCq. If σ
pβ
0
p pC ` rq ‰ 0, then pC ` r P A pβ.
Hence we may assume that σ
pβ
0
p pC ` rq “ 0.
Suppose that N “ 1. Then C “ p
“
c0
0
, 0, 1
‰
,
“
ac0
0
‰
, 0, . . . , 0q. We see that r “ p0, . . . , 0q
because r P ρpCq Ď t 0, 1 u ˆ t 0, 1 u ˆ t 0 u ˆ ¨ ¨ ¨ ˆ t 0 u and β1 ě 3. Hence pC ` r “ pC “
pr0, 1s , 0, . . . , 0q P A
pβ .
Suppose that N ą 1. Since β1 “ 2 and σ
β
0
p pC ` rq “ 0, we see that pC ` r “
pǫ ` pβN , ǫ, 0, . . . , 0q for some ǫ P t 0, 1 u. By the induction hypothesis, pC ` r P A pβ.
Therefore C P A β.
(ð). We next show that if β “ pβ0, 2, . . .q, then A
β “ C β. Since C β Ď A β, it suffices
to show that Nmβ zC
β Ď Nmβ zA
βp“ Fβq. Set G β “ Nmβ zC
β. Then
G
β “
!
G P Nmβ : ordβ
´ÿ
gi
¯
ą mordβpGq
)
Y t p0, . . . , 0q u .
Let G P G β. If G “ p0, . . . , 0q, then G P Fβ . Suppose that G ‰ p0, . . . , 0q, and let
M “ mordβpGq.
Note that σβ
0
pGq “ 0 since ordβp
ř
giq ą M . We show that G P Fβ by induction on
maxG. If maxG ď β0 ´ 1, then G P F
β
0
Ă Fβ . Suppose that maxG ě β0. We divide
into two cases.
Case 1 (M ą 0). We show that pG P F pβ. Since M ą 0, it follows that pg00 , . . . , gm´10 q “
p0, . . . , 0q, and hence that
ordpβ
´ÿpgi¯ “ ordβ ´ÿ gi¯´ 1 ąM ´ 1 “ mordpβp pGq.
This implies that pG P G pβ. Since max pG ă maxG, it follows from the induction hypoth-
esis that pG P F pβ . Hence G P Fβ by Theorem 1.12.
Case 2 (M “ 0). Since pg00 , . . . , g
m´1
0
q ‰ p0, . . . , 0q and ordβ
`ř
gi
˘
ě 1, the number of
i with gi0 ‰ 0 is at least 2. Hence we can choose r P ρpGq so that the number of i with
ppgi` riq0 ‰ 0 is even and greater than 0. Then ordβpřpgi` riq ě 1 ą 0 “ mordβp pG` rq,
and hence pG ` r P G pβ. To apply the induction hypothesis to pG ` r, we show that
maxp pG ` rq ă maxG. If gi ă β0, then pgi ` ri “ ri ă β0 ď maxG. If gi ě β0, thenpgi ` ri ă β0pgi ` gi0 “ gi. Hence maxp pG ` rq ă maxG. It follows from the induction
hypothesis that pG` r P F pβ . Therefore G P Fβ by Theorem 1.12.
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