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Abstract
This thesis concerns the transport of ultracold bosons in a one-dimensional ge-
ometry. I consider two three-dimensional reservoirs of Bose-Einstein condensed
atoms that are connected via weak tunnel junctions to each end of a one-dimensional
(Luttinger) channel. The particle current along the channel is driven only by a
constant phase difference between the two reservoirs. I theoretically investigate
the bosonic flow and demonstrate it has characteristics completely distinct from
its superconducting counterpart. In fact, I show that a perturbative approach to
describing the particle current completely fails for bosonic atoms in contrast to
the superconducting current. Instead I develop a non-perturbative mean field
description of the bosonic flow, showing the existence of metastable solutions for
all values of tunnelling. I show there are two separate branches of the mean field
solution and the lowest energy solution necessarily jumps discontinuously be-
tween these branches. I then demonstrate that such a mean field solution is robust
against fluctuations for values of the Luttinger parameter pertinent to bosonic
atoms. In particular, I demonstrate that fluctuations do not connect different
branches of the mean field solution, meaning that the energy crossings between
metastable configurations are not avoided. I provide a possible experimental re-
alisation of such a geometry by utilising the versatility of atom chips and describe
how one can experimentally observe both the phase profile in the channel and the
flow of particles along the channel. Finally, I also explore the non-equilibrium dy-
namics following a quench in the tunnelling energy and demonstrate that such a
quench can lead to switching between different branches of the mean field solu-
tion.
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Part I
INTRODUCTION
1
Since the first experimental observation of a Bose-Einstein condensate almost
20 years ago, the field of ultracold atomic physics has been a hotbed of physical re-
search. Experimentally, such systems offer an unparalleled degree of control over
a wide range of different parameters. There has also been renewed theoretical
interest as ultracold atomic systems offer the intriguing possibility to macroscop-
ically investigate quantum effects.
In particular, this thesis concerns the transport of ultracold bosonic atoms in
a one-dimensional geometry [1–7]. I consider two 3-dimensional reservoirs of
Bose-condensed atoms, differing only by a constant phase difference and con-
nected via weak tunnelling links to each end of a one-dimensional channel. Such
a geometry has received much interest over the years for both electronic and super-
conducting systems of wires [8–24]. Recently, a parallel experiment has been car-
ried out to observe similar phenomena in a system of ultracold fermions [25–27].
This opens up the possibility to also explore the bosonic transport through a simi-
lar geometry which has no direct analogy in condensed matter physics [28,29]. In
this thesis I theoretically investigate such a bosonic flow and show that the result-
ing behaviour is drastically different to the parallel superconducting situation.
In the first section I provide a general introduction to the two main fields of
research this thesis covers. Chapter 1 contains an introduction to ultracold atomic
physics including Bose-Einstein condensation, experimental methods of trapping
and cooling atoms, the main theoretical treatments of the condensed state and a
summary of the Josephson effect. Chapter 2 focuses on one-dimensional physics,
including the main peculiarities of 1D systems and a general introduction to
the idea of a Luttinger liquid as a universal low energy description of a one-
dimensional problem.
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The second section provides more targeted overviews of some of the main the-
oretical techniques I shall utilize: Chapter 3 gives details about the functional inte-
gral formalism and provides an example of its use in calculating correlation func-
tions, chapter 4 introduces the idea of renormalization and applies it to the Kane-
Fisher problem of a single impurity in a Luttinger liquid, and chapter 5 intro-
duces the idea of the Keldysh contour as a tool for investigating non-equilibrium
dynamics.
Section III and IV represent my original work. Section III is based on material
published in Physical Review Letters [30] for which I am the first author in collab-
oration with I.V.Lerner, D.M.Gangardt and P.Kru¨ger. In chapter 6 I introduce the
model of interest before demonstrating in chapter 7 that a perturbative approach
to this model completely fails, in contrast with the superconducting situation. In
chapter 8 I introduce a non-perturbative mean field solution and demonstrate its
properties before considering the effects of fluctuations on this solution in chapter
9. Finally in chapter 10 I introduce the idea of an atom chip and outline a possible
experimental realization of these results on such a device.
The final section is based on work to be submitted for publication for which I
am the first author in collaboration with I.V.Lerner and D.M.Gangardt [31]. It con-
cerns the dynamics of the mean field solution and in particular investigates the
possibility of the solution switching between metastable branches. I first derive
the non-equilibrium Keldysh action in chapter 11 before using this framework to
study the non-equilibrium dynamics after a quantum quench in chapter 12. Some
further technical details are also contained within the Appendices.
3
Chapter 1
ULTRACOLD BOSONS
The physics of ultracold atoms has a history dating back to the 1920s when Ein-
stein built upon Bose’s statistical theory of photons to predict the occurrence of a
low temperature phase transition in a gas of non-interacting bosons - what’s now
referred to as Bose-Einstein condensation (BEC) [32, 33]. The 1930s-1950s was a
time of theoretical effort to understand the link between Bose-Einstein condensa-
tion and superfluidity - first postulated by London in 1938 [34] and developed by
the likes of Bogoliubov, Landau and Lifshitz and Penrose and Onsager [35–37].
In 1958, Hecht postulated that spin-polarized Hydrogen should form a BEC and
methods of trapping and cooling atoms were developed in order to reach tem-
peratures low enough to observe condensation [38]. As laser based methods of
trapping and cooling were coming to the fore in the 1980s, the focus switched
from spin-polarized hydrogen to alkali metallic atoms because they had optical
transitions that could easily be exploited by these techniques. The first observa-
tion of Bose Einstein condensation was in a cloud of Rubidium atoms almost 20
years ago [39] and since then the field of ultracold atomic physics has rapidly
expanded (see e.g. reviews [40–42]).
Ultracold atomic systems allow unparalleled control of the system, for in-
4
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stance, properties of the trapping fields may be readily changed and even the
interaction between atoms can be controlled via an external magnetic field utiliz-
ing the Feshbach resonance. What’s more, because all atoms in a BEC occupy the
same (lowest) quantum state, this allows access to information about the wave
function on a macroscopic scale that can easily be accessed by experiments.
This thesis concerns transport in a system of ultracold bosonic atoms. In this
chapter I introduce some of the main concepts of ultracold atomic physics which
form the foundation of the work that follows. It is in no way intended to be a com-
prehensive review and will mainly follow [43, 44], although many other helpful
reviews exist (see for example [41,45–48]). Instead, I will focus primarily on those
topics built upon later in this thesis. I will first introduce the concept of Bose-
Einstein condensation before considering some of the experimental techniques
required to observe it. I will then outline a theoretical framework for treating
weakly-interacting, trapped ultracold atoms - namely the Gross-Pitaevskii (mean
field) theory. Finally, I will introduce the idea of a Josephson junction of ultracold
atoms which is central to this thesis.
1.1 Bose-Einstein Condensation
An intuitive way of understanding the transition to a BEC is to consider the ther-
mal de Broglie wavelength, Λ =
√
2pi~√
mkBT
, wherem is the particle mass, T is temper-
ature and kB = 1.38×10−23m2kgs−2K−1 is the Boltzmann constant. The de Broglie
wavelength can be thought of as a measure of the quantum uncertainty in the po-
sition of a particle due to the momentum it has at temperature T . As temperature
decreases, the de Broglie wavelength increases so that at low temperatures the
5
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uncertainty in the position can be of the order of the distance between particles.
At these low temperatures the indistinguishability of particles becomes impor-
tant and the quantum statistics of the particles dominates the classical (Maxwell-
Boltzmann) statistics.
1.1.1 The Non-Interacting Bose Gas
The average occupation of an energy level εi in a gas of non-interacting bosonic
particles at thermodynamic equilibrium is given by the Bose distribution func-
tion,
nB(εi) =
1
eβ(εi−µ) − 1 , (1.1.1)
where β = 1/kBT and µ(N, T ) is the chemical potential which is fixed by the
total number of particles, N = ∑
i
nB(εi). By introducing the density of states,
g() = ∑
i
δ(− εi), the total particle number may be expressed as
N(T, µ) =
∫
dg()nB(). (1.1.2)
At high temperatures, the gas is classical so that nB() ∼ e−β(−µ)  1 and the
chemical potential is large and negative. As the temperature decreases (for a fixed
number of particles) the chemical potential increases up to a maximum value cor-
responding to the energy of the ground state, min[εi] = ε0. The chemical potential
cannot increase beyond this point as it would lead to negative occupation num-
bers of states with energy lower than µ. Instead, as the temperature continues to
decrease a macroscopic number of particles begin to occupy the ground state.
To make this discussion more concrete, consider a 3-dimensional ideal Bose
gas confined in a box of volume V . The density of states in the 3d box is given
6
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by g() = 2piV (2m/h2)3/21/2. The lowest energy level of the system is at ε0 =
0 so that µ ≤ 0. At high temperatures, the occupation of the ground state is
N0  1. The number of particles in excited states is an increasing function of the
chemical potential. At the critical temperature, Tc, the chemical potential reaches
its maximum value (µ = 0) so that
N(Tc)
V
= 2pi(2m/h2)3/2
∫ ∞
0
d 
1/2
eβ − 1 =
g3/2(1)
Λ3(Tc)
, (1.1.3)
where Λ(Tc) is the de Broglie wavelength calculated at the critical temperature
and gp(z) = 1Γ(p)
∞∫
0
dx xp−1
z−1ex−1 =
∞∑
l=1
zl
lp
is the Bose function, with g3/2(1) ≈ 2.61. Re-
arranging this equation gives the critical temperature to be Tc ≈ pi~2mkB (N/V )2/3.
The number of particles in excited states at any temperature (the thermally ex-
cited population) can then be expressed using N(T )
N(Tc) =
Λ3(Tc)
Λ3(T ) .
As the temperature is lowered beyond Tc the chemical potential remains con-
stant and the ground state begins to become macroscopically occupied. The total
particle number is given as the sum of the ground state population and the ther-
mally excited population,
N = N0 +
(
T
Tc
)3/2
N. (1.1.4)
The condensate fraction is then defined as
N0
N
=

0 if T > Tc
1−
(
T
Tc
)3/2
if T < Tc,
and is depicted in Fig. (1.1).
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TC
T
1
N0 N
Figure 1.1: A graph showing the condensate fraction as a function of tempera-
ture. Above the critical temperature the condensate fraction is 0, while below the
critical temperature the ground state becomes macroscopically occupied.
In this thesis, I consider bosonic atoms which are trapped in a harmonic con-
fining potential
V (x, y, z) = 12mω
2
xx
2 + 12mω
2
yy
2 + 12mω
2
zz
2. (1.1.5)
In this case, the three-dimensional density of states is g() = 22~3ωxωyωz . Accord-
ing to the above considerations, the critical temperature is then given by Tc ≈
0.94~(Nωxωyωz)1/3 and the condensate fraction below the critical temperature is
N0/N = 1− (T/Tc)3.
In practice, getting down to a low enough temperature is not the only require-
ment to observe a BEC. This is because at temperatures low enough to observe a
BEC the thermodynamic equilibrium corresponds to the crystalline phase. This
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means that the BEC is not an equilibrium but rather a metastable state of mat-
ter. The main low temperature decay mechanism out of this metastable state is
3-body recombination - formation of molecules which bring the system into the
thermodynamically stable solid state.
In order to usefully realize a BEC, the 3-body recombination rate should be
small enough that the metastable state persists over long enough times to ex-
periment upon. Recombination effects can be quenched in a number of ways.
One possibility is to use a dilute gas so that collisions leading to 3-body recom-
bination (and other inelastic processes) are rare. A typical BEC experiment has a
density of the order of 1013 − 1015atoms/cm3. At these low densities the tempera-
ture required to observe quantum effects is typically of the order of µK. Another
possibility for reducing the 3-body recombination rate is to trap the gas far from
any material walls where interactions with many atoms in the wall would favour
recombination. This is one reason why magnetic and optical traps are favoured
above physical traps.
Note also that although inelastic collisions are suppressed, 2-body collisions
may still redistribute the energy so that kinetic equilibrium (or thermalization)
with respect to these collisions is possible. These 2-body collisions are also the
source of interaction effects, which may be characterized by the s-wave scattering
length as shall be discussed in section 1.3.
1.1.2 Off-Diagonal Long-Range Order and the Order Parameter
One definition of a BEC is simply the presence of macroscopic occupation of the
ground state such that n0/N ∼ O(1). This is not the case when dealing with
interacting particles as then the condensate occupation number is no longer given
9
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solely by a single quantum state of the system.
A more general definition of a BEC was given by Penrose and Onsager and
relates to the presence of off-diagonal long-range order. Consider the N particle
(symmetric) bosonic wavefunction Ψ(r1, r2, ..., rN). The single-particle reduced
density matrix is then
n(1)(r, r′) = 〈Ψˆ†(r)Ψˆ(r′)〉
= N
∑
j
∫
dr2...drN pjΨ∗j(r, r2, ..., rN)Ψj(r′, r2, ..., rN), (1.1.6)
where Ψˆ†j(r) and Ψˆj(r) are the field operators corresponding to creation and an-
nihilation of a particle in state j at position r and pj is the probability of finding
the system in the state j. This expression gives the probability amplitude that the
system remains in the same state if you remove a particle from position r′ and
replace it at position r. Writing Eq. (1.1.6) in this way highlights that the single
particle density matrix is Hermitian and so may be diagonalized by an appropri-
ate orthonormal basis comprising of the single particle eigenfunctions,
Ψˆ(r) =
∑
α
ψα(r)aα, (1.1.7)
where aα annihilates a particle from state α. The single particle density matrix
may then be written in this representation as
n(1)(r, r′) =
∑
α
Nαψ
∗
α(r)ψα(r′). (1.1.8)
Here, Ni = 〈a†iai〉 is the average particle occupation of state i, which also corre-
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sponds to an eigenvalue of the system. This can be seen from the equation
∫
dr′n(1)(r, r′)ψi(r′) = Niψi(r), (1.1.9)
where in order to perform the integral I have utilized the orthonormality of the
basis set. In a translationally invariant system, in which momentum is a good
quantum number, the single particle density matrix is a function of the relative
co-ordinate only,
n(1)(r, r′) = n(1)(r − r′) = 1
V
∫
dk n(k)e−ik(r−r′)/~, (1.1.10)
and the solutions of Eq. (1.1.9) are plane waves ψi = 1√V e
ikir/~.
The momentum distribution is then given by
n(k) = 〈Ψˆ†(r)Ψˆ(r′)〉
=
∫
drdr′ n(1)(r′, r)eik(r−r′)/~
=
∑
i
Niδ(k − ki), (1.1.11)
where the last equation comes from substituting Eq. (1.1.8). If one of the eigen-
values (call it N0 for simplicity) is macroscopically large so that N0 ∼ N then one
can write
n(k) = N0δ(k − k0) +
∑
i 6=0
Niδ(k − ki) = N0δ(k − k0) + n¯(k). (1.1.12)
Putting this back into the single particle density matrix Eq. (1.1.10), one can see
that in the thermodynamic limit (N, V →∞whileN0/V = n0 remains finite) then
11
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at large distances,
lim
|r−r′|→∞
n(1)(r, r′) =

0 if n(k) is a smooth function
n0 if n(k) is singular.
This is known as off-diagonal long-range order (ODLRO) as it appears in the
off-diagonal part of the single particle density matrix (r 6= r′) and persists as
r − r′ → ∞. A BEC is defined by the existence of such ODLRO, which in turn
is down to at least one of the eigenvalues being of macroscopic size and implies
macroscopic occupation of at least one state. If more than one of the eigenvalues
are macroscopic in size this means that more than one state is macroscopically
occupied. This is known as a fractured condensate and will not be considered in
this thesis. This definition of BEC applies also to non-uniform and strongly inter-
acting systems. It does not directly apply to finite systems as will be considered
further in chapter 2.
ODLRO is an example of quantum coherence because a particle always has a
finite probability of vanishing from one part of the condensate and appearing in
another part. In fact, because the single particle density matrix is constant at large
distance this implies that the averages carried out in Eq. (1.1.6) can be performed
independently 〈
Ψˆ†(r)Ψˆ(r′)
〉
=
〈
Ψˆ†(r)
〉〈
Ψˆ(r′)
〉
. (1.1.13)
It is clear then that in the presence of ODLRO, the averages
〈
Ψˆ†(r)
〉
and
〈
Ψˆ(r′)
〉
are non-zero. The field can be split into the condensed and (small) non-condensed
parts, Ψˆ = Ψ0 +δΨˆ. Macroscopic occupation implies that adding or removing one
particle makes little difference to the ground state. One can then assume (follow-
12
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ing Bogoliubov) that a†0 = a0 =
√
N0 so that from Eq. (1.1.7) it is clear Ψ0 =
√
N0ψ0,
while δΨˆ = ∑
i 6=0
ψiai. Ψ0 is an order parameter which describes the (ordered) BEC
phase and vanishes above the transition temperature. As Ψ0 is a complex number,
it is characterized by a modulus and a phase. One can make a gauge transforma-
tion by multiplying a phase factor without altering the physical properties of the
system. This symmetry is broken by the BEC, which spontaneously picks a value
of phase so that the order parameter Ψ0 =
〈
Ψˆ0
〉
has non-zero average. This or-
der parameter forms the basis for theoretical considerations of the BEC as will be
explored in section 1.3
1.2 Trapping and Cooling Atoms
In this section I will outline some of the key concepts and techniques routinely
used to both trap and cool atoms in order to form and observe BECs.
1.2.1 The Zeeman Effect
In order to understand the methods of trapping and cooling atoms it is first im-
portant to understand the structure of these atoms. Here I will focus only on Rb87
although the concepts can easily be generalized. The total angular momentum
of an atom is given by the sum of the electronic and nuclear spins F = I + J. For
Rb87, J = 1/2 due to a single valance electron in the outer shell, while I = 3/2.
According to the rules for adding spins this yields two possibilities, F = 1, 2. The
(hyperfine) interaction between the nuclear and atomic spins is given by
HHF = AI · J = A2 (F (F + 1)− I(I + 1)− J(J + 1)) =
A
2
(
F (F + 1)− 92
)
, (1.2.1)
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where A is a coupling constant. Without the presence of an external field, the
difference in energy between the two hyperfine states F = 1, 2 is ∆E = 2A. An
external magnetic field couples to the electronic and nuclear spins. The coupling
to the nuclear spin may be safely neglected in most experimental situations as it is
approximately 3 orders of magnitude smaller than the coupling to the electronic
spin. Considering an external field in in the z-direction, the Hamiltonian is
H = HHF + gµBJzB, (1.2.2)
where g = 2 is the Lande´ g-factor, µB = 9.274 × 10−24J T−1 is the Bohr magne-
ton and B is the magnetic field strength. The hyperfine interaction can be written
in terms of the raising and lowering operators HHF = AIzJz + A2 (I+J− + I−J+)
where I± = Ix ± iIy and likewise for J . In the basis of states |mI ,MJ〉 where
mI = ±3/2,±1/2 and mJ = ±1/2, this Hamiltonian conserves the z component
of angular momentum so that only states with the same value of mF = mI + mJ
are coupled. Utilizing the identity I±|mI〉 =
√
I(I + 1)−mI(mI ± 1)|mI ± 1〉, and
likewise for J , the Hamiltonian may then be diagonalized by the finding the
eigenvalues as summarized in the following table:
mF = 2 E = 34A+ µBB
mF = 1 E = −14A±
√
3
4A
2 + 14(A+ 2µBB)2
mF = 0 E = −14A±
√
A2 + µ2BB2
mF = −1 E = −14A±
√
3
4A
2 + 14(A− 2µBB)2
mF = −2 E = 34A− µBB
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Figure 1.2: A graph showing the energy of the hyperfine states as a function of
external magnetic field for Rb87 atoms with I = 3/2.
These (hyperfine) energy levels are plotted in Fig. (1.2) where it is obvious that
at low magnetic fields the energies approach the two hyperfine levels F = 1, 2,
while at high fields the levels vary linearly with the field, E ≈ ±µBB. If the
energy of an hyperfine state decreases as the field is increased then atoms in this
state are driven to areas of high field, while if the energy of the hyperfine state
increases as the field is increased then atoms in this state are driven to areas of
low field. This is known as the Zeeman effect and provides the basis for methods
of magnetic trapping as outlined in the following section.
1.2.2 Atomic Trapping
As has been shown in the previous section, the energy of an hyperfine state de-
pends on the external magnetic field strength. This means that in an inhomoge-
neous magnetic field, atoms feel a spatially-dependent trapping potential. Atoms
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in high-field-seeking hyperfine states are trapped at the maxima of the field, while
those in low-field-seeking hyperfine states are trapped in minima of the field. In
the absence of charge and current density, the Maxwell equations are ∇ · B = 0
and ∇× B = 0, so that∇2Bi = 0. It is then possible to show that
∇2|B|2 = ∇k∇kBiBi = 2∇kBi∇kBi = 2Bi∇2Bi + 2(∇kBi)2 > 0. (1.2.3)
This means that the magnetic field strength |B|2 cannot acquire a maxima in the
vacuum, as this requires ∂2x,y,z|B|2 < 0 for all of x, y and z. In conclusion, only
atoms in low-field-seeking hyperfine states are able to be trapped.
The simplest magnetic trap is known as a quadrupole trap which is formed by
a field varying linearly in all directions,
B = B′(x, y,−2z). (1.2.4)
Here B′ is the magnetic field gradient and |B| = B′√x2 + y2 + 4z2. Note that the
gradient in the z-component is twice that in the x,y-components and of opposite
sign in order to have zero divergence as per the Maxwell equation above. Such
a trap suffers from so-called Majorana transitions, in which atoms in low-field-
seeking states may transition into a high-field-seeking state and hence be ejected
from the trap. These transitions become important when the frequency associated
with the atomic motion in the field is greater than the frequency associated with
the transition between hyperfine states. As can be seen from Fig. (1.2), the high-
and low-field-seeking states become degenerate, having energyE = 3A/4 asB →
0 so that near the minimum of the trap there is significant loss of particles.
In order to remove the problem of Majorana transitions it is preferable to have
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a non-zero minimum of the magnetic field. One way of achieving this is to su-
perimpose a rotating uniform magnetic field, known as a time-averaged orbiting
potential (TOP) trap. The magnetic field is then given by
B(t) = (B′x+B0 cosωt,B′y +B0 sinωt,−2B′z). (1.2.5)
Here ω is chosen to be much lower than the frequency associated with transitions
between hyperfine states (∼ 106Hz) to avoid Majorana transitions. It must also
be much lower than the Larmor frequency, which is the frequency of precession
of the magnetic moment of the atoms so that the magnetic moment adiabatically
follows the potential. On the other hand, ω must be larger than the frequency
associated with atomic motion (∼ 102Hz) so that the atoms only feel the time-
averaged effective potential,
〈B〉 = ω2pi
∫ 2pi/ω
0
dt |B(t)| = B0 + B
′2
4B0
(x2 + y2 + 8z2). (1.2.6)
It is clear that the trap minimum is no longer at B = 0 but rather a finite value
B = B0 so that the effect of Majorana transitions is suppressed. Note also that the
time-averaged potential has a harmonic rather than a linear form.
The final possibility I will consider is a static potential which has non-zero
minimum known as an Ioffe-Pritchard trap. Three sets of coils are typically used:
B = B0

0
0
1
+B
′

x
−y
0
+
B′′
2

−xz
−yz
z2 − 12(x2 + y2)
. (1.2.7)
The last term of Eq. (1.2.7) provides an axially symmetric trapping potential known
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as a magnetic bottle. The second term of Eq. (1.2.7) is known as an Ioffe bar and
gives rise to a field which breaks the rotational invariance about the central axis
of the magnetic bottle. The first term of Eq. (1.2.7) gives rise to a uniform field
which allows one to tune the value of B0. For large B0 so that only quadratic
terms are retained, the field strength is given by
B = B0 +
1
2B
′′z2 + 12
(
(B′)2
B0
− B
′′
2
)
(x2 + y2). (1.2.8)
Such a trap clearly has a non-zero minimum so that Majorana transitions are sup-
pressed and also has harmonic form. This will be of particular relevance when
considering an experimental realization of the results of this thesis using an atom
chip as described in chapter 10.1.
Since the height of the atomic potential is given by the Bohr magneton µB =
e~/2me = 0.67KT−1, temperatures of the order of tens of mK must be reached
before atoms can be magnetically trapped. Such pre-cooling can be carried out
cryogenically for instance by a dilution refrigerator [47]. Once the particles are
trapped, then they are further cooled to obtain a BEC.
1.2.3 Atomic Cooling
A laser gives rise to a time-dependent electric field. For weak electric fields, the
interaction between the light and atoms is dominated by the dipole moment d
induced in the atoms, H = −d · ε, where ε(r, t) = ε(r, ω)e−iωt + ε(r,−ω)eiωt is
the electric field. Here e±iωt corresponds to the absorption or emission of a pho-
ton from the laser with energy ω. A second order time-dependent perturbative
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treatment of this field gives a shift in energy (known as a Stark shift) given by
∆E(r) = −12α(ω)|ε(r)|
2. (1.2.9)
Here,
α(ω) =
∑
e
|〈e|d · εˆ|g〉|2 2(Ee − Eg)(Ee − Eg)2 − (ω + iη)2 , (1.2.10)
where e, g are the excited and ground states of the system, 1/η is the lifetime of
an excited state and α(ω) is known as the dynamic polarizability. This spatially
dependent field gives rise to a radiative force F = −∇(∆E(r)). This force acts to
push atoms to areas of high field if the laser is blue-detuned (ω − (Ee − Eg) > 0)
and towards areas of low field if the laser is red-detuned (ω − (Ee − Eg) < 0).
In such a way an optical trapping of atoms may be achieved by focusing a red-
detuned laser. A combination of magnetic and optical trapping gives rise to a
magneto-optical trap (MOT).
The radiative force of a laser can also be used to slow and hence cool atoms.
Imagine two counter-propagating laser beams (red) detuned to a frequency just
below that of an atomic transition. The rate at which a single atom absorbs such
photons is proportional to the Lorentzian N˙ph ∝ A(ω) = η/[(ω − (Ee − Eg))2 +
(η/2)2]. An atom at rest will, on average, absorb as many left moving photons
from one laser as it will right moving photons from the other laser. If however
the atom is moving with velocity v parallel to the direction of the lasers, then the
frequency of the photons is Doppler shifted in the rest frame of the atom so that
N˙R ∝ A(ω[1 − v/c]) and N˙L ∝ A(ω[1 + v/c]), where c is the speed of the pho-
tons. This means that an atom moving to the right will absorb more left-moving
photons than right-moving photons, while an atom moving to the left will absorb
19
1.2. TRAPPING AND COOLING ATOMS
more right-moving photons than left-moving photons. This mismatch in absorp-
tion of photons from one side gives rise to a force that tends to decelerate the
atoms. As the average kinetic energy of the atoms decreases, so to does the tem-
perature so that the sample is cooled. By placing such a co-propagating pair of
lasers in all three spatial directions the atoms can be slowed in all directions. This
cooling effect is countered by a heating effect due to absorption of photons trav-
elling in the same direction as the atom. This means that such Doppler cooling
techniques have a minimum temperature limit, which is of the order of 100µK.
Further cooling of atoms is usually achieved using evaporative cooling tech-
niques. At the simplest level, by removing the most energetic atoms from the trap
the remaining atoms re-thermalize to a lower temperature as the average energy
of the system is now lower. This technique relies on the thermalization time of the
atoms (by 2-body collisions) being much shorter than the 3-body recombination
time (which leads to trap losses). There are two main ways of achieving evapora-
tive cooling. The first is to modify the form of the trapping potential so that the
trap is made less deep and the most energetic particles are no longer contained.
The second is to use radio-frequency radiation to induce Majorana transitions in
atoms of high enough energy so that these atoms are transferred into high-field-
seeking states and are no longer trapped.
If the energy threshold for removing atoms is too low, then there are significant
losses from the trap. Increasing the energy threshold means that the temperature
drop per atom lost is larger, however this also decreases the rate of evaporation as
statistically fewer particles have high enough energy to leave the trap. In reality,
a balance must be sought between cooling the sample fast enough that particle
loss due to other processes (mainly 3-body recombination) is not an issue, but
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slow enough that a high number of particles are retained in the trap. Such evap-
orative cooling techniques are able to lower the temperature beyond the critical
temperature for observing condensation (∼ 100nK).
1.3 Theoretical Background
1.3.1 The Gross-Pitaevskii Equation
As has already been discussed, the BEC phase is dominated by 2-body interac-
tions, while 3-body and higher processes may safely be neglected. At low ener-
gies, the 2-body interactions are dominated by s-wave scattering and character-
ized by a single constant - the s-wave scattering length as. In the Born approxi-
mation, the scattering length is given by
as =
m
4pi~2U(0), (1.3.1)
where U(k − k′) is the Fourier transform of the atom-atom interaction potential.
Rearranging this equation gives an effective interaction potential for the atoms,
g = U(0) = 4pi~2as
m
.
At zero temperature, when the ground state of the BEC is fully occupied, one
may replace the ground state wavefunction with a classical field i.e. the complex
order parameter of section 1.1. The action describing the condensate trapped in
the external potential V (r, t) is
S =
∫
dtdr
[
i~Ψ†0(r, t)∂tΨ0(r, t)−
~2
2m |∇Ψ0(r, t)|
2 − V (r, t)|Ψ0(r, t)|2 − g2 |Ψ0(r, t)|
4
]
.
(1.3.2)
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By computing the equation of motion of the order parameter, δS
δΨ∗(r,t) = 0, one
obtains the Gross-Pitaevskii equation,
i~∂tΨ0(r, t) =
(
− ~
2
2m∇
2 + V (r, t) + g|Ψ0(r, t)|2
)
Ψ0(r, t). (1.3.3)
This equation is the main tool for theoretical investigations of BECs. It is a mean
field equation in which the order parameter must be found in a self-consistent
way.
As the order parameter is a complex field, it can be parametrized in terms of its
modulus and phase as Ψ0(r, t) =
√
n(r, t)eiφ(r,t), where n(r, t) is the density of the
condensate and φ(r, t) is the phase. Substituting this form of the order parameter
into the Gross-Pitaevskii equation (1.3.3) gives
−n~φ˙+ i~2 n˙ = V n+gn
2−i~
2n
2m∇
2φ+~
2n
2m (∇φ)
2−i ~
2
4m∇n∇φ−
~2
4m∇
2n+ ~
2
8mn(∇n)
2.
(1.3.4)
The imaginary terms give rise to the continuity equation
n˙ = − ~
m
(n∇2φ+∇n∇φ) = − ~
m
∇(n∇φ). (1.3.5)
Here, v = ~
m
∇φ is the superfluid velocity and j = nv is the current density. The
equation arising from the real terms is
−~φ˙ = ng + V + ~
2
2m(∇φ)
2 − ~
2
2m
√
n
∇2√n
= ng + V + 12mv
2 − ~
2
2m
√
n
∇2√n. (1.3.6)
Eqs. (1.3.5)-(1.3.6) are together equivalent to the Gross-Pitaevskii equation. This
22
1.3. THEORETICAL BACKGROUND
is sometimes known as the hydrodynamic description of a Bose-condensate as it
is written in terms of the density and superfluid-velocity and Eq. ((1.3.6)) has the
form of a generalized Bernoulli equation. The final term of Eq. (1.3.6) is known
as the quantum pressure and may be neglected in the limit that the length-scale
characterizing the density variations is much smaller than the healing length ξ =
1/(mc). This is known as the Thomas-Fermi approximation and in this limit,
Eq. (1.3.6) reduces to the classical Euler equation for an inviscid, irrotational (∇×
v = 0) flow with pressure P = gn2/2.
1.3.2 Bogoliubov Theory
Consider the Hamiltonian describing an atomic gas in a three-dimensional box
interacting via an effective contact potential,
H =
∫
dr
[
−Ψˆ†(r) ~
2
2m∇
2Ψˆ(r) + g2Ψˆ
†(r)Ψˆ†(r)Ψˆ(r)Ψˆ(r)
]
, (1.3.7)
where Ψˆ†(r)(Ψˆ(r)) are the fields which create (annihilate) a particle at position r
and g is the effective interaction potential (defined above). One may then Fourier
transform the fields Ψˆ(r) = 1√
V
∑
k aˆke
ik·r/~ so that
H =
∑
k
k2
2maˆ
†
kaˆk +
g
2V
∑
k,k′,q
aˆ†k+qaˆ
†
k′−qaˆkaˆk′ . (1.3.8)
As a BEC has a macroscopic number of the particles condensed into a single
state, Ψ0, it is natural to develop a perturbative expression Ψˆ(r) = Ψ0(r) + δΨˆ(r),
where δΨˆ(r) describe small fluctuations from the condensed state and Ψ0(r) is
the complex order parameter. This is equivalent to considering aˆk = a0 + aˆk 6=0 =
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√
N0 + aˆk 6=0 or N = N0 +
∑
k 6=0
aˆ†kaˆk, where aˆk 6=0 are small compared to
√
N0. Substi-
tuting this into the expression above, one should note that terms linear in aˆk 6=0 do
not appear due to momentum conservation so that the leading order fluctuational
contribution is given by
H = g2V N
2
0 +
∑
k 6=0
[
k2
2maˆ
†
kaˆk +
gN
2V
(
2aˆ†kaˆk + aˆ
†
kaˆ
†
−k + aˆkaˆ−k
)]
. (1.3.9)
One can diagonalize this Hamiltonian via a Bogoliubov transformation,
aˆk = ukbˆk + v∗−kbˆ
†
−k. (1.3.10)
Here, bˆ† and bˆ are creation and annihilation operators for the elementary excita-
tions of the system. By choosing appropriate u and v so that non-diagonal terms
vanish from the resultant Hamiltonian, one obtains
H = g2V N
2
0 −
1
2
∑
k 6=0
( k
2
2m + ng − k) +
∑
k 6=0
kbˆ
†
kbˆk. (1.3.11)
Here,
k =
√
gn
m
k2 + k
4
4m2 , (1.3.12)
is the Bogoliubov dispersion relation for the excitations of the system. The inter-
acting system has thus been re-written in terms of independent non-interacting
quasi-particles which are elementary excitations with energy k. Such an ap-
proach can straightforwardly be adapted to include the presence of a trapping
potential.
At high energy, the dispersion relation reduces to that of a free particle k ∼
k2
2m , while the low energy excitations have a linear spectrum k→0 ∼ ck where
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c2 = gn/m is the velocity of the excitation. By comparing the two terms under the
square root in the dispersion relation, one may obtain a characteristic length scale
ξ = 1/mc which separates the phononic and free-particle regimes of the disper-
sion relation. This is known as the condensate healing length and may be thought
of as a characteristic interaction length. It is also the length scale over which a
BEC, if perturbed, will restore to its bulk values. These low energy phononic ex-
citations form the basis of Luttinger liquid theory, in which a one-dimensional
interacting system is written in the basis of its low energy phononic excitations as
shown in chapter 2.
1.4 The Josephson Effect
In this section I will briefly describe the Josephson effect, which is a key concept
of this thesis. The Josephson effect is a direct manifestation of the quantum coher-
ence of a BEC. As already described above, this allows the BEC to be described
by a complex order parameter with a definite phase. If two such systems are con-
nected via a weak link (e.g. a tunnel junction), then Josephson predicted a particle
current between them of the form
IJ = Ic sin Φ, (1.4.1)
where Ic is a critical current and Φ = φ1 − φ2 is the phase difference between the
two systems [49]. This is known as the d.c. Josephson effect. In the presence
of a non-zero chemical potential difference between the two systems, the phase
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difference evolves according to
Φ˙ = −∆µ. (1.4.2)
This is known as the a.c. Josephson effect. Such a current has been observed in
many quantum systems including superconductors and Helium as well as cold
atomic systems [3, 50–52]. In this thesis I am concerned primarily with the d.c.
Josephson effect.
As a simple derivation of the Josephson equations, consider two condensates
in a double well potential such that the wavefunction in each well is given by
Ψ1,2 =
√
N1,2e
iφ1,2 . The tunnelling Hamiltonian is given by the overlap of the
wavefunctions HT = −J(Ψ†1Ψ2 + Ψ†2Ψ1). Substituting in the form of the wave-
function gives the full Hamiltonian
H = E1N1 + E2N2 − J
√
N1N2
(
ei(φ1−φ2) + e−i(φ1−φ2)
)
= E0 +
E1 − E2
2 ∆N − J
√
N2T −∆N2 cos Φ, (1.4.3)
where E0 = E1+E22 NT is a constant, 2N1,2 = NT±∆N and Φ = φ1−φ2. In the limit
that the difference in particle number is much smaller than the total number of
particles then
H(∆N,Φ) = E0 +
E1 − E2
2 ∆N − JNT cos Φ. (1.4.4)
The Josephson equations (1.4.1) and (1.4.2) are then given by Hamilton’s equa-
tions of motion where µ = E1−E22 and Ic = JNT. Including an interacting term
in each well of the form Hint = g|Ψ|4 whilst setting the energy difference to zero
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gives the pendulum Hamiltonian
H = EC2 ∆N
2 − EJ cos Φ, (1.4.5)
where EC = g, EJ = J
√
N2T −∆N2 and I have neglected constant terms. In the
limit of small oscillations and again neglecting constant terms, this may be ap-
proximated as a harmonic oscillator
H =
(
EC
2 −
J
2NT
)
∆N2 + 12JNTΦ
2. (1.4.6)
From Hamilton’s equations of this system it is easy to see that the characteristic
frequency of these oscillations is
ωJ =
√
JNT
(
EC − J
NT
)
. (1.4.7)
If EC  J/NT then one has Rabi-oscillations of the particle number about 0 with
frequency ωJ = J . On the other hand, if EC  J/NT then one has Josephson
oscillations at the plasma frequency ωJ =
√
JNTEC. In this Josephson limit, if
the initial number imbalance is sufficiently large the average ∆N over many os-
cillations takes a finite value not equal to zero. Physically, this corresponds to
a long-lived imbalance in particle number between the two wells caused by the
quantum coherence. This effect is often known as ‘self trapping’ of a conden-
sate and is analogous to the rotation modes of a classical pendulum which are
oscillations with non-zero average momentum.
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ONE DIMENSIONAL PHYSICS
As outlined in the introduction, this thesis primarily concerns the one-dimensional
behaviour of ultracold bosons. It is possible to construct a one dimensional ge-
ometry using a highly asymmetric harmonic trap such that the trapping potential
is given by
V (x, y, z) = 12mω
2x2 + 12mω
2
⊥(y2 + z2). (2.0.1)
Here, ω⊥ is the transverse trapping frequency and is chosen to be higher than all
other energy scales in the problem, ω⊥  ω. This means that the energy required
to excite an atom out of the transverse ground state (~ω⊥) is not readily avail-
able so that motion of atoms is limited to zero point oscillations in the transverse
directions. As a result, the transverse degrees of freedom are effectively frozen
out of the problem leaving atoms free to travel only in one spatial direction. The
length-scale of the confinement is given by the oscillator length a⊥ =
√
~/(mω⊥).
In the limit that the distance between particles is much smaller than the heal-
ing length, then the (classical) mean field theory of the Gross-Pitaevskii equation
remains relevant. The one dimensional density is related to the three dimensional
density via n1D = N/L = n3Dpia2⊥. This means that the mean field theory is ap-
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plicable for ξ/d =
√
a2⊥
8asn1D  1 i.e. for dense quantum gases. To describe dilute
quantum gases it is necessary to go beyond mean field theory. In this section
I shall first outline some of the peculiarities of a 1D system as compared to the
standard 3D picture, before giving an outline of the Luttinger liquid theory as a
universal low energy description of one-dimensional systems.
2.1 Peculiarities of 1D
One-dimensional systems stand apart from systems of higher dimension because
all fluctuations (quantum and thermal) can only travel longitudinally. This means
that the effect of fluctuations is dramatically enhanced and therefore fluctuations
play a much more important role in one-dimension. In fact, these enhanced fluc-
tuations are responsible for preventing the phase coherence and long range or-
der necessary for Bose-Einstein condensation. This shows itself in the presence
of infra-red divergences that appear in the one-dimensional calculations. The
Mermin-Wagner theorem states that no continuous symmetry may be broken in
one dimension at any temperature for sufficiently short range interactions. This
means that bosonic atoms interacting via a contact potential may not form a BEC
as this requires the presence of long range order which is a broken symmetry
phase (see chapter 1).
It should be noted that the Mermin-Wagner theorem is only strictly applicable
to a homogeneous gas of atoms in the thermodynamic limit. A trapped gas is not
homogeneous and the density of states is modified by the shape of the trapping
potential. Unfortunately, for a harmonic trap in one dimension this still cannot
save us and the strict critical temperature for the phase transition goes to zero.
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However, although the symmetry cannot strictly be broken this does not preclude
the formation of a ‘quasi-condensate’. A quasi-condensate does not have strict
long range order, but instead the phase fluctuations are suppressed over a suffi-
cient distance that phase coherence exists on a scale much larger than the particle
spacing but much smaller than the system size. Such a quasi-condensate may still
be described by an order parameter and exhibits superfluidity even though it is
not a true long-range ordered phase. The quasi-long range order is a consequence
of the characteristic power-law correlations of one-dimensional systems.
Another peculiarity of one-dimensional systems is that the effect of particle
interaction is enhanced. This is because as the particles are constrained to travel
in only one dimension they cannot avoid collisions and hence interactions, as is
possible in higher dimensions. This has two major consequences. Firstly, the idea
of particle statistics is not very well defined in one dimension. This is because
particle exchange must necessarily involve collision and it is then impossible to
distinguish statistical phase from any phase shift acquired in collisions. Instead it
is the effect of interactions which dominates the particle motion. An illustration
of this concept is the Tonks-Girardeau gas. This is a gas of ‘hardcore’ bosonic
particles i.e. particles that have an infinitely strong contact interaction. It can
be shown that such a bosonic gas in one dimension can exactly be mapped on
to a one-dimensional gas of non-interacting fermions. This highlights that what
is key in determining the behaviour of the one-dimensional system is not the
particle statistics - as in this case the bosons and fermions have exactly the same
behaviour - but rather the form of the interaction.
The second important consequence of particles necessarily colliding and inter-
actions dominating is the absence of single-particle excitations in one dimension.
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If one imagined such a single-particle excitation it is clear that as it has more
energy than neighbouring particles it would move at a higher velocity. As it is
moving at a higher velocity and is unable to avoid collision with slower moving
particles, that energy will gradually be spread among all of the particles in the
system and the single-particle excitation will have turned into a collective excita-
tion. The fact that only collective excitations exist in one dimension means that a
one-dimensional system can always be written in terms of a basis of these collec-
tive excitations. This leads directly to the idea of bosonization and the concept of
a Luttinger liquid.
2.2 Luttinger Liquids
The historical development of Luttinger liquid theory can be traced back to 1950
when Tomonaga [53] first suggested that the excitations of a one-dimensional
system could be described using a ‘quantized field of sound waves’ i.e. using
bosonic excitations. This idea was developed into a model by Luttinger [54] in
1963, which had a linearised fermion dispersion, although he incorrectly solved
this deriving that interacting and non-interacting systems would have the same
excitations. The linear model (now known as the Luttinger model) was correctly
solved by Mattis and Lieb [55] in 1965 using a Bogoliubov transform technique
and expressing the excitation spectrum in terms of non-interacting bosonic col-
lective modes. Then, in 1981, Haldane [56] showed that correction terms to add
non-linearity to the linearised Luttinger model gave rise to non-linear couplings
between these bosonic collective modes. He also showed that a bosonic perturba-
tive expansion could be used to describe this and so the transformation technique
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that solves the Luttinger model is a general method to solve for the low energy
physics of the non-linear problem. Namely, the solution will have the same struc-
ture as the Luttinger model but with renormalized parameters. He coined the
term ‘Luttinger liquid’ as a universality class for low energy one dimensional
problems which have structure based on the solution to the Luttinger model but
with renormalized parameters. This is analogous to the Fermi liquid universal-
ity class as an effective low energy theory for fermionic problems in higher di-
mensions, which have structure based on the solution of the Fermi gas but with
parameters renormalized by the interactions.
Here I do not follow the historic construction of the Luttinger liquid outlined
above but use the harmonic fluid approach to bosonization developed in parallel
by Haldane [57]. I will outline this approach by following the excellent review of
Cazalilla [58]. It was found that the low-energy structure of the results obtained
previously for both bosons and fermions could be reproduced by considering the
symmetrized/antisymmetrized states of a harmonic chain. Although the high
energy structures of the Luttinger model and the harmonic chain model are quite
different, they have equivalent low energy structure. This allows one to develop
the theory independent of an exact model.
As the long wavelength (low energy) fluctuations are enhanced in one dimen-
sion, one needs to use variables that describe these low energy fluctuations. At
low temperatures, the density n(x) and phase φ(x) of the system are locally small
and the bosonic field operator is described via
Ψ†B(x) =
√
n(x)e−iφ(x). (2.2.1)
I define a cut-off momentum kc = 1/ξ and frequency ωc ∼ µ, where ξ = ~/(mc)
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is the healing length and µ is the chemical potential. This provides an estimate of
the momentum where the excitation spectrum deviates from the linear behaviour
of the Bogoliubov spectrum Eq. (1.3.12). Modes with ω > ωc are defined as ‘fast’
modes (n>, φ>) and modes with ω < ωc are defined as ‘slow’ modes (n<, φ<) so
that
φ(x) = φ<(x) + φ>(x),
n(x) = n<(x) + n>(x). (2.2.2)
One can integrate out the fast modes from the problem to leave an effective de-
scription in terms of only the low energy modes. As such, I will now drop the
(<,>) index and assume only the slow mode.
At low temperatures, n(x) fluctuates around the average value so that
n(x) = n0 + Π(x), (2.2.3)
where n0 = N/L and Π(x) describes density fluctuations. Π(x) is canonically
conjugate to φ(x) which describes the phase fluctuations,
[
Π(x), φ(x′)
]
= iδ(x− x′). (2.2.4)
This commutation relation implies the existence of an uncertainty relation be-
tween the density and phase fluctuations i.e. if phase fluctuations are suppressed
then density fluctuations are enhanced and vice versa. Π(x) only describes locally
small fluctuations, but this is not sufficient to describe all possible low-energy
fluctuations of the density as it does not include short-wavelength fluctuations.
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The linear Bogoliubov spectrum gives rise to phonons with energy k = ±ck,
where c =
√
gn/m is the speed of sound. There are two types of density fluctua-
tion with low energy. The first type are long wavelength fluctuations that oscillate
around either one of the points ±ck. The second type are short wavelength fluc-
tuations that oscillate between these points leading to density fluctuations of the
form cos(2kx). The longer wavelength density fluctuations lead to a small change
in the local momentum k(x) = k + piΠ(x). This is also reflected in the shorter
wavelength fluctuations that now oscillate as cos
(
2Θ(x)
)
where
1
pi
∂xΘ(x) = n0 + Π(x). (2.2.5)
Integrating this equation gives
Θ(L)−Θ(0) = piN, (2.2.6)
where N is the total particle number. Θ(x) can be considered as a monotonically
increasing function across the length of the wire. The location of particles is asso-
ciated with points where Θ(x) = jpi for integer j, as shown in Fig. (2.1). For this
reason, Θ(x) is sometimes known as the particle labelling function. The density
can then be expressed in terms of Θ(x) as
n(x) =
N∑
i=1
δ(xi − x) = 1
pi
∂xΘ(x)
∞∑
n=−∞
δ(Θ(x)− npi). (2.2.7)
Using the Poisson summation formula
∞∑
n=−∞
f(n) =
∞∑
m=−∞
∞∫
−∞
dz f(z)e2mpiiz,
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Figure 2.1: A sketch showing the particle labelling function Θ(x), based on [58].
Particle locations (red circles) are associated with kinks in Θ(x).
the density can be written as
n(x) = 1
pi
∂xΘ(x)
∞∑
m=−∞
e2miΘ(x) =
(
n0 + Π(x)
) ∞∑
m=−∞
e2miΘ(x). (2.2.8)
This means one can express the boson creation operator as
Ψ†B ∼ [n0 + Π(x)]1/2
∞∑
m=−∞
e2miΘ(x)e−iφ(x), (2.2.9)
which is correct up to a pre-factor which depends on the high energy cut-off pa-
rameter.
Note that this construction applies equally to fermionic particles with one
caveat - as the operators would need to anti-commute, one needs to add a phase
factor eipi for each particle that is between the two fermions being exchanged. This
is analogous to a Jordan-Wigner transformation and gives
Ψ†F ∼ [n0 + Π(x)]1/2
∞∑
m=−∞
e(2m+1)iΘ(x)e−iθ(x). (2.2.10)
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I now apply this construction to a bosonic system interacting via a general
two-body interaction described by the Hamiltonian
H = ~
2
2m
∫
dx ∂xΨ†(x)∂xΨ(x) +
1
2
∫
dxdx′ V (x− x′)n(x)n(x′). (2.2.11)
Substituting Eq. (2.2.9) into this Hamiltonian and keeping only the leading order
(quadratic) terms (m→ 0) gives
H = ~
2
2m
∫
dxn0
(
∂xφ(x)
)2
+ 12
∫
dx V0
pi2
(
∂xΘ(x)− pin0
)2
, (2.2.12)
where the interaction is point-like so that V (x) = V0δ(x). The coefficients are then
relabelled so that
cK = pi~n0
m
,
c
K
= V0
~pi
. (2.2.13)
Defining Θ(x) = pin0x− θ(x) so that Π(x) = − 1pi∂xθ, the Hamiltonian becomes
H = ~2pi
∫
dx
[
cK
(
∂xφ(x)
)2
+ c
K
(
∂xθ(x)
)2]
, (2.2.14)
known as the Luttinger Hamiltonian. This gives rise to a corresponding action,
which may be written in terms of either φ(x) or θ(x) by integrating out the rele-
vant fields:
S = ~2piK
∫
dx dτ
[
c
(
∂xθ
)2
+ 1
c
(
∂τθ
)2]
, (2.2.15)
S = ~K2pi
∫
dx dτ
[
c
(
∂xφ
)2
+ 1
c
(
∂τφ
)2]
. (2.2.16)
These dual representations describe the system in terms of either the low energy
density or phase fluctuations. To obtain Eq. (2.2.14) I have thrown away higher
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order terms, but it can be shown [59] that these terms do not change the form of
the Hamiltonian, rather the only effect they have is to renormalize the parameters
v andK. This is then a universal effective field theory which describes the system
in terms of the low energy excitations of the system. As the low energy excitations
are phonons, which can always be described in terms of bosonic creation and
annihilation operators, the process of deriving this Hamiltonian is often known
as bosonization.
The phenomenological parameter K is known as the Luttinger parameter and
is a dimensionless parameter which describes the interactions. It is clear from
Eq. (2.2.14) that when K is large, the density fluctuates rapidly, while the phase
fluctuations are suppressed so that the phase field behaves classically. This allows
the formation of a quasi-condensate in a weakly interacting Bose gas as described
above. In the opposite limit of smallK, the phase oscillates rapidly while the den-
sity fluctuations are suppressed. It should be noted that K = 1 corresponds both
to non-interacting fermions and a Tonks-Girardeau gas of hard-core interacting
bosons. K → ∞ corresponds to non-interacting bosons. Repulsively interact-
ing fermions are described by 0 < K < 1, while attractively interacting fermions
have K > 1. Part of the power of the Luttinger theory is that it describes both
fermions and bosons on equal footing with all differences defined not by the par-
ticle statistics but the value of the Luttinger parameter. In general, K depends on
the microscopic properties of the particular system under consideration. It can be
approximated numerically or in certain circumstances may be extracted from an
exact solution obtained from e.g. the Bethe-ansatz.
The Luttinger action (2.2.16) forms the basis of my considerations of the bosonic
current in a one-dimensional geometry as described in section III of this thesis.
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Chapter 3
FUNCTIONAL INTEGRATION
The field, or functional integral is a powerful method in statistical physics. Here,
I sketch a brief overview of this method and as an example, utilize it to calculate
a correlation function for the Luttinger liquid. For a more complete review, I refer
the reader to [60].
Consider the (imaginary time) partition function, defined as
Z = det(iω − Hˆ)−1 , (3.0.1)
where ω is the energy and Hˆ is the Hamiltonian. For simplicity, I consider a one-
particle Hamiltonian such that Hˆ|α〉 = α|α〉, where α are the eigenvalues and
|α〉 are the eigenvectors - a complete, orthonormal set of states. By diagonalizing
the Hamiltonian in this way, the partition function may be written as
Z =
∏
α
1
iω − α . (3.0.2)
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Now, borrowing the result of a simple Gaussian integral,
∫ ∞
−∞
dx e−bx2 =
√
pi
b
, (3.0.3)
one may express
1
iω − α =
1
pi
∫ ∞
−∞
dxdy e−(iω−α)(x2+y2). (3.0.4)
Then, by making the transformation c = x+iy and c∗ = x−iy, which has Jacobian
1/(2i), this can be written as
1
iω − α =
1
2pii
∫
dc∗dc e−c∗(iω−α)c. (3.0.5)
The partition function can then be written in the form of a functional integral:
Z =
∏
α
∫ dc∗αdcα
2pii e
−c∗α(iω−α)cα
=
∫
Dc∗Dc e−c∗(iω−α)c. (3.0.6)
Here, the symbolic notation Dc∗Dc indicates integrating over all possible com-
plex numbers, or in real space, Ψ(r) = 〈r |Ψ〉 = ∑
α
〈r|cα|α〉 = ∑
α
cαψα(r) takes all
possible values of the given Hilbert space.
All results for functional integration can then be obtained from the formula
for Gaussian integration of N complex variables
∏
n
∫ dφ∗ndφn
2pii e
−
∑
i,j
φ∗iMijφj+
∑
i
(h∗i φi+φ∗i hi)
= e
∑
ij
h∗i (M−1)ijhj
detM , (3.0.7)
where M is a N × N matrix. By differentiating both sides of this equation with
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respect to hi and hj and then setting hi,j → 0, one obtains the definition of the
correlation function as a functional integral
〈φ∗iφj〉 =
∏
n
∫ dφ∗ndφn
2pii φ
∗
iφje
−
∑
i,j
φ∗iMijφj
∏
n
∫ dφ∗ndφn
2pii e
−
∑
i,j
φ∗iMijφj
= M−1ij . (3.0.8)
In this way, the left hand side of Eq. (3.0.7) is like a generating function for dif-
ferent correlation relations. Of particular importance is the case of a real field in
which φ∗(q) = φ(−q). In this case, one has
〈φ∗(q1)φ(q2)〉 =
∫
Dφ∗[q]Dφ[q]φ∗(q1)φ(q2)e
− 12
∑
q
φ∗(q)M(q)φ(q)
∫
Dφ∗[q]Dφ[q] e
− 12
∑
q
φ∗(q)M(q)φ(q) =
1
M(q1)
δq1,q2 . (3.0.9)
Finally one may note that in real time
Z = det(ω − Hˆ)−1 =
∫
Dc∗Dc e
i
∑
α
c∗α(ω−α)cα
. (3.0.10)
Writing the function in the exponent in terms of real space eigenvalues gives
∑
α
c∗α(ω − α)cα =
∑
αβ
c∗α(ω − α)cβδαβ
=
∑
αβ
c∗α(ω − α)cβ
∫
dr ψ∗α(r)ψβ(r)
=
∫
dr
∑
α
c∗αψ
∗
α(r)(ω − α)
∑
β
cβψβ(r)
=
∫
drΨ∗(r)(ω − α)Ψ(r). (3.0.11)
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Fourier transforming this to the time representation gives
∫
drΨ∗(r)(ω − α)Ψ(r)→
∫
drΨ∗(r)(i∂t − α)Ψ(r) = S[Ψ∗(r),Ψ(r)], (3.0.12)
i.e. the classical action so that on restoring ~ one has
Z =
∫
DΨ∗DΨ e i~S[Ψ∗,Ψ]. (3.0.13)
The classical solution minimizes the action and gives the largest contribution to
the integral. This functional framework allows, for instance, to consider fluctu-
ations about such a classical solution. The Gaussian nature of the integrals in-
volved mean that any quadratic theory may simply be solved. Also the presence
of the exponential, which may be readily expanded for small parameters, gives
rise naturally to perturbative solutions. This method is very powerful and can be
used across many different areas of physics.
3.1 Evaluation of Luttinger Liquid Correlation Func-
tions
As an example of the use of functional integration, I compute the Luttinger liquid
correlation function for exponentials of the phase, as will be utilized later in this
thesis. The arguments here are parallel to those of Giamarachi [59] who presents a
much more general review of Luttinger liquid correlation functions. In the infinite
channel limit, the Fourier transform of the Luttinger liquid action Eq. ( 2.2.16) is
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given by
SLL =
K
2pic
1
βΩ
∑
q
φ∗(q)
[
ω2 + c2k2
]
φ(q), (3.1.1)
where q = (k, ω). One may consider the general correlation function
〈
e
i
∑
j
Ajφ(rj)
〉
SLL
. (3.1.2)
Taking the Fourier transform of the sum in the exponent gives
i
∑
j
Ajφ(rj) =
i
2βΩ
∑
q
A∗(q)φ(q) + φ∗(q)A(q). (3.1.3)
The average may now be computed by completing the square in the functional
integral:
〈
ei
∑
j
Ajφ(rj)
〉
=
〈
e
i
2βΩ
∑
q
A∗(q)φ(q)+φ∗(q)A(q)〉
=
∫
Dφ∗Dφ e
−1
2βΩ
∑
q
[ Kpic (ω2+c2k2)φ∗(q)φ(q)−iA∗(q)φ(q)−iφ∗(q)A(q)]
=
∫
Dφ∗Dφ e
−1
2βΩ
∑
q
[(φ∗−iA∗M)M−1(φ−iMA)+A∗MA]
= e
−1
2βΩ
∑
q
A∗MA
, (3.1.4)
where M−1 = K
pic
(ω2 + c2k2) so that M = pic
K
1
ω2+c2k2 . Note that
∑
q
A∗(q)MA(q) =
∑
q
pic
K
1
ω2 + c2k2
∑
m,n
AmAne
iq(rm−rn)
=
∑
q
pic
K
1
ω2 + c2k2
(∑
n
An
)2
−∑
m,n
AmAn
(
1− eiq(rm−rn)
),
(3.1.5)
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so that at low energy (q  1) the expression outside the bracket is divergent.
Putting this result back into Eq. (3.1.4), one can see that for any
∑
n
An 6= 0, the
divergent term dominates and the correlation function is zero. The only non-zero
correlations are for
∑
n
An = 0.
Considering the simplest case, A1 = −A2 = 1, so that ∑
m,n
AmAne
iq(rm−rn) =
2− 2 cos(kx− ωτ), one has
F (r1 − r2) = 1
βΩ
∑
q
2pic
K
1− cos(kx− ωτ)
ω2 + c2k2
= 1
β
∑
ωn
∫ dk
2pi
2pic
K
1− cos(kx− ωτ)
ω2 + c2k2 , (3.1.6)
where x and τ are the space and imaginary time differences between the two
points and the sum in the final line is over bosonic Matsubara frequencies ωn =
2pin
β
. As an aside, note that one can use Eq. (3.0.9) to demonstrate that this result
is equivalent to saying that 〈ei(φ1−φ2)〉 = e− 12 〈(φ1−φ2)2〉, which holds in general for
Luttinger liquids and will be used throughout this thesis. To evaluate the sum in
Eq. (3.1.6), it is useful to split it into three parts;
f(r1 − r2) = 1
β
∑
n
1− cos(kx− ωnτ)
ω2n + c2k2
= 1
β
∑
n
1− 12eikx e−iωnτ − 12e−ikx eiωnτ
ω2n + c2k2
= S1 − 12e
ikxS2 − 12e
−ikxS3. (3.1.7)
To evaluate the sum 1
β
∑
ωn
g(iωn), one can use the fact that the Bose distribution
function nB(±z) has poles at z = iωn with residue ± 1β . Utilizing the contour, γI ,
depicted in figure 3.1, one can close the contour around the imaginary axis to
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Figure 3.1: A sketch showing the contour γI , used to evaluate the Matsubara
sum.
write the sum as
1
β
∑
ωn
g(iωn) =
∮
γI
dz
2piinB(z)g(z). (3.1.8)
An equivalent expression can be found by closing the contour in two semi-circles
around the poles of g(z). Applying this technique to each of the sums in Eq. (3.1.7)
gives the following results:
S1 =
1
β
∑
n
1
ω2n + c2k2
=
∮
γI
dz
2pii
−nB(z)
(z + |ck|)(z − |ck|)
= nB(|ck|)− nB(−|ck|)2|ck|
= nB(|ck|)|ck| +
1
2|ck| . (3.1.9)
To calculate S2, consider first the case τ > 0:
f(z) = −e
−zτnB(−z)
(z + |ck|)(z − |ck|) .
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Now, lim
z→∞ f(z) = e
−zτ → 0 and lim
z→−∞ f(z) = e
z(τ−β) → 0 because τ < β. This
means I can extend my contour out to infinity and
S2 =
1
β
∑
n
e−iωnτ
ω2n + c2k2
=
∮
γI
dz
2pii
−e−zτ nB(−z)
(z + |ck|)(z − |ck|)
= nB(|ck|)e
|ck|τ − nB(−|ck|)e−|ck|τ
2|ck|
= nB(|ck|) cosh(ckτ)|ck| +
e−|ck|τ
2|ck| . (3.1.10)
Doing likewise for τ < 0 gives the final expression
S2 =
1
β
∑
n
e−iωnτ
ω2n + c2k2
= nB(|ck|) cosh(ckτ)|ck| +
e−|ck||τ |
2|ck| , (3.1.11)
for any τ . S3 may then be computed in exactly the same way to give
S3 =
1
β
∑
n
eiωnτ
ω2n + c2k2
= nB(|ck|) cosh(ckτ)|ck| +
e−|ck||τ |
2|ck| . (3.1.12)
Combining Eqs. (3.1.9),(3.1.11) and (3.1.12) gives the result of the sum as
f(x, τ) = S1 − 12e
ikxS2 − 12e
−ikxS3
= nB(|ck|)|ck| +
1
2|ck| − cos(kx)
[
nB(|ck|) cosh(ckτ)
|ck| +
e−|ck||τ |
2|ck|
]
= nB(|ck|)|ck| (1− cos(kx) cosh(kcτ)) +
1
2|ck|
(
1− cos(kx)e−|ck||τ |
)
. (3.1.13)
To integrate this with respect to k, I must cut off the (divergent) large k behaviour.
In this case, the cut-off is the healing length, ξ, which is the smallest length-scale
in the system and defines the extent of the (linear) Luttinger approximation (see
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chapter 2).
F (x, τ) = c
K
∞∫
−∞
dk e−ξ|k|nB(|ck|)|ck| (1− cos(kx) cosh(kcτ)) +
1
2|ck|
(
1− cos(kx)e−|ck||τ |
)
= 1
K
∞∫
0
dk
k
e−ξk
[
(1 + nB(ck))
(
1− cos(kx)e−kc|τ |
)
+ nB(ck)
(
1− cos(kx)ekc|τ |
)]
= 1
K
∞∫
−∞
dk
k
e−ξ|k|nB(ck)
(
1− cos(kx)ekc|τ |
)
. (3.1.14)
To evaluate this integral, first note that nB(ck) has poles up the imaginary axis
at kcβ = 2piin with residue 1
cβ
. Note there is no pole at k = 0 as in this case the
numerator of the integral always gives zero. The integral may then be tackled in
three parts:
∞∫
−∞
dk
k
e−ξ|k|nB(ck) =
∑
n
1
n
e
−ξ2pin
βc
= − log
(
1− e−ξ2piβc
)
= − log
(
1− 1 + ξ2pi
βc
)
= 12 log
(
β2c2
4ξ2pi2
)
. (3.1.15)
∞∫
−∞
dk
k
e−ξ|k|nB(ck)ek(i|x|+c|τ |) =
∑
n>0
1
n
e−
2pin|x|
βc
+ 2pini|τ |
β
= − log
(
1− e− 2pi|x|βc + 2pii|τ |β
)
= − log
(
2 sinh
(
pi|x|
βc
− pii|τ |
β
))
+
(
pi|x|
βc
− pii|τ |
β
)
.
(3.1.16)
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∞∫
−∞
dk
k
e−ξ|k|nB(ck)ek(−i|x|+c|τ |) =
∑
n>0
1
n
e−
2pin|x|
βc
− 2pini|τ |
β
= − log
(
1− e− 2pi|x|βc − 2pii|τ |β
)
= − log
(
2 sinh
(
pi|x|
βc
+ pii|τ |
β
))
+
(
pi|x|
βc
+ pii|τ |
β
)
.
(3.1.17)
Combining these terms gives,
F (x, τ) = 12K log
(βc
ξpi
)2(
sinh2
(
pix
βc
)
+ sin2
(
piτ
β
))− pi|x|
Kβc
. (3.1.18)
Note that the last term arises from the divergence in the limit β → 0, τ = 0, where
the integral becomes
∫ dk
k
(1− cos(kx))nB(kc) = 2
βc
∫ dk
k2
sin2
(
kx
2
)
= pi|x|
βc
. (3.1.19)
As I am considering low temperatures, I can safely neglect this (high temperature)
divergent behaviour leaving
F (x, τ) = 〈[φ(x, τ)− φ(0, 0)]2〉 = 12K log
[
β2c2
ξ2pi2
(
sin2
(
piτ
β
)
+ sinh2
(
pix
cβ
))]
.
(3.1.20)
This means that
〈ei(φ(x,τ)−φ(0,0))〉 = e− 12F (x,τ) =
[
β2c2
ξ2pi2
(
sin2
(
piτ
β
)
+ sinh2
(
pix
cβ
))]− 14K
, (3.1.21)
an example of the power-law correlations of one-dimensional physics.
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Chapter 4
RENORMALIZATION GROUP ANALYSIS
This chapter provides a summary of the Renormalization Group (RG) method,
focusing primarily on Wilson’s momentum-shell approach. I will then provide
a worked example of this method by summarizing the work of Kane and Fisher
[8, 9] on a single impurity in a Luttinger liquid. This forms the basis of the analy-
sis in chapter 9 as the geometry under consideration can be thought of as a gen-
eralization of the Kane-Fisher impurity. An historical background and further
examples of the use of RG may be found in refs [59–62].
RG is a theoretical technique which may be used to determine how relevant
a perturbation is at low energies. Consider a system described at low energies
(below an energy cut-off Λ) by an action S[φ], where φ is the relevant field. This
system may then be perturbed by an action Spert[φ] ∝ g, where g is a coupling
coefficient characterizing the perturbation. The RG analysis proceeds in three
stages:
The first stage is ‘coarse-graining’ the action. This may be done in a number of
different ways depending on the problem under consideration (e.g. Kadanoff’s
block spin analysis of the Ising model [60, 63]). Following Wilson, one can arti-
ficially define a scale separating the system into higher and lower energy fields.
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As such, one can introduce a parameter b ≥ 1 such that the low-energy (‘slow’)
fields φ<(ω) have energy |ω| < Λ/b, while the high energy (‘fast’) fields φ>(ω)
have energy Λ/b < |ω| < Λ.
The second stage of the RG procedure is sometimes known as decimation. The
partition function is given as the trace over all states, equivalent to a functional
integral over all field configurations φ. One can explicitly integrate out the fast
field configurations φ> (i.e. perform the partial trace over these states). In order
to compute this integration one must often proceed perturbatively (assuming the
coupling constant is small). The partition function is then exactly expressed as
the functional integral over the lower energy field configurations φ< weighted by
an effective action, Seff [φ<] given by the result of the integration. This effective
action may (in general) have a form wildly different to that of the bare (unrenor-
malized) action, in which case this process is not useful. However, if the effective
action has the same structure as the bare action one may proceed with the final
stage.
To complete the RG procedure, one must rescale the fields and energy so that
the non-perturbed part of the resulting effective action is the same as the bare
action (i.e. the non-perturbed part of the action is invariant, or a fixed point, of
the RG mapping). For instance, the UV cut-off of the effective action is Λ/b, so
to scale this back to the bare value of the cut-off (Λ) one must rescale energy in
the effective action as ω′ = bω. Then, as the rescaled field φ′< is equivalent to the
original field φ, one may simply re-label so that the rescaled effective action is
now written in terms of the original field Seff [φ′<]→ Seff [φ]. The only difference
to the original action is that the coupling constant has been renormalized to some
different value, g → g × α, where α is a multiplicative factor which is due to the
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effect of the fast modes which have now been integrated out.
As the structure of the renormalized action is the same as that of the bare ac-
tion, this process may be iterated many times. The result of each iteration is to
further renormalize the coupling constant, g → αng. This iteration procedure
is responsible for the name ‘Renormalization Group’. Formally, the renormal-
ization process outlined above is a mapping between two actions with different
coupling constants. The mapping is closed (because all actions have the same
structure) and associative (due to the multiplicative effect of the iteration proce-
dure). There also exists a unitary transform (b=1 corresponding to not integrating
out any fields) so that the mapping has the structure of a semigroup. Note it does
not have the structure of a full group as no inverse mapping can be defined within
the closed set. However, this is a formal definition included for completeness and
has little use in the practical application of this theory.
By considering the flow equations generated in the continuum limit of this it-
erative procedure one may determine the low energy behaviour. If the coupling
constant flows to larger values as the RG procedure is iterated, the perturbation
is considered ‘relevant’ and dominates the low energy behaviour. If the coupling
constant flows to smaller values as the RG procedure is iterated, the perturbation
is considered ‘irrelevant’ and may be ignored in the low energy limit. If the cou-
pling constant is unchanged by RG it is known as a ‘marginal’ perturbation. A
fixed point is invariant under RG and is classified as stable (unstable) if all flows
in its vicinity flow toward (away from) it. This leads to the idea of universality as
many different actions may exhibit the same low energy behaviour if they exist
within the basin of attraction of the same RG fixed point.
Having introduced some of the key concepts, it is perhaps most instructive to
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illustrate the RG procedure with a concrete example.
4.1 Single Impurity in a Luttinger Liquid
The problem of a Luttinger liquid with a single impurity was considered by Kane
and Fisher who used an RG approach to determine the low energy behaviour of
the system [8, 9, 59, 60]. The geometry of interest for this thesis as outlined in the
introduction and detailed in chapter 6 is a generalization of the single impurity
problem. This section will outline the solution of Kane and Fisher to the single
impurity problem both as a worked example of the RG ideas introduced above
and a basis for the generalization of this problem in section III.
Consider first the case of a weak impurity in which the impurity potential acts
as a small perturbation to the free flow. The impurity couples to the Luttinger
liquid via the action Simp =
∫
dτdxV (x)n(x), where V (x) is the impurity potential
and n(x) is the density. The density must be considered to leading order in back
scattering components (see Eq. (2.2.7)). Assuming a point-like impurity V (x) =
V0δ(x), one has
Simp = V0
∫
dτ
[
n0 − 1
pi
∂xθ(0) + 2n0 cos(2θ(0))
]
. (4.1.1)
The first two terms represent the forward-scattering and may be removed by a
simple gauge transformation. The final term is the back-scattering and contains
all the interesting physics. As this is written in terms of the density fluctuations,
one must use the Luttinger representation Eq. (2.2.15) so that
S = 12piKc
∫
dxdτ
[
c2(∂xθ)2 + (∂τθ)2
]
+ V˜0
∫
dτ cos 2θ(0) . (4.1.2)
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This action is Gaussian at all points except for x = 0 so that the field θ(x) may
be integrated out except for θ(0) = θ0. Using the Lagrange multiplier λ one may
write
e−S
eff =
∫
DθDλe−SLL+i
∫
dτλ(τ)[θ0−θ(x=0,τ)]
=
∫
DθDλe−
1
2piKc
∫ dωdq
4pi2 (c
2q2+ω2)|θ(q,ω)|2+i
∫
dω
2pi λ(−ω)[θ0(ω)−
∫ dq
2pi θ(q,ω)]
=
∫
Dλe−
1
2
∫
dω
2pi
dq
2pi
Kpic
c2q2+ω2 |λ(ω)|
2+i
∫
dω
2pi λ(−ω)θ0(ω)
=
∫
Dλe−
1
2
∫
dω
2pi
Kpi
2|ω| |λ(ω)|2+i
∫
dω
2pi λ(−ω)θ0(ω)
= e− 12
∫
dω
2pi
2|ω|
Kpi
|θ0(ω)|2 . (4.1.3)
Finally, by rescaling the field so 2θ0 → θ, the weak impurity in a Luttinger liquid
is described by the action
S = 18pi2
∫
|ω|<Λ
dω |ω|
K
|θ(ω)|2 + V˜0
∫
dτ cos θ(τ) , (4.1.4)
where Λ is the UV cut-off which defines the extent to which the Luttinger action is
valid. To proceed with the RG, one defines the fast modes θ> with Λ/b < |ω| < Λ
and the slow modes θ< with |ω| < Λ/b. One should note that θ(τ) = θ<(τ)+θ>(τ),
where e.g. θ<(τ) =
∫
|ω|<Λ
dω
2pi θ(ω)e
−iωτ . One must now integrate out the fast modes,
∫
Dθ>e−S = e−Ss[θ<]
∫
Dθ>e−Sf [θ>]−V˜0
∫
dτ cos(θ<(τ)+θ>(τ))
= e−Ss[θ<]
∫
Dθ>e−Sf [θ>]
(
1− V˜0
∫
dτ cos(θ<(τ) + θ>(τ)) + ...
)
= e−Ss[θ<]
〈
1− V˜0
∫
dτ cos(θ<(τ) + θ>(τ)) + ...
〉
f
= e−Ss[θ<]−V˜0
∫
dτ〈cos(θ<(τ)+θ>(τ))〉f , (4.1.5)
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where Ss,f is the slow(fast) part of the ω integral in Eq. (4.1.4) and I have assumed
that V˜0 is small. To compute this average, I use the identity 〈eiA〉 = e− 12 〈A2〉 as
demonstrated in chapter 3. This means that 〈cosA〉 = e− 12 〈A2〉, while 〈sinA〉 = 0.
Substituting these identities gives
〈cos(θ<(τ) + θ>(τ))〉f = cos θ<〈cos θ>〉f − sin θ<〈sin θ>〉f
= cos θ<e
− 12〈θ2>(τ)〉f . (4.1.6)
Finally, one may use the functional identity Eq. (3.0.9) applied to the action Sf [θ>]
to show that
〈θ>(ω1)θ>(ω2)〉 = 4pi2Kδ−ω1,ω2
1
|ω| . (4.1.7)
This means that
〈θ>(τ)θ>(τ)〉f =
∫
f
dω1dω2
4pi2 〈θ>(ω1)θ>(ω2)〉f
=
∫
f
dω1dω2
4pi2 4pi
2Kδ−ω1,ω2
1
|ω|
=
∫
f
dω K|ω|
= 2
∫ Λ
Λ/b
dωK
ω
= 2K log b. (4.1.8)
Combining all of these results, one sees that the remaining action is given by
Sb =
1
8pi2
∫
|ω|<Λ/b
dω |ω|
K
|θ<(ω)|2 + V˜0e−K log b
∫
dτ cos θ<(τ). (4.1.9)
It is clear on comparison with Eq. (4.1.4) that only two things have changed in
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the action - the limits of the ω integral and a multiplicative factor altering the
impurity coupling. In order to bring the UV cut-off energy back to Λ, I rescale the
energy ω′ = bω so that τ ′ = τ/b. I also want to leave the cosine term invariant
[θ(τ ′) = θ(τ)] so from the definition of the Fourier transform θ(τ) =
∫ dω
2pi θ(ω)e
−iωτ
it is clear that θ′(ω′) = θ(ω)/b. Applying these rescalings and then re-labelling the
fields gives
Sb =
1
8pi2
∫
|ω|<Λ
dω |ω|
K
|θ<(ω)|2 + V˜0b1−K
∫
dτ cos θ(τ). (4.1.10)
All terms are equivalent to the original (bare) action, with the coupling renormal-
ized by the factor V˜0(b) = b1−K V˜0. Assuming that b is very close to 1, one can
express this renormalization flow as a differential equation
d log V˜0
d log b = 1−K. (4.1.11)
One can now iterate this process, integrating out all modes down to an IR cut-off,
ω0, so that at this energy scale the coupling is given by V˜0(Λ/ω0)1−K . By definition,
Λ > ω0, so that for K > 1 the coupling constant is an irrelevant perturbation at
low energies as the impurity potential is decreasing relative to the fluctuations,
while for K < 1 the coupling constant is a relevant perturbation at low energies
because the coupling constant is increasing relative to fluctuations.
This problem can also be considered from the strong impurity limit. Here,
rather than using the impurity potential (which is now a large parameter), the
strong impurity is the same as a weak link and so it is simpler to consider two
semi-infinite Luttinger leads weakly connected by a tunnelling barrier. The left
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semi-infinite lead may be expressed in phase variables as
SL =
K
2pic
∫ 0
−∞
dx
∫
dτ
[
c2(∂xφL)2 + (∂τφL)2
]
= K4pic
∫ dωdq
4pi2 (c
2q2 + ω2)|φL|2,
and similar for the right lead. Using the notation Ψ(x) =
√
n(x)eiφ(x), the coupling
between the two leads may be written
St = t
∫
dτ
[
Ψ†L(0)ΨR(0) + h.c.
]
∼ t
∫
dτ cos(φL(0)− φR(0)). (4.1.12)
As was the case for the weak impurity, the action is Gaussian at all points except
for x = 0 and so the fields away from this point may be integrated out. This leaves
SL(R) =
K
4pi2
∫
|ω|<Λ
dω|ω||φL(R)(ω)|2. (4.1.13)
Then, defining φ± = φL ± φR the action of the leads can be expressed as
SL + SR =
K
4pi2
∫
|ω|<Λ
dω|ω|
∣∣∣∣∣φ+ + φ−2
∣∣∣∣∣
2
+
∣∣∣∣∣φ+ + φ−2
∣∣∣∣∣
2

= K8pi2
∫
|ω|<Λ
dω|ω|
[
|φ+|2 + |φ−|2
]
. (4.1.14)
The φ+ part of the action is Gaussian and may simply be integrated out. The
remaining action may be relabelled φ− → φ so that
S = K8pi2
∫
|ω|<Λ
dω|ω||φ(ω)|2 + t
∫
dτ cosφ(τ). (4.1.15)
This action for the strong impurity in the Luttinger liquid is dual to Eq. (4.1.4) for
56
4.1. SINGLE IMPURITY IN A LUTTINGER LIQUID
the weak link. The RG equation is obtained in exactly the same way giving
d log t
d log b = 1−
1
K
. (4.1.16)
This means that for K > 1, the tunnelling energy (t) increases relative to the
fluctuations at lower energy scales meaning it is more energetically favourable to
tunnel particles through the barrier. On the contrary, for K < 1 the tunnelling
energy decreases relative to the fluctuations at lower energy scales meaning that
tunnelling between the two leads becomes less likely.
From these two limits, one can construct a picture of the RG flows. In both
cases the K < 1 flow is away from the (unstable) ‘no impurity’ fixed point and
towards the (stable) ‘infinite impurity’ fixed point. Also, in both cases the K > 1
flow is away from the (unstable) ‘infinite impurity’ fixed point and towards the
(stable) ‘no impurity’ fixed point. In other words, the low energy (long time)
effects of adding an impurity to a Luttinger liquid are drastically different de-
pending on the value of K. For K < 1, the effect of adding an impurity - however
small - will eventually be the same as cutting the Luttinger liquid in to two sep-
arate parts. For K > 1, the effect of adding an impurity - however large - will
eventually be negligible.
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Chapter 5
KELDYSH TECHNIQUE
In this chapter I give an overview of the Keldysh technique, based to a large
extent on the introductory chapters of the excellent textbook by Kamanev [64].
The Keldysh method is a powerful technique in modern field theory and is most
useful in studying disordered or non-equilibrium systems. For a more complete
review I refer the reader to the textbooks of Kamanev [64], Stefanucci and van
Leeuwen [65] or Altland and Simons [60].
In quantum mechanics, the time evolution of a system is defined by the Schro¨dinger
equation,
i∂t|Ψ(t)〉 = Hˆ|Ψ(t)〉. (5.0.1)
For a time-independent Hamiltonian Hˆ(t) = Hˆ(t0) the solution is given as
|Ψ(t)〉 = e−iHˆ(t0)(t−t0)|Ψ(t0)〉 (5.0.2)
and is uniquely defined for any initial condition |Ψ(t0)〉.
One may define a Unitary evolution operator which maps a state at one time
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on to the state at a different time,
|Ψ(t)〉 = Uˆ(t, t′)|Ψ(t′)〉. (5.0.3)
To obtain this operator one may split the time interval into infinitely many slices
so that over each slice the Hamiltonian is approximately time-independent. Then
using Eq. (5.0.2) one may write
Uˆ(t, t′) = lim
N→∞
e−iHˆ(t−∆t)∆te−iHˆ(t−2∆t)∆t ... e−iHˆ(t−N∆t)∆te−iHˆ(t
′)∆t . (5.0.4)
Note that in this expression it is important that as t′ < t, the operators must be
ordered so that those acting at earlier times are to the right and so act on the
state |Ψ(t′)〉 first. This is known as time ordering and is often represented by the
operatorT. As Hˆ(ti) commutes with Hˆ(tj) for all i, j, time ordering the expression
does not modify the result because in this case, eHˆ(ti)eHˆ(tj) = eHˆ(ti)+Hˆ(tj). The
evolution operator may then be written as
Uˆ(t, t′) = Te−i
∫ t
t′ dt Hˆ(t) . (5.0.5)
It should also be noted that if t′ > t, for this expression to make sense the opera-
tors should be anti time ordered so that operators acting at later times are to the
right. This is carried out by the action of the anti time ordering operator T¯. Two
important properties of Uˆ(t, t′) which are clear from Eq. (5.0.5) are:
Uˆ(t, t) = 1, (5.0.6)
Uˆ(t3, t2)Uˆ(t2, t1) = Uˆ(t3, t1). (5.0.7)
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tFigure 5.1: A graph showing the Keldysh time contour γ.
One may now use this definition of the evolution operator to compute the
expectation value of some operator. Suppose one has a non-equilibrium, many-
body, interacting system in which the final state is unknown. The equilibrium
theory relies on knowledge of the final state [66] so must be adapted. Instead,
Schwinger [67] suggested a theory in which only knowledge of the initial (known)
state is necessary,
〈Oˆ(t)〉 = 〈Ψ(t)|Oˆ(t)|Ψ(t)〉 = 〈Ψ0|Uˆ(t0, t) ˆO(t)Uˆ(t, t0)|Ψ0〉. (5.0.8)
In order to calculate an observable both the forward and backward time-evolution
of the operator are required. This can be written in a more compact way with
the help of a time contour, first introduced by Keldysh [68], which travels from
t = −∞ to t =∞ before looping round and travelling from t =∞ back to t = −∞
as is illustrated in Fig. (5.1). In this way, one has eliminated the issue of not know-
ing the final state of the system at the expense of doubling the degrees of freedom
of the problem. By time ordering the operators along this contour, one obtains
〈Oˆ(t)〉 = 〈Ψ0|T¯
[
e−i
∫ t0
t
dt Hˆ(t)
]
Oˆ(t)T
[
e
−i
∫ t
t0
dt Hˆ(t)
]
|Ψ0〉
= 〈Ψ0|T
[
e
−i
∫
γ
dz Hˆ(z)Oˆ(t±)
]
|Ψ0〉, (5.0.9)
where T is the contour-ordering operator and z is the contour time; t+ on the
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upper (forward) branch of the Keldysh contour and t− on the lower (backward)
branch.
In a similar approach to chapter 3, the partition function can be expressed as
a functional integral
Z =
∫
DΨ∗DΨei
∫
γ
dzΨ∗(z)G−1Ψ(z)
, (5.0.10)
where G−1 = i∂t − , although it is often easier to deal with the forward and
backward branches of the Keldysh contour separately so that
S =
∫ ∞
−∞
dt
[
Ψ∗(t+)G−1Ψ(t+)−Ψ∗(t−)G−1Ψ(t−)
]
. (5.0.11)
Any classical field is the same on both the forward and backward branches of the
contour so that Z = 1.
When considering the Green’s functions of Eq. (5.0.10), there are four possi-
bilities depending on whether the time arguments of the operators appear on the
upper or lower branch of the Keldysh contour:
iG±± = 〈Ψ∗(t±)Ψ(t±)〉 =
∫
DΨ∗DΨ Ψ∗(t±)Ψ(t±)eiS[Ψ
∗,Ψ]. (5.0.12)
G++ and G−− are the time and anti-time ordered Green’s functions respectively,
while G+− and G−+ are sometimes known as the lesser and greater Green’s func-
tions G<, G>. These Green’s functions are not independent as it may be shown
that G++ +G−− = G< +G>. A more compact notation may be obtained by mak-
ing a Keldysh rotation: Ψcl = Ψ(t+) + Ψ(t−), Ψq = Ψ(t+) − Ψ(t−). These are
called the classical and quantum components because for a purely classical field
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(so that Ψq = 0) the action is zero as the field takes the same value on the forward
and backward branches of the contour. These Green’s functions are sometimes
expressed via a 2× 2 matrix
〈
Ψα(t)Ψ∗β(t′)
〉
= iGαβ(t, t′) =
iGK(t, t′) iGR(t, t′)
iGA(t, t′) 0
. (5.0.13)
Here, GR(t, t′) = Gcl,q(t, t′) = θ(t − t′)(G> − G<) is the retarded Green function,
GA(t, t′) = Gq,cl(t, t′) = θ(t′ − t)(G< − G>) is the advanced Green function and
GK(t, t′) = Gcl,cl(t, t′) = G> + G< is the Keldysh Green function. These Green’s
functions may be generated from the action
S[Ψ∗,Ψ] =
∫ ∞
−∞
dtdt′
(
Ψ∗ cl(t), Ψ∗ q(t)
) 0 [G−1(t, t′)]A
[G−1(t, t′)]R [G−1(t, t′)]K

Ψcl(t′)
Ψq(t′)

(5.0.14)
which is obtained by performing the Keldysh rotation to the action 5.0.11. It
should be remembered that the continuum notation of the functional integral
is the infinite limit of a discrete number of slices along the time contour. The
causality structure of the retarded(advanced) Green’s function is maintained in
this continuum notation by the regularization i∂t → ω ± iδ, where δ → 0. The
energy poles are then located in the lower(upper) half of the complex plane giv-
ing rise to the correct theta functions on Fourier transformation. Also, the inverse
of the Keldysh Green function is not directly accessible from the Keldysh rota-
tion of the continuum action but may be obtained via the fluctuation dissipation
theorem,
GK(ω) = coth ω − µ2T [G
R(ω)−GA(ω)]. (5.0.15)
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Chapter 6
THE MODEL
In the following chapter I will introduce the model that I have used to study
the one-dimensional bosonic flow as in Simpson, et al [30]. I consider a flow
of ultracold bosonic atoms through a one-dimensional channel, where each end
of the channel is connected via a weak tunnelling link to a macroscopic three-
dimensional reservoir of Bose-condensed atoms. I consider the reservoirs to have
equal chemical potential so that it is purely the phase difference between the
reservoirs that drives the particle current through the channel. Such a geome-
try can be implemented through the use of potential shaping on an atom chip,
as is described in chapter 10. A schematic diagram of the system in question is
shown in Fig. (6.1), while Fig. (6.2) is a sketch showing the phase notations used
in the model.
Figure 6.1: 1d channel connected to 3d reservoirs.
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Figure 6.2: A sketch showing the phase notations used in the model: ±Φ are the
phases of the reservoirs, φL,R are phase jumps located at the tunnel barriers and
ϕ(x) is the phase field in the Luttinger channel.
The left and right reservoirs are macroscopic and three-dimensional so that at
low temperatures the atoms contained within them may condense to form a Bose-
Einstein Condensate. This may be described in the standard way by an order
parameter ΨL,R =
√
NL,ReiΦL,R . I have assumed that the reservoirs have been
equilibrated to the same chemical potential so that they must have equal particle
densities, nL = nR. Phase is only well defined in a relative way, for instance
against an external reference, allowing me to choose ΦL = −ΦR ≡ Φ without
loss of generality. The particle current through the channel is thus driven only by
the phase difference 2Φ. Substituting this form of the order parameter gives the
reservoir action in the standard Gross-Pitaevskii form [43, 44]
Sη=L,R =
∫ β
0
dτ
[1
2N˙η − Φ˙ηNη + VextNη +
g
2N
2
η
]
, (6.0.1)
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where Vext is the external reservoir trapping potential generated by the atom chip
and g = 4pi~2as/m is the interaction energy for particles with scattering length as
and mass m.
I consider the 1D channel to be of length L and containing N bosons. These
bosons do not form a full condensate due to the absence of long range order in 1D
systems, however, as discussed in chapter 2 there exists a characteristic radius of
phase fluctuations which can be larger than the healing length (known as quasi-
long range order) so that locally the system behaves in the same way as a full
condensate. This gives rise to a one-dimensional quasi-condensate which may
also be described by an order parameter ψ(x, t) =
√
n0 − 1pi∂xθ(x, t)eiϕ(x,t), where
ϕ is a phase field and ∂xθ denotes density fluctuations around the mean density
n0 = N/L. The model can be written in terms of either of the canonically con-
jugate variables ∂xθ or ϕ. As the phase-difference is driving the particle current,
I choose to write the model in terms of ϕ alone. Note that the dual representa-
tion is considered in Appendix A. Assuming that the length of the 1D channel
is much longer than the healing length of the bosons, the quasi-condensate takes
the standard Luttinger-liquid form [58, 59]
SLL =
K
2pic
∫ β
0
dτ
∫ L/2
−L/2
dx
[
(∂τϕ)2 + c2(∂xϕ)2
]
. (6.0.2)
Here ξ ≡ 1/mc is the healing length, c is the sound velocity, m is the bosonic
mass and K ≡ pinξ is the Luttinger parameter. In particular, I consider the case
of weakly interacting bosons in which the healing length is much larger than the
distance between bosons so that K1.
The weak link between the reservoirs and 1D channel may be described by
the standard tunnelling Hamiltonian. I will assume that the tunnelling is sym-
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metric so that the tunnelling energy of each barrier is equal, JL = JR = J . This
assumption will be justified a posteriori as I will demonstrate that a difference
in tunnelling energy is a marginal parameter in the RG and so will not alter the
characteristic behaviour of the flow (see Appendix B). The tunnelling action is
thus given as
ST = 2J
∫ β
0
dτ
[
cosφR + cosφL
]
, (6.0.3)
where φL,R are the phase differences between the reservoirs and the ends of the
channel (x = ±L/2). This tunnelling action is appropriate only when the over-
lap of the wavefunctions across the classically forbidden region is small, which
imposes the constraint J  cK/ξ ≡ pinc.
It is interesting at this point to notice the similarity of this model to a con-
densed matter model previously studied: supercurrent along a 1D channel con-
nected via tunnelling barriers to two bulk superconductors differing only by the
phase of the superconducting order parameter [69–72]. The only significant dif-
ference between the superconducting case and the bosonic model of interest is
the value of the Luttinger parameter, where K ≥ 1 for bosons and K ≤ 1 for
fermions (with K = 1 describing the Tonks-Giradeau gas of hard-core bosons,
which can be equivalently mapped on to a non-interacting gas of fermions). This
thesis will demonstrate that despite apparent similarities between these models,
the behaviour of the bosonic system is completely different to the parallel super-
conducting system.
67
Chapter 7
PERTURBATION THEORY
In this chapter I will perform perturbation theory on the action of Eqs. (6.0.1) -
(6.0.3), following the standard analysis used to compute the supercurrent in the
parallel superconducting problem [69, 70]. I will demonstrate that in the bosonic
case, the perturbative approach completely fails due to divergences in the leading
order of the expansion. I begin by expanding the partition function in terms of
the tunnelling, which is assumed to be weak;
Z =
∫
DΦL DΦR Dϕ e−SL−SR−SLL−ST
=
∫
DΦL DΦR e−SL−SR
∫
Dϕ e−SLL
(
1− ST + 12S
2
T + ...
)
=
∫
DΦL DΦR e−SL−SR
〈
1− ST + 12S
2
T + ...
〉
SLL
. (7.0.1)
The Josephson current is given by I ∝ ∂ logZ
∂∆Φ , where ∆Φ = ΦL − ΦR is the phase
difference so that the only terms which will contribute to the Josephson current
are those containing the phase difference. The lowest order term of this form is
second order in ST and corresponds to particles that start and end their motion in
opposite reservoirs. This means that, to leading order, one may replace ST with
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the effective action SeffT containing only the relevant terms from S2T so that
SeffT = −J2
∫
dτ dτ ′
[
ei(ΦL+ΦR−ϕ(−L/2,τ)−ϕ(L/2,τ
′)) + e−i(ΦL+ΦR−ϕ(−L/2,τ)−ϕ(L/2,τ ′))
+ ei(ΦL−ΦR−ϕ(−L/2,τ)+ϕ(L/2,τ ′)) + e−i(ΦL−ΦR−ϕ(−L/2,τ)+ϕ(L/2,τ ′))
]
.
(7.0.2)
The problem then reduces to computing the averages of the type
〈
ei(±ϕ(−L/2,τ)±ϕ(L/2,τ
′))
〉
SLL
=
〈
e
i
∑
j
Ajϕj
〉
SLL
, (7.0.3)
where ϕj = ϕ(rj), as considered in chapter 3. Using Eq. (3.1.20), the average may
be written as
〈SeffT 〉 = −2J2
∫∫
dτ1dτ2 cos(ΦL(τ1)− ΦR(τ2))e−
1
4K log
[
β2c2
ξ2pi2
(
sin2
(
pi(τ2−τ1)
β
)
+sinh2(piLcβ )
)]
.
(7.0.4)
Making the transformation τ1,2 = τ ∓ ∆τ2 gives
〈SeffT 〉 = −2J2
∫
dτ cos(ΦL − ΦR)
∫
d∆τ e−
1
4K log
[
β2c2
ξ2pi2 (sin2(pi∆τβ )+sinh2(piLcβ ))
]
. (7.0.5)
The leading order term of the Free Energy is thus given by
F = − 1
β
logZ = 2J2 cos(ΦL − ΦR)
∫
d∆τ e−
1
4K log
[
β2c2
ξ2pi2 (sin2(pi∆τβ )+sinh2(piLcβ ))
]
. (7.0.6)
At zero temperature (β →∞), this may be written as
F = 2J2 cos(ΦL − ΦR)
∫ ∞
−∞
d∆τ e−
1
4K log
[
L2
ξ2
(
c2∆τ2
L2 +1
)]
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= 2J2L
c
(
L
ξ
)− 12K
cos(ΦL − ΦR)
∫ ∞
−∞
dn
(
n2 + 1
)− 14K
= 2J
2
µ
(
L
ξ
)1− 12K
I0 cos(ΦL − ΦR). (7.0.7)
It should also be noted that the solution to the integral I0 is a beta function,
I0 =
∫ ∞
−∞
dn(1 + n2)−1/4K = B
(1
2 ,
1
4K −
1
2
)
,
valid only for K < 1/2 and diverging otherwise. It is apparent that the perturba-
tion theory diverges for allK > 1/2 and so a different approach is required in this
regime. As we are interested in weakly interacting Bosons, for whichK  1, then
certainly we require an alternative approach. In the next section I will develop a
(non-perturbative) mean field approach to the problem.
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Chapter 8
MEAN FIELD THEORY
I continue my analysis by searching for a non-trivial mean-field (MF) phase con-
figuration for the model (6.0.1)–(6.0.3). The tunnelling part of the model intro-
duces boundary conditions to the phase in the channel ϕ(x) defined in terms of
the phase drops at the barriers:
ϕ(−L/2) = ΦL − φL ϕ(L/2) = ΦR + φR
= Φ− φL, = φR − Φ. (8.0.1)
I write down an ansatz for the phase field as a stationary solution satisfying the
above boundary conditions:
ϕ0(x) = −φ− − 2(Φ− φ+)x
L
, φ± ≡ 12(φL ± φR). (8.0.2)
This linear phase solution describes constant superflow between the reservoirs,
I = nv, where the velocity is given as v = (1/m)∂xϕ0(x) = −2(Φ− φ+)/mL.
An example of this phase profile is illustrated schematically in Fig (8.1) to give
clarification to the notations used above.
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LR
Figure 8.1: Phase profile along the channel: the solid (red) line, ϕ0(x) shows a
symmetric phase configuration (φL = φR = φ) made up of a linear superfluid
contribution and phase jumps, φ at each tunnel barrier. The dashed (blue) line
represents a possible fluctuation around the MF phase profile. Figure and caption
from Simpson, et al [30].
The energy E of a phase configuration is obtained by substituting the mean
field ansatz of Eq. (8.0.2) into the model (6.0.2)–(6.0.3). This gives a contribution
from the kinetic energy of the superflow, 12mNv
2, and a contribution from the
Josephson energy,−2J(cosφR+cosφL) . The total dimensionless energy, ε ≡ E/Jc,
can then be written via the phase drops φ± as
ε = 2(Φ− φ+)2 − 4α cosφ+ cosφ− α ≡ J/Jc. (8.0.3)
I have defined the energy scale Jc ≡ n/mL pinc so that α can take values from 0
to 1 without violating the conditions under which the tunnelling Hamiltonian,
Eq. (6.0.3) remains valid. The energy profile (8.0.3) is depicted in Fig. (8.2) for a
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Figure 8.2: A graph of the MF energy profile for Φ = 0.
fixed Φ and a cut from this at φ− = 0 in Fig. (8.3) shows the form of the washboard
potential for φ+.
Minimizing this energy with respect to both φ+ and φ− for a fixed external
phase difference 2Φ gives all possible MF solutions as described by the equations
Φ− φ+ = α sinφ+ cosφ− , (8.0.4a)
cosφ+ sinφ− = 0 . (8.0.4b)
The stability of these solutions may be obtained from the determinant of the (Hes-
sian) matrix of second derivatives,
H[φ+, φ−] =
4 + 4α cosφ+ cosφ− −4α sinφ+ sinφ−−4α sinφ+ sinφ− 4α cosφ+ cosφ−
,
D[φ+, φ−] = 16[α2 cos2 φ+ cos2 φ− + α cosφ+ cosφ− − α2 sin2 φ+ sin2 φ−]. (8.0.5)
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Figure 8.3: A cross-section of the energy profile for φ− = 0 and Φ = 0, illustrating
the form of the ‘washboard’ potential for φ+.
Looking first at Eq. (8.0.4b), the two possible solutions are cosφ+ = 0 or sinφ− = 0.
From (8.0.5) it is evident that for cosφ+ = 0 one has D[φ+, φ−] ≤ 0 so that this
is always an unstable (saddle point) solution. Since the dimensionless energy
(8.0.3) is a 2pi-periodic function of φ−, I only consider solutions to Eq. (8.0.4b) in
the interval φ− ∈ [0, 2pi). This means that φ− = 0, pi, with φ− = 0 correspond-
ing to symmetric phase drops at the tunnel barriers so that φR = φL = φ+, and
φ− = pi corresponding to asymmetric phase drops at the tunnel boundaries so
that φL = φR + 2pi. For these symmetric and asymmetric branches the remaining
minimization condition Eq. (8.0.4a) becomes
Φ− φ+ = ±α sinφ+. (8.0.6)
Note that for α < 1, Eq. (8.0.6) has a unique solution, however for α > 1 new
solutions emerge around φ+ = jpi (where j is an odd integer for the symmetric
branch and an even integer for the asymmetric branch). With α continuing to
increase, the region in which the two solutions co-exist increases in size until for
α  1 there are multiple solutions of φ+ for any given Φ. This is illustrated for
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Figure 8.4: The graphical solution to Eq. (8.0.6) for cosφ− = 1. (a) α 1 a unique
solution. (b) α ≈ pi/2 an additional pair of solutions emerge. (c) α  1 many
possible solutions exist. The inset shows the two (symmetric) solutions φ1 and φ3,
while φ2 corresponds to a maximum of the energy.
the symmetric case in Fig (8.4). I will now demonstrate that each of the equations
(8.0.6) for the symmetric and asymmetric branches has at least one stable solution
in some interval of Φ and that remarkably there always exists some region in
which these intervals overlap.
Substituting φ− = 0, pi into the Hessian matrix (8.0.5) gives eigenvalues λ1 =
±4α cosφ+ and λ2 = 4± 4α cosφ+. Solutions are stable when both eigenvalues of
the Hessian matrix are positive so that stable solutions must satisfy ± cosφ+ > 0.
This indicates that φ− = 0 gives stable solutions around φ+ = 2jpi (where j is an
integer), while φ− = pi gives stable solutions around φ+ = (2j + 1)pi. The lowest
energy solution of Eq. (8.0.6) around Φ = 0 is thus on the symmetric branch and
is given by φ+ ≈ Φ/(1 + α). For small α it remains stable until φ+ = pi/2, which
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Figure 8.5: The MF phase profile in the channel for α < 1 (J < Jc): (a) and
(c) are unique symmetric/asymmetric solutions near Φ = 0 or pi, respectively;
(b) these two solutions become degenerate at Φ = pi/2, with one of them becom-
ing metastable slightly above or below pi/2. Figure from Simpson, et al [30].
corresponds to increasing Φ up to Φ = pi/2 + α. Likewise, the lowest energy
solution around Φ = pi is on the asymmetric branch and remains stable in the
region φ+ ∈ [pi/2, 3pi/2] corresponding to Φ ∈ [pi/2 − α, 3pi/2 + α]. In the interval
of width 2α centred at Φ = pi/2 both the symmetric and asymmetric solutions
coexist. The symmetric solution is stable and the asymmetric solution metastable
for Φ < pi/2, while the asymmetric solution is stable and the symmetric solution
metastable for Φ > pi/2. This is illustrated in Fig. 8.5. It is clear that this pattern
is repeated as Φ is increased further, with the symmetric solution around Φ = 2pi
stable in the region Φ ∈ [3pi/2 − α, 5pi/2 + α], the asymmetric solution around
Φ = 3pi stable in the region Φ ∈ [5pi/2 − α, 7pi/2 + α] and so on. Each value of
Φ = (2j + 1)pi/2 sits at the centre of a region of coexistence of width 2α between
consecutive symmetric and asymmetric solutions.
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As α is increased, two new solutions of Eq. (8.0.6) emerge when α > 1 around
the points Φ = (2j + 1)pi for the symmetric branch [see Fig. (8.4)] and around the
points Φ = 2jpi for the asymmetric branch. These new solutions remain unstable
until α increases to pi/2, corresponding to the point at which the two solutions
coexist in the full interval [0, pi]. As α is further increased, these new solutions
become (meta)stable, while new pairs of metastable solutions emerge for integer
values of pi/2 as illustrated in Fig. 8.6. All metastable solutions exist above the
ground state energy in the continuum of phononic fluctuations.
Using Eqs. (8.0.2) and (8.0.6), the superflow along the channel is I = n
m
∂xϕ(x) =
∓2J sinφ+, where the sign is determined by cosφ− = ±1. This means that I =
−2J sinφ+ cosφ− = −J(sin(φ+ +φ−) + sin(φ+−φ−)) = −J(sinφL + sinφR), which
gives the sum of the Josephson currents at the left and right barrier, as expected.
The non-triviality arises from the dependence of the superflow on the external
phase difference, 2Φ, given by Eqs. (8.0.4).
The energy of the MF configurations (8.0.6) is ε = 2α2 sin2 φ+∓4α cosφ+, where
the first term is the energy of the (linear) superflow and the second term is the
Josephson energy. For α < 1 (i.e. for J  Jc), then it is clearly energetically
favourable for the phase difference to accumulate at the Josephson barriers. For
the symmetric branch, this means that φL = φR ≈ Φ, while for the asymmetric
branch φL = Φ + pi and φR = Φ− pi. As a result, near the energy minimum Φ = pi,
almost the entire phase drop, 2pi, occurs at one of the barriers, as illustrated in
Fig. (8.5). Each branch carries a current, I = ∓2J sin Φ, which has 4pi-periodicity
with respect to the overall phase difference, 2Φ. However, the symmetric branch
is stable for 2Φ < pi + 2α while the asymmetric branch is stable for 2Φ > pi − 2α.
This means that the correct 2pi-periodicity is restored by jumps between the two
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Figure 8.6: The Mean Field energies ε = 2α2 sin2 φ+ ∓ 4α cosφ+ on the symmetric
(thick blue) and asymmetric (thin red) branches shown as a function of external
phase difference, 2Φ. Four different values of α are shown to illustrate the dif-
ferent cases described in the text: α < 1 - a unique solution, 1 < α < pi/2 - new
solutions emerge but are unstable, α = pi/2 - the energy is bistable for all values of
Φ, α > pi/2 - new metastable solutions emerge around integer values of pi/2. All
stable energies lie in the interval −4α 6 ε 6 2α2. Dashed lines represent unstable
solutions and are shown as a guide for the eye.
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Figure 8.7: The superflow, I = ∓2J sinφ+, as a function of the external phase
difference 2Φ. For α < pi/2 the superflow has the form of a piecewise sinusoid,
while for α > pi/2 the superflow has saw-tooth form. Thick black (thin green)
lines represent the stable (metastable) superflow, while dashed lines represent
unstable solutions which have been drawn as a guide for the eyes. Figure from
Simpson, et al [30].
branches. These jumps can occur anywhere within the interval of coexistence of
the two branches, i.e. in the window of width 2α centred at the crossing point.
It should be noted that although Eq. (8.0.6) appears similar to one deriving
from the standard analysis of a Superconducting Quantum Interference Device
(SQUID) [50], in the bosonic case the correct 2pi-periodicity with respect to the
external phase difference can only be recovered by discontinuous jumps between
symmetric and asymmetric branches for all values of the tunnelling energy α.
This is not true for a SQUID where each branch retains independent 2pi-periodicity
and discontinuities only arise for α > 1 corresponding to the emergence of new
solutions.
As expected, the metastable energy solutions are also reflected in the form
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of the superflow, I = −Jc d ε/ d(2Φ), as shown in Fig. 8.7. For α < pi/2, the
superflow behaves as a piecewise sinusoid, while for α > pi/2 it behaves as a
sawtooth function with I = −2JcΦ for Φ ∈ [−pi/2, pi/2] and periodically repeated
for all Φ. In the limit α 1, the maximal possible superflow saturates at I = piJc,
justifying the labelling of Jc as a critical current.
The discontinuities in the current occur as the solution switches from the sym-
metric to the asymmetric branch. As shown in Fig. (8.7), the sign of the cur-
rent changes across the discontinuity indicating a change in the direction of the
flow. The jumps may occur anywhere within the region of co-existence of the
two branches so that the metastable solutions should be experimentally observ-
able through hysteresis loops in the superflow. A possible future experimental
realisation of these results will be discussed in chapter 10.
These features in the bosonic flow have no counterpart in the parallel super-
conducting situation where the current is always given perturbatively as a si-
nusoidal function of the phase difference. I will now demonstrate that the MF
solution I have obtained is robust against phase fluctuations and so is relevant at
low energies.
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Chapter 9
FLUCTUATIONS
In the following chapter I will analyse the full fluctuating action and use it to
show that phase fluctuations about the mean field solution of the previous chap-
ter are irrelevant (in the RG sense). This means that at low energies the effect of
fluctuations can be ignored and the mean field solution is sufficient. This implies
that the fluctuations cannot provide a mechanism to switch between the symmet-
ric and asymmetric branches of the mean field solution so that the level crossings
in the energy, Fig. (8.6), are not avoided.
9.1 Fluctuating Action
The mean field solution found in the previous chapter has the form
ϕ0(x) = −φ− − 2x
L
(Φ− φ+). (9.1.1)
The full solution can be expressed in terms of fluctuations around this mean field
solution. An example of such a fluctuation is illustrated in Fig. (8.1). The fluc-
tuations are thus defined as the difference between the full solution and the MF
81
9.1. FLUCTUATING ACTION
solution:
φ˜L(τ) = φL(τ)− φL,
φ˜R(τ) = φR(τ)− φR,
ϕ˜(x, τ) = ϕ(x, τ)− ϕ0(x). (9.1.2)
The full (τ -dependent) solution must satisfy the same boundary conditions as the
MF solution, Eq. (8.0.1), so that the (fluctuating) phase jumps at the boundaries
are always equal to the (fluctuating) difference in phase between the reservoirs
and the ends of the channel. This means that the boundary conditions on the
fluctuating fields are given by
ϕ(−L/2, τ) = Φ− φL(τ)⇒ ϕ˜(−L/2, τ) = −φ˜L(τ),
ϕ(L/2, τ) = −Φ + φR(τ)⇒ ϕ˜(L/2, τ) = φ˜R(τ). (9.1.3)
As was the case for the MF solution, it is convenient to define the symmetric and
asymmetric combinations
2φ˜±(τ) = φ˜L(τ)± φ˜R(τ). (9.1.4)
Using these definitions, I wish to express the action in terms of the symmetric
and asymmetric fluctuations. I will then integrate out all of the (Gaussian) fluc-
tuations along the channel to obtain an effective action only in terms of the sym-
metric and asymmetric fluctuating fields parallel to [73].
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9.1. FLUCTUATING ACTION
I begin by expressing the impurity action in terms of these fields:
STun = 2J
∫
dτ [cosφL(τ) + cosφR(τ)]
= 4J
∫
dτ cos(φ+ + φ˜+(τ)) cos(φ− + φ˜−(τ)). (9.1.5)
Next, I consider the Luttinger action describing the quasi-condensate in the chan-
nel
SLL =
Kc
2pi
∫
dxdτ
[ 1
c2
(∂τϕ)2 + (∂xϕ)2
]
. (9.1.6)
I wish to Fourier transform the field ϕ˜(x, τ) subject to the boundary conditions
(9.1.3). These are inhomogeneous boundary conditions, so I write the field as
the sum of a linear term which correctly describes the boundary conditions and
a fluctuating term that must have homogeneous (Dirichlet) boundary conditions
ϕ¯(±L/2, τ) = 0:
ϕ˜(x, τ) = −φ˜L(τ) +
(
φ˜L(τ) + φ˜R(τ)
L
)(
x+ L2
)
+ ϕ¯(x, τ)
= −φ˜−(τ) + 2x
L
φ˜+(τ) + ϕ¯(x, τ). (9.1.7)
The field ϕ¯(x, τ) may be written in terms of a Fourier sum, giving
ϕ˜(x, τ) = −φ˜−(τ)+2x
L
φ˜+(τ)+
∞∑
n=1
[
ϕen(τ) cos
(2n− 1)pix
L
+ ϕon(τ) sin
2pinx
L
]
, (9.1.8)
where ϕe,on (τ) are the Fourier coefficients. One can then substitute the full so-
lution, ϕ(x, τ) = ϕ0(x) + ϕ˜(x, τ), into the action (9.1.6) and evaluate the spatial
integrals as follows:
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∂xϕ(x, τ) = − 2
L
(Φ− φ+(τ))+
∞∑
n=1
(
2pin
L
ϕon(τ) cos
2pinx
L
− (2n− 1)pi
L
ϕen(τ) sin
(2n− 1)pix
L
)
,
L
2∫
−L2
dx [∂xϕ(x, τ)]2 =
4
L
(Φ−φ+−φ˜+(τ))2+
∞∑
n=1
2pi2n2
L
(ϕon(τ))2+
∞∑
n=1
pi2(2n− 1)2
2L (ϕ
e
n(τ))2.
(9.1.9)
∂τϕ(x, τ) = −∂τ φ˜−(τ)+2x
L
∂τ φ˜+(τ)+
∞∑
n=1
(
∂τϕ
o
n(τ) sin
2pinx
L
+ ∂τϕen(τ) cos
(2n− 1)pix
L
)
,
L
2∫
−L2
dx [∂τϕ(x, τ)]2 =L(∂τ φ˜−(τ))2 +
L
3 (∂τ φ˜+(τ))
2 +
∞∑
n=1
L
2
(
(∂τϕon(τ))2 + (∂τϕen(τ))2
)
− 4L(−1)
n
pi
( 1
2n∂τ φ˜+(τ)∂τϕ
o
n(τ)−
1
2n− 1∂τ φ˜−(τ)∂τϕ
e
n(τ)
).
(9.1.10)
I now take the Fourier transform in τ of Eqs. (9.1.9)-(9.1.10) and combine this with
Eq. (9.1.5) to get the full action. This may conveniently be written in four parts as
S = Sε + Sb + So + Se, where
Sε =
∫
dτ
[
2Jc(Φ− φ+)2 − 4Jc(Φ− φ+)φ˜+(τ) + 4J cos(φ+ + φ˜+(τ)) cos(φ− + φ˜−(τ))
]
,
(9.1.11)
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and
Sb =
Kc
2pi
∫ dω
2pi
 4
L
|φ˜+(ω)|2 + Lω
2
c2
|φ˜−(ω)|2 + Lω
2
3c2 |φ˜+(ω)|
2
,
So =
Kc
2pi
∫ dω
2pi
∞∑
n=1
[
1
2
(
4pi2n2
L
+ Lω
2
c2
)
|ϕon(ω)|2 −
2L(−1)nω2
npic2
φ˜+(ω)ϕon(−ω)
]
,
Se =
Kc
2pi
∫ dω
2pi
∞∑
n=1
[
1
2
(
(2n− 1)2pi2
L
+ Lω
2
c2
)
|ϕen(ω)|2 +
4L(−1)nω2
pi(2n− 1)c2 φ˜−(ω)ϕ
e
n(−ω)
]
.
(9.1.12)
The only non-Gaussian part of this action is Sε and since this does not depend on
the fields in the channel, ϕe and ϕo, they may be integrated out. It is clear that
the action does not mix the even and odd parts of the fluctuational field and so
they may be integrated out independently. I first integrate out the odd modes,
ϕon, where the full details of evaluating the sum in the third line is included in
Appendix C for completion.
∫
Dϕon e−S[ϕ
o
n] =
∫
Dϕone
−Kc2pi
∫
dω
2pi
∑∞
n=1
(
1
2
(
4pi2n2
L
+Lω
2
c2
)
|ϕon(ω)|2− 2L(−1)
nω2
npic2 φ˜+(ω)ϕ
o
n(−ω)
)
= exp
[
Kc
2pi
∫ dω
2pi
∞∑
n=1
2L3ω4|φ˜+(ω)|2
n2pi2c2(4pi2n2c2 + L2ω2)
]
= exp
Kc
2pi
∫ dω
2pi |φ˜+(ω)|
2 L
3ω4
2pi4c4
∞∑
n=1
1
n2
(
n2 + ω2L24pi2c2
)

= exp
[
Kc
2pi
∫ dω
2pi |φ˜+(ω)|
2 L
3ω4
2pi4c4
(
16pi4c4
2ω4L4 +
pi24pi2c2
6ω2L2 −
pi8pi3c3
2ω3L3 coth
(
ωL
2c
))]
= exp
[
Kc
2pi
∫ dω
2pi |φ˜+(ω)|
2
(
4
L
+ ω
2L
3c2 −
2ω
c
coth
(
ωL
2c
))]
,
Seffo =
Kc
2pi
∫ dω
2pi |φ˜+(ω)|
2
(
2ω
c
coth
(
ωL
2c
)
− 4
L
− ω
2L
3c2
)
. (9.1.13)
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Similarly, integrating out the even modes, ϕen, gives
∫
Dϕon e−S[ϕ
o
n] =
∫
Dϕone
−Kc2pi
∫
dω
2pi
∑∞
n=1
(
1
2
(
(2n−1)2pi2
L
+Lω
2
c2
))
|ϕen(ω)|2+ 4L(−1)
nω2
pi(2n−1)c2 φ˜−(ω)ϕ
e
n(−ω)
= exp
Kc
2pi
∫ dω
2pi
∞∑
n=1
16L2ω4|φ˜−(ω)|2
2(2n− 1)2pi2c4
(
(2n−1)2pi2
L
+ Lω2
c2
)

= exp
Kc
2pi
∫ dω
2pi |φ˜−(ω)|
2 8L3ω4
pi4c4
∞∑
n=1
1
(2n− 1)2
(
(2n− 1)2 + ω2L2
pi2c2
)

= exp
[
Kc
2pi
∫ dω
2pi |φ˜−(ω)|
2 8L3ω4
pi4c4
pi4c3
8L3ω3
(
Lω
c
− 2 tanh
(
Lω
2c
))]
,
Seffe =
Kc
2pi
∫ dω
2pi |φ˜−(ω)|
2
(
2ω
c
tanh
(
ωL
2c
)
− Lω
2
c2
)
. (9.1.14)
Combining Eqs. (9.1.13)-(9.1.14) with Eq. (9.1.12) gives the full effective action
Seff = Sfl + Sε, where
Sfl =
∫ dω
2pi
Kω
pi
[
coth
(
ωL
2c
)
|φ˜+(ω)|2 + tanh
(
ωL
2c
)
|φ˜−(ω)|2
]
. (9.1.15)
It should be noted that taking the limit ω → 0 of the full effective action gives
the zero mode of Eq. (9.1.15) along with Sε (9.1.11). This returns the ‘washboard’
potential of the mean field solution, Eq. (8.0.3), for the full τ−dependent fields, as
expected.
The action (9.1.15) may be further simplified as all relevant energies are greater
than the lowest possible phononic energy allowed by the system, ω  c/L, so that
Sfl =
∫ dω
2pi
K
pi
|ω|
[
|φ˜+(ω)|2 + |φ˜−(ω)|2
]
. (9.1.16)
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9.2 RG Analysis
The fluctuational action of Eqs. (9.1.11) and (9.1.16) can be studied by performing
the standard renormalization group (RG) analysis as outlined for a single im-
purity in chapter 4. To this end, I split the fields into the fast and slow modes,
φ±(τ) = φ>±(τ) + φ<±(τ), where the fast modes have Fourier components with
energy Λ/b < |ω| < Λ, while the slow modes have Fourier components with
energy |ω| < Λ/b. I wish to integrate out the fast modes, φ>±(τ) in the stan-
dard way. As action (9.1.16) does not mix the symmetric and asymmetric fluc-
tuations these calculations may be performed independently. What’s more, be-
cause the coefficient in the action (9.1.16) is the same for both the symmetric
and asymmetric terms, the results of the symmetric and asymmetric calculations
are identical. Integrating out fast modes is equivalent to performing the average
〈. . .〉> ≡ ∫ Dφ>(. . .)e−S>fl / ∫ Dφ>e−S>fl , where S>fl is the fast part of action (9.1.16).
Using the identity
〈
exp
[
±iφ˜>±
]〉
>
≡ exp
[
−12
〈(
φ˜±
)2〉
>
]
, (9.2.1)
as demonstrated in chapter 3, the symmetric (asymmetric) non-Gaussian part of
the action (9.1.11) is then renormalized according to
〈
cos
[
φ± + φ˜<±(τ) + φ˜>±(τ)
]〉
>,± = exp
[
−12
〈(
φ˜>±(τ)
)2〉
>,±
]
cos
[
φ± + φ˜<±(τ)
]
.
(9.2.2)
To compute this average, I first perform a Fourier transform
〈(φ˜>±(τ))2〉>,± =
∫
>
dω1
2pi
dω2
2pi e
iτ(ω1+ω2)〈φ˜±(ω1)φ˜±(ω2)〉>,±. (9.2.3)
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The average is then given by the standard functional integral identity Eq. (3.0.9).
Applying this identity to the symmetric (asymmetric) fast part of the action Eq. (9.1.16)
gives the average
〈φ˜(ω1)φ˜(ω2)〉>,± = pi
2
K|ω1|δ−ω1,ω2 , (9.2.4)
so that
〈(φ˜>±(τ))2〉>,± =
1
4K
∫
>
dω
|ω| =
1
2K
∫ Λ
Λ/b
dω
|ω| =
1
2K log b. (9.2.5)
The combined effect of integrating out the fast symmetric and asymmetric fluctu-
ations is thus to rescale the cosines
〈
cos
[
φ+ + φ˜<+(τ) + φ˜>+(τ)
]
cos
[
φ− + φ˜<−(τ) + φ˜>−(τ)
]〉
>
= exp
[
−12
〈
(φ˜>+(τ))2
〉
>,+
− 12
〈
(φ˜>−(τ))2
〉
>,−
]
cos
[
φ+ + φ˜<+(τ)
]
cos
[
φ− + φ˜<−(τ)
]
= exp
[
− 12K log b
]
cos
[
φ+ + φ˜<+(τ)
]
cos
[
φ− + φ˜<−(τ)
]
. (9.2.6)
As a final step in the RG procedure, I rescale the resulting action similar to chap-
ter 4. This scales the ω integrals so that they have the same form as before inte-
grating out the fast modes so that the process can be iterated. The result is that in
each iteration of the RG procedure the tunnelling term is renormalized by a factor
of b1−1/(2K). Performing this procedure in infinitesimally small increments gives
rise to the Gell-Mann Low equation describing how α changes as the energy is
rescaled (the renormalization flow equation),
d logα
d log b = 1−
1
2K . (9.2.7)
The renormalized dimensionless tunnelling energy is given by integrating Eq. (9.2.7)
between the upper and lower energy cut-offs. The UV cut-off is given by the
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chemical potential Λ ∼ c/ξ, while the infra-red cut-off is given by ωmin ∼ max{T, c/L}.
This means that the tunnelling energy at the scale of ωmin is given as α(ωmin) =
α0(Λ/ωmin)1−
1
2K , where α0 = J/Jc is the bare value of the dimensionless tun-
nelling energy.
It is clear from Eq. (9.2.7) that there is a critical value of the Luttinger parame-
ter, K = 1/2: for K < 1/2, the tunnelling energy flows to smaller values while for
K > 1/2 the tunnelling energy flows to larger values.
For K < 1/2 this means that α is an irrelevant parameter (in the RG sense),
which corresponds to the situation in which the height of the ‘washboard’ poten-
tial is decreasing relative to the energy of the fluctuations. This means that in the
low temperature limit the fluctuations will dominate and so would wash out all
features of the mean field solution.
Likewise, for K > 1/2 (including the case K  1 pertinent to the cold bosonic
atoms under consideration) α is a relevant parameter (in the RG sense), which
means that the height of the ‘washboard’ potential is increasing relative to the
fluctuations. This means that in the low temperature limit the fluctuations are too
small to destroy the features of the MF solution found above. Consequently, the
characteristic features of the MF solution found in chapter 8, namely cusps in the
energy and corresponding jumps in the superflow, remain an essential feature of
the full solution.
In particular, for K > 1/2, the fluctuations are not large enough to overcome
the potential barrier separating the symmetric and asymmetric branches of the
MF solution. This means that fluctuations cannot connect the different branches
of the MF solution such that the level crossings of Fig. (8.6) cannot be avoided.
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Figure 9.1: A graph sketching an instanton configuration between two minima,
φ1 and φ2.
9.3 Instantonic Representation
In the previous section I used an RG analysis to demonstrate that for systems with
K > 1/2, the washboard potential (which is a direct result of the geometry of the
system) is a relevant perturbation and would not be washed out by fluctuations.
In fact, because the height of the cosine is increasing relative to the fluctuational
term there is no fluctuational mechanism which allows one to move between dif-
ferent minima of the potential, i.e. between different metastable branches of the
MF solution.
An alternative way to see this result is to use an instantonic approach. This
method allows to compute the probability amplitude of a particle tunnelling be-
tween two different minima of a potential. An instanton is a classical (saddle-
point) solution of the Euclidean (imaginary time) action. The name ‘instanton’
stems from the idea that they are similar to solitons although in (imaginary) time
rather than space. In fact, I can approximate an instanton as a theta function based
on the idea that the time a particle spends tunnelling between minima is much
shorter than the time it spends at the minima. This is illustrated in Fig. (9.1).
90
9.3. INSTANTONIC REPRESENTATION
The fluctuational action Eq. (9.1.16) may be expanded in terms of a Coulomb
gas using ∫
dω|ω||φ(ω)|2 =
∫
dτ1dτ2 φ˙(τ1)U(τ1 − τ2)φ˙(τ2), (9.3.1)
where it is clear that
U(τ) =
∫
dω 1|ω|e
iωτ
= − log
∣∣∣∣ ττc
∣∣∣∣2, (9.3.2)
for an appropriate cut-off parameter τc. Substituting this, the action becomes
S =− K
pi2
∫
dτ1dτ2 φ˙+(τ1) log
∣∣∣∣∣(τ1 − τ2)τc
∣∣∣∣∣φ˙+(τ2)− Kpi2
∫
dτ1dτ2 φ˙−(τ1) log
∣∣∣∣∣(τ1 − τ2)τc
∣∣∣∣∣φ˙−(τ2)
+
∫
dτ
[
2Jc(Φ− φ+(τ))2 + 4J cosφ+(τ) cosφ−(τ)
]
. (9.3.3)
The energy profile is illustrated in Fig. (9.2). At the lowest order, an instanton
configuration connecting two metastable branches (minima of the energy profile)
involves a shift in both φ+ and φ− and is given by
φ˙+ = pi[δ(τ)− δ(τ − τ¯)],
φ˙− = pi[δ(τ)− δ(τ − τ¯)]. (9.3.4)
Here, τ¯ is the time spent in the metastable state. Substituting these configurations
into the action Eq. (9.3.3) and ignoring constant terms gives the instantonic action
Sinst = 4K log
∣∣∣∣ τ¯τc
∣∣∣∣− ετ¯ , (9.3.5)
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Figure 9.2: A graph showing the energy profile ε[φ+, φ−]. The instanton moves
from one minimum of this profile to a neighbouring minimum.
where ε = 2piJc
[
pi − 2(Φ− φ0+)
]
is the energy difference between the symmetric
and asymmetric configurations with φ+ = φ0+ and φ+ = φ0+ +pi, for a given Φ. This
‘single instanton’ action is only valid in the limit ε  1 i.e. close to the crossing
point of the two solutions. Then, following [74, 75], the tunnelling rate between
the two configurations is given as Γ ∼ ∫ dte−S[it], where the Wick rotation has
been applied to move to real times. This gives
Γ(ε) ∼
∫
dte−4K log(it)+ε(it)
=
∫
dt(it)−4Keiεt
= 2piΓ(4K)Θ(ε)ε
4K−1, (9.3.6)
where the details of the integration are provided in Appendix C. Ignoring con-
stant terms, the energy dependent tunnelling rate goes as Γ(ε) ∼ ε4K−1. As ε < 1,
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the tunnelling is a relevant perturbation for 4K − 1 < 1 and vanishes in the op-
posite limit. Rearranging this inequality, the tunnelling rate between different
branches of the solutions is negligible in the limit K > 1/2, which corresponds
exactly to the result from RG. As the tunnelling rate is suppressed, one can never
have avoided crossings and the MF solution is stable against fluctuations.
In summary, the two complementary ways of viewing the problem demon-
strate that for K > 1/2 the height of the tunnel barrier is increasing with respect
to fluctuations at low energy scales and also the probability of tunnelling between
metastable minima is vanishingly small. This instantonic picture therefore gives
added weight to the idea that the MF solution developed in this thesis is robust
against fluctuations and that a mechanism beyond the fluctuations is required to
switch between different branches of this solution.
9.4 Discussion of Results
I have investigated the flow of particles along a one-dimensional channel linked
via tunnel junctions to two reservoirs differing only by a constant phase and
demonstrated that the bosonic superflow is dramatically different from the su-
perconducting counterpart. I have shown how the perturbative solution perti-
nent to the superconducting problem [69, 70, 72, 76] diverges for the bosonic flow
implying the need for a non-perturbative mean field solution. This MF solution
has striking features with no analogy in the superconducting current. In par-
ticular, the superflow is shown to always be (at least) bi-stable, with metastable
configurations overlapping at the points 2Φ = (2j + 1)pi by an overlap propor-
tional to the tunnelling energy J . This bi-stability ensures a 2pi−periodic solution
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in the phase difference 2Φ as the lowest energy solution alternates between two
different branches: one in which the phase drop at the tunnelling barriers is dis-
tributed symmetrically on the left and right and one in which it is distributed
asymmetrically between the two barriers. This is distinct from the superconduct-
ing case in which each branch of the solution retains 2pi−periodicity for small
tunnelling α < 1 [50]. As a consequence of this metastability, one would expect
to see (sawtooth-like) jumps in the observed particle current as a function of Φ
rather than the (smooth) sinusoidal function that follows from the perturbation
theory.
It is of particular importance that these regions of metastability do not lead
to ‘avoided crossings’ in which fluctuations smear out the cusps in the energy
profile. Instead, I have demonstrated that fluctuations are irrelevant (in the RG
sense) so that at low energy scales they are unable to drive transitions between
metastable branches. In this way, the structure of the MF solution is robust against
fluctuations. In section IV of this thesis I will investigate an alternative (non-
fluctuational) method of transitioning between different branches of the MF so-
lution, namely a quench.
It is interesting to note that both the RG and the perturbation theory give a
cross over from perturbative to MF results at the point K = 1/2. At this special
value of K (sometimes known as the Luther-Emery point), the system may be
‘re-fermionized’ and expressed exactly in terms of a spinless fermionic model
[59, 77]. It should also be noted that the system may be solved exactly at this
point [78, 79] and interestingly shows a crossover from a sinusoidal current to a
saw-tooth current as the tunnelling strength is increased.
Finally, a comment on the value K = 1/2. The critical K for the supercon-
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ducting case [69, 70, 72, 76] is K = 1 and not K = 1/2. The difference here lies
with the fact that the superconducting system has an underlying SU(2) symme-
try, while the spinless bosonic system under consideration does not. When there
is the underlying SU(2) symmetry, this corresponds to Kσ = 1 in [69, 70, 72, 76]
giving a current I ∝
(
1
kfL
) 1
Kρ
+ 1
Kσ
−2
=
(
1
kfL
) 1
Kρ
−1
with critical Kρ = 1. However,
when there is no underlying SU(2) symmetry, this corresponds to Kσ being com-
pletely discarded as it is not well defined so that the current I ∝
(
1
kfL
) 1
Kρ
−2
with
critical Kρ = 1/2. This is equivalent to the transformation between the spinful
and spinless cases 1
Kρ
+ 1
Kσ
→ 1
K
as stated in [8, 9].
95
Chapter 10
EXPERIMENTAL IMPLEMENTATION
In this chapter I will discuss a possible experimental realization to observe the
characteristic features of the bosonic flow described in this thesis. I will first out-
line how the model of chapter 6 may be realized by utilizing the power of poten-
tial shaping on an atom chip. I will then discuss the types of measurements which
may be carried out in such an experiment, before performing a rough ‘order of
magnitude’ type estimate for the magnitude of the observed current.
I am particularly indebted to Peter Kru¨ger for helpful discussions as well as
his work in designing a suitable atom chip to observe the features of the bosonic
flow. All figures throughout this chapter have been generated from his code and
have been used with his permission.
10.1 Experimental Setup
10.1.1 Introduction to Atom Chips
In order to experimentally observe the phenomena described in this thesis one
may use ultracold bosonic atoms trapped above the surface of an atom chip.
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Current carrying wires may be micro-fabricated into the chip, which combined
with an external homogeneous bias field, trap the bosonic atoms above the sur-
face [80], [81]. The Biot-Savart law states that
B = µ04pi
∫ Id~`× ~r
|~r|3 , (10.1.1)
where I is the current along the wire, µ0 = 1.2566× 10−6mkgs−2A−2 is the perme-
ability of free space and d~` is a unit vector pointing along the wire in the direction
of the current. Consider an infinitely long wire along the x-axis whose magnetic
field is compensated by a homogeneous bias fieldB0 in the y-direction. Applying
Eq. (10.1.1) with d~`= (dx, 0, 0) gives
Bx = 0,
By = B0 − µ0I4pi
∞∫
−∞
dx z(x2 + y2 + z2)3/2 = B0 −
µ0I
2pi
z
y2 + z2 ,
Bz =
µ0I
4pi
∞∫
−∞
dx y(x2 + y2 + z2)3/2 =
µ0I
2pi
y
y2 + z2 . (10.1.2)
The minimum of the field (B = 0) is then at a height z0 = µ0I2piB0 above the wire and
the field gradient at the minimum is given by G = dBdz =
µ0I
2piz2 . Note that near the
minimum of the trap it may be approximated as a quadrupole such that
Bx = 0, By = G(z − z0), Bz = Gy. (10.1.3)
It is clear that the trapping potential is orthogonal to the wire so that atoms have
freedom of motion along the x-direction but are confined in the y,z- directions. A
more realistic description of the wires on an atom chip may be obtained by con-
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sidering the wire to have a finite width, w. Applying Eq. (10.1.1) to this situation
gives
Bx = 0,
By = B0 − µ0I2piw
[
arctan
(
y + w/2
z
)
− arctan
(
y − w/2
z
)]
,
Bz =
µ0I
4piw log
[
(y + w/2)2 + z2
(y − w/2)2 + z2
]
, (10.1.4)
which clearly reduce to Eqs. (10.1.2) in the limit w  r. Adding an homogeneous
field along the x-direction shifts the minimum away from zero field and gives
rise to an Ioffe-Pritchard trap (see Chapter 1). Such a geometry may be imple-
mented on an atom chip by using a ‘Z-shaped’ wire (depicted schematically in
Fig. (10.1) and for the real potential in Fig. (10.2)). Assuming semi-infinite wires,
the contribution to the field from the end wires is
Bx =
µ0I
4pi
[
z
(x+ L/2)2 + z2 +
z
(x− L/2)2 + z2
]
≈ 2µ0I
piL2
z,
By = 0,
Bz =
µ0I
4pi
[ −x− L/2
(x+ L/2)2 + z2 +
−x+ L/2
(x− L/2)2 + z2
]
≈ −2µ0I
piL2
x, (10.1.5)
where L is the length of the central part of the wire and the approximation is valid
in the limit L  r. The total field for the Z-shaped trap is then given by the sum
of Eqs. (10.1.2) and (10.1.5), often with the addition of an external homogeneous
field parallel to x (sometimes known as an Ioffe field BI),
BZ =
[
(BI + gz)2 +G2(z − z0)2 + (Gy − gx)2
] 1
2 , (10.1.6)
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ΨL ΨR
J J
Figure 10.1: A schematic diagram showing the required geometry: 3D reservoirs
linked by a 1D channel via Josephson junction couplings. Such a geometry may
be implemented using an atom chip. Figure from Simpson, et al [30].
where G = µ0I2piz2 , g =
2µ0I
piL2 and z0 =
µ0I
2piB0 . The Z-shaped trap has a minimum with
non-zero field located at x = 0, y = 0, z = z0− G2z0+gBIG2+g2 , slightly lower than for the
simple wire in a homogeneous field considered above.
The advantage of this Z-shaped trap is that the confinement is harmonic and
so theoretical treatment is much simpler, however it should be noted that this po-
tential only provides a good harmonic approximation close to the field minimum
while further away from the minimum the potential varies linearly. This means
that at high temperatures atoms see a linear trapping potential but as they are
cooled the confinement becomes harmonic. By varying both the current through
the wire and the homogeneous external field, one can tune the axial and radial
harmonic confinements independently so that a one-dimensional trap may be
formed.
10.1.2 Experimental Realization of the Model
The model (described fully in chapter 6) is made up of three main parts which
must be replicated in the experiment: the 3D reservoirs, the 1D channel and the
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Figure 10.2: The wire layout for the atom chip. There are three vertically sep-
arated layers. The lower two layers contain Z-shaped wires with width vary-
ing along the length of the wire. The upper layer has two wires which form the
Josephson barriers. Figure from Simpson, et al [30].
tunnelling barriers, as depicted in Fig. (10.1). It is also important that a phase
difference between the reservoirs be established without introducing a chemical
potential difference.
One possible scheme to produce this geometry on an atom chip has been de-
signed in collaboration with Peter Kru¨ger. Two parallel Z-shaped wires are em-
bedded into different layers of an atom chip. The widths of the central section
of the wires varies as a function of the length, x, with one of the wires becoming
narrower in the central region while the other becomes wider, Fig. (10.2). This
sets the harmonic confinement potentials in such a way that the trap is radially
tighter along the central section, giving rise to 1d confinement in the central part
of the wire only. The remainder of the wire forms the 3d reservoirs. The transition
from the one-dimensional to the three-dimensional parts of the trap is illustrated
for one barrier only in Fig. (10.3).
Initially, these wires carry co-propagating current, which has been chosen
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Figure 10.3: (a) The harmonic trapping potential in the y-direction taken at differ-
ent values of x. It is clear that the trap goes from a broad shape in the reservoir, to
a narrow shape in the channel. (b) The effective transverse oscillator frequency,
ω⊥ at different points along the channel. This is small in the reservoirs (x > 0 in
this graph) and large in the channel (x < 0 in this graph).
along with an external bias field B0 parallel to the surface of the chip so that the
trap height, z0, is much larger than both the wire widths and the vertical distance
between the wires (z0 ∼ 100microns). This means that the details arising from the
widths of the wires are not resolved and the trap is essentially an elongated 3d
reservoir. It is in this initial trap that the bosons may be cooled (see Chapter 1) to
form a three-dimensional Bose-Einstein-Condensate.
Next, adiabatically decreasing the wire currents and increasing the homoge-
neous field B0 will reduce the trap height, z0 ∼ 1micron , moving the condensate
closer to the surface of the trap. As the condensate nears the chip surface, details
concerning the widths of the wires are resolved so that the cloud will adiabati-
cally split into two equal reservoirs and a one-dimensional channel, as defined
by the Z-shaped wires.
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Figure 10.4: Graph showing typical equipotential surfaces of the trap near one
end of the one-dimensional channel. It is possible to make out the large 3d reser-
voir, the narrow 1d channel and the Josephson barrier (in which the inner (lower)
equipotential surface is cut, located at x = 40µm). Figure from Simpson, et al [30].
The Josephson barriers are introduced via a third layer of the atom chip. Two
thin, parallel wires are positioned perpendicular to the central part of the Z-
shaped wires and in line with the points at which the width of the Z-shaped
wires change. This corresponds to producing additional potential at the ends of
the one-dimensional channel. The barrier heights may be independently tuned
by adjusting the current flowing through these wires.
This successfully gives rise to a potential trap with the correct geometry to
observe the phenomena described in this thesis, as can be seen from the equipo-
tential surface plot of Fig. (10.4). The next experimental challenge is to imprint
a phase difference between the two reservoirs without introducing a chemical
potential difference between them.
If the adjustable barriers are raised to prevent current from flowing then this
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will maintain the chemical potential of the condensates. While the barriers are up,
one may introduce a field gradient along x. This imbalance between the reservoirs
will imprint a differential phase between the sub-clouds trapped in each reservoir
whilst maintaining the chemical potential. One can then remove the field gradient
to restore the balance between the reservoirs at the required phase difference. The
adjustable barriers can then be lowered to observe the bosonic flow driven by the
phase difference.
One problem arises from the uncertainty principle. If the barriers are raised
so high that the particle numbers are completely fixed in the reservoirs and chan-
nel, then the phase cannot be known as suppressing the fluctuations in particle
number enhances the fluctuations in phase. One can get round this problem in
two ways. One possibility is to link the reservoirs ‘round the back’ through a
channel much longer than the one-dimensional channel of interest. This means
that the phase difference between the reservoirs remains a well defined variable,
but the chemical potential is maintained by the fact that the phase is imprinted
on a much quicker time-scale than it takes for the atoms to flow along this back
channel. Imprinting the external phase difference in this way, before connecting
the reservoirs, would allow to map out the the lowest (stable) energy state only
but would be sufficient to observe changes in the direction of the flow for differ-
ent external phase differences. Another possibility is to not raise the adjustable
barriers so high that they completely prevent particles from flowing. Instead, the
barriers are raised so that particles may slowly flow without significantly altering
the chemical potential. The phase difference can then be imprinted in vivo, that is,
as the current is flowing in the presence of the tunnelling barriers. Changing the
phase difference in this way may allow exploration of the metastable branches of
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the energy, which would show up in hysteretic behaviour of the flow.
10.2 Measurements
Having established how the model of Chapter 6 may be reproduced experimen-
tally using an atom chip, in this section I will discuss possible measurements that
could be made on the atoms in such a set-up to observe the features of the MF
solution described in Chapters 8 and 9.
There are two main variables which may be experimentally probed. Firstly,
the atomic density distribution gives information about the superflow, I = dE/dΦ,
as illustrated in Fig. (8.7). Secondly, the phase profile (see for example Fig. (8.5))
may be observed directly via an interference experiment.
The atomic density distribution along the channel may be probed using time-
of-flight methods. All confining potentials are switched off and the atoms are
allowed to fall freely. Because the atoms were tightly confined in the transverse
dimensions, atoms travelling along the channel have relatively little transverse
momentum and so the atomic density profile along the channel would remain
almost unaffected during the time-of-flight as there would be a relatively small
amount of spread of the atomic cloud in these transverse directions. Standard ab-
sorption imaging of these atoms would give the density profile up to a sensitivity
of the order of 3 atoms/µm. Alternatively, a sheet of near-resonant light may
be spread across the atom chip so as the atoms fall through it they are detected.
Such fluorescence imaging has been shown to reach even single-atom sensitivity
for low density systems.
Although such time-of-flight measurements are destructive, the advantage of
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performing the experiment on an atom chip is that the experiment is very easily
reproducible. This means that many repetitions can be carried out after waiting
different lengths of time to build up an accurate, dynamic picture of the density
distribution. Abrupt changes in direction of the observed superflow for different
external phase differences would provide good experimental support for the MF
solution.
The second type of measurement that can be made is using an interference
experiment to observe the phase profile. In order to perform an interference ex-
periment it is necessary to have an homogeneous reference phase with which the
atoms in the one-dimensional channel may interfere. This may be achieved by
taking the initial 3d cloud trapped far above the surface of the atom chip (see
previous section) and splitting it in two. One way to do this would be by using
radio-frequency dressed potential states to vertically split the trap into a double
well [82]. The atomic cloud in one well can then be moved closer to the surface of
the chip so that the channel-reservoir geometry is imposed on it, while the other
cloud can be moved away from the surface of the chip, maintaining its 3D BEC
nature. Once the two clouds are sufficiently separated, all coherence between the
two condensates is lost so that the upper cloud provides an independent refer-
ence phase.
To observe the interference pattern, both clouds are released from their traps
so that they expand and interfere with one another. This pattern may again be
observed with either absorption or fluorescence imaging (similar to the observa-
tion of the density profile above). The phase profile, e.g. Fig. (8.5), would show
up as an inhomogeneous phase pattern along the x-axis.
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10.3 Estimate of Current
In this section I will make an approximation as to the order of magnitude of the
current that could be obtained in such an experimental setup. Starting from the
tunnelling Hamiltonian, the transmission coefficient across a single tunnel barrier
can be written [see Appendix (D)] as
T = 4pi
2Λ2
NresLE2C
, (10.3.1)
where EC is the condensate energy (the only relevant energy scale in the reser-
voir) and Λ is the coefficient of the tunnelling Hamiltonian so that the tunnelling
energy J = Λ
√
Nresn/~.
An alternate way to compute the transmission coefficient is to use (semi-classical)
WKB theory. By integrating the energy between the classical turning points [see
Appendix (D)], the transmission coefficient is given as
T = e−2∆x
√
2m
~2 ∆U , (10.3.2)
where ∆x is the length of the barrier and ∆U is the height of the barrier.
By equating these two expressions for the transmission coefficient (assuming
that the barrier may adequately be described by the tunnelling Hamiltonian so
that the overlap of wavefunctions is small, J  pinc), one can express the tun-
nelling energy in terms of the physical properties of the barrier,
J = Nres
√
NchEC
2pi~ e
−∆x
√
2m
~2 ∆U . (10.3.3)
In order to make an estimate for the order of magnitude of the current, there
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are a number of physical values that I must utilize. I consider the experiment
to be carried out on the atom chip as described in the previous section, with a
condensate made up of Rb87 atoms. The physical properties of Rb87 necessary for
making the estimate are outlined in the following table,
Data for Rb87
Mass m = 1.443× 10−25kg
Scattering Length as = 5.45nm [83]
Trappable States
F mF gF
1 -1 -1/2
2 1 1/2
2 2 1/2
where F = I + J is the angular momentum of the hyperfine state, mF is the mag-
netic quantum number and gF is the Lande´ g-factor. For Rb87 atoms J = 1/2 from
the single valence electron and I = 3/2. The physical properties of the atom trap
are summarized in the following table,
Physical Properties of the Atom Trap
Transverse oscillator frequency in reservoir ωres⊥ ∼ 5, 000 rad s−1
Transverse oscillator frequency in 1D channel ωch⊥ ∼ 42, 000 rad s−1
Number of atoms in reservoir Nres = 104
Number of atoms in 1D channel Nch = 103
Length of 1D channel L = 100µm
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Here, ωres⊥ and ωch⊥ have been read off of Fig. (10.3), while the atom numbers (which
correspond to 10 particles per micron in the channel) are based on conservative
estimates as to what is currently achievable for a condensate on an atom chip.
Using only the values stated in the above two tables, it is possible to compute
a number of different physical properties of the system:
Critical Temperature kBTC = 0.94~ωres⊥ N1/3 TC ≈ 750nK
De Broglie Wavelength Λ =
√
2pi~√
mkBT
Λ ≈ 600nm (at100nK)
Oscillator length in Reservoir ares⊥ =
√
~/mωres⊥ ares⊥ ≈ 380nm
Oscillator length in 1D Channel ach⊥ =
√
~/mωch⊥ ach⊥ ≈ 130nm
Effective 3D density in Channel nch3D = NchL(ach⊥ )2 n
ch
3D ≈ 5.9× 1014/cm3
Effective 1D Coupling Constant
in Channel
g1D = 2~ωch⊥ as g1D ≈ 4.8× 10−38Jm
Speed of Sound in 1D Channel c2 = nchg1D/m c ≈ 2mms−1
Healing Length in 1D Channel ξ = ~/mc ξ ≈ 400nm
Chemical Potential of 1D
Channel
µ1D = mc2 µ1D ≈ 35nK
Thomas Fermi Chemical
Potential of Reservoir
EC = 15
2/5~2
2m
(
Nresas
(ares⊥ )6
) 2
5
EC ≈ 400nK
Energy Level Spacing in
Reservoir
∆Eres = ~ωres⊥ ∆Eres ≈ 40nK
Energy Level Spacing in 1D
Channel
∆Ech = ~ωch⊥ ∆Ech ≈ 320nK
Critical Current JC = ~NchmL2 JC ≈ 100/second
108
10.3. ESTIMATE OF CURRENT
The energy of a tunnelling barrier of height ∆B in the magnetic field is given
by the linear Zeeman energy ∆U = gFmFµB∆B. The superflow, I = ∓2J sinφ+,
is then proportional to
J = Nres
√
NchEC
2pi~ e
−∆x
√
2m
~2 ∆U ≈ 3.3× 109e−∆x
√
∆B×1.55×108s−1,
where ∆x is the barrier width in meters and ∆B is the barrier height in Gauss. A
flow in which α = J/Jc = 1 would correspond to a barrier satisfying ∆x
√
∆B ∼
1.115 × 10−7mG1/2. In order for the tunnelling Hamiltonian to remain valid, the
tunnelling energy must satisfy J  µ1D/~ ≈ 1000s−1, which corresponds to a
barrier satisfying ∆x
√
∆B ∼ 0.967× 10−7mG1/2.
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DYNAMICS
110
Having demonstrated that there is no fluctuational mechanism that can bridge
between the two branches of the MF solution, I now move on to investigate an
alternative mechanism - the quantum quench. A quench is a sudden change in
one of the parameters of the problem and as such it is a non-equilibrium situation.
To investigate the effects of the quench I will re-derive my action in real-time
using the Keldysh formalism of chapter 5. This will allow me to derive the equa-
tions of motion for the system and study the dynamics following a quantum
quench. I will focus only on a quench in the tunnelling strength J at a fixed phase
difference 2Φ. Such a quench may be experimentally accessed in the scheme out-
lined in chapter 10 by rapidly changing the strength of the lasers which form the
tunnelling barriers.
The work in this section forms the basis of an article to be submitted for
publication in which I am the first author in collaboration with I.V.Lerner and
D.M.Gangardt [31].
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Chapter 11
KELDYSH ACTION
The real time Luttinger action is defined as
SLL =
Kc
2pi
∫
dt
L/2∫
−L/2
dx
[ 1
c2
(∂tϕ)2 − (∂xϕ)2
]
, (11.0.1)
where ϕ(x, t) is the phase field in the Luttinger channel.
I consider this action in a parallel way to the analysis given for the fluctuating
action of chapter 9. There are independent phase jumps φL,R at the boundaries
and the phase in the left(right) reservoir is±Φ so that the boundary conditions on
the field ϕ are ϕ(−L/2, t) = Φ− φL and ϕ(L/2, t) = −Φ + φR. Here, I assume that
the phase difference, 2Φ remains constant. I can use these boundary conditions
to write the field as
ϕ(x, t) =Φ− φL − 1
L
(
x+ L2
)
(2Φ− φL − φR)
+
∑
n≥1
[
ϕn,o sin
(2pinx
L
)
+ ϕn,e cos
(
(2n−1)pix
L
)]
. (11.0.2)
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This means that
∂xϕ = − 2
L
(Φ− φ+) +
∑
n≥1
[
2pin
L
ϕn,o cos
2pinx
L
− (2n−1)pi
L
ϕn,e sin
(2n−1)pix
L
]
,
L/2∫
−L/2
dx (∂xϕ)2 =
4
L
(Φ− φ+)2 +
∑
n≥1
[
2pi2n2
L
ϕ2n,o +
(2n−1)2pi2
2L ϕ
2
n,e
]
,
∂tϕ = −φ˙− + 2x
L
φ˙+ +
∑
n≥1
[
ϕ˙n,o sin
2pinx
L
+ ϕ˙n,e cos
(2n−1)pix
L
]
,
L/2∫
−L/2
dx (∂tϕ)2 = Lφ˙2−+
L
3 φ˙
2
++
L
2
∑
n≥1
[(
ϕ˙2n,o+ ϕ˙2n,e
)
− 4L(−1)
n
pi
( 1
2nϕ˙n,oφ˙+−
1
2n−1 ϕ˙n,eφ˙−
)]
,
(11.0.3)
where 2φ± = φL ± φR. The Luttinger action may then be expressed along the
Keldysh contour as
SLL =
Kc
2pi
∫
CK
dt
− 4
L
(Φ− φ+)2 + L
c2
φ˙2− +
L
3c2 φ˙
2
+
+
∑
n≥1
(
L
2c2 ϕ˙
2
n,o −
2pi2n2
L
ϕ2n,o −
2L(−1)n
pinc2
ϕ˙n,oφ˙+
)
+
∑
n≥1
(
L
2c2 ϕ˙
2
n,e −
(2n−1)2pi2
2L ϕ
2
n,e +
4L(−1)n
pi(2n−1)c2 ϕ˙n,eφ˙−
). (11.0.4)
The fields on the upper(lower) part of the contour are given as e.g. φ± = φcl ± φq,
where ‘cl’ and ‘q’ indicate the classical and quantum part of the field respectively.
Making these substitutions, the action is written as
SLL =
Kc
2pi
∞∫
−∞
dt
− 16
L
(φcl+φ
q
+ − Φφq+) +
4L
c2
φ˙cl−φ˙
q
− +
4L
3c2 φ˙
cl
+φ˙
q
+
+
∑
n≥1
(
2L
c2
ϕ˙cln,oϕ˙
q
n,o −
8pi2n2
L
ϕcln,oϕ
q
n,o −
4L(−1)n
pinc2
(ϕ˙cln,oφ˙
q
+ + ϕ˙qn,oφ˙cl+)
)
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+
∑
n≥1
(
2L
c2
ϕ˙cln,eϕ˙
q
n,e −
2pi2(2n−1)2
L
ϕcln,eϕ
q
n,e +
8L(−1)n
pi(2n−1)c2 (ϕ˙
cl
n,eφ˙
q
− + ϕ˙qn,eφ˙cl−)
).
(11.0.5)
The ϕn,o and ϕn,e fields may then be integrated out by Fourier transforming to
frequency-space and completing the square in the action: φ¯nT−1φn ± φ¯nAη ±
η¯Aφn = (φ¯n ± η¯AT )T−1(φn ± TAη) − η¯ATAη, similar to the fluctuation calcu-
lation above.
The Luttinger action is then written as
SLL =
∑
η=±
∫ dω
2pi
(
φclη (−ω), φqη(−ω)
) 0 [G−1η ]A(ω)
[G−1η ]R(ω) [G−1η ]K(ω)

φclη (ω)
φqη(ω)

+
∫
dt 8JCΦφq+(t), (11.0.6)
where
[G−1+ ]R(A)(ω) =
Kc
2pi
− 8L + 2L3c2ω2± + L
3ω4±
pi4c4
∑
n≥1
1
n2
(
n2 − L2ω2±4pi2c2
)
,
[G−1− ]R(A)(ω) =
Kc
2pi
2Lc2 ω2± + 16L
3ω4±
pi4c4
∑
n≥1
1
(2n−1)2
(
(2n−1)2 − L2ω2±
pi2c2
)
. (11.0.7)
Here I let ω± = ω ± iδ and the limit δ → 0 is taken at the end of the calculation.
Consider first [G−1+ ]R(A)(ω); the sum can be written as
∑
n≥1
1
n2
(
n2 − L2ω2±4pi2c2
) = 4pi2c2
L2ω2±
∑
n≥1
 1
n2 − L2ω2±4pi2c2
− 1
n2
. (11.0.8)
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By definition,
∑
n≥1
1
n2 =
pi2
6 ,so that the Green’s functions may be written as
[G−1+ ]R(A)(ω) =
Kc
2pi
− 8
L
+ 2L3c2ω
2
± +
L3ω4±
pi4c4
4pi2c2
L2ω2±
∑
n≥1
1
n2 − ω2±L24pi2c2
− pi
2
6

= Kc2pi
− 8
L
+ 2Lω
2
±
3c2 +
4Lω2±
pi2c2
∑
n≥1
1
n2 − L2ω2±4pi2c2
− 2L3c2ω
2
±

= Kc2pi
− 8
L
+ 16
L
ω2±
∑
n≥1
1
ω2n − ω2±
, (11.0.9)
where ωn = 2pincL ≡ piω0n are the energy modes of the phonons in the channel.
Note that evaluating this sum gives the Green’s function to be
[G−1+ ]R(A)(ω) = −
2K
pi
ω± cot
(
ω±
ω0
)
, (11.0.10)
which is clearly the analytic continuation of the coth function obtained in the fluc-
tuating action of chapter 9. In what follows, it is easier to work with the sum of
Eq. (11.0.9) rather than the cot of Eq. (11.0.10).
All essential information for the dynamics is given by the asymptotes of the
Green’s function, i.e. the short and long time limits (ω  ω0 and ω  ω0 re-
spectively). The first term of Eq. (11.0.9) gives the zero mode (long time) contri-
bution to the Green’s function. On taking the limit ω  ω0, the sum in the second
term of Eq.(11.0.9) becomes an integral which can be evaluated using ωn = x, so
dx = 2pic/L to get
8Kc
piL
ω2±
∑
n≥1
1
ω2n − ω2±
= 8Kc
pi
ω2±
∫ ∞
0
dx
2pic
1
x2 − ω2±
= Kω±
pi2
(±2pii). (11.0.11)
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On taking δ → 0, the Green’s functions are then written as
[G−1+ ]R(A)(ω) = −
4Kc
piL
± i2Kω
pi
. (11.0.12)
The Keldysh component is given by the fluctuation-dissipation theorem
[G−1+ ]K(ω) =
[
[G−1]R − [G−1]A
]
coth ω2T = i
4K
pi
ω coth ω2T . (11.0.13)
I then Fourier transform these expressions back into t-space (see Appendix C) so
that
[G−1+ ]R(A)(t− t′) = −
4Kc
piL
δ(t− t′)∓ 2K
pi
∂tδ(t− t′),
[G−1+ ]K(t− t′) =
4iK
pi
[
2Tδ(t− t′)− piT
2
sinh2 piT (t− t′)
]
. (11.0.14)
These expressions bare a close resemblance to the Keldysh equations for dissi-
pative tunnelling [64] as should be expected. Now I consider [G−1− ]R(A)(ω) in a
similar fashion; the sum can be written as
∑
n≥1
1
(2n−1)2
(
(2n−1)2 − L2ω2±
pi2c2
) = pi2c2
L2ω2±
∑
n≥1
 1
(2n−1)2 − L2ω2±
pi2c2
− 1(2n−1)2
.
(11.0.15)
By definition,
∑
n≥1
1
(2n−1)2 =
pi2
8 so that the Green’s functions can then be written as
[G−1− ]R(A)(ω) =
Kc
2pi
2L
c2
ω2± +
16L3ω4±
pi4c4
pi2c2
L2ω2±
∑
n≥1
1
(2n−1)2 − L2ω2±
pi2c2
− pi
2
8

= Kc2pi
2L
c2
ω2± +
16Lω2±
pi2c2
∑
n≥1
1
(2n−1)2 − L2ω2±
pi2c2
− 2L
c2
ω2±

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= 8Kc
piL
∑
n≥1
ω2±
ω2n − ω2±
, (11.0.16)
where ωn = (2n−1)pic/L. Again, this can be expressed as
[G−1− ]R(A)(ω) =
2K
pi
ω± tan
(
ω±
ω0
)
, (11.0.17)
which is the analytical continuation of the tanh term from the fluctuating action
but it is simpler in what follows to retain the summation expression. In the limit
that ω  ω0, the sum is approximated as an integral: let (2n−1)pic/L = x and the
resulting integral is identical to the previous case so we have (after completing
the corresponding calculations)
[G−1− ]R(A)(t− t′) = ∓
2K
pi
δ(t− t′)∂t,
[G−1− ]K(t− t′) =
4iK
pi
[
2Tδ(t− t′)− piT
2
sinh2 piT (t− t′)
]
. (11.0.18)
The tunnelling action is given by
STun =
∫
CK
dt [2J cosφL + 2J cosφR]. (11.0.19)
As above, on the upper(lower) contour the fields are given by e.g. z± = zcl ± zq,
and the action becomes
STun = 2J
∫ ∞
−∞
dt
 cos(φclL + φqL)− cos(φclL − φqL) + cos(φclR + φqR)− cos(φclR − φqR)

= −4J
∫ ∞
−∞
dt
 sinφclL sinφqL + sinφclR sinφqR
. (11.0.20)
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The total action for the channel connected to the reservoirs is then:
S =
∫
dt
8JCΦφq+(t)− 4J sinφclL(t) sinφqL(t)− 4J sinφclR(t) sinφqR(t)
− 4K
pi
(
φ˙cl+(t)φ
q
+(t) + φ˙−
cl(t)φq−(t)
)
+ 8iKT
pi
(
[φq+(t)]2 + [φq−(t)]2
)
+ iKT 2
∫
dt′ (φ
q
+(t)− φq+(t′))2
sinh2 piT (t− t′) + iKT
2
∫
dt′ (φ
q
−(t)− φq−(t′))2
sinh2 piT (t− t′)
.
(11.0.21)
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Chapter 12
QUENCH DYNAMICS
12.1 Equations of Motion
The semi-classical equations of motion are obtained by expanding the action of
Eq. (11.0.21) to first order in quantum components and minimizing according to
δS[φq]/δφq = 0. Performing the functional derivative gives
φ˙+ = ω0(Φ− φ+)− 2piJ
K
sinφ+ cosφ−,
φ˙− = −2piJ
K
sinφ− cosφ+, (12.1.1)
where ω0 = 2c/L as above. Note that the steady state solutions (i.e. φ˙± → 0) are
the MF equations of chapter 8 as expected.
These equations of motion are non-linear and cannot be solved exactly. In-
stead, I have used a computer to numerically solve these equations for initial
conditions as outlined fully below. I have verified my numerics by repeating the
calculations using a number of different ODE solving packages on both MatLab
and Mathematica. The phase portrait is depicted in Fig. (12.1) for Φ = 0 and
ω0 = α = 1.
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Figure 12.1: The phase portrait for φ+ and φ− with Φ = 0 and ω0 = α = 1.
Streamlines head towards the stable (symmetric) minima with φ− = 0,±2pi.
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12.2 Quench in Tunnelling
As I have been treating the tunnel barriers at the ends of the channel as weak
links, it is natural to first consider a situation in which the barriers are initially
infinitely high so no current flows and are suddenly dropped to a finite value.
Such a quench demonstrates how the MF solution of part III is established. Math-
ematically, this corresponds to introducing a time dependence on the tunnelling
energy, J(t) = JΘ(t− t0).
One problem which arises is that because the channel is completely cut, the
density fluctuations are suppressed and so by the uncertainty principle, the phase
fluctuations are enhanced. This means that the initial condition for the fields φ±
are unknown.
The standard tool for dealing with such a scenario is the Wigner function - see
e.g. [84] for a clear review of quantum mechanics in phase space. Treating the ini-
tial condition as a random variable, this variable must be distributed according
to the Wigner quasi-probability distribution function [85, 86]. This distribution
is the quantum analogue to the classical phase-space probability density (Liou-
ville density), where in the quantum case the uncertainty principle prohibits ex-
act knowledge of the phase-space co-ordinates. By computing the current for a
given initial condition and averaging over many such realisations one may obtain
a physical picture of the current.
To compute the Wigner distribution function, consider the Luttinger Hamilto-
nian expressed in terms of the conjugate variablesϕ(x, t) and Π(x, t) = − 1
pi
∂xθ(x, t),
H = c2
∫ L
0
dx
[
K
pi
(∂xϕ)2 +
pi
K
(Π)2
]
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= c2
∑
q
[
q2
K
pi
|ϕ(q)|2 + pi
K
|Π(q)|2
]
. (12.2.1)
By completing the square, this may be expressed
H =
∑
q
Kcq2
2pi
[(
ϕ(−q)− pii
Kq
Π(−q)
)(
ϕ(q) + pii
Kq
Π(q)
)
+ pii
Kq
Π(−q)ϕ(q)− pii
Kq
ϕ(−q)Π(q)
]
,
=
∑
q
ω(q)
(
b†(q)b(q) + 12
)
, (12.2.2)
where ω(q) = cq is the linear dispersion, b(q) =
√
Kq
2pi
(
ϕ(q) + pii
Kq
Π(q)
)
and I have
made use of the commutation relation [Π(x), ϕ(x′)] = iδ(x− x′), see Eq. (2.2.4).
This explicitly reveals the analogy to a quantum harmonic oscillator H =
ω(ψ†ψ + 1/2) with ψ =
√
mω
2 (x +
i
mω
p). The ground state of the harmonic os-
cillator is ψ0(x) = (2pia20)−1/4e−(x/2a0)
2 , with the oscillator length a0 = (2mω)−1/2.
The Wigner function is then given as
W (x, p) =
∫
dyψ†(x+ y/2)ψ(x− y/2)eipy
= 1
a0
√
2pi
∫
dye
− (x+y/2)2
4a20 e
− (x−y/2)2
4a20 eipy
= 2e
− x2
2a20
−2p2a20
. (12.2.3)
By analogy, the Wigner distribution function for the Luttinger channel is
W (ϕ(q), θ(q)) ∼∏
q
e−
Kq
pi
|ϕ(q)|2− pi
Kq
|Π(q)|2 . (12.2.4)
The initial state has K  1 so the second term in the exponential may be ignored.
The phase in the Luttinger channel is ϕ(x) = 1√
L
∑
q e
−iqxϕ(q), where q = 2pin/L.
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The phase at the end-points of the Luttinger channel is then given as
ϕ(±L/2) = ∑
n
(−1)nϕ(n), (12.2.5)
where ϕ(n) is chosen randomly from the Wigner distribution - a normal distribu-
tion with mean 0 and variance
√
L/(4nK) as per Eq. (12.2.4). The initial conditions
for φ± are then given by
φ+ =
1
2(φL + φR) =
1
2(2Φ + ϕ(L/2)− ϕ(−L/2)),
φ− =
1
2(φL − φR) = −
1
2(ϕ(L/2) + ϕ(−L/2)), (12.2.6)
where ϕ(±L/2) are given by Eq. (12.2.5).
I have numerically analysed the equations of motion to give plots of φ±(t)
averaged over many such realisations. The graphs Figs. (12.2)-(12.4) show the
results of the simulations with K = 1000, α = 1, L = 1and ω = 1. It can be shown
that changing the values of these parameters does not fundamentally alter the
structure of the solution. The axis scaling is the same in all of the graphs for ease
of comparison and in each case the average is taken over 104 realisations.
Figure 12.2: Phase dynamics for Φ = 0.2pi. (a) Initial conditions ϕ(±L/2, 0) ∈
[−2pi, 0] (b) Initial conditions ϕ(±L/2, 0) ∈ [−pi, pi] (c) Initial conditions
ϕ(±L/2, 0) ∈ [0, 2pi].
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Figure 12.3: Phase dynamics for Φ = 0.8pi. (a) Initial conditions ϕ(±L/2, 0) ∈
[−2pi, 0] (b) Initial conditions ϕ(±L/2, 0) ∈ [−pi, pi] (c) Initial conditions
ϕ(±L/2, 0) ∈ [0, 2pi].
Figure 12.4: Phase dynamics for Φ = 0.5pi. (a) Initial conditions ϕ(±L/2, 0) ∈
[−2pi, 0] (b) Initial conditions ϕ(±L/2, 0) ∈ [−pi, pi] (c) Initial conditions
ϕ(±L/2, 0) ∈ [0, 2pi].
Fig. (12.2) shows the phase dynamics for Φ = 0.2pi, where the low energy sta-
ble solution is on the symmetric branch. When the initial condition for ϕ(±L/2)
is set between −pi and pi, the only possible energy minimum on the symmetric
branch is at φ− = 0. The majority of initial configurations will thus flow to this
minima as is depicted in graph (b) where the fluctuations about the average are
small. The noise in the average comes from realisations in which the initial con-
ditions lie close enough to the asymmetric minima with φ− = ±pi. For the situ-
ations in which the initial conditions on ϕ(±L/2) are chosen between −2pi and 0
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Figure 12.5: The standard deviation σ− in the data used to compute the average
φ− for Φ = 0.2pi above. (a) Initial conditions φ0(x) ∈ [−2pi, 0] (b) Initial conditions
φ0(x) ∈ [−pi, pi].
or between 0 and 2pi - graphs (a) and (c) - the average value of φ− appears to be
±pi with large fluctuations. These large fluctuations are indicative of an average
which beats between two different values. For example, in graph (a) around half
of the time the initial condition φ(±L/2, 0) will be between −2pi and −pi so that
the phase evolves to the minimum at φ− = 2pi, while the rest of the time the initial
condition φ(±L/2, 0) will be between −pi and 0 so that the phase evolves to the
minimum at φ− = 0.
This theory is backed up by computing the standard deviation across the 104
realisations used to calculate each point. Fig. (12.5) illustrates the standard devia-
tion in the data used to compute the the average of φ− above. It shows that for (a),
initial ϕ(±L/2) chosen between −2pi and 0, the standard deviation increases to a
large value (≈ pi), indicating that the data is widely spread as would be expected
if the data predominantly splits between two separate energy minima. This is
in contrast to (b), initial ϕ(±L/2) chosen between −pi and pi, where the standard
deviation decreases to a smaller value (≈ 0.5), indicating that the data is more
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compact as would be expected if the data predominantly lies in a single energy
minima. It does not vanish at long times due to the existence of a small number
of configurations which may evolve to the asymmetric minimum (as mentioned
above).
This pattern of evolving to the closest energy minimum is also seen in Figs. (12.3)
and (12.4) for Φ = 0.8pi and Φ = 0.5pi respectively . In Fig. (12.3) the majority of
the realisations will fall into the lowest energy minimum, which now corresponds
to the asymmetric branch of the MF solution and similar ‘beating’ of the average
between two possible minima is observed. The picture in Fig. (12.4) is slightly
more complex - at this point, the minima corresponding to the symmetric and
asymmetric branches are degenerate. This means that initial φ− close to −pi will
flow to −pi, initial φ− close to 0 will flow to 0 and so on for integer pi. The average
phases are thus beating between three possible minima in all cases (a)-(c).
In summary, the picture emerging from these simulations is that wherever
the initial conditions lie in the energy profile, the system will simply evolve to
the phase configuration corresponding to the closest energy minimum. This is
consistent with the phase portrait Fig. (12.1) and suggests the possibility of ma-
nipulating the minima of the energy profile in order to achieve switching between
different branches of the MF solution.
It was established in chapter 8 that the MF solution with energy minimum at
Φ = jpi is stable in the region [jpi − (pi/2 + α), jpi + (pi/2 + α)], dependent on the
dimensionless tunnelling parameter α ≡ J/JC. One can easily imagine a scenario
in which a quench to a smaller value of α decreases the range of stability so that a
MF solution which was previously stable becomes unstable and evolves into the
new closest stable minimum, which may correspond to a different branch of the
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MF solution.
As a concrete example, I shall consider a quench α(t)
α0
= 0.55 − 0.45 tanh t−t0
δ
,
where at time t = t0 the tunnelling is smoothly quenched to a tenth of its initial
value (in the following simulations I will use α0 = 1) over a time-scale set by δ.
The limit δ → 0 represents the limit of a (sudden) quantum quench, although
in realistic experimental situations the quench is never instantaneous. The equa-
tions of motion can then be written as
φ˙+ = ω0
[
Φ− φ+ −
(
0.55− 0.45 tanh t− t0
δ
)
sinφ+ cosφ−
]
,
φ˙− = −ω0
(
0.55− 0.45 tanh t− t0
δ
)
sinφ− cosφ+. (12.2.7)
These equations may then be solved numerically. I have used MatLab where it
is possible to verify results by using a selection of different solvers. The graphs
below all use the ‘ode113’ solver, with ω0 = 1. I have chosen t0 = 50, which gives
the system sufficient time to reach a steady state corresponding to the energy
minimum closest to the initial conditions before the quench is initiated.
Fig. (12.6) shows the phase dynamics after the quench described above with
δ = 1 for three different values of Φ. The initial conditions have been chosen as
φ+(0) = 1, φ−(0) = 0.1. For Φ = pi/2 + 0.05 the phase initially evolves to the
(metastable) symmetric minimum corresponding to φ− = 0, as depicted in graph
(a). After the quench, this solution remains stable and so φ− remains unchanged,
while φ+ evolves to a new value satisfying the symmetric MF equation Eq. (8.0.4a)
for α = 0.1. Graph (c) depicts the phase dynamics for Φ = pi/2 + 2 - at this point
the symmetric branch is unstable for both values of α so the phase evolves to
the stable asymmetric minimum at φ− = pi with a similar change in φ+ after the
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Figure 12.6: Quench in tunnelling strength. The energy profile for α = 1 and α =
0.1 is shown near Φ = pi/2 - the blue(red) solid lines represent stable (a)symmetric
solutions, while dotted lines are unstable solutions. (a) Quench at Φ = pi/2 + 0.05
- symmetric solution is stable for both α = 1 and α = 0.1. (b) Quench at Φ =
pi/2 + 0.5 - symmetric solution is stable for α = 1 and unstable for α = 0.1. (c)
Quench at Φ = pi/2+2 - symmetric solution is unstable for both α = 1 and α = 0.1.
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Figure 12.7: Quench in tunnelling strength. The energy profile for α = 1 and α =
0.1 is shown near Φ = pi/2 - the blue(red) solid lines represent stable (a)symmetric
solutions, while dotted lines are unstable solutions. (a) Quench at Φ = pi/2 − 2
- asymmetric solution is unstable for both α = 1 and α = 0.1. (b) Quench at
Φ = pi/2 − 0.5 - asymmetric solution is stable for α = 1 and unstable for α = 0.1.
(c) Quench at Φ = pi/2 − 0.05 - asymmetric solution is stable for both α = 1 and
α = 0.1.
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Figure 12.8: The quench for (a) : Φ = pi/2 + 0.5, (b) : Φ = pi/2 + 0.3 and (c) :
Φ = pi/2 + 0.2. The closer the phase is to being stable after the quench, the longer
the time-scale of switching between the branches.
quench to satisfy the new value of α.
More significantly, graph (b) depicts the phase dynamics for Φ = pi/2 + 0.5.
Here, the initial conditions above were chosen so that the phase initially evolves
into the (metastable) symmetric minimum. After the quench there is an imme-
diate change in φ+ as it adjusts to the new value of α as before, but on a much
longer time-scale the solution switches from the symmetric (φ− = 0) to the asym-
metric (φ− = pi) branch. This is because the symmetric branch is no longer sta-
ble at the new value of α. This phenomenon can also be observed for values
of Φ smaller than pi/2 if the initial conditions are chosen sufficiently close to the
(metastable) asymmetric minimum. This is depicted in Fig. (12.7) for φ+(0) = 1
and φ−(0) = pi − 0.1. In fact, as long as the initial conditions are such that one
initially evolves on to a metastable branch, any change in tunnelling which leads
to the metastable branch becoming unstable will give rise to switching between
different branches of the solution.
One can (numerically) show that the time-scale of the switching between the
different branches of the solution is dependent on the external phase difference Φ.
If this is chosen close to the end point of the region of stability, Φ ≈ jpi± (pi/2 +α)
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the switching happens on a much longer time-scale than if Φ is chosen away from
the (post-quench) stable region. This is illustrated in Fig. (12.8) where the phase
dynamics after the quench are shown for three different values of Φ progressively
closer to the critical point Φ = pi/2 + 0.1.
In order to quantify this discussion, I linearise the equations of motion Eqs. (12.1.1)
and solve for Φ close to the end point of stability after the quench, Φ = pi/2+α+ 
where α0 − α = ∆α . For simplicity I consider the sudden quench
α(t) =

α0 t < t0,
α t > t0.
(12.2.8)
Assuming initial conditions φ+ ' pi/2, φ− ' 0, one can solve the first of Eqs. (12.1.1)
using sinφ+ cosφ− ' 1 to obtain
φ+(t) = φ(0)+ e−ω0t +
(
pi
2 + −∆α
)(
1− e−ω0t
)
, (12.2.9)
which converges to the long-time equilibrium value φ+ → pi/2 +  −∆α. Substi-
tuting this result into the second of Eqs. (12.1.1) gives φ˙− = −ω0α0∆αφ−. Solving
this equation gives an exponentially small value of φ− at the quench time,
φ−(t0) ∼ e−ω0α0∆αt0 . (12.2.10)
Similarly, after the quench, φ+ → pi/2 + , so that φ˙− ' ω0αφ− and
φ−(t) = φ−(t0)eαω0(t−t0) . (12.2.11)
Comparing Eq. (12.2.10) with Eq. (12.2.11), the typical time-scale for the dynamics
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Figure 12.9: Quantum quench at Φ = pi/2 + 0.5 for different values of switching
time δ.
of φ− is given by
t∗ − t0 ' α0∆αt0
α
(12.2.12)
which shows an inverse dependence on the distance  from the equilibrium solu-
tion after the quench.
One can also (numerically) show that the time-scale of switching is dependent
on the quench time, δ. The sudden quench (δ = 0) results in a later switching than
the smooth quench (δ  0) as illustrated in Fig. (12.9). It is interesting to note that
δ alters the smoothness of the transition of φ+ from one value of α to the other,
but that the shape of the switching in φ− appears unaltered.
In conclusion, I have numerically investigated the phase dynamics after a shift
in tunnelling energy. I have shown that such a mechanism can give rise to a shift
between the symmetric and asymmetric branches of the MF solution. Finally,
I have described the dependence of this switching on different parameters that
one may investigate experimentally.
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Chapter 13
CONCLUSIONS
This thesis is the result of my own work and is based on material published in
Physical Review Letters [30] for which I am the first author. I began by providing
a targeted overview of the different fields of physics and techniques that I have
learnt about during my PhD study and have used in my original research, which
forms the bulk of this work.
I have theoretically investigated the bosonic flow along a one-dimensional
channel between two three-dimensional BEC reservoirs linked to the ends of the
channel via weak tunnel junctions. The BEC reservoirs are considered identical
except for a constant phase difference 2Φ which drives the particle current along
the channel. I have demonstrated that a perturbative approach, pertinent to par-
allel superconducting problems, completely fails in the bosonic case as the theory
diverges at leading order. Instead, I have developed a non-perturbative mean
field solution which has striking non-trivial behaviour.
The structure of the mean field solution is that the total phase difference be-
tween the reservoirs is comprised of two parts: a (linear) superflow along the
channel and phase drops located at the tunnel junctions. I have demonstrated
that there are two distinct branches to this solution - a symmetric branch in which
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the phase jumps at the left/right tunnel junctions are identical and an asymmetric
branch in which the phase jumps at the left/right tunnel junctions differ by 2pi.
The symmetric branch is stable in the interval Φ ∈ [2jpi−(pi/2+α), 2jpi+(pi/2+α)]
while the asymmetric branch is stable for Φ ∈ [(2j − 1)pi − (pi/2 + α), (2j − 1)pi +
(pi/2 + α)] where j is any integer and α = J/Jc = JmL/n is the dimensionless
tunnelling parameter. Remarkably, these intervals always overlap in the region
Φ ∈ [(2j − 1)pi/2 − α, (2j − 1)pi/2 + α]. The 2pi−periodicity of the solution with
respect to the external phase difference is maintained by discontinuous jumps be-
tween the different branches of the solution which may occur anywhere in the
overlapping region. These discontinuities are reflected in the superflow, which
behaves as a piece-wise sinusoid for α < pi/2 and a sawtooth function for α > pi/2.
I have demonstrated both from an RG and an instantonic perspective that this
mean field solution is robust against phase fluctuations for values of the Luttinger
parameter K > 1/2. In particular this means that for the bosonic flow, fluctua-
tions are unable to bridge the gap between different branches of the mean field
solution and do not lead to ‘avoided crossings’ in which the fluctuations smear
out the cusps in the energy profile.
As an alternative scheme for switching between different branches of the mean
field solution I have explored the phase dynamics following a quench in the di-
mensionless tunnelling energy. Having evaluated the semi-classical equations of
motion for the phase, I have numerically shown that a quench from the ‘infinite
barrier’ limit results in a phase profile corresponding to the closest minimum (MF
solution) to the initial conditions. I have also shown that it is possible to initiate a
jump between different branches of the solution by changing α such that a previ-
ously (meta)stable solution becomes unstable.
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It would be interesting to test these predictions experimentally and I have
outlined one possible realisation using the potential shaping abilities of an atom
chip. Such an experiment would give access to measurements of the mean field
phase profile and superflow along the channel. Further theoretical treatment of
the problem is also required to inform future experiments. For instance, it would
be interesting to study the effects of making the external phase difference a dy-
namic parameter, as experimentally an additional laser can be used to change
the phase in one or both of the reservoirs in real time. I would expect adiabatic
changes of the phase difference to follow a metastable branch of the solution until
the end-point of stability at which point the solution would jump to a new sta-
ble configuration which may or may not be on the same branch of the mean field
solution. It would also be interesting to investigate a quench in external phase dif-
ference as another possible mechanism of switching between different branches
of the mean field solution.
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Appendix A
DUAL REPRESENTATION
For the case of a weak impurity, the mean field solution can be built using the
duality between the θ and φ representations of the Luttinger channel. If there
were no tunnel junctions, the whole of the phase difference between the reservoirs
would be taken by the linear superflow along the channel, ∂xϕ = −2Φ/L. Then,
by the continuity equation
n˙ = −∂x n
m
∂xϕ =
2Φ
mL
∂xn. (A.0.1)
Integrating this across the channel length gives
d
dt
∫ L/2
−L/2
n(x) dx = 2Φ
mL
∫ L/2
−L/2
∂xn dx
N˙LL =
2Φ
mL
[n(L/2)− n(−L/2)]. (A.0.2)
At the mean field level (ignoring fluctuations), there is no accumulation of parti-
cles along the channel so that N˙LL = 0 meaning the density is the same at each
edge of the channel, n(L/2) = n(−L/2). Substituting this into the definition for
density n(x) = n0− 1pi∂xθ gives the condition ∂xθ(L/2) = ∂xθ(−L/2). At x = ±L/2,
i
the particle current is I = N˙L = −2ΦnmL = −N˙R so that
∂xθ(L/2) = pin0 +
mL
2Φ N˙L = pin0 −
mL
2Φ N˙R = ∂xθ(−L/2). (A.0.3)
In the steady state, n˙ = 0 so that by the continuity equation ∂xn = 0 implying that
∂xθ is constant along the channel. Up to a constant, the mean field solution may
then be written as
θ0(x) =
[
pin0 +
mL
2Φ N˙L
]
x = αx, (A.0.4)
where the constant pre factor has been written as α = pin0 + mL2Φ N˙L for simplicity.
Introducing tunnel barriers will cause a density depletion at the ends of the
channel. To account for this as well as fluctuations about the mean field solution
above, I write
θ(x, τ) = θL(τ) +
1
L
(
x+ L2
)
(θR(τ)− θL(τ)) +
∞∑
n=1
[
θon(τ) sin
2pinx
L
+ θen(τ) cos
(2n− 1)pix
L
]
= θ+(τ) +
2x
L
θ−(τ) +
∞∑
n=1
[
θon(τ) sin
2pinx
L
+ θen(τ) cos
(2n− 1)pix
L
]
(A.0.5)
where θL(τ) = θ0(−L/2) + δθL(τ), θR(τ) = θ0(L/2) + δθR(τ) and 2θ±(τ) = θR(τ)±
θL(τ). The Luttinger action is then given by substituting this expression into
SLL =
c
2piK
∫ L/2
−L/2
dx
∫
dτ
[
(∂xθ)2 +
1
c2
(∂τθ)2
]
. (A.0.6)
The calculation is identical to that for the phase variables φ± in chapter 9 and
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results in the action
S = 14pi2K
∫
|ω|dω
[
|δθL(ω)|2 + |δθR|2
]
+ cL2piK
∫
dτ
[
α2 + 2α
L
(δθR(τ)− δθL(τ))
]
.
(A.0.7)
Then, following the prescription for a single impurity (see chapter 4) the impurity
potential is described by the action
Simp = V0
∫
dτ [cos(2θL(τ) + piN) + cos(2θR(τ)− piN)]
= V0
∫
dτ
[
cos
(
2δθL(τ)− mL
2
2Φ N˙L
)
+ cos
(
2δθR(τ) +
mL2
2Φ N˙L
)]
. (A.0.8)
Performing the RG analysis is parallel to chapter 9 so that the resulting RG equa-
tion is
d log V0
d log b = 1− 2K. (A.0.9)
This shows that for K > 1/2, the tunnel junctions are an irrelevant perturbation
and the end-point of the RG is the (linear) free flow described above. ForK < 1/2
the tunnel junctions are a relevant perturbation so that at low energies the flow
is cut. These results are in agreement with the fluctuational calculations for the
dual variables φ± in chapter 9 of the main text.
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Appendix B
ASYMMETRIC TUNNELLING ENERGIES
I this appendix I consider the effect of asymmetric tunnelling energies and show
that all features of the mean field solution remain in the asymmetric case, justify-
ing a posteriori why I have chosen to consider only the simpler symmetric case
in detail. Such a change in tunnelling energies corresponds to considering the
tunnelling action
ST = 2
∫ β
0
dτ
[
JR cosφR + JL cosφL
]
, (B.0.1)
where JL 6= JR. Following exactly the same procedure as used to calculate the
symmetric MF solution in chapter 8, one can obtain the asymmetric MF energy
ε = 2(Φ− φ+)2 − 2
[
αR cosφR + αL cosφL
]
. (B.0.2)
Then, the equations minimizing the asymmetric MF energy with respect to φ+
and φ− (parallel to Eqs. (8.0.4)) are
Φ− φ+ = 2αLαR
αL + αR
sinφ+ cosφ− , (B.0.3a)
cosφ+ sinφ− =
αR − αL
αR + αL
sinφ+ cosφ− . (B.0.3b)
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A direct comparison of Eqs. (B.0.3) with Eqs. (8.0.4) reveals that the symmetric α
of Eq. (8.0.4a) is simply replaced in the asymmetric case by the harmonic average
of αL and αR in Eq. (B.0.3a). It is also evident that Eq. (B.0.3b) has two solutions
in the interval φ− ∈ [0, 2pi), which I shall call φ−,1 and φ−,2. These solutions are
shifted away from the (symmetric) solutions, φ− = 0, pi of Eq. (8.0.4b) for JR = JL,
although they have the property that φ−,2 − φ−,1 = pi so that cosφ−,1 = − cosφ−,2.
This means that the field φ− acts as a label for solutions with±αL(R) in Eq. (B.0.3a),
parallel to the symmetric case. Thus I have shown that all essential features of
the symmetric MF solution of chapter 8 are retained for the case of asymmetric
tunnelling energies, with only a simple change of parameters.
Note also that the fluctuational part of the action arising from the Luttinger
channel, Eq. (9.1.16) can be written not in terms of symmetric and asymmetric
fluctuations, but rather the fluctuations on the left (right) barrier
Sfl =
∫ dω
4pi
K
pi
|ω|
[
|φ˜L(ω)|2 + |φ˜R(ω)|2
]
. (B.0.4)
This separation means that the parts of the action corresponding to the left (right)
barriers may be renormalized independently. As the co-efficient in action (B.0.4)
is the same for the left and right parts, it is clear that αL and αR will be renormal-
ized in an equivalent way so that the difference in tunnelling energies αL − αR is
a marginal parameter of the RG - neither increasing or decreasing as the scale is
changed. Consequently, it is again apparent that introducing different tunnelling
energies for the two barriers will not wipe out any of the main features of the
symmetric solution, justifying the detailed study of only the symmetric situation.
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Appendix C
A SMORGASBORD OF MATHEMATICS
In this appendix I provide some further mathematical derivations that have been
used in some of the calculations in the main part of this thesis. For convenience,
the calculations are provided in the order of the chapters in which the results are
used.
• Chapter 9.1
I have used the result that
∞∑
n=1
1
n2(a2 + n2) =
1
a2
∞∑
n=1
[ 1
n2
− 1
a2 + n2
]
= 12a4 +
pi2
6a2 −
pi coth[pia]
2a3 . (C.0.1)
The first part of the sum can be shown by writing Parseval’s theorem for the
function f(x) = x:
∞∑
n=−∞
|an|2 = 12pi
∫ pi
−pi
x2dx, (C.0.2)
where
an =
1
2pi
∫ pi
−pi
dx xe−inx = −i2pi
∫ pi
−pi
dx x sin[nx] = i
n
(−1)n, (C.0.3)
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for n 6= 0 and an = 0 for n = 0. This gives |an|2 = 1n2 so that
∞∑
n=1
1
n2
= 14pi
∫ pi
−pi
x2 dx = pi
2
6 . (C.0.4)
The second sum may be simplified to
∞∑
n=1
1
a2 + n2 =
1
2
[ ∞∑
n=−∞
1
a2 + n2 −
1
a2
]
. (C.0.5)
The infinite sum is then computed (parallel to the Matsubara technique)
with the help of the function coth[piz] which has poles at z = ni with residue
1/pi. In this way, the integral
I =
∫ dz
2pii
coth[piz]
a2 − z2 (C.0.6)
may be computed by closing the contour either around the poles up the
imaginary axis or the poles at z = ±a. The equivalence of these results
gives
1
pi
∞∑
n=−∞
1
a2 − (in)2 =
1
2a coth[pia]−
1
2a coth[−pia] =
1
a
coth[pia]. (C.0.7)
Combining the results of Eqs. (C.0.4),(C.0.5) and (C.0.7) gives the desired
identity Eq. (C.0.1).
Using these results along with the fact that
∞∑
n=1
f(2n−1) = ∞∑
n=1
f(n)− ∞∑
n=1
f(2n)
gives rise to the identity
∞∑
n=1
1
(2n− 1)2((2n− 1)2 + a2) =
pi2
8a2 −
pi tanh[pia/2]
4a3 . (C.0.8)
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• Chapter 9.3
Here I compute the integral
I =
∫ ∞
−∞
dt e−4K ln[it]+iεt = ε4K−1e−2piiK
∫ ∞
−∞
dx e−4K lnx+ix, (C.0.9)
where x = εt. Using complex analysis, for ε > 0 this integral may be closed
in the upper-half plane and collapsed around the branch cut along the neg-
ative x-axis. The logarithm takes a different phase above and below the
branch-cut.
I = Θ[ε]ε4K−1e−2piiK
[∫ 0
−∞
dxe−4K lnx+ix +
∫ −∞
0
dxe−4K(lnx+2pii)+ix
]
= Θ[ε]ε4K−1e−2piiK
[∫ ∞
0
dx (−x)−4Ke−x
]
(1− e−8piiK)
= Θ[ε]ε4K−1e−2piiK2i sin[4piK]
∫ ∞
0
x−4Ke−ix. (C.0.10)
Using the definition of the gamma function Γ(1+b)
a1+b =
∫∞
0 x
be−ax, this can be
written
I = Θ[ε]ε4K−1e−2piiK2i sin[4piK]Γ(1− 4K)
ie−2piiK
= Θ[ε]ε4K−12 sin[4piK]Γ(1− 4K).
(C.0.11)
Finally, using the property of the gamma function Γ(z)Γ(1− z) = pisin[piz] one
obtains the result quoted in the main text,
I =
∫ ∞
−∞
dt e−4K ln[it]+iεt = 2piΓ(4K)Θ(ε)ε
4K−1. (C.0.12)
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• Chapter 11
Here, I will compute the (temporal) Fourier transform of the Keldysh Green’s
function. Using the series definition of the coth function (above), one has
ω coth ω2T = 2T + 4T
∞∑
n=1
ω2
ω2n + ω2
, (C.0.13)
where ωn = 2pinT . The Fourier transform of the Green’s function [G−1]K(ω) ∝
ω coth ω2T is then given by
[G−1]K(t− t′) ∝
∫ dω
2pi e
−iω(t−t′)
[
2T + 4T
∞∑
n=1
ω2
ω2n + ω2
]
= 2Tδ(t− t′) + 4T
∞∑
n=1
∫ dω
2pi e
−iω(t−t′) ω
2
(ω + iωn)(ω − iωn) .
(C.0.14)
Performing the integral
∫ dω
2pi
ωe−iω(t−t
′)
ω ± iωn = −ωnΘ(±(t− t
′))e∓ωn(t−t′), (C.0.15)
means that the sum in the second term of the Green’s function may be sim-
plified (using ωn = 2pinT ) to
−piT
∞∑
n=1
ne−2pinT |t−t
′| = −piT e
−2piT |t−t′|
(1− e−2piT |t−t′|)2 = −
piT
4 cosech
2[piT (t− t′)].
(C.0.16)
Combining these results gives the Fourier transform
[G−1]K(t− t′) ∝ 2Tδ(t− t′)− piT 2cosech 2[piT (t− t′)]. (C.0.17)
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Appendix D
CALCULATION OF TRANSMISSION
COEFFICIENT
In this appendix I calculate the transmission coefficient for a tunnel junction. I
first use a Green’s function approach to calculate the transmission coefficient for
the tunnelling Hamiltonian and then perform a parallel calculation using a (semi-
classical) WKB approach.
D.1 Tunnelling Hamiltonian
I begin with the standard Hamiltonian describing tunnelling between two reser-
voirs,
H =
∑
p,η=L,R
1
Lη
εη,pΨ†η,pΨη,p −
Λ√
LLLR
∑
p,q
[
Ψ†L,pΨR,q + Ψ
†
R,qΨL,p
]
, (D.1.1)
where the field operator Ψ(x) = 1√
L
∑
p
Ψpeipx and Λ is a phenomenological tun-
nelling parameter. Here, the first term describes the energy of the left(right) reser-
voir while the second term describes the tunnelling between them. The current is
x
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defined as I = 〈N˙L〉 = −〈N˙R〉 = i~〈[HT , N ]〉. Calculating these commutators for
bosonic particles gives:
1
LL
√
LLLR
∑
p,q,n
[
Ψ†L,pΨR,q,Ψ
†
L,nΨL,n
]
= − 1√
LLLR
∑
p,q
Ψ†L,pΨR,q, (D.1.2)
1
LL
√
LLLR
∑
p,q,n
[
Ψ†R,qΨL,p,Ψ
†
L,nΨL,n
]
= 1√
LLLR
∑
p,q
Ψ†R,qΨL,p. (D.1.3)
This means the current is defined as
I = −iΛ
~
1√
LLLR
∑
p,q
(
〈Ψ†R,qΨL,p〉 − 〈Ψ†L,pΨR,q〉
)
. (D.1.4)
To compute these averages I use perturbation theory assuming Λ is small.
〈Ψ†R,qΨL,p〉 =
∫
DΨRDΨLΨ†R,q(t)ΨL,p(t)eiS0+iST
= 〈Ψ†R,q(t)ΨL,p(t)〉0 +
iΛ√
LLLR
∑
n,m
∫
dt′
〈Ψ†R,q(t)ΨL,p(t)Ψ†L,n(t′)ΨR,m(t′)〉0
+ 〈Ψ†R,q(t)ΨL,p(t)Ψ†R,m(t′)ΨL,n(t′)〉0
+ ... (D.1.5)
Terms mixing L and R do not appear in the action S0 obtained from the first term
of Eq. (D.1.1) so that the first term in the perturbative expansion is 0. Also, the
only terms appearing in S0 are of the form Ψ†nΨn so that the second term can be
simplified using Wick’s theorem:
〈Ψ†R,qΨL,p〉 =
iΛ√
LLLR
∑
n,m
∫
dt′〈Ψ†R,q(t)ΨR,m(t′)〉0〈ΨL,p(t)Ψ†L,n(t′)〉0δq,mδp,n, (D.1.6)
〈Ψ†L,pΨR,q〉 =
iΛ√
LLLR
∑
n,m
∫
dt′〈Ψ†L,p(t)ΨL,n(t′)〉0〈ΨR,q(t)Ψ†R,m(t′)〉0δq,mδp,n. (D.1.7)
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The Lesser and Greater Green’s functions are defined as
g<p,q(t− t′) = −i〈Ψ†q(t′)Ψp(t)〉δp,q,
g>p,q(t− t′) = −i〈Ψp(t)Ψ†q(t′)〉δp,q. (D.1.8)
This means that the current can be written as
I = Λ
2
~LLLR
∑
p,q
∫
dt
(
−g<R,q(−t)g>L,p(t)− g<L,p(−t)g>R,q(t)
)
. (D.1.9)
For non-interacting, equilibrium bosons, the lesser Green’s function in energy
representation is the same as the Bose-Distribution function, ig<(ω) = 〈Ψ†(q, ω)Ψ(q, ω)〉 =
nB(ω) = 1/(eβ(ω−µ) − 1) so that
ig<p (t) = nB(p)e−iωpt,
ig>p (t) = (1 + nB(p))e−iωpt, (D.1.10)
where the second equation follows from the commutation relation. Using
∑
p
→
L
2pi
∫
dp, the current is given as
I = Λ
2
~
∫
dt
∫ dkdk′
4pi2
[
nRB(k)(1 + nLB(k′))e−it(ωk′−ωk) − nLB(k′)(1 + nRB(k))e−it(ωk−ωk′ )
]
= Λ
2
~
∫
dt
∫
dωdω′ρR(ω)ρL(ω′)
[
nRB(ω)(1 + nLB(ω′))e−it(ω
′−ω) − nLB(ω′)(1 + nRB(ω))e−it(ω−ω
′)
]
,
(D.1.11)
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where ρ(ω) = 12pi
dk
dω is the one dimensional density of states in the left/right lead.
Performing the time integral gives a delta function, leaving
I = 2piΛ
2
~
∫
dωρR(ω)ρL(ω)[nRB(ω)− nLB(ω)]. (D.1.12)
The density of states is defined as ρ(ω) = 1
L
∑
n
δ(ω − ωn) so that the final result is
given by
I = 1
h
∫
dω[nRB(ω)− nLB(ω)]T (ω), (D.1.13)
T (ω) = 4pi
2
LLLR
∑
p,q
Λ2δ(ω − ωp)δ(ω − ωq), (D.1.14)
where ωp are the energy levels in the left lead, ωq are the energy levels in the
right lead, and T (ω) is the transmission coefficient for the tunnelling Hamiltonian.
Here I have utilized Landauer’s idea of conductance as transmission to express
the current in the form of a ‘Landauer-Buttiker’ formula.
D.2 WKB Theory
The WKB theory is a semi-classical method of solving the Schro¨dinger equation,
i~∂tΨ(x, t) = − ~
2
2m∂
2
xΨ(x, t) + V (x)Ψ(x, t). (D.2.1)
The continuity equation is given as
0 = ∂tρ+ ∂xj, (D.2.2)
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where ρ = |Ψ(x, t)|2 and j = ~2mi
(
Ψ†(x, t)∂xΨ(x, t)−Ψ(x, t)∂xΨ†(x, t)
)
. The wave-
function is then written as Ψ(x, t) = √ρe i~φ, where j = ρ
m
∂xφ. This form of the
wavefunction is then substituted back into the Schro¨dinger equation giving
−∂tφ = 12m(∂xφ)
2 + V (x)− ~
2
4mρ∂
2
xρ+
~2
8mρ2 (∂xρ)
2, (D.2.3)
where I have substituted the continuity equation in order to show that the terms
linear in ~ cancel.
A stationary solution to the Schro¨dinger equation has the form Ψ(x, t) = Ψ(x)e−iEt/~,
so that ρ(x, t) = ρ(x) and φ(x, t) = φ(x) − Et. The WKB approximation is to ex-
pand the phase in powers of ~ so that φ(x) = φ0(x) + ~φ1(x) + ~2φ2(x) + ... and
solve the equation order by order as ~ → 0. The semi-classical result is the ze-
roth order term of this expansion, where Eq. (D.2.3) is the classical (Hamilton’s)
equation of motion. At zeroth order, one has
E = 12m(∂xφ0(x))
2 + V (x),
φ0(x) = ±
∫
dx′
√
2m(E − V (x′)). (D.2.4)
The continuity equation gives j = ρ
m
∂xφ(x) = ρm
√
2m(E − V (x)). This must be a
constant as the density ρ is time-independent. This means that ρ = c/
√
2m(E − V ),
where c is a constant. Combining all of this information gives the stationary WKB
wavefunction
Ψ(x) = c
(2m(E − V (x)))1/4 e
± i~
∫
dx′
√
2m(E−V (x′)). (D.2.5)
The WKB approximation breaks down when the momentum k =
√
2m(E − V (x))→
xiv
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0, i.e. near the classical turning points of the potential. At these points, the poten-
tial can be expanded V (x) = V (x0) + (x − x0)V ′(x0), which at linear order in the
Schro¨dinger equation gives rise to an Airy function, but this is beyond the scope
of the approximation required here.
The transmission coefficient is given (to leading order) by the probability of
a particle travelling from x = x− to x = x+, where x± are the classical turning
points of the barrier potential,
T = |Ψ(x−)|
2
|Ψ(x+)|2 ≈ e
− 2~
∫ x+
x−
dx
√
2m(V (x)−E)
. (D.2.6)
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Appendix E
CONTRAST FUNCTION
The contrast function CL(t) = 〈cosφclL(t)〉 is another possible observable of the
system. This can be computed from the action Eq. (11.0.21) following e.g. [87,88].
The retarded and advanced Green’s functions are
[G−1+ ]R(A)(ω) = −4Jc ±
2Kiω
pi
,
G
R(A)
+ (t, t′) =
∫ dω
2pi
e−iω(t−t
′)
−4Jc ± 2Kiω/pi = −
pi
2KΘ(±(t− t
′)). (E.0.1)
[G−1− ]R(A)(ω) = ±
2Kiω
pi
,
G
R(A)
− (t, t′) = ±
∫ dω
2pi
pie−iω(t−t
′)
2Kiω = −
pi
2KΘ(±(t− t
′)). (E.0.2)
Using the Keldysh Green’s function at zero temperature [G−1± ]K(ω) = 4iK|ω|/pi, it
is useful to compute the correlation function
〈(φcl±(t)− φcl±(t′))2〉± =
∫ dω
2pi 〈φ
cl
±(ω)φcl±(ω)〉±(2− 2 cosω(t− t′))
=
∫ dω
2pi iG
K
±(2− 2 cosω(t− t′))
= 12K
∫ ∞
0
dω1− cosω(t− t
′)
ω
= 12K log Λ(t− t
′), (E.0.3)
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for an appropriate cut-off parameter Λ. Also, 〈(φcl±(t) + φcl±(t′))2〉± = 0 following
from chapter 3. Then, expanding the action in terms of the tunnelling energy J
gives, to first order,
〈
eiφ
cl
L
〉
=
〈
eiφ
cl
L +8iJcΦ
∫
dt′φq+(t′)−4iJ
∫
dt′[sinφclL (t′) sinφqL(t′)+sinφclR(t′) sinφqR(t′)]
〉
±
= 2J
∫
dt′
〈
ei(φcl+(t)+φcl−(t′)+8JcΦ
∫
dt¯φq+(t¯)−φcl+(t′)−φcl−(t′)) sin(φq+(t′) + φq−(t′))
〉
±
.
(E.0.4)
This average can be computed using the identity
〈
eiA
〉
= e−
1
2〈A2〉, the Green’s
functions above and the fact that 〈φqφq〉 = 0 due to the causality structure (see
chapter 5). The exponent then becomes
−12
〈(φcl+(t)− φcl+(t′))2〉+ + 〈(φcl−(t)− φcl−(t′))2〉− + 8Jc ∫ dt¯〈[φq+(t¯)(φcl+(t)− φcl+(t′))
+
(
φcl+(t)− φcl+(t′)
)
φq+(t¯)
]〉
+
∓
〈
φq+(t′)
(
φcl+(t)− φcl+(t′)
)
+
(
φcl+(t)− φcl+(t′)
)
φq+(t′)
〉
+
∓
〈
φq−(t′)
(
φcl−(t)− φcl−(t′)
)
+
(
φcl−(t)− φcl−(t′)
)
φq−(t′)
〉
−
. (E.0.5)
Using the property of Green’s functions GR(t, t) + GA(t, t) = 0 and the identities
given above, this average may be expressed as
−12
 1
2K log Λ(t− t
′) + 12K log Λ(t− t
′) + 16JcΦi
∫
dt¯
(
GR+(t, t¯)−GR+(t¯, t′)
)
∓ 2i
(
GR+(t, t′) +GR−(t, t′)
) = − 12K log Λ(t− t′) + 4piiJcΦK (t− t′)∓ piiKΘ(t− t′).
(E.0.6)
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Assuming the tunnelling is switched abruptly, J(t) = JΘ(t− t0) one then has
〈
eiφ
cl
L
〉
= 2J sin pi
K
∫ t
t0
dt′ [Λ(t− t′)]− 12K ei2Φω0(t−t′), (E.0.7)
where ω0 = 2c/L. Taking the real part of this, the contrast function is given by
CL(t) = 2JΛ−
1
2K sin pi
K
∫ t−t0
0
dx cos(2Φω0x)
x
1
2K
= 2JΛ− 12K sin pi
K
(t− t0)1− 12K
1− 12K
1F2
[1
2 −
1
4K ;
1
2 ,
3
2 −
1
4K ;−Φ
2ω20(t− t0)2
]
,
(E.0.8)
where 1F2 is an hyper-geometric function and the result of the integral is only
valid for K > 1/2 giving the same critical K as the main text. A parallel calcula-
tion may also be performed for the right end of the channel. In the limit Φ → 0
the function is given as
CL(t) = 2JΛ−
1
2K sin pi
K
(t− t0)1− 12K
1− 12K
, (E.0.9)
while in the limit (t− t0) 1/(Φω) one has
CL(t) = 2
J
ω0
(
ω0
Λ
) 1
2K
sin pi
K
sin pi4KΓ
(
1− 12K
)
|2Φ| 12K−1. (E.0.10)
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