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 The two-fluid model is a widely used approach for the modeling of two-phase flows, 
consisted of two separate sets of mass, momentum, and energy conservation equations for the liquid 
and gas phases. In the two-fluid model, the interaction between the phases is determined by the 
mass, momentum, and energy transfer terms, which in turn are a function of the interfacial area 
concentration and the driving flux. Hence, it is important that the closure models for the interfacial 
area concentration and the driving fluxes are validated and benchmarked extensively for a wide 
range of flow conditions. Different approaches to predict the interfacial area concentration are 
available such as the static correlations and the Interfacial Area Transport Equation (IATE). In this 
work, the closure models of the two-fluid model, particularly those of the mass conservation 
equation, are studied and validated under flashing conditions with additional modifications 
proposed to improve the accuracy of the models.    
 Three sets of experiments are performed in this work with a closed-loop test facility. Two-
phase parameters are measured with four sensor conductivity probes at five axial locations along 
the test section, consisted of 3 m of heated length, followed by 2 m of unheated length. Two-phase 
measurements such as void fraction, interfacial area concentration, and gas velocity, as well as flow 
parameters such as flow rate, fluid temperature, and pressure are measured in the experiments. The 
first set is a natural circulation experiment carried out with an annulus test section, while the second 
and third sets are forced convective flashing experiments carried out with an annulus and an 
annulus-to-pipe test section. In the natural circulation experiment, measurements are taken at three 
location in the heated length and two in the unheated length to observe the change of two-phase 
parameters across the entire test section. On the other hand, for the forced convection experiments, 
all five measurements are taken at the unheated length to increase the axial resolution of the data. 
The data are useful for the validation of one-dimensional thermal hydraulic systems codes and 
multi-dimensional Computational Fluid Dynamics (CFD) tools.  
 The forced convection flashing data are used to benchmark the systems code, 
RELAP5/MOD3.3 where the void fraction is slightly underpredicted. The benchmarking of the 
static correlations used by RELAP5/MOD3.3 and TRACE to calculate the interfacial area 
concentration shows inaccuracy, suggesting that the existing model is underpredicting the 
interfacial mass generation rate. The data is also used for benchmarking the decoupled one-group 
IATE where the result suggests the need of separate treatments of small and large bubbles. The 
analysis is extended for the coupled two-group model with IATE using the interfacial mass 
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generation models from RELAP5/MOD3.3 and TRACE where the results indicate the need of an 
improved interfacial mass generation model to match the drastic growth of bubbles under flashing 
conditions.   
 Interfacial mass generation models are derived from the mass-energy balance equation for 
group-2 bubbles with the spherical and cylindrical growth assumptions. A different Nusselt number 
correlation is also suggested for the one-group interfacial mass generation model. The models are 
implemented to the coupled two-group model with IATE for benchmarking and favorable 
predictions are obtained, especially for the model based on the cylindrical growth assumption. 
Sensitivity studies are performed to investigate the effects of heat transfer characteristic length 
scale, initial superheat, group-2 shape coefficient, and relative velocities. Furthermore, the coupled 
two-group model with IATE are benchmarked against flashing flows with near zero initial void 
fraction and flows with an initial condensation phase followed by a flashing phase. Various 
approaches to model the nucleation of bubbles from surface discontinuities are explored and 
benchmarked. Lastly, modifications are proposed to the interfacial area concentration correlation. 
The modified correlation is coupled to the one-group void transport equation and benchmarked 
with the newly acquire dataset where improved predictions are obtained. 
 This work has paved the way for several opportunities for future work. Future experimental 
works should include the expansion of the current experimental dataset to cover a wider range of 
flow conditions in different flow geometries. Further validation of the proposed interfacial mass 
generation model and the modified interfacial area concentration correlation under different 
flashing conditions is also necessary. The proposed closure models should be implemented to 
simulation tools such as system analysis codes and CFD codes and validated extensively. Lastly, 
improvements to the bubble interaction mechanism models and the bubble shape factors of the 
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A  area [m2] 
ai  interfacial area concentration [1/m] 
Ct  bubble interface roughness factor [-] 
Co  distribution parameter [-] 
C∞  asymptotic value of the distribution parameter [-] 
cp  specific heat capacity [J/kg-K] 
D  diameter [m] 
Dc  critical bubble diameter [m] 
Dh  hydraulic diameter [m] 
f  particle distribution function [m-6] 
fb  bubble number frequency [1/s] 
g  acceleration due to gravity [m/s2] 
G  mass flux [kg/m2-s] 
h  specific enthalpy [J/kg] 
hc  condensation heat transfer coefficient [W/m2-K] 
hfg  latent heat of vaporization [J/kg] 
Ja  Jakob number [-] 
j  superficial velocity [m/s] 
k  thermal conductivity [W/m-K] 
Lc  heat transfer length scale [m] 
m  mass [kg] 
Nuc  condensation Nusselt number [-] 
P  pressure [Pa] 
Pr  Prandtl number [-] 
pc  fraction of bubbles in the inertially controlled region [-] 
Re  Reynolds number [-] 
 S  particle source per unit mixture volume [m-6] 
U  rise velocity [m/s] 
v  local velocity [m/s] 
t  time [s]  
T  temperature [K] 
WG  channel gap width [m] 
z  axial location [m] 
 
Greek  
α  void fraction [-] 
αgs  void fraction of group-1 bubbles in liquid slug [-] 
αt  thermal diffusivity [m2/s] 
β  non-dimensional boundary diameter [-] 
Г  mass generation rate per unit volume [kg/m3-s]  
Δtf  duration of liquid slug [s] 
ΔTsub  liquid subcooling [K] 
∆z  node length [m] 
ε  turbulent eddy dissipation rate [m2/s3] 
η  condensation volume sink term [kg/m3-s] 
κ              group-2 shape coefficient [-] 
μ  dynamic viscosity [Pa-s] 




ρ  density [kg/m3] 
σ  surface tension [N/m]  
ϕ  interfacial area source/sink term [1/m-s]  
ϴ*  non-dimensional bubble wrap angle [-] 
χ  inter-group mass transfer coefficient [-]  
ψ  shape factor [-] 
 
Subscripts 
b  boundary/bubbly flow regime 
bc  boundary 
CO  inertially controlled condensation 
Conv  convection 
c  critical 
DP  pressure change 
f  liquid condition 
g  vapor condition 
in  inlet or inflow condition 
j  interface 
max  maximum 
min  minimum 
PC  thermally controlled condensation 
p  peak  
RC  random collision 
SO  shearing off 
sat  saturation condition 
sb  slug bubble 
Sm  Sauter Mean 
TI  turbulent impact 
t  total 
WN  wall nucleation 
WE  wake entrainment  
 
Mathematical symbols 
‹ ›  area averaged quantity 
« »  void fraction weighted area averaged quantity 
max()  maximum function 
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CHAPTER 1. INTRODUCTION 
Two-phase flows are common in engineering systems across different industries including energy, 
transport, chemicals, etc. A good understanding of two-phase flows is vital for designing efficient 
engineering systems and ensuring the safety limits of these systems. One of the main challenges in 
the study of two-phase flows, especially phase-change flows, lies in its multiscale nature. The 
understanding of the fundamental physics has seen significant improvements over the years which 
allows the development of sophisticated computational tools to model and predict two-phase flows. 
Recently, a lot of effort was focused on the verification of these computational tools through 
validation with experiments spanning different two-phase phenomena, flow geometries, and 
parameters.  
1.1. Significance 
Accurate modeling of two-phase flow is important for predicting the complex thermal 
hydraulic phenomena in various engineering systems that are often very large with intricate 
geometries and designs. Consequently, full-scale experimentations of these systems are usually 
expensive and time-consuming. Therefore, the other approaches of predicting two-phase flows with 
models that have been well-tested and validated with scaled experiments are often preferred. The 
modeling of two-phase flow has undergone significant advances in the past few decades, especially 
for gas-dispersed flow, in terms of the theoretical frameworks and the necessary constitutive 
relationships. 
  The modeling of two-phase flows with local instant formulations based on single-phase 
formulations provides significant challenges due to the presence of multiple deformable moving 
interfaces that are difficult to solve analytically and numerically. Therefore, to avoid the difficulty 
of resolving the local instant features, different methods of averaging are often adopted to obtain 
the macroscopic features of two-phase flows. Besides, two-phase flows are also categorized into 
different scales and the flow physics of each scale have to be considered differently in the 
formulation and closure relations to minimize the cascading effects and to ensure the accuracy of 
the models. These include the system scale where system transients and component interactions are 
important; the macroscopic scale where the two-phase interface structure and the transport of mass, 
momentum, and energy are addressed; the mesoscale where the turbulence effects for momentum, 
energy, and interfacial exchanges of mass, momentum, and energy transfer are considered; and the 




approaches are adopted by researchers for two-phase flow modeling, namely the homogeneous 
equilibrium model which assumes equal temperature, velocity, and pressure between phases, the 
separated flow model which relaxes the restriction on equal velocities between phases, and the two-
fluid model which treats each phase as a separate fluid with its own set of governing balance 
equations [2], [3]. Among the three time-averaged approaches, the two-fluid model is the most 
rigorously defined formulation of the thermodynamics of two-phase flow systems in the full three-
dimensional as well as the area-averaged forms. 
 The two-fluid model forms the basis of reactor safety codes that are heavily relied upon for 
determination of safety margins, course of accident progression, design of new reactor concepts 
and systems, regulatory justification, as well as recovery of conservatism imposed by regulations. 
Although high fidelity tools like Computational Fluid Dynamics (CFD) codes are able to provide 
more information than reactor safety codes, it is impractical to simulate a full-scale nuclear reactor 
system due to its size and complexity. Consequently, safety analysis codes like RELAP5 and 
TRACE continue to play an important role in reactor analysis and require continuous improvement 
through better modeling and rigorous validation.  
 Given the increasing reliance on passive cooling systems based on natural circulation 
during normal operation and accident scenarios by recent nuclear reactor designs, it is important to 
ensure that current safety analysis codes are able to predict two-phase flows accurately under the 
operational regime of these reactors that is typically low-pressure and low-flow conditions. A study 
by Fullmer et al. [4] that utilizes subcooled flow boiling data in a vertical annulus to validate 
RELAP5/MOD 3.3 indicates that two-phase phenomena like condensation and flashing that occur 
in the unheated chimney section under low-flow, low-pressure condition tend to be underpredicted 
by the code. The accurate prediction of phase-change processes, namely boiling, condensation, and 
flashing, is especially important for passively cooled reactor designs as the flow condition is tightly 
coupled to the two-phase parameters, especially void fraction. Consequently, errors in the predicted 
void fraction will propagate to the flow rate thus substantially impacting the predicted cooling 
capability of the reactor. Significant improvements of the current constitutive relations are 
necessary to overcome these new challenges. Thus, in the effort to improve the current two-phase 
simulation capability, this work focuses on the modeling of flashing flow, which is an important 
phase-change process in these new reactor designs.   
 In the next sections, the formulation of the two-fluid model is first discussed, followed by 
existing approaches to compute the interfacial area concentration, including transport methods such 




and static correlations. Finally, the required improvements, objectives of the project, and the outline 
of this document are presented. 
1.2. Theoretical Background 
1.2.1. Two-fluid Model 
 The two-fluid model is formulated by considering each phase separately [3], [5]. It 
constitutes a set of conservation equations that govern the balance of mass, momentum, and energy 
for each phase, which results in a total of six conservation equations. One of the biggest strengths 
of the two-fluid model over other mixture-based approaches is its ability to capture the dynamic 
and non-equilibrium interactions between the liquid and the gas phases in two-phase flow, thus 
allowing it to be applied in a wide range of flow conditions. However, the larger number of balance 
equations also increases the complexity of the model in terms of the number field equations and 
the constitutive equations needed for the closure of the model. Hence, the accuracy of the two-fluid 
model is dependent on the modeling of these constitutive equations. This is particularly true for the 
terms that govern the interaction terms between the phases, denoted as, 
k
 , Mk, and Ek, which are 
the mass, momentum, and energy transfers to the kth phase from the interfaces. The balance 
equations for the two phases are coupled by the interaction terms, without which the balance 
equations are essentially independent. The general balance equations for mass, momentum, and 
enthalpy for the kth-phase are, 
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k, are the void fraction, density, mass-weighted mean gas velocity, 
pressure, mass-weighted mean gravity, mass-weighted mean virtual enthalpy, mean viscous stress, 
turbulent stress, mean heat conduction flux, turbulent heat flux for the kth phase; Γk, Mik, vki, τki, pki, 




shear stress, interfacial pressure, interfacial enthalpy, interfacial heat flux, and viscous dissipation 
for the kth phase.  
 For the current work, the focus is on the mass generation term, 
k
 , defined as, 
 ,k i ka m=   (1.4) 
where ai is the interfacial area concentration and 
km is the mass generation per unit area of the k
th 
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where Ls, vi, T, n, and j are the length scale of the interface, the interface velocity, the averaging 
time, the normal vector, and the jth interface passing through a point in time T. As shown by Eq. 
(1.4), the interfacial area concentration dictates the degree of coupling between the two phases and 
the accuracy of the modeling of the mass generation term is decided by the ability to predict the 
interfacial area concentration.  
 Currently, in thermal hydraulic system codes like RELAP5 and TRACE, interfacial area 
concentration is determined using flow-regime dependent static correlations. While the static 
correlations are easy to use, one of their main drawbacks is the inability to reflect the true dynamic 
of the evolving two-phase flow structures. In addition, the correlations depend on flow-regime 
transition criteria that are often validated with steady-state experiments within a certain operational 
range. To overcome this limitation, Kocamustafaogullari and Ishii [6] proposed the Interfacial Area 
Transport Equation (IATE) to dynamically predict the local, instantaneous interfacial area 
concentration to better capture the effects of changes in interfacial structure and flow regime 
transitions. Furthermore, the discontinuities from the flow-regime transition criteria are eliminated 
with the IATE.  
 The two-group two fluid model is proposed to model two-phase flows in higher void 
fraction regimes due to the difference in mechanisms governing small bubbles and large irregularly 
shaped bubbles [7]. Spherical and distorted bubbles are categorized as group-1 bubbles while cap, 
slug, and churn-turbulent bubbles are categorized as group-2 bubbles. The separate treatment of 
both bubble groups results in an extra set of balance equation for the gas phases. According to 
Hibiki et al. [8], in the two-group two-fluid model, the gas-phase mass conservation equations for 
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which combine to total gas-phase mass conservation equation, 
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k are the void-
weighted mean viscous stress, turbulent stress, mean heat conduction flux, and turbulent heat flux 
for the kth phase and q"ki is the interfacial area concentration weighted interfacial heat flux for the k
th 
phase. Additional closure relations for the two-fluid two-group IATE model are provided by Hibiki 
et al. [8].Considering the difficulty of solving for nine balance equations, a simplified two-group 
two-fluid model is proposed by Sun et al. [9] by combining the two gas-phase momentum equations 
and the two gas-phase energy equations with the assumptions that the pressure, temperature, and 
interfacial shear for both groups of bubbles are the same. The interfacial velocities for both bubble 
groups are approximated as the averaged group-1 and group-2 velocities where the relative velocity 
between both groups can be solved using the modified drift flux model for one-dimensional flows.  
1.2.2. Transport Approach for Modeling Interfacial Area Concentration 
1.2.2.1. Interfacial Area Transport Equation 
 The Interfacial Area Transport Equation (IATE) was first proposed by 
Kocamustafaogullari and Ishii [6] based on the Boltzmann transport equation by correlating the 
interfacial area of the fluid particle to the particle number [1]. There are two types of source and 
sink terms, namely the source/sink due to a change in number density of bubble and the source/sink 
due to a change in bubble volume. Changes in the number density of bubbles are due to phase-
change mechanisms such as wall nucleation and condensation and interaction mechanism that leads 
to bubble coalescence or break-up of bubbles. Meanwhile, changes in bubble volume are caused 
by a change in pressure or by interfacial heat transfer that, depending on the superheat or subcooling 
of the bulk fluid, leads to bubble expansion or bubble contraction through condensation. In three-
dimensional form, the IATE for bubbly flow is given as, 
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where ϕph, ηph, and ϕj are the interfacial area source/sink term due to phase change, the volume 
change due to phase change, and the interfacial area source/sink term due to bubble interaction 
mechanisms, respectively [10], [11]. The terms in the bracket on the RHS of Eq. (1.18) represent 
the change in interfacial area concentration due to volume change at a fixed bubble number density 
while the other terms outside the bracket represents change in interfacial area concentration due to 
a change in bubble number density. The phase change term, ηph, is subtracted from the volume 
change term to avoid double counting as the mechanisms are already considered in ϕph. 
 A significant amount of effort has been devoted into the understanding and modeling of 
bubble interaction mechanisms such as random collisions between bubbles that leads to 
coalescence and turbulent impact that causes bubble breakup [10], [11]. Hibiki and Ishii [11] model 
the interfacial area source due to turbulent impact through the bubble-turbulent eddy collision 
frequency and the breakup efficiency and the sink term due to random collision through the 
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where 
TI
 , RC , , and are the source term due to turbulent impact, sink term due to random 
collision, surface tension, and energy dissipation. The maximum allowable void fraction, ,g max is set 







RCC are numerical constants that are determined experimentally as 0.264, 0.188, 1.37, and 1.29, 
respectively. Additionally, bubble interaction mechanisms in flow channels of different geometries 
have been investigated by many previous studies, such as Kim [12] on rectangular channels, Wu et 
al., [10] and Hibiki and Ishii [11] on round pipes, Hibiki et al. [13] on small diameter pipes, Schlegel 
et al., [14] on large diameter pipes, and Hibiki et al. [15] on annuli. While the development of 
bubble interaction models is vital for the accuracy of the hydrodynamics effects in the IATE, 
previous studies by Park et al. [16] Brooks et al. [17], Ma et al. [18], and Brooks and Hibiki [19] 




mechanisms is negligible compared to the phase-change mechanisms in flows with thermal non-
equilibrium. 
 In addition to adiabatic flow, the one-group IATE is applied in subcooled boiling flows by 
several recent studies. The phase change mechanisms considered in subcooled boiling flows are 
wall nucleation, growth of vapor bubble due to bulk evaporation, and shrinkage and collapse of 
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where Nn, fd, Dd, H , and Ac are the nucleation site density, bubble departure frequency, bubble 
departure diameter, heated perimeter, and the cross-sectional area of the boiling channel, 
respectively. The active nucleation site density describes the number of active nucleation site per 
surface area, the bubble departure frequency represents the rate of bubbles leaving the active 
nucleation sites, and the bubble departure diameter defines the size at which bubbles leave the 
nucleation sites. One of the most widely adopted active nucleation site density models is developed 
by Hibiki and Ishii [20] mechanistically by considering the size and cone angle distributions of 
cavities that are actually present on the heated surface. The model is validated extensively with 
pool boiling and forced convective data with an average prediction error of ±28.5%. A bubble 
departure diameter and frequency model are developed by Brooks and Hibiki [21] using an energy 
balance approach. The models are validated with a comprehensive database and are shown to be 
accurate to within 22% and 34% respectively, which is a significant improvement compared to 
other available models. The ability to accurately model the wall nucleation area source term is vital 
for the performance of one-group IATE in phase-change flows as wall nucleation produces a 
significant amount of small bubbles, thus is the most important source of interfacial area 
concentration [21]. Furthermore, wall nucleation also represents the boundary condition for gas-
phase production in subcooled boiling flow. In addition to wall nucleation, evaporation also 
contributes to the volumetric vapor production term, Γg. Basu et al. [22] provide a review of the 
evaporation and wall nucleation heat flux models for subcooled boiling based on the wall 
partitioning method. The wall nucleation volume source term, ηWN, must be subtracted from the Γg 
















 is significantly smaller compared to the area source term and is often neglected [1]. In subcooled 
boiling, bubbles condense when the surrounding liquid temperature is lower than the saturated 
temperature and the mechanisms are represented in the one-group IATE the inertially-controlled 
condensation term, 
CO and the thermally-controlled condensation term, PC . On the other hand, 
under high-void fraction flashing conditions where interfacial heat transfer occurs primarily 
between the large bubbles and the liquid phase, the effects of wall nucleation and condensation are 
negligible and thus are removed from the one-group IATE for simplicity. Consequently, the only 
mechanism that contributes to the Γg term in the one-group IATE is bubble expansion due to 
evaporation of the surrounding superheated liquid, which is modeled based on the approaches 
discussed earlier.  
 The three-dimensional formulation of the IATE is coupled with the two-fluid model and 
implemented into Computational Fluid Dynamics (CFD) codes by previous studies [23]–[28].  
Albeit the significant uncertainties, the simulations of the radial void fraction and interfacial area 
concentration are generally reasonable. While multidimensional simulation of the void fraction and 
interfacial area concentration provides useful insights to phase-change flows, it is often very 
computationally expensive and is not suitable for the full simulation of a nuclear reactor. Thus, the 
one-dimensional area-averaged IATE, obtained by cross-sectional averaging of the three-
dimensional form of the IATE, is often preferred for its simplicity. The one-dimensional IATE can 
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  (1.23) 
where ‹ ›, « »ai, and « » represent the area-averaged parameter, interfacial area concentration 
weighted parameter, void-weighted parameter, respectively. The interfacial area-weighted gas 
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where the area-averaged void fraction, ‹αg›, can be determined from the void-transport equation 
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If the void fraction is known then the IATE and the void transport equation can be decoupled and 
the vapor generation term, g , can be determined directly from Eq. (1.25) using experimental 
data for void fraction, velocity, pressure, and temperature. Through steady-state assumption and 
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where ϕEx, ϕph, ϕDP, ϕj, and ϕConv are the source term due to expansion, the source/sink term due to 
phase change, the source/sink term due to pressure change, the source/sink term due to the jth bubble 
interaction mechanism, and the source/sink term due to convection, respectively.  
 The introduction of the two-group two-fluid model to account for the different mechanisms 
that govern group-1 and group-2 bubbles requires a two-group formulation of IATE that treats both 
bubble groups separately. The additional bubble group requires an extra set of conservation 
equations for the gas phase; thus, it is important that the gas phase is tracked and partitioned 
correctly to ensure accuracy of the IATE. The bookkeeping of the bubble group is done through 
the inter-group mass transfer term, which is introduced in the two-group IATE to account for the 
inter-group transformation of bubbles through phase-change mechanisms, interaction mechanisms, 
and pressure change. Bubbles are assigned into a group based on their diameters where the 
boundary between both groups is set as the maximum diameter of distorted bubbles. The two-group 
IATE was first proposed by Ishii and Kim [7] and is recently modified to its most current form by 
Kumar and Brooks [29] to correct for the inter-group mass transfer coefficient that accounts for 
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where 
,i iv , ,ph i , i
 ,
,g i , ,j i , ,ph i , and are the interface velocity, volume change rate per unit 
volume, intergroup mass transfer coefficient, mass generation rate per unit volume, interfacial area 
sink/source term due to bubble interaction, and interfacial area sink/source term due to phase-
change for the i-th group, and the group-2 shape coefficient. The two-group IATE can be solved 
by coupling them with the two-group void transport equations as, 
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  (1.31) 
where 
,12j  is the net volume transfer rate from group-1 bubbles to group-2 bubbles due to the j-th 
interaction between the two bubble groups. 
 A tremendous amount of effort has been devoted towards the formulation and 
benchmarking of interaction mechanisms for the two-group IATE. Five categories of interaction 
mechanisms are proposed by Ishii et al. [30], namely coalescence due to random collisions driven 
by turbulence, coalescence due to wake entrainment, breakup due to impact of turbulent eddies, 
shearing off of small bubbles from cap bubbles, and the breakup of large cap bubbles due to flow 
instability on the bubble surface. The slug-to bubbly transition is studied by Hibiki and Ishii [31] 
where the focus is on four of the two-group interaction mechanisms proposed by Ishii et al. [30]. 
The breakup of small bubbles from cap bubbles and the coalesces of small bubbles into cap bubbles 
are ignored by Hibiki and Ishii [31] due to the low bubble count in the transition regime of the 
experimental conditions studied. In total, six interaction mechanisms are studied by Hibiki and Ishii 
[31], namely, coalesces of two spherical/distorted bubbles into a  spherical/distorted bubble due to 
random collision, coalescence of two cap bubbles due to wake entrainment, coalescence of a 
spherical/distorted bubble and a cap bubble due to wake entrainment, breakup of a 
spherical/distorted bubble into two spherical/distorted bubbles due to turbulent impact, breakup of 
a cap bubble into two cap bubbles due to turbulent impact, and breakup of a cap bubble into a cap 
bubble and a small bubble due to turbulent impact. The two-group area-averaged IATE is 
benchmarked with upward adiabatic air-water pipe data and an excellent agreement with the 
experimental data is obtained where the mean relative error is 3.61% [31]. 
 The mechanistic interaction mechanism models for bubbly flow, slug flow, and churn-
turbulent flow are developed by Fu and Ishii [32]. Five major bubble interactions are adopted by 
Fu and Ishii [32], namely, the coalescence due to random collisions driven by turbulence, the 
coalescence due to wake entrainment, the breakup upon the impact of turbulent eddies, the breakup 
due to shearing-off, and the breakup of large-cap bubbles due to flow instability on the bubble 




performed to simplify the interaction terms according to their nature and order of magnitude. 
Finally, a total of nine interaction mechanisms are proposed by Fu and Ishii [32]. The two-group 
area-averaged IATE with the proposed interaction mechanisms is benchmarked by Fu and Ishii [33] 
with adiabatic air-water data, where an average error of less than 10% is obtained for bubbly flows, 
approximately 15% for bubbly-to-slug transition and slug flows, and 11% for churn-turbulent flows. 
 Later on, the two-group IATE for bubbly, cap-turbulent, and churn-turbulent flows is 
developed by Sun et al. [34] for confined channel. Five major bubble interactions are adopted by 
Sun et al. [34], namely, the coalescence due to random collisions driven by turbulence, the 
coalescence due to wake entrainment, the breakup upon the impact of turbulent eddies, the breakup 
due to shearing-off, and the breakup of large cap bubbles due to flow instability on the bubble 
surface, which results in a total of fourteen source/sink interaction terms. Unlike the previous 
models by Hibiki and Ishii [31] and Fu and Ishii [32], a correlation for inter-group mass transfer 
coefficient is formulated by Sun et al. [35] using experimental data. The benchmark of the model 
shows that it has a maximum error of approximately 7%. 
 An optimization of the coefficients in the interaction mechanisms using the one-
dimensional two-group IATE is performed by Schlegel et al. [14] for upward air-water flows in 
large diameter pipes (0.152 – 0.304 m), assuming an inter-group mass transfer coefficient of one. 
Satisfactory results are obtained by the studies with the root-mean-squared error of 34.9%. Wang 
et al. [36] modify the models by Fu and Ishii [32] by replacing the uniform bubble size distribution 
assumption with a lognormal distribution. However, only minor improvement is obtained from the 
modification. To properly reflect the change of the bubble distribution, empirical constants of the 
original models are also optimized. The finalized model is benchmarked with an adiabatic air-water 
experiment in a small-diameter pipe where the accuracy of the prediction is observed to improve 
significantly compared to the original model by Fu and Ishii [32]. 
While a substantial amount of effort has been focused on the interaction mechanisms in 
air-water flow, the focus on the two-group IATE model in phase change flows has been lacking. A 
comprehensive experimental and modeling study on the application of the two-group IATE in 
subcooled boiling is first performed by Ozar [37]. In the study, constitutive models for two-group 
IATE for evaporation, wall nucleation, flashing, and bulk condensation are reviewed by Ozar [37]. 
Later on, the two-group IATE is validated by Brooks et al. [17] in subcooled boiling flows with the 
data by Ozar et al. [38] by incorporating bubble layer averaging [15] for the group-1 IATE and area 
averaging for the group-2 IATE. Brooks et al. [17] concludes that in subcooled boiling flow, the 




expansion, and bulk condensation while the dominant mechanism for group-2 bubbles is the 
expansion of group-1 bubbles. Brooks et al. [17] also identify that the contribution of interaction 
mechanisms is negligible in subcooled boiling flows.  
1.2.2.2. Multiple Size Group (MUSIG) Model 
 The multiple size group (MUSIG) model is widely used in the modeling of two-phase flow 
[39]–[45]. The MUSIG model treats the continuous population size distribution function as M 
number size fractions and balances the mass conservation of each size fraction by the inter-fraction 
mass transfer through particle interaction mechanisms that leads to bubble coalesces or breakup. 
Additionally, the overall population size distribution function can be solved explicitly with source 
terms within the transport equations.  
 The MUSIG model is categorized into two categories, namely the homogeneous MUSIG 
model, which assumes all bubbles travel at the same velocity, and the inhomogeneous MUSIG 
model, which divides the dispersed phase into N number of velocity fields [46]. The separate 
treatment of particle velocity by the inhomogeneous MUSIG model improves its robustness and 
allows the model to be implemented in two-phase flows where bubbles undergo shape and size 
deformations [47]. 
 The fundamental formulation of the MUSIG model is described by the discretized 
population size equation, given as, 







V   (1.32) 
where Ni, diV , and Ri are the number density, velocity, and source term for the i-th class dispersed 
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V   (1.33) 
where αd, d
i , fi, and iR
 are the void fraction, density, a scalar variable, and the source term for the 
i-th class dispersed phase, respectively. The continuity in the form of Eq. (1.33) is directly 
applicable for the homogeneous MUSIG model since it assumes all dispersed phases travel at the 
same velocity. On the other hand, the continuity equation for the inhomogeneous MUSIG model is 








j j i d d d









V   (1.34) 
where 1, ji M    represents the bubble size class and  1,j N  represents the velocity group. The 
continuity equations are supplemented with additional relations as, 
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The source and sink rates, Rʹ and Rʹʹ defined as, 
 ,C C B Bi i i iR B DR B D =  = − + −   (1.36) 
where the letters B and D represent the birth and death rate of the dispersed phase while the 
superscripts B and C represent breakup and coalescence of the dispersed phase. Bubble interaction 
mechanisms that can lead to the birth and death of a bubble for a certain group includes bubble 
coalescence and breakup due to various mechanisms, such as coalescence due to turbulence, 
laminar shear, wake-entrainment and eddy-capture [48]. 
 The MUSIG model is generally used in CFD applications, especially for polydispersed 
bubbly flows [46], [48]. It has also been implemented in the commercial CFD code, CFX4.4 by 
Yeoh and Tu [49] to account for the wall nucleation and condensation in the subcooled boiling 
regime. However, the model struggles to predict slug or churn-turbulent flows [50]. 
1.2.3. Static Correlation Approach for Modeling Interfacial Area Concentration 
Currently, reactor thermal hydraulics system codes like RELAP5 and TRACE depend on 
static correlations to determine the interfacial area concentration. For dispersed two-phase flow, 
the interfacial area concentration is correlated based on basic parameters related to two-phase flow 
structures such as the Sauter mean, drag, volume equivalent, and surface diameters, and other 
macroscopic parameters such as void fraction, and number density [51]. The interfacial area 
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where rSm, rV, and rS are the Sauter mean radius, the volume equivalent radius, and the surface 
equivalent radius [51]. Using the definitions of volume and surface equivalent radii, Eq. (1.37) can 
be written as, 
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=   (1.38) 
where Nd is the number density of bubbles. According to Ishii and Mishima [51], Eq. (1.37) is 
suitable for adiabatic flow because the size of the particles may be determined from the initial and 
boundary conditions. On the other hand, Eq. (1.38) is more appropriate for phase-change flows as 
the sizes of particles undergo changes due to phase-change. Ishii and Mishima [51] also emphasize 
the consideration of shape factors for distorted bubbles as the ratios of the equivalent radii are not 
equal to one.  
 For slug and churn turbulent flows, a correlation for the interfacial area concentration is 
derived geometrically by Ishii and Mishima [51] based on the schematic shown in Figure 1. 
 
Figure 1: Schematic representation of slug-flow pattern. 
The void fraction of group-1 (spherical/distorted) bubbles in the liquid film and liquid slug, αgs, can 



















Using a similar approach, the total void fraction of a large slug bubble alone in the total mixture, 

























  (1.40) 
According to Ishii and Mishima [51], using the above relations, the interfacial area concentration 
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Since the ratio of the diameter to the length is almost always much lower than four, and the ratio 




















  (1.42) 
where Ct is the roughness parameter introduced to account for the irregularity of the interfaces 
around the large bubbles due to turbulent motions. The first term on the RHS of Eq. (1.42) 
represents the contributions from slug bubbles while the second term represents the contributions 
from spherical and distorted bubbles. In bubbly flow, αgs is equal to αg, thus only the second term 
remains.  
However, the correlation in Eq. (1.42) requires a prior knowledge of the Sauter mean 
diameter of group-1 bubbles, which is a function of the group-1 interfacial area concentration. In 
order to overcome this, RELAP5 and TRACE calculate the interfacial area concentration with 
correlations modified from Eq. (1.42) in conjunction with different closure relations.  
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where the roughness factor is assumed to be equal to two. The <DSm,1> in the original formulation 




maximum diameter of a bubble, Dmax. The maximum bubble diameter is related to the Weber 








=   (1.44) 
where f , vr, σ are the liquid density, relative velocity between bubble and liquid, and surface 














,  (1.45) 
where 
bs  and sa  are the void fraction limits for bubbly-to-slug transition and slug-to-annular 
transition, respectively. They are defined as, 
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where L , G, gv , and g are the lower void limit, mass flux, gas velocity, and gas density, 
respectively.  
 Similar approach is used by TRACE [53] to calculate the interfacial area concentration. 















+   (1.47) 
where the roughness parameter is taken as unity, and the group-1 bubble diameter, Db is estimated 
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  (1.49) 
1.3. Required Improvements 
 Several major improvements have been identified in the modeling of adiabatic phase-
change flow, particularly flashing. They are the following,  
1. Currently, the interfacial mass generation rate in flashing flow is modeled without the 
consideration of the differences in bubble type, where large cap and slug bubbles are often 
treated similarly to small spherical bubbles. Given the difference between the shape and size 
of the two bubble groups, the interfacial heat transfer in the larger cap and slug bubbles are 
expected to behave differently than that in spherical bubbles. Hence, a different formulation of 
interfacial mass generation rate that captures the effects of bubble shape and size is required 
for the larger bubbles to improve the modeling of flashing flow. 
 
2. While the IATE has been extensively benchmarked with adiabatic air-water flows, similar 
effort is still lacking for phase-change flows, particularly flashing. A coupled simulation of the 
IATE and the void transport equation is yet to be performed for flashing flow. Therefore, the 
interfacial mass generation term, as well as other closure relations in the IATE, have not been 
systematically reviewed and benchmarked. 
 
3. In thermal hydraulic system codes, the interfacial area concentration is calculated with static 
correlations that are dependent on flow regime maps. While these correlations lack the 
capabilities to dynamically predict the interfacial area concentration, they are widely used due 
to their simpler formulations. As these correlations are often developed geometrically with 
idealized bubble shapes, their applicability in the highly chaotic flashing flow remains 






4. In general, more experimental conditions are required for the benchmark of the IATE for 
flashing flows. However, flashing datasets with highly resolved measurements of two-phase 
parameters are still lacking in the literature. Ozar et al. [38] provide several flashing cases in 
their database but, with only three measurement ports downstream of the adiabatic inlet, the 
lack of resolution in the axial direction limits their usefulness as two-phase parameters can 
undergo drastic changes in a short distance in flashing flows. Hence, there is a need for a 
comprehensive flashing dataset that covers a wide range of flow conditions. 
 
1.4. Objectives 
The main contribution of this work is to evaluate the current state of two-fluid model 
capabilities in flashing flows, and, to achieve this goal, the following objectives have been met: 
1. To address the lack of high-quality flashing flow data for code benchmarking by designing and 
constructing a closed-loop test facility with a test section scaled based on a BWR subchannel 
and to perform experiments to acquire an extensive adiabatic steam-water flow database, 
focusing on flashing conditions.  
 
2. To benchmark RELAP5/MOD3.3 with flashing datasets under different flow conditions and 
geometries and to investigate and improve the interfacial mass generation models currently 
used in thermal hydraulic systems codes such as RELAP5/MOD3.3 and TRACE. 
 
3. To review and benchmark the interfacial area concentration correlations used in 
RELAP5/MOD3.3 and TRACE with the newly acquired datasets. 
 
4. To review and analyze the current formulation of the one-group and two-group IATE models 
and validate the models against the newly aquired dataset and evaluate their limitations. 
 
5. To propose an interfacial mass generation model, derived from the mass-energy balance 
equation, for group-2 bubbles in flashing flows, and to implement it to the coupled two-group 
model with IATE for benchmarking against the flashing datasets. 
 
6. To benchmark the coupled two-group model with IATE against flashing flows with near zero 





7. To propose modifications to the existing RELAP5/MOD3.3 interfacial area concentration 
correlations and implement it to the one-group void transport equation with the proposed 
interfacial mass generation for benchmarking against the flashing datasets.  
1.5. Outline of the Document 
 
 The existing approaches to model the interfacial mass generation rate and existing 
experimental data for flashing flows are discussed in detail in Chapter 2 and serve as the starting 
point for the research work. The need for flashing data with high-resolution two-phase 
measurements is addressed in Chapter 3 with the in-depth discussion of the test facility and 
instrumentations used in the experiments. Two-phase measurements from select conditions are also 
included to exhibit the behavior and pattern of two-phase parameters under flashing conditions. 
Snap shots from high-speed videos recorded from the experiment are used to discuss the effects of 
flow-geometry change on flashing flows. Distributions of bubble duration, chord length, and 
number frequency are presented to demonstrate the use of conductivity probe data beyond the 
traditional time-average manner. In Chapter 4, RELAP5/MOD3.3 is benchmarked with the flashing 
datasets. Furthermore, the validation of the interfacial area concentration correlations from 
RELAP5/MOD3.3 and TRACE is also carried out. One-group and two-group IATE simulations 
are performed to examine their ability in predicting flashing flows. In Chapter 5, group-2 interfacial 
mass generation models are derived from the mass-energy balance equation using the spherical and 
cylindrical bubble growth assumption. The models are implemented to the coupled two-group 
model with IATE and benchmarked with the newly acquired flashing datasets. Sensitivity studies 
are performed to understand the effects of heat transfer characteristic length scale, initial superheat, 
group-2 shape coefficients, and relative velocities on the accuracy of the predictions. Various 
approaches to model the bubble nucleation mechanism in flashing flow are discussed and 
implemented to improve the prediction of the coupled two-group model with IATE under flashing 
flows with near zero initial void fraction and flows with an initial condensation phase followed by 
a flashing phase. Modifications are proposed to the interfacial area concentration correlation and 
coupled to the one-group void transport equation for benchmarking. Finally, the research work is 





CHAPTER 2. EXISTING WORK 
This chapter describes the existing work done on flashing flows, focusing on both modeling 
approaches and experimental datasets. Current approaches of modeling the interfacial mass 
generation rate are first discussed, focusing on the formulation as well as the Nusselt number 
correlations used for computing the heat transfer coefficient that dictates the rate of bubble growth 
in flashing flows. Additionally, existing flashing experimental datasets are discussed next and the 
need for a comprehensive dataset that covers a wide range of flow conditions is highlighted.  
2.1. Phase Change Modeling in Flashing Flows 
 Flashing is the phase-change (vaporization) of liquid due to depressurization that causes 
the saturated temperature to fall below the bulk fluid temperature. According to Liao and Lucas 
[54], flashing is characterized by high thermal non-equilibrium across the liquid-gas interphase and 
the expansion of bubble is limited by the interphase heat transfer rate. In general, there are three 
types of depressurization that can lead to flashing, namely, dynamic pressure drop in a flowing 
system caused by an increase in flow channel area, sudden release of pressure from a high-pressure 
system to a low-pressure environment through safety relief valve, cracks, or other containment 
failures, and decrease in hydrostatic pressure along a vertical flow path [54]. These processes are 
illustrated in Figure 2. 
 
Figure 2. Different types of depressurization in a fluid system. 
 Flashing is widely studied due to its applications and presence in different industries such 
as the aerospace industry where it is implemented in the fuel spray atomization in engines [55]. An 
in-depth understanding of flashing is fundamental to the safety of fluid systems in different 




accidents (LOCA) due to pressure vessel breach or parts failure [56] in the nuclear industry. 
Besides, the need for an accurate modeling of flashing is highlighted by new reactor designs that 
rely on natural circulation for cooling during normal operation or accident scenarios as they are 
more susceptible to flashing-induced instability, thus posing a risk on the integrity of the fuel [57], 
[58]. Under these circumstances, flow properties such as vapor generation rate and other two-phase 
parameters are key to the economics and safety of these reactors. The focus of this work is on 
internal flashing of two-phase flow in an unheated vertical flow channel due to hydrostatic pressure 
drop. Many theoretical and experimental studies have been carried out in the past few decades to 
model flashing flows. Most of these models include different simplifications due to the complex 
nature of flashing flows such as the assumption of pressure equilibrium at the interface. In this 
section, the underlying physics of flashing flows are summarized and the past studies on the 
phenomenon are reviewed. 
 A comprehensive review of flashing for subcooled, pure liquid is provided by Liao and 
Lucas [54] where the different stages of the phenomenon such as flashing inception, nucleation, 
and bubble growth are discussed extensively. According to Liao and Lucas [54], the flashing of 
pure subcooled liquid under homogeneous nucleation can only happen under carefully controlled 
laboratory conditions with pure substance and perfectly clean vessels, and no wall effects. In reality, 
heterogenous nucleation tends to occur before homogeneous nucleation due to the existence of 
nuclei or gaseous seeds in the liquid and microcavities on the wall of the vessel. Three common 
methods are employed to model heterogenous nucleation of pure liquid, namely, the homogeneous 
seeding model, the step function model, and the nucleation model [54]. The first model assumes 
that a certain amount of small vapor bubbles exists homogeneously within subcooled liquid and 
these bubbles grow according to certain power-law once the liquid becomes superheated. In the 
second model, the bubble number density increases exponentially from a negligibly small value to 
a maximum value as the superheat threshold is crossed, under the assumption that all nucleation 
occurs within a narrow metastable region that can be taken as a point, line, or a surface, depending 
on the number of dimensions considered. The superheat threshold is often determined empirically 
and is a function of surface conditions, liquid properties, depressurization rate, etc. The last model 
introduces a non-equilibrium nucleation zone where bubbles are generated through bulk 
homogeneous, bulk heterogenous, and wall nucleation, where bulk homogeneous is often ignored 
as it requires a significantly higher superheat to occur. Using this method, Riznic and Ishii [59] 
proposed a flashing model based on the wall nucleation theory, bubble growth model, and drift-




Kocamustafaogullari and Ishii [60]. The model is validated with two sets of experimental data for 
critical flows through a nozzle and a satisfactory agreement is obtained.  
 The growth of vapor bubble in flashing has been studied extensively in the past. As it is a 
non-linear moving boundary problem, the bubble growth cannot be solved analytically without 
making simplifying assumptions, one of them being the assumption that the bubbles are spherical 
and symmetric [56]. The growth of a bubble is separated into three stages, namely the surface 
tension dominant stage at the beginning, followed by an intermediate stage that is inertially 
controlled, and finally the thermally-controlled stage [56]. Surface tension plays a dominant role in 
the earliest stage of bubble growth, but the importance of surface tension diminishes as the bubble 
radius increases. Following that is the inertial-controlled stage where bubble growth is primarily 
controlled by the bubble vapor pressure, which is assumed to be equal to the saturated vapor 
pressure. This essentially implies that the vapor and liquid temperature are almost equal, and the 
heat transfer between the phases is negligibly small. As implied by the name, the growth of a bubble 
in this stage is driven by the mechanical expansion. As a bubble grows to a sufficiently large size, 
an inflow of thermal energy is required to sustain its growth. The thermally controlled stage is also 
known as the asymptotic stage because bubble growth increases at a monotonously slowing rate. 
The vapor temperature is taken as the saturation temperature of liquid, which is lower than the 
actual bulk temperature. The resultant thermal non-equilibrium in this stage is more substantial 
than the previous stage and it consequently determines the growth rate of a bubble. 
 Many previous studies on flashing flow are attributed to the modeling of the vapor 
generation rate. One method to determine the vapor generation rate is through the growth rate of a 
bubble in the form of,  




= ,  (2.1) 
where g , g , Rb, and ai are the vapor generation rate per unit volume, vapor density, bubble radius, 
and bubble interfacial area concentration, respectively. Generally, for small, spherical bubbles with 
a negligible slip velocity, conduction is the dominant heat transfer mode in the bubble boundary 
layer and convection is often ignored  [56]. Under these assumptions, the bubble growth is 
















where f  is the liquid thermal diffusivity [61]. Using the assumption of a thin thermal boundary 
layer where interfacial heat transfer takes place, Eq. (2.2) is utilized in conjunction with Fourier’s 
law by Fritz and Ende [62] to solve for the asymptotic bubble radius as,  
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where f , g , Cp,f, Tf, Tsat, and hfg are the gas density, liquid density, liquid specific heat capacity, 
bulk fluid temperature, saturation temperature, and the latent heat of vaporization, respectively. 
Later on, Forster and Zuber [63] formulate the bubble growth equation based on Rayleigh’s 













  (2.5) 
where r, r1, and C are non-dimensional bubble radius defined with respect to the initial bubble 
radius, R0 as ( ) 0/r R t R= , the initial non-dimensional radius with a value of r1=1.015, and a 
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Using a similar method, Plesset and Zwick [64] independently provide an analytical solution for 















  (2.7) 
Both solutions by Forster and Zuber [63] and Plesset and Zwick [64] are validated with 
experimental data at atmospheric pressure with superheat ranging from approximately 2 – 6 oC and 
are found to have good agreement with the experimental data. However, the modeling of bubble 




mechanisms such as bubble deformation, slip between the liquid and gas phase, and bubble 
interactions can no longer be neglected.  
 Another more general approach is to model vapor generation rate as a function of interfacial 
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where q″ and hfg are the heat flux across the interfacial boundary and the latent heat, respectively. 
The heat transfer within the vapor bubble is often ignored by assuming a uniform temperature 
within the bubble and only heat transfer on the vapor side is considered. With that, the heat flux 
across the boundary is expressed as,  
 ( ),f satq h T T− =   (2.9) 
where h, Tf, and Tsat are the overall heat transfer coefficient between surrounding liquid and the 
interface, liquid temperature, and saturation temperature, respectively. The accuracy of this 
approach relies on the heat transfer coefficient, which is determined through models that are derived 
analytically or empirically and correlated with experimental data. The heat transfer coefficient is 
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where kf and L are the thermal conductivity of liquid and a characteristic heat transfer length scale, 
often taken as the diameter of the bubble, respectively. Many Nu correlations exist in the literature 
but almost all of them are modeled for small isolated spherical bubbles and the effects of 
deformation, bubble interactions, and rotation are usually ignored. Given the importance of the heat 
transfer coefficient, various Nusselt number correlations are discussed extensively in this work.  
 The Nusselt number correlation for small spherical bubble can be obtained by manipulating 
the bubble growth model by Plesset and Zwick [64] given in Eq. (2.7) through an energy-balance 


















where only heat transfer through conduction is considered. Similarly, considering only conduction, 
and using the hyperbolic heat conduction equation, an analytical solution for bubble growth is 
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The bubble growth model is validated with experimental data at pressures of 1 bar and 0.05 bar 
with superheat ranging from 18 to 39 oC. The model predicts bubble radius well with the 
experimental data at 1 bar with a superheat of 18 oC but overpredicts at higher superheat and lower 
pressure conditions [65].  
 For flow with higher void fraction, the effect of slip between the liquid and the gas phases 
on the interfacial heat transfer rate has to be considered. Ruckenstein [66], assuming an independent 
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where Db and vr are the bubble diameter and the relative velocity between the bubble and the 
surrounding liquid, respectively. In addition to analytical solutions, empirical correlations are 
widely used to determine the interfacial heat transfer coefficient. One of the widely used correlation 
is proposed by Ranz and Marshall [67] by studying the evaporation of spherical liquid droplet in 
hot air flow as, 
 2 A BNu CRe Pr= +   (2.15), 













and empirical constants determined as A = 0.5, B = 0.33 and C = 0.6. The study is restricted to a 
Reynolds number of not more than 200 with air temperature ranging from 85-220 oC. Over the 
years, several empirical constants are suggested to modify the correlation to suit different flows 
and applications [68]–[71]. Similar experiment is carried out by Lee and Ryley [72] to examine the 
evaporation of spherical liquid droplet in steam instead of hot air flow. The experiment is restricted 
to Reynolds number of 64 – 250, stream pressure of 1 – 2 atm, and superheat of approximately 3 – 
34 oC. The proposed correlation has a similar form to the original Ranz-Marshall correlation but 
with the empirical constant, C = 0.74. 
 On the other hand, Wolfert [73] proposes a Nu correlation by combining the effect of 
conduction and convection as, 
 ,ConvCondu NuN Nu +=   (2.17) 
where different bubble growth models, including those by Plesset and Zwick [64] and Forster and 
Zuber [63] are used to calculate NuCond while the model by Ruckenstein [66] is used for NuConv. 
Similar approach is used by Saha et al. [74] to formulate Nu as,  
 
2 2 ,Cond ConvNN uu Nu +=   (2.18) 
for the prediction of heat transfer rate in flashing nozzle flows. The correlation is validated with 
experiments with pressure ranging from approximately 1 – 4 atm with superheat of roughly 1.5 – 
12 oC. 
 In addition to conduction and convection, the effects of wake and turbulence are considered 
by some Nu models. Yearling and Gould [75] measure the convective heat and mass transfer rate 
from single droplets of water, methanol, and ethanol and concludes that Nu increases with respect 
to turbulence intensity. Ruckenstein [66] suggests that the contact surface between the liquid and 
the bubble is constantly renewed due to turbulent eddies and each volume of liquid only remains at 
the interface for a short time before mixing with the bulk of the liquid. Danckwerts [76] proposes 
that while turbulence renews the volume elements at the interface, it dies out near the interface 
which causes the occurrence of interfacial heat and mass transfer to remain on a molecular level. 













turb is the turbulent time scale estimated with the ratio between the Kolmogorov length,  
and the velocity scale, v as /turb v =  [61], [76]. Wolfert et al. [77] introduces the turbulent 
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where kt is given as a function of liquid thermal conductivity and liquid velocity as, 
 0.8t f fk k v= . (2.21) 
 Feng and Michaelides [78] carry out numerical calculations for transient heat transfer from 
a sphere under flow conditions of Reynolds number ranging from 0 to 2000, and Peclet number 
ranging from 0 to 1000. The correlation is given as, 
 1/3 1/3 1/30.1 .0.922Nu Pe eRe P= + +   (2.22) 
The Navier-Stokes equations are first solved to obtain the velocity field around the spherical 
particle, which is subsequently used to solve for the energy equation and derive the heat transfer 
rate from the particle. The simulation is validated with the Nu correlation by Whitaker [79] and 
experimental data by Yuge [80] with good agreement. 
 It should be noted that all models discussed so far are for spherical bubbles. While most 
past works are focused on the modeling of Nusselt number for spherical bubbles, more effort is 
required to understand the interfacial heat transfer for large, irregularly shaped bubbles like slug or 
churn-turbulent bubbles. Schwellnus and Shoukri [69] proposes the interfacial heat transfer 




f P f r fh Pr
C
C v −=  , (2.23) 
where CD is the interfacial drag coefficient for annular flow. On the other hand, Dobran [81] 
suggests a Nu correlation for churn-turbulent flow interpolating between the Nu correlations for 
bubble and annular flows using the void fraction, αg, as, 
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where ha, hb, αg,a, αg,b, and αg,CT are the heat transfer coefficient in annular flow, heat transfer 
coefficient in bubbly flow, void fraction for annular flow, void fraction for bubbly flow, and void 
fraction for churn-turbulent flow, respectively. The heat transfer coefficient in bubbly flow is 
determined using the Nu correlations proposed by Ranz and Marshall [67]. For annular flow, the 
heat transfer coefficient is determined using the correlation by Dittus and Boelter [82] and is 
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where kg and Dh are the vapor thermal conductivity and hydraulic diameter of the flow channel.    
2.2. Existing Experimental Work 
 One of the challenges of the modeling of flashing flow is the lack of highly resolved 
experimental data for the accompanying validation work, particularly for flashing due to 
hydrostatic pressure drop. Most of the experimental datasets available in the open literature focus 
on flashing due to dynamic pressure drop from area change and sudden pressure release. Some of 
the most widely used flashing datasets in the literature are the Edwards and O’Brien rapid 
depressurization experiment [83], the ‘Moby Dick’ experiment by Reocreux [84], carried out in a 
straight flow channel with a conical expander, and the Brookhaven National Laboratory (BNL) 
experiment [85] designed to study flashing in flows through a converging-diverging nozzle. Even 
though these experiments provide void fraction as the only two-phase measurement, they are 
widely used for model validation by works such as Saha et al. [74], Riznic and Ishii [59], Downar-
Zapolski et al. [86], Elias and Chambre [87], Kolev [88], and Liao and Lucas [89]. 
 In recent years, increasing interest is given on flashing caused by hydrostatic pressure drop, 
partly due to the new nuclear reactor designs that utilize natural circulation for cooling the reactor 
core for post-accident, long term cooling. In natural circulation the flow is driven by the difference 
in density caused by a heat source and is thus more sensitive to fluctuations in void fraction, heat 
transfer, and pressure drop, which makes it highly susceptible to flow instabilities that could 
potentially compromise the integrity of the fuel [57]. An extensive literature review of past works 
focusing on natural circulation and instabilities is provided by Zhang et al. [90]. Given the 
importance of flashing in natural circulation, accurate modeling of the phenomenon is paramount 
for the safe operation of nuclear reactors. However, this remains a challenge partly due to the lack 
of high-resolution flashing data in the literature. As noted by Manera et al. [91], previous works 




flashing flows in vertical pipes caused by hydrostatic pressure drop because the physics involved 
are different.  
 Most experimental works on flashing focus on its effects on the thermal hydraulics of the 
overall flow system and not on the direct measurement of local two-phase parameters. Manera and 
van der Hagen [92] study the characteristics of flashing induced instabilities under natural 
circulation with the CIRCUS facility, focusing  on low power and low pressure conditions, which 
are typical during reactor startups. The work manages to identify an unstable operational region 
that exists between stable single-phase and two-phase operation conditions where flashing is 
determined to be the cause of the instabilities. The characteristics and causes of the flow oscillations 
that occur under these unstable conditions are also discussed extensively. Kuran et al. [93] also 
study startup instabilities in a natural circulation BWR with the PUMA facility at Purdue University 
with reactor dome pressure ranging from 55 kPa to 1 MPa. The work observes signatures of 
condensation and flashing-induced oscillations and concludes that the magnitude of flow 
oscillations will be greater in a full-height prototype reactor due either to the more pronounced 
flashing or higher condensation rate in the longer chimney section. Similar work is also performed 
by Shi et al. [58] who carry out experiments with the Purdue Novel Modular Reactor (NMW) to 
study natural circulation instability in a BWR-type small modular reactor during startup. Flashing 
instabilities and density wave oscillations are observed during different phases of startup. Shi et al. 
[58] report that the effects of flow instability are diminished at elevated system pressure and power-
ramping rate has no significant impact on the occurrence of flow instability.  
 Additionally, experimental works focusing on the collection of two-phase parameters in 
flashing flows have also been carried out by several researchers. Manera et al. [91] perform three-
dimensional flow pattern visualization with wire-mesh sensors in stationary and transient upward 
flashing flows at atmospheric pressure. While the work reports detailed radial distribution of void 
fraction, other important two-phase parameters such as the interfacial area concentration are not 
measured. Ozar et al. [38] study phase-change phenomena such as subcooled flow boiling, 
condensation, saturated boiling, and flashing while also providing local two-phase measurements 
at multiple axial locations along an annulus test section to investigate the evolution of the two-
phase parameters in different flow conditions. The facility used by Ozar et al. [38] is scaled based 
on a boiling water reactor subassembly with an annulus test section and other auxiliary components. 
The test section has a total length of 4.477 m, where the first 2.845 m is the heated section and the 
remaining 1.632 m is the unheated riser region. The test section is composed of a 38.1 mm diameter 




axial locations along the test section, with the first two locations in the heated section, the third at 
the boundary between the heated and unheated sections, and the last two in the unheated riser 
section. The facility is set up to study subcooled boiling flow in the heated section and condensation 
or flashing in the unheated section. Measurements of pressure and bulk temperature are also taken 
in addition to the two-phase parameters. A pump is used to drive the flow in the facility and a globe 
valve located upstream of the inlet of the test section is used to control the flow of fluid into the 
test section along with the pump speed controller. A magnetic flow meter located downstream of 
the globe valve is used to measure the flow rate of fluid into the test section. An 18 kW preheater 
is installed downstream of the flow meter to set the flow inlet temperature at the test section. 
Downstream of the test section is a shell-and-tube-type heat exchanger used for removing heat from 
the facility. The facility is pressurized with high-pressure nitrogen tanks, working in conjunction 
with a regulator and an accumulator tank. Since the main objective the work by Ozar et al. [38] is 
not on the expansion of the available flashing dataset in the literature, only a small portion of the 
total conditions of both works are useful for the validation of flashing flow modeling. The 
applicability of the datasets in flashing flow modeling is further limited by the lack of axial 






CHAPTER 3. EXPERIMENTAL APPROACH 
The need for a comprehensive flashing dataset, particularly one with highly resolved measurements 
of two-phase parameters, has been elaborated on in Chapter 2. In order to expand the available 
datasets in the literature, flashing experiments are carried out with two types of flow geometries, 
namely an annulus and a circular pipe, under natural circulation and forced convection conditions. 
In this chapter, the experimental approach, including the experimental facility and the 
instrumentations, is described in detailed. Several cases are selected for in-depth discussions to 
highlight the complexity of flashing flow. Additionally, area-averaged plots are included to show 
the behavior of two-phase parameters under different system pressures. Photographs from high-
speed videos are also included to show the structures of two-phase flow under flashing conditions. 
Details of the experiments are available in the works by Ooi et al. [94], Kumar et al. [95], and Ooi 
et al [96]. 
3.1. Experimental Facility 
3.1.1. Description of Components 
The schematic of the test facility is shown in Figure 3 where it is comprised of three main 
sections, namely the primary loop, the test section bypass, and the pressurizer. In the primary loop, 
a centrifugal pump (Grundfos, Olathe, KS), capable of operating at a maximum liquid temperature 
of 180°C and a maximum pressure of 1 MPa, is used to drive the flow for forced convection 
experiments. The liquid flow rate is regulated with the built-in controller of the pump. Located 
downstream of the pump is an electromagnetic flow meter (Siemens, Hauppauge, NY) used to 
measure the liquid flow rate. After leaving the flow meter, liquid enters a vertical 18 kW preheater 
(Watlow, St. Louis, MO), which is used for setting the inlet subcooling to the test section. The 
preheater is controlled with a PID controller (Tempco, Wood Dale, IL) based on a thermocouple 
located at the exit of the preheater. A globe valve is installed downstream of the preheater to allow 
fine adjustment of flow rate and to stabilize flow by fixing the inlet pressure drop via a loss 
coefficient. The globe valve is used in conjunction with the pump controller to set the flow rate to 
the desired value. After the globe valve, liquid enters a header and is divided into four separate 
lines before entering the test section through an injection port to ensure a uniform flow rate. In the 
test section, flow is heated by a cartridge heater before entering a shell-and-tube condenser 
(American Industrial Heat Transfer Inc., Zion, IL) with an 80 kW capacity, located downstream of 
the test section exit. Vapor is condensed in the heat exchanger before returning to the pump. The 




line. In addition to setting the test section inlet pressure, the pressurizing tank provides a 
compressible space to absorb pressure fluctuations in the primary loop. 
 
Figure 3: (a) Schematic of the experimental facility. 
The test section is a 5.03 m long vertical annulus with an inner diameter of 19.05 mm and 
an outer diameter of 38.1 mm, resulting in a hydraulic diameter, Dh ,of 19.05 mm. The inner rod 
the annulus comprises of a cartridge heater, followed by an unheated stainless-steel rod. The 
stainless-steel cartridge heater rod with a total length of 3.49 m has a 3 m heated section which is 
preceded by a cold lead section of length 0.34 m and succeeded by a cold end section of length 0.15 
m. The unheated portion of the test section consists of a 19.05 mm diameter stainless-steel rod of 
length 1.84 m attached to the cold end section of the heater rod. The rods are connected with a 
carefully machined male-female thread to form a smooth transition. The beginning of the test 
section, which is defined from the inlet pressure tap, is 0.2 m upstream of the start of the heated 
section. The cartridge heater rod can produce a maximum heating power of 54 kW with an 
equivalent heat flux of 300 kW/m2. Power to the heater rod is provided using a solid-state controller 
unit. A summary of the facility is provided in Table 1. Three K-type thermocouples are embedded 
at various axial locations along the cartridge heater to monitor the heater surface temperature. Five 
instrumentation ports and two glass view ports are installed on the test section for data collection 




minimize heat loss to the surroundings. Furthermore, six spacers are used along the test section to 
ensure proper alignment of the inner rod. The heat loss and pressure loss of the test facility are 
determined to be negligible.  
Table 1: Summary of the annulus facility 
Parameter Value 
Geometry Vertical internally heated annulus 
Inner diameter [mm] 19.05 
Outer diameter [mm] 38.1 
Heated length [m] 3.0 
Unheated length [m] 2.03 
Maximum design pressure [kPa] 1000 
Maximum heater power [kW] 54 (300 kW/m2) 
Maximum inlet velocity [m/s] 4.0 
The test bypass serves two purposes: to divert flow from the pump outlet to the condenser 
outlet during forced convection and to serve as the return path for flow exiting the condenser during 
natural circulation. It is designed to divert 5 to 10 times the flow rate in the test section to ensure a 
constant boundary condition across the test section by providing a stable flow rate. The water level 
in the pressurizing tank is maintained at approximately three-fourths of the tank height while the 
remainder serves as a compressible space. The primary loop and the pressurizing tank are connected 
via a long surge line to prevent diffusion of nitrogen into the degassed primary loop. 
3.1.2. Instrumentation 
  
 The measurement ports are used to obtain the local pressure, temperature, and two-phase 
measurements, as shown in Figure 4. The traversing mechanism installed on the instrumentation 
port allows the measurement of local fluid temperature and two-phase parameters at different radial 
locations in the flow channel using thermocouple and four-sensor conductivity probe, respectively. 
The traversing mechanism consists of a traversing table (Thor Labs, Newton, NJ) controlled using 
a precision screw gauge with a resolution of 10 µm fitted onto an angle plate which is attached to 
the instrumentation port using a stainless-steel bellow. A Conax compression seal fitting (Conax 
Buffalo Technologies, Buffalo, NY), screwed into the angle plate, holds the conductivity probe or 
thermocouple in place. In addition to ensuring a flexible coupling between the traversing table and 
the instrumentation port, the bellow acts as a flexible sealant for pressure and temperature up to 1 
MPa and 180 °C, respectively. The traversing mechanisms for the conductivity probe and 
thermocouple are positioned normally to each other. A pressure tap is machined on another side of 
the instrumentation port at the same elevation as the tip of the conductivity probe. System pressure 




injection port while the pressures at the instrumentation ports are measured using a differential 
pressure transducer with reference to the inlet pressure. The summary of the instrumentation used 
in the experimental facility is provided in Table 2. 
  
Figure 4: (a) 3-D drawing of an instrumentation port with the traverses. 
Table 2: Summary of the instrumentation in the experimental facility 
Measurement Instrument Axial Locations 
Void fraction  
Gas velocity  
Interfacial area concentration  




(11 radial locations)  
Bulk liquid temperature T-type Thermocouples 10 
Wall temperature K-type Thermocouples 3 
Pressure Pressure Transducer 10 
Inlet liquid flow rate Magnetic flow meter 1 
 Local two-phase parameters, namely void fraction, interfacial area concentration, bubble 
interface velocity, and Sauter mean diameter, are measured using four-sensor conductivity probes. 
The working principle behind the conductivity probe, first proposed by Neal and Bankoff [97], is 
based on the difference in conductivities between the gas and the liquid phases. A single-sensor 
probe consists of an insulated needle with its tip exposed. Voltage is applied to the sensor and when 
it comes into contact with the conducting liquid, the circuit between the sensor and the ground is 
completed, yielding a baseline signal. Conversely, when the tip is in contact with the non-
conducting gas phase, the circuit is broken, and a high voltage signal is produced. The single-sensor 
conductivity probe measures the local time-averaged void fraction by determining the proportion 
of time occupied by the gas phase. The double-sensor conductivity probe allows the measurement 
of bubble interface velocity through the time-delay between the signals and the distance between 
both sensors, from which the interfacial area concentration is obtained. The double-sensor 
conductivity probe relies on two key assumptions, namely all bubbles are spherical in shape and 




another shortcoming of the double-sensor conductivity probe is it can only measure the bubble 
interface velocity component along the probe orientation.  
 Four-sensor conductivity probes are used in this study to measure local two-phase 
parameters such as void fraction, interfacial area concentration, gas velocity, and Sauter mean 
diameter.  As shown in Figure 5, the four-sensor conductivity probe consists of one leading sensor 
and three trailing sensors, where each sensor is an insulated needle with an exposed tip. The design 
of the conductivity probe used in this study is based on that by previous researchers such as Kataoka 
et al., [99], Revankar and Ishii [100], and Kim et al., [12] while the signal processing algorithm is 
based on the works by Fu [101] and Kim et al. [12]. For processing, spherical and distorted bubbles 
are categorized as group-1 while cap and slug bubbles are categorized as group-2 with the group 
boundary defined as the maximum distorted bubble diameter, as described by Sun et al. [34] for 
the annulus and Fu [101] for the circular pipe. Due to its small size, the conductivity probe is 
designed to have negligible effects on the upstream flow. Along with other measured values, the 
uncertainties of the two-phase parameters are included in Table 3. Due to the similarity of 
conductivity probe design and data-processing algorithm, the measurement uncertainties by Ozar 
et al.[38], Worosz et al. [102], Kim et al. [103] are referenced for in this work.  
  





Table 3: Summary of measurement uncertainty in the experimental facility 
Measurement Maximum uncertainty 
Pressure [kPa] ± 1.5 
Temperature [oC] ± 0.5 
Mass flux [kg/m2s] ± 3.0 
Void fraction [-] ± 5% a 
Gas velocity [m/s] ± 10% a 
Interfacial area concentration [m-1] ± 10% a 
a Ozar et al.[38], Worosz et al. [102], Kim et al. [103]  
3.2. Experimental Procedures and Test Matrix 
 In this work, three sets of experiments are carried out, namely a natural circulation 
experiment with the annulus test section, a forced convection experiment with the annulus test 
section, and a forced convection experiment with the annulus-to-circular pipe test section. Minor 
modifications are made to the test facility and procedure according to the experiments.  
3.2.1. Natural Circulation Experiment with Annulus Test Section 
 In the natural circulation experiment, three measurement ports are installed in the heated 
section and two are installed in the unheated section to capture the evolution of two-phase 
parameters through the length of the test section. A CAD drawing of the facility in natural-
circulation configuration is shown in Figure 6. 
 
Figure 6: CAD model of facility in natural circulation configuration with labeled components and 




 Before the desired flow condition is set, the non-condensable gases in the water is removed 
through a rigorous degassing procedure. Once the system is degassed, the main heater is turned off 
and the preheater is set to the temperature desired at the test section inlet, which is lower than the 
saturation temperature at system pressure. After the desired inlet temperature is achieved, the 
preheater and the pump are turned off while the power of the main heater is increased gradually 
until the desired power is reached. The pump isolation ball valve (Component F) is shut off 
completely and the bypass ball valve (Component E) is opened fully to create a flow loop that 
bypasses the pump.  
 The test conditions are set up based on four flow parameters, i.e. the system pressure, the 
main heater heat flux, the inlet temperature, and the fluid flow rate. The system pressure is 
controlled through the pressurizing tank, the heat flux is adjusted by changing the power level of 
the main heater, the inlet temperature is set through the power level of main heater in conjunction 
with the amount of heat removed from the condenser, and the flow rate is changed through adjusting 
the frictional loss supplied at the globe valve (Component D). The frictional loss coefficient, kloss, 
of this valve is correlated from forced convective tests for various valve positions, as shown in 
Figure 7. The flow rate of the cooling water on the secondary side of the condenser is adjusted to 
achieve steady-state conditions.  
 
Figure 7. Loss coefficient of globe valve. 
 Two-phase parameters and fluid temperatures are measured at 11 radial locations in the 
test section. Five instrumentation ports are indicated by Locations 1.1 – 1.5 (z/Dh = 79.3, 128.7, 
168.0, 214.3, 247.3 relative to Location 1.0) in Figure 6. For this work, the focus is on the last three 




ranges: system pressure of 145-950 kPa, inlet subcooling of 6.4-47.4 °C, heat flux of 50-275 kW/m2, 
and inlet loss coefficient of 22-310. The mass flux is not an independent control parameter but a 
consequence of varying the four other independent parameters. For the range of conditions 
considered, the natural circulation rates resulted in mass flux of 182 to 590 kg/m2-s in the annulus 
section. A stable condition is defined as one that remains within ±2 kPa and test section mass flux 
of ±7.5 kg/m2-s over the duration of the experiment (approximately 2 hours). This criterion was 
observed to not impact the measured two-phase parameters. The range of conditions included in 
the database is shown in Table 4. More details on the experiments are included in the work by Ooi 
et al. [94]. 
Table 4. Summary of test matrix for natural circulation experiments. 
Parameter Value 
No. of conditions 107 
System pressure [kPa] 145-950 
Heat flux [kW/m2] 50-275 
Mass flux [kg/m2s] 182-590 
Inlet subcooling [oC] 6.4-47.4 
Inlet loss coefficient [-] 22-310 
Test section inlet Reynolds number [-] 11636-61317 
Test section inlet subcooling number [-] 3.4-81.4 
Phase change number [-] 4.4-77.5 
3.2.2. Discussion of Two-Phase Data 
 In this subsection, the general characteristics of the natural circulation data are discussed. 
The local measurements of conductivity probes and thermocouples are first discussed, followed by 
the area-averaged values. The select condition shows the local measurements with features 
common among conditions where flashing is observed. The local two-phase parameters measured 
by the conductivity probe are the void fraction, αg, the interfacial area concentration, ai, the gas 
velocity, vg, and the Sauter mean diameter, DSm. In addition, the black-circle markers in the local 
plots represent group-1 bubbles (small spherical/distorted bubbles) while the blue-square markers 
represent group-2 bubbles (cap/slug/churn-turbulent bubbles). Ports 1-5 refer to Locations 1.1-1.5 
in Figure 6. The heated length spans ports 1-3 ending at port 3, while the unheated length spans 
ports 3-5. The local probe measurements are taken at 11 non-dimensional radial locations 
(henceforth referred to as radial location), with location 0.0 being the inner wall of the flow channel 
(which has a uniform heat flux condition in the heated section) and location 1.0 the outer wall. 
More radial resolution is provided in the near wall region to capture the effects of the inner and 




 Figure 8 shows the local two-phase and temperature measurements for the condition with 
the system pressure of 346 kPa, heat flux of 51 kW/m2, mass flux of 276 kg/m2s, test section inlet 
subcooling of 12.8 oC, and inlet loss coefficient of 310. At ports 1-2, the fluid is highly subcooled 
which results in small local void fraction existing only at the inner-most radial locations. The large 
value of interfacial area concentration suggests that the bubble size at these locations is very small. 
On the other hand, the local fluid temperature at port 3 is saturated for most of the radial locations 
and subcooled near the outer wall. The bulk liquid temperature allows for bubbles to exist across 
the entire channel. Group-2 bubbles are generated through expansion and interaction mechanisms. 
The trends of group-1 and group-2 interfacial area concentrations are similar to the void fraction 
distribution of their respective group, with group-1 being the dominant component. The local gas 
velocity for both groups is relatively uniform for both groups. The trends of local temperature and 
two-phase parameters for ports 4-5 are similar. As flashing takes place, group-1 void fraction 
distribution is constant across the channel but group-2 void fraction peaks near the center of the 
channel. The increase in void fraction from port 4 to port 5 is entirely through expansion of group-
2 bubbles. Additionally, the interfacial area concentration and gas velocity for group-1 and group-
2 bubbles are relatively uniform. 
 Furthermore, area-averaged plots that depict the axial evolution of two-phase parameters 
in the test section are shown in Figure 9, where the black circles represent group-1 values, the blue 
squares represent group-2 values, and red diamond markers represent the total values. The local 
conductivity probe measurements taken at each measurement port are area-averaged into a one-
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Figure 9 shows the two-phase axial measurements for system pressures at 567 kPa, 776 
kPa, and 934 kPa, with other system parameters held approximately constant. The plots highlight 
three types of flashing observed in the experiment, namely, (a) continuous flashing, (b) saturated 
flow followed by flashing, and (c) condensing-flashing. Furthermore, Figure 9 also describes the 
effects of system pressure on two-phase parameters.  For instance, the total void fraction at each 
axial location is observed to increase with decreasing pressure. Larger void fraction generated 
throughout the channel results in increasing natural circulation rate. At low pressure, significant 
flashing is observed in the unheated section, which is suppressed at higher pressures. Interfacial 
area concentration is dominated by Group-1 bubbles in the heated section but is equal between both 
groups in the unheated section. Group-2 Sauter mean diameter exhibits a minor pressure effect 
where it decreases slightly at higher pressures.  
The natural circulation dataset shows that two-phase parameters especially void fraction 
can undergo drastic changes under low-pressure flashing flows. Hence, this serves as the motivation 
to develop a highly resolved and comprehensive dataset, specifically designed to capture the 










Figure 8: Local measurements for: Pin=345.78 kPa, q"=51.3 kW/m2, ΔTsub,in=12.8 oC, kloss=310, 
resulting in GTS=275.7 kg m-2s-1  










Figure 9. Axial measurements for natural circulation conditions of: 
(a) Pin=567.1 kPa, q"=158.4 kW/m2, ΔTsub,in=22.9 oC, kloss=310, resulting in GTS=344.4 kg m-2s-1 
(b) Pin=775.6 kPa, q"=158.4 kW/m2, ΔTsub,in=22.7 oC, kloss=310, resulting in GTS=319.6 kg m-2s-1 





3.2.3. Forced Convection Experiment with Annulus Test Section 
 Given the lack of flashing experimental data, a major contribution of this research work is 
on the development of a comprehensive flashing dataset through forced convection experiments. 
For the forced convection experiments, all five instrumentation ports are installed in the unheated 
section to increase the axial resolutions of the experimental data where the first port is located at 
the boundary between the heated and unheated sections. A CAD model of the test section in forced 
convection configuration is shown in Figure 10, where the non-dimensional positions of the 
measurement ports are z/Dh = 0.0, 19.5, 39.1, 60.5, and 93.3, relative to Port-1. 
 The water in the test facility is degassed with the similar approach as the natural circulation 
experiments. Once the system is degassed, the cartridge heater and the preheater are used in 
conjunction to set the bulk temperature at the end of the heated section to the saturation temperature. 
Simultaneously, the flow rate is set to the desired range by adjusting the pump motor speed and 
fine-tuned to the desired value with the globe valve (Component D). In order to avoid inaccurate 
data due to flow disturbance caused by upstream conductivity probes, measurements are first taken 
at Ports-1,3, and 5 simultaneously with the conductivity probes at Ports-2 and 4 positioned near the 
outer wall. Measurements at Ports-2 and 4 are taken once the measurements at the other three ports 
are completed.  
A total of 37 flashing conditions are recorded in this work, spanning the following ranges: 
Port-1 total area-averaged void fraction of 17-53%, Port-5 total area-averaged void fraction of 22-
65%, Port-1 pressure of 216-929 kPa, and test section mass flux of 652-1421 kg/m2-s. The 
conditions are recorded at three pressure ranges, namely low pressure (less than 400 kPa), medium 
pressure (between 500 and 750 kPa) and elevated pressure (more than 750 kPa) The range of 
conditions included in the database is shown in Table 5. The bubble Reynolds number in the table 
is calculated as a function of relative velocity, vr and the bubble Sauter mean diameter, DSm. More 




Table 5: Summary of test matrix for the forced convection flashing experiments with the annulus 
test section. 
Parameter Value 
No. of conditions 37 
Port-1 pressure [kPa] 216-929 
Mass flux [kg/m2s] 652-1421 
Port-1 total void fraction [%] 17-53 
Port-5 total void fraction [%] 22-65 
Group-1 bubble Reynolds number [-] 0.022×105 – 2.042×105 
Group-2 bubble Reynolds number [-] 0.011×106 – 4.807×106 
 
 
Figure 10: CAD model of the annulus test section in the forced convection configuration. 
3.2.4. Discussion of Two-Phase Data 
 In this subsection, the general features of the forced convection flashing dataset are 
discussed in the similar approach as the natural circulation data. Figure 11 shows the local 
measurements of a condition at pressure of roughly 500 kPa. As saturation temperature decreases, 
void fraction increases from Ports 1 to 5 as existing bubbles undergo expansion due to flashing. 
The rate of increase in the local void fraction is large from Ports 1 to 4 before plateauing from ports 
4 to 5. The group-1 void fraction is relatively uniform across all five ports while group-2 void 
fraction at all ports shows a peak away from the inner wall due to lateral forces. The group-1 void 




mass transfer to group-2 but remain constant across the remaining ports because of a balance of 
production and inter-group mass transfer. At Ports 4 and 5, the group-2 interfacial area 
concentration shows a wall-peaking profile because of the near-wall contribution of vertical 
interfaces in slug bubbles to the interfacial area concentration. An opposite trend is observed in the 
Sauter mean diameter profile in Ports 4-5. The magnitude of the Sauter mean diameter also 
indicates the presence of slug bubbles with large chord lengths. Lastly, the gas velocities accelerate 
from Ports 1-5 due to large vapor generation.   
 Figure 12 shows the area-averaged axial measurements for four conditions of varying 
system pressures with inlet mass flux and Port-1 total area-averaged void fraction, held 
approximately constant. The total area-averaged void faction significantly increases along the test 
section for the low-pressure condition due to flashing, in comparison to the elevated pressure 
conditions which exhibit a small increase to a steady void fraction profile, typical of saturated 
boiling. It is critical that constitutive models for flashing flow account for this pressure effect for 
accurate predictions of two-phase parameters. The total void fraction decreases from Ports 1 to 2 
in the elevated pressure conditions because of slight subcooling in the outer-wall region. The trends 
in interfacial area concentration, Sauter mean diameter and gas velocities for all four conditions, 
follow from the discussion of the local plots. 
 Additionally, condensing-flashing conditions are collected, as shown in Figure 13. These 
cases are only available under low-pressure conditions where the superheat caused by hydrostatic 
pressure drop is high enough to encourage bubble growth. Once the flow enters the unheated region, 
the bubbles generated by the heater undergo condensation due to the subcooled condition, as 
represented by the decrease of total void fraction. However, as the bulk fluid continues to flow 
upward, the hydrostatic pressure-drop increases until the saturation temperature drops below the 
bulk temperature, at which point flashing takes place. The bubbles then experience a rapid growth 
due to the available superheat, as shown in Figure 13, where the total void fraction increases 
exponentially from less than 5% to more than 30% within a short distance. These cases are 
important not only for the validation of the condensing and flashing models in current system codes 
but also their ability to handle the transition between two opposite thermal hydraulic flow 
conditions.   
 It must be stressed that the forced convection flashing dataset developed in this research 
work is the only one in the literature that is specifically designed to target a wide range of flashing 




interfacial area concentration, as well as other parameters. In the next sections, the dataset is utilized 










Figure 11: Local measurements for: PP1 = 513 kPa, GTS = 1195 kg m-2s-1, <ΔTsub,P1> = -0.14 oC, 
<αg,P1> = 26.6%. 












Figure 12: Axial measurements for forced convection flashing conditions of:  
(a) PP1=354 kPa, GTS=1165 kg m-2s-1, < αg,P1> = 32.2%, 
(b) PP1=513 kPa, GTS=1195 kg m-2s-1, < αg,P1> = 26.6%,  
(c) PP1=704 kPa, GTS=1134 kg m-2s-1, < αg,P1> = 30.4%, 













Figure 13: Axial measurements for forced convection condensing-flashing conditions of:  
 (a) PP1=191.5 kPa, GTS=1170 kg m-2s-1, < αg,P1> = 20.5%,  
 (b) PP1=191.6 kPa, GTS=1299 kg m-2s-1, < αg,P1> = 23.5%,  
(c) PP1=193.3kPa, GTS=1432 kg m-2s-1, < αg,P1> = 22.6%,   




3.2.5. Forced Convection Experiment with Annulus-to-Circular Pipe Test Section 
 A different set of forced convection experiments is carried out with an annulus-to-circular 
pipe test section. The simpler geometry of the circular pipe eliminates the effects of flow channel 
geometry on the behavior of two-phase parameters. To achieve the circular pipe geometry, the inner 
unheated rod in the test section is removed, which then creates a test section with a heated annulus 
section, followed by an unheated circular pipe section. The unique geometry of the test section also 
allows the study of phase-change flow, particularly flashing, undergoing a flow-area change, which 
is a common occurrence in most practical fluid systems.  
 The same experimental procedure is used for this experiment as that for the forced 
convection experiment with annulus test section. In this configuration, the circular rod at the center 
of the test section has a total length of 3350 mm, where the first 203.2 mm is unheated, followed 
by 3000 mm of heated section, and another 147.8 mm of unheated section. The remaining 1840 
mm of the test section is composed of the circular pipe section. Five measurement ports and three 
quartz viewports are installed in the test section as shown in the schematic in Figure 14(a). 
Measurement Port-1 is located in the annulus while the rest are in the pipe section. Viewport-1 is 
installed in the annulus section immediately upstream of measurement Port-1, and Viewport-2 is 
directly at the end of the annulus section to allow the observation of the effects of area change. A 
schematic of Viewport-2 is shown in Figure 14(b) where the end of the inner rod is at the same 
level as the top surface of the bottom flange. Finally, Viewport-3 is located between measurement 
Ports-3 and 4. The quart glass pieces of the viewports are sealed with Teflon gaskets on both ends. 
The custom-made viewports are designed to ensure no disruption of flow area.  
 Measurement ports house the T-type thermocouples, pressure taps for pressure 
measurement, and four-sensor conductivity probes at five axial locations in the test section with 
z/Dh = 0.0, 10.3, 19.5, 30.2, and 46.2 relative to beginning of the unheated section, where Dh = 38.1 
mm. At each axial location, 11 local measurements of two-phase parameters and fluid temperature 
are recorded across the test section, with ( ) ( )* [0.1 0.9]in out inr r r r r= − − = − for the annulus section 
and ( ) ( )* [0 0.9]in out inr r r r r= − − = −  for the circular pipe section, where rin is equal to 9.525 mm 
for the annulus and zero for the pipe section. Two-phase measurements are recorded at a frequency 
of 50 kHz for 2 minutes to ensure a sufficient number of bubbles for good statistics. The summary 
of the test matrix is provided in Table 6. The bubble Reynolds number in the table is calculated as 
a function of relative velocity, vr and the bubble Sauter mean diameter, DSm. More details of the 






Figure 14: (a) Layout of the unheated length of the test section for the modified experimental 
facility and (b) schematic of the Viwport-2. 
Table 6: Summary of test matrix for the forced convection flashing experiments with annulus-to-
circular pipe test section. 
Parameter Value 
No. of conditions 32 
Port-1 Pressure [kPa] 236-934 
Mass flux [kg/m2s] 660-1425 
Port-1 total void fraction [%] 0-42 
Port-5 total void fraction [%] 17-72 
Group-1 bubble Reynolds number [-] 0.026×105 – 4.286×105 
Group-2 bubble Reynolds number [-] 0.016×107 – 1.331×107 
3.2.6. Discussion of Two-Phase Data 
  
 Figure 15 shows the radial profiles of two-phase parameters for a typical condition at five 
axial locations (Ports 1-5), consisting of local measurements of void fraction, interfacial area 
concentration, Sauter mean diameter, gas velocity, and fluid temperature, where the black and blue 
markers represent group-1 and group-2 values, respectively. It is worth mentioning that the 
measurements at Port-1 are recorded in the annulus immediately after the heated section and 
approximately 150 mm upstream of the end of the inner rod, while the remaining ports are in the 
circular pipe section. For Port-1, the non-dimensional radial location, r* begins at the wall of the 
inner rod. On the other hand, for Ports-2 to 5, r* = 0 represents the center of the pipe.  
  




 It is observed that the void fraction profiles for group-1 and group-2 bubbles at Port-1 
remain relatively uniform across the flow channel at approximately 3% where no wall peaking is 
observed in the group-1 void fraction profile and the bulk flow is saturated. Beyond Port-1, the rate 
of vapor generation increases thus causing the total void fraction at the downstream ports to be 
higher, where the area-averaged total void fraction increases from 25% at Port-2 to 46% at Port-5. 
The group-1 void fraction profile remains relatively constant at roughly 10% across the flow 
channel from Port-2 to Port-5. On the other hand, the group-2 void fraction has a center-peaking 
profile, where the maximum value only changes from 40% at Port-2 to 50% at Port-5. However, 
the local group-2 void fraction of the outer most location increases more significantly from less 
than 10% at Port-2 to 30% at Port-5, indicating a substantial amount of vapor generation that drives 
the growth of Group-2 bubbles. Based on the high-speed video taken between Port-3 and Port-4, 
the flow is dominated by large slug bubbles that fill almost the entire width of the flow channel 
with smaller bubbles in the liquid slug. Although the void fraction is observed to change 
significantly along the flow channel, the interfacial area concentrations of both bubble groups 
remain relatively similar from Port-2 to Port-5. Furthermore, at low void fraction the difference 
between the local group velocities is larger than observed at high void fraction.  
 The local measurements presented here show the general features of the dataset and two-
phase parameters in a typical flashing condition. It is observed that once a significant amount of 
void fraction is achieved in flashing flow, the local group-1 void fraction has a relatively flat profile 
in the radial direction. Conversely, the local group-2 void fraction can vary drastically from the 
center to the outer wall of the flow channel. Additionally, the detailed features of local two-phase 
parameters such as the central peaking of group-2 bubbles in the circular pipe, as well as the 
distributions of bubbles across the flow channel are valuable for validation against modeling and 
simulation tools.  
The axial profiles of the area-averaged void fraction, interfacial area concentration, Sauter 
mean diameter, and the void-weighted averaged gas velocity are also discussed. Figure 16 shows 
the axial profiles of two-phase parameters and fluid temperature for conditions at three different 
system pressure levels, namely low, intermediate, and elevated pressures while the other parameters 
are kept roughly the same. It is observed that the rate of vapor generation is a strong function of 
system pressure where it is the highest at the low-pressure condition. For instance, the total void 
fraction increased by close to 50% from Port-1 to Port-5 at the low-pressure condition, by around 
40% at the intermediate-pressure condition, and roughly 12% for the elevated-pressure condition. 




pressure change is larger. Thus, an equal decrease in hydrostatic pressure results in a larger amount 
of superheat at low pressure than at higher pressure where similar observations are observed in the 
natural circulation experiments. It is also noted that for the low-pressure condition, the total void 
fraction increases at a relatively constant rate from Port-1 to Port-5. Conversely, in the intermediate 
and elevated-pressure conditions, the void fraction remains largely constant from Port-1 to Port-3 
but increases drastically from Port-3 to Port-5. Additionally, in all pressure levels, the change in 
total void fraction is dominated by the Group-2 values while the Group-1 void fraction remains 
relatively constant along the flow channel. 
For all pressure levels, the total interfacial area concentration is observed to decrease 
initially from Port-1 to Port-3 as group-1 bubbles grow into group-2 bubbles, which have a smaller 
surface-to-volume ratio. The observation is further supported by the fact that the drop in group-1 
interfacial area concentration happens simultaneously with the increase of group-2 interfacial area 
concentration. It is noted that in the intermediate-pressure condition, the increase of total interfacial 
area concentration from Port-3 to Port-5 is due to the increased vapor generation. Conversely, for 
the low and elevated pressure conditions where the increase in total void fraction from Port-3 to 
Port-5 is comparatively less drastic, the total interfacial area concentration is observed to remain 
relatively constant. The observation suggests that at the inception of flashing, the total interfacial 
area concentration tends to drop due to the growth of group-1 bubbles into group-2 bubbles. As the 
rate of vapor generation increases, the number density of bubbles also increases, thus raising the 
total interfacial area concentration. However, as flashing continues to happen, with the growth and 
coalescence of existing bubbles, the total interfacial area concentration once again decreases. For 
all pressure levels, the group-1 Sauter mean diameter remains constant along the flow channel while 
the group-2 values increase drastically. Lastly, gas velocity increases with respect to axial positions 











Figure 15: Radial profiles of two-phase parameters and fluid temperature for the condition:  
PP1 = 525 kPa, G = 1046 kg/m2s, and , 1g P =6%. 










Figure 16: Axial measurements for system pressure comparison for:  
(a) PP1 = 236 kPa, G = 1031 kg/m2s, and , 1g P =  18%,  
(b) PP1 = 323 kPa, G = 1096 kg/m2s, and , 1g P =  4%,  





3.2.7. High-Speed Visualization of the Effects of Sudden Expansion of Flow Area 
 This section focuses on the qualitative discussion on the effects of sudden expansion of 
flow area via the high-speed videos taken from the forced convection flashing experiment with the 
annulus-to-circular pipe test section. Individual frames from the high-speed videos recorded at 
Viewport-2 (located immediately at the end of the annulus) of four conditions of varying void 
fraction are shown in Figure 17 to Figure 20 to study the behavior of the flow as the test section 
transitions from an annulus to a pipe. While not visible in the photographs, the end of the rod is at 
the same level as the top surface of the bottom flange, as shown in the Figure 21(a).  
 In Figure 17, the high-speed video is recorded at a low void fraction condition. Two 
bubbles highlighted by the red boxes and marked separately as bubbles ‘1’ and ‘2’ are observed to 
be swirling at the end of the cylindrical rod at 0.089s. While the surrounding bubbles continue to 
flow with the bulk fluid along the channel, the two highlighted bubbles are observed to be confined 
near the end of the rod for an extended period of time, suggesting the existence of a recirculating 
flow. The flow structure at the end of the annulus section can be reimagined as that of a flow 
undergoing an axisymmetric sudden expansion, as shown in Figure 21(b). According to Devenport 
and Sutton [104], the recirculation region is created by the turbulent free shear layer that forms 
following the expansion of flow area. Devenport and Sutton [104] also state that the local pressure 
at the recirculation region is lower than the main stream, which causes the shear layer to curve 
inward. It is also worth mentioning that the vapor bubbles are sustained by the saturated condition 
of the flow. As the bubbles continue to swirl in the recirculation region, the larger bubble ‘2’ is 
observed to break up into two smaller bubbles, as highlighted by ‘2’ and ‘3’ in at frame at 0.178s. 
At 0.200s, bubble ‘1’ is observed to escape from the recirculating flow and is carried away by the 
bulk liquid. Simultaneously, bubble ‘3’ appears to be breaking up, as shown by the elongated shape 
with a slight necking at the center of bubble. At 0.217s, bubble ‘3’ successfully breaks up into two 
separate bubbles marked by ‘3’ and ‘4’ while bubble ‘2’ also breaks up into several smaller bubbles. 
The process of bubble entrainment, breaking up, and escaping from the recirculating flow is 
observed to repeat for an extended period of time, indicating that the recirculating flow is in a 
sustainable state. 
 In Figure 18, the high-speed video is recorded at a higher void fraction where a vapor 
pocket is observed at the end of the rod. The vapor pocket is likely formed by the entrainment of 
bubbles into the low-pressure recirculation region at the end of the rod as the flow experiences a 
sudden expansion of flow area. The vapor pocket resembles the profile of the free shear layer where 




shaped tip formed by the reattachment of the flow. The vapor pocket is also observed to be 
sustainable because its shape and volume remain relatively constant for an extended period of time. 
Smaller bubbles are observed to merge into the vapor pocket, as indicated by the red boxes at 
0.068s. To balance the increase in mass and volume, part of the vapor pocket is observed to break 
away occasionally from the tip, as shown by the frames at 0.225s and 0.230s.  
 In Figure 19, similar vapor pocket is seen at the end of the inner rod, marked by the red 
box at 0.278s. The vapor pocket is observed to be roughly half the length of that shown in Figure 
18, with a significantly wavier pocket interface. Additionally, the void fraction in the bulk flow is 
also significantly higher than the condition of Figure 18. The existence of large, distorted bubbles 
increases the chance of interaction between the vapor pocket and the surrounding bubbles. For 
instance, at 0.301s a cap bubble flows near the vapor pocket and part of the cap bubble coalesces 
with the vapor pocket at 0.350s. However, the bubble and the vapor pocket do not merge completely 
as the cap bubble continues to flow downstream, as indicated at 0.362s. 
 In Figure 20, similar vapor pocket is observed although the void fraction of the bulk fluid 
is  higher, where large distorted and cap bubbles exist simultaneously with the smaller spherical 
bubbles. At 0.432s, the vapor pocket is observed to interact with a passing distorted bubble 
indicated as ‘2’. Similarly, at 0.481s, part of a cap bubble indicated by ‘3’ coalesces with the vapor 
pocket but quickly breaks away as shown by the vapor ligament marked as ‘4’ at 0.493s. The vapor 
pocket in Figure 20 is observed to be longer than that in Figure 19 but shorter than that in Figure 
18. As summarized by Chen et al. [105], single phase reattachment length in backward-facing step 
flow is observed to increase with Reynolds number in multiple studies. On the other hand, Kim and 
Park [106] conduct sudden expansion experiment in air-water bubbly flow and observe the 
reduction of reattachment length with increasing void fraction. Kim and Park [106] state that the 
increasing void fraction enhances the turbulence of the inlet flow and energizes the shear layer to 
force early reattachment.  
 The observations highlight the effects of sudden change of flow geometry and area. A 
recirculating flow capable of entraining and trapping passing bubbles is observed at the end of the 
inner rod. As the void fraction increases, the trapped bubbles coalesce into a vapor pocket, whose 
length is dependent on the reattachment length of the shear layer. The vapor pocket is observed to 
be self-sustaining where its mass and volume are balanced by the occasional merging of passing 
bubbles and the breaking-off of the tip of the vapor pocket. This discussion points out the possible 
challenges of high-fidelity simulations of two-phase flow, particularly flashing, in a complex 




modeling of the interaction mechanisms between the bubbles, as well as the modeling of the phase-
change mechanisms that not only sustain but promote the growth of bubbles. While no quantitative 
data is presented in this discussion, the high-speed videos remain useful for qualitative comparison 
with simulation results. Lastly, the discussion also highlights the need of high-resolution data that 
focuses on the behavior of phase-change flows in complex geometry. 
          
Figure 17: Bubble interaction at the end of cylindrical rod for the condition:  
PP1 = 336 kPa, G = 962 kg/m2s, and , 1g P =  0%. 
             
Figure 18: Vapor pocket at the end of cylindrical rod for the condition:  
PP1 = 323 kPa, G = 1266 kg/m2s, and , 1g P = 1.5%.  
             
Figure 19: Vapor pocket at the end of cylindrical rod for the condition: 










0.089s 0.178s 0.200s 0.217s 
0.028s 0.068s 0.225s 0.230s 







             
Figure 20: Vapor pocket at the end of cylindrical rod for the condition:  
PP1 = 525 kPa, G = 1046 kg/m2s, and , 1g P =6%. 
     
 
Figure 21: (a) Visualization of the flow structure at the end of the annulus section via Viewport-2 
and (b) illustration of axisymmetric sudden expansion flow. 
  









3.3. Beyond Time-Averaged Use of Conductivity Probe Data  
 Currently, conductivity probe data is mainly used in the time-averaged manner where two-
phase parameters such as void fraction, interfacial area concentration are obtained for the validation 
of computational tools. However, data from the conductivity probe can also be used to provide 
valuable information on a more fundamental level such as the number frequency of bubbles and 
the distribution of bubble size. Such information can not only improve the current understanding 
of phase-change flow behavior, particularly flashing, but also be used for the benchmark of high-
fidelity two-phase flow simulations.  
3.3.1. Processing of Conductivity Probe Signals 
 The raw signals from the conductivity probe are normalized to produce the square signals 
as shown in Figure 22, where F(x, t) is the phase indicator function. The probe sensor is in the 
liquid phase when F = 0 and is in the gas phase when F = 1. The types of bubbles can be determined 
from the phase indicator functions using the critical diameter criteria by Sun et al. [35] and Fu [101].  
  
Figure 22: A small window of square signal from conductivity probe [P = 486 kPa, G = 1407 
kg/m2s, α = 0.52]. 
 The uncertainty of the probe signals is influenced by the bubble-identification methodology. 
First, the raw signals are filtered to remove the noise and normalized. A lower-threshold voltage is 
then applied to the normalized signal where signals above the threshold voltage are identified as 
bubbles, as shown in the schematic representation of Figure 23(a). The uncertainty of each bubble 
stems from the time lag that exists between a bubble encountering the tip of a probe sensor and the 
signal rising above the threshold voltage. The time lag value of 0.2ms reported by Ozar [37] is 
adopted in this work due to the similarity in the design of the conductivity probes. Consequently, 
the beginning of a bubble is determined by extending the intersection point between the normalized 




signal and the threshold by 0.2ms, as shown in Figure 23(b). On the other hand, the end of a bubble 
is defined as the point where the normalized signal falls below a certain percentage of its peak. 
With the beginning and the end of the bubbles defined, the square signal can be generated by setting 
the value of ‘1’ to the points within the beginning and the end of a bubble while keeping the other 
points as ‘0’. Note that the significance of the uncertainty is directly impacted by the size of the 
bubble. For instance, 0.2ms is substantially less significant for a large slug bubble with a long 
duration than a small spherical bubble with a much shorter duration. 
       
 (a)                                                                        (b)            
Figure 23: (a) Identification of individual bubbles from conductivity probe signals and (b) 
magnified view of the rising edge of Signal 1. 
3.3.2. Distributions of Bubble Parameters 
 In this section, the distributions of bubble parameters are compared. To avoid the effects 
of flow geometry, the discussion in this section is based only on the data recorded at the center of 
the pipe section (Measurement ports-2 to 5) of the circular pipe dataset. Readers are reminded that 
in the circular-pipe setting, the first measurement port is located in the annulus section of the test 
section while the remaining four ports are located in the circular-pipe section. The parameters 
analyzed here are the bubble duration, velocity, and chord length. The bubble duration is defined 
as the amount of time that a bubble is in contact with the lead sensor of a conductivity probe. The 











=  (3.5) 
 where ΔL01 is the distance between the leading sensor and one of the trailing sensors while Δt01 is 
the time delay between the signals of the leading and the same trailing sensor. The chord length of 
an individual bubble can then be calculated as the product of the bubble duration and velocity. 
0.2ms 




 For the discussion, the distributions of bubble parameters are compared using violin plots 
because they allow easier and tidier comparison between different distributions than the traditional 
histograms. They essentially show the density distributions of bubble parameters, with additional 
information such as the mean and the median of the distribution. The blue box in the middle 
represents the interquartile range (IQR), where the bottom of the box is known as Q1 or the 25th 
percentile of the total population and the top of the box is Q3 or the 75th percentile. The small 
horizontal line near the bottom of the plot represents the minimum while that near the top of the 




minimum = Q1- 1.5






It must be stressed that a violin plot is not the outline of a histogram, but the probability density of 
a dataset smoothed by a kernel density estimator. The kernel density estimator at any given point x 
















  (3.7) 
where ( )ˆhf x is the kernel density estimator, K is the kernel, h is a smoothing parameter known as 
bandwidth, and n is the total number of samples. In this work, the built-in kernel smoothing function 
















where u is an arbitrary parameter. 
 In Figure 24 the axial development of bubble parameters is compared for a low-pressure 
condition using violin plots. For each parameter, in addition to the distributions with all bubbles, 
each parameter is further categorized according to the type of bubbles, i.e. spherical, cap, and slug 
bubbles. Violin plots of bubble parameters for all bubble types collectively are plotted alongside 
those of the individual bubble types. At measurement port-2, the distribution of bubble durations 
for all measured bubbles is positive-skewed, which is a shape shared by the distributions of 




shorter tail than the distributions of the cap and slug bubbles. Based on the number of bubbles 
measured, it is noted that the flow is dominated by spherical and cap bubbles, with a smaller amount 
of slug bubbles. With the increase of elevation, the total numbers of bubbles are observed to 
increase accordingly. The distributions remain positive-skewed, with the tails of the distributions 
for all and slug bubbles being longer due to the larger slug bubbles in the flow. At all measurement 
ports, the distributions of the spherical bubble remain largely the same with similar mean and 
median values. However, for cap bubbles, the distributions become increasingly positive-skewed 
from measurement port-3 to port-5, with a slight decrease in the mean and median values. The 
observation indicates a decrease in larger cap bubbles in high void fraction flow, likely due to 
break-ups into smaller cap bubbles and coalescence into large slug bubbles. On the other hand, 
from measurement port-2 to port-4 the distributions of the slug bubble are unimodal, but at 
measurement port-5 the distribution appears to be slightly bimodal, suggesting that the breakup of 
long slug bubbles into multiple shorter bubbles.  
 For bubble velocity, the distributions of all, spherical, and cap bubbles appear to positive-
skewed with similar mean and median values. Conversely, the distribution of the slug bubble 
velocities is observed to be almost normal, with a higher mean and median than the other bubble 
types. However, with increasing elevation, the distributions of slug bubble velocities become more 
positive-skewed. For all bubble types, the range of the distributions is observed to increase with 
the elevation, accompanied by an increase in the mean and median values. It is also noted that at 
measurement ports-4 and 5, the distributions of all bubble types are approximately the same, with 
similar mean and median values. On the other hand, the bubble chord length distributions are 
largely similar to the duration distributions in terms of the shape and the axial trend. For spherical 
bubbles, the distributions do not show significant differences with increasing elevation. However, 
for cap bubbles, the chord lengths are observed to increase from measurement port-2 to port-3 but 
decrease slightly from port-3 to port-5, suggesting the destruction of large cap bubbles due to break-
up or coalescence into slug bubbles. The distributions of the slug bubbles show an increasing trend 
with respect to elevation, which is consistent with the trend of the bubble duration distributions. 
 The discussion in this section demonstrates the complexity of phase change flows, 
particularly under high void fraction conditions. It also shows that the size of bubbles in phase 
change flows follow a positive-skewed distribution, which could serve as a possible improvement 
to the assumption of a uniform bubble diameter currently used in systems code such as 




beyond the traditional means of time and area-averaging, thus opening the possibility of other usage 





                              (a)                                            (b)                                            (c) 
Figure 24: Axial evolution of (a) bubble duration, (b) bubble chord length, and (c) bubble 

























































































3.4.  Conclusions 
 The experimental approach, including the instrumentations and procedures are discussed 
in this chapter. For this research, three sets of experiments are conducted with a closed loop test 
facility. Four sensor conductivity probes are used to measure the two-phase parameters at 11 radial 
locations and five axial locations along the test section. The first set of experiments is a natural 
circulation experiment carried out with an annulus test section. A total of 107 conditions are 
collected, covering a pressure range of 145 kPa to 950 kPa, heat flux range of 50 kW/m2 to 275 
kW/m2, and a mass flux range of 182 kg/m2s to 590 kg/m2s. The natural circulation experiment 
exhibits a wide range of flow phenomena in the unheated section such as condensation and flashing. 
The second set is a forced convection flashing experiment, carried out in the same annulus test 
section as the natural circulation experiment, with five measurement locations in the unheated 
section to improve the resolution of the data. A total of 37 conditions are collected, covering a 
pressure range of 216 kPa to 929 kPa and a mass flux range of 652 kg/m2s to 1421 kg/m2s. The 
third set of experiments is also a forced convection flashing experiment carried out with an annulus-
to-pipe test section. The first measurement location is located in the annulus while the remaining 
four measurement locations are in the circular pipe section. A total of 32 conditions are collected 
with a pressure range of 236 kPa to 934 kPa and a mass flux range of 660 kg/m2s to 1425 kg/m2s. 
The summary of the conditions of the experiments is included in Table 7. 
Table 7: Summary of the conditions of the experiments. 
Flow [-] Natural circulation Forced convection Forced convection 
Test section geometry [-] Annulus Annulus Annulus-pipe 
No. of conditions [-] 107 37 32 
System pressure [kPa] 145-950 216-929 236-934 
Mass flux [kg/m2s] 182-590 652-1421 660-1425 
Port-1 total void fraction [%] 0-8 17-53 0-42 
Port-5 total void fraction [%] 0-68 22-65 17-72 
 Due to the lack of highly resolved natural circulation and forced convection flashing data 
in the open literature, these datasets are useful for the validation of CFD tools and systems analysis 
codes. Furthermore, transparent viewports are installed at three axial locations in the forced 
convection experiment with the annulus-to-pipe test section. This allows the observation of the 
effects of flow area change as well as the flow patterns and bubble behaviors in flashing conditions. 
Radial and axial plots of select conditions are included in this chapter to discuss the characteristics 
of two-phase parameters in flashing flows. Besides, snapshots from high-speed videos are included 




in a manner different than the traditional time-averaged approach, focusing on the distributions of 






CHAPTER 4. VALIDATION OF EXISTING MODELS 
In this chapter, RELAP5/MOD3.3 simulations are performed to benchmark the code the with 
forced convection flashing datasets. The static correlations used by RELAP5/MOD3.3 and TRACE 
for calculating the interfacial area concentrations are also benchmarked. One-group and two-group 
IATE simulations are also performed to examine their ability to predict flashing flows.  
4.1. Benchmark of RELAP5/MOD3.3 with Forced Convection Flashing Data  
 RELAP5 simulations are performed for the forced convection flashing datasets. The input 
deck is based on that by Fullmer et al. [4].  For the annulus dataset, the entire unheated length is 
modeled, and for the circular-pipe dataset only the pipe-section of the unheated length is modeled 
to avoid the effects from flow-geometry change. The input deck of the model is illustrated by the 
schematic shown in Figure 25 where the test section is modeled with either the ‘annulus’ or ‘pipe’ 
components, with a time-dependent volume (TMDPVOL) on both ends, connected by a time-
dependent junction (TMDPJUN) at the inlet and a single-junction (SINGLJUN) at the outlet. The 
boundary of the flow channel is assumed to be well-insulated with no heat loss. Void fraction, 
pressure, velocities, and the internal energies of the liquid and gas phases at the first measurement 
port are used as the boundary conditions. A node size of 40 mm is used for the flow channel as 
Fullmer et al. [4] report that finer node sizes may cause the simulations to fail to converge to a 
steady state. 
  
Figure 25: Schematic of RELAP5 simulation. 
 Figure 26 shows the benchmark of RELAP5/MOD3.3 with forced convection flashing data 
in the annulus and circular-pipe flow channel. Note that the color bar represents the system 




shows that RELAP5/MOD3.3 consistently underpredicts the void fraction under flashing 
conditions, which is consistent with the results reported by Fullmer et al. [4]. It is observed that the 
void fraction is more severely underpredicted at low-pressure conditions in both geometries, 
particularly at higher axial positions, suggesting the underprediction of interfacial mass generation 
rate by the model used in RELAP5/MOD3.3. As shown by the axial profiles of area-averaged two-
phase parameters in Chapter 3, the void fraction in the flow can undergo a drastic increase in a 
short distance under flashing conditions. At low pressure, the magnitude of change of saturation 
temperature with respect to pressure change is larger. Thus, an equal decrease in hydrostatic 
pressure will result in a larger amount of superheat at low pressure than at higher pressure. On the 
contrary, the accuracy of the simulations improve as system pressure increases, likely because the 
void fraction experiences a smaller increase in the axial direction at elevated pressure conditions.  
 
Figure 26: Benchmark of RELAP5/MOD3.3 with forced convection flashing conditions in (a) 
annulus and (b) circular pipe flow channel.  
 The conditions with an initial condensation phase followed by a flashing phase, as shown 
in Figure 13, are also used to benchmark RELAP5/MOD3.3. The results are shown in Figure 27 
where the predicted void fraction, bulk temperature, and pressure are plotted. The predictions and 
the experimental data show poor agreement, where RELAP5/MOD3.3 tends to overpredict the void 
fraction at the condensing phase. Similarly, in the flashing phase, RELAP5/MOD3.3 once again 
fails to predict the rapid increase of void fraction exhibited by the experimental data, suggesting an 
underprediction of interfacial mass generation rate. The underprediction of void fraction under low-
pressure flashing conditions is also consistent with the results shown in Figure 26. 
 The benchmark suggests that the current modeling of the interfacial mass generation rate, 
Γg, in RELAP5 is unable to produce a sufficient value to match the rapid increase of void fraction 
under flashing conditions. The hypothesis is further confirmed by the relatively more accurate 








to experience a smaller increase in the axial direction. As the interfacial mass generation is 
fundamentally defined as the product of the interfacial area concentration and the driving flux, 
further analysis is necessary to determine the cause for the underprediction of the interfacial mass 













Figure 27: Benchmark of RELAP5/MOD3.3 with the condensing-flashing cases of:  
(a) PP1=191.5 kPa, GTS=1170 kg m-2s-1, , 1g P =  = 20.5%,  
 (b) PP1=191.6 kPa, GTS=1299 kg m-2s-1, , 1g P =  = 23.5%,  
(c) PP1=193.3kPa, GTS=1432 kg m-2s-1, , 1g P =  = 22.6%,   




4.2.  Interfacial Area Concentration Correlations 
 The static correlations used in RELAP5/MOD3.3 and TRACE for calculating the 
interfacial area concentrations are shown in Eq. (1.43) and Eq. (1.47), respectively. The 
correlations are benchmarked with the forced convection flashing datasets. Figure 28 shows the 
benchmark of the static correlation of RELAP5/MOD3.3 with the flashing data for the pipe and 
annulus test sections where the markers are colored according to the system pressure. It is observed 
the total interfacial area concentrations are predicted to reasonable accuracy where the majority of 
the predicted values are within ±50% of the experimental values. However, by separating interfacial 
area concentrations into group-1 and group-2 components, it is observed that the correlation 
severely underpredicts the group-1 values and overpredicts the group-2 values. The net effect of 
that is a reasonable prediction of the total value. The same observations can also be made for the 
annulus dataset where the combination of the underprediction of group-1 values and the 
overprediction of group-2 values results in a reasonably accurate prediction of the total values. 
Additionally, the group-1 interfacial area concentration is more severely underpredicted in the 
annulus dataset. According to the theory manual of RELAP5/MOD3.3, gs (void fraction of group-
1 bubbles in the liquid slug), shown in Eq. (1.45), is modeled to drop exponentially from the 
bubbly-slug boundary to almost zero as the total void fraction approaches the slug-annular 
transition boundary [52]. This in turn negates the contribution of group-1 values to the total 
interfacial area concentration. On the other hand, the overprediction of group-2 values is likely due 
to the roughness factor, Ct, of two used in RELAP5/MOD3.3 without further justification. 
According to Ishii and Mishima [51], the roughness factor has a value of larger or equal to unity 
and acts to increase the interfacial area concentration.  
 Similar benchmark is carried out for the static correlation used in TRACE for the 
calculation of interfacial area concentration where the results are shown in Figure 29. Overall, the 
same trends are observed for both circular pipe and annulus datasets. The group-1 values are 
overpredicted with majority of the predicted values being more than 50% greater than the 
experimental values. On the contrary, the predictions of group-2 values are relatively more accurate 
with most of the data points predicted to within 50% of the experimental values, with several 
underpredicted outliers. It is observed that majority of the contribution to the total interfacial area 
concentration is from the group-1 bubbles, evident by the similarity between the predicted total and 
group-1 values. This is consistent with the trends exhibited by the experimental conditions shown 




group-2 values due to the former having a larger surface-to-volume ratio. Furthermore, the TRACE 
correlation shows a distinct pressure dependence where the group-1 values tend to be more 
overpredicted under elevated pressures. Nonetheless, the use of the correlation should be cautioned 
because as shown in Eq. (1.49), TRACE assumes the values of gs to be 0.3 to 0.5 depending on 
the mass flux. This implies that flows with a void fraction smaller than the value of the modeled
gs will result in a negative, non-physical value for the group-2 interfacial area concentration.   
 Although static correlations are easier to implement and are able to predict interfacial area 
concentrations to a reasonable degree of accuracy, their dependence on flow regime maps and other 
simple closure relations hinders their application in complex flows such as flashing where void 
fraction can undergo a drastic increase within a short distance. The inaccurate prediction of 
interfacial area concentration could then negatively impact the accuracy of the interfacial mass 
generation rate and subsequently the predictions of other two-phase parameters. Hence, a dynamic 
approach to predict interfacial area concentration is needed, one where the sources and sinks that 
lead to the production and destructions of bubble interfaces are modeled. 
 
 
Figure 28: Benchmark of RELAP5/MOD3.3 static interfacial area concentration correlation with 
forced convection flashing data in a (a) circular pipe and (b) annulus. 
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Figure 29: Benchmark of TRACE static interfacial area concentration correlation with forced 
convection flashing data in a (a) circular pipe and (b) annulus. 
4.3. Decoupled One-Group Interfacial Area Transport Equation 
 The one-group IATE, shown in Eq. (1.18) is capable of dynamically predicting the 
interfacial area concentration in two-phase flow by tracking the sources and sinks that lead to the 
production or destruction of bubble interfacial area. In flashing flow, the sources include 
evaporation on the bubble interface, bubble break-up from interaction mechanisms, and bubble 
expansion due to decreasing fluid density while the sinks include bubble coalescence and 
acceleration. According to Hibiki and Ishii, the main mechanisms that dominate the source/sink 
term due to bubble interaction are turbulent impact (source) and random collision (sink) [11], as 
shown by Eq. (1.19) and Eq. (1.20).  
 Since the focus of this analysis is to benchmark the capability of the IATE in predicting 
the interfacial area concentration in flashing flows, simplification can be made to decouple the 
IATE from the void transport equation. In the decoupled approach, the interfacial mass generation 
rate, Γg, is not explicitly modeled but computed from experimental data with the void transport 
equation of Eq. (1.25). The simplified form of the decoupled IATE is shown in Eq. (1.26). To 
further reduce the complexity of the problem, experimental void fraction, gas velocity, pressure, 

















 Figure 30 shows the benchmark of the decoupled one-group IATE with the flashing 
datasets where the markers are colored according to the pressure level and categorized according 
to their axial positions. It should be noted that data points with a void fraction of equal to or greater 
than 0.52 are removed from the simulation due to the limit imposed in the formulations of the 
interaction mechanisms, as shown in Eq. (1.19) and Eq. (1.20). It is observed that for both datasets, 
the interfacial area concentrations are significantly overpredicted. The accuracy of the prediction 
is dependent on the pressure level where the severity of the overprediction is higher at low-pressure 
conditions. At low-pressures, the small bubbles undergo significant growth into the larger 
cap/slug/churn-turbulent bubbles which have a smaller surface-area-to-volume ratio. Hence, as a 
bubble grows, its surface-to-volume ratio decreases. However, the one-group IATE fails to capture 
the trend because it is driven by the void fraction and treats all bubbles as small spherical bubbles 
of equal size. Consequently, the interfacial area concentration cannot be predicted accurately by 
the one-group IATE when small and large bubbles exist simultaneously in the flow. Conversely, 
as pressure increases, the growth rate of void fraction decreases, which results in an improved 
accuracy of the one-group IATE. 
   
 
Figure 30: Benchmark of the decoupled one-group IATE with flashing data in a (a) circular pipe 
and an (b) annulus. 
 Figure 31 shows the benchmark of the one-group decoupled IATE for three cases from the 
circular pipe dataset at low, intermediate, and elevated system pressure. Note that the void fraction 
and gas velocity shown here are fitted from the experimental values. It is observed that at all three 
pressure levels, the experimental interfacial area concentrations remain relatively constant at 
approximately 100 m-1 at all axial locations. Conversely, the predicted values are shown to be a 
strong function of system pressure. An exponential growth rate is observed in the low-pressure 









Additionally, the breakdown of sources and sinks are shown where interfacial mass generation, 
represented by the solid black line, is the dominant source and the convection term, represented by 
the dashed black line, is the largest sink term. The contributions of bubble interactions are almost 
negligible in all conditions.  
 The analysis shows that the one-group IATE is able to dynamically predict the interfacial 
area concentration in flashing flow without the dependence on flow regime maps. However, the 
accuracy of the results suggests that equal treatment of large and small bubbles under flashing 
conditions will result in a severe overprediction of interfacial area concentrations. Hence, a 
multigroup approach where large and small bubbles are treated separately is necessary to improve 











Figure 31: Benchmark of the one-group decoupled IATE for flashing in a circular pipe with the 
conditions of: 
(a) PP1 = 248 kPa, G = 970 kg/m2s, and , 1g P =5% 
          (b) PP1 = 522 kPa, G = 1046 kg/m2s, and , 1g P =25% 





4.4. Coupled Two-Group Model with Interfacial Area Transport Equation 
 In the previous section, it is shown that the one-group IATE is unable to accurately predict 
the interfacial area concentrations in flashing flows due to the simultaneous existence of large and 
small bubbles that invalidates the uniform-bubble-size assumption of the one-group IATE. In this 
section, the two-group IATE, shown in Eq. (1.27) and Eq. (1.28), is validated with the flashing 
datasets. In the two-group approach, spherical and distorted bubbles are considered as group-1 
bubbles while cap, churn-turbulent, and slug bubbles are considered as group-2 bubbles. The 





















for flows in annulus as described by Sun et al. [34], where wG is the gap width of the flow channel. 
The IATE is coupled with the two-group void transport equation, shown in Eq. (1.29) and Eq. (1.30) 
and the intergroup mass transfer rate is determined with Eq. (1.31). In addition to validating the 
two-group IATE, the models for the interfacial mass generation rate used by RELAP5/MOD3.3 
and TRACE are benchmarked in this section. In RELAP5/MOD3.3 and TRACE, the total 
interfacial mass generation rate, Γg, is defined as the sum of the contribution of Γg from the dispersed 








=  (4.3) 
where h is the heat transfer coefficient and hfg is the latent heat. The correlations used for the 
calculation of the heat transfer coefficients and other closure models are included in Appendix A. 
The bubble interaction mechanisms model by Wang et al. [36], who modified the model by Fu and 
Ishii [32], is used in the calculation. The formulations of the models are summarized in Appendix 
B. For the calculation of the group-1 value, the group-1 Sauter mean diameter, ,1SmD , is used in 
placed of bubble diameter, Db, which is calculated with Eq. (1.44) and Eq. (1.48) in 




energy balance equation where the derivation is shown in Appendix C. For simplicity, experimental 
gas velocities and pressure are supplied to the simulation. 
 Figure 32 and Figure 33 show the benchmark of the coupled two-group model with IATE 
using the interfacial mass generation rate model from RELAP5/MOD3.3 with the circular pipe and 
annulus datasets, respectively. The comparison is done in terms of the group-1, group-2, and total 
void fraction and interfacial area concentrations. The markers are categorized according to the 
elevation and colored according to the pressure level. It is observed that with the RELAP/MOD3.3 
interfacial mass generation model, the coupled two-group model with IATE shows relatively 
accurate predictions of group-1 void fraction with some spread at low-pressures for the circular 
pipe dataset. The same observation can also be made for the group-1 interfacial area concentration 
where the data are low-pressure conditions tend to be overpredicted. However, for the annulus 
dataset, both group-1 void fraction and interfacial area concentration are overpredicted. On the 
other hand, for the group-2 values, the void fraction is significantly underpredicted for the circular 
pipe dataset, especially at low-pressure conditions. Conversely, the group-2 interfacial area 
concentration, particularly at low pressures, is overpredicted. The contrasting trends suggest that 
the underprediction of the group-2 driving flux by the current model is so significant that even with 
the overprediction of group-2 interfacial area concentration, the resultant group-2 interfacial mass 
generation remains insufficient. The same conclusion can be drawn from the group-2 predictions 
in the annulus dataset. The group-2 void fraction shows relatively accurate prediction, but the 
group-2 interfacial area concentration is severely overpredicted, indicating that the driving flux is 
underpredicted but at the same time is compensated by the overpredicted interfacial area 
concentration. In both datasets, the predicted total void fraction and the total interfacial area 
concentration follow the trends of the predicted group-2 and group-1 values, respectively.  
 Figure 34 and Figure 35 show the same benchmark with the interfacial mass generation 
model from TRACE. The overall trend of the prediction is similar to that with the 
RELAP5/MOD3.3 interfacial mass generation model. For the circular pipe dataset, the group-1 
values show a significant scatter at low-pressure conditions but are increasingly accurate as 
pressure increases. However, for the annulus dataset, majority of the data points are overpredicted 
especially those at low-pressure conditions. On the other hand, the group-2 void fraction is 
underpredicted, particularly for the circular pipe dataset. The underprediction of void fraction 
suggests that the TRACE interfacial mass generation model is unable to provide sufficient 




particularly under low-pressure conditions. On the contrary, albeit the underprediction of void 
fraction, the group-2 interfacial area concentrations are overpredicted in both datasets.  
 
 
Figure 32: Benchmark of two-group coupled IATE with flashing data in circular pipe, using the 
interfacial mass generation rate model from RELAP5/MOD3.3. 
 
 
Figure 33: Benchmark of two-group coupled IATE with flashing data in annulus channel, using 
the interfacial mass generation rate model from RELAP5/MOD3.3. 
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Figure 34: Benchmark of two-group coupled model with IATE with flashing data in circular pipe, 
using the interfacial mass generation rate model from TRACE. 
 
 
Figure 35: Benchmark of two-group coupled model with IATE with flashing data in annulus 
channel, using the interfacial mass generation rate model from TRACE. 
 Table 8 and Table 9 show the mean relative error of the predicted void fraction and 
interfacial area concentrations, defined as, 
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where x is a vector of the parameter of interest. The coupled two-group model with IATE is able to 
predict the void fraction more slightly accurately with the interfacial mass generation model from 
RELAP5/MOD3.3 than with the TRACE model. On the other hand, the total interfacial area 
concentrations are predicted more accurately for the circular pipe dataset, with a mean relative error 
of approximately 25% with both models. However, for the annulus dataset, the mean relative errors 
are higher at roughly 52% with the RELAP/MOD3.3 interfacial mass generation model and at 
approximately 62% with the TRACE interfacial mass generation model.  
Table 8: Mean relative errors of the predicted void fraction from the coupled two-group model 
with IATE simulation using the interfacial mass generation rate model from RELAP5/MOD3.3 
and TRACE. 
 Flow channel Group-1 (%) Group-2 (%) Total (%) 
RELAP5/MOD3.3 
Circular pipe 18.2 38.5 31.7 
Annulus 47.6 15.6 11.2 
TRACE 
Circular pipe 20.4 44.4 36.6 
Annulus 63.4 26.6 16.3 
 
Table 9: Mean relative errors of the predicted interfacial area concentration from the coupled two-
group model with IATE simulation using the interfacial mass generation rate model from 
RELAP5/MOD3.3 and TRACE. 
 Flow channel Group-1 (%) Group-2 (%) Total (%) 
RELAP5/MOD3.3 
Circular pipe 26.5 33.6 24.0 
Annulus 55.4 64.3 51.9 
TRACE 
Circular pipe 28.7 34.4 25.4 
Annulus 66.9 66.1 62.2 
 Figure 36 shows the coupled two-group model with IATE prediction for a low-pressure 
condition from the circular pipe dataset with the interfacial mass generation models from 
RELAP5/MOD3.3 and TRACE. In addition to the predicted values, the sources and sinks of void 
fraction and interfacial area concentrations are plotted. The overall trends of both sets of predictions 
are similar. It is observed that the coupled two-group model with IATE predicts the group-1 void 
fraction accurately with both interfacial mass generation models. However, the group-2 void 
fraction is severely underpredicted due to the insufficient driving flux. Conversely, for the 
interfacial area concentration, the group-1 values are overpredicted while the group-2 values show 
relatively accurate prediction. For group-1 bubbles, interfacial mass generation is the main source 
term for void fraction while intergroup mass transfer is the dominant sink term. The convection 
term has a small contribution to the total sink term and the pressure-drop term has a negligible 
impact on the predicted values. For group-2 bubbles, the main source is the intergroup mass transfer 
term while the convection term is the primary sink. With the RELAP5/MOD3.3 model, the group-




magnitude to the intergroup mass transfer rate. However, with the TRACE model, the contribution 
of interfacial mass generation to the growth of group-2 bubbles is almost negligible. For group-1 
interfacial area concentration, the contributions of bubble interaction mechanisms are negligible 





Figure 36: Simulation results for condition of  PP1 = 241 kPa, G = 1203 kg/m2s, and , 1g P =33% 
with interfacial mass generation model from (a) RELAP5/MOD3.3 and (b) TRACE. 
 The analysis shows that the coupled two-group model with IATE is able to predict the void 
fraction and interfacial area concentrations in flashing flows to various degrees of accuracy. 
Compared to the RELAP5/MOD3.3 simulation, the total void fraction shows more severe 
underprediction with the two-group model with IATE for the circular pipe dataset. However, for 
the annulus dataset, the accuracies of both approaches are similar. Furthermore, the coupled two-
group model with IATE shows improved predictions compared to the one-group approach, further 
confirming that the equal treatment of small and large bubbles in the one-group approach is 
inaccurate for high-void fraction flow such as flashing.  
 Currently, the group-2 mass generation rate is modeled as the product between the driving 
flux and the interfacial area concentration. This approach is adopted from the group-1 model where 
the geometry of group-2 bubbles is not considered in the model, other than the heat-transfer length 




generation model is introduced. The model is derived using the mass-energy balance approach with 
the consideration of the geometry of group-2 bubbles.  
4.5.  Conclusions  
 In this chapter, the existing approaches to model flashing flows are benchmarked and 
validated with the forced convection flashing data. RELAP5/MOD3.3 simulations are carried out 
and the results are compared with the experimental data where the void fraction predicted 
reasonably accurately with underprediction at low-pressure conditions. However, when 
benchmarked against condensing-flashing conditions, RELAP5/MOD3.3 severely underpredicts 
the void fraction in the flashing phase, suggesting an underprediction of the interfacial mass 
generation rate.  Interfacial area concentration correlations are also benchmarked with the flashing 
datasets. The RELAP5/MOD3.3 correlation severely underpredicts the group-1 value but 
overpredicts the group-2 value, resulting in a reasonably accurate prediction of total interfacial area 
concentration. On the other hand, the TRACE correlation overpredicts the group-1 interfacial area 
concentration but slightly underpredicts the group-2 value, thus overpredicting the total value.  
 The flashing datasets are also used to benchmark the one-group decoupled IATE. In the 
decoupled approach, the interfacial mass generation rate is not computed from a model or a 
correlation but solved directly from the void transport equation with experimental data. This 
approach allows the analysis to focus solely on the performance of the one-group IATE in the 
handling of flashing flow without any inaccuracy from the interfacial mass generation model. The 
one-group IATE is observed to severely overpredicts the interfacial area concentration, particularly 
under low-pressure, high-void fraction conditions. At low-pressures, the small bubbles undergo 
significant growth into the larger cap/slug/churn-turbulent bubbles which have a smaller surface-
area-to-volume ratio. Hence, as a bubble grows, its surface-to-volume ratio decreases. However, 
the one-group IATE fails to capture the trend because it is driven by the void fraction and treats all 
bubbles as small spherical bubbles of equal size. Consequently, the interfacial area concentration 
cannot be predicted accurately by the one-group IATE when small and large bubbles exist 
simultaneously in the flow. Hence, a multigroup approach where large and small bubbles are treated 
separately is necessary to improve the accuracy of the IATE. 
 The coupled two-group model with IATE is also benchmarked in this chapter. In the two-
group approach, spherical and distorted bubbles are categorized as group-1 while cap, churn-




diameter as the group boundary. The interfacial mass generation models from RELAP5/MOD3.3 
and TRACE are used in the simulation. With the RELAP5/MOD3.3 interfacial mass generation 
models, the group-1 void fraction and interfacial area concentrations are overpredicted, particularly 
at low-pressure conditions. On the other hand, for group-2 bubbles, the void fraction is 
underpredicted but the interfacial area concentration at low-pressure conditions is severely 
overpredicted. This indicates that the interfacial mass generation model predicts a small group-2 
driving flux that is compensated by the overprediction of interfacial area concentration. On the 
other hand, with the TRACE interfacial mass generation model, the group-1 void fraction and 
interfacial area concentration in the circular pipe dataset are predicted fairly accurately with slight 
overprediction at low-pressure conditions. For the group-2 bubbles, the void fractions are severely 
underpredicted but the interfacial area concentrations are overpredicted. For the annulus dataset, 
the group-1 void fraction and the interfacial area concentration of  are overpredicted, but the group-
2 void fraction is underpredicted. This again suggest that the current model produces a small group-
2 driving flux that is compensated by the interfacial area concentration.  
 This chapter shows that the interfacial mass generation models in RELAP5/MOD3.3 and 
TRACE tend to underpredict the group-2 void fraction, especially under low-pressure conditions. 
The analysis on the interfacial area concentration correlations also indicates the need of 
improvement. It is established that the one-group IATE is unable to accurately predict flashing 
flows under high void fraction conditions. The coupled two-group model with IATE shows 
improved prediction compared to the one-group approach but more detailed analysis is necessary 
to understand the discrepancy between the accuracies of the predicted void fraction and interfacial 





CHAPTER 5. INTERFACIAL MASS GENERATION MODELING 
In the previous chapter, current models of group-2 interfacial mass generation rate from 
RELAP5/MOD3.3 and TRACE are shown to have varying accuracies under flashing conditions in 
different flow geometries where the geometry of the group-2 bubbles is not considered. In this 
chapter, an interfacial mass generation model is derived based on the growth rate of group-2 
bubbles and the mass-energy balance equation, with consideration of the geometry of the bubbles. 
Different formulations of closure models are also introduced to supplement the interfacial mass 
generation model. The models are implemented to the coupled two-group model with IATE and 
benchmarked with the newly acquired data. Modifications are also proposed to the interfacial area 
concentration correlations. 
5.1. Interfacial Mass Generation Model with the Spherical Growth Rate Assumption 
 An interfacial mass generation model is derived for group-2 bubbles under flashing 
conditions. The approach utilizes the growth-rate of group-2 bubbles and the mass-energy balance 
approach, similar to that used by Park et al. [16] for the derivation of bubble condensation model. 
The mass-energy balance equation is written as, 
 ,fg b sathAmh T=  (5.1) 
where m , hfg, h, Ab, and ΔTsat are the rate of change of the mass of the bubble, latent heat, heat 
transfer coefficient, surface area of the bubble, and superheat, respectively. The LHS of Eq. (5.1) 












 =  = , (5.2) 
where Vb and D are the volume and diameter of the bubble, respectively. Meanwhile, the RHS of 
















where Nu, Lc, and kf are the Nusselt number, heat transfer characteristic length scale, and the liquid 
thermal conductivity, respectively, with c fNu hL k= . By equating Eq. (5.2) to Eq. (5.3), the rate 














=  (5.4) 
The rate of change of the interfacial area concentration of group-2 bubble due to phase change, 
PC , can be expressed in terms of the rate of change of bubble area as, 






 = =  (5.5) 
where nb is the number density of bubbles. Using the definition of dD dt from Eq. (5.5), PC , 
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= , (5.7) 
where κ is the group-2 shape coefficient. With Eq. (5.6) and Eq. (5.7), the interfacial mass 
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respectively. Utilizing the spherical bubble assumption used by Park et al. [16], the diameter of 
the bubble is equal to its Sauter mean diameter, 
,2Sm
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  =       (5.13) 
According to Ishii and Hibiki [1], the shape coefficient, κ, and the shape factor, ψ2, for spherical 
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uJa N  =    . (5.16) 
The heat transfer length scale, Lc, is taken as the liquid film thickness between the bubble and the 
wall of the flow channel, which according to Ishii and Hibiki [1], can be approximated as 5% of 
the gap width of the flow channel, wG, for most practical purposes. 
5.2. Interfacial Mass Generation Model with Cylindrical Growth Rate Assumption 
 In the previous section, the group-2 interfacial mass generation rate is derived from the 
mass-energy balance equation with the spherical bubble assumption used by Park et al. [16]. In this 
section, the same approach is adopted to derive an improved group-2 interfacial mass generation 
model with a different treatment of group-2 bubbles. As shown by Ooi et al. [96], under flashing 




assumption of all group-2 bubbles being slug bubbles used by RELAP5/MOD3.3. [52] and TRACE 
[53] is adopted here. Furthermore, the slug bubbles are assumed to have an idealized form with a 
cylindrical body and a spherical cap, similar to the assumption used by Ishii and Mishima [51] to 
derive the interfacial area correlation. The schematic of an idealized slug bubble is shown in Figure 
37. 
 
Figure 37: Schematic of an idealized slug bubble in flashing flow. 
The mass-energy balance equation of Eq. (5.1) is once again utilized where the LHS can be written 
in terms of the rate of change of bubble volume as, 






m =  (5.17) 
With the assumption that the slug bubble has a constant width and the change of bubble volume is 
due solely to the change in bubble length, Eq. (5.17) can be expressed in terms of the rate of change 












=  (5.18) 
where Db and Lb are the width and length of slug bubble. With the assumption that a slug bubble is 
constituted mainly of its cylindrical body which dominates the heat transfer between the bubble 
and the surrounding liquid [107], the surface area can be approximated as  
 .b b bDA L  (5.19) 
The RHS of Eq. (5.1) can then be expanded as, 




By equating Eq. (5.18) to Eq. (5.20) and introducing additional terms, the rate of change of slug 
bubble length is written as, 
 4
f satb b










where Lc is the heat transfer length scale and c fNu hL k= . Furthermore, ( )PC b bn dA dt =  of Eq. 
















Then, using Eq. (5.22) in conjunction with the relation between 
PC  and 2g  of Eq. (5.7), the 























By incorporating the definition of nb of Eq. (5.11), 
2g





















=  (5.24) 
The group-2 shape factor, ψ2, represents the ratio of actual particle surface area to the surface area 

















= , (5.25) 
according to Ishii and Hibiki [1], where ,2SmD and De are the Sauter mean diameter and the volume 



































 =  (5.28) 
For flow in a circular pipe, with the assumption that a slug bubble is mainly constituted of the 
cylindrical body and ignoring the spherical cap, the surface area and volume of the bubble are 










=  (5.29) 
On the other hand, for flow in an annulus, the slug bubble is confined between the outer wall and 
the inner rod, as shown in Figure 38. 
 
Figure 38: Cross sectional view of a slug bubble in an annulus channel. 
Ignoring the cap portion and the side surfaces (represented by the dashed lines in Figure 38) of the 
bubble, the surface area and volume of the slug bubble can be approximated as,  
 ( )* ,2 b in utb oA L r r  +  (5.30) 
 ( )* 2 2b o t inb uV L r r − , (5.31) 
where rin, rout, and
* are the bubble inner surface radius, bubble outer surface radius, and the non-








































where Rin, Rout, and Vt are the inner radius of the annulus, outer radius of the annulus, and the total 
mixture volume. With Eq. (5.30) to Eq. (5.33), and Eq. (5.28), the group-2 shape factor in an 



































=  (5.35) 
where λ is the ratio of bubble width to the pipe diameter and has a value of 0.9. For slug bubble in 




















where wG is the gap width of the channel and 2,maxR is the maximum radius of curvature of group-
2 bubble, estimated by Sun et al. [35] as  
 2, ,21.915 .max SmR D  (5.37) 
Note that for both flow geometries, the liquid film thickness is taken as the heat transfer length 
scale and is assumed as 5% of the gap width of the channel, thus yielding 0.9b hD D= for a circular 





5.3. Validation of the Proposed Interfacial Mass Generation Models with Flashing Data 
The interfacial mass generation models proposed in the previous sections are implemented to the 
coupled two-group model with IATE and validated with the forced convection flashing datasets. 
The closure models and the relevant assumptions made to the simulations are also discussed 
extensively.  
5.3.1. Group-2 Interfacial Mass Generation Model with Spherical Bubble Growth Rate 
Assumption 
 The group-2 interfacial mass generation model with the spherical growth rate assumption 
of Eq. (5.16) is implemented to the coupled two-group model with IATE and validated with the 
circular pipe and annulus flashing datasets. For group-1 bubble, the interfacial mass generation rate, 
Γg1, is calculated as Eq. (2.8). The heat transfer coefficient, h, is calculated with the Nusselt number 






N Re Pru = +  (5.38) 














=  (5.39) 
The void-weighted relative velocity, 
1rv , is defined as, 
 
1 1 ,r g fvv v= −  (5.40) 
which is similar to that used in RELAP5/MOD3.3 [52]. Meanwhile, for group-2 bubbles, the Γg2 
formulation of Eq. (5.16) is used with the Nusselt number correlation by Dittus and Boelter [82], 
which is also used in RELAP5/MOD3.3, as reported by Fullmer et al. [4]. The Dittus-Boelter 
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The group-2 void-weighted velocity, 
2rv , from RELAP5/MOD3.3 [52] is used , 
  2 2min , 0.8 ,r g fv v v= −  (5.43) 
where it is bounded to a maximum value of 0.8 m/s to prevent the solution from diverging under 
high void fraction conditions. The bulk temperature is calculated from the energy balance equation 
as shown in Appendix C and the bubble interaction models from Wang et al. [36] are used. For 
simplicity, experimental void-weighted gas velocities and pressures are supplied to the simulation. 
 Figure 39 shows the validation of the coupled two-group model with IATE with the circular 
pipe flashing dataset. Comparisons between calculated and experimental void fraction and 
interfacial area concentrations are shown, where the markers are colored according to the system 
pressure level and shaped according to the elevation. Additionally, the mean relative errors of the 
predicted values are tabulated in Table 10. It is observed that the group-1 void fraction is predicted 
reasonably accurately, with a mean relative error of 20.7%. Similar observations can also be made 
for the group-2 and total void fraction with a mean relative error of 24.3% and 21.2%, respectively. 
For both bubble groups, the data points at low-pressure conditions tend to be underpredicted, 
suggesting that an underprediction of the interfacial mass generation rate. Meanwhile, the group-1 
interfacial area concentration shows good prediction with a mean relative error of 17.4% where the 
accuracy of the predicted values improves with the system pressure. Conversely, the group-2 
interfacial area concentration shows a lower accuracy with a mean relative error of 35.7%. 
Furthermore, the predicted values show a larger spread, particularly at low-pressure conditions. 
Interestingly, despite the underprediction in group-1 values and the spread in group-2 values, the 
total interfacial area concentration shows an accurate prediction with a mean relative error of 14%. 
The improved accuracy suggests that the underprediction of group-1 values is compensated by the 
overprediction of group-2 values.  
 Figure 40 shows the validation of the coupled two-group model with IATE with the 
annulus dataset. Contrary to the circular pipe dataset, the void fraction is overpredicted in the 
annulus dataset for both group-1 and group-2 bubbles, with a mean relative error of 33.1% and 
22.1%, respectively. The effects of system pressure are less prominent with the data points at low-
pressure conditions showing marginally more overprediction than those at higher pressure 
conditions. Similarly, the interfacial area concentrations are overpredicted by the coupled two-
group model with IATE, with a group-1 and group-2 mean relative error of 49.4% and 60.6%, 
respectively. The group-2 predicted values show a large spread where the data points at low-




between the accuracy of the predicted void fraction and interfacial area concentration is likely due 
to the spherical assumption applied to the group-2 bubbles.   
 Figure 41 shows the two-group coupled IATE simulation for a low-pressure condition in 
the circular pipe dataset with the sources and sinks of void fraction and interfacial area 
concentration. The void fraction of both bubble groups are underpredicted, which is consistent with 
the trend observed in the low-pressure data points from Figure 39. The interfacial area 
concentrations are predicted comparatively more accurately, with a slight overprediction in group-
2 near the end of the flow channel. Interfacial mass generation is observed to be the main source of 
group-1 void fraction while intergroup mass transfer is the dominant sink, followed by bubble 
acceleration. The contribution of the pressure change term to the growth of group-1 void fraction 
is observed to be negligible. Similarly, for group-2 void fraction, interfacial mass generation 
remains as the dominant source, with a slight contribution from the intergroup mass transfer term, 
and almost no contribution from the pressure change term. The convection term is the only sink 
term with a significantly lower magnitude than the sum of the sources. The group-1 interfacial area 
concentration exhibits similar trends to the void fraction where interfacial mass generation is the 
primary source while intergroup mass transfer and convection are the sinks. For group-2 interfacial 
area concentration, interfacial mass generation and intergroup mass transfer are the main sources 
with almost the same magnitude while convection and coalescence are the primary sinks. 
 The discussion shows that the two-group coupled IATE with the group-2 interfacial mass 
generation rate using the spherical growth assumption is able to predict flashing flow in a circular 
pipe and an annulus reasonable accurately, particularly the void fraction. However, the interfacial 
area concentration, specifically under low-pressure conditions, tends to be overpredicted, 
suggesting a need to improve the modeling of the interfacial area sink terms. Although the 
mechanistic approach used for modeling the group-2 interfacial mass generation rate gives 
confidence of its applicability in different flow conditions, the model has so far only been validated 
with the experimental data in the range of conditions shown in Table 5 and Table 6. Thus, the 




Table 10: Mean relative errors of predicted void fraction and interfacial area concentrations with 
spherical growth assumption of group-2 interfacial mass generation model. 
Geometry 













Circular pipe 20.7 24.3 21.2 17.4 35.7 14.0 




Figure 39: Validation of the group-2 interfacial mass generation model with spherical growth rate 
assumption using the circular pipe flashing dataset. 
 
 
Figure 40: Validation of the group-2 interfacial mass generation model with spherical growth rate 
assumption using the annulus flashing dataset. 
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Figure 41: Coupled two-group IATE simulation result, with interfacial mass generation model 
using the spherical growth rate assumption for the circular pipe condition of PP1 = 313 kPa, G = 










5.3.2. Group-2 Interfacial Mass Generation Model with Cylindrical Bubble Growth Rate 
Assumption 
 The group-2 interfacial mass generation model with the cylindrical growth rate assumption 
of Eq. (5.24) is implemented to the coupled two-group model with IATE and validated with the 
flashing datasets. For group-1 bubbles, the interfacial mass generation rate, Γg1, is calculated as Eq. 
(2.8). Similar to the previous approach, the Ranz-Marshall [67] correlation of Eq. (5.38) is used to 
calculate the group-1 heat transfer coefficient. The group-1 Reynolds number and the void-
weighted relative velocity are calculated with Eq. (5.39) and Eq. (5.40), respectively. For group-2 
bubbles, the Dittus-Boelter [82] correlation of Eq. (5.41) and the group-2 bubble Reynolds number 














=  (5.44) 
where the group-2 void weighted velocity, ,2rv , is defined with Eq. (5.43) and 
*
b
D  is the bubble 
Reynolds number characteristic length scale. The definition of 
*
b
D  is adopted from that of hydraulic 






=  (5.45) 
where A and P are the cross-sectional area and the perimeter of a slug bubble, respectively. For a 
slug bubble in a circular pipe, 
*
b
D  is equal to the width of the bubbles, Db, defined as 90% of the 








is given as,  
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 (5.46) 
where rin, rout, and
* are the bubble inner surface radius, bubble outer surface radius, and the non-
dimensional bubble wrap angle, respectively. For the analysis, bulk temperature is calculated from 
the energy balance equation while experimental gas velocities and pressures are used. 
 Figure 42 shows the validation results of the two-group coupled IATE with the circular 
pipe dataset. Note that the data points are colored according to the pressure level and shaped 
according to their axial locations in the test section. The mean relative errors of the predictions are 
tabulated in Table 11. The group-1 void fraction shows an acceptable prediction overall, with a 
mean relative error of 21.3%. At low-pressure conditions, the data points are underpredicted where 
the severity of underprediction increases with respect to the axial location. This indicates that at 
higher elevations, the source terms, particularly the interfacial mass generation, is unable to 
accurately predict the rapid growth of group-1 bubbles. For group-2 void fraction, almost all data 
points are predicted to within 30% of the experimental values, with a mean relative error of 25.9%. 
The group-2 void fraction is observed to be marginally underpredicted at all pressure levels. The 
total void fraction is predicted slightly more accurately with a mean relative error of 17.5% and an 
overall trend that resembles that of the group-2 void fraction as group-2 bubbles are the dominant 
bubble group in flashing flows. Meanwhile, the predicted group-1 interfacial area concentration 
shows some spread, particularly at low-pressure conditions, and has a mean relative error of 22.1%. 
On the other hand, the group-2 and total interfacial area concentration are observed to have less 
spread, with most data points predicted to within ± 30% of the experimental values. The mean 
relative errors of the predicted group-2 and total interfacial area concentration are 24.1% and 15.6%, 
respectively.  
 Figure 43 shows the validation results with the annulus data set. The group-1 void fraction 
is overpredicted slightly with a mean relative error of 35.6%. Conversely, the group-2 and total 
void fractions show an excellent prediction with a mean relative error of 7.8% and 8.2%, 
respectively. Similar to the group-1 void fraction, the group-1 interfacial area concentration is 
overpredicted by the coupled two-group model with IATE at all pressure levels, with a mean 




where the mean relative error is 46.6%. Additionally, the predicted group-2 interfacial area 
concentration shows a large spread, particularly at low-pressure conditions. Overall, the total 
interfacial area concentration also shows an overprediction with a mean relative error of 40.4%. 
The discussion highlights the discrepancy between the accuracy of the predicted void fraction and 
interfacial area concentrations especially for group-2 bubbles in the annulus channel. The 
inconsistency between the trends of the predicted group-2 void fraction and interfacial area 
concentration is likely due to two possible reasons: the under prediction of the group-2 sink terms 
or the inaccurate modeling of the group-2 shape coefficient, κ, which essentially represents the ratio 
of the rate of change of bubble volume to the rate of change of bubble surface area. Further 
investigations are necessary to understand the effects of the sink terms and the group-2 shape 
coefficients on the accuracy of the coupled IATE. 
Table 11: Mean relative errors of predicted void fraction and interfacial area concentrations with 
cylindrical growth assumption of group-2 interfacial mass generation model. 
Geometry 













Circular pipe 21.3 25.9 17.5 22.1 24.1 15.6 




Figure 42: Validation of the group-2 interfacial mass generation model with cylindrical growth 
rate assumption using the circular pipe flashing dataset. 
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Figure 43: Validation of the group-2 interfacial mass generation model with cylindrical growth 
rate assumption using the annulus flashing dataset. 
 Figure 44 shows the simulation result of a low-pressure condition from the circular pipe 
dataset. Note that this is the same condition shown in Figure 41 used for the discussion in the 
previous section. The coupled two-group model with IATE shows good prediction of void fraction 
and interfacial area concentration for both bubble groups, with a slight underprediction of group-1 
values at higher elevations. The trends of the source and sink terms are similar to those observed 
in Figure 41 where interfacial mass generation is the dominant source of void fraction in both 
bubble groups. For group-1 void fraction, the dominant sink is the intergroup mass transfer term 
followed by the convection term. For group-2 void fraction, the convection term is the only sink, 
while the intergroup mass transfer term has a minor contribution to the growth of void fraction. 
The pressure-change term has a negligible effect on the void fraction of both bubble groups. 
Similarly, the interfacial mass generation term is the primary source of interfacial area for both 
bubble groups. For group-1 bubbles, convention and intergroup mass transfer are the main sink 
terms while bubble interactions appear to have no impact on the interfacial area concentration. For 
group-2 bubbles, intergroup mass transfer is the second source term after interfacial mass 
generation while convection and bubble coalescence are the dominant sink terms with an almost 
equal magnitude.  
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Figure 44: Coupled two-group model with IATE simulation result, with interfacial mass 
generation model using the cylindrical growth rate assumption for the circular pipe condition of 
PP1 = 313 kPa, G = 1209 kg/m2s, and , 1g P = 11%. 
 It has been shown that the coupled two-group model with IATE, using the intergroup mass 
generation models with the spherical and cylindrical bubble growth assumptions are able to predict 
flashing flows to a reasonable degree of accuracy. The comparison of the mean relative errors 
shows that with the cylindrical growth rate assumption, the predicted void fraction and interfacial 
area concentrations are marginally more accurate than with the spherical bubble growth rate. 
Meanwhile, the accuracies of the predicted void fraction and interfacial area concentration in the 
annulus data are observed to be inconsistent, likely due to inaccurate modeling of the interaction 
mechanism terms or the group-2 shape coefficient, κ. The effects of bubble interaction mechanisms 
and group-2 shape coefficient on the predictions are discussed in the next section. Although the 
mechanistic approach used for modeling the group-2 interfacial mass generation rate gives 
confidence of its applicability in different flow conditions, the model has so far only been validated 
with the experimental data in the range of conditions shown in Table 5 and Table 6. Thus, the 
application of the model outside of the range should be performed with caution. 
5.4.  Sensitivity Study on Coupled Two-Group Model with IATE 
The group-2 interfacial mass generation model with the cylindrical growth rate assumption is 
implemented to the coupled two-group model with IATE and validated with the flashing datasets. 
In this section, the sensitivity of the predictions to the liquid film thickness and the inlet superheat 
is first studied by varying the values and comparing the resultant predictions. Furthermore, the 
discrepancy between the accuracy of the predicted group-2 void fraction and the predicted group-
2 interfacial area concentration is investigated, particularly for the annulus dataset. It is postulated 
that the discrepancy stems from the closure models such as the group-2 shape coefficient, relative 
velocity, and the interaction mechanisms. In this section, the effects of these closure models on the 





5.4.1. Heat Transfer Characteristic Length Scale 
 In the proposed group-2 interfacial mass generation model with the cylindrical growth rate 
assumption, the heat transfer characteristic length scale for group-2 bubbles is taken as the liquid 
film thickness surrounding the bubble. As suggested by Ishii and Hibiki [1], the width of a slug 
bubble can be assumed as 90% of the width of the flow channel for most practical applications, 
which implies that the liquid film surrounding the slug bubble has a thickness of 5% of the channel 
width. In this section, the sensitivity of the predictions to the liquid film thickness is investigated 
by varying the thickness from the original 5% to 7.5% and 10%. Figure 45 and Figure 46 show the 
sensitivity of the predictions with respect to different liquid film thickness for the circular pipe and 
annulus datasets, respectively. For both datasets, it is observed that a larger liquid film thickness 
results in smaller predicted values of group-2 void fraction due to the smaller resultant group-2 
interfacial mass generation rate, as shown by Eq. (5.24). On the contrary, the smaller liquid 
thickness produces marginally smaller predictions of group-1 void fraction and interfacial area 
concentration. The mean relative errors of both datasets for different liquid film thickness are 
tabulated in Table 12 and Table 13 where the accuracy of the predictions worsens with increasing 
liquid film thickness. Overall, the predictions of void fraction and interfacial area concentration in 
flashing flows are the most accurate when the liquid film thickness is taken as 5% of the channel 
width. 
 
Figure 45: Sensitivity study of the liquid film thickness on the predicted results of the two-group 
coupled model with the IATE for the circular pipe dataset. 
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Figure 46: Sensitivity study of the liquid film thickness on the predicted results of the two-group 
coupled model with the IATE for the annulus dataset. 
Table 12: Mean relative error of the predicted results of the two-group coupled model with the 
IATE for the circular pipe dataset with different liquid film thickness. 
Liquid film thickness 
Void fraction (%) Interfacial area concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
5% of wG 21.3 25.9 17.5 22.1 24.1 15.6 
7.5% of wG 20.4 27.9 22.5 23.3 27.7 17.9 
10% of wG 20.2 31.2 25.9 23.9 29.9 19.5 
 
Table 13: Mean relative error of the predicted results of the two-group coupled model with the 
IATE for the annulus dataset with different liquid film thickness. 
Liquid film thickness 
Void fraction (%) Interfacial area concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
5% of wG 35.6 7.8 8.2 51.1 46.6 40.4 
7.5% of wG 39.5 10.0 8.2 52.3 50.3 44.1 
10% of wG 43.1 13.0 9.2 55.1 54.5 47.4 
5.4.2. Inlet Superheat 
 In the current coupled two-group model with IATE, the bulk temperature is calculated from 
the energy balance equation using the experimental data as the initial value. To better understand 
the sensitivity of the predictions to the inlet superheat, the initial bulk temperature is increased and 
decreased by 50% of the original superheat value. Figure 47 and Figure 48 show the predictions 
with different initial superheat values for the circular pipe and annulus data, respectively. Increasing 
the initial superheat by 50% increases the overall superheat which subsequently results in a higher 
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interfacial mass generation rate. The higher interfacial mass generation rate marginally reduces the 
underprediction of the group-2 void fraction in the circular pipe dataset. On the contrary, decreasing 
the initial superheat by 50% produces a smaller interfacial mass generation rate which results in 
further underprediction of group-2 void fraction in the circular pipe dataset. It is also noted that the 
group-1 predictions are less sensitive to the changing initial superheat compared to the group-2 
values. On the other hand, for the annulus dataset, the predictions are observed to be less sensitive 
to the changing initial superheat as the predicted void fraction and interfacial area concentration for 
both bubble groups remain largely similar at different values of initial superheat. The mean relative 
errors of the predictions with different superheat values for the circular pipe and annulus datasets 
are tabulated in Table 14 and Table 15, respectively. For the circular pipe dataset, increasing the 
initial superheat by 50% improves the prediction of void fraction but marginally worsens the 
prediction of interfacial area concentration. Decreasing the initial superheat by 50% reduces the 
accuracy of the predicted void fraction but the accuracy of the predicted interfacial area 
concentration remains similar. On the other hand, for the annulus dataset, the accuracy of the 
predicted void fraction and interfacial area concentration worsens with the increase of the initial 
superheat value. Conversely, with the decrease of the initial superheat value, the accuracy of the 
predicted void fraction remains the same while the accuracy of the predicted interfacial area 
concentration is slightly improved.  
 
Figure 47: Sensitivity study of the liquid film thickness on the predicted results of the two-group 
coupled model with the IATE for the annulus dataset. 
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Figure 48: Sensitivity study of the liquid film thickness on the predicted results of the two-group 
coupled model with the IATE for the annulus dataset. 
Table 14: Mean relative error of the predicted results of the two-group coupled model with the 
IATE for the circular pipe dataset with different inlet superheat values. 
Liquid film thickness 
Void fraction (%) Interfacial area concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
Tf,exp 21.3 25.9 17.5 22.1 24.1 15.6 
Tf,exp +0.5ΔTsat,P1 21.1 26.6 15.8 24.1 28.7 18.1 
Tf,exp -0.5ΔTsat,P1 22.0 30.4 25.0 21.4 27.4 15.9 
 
Table 15: Mean relative error of the predicted results of the two-group coupled model with the 
IATE for the annulus dataset with different inlet superheat values. 
Liquid film thickness 
Void fraction (%) Interfacial area concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
Tf,exp 35.6 7.8 8.2 51.1 46.6 40.4 
Tf,exp +0.5ΔTsat,P1 39.8 9.7 11.6 52.6 53.0 43.7 
Tf,exp -0.5ΔTsat,P1 35.8 9.9 8.3 48.3 42.1 37.4 
5.4.3. Group-2 Shape Coefficient 
In the two-group IATE, the group-2 shape coefficient, κ, essentially accounts for the rate 
of change of bubble surface area to the rate of change of bubble volume. As the IATE is coupled 
to the void fraction, the change of void fraction will result in a different change of interfacial area 
concentration depending on the group-2 shape coefficient. In this work, for the coupled two-group 
model with IATE with the cylindrical growth rate interfacial mass generation model, the group-2 
shape coefficient is calculated based on the model proposed by Worosz [108], shown in Eq. (5.35), 
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for the circular pipe dataset, and the model proposed by Ozar [37], shown in Eq. (5.36), for the 
annulus dataset.  
The same simulation is repeated with different formulations of group-2 shape coefficient 
to understand its effects on the accuracy of the two-group coupled IATE. According to Ozar [37], 





 =   (5.47) 
where Ab and Vb are the surface area and volume of a bubble, respectively. For a spherical bubble 
with a volume of 34 3bV r=  and a surface area of 
24bA r= , κ is calculated as 2/3. On the other 
hand, for a slug bubble where its surface area and volume are approximated as b b bA LD  and 
( )2 4b b bDV L  in the circular pipe, and as ( )
*2 b in outbA rL r  +  and ( )* 2 2b o t inb uV L r r −  in the 
annulus, Eq. (5.47) yields κ = 1.  
 Figure 49 shows the comparison of the group-2 shape coefficient for the circular pipe and 
annulus datasets where the points calculated from Worosz’s [108] and Ozar’s [37] models are 
colored according to the system pressure. The κ calculated from the spherical bubble and cylindrical 
bubble assumptions have a constant value of 2/3 and 1, respectively. For the circular pipe dataset, 
the group-2 shape coefficients given by Worosz’s [108] model are observed to increase almost 
linearly with respect to the group-2 void fraction, with values ranging from approximately 0.5 to 
2.5. On the other hand, for the annulus data set, the group-2 shape coefficients by Ozar’s [37] model 
have a relatively constant value of approximately 0.8 at all pressure levels.   
 






 Figure 50 shows the predicted void fraction and interfacial area concentrations by the 
coupled two-group model with IATE using different formulations of group-2 shape coefficient for 
the circular pipe dataset with the mean relative errors shown in Table 16. For the group-1 void 
fraction and interfacial area concentration, the effects of group-2 shape coefficients are almost 
negligible where the three sets of predicted values are closely matched between each other. For the 
group-2 values, the effects of the group-2 shape coefficients are more prominent. The predicted 
group-2 void fractions with κ from the spherical bubble formulation and the model by Worosz [108] 
are observed to be close to each other, with the former showing slightly more underprediction, 
where the mean relative errors are 20% and 17.5%, respectively. Similar observation can also be 
made for the interfacial area concentration where the mean relative errors are 16.6% and 15.6% 
with the spherical κ and Worosz’s [108] κ, respectively. Conversely, with the cylindrical κ, the 
group-2 void faction and interfacial area concentrations show more overprediction, with a mean 
relative error of 24.6% and 15.8%, respectively.  
 Figure 51 shows the predictions from the coupled two-group model with IATE using 
different formulations of κ for the annulus dataset, with the mean relative errors shown in Table 17. 
The predicted group-1, group-2, and total void fractions from the three sets of simulations are 
observed to be relatively close to each other, with the simulation using Ozar’s [37] model of κ 
showing the smallest mean relative errors, followed by the simulation with the spherical κ, and 
lastly by that with the cylindrical κ. Conversely, larger discrepancies are observed between the 
predicted interfacial area concentrations where the predictions with Ozar’s [37] model of κ and the 
spherical κ are relatively close, with a mean relative error of 40.4% and 38.2%, respectively. 
However, with the cylindrical κ, larger overpredictions are observed in the group-2 interfacial area 
concentration, with a mean relative error of 49.9%. The difference in the accuracy of the predicted 
group-2 void fraction and interfacial area concentration in the annulus dataset, particularly with the 
cylindrical κ, indicates that with a κ of 1, the coupled two-group model with IATE tends to 
overpredict the group-2 interfacial area concentration compared to other values of κ. 
 The analysis highlights the sensitivity of the coupled two-group model with IATE to the 
group-2 shape coefficient, which essentially is defined as the ratio of the rate of change of bubble 
surface area to the rate of change of bubble volume. For a given rate of change of bubble volume, 
with different group-2 shape coefficients, the predicted interfacial area concentrations could be 






Figure 50: Effects of Group-2 shape coefficient on the prediction of the coupled two-group model 
with IATE with the circular pipe dataset. 
 
 
Figure 51: Effects of Group-2 shape coefficient on the prediction of the coupled two-group model 
with IATE with the annulus dataset. 
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Table 16: Mean relative errors of the coupled two-group model with IATE predictions with 
different group-2 shape coefficients for the circular pipe dataset. 
κ 
Void Fraction (%) Interfacial Area Concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
Worosz (2015) 21.3 25.9 17.5 22.1 24.1 15.6 
Cylindrical 23.4 47.4 24.6 24.4 63.2 15.8 
Spherical 21.1 28.9 20.0 23.2 23.2 16.6 
Table 17: Mean relative errors of the coupled two-group model with IATE predictions with 
different group-2 shape coefficients for the annulus dataset. 
κ 
Void Fraction (%) Interfacial Area Concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
Ozar (2009) 35.6 7.8 8.2 51.1 46.6 40.4 
Cylindrical 39.1 9.3 9.6 51.6 71.5 49.9 
Spherical 36.7 8.4 9.1 49.9 41.7 38.2 
 
5.4.4. Relative Velocity 
 The effects of relative velocity between the liquid and gas phases on the coupled two-group 
model with IATE are investigated. For simplicity, the discussion in this section is based on 
simulations done with the cylindrical growth assumption of interfacial mass generation rate. The 
relative velocity is used in the calculation of bubble Reynolds number, which in turn is used for the 
calculation of the Nusselt number, as shown in Eq. (5.38) and Eq. (5.41). Currently, the relative 
velocity is taken as the void weighted relative velocity, defined as 
ri gi f
v vv = − , as shown 
in Eq. (5.40) and Eq. (5.43) for group-1 and group-2 bubbles, respectively. To understand its impact 
on the predictions of the coupled two-group model with IATE, two additional definitions of relative 
velocity are used, namely the area-averaged bubble rise velocity, 
bU , and the void weighted drift 












































as used by Kumar and Brooks [29] for the IATE simulation of condensing flows. On the other hand, 
void weighted drift velocities, defined as the relative velocity of the gas phase with respect to the 



































for group-1 and group-2 bubbles, respectively. 
 Figure 52 shows the simulation of the coupled two-group model with IATE various 
formulations of relative velocity for the circular pipe dataset, with the mean relative errors tabulated 
in Table 18. Although with different relative velocities, the coupled two-group model with IATE 
shows close predictions of group-1 void fraction and interfacial area concentration. Conversely, 
larger discrepancies are observed for the group-2 void fraction with different formulations of 
relative velocity. With gjv  and bU , the group-2 void fractions exhibits a larger degree of 
underprediction, with a mean relative error of 54.6% and 58%, respectively. The underprediction 
suggests that gjv  and bU  produce a smaller relative velocity, which in turn underpredicts the 
heat transfer coefficients and the interfacial mass generation rate. On the other hand, with 
rv , the 
group-2 void fraction is predicted more accurately with a mean relative error of 24.1%. Similarly, 
with 
rv , the coupled two-group model with IATE predicts the group-2 interfacial area concentration 
more accurately with less scatter and a mean relative error of 18%.  
 The same analysis is carried out for the annulus dataset where the comparison is shown in 
Figure 53 and the mean relative errors are tabulated in Table 19. Similar to the circular pipe dataset, 
the group-1 and group-2 void fractions are predicted more accurately with 
rv , while the predictions 
with gjv  and bU  are observed to be more scattered. Meanwhile, the group-1 interfacial area 
concentrations are predicted closely with all three formulations of relative velocity. For group-2 
interfacial area concentrations, the prediction with 
rv  is observed to be the most accurate, with a 
mean relative error of 46.6%, compared to 54.6% and 58% with gjv  and bU , respectively.  
 The analysis highlights the impact of the formulation of relative velocity on the accuracy 
of the coupled two-group model with IATE. Group-1 void fraction and interfacial area 
concentrations are shown to be less sensitive to the formulation of relative velocity based on the 




model with IATE is observed to produce predictions that are consistently more accurate with
rv than 
with gjv  and bU . 
 
 
Figure 52: Effects of relative velocity on the prediction of the coupled two-group model with 
IATE with the circular pipe dataset. 
 
 
Figure 53: Effects of relative velocity on the prediction of the coupled two-group model with 
IATE with the annulus dataset. 
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Table 18: Mean relative errors of the coupled two-group model with IATE predictions with 
different formulations of relative velocity for the circular pipe dataset. 
vr 
Void Fraction (%) Interfacial Area Concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
rv  21.3 25.9 17.5 22.1 24.1 15.6 
bU  39.5 12.9 13.2 51.8 58.0 44.8 
gjv  41.0 11.5 11.4 53.0 54.6 45.4 
Table 19: Mean relative errors of the coupled two-group model with IATE predictions with 
different formulations of relative velocity for the annulus dataset. 
vr 
Void Fraction (%) Interfacial Area Concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
rv  35.6 7.8 8.2 51.1 46.6 40.4 
bU  39.5 12.9 13.2 51.8 58.0 44.8 
gjv  41.0 11.5 11.4 53.0 54.6 45.4 
 
5.4.5.  Understanding the Accuracy of the Predicted Interfacial Area Concentrations  
 The discussion in the previous sections show that the coupled two-group model with 
coupled IATE is able to predict flashing flow in a circular pipe and annulus channel to a high degree 
of accuracy. However, it is also noted that the void fraction tends to be predicted more accurately 
than the interfacial area concentration, particularly for group-2 bubbles. In addition to 
overprediction, the predicted group-2 interfacial area concentrations are observed to be more 
scattered compared to the group-2 void fractions that appear to be more concentrated within the 
±30% error lines, as shown in Figure 42 and Figure 43. It is also noted from the sensitivity study 
that changing the group-2 shape coefficient does not eliminate the scatter observed in the predicted 
group-2 interfacial area concentration, suggesting that the cause of the scatter and overprediction 
of the group-2 interfacial area concentrations could potentially lie in the modeling of the bubble 
interaction mechanisms. 
 Before further analysis on the bubble interaction mechanisms can be carried out, it is 
necessary to understand how the overprediction of interfacial area concentration impacts the 
prediction of void fraction. So far, the interfacial mass generation model has only been validated in 
coupled simulations where the interfacial area concentration has shown various degrees of 
overprediction, thus making it hard to determine its true performance. To better understand the 
performance of the group-2 interfacial mass generation model without the inaccuracy from the 
interfacial area concentration, the proposed model is implemented to the void transport equations,  




Similar to the previous simulations, the bulk temperature is calculated from the energy balance 
equation while experimental gas velocities and pressures are used. 
 Figure 54 shows group-1, group-2, and total void fraction predicted by the two-group void 
transport equations with the cylindrical assumption of interfacial mass generation model for the 
circular pipe dataset, with the mean relative errors tabulated in Table 20.  The group-1 void fraction 
is predicted accurately with almost all data points predicted to within 30% of the experimental 
values. The same is also observed for the group-2 void fraction with a slight underprediction at 
lower pressure conditions, indicating the need of a stronger interfacial mass generation rate under 
low pressures. Figure 55 shows the predictions for the annulus dataset, with the mean relative errors 
shown in Table 20. The group-1 void fraction is marginally overpredicted with a mean relative 
error of 38.3% while the group-2 void fraction shows good prediction with a mean relative error of 
13%. The analysis shows that the interfacial mass generation model with the cylindrical assumption 
is able to predict the void fraction in flashing flows accurately when supplied with accurate 
interfacial area concentrations. The overall consistent trends between the predicted void fraction of 
the coupled two-group model with IATE and the two-group void transport equations further 
confirm the validity of the proposed interfacial mass generation model.  
 
Figure 54: Validation of the interfacial mass generation model with experimental interfacial area 
concentration for the circular pipe dataset. 
 
Figure 55: Validation of the interfacial mass generation model with experimental interfacial area 
concentration for the annulus dataset. 
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Table 20: Mean relative errors of the predicted void fraction with experimental interfacial area 
concentration. 
Flow channel geometry 
Void Fraction (%) 
Group-1 Group-2 Total 
Circular Pipe 18.7 20.2 17.0 
Annulus 38.3 13.0 9.2 
 With the proposed interfacial mass generation model validated, the remainder of the section 
focuses on the analysis to understand the disparity between the accuracies of the predicted void 
fraction and interfacial area concentrations by the coupled two-group model with IATE. It is 
postulated that the inaccuracy of the predicted interfacial area concentration stems from the closure 
models used in the IATE, particularly the interaction mechanism models. To confirm this, the 
influence of the interfacial mass generation model on the IATE first needs to be eliminated. In the 
one-group approach, this is done by computing the interfacial mass generation rate directly from 
the void transport equation then supplying the calculated values to the IATE, thus avoiding the 
need for an interfacial mass generation model. Similar approach is also adopted for the two-group 
simulation where the group-1 and group-2 interfacial mass generation rates are first calculated by 
solving the void transport equations and the intergroup mass transport equations simultaneously 
using the experimental void fraction and interfacial area concentrations. The experimental values 
are fitted with second-order polynomials which are then used to solve for the interfacial mass 
generation rates. The calculated interfacial mass generation rates are then supplied to the coupled 
two-group model with IATE to predict the void fraction and interfacial area concentration. The 
methodology of the analysis is summarized in Figure 56. With this approach, the performance of 
the two-group IATE in predicting the interfacial area concentration can be studied without the 
influence from the interfacial mass generation models.  
 
Figure 56: Methodology to analyze the overprediction of interfacial area concentration by the 
coupled two-group model with IATE. 
 Figure 57 and Figure 58 show the predictions by the coupled two-group model with IATE 




respectively, with the mean relative errors tabulated in Table 21. The group-1 void fraction for both 
datasets exhibit a small amount of scatter, likely due to imperfect polynomial fits to the 
experimental data points resulting in slight inaccuracy in the pre-calculated interfacial mass 
generation rate. On the other hand, the group-2 void fraction for both datasets are predicted more 
accurately, with majority of the data points predicted to within 30% of the experimental values. 
The simulation result shows that even with accurate prediction of group-2 void fraction, the 
interfacial area concentration remains mostly overpredicted with significant scatter, particularly for 
lower pressure conditions. The disparity between the accuracies of the predicted group-2 void 
fraction and interfacial area concentration suggests that the cause of the inaccuracy lies possibly in 
the IATE, specifically the modeling of the bubble interaction mechanisms. The interaction 
mechanism model by Wang et al. [36] is used here as it is shown in the same work that the model 
performs better than other models such as those by Fu and Ishii [32], Doup [110], and Worosz 
[108]. Nonetheless, the inaccuracy of the predicted group-2 interfacial area concentration, 
particularly the overprediction under low-pressure and high void fraction conditions suggests the 
necessity of stronger sink terms that lead to the coalescence of group-2 bubbles. Under high void 
fraction conditions where the flow is dominated by large slug bubbles, the rate of bubble 
coalescence via mechanisms such as random collision and wake entrainment is expected to 
increase, thus leading to more destruction of bubble interface. Furthermore, the predicted interfacial 
area concentrations appear to be less accurate in the annulus dataset than the circular pipe dataset, 
suggesting that the current interaction mechanism model by Wang et al. [36] might not be 
appropriate for flows in an annulus channel. It also highlights the need of interaction mechanism 
models specifically for high void fraction flows in an annulus channel with large slug bubbles. 
However, as the modeling of bubble interaction mechanisms is beyond the scope of the current 
work, it is reserved as a recommendation for future works. The improved bubble interaction models 
should also cover a wide range of void fraction and mass flux to ensure its applicability in different 









Figure 58: Simulation results for the annulus dataset with pre-calculated interfacial mass 
generation rate. 
Table 21: Mean relative errors of the simulation results with fitted interfacial mass generation rates. 
Flow channel geometry 
Void Fraction (%) Interfacial Area Concentration (%) 
Group-1 Group-2 Total Group-1 Group-2 Total 
Circular Pipe 22.9 15.4 7.2 14.4 31.9 10.1 
Annulus 17.9 39.9 24.2 35.5 86.0 40.6 
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5.5. Implementation to Low Initial Void Fraction Flashing Conditions 
 The coupled two-group model with IATE with the proposed interfacial mass generation 
model has so far only been validated with flashing conditions that are well established with a 
substantial amount of initial void fraction. In this section, the coupled two-group model with IATE 
is validated with flashing flows in a circular pipe with near zero or very low initial void fraction. 
Similar to the simulations discussed in the previous sections, the cylindrical growth interfacial mass 
generation model and the interaction mechanism models by Wang et al. [36] are used here. Bulk 
temperature is calculated from the energy balance equation while experimental pressure is supplied 
to the simulation. However, due to the high measurement uncertainty of gas velocity at low void 
fraction conditions, the gas velocities in the simulation are determined from the two-group drift 
flux model, which is the approach used by Kumar and Brooks [29] in their IATE simulation of 
condensing flows. According to Brooks et al. [111] and Brooks et al. [112], in the two-group drift 
flux model, the void-weighted gas velocities are given as, 
 1 1 ,1 ,g o gjv C j v= +  (5.52) 
 2 2 ,2 ,g o gjv C j v= +  (5.53) 
where j is the area-averaged superficial velocity, ,1gjv and ,2gjv are the group-1 and group-2 
void-weighted drift velocity, defined in Eq. (5.50) and Eq. (5.51), respectively, and Co1 and Co2 are 
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 (5.55) 
where C is the asymptotic value of the distribution parameter. The value of C is determined to be 
1.2 for a circular pipe by Ishii [109] and 1.1 for an annulus channel by Ozar et al. [113]. 
  Figure 59 shows the validation results for a near zero and a low initial void fraction flashing 
condition with the sources and sinks void fraction and interfacial area concentration plotted. Figure 




concentration are observed to increase to 42% and 150 m-1 at the final measurement location. On 
the other hand, Figure 59(b) shows the low initial void fraction condition with an initial group-1 
void fraction and interfacial area concentration of 1% and 30 m-1, respectively. By the last 
measurement location, the total void fraction and interfacial area concentration increase to roughly 
40% and 140 m-1, respectively. The coupled two-group model with IATE fails to predict the 
condition of Figure 59(a) where the predicted void fraction and interfacial area concentration at the 
final measurement location are observed to be close to zero due to the severe underprediction of 
bubble growth rate. This is because the interfacial mass generation rate, which is the main source 
of bubble growth, is a function of interfacial area concentration and the driving flux. A very low 
interfacial area concentration results in a low interfacial mass generation rate which then hinders 
the growth of bubbles.  On the other hand, the coupled two-group model with IATE is observed to 
predict the condition of Figure 59(b) satisfactorily. The group-1 void fraction and interfacial area 
concentration are marginally underpredicted while the group-2 values are slightly overpredicted. It 
is observed that interfacial mass generation is the primary source of group-1 void fraction and 
interfacial area concentration while intergroup mass transfer and the convection term are the sinks, 
with the former being the dominant term. In the initial phase, intergroup mass transfer is the main 
source for group-2 void faction and interfacial area concentration. As the group-2 bubbles continue 
to grow, interfacial mass generation becomes the primary source due to increasing interfacial area 
concentration. Meanwhile, the convection term is the primary sink with the interaction mechanisms 









Figure 59: Validation of coupled two-group model with IATE with (a) near zero and (b) low 
initial void fraction flashing conditions with the parameters of:  
(a) PP1 = 241 kPa, G = 1228 kg/m2s, and , 1g P = 0% 
(b) PP1 =333 kPa, G = 962 kg/m2s, and , 1g P = 1% 
The analysis highlights a shortcoming of the current coupled two-group IATE simulation 
in flashing flows. In the current approach, evaporation on the bubble interface is the only interfacial 
mass generation mechanism. However, as shown in Figure 59, the accuracy of this approach is 
dependent on the existence of bubbles at the start of the simulation. Without a large enough initial 
interfacial area concentration, the resultant interfacial mass generation from evaporation is shown 
to be insufficient to match the experimental values. The poor prediction by the coupled two-group 
model with IATE suggests the need of a nucleation model which accounts for the generation of 
bubbles in the flow. This is consistent with the observation made via the high-speed videos taken 
from the circular pipe dataset.  
 Figure 60 shows a series of photographs from the high-speed video recorded at Viewport-
2 depicting the formation and growth of vapor bubbles. Note that this is the same condition as the 
that shown in Figure 59(b). A close inspection shows the growth of vapor bubbles at the base of 
the glass piece. Although there is no flow area change by using a ridged gasket with the same inner 
diameter as the flange and glass view piece, a very thin gap inherent in the sealing of the viewport 
is enough to act as a stable site for the growth of vapor bubble. Once generated, the spherical bubble 
then grows into an irregularly shaped bubble that breaks into multiple smaller bubbles. Similar 




instrumentations, pipe junctions, and surface protrusions act as a stable site for heterogeneous 
nucleation. At 0.195s, the red box highlights a small irregularly-shaped bubble attached to the 
bottom of the glass view piece. The bubble continues to grow due to the superheat in the bulk and 
a part of its tip starts to break off into a spherical bubble at 0.201s. At 0.206s and 0.209s, the 
irregularly shaped bubble continues to break into multiple smaller bubbles that are carried away by 
the bulk flow. At 0.215s, the size of the irregularly-shaped bubble is observed to be substantially 
smaller than in the previous frame. Simulatenously, a similar bubble also begins to form adjacent 
to it. In the subsequent frames, both bubbles undergo the same process of growing and breaking 
into multiple smaller bubbles. The process is observed to repeat for the entire duration of the 
recording.  
 As flashing continues along the flow channel, similar vapor bubble formations are observed 
downstream where the void fraction is larger, as shown in Figure 61(a). The number of vapor 
bubbles growing at the bottom of the view piece is observed to be greater. Additionally, the vapor 
bubbles are more elongated and extend further into the bulk flow. The growth rate of the bubbles 
is also higher, accompanied by a higher break-up rate, partly due to the interaction with passing 
bubbles. In another condition, the bubbles are also observed to coalesce with the adjacent bubbles 
to form larger vapor pockets, as shown in Figure 61(b). Expectedly, the vapor pockets are noticed 
to extend even further into the bulk flow and produce larger group-1 bubbles. 
 Based on the high-speed footage, it is hypothesized that for the flow conditions considered 
in the current experiment, the growth of existing bubbles serves as the main vapor generation source 
in flashing flows. In the heated section, bubbles are generated by wall nucleation on the surface of 
the heater. As the bubbles depart and enter the unheated saturated region, they continue to grow 
due to the superheat in the bulk flow. Occasionally, vapor bubbles are observed to grow from the 
seam between the gasket and the view piece. These bubbles then grow into elongated bubbles that 
eventually break up into smaller Group-1 bubbles. The formation of vapor bubbles on the wall is 
observed simultaneously at different axial locations along the flow channel, suggesting that the 
production of bubbles in flashing flow is a process that happens continuously as long as sufficient 
superheat and growth sites are available.  
The observation highlights the need to implement a nucleation or bubble production model 
to the current coupled two-group model with coupled IATE, particularly for condition such as that 
of  Figure 59(a) with almost zero initial void fraction. As summarized by Liao and Lucas [54], the 
current approaches used for the modeling of the nucleation process in flashing flows can be 




introduction of a ‘step function’ that rapdily increases the number vapor bubbles in the flow from 
a negligibly low value to a maximum value once a threshold superheat is achieved, and the 
implementation of a homogeneous or heterogeneous nucleation model. However, as homogeneous 
nucleation requires a significantly higher superheat than attainable in pratical engineering systems, 
it is often ignored in most modeling efforts. Heterogeneous nucleation is often considered by 
modeling efforts and wall nucleation models from pool or flow boiling experiments are adopted 
[54]. For instance, Riznic and Ishii [59] simulate flashing due to dynamic pressure drop with wall 
nucleation models from boiling experiments, namely the active nucleation site density model by 
Kocamustafaogullari and Ishii [60], departure diameter model by Kocamustafaogullari [115], and 
departure frequency model by Zuber [116]. Kolev [88], assuming that the mechanisms of 
heteregenous nucleation are the same in boiling and flashing conditions, simulates flashing due to 
sudden pressure release and dynamic pressure drop using models from boiling experiments. 
However, most wall nucleation models are a strong function of superheat thus directly applying 
them to flashing simulations will result in underprediction due to the small amount of superheat 
available. Besides, the observation from the high-speed videos suggests bubble-production from 
locations other than microscopic cavities inherent to the surface topology. It shows that even with 
a proper alignment of the view piece and gaskets, the connection is not completely seamless. The 
seam is a realistic representation in most practical fluid systems and can act as a stable site for 
bubble growth and production.  
 Various approaches are implemented to the coupled two-group model with IATE to model 
the bubble generation shown in Figure 62. Note that this condition is the same as the condition 
shown in Figure 59(a). In the first approach, small amount of vapor bubbles is homogenously 
seeded to the flow at the inception of flashing, defined as the first point where the bulk temperature 
is higher than the saturated temperature. At flashing inception, vapor bubbles with a void fraction 
of 0.1% and a diameter of 1 mm are artificially introduced to the flow, as discussed by Liao et al. 
[117], which results in an initial interfacial area concentration of 6 m-1. For the second approach, 
nucleation is assumed to take place only at the inception of flashing by introducing a nucleation 
interfacial area source term, ϕWN. The value of the nucleation source term is estimated as 10,000 m-
1s-1 based on the initial seed value of 6 m-1 used in the first approach. The third approach assumes 
that nucleation occurs from the flashing inception point to the end of the channel, which is more 
consistent with observation made from Figure 61. The nucleation interfacial area source term, ϕWN, 
is assumed to have a value of 20 m-1s-1, which is determined through trial-and-error to produce the 
best overall prediction. It should be stressed that the values used for the initial vapor seed and the 




flashing flow and are not a full representation of the physics of the process. The objective of the 
analysis is to demonstrate the applicability of the coupled two-group model with IATE in flashing 
flows with a near-zero initial void fraction. The development of an accurate nucleation model for 
flashing flow is beyond the scope of this work and is reserved as future recommendation.  
             
             
Figure 60: High-speed video of vapor generation at the wall for PP1 = 336 kPa, G = 962 kg/m2s, 
and , 1g P =  0% at Viewport-2  
           
 
Figure 61: High-speed videos of vapor generation at the wall for (a) PP1 = 336 kPa, G = 962 
kg/m2s, and 
, 1g P
 =  0% at Viewport-3  and (b) PP1 = 323 kPa, G = 1266 kg/m2s, and , 1g P = 1.5% 
at Viewport-3. 
 The simulation results included in Figure 62 show a significant improvement compared to 
that shown in Figure 59(a). Despite the different approaches used to model the generation of 
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bubbles, the overall results from the simulations are quite similar to each other. With the initial ϕWN 
of 10,000 m-1s-1, the group-1 void fraction and interfacial area concentrations are slightly 
underpredicted compared to the other two approaches. Conversely, the predicted group-2 values 
with all three approaches are largely similar, with the trends of the void fraction and interfacial area 
concentration captured accurately. The introduction of vapor seeds or nucleation source term at the 
inception of flashing artificially boosts the group-1 interfacial area concentration in the flow, thus 
allowing the group-1 bubbles to grow via evaporation. In the initial phase, as group-1 bubbles 
continue to grow, intergroup mass transfer is the primary source for group-2 void fraction and 
interfacial area concentration. With the growth of group-2 bubbles, interfacial mass generation then 
becomes the dominant source term. For both bubble groups, the convection term is one of the main 
sinks, with bubble interactions having negligible effects on the predicted void fraction and 
interfacial area concentration.  
 It must be stressed once more that the main objective of the analysis is not on the modeling 
of nucleation mechanism, but to demonstrate the ability of the coupled two-group model with IATE 
in handling handle different types of flashing flows. The analysis shows that with the introduction 
of vapor seed or bubble generation mechanisms at a trivial magnitude at the inception of flashing, 
the coupled two-group model with IATE is able to predict flashing flows with near-zero initial void 
fraction satisfactorily. With the seeding of only group-1 bubbles, it provides the necessary 
interfacial area concentration to allow interfacial heat transfer to occur between the liquid and gas 
phases. This results in the growth of the small group-1 bubbles then eventually grow into group-2 
bubbles. In the next section, the same approaches are implemented where the two-group coupled 











Figure 62: Coupled two-group model with IATE simulation with (a) an initial seeding of 6 m-1, 
(b) an initial ϕWN of 10,000 m-1s-1, and (c) a constant ϕWN of 20 s-1m-1  for the condition: PP1 = 241 
kPa, G = 1228 kg/m2s, and 
, 1g P






5.6.  Implementation to Condensing-Flashing Conditions 
 In this section, the coupled two-group model with IATE is validated with condensing-
flashing cases conducted with the annulus channel. Similar to previous simulations, the bulk 
temperature is calculated from the energy balance equation. Due to the high measurement 
uncertainty of gas velocity at low void fraction conditions, the gas velocities are calculated from 
the two-group drift flux model, shown in Eq. (5.52) and Eq. (5.53),. The condensation model by 
Kumar and Brooks [118] is used for the condensing region while the interfacial mass generation 
model with the cylindrical growth assumption is used for the flashing region. Due to the void 
fraction that is lower than the typical flashing conditions shown in the previous sections, the bubble 
interaction mechanism model by Sun et al. [34] is found to be more appropriate, which is also used 
by Kumar and Brooks [118]. The full formulation of Sun et al.’s [34] interaction mechanism model 
and the relevant closure models are summarized by Kumar and Brooks [29]. To maintain the 
consistency of the simulation with respect to previous works, the spherical group-2 shape 
coefficient of κ = 2 / 3 is used for the condensing region, as by Kumar and Brooks [118], and the 
group-2 shape coefficient by Ozar [37] of Eq. (5.36) is used for the flashing region. The boundary 
between the condensing and flashing region is determined as the point where the bulk temperature 
is higher than the saturation temperature.  
 Figure 63 shows the simulation result for a condensing-flashing condition. Note that this 
is the same condition as that used in Figure 27(a) for the benchmark of RELAP5/MOD3.3. For 
conciseness, only the simulation result for one condition is discussed in detail in this section with 
the rest of the conditions shown in Appendix D. Figure 63(a) shows the result without artificial 
seeding of vapor bubbles or bubble generation model while Figure 63(b), (c), and (d) show the 
results with an initial vapor bubble seed of 10 m-1, an initial ϕWN of 10,000 m-1s-1, and a constant 
ϕWN of 50 s-1m-1, respectively. It must be emphasized once more that the values for the vapor seeds 
and ϕWN used here are approximated based on the current understanding of nucleation in flashing 
flow and are not a full representation of the physics of the process. The objective of the analysis is 
to demonstrate the applicability of the coupled two-group model with IATE in condensing-flashing 
flows. The development of an accurate nucleation model for flashing flow is beyond the scope of 
this work and is reserved as a future recommendation. 
 Figure 63(a) shows that in the condensing region, the group-1 bubbles are predicted more 
accurately than the group-2 bubbles where an overprediction of void fraction is observed. In the 
flashing region, the void fraction and interfacial area concentrations of both bubble groups are 




discontinuity in the plots with change of void fraction and interfacial area concentration is due to 
the transition from condensing to flashing regions. On the other hand, the simulation result shows 
a significant improvement with the introduction of initial vapor seeds and implementation of bubble 
generation terms. Overall, despite the different approaches to model bubble generation, the 
accuracy of the simulations is largely similar. It is observed that the group-1 values are predicted 
more accurately while the group-2 values are underpredicted. As the vapor bubbles enter the 
unheated region of the test section, they quickly condense due to the subcooled condition. In the 
condensing region, the interfacial mass generation acts as a sink term for both bubble groups while 
the intergroup mass transfer term acts as a sink for group-2 bubbles but a source for group-1 bubbles 
due to the shrinkage of large bubbles into small bubbles. Flashing occurs when the saturation 
temperature drops below the bulk temperature. The interfacial mass generation term is now a source 
with the generation of the vapor phase. With the growth of group-1 bubbles into group-2 bubbles, 
the intergroup mass transfer term is activated and acts as a sink for group-1 bubbles and a source 
for group-2 bubbles. In the initial phase of flashing, intergroup mass transfer is the dominant source 
for group-2 bubble but is quickly overtaken by the interfacial mass generation term.   
 The analysis shows that with the introduction of vapor seeds or the implementation of a 
bubble generation mode, the coupled two-group model with IATE with the proposed interfacial 
mass generation model is able to predict condensing-flashing flow to a reasonable degree of 
accuracy compared to RELAP5/MOD3.3, as shown in Figure 27. The drastic improvement of the 
results highlights the importance of an accurate bubble generation model in the simulation of 
flashing flow. While the direct contribution from the bubble generation term to the total interfacial 
mass generation rate is likely negligible, it provides the interfacial area concentration necessary for 
bubble evaporation, especially under near zero or low void fraction condition. For future work, a 
bubble generation model, built specifically for flashing flow with the proper consideration of the 















Figure 63: Coupled two-group model with IATE simulation with (a) no artificial seeding, (b) an 
initial seeding of 10 m-1, (c) an initial ϕWN of 10,000 m-1s-1, and (d) a constant ϕWN of 50 s-1m-1  for 








5.7.  Coupling of Void Transport Equation with Interfacial Area Correlation 
 The focus of this work is on the coupled two-group model with IATE simulation in flashing 
flows. The IATE, with the implementation of the proposed interfacial mass generation model, is 
extensively benchmarked with different types of flashing flows, covering a wide range of flow 
conditions. It is shown that the IATE is able to predict the interfacial area concentration of group-
1 and group-2 bubbles reasonably accurately compared to the static interfacial area concentration 
correlations. Nevertheless, static correlations remain widely used due to their relative simplicity 
compared to the IATE which requires explicit modeling of source and sink terms. The static 
correlations from RELAP5/MOD3.3 and TRACE are benchmarked with the flashing datasets in 
Section 4.2 using the experimental void fraction. The RELAP5/MOD3.3 correlation is shown to 
underpredict the group-1 value but overpredict the group-2 value while the TRACE correlation is 
observed to overpredict the group-1 value but underpredict the group-2 value. As an effort to 
improve the prediction of RELAP5/MOD3.3 in flashing flow, the static correlation from 
RELAP5/MOD3.3 is coupled to the one-group void transport equation, shown in Eq. (1.25), and 
benchmarked with the flashing datasets, using both the interfacial mass generation model from 
RELAP5/MOD3.3 and the proposed model. Furthermore, modifications are proposed to the static 
correlation to improve its accuracy. 
5.7.1. Validation of Coupled One-Group Void Transport Equation with Interfacial Area 
Concentration Correlation  
 The one-group void transport equation is akin to the simplified version of the continuity 
equation used in RELAP5/MOD3.3 where no distinction is made to the bubble groups. However, 
for the calculation of the interfacial area concentration, the total value is defined as the sum of the 
dispersed bubble (group-1) value and the slug bubble (group-2) value, as shown in Eq. (1.43). The 
same goes for the total interfacial mass generation rate where a distinction is made between the 
contributions from the dispersed (group-1) and slug (group-2) bubbles, as shown in Appendix C. 
According to the RELAP5/MOD3.3 manual [52], the void fraction of the slug bubbles (group-2), 


















gs is the void fraction of dispersed bubbles in the liquid slug. For the analysis in this 




the interfacial mass generation is determined with the same formulations shown in Appendix C. 
Similar to the previous analysis, bulk temperature is computed from the energy balance equation 
while experimental gas velocity and pressure are supplied to the simulation to reduce its complexity.  
 Figure 64 shows the simulation results for the one-group void transport equation coupled 
with the RELAP5/MOD3.3 interfacial area concentration correlation and interfacial mass 
generation models. The predicted total void fraction and interfacial area concentrations for the 
circular pipe and annulus datasets are shown, where the data points are categorized according to 
the elevation and colored according to the pressure. The void fraction and interfacial are 
concentrations are underpredicted, particularly at higher elevations under low pressure conditions. 
The accuracy of the prediction is observed to improve with the increase of pressure as the growth 
of bubbles slows down. Since this is a coupled simulation, it is challenging to determine whether 
the interfacial area correlation or the interfacial mass generation model is the cause for the 
underprediction. To overcome this, the analysis is repeated with the RELAP5/MOD3.3 interfacial 
area concentration correlation and the proposed interfacial mass generation models, where the 
results are shown in Figure 65. It is observed that with the proposed interfacial mass generation 
models, the accuracy of the predicted total void fraction is improved where most data points are 
within ±30% of the experimental values. Despite the reasonably accurate prediction of void fraction, 
the accuracy of the predicted total interfacial area concentration remains poor with a significant 
scatter, especially in the annulus dataset. The results indicate that the RELAP/MOD3.3 interfacial 
area concentration correlation needs to be improved. In the next section, modifications are proposed 









Figure 64: Simulation results of the one-group void transport equation coupled with the 
RELAP5/MOD3.3 interfacial area concentration correlation and mass generation models for the 





Figure 65: Simulation results of the one-group void transport equation coupled with the 
RELAP5/MOD3.3 interfacial area concentration correlation and the proposed interfacial mass 













5.7.2. Proposed Modifications to the RELAP5/MOD3.3 Interfacial Area Concentration 
Correlation 
 In this section, modifications are proposed to the interfacial area concentration correlation 
from RELAP5/MOD3.3 to improve its accuracy. The static correlation, shown in Eq. (1.43), is a 
function of  the diameter of the dispersed (group-1) bubbles, Db and the void fraction of dispersed 
bubbles in the liquid slug, 
gs . In its current formulation, Db is given as a function of Weber 
number in RELAP5/MOD3.3, shown in Eq. (1.44), and as a function of Laplace length in TRACE, 
shown in Eq. (1.48). Figure 66 compares the Db calculated from the correlations to the experimental 
group-1 Sauter mean diameter, DSm,1 for both datasets. The TRACE correlation is able to predict 
the dispersed bubble diameter significantly more accurately than the RELAP5/MOD3.3 correlation. 
Moreover, with the TRACE correlation, the predicted Db show little variation, with an average 
value of approximately 4.5 mm for both datasets. However, the predicted values by the 
RELAP5/MOD3.3 correlation show a large spread, with values ranging from less than 1 mm to 
roughly 1 cm, likely due to the dependence of the correlation on the relative velocity, vr. Besides, 
the relative velocity is squared in the correlation, thus further exacerbating any variation in the 
calculated vr. As the TRACE Db correlation is more accurate and consistent than the existing 
correlation, it is postulated that the adoption of the correlation would improve the prediction of 
interfacial area concentration by RELAP5/MOD3.3. 
 
Figure 66: Accuracy of the dispersed bubble diameter model for the (a) circular pipe and (b) 
annulus datasets. 
 Further improvement can be made to the interfacial area concentration by modifying the 
modeling of the void fraction of dispersed bubbles in the liquid slug, 
gs . Currently, in 
RELAP5/MOD3.3, 
gs is calculated with Eq. (1.45) where it is modeled to drop exponentially 
from the bubbly-slug boundary to almost zero as the total void fraction approaches the slug-annular 








transition boundary. This results in a small
gs at high void fraction conditions, which then 
severely underpredicts the group-1 interfacial area concentration, as shown by Figure 28 in Section 
4.2. As shown in Eq. (1.39),
gs can also be determined geometrically with the ideal slug flow 
assumption shown in Figure 1. However, this requires the knowledge of the void faction of group-
1 (dispersed) bubbles, which is not readily available in RELAP5/MOD3.3. To overcome this, the 
group-1 void fraction can be assumed as a constant value consistent over a wide range of flow 
conditions. Figure 67 shows the trend of group-1 void fraction with respect to the total void fraction 
for the circular pipe and annulus dataset. It is observed that the group-1 void fraction remains 
relatively constant between approximately 5% to 10% with the total void fraction ranging from less 
than 10% to more than 60% where the mean group-1 void fractions are approximately 6% and 7% 
for the circular pipe and annulus datasets, respectively. Based on the analysis, it is proposed that 
the group-1 void fraction in flashing flows can be assumed as a constant value between 5% to 15%, 
which then allows the calculation of 
gs with Eq. (1.39). Further analysis is needed to determine 
the sensitivity of the predicted interfacial area concentration on the assumed value. It should be 
highlighted that the proposal of a constant group-1 void fraction is flow-regime dependent such 
that it should only be applied under flow regimes with group-1 and group-2 bubbles. Under flow 
conditions with only group-1 bubbles,
gs is equal to 1g by definition.  
 
Figure 67: The trend of group-1 void fraction with respect to total void fraction for the (a) circular 
pipe and (b) annulus dataset. 
 Figure 28 in Section 4.2 also highlights the overprediction of group-2 (slug bubble) 
interfacial area concentration by the RELAP5/MOD3.3 correlation. The overprediction is likely 
due to the roughness factor, Ct, of two used in RELAP5/MOD3.3 without further justification. 
According to Ishii and Mishima [51], the roughness factor has a value of larger or equal to unity 
and acts to increase the interfacial area concentration. To reduce the overprediction, a roughness 
factor with a value of one is proposed based on the correlation used by TRACE. 




 Figure 68 and Figure 69 show the predicted group-1, group-2, and total interfacial area 
concentrations for the circular pipe and annulus datasets by the static correlation with the TRACE 
Db correlation, Ct of one, and constant group-1 void fraction assumption of 5%, 7%, 10%, and 15%. 
With the assumption of a constant group-1 void fraction, 
gs can be calculated geometrically with 
Eq. (1.39), thus overcoming the severe underprediction of group-1 interfacial area concentration 
by the existing correlation, as shown in Figure 28 in Section 4.2. However, the assumption produces 
a group-1 interfacial area concentration that is fairly constant over a wide range of flow conditions. 
Nevertheless, the predicted values remain largely within ±50% of the experimental values, which 
is more accurate than the values predicted by the existing RELAP5/MOD3.3 correlation. The 
predicted group-1 interfacial area concentration increases with respect to the assumed value of 
group-1 void fraction, where 1 10%g = is observed to have the most accurate prediction across both 
datasets. On the other hand, with Ct = 1, the significant overprediction of group-2 interfacial area 
concentration shown in Figure 28 is drastically reduced, where almost all data points are predicted 
to within ±50% of the experimental values, except for a few outliers. Overall, with the TRACE Db 
correlation, constant group-1 void fraction assumption of 10%, and Ct = 1, the overall performance 
of the interfacial area concentration correlation is improved. While the assumption of a constant 
group-1 void fraction is admittedly a crude simplification, it is shown to be able to predict the 
group-1 interfacial area concentration more accurately than the existing approaches. Nonetheless, 
the assumption should be used with cautious as its validity in other applications remains unknown. 
As a future step, a more robust model for
gs , built with a wider range of experimental data, is 
necessary to improve the prediction of the static correlation.  
 It should be stressed that the proposed modification to the interfacial area concentration 
correlations have so far only been validated with the experimental data in the range of conditions 
shown in Table 5 and Table 6. The application of the modifications outside of the range should be 
performed with caution. In the next section, the interfacial area concentration correlation is 
modified according to the proposal discussed previously and coupled with the one-group void 













Figure 68: Predicted group-1, group-2, and total interfacial area concentrations using the modified 
static correlation with the TRACE Db correlation, Ct = 1, and a group-1 void fraction of (a) 5%, 
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Figure 69: Predicted group-1, group-2, and total interfacial area concentrations using the modified 
static correlation with the TRACE Db correlation, Ct = 1, and a group-1 void fraction of (a) 5%, 
(b) 7%, (c), 10%, and (d) 15%, for the annulus dataset. 
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5.7.3. Validation of Coupled One-Group Void Transport Equation with the Modified 
Interfacial Area Concentration Correlation  
 In this section, the modified interfacial area concentration correlation is coupled to the one-
group void transport equation and validated with the flashing datasets. In the modified correlation, 
the group-1 (dispersed) bubbles diameter, Db is calculated with the Laplace length correlation of 
TRACE, shown in Eq. (1.48), the void fraction of group-1 bubbles in the liquid slug, 
gs is 
calculated geometrically using Eq. (1.39) with the assumption of a constant group-1 void fraction 
of 10%, and the roughness factor, Ct is assumed as one, as in TRACE. The simulation approach is 
similar to that described in Section 5.7.1 where the bulk temperature is computed from the energy 
balance equation while experimental gas velocity and pressure are supplied to the simulation to 
reduce its complexity. The existing interfacial mass generation model by RELAP5/MOD3.3 is first 
used in the simulation, followed by the proposed model.  
 Figure 70 shows the validation of the one-group void transport equation with the modified 
interfacial area concentration correlation and the existing RELAP5/MOD3.3 interfacial mass 
generation model. For the circular pipe dataset, the void fraction shows underprediction, 
particularly at low pressure conditions while the interfacial area concentrations are predicted 
largely within 30% of the experimental values. A similar observation can also be made for the 
annulus dataset, where both void fraction and interfacial area concentration show slight 
underprediction at low-pressure conditions. Compared to the prediction with the existing 
RELAP5/MOD3.3 interfacial area concentration correlation shown in Figure 64, the 
underprediction of void fraction in the circular pipe dataset is more severe with the proposed 
correlation. This is because the flow at higher elevation under low-pressure conditions is dominated 
by large group-2 bubbles, whose interfacial area concentration is overpredicted by the existing 
correlation. The overprediction of the interfacial area concentration artificially inflates the 
calculated interfacial mass generation rate, which in turn predicts a higher void fraction. Conversely, 
the modified correlation is shown to predict the group-2 interfacial area concentration more 
accurately, as shown in Figure 68 and Figure 69 in Section 5.7.2, thus resulting in a smaller 
interfacial mass generation rate and void fraction. On the other hand, for the annulus dataset, the 
modified correlation is able to predict the interfacial area concentration more accurately and less 
severe underprediction than the existing RELAP5/MOD3.3 correlation, thus yielding a more 





 Figure 71 shows the validation of the one-group void transport equation with the modified 
interfacial area concentration correlation and the proposed interfacial mass generation model. With 
the proposed model, the group-1 Nusselt number is calculated with the Ranz-Marshall [67] 
correlation of Eq. (5.38) and the group-2 interfacial mass generation rate is computed with Eq. 
(5.24) using the cylindrical bubble growth assumption. For the circular pipe dataset, the void 
fraction and interfacial area concentration are predicted reasonably accurately, with most points 
within 30% of the experimental values, barring several underpredicted points at low-pressure 
conditions. On the other hand, the void fraction of the annulus dataset is slightly overpredicted 
while the interfacial area concentration shows a small amount of underprediction. Overall, 
compared to the existing RELAP5/MOD3.3 interfacial mass generation model, the one-group void 
transport equation with the modified interfacial area concentration correlation is able to predict 
flashing flows more accurately with the proposed interfacial mass generation model. For a more 
detailed comparison, the simulation results for a condition from the circular pipe dataset with both 
interfacial mass generation models are shown in Figure 72. It is observed that the interfacial area 
concentrations predicted by the modified correlation are largely similar in both simulations. 
However, with the existing RELAP5/MOD3.3 interfacial mass generation model, the void fraction 
is significantly underpredicted, suggesting a smaller driving flux than that calculated by the 
proposed model. The same can also be said based on the interfacial mass generation rate computed 
by both models. It is observed that the convection term is the primary sink while the pressure change 
term has a negligible effect on void fraction.  
 The analysis in this section shows that the modified correlation can predict the interfacial 
area concentration more accurately than the existing RELAP5/MOD3.3 correlation. However, 
when coupled to the one-group void transport equation with the existing RELAP5/MOD3.3 
interfacial mass generation model, the void fraction is observed to be underpredicted due to 
insufficient driving flux. Conversely, with the proposed interfacial mass generation model, the void 
fraction is predicted more accurately. Overall, the modified interfacial area concentration 
correlation and the proposed interfacial mass generation model are shown to be an improvement to 
the current models used in RELAP5/MOD3.3. As a future step, it is recommended that the models 









Figure 70: Validation of one-group void transport equation with the modified interfacial area 
concentration correlation and the existing RELAP5/MOD3.3 interfacial mass generation model 





Figure 71: Validation of one-group void transport equation with the modified interfacial area 
concentration correlation and the proposed interfacial mass generation model for the (a) circular 



















Figure 72: Prediction result from the one-group void transport equation coupled with the 
modified interfacial area concentration correlation with (a) the existing RELAP5/MOD3.3 and (b) 
the proposed interfacial mass generation models for the condition: PP1 = 233 kPa, G = 1031 
kg/m2s, and , 1g P = 26%. 
5.8.  Conclusions 
 In this chapter, interfacial mass generation models are derived from the mass-energy 
balance equation for group-2 bubbles with the spherical and cylindrical growth assumptions. The 
Ranz-Marshall [67] and Dittus-Boelter [82] correlations are used to compute the group-1 and 
group-2 heat transfer coefficients, respectively. The interfacial mass generation models are 
implemented to the coupled two-group model with IATE and benchmarked with the flashing 
datasets. With the group-2 interfacial mass generation model using the spherical growth assumption, 
the coupled two-group model with IATE shows reasonably accurate prediction of group-1 and 
group-2 void fraction. However, the interfacial area concentrations are observed to be 
overpredicted, particularly the group-2 values in the annulus dataset. On the other hand, with the 
group-2 interfacial mass generation using the cylindrical growth assumption, the void fractions of 
both bubble groups are predicted accurately, particularly the group-2 void fraction, where the 




concentration also show improvement, but the group-2 values remain overpredicted, albeit less 
severely than the other interfacial mass generation model.  
 Sensitivity studies are carried out to investigate the effects of liquid film thickness and the 
initial superheat on the accuracy of the predicted void fraction and interfacial area concentration. It 
is observed that increasing the liquid film thickness results in a smaller group-2 interfacial mass 
generation rate which exacerbates the underprediction of void fraction. On the other hand, 
increasing the initial superheat boosts the overall superheat which inflates the overall predictions 
while decreasing the initial superheat produces opposite results. Besides, the effects of group-2 
shape coefficient and relative velocity on the accuracy of the predicted void fraction and interfacial 
area concentration are studied. The shape coefficient essentially accounts for the rate of change of 
bubble surface area to the rate of change of bubble volume. Currently, the group-2 shape 
coefficients are calculated according to the proposed models by Worosz [108] for the circular pipe 
dataset and Ozar [37] for the annulus dataset. For the sensitivity study, the shape coefficient is 
calculated as 2/3 and 1 using the spherical bubble and cylindrical bubble, respectively. It is 
observed that with a shape coefficient of 1, the group-2 void fraction and interfacial area 
concentration tend to be overpredicted with a larger spread but underpredicted when a value of 2/3 
is used. Similar analysis is carried out for the calculation of relative velocity, which is needed for 
the computation of the bubble Reynolds number used in the Nusselt number correlations. In 
addition to the void weighted relative velocity, rv , used in the current simulations, area-averaged 
bubble rise velocity, bU , and the void weighted drift velocity, gjv , are used in the sensitivity 
analysis. Overall, it is observed that the results computed with rv are more accurate than the results 
with bU and gjv , which tend to show more underprediction. 
 Further analysis is conducted to understand the difference in accuracies of the predicted 
group-2 void fraction and interfacial area concentrations. To make sure that the source of the 
inaccuracy is not in the proposed group-2 interfacial mass generation model, it is implemented to 
the two-group void transport equation with experimental interfacial area concentration. The void 
fractions are predicted to a favorable degree of accuracy, thus confirming that the proposed 
interfacial mass generation model is not the cause for the inaccurate predictions of interfacial area 
concentration. On the other hand, to eliminate the inaccuracy of the interfacial mass generation 
model on the predicted interfacial area concentration, interfacial mass generation rates are pre-
calculated from the void transport equation with experimental void fraction and gas velocities, then 




fraction, yet the interfacial area concentration remains scattered and overpredicted. The result 
further confirms that the interfacial mass model is not the main cause of the inaccuracy in the 
predicted interfacial area concentration. It is postulated that the overprediction of interfacial area 
concentration is due to the lack of a strong sink term in the bubble interaction mechanisms model. 
Under high void fraction conditions where the flow is dominated by large slug bubbles, the rate of 
bubble coalescence is expected to increase, thus leading to more destruction of bubble interface. 
However, as the modeling of bubble interaction mechanisms is beyond the scope of the current 
work, it is reserved as a recommendation for future works.  
 The coupled two-group model with IATE is benchmarked against flashing conditions with 
near zero or very low initial void fraction. The void fraction and interfacial area concentration is 
severely underpredicted when the initial void fraction is too low due to the lack of interfacial area 
concentration to produce sufficient interfacial mass generation rate. The high-speed videos show 
the production of small bubbles at the seams between the glass viewports and the Teflon gaskets, 
suggesting the need to implement a bubble generation mechanism to the simulation. As most wall 
nucleation models in the literature are dependent on the availability of a high superheat, they are 
not applicable in this work due the small superheat in the flow. Consequently, different approaches 
are used here to model the production of bubbles, including artificially seeding the flow and 
implementing a nucleation source term to the coupled two-group model with IATE. Overall, the 
accuracy of the predictions improves drastically with the implementation of bubble generation 
mechanisms. Furthermore, the coupled two-group model with IATE is benchmarked against 
condensing-flashing conditions. Similarly, the predictions of void fraction and interfacial area 
concentration improve with the implementation of bubble generation mechanisms. It must be 
stressed that the bubble generation models implemented in this work are approximated based on 
the current understanding of nucleation in flashing flows and do not represent the full physics of 
the process. As the main objective of the analysis is to demonstrate the coupled two-group model 
with IATE’s ability to handle different types of flashing flows, the development of an accurate 
nucleation model for flashing flow is beyond the scope of this work and is recommended as future 
work.   
 The one-group void transport equation is coupled to the interfacial area concentration 
correlation and benchmarked against the flashing datasets. In the previous chapter, it is shown that 
the existing RELAP5/MOD3.3 correlation severely underpredicts the group-1 interfacial area 
concentration but overpredicts the group-2 values. Modifications are proposed to the existing 




TRACE, calculating gs  geometrically with the assumption of a constant group-1 void fraction, 
and setting the roughness factor, Ct to one, as in TRACE. With the existing RELAP5/MOD3.3 
interfacial mass generation model, the interfacial area concentration shows reasonably accurate 
predictions, but the void fraction is underpredicted. However, with the proposed interfacial mass 
generation model, the predicted void fraction shows improved accuracy. It must be emphasized 
that the modifications proposed to the correlation require further validation and should be used with 
caution in other applications. 
 Overall, the proposed interfacial mass generation models and the modifications to the 
interfacial area concentration correlation are an improvement compared to the existing models used 
in RELAP5/MOD3.3. However, given that the models are built based on and validated with area-
averaged and time-averaged flashing data, some physics, such as the enhancement of heat transfer 
between the gas and liquid phases due to turbulent eddies, are inevitably lost. In the current coupled-
two group model with IATE, the effects of turbulent eddies are only accounted for by the interaction 
mechanism models. As a recommendation for future work, with more detailed experimental data, 
efforts should be invested on improving the current model by including such small-scale effects to 




CHAPTER 6. CONCLUSIONS 
The application of the two-fluid model to phase change flows has largely focused on subcooled 
boiling and saturated boiling flows which involve complex phenomena such as wall nucleation, 
evaporation, condensation heat/mass transfer, etc. In order to isolate some of the interfacial phase 
change phenomenon, the focus of this work is on adiabatic steam-water flows, specifically flashing 
flows through a combination of experimental and analytical approaches. The concluding chapter 
presents a summary of the research and lists the major contributions of this work along with future 
work and recommendations. 
6.1.  Summary of Findings 
 The modeling of flashing flows is conducted in this work through a three-stage process of 
experimentation, modeling, and benchmarking. Three sets of experiments are conducted with a 
closed loop test facility. Four sensor conductivity probes are used to measure the two-phase 
parameters at 11 radial locations and five axial locations along the test section. The first set of 
experiments is a natural circulation experiment carried out with an annulus test section. A total of 
107 conditions are collected, covering a pressure range of 145 kPa to 950 kPa, heat flux range of 
50 kW/m2 to 275 kW/m2, and a mass flux range of 182 kg/m2s to 590 kg/m2s. The natural circulation 
experiment exhibits a wide range of flow phenomena in the unheated section such as condensation 
and flashing. The second set is a forced convection flashing experiment, carried out in the same 
annulus test section as the natural circulation experiment, with five measurement locations in the 
unheated section to improve the resolution of the data. A total of 37 conditions are collected, 
covering a pressure range of 216 kPa to 929 kPa and a mass flux range of 652 kg/m2s to 1421 
kg/m2s. The third set of experiment is also a forced convection flashing experiment carried out with 
an annulus-to-pipe test section. The first measurement location is in the annulus section while the 
remaining four measurement locations are in the circular pipe section. A total of 32 conditions are 
collected with a pressure range of 236 kPa to 934 kPa and a mass flux range of 660 kg/m2s to 1425 
kg/m2s. Furthermore, transparent viewports are installed at three axial locations in the forced 
convection experiment with the annulus-to-pipe test section. This allows the observation of the 
effects of flow area change as well as the flow patterns and bubble behaviors in flashing conditions.  
 Radial and axial plots of select conditions are included to discuss the characteristics in 
flashing flows. It is observed that two-phase parameters, especially void fraction, can undergo a 




The sharp rise of void fraction presents a unique challenge to the existing interfacial mass 
generation models. Besides, snap shots from high-speed videos are included to study the effects of 
area change on the flows. At the end of the annulus, a low-pressure region with recirculating flow 
is formed immediately downstream of the center rod. Bubbles are trapped in this region, forming a 
vapor pocket. Further analysis is carried out with the conductivity probe data to explore other 
applications beyond the traditional time-averaged manner. The distributions of bubble durations, 
chord lengths, and number frequencies are obtained, where they are observed to be positively-
skewed.   
 RELAP5/MOD3.3 simulations are carried out and benchmarked against the flashing 
datasets where the void fractions are predicted reasonably accurately with a slight underprediction 
at low-pressure conditions. However, when benchmarked against conditions with an initial 
condensation phase followed by a flashing phase, the void fraction is severely underpredicted, 
suggesting the need of a stronger interfacial mass generation term in the flashing phase. The 
interfacial area concentration correlations from RELAP5/MOD3.3 and TRACE are also 
benchmarked with the flashing datasets. The RELAP5/MOD3.3 correlation severely underpredicts 
the group-1 value but overpredicts the group-2 value, resulting in a reasonably accurate prediction 
of total interfacial area concentration. On the other hand, the TRACE correlation overpredicts the 
group-1 interfacial area concentration but slightly underpredicts the group-2 value, thus 
overpredicting the total value.  
 The flashing datasets are also used to benchmark the one-group decoupled IATE which is 
observed to severely overpredicts the interfacial area concentration, particularly under low-
pressure, high-void fraction conditions. At low-pressures, the small bubbles undergo significant 
growth into the larger cap/slug/churn-turbulent bubbles which have a smaller surface-area-to-
volume ratio. Hence, as a bubble grows, its surface-to-volume ratio decreases. However, the one-
group IATE fails to capture the trend because it is driven by the void fraction and treats all bubbles 
as small spherical bubbles of equal size. Consequently, the interfacial area concentration cannot be 
predicted accurately by the one-group IATE when small and large bubbles exist simultaneously in 
the flow.  
 The coupled two-group model with IATE is also benchmarked against the flashing datasets 
with the interfacial mass generation models from RELAP5/MOD3.3 and TRACE. With the 
RELAP5/MOD3.3 interfacial mass generation models, the group-1 void fraction and interfacial 




for group-2 bubbles, the void fraction is slightly underpredicted but the interfacial area 
concentration at low-pressure conditions is severely overpredicted. This indicates the need of a 
stronger sink term in the IATE as well as suggesting that the interfacial mass generation model 
predicts a small group-2 driving flux that is compensated by the overprediction of interfacial area 
concentration. On the other hand, with the TRACE interfacial mass generation model, the group-1 
void fraction and interfacial area concentration in the circular pipe dataset are predicted fairly 
accurately but the group-2 values are significantly underpredicted. For the annulus dataset, the 
group-1 void fraction and the interfacial area concentration of both bubble groups are 
overpredicted, but the group-2 void fraction is underpredicted. This again suggest that the group-2 
interfacial mass generation model produces a small driving flux that is compensated by the 
interfacial area concentration.  
 Interfacial mass generation models are derived from the mass-energy balance equation for 
group-2 bubbles with the spherical and cylindrical growth assumptions. The Ranz-Marshall [67] 
and Dittus-Boelter [82] correlations are used to compute the group-1 and group-2 heat transfer 
coefficients, respectively. The interfacial mass generation models are implemented to the coupled 
two-group model with IATE and benchmarked with the flashing datasets. With the group-2 
interfacial mass generation model using the spherical growth assumption of, the coupled two-group 
model with IATE shows reasonably accurate prediction of group-1 and group-2 void fraction. 
However, the interfacial area concentrations are observed to be overpredicted, particularly the 
group-2 values in the annulus dataset. On the other hand, with the group-2 interfacial mass 
generation using the cylindrical growth assumption, the void fractions of both bubble groups are 
predicted accurately, particularly the group-2 void fraction, where the underprediction is at low-
pressure conditions is reduced. The predictions of the interfacial area concentration also show 
improvement, but the group-2 values remain overpredicted, albeit less severely than the other 
interfacial mass generation model.  
 Sensitivity studies are carried out to investigate the effects of liquid film thickness and the 
initial superheat on the accuracy of the predicted void fraction and interfacial area concentration. It 
is observed that increasing the liquid film thickness results in a smaller group-2 interfacial mass 
generation rate which exacerbates the underprediction of void fraction. On the other hand, 
increasing the initial superheat boosts the overall superheat which inflates the overall predictions 
while decreasing the initial superheat produces opposite results. The effects of group-2 shape 
coefficient and relative velocity on the accuracy of the predicted void fraction and interfacial area 




proposed by Worosz [108] for the circular pipe dataset and Ozar [37] for the annulus dataset. For 
the sensitivity study, the shape coefficient is calculated as 2/3 and 1 using the spherical bubble and 
cylindrical bubble, respectively. It is observed that with a shape coefficient of 1, the group-2 void 
fraction and interfacial area concentration tend to be overpredicted with a larger spread but 
underpredicted when a value of 2/3 is used. Similar analysis is carried out for the calculation of 
relative velocity, which is needed for the computation of the bubble Reynolds number used in the 
Nusselt number correlations. In addition to the void weighted relative velocity, rv , area-averaged 
bubble rise velocity, 
bU , and the void weighted drift velocity, gjv , are used in the sensitivity 
analysis. Overall, it is observed that the results computed with rv are more accurate than the results 
with bU and gjv , which tend to show more underprediction. 
 Further analysis is conducted to understand the difference in accuracies of the predicted 
group-2 void fraction and interfacial area concentrations. To eliminate any inaccuracy of the 
interfacial mass generation model on the predicted interfacial area concentration, interfacial mass 
generation rates are pre-calculated from the void transport equation with experimental void fraction 
and gas velocities, then supplied to the coupled two-group model with IATE. This results in highly 
accurate prediction of void fraction, yet the interfacial area concentration remains scattered and 
overpredicted. The result confirms that the interfacial mass model is not the main cause of the 
inaccuracy in the predicted interfacial area concentration. It is postulated that the overprediction of 
interfacial area concentration is due to the lack of a strong sink term in the bubble interaction 
mechanisms model. Under high void fraction conditions where the flow is dominated by large slug 
bubbles, the rate of bubble coalescence is expected to increase, thus leading to more destruction of 
bubble interface. However, as the modeling of bubble interaction mechanisms is beyond the scope 
of the current work, it is reserved as a recommendation for future works.  
 The coupled two-group model with IATE is benchmarked against flashing conditions with 
near zero or very low initial void fraction. The void fraction and interfacial area concentration are 
severely underpredicted when the initial void fraction is too low due to the lack of interfacial area 
concentration to produce sufficient interfacial mass generation rate. From the high-speed videos it 
is observed that small bubbles are generated at the seams between the glass viewports and the 
Teflon gaskets, suggesting the need to implement a bubble generation mechanism to the simulation. 
Different approaches are used to model the production of bubble, such as artificially seeding the 
flow and implementing a nucleation source term to the coupled two-group model with IATE. 




generation mechanisms. Furthermore, the coupled two-group model with IATE is benchmarked 
against condensing-flashing conditions. Similarly, the predictions of void fraction and interfacial 
area concentration improve with the implementation of bubble generation mechanisms.  
 The one-group void transport equation is coupled to the interfacial area concentration 
correlation and benchmarked against the flashing datasets. Modifications are proposed to the 
existing correlation, including calculating the group-1 bubble diameter with the correlation used by 
TRACE, calculating 
gs  geometrically with the assumption of a constant group-1 void fraction, 
and setting the roughness factor, Ct to one, as in TRACE. With the existing RELAP5/MOD3.3 
interfacial mass generation model, the interfacial area concentration shows reasonably accurate 
prediction, but the void fraction is underpredicted. However, with the proposed interfacial mass 
generation model, the predicted void fraction shows improved accuracy.  
6.2. Major Contributions 
 The major contributions of this work to the understanding of the modeling of flashing flow 
can be summarized as follows: 
1. A thorough review of the current state of the art approaches to model the interfacial mass 
generation rate in flashing flows is presented. Additionally, various approaches to predict the 
interfacial area concentration are discussed in detail. 
 
2. Three new experimental datasets, consisting of a set of natural circulation experiment and two 
sets of forced convection flashing experiments, carried out with test sections of different flow 
geometries, are developed in this work. Highly resolved measurements of two-phase 
parameters such as void fraction, interfacial area concentration, and gas velocity, as well as 
flow parameters such as temperature, flow rate, and pressure are provided. The experiments 
cover a wide range of flow conditions, with pressure ranging from approximately roughly 150 
kPa to 950 kPa and mass flux ranging from lower than 200 kg/m2s to roughly 1500 kg/m2s. 
High-speed visualizations of the flow patterns and bubble behaviors are also provided. Due to 
the lack of high-resolution natural circulation and flashing datasets in the literature, this 
experimental data is highly valuable for the benchmark of computational tools and systems 
codes. 
 
3. Comprehensive benchmarking of current approaches to model flashing flow is performed with 




RELAP5/MOD3.3 and TRACE as well as the decoupled one-group IATE are validated. 
Coupled two-group model with IATE simulations are also carried out to benchmark the 
existing interfacial mass generation models. 
 
4. Interfacial mass generation models are derived based on the mass-energy balance equation, 
using the spherical and cylindrical growth rate assumptions. The models are implemented to 
the coupled two-group model with IATE and benchmarked against the forced convection 
flashing datasets. Sensitivity studies are also performed to understand the effects of heat 
transfer characteristic length scale, inlet superheat, group-2 shape coefficient, and relative 
velocity on the predicted void fraction and interfacial area concentration. In-depth analysis is 
carried out to understand the discrepancy between the accuracies of the predicted void fraction 
and interfacial area concentration. 
 
5. The coupled two-group model with IATE, with the proposed interfacial mass generation model, 
is benchmarked against flashing conditions with near zero initial void fraction and conditions 
with an initial condensing phase followed by a flashing phase. Various approaches to model 
the generation of bubbles are discussed and validated.  
 
6. Modifications are proposed to the RELAP5/MOD3.3 interfacial area concentration. The 
modified correlation is validated with the flashing datasets and coupled with the one-group 
void transport equation. The existing RELAP5/MOD3.3 and the proposed interfacial mass 
generation models are implemented and benchmarked with the datasets.  
 
6.3. Recommendation for Future Work 
Future research opportunities emanating from the advances and challenges in the current 
work in terms of experimentation and interfacial modeling for flashing flows are as follows: 
1. Future experimental research could expand the newly acquired steady-state flashing datasets 
by extending the range of conditions, particularly pressure and mass flux. With a longer 
chimney section, higher void fraction can be achieved to allow the observation of the transition 
from gas-dispersed to annular flows. Experiments focusing on bubble nucleation from surface 
discontinuities such as seams, protrusion, and instrumentation are recommended to improve 





2. Recommended extension of the current work is to validate the proposed interfacial mass 
generation model under different flashing conditions, particularly in more complex flow 
geometries. The proposed modifications to the existing RELAP5/MOD3.3 interfacial area 
concentration correlation should also be benchmarked more rigorously with other flashing 
datasets.  
3. Using the foundational approach established in the current work, the one-group/two-group 
IATE could be incorporated in Computational Fluid dynamics codes (CFD) such as CFX, 
STAR-CCM+, etc. and thermal hydraulic system codes such as COBRA-TF, RELAP5, 
TRACE, etc. and validated using the new datasets. The proposed interfacial mass generation 
models and the proposed modifications to the interfacial area concentration correlation could 
also be implemented to existing simulation tools for further benchmarking.  
 
4. Future modeling opportunities in extending the current work could be the following: inclusion 
of the effects of turbulent eddies on the heat transfer between gas and liquid phases to the 
current interfacial mass generation model, modeling the group-2 shape coefficient based on 
more realistic geometries of group-2 bubbles, improving the bubble interaction mechanisms 
model to increase the sink of interfacial area concentration, modeling the nucleation of bubbles 
from surface discontinuities in the flow channel, and modeling the group-1 void fraction in 
liquid slug,
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Appendix A – Interfacial Mass Generation Formulation in RELAP5/MOD3.3 and TRACE 
Table 22: Closure models for interfacial mass generation formulation in RELAP5/MOD3.3 
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Table 23: Closure models for interfacial mass generation formulation in TRACE according to 
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Appendix B – Bubble Interaction Mechanisms Model Developed by Wang et al. [36]  
Table 24: Bubble interaction mechanism models by Wang et al. [36] 
Mechanism Source/sink models 
Random 
collision 
Sources and sinks:  
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )












1/3 1/3 1/3 1/3 1/3 1/3
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3.142 2.183 0.395 3.392 0.579 1
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Table 24 (cont.) 
Wake 
entrainment 
Sources and sinks:  
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
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Table 24 (cont.) 
Shearing-off 
Sources and sinks: 
( ) ( ) ( )
( ) ( ) ( )
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Appendix C – Derivation of Bulk Fluid Temperature from Energy Balance Equation 
Thermal energy equation, according to Ishii and Hibiki [1]: 
( )
( )
( ) ( ) ( )
( ) ( )"
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
 
Neglecting mechanical effects and assuming k kip p  : 
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ˆ
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Figure 73: Comparison of coupled two-group model with IATE simulation with (a) no artificial 
seeding or nucleation source term, (b) an initial seeding of 10 m-1, (c) an initial ϕWN of 10,000 m-
1s-1, and (d) a constant ϕWN of 50 s-1m-1  for the condition: PP1 = 191 kPa, G = 1299 kg/m2s, and 
, 1g P













Figure 74: Comparison of coupled two-group model with IATE simulation with (a) no artificial 
seeding or nucleation source term, (b) an initial seeding of 10 m-1, (c) an initial ϕWN of 10,000 m-
1s-1, and (d) a constant ϕWN of 50 s-1m-1  for the condition: PP1 = 193 kPa, G = 1432 kg/m2s, and 
, 1g P












Figure 75: Comparison of coupled two-group model with IATE simulation with (a) no 
artificial seeding or nucleation source term, (b) an initial seeding of 10 m-1, (c) an initial 
ϕWN of 10,000 m-1s-1, and (d) a constant ϕWN of 50 s-1m-1  for the condition: PP1 = 192 kPa, 
G = 1688 kg/m2s, and , 1g P = 21%. 
 
 
