Abstract. In this paper we study recurrences concerning the combinatorial sum 
Introduction and Main Results
As usual, we let x 0 = 1 and x n = x(x − 1) · · · (x − n + 1) n! for n ∈ Z + = {1, 2, 3, . . . }.
Following [Su2] , for m ∈ Z + , n ∈ N = {0, 1, 2, . . . } and r ∈ Z we set Let m, n ∈ Z + and r ∈ Z. The study of the sum n r m dates back to 1876 when C. Hermite showed that if n is odd and p is an odd prime then n 0 p−1 ≡ 1 (mod p) (cf. L. E. Dickson [D, p. 271] ). In 1899 J. W. L. Glaisher obtained the following generalization of Hermite's result:
≡ n r p−1 (mod p) for any prime p.
(See, e.g., [Gr, (1.11)] .) If p is a prime with p ≡ 1 (mod m), then (mod p) by (1.2) and induction. This explains Glaisher's result in a simple way. (Recently the author and R. Tauraso [ST] obtained a further extension of Glaisher's congruence.) In the modern investigations made by Z. H. Sun and the author (cf. [SS] , [S] , [Su1] and [Su2] ), n r m was expressed in terms of linear recurrences and then applied to produce congruences for primes. The sum n r m also appeared in C. Helou's study of Terjanian's conjecture concerning Hilbert's residue symbol and cyclotomic units (cf. [H, Prop. 2 and Lemma 3] ). Now we state two theorems on the sums in (1.1) and give two corollaries. The proofs of them depend heavily on an identity established by the author in [Su3] , and will be presented in Section 2. Theorem 1.1. Let m be a positive integer. Then, for any integers k and n 2 (m − 1)/2 , we have
where the Kronecker symbol δ l,n is 1 or 0 according to whether l = n or not.
where α denotes the integral part of a real number α. Then we have
for every integer n 2 (m − 1)/2 . Also, (v n ) n∈N is a linear recurrence sequence, satisfying the recurrence:
(1.6)
Remark 1.1. (a) In fact, the author first proved (1.6) in the case 2 m on August 1, 1988, motivated by a conjecture of Z. H. Sun; after reading the author's initial proof Z. H. Sun [S] noted that the equality in (1.6) also holds if 2 | m and n m−1.
(b) In light of the first equality in (1.2), on August 11, 1988 the author obtained the following result by induction: Let m, n ∈ Z + and m > 2. If n m − 1 then
for each integer n 2 (m + 1)/2 , and
for any integer n 2 m/2 , where c 1 (1) = 4, and
Remark 1.2. Let p be an odd prime. It is easy to check that
i+1 is the i-th Catalan number. . Fleck, 1913) . Let n ∈ Z + and r ∈ Z. If p is a prime, then
. By [Su2, Remark 2.1], for k ∈ Z, l ∈ N, m ∈ Z + and ε ∈ {1, −1}, we have
So Theorem 1.2 is closely related to the following materials on Bernoulli and Euler polynomials. Let m, n ∈ Z + , q ∈ Z and (q, m) = 1, where (q, m) is the greatest common divisor of q and m. If γ m = 1 and γ (q,m) = γ = 1, then γ q = 1 and hence 2 − γ q − γ −q = 0. We define a linear recurrence (U
l (m, n) since γ m = −1 if and only if γ 2m = 1 but γ m = 1. Let p be an odd prime, and let m, n > 0 be integers with p m and m n. A. Granville and the author [GS, proved the following surprising result for Bernoulli polynomials: If p ≡ ±q (mod m) where q ∈ Z, then (1.12)
where we use {α} to denote the fractional part of a real number α. (The reader may consult [Su4] for other congruences concerning Bernoulli polynomials.) With the help of Theorem 1.2, we can write the recurrent coefficients of the sequence (U (q) l (m, n)) l∈N in a simple closed form. Theorem 1.3. Let m, n ∈ Z + , q ∈ Z and (q, m) = 1. Then we have the recursions:
and
provided (q, 2m) = 1, where the integers a m (i) and b m (j) are given by
If m does not divide n, and p is an odd prime with p ≡ ±q (mod 2m), then
where the Euler polynomials E k (x) (k = 0, 1, . . . ) are given by
In Section 3 we will first deduce Theorem 1.3 from Theorem 1.2, and then give another proof of (1.13) via Chebyshev polynomials. Section 4 is an appendix containing the explicit values of a m (i) and b m (j) for m = 2, 3, . . . , 12.
2. Proofs of Theorems 1.1 and 1.2 Lemma 2.1. Let l be any nonnegative integer. Then
Proof. Since both sides of (2.1) are polynomials in x and y, it suffices to show (2.1) for all x ∈ {l, l + 1, . . . } and y ∈ {0, 2, 4, . . . }. Let x = l + n and y = 2k where n, k ∈ N. Set m = k + l. Then
This concludes the proof.
Remark 2.1. Lemma 2.1, an equivalent version of [Su3, (3. 2)], played a key role when the author established the following curious identity in [Su3] :
where m is any nonnegative integer. The reader is referred to [C] , [CC] , [EM] , [MS] and [PP] for other proofs of (2.2), and to [SW] for an extension of (2.2). In the case x ∈ {0, . . . , l} the right-hand side of (2.1) turns out to be 2 l−x , so (2.1) implies identity (3) in [C] , which has a nice combinatorial interpretation.
Proof of Theorem 1.1. Let n ∈ Z and n 2h, where h = (m − 1)/2 . Then n + 1 m − 1 > m − 2. Suppose that (1.3) holds for all k ∈ Z. Then, for any given
In view of the above, it suffices to show (1.3) for n = 2h and k ∈ {0, 1, . . . , m−1}. For any i ∈ N with i h, we have
, and Σ denote the left hand side of (1.3). Then
with the help of Lemma 2.1. If m is odd, then n = m−1 and hence Σ = k j=0
So we do have Σ = 2 n−m+1 + δ m−2, n (−1) k /2 as required.
Proof of Corollary 1.1. Let n ∈ N and n 2 (m − 1)/2 . By Theorem 1.1,
If m − 2 = n, then 2 | m and (k + n)/2 = (k + m)/2 − 1. So (1.5) holds. For 0 i 2 (m − 1)/2 , if n − 2i = 0 and 2 | m, then we must have n/2 = i = (m − 1)/2 = m/2 − 1. Note also that
by (1.60) of [G] or (4) of [C] . Therefore
This concludes the proof. 
Let n ∈ N and n 2 (m + 1)/2 . Set h = (m − 1)/2 . As n > n − 2 2h, by Theorem 1.1 we have
and hence
This proves the first part of Theorem 1.2.
ii) Observe that
In view of (1.2), it suffices to verify (1.8) in the case n = 2 m/2 and 0 k < m. For any i ∈ N with i n/2 = m/2 , we have k − i + m > n − 2i if and only if i = k = 0 and m = n, and thus
k with the help of Lemma 2.1. The proof of Theorem 1.2 is now complete.
Proof of Corollary 1.2. The case p = 2 can be verified directly, so let p > 2. Clearly, (1.9) holds if and only if
. . , p/2 , we have the desired result by induction on n.
Proof of Theorem 1.3
Let m ∈ Z + , n ∈ N and r ∈ Z. Set Lemma 3.1. Let l ∈ N, m, n ∈ Z + , q ∈ Z and (q, m) = 1. Then
Proof. Let ρ = 1, or ρ = −1 and (q, 2m) = 1. With the help of the identity
where in the last step we apply Remark 2.1 of [Su2] . Note that 
l (m, n) ∈ Z, and also V (q) l (m, n) ∈ Z when (q, 2m) = 1. The proof of Lemma 3.1 is now complete.
Remark 3.1. Let q ∈ Z, m ∈ Z + and (q, m) = 1. In view of (3.2), we have
0 (m, n) = n/2 for n = 1, . . . , m, and also V (due to Raabe), and
Lemma 3.2. Let n be a positive integer, and let x be a real number. Then
Proof. Clearly 2{x/2} − {x} = x − 2 x/2 ∈ {0, 1}. If 2 | x , then
By Raabe's formula (3.6),
This concludes the proof. From Lemma 3.2 we have Lemma 3.3. Let p be an odd prime, and let m, n ∈ Z + and p m. Then (3.7)
Proof. By Lemma 3.2,
As 2 p−1 ≡ 1 (mod p) by Fermat's little theorem, and pB p−1 ≡ −1 (mod p) by [IR, p. 233] , the desired (3.7) follows at once.
Remark 3.2. Let p be an odd prime not dividing m ∈ Z + . By [GS, or [Su5, Corollary 2.1],
Combining this with (3.7) we get that
for every n = 0, . . . , m − 1. In light of Lemma 3.3, we can also deduce from (3) and (4) of [GS] the following congruences with n ∈ Z + and (m, n) = 1.
where (−) denotes the Jacobi symbol, and the sequences (F k ) k∈N , (P k ) k∈N and (S k ) k∈N are defined as follows:
P 0 = 0, P 1 = 1, and P k+2 = 2P k+1 + P k for k ∈ N;
S 0 = 0, S 1 = 1, and
So f m (x) can be determined with the help of the following lemma.
Lemma 3.4. Let n be any positive integer. Then (3.10) Proof. It is well known that cos(nθ) = T n (cos θ) and sin(nθ) = sin θ · U n−1 (cos θ), where the Chebyshev polynomials T n (x) and U n−1 (x) are given by
and U n−1 (x) = (n−1)/2 i=0 (−1)
If n is even, then T n (x) = D n (4x 2 )/2 and U n−1 (x) = 2xC n (4x 2 ); if n is odd, then T n (x) = xD n (4x 2 ) and U n−1 (x) = C n (4x 2 ). As U n−1 (cos kπ 2n ) = 0 for those even 0 < k < n, the 2 (n − 1)/2 distinct numbers ± cos kπ 2n (0 < k < n, 2 | k) are zeroes of the polynomial C n (4x 2 ) of degree 2 (n − 1)/2 . Similarly, since T n (cos kπ 2n ) = 0 for those odd 0 < k < n, the 2 n/2 distinct numbers ± cos kπ 2n (0 < k < n, 2 k) are zeroes of the polynomial D n (4x 2 ) of degree 2 n/2 . So C n (4x 2 ) = 0<k<n 2|k 4x 2 − 4 cos 2 kπ 2n and D n (4x 2 ) = 0<k<n 2 k 4x 2 − 4 cos 2 kπ 2n .
Therefore (3.10) holds. x − 4 cos 2 cπ d .
Applying the Möbius inversion formula we obtain (3.14)
which makes the polynomial A n (x) (introduced in [Su2] ) computable. 
