The organization of gene and protein regulation networks adresses fundamental questions in biology. In this work, we show that the emergence of particular hierarchized structures allows the cell to respond in an adapted way to signi cant environmental inducers. Using multivariate analysis techniques, we demonstrate that the constraint to exhibit as many di erent responses as possible results in the individualization of functionally correlated units, related to the coregulated protein groups previously observed in actual regulation systems.
Introduction
In the past ten to twenty years, the spectacular development of molecular biology techniques and the growing interest for developmental biology, have allowed to investigate very deep aspects of cell functioning. Especially, a large amount of data yielded new insights into the mechanisms responsible for controlling gene expression. However, the questions about the global control mechanisms and dynamics of intracellular regulation networks still remain. Indeed, the experimental study of biological regulation networks is, unfortunately, nearly impossible because of the size of known networks. Therefore, any global experimental Partially supported by a grant from the DGA-DRET: 93-070 1 approach as well as precise analysis of the kinetics of such systems is out of range. Simulation provides the suitable method to study such complex and highly non{linear systems, for which neither a global comprehensive theory of both transcriptional and post-translational regulation nor an analytic approach are available. To understand both the cell control mechanisms and their disruption, e.g in the case of neoplasic growth, makes the research on this topic an unavoidable requirement for modern biology.
Regulation systems have evolved both in prokaryotic and eukaryotic organisms. Considering the prokaryotes, such systems are responsible for the adaptation to complex and unstable environments, in which the food supplies, the pH and the inducers can vary at any time. Considering the eukaryotic cell, the homeostatic stability that characterizes the internal environment of a pluricellular organism leads to a slightly di erent problem. Yet, such a cell must be able to regulate its growth, to remain stable with respect to unsigni cant signals, to respond to pertinent signals such as growth factors, and to di erentiate accordingly in a number of di erent ways .A good example of such a situation is provided by the hematopoietic system, in which a stem cell can give rise to three main lineages, each of them comprising two to four di erent cell types, under the combined actions of cytokines 1].
In spite of the di erences between both types of organisms, the basic requirements of regulation systems appear to be similar: (i) the mechanisms of control should be relatively simple 17, 18, 8] , and universal (such as key proteins implementing canalyzing functions, clustering of elements and feedback loops), (ii) the system should remain stable to small perturbations, thus exhibiting homeostasy, (iii) it should respond in an adapted way to signi cant signals in its environment and (iv) a given cell type should correspond to a stable state of the system (limit cycle or xed point). These properties result from the common mechanisms that have emerged both in prokaryotes and eukaryotes during evolution, both organisms sharing the same genetic code and the same basic gene controls.
Mathematical modeling of biological regulation systems has a long history starting with the classical work of Kau man 5, 7, 6], who described gene regulation networks as autonomous boolean systems, identifying a cell type as an attractor of the network. He showed that such systems could exhibit either a chaotic or an ordered regime. In this case, he identi ed ordered properties, such as the emergence of 'frozen cores' of elements that a ect the percolation (i.e the propagation of information) inside the network. Such properties appear to match some of the mechanisms observed in actual biological regulation networks. He also showed that if such systems can evolve 'at the edge of chaos' 11] then they become preferentiate targets for natural selection.
In spite of its simplicity, his model has thus allowed to ponder critical features of biological regulation systems. However, neither Kau man's model nor more 'traditional' models directly built from experimental results 14, 13 ] have yet allowed to unveil how the cell environment determines the particular structure of biological regulation networks, and what does this structure look like. Indeed, boolean models do not depict the complexity of the regulations that occur, which prevents the model to be directly compared with experimental results. Models directly derived from experimental data do not allow any generalization for they apply only to the particular situations from which they were built.
Therefore, we designed a new model that explicitly accounts for both the non{linearity of the genetic coding and the emerging dynamics of the system with respect to its environmental context 2, 3] . In this paper, we will focus on the interpretation of this model in terms of metabolism and protein{to{protein as well as protein{to-gene conformationalinteractions, and, beyond the technical considerations, on the biological interpretations of the results we obtained.
The Model
We de ne a simpli ed regulation network as a set of interconnected units. Each unit corresponds to an intracellular protein. The interconnections are weighted to account for the in uences between the proteins, that is, how a given protein concentration will act on gene promoters to induce or repress other proteins synthesis. The interconnections set de nes the weight matrix, W . 
The encoding of the network
where is an appropriate normalization factor.
To design the network, we use a method based upon an evolutionary approach (GA), in order to integrate as well as possible the biological mechanisms that are responsible for the emergence of adapted regulation systems. In this implementation, given the two constant matrices + and ? , each chromosome represents a genome, and each genome codes for a regulation network. Only one mutational or recombinational event can occur per timestep; the details are given in 2].
The tness is chosen to account for the ability of biological regulation networks to respond to pertinent signals of the environment. These signals are imposed onto the network by 'environmental units' which do not have back{ connections from the network units (their fan{in is zero). The tness assesses the system stability to transient perturbations and its reactivity to lasting perturbations. An ideal network should show a divergent behavior facing p constant clamps of the environmental units, and a constant behavior facing p transient clamps of the same units. The expression of the tness F 2 ?1; 1] is given by eq.3:
where x k f represents the nal state after the k th continuous clamp exerted, x m the mean vector of the corresponding p nal states, y k f the nal state after the k th transient clamp exerted, and y m the mean vector of the corresponding p nal states. This criterion allows to account for inducer maintenance, a phenomenon early described in 4].
Modelling gene induction
To simulate the interactions between proteins, we assume that the e ects of the other protein concentrations on the evolution of the concentration of a given protein are additive and independent. To study the in uence of one given unit (j; i 6 = j) on another unit i, let us consider that the other units remain constant at time t ? 1. In these conditions, it is easy to show that:
Thus, the function that gives x i with respect to x j is a sigmoid the threshold of which is given by:
The biological interpretation is straightforward: for one given unit, the activation threshold depends on the network state (that is, the states of the other units), thus the e ects of the other proteins determine the inducibility of a given protein. Therefore, the threshold i is implicitly coded. Figure 1 summarizes the interpretation given above. We assume that the production rate of a protein u i is a ected by a protein u 0 through cooperative e ects involving many xation sites for u 0 . This cooperative e ect can be described by the general equation:
where K k are products of a nity constants, k + ; k ? are the rate constants for the synthesis and the degradation of the protein u i and x i represents the concentration of protein u i . At the steady state, x i is a sigmoid function of x 0 , the slope at the in exion point depending on the a nity constants at the di erent sites.
This observation legitimates the use of the relation (1) which thus appears to approximate quite well phenomena such as delayed induction, cooperative e ects and saturation ( lim n!1 x i = 1). This allows to de ne the strength of a promoter as it is usually de ned in biology: it is the quantization of the in uence of a regulation protein onto a given gene. The level of binding directly sponsored by the promoter of u i represents a residual or basal level of activity, but does not indicate how a given level of expression relates to the e ciency of use, because this last aspect leads to know and integrate the levels of activity of every gene in the system.
Modelling Protein folding
The non{straigthforward encoding of the weights has been chosen as an abstract model that mimics protein folding. In this prospect, a 'phenotypic' vector P i = (P + i ; P ? i ) represents a given conformation of the polypeptidic chain corresponding to the protein i, in the space of conformations de ned by the rules imposed by the two matrices + and ? . We de ne the connectivity of the two matrices as the number of non{null elements per row. It was set identical for both matrices and noted k . This critical parameter sets the contribution of each element of the gene G i to the conformation of the protein, the interactions between these elements being xed by the products + G i and ? G i . Each gene locus equally contributes to each element of the corresponding P vector. The di erences between these elements are obtained through mutual correlation of the e ects of di erent loci according to their informational contents. On the contrary, the information from one locus is potentially spread out over all the elements of P . This model thus truly represents a 'protein folding'. The information the vector P i bears is twofold: it is both the conformation of protein i and the structure of its gene promoter.
Indeed, the weights between unit i and the other units are obtained from the vector P i . The subvector P + i represents the elements that are responsible for the control of the expression of the protein i by the other proteins: it thus corresponds to the elements of its promoter. The subvector P ?
i represents the elements that are responsible for the control of the expression of the other proteins by the protein i: it thus corresponds to the conformational sites of protein i that are capable of binding other gene promoters.
The model thus explicitly integrates mechanisms that are part of actual biological regulation networks, though keeping a su cient level of abstraction to remain computationally tractable. The originality of the weight encoding method allows to account for nonlinear relationships between genotype and phenotype, and for the pleiotropic e ects of point mutations and crossing{overs. The strength of gene promoters and protein folding, two basic mechanisms involved in protein mutual regulation, are explicitly represented. At last, the evolutionary approach for the design of the network allows to represent the in uence of the extracellular environment on genes and proteins organization.
Results

Evolution of the tness
We identi ed the critical parameters that mainly condition the evolution of the tness, because they in uence either the convergence of the GA or the encoding of the weight matrix:
1. the connectivity of the + and ? matrices: k . For high k values (k = 80%), any point change in one given gene will a ect every weight in the system. Therefore, it seems better to use lower values: k ' 35%.
2. the length of the genes: . For small values, there is a strong chance of partial genetic drift: all genes converge roughly toward equivalent structures, preventing the tness to reach very high values. Moreover, the length of the genes determines the discretization of weights, thus introducing a strong bias in the system. On the other hand, increasing gene size has two drawbacks: the exponential increase of the search hyperspace and a persistent bias in the weight distribution (this last point will be discussed in section 3.2). In this work, the parameter ranges from 20 to 50.
3. the temperature T . High temperature values make the slope of the transition function H very soft, which prevents the units to reach high state values for low energy values. Since this directly a ects the calculus of the tness (which directly integrates the states of the units), we introduced an ampli cation factor in the computation of the weights (eq.2) to attenuate this e ect. This allows to use high temperature values (T ' 1:0) and still permits the units to reach high states. We combined these three critical parameters (as well as the basic genetic rates) to attain higher tness values than the ones previously obtained in 3]. Figure  2 presents the evolution of the tness in a population of 40 chromosomes, each coding for a 40{units network. The ampli cation factor is set to 4.0. The other settings are shown in Table 1 We also investigated the e ect of adding a new gene at random in every chromosome. As we previously observed in 2], this allows the system to converge more rapidly than when using xed-size chromosomes. However, this phenomenon is only observed when tness values are still low, i.e when the networks are not yet able to distinguish between the signals that are presented. Once the systems are capable of reacting in a di erential way to the clamps exerted, adding a new gene is counterproductive for it alters the adapted network organization, as shown in Figure 3. 
Evolution of the network structure
A basic question is to determine how a tness increase a ects the weights distribution.
Initially, low{ tness matrices exhibit a gaussian weight distribution, as a consequence of the random initialization. This distribution is clearly visible when long genes are used ( g.4), because, in this case, the discretization of the weight values is weak. As the networks evolve and become able to categorize the environmental inputs, the weight distribution becomes more and more heterogeneous and the gaussian pattern disappears, as we see from the gure. This truly shows the weight matrix undergoes drastic structural changes, which appear in high{ tness network matrices. This heterogeneous distribution seems to represent a necessary condition to reach high tness values, because it appears in every simulation.
We investigated the modi cations of the weight matrix in relation to the tness of the network. As we observed in 3], the network structurates hierarchically ( g.5). The system converges towards a situation in which most units present a fan{out greater than their fan{in. Then, as the tness increases, some elements individualize that are strongly connected to the other units of the network. For very high tness values (F = 0:8), critical units appear, which exhibit both a high fan{in and a high fan{out: these units implement 'receptors' which are extremely sensitive to the signals presented by the other units, and which propagate this information to the entire network. Low{ tness matrices do not exhibit such a structuration ( g.6): the units fan{in and fan{out appear to be balanced.
Principal Component Analysis
Previous studies 16, 15] have shown that Principal Component Analysis (PCA) 9] is a powerful tool to examine the structure of the protein expression data in actual biological networks. In order to investigate the behavior of our present model compared to biological networks, we used the same kind of analysis.
Our use of the PCA is based on the following considerations: each speci c environmental condition leads the network to a given state. From a series of such conditions mimicked by clamping a few units, one can record the corresponding network states in a data matrix, the rows of which represent the units, and the columns the environmental constraints. This matrix carries out the information concerning the way each external constraint acts on the expression of each unit. In biological data, we found that the actual network is organized in such a way that relatively independent groups of proteins are involved in the response to independent constraints. This result led us to propose the existence of a particular structure in expression networks: the regulation group 15]. PCA presents the interest of combining the initial constraints imposed onto the network to de ne a new set of orthogonal conditions according to which it is easier to study the reaction of the system. Since we successfully applied this technique to the analysis of biological networks, we used it to investigate the properties of the model.
We performed a PCA test in which the nal states corresponding to 10 di erent continuous clamps of the rst 7 units of a 80{units network were stored after 20 iterations. The clamps we used were not the ones that were exerted to evaluate the tness. From the results ( g.6) two main conclusions can be drawn:
1. The PCA of a low{ tness network shows a Guttman e ect ( g.6{a) which appears when the responses of the system are functionally correlated. In our case, this e ect can be related to the fact that a low{ tness network remains in the same attractor whatever the clamp is. The scattering of the projection of the variables (the 10 di erent clamp conditions) into the space of the factors indicates the di erences in the reactivity of the network according to the variations of the environment. Fig.6{c clearly shows that low{ tness networks are not capable of presenting di erent dynamical responses to the perturbations: the ten variables are aggregated. Therefore, the clamps are not discriminant in this case. 2. On the opposite, high{ tness networks seem capable of exhibiting distinct responses to the di erent clamps: the aggregation disappears, as shown in g.6{d. Also, from g.6-b, we can assume the adapted system to be able to react according to at least two di erent dynamic modes: the functional correlations between the factors tend to disappear. The units segregate into two separate groups. It is likely these two response modes witness the emergence of primitive regulation groups. Thus, from these results, we can postulate that the existence of groups of coregulated proteins is a direct consequence of the structuration of the network.
Discussion and Conclusion
This model integrates the many mechanisms that are responsible for both transcriptional and post{translational regulation: the existence of an implicitthreshold determined by the activities of the other genes, the accounting for cooperative phenomena, protein folding, cis{and trans{activation, pleiotropy and non{ linear relations between genotype and phenotype. Gene induction is modeled from a certain level of abstraction, which allows to get rid of the questions related to the e cacy of the transcription complex stability or to the number of individual gene copies 10]. Using this model, indeed very simpli ed when compared to the complexity of actual regulation networks, we were still able to study the emergence of specialized structures that enable the cell to react to di erent combinations of external inducers.
How high{ tness networks appear
Several factors determine the evolution of the tness. Among them, we particularly studied the e ect of gene addition and the emergence of specialized units.
It is likely that the observed e ects of gene addition strongly depend on its rate. We have previously shown 3] that a strong addition rate could greatly improve the time of convergence, because systems which gradually evolve could perform a better exploration of the search space than xed{size networks. On the contrary, the e ect of adding a new gene has a drastic impact on the organization of adapted networks. However, other experiments (not shown) were performed which indicate that a very low addition rate can still help to improve the organization of well{adapted systems. Concerning the evolution of actual biological regulation networks, it is obvious that the rate of duplication (which has roughly the same e ect as gene addition) is neglectable compared to the frequency of crossing{overs or even mutations. Indeed, in Drosophila, the rate of mutation per locus per generation is 4 10 ?6 while, in vertebrates, the number of divergences (thus duplication) between the haemoglobin gene clusters is estimated around 7 in 500 million years 12]. Then, it is possible to view gene addition or duplication as a primitive mechanism that allows to strenghten presumptive regulation networks (in prokaryotes, the drastic e ects of gene duplication are counterbalanced by the very high division rates). The constraints exerted on larger and more complex networks are such that if such mechanisms can actually enable eukaryotic regulation systems to evolve 19], it still takes millions of years to observe the duplication of one locus.
Another interesting observation is the emergence of elements that both send strong connections to the other units and receive strong back{connections from the entire network ( g.5). Such elements can be related to the master{switch genes that possibly control the expression of a number of other genes 20]. This could be a mean to implement feedback loops in the system: the information received is entirely back{propagated, similarly to what is observed in enzyme regulation circuits 17]. The weight matrix also exhibits strong weight values on the diagonal for some elements, showing that auto{inductive units are selected, possibly because they could enable the system to stabilize in a number of di erent con gurations.
Thus, we have shown that adapted networks present a strongly biased structure, which might explain why pleiotropic processes such as gene addition are destructive. This structuration has been obtained only under the constraint that the regulation network exhibits as many di erent responses as possible. Moreover, our results tend to con rm that the e cacy of any genic control system depends on its degree of hierarchy 20].
The emergence of presumptive regulation groups
It is likely that a linear independence between regulation groups involved in di erent functionalities confers to the cell dynamical properties much more ecient to identify di erent constraints in its environment and react accordingly. Yet, e ectors often appear to have correlated e ects. It is indeed di cult to use independent conditions to modify the expression of proteins in a biological network. Thus, a super cial examination of the variations in protein expression under the action of a set of e ectors is in most cases unable to uncover the internal structure of the system. We showed 16] that this structure can be observed only if we plot the changes in protein expression in a system of independent and orthogonal axes.
What is actually done by PCA is, starting from the trivial space in which each axis corresponds to an e ector, to build a new representation space. This new space forms an unique system of axes obtained through a linear combination of the former axes, which allows to achieve the best linear separation between the network units. From this projection, we can identify each new axis as a major regulation direction (for it is orthogonal to the others) and, for the same reason, each group as an actual regulation group. The data representation in this new projection space is thus cleared up of many di culties blurring our perception of the genuine structure (such as noise in the expression of proteins and potential correlations in the action of di erent e ectors).
We indeed clearly show the problem when we consider the action of di erent e ectors onto the network. The results of their actions are expected to be di erent while the regulation axes and the regulation groups correspond to the intrinsic structure of the network. These constant elements are the ones we uncover by using principal component analysis.
In non{adapted systems, all the units are correlated, which explains the e ect observed in gure 6. We have shown that the systems capable of reacting to di erent clamps can react according to at least two di erent response modes. This indicates the system evolves towards a situation in which certain units exhibit correlated dynamics with response to di erent clamps. Therefore, in our case, high{ tness systems are composed of at least two di erent groups of coregulated units. We did not yet clearly demonstrated the emergence of regulation groups as they were observed in actual experiments 16]. However, the results we obtained tend to show that such regulation groups could clearly form, but further work is required to precisely study the conditions that would allow them to appear. 
