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Abstract
The paper studies the existence and non-existence of global weak solutions to the Cauchy problem
for a class of quasi-linear wave equations with nonlinear damping and source terms. It proves that
when α  max{m,p}, where m + 1, α + 1 and p + 1 are, respectively, the growth orders of the
nonlinear strain terms, the nonlinear damping term and the source term, under rather mild conditions
on initial data, the Cauchy problem admits a global weak solution. Especially in the case of space
dimension N = 1, the weak solutions are regularized and so generalized and classical solution both
prove to be unique. On the other hand, if 0  α < 1, and the initial energy is negative, then under
certain opposite conditions, any weak solution of the Cauchy problem blows up in finite time. And
an example is shown.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We are concerned with the existence and non-existence of global weak solutions to the
Cauchy problem for a class of quasi-linear wave equations with nonlinear damping and
source terms
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N∑
i=1
∂
∂xi
σi(uxi )+ f (ut ) = g(u) on RN × (0,∞), (1.1)
u(x,0)= u0(x), ut (x, 0) = u1(x), x ∈ RN, (1.2)
where σi (i = 1, . . . ,N), f and g are given nonlinear functions satisfying certain condi-
tions to be specified later.
Equations of type (1.1) are a class of essential nonlinear wave equations describing the
spread of strain waves in a viscoelastic configuration (for example, a bar if the space di-
mension N = 1 and a plate if N = 2) made up of the material of the rate type, see, e.g. [1,2,
8,10,12,13]. They can also be seen as field equations governing the longitudinal motion of
a viscoelastic bar obeying the nonlinear Voigt model, see [3]. For the initial boundary value
problem (IBVP) of the equations of type (1.1), there have been many impressive works on
the existence and non-existence of global solutions and other properties, see [1–5,7–10,12,
13,15–20]. Recently, in [21–23] the author has shown that under certain polynomial growth
assumptions on the nonlinearities σi (i = 1, . . . ,N), f and g, there exist clear boundaries
similar to thresholds among the growth orders of the nonlinear terms, the states of initial
energy, and the existence, nonexistence and asymptotic behavior of global weak solutions
of the IBVP of Eq. (1.1). But for Cauchy problem (1.1), (1.2), what are the relations among
the above-mentioned three factors? The question remains open.
In the present paper, under the assumptions that the nonlinearities σi (i = 1, . . . ,N),
f and g are of polynomial growth orders, more specifically, the respective powers of
polynomial growth of the nonlinearities are m + 1, α + 1 and p + 1, where and in
the sequel m, α and p are non-negative real numbers, by a Galerkin approximation
scheme combined with a limiting process of the solutions of a series of periodic bound-
ary value problems (PBVP) we prove that problem (1.1), (1.2), with initial data u0 ∈
W 1,m+2(RN) ∩ H 1(RN) ∩ Lp+2(RN), u1 ∈ L2(RN), admits a global weak solution pro-
vided that α  max{m,p}. Especially, in the case of space dimension N = 1, Eq. (1.1)
becomes
utt − uxxt − σ(ux)x + f (ut ) = g(u), (1.3)
and the weak solutions can be regularized and so generalized and classical solution both
prove to be unique. The results shows that if the nonlinear damping term is assumed to
be eventually dominating the nonlinear strain terms and the source term, as expressed in
condition α  max{m,p}, then the global existence of a weak solution of problem (1.1),
(1.2) can be obtained. On the other hand, if 0  α < 1, and the initial energy is negative,
then under certain opposite conditions, any weak solution of Cauchy problem (1.1), (1.2)
blows up in finite time.
The plan of the paper is as follows. The main results and some notations are stated in
Section 2. The global existence of weak solutions to the PBVP and Cauchy problem (1.1),
(1.2) are studied in Sections 3 and 4, respectively. In Section 5, the weak solutions are
regularized in the case of space dimension N = 1. And in Section 6, a blowup theorem is
proved and an example is shown.
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We first introduce the following abbreviations:
Ω = (−L,L)N, QT = Ω × (0, T ), Lp = Lp(Ω),
Wm,p = Wm,p(Ω), C∞0 = C∞0 (Ω), Hm = Wm,2,
‖ · ‖p = ‖ · ‖Lp , ‖ · ‖k,p = ‖ · ‖Wk,p , ‖ · ‖ = ‖ · ‖L2 . (2.0)
For every p ∈ (1,∞) we denote the dual of W 1,p0 by W−1,p
′
, with p′ = p/(p − 1), and
the measure of Ω by |Ω |. The notation (· , ·) for the L2-inner product will also be used for
the notation of duality pairing between dual spaces. Let us denote the functional space:
U = L∞
([0, T ];W 1,m+2(RN ))∩ L∞([0, T ];Lp+2(RN ))∩ H 1([0, T ];H 1(RN )).
Definition. A function u ∈ U , with ut ∈ Lα+2(Q˜T ) and utt ∈ L1([0, T ];W−1,(m+2)′(RN)),
where Q˜T = RN × (0, T ), is called a weak solution of Cauchy problem (1.1), (1.2), if for
any χ ∈ W 1,m+2(RN), suppχ is a bounded set in RN , for a.e. t ∈ [0, T ],
(utt , χ)+ (∇ut ,∇χ)+
N∑
i=1
(
σi(uxi ), χxi
)+ (f (ut ),χ)= (g(u),χ),
u(· ,0)= u0 in H 1
(
RN
)
, ut (· ,0)= u1 in L2
(
RN
)
.
Let v(x, t) = e−λtu(x, t), where λ > 0 is a constant. Then problem (1.1)–(1.2) is equiv-
alent to the problem
vtt + 2λvt + λ2v − λv − vt −
∑
i
∂
∂xi
σ˜i (t, vxi )+ f˜ (t, vt ) = g˜(t, v)
on RN × (0,∞), (2.1)
v(x,0) = v0(x), vt (x,0)= v1(x), x ∈ RN, (2.2)
where v0(x) = u0(x), v1(x) = u1(x) − λu0(x), σ˜i (t, vxi ) = e−λtσi(eλtvxi ), f˜ (t, vt ) =
e−λtf ((eλtv)t ), g˜(t, v) = e−λtg(eλtv).
We first consider the PBVP of Eq. (2.1):
v|∂Ω = 0, v(x, t) = v(x + 2Lei, t), x ∈ RN, t > 0, (2.3)
v(x,0) = ϕ(x), vt (x,0) = ψ(x), x ∈ RN, (2.4)
where x + 2Lei = (x1, . . . , xi−1, xi + 2L,xi+1, . . . , xN), L > 0 is a real number, ϕ|∂Ω =
ψ|∂Ω = 0, ϕ(x)= ϕ(x + 2Lei), ψ(x) = ψ(x + 2Lei), x ∈ RN , i = 1, . . . ,N .
Definition. A function v ∈ L∞([0, T ];W 1,m+20 ), with vt ∈ Lα+2(QT ) and vtt ∈ L1([0, T ];
W−1,(m+2)′), is called a weak solution of problem (2.1), (2.3)–(2.4), if for any χ ∈ W 1,m+20 ,
for a.e. t ∈ [0, T ],
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∑
i
(
σ˜i (t, v
n
xi
), χxi
)
+ (f˜ (t, v),χ)= (g˜(t, v),χ),
v(· ,0) = ϕ in H 1, vt (· ,0) = ψ in L2. (2.5)
Now we state the main results of the paper (to simplify notation we shall not introduce
the range of summation if it is extending from 1, . . . ,N ).
Theorem 2.1. Assume that
(i) σi ∈ C(R), (σi(s1) − σi(s2))(s1 − s2)  0, s1, s2 ∈ R, σi(s)s  K1
∫ s
0 σi(τ ) dτ,
K1  2, and
C1|s|m+1 
∣∣σi(s)∣∣ C2(|s|m+1 + |s|m1), s ∈ R, i = 1, . . . ,N,
where m1 = 2(m + 1)/(m+ 2);
(ii) f ∈ C(R), f (s)s  0,
C3|s|α+1 
∣∣f (s)∣∣ C4(|s|α+1 + |s|α1), s ∈ R,
where α1 = 2(α + 1)/(α + 2);
(iii) g ∈ C(R), 0 g(s)s K2
∫ s
0 g(τ) dτ , K2  2, and
C5|s|p+1 
∣∣g(s)∣∣ C6(|s|p+1 + |s|p1), s ∈ R,
where p1 = 2(p + 1)/(p + 2), α max{m,p}, and if m + 2 <N , also
α + 2 < N(m + 2)
N −m − 2 ,
and Cj (j = 1, . . . ,9), Ki (i = 1,2,3) are positive constants;
(iv) ϕ ∈ W 1,m+20 , ψ ∈ L2.
Then for any T > 0, problem (2.1), (2.3)–(2.4) admits a weak solution v on [0, T ].
Remark 1. By assumption (iii) and the Gagliado–Nirenberg inequality, W 1,m+20 ↪→
Lα+2,W 1,m+20 ↪→ Lp+2, with the embedding constants independent of Ω .
Theorem 2.2. Under conditions (i)–(iii) of Theorem 2.1, if u0 ∈ W 1,m+2(RN)∩H 1(RN)∩
Lp+2(RN), u1 ∈ L2(RN), then for any T > 0, Cauchy problem (1.1), (1.2) admits a weak
solution on [0, T ].
In the case of space dimension N = 1, the weak solutions can be regularized.
Theorem 2.3. Assume that
(i) σ ∈ C1(R), σ ′(s) 0, 0 σ(s)s K1
∫ s
0 σ(τ) dτ , K1  2, and
C1|s|m+1 
∣∣σ(s)∣∣ C2(|s|m+1 + |s|m1), s ∈ R;
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C3|s|α+1 
∣∣f (s)∣∣ C4(|s|α+1 + |s|α1), ∣∣f ′(s)∣∣ C7(|s|α + |s|α1−1), s ∈ R.
(iii) Condition (iii) of Theorem 2.1 holds, where max{m,p} α  2 + m/(m + 2).
(1) If u0, u1 ∈ H 2(R), and g(s) is locally Lipschitz continuous, then for any T > 0, prob-
lem (1.3), (1.2) (with N = 1) admits a unique generalized solution u on [0, T ], with
u ∈ W 1,∞([0, T ];H 2(R))∩ W 2,∞([0, T ];L2(R))∩ H 2([0, T ];H 1(R)).
(2) If σ ∈ C3(R), f,g ∈ C2(R), u0, u1 ∈ H 4(R), then for any T > 0, problem (1.3),
(1.2) (with N = 1) admits a unique classical solution u on [0, T ], with u ∈
H 3([0, T ];H 1(R))∩H 2([0, T ];H 3(R)).
Theorem 2.4. Assume that
(i) σi ∈ C(R), 0 σi(s)s K1
∫ s
0 σi(τ ) dτ , s ∈ R, i = 1, . . . ,N ;
(ii) f ∈ C(R), 0 f (s)s C8|s|α+2, s ∈ R, 0 α < 1;
(iii) g ∈ C(R),
∣∣g(s)∣∣ C9|s| 1+α1−α , g(s)s K3
s∫
0
g(τ) dτ > 0, s ∈ R,
where K1 > 2 + (α + 1)C8, K3 K1 +C8/C9;
(iv) u0 ∈ H 1(RN), u1 ∈ L2(RN), and
A(0) = 1
2
‖u1‖2L2(RN) +
∑
i
∫
RN
u0xi∫
0
σi(s) ds dx −
∫
RN
u∫
0
g(s) ds dx < 0. (2.5)
Then any weak solution u of Cauchy problem (1.1), (1.2) blows up in finite time T˜ , i.e.,
∥∥u(t)∥∥2
L2(RN)
+
t∫
0
∥∥∇u(s)∥∥2
L2(RN)
ds → +∞ as t → T˜ −. (2.6)
3. Global existence of weak solutions to the PBVP
In order to prove Theorem 2.1, we first quote a lemma.
Lemma 3.1 [8]. Let Ω ⊂ RN be a bounded domain, and {wj }∞j=1 a complete orthogonal
system in L2(Ω). Then for every ε > 0 there is a positive integer Nε such that for all
u ∈ W 1,p(Ω),
‖u‖
[
Nε∑
j=1
(u,wj )
2
]1/2
+ ε‖u‖1,p, where 2 p < +∞.
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of the form
vn(t) :=
n∑
j=1
Tjn(t)wj , t  0, (3.0)
where {wj }∞j=1 is a Schauder basis in W 1,m+20 and at the same time an orthonormal ba-
sis in L2 (in fact, the existence of Schauder basis {wj }∞j=1 was proved in [6,11]). Since
span{wj } is dense in W 1,m+20 and W 1,m+20 is dense in L2, span{wj } is dense in L2,
and {wj } is a basis in L2. By standard orthogonalizing process, one can easily make out
a sequence from {wj }, still denoted by {wj }, such that it composes an orthonormal basis
in L2, see [8]), with wj (x) = wj(x + 2Lei), x ∈ RN , i = 1, . . . ,N , and the coefficients
{Tjn}nj=1 satisfy Tjn(t) = (un(t),wj ) with
(vntt ,wj ) + 2λ(vnt ,wj )+ λ2(vn,wj ) + λ(∇vn,∇wj) + (∇vnt ,∇wj)
+
∑
i
(
σ˜i (t, v
n
xi
),wjxi
)+ (f˜ (t, vnt ),wj )− (g˜(t, vn),wj )= 0, (3.1)
vn(0) = ϕn, vnt (0) = ψn, (3.2)
for t > 0, j = 1, . . . , n, n ∈ N, and the suitably chosen appropriate initial data ϕn and ψn.
Since C∞0 is dense in W
1,m+2
0 ∩ H 1 ∩ Lp+2, we choose {ϕn} and {ψn} in C∞0 in such a
way that
ϕn → ϕ in W 1,m+2 ∩ H 1 ∩ Lp+2, ψn → ψ in L2 (3.3)
as n → ∞.
Substituting wj in (3.1) by vnt and integrating the resulting expression by parts, one gets
d
dt
En(t)+ 2λ
∥∥vnt (t)∥∥2 + ∥∥∇vnt (t)∥∥2 + e−2λt(f ((eλtvn)t), (eλtvn)t)
+ 2λe−2λt

∑
i
∫
Ω
eλt vnxi∫
0
σi(s) ds dx +
∫
Ω
eλt vn∫
0
g(s) ds dx


 λe−2λt
(
f
((
eλtvn
)
t
)
, eλtvn
)+ (α + 2)e−2λt ∫
Ω
∣∣eλtvn(t)∣∣α+1∣∣(eλtvn)
t
(t)
∣∣dx
+ C10eαλt
∥∥vn(t)∥∥α+2
α+2 + 2
∣∣(g˜(t, vn), vnt )∣∣
+ (m + 2)emλt
∫
Ω
∣∣vn(t)∣∣m+1∣∣vnt (t)∣∣dx
+ λe−2λt
[∑
i
(
σi
(
eλtvnxi
)
, eλtvnxi
)+ (g(eλtvn), eλtvn)]
+ memλt∥∥vn(t)∥∥m+2
m+2, (3.4)
where
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(∥∥vnt (t)∥∥2 + λ2∥∥vn(t)∥∥2 + λ∥∥∇vn(t)∥∥2)
+ emλt∥∥vn(t)∥∥m+2
m+2 + eαλt
∥∥vn(t)∥∥α+2
α+2
+ e−2λt

∑
i
∫
Ω
eλt vnxi∫
0
σi(s) ds dx +
∫
Ω
eλt vn∫
0
g(s) ds dx

, (3.5)
C10 = α + λ(α + 2). By assumption (ii) and the Young inequality,
∣∣λe−2λt(f ((eλtvn)
t
)
, eλtvn
)∣∣
 λC4e−2λt
∫
Ω
(∣∣(eλtvn)
t
∣∣α+1 + ∣∣(eλtvn)
t
∣∣α1)∣∣eλtvn(t)∣∣dx
 λC4e−2λt
[
ε
(∥∥(eλtvn)
t
(t)
∥∥α+2
α+2 +
∥∥(eλtvn)
t
(t)
∥∥2α1
2α1
)
+ C(ε)
(∥∥(eλtvn)(t)∥∥α+2
α+2 +
∥∥(eλtvn)(t)∥∥2)]
 C11εe−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2
+ C
(
eαλt
∥∥vn(t)∥∥α+2
α+2 +
∥∥vn(t)∥∥2 + ∥∥vnt (t)∥∥2), (3.6)
where the fact 2  2α1  α + 2 and the property of the concave function F(a) = ya/a
(a > 0, y > 0) have been used, and here, as everywhere else in the paper, we denote by Cj
(j  11) and C positive constants independent of n and t . By the Young inequality,
e−2λt
∫
Ω
∣∣eλtvn(t)∣∣α+1∣∣(eλtvn)
t
(t)
∣∣dx
 εe−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2 + C(ε)eαλt
∥∥vn(t)∥∥α+2
α+2, (3.7)
emλt
∫
Ω
∣∣vn(t)∣∣m+1∣∣vnt (t)∣∣dx
= e−2λt
∫
Ω
∣∣eλtvn(t)∣∣m+1∣∣eλtvnt (t)∣∣dx
 e−2λt
∫
Ω
∣∣eλtvn(t)∣∣m+1(∣∣(eλtvn)
t
(t)
∣∣+ λ∣∣eλtvn(t)∣∣)dx
 e−2λt
(
ε
∥∥(eλtvn)
t
(t)
∥∥m+2
m+2 +
(
C(ε) + λ)∥∥eλtvn(t)∥∥m+2
m+2
)
 C12εe−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2 + C
(
emλt
∥∥vn(t)∥∥m+2
m+2 +
∥∥vnt (t)∥∥2 + ∥∥vn(t)∥∥2),
(3.8)
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∣∣(g˜(t, vn), vnt )∣∣
 2e−2λt
∫
Ω
∣∣g(eλtvn)eλtvnt ∣∣dx
 2C6e−2λt
(
ε
∥∥(eλtvn)
t
(t)
∥∥p+2
p+2 +
(
C(ε)+ λ)∥∥eλtvn(t)∥∥p+2
p+2 +
∥∥(eλtvn)
t
(t)
∥∥2
+ ∥∥eλtvn(t)∥∥2p12p1 + λ∥∥eλtvn(t)∥∥p1+1p1+1
)
 2C6εe−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2 + C
(
epλt
∥∥vn(t)∥∥p+2
p+2 +
∥∥vn(t)∥∥2 + ∥∥vnt (t)∥∥2),
(3.9)
where the facts α max{m,p}, 2 2p1  p + 2, 2 p1 + 1 p + 2 and the property of
the concave function F(a) have been used.
By assumptions (i)–(iii) of Theorem 2.1,
e−2λt
(
f
((
eλtvn
)
t
)
,
(
eλtvn
)
t
)
 C3e−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2,
e−2λt
∑
i
∫
Ω
eλt vnxi∫
0
σi(s) ds dx 
C1
m + 2e
mλt
∥∥∇vn(t)∥∥m+2
m+2, (3.10)
e−2λt
∫
Ω
eλt vn∫
0
g(s) ds dx  C5
p + 2e
pλt
∥∥vn(t)∥∥p+2
p+2. (3.11)
Taking ε such that
0 < ε <
C3
2[C11 + α + 2 + (m + 2)C12 + 2C6]
and substituting (3.6)–(3.11) into (3.4), one obtains
d
dt
En(t)+ 2λ
∥∥vnt (t)∥∥2 + ∥∥∇vnt (t)∥∥2 + C32 e−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2
+2λ
(
C1
m + 2e
mλt
∥∥∇vn(t)∥∥m+2
m+2 +
C5
p + 2e
pλt
∥∥vn(t)∥∥p+2
p+2
)
 C
[
emλt
∥∥vn(t)∥∥m+2
m+2 + epλt
∥∥vn(t)∥∥p+2
p+2
+ eαλt∥∥vn(t)∥∥α+2
α+2 +
∥∥vn(t)∥∥2 + ∥∥vnt (t)∥∥2]
+Ke−2λt

∑
i
∫
Ω
eλt vnxi∫
0
σi(s) ds dx +
∫
Ω
eλt vn∫
0
g(s) ds dx

, (3.12)
where K = λmax{K1,K2}. Since 2 m1 + 1m + 2, 2 p1 + 1 p + 2, by assump-
tions (i), (iii) of Theorem 2.1 and (3.3),
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i
∫
Ω
ϕnxi∫
0
σi(s) ds dx C2
[
1
m + 2‖∇ϕ
n‖m+2m+2 +
1
m1 + 1‖∇ϕ
n‖m1+1m1+1
]
C
(‖∇ϕn‖m+2m+2 + ‖∇ϕn‖2), (3.13)∫
Ω
ϕn∫
0
g(s) ds dx C6
[
1
p + 2‖ϕ
n‖p+2p+2 +
1
p1 + 1‖ϕ
n‖p1+1p1+1
]
C
(‖ϕn‖p+2p+2 + ‖ϕn‖2). (3.14)
Applying the Gronwall inequality to (3.12) and using of (3.10)–(3.11) and (3.13)–(3.14),
one receives∥∥vnt (t)∥∥2 + ∥∥vn(t)∥∥21,2 + emλt∥∥vn(t)∥∥m+21,m+2 + epλt∥∥vn(t)∥∥p+2p+2 + eαλt∥∥vn(t)∥∥α+2α+2
+
t∫
0
(∥∥vnt (τ )∥∥21,2 + e−2λτ∥∥(eλtvn)t (τ )∥∥α+2α+2
+ emλτ∥∥∇vn(τ )∥∥m+2
m+2 + epλτ
∥∥vn(τ )∥∥p+2
p+2
)
dτ
 CEn(0)eCT M(T ), t ∈ [0, T ], (3.15)
where and in the sequel M(T ) denotes various positive constants depending only on T ,
and
En(0) = 12
(‖ψn‖2 + λ2‖ϕn‖2 + λ‖∇ϕn‖2)+ ‖ϕn‖m+2m+2 + ‖ϕn‖α+2α+2
+
∑
i
∫
Ω
ϕnxi∫
0
σi(s) ds dx +
∫
Ω
ϕn∫
0
g(s) ds dx. (3.16)
By (3.15),
t∫
0
∥∥vnt (τ )∥∥α+2α+2dτ 
t∫
0
∥∥eλτvnt (τ )∥∥α+2α+2 dτ

t∫
0
(∥∥(eλtvn)
t
(τ )
∥∥α+2
α+2 +
∥∥λeλτ vn(τ )∥∥α+2
α+2
)
dτ
M(T ), t ∈ [0, T ]. (3.17)
Define operator D :W 1,m+20 → W−1,(m+2)
′ by letting
(Dv,w) :=
∑
i
(
σ˜i (t, vxi ),wxi
)
, t ∈ [0, T ], (3.18)
for any v,w ∈ W 1,m+2.0
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W
1,m+2
0 ,∣∣(Dvn,w)∣∣ e−λt ∑
i
∣∣(σi(eλtvnxi ),wxi )∣∣
 Ce−λt
(∥∥eλt∇vn(t)∥∥m+2
m+2 +
∥∥eλt∇vn(t)∥∥2)1/(m+2)′‖w‖1,m+2, (3.19)
∥∥Dvn(t)∥∥−1,(m+2)′  Ce−λt(∥∥eλt∇vn(t)∥∥m+2m+2 + ∥∥eλt∇vn(t)∥∥2)1/(m+2)
′
M(T ), t ∈ [0, T ]. (3.20)
By assumption (ii) of Theorem 2.1 and (3.15),∥∥f˜ (t, vnt )∥∥(α+2)′  C4e−λt(∥∥∣∣(eλtvn)t (t)∣∣α+1 + ∣∣(eλtvn)t (t)∣∣α1∥∥(α+2)′)
 Ceλt
(
e−2λt
∥∥(eλtvn)
t
(t)
∥∥α+2
α+2 +
∥∥vnt (t)∥∥2 + ∥∥vn(t)∥∥2)1/(α+2)′,
t ∈ [0, T ],∥∥f˜ (t, vnt )∥∥L(α+2)′ (QT ) M(T ). (3.21)
Similarly,
∥∥g˜(t, vn)∥∥
(p+2)′  C6e
−λt(∥∥eλtvn(t)∥∥p+2
p+2 +
∥∥eλtvn(t)∥∥2)1/(p+2)′ M(T ),
t ∈ [0, T ]. (3.22)
Integrating Eq. (3.1) over (0, t) yields
(vnt ,wj )+ 2λ(vn,wj )+ (∇vn,∇wj )+
t∫
0
[
λ2(vn,wj ) + λ(∇vn,∇wj)
+
∑
i
(
σ˜i (τ, v
n
xi
),wjxi
)+ (f˜ (τ, vnt ),wj )− (g˜(τ, vn),wj )
]
dτ
= (ψn,wj )+ 2λ(ϕn,wj )+ (∇ϕn,∇wj ), t > 0, (3.23)
vn(0) = ϕn. (3.24)
For any T > 0, it follows from (3.20)–(3.22) that the nonlinear terms appearing in (3.23)
are uniformly bounded on [0, T ], so the solution of problem (3.23)–(3.24) exists on [0, T ]
for each n.
By (3.15), (3.17), (3.20)–(3.22), we can extract a subsequence from {vn}, still denoted
by {vn}, such that
vn → v in L∞
([0, T ];W 1,m+2)∩ L∞([0, T ];H 1)∩L∞([0, T ];Lp+2) weak∗;
(3.25)
vnt → vt in L∞
([0, T ];L2)∩ L2([0, T ];H 1)∩ Lα+2(QT ) weak∗; (3.26)
Dvn → ξ in L∞
([0, T ];W−1,(m+2)′) weak∗; (3.27)
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g˜(t, vn) → γ in L∞
([0, T ];L(p+2)′) weak∗ (3.29)
as n → ∞. By Lemma 3.1, (3.25) and (3.26) we have that for every ε > 0, there exist
positive constants N1ε and N2ε such that for all vn and vnt , when n → ∞,
∥∥vn(t)− v(t)∥∥
[
N1ε∑
j=1
(vn − v,wj )2
]1/2
+ ε∥∥vn(t) − v(t)∥∥1,2
M(T )ε, t ∈ [0, T ], (3.30)
T∫
0
∥∥vnt (τ )− vt (τ )∥∥2 dτ  2

N2ε∑
j=1
T∫
0
(vnt − vt ,wj )2 dτ + ε
T∫
0
∥∥vnt (τ )− vt (τ )∥∥21,2 dτ


M(T )ε. (3.31)
By the arbitrariness of ε, we get
vn → v in L∞
([0, T ];L2) and a.e. on QT , (3.32)
vnt → vt in L2(QT ) and a.e. on QT (3.33)
as n → ∞. By (3.32), (3.33) and the continuity of f˜ and g˜,
f˜ (t, vnt ) → f˜ (t, vt ), g˜(t, vn) → g˜(t, v) a.e. on QT (3.34)
as n → ∞. Since (eλtv)t ∈ Lα+2(QT ), v ∈ Lp+2, by (3.21)–(3.22), f˜ (t, vt ) ∈
L(α+2)′(QT ), and g˜(t, v) ∈ L(p+2)′ . From the Egoroff theorem, we deduce that for any
δ > 0, there exists a measurable set Qδ ⊂ QT , |Qδ| < δ such that f˜ (t, vnt ) → f˜ (t, vt ) uni-
formly on Q = QT − Qδ as n → ∞. Hence, for any α2 such that α2 > α, by embedding
theorem, (3.15) and (3.21),∥∥f˜ (t, vnt )− f˜ (t, vt )∥∥L(α2+2)′ (Qδ) 
∥∥f˜ (t, vnt ) − f˜ (t, vt )∥∥L(α+2)′(Qδ)δ
α2−α
(α+2)(α2+2)
M(T )δ
α2−α
(α+2)(α2+2) .
Therefore, when n → ∞,∥∥f˜ (t, vnt )− f˜ (t, vt )∥∥L(α2+2)′ (QT )

∥∥f˜ (t, vnt )− f˜ (t, vt )∥∥L(α2+2)′ (Q) +
∥∥f˜ (t, vnt )− f˜ (t, vt )∥∥L(α2+2)′ (Qδ)
M(T )δ
α2−α
(α+2)(α2+2) . (3.35)
By the arbitrariness of δ,
f˜ (t, vnt ) → f˜ (t, vt ) in L(α2+2)′(QT ) as n → ∞. (3.36)
It follows from (3.36) and the uniqueness of weak∗ limit that η = f˜ (t, vt ) in L(α2+2)′(QT ).
Since C∞0 (QT ) is dense in Lα+2(QT ), so for any κ ∈ Lα+2(QT ), there exists a se-
quence {κn}, κn ∈ C∞(QT ), such that κn → κ in Lα+2(QT ) as n → ∞, and thus0
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T∫
0
(
f˜ (t, vt )− η, κn − κ
)
dτ
∣∣∣∣∣∣

∥∥f˜ (t, vt ) − η∥∥L(α+2)′(QT )‖κn − κ‖Lα+2(QT ) → 0 as n → ∞,
T∫
0
(
f˜ (t, vt )− η, κ
)
dτ = lim
n→∞
T∫
0
(
f˜ (t, vt )− η, κn
)
dτ = 0,
f˜ (t, vt ) = η in L(α+2)′(QT ). (3.37)
Similarly, for any p2 >p, when n → ∞,
g˜
(
t, vn(t)
)→ g˜(t, v(t)) in L(p2+2)′,
g˜
(
t, v(t)
)= γ (t) in L(p+2)′, t ∈ [0, T ]. (3.38)
Letting n → ∞ in (3.23) and utilizing (3.25)–(3.29), (3.37)–(3.38) and (3.3) one obtains,
for any χ ∈ W 1,m+20 and a.e. t ∈ [0, T ],
(vt , χ)+ 2λ(v,χ) + (∇v,∇χ)
+
t∫
0
[
λ2(v,χ) + λ(∇v,∇χ) + (ξ,χ) + (f˜ (τ, v),χ)− (g˜(τ, v),χ)]dτ
= (ψ,χ)+ 2λ(ϕ,χ)+ (∇ϕ,∇χ). (3.39)
Differentiating (3.39) yields, for any χ ∈ W 1,m+20 , and a.e. t ∈ [0, T ],
(vtt , χ)+ 2λ(vt , χ)+ (∇vt ,∇χ)+ λ2(v,χ) + λ(∇v,∇χ) + (ξ,χ)
+ (f˜ (t, v),χ)= (g˜(t, v),χ). (3.40)
And (3.40) implies vtt ∈ L1([0, T ];W−1,(m+2)′). By (3.25)–(3.26) and (3.3),
(vn,wj ) → (v,wj ), (∇vn,wj ) → (∇v,wj ) in H 1[0, T ] and in C[0, T ],
v(0) = ϕ in H 1. (3.41)
From (3.39), (3.40) one see that (vt , χ) ∈ W 1,1[0, T ] ↪→ C[0, T ]. Substituting χ in (3.39)
by wj and letting t = 0, one gets(
vt (0),wj
)→ (ψ,wj ), j = 1, . . . . (3.42)
Hence,
vt (0) = ψ in L2. (3.43)
Now we prove ξ = Du. Let
ξn(t) =
t∫
(Dvn − Dw,vn −w)dτ0
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∑
i
t∫
0
(
σ˜i
(
τ, vnxi
)− σ˜i (t,wxi ), vnxi − wxi )dτ
=
∑
i
t∫
0
e−2λτ
(
σi
(
eλτvnxi
)− σi(eλτwxi ), eλτ vnxi − eλτwxi )dτ. (3.44)
The monotonicity of σi(s) (i = 1, . . . ,N) implies ξn(t)  0. Substituting wj in (3.1)
by vn, one gets
t∫
0
(Dvn, vn) dτ = −
t∫
0
(
vntt , v
n
)
dτ − λ∥∥vn(t)∥∥2 + λ‖ϕn‖2 − 1
2
∥∥∇vn(t)∥∥2
+ 1
2
‖∇ϕn‖2 −
t∫
0
[
λ2
∥∥vn(τ )∥∥2 + λ∥∥∇vn(τ )∥∥2 + (f˜ (τ, vnt ), vn)
− (g˜(τ, vn), vn)]dτ. (3.45)
By (3.26), (3.32)–(3.33),
t∫
0
(
vntt , v
n
)
dτ = (vnt , vn)− (ψn,ϕn)−
t∫
0
∥∥vnt (τ )∥∥2 dτ
→ (vt , v) − (ψ,ϕ)−
t∫
0
∥∥vt (τ )∥∥2 dτ =
t∫
0
(vtt , v) dτ (3.46)
as n → ∞. Take a real number α2 > α, and if m + 2 <N , also
α2 + 2 < N(m + 2)
N − m − 2 .
Then, by the Gagliado–Nirenberg inequality and (3.15),∥∥vn(t)∥∥
α2+2  C
∥∥vn(t)∥∥1−θ1
m+2
∥∥∇vn(t)∥∥θ1
m+2 M(T ), t ∈ [0, T ], (3.47)
where
θ1 = N(α2 − m)
(m + 2)(α2 + 2) .
Hence,
vn → v in Lα2+2(QT ) weak∗ (3.48)
as n → ∞. The combination of (3.48) with (3.36) yields
t∫ (
f˜ (τ, vnt ), v
n
)
dτ →
t∫ (
f˜ (τ, vt ), v
)
dτ as n → ∞. (3.49)0 0
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p2 + 2 < N(m + 2)
N − m − 2 .
Then,∥∥vn(t)∥∥
p2+2 C
∥∥vn(t)∥∥1−θ2
m+2
∥∥∇vn(t)∥∥θ2
m+2 M(T ), t ∈ [0, T ], (3.50)
where
θ2 = N(p2 − m)
(m + 2)(p2 + 2) .
And thus from (3.50) and (3.38) we have, for a.e. t ∈ [0, T ], when n → ∞,
vn(t) → v(t) in Lp2+2 weak∗, (3.51)(
g˜
(
t, vn(t)
)
, vn(t)
)→ (g˜(t, v(t)), v(t)). (3.52)
By (3.22) and (3.15),∣∣(g˜(t, vn), vn)∣∣ ∥∥g˜(t, vn(t))∥∥
(p+2)′
∥∥vn(t)∥∥
p+2 M(T ), t ∈ [0, T ]. (3.53)
Therefore, by the Lebesgue dominated convergence theorem, when n → ∞,
t∫
0
(
g˜(τ, vn), vn
)
dτ →
t∫
0
(
g˜(τ, v), v
)
dτ, t ∈ [0, T ]. (3.54)
Letting n → ∞ in (3.45) and utilizing (3.3), (3.25), (3.46), (3.49) and (3.54), one gets
lim
n→∞ sup
t∫
0
(Dvn, vn) dτ
−
t∫
0
(vtt , v) dτ − λ
∥∥v(t)∥∥2 + λ‖ϕ‖2 − 1
2
∥∥∇v(t)∥∥2 + 1
2
‖∇ϕ‖2
−
t∫
0
[
λ2
∥∥v(τ )∥∥2 + λ∥∥∇v(τ )∥∥2 + (f˜ (τ, vt ), v)− (g˜(τ, v), v)]dτ
=
t∫
0
(ξ, v) dτ, t ∈ [0, T ]. (3.55)
By assumption (i) of Theorem 2.1, for any w ∈ W 1,m+20 , σ˜i(t,wxi ) = e−λtσi(eλtwxi ) ∈
L(m+2)′ . Therefore, it follows from (3.25) that, when n → ∞,
t∫
(Dw,vn) dτ →
t∫
(Dw,v) dτ, t ∈ [0, T ]. (3.56)0 0
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0 lim
n→∞ supξn(t)
t∫
0
(
ξ − Dw,v − w)dτ, t ∈ [0, T ]. (3.57)
Take w = v−ρz, where ρ > 0 is a real number and z ∈ Lα+2([0, T ];W 1,m+20 ); substituting
it into (3.57), we obtain
t∫
0
(
ξ − D(v − ρz), z)dτ  0, t ∈ [0, T ]. (3.58)
Letting ρ → 0 in (3.58) and utilizing the Lebesgue dominated convergence theorem, one
gets
t∫
0
(ξ − Dv,z) dτ  0, t ∈ [0, T ]. (3.59)
By the arbitrariness of z, we have
ξ = Du in L(α+2)′
([0, T ];W−1,(m+2)′). (3.60)
The combination of (3.40), (3.42)–(3.43) with (3.60) gives the conclusion of Theorem 2.1.
Theorem 2.1 is proved. 
4. Global weak solutions to the Cauchy problem
Proof of Theorem 2.2. We take a sequence {Ls}, where Ls > 1 are real numbers, and
Ls → +∞ as s → ∞. For each s, we construct periodic functions ϕs and ψs , with
ϕs |∂Ωs = ψs |∂Ωs = 0 and
(i) ϕs(x) = ϕs(x + 2Lsei), ψs(x) = ψs(x + 2Lsei), x ∈ RN , i = 1, . . . ,N ;
(ii) ϕs(x) = v0(x), ψs(x) = v1(x) on Ω∗s = (−Ls + 1,Ls − 1)N , and
‖ϕs‖W 1,m+2(Ωs)  ‖v0‖W 1,m+2(RN),‖ϕs‖H 1(Ωs)  ‖v0‖H 1(RN),
‖ϕs‖Lp+2(Ωs)  ‖v0‖Lp+2(RN),‖ψs‖L2(Ωs)  ‖v1‖L2(RN). (4.1)
Let
ϕ˜s(x) =
{
ϕs(x), x ∈ Ωs,
0, x ∈ RN − Ωs, ψ˜s(x) =
{
ψs(x), x ∈ Ωs,
0, x ∈ RN − Ωs. (4.2)
By (4.1), we can extract a subsequence from {ϕ˜s}, still denoted by {ϕ˜s}, such that
ϕ˜s → v˜0 in W 1,m+2
(
RN
)∩ H 1(RN )∩ Lp+2(RN ) weak∗ (4.3)
as s → ∞. And for any L > 0, ΩL = (−L,L)N ,
ϕ˜s → v0 in W 1,m+2(ΩL) ∩H 1(ΩL) as s → ∞. (4.4)
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‖v0‖W 1,m+2(Ω∗s )  ‖ϕ˜s‖W 1,m+2(RN)  ‖v0‖W 1,m+2(RN). (4.5)
Letting s → ∞ in (4.5), one obtains
‖ϕ˜s‖W 1,m+2(RN) → ‖v0‖W 1,m+2(RN). (4.6)
Similarly,
ψ˜s → v1 in L2
(
RN
)
weak∗, ‖ψ˜s‖L2(RN) → ‖v1‖L2(RN), (4.7)
and
‖ϕ˜s‖H 1(RN) → ‖v0‖H 1(RN), ‖ϕ˜s‖Lp+2(RN) → ‖v0‖Lp+2(RN) (4.8)
as s → ∞. Therefore
ϕ˜s → v0 in H 1
(
RN
)
, ψ˜s → v1 in L2
(
RN
) (4.9)
as s → ∞.
Repeating the arguments of Theorem 2.1, for each s we get a weak solution vs of cor-
responding problem (2.1), (2.3)–(2.4) (substituting L,ϕ and ψ there by Ls,ϕs and ψs ,
respectively), which is a weak∗ limit of a sequence {vns }, and where vns are the solutions
of problem (3.1), (3.2) (substituting Ω,vn,ϕn and ψn there by Ωs,vns , ϕns and ψns , re-
spectively). By the sequential lower semi-continuity of the norm, we conclude that inequal-
ity (3.15) still holds for vs , and so do inequalities (3.17), (3.20)–(3.22) (substituting vn
there by vs ). Therefore, with the same method used in the proof of Theorem 2.1 we can
extract a subsequence from {vs}, still denoted by {vs}, such that, for any ΩL = (−L,L)N
and QT = ΩL × (0, T ),
vs → v in L∞
([0, T ];W 1,m+2(ΩL))∩L∞([0, T ];H 1(ΩL))
∩L∞
([0, T ];Lp+2(ΩL)) weak∗;
vst → vt in L∞
([0, T ];L2(ΩL))∩ L2([0, T ];H 1(ΩL))∩Lα+2(QT ) weak∗;
Dvs → Dv in L∞
([0, T ];W−1,(m+2)′(ΩL)) weak∗; (4.10)
f˜ (t, vst ) → f˜ (t, vt ) in L(α+2)′(QT ) weak∗;
g˜(t, vs) → g˜(t, v) in L∞
([0, T ];L(p+2)′(ΩL)) weak∗
as s → ∞, and inequality (3.15) also holds for the limiting function v. By the arbitrariness
of L and the boundedness of the norm of v (see (3.15)), we see that
v ∈ U, vt ∈ Lα+2(Q˜T ). (4.11)
By (4.10), for any χ ∈ C∞0 (RN),
(vs,χ) → (v,χ), (∇vs,χ) → (∇v,χ) in H 1[0, T ] and in C[0, T ]. (4.12)
Therefore, by (4.9),(
v(0),χ
)= (v0, χ), (∇v(0),χ)= (∇v0, χ). (4.13)
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that (4.13) holds for arbitrary χ ∈ L2(RN) and hence
v(0) = v0 in H 1
(
RN
)
. (4.14)
From (3.39), (3.40), we see that (vst , χ) ∈ W 1,1[0, T ] ↪→ C[0, T ] for any χ ∈ C∞0 (RN);
letting t = 0 and s → ∞ in (3.39) and making use of (4.9)–(4.10), one gets(
vt (0),χ
)= (v1, χ), (4.15)
and by the same method used above, one obtains
vt (0) = v1 in L2
(
RN
)
. (4.16)
For any χ ∈ W 1,m+2(RN), suppχ is a bounded set in RN , there must be a L > 0 such
that suppχ ⊂ ΩL and χ ∈ W 1,m+2(ΩL). Substituting v in (3.39) by vs , letting s → ∞,
using (4.10) and differentiating the resulting expression with respect to t , we see that the
limiting function v is a weak solution of problem (2.1), (2.2). Therefore, u = eλtv is a weak
solution of Cauchy problem (1.1), (1.2). Theorem 2.2 is proved. 
5. The case in one dimension
In the case of space dimension N = 1, Eq. (2.1) becomes
vtt + 2λvt + λ2v − λvxx − vxxt − σ˜ (t, vx)x + f˜ (t, vt ) = g˜(t, v)
on R × (0,∞), (5.0)
where v = e−λtu. In this case, the weak solutions of Cauchy problem (5.0), (2.2), and thus
that of Cauchy problem (1.3), (1.2), with N = 1, can be regularized.
In this section, we still use the notations in (2.0), with Ω = (−L,L). Moreover, ‖ ·‖C =
‖ · ‖C(Ω), ‖ · ‖Cl = ‖ · ‖Cl(Ω), l = 1,2, . . . .
Proof of Theorem 2.3. We still begin with the approximate solutions vn of the form (3.0)
of the PBVP of Eq. (5.0):
v(x, t) = v(x + 2L, t), x ∈ R, t > 0, (5.1)
v(x,0) = ϕ(x), vt (x,0) = ψ(x), x ∈ R, (5.2)
where ϕ(x) = ϕ(x + 2L), ψ(x) = ψ(x + 2L), x ∈ R, wj are eigenfunctions of the eigen-
value problem
wxx + µw = 0, w(x) = w(x + 2L), x ∈ R, (5.3)
corresponding to eigenvalues µj (j = 1, . . .), {wj }∞j=1 is an orthogonal basis in H 2, and
the coefficients {Tjn}nj=1 satisfy Tjn(t) = (vn(t),wj ) with(
vntt + 2λvnt + λ2vn − λvnxx − vnxxt − σ˜ (t, vnx )x + f˜ (t, vnt )− g˜(t, vn),wj
)= 0,
t > 0, (5.4)
vn(0) = ϕn → ϕ in H 2, vnt (0) = ψn → ψ in H 2. (5.5)
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Theorem 2.1, we see that (3.15) holds. And thus by the Gagliado–Nirenberg inequality,∥∥vn(t)∥∥
C
 C
∥∥vn(t)∥∥1/2∥∥vnx (t)∥∥1/2 M(T ), t ∈ [0, T ]. (5.6)
Substituting wj in (5.4) by −vnxx yields
d
dt
[
λ
∥∥vnx (t)∥∥2 + 12
∥∥vnxx(t)∥∥2 − (vnt , vnxx)
]
+ (σ ′(eλtvnx )vnxx, vnxx)+ λ2∥∥vnx (t)∥∥2
+λ∥∥vnxx(t)∥∥2
= ∥∥vnxt (t)∥∥2 + (f˜ (t, vnt ), vnxx)− (g˜(t, vn), vnxx). (5.7)
By assumption (ii) of Theorem 2.3, the Hölder inequality, the Gagliado–Nirenberg inequal-
ity and (3.15),
∣∣(f˜ (t, vnt ), vnxx)∣∣
 e−λt
∥∥vnx (t)∥∥m+2∥∥f ′((eλtvn)t )(eλtvnx )t (t)∥∥(m+2)′
M(T )e−λt
∥∥(eλtvnx )t (t)∥∥∥∥f ′((eλtvn)t)(t)∥∥2(m+2)/m
M(T )
(∥∥vnxt (t)∥∥+ ∥∥vnx (t)∥∥)(∥∥(eλtvn)t (t)∥∥α2α(m+2)/m
+ ∥∥(eλtvn)
t
(t)
∥∥α1−1
2(α1−1)(m+2)/m
)
M(T )
(∥∥vnxt (t)∥∥+ 1)(∥∥(eλtvn)t (t)∥∥ α(m+2)+m2(m+2) ∥∥(eλtvnx )t (t)∥∥ α(m+2)−m2(m+2)
+ ∥∥(eλtvn)
t
(t)
∥∥ (α1−1)(m+2)+m2(m+2) ∥∥(eλtvnx )t (t)∥∥ (α1−1)(m+2)−m2(m+2) )
M(T )
(∥∥vnxt (t)∥∥+ 1)(∥∥(eλtvnx )t (t)∥∥ α(m+2)−m2(m+2) + ∥∥(eλtvnx )t (t)∥∥ (α1−1)(m+2)−m2(m+2) )
M(T )
(∥∥vnxt (t)∥∥+ 1)(∥∥(eλtvnx )t (t)∥∥+ 1)
M(T )
(∥∥vnxt (t)∥∥2 + 1), t ∈ [0, T ], (5.8)
where the fact α  2 +m/(m + 2) has been used. By assumption (iii) of Theorem 2.3, the
Cauchy inequality, (3.15) and (5.6),
∣∣(g˜(t, vn), vnxx)∣∣ λ2
∥∥vnxx(t)∥∥2 + C(∥∥eλtvn(t)∥∥2(p+1)2(p+1) + ∥∥eλtvn(t)∥∥2p12p1
)
 λ
2
∥∥vnxx(t)∥∥2 + M(T )(∥∥vn(t)∥∥p∞∥∥vn(t)∥∥p+2p+2 + ∥∥vn(t)∥∥2)
 λ
2
∥∥vnxx(t)∥∥2 + M(T ), t ∈ [0, T ]. (5.9)
By (3.12) (with N = 1)+ ε × (5.7) and exploiting (5.8), (5.9), one gets
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dt
[
En(t)+ ε
(
λ
∥∥vnx (t)∥∥2 + 12
∥∥vnxx(t)∥∥2 − (vnt , vnxx)
)]
+ 2λ∥∥vnt (t)∥∥2
+ (1 − ε)∥∥vnxt (t)∥∥2 + ε
(
λ
2
∥∥vnxx(t)∥∥2 + λ2∥∥vnx (t)∥∥2
)
 C
(
emλt
∥∥vn(t)∥∥m+2
m+2 + epλt
∥∥vn(t)∥∥p+2
p+2 + eαλt
∥∥vn(t)∥∥α+2
α+2 +
∥∥vn(t)∥∥2 + ∥∥vnt (t)∥∥2)
+ Ke−2λt

∫
Ω
eλt vnx∫
0
σ(s) ds dx +
∫
Ω
eλt vn∫
0
g(s) ds dx

+ M(T )(∥∥vnxt (t)∥∥2 + 1),
t ∈ [0, T ], (5.10)
where En(t) as shown in (3.5), with N = 1. Note that |(vnt , vnxx)| 14‖vnxx(t)‖2 +‖vnt (t)‖2;
integrating (5.10) over (0, t), taking ε such that 0 < ε  1/4, and using (3.10)–(3.11),
(3.15), one gets
1
2
(
(1 − 2ε)∥∥vnt (t)∥∥2 + λ2∥∥vn(t)∥∥2 + λ(1 + 2ε)∥∥vnx (t)∥∥2)+ ε4
∥∥vnxx(t)∥∥2
+ emλt
(∥∥vn(t)∥∥m+2
m+2 +
C1
m + 2
∥∥vnx (t)∥∥m+2m+2
)
+ eαλt∥∥vn(t)∥∥α+2
α+2
+ C5
p + 2e
pλt
∥∥vn(t)∥∥p+2
p+2 +
t∫
0
(∥∥vnt (τ )∥∥21,2 + ∥∥vnx (τ )∥∥2 + ∥∥vnxx(τ )∥∥2)dτ
En(0)+ λ‖ϕnx‖2 + ‖ϕnxx‖2 +
∣∣(ψn,ϕnxx)∣∣+ M(T )M(T ),∥∥vnt (t)∥∥2 + ∥∥vn(t)∥∥22,2 + emλt∥∥vn(t)∥∥m+21,m+2 + eαλt∥∥vn(t)∥∥α+2α+2 + epλt∥∥vn(t)∥∥p+2p+2
+
t∫
0
∥∥vnt (τ )∥∥21,2 dτ M(T ), t ∈ [0, T ], (5.11)
where En(0) as shown in (3.16), with N = 1. Hence, by the Gagliado–Nirenberg inequal-
ity, ∥∥vn(t)∥∥
C1  C
∥∥vn(t)∥∥1/4∥∥vnxx(t)∥∥3/4 M(T ), t ∈ [0, T ]. (5.12)
Substituting wj in (5.4) by −vnxxt , integrating by parts, one gets
1
2
d
dt
(
λ
∥∥vnxx(t)∥∥2 + λ2∥∥vnx (t)∥∥2 + ∥∥vnxt (t)∥∥2)+ 2λ∥∥vnxt (t)∥∥2 + ∥∥vnxxt (t)∥∥2
+ (f ′((eλtvn)
t
)
vnxt , v
n
xt
)
−λ(f ′((eλtvn)
t
)
vnx , v
n
xt
)+ ∣∣(σ ′(eλtvnx )vnxx, vnxxt)∣∣+ ∣∣(g˜(t, vn), vnxxt)∣∣
 1
2
∥∥vnxxt (t)∥∥2 + λ∣∣(f ′((eλtvn)t )vnx , vnxt)∣∣
+ C
(∥∥σ ′(eλtvnx )∥∥2∞∥∥vnxx(t)∥∥2 + ∥∥g(eλtvn)∥∥2), t ∈ [0, T ]. (5.13)
By the Hölder inequality, (3.15) and (5.8),
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∣∣(f ′((eλtvn)
t
)
vnx , v
n
xt
)∣∣
 λ
∥∥vnx (t)∥∥m+2∥∥f ′((eλtvn)t)vnxt (t)∥∥(m+2)′
 C
∥∥vnxt (t)∥∥∥∥f ′((eλtvn)t)(t)∥∥2(m+2)/m

∥∥vnxt (t)∥∥(∥∥(eλtvn)t (t)∥∥α2α(m+2)/m + ∥∥(eλtvn)t (t)∥∥α1−12(α1−1)(m+2)/m
)
M(T )
(∥∥vnxt (t)∥∥2 + 1), t ∈ [0, T ]. (5.14)
Note that 1 p1  p + 1, by the property of the concave function F(a) and (5.6),∥∥g(eλtvn)∥∥2  C(∥∥eλtvn(t)∥∥2p+22p+2 + ∥∥eλtvn(t)∥∥2p12p1
)
M(T )
(∥∥eλtvn(t)∥∥2p+22p+2 + ∥∥eλtvn(t)∥∥2)
M(T )
(∥∥vn(t)∥∥p∞∥∥vn(t)∥∥p+2p+2 + ∥∥vn(t)∥∥2)
M(T ), t ∈ [0, T ]. (5.15)
Substituting (5.14), (5.15) into (5.13), integrating the resulting expression over (0, t) and
using (5.11) and (5.5), one obtains
∥∥vnx (t)∥∥2 + ∥∥vnxx(t)∥∥2 + ∥∥vnxt (t)∥∥2 +
t∫
0
(∥∥vnxt (τ )∥∥2 + ∥∥vnxxt (τ )∥∥2)dτ M(T ),
t ∈ [0, T ]. (5.16)
The combination of (5.11) with (5.16) gives
∥∥vn(t)∥∥22,2 + ∥∥vnt (t)∥∥21,2 +
t∫
0
∥∥vnt (τ )∥∥22,2 dτ M(T ), (5.17)
∥∥vnt (t)∥∥C1  C∥∥vnt (t)∥∥1/2∥∥vnxt (t)∥∥1/2 M(T ), t ∈ [0, T ]. (5.18)
Under the basis of estimations (5.11)–(5.12) and (5.17)–(5.18), with standard method, we
easily get
‖vn‖W 1,∞([0,T ];H 2) + ‖vn‖W 2,∞([0,T ];L2) + ‖vn‖H 2([0,T ];H 1) M(T ). (5.19)
By (5.19), we can extract a subsequence from {vn}, still denoted by {vn}, such that
vn
tk
→ vtk in L∞
([0, T ];H 2) weak∗, k = 0,1,
vntt → vtt in L∞
([0, T ];L2)∩ L2([0, T ];H 1) weak∗,
vn → v, vnx → vx, vnt → vt in C(Q¯T )
(5.20)
as n → ∞, where vtk = dkv/dtk , k = 0,1, . . . . By (5.20), the continuity of σ˜ , f˜ and g˜ and
the Lebesgue dominated convergence theorem, we obtain, when n → ∞, for any t ∈ [0, T ],
σ˜ (t, vnx ) → σ˜ (t, vx), f˜ (t, vnt ) → f˜ (t, vt ), g˜(t, vn) → g˜(t, v) in L2. (5.21)
238 Z.-J. Yang / J. Math. Anal. Appl. 300 (2004) 218–243Letting n → ∞ in (5.4) and (5.5) we get that v ∈ W 1,∞([0, T ];H 2)∩W 2,∞([0, T ];L2)∩
H 2([0, T ];H 1) is a generalized solution of problem (5.0)–(5.2).
Now, we restrict our attention to Cauchy problem (5.0), (2.2) and therefore Cauchy
problem (1.3), (1.2), with N = 1.
We still take a sequence {Ls}, and construct the periodic functions ϕs,ψs satisfying
conditions (i) and (ii) in the proof of Theorem 2.2, with N = 1. Moreover,
‖ϕs‖H 2(Ωs)  ‖v0‖H 2(R), ‖ψs‖H 2(Ωs)  ‖v1‖H 2(R). (5.22)
As shown above, for each s, we get a generalized solution vs of problem (5.0)–(5.2) (sub-
stituting L,ϕ and ψ there by Ls,ϕs and ψs , respectively), which is a weak∗ limit of
a sequence {vns }, and where vns are the solutions of problem (5.4), (5.5) (substituting
vn,ϕn,ψn,ϕ and ψ there by vns , ϕns ,ψns , ϕs and ψs , respectively). By the sequential
lower semi-continuity of the norm, we see that inequality (5.19) still holds for vs . There-
fore, we can select a subsequence from {vs}, still denoted by {vs}, such that for any
ΩL = (−L,L) and QT = ΩL × (0, T ), (5.20)–(5.21) holds (substituting vn there by vs ).
By the arbitrariness of L and the boundedness of the norm of vs (see (5.19)) we see that
the limiting function
v ∈ W 1,∞([0, T ];H 2(R))∩ W 2,∞([0, T ];L2(R))∩ H 2([0, T ];H 1(R)). (5.23)
And v is a generalized solution of Cauchy problem (5.0), (2.2), with N = 1. Therefore,
u = eλtv is a generalized solution of Cauchy problem (1.3), (1.2), with N = 1.
By standard method, we easily get the uniqueness of the generalized solution. Here we
omit the process. The case (1) of Theorem 2.3 is proved.
Under the basis of estimation (5.19), by standard method we easily get conclusion (2)
of Theorem 2.3. Here we omit the process. Theorem 2.3 is proved. 
6. Blowup of solutions
In this section, we still use the notations in (2.0), with Ω = RN . In order to prove
Theorem 2.4, we quote a lemma as follows.
Lemma 6.1 [14]. Assume that P(t) ∈ C2, P(t) 0, satisfies the inequality
P(t)P ′′(t)− (1 + δ)P ′2(t) 0
for certain real number δ > 0, and P(0) > 0, P ′(0) > 0. Then there exists a real number
T˜ such that 0 < T˜  P(0)/δP ′(0) and
P(t) → ∞ as t → T˜ −.
Proof of Theorem 2.4. Let
P(t) = ∥∥u(t)∥∥2 +
t∫
0
∥∥∇u(s)∥∥2 ds + (T ∗ − t)‖∇u0‖2 + r(t + τ )2,
t ∈ [0, T ∗], (6.1)
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P ′(t) = 2
[
(u,ut )+
t∫
0
(∇u,∇ut ) ds + r(t + τ )
]
, (6.2)
P ′′(t) = 2[(u,utt )− (u,ut)+ r + ∥∥ut (t)∥∥2]
= 2
[
−
∑
i
(
σi(uxi ), uxi
)− (f (ut ), u)+ (g(u),u)+ r + ∥∥ut (t)∥∥2
]
. (6.3)
Since
(a1b1 + · · · + anbn)2 
(
a21 + · · · + a2n
)(
b21 + · · · + b2n
)
, (6.4)
where ai, bi  0, i = 1, . . . , n,
P ′2(t) 4
(∥∥u(t)∥∥2 +
t∫
0
∥∥∇u(s)∥∥2 ds + r(t + τ )2
)
×
(∥∥ut (t)∥∥2 +
t∫
0
∥∥∇ut (s)∥∥2 ds + r
)
= 4(P(t) − (T ∗ − t)‖∇u0‖2)
(∥∥ut (t)∥∥2 +
t∫
0
∥∥∇ut (s)∥∥2 ds + r
)
. (6.5)
Let
R(t) = (P(t) − (T ∗ − t)‖∇u0‖2)
(∥∥ut (t)∥∥2 +
t∫
0
∥∥∇ut (s)∥∥2 ds + r
)
− 1
4
P ′2(t)
( 0). (6.6)
Then
P ′2(t) = −4
[
R(t) − (P(t) − (T ∗ − t0)‖∇u0‖2)
(∥∥ut (t)∥∥2 +
t∫
0
∥∥∇ut (s)∥∥2 ds + r
)]
= 4P(t)
(∥∥ut (t)∥∥2 +
t∫
0
∥∥∇ut (s)∥∥2 ds + r
)
− 4(R(t) + (T ∗ − t0)‖∇u0‖2)
(∥∥ut (t)∥∥2 +
t∫ ∥∥∇ut (s)∥∥2 ds + r
)
, (6.7)0
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(
1 + β
4
)
P ′2(t)
 P(t)P ′′(t) − (4 + β)P (t)
(∥∥ut (t)∥∥2 +
t∫
0
∥∥∇ut (s)∥∥2 ds + r
)
= 2P(t)Q(t), t ∈ [0, T ∗], (6.8)
where
Q(t) = −
∑
i
(
σi(uxi ), uxi
)− (f (ut ), u)+ (g(u),u)−
(
1 + β
2
)[∥∥ut (t)∥∥2 + r]
−
(
2 + β
2
) t∫
0
∥∥∇ut (s)∥∥2 ds, t > 0. (6.9)
Taking L2-inner product with ut in (1.1) and integrating the resulting expression over
(0, t), one gets
1
2
∥∥ut (t)∥∥2 +∑
i
∫
RN
uxi∫
0
σi(s) ds dx −
∫
RN
u∫
0
g(s) ds dx
+
t∫
0
(∥∥∇ut (s)∥∥2 + (f (ut ), ut))ds = A(0), t > 0, (6.10)
where A(0) as shown in (2.5). By assumption (i) of Theorem 2.4 and (6.10),
−
∑
i
(
σi(uxi ), uxi
)
−K1
∑
i
∫
RN
uxi∫
0
σi(s) ds dx
K1
[
−A(0)+ 1
2
∥∥ut (t)∥∥2 −
∫
RN
u∫
0
g(s) ds dx
+
t∫
0
(∥∥∇ut (s)∥∥2 + (f (ut ), ut))ds
]
. (6.11)
Substituting (6.11) into (6.9) and using assumption (iii) of Theorem 2.4, one obtains
Q(t)
[
−K1A(0)−
(
1 + β
2
)
r
]
+ 1
2
(K1 − 2 − β)
∥∥ut (t)∥∥2
+
(
K1 − 2 − β2
) t∫
0
∥∥∇ut (s)∥∥2 ds + (K3 − K1)
∫
RN
u∫
0
g(s) ds dx
+ K1
t∫ (
f
(
ut (s)
)
, ut (s)
)
ds − (f (ut ), u). (6.12)0
Z.-J. Yang / J. Math. Anal. Appl. 300 (2004) 218–243 241By assumptions (ii)–(iii) of Theorem 2.4, the Hölder inequality and the Young inequality,∣∣(f (ut ), u)∣∣ C8∥∥ut (t)∥∥α+1∥∥u(t)∥∥2/(1−α)
 C8
2
[
(α + 1)∥∥ut (t)∥∥2 + (1 − α)∥∥u(t)∥∥2/(1−α)2/(1−α)]
 C8
2
(α + 1)∥∥ut (t)∥∥2 + C8
C9
∫
RN
u∫
0
g(s) ds dx. (6.13)
The combination of (6.12) with (6.13) yields
Q(t)
[
−K1A(0)−
(
1 + β
2
)
r
]
+ 1
2
(
K1 − 2 − β − (α + 1)C8
)‖ut‖2
+
(
K1 − 2 − β2
) t∫
0
∥∥∇ut (s)∥∥2 ds +
(
K3 − K1 − C8
C9
) ∫
RN
u∫
0
g(s) ds dx
+ K1
t∫
0
(
f (ut ), ut
)
ds, t > 0. (6.14)
By assumption (iii) of Theorem 2.4, K1 > 2 + (α + 1)C8, K3  K1 + C8/C9. We take
r = −2K1A(0)/(2 + β) (> 0), and β = [K1 − 2 − (α + 1)C8]/2, then Q(t)  0. Hence,
from (6.8) one obtains
P(t)P ′′(t)−
(
1 + β
4
)
P ′2(t) 0, t ∈ [0, T ∗]. (6.15)
Take τ > 0 and T ∗ such that
(u0, u1)+ rτ > 0, β
[
(u0, u1)+ rτ
]
> 2‖∇u0‖2,
T ∗  2(‖u0‖
2 + rτ 2)
β[(u0, u1) + rτ ] − 2‖∇u0‖2 . (6.16)
Then
P ′(0) = 2[(u0, u1) + rτ ]> 0,
4P(0)
βP ′(0)
= 2(‖u0‖
2 + T ∗‖∇u0‖2 + rτ 2)
β[(u0, u1)+ rτ ]  T
∗. (6.17)
Therefore, it follows from Lemma 6.1 that there must be a T˜  4P(0)/βP ′(0) such that
P(t) → +∞ as t → T˜ −, i.e.,
∥∥u(t)∥∥2 +
t∫
0
∥∥∇u(s)∥∥2 ds → +∞ as t → T˜ −. (6.18)
Theorem 2.4 is proved. 
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σi(s) = |s|ms (i = 1, . . . ,N), f (s) = |s|αs, g(s) = |s|ps,
where m,α, and p are nonnegative real numbers. Obviously, σi (i = 1, . . . ,N), f and g
belongs to C(R), and Eq. (1.1) becomes
utt − ut −
∑
i
∂
∂xi
(|uxi |muxi )+ |ut |αut = |u|pu. (6.19)
In particular, when space dimension N = 1, Eq. (6.19) becomes
utt − uxxt − ∂
∂x
(|ux |mux)+ |ut |αut = |u|pu. (6.20)
1. If α max{m,p}, and if m+ 2 <N , also
α + 2 < N(m + 2)
N −m − 2 ,
then a simple verification shows that conditions (i)–(iii) of Theorem 2.1 hold, where
K1 = m + 2  2, K2 = p + 2  2, and C1 = · · · = C6 = 1. Hence, if the initial data
u0 ∈ W 1,m+2(RN) ∩ H 1(RN) ∩ Lp+2(RN), u1 ∈ L2(RN), then by Theorem 2.2, for any
T > 0, Cauchy problem (6.19), (1.2) admits a weak solution u on [0, T ].
2. In the case of space dimension N = 1, if max{m,p}  α  2 + m/(m + 2), then
a simple verification shows that conditions (i)–(iii) of Theorem 2.3 hold, where K1 =
m+ 2 2, K2 = p + 2 2, C1 = · · · = C7 = 1. And g(s) is locally Lipschitz continuous.
(1) If the initial data u0, u1 ∈ H 2(R), then by Theorem 2.3, for any T > 0, Cauchy prob-
lem (6.20), (1.2), with N = 1, admits a unique generalized solution u on [0, T ], with
u ∈ W 1,∞([0, T ];H 2(R))∩ W 2,∞([0, T ];L2(R))∩ H 2([0, T ];H 1(R)).
(2) If u0, u1 ∈ H 4(R), m  2, α > 1, p > 1, then σ ∈ C3(R), f , g ∈ C2(R). There-
fore, by Theorem 2.3, for any T > 0, Cauchy problem (6.20), (1.2), with N = 1,
admits a unique classical solution u on [0, T ], with u ∈ H 2([0, T ];H 1(R)) ∩
H 2([0, T ];H 3(R)).
3. If
p = 2α
1 − α ,
m + 1
m + 3  α < min{1,m− 1}, m >
√
17 − 1
2
,
then a simple calculation shows that p m + 1 > α + 2, and conditions (i)–(iii) of Theo-
rem 2.4 hold, where C8 = C9 = 1, K1 = m + 2 > 2 + (α + 1)C8 = α + 3, K3 = p + 2
K1 + 1 = m + 3. Hence, if the initial data u0 ∈ W 1,m+2(RN)∩ H 1(RN)∩ L2/(1−α)(RN),
then u1 ∈ L2(RN) is such that the initial energy
A(0) = 1
2
‖u1‖2L2(RN) +
1
m + 2‖∇u0‖
m+2
Lm+2(RN)
− 1 − α
2
‖u0‖2/(1−α)L2/(1−α)(RN) < 0.
Then by Theorem 2.4, any weak solution u of Cauchy problem (6.19), (1.2) blows up in
finite time, i.e., (2.6) holds.
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