Abstract. Given a pair of modular forms with complex multiplication by distinct imaginary quadratic fields, the four dimensional Galois representation associated to their Rankin-Selberg convolution is induced from a character over an imaginary biquadratic field F . Using the Euler system of Lei, Loeffler and Zerbes we bound a Selmer group associated to this character, over the unique Z 3 p -extension of F .
Introduction
We fix an algebraic closure Q of Q and a prime p ≥ 5. We then fix embeddings ι ∞ : Q → C and ι p : Q → C p , and let L denote a finite extension of Q p with ring of integers O. Let F be an imaginary biquadratic field for which p splits completely. By class field theory, there exists a unique Z 3 p -extension of F , which we denote by F ∞ . We further suppose that θ : G F := Gal(Q/F ) → O × is a finite order character, with order coprime to p, and we put F ′ = Q ker θ and ∆ = Gal(F ′ /F ). We also fix a p-adic CM-type type Σ for F , that is to say a subset of the primes of F above p such that Σ and Σ ′ := c(Σ) form a disjoint union of the primes of F above p, where c denotes complex conjugation. Such a choice distinguishes an imaginary quadratic subfield K of F determined by the property that Σ is fixed setwise by Gal(F/K). We denote the other imaginary quadratic subfield of F by K ′ . We put F χ , where χ runs over the characters of ∆. Our aim in this paper is to show that X
θ is a finitely generated torsion Λ(G)-module and to show its characteristic ideal is bounded by an appropriate p-adic L-function.
We are successful only under some assumptions on θ. Before we state these hypotheses, we introduce some notation. For a character χ of G F and an element g ∈ Gal(F/Q), χ g denotes the character χ g (τ ) = χ(g −1 τg), whereg ∈ Gal(Q/Q) denotes any lift of g. We let σ, σ ′ ∈ Gal(F/Q), be generators of Gal(F/K) and Gal(F/K ′ ) respectively. Let D p be the decomposition group in G F corresponding to ι p . Finally we let ω denote the mod p cyclotomic character ω : G F → Aut(µ p ) ⊂ Z The embedding ι p determines a prime P of F above p, and we assume that P ∈ Σ. We write Γ = Gal(K ∞ /K), where K ∞ /K is the unique Z p -extension of K unramified outside the prime below P. We define Γ ′ similarly, with K replaced by K ′ , and we also write Γ cyc = Gal(Q ∞ /Q), where Q ∞ denotes the cyclotomic Z p -extension of Q. As explained below the natural map G → Γ × Γ ′ × Γ cyc is an isomorphism. We assume that that ϑ := θ −1 ω satisfies Hyp(A), and fix χ, χ ′ and i modulo p − 1 as above. Then we let I(χ) ⊂ Λ O (Γ) denote Hida's congruence ideal associated to the Hida family a χ(a)σ We remark that our results allow us bound a Selmer group associated to the Galois representation O(θ). When the order of θ has order coprime to p, this Selmer group is naturally isomorphic to X
θ . Our method also extends to the case when p divides the order of θ, but the result is stated as above for ease of exposition.
We now give a brief outline of the strategy of the proof. Given a pair of modular forms there exists a four dimensional Galois representation of G Q associated to their Rankin-Selberg convolution. In [9] Lei, Loeffler and Zerbes have constructed an Euler system for this representation with classes over abelian extensions of Q. If at least one of the forms has CM by an imaginary quadratic field K, then this Galois representation is induced from a two-dimensional representation over G K . In this case Lei, Loeffler and Zerbes have also constructed an Euler system, with classes defined over abelian extensions of K, for this two-dimensional representation [10] . Our assumption on ϑ implies that the Galois representation O(ϑ), when induced to a G Q -representation, can be interpreted as the Galois representation associated to the Rankin-Selberg convolution of two CM modular forms. Following the method of [10] , we can construct Euler system classes for O(ϑ) over abelian extensions of F which are obtained from composites of abelian extensions of K and K ′ . This method does not provide us with enough Euler system classes to apply Rubin's Euler system machinery and bound the associated Selmer group directly, but crucially we can construct classes over the Z 3 p -extension of F . The strategy is then to twist the Euler system by arbitrary continuous characters ρ of G and apply Shapiro's lemma to obtain an Euler system over K for Ind K F O(ϑρ) for each character ρ. By applying the results of Rubin to each of these Euler systems, we obtain the above result. A crucial ingredient of the proof is the explicit reciprocity law [8, Theorem B] which relates the Euler system to a three variable p-adic L-function, and in particular proves the Euler system is not trivial.
We make some brief remarks about the conditions in Hyp(A). We note that by a twisting argument we can relax the hypothesis slightly by only asking that Hyp(A) is satisfied by some twist of ϑ by a finite order character of G. The first condition is necessary to relate the Galois representation to one arising from a Rankin-Selberg convolution. The second condition relates to the hypotheses Hyp(K ∞ , T ) of [16, II.3] . The final two conditions are required in the construction of the Euler system, see Theorem 3.4.
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Notation and Preliminaries
We briefly introduce the notation and conventions used throughout this paper.
2.1. Euler systems and twisting. Let p ≥ 5 be prime and L/Q p a finite extension with ring of integers O. Suppose that K is a number field and T is a finite rank free O-module with a continuous action of G K = Gal(Q/K) unramified outside a finite set of places. We write T * for the dual representation T * = Hom O (T, O) and for n ∈ Z, write T (n) for the representation T twisted by the n-th power of the cyclotomic character. We let S denote a finite set of places of K containing all the infinite places, all the places dividing p and all the places at which T is ramified. We write K S for the maximal algebraic extension of K which is unramified outside S, and for F/K contained in K S , we write H
For an integral ideal r of K, we let K(r) denote the maximal abelian p-extension of K with conductor dividing r. We suppose that K ∞ /K is a Z d p -extension for some integer d ≥ 1, and we let K ∞ (r) denote the composite K ∞ K(r) and put
for the completed group ring of G(r), and Λ # O (G(r)) for the free rank one Λ O (G(r))-module endowed with the action of G K by the inverse of the canonical character. We also let S(r) denote a finite set of primes containing S and the primes dividing r. Then by Shapiro's lemma we have a canonical isomorphism of Λ O (G(r))-modules
where F runs over the finite extensions of K contained in K ∞ (r), and the transition maps are given by corestriction. An Euler system for (T, K ∞ ) consists of cohomology classes
, for all integral ideals r coprime to S, satisfying the relations
where the product runs over all primes l ramified in K(r ′ ) but not in K(r). Here π
and
Here and throughout the paper Frob l denotes the arithmetic Frobenius at l. We note that to apply the results of [16, II.3] , we can restrict to ideals r which are products of split primes of squarefree norm. We let G = Gal(K ∞ /K), and for a continuous character ρ : G → O × and r as above we define
to be the continuous O-linear map which extends g → ρ(g)g for all g ∈ G(r). Then we have a canonical isomorphism of Λ O (G(r))-modules
Given a cohomology class c ∈ H
, we write c (ρ) for the class defined by α ρ (c ⊗ 1).
2.2. Algebraic Hecke characters. Suppose that K is a totally imaginary number field and f is an integral ideal of K. Let Emb(K, Q) denote the set of field embeddings of K into Q and let I(f) denote the group of fractional ideals coprime to f. Given an element ω ∈ Z[Emb(K, Q)], we say that a homomorphism ψ : I(f) → Q × is an algebraic Hecke character of K of modulus f and infinity type ω if for all α ∈ K × with α ≡ × 1 modulo f, we have
The largest such ideal with this property is called the conductor of ψ. When K is an imaginary quadratic field and a an ideal of K, we let a denote the ideal conjugate to a under the non-trivial element of Gal(K/Q). We use the notation ψ c to denote the algebraic Hecke character of K defined by ψ c (a) := ψ(a) for all a ∈ I(f). Given fixed embeddings ι ∞ : Q → C and ι p : Q → C p , we define ψ ∞ := ι ∞ • ψ and ψ p := ι p • ψ. We also consider ψ p as a Galois character ψ p : G K → Q × p , which is the unique continuous character such that ψ p (Frob l ) = ψ p (l), for all primes l of K coprime to f.
Modular curves and cohomology.
For an integer N ≥ 5, Y 1 (N ) denotes the Q-scheme whose points over a Q-scheme S correspond to isomorphism classes (E, P ), where E/S is an elliptic curve, and P ∈ E(S) has order N . For integers N ≥ 5 and d ≥ 1 we define the morphisms pr 1 :
The dual Hecke operators T ′ (n) for n ≥ 1 on Y 1 (N ) are as defined in [7, Section 2.9], and we denote by T(N ) the Z p -subalgebra of End(
n! denote Hida's anti-ordinary projector, and we put T ord (N ) := e ′ ord T(N ). We define
with the limit being taken with respect to pr 1, * . As a G Q -module, it is unramified outside the primes dividing N p. The actions of the adjoint Hecke operators at each level are compatible and thus we can define an action of the adjoint Hecke operators on GES p (N, Z p ). We define
There is a control theorem due to Ohta [14, 15] which allows us to describe the T (N 
) for all r ≥ 1. We refer to [8, Proposition 7.2.1] for a statement of this theorem.
Let f = n≥1 a n (f )q n ∈ S 2 (Γ 1 (N ), C) be a normalised weight two cuspform which is an eigenform for all the Hecke operators T (ℓ) and U (ℓ) with ℓ prime and ℓ ∤ N and ℓ | N respectively. If L is a a number field containing the Fourier coefficients of f , and P is a prime of L lying above p, then we define V L P (f ) * to be the maximal quotient of
It is an irreducible two-dimensional representation such that for all primes ℓ ∤ N p it is unramified and
where ε : (Z/N Z) × → C × is the character of f .
Construction of the Euler system
We now give an outline of the construction of an Euler system associated to a pair of modular forms with CM by distinct imaginary quadratic fields.
3.0.1. Asymmetric zeta elements. To construct the Euler system classes we begin with the asymmetric zeta elements introduced by Lei-Loeffler-Zerbes [9, 10] . We do not recall the definition here, but instead list below some basic properties we will need. For integers m ≥ 1 and N ′ , N ≥ 5 the motivic cohomology classes
The following describes how the asymmetric zeta classes behave with respect to the degeneracy maps pr 1 and pr 2 . For a prime ℓ, we have the following relations, which can be found in [10, Section 2.2], (4)
We also recall the dependence of the zeta elements on the integer c, which can be found in [9, Proposition 2.7.5]. For integers c, d coprime to 6mN N ′ p we have
Here σ c denotes the element of Gal(Q(µ m )/Q) given by ζ → ζ c for ζ ∈ µ m , and similarly for σ d .
Beilinson-Flach classes. By applying theétale regulator map
) and the Künneth formula
). In the following we fix S to be a finite set of primes, containing those dividing mN N ′ p. The classes c z(m, N, N ′ ) are then unramified outside S [9, Proposition 6.5.4]. By the relation (4) and the compatibility of theétale regulator map with pushforward maps, the elements c z(m, N p r , N ′ p r ) are compatible for r ≥ 1 under the pushforward (pr 1 × pr 1 ) * . We now define the asymmetric Rankin-Iwasawa classes
Theorem 3.1. Suppose that ℓ is a prime such that ℓ ∤ mN N ′ pc. Then we have
Proof. This follows from [10, Theorem 2. 
We may now define the asymmetric Beilinson-Flach classes. Recall that
as the inverse limit of the elements
with respect to the corestriction maps for all r ≥ 1. Recall that ω :
denotes the cyclotomic character modulo p. For each residue class i modulo p − 1, we define
to be the corestriction of the twisted cohomology class c BF(1, N, N ′ )
(ω i ) .
3.1.
Families of CM modular forms. We fix an algebraic closure Q of Q and embeddings ι ∞ : Q ֒→ C, ι p : Q ֒→ C p , and we let K be an imaginary quadratic field of discriminant −D. For an integral ideal n of K, we let K(n) denote the maximal abelian p-extension of K with conductor dividing n, and we let H(n) denote Gal(K(n)/K). We define p to be the prime of K lying above p which corresponds to ι p . Suppose that ψ is an algebraic Hecke character of K with infinity type (1, 0) and modulus n. Then the q-expansion
is the q-expansion of a normalised cuspidal eigenform of weight 2, level N := N K/Q (n)D and character ε ψ = χε K . Here χ is the Dirichlet character defined by χ(a) = ψ((a))/a, and ε K is the quadratic character associated to K/Q. It is new precisely when n is the conductor of ψ. For details we refer the reader to [11, Theorem 4.8.2 ] . We now assume that (f, p) = 1 is an integral ideal of K and suppose that ψ is an algebraic Hecke character of infinity type (1, 0) and conductor fp r for some r ≥ 0. We then suppose that (n, p) = 1 is an integral ideal divisible by f and put
We let L be a finite extension of Q p with ring of integers O, which is assumed to be large enough to contain the values of ψ p . We denote by m the maximal ideal of O.
We have a ring homomorphism
where ℓ is prime and the sum runs over the ideals l ∤ np of norm ℓ. Here for an ideal a of K prime to np, σ a ∈ H(np ∞ ) is the image of a under the Artin map, with the arithmetic normalisation. To see that this defines a ring homomorphism, we note that for each finite order character χ :
with the ring homomorphism on T ord (N p r ), for r sufficiently large, attached to the cuspform θ χ −1 ψ . Definition 3.2. We define
In the following, let S be a a finite set of primes containing those dividing N p.
Definition 3.3. For n as above we define
The following two results together with the control theorem allow us to deduce this theorem from the corresponding result at finite level.
Theorem 3.5 (Brauer-Nesbitt). Let G be a finite group and let F be a field. Suppose that M 1 and M 2 are finitely generated
Proof. See Corollary 2.8 of [5] . Proposition 3.6 (Carayol, Serre). Let A be a pro-Artinian local ring with maximal ideal m and finite residue field k. Suppose that G is a profinite group and M 1 , M 2 are finitely generated free A-modules of the same dimension with m-adically continuous
Proof. See Proposition 2.13 of [5] .
We now prove Theorem 3.4.
Proof. Let m denote the maximal ideal of T(N p ∞ ) containing ker(φ n ), and let T(N p ∞ ) m denote the localisation of the Hecke algebra at m. By our assumption on ψ p we may apply [3, Proposition 4.1.1] to see that
is free of rank 2 over T(N p ∞ ) m . The first assertion now follows since φ n extends to the localisation, and
We put A = Λ O (H(np ∞ )) and the modules M 1 = Ind
which is an absolutely irreducible k[G Q ]-module by Mackey's irreducibility criterion and our assumption. Therefore, by the proposition above, it suffices to prove that T r M1 (g) = T r M2 (g) for all g ∈ G Q .
For a finite order character η :
denote the field generated over L by the values of η and let O[η] be its ring of integers. Then we define
By the control theorem and multiplicity one we have
for all primes (ℓ, N p) = 1 and all finite order characters η as above we have T r M1 (Frob ℓ ) ≡ T r M2 (Frob ℓ ) modulo P η . By the Cebotarev density theorem T r M1 (g) ≡ T r M2 (g) modulo P η for all g ∈ G Q . The result follows since the intersection of all such ideals is zero.
Degeneracy maps.
Suppose that l is a split prime of K of norm ℓ with (ℓ, np) = 1. We define the following homomorphism of
where π :
) is the restriction map. To see this gives a well defined homomorphism one uses the relations
and checks that N nlp ∞ np ∞ respects the bilinearity relations between the elementary tensors. The following theorem is an elementary calculation using (2), (4) and (5).
Theorem 3.7. Suppose that l is a split prime of K lying above the rational prime ℓ and assume that (ℓ 
where
Proof. See [10, Theorem 3.5.1].
For l as above, the map N
We denote the resulting map by N nlp ∞ np ∞ also. Proposition 3.8. Suppose that l is a split prime of K lying above the rational prime ℓ and assume that (ℓ, np) = 1. Then the map
Proof. Note that both modules are finitely generated Λ O (H(np ∞ ))-modules. By Nakayama's lemma it suffices to show that the induced map
is an isomorphism. However by the control theorem, this map can be identified with isomorphism N Now if n, n ′ are integral ideals of K coprime to p and such that n divides n ′ with n −1 n ′ = l 1 · · · l k a squarefree product of split primes of distinct norm which are prime to n, then we define
can be shown to be independent of the ordering of l 1 , . . . , l k .
For an integral ideal a of K we define the following subset of integral ideals, R(a) := {products r of split primes with (r, a) = 1 and with squarefree norm}.
Corollary 3.9. For all ideals r ∈ R(fp) we can find a family of isomorphisms
such that for all ideals r, r ′ ∈ R(fp) with r | r ′ the following diagram commutes
Proof. See [10, Corollary 5.2.6].
3.3. Definition of Euler system classes. We now assume that K ′ is an imaginary quadratic field of discriminant −D ′ < 0 which is distinct from K and such that p is split in K ′ /Q. We let p ′ denote the prime of K ′ above p corresponding to ι p , and let p ′ be its conjugate. We further assume that ψ ′ is an algebraic Hecke character of infinity type (1, 0) and conductor f ′ p ′s where (f ′ , p) = 1 and s ≥ 0. By extending scalars if necessary we may assume O is large enough so that it contains the values of ψ ′ p . We also make the assumption ψ (8) . By the arguments above we may choose an isomorphism of
We choose a family of isomorphisms
for all r ∈ R(fcpN ′ ), which are compatible in the sense of Corollary 3.9. Applying ν rf , (9) and Shapiro's lemma we define c BF(rf, ψ, ψ ′ , ω i ) as the image of
denotes the imaginary biquadratic extension of Q generated by K and K ′ , and S is a finite set of places containing the infinite places and the primes dividing N N ′ N K/Q (r)p. Here we have made the identification of H(rp ∞ ) with H(rp ∞ ) × Γ under the restriction maps.
We define F ∞ to be the unique Z 3 p -extension of F . Note that by considering ramification F ∞ is the composite of the fields Q cyc , K ∞ and K ′ ∞ . For an integral ideal r of K, we define F ∞ (r) = F ∞ K(r) and we write G = Gal(F ∞ /F ) and G(r) = Gal(F ∞ (r)/F ). For the following lemma we only need to assume that p = 2. 
Here we are using that N F/K ′ (aO F ) = N K/Q (a)O K ′ is principal, and similarly for
Corollary 3.11. For an integral ideal r of K prime to p, the natural map 
as the image of c BF(rf, ψ, N ′ , ω i ) under (9) and corestriction. We also write
Removing c. Note that by (2) and (6), for integers c, d coprime to 6N N
′ p and for an integral ideal r ∈ R(fpcdN ′ ) we have
where τ c ∈ G(r) is such that
and similarly for τ d ∈ G(r). We define
and δ d similarly. If we assume the following condition
where d is chosen as above and is coprime to r. This is independent of choice of d, and can therefore be defined for all r ∈ R(fpN ′ ).
Local properties.
In this subsection we state the local properties of the classes c BF(r, ψ, ψ ′ , ω i ) at the primes of F lying above p. This extra information allows us to obtain stronger results when we apply the Euler system machinery of Rubin in Theorem 4.9. Proof. We have an isomorphism
where M runs over the finite extensions of F contained in F ∞ (r). For each such M , let π M denote the projection map
It suffices to show that π M (loc ν c BF(r, ψ, ψ ′ , ω i )) = 0 for all M . For some integer k sufficiently large, the class π M ( c BF(r, ψ, ψ ′ , ω i )) is the image of the motivic cohomology class c Ξ( 
This can be seen from the dimension formula
for a de Rham representation V . By the long exact sequence of Galois cohomology, we see that loc ν c BF(r, ψ, ψ
We claim this module is zero. Indeed, by Shapiro's lemma
where W = D(ψ p ψ ′ p ω i ) and w runs over the primes of M above ν. This is zero when i ≡ 0 modulo p − 1 by considering the action of inertia, so we may assume i = 0. For each finite extension M/F , and place w | ν, W is unramified at w with Frob w acting as multiplication by ψ(p) f ψ(p ′ ) f where f = f (ω/ν) is the residue degree of ω over ν. We let M ω,n denote the degree p n extension in the cyclotomic Z p -extension of M ω , and note that there exists n 0 ≥ 0 such that M ω,n /M ω,n0 is totally ramified for all n ≥ n 0 . In particular W GM ω,n = W GM ω,n 0 is a finite module and the transition map becomes multiplication by p n−n0 . The result follows.
Explicit reciprocity law.
The explicit reciprocity law relates the Euler system classes constructed above to a three variable p-adic L-function constructed by Hida. We first introduce the complex L-function whose values will be interpolated. For Θ an algebraic Hecke character of F we define the complex L-function
where the sum runs over all integral ideals of F . We allow the possibility that Θ is imprimitive. We let I(ψ) ⊆ Frac(Λ(Γ)) denote the congruence ideal (see [6, Section 7] ) attached to the lambda-adic form (a,fp)=1 ψ(a)σ
. We now describe Hida's three variable p-adic L-function attached to the lambda-adic CM forms through ψ and ψ ′ . For each residue class i modulo p − 1, there exists a p-
with the interpolation property given below.
Before stating the interpolation property it will be helpful to introduce some notation. Recall that p and p ′ denote the primes of K and K ′ respectively corresponding to ι p . The primes p 1 , p 2 , p 3 , p 4 of F lying above p are determined by the splittings pO F = p 1 p 2 , and p ′ O F = p 1 p 3 . We suppose that ρ and ρ ′ are algebraic Hecke characters of K and K ′ of infinity types (k, 0) and (k ′ , 0) respectively with k, k ′ ≥ 0, such that the associated Galois representations ρ p , ρ ′ p factor through Γ and Γ ′ respectively, and such that the conductors of ψ ′ ρ ′ and ψ ′ ρ ′ are prime to p. Assume also that j ≡ −i modulo p − 1 is an integer in the range k ′ < 1 + j ≤ k, and let χ cyc : Γ cyc → 1 + pZ p denote the cyclotomic character restricted to Γ cyc . To simplify notation we define χ := ψρ and χ ′ := ψ ′ ρ ′ , considered as Hecke characters with modulus f and f ′ respectively, and let Θ :
Here the Euler factors are defined by
In the final term l and l ′ denote the primes above ℓ which ramifies in both K and K ′ , and ε is the quadratic character associated to the real quadratic subfield of F . The cusp form θ χ is given by (7) , N = N K/Q (f)D is its level and θ χ , θ χ N is its Petersson norm.
We remark that this p-adic L-function is non-zero. Indeed it interpolates values which can be shown to be non-zero by appealing to the Euler product of the complex L-function in the region of absolute convergence.
In the following theorem
Theorem 3.14. Let ν denote the prime of F lying above p and p
, where δ c is given by (10) . Furthermore for each continuous character ρ :
Here π is the projection
Proof. 
Application to Selmer groups
We use the same notation as in the previous section and introduce the following notation. We let K ∞,∞ denote the unique Z 
Selmer groups.
Recall that L be a finite extension of Q p , O its ring of integers and m is the maximal ideal of O. We fix a continuous character θ : G F → O × , and we will use the notation
We let Σ(F ) denote the places of F , and let Σ p (F ) ⊂ Σ(F ) denote the primes lying above p. We also suppose that 
where the limit is taken over all finite extensions M of F contained inside N , and the sum over all the places of M above v. Then the Selmer group of W over N with strict conditions at Σ and relaxed conditions at Σ ′ is defined by the exact sequence
The following two examples serve as motivation for our paper. 
Applying Hom O (·, D) we see that
Similarly we have an isomorphism of Λ O (G)-modules
where F ′ ∞ is the composite of F ′ and F ∞ and X
denote the units in the completion O F ′ ,w which are congruent to 1 modulo w, and we put 
has finite cokernel. ′× we define (y) Σ ′ to be the fractional ideal
Example 4.3. With the same notation as the previous example, we describe the Selmer group attached to
Letting A(F ′ ) denote the p-primary subgroup of the ideal class group of F ′ , we have
We therefore have an exact sequence
The restriction map together with the Kummer map give rise to an isomorphism
It follows that Sel
nite. In particular, if any of the primes belonging to
We now compare the Selmer group defined over N ∞ := F K ∞,∞ with the Γ ′ -invariants of the Selmer group defined over F ∞ . We thus consider the following commutative diagram with exact rows,
where the vertical maps are the respective restriction maps.
Lemma 4.4. Suppose that the residual character
Then β is an isomorphism.
Proof. This is immediate from the inflation-restriction exact sequence.
Lemma 4.5. The map γ is injective.
Proof. For v ∈ Σ(F ), let w be a place of F ∞ above v, and let w ′ denote the place of N ∞ which lies below w. Then we define F ∞,w = M w as M runs over the finite extensions of F contained inside F ∞ , and we define N ∞,w similarly.
In the case v ∤ p, F ∞,w is an unramified p-extension of F v , which contains the cyclotomic Z p -extension of F v . It follows that F ∞,w = F v,cyc and similarly
In the case v | p we claim that N ∞,w is equal to the maximal abelian p-extension of F v = Q p . By local class field theory this is a Z 2 p -extension of Q p which is a composite of Q p,cyc and the maximal unramified p-extension of Q p .
Note that N ∞ is the composite of F and the unique Z For Σ, Σ ′ as above, we define
The results above show that if θ is non-trivial, then we have an isomorphism of Λ O (H)-modules
Under the isomorphism from Shapiro's we can identify Sel
. From the discussion below we see that this subgroup can be interpreted as a Selmer group associated to the G K -representation Ind K F W . Given a place v of K, we have an isomorphism of G Kv -modules Ind
where the product runs over the places w of F lying above v. Shapiro's Lemma then gives us a canonical isomorphism 
Now suppose that N/K is a finite field extension linearly disjoint from F/K. Then the following diagram commutes
In particular for an arbitrary algebraic extension N/K linearly disjoint from F/K, the isomorphism from Shapiro's lemma identifies Sel 
We first construct an Euler system for a twist of O(ϑ) by a character of G. To describe this twist we need the following lemma.
Lemma 4.7. There exists an algebraic Hecke character η of K with modulus p, infinity type (1, 0) , and such that associated Galois representation η p :
Proof. Let I(p) denote the group of fractional ideals of K coprime to p. We first define η p : I(p) → Q × p which takes values in ι p (Q), and then put η = ι −1 p • η p . We let h denote the class number of K, and choose ω ∈ Q p such that ω h = 1 + p and ω ≡ 1 modulo P. Let W = ω Zp , and let r : 1 + pZ p → W be the unique Z p -module homomorphism such that r(1 + p) = ω. We define η p as follows. Given an ideal a ∈ I(p), take α ∈ K such that αO K = a h , which is defined up to an element of µ K . Then we define η p (a) = r( ι p (α) ), where · denotes the projection map from Z × p onto 1 + pZ p . It is clear that the associated Galois representation factors through
is torsion and the image of η p is torsion free, the representation factors through Γ.
We choose algebraic Hecke characters η, η ′ of K, K ′ as in the lemma above. We then put
so that ψ and ψ ′ have infinity types (1, 0) and conductors coprime to the prime below p 4 . We let f and f ′ denote the prime to p part of the conductors of ψ and ψ ′ respectively. As in the previous section, we 
, where the last isomorphism is given by Shapiro's lemma. We also write c z(ϑρ) for the image of c z(
p . The following theorem shows that the classes above define an Euler system for (Ind 
Proof. This follows from Theorem 3.7 and (2).
We remark that by our assumption on ϑ, the hypotheses Hyp(K ∞,∞ , Ind [16, II.3] are satisfied by the Euler system above. 
Specialisations of Iwasawa modules
In this section we let O be a finite extension of Z p and let G be a group isomorphic to Z d p for some d ≥ 2. We also let Γ be a direct summand of G which is isomorphic to Z p and put H = G/Γ. Given a finitely generated Λ O (G)-module X, and a continuous character ρ :
The main result of this section is Theorem 5.4, which shows that bounds for the characteristic ideal of X can be recovered from bounds for the characteristic ideals of Tw ρ (X) Γ , as ρ varies over all continuous Q p -valued continuous characters of Γ. The result is similar to Proposition 3.6 [13] and proved in the same way.
For notational purposes we present the results in this section in terms of modules over the power series ring O[[T 1 , . . . , T d ]]. For any choice of topological generators γ 1 , . . . , γ d for G, there is a unique continuous isomorphism ϕ :
. Given α ∈ 1 + m, where m ⊂ O is the maximal ideal, we define the A-algebra homomorphism
Moreover for a B-module X we define Tw α (X) to be the B-module with the same underlying abelian group as X, and multiplication defined by
We define π : B → A to be the natural map given by π(f (t)) = f (0) for
We note that π(Tw α (f (t))) = f (α − 1). The following lemma describes the structure of Tw α −1 (X) in terms of that of X.
Lemma 5.1. Suppose that X is a finitely generated B-module, and α ∈ 1+m. Then X is a torsion B-module if and only if Tw α (X) is a torsion B-module. Moreover we have ch B (Tw α −1 (X)) = Tw α (ch B (X)).
Lemma 5.2. Suppose that X is a finitely generated B-module, and let Y be its torsion submodule. Then we have
Proof. See the proof of [4, Proposition 2].
The following proposition relates the characteristic ideal of X as a B-module with the characteristic ideal of X/tX as an A-module. The result is then a consequence of the following lemma and its converse. Proof. The lemma is proved by induction. Note that the statement is unchanged by passing to an extension of O, making a linear change of variables, and by multiplying f and g by units.
The case n = 1 follows from the Weierstrass preparation theorem. Indeed suppose that f (α) divides g(α) for all α as above. We may assume that f is of the form
where π is a uniformiser of O, m, k ≥ 0, x 1 , . . . , x k are distinct in m ⊂ O and e i ≥ 1. Similarly we may suppose that
with n, l ≥ 0, y 1 , . . . , y l distinct in m and f i ≥ 1. Note that v p (f (α)) ≥ n for all α, we v p is the discrete valuation on O normalised such that v p (π) = 1. However for all 0 < ǫ < min i v p (y i ) we can find α ∈ Q p with 0 < v p (α) < ǫ, and therefore we have nv p (π) ≤ v p (f (α)) ≤ v p (g(α)) = mv p (α) + deg(g)ǫ. Taking ǫ sufficiently small we conclude that m ≥ n. By considering α = x i , we see that l ≥ k and after reordering, x i = y i for 1 ≤ i ≤ k. For N > max 2≤i≤l v p (x 1 −y i ) and for α = x 1 + p N we have
By letting N tend to infinity we see that f 1 ≥ e 1 , and similarly f i ≥ e i for all 1 ≤ i ≤ k. Now assume that n ≥ 2. By extending scalars if necessary, making a linear change of variables, and multiplying by a unit we may assume that f (T 1 , . . . , T n ) = T Therefore f divides g if g ∈ (f, I j ) for all j ≥ 0. Equivalently f divides g if f (jp, T 2 , . . . , T n ) divides g(jp, T 2 , . . . , T n ) in O[[T 2 , . . . , T n ]] for all j ≥ 0. We are now done by induction on n.
Bounding Selmer groups
We use the notation of sections 3 and 4. We may now prove the main theorem of this paper. 
