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Abstract. We study a constrained optimal control problem for an ensemble of control
systems. Each sub-system (or plant) evolves on a matrix Lie group, and must satisfy given
state and control action constraints pointwise in time. In addition, certain multiplexing
requirement is imposed: the controller must be shared between the plants in the sense
that at any time instant the control signal may be sent to only one plant. We provide
first-order necessary conditions for optimality in the form of suitable Pontryagin maximum
principle in this problem. Two numerical experiments are presented: first, for a system of
two satellites; second, for a system of two underwater vehicles performing energy optimal
maneuvers under the preceding family of constraints.
§1. Introduction
This article studies a problem of constrained optimal control of an ensemble of discrete-
time control systems that evolve on a class of non-flat manifolds, namely, matrix Lie groups,
that arise naturally in models of mechanical systems. These systems are assumed to be
controlled over a network that permits the transmission of control signals to at most one
plant at each time instant; we may view this stipulation as a constraint dictated by the
network. In other words, there is a multiplexing (or scheduling) scheme that selects one
plant from the ensemble at each time instant, and that particular plant is controlled at
that instant while the rest of the plants evolve under zero control. Such multiplexers arise
naturally in any situation where a central server must cater to a larger number of systems
than the number of available processors. For instance, multiplexers (or schedulers) are
E-mail addresses: chinmay_maheshwari@berkeley.edu,{srikant.sukumar,dchatter}@iitb.ac.in.
This work was partially supported by the grant 17ISROC001 from the Indian Space Research Organization.
1
ar
X
iv
:1
90
2.
08
40
4v
2 
 [c
s.S
Y]
  3
 O
ct 
20
19
2 C. MAHESHWARI, S. SRIKANT, AND D. CHATTERJEE
present in every microprocessor that drives our computers, and they schedule jobs for each
core according to priorities. From a control-theoretic perspective, if the control server is
incapable of parallel processing but is assigned to control an ensemble of control systems,
it must process the control tasks serially and, consequently, employ a multiplexing scheme
to dispatch the control signals to different plants in the ensemble [KSC18]. A safety-critical
application of such a setup is found in medicine, where a fleet of micro-robots are injected
into the blood stream of a patient for targeted drug delivery [CJC15]; each micro-robot is
too small to carry its own control and communication unit, and their control signals must
be constructed in a way such that only one of them is controlled at any instant of time.
The importance of the co-design of control-multiplexing schemes can hardly be over-
stated in the context of networked control [RS04]. Typically, a networked control system
consists of a collection of sub-systems (or plants) with actuators and sensors, all connec-
ted over a shared communication channel; such systems arise in a variety of applications
including automobiles, aircraft, spacecraft, the manufacturing and process industry, etc.
Different approaches to the co-design of control-multiplexing schemes have been proposed
in the literature, and these approaches can be broadly classified based on whether the mul-
tiplexing is (a) periodic [GIL07] or (b) aperiodic [RWL12, GIL09, KSC18], and a large
body of literature is available today that pertains to both of these types. For instance,
the control and scheduling co-design problem was formulated as a Lyapunov-based sta-
bilization problem for switched linear systems in [RWL12] and then transformed into an
optimization problem with linear matrix inequality (LMI) constraints; optimal control and
scheduling of NCSs that are modeled as discrete-time switched linear systems have been
presented in [GIL09], where the authors minimize a quadratic performance criterion via a
receding horizon scheme and scheduling strategy and the resulting problem is solved via
dynamic programming; recently in [KSC18] the authors have implemented sparse optimal
scheduling for continuous-time linear systems. In the article at hand we take a step beyond
by not stipulating the multiplexing algorithm to be of either of the two types (a) and (b);
instead, we insist that the multiplexing algorithm is optimal.
Constraints on the states and the control actions are omnipresent in realistic control
systems. Consider, for instance, a satellite in outer space that is commanded to undergo a
change of orientation to align its sensors to a particular star. During such a maneuver the
control actions at one’s disposal are limited by the mechanical capabilities of the actuators
in the satellite, and in order to ensure the safety of the mechanical components on board
(that may fail if the angular velocities exceed a safe limit), the momenta of the satellite
during such maneuvers must not exceed given safety thresholds. Here we have control
action constraints due to physical limitations and state constraints that must be satisfied for
safety. Designing controllers that execute given tasks while satisfying such state and control
constraints is a non-trivial and challenging task. (Indeed, most of the available literature
on control-multiplexing co-design problems consider the underlying system dynamics to
be linear with the notable exception of [HAD17], where the authors propose a scheduling
algorithm for model predictive control (MPC) of an ensemble of nonlinear continuous time
systems with the constraints on the control actions; constraints on the states of the system
have not, however, been considered there.) The problem gets further complicated when
some form of optimality is demanded over either the state trajectories, the control action
trajectories, or both.
The Pontryagin maximum principle (PMP) is a widely used tool that provides the first
order necessary conditions for the optimality of control systems, which takes the form
of a set of nonlinear equations that may be solved numerically to obtain the candidate
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optimal control trajectories. The accuracy of such numerical schemes depends largely on
the discretization of the underlying dynamics of the systems. For systems that evolve on
non-flat configuration spaces, such discretization procedures are non-trivial, and discrete-
time models should preferably be derived using the ideas of discrete mechanics [MW01].
Moreover, since control algorithms are applied digitally today, it is highly desirable to
directly work with discrete-time control strategies, especially those that ensure a high level
of accuracy and fidelity such as discrete mechanics. A series of studies centered around
various discrete-time versions of the PMPhave recently been conductedwith the intention of
employing such PMPs as general platforms for constrained state-action trajectory synthesis.
[PCB18b] addressed optimal control of discrete-time systems evolving onmatrix Lie groups
under state-action constraints, and this work has been extended to cater to more general
systems evolving on smooth manifolds in [ACB18]. Frequency constraints on the control
action trajectories were included in the list of constraints in [PC19] for systems on Euclidean
spaces, and then extended in [PKP+18] to systems evolving on matrix Lie groups. All these
results derive essentially from the by-now classical work [Bol75].
In this article we continue this line of study by expanding the scope of the preceding
results by incorporating a new type of constraint. Here we provide the first order necessary
conditions for optimally controlling an ensemble of discrete-time control systems evolving
on matrix Lie groups while satisfying prescribed state-action constraints and controlled
remotely via a single shared control channel. Optimal control problems of such types
find standard applications, e.g., in the control of quadcopter fleets [RMHD12, TSK17],
of groups of satellites [SHP04], etc., and nonstandard applications, e.g., in the control of
medical micro-robots [CJC15], where providing the control input simultaneously to every
subsystem is neither feasible nor desirable.
Our specific contributions are summarized below:
• Weprovide a PMP for constrained optimal control of an ensemble of discrete-time control
systems that evolve on matrix Lie groups, where
– constraints on the states at each instant of time are present,
– constraints on the control actions at each instant of time are present, and
– multiplexing constraints imposed by shared computational/communication resources
that are used to command our ensemble of control systems are present, taking the
form that only one system is controlled at any given time while the others evolve
under zero control.
• Our results are designed to work with discrete-time dynamics derived via discrete mech-
anics [MW01], thereby preserving the underlying manifold structure as well as certain
important system invariants. This important and desirable feature contributes to greater
accuracy and fidelity than otherwise for discrete-time implementation.
To the best of our knowledge there is no prior work on the class of constrained problems
treated here although it is quite a natural setting. While our results may be employed by
numerical algorithms to solve for optimal multiplexed control trajectories via the so-called
indirect method [Tré12] (an endeavour to be pursued separately), they may also be used to
verify the optimality of solutions obtained via third party “black-box” solvers.
Our article exposes as follows: In §2we formulate the problem statement and §3 contains
ourmain result, a proof of which is given in §4. §5 contains a detailed numerical experiment
to illustrate the efficacy of our technique. We employed the freely available NLP solver
CasADi for two separate cases: for a pair of satellites and a pair of underwater vehicle,
sharing a single control channel and performing energy optimal point-to-point ballistic
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reachability maneuvers under constraints on the states and on the magnitudes of the control
actions. The outputs of the solver were verified to be optimal by employing our main result.
Notations: For a positive integer ν, the transpose of a vector x ∈ Rν is denoted by x>,
‖x‖ denotes standard Euclidean norm defined by ‖x‖ B√x>x. For any positive integer k
we define [k] B {0, 1, 2, . . . , k} and [k]∗ B {1, 2, . . . , k} . For two positive integers M,m
such that M > m the number of ways of choosing m distinct elements from a set containing
M distinct elements is written as
(M
m
)
. We denote the cardinality of a finite set S by |S |. For
two positive integers n1 and n2, we define a matrix V ∈ Rn1n2×n1 by
Vi, j B
{
1 if ( j − 1)n2 + 1 6 i 6 jn2,
0 otherwise.
Let v1 ∈ Rn1 , v2 ∈ Rn2 . We define
v1  v2 B
〈
Vv1, (v2>, v2> . . . , v2>︸               ︷︷               ︸
n1times
)>
〉
∈ R.
We denote the direct sum of two vector spaces V1 and V2 by V1 ⊕ V2. For two vectors
x1, x2 ∈ Rm, where m is some positive integer, we define the Hadamard product1 between
them by x1 • x2. For a vector x ∈ Rn, where n is a positive integer, we use x  0 to denote
that all the components of x are non-positive.
§2. Problem Formulation
We start with the description of a multiplexed control system. It is a dynamical system
comprising of M plants controlled by a server that can transmit a control signal at a given
time to at most one among M plants via a transmission channel. The situation is as shown
in Figure 1. We assume that the transmission of control signals from the server to the
plants is without any delay. Further, we assume that there is no uncertainty in the system.
To motivate the discussion, consider an ensemble of satellites that are required to orient
some sensors to a distant object in the space. The discrete-time attitude dynamics of each
satellite is given by ([PCB18a])
(2.1)
Rt+1 = Rt st (Rt, ωt ),
ωt+1 = ωt + hut,
where t is an integer, h is the discretization step size, Rt B R(th) ∈ R3×3 denotes the
rotation matrix that encapsulates the orientation information of the satellite at time th,
ωt B ω(th) ∈ R3 represents the angular momentum of the satellite at time th, ut ∈ R3 is
the control input to the system in the form of torque at time th, st is the map depicting the
dynamics of the system on the Lie group (which is SO(3) in this case) at time th. For the
sake of brevity, this point onwards we shall omit the step size h while referring the time
instant th and call it simply the time instant t.
Consider an ensemble of control systems comprising of M plants. For i ∈ [M]∗, fix
positive integers di , mi and ri . Motivated by (2.1), we assume more generally that the
dynamics of the ith plant in the ensemble are split into two parts, one that evolves on a
matrix Lie group Gi , while the other evolves on a Euclidean space Rdi [PCB18b]. More
1Consider two vectors x1, x2 ∈ Rn . The Hadamard product (a.k.a. the Schur product) of x1 and x2 produces
the vector v ∈ Rn given by the entry-wise multiplication of x1 and x2, and the Hadamard product for matrices is
defined similarly.
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Figure 1. Schematic of a multiplexed control system with a server that
sends control signal to the multiplexer, which in turn devolves the control
signal to appropriate plant, to minimize a predefined cost incurred in the
process. In the above figure the multiplexer chooses Plant(2) out of M
plants.
precisely, the discrete-time control system corresponding to the ith plant evolves on a
configuration space Gi ×Rdi , and is described by the recursion
(2.2)
{
q(i)
t+1 = q
(i)
t s
(i)
t
(
q(i)t , x
(i)
t
)
,
x(i)
t+1 = f
(i)
t
(
q(i)t , x
(i)
t , u
(i)
t
)
,
t ∈ [N − 1], i ∈ [M]∗,
with the following data:
(a) q(i)t and x
(i)
t are the state variables corresponding to the ith plant at the time instant t,
with q(i)t residing on the matrix Lie group Gi and x
(i)
t residing on the Euclidean space
Rdi , respectively;
(b) u(i)t ∈ U(i) ⊂ Rmi is the control action injected to the ith plant at time t, where U(i) is
a convex and compact set (containing 0 ∈ Rmi ) of admissible control actions that may
be applied to the ith plant at any time instant.2
(c) s(i)t : Gi × Rdi −→ Gi is a smooth map describing the part of the dynamics of the ith
plant on the matrix Lie group Gi;
(d) f (i)t : Gi ×Rdi ×Rmi −→ Rdi is a smooth map governing the part of the dynamics of
the ith plant on the Euclidean space Rdi ;
The task of the multiplexer is to select from the aforementioned ensemble (2.2) of
systems, at each time instant t, the index i of the plant to which the control action at time t
has to be applied.
We regard the ensemble of systems (2.2) as a joint system in a natural way: we define
Nu B
∑M
i=1 mi and Nx B
∑M
i=1 di to be the dimensions of the admissible joint control
action set and the Euclidean space for the joint system of M plants. The admissible joint
2Recall that a set S ⊂ Rn is convex if for any two point x, y ∈ S, we have (1 − λ)x + λy ∈ S for every
λ ∈ [0, 1]. A non-convex set is one that is not convex. A set S ⊂ Rn is compact if and only if it is closed and
bounded; this is a consequence of the Heine-Borel Theorem ([Ber99, Theorem 6.1.1.]).
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set of control actions for the joint control system is
(2.3) U B
M⋃
k=1
(
{0}(1) × {0}(2) × . . .U(k) · · · × {0}(M)
)
,
where {0}(i) ∈ Rmi . The set in (2.3) is a “star”-shaped admissible control action set due
to which the multiplexing constraint is satisfied (that is, at any instant only one out of M
plants is provided with the control action). Furthermore, the joint control system evolves
on the matrix Lie group G B G1 × G2 × · · · × GM and the Euclidean space X B RNx .
Remark 2.1. We equip the cartesian product G with the direct product group structure.
Recall that for two groups G1,G2 with x1, y1 ∈ G1and x2, y2 ∈ G2 we define the group
operation on G B G1 × G2 to be (x1, x2)(y1, y2) = (x1y1, x2y2). The identity element in G
is denoted by e where e B (e1, e2). Here e1 and e2 are the identity elements of G1 and G2,
respectively. For Lie groups the product and inverse operations are smooth by definition,
and a finite product of matrix Lie groups is also a matrix Lie group [RS13, Example 5.1.3].
Against the preceding backdrop, we formulate our optimal control problem:
(2.4)
minimize
(Ut )N−1t=0
C(Qˆ, Xˆ, Uˆ) B
N−1∑
t=0
Ct
(
Qt, Xt,Ut
)
+ CN
(
QN, XN
)
subject to

dynamics (2.2) for all t ∈ [N − 1] and i ∈ [M]∗,
Ut ∈ U for all t ∈ [N − 1],
h(i)t
(
q(i)t , x
(i)
t
)
6 0 for all t ∈ [N]∗ and i ∈ [M]∗,
(Q0, X0) =
(
Q0, X0
)
,
with the following data:
(a) For every t ∈ [N], Qt ∈ G and Xt ∈ X . Similarly, for t ∈ [N − 1] we have Ut ∈ U;
(b) Qˆ B (Q0,Q1, . . . ,QN ), Xˆ B (X0, X1, . . . , XN ), and Uˆ B (U0,U1, . . . ,UN−1) are
ordered tuples of elements in G, X and U, respectively;
(c) Ct : G ×RNx ×RNu −→ R denotes the cost incurred at each time instant t ∈ [N − 1];
(d) CN : G ×RNx −→ R denotes the cost incurred at the final time instant t = N;
(e) h(i)t : Gi × Rdi −→ Rri denotes state constraints that needs to be satisfied by the ith
plant for every t ∈ [N]∗;
(f) (Q0, X0) denote the user-defined initial conditions.
§3. Main Results
§ 3.1. Preliminaries. We begin with several definitions that will be needed to state our
main results. We adhere throughout this article to the definitions of smooth manifolds,
tangent spaces and cotangent spaces given in [RS13, Chapter 1]. For any point q on a
smooth manifoldM, we denote the tangent space and cotangent space at the point q by TqM
and T∗qM respectively.
Definition 3.1 ([MR99, p. 124]). Let f : M −→ R be a smooth function defined on a
smooth manifold M. The directional (Lie) derivative of f at a point q ∈ M along a vector
v ∈ TqM is the map
TqM 3 v 7−→ D f (q)v B ddt

t=0
f (g (t)) ∈ R,
where R 3 t 7−→ g(t) ∈ M is any smooth map satisfying g(0) = q and ddt

t=0 g(t) = v.
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Definition 3.2 ([MR99, p. 173]). Let Φ : G × G −→ G be the left action defined on
a Lie group G, i.e., G 3 g′ 7−→ Φg(g′) B gg′ ∈ G for any g ∈ G. The tangent lift
TΦ : G × TG −→ TG of Φ is the action defined, for g1 ∈ G and a ∈ Tg1G, by
(g, (g1, a)) 7−→ TΦg (g1, a) =
(
Φg(g1),Tg1Φg(a)
)
.
The cotangent lift T∗Φ : G ×T∗G −→ T∗G of Φ is, similarly, the action defined, for g1 ∈ g
and b ∈ T∗g1G, by
(g, (g1, b)) 7−→ T∗Φg (g1, b) =
(
Φg(g1),T∗Φg (g1)Φg−1 (b)
)
.
Definition 3.3 ([MR99, p. 245]). Let Φ : G × G −→ G be the left action defined on a Lie
group G with the Lie algebra g. A vector field G 3 q 7−→ X(q) ∈ TqG on G is called left
invariant if for any g, h ∈ G we have
(ThΦg)X(h) = X(gh).
For each ξ ∈ g, we define the canonical left invariant vector field Xξ onG by Xξ (g) B TeΦg(ξ)
where e is the identity element of the group G.
If Xξ is the canonical left invariant vector field corresponding to ξ ∈ g, then there
is an unique integral curve γξ : R −→ G of Xξ starting at e such that γξ (0) = e and
d
dt γξ (t) = Xξ (γξ (t)).
Definition 3.4 ([MR99, p. 248]). The exponential map exp : g −→ G on the Lie algebra g
(of the Lie group G) is defined by
exp(ξ) = γξ (1).
In case of matrix Lie groups, this object is the standard matrix exponential.
Definition 3.5 ([MR99, p. 311]). The adjoint action on the Lie algebra g (of the Lie group
G) is the map
G × g 3 (g, β) 7−→ Adg β B dds

s=0
g exp(sβ)g−1 ∈ g.
The coadjoint action ofG on the dual of the Lie algebra, g∗, is the dual of the adjoint action
G × g∗ 3 (g, α) 7−→ Ad∗
g−1 α ∈ g∗,
defined by 〈
Ad∗
g−1 α, β
〉
=
〈
α,Adg−1 β
〉
for all β ∈ g and α ∈ g∗.
Definition 3.6 ([Bol75, p. 29]). The support coneΩC(z˚) of a convex set C ⊂ Rm with apex
at z˚ ∈ C is defined to be
ΩC(z˚) B closure
( ⋃
α>0
{
z˚ + α(z − z˚)z ∈ C}) .
The following constitute key assumptions for our results:
Assumption 3.1 (cf. [PCB18b]).
(A-i) For every i ∈ [M]∗, the maps s(i)t , f (i)t , h(i)t , Ct , and CN defined in §2 are smooth for
all t ∈ [N].
(A-ii) For every i ∈ [M]∗, there exists an open set O(i) ⊂ gi , where gi is the Lie algebra
corresponding to the Lie group Gi , such that
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(a) the exponential map of the ith plant expGi : O(i) −→ expGi (O(i)) ⊂ Gi is a
smooth diffeomorphism, and
(b) the integration step s(i)t ∈ expGi (O(i)) for all t ∈ [N].
(A-iii) For every i ∈ [M]∗, the set U(i) is nonempty, convex, and compact.
Remark 3.2. A few words about Assumption 3.1 are in order. Our main result utilizes the
discrete-time PMP conditions developed in [PCB18b] at its core. In [PCB18b] the discrete-
time PMP conditions were obtained by working with a local conical approximation of the
feasible region in a small neighborhood of an optimal point via Boltyanskii’s method of
tents [Bol75]. (A-i) ensures the existence of such local conical approximation of the feasible
set. (A-ii) gives the local representation of admissible trajectories in the Lie algebra, which
is a vector space. (A-iii) leads to a pointwise non-positivity condition on the gradient of
the Hamiltonian (defined in (3.3) below) over the set of feasible control actions. This set
of assumptions are mild and standard in the literature.
Before heading towards Theorem 3.1, we define the following set
(3.1) Uc B U(1) × U(2) × · · · × U(M),
and the map
Uc 3 U 7−→ z(U) B
M−1∑
i=1
M∑
j=i+1
(u(i)2u(j)2 (11) + u(i)  u(j) ( 1−1) ) ∈ R2,(3.2)
where u(i) ∈ U(i) for all i ∈ [M]∗. We relegate some important properties of the map z to
Appendix C that will be utilized in §4.
Recall from §2 that for each i ∈ [M]∗ the ith plant evolves on the configuration space
Gi ×Rdi , and the joint control system evolves onG×RNx . We shall denote the Lie algebra
corresponding to the matrix Lie group Gi by gi and the corresponding dual Lie algebra by
g∗i . Likewise, we shall denote the Lie algebra corresponding to the joint matrix Lie group
G by g and the corresponding dual Lie algebra by g∗. In addition the following functions
will be employed in Theorem 3.1 below:
(i) κ(i) : G −→ Gi is the projection map that gives the element corresponding to the ith
group from the product matrix Lie group G. As discussed above, G has the structure
of product Lie group.
(ii) pii : g −→ gi is a projection map from the Lie algebra pii of the joint matrix Lie group
G to the Lie algebra of the matrix Lie group Gi . In fact, this is the tangent map Teκ(i)
associated with κ(i) at the identity element of G, and the Lie algebra of product Lie
groups is the direct sum of Lie algebras of the individual Lie groups [RS13, Chapter
5]. Therefore, pii is well-defined.
(iii) Λ(i) : g∗ −→ g∗i is a map from the dual of the Lie algebra of G to the dual of the Lie
algebra of Gi . Well-posedness of this map is immediate as the dual of the Lie algebra
of a matrix Lie group is a vector space. From [Hal74, §20] we know that the dual of
a direct sum of vector spaces is isomorphic to the direct sum of the individual dual
vector spaces. Therefore, Λ(i) is well-defined.
(iv) The map [N − 1] 3 t 7−→ Γ(t) ∈ [M]∗ is the multiplexer function that decides the
branch of the “star”-shaped admissible joint control action set where the control action
resides at each time instant.
(v) Φ(i) : Gi × Gi −→ Gi is the left action on the Lie group Gi .
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§3.2. Main Result. The following is our main result:
Theorem 3.1. Let
(
U˚t
)N−1
t=0 be an optimal control sequence that solves (2.4) and let(
Q˚t, X˚t
)N
t=0 be the corresponding state trajectory. For ν ∈ {−1, 0} and χ ∈ R2, we
define the Hamiltonian
(3.3)
[N − 1] × g∗ × (RNx )∗ × G ×RNx ×RNu 3 (τ, L, P,Q, X,U) 7−→
Hν,χ(τ, L, P,Q, X,U) B νCτ(Q, X,U) +
M∑
i=1
(〈
`(i), exp−1Gi
(
s(i)τ (q(i), x(i))
)〉
gi
+
〈
p(i), f (i)τ (q(i), x(i), u(i))
〉)
+
〈
χ, z(U)〉 ∈ R,
where L B
(
`(i)
)M
i=1, P B
(
p(i)
)M
i=1, Q B
(
q(i)
)M
i=1 , X B
(
x(i)
)M
i=1, and p
(i) ∈ (Rdi )∗ and
`(i) ∈ g∗i . For t ∈ [N − 1] we define the transformation
g∗i 3 `(i)t 7−→ ρ(i)t B
(
D exp−1Gi
((q˚(i)t )−1q˚(i)t+1) ◦ TeiΦ(i)(q˚(i)t )−1q˚(i)t+1 )∗ (`(i)t ) ∈ g∗i for i ∈ [M]∗,
and denote the extremal lift of the state-action trajectory (Q˚t, X˚t, U˚t ) under the optimal
control U˚t at each time instant t
γ˚t B (t, L, P, Q˚t, X˚t, U˚t ).
Then there exist an adjoint trajectory
(
Lt, Pt
)N−1
t=0 ⊂ g∗ ×
(
RNx
)∗ and covectors (µ(i)t )Nt=1 ⊂(
Rri
)∗ for i ∈ [M]∗, such that the following conditions hold:
(MP-i) non-triviality: the adjoint variables (Lt, Pt ) for all t ∈ [N − 1], the covectors µ(i)t
(for all t ∈ [N]∗ and i ∈ [M]∗), the scalar ν, and the vector χ do not vanish
simultaneously;
(MP-ii) state and adjoint system dynamics for all i ∈ [M]∗:
states
{
q˚(i)
t+1 = q˚
(i)
t expGi
(
pii
(DLHν,χ(γ˚t )) )
X˚t+1 = DPHν,χ(γ˚t )
adjoints

ρ
(i)
t−1 = Ad
∗
expGi
(
−pii (DLHν, χ (γ˚t ))
) ρ(i)t +
T∗eiΦ
(i)
κ(i)(Q˚t )
(
Λ(i)
(
DQHν,χ(γ˚t ) +DQ
( ∑M
i=1
〈
µ
(i)
t , h
(i)
t (q˚(i)t , x˚(i)t )
〉)))
Pt−1 = DXHν,χ(γ˚t ) +DX
( ∑M
i=1
〈
µ
(i)
t , h
(i)
t (q˚(i)t , x˚(i)t )
〉)
;
(MP-iii) transversality:
ρ
(i)
N−1 = T
∗
ei
Φ
(i)
κ(i)(Q˚N )
(
Λ(i)
(
νDQCN (q˚(i)N , x˚(i)N ) +DQ
(∑M
i=1
〈
µ
(i)
N , h
(i)
N (q˚(i)N , x˚(i)N )
〉)))
PN−1 = νDXCN (q˚(i)N , x˚(i)N ) +DX
(∑M
i=1
〈
µ
(i)
N , h
(i)
N (q˚(i)N , x˚(i)N )
〉)
;
(MP-iv) Hamiltonian maximization:〈
DUHν,χ(γ˚t ),U − U˚t
〉
6 0 for all U ∈ ΩUc (U˚t ),
where ΩUc (U˚t ) is the support cone of Uc with apex at U˚t ;
(MP-v) complementary slackness:
µ
(i)
t • h(i)t (q˚(i)t , x˚(i)t ) = 0 ∈ Rri for all t ∈ [N]∗ and i ∈ [M]∗;
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(MP-vi) non-positivity:
µ
(i)
t  0 for all t ∈ [N]∗ and i ∈ [M]∗;
(MP-vii) multiplexing constraints: for the function z defined in (3.2),
N−1∑
t=0
z(U˚t ) =
(
0
0
)
.
Remark 3.3. As convincingly argued in [MW01], the discrete-time dynamics (2.2) should
be derived following the ideas of discrete mechanics to ensure greater numerical fidelity
and accuracy; this particular technique ensures that the discretization does not violate the
underlying manifold structure under time-discretization and also preserves important sys-
tem invariants for conservative systems; consequently, it leads to greater accuracy than
otherwise. Discrete mechanics is steadily becoming a popular tool to discretize the dy-
namics of physical systems; for instance, we refer the reader to [KMS10] for examples of
discretized dynamics of non-holonomic systems with symmetry, [PCB18a] for examples
of discretized spacecraft attitude dynamics, [PBC18] for examples of discretized wheeled
inverted pendula 3, [NB18] for examples of discretized dynamics of interconnected mech-
anical systems, and [NS10] for examples of discretized dynamics of rigid bodies evolving
on the Lie group SE(3).
Remark 3.4. (MP-iv) suggests that at the optimal point the Hamiltonian (3.3) is non-
increasing with respect to the control action along all the directions permissible by the
support cone of set Uc at U˚t . This behavior of the Hamiltonian function in the discrete-
time context is weaker than the Hamiltonian maximization condition in continuous-time
PMP ([Cla13, Theorem 22.26], [Lib12, Chapter 4]): in the continuous-time versions, the
Hamiltonian is maximized over the entire admissible control action set at the optimal value
of the control action. However, we have retained the name “Hamiltonian maximization”
for (MP-iv) to point out its connection to the standard continuous-time PMP.
Remark 3.5. The discrete-time PMP (Theorem 3.1) for a system evolving on a matrix Lie
group can be used, under certain conditions, to find explicit expressions of the control
action in terms of the state and adjoint variables. One such condition is concavity of the
Hamiltonian with respect to the control action as discussed in [PCB18b]. In most realistic
cases, however, analytical solutions are difficult to arrive at. However, numerical algorithms
can be deployed with the conditions of the PMP and an initial guess to find optimal state-
action trajectories. For instance, in point to point ballistic reachability maneuvers, the
discrete-time PMP yields a two point boundary value problem (TPBVP) that can be solved
numerically via indirect methods such as single/multiple shooting, etc., in addition to direct
optimization solvers. Indirect methods, as argued in [Tré12], are more accurate compared
to direct method due to the extra information about the system dynamics provided by the
necessary conditions of the PMP. Moreover, for systems evolving on high dimensional
spaces, the indirect method turns out to be typically more efficient compared to the direct
method. However, solving the multiplexed optimal control via indirect methods is non-
trivial since it includes solving a combinatorial search problem; the development of such
numerical methods is not the agenda of the article at hand.
3Indeed, in [APA+18] the authors implement a discrete mechanics based controller on a wheeled inverted
pendulum. Video recording of one of the experiments conducted is available at https://www.youtube.com/
watch?v=Vw7vco-Rdrw&feature=youtu.be
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Remark 3.6. In the preceding discussion we limited our scope to the situation where the
server can provide control signals to at most one plant in the system at any time instant.
However, this assumption can be relaxed to requiring that at most m plants out of M plants
in the ensemble at any time instant may be controlled. The first order necessary conditions
for optimality in such a situation can also be obtained in fashion similar to that of the case
of m = 1. Indeed, we define
(3.4)
Uc 3 U 7−→ z˜(U) B∑
I∈Com(M,m+1)
u(I1)2u(I2)2 . . . u(Im+1)2 (11) + u(I1)  u(I2) . . .  u(Im+1) ( 1−1) ∈ R2,
where u(Ii ) ∈ U(Ii ) andCom(M ,m+1) denotes a set of all the combinations of elements of the
set [M]∗ containing (m + 1) distinct elements in them; obviously, |Com(M ,m+1)| = ( Mm+1) .
Replacing the function z(U) with z˜(U) in the definition of the Hamiltonian (3.3) and
appealing to Theorem 3.1, a set of first order necessary conditions for optimality in this
new situation may be easily obtained.
Apart from the optimal control problem formulated in (2.4) there is one special case
that frequently arises in optimal control literature— that of, optimal point-to-point ballistic
reachability maneuvers. The precise problem statement is as follows:
(3.5)
minimize
(Ut )N−1t=0
C(Qˆ, Xˆ, Uˆ) :=
( N−1∑
t=0
Ct (Qt, Xt,Ut ) + CN (QN, XN )
)
subject to

dynamics (2.2) for all t ∈ [N − 1] and i ∈ [M]∗,
Ut ∈ U for all t ∈ [N − 1],
h(i)t
(
q(i)t , x
(i)
t
)
6 0 for all t ∈ [N − 1]∗ and i ∈ [M]∗,
(Q0, X0) =
(
Q0, X0
)
,
(QN, XN ) =
(
QN, XN
)
.
Corollary 3.2. Let
(
U˚t
)N−1
t=0 be an optimal control sequence that solves (3.5) and let(
Q˚t, X˚t
)N
t=0 be the corresponding state trajectory. We define the Hamiltonian, for ν ∈
{−1, 0} and χ ∈ R2, by
(3.6)
[N − 1] × g∗ × (RNx )∗ × G ×RNx ×RNu 3 (τ, L, P,Q, X,U) 7−→
Hν,χ(τ, L, P,Q, X,U) B νCτ(Q, X,U) +
M∑
i=1
{〈
`(i), exp−1Gi
(
s(i)τ (q(i), x(i))
)〉
gi
+
〈
p(i), f (i)τ (q(i), x(i), u(i))
〉}
+
〈
χ, z(U)〉 ∈ R,
where L B
(
`(i)
)M
i=1, P B
(
p(i)
)M
i=1,Q =
(
q(i)
)M
i=1, X =
(
x(i)
)M
i=1, and p
(i) ∈ (Rdi )∗ and
`(i) ∈ g∗i . For t ∈ [N − 1] we define the transformation
g∗i 3 `(i)t 7−→ ρ(i)t B
(
D exp−1Gi
((q˚(i)t )−1q˚(i)t+1) ◦ TeiΦ(i)(q˚(i)t )−1q˚(i)t+1 )∗ (`(i)t ) ∈ g∗i for i ∈ [M]∗,
and denote the extremal lift of the state-action trajectory (Q˚t, X˚t, U˚t ) under the optimal
control U˚t at each time instant t by
γ˚t B (t, L, P, Q˚t, X˚t, U˚t ).
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Then there exist an adjoint trajectory
(
Lt, Pt
)N−1
t=0 ⊂ g∗ ×
(
RNx
)∗, covectors (µ(i)t )N−1t=1 ⊂(
Rri
)∗ for i ∈ [M]∗, such that the following conditions hold:
(CL-i) (MP-i) holds;
(CL-ii) (MP-ii) holds;
(CL-iii) (MP-iv) holds;
(CL-iv) complementary slackness:
µ
(i)
t • h(i)t (q˚(i)t , x˚(i)t ) = 0 ∈ Rri for all t ∈ [N − 1]∗ and i ∈ [M]∗;
(CL-v) non-positivity:
µ
(i)
t  0 for all t ∈ [N − 1]∗ and i ∈ [M]∗;
(CL-vi) (MP-vii) holds.
§4. Proofs of Theorem 3.1 and Corollary 3.2
§4.1. Proof of Theorem 3.1. We start by transforming the problem (2.4) into one that can
be solved using an existing PMP on matrix Lie groups [PCB18b].
Recall from §2 that q(i)t ∈ Gi, x(i)t ∈ Rdi are the group and Euclidean state variables,
respectively, corresponding to the ith plant in the ensemble at the time instant t. For t ∈ [N]
we define Qt B
(
q(i)t
)M
i=1 and Xt B
(
x(i)t
)M
i=1. In view of the direct product group structure
and (2.2), for the part of the dynamics evolving on the matrix Lie group G, we write
Qt+1 =
(
q(i)t s
(i)
t (q(i)t , x(i)t )
)M
i=1 (the finite sequence)
= QtSt (Qt, Xt ),
where St (Qt, Xt ) B
(
s(i)t (q(i)t , x(i)t )
)M
i=1, and for part of the dynamics evolving on the Euc-
lidean space, we write
Xt+1 = Ft (Qt, Xt,Ut ),
where Ut B
(
u(i)t
)M
i=1 and Ft (Qt, Xt,Ut ) B
(
f (i)t (q(i)t , x(i)t , u(i)t )
)M
i=1. Thus, the dynamics of
the joint control system can be concisely written as
(4.1)
Qt+1 = QtSt (Qt, Xt ),
Xt+1 = Ft (Qt, Xt,Ut ).
Next we reconfigure the multiplexing constraint. Recall that the multiplexing constraint
is naturally implied by the “star”-shaped admissible action set U (defined in (2.3)). We
claim that
U =
{
U ∈ Uc B (U(1) × U(2) × · · · × U(M))  z(U) = (0, 0)>},(4.2)
where Uc 3 U 7−→ z(U) is the map defined in (3.2); this equality of sets is immediate from
Lemma C.1. We introduce an auxiliary variable w ∈ R2 and the dynamical system
wt+1 = wt + z(Ut ), w0 = (0, 0)>,(4.3)
t ∈ [N −1], whereUt ∈ Uc for all t ∈ [N −1]. It is immediate from (4.3) and the additional
terminal constraint wN = (0, 0)> that ∑N−1t=0 z(Ut ) = (0, 0)>, which, along with Lemma C.2
guarantees that z(Ut ) = (0, 0)> for all t ∈ [N − 1].
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We claim that the following optimal control problem is equivalent to (2.4):
(4.4)
minimize
(Ut )N−1t=0
C(Qˆ, Xˆ, Uˆ) B
N−1∑
t=0
Ct
(
Qt, Xt,Ut
)
+ CN
(
QN, XN
)
subject to

dynamics (4.1) for all t ∈ [N − 1],
dynamics (4.3) for all t ∈ [N − 1],
Ut ∈ Uc for all t ∈ [N − 1],
h(i)t
(
q(i)t , x
(i)
t
)
6 0 for all t ∈ [N]∗ and i ∈ [M]∗,
(Q0, X0, w0) =
(
Q0, X0, (0, 0)>
)
,
wN = (0, 0)>,
where Qˆ B
(
Qt
)N
t=0, Xˆ B
(
Xt
)N
t=0 and Uˆ B
(
Ut
)N−1
t=0 . We shall establish this equivalence
of the two problems (2.4) and (4.4) below. For the moment we observe that the first order
necessary conditions for solution of (4.4) are given by TheoremA.1 in Appendix A. Indeed,
by augmenting the Euclidean state variable Xt with the variable wt and correspondingly
the adjoint variable Pt with χt , appealing to Theorem A.1 for the resulting optimal control
problem formulated in (4.4), we get the first order necessary conditions for optimality
presented in Theorem 4.1 below. Towards the end of this subsection we shall establish
a connection between Theorem 3.1 and Theorem 4.1, in particular that the necessary
conditions of Theorem 4.1 imply those in Theorem 3.1. Recall from §2 that the joint
control system evolves on G × RNx , and that the Lie algebra of the matrix Lie group G is
denoted by g.
Theorem 4.1. Let
(
U˚t
)N−1
t=0 be an optimal control trajectory that solves (4.4) and let(
Q˚t, X˚t
)N
t=0 be the corresponding state trajectory. We define, for ν ∈ {−1, 0}, the Hamilto-
nian by
(4.5)
[N − 1] × g∗ × (RNx )∗ × (R2)∗ × G ×RNx × (R2) ×RNu 3 (τ, L, P, χ,Q, X, w,U)
7−→ Hν (τ, L, P, χ,Q, X, w,U) B νCτ(Q, X,U) +
〈
L, expG
(
Sτ(Q, X)
)〉
g
+
〈
P, Fτ(Q, X,U)
〉
+
〈
χ, w + z(U)〉 ∈ R.
For t ∈ [N − 1] we define the transformation
g∗ 3 Lt 7−→ Θt B
(
D expG
((Q˚t )−1Q˚t+1) ◦ TeΦ(Q˚t )−1Q˚t+1 )∗ (Lt ) ∈ g∗.
We denote the extremal lift of the state-action trajectory (Q˚t, X˚t, U˚t ) under the optimal
control U˚t at each time instant t by
γ˚t B (t, L, P, Q˚t, X˚t, U˚t ).
Then there exist an adjoint trajectory
(
Lt, Pt
)N−1
t=0 ⊂ g∗×
(
RNx
)∗, and a trajectory (µ(i)t )Nt=1 ⊂(
Rri
)∗ for i ∈ [M]∗ such that the following conditions hold:
(JMP-i) non-triviality: the adjoint variables (Lt, Pt ) for all t ∈ [N − 1], the covectors µ(i)t
(for all t ∈ [N]∗ and i ∈ [M]∗), the scalar ν, and the vector χ do not vanish
simultaneously;
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(JMP-ii) state and adjoint system dynamics:
states

Q˚t+1 = Q˚t expG
(DLHν(γ˚t ))
X˚t+1 = DPHν(γ˚t )
w˚t+1 = DχHν(γ˚t )
adjoints

Θt−1 = Ad∗expG
(
−DLHν (γ˚t )
) Θt+
T∗eΦQ˚t
(
DQHν(γ˚t ) +DQ
( ∑M
i=1
〈
µ
(i)
t , h
(i)
t (q˚(i)t , x˚(i)t )
〉))
Pt−1 = DXHν(γ˚t ) +DX
( ∑i=M
i=1
〈
µ
(i)
t , h
(i)
t (q˚(i)t , x˚(i)t )
〉)
χt−1 = DwHν(γ˚t ) +Dw
( ∑i=M
i=1
〈
µ
(i)
t , h
(i)
t (q˚(i)t , x˚(i)t )
〉)
,
where Φ is the left action on the Lie group G;
(JMP-iii) transversality:
ΘN−1 = T∗eΦQ˚N
(
νDQCN (Q˚N, X˚N ) +DQ
(∑M
i=1
〈
µ
(i)
N , h
(i)
N (q(i)N−1, x˚(i)N )
〉))
PN−1 = DXHν(γ˚N ) +DX
(∑M
i=1
〈
µ
(i)
N , h
(i)
N (q(i)N , x˚(i)N )
〉)
;
(JMP-iv) Hamiltonian maximization:〈
DUHν(γ˚t ),U − U˚t
〉
6 0 for all U ∈ ΩUc (U˚t ),
where ΩUc (U˚t ) is the support cone of Uc with the apex at U˚t ;
(JMP-v) complementary slackness:
µ
(i)
t • h(i)t (q˚(i)t , x˚(i)t ) = 0 ∈ Rri for all t ∈ [N]∗ and i ∈ [M]∗;
(JMP-vi) non-positivity:
µ
(i)
t  0 for all t ∈ [N]∗ and i ∈ [M]∗;
(JMP-vii) multiplexing constraint:
N−1∑
t=0
z(U˚t ) =
(
0
0
)
.
The condition (JMP-vii), in Theorem 4.1 is due to the constraint w0 = wN = (0, 0)>.
Remark 4.1. Note that the adjoint variable χt remains constant with respect to time. This
follows immediately from the evolution of the adjoint χt described in (JMP-ii). Indeed, for
t ∈ [N − 1] we have
(4.6)
χt−1 = DwHν(γ˚t ) +Dw
( i=M∑
i=1
〈
µ
(i)
t , h
(i)
t (q˚(i)t , x˚(i)t )
〉)
= χt,
which shows that χ B χ0 = χ1 = · · · = χN−1.
In view of Remark 4.1 we can rewrite the Hamiltonian (4.5) as the one mentioned in
(3.3). Note that we have removed the dependence of the variable w on the Hamiltonian
(3.3) because the variable w is not used in obtaining the necessary conditions presented in
Theorem 3.1, and is therefore redundant.
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We return to the topic of establishing a connection between Theorem 3.1 and Theorem
4.1 and to this end we utilize some properties of direct product of matrix Lie groups
presented in Appendix B. This connection between the necessary conditions in the two
theorems is established by observing the following:
(Eqv-i) (MP-i) is identical to (JMP-i).
(Eqv-ii) Using Lemma B.2 and (JMP-ii) we see that the evolution on each of the matrix
Lie groups Gi is as described in (MP-ii). The evolution of the state variable on
the Euclidean space in (MP-ii) is the same as that in (JMP-ii). Under the natural
identification of the (dual) Lie algebra of the joint matrix Lie group G with the
direct sum of the (dual) Lie algebras of the constituent Lie groups, for Θt ∈ g∗
we can find ρ(i)t ∈ g∗i for i ∈ [M]∗, such that Θt =
(
ρ
(i)
t
)M
i=1 in the notation of
Theorem 3.1. Moreover, from Lemma B.2 and Lemma B.6 we have
Ad∗expG (−DLHν, χ (γ˚t )) Θt =
(
Ad∗expGi (−pii (DLHν, χ (γ˚t )))
ρ
(i)
t
)M
i=1
,(4.7)
where pii is the map defined towards the end of §3.1. From Lemma B.4 we can
conclude that the cotangent maps also split in the preceding fashion. In other
words, the adjoint dynamics of Θt in (MP-ii) is equivalent to that of (JMP-ii).
Furthermore, the dynamics of the adjoint variable Pt in (MP-ii) is the same as
that in (JMP-ii).
(Eqv-iii) Using arguments similar to the ones presented in (Eqv-ii) above, the equivalence
between (MP-iii) and (JMP-iii) can be established.
(Eqv-iv) (MP-iv)-(MP-vii) are identical to (JMP-iv)-(JMP-vii).
To complete the proof wemust ensure that the admissible processes in the problems (2.4)
and (4.4) are in bijective correspondence, a fact that is almost immediate. Indeed, note that
for any trajectory
(
Qt, Xt,Ut
)N
t=0 that is admissible in (2.4), the trajectory
(
Qt, Xt,Ut, 0
)N
t=0
is admissible in (4.4). Similarly, for any trajectory
(
Q˜t, X˜t, U˜t, w˜t
)N
t=0 that is admissible in
(4.4), the trajectory
(
Q˜t, X˜t, U˜t
)N
t=0 is admissible in (2.4) because any admissible trajectory of
(4.4) has w˜t = 0 for all t ∈ [N−1], which forces the control action U˜t ∈ U for all t ∈ [N−1].
Thus, the admissible sets of to (2.4) and (4.4) are in bijective correspondence. 
Remark 4.2. Note that one cannot directly lift the result Theorem A.1 to solve the optimal
control problem (2.4) since one of the requirements of Theorem A.1 is the convexity
of the admissible control action set. It is because of this reason that we first modified
the original problem (2.4) to (4.4). We enumerate some important properties of the two
characterizations of the admissible joint control action set:
(a) U is a non-convex set while Uc is a convex set. Convexity of Uc is attributed to the
convexity ofU(i) for all i ∈ [M]∗ as per Assumption 3.1 and the fact that finite Cartesian
products of convex sets yield in a convex sets [HUL01, Chapter 1].
(b) The auxiliary dynamics (4.3) alongwith the additional terminal constraint wN = (0, 0)>
encodes the multiplexer constraint; i.e., at any instant the control action resides on one
of the branches of the “star”-shaped set U. (refer Appendix C)
Remark 4.3. Note that we implemented the multiplexer constraint by introducing an aux-
iliary variable. In [PKP+18] and [PC19] authors have implemented frequency constraints
on the control action in the similar fashion. The auxiliary system dynamics in such cases is
a manifestation of the constraints enforced on the discrete Fourier transform of the control
trajectories [PC19].
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§4.2. Proof of Corollary 3.2. Observe that the optimal control problem (3.5) is a special
case of (2.4) in the sense that we can view the constraints imposed on the final states
as state-inequality constraints as presented in [PCB18b, Appendix A1-A2]. The proof
now follows by extending Theorem 3.1 to the case where the final states of the joint
system are constrained to lie on a submanifold, say M f in. This idea can be formalized
by representing the end point constraints (QN, XN ) ∈ M f in as a state inequality constraint
as presented in [PCB18b, Appendix A1]. Point-to-point ballistic reachability maneuvers
are then special cases of this problem in the sense that manifold M f in is reduced to a
singleton set [PCB18b, Appendix A2]. The end point constraints in such cases imply that
the transversality conditions are trivially satisfied; consequently, transversality conditions
do not appear in the statement of Corollary 3.2 
§5. Numerical Experiment
§5.1. Application to the attitude control of satellite. Satellites in outer space are often
commanded to perform orientation maneuvers about specified axes to point star sensors at
some specific coordinates in deep space, pointing cameras in a specific desired direction for
imaging purposes, to position solar panels for effective tracking of the sun for optimal energy
harvesting, etc.; see, e.g., [ST94]. Throughout the duration of such commanded maneuvers
there are strict limitations needed so that the motion of any satellite should strictly stay
within certain limits, e.g., of momenta, speed, etc., to avoid mechanical failures. For
an illustration of our results we consider a system of two satellites performing single-
axis energy optimal maneuvers without violating pre-specified constraints on their control
actions and angular momenta. Moreover, the control action commands are sent to these
satellites via a single shared server, which imposes the limitation that the control signal can
be dispatched to only one among the two satellites at any time instant.
The configuration space of a satellite undergoing single-axis attitudemotion isR×SO(2),
which is isomorphic to R × S1. We have deliberately not chosen a general rigid body
orientation maneuver, with the configuration manifold R × SO(3), for the illustration at
hand in order to get a better visualization of the results in the form of figures, while at the
same time the coordinate-free nature of the controller is clearly amplifed. We borrow the
discrete-time model of a satellite obtained using discrete mechanics from [PCB18a]:{
R(i)
t+1 = R
(i)
t F
(
ω
(i)
t
)
,
ω
(i)
t+1 = ω
(i)
t + hu
(i)
t ,
for i ∈ {1, 2},
where F(ω) B
(√
1 − h2ω2 −hω
hω
√
1 − h2ω2
)
, ω(i)t ∈ R is the angular momentum, R(i)t ∈
SO(2) is the rotation matrix, and u(i)t ∈ R is the control action applied about the axis of
rotation of the ith satellite at time instant t. Thus, the configuration space for this joint
system of two satellites is R2 × SO(2) × SO(2) ' R2 × S1 × S1.
Fix ci, di > 0 for i ∈ {1, 2}. At each time instant t we enforce box constraints on
the control action of the form
u(i)t  6 ci and on the angular momentum of the form
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1
2
((ω(i)t )2 − d2i ) 6 0 of the ith satellite. We formulate the problem as follows
(5.1)
minimize J (u) B
2∑
i=1
N−1∑
t=0
(u(i)t )2
2
subject to

R(i)
t+1 = R
(i)
t F(ω(i)t )
ω
(i)
t+1 = ω
(i)
t + hu
(i)
tu(i)t  6 ci
 for t ∈ [N − 1],
1
2
((ω(i)t )2 − d2i ) 6 0 for t ∈ [N − 1]∗,(
R(i)0 , ω
(i)
0 , w0
)
=
(
R(i)In , ω
(i)
In , (0, 0)>
)
,(
R(i)N , ω
(i)
N , wN
)
=
(
R(i)Fi , ω
(i)
Fi , (0, 0)>
)
,

for i ∈ {1, 2},
wt+1 = wt +
(
u(1)t u
(2)
t
(
u(1)t u
(2)
t + 1
)
u(1)t u
(2)
t
(
u(1)t u
(2)
t − 1
)) for t ∈ [N − 1],
where the subscripts “In” and “Fi” denote the corresponding values at the initial and the
final instants, respectively.
We obtain the first order necessary conditions for optimality of the preceding point-
to-point ballistic reachability maneuvers by appealing to Corollary 3.2. We define a map
so(2)∗ 3 t 7−→ tˆ ∈ R. To bemore precise, in the preceding operation we identify so(2)∗ with
so(2) and then use the vector space homeomorphism from 2 × 2 skew symmetric matrices
to R. Given a scalar ν ∈ {−1, 0} and λ B (λ1, λ2) ∈ (R2)∗, we define the Hamiltonian by
(so(2)∗ × so(2)∗) × (R2)∗ × (SO(2) × SO(2)) ×R4 3 (L, P, R, X,U) 7−→
Hν,λ (L, P, R, ω,U) B
2∑
i=1
(
ν
(u(i))2
2
+
〈
`(i), exp−1i (F(ω(i)))
〉
so(2) + p
(i)(ω(i) + hu(i))
)
+
〈
λ,
(
u(1)u(2)
(
u(1)u(2) + 1
)
u(1)u(2)
(
u(1)u(2) − 1) ) 〉,
where L B (`(1), `(2)), P B (p(1), p(2)),U B (u(1), u(2)) andω B (ω(1), ω(2)). For t ∈ [N−1]
we define a transformation
so(2)∗ 3 `(i)t 7−→ ρ(i)t B
(
D exp−1 (F(ω˚(i)t )) ◦ TeiΦ(i)
F(ω˚(i)t )
)∗ (
`
(i)
t
) ∈ so(2)∗.
Let
(
U˚t
)N−1
t=0 be an optimal control that solves (5.1). Corollary 3.2 asserts that there
exist a trajectory t 7−→ γ˚t B
( (
`
(i)
t , p
(i)
t
) i=2
i=1,
(
R˚(i)t , ω˚
(i)
t
) i=2
i=1
)
on (so(2)∗ × so(2)∗) × (R2)∗ ×
(SO(2) ×SO(2)) ×R2, a covector trajectory (µ(i)t )N−1t=1 ⊂ (R2)∗ for i ∈ {1, 2}, a scalar ν, and
a vector λ ∈ (R2)∗, such that:
(V-i) The non-triviality condition (CL-i) holds,
(V-ii) The state and adjoint dynamics, for i ∈ {1, 2} and t ∈ [N − 1], are given by
ρ
(i)
t−1 = Ad
∗
exp(−D
`(i)H
ν, χ (γ˚t )) ρ
(i)
t = F(ω˚(i)t )ρ(i)t F(ω˚(i)t )> = ρ(i)t ,
p(i)
t−1 = Dω(i)Hν,χ(γ˚t ) + µ(i)t ω˚(i)t =
h ˆ`(i)t√
1 − h2(ω˚(i)t )2
+ p(i)t + µ
(i)
t ω˚
(i)
t ,
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Thus, the state and adjoint dynamics are given by
(5.2) adjoints

ρ
(i)
t−1 = ρ
(i)
t ,
p(i)
t−1 =
h ˆ`(i)t√
1−h2(ω˚(i)t )2
+ p(i)t + µ
(i)
t ω˚
(i)
t ,
states
{
R˚(i)
t+1 = R˚
(i)
t F(ω˚(i)t ) ,
ω˚
(i)
t+1 = ω˚
(i)
t + hu˚
(i)
t ,
(V-iii) The Hamiltonian maximization condition for ν = −1 (i.e., the normal case): We
analyze the implications of (CL-iii) for the above system of two satellites. To this
end, we first evaluate the directional derivative of the Hamiltonian function with
respect to U at the point Ut = (u(1)t , u(2)t ) ∈ R2, which is
(5.3) DUHν,χ(·,Ut ) =
(
−u(1)t + hω(1)t + 2(λ1 + λ2)u(1)t (u(2)t )2 + (λ1 − λ2)u(2)t
−u(2)t + hω(2)t + 2(λ1 + λ2)(u(1)t )2u(2)t + (λ1 − λ2)u(1)t
)
.
We start with the assumption that at time t we have Γ(t) = 1 (that is, u˚(2)t = 0); the
case where Γ(t) = 2 follows similarly. Moreover, with a slight abuse of terminology
we employ the term “support cone at any instant” to be the support cone of the
admissible joint control action set with apex at the optimal control action for that
time instant. The following two cases arise:
• Case I. u˚(1)t  < c1: Since the control magnitude is within the prescribed bounds,
the support cone is R2. Thus, the Hamiltonian maximization condition (CL-iii)
on substituting (5.3) gives us
u˚(1)t = hp
(1)
t ,
hp(2)t = (λ1 − λ2)u˚(1)t .
• Case II. u˚(1)t = c1: This means that the control action constraint is active and the
support cone is given by: ΩUc ((u˚(1)t , 0)) =
{(x1, x2) ∈ R2 |x1 6 c1}. Appealing to
(CL-iii) and substituting (5.3) we arrive at
hp(1)t > c1,
hp(2)t = (λ1 − λ2)u˚(1)t .
Similarly, if u˚(1)t = −c1, we obtain the condition
hp(1)t 6 −c1,
hp(2)t = (λ1 − λ2)u˚(1)t .
(V-iv) The Hamiltonian maximization condition for ν = 0 (i.e., the abnormal case): The
directional derivative of the Hamiltonian function with respect to U in this case is:
(5.4) DUHν,χ(·,Ut ) =
(
hω(1)t + 2(λ1 + λ2)u(1)t (u(2)t )2 + (λ1 − λ2)u(2)t
hω(2)t + 2(λ1 + λ2)(u(1)t )2u(2)t + (λ1 − λ2)u(1)t
)
for any control action Ut = (u(1)t , u(2)t ) ∈ R2. As in the case of ν = −1, we assume
that Γ(t) = 1 (i.e., at time t, u˚(2)t = 0) without loss of generality. The following two
cases arise:
• Case I. u˚(1)t  < c1: Since the control magnitude is within the prescribed bounds,
the support cone isR2, and the Hamiltonian maximization condition (CL-iii) upon
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substituting (5.4) leads to
p(1)t = 0,
hp(2)t = (λ1 − λ2)u˚(1)t .
• Case II. u˚(1)t = c1: The control action constraint is active, which leads to the
support cone ΩUc ((u˚(1)t , 0)) =
{(x1, x2) ∈ R2 |x1 6 c1}. Appealing to (CL-iii) and
substituting (5.3) we arrive at
p(1)t > 0,
hp(2)t = (λ1 − λ2)u˚(1)t .
Similarly, if u˚(1)t = −c1, we obtain the condition
p(1)t 6 0,
hp(2)t = (λ1 − λ2)u˚(1)t .
(V-v) The complementary slackness condition and the non-positivity condition give us, in
view of (CL-iv)-(CL-v), that if the angular momentum constraint is inactive, then
the corresponding covector µ(i)t is zero; otherwise it is non-positive.
For the purpose of numerical experiments we take help of the software CasADi [And13]
where we use Interior Point Optimization (IPOPT) solver.
The multiplexing constraint is implemented by introducing a new state variable w with
the dynamics given by (4.3) and an additional terminal constraint wN = (0, 0)>. The results
below correspond to a system of two satellites havingmoments of inertia I1 = 800 kgm2 and
I2 = 1200 kgm2 about their respective axes of rotation. We report the following maneuver:
• T : Time of simulation = 117s, step length = 0.1s, c1 = c2 = 0.05Nm, d1 = d2 = 0.1Nms;
–
(
θ
(1)
0 , ω
(1)
0 , θ
(2)
0 , ω
(2)
0
)
= (0°, 0Nms, 0°, 0Nms);
–
(
θ
(1)
N , ω
(1)
N , θ
(2)
N , ω
(2)
N
)
= (45°, 0.015Nms, 90°, 0.015Nms).
The numerical results for this maneuver are presented in Figure 2–3. The parameters in the
maneuver Tare obtained in a trial and error fashion so that the problem remains feasible.
As the timescale in T is moderately large, to satisfy the end point requirements the
optimal trajectory happens to take one complete ‘revolution’ around the cylinder (see Figure
2) before attaining its final state. This brings out the benefit of using a geometric controller
rather than a single-chart based controllers (such as the ones based on quaternions, Euler
angles etc.), which suffer with the issues of singularity.
In order to complete one ‘revolution’ the angular velocity has to remain almost constant
around its peak for some time, which enforces relatively less chatter in control action during
that phase (see Figure 3).
The first order necessary conditions for optimality (V-i)–(V-v) in our experiments were
verified against the numerical results for both of the maneuver T. In the process of
obtaining the aforementioned simulation results, we received several outputs that do not
satisfy the proposed necessary conditions, from the solver CasADi, which were rejected for
not satisfying the first order necessary conditions presented in this article. This brings out
the need to develop a solver that utilizes the first order necessary conditions presented in
this article to compute the solution trajectories.
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θ = 0◦ θ = 90◦
ω
ω = 0.1
ω = 0
Figure 2. The blue trajectory on the cylinder shows the angular mo-
mentum of the satellite 1 and the red trajectory shows the angular mo-
mentum of satellite 2 for the maneuver T. The animation is available
here: https://www.youtube.com/watch?v=EYULn5bG45A
Figure 3. The figure illustrates the optimal control trajectory of both
the satellites under maneuver T. Note that the multiplexing constraint is
followed at every instant of time.
§5.2. Application to the control of underwater(UW) vehicle. Another interesting setup
where the system states evolve on non flat spaces is underwater (UW) vehicles. UWvehicles
are becoming popular in research domains for their capabilities in conducting underwater
surveillance [SSB17]. We borrow the discrete time model for dynamics of the UW vehicle
from [NS10]. We have restricted the motion of system, for the sake of this article, on
SE(2)×R5:
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(5.5)

R(i)
t+1 = R
(i)
t F
(
ω
(i)
t
)
,
ω
(i)
t+1 = ω
(i)
t + hτ
(i)
t ,
b(i)
t+1 = b
(i)
t + hR
(i)
t v
(i)
t ,
Mv(i)
t+1 = F
(
ω
(i)
t
)>Mv(i)t + hφ(i)t
for i ∈ {1, 2}
where F(ω) B
(√
1 − h2ω2 −hω
hω
√
1 − h2ω2
)
, ω(i)t ∈ R is the angular momentum, R(i)t ∈
SO(2) is the rotation matrix, and τ(i)t ∈ R is the torque applied about the axis of rotation,
φ
(i)
t ∈ R2 is the force vector applied on the center of mass, b(i)t ∈ R2 is the vector specifying
position of the center of mass, v(i)t ∈ R2 is the velocity of the center of mass of the ith UW
vehicle at time instant t. Thus, the configuration space for this joint system of two satellites
is R10 × SE(2) × SE(2). In this section from this point onwards, for any δ ∈ R2 we shall
use the notation δx for the first component and δy for the second component of the vector.
Fix ci j, di j > 0 for i ∈ {1, 2}, j ∈ {1, 2, 3}. At each time instant t we enforce control
constraints of the form |τ(i)t | 6 ci1, |(φ(i)t )x | 6 ci2, |(φ(i)t )y | 6 ci3 and the state constraints on
the angular and linear velocities of the form:
1
2
((ω(i)t )2 − d2i1) 6 0, 12 (((v(i)t )x)2 − d2i2) 6 0, 12 (((v(i)t )y)2 − d2i3) 6 0
of the ith satellite. Similar to (5.1), we formulate the optimal control problem as follows
(5.6)
minimize J (τ, φ) B
2∑
i=1
N−1∑
t=0
|τ(i)t |2 + ‖φ(i)t ‖22
2
subject to

dynamics (5.5)
state constraints
boundary conditions
multiplexing constraints (3.1)
We refrain, here, from stating the necessary conditions for this example to limit the size
of article. We directly present the simulation results which satisfy the necessary conditions
for optimality.
We perform the following maneuver for a pair of UW vehicle:
• T? : Time of simulation = 27s, step length = 0.05s, c11 = c21 = 0.025Nm, c12 = c13 =
c22 = c23 = 0.05N, d11 = d21 = 0.085Nms, d12 = d22 = 0.02Nms, d13 = d23 = 0.1Nms;
– Initial conditions are set to zero;
– Final conditions:
(
θ
(1)
N , b
(1)
N , ω
(1)
N , v
(1)
N , θ
(2)
N , b
(2)
N , ω
(2)
N , v
(2)
N
)
=(
85°, (0.25, 0.5)>m, 0.08Nms, (0.01, 0.01)>m/sec, 85°, (0.5, 0.25)>m, 0.08Nms, (0.01, 0.01)>m/sec) .
The numerical results for this maneuver are presented in Figures 4-7. The multiplexing
constraints are clearly satisfied as only one out of two systems is injected with the control
action at every time step. Because of the hard boundary constraints the switching frequency
is relatively high at the boundary (This is even true for the previous example).
Since the force vector is zero for large time periods inmiddle the trajectories are relatively
linear in those domains (Figure 7).
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Figure 4. The blue trajectory denotes the torque profile for UW vehicle
1 while the red trajectory denotes the torque profile for UW vehicle 2
under the maneuver T?
Figure 5. The blue trajectory denotes the force applied in the x-direction
on UW vehicle 1 while the red trajectory denotes the same quantity for
UW vehicle 2 under the maneuver T?
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Appendix A. Discrete-time Pontryagin maximum principle on matrix Lie group
Consider a matrix Lie group G˜ and Euclidean space Rnx for some positive integer nx .
Let us define the following discrete-time control system that evolves on the configuration
space G˜ ×Rnx and is described by
(A.1)
{
qt+1 = qt s˜t (qt, xt )
xt+1 = f˜t (qt, xt, ut )
for all t ∈ [N − 1],
where
(a) qt ∈ G˜, xt ∈ Rnx and ut ∈ U˜ ⊂ Rnu for some positive integer nu;
(b) s˜t : G˜ × Rnx → G˜ is a smooth map describing the part of the dynamics on the matrix
Lie group G˜;
(c) f˜t : G˜ × Rnx × Rnu → Rnx is a smooth map describing the part of the dynamics on
the Euclidean space Rnx .
For the preceding control system, we recall a result [PCB18b, Theorem 2.5] that solves
the following optimal control problem:
(A.2)
minimize
(ut )N−1t=0
J (q, x, u) B
N−1∑
t=0
C˜t (qt, xt, ut ) + C˜N (qN, xN )
subject to

dynamics (A.1) for all t ∈ [N − 1],
ut ∈ U˜ ⊂ Rm for all t ∈ [N − 1],
h˜t (qt, xt ) 6 0 for all t ∈ [N]∗,
(q0, x0) = (q¯0, x¯0)
with the following data:
(a) q B
(
q0, q1, . . . , qN
)
, x B (x0, x1, . . . , xN ), u B (u0, u1, . . . , uN );
(b) C˜t : G˜ ×Rnx ×Rm −→ R denotes the cost incurred at each time instant t ∈ [N − 1];
(c) C˜N : G˜ ×Rnx −→ R denotes the cost incurred at the final instant t = N;
(d) h˜t : G˜ × Rnx −→ Rnr denotes the state constraints that needs to be satisfied at each
t ∈ [N]∗, for some positive integer nr ;
(e) (q¯0, x¯0) denotes the user-defined initial conditions.
Themaps s˜t, C˜t, C˜N, f˜t, h˜t , the admissible control action set U˜ and the Lie algebra g˜ in the
above optimal control problem are required to satisfy Assumption 3.1 to ensure existence
of the multipliers that appear in the Theorem A.1 below:
Theorem A.1. [PCB18b, Theorem 2.5] Let
(
u˚t
)N−1
t=0 be an optimal controller that solves
the problem (A.2) with
(
q˚t, x˚t
)N
t=0 being the corresponding state trajectory. We define the
Hamiltonian function, for ν ∈ {−1, 0}, by
(A.3)
[N − 1] × g˜∗ × (Rnx )∗ × G˜ ×Rnx ×Rnu 3 (τ, ζ, ξ, q, x, u) 7−→
Hν (τ, ζ, ξ, q, x, u) B νC˜τ (q, x, u) +
〈
ζ, exp−1 (s˜τ (q, x))
〉
g˜
+
〈
ξ, f˜τ (q, x, u)
〉 ∈ R,
For t ∈ [N]∗, we define the transformation
g˜∗ 3 ζt 7−→ γt =
(
D exp−1 ((q˚t )−1q˚t+1) ◦ TeΦ˜(q˚t )−1q˚t+1 )∗(ζt ) ∈ g˜∗,
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where e is the identity element of the matrix Lie group G˜ and Φ˜ is the left action on the
Lie group G˜. We denote the extremal lift of the state-action trajectory (q˚t, x˚t, u˚t ) under the
optimal control u˚t at every time instant t by β˚t , where
β˚t B (t, ζt, ξt, q˚t, x˚t, u˚t ) ,
Then there exist an adjoint trajectory
(
ζt, ξt
)N−1
t=0 ⊂ g˜∗ × (Rnx )∗ , and covectors
(
µt
)N
t=1 ⊂
(Rnr )∗, such that the following conditions hold:
(DMP-i) non-triviality: the adjoint variables (ζt, ξt ) for all t ∈ [N − 1], the covectors µt
for all t ∈ [N]∗, and the scalar ν do not vanish simultaneously;
(DMP-ii) state and adjoint system dynamics:
states
{
q˚t+1 = q˚t exp
(DζHν(β˚t ))
x˚t+1 = DξHν(β˚t )
adjoints

γt−1 = Ad∗exp
(
−DζHν (β˚t )
) γt + T∗e Φ˜q˚t (DqHν(β˚t ) + µtDq h˜t (q˚t, x˚t ) )
ξt−1 = DxHν(β˚t ) + µtDx h˜t (q˚t, x˚t ) ;
(DMP-iii) transversality:
γN−1 = T∗e Φ˜q˚N
(
νDqC˜N (q˚N, x˚N ) + µNDq h˜N (q˚N, x˚N )
)
ξN−1 = νDxC˜N (q˚N, x˚N ) + µNDx h˜N (q˚N, x˚N ) ;
(DMP-iv) Hamiltonian non-positive gradient:〈
DuHν(β˚t ), w˜ − u˚t
〉
6 0 for all w˜ ∈ ΩU˜(u˚t ),
where ΩU˜(u˚t ) is the support cone of U˜ with apex at u˚t ;
(DMP-v) complementary slackness:
µt • h˜t (q˚t, x˚t ) = 0 ∈ Rnr for all t ∈ [N]∗;
(DMP-vi) non-positivity:
µt  0 for all t ∈ [N]∗
Appendix B. Properties of the direct product of matrix Lie groups
Here we provide several important properties of the direct product of Lie groups which
are utilized in §4.
Definition B.1 ([BL05, p. 259]). If G and H are two groups, then a group homomorphism
is a map G 3 g 7−→ ψ(g) ∈ H that satisfies ψ(g1g2) = ψ(g1)ψ(g2) for all g1, g2 ∈ G. A Lie
group homomorphism is a smooth group homomorphism between Lie groups.
By Definition B.1 the projection map κ(i)defined in §3 is a Lie group homomorphism
from G to Gi for each i ∈ [M]∗; a fact that follows from the direct product group structure
on G.
Lemma B.1 ([RS13, Proposition 5.3.6]). Consider two Lie groups G and H with identity
elements eG and eH , respectively, and let g be the Lie algebra of G. For a Lie group
homomorphism φ : G −→ H and for any ξ ∈ g we have
φ ◦ expG(ξ) = expH ◦ TeG φ(ξ),(B.1)
where TeG φ is the tangent map of φ at eG and expG and expH are the exponential maps of
the Lie groups G and H, respectively.
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Lemma B.2 ([RS13, Example 5.3.16]). Let G1 and G2 be two Lie groups with Lie algebras
g1 and g2, respectively. Consider the Lie group G B G1 × G2 equipped with the direct
product group structure and let G 3 g 7−→ δi(g) ∈ Gi denote the projection for i ∈ {1, 2}.
Under the natural identification of the Lie algebra g of G with g1 ⊕ g2, we have
expG(X1, X2) =
(
expG1 (X1), expG2 (X2)
)
for Xi ∈ gi, i ∈ {1, 2}.
On the basis of previous lemma, we can establish that the inverse of the exponential map
also splits into factors:
Lemma B.3. Let G1 and G2 be two Lie groups with Lie algebras g1 and g2, respectively.
Consider the Lie group G B G1 × G2 equipped with the direct product group structure
and let G 3 g 7−→ δi(g) ∈ Gi denote the projection for i ∈ {1, 2}. Under the natural
identification of the Lie algebra g of G with g1 ⊕ g2, we have
exp−1G (g1, g2) =
(
exp−1G1 (g1), exp−1G2 (g2)
)
for gi ∈ Gi, i ∈ {1, 2}.
Proof. As a consequence of the direct product group structure, for any v ∈ g we can find
some v1 ∈ g1 and v2 ∈ g2 such that v = (v1, v2); moreover, this representation is unique
[RS13, Chapter 5]. Therefore, we can split the inverse exponential map as follows
exp−1G (g1, g2) = (v1, v2),
assuming (g1, g2) lies in a set where the inverse of the exponential map is well defined (refer
(A-ii)). The preceding equation implies that
(g1, g2) = expG(v1, v2) =
(
expG1 (v1), expG2 (v2)
)
.
It follows that v1 = exp−1G1 (g1) and v2 = exp−1G2 (g2). 
Similarly, the tangent maps also exhibit analogous splitting as is proved in the following
lemma.
Lemma B.4. Let G1,G2 be two Lie groups with Lie algebras g1, g2 respectively. Consider
the Lie group G B G1 × G2 equipped with the direct product group structure and let
G 3 g 7−→ δi(g) ∈ Gi denote the natural projection operation for i ∈ {1, 2}. The identity
element of the Lie group G is denoted by e and that of the Lie group Gi by ei ( for every
i ∈ {1, 2}). Also, the left action on the Lie groupG is denoted byΦ and on the Lie groupGi
byΦ(i) (where i ∈ {1, 2}). Under the natural identification of the Lie algebra of G (denoted
by g) with g1 ⊕ g2, we have
TeΦ(g1,g2)
(
v1, v2
)
=
(
Te1Φ
(1)
(g1)
(
v1
)
,Te2Φ
(2)
(g2)
(
v2
) )
,
for gi ∈ Gi , vi ∈ gi for i ∈ {1, 2}.
Proof. For some  > 0, consider a smooth curve ]−, [3 t 7−→ h(t) ∈ G such that h(0) = e
and ddt

t=0 h(t) = v ∈ TeG. As a consequence of the direct product structure on the Lie
group G, we have a unique decomposition of h(t) into (h1(t), h2(t)) where hi(·) ∈ Gi ,
hi(0) = ei and ddt

t=0 hi(t) = vi ∈ TeGi for i ∈ {1, 2} such that v = (v1, v2). We apply the
left action Φg(·) to the trajectory h(·) and compute the derivative at t = 0 we get
TeΦ(g1,g2)
(
v1, v2
)
=
d
dt

t=0
Φ(g1,g2)
(
h(t))
=
d
dt

t=0
(
Φ
(1)
g1
(
h1(t)
)
,Φ
(2)
g2
(
h2(t)
) )
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=
(
Te1Φ
(1)
(g1)
(
v1
)
,Te2Φ
(2)
(g2)
(
v2
) )
.

Lemma B.5. [RS13, Example 5.4.8] Let G1,G2 be two Lie groups with Lie algebras g1, g2
respectively and let G B G1 ×G2 has g as its Lie algebra. Under the natural identification
of g with g1 ⊕ g2, we have
Ad(g1,g2) (X1, X2) = (Adg1 X1,Adg2 X2),
where gi ∈ Gi and Xi ∈ gi for i ∈ {1, 2}.
Lemma B.6. Let G1,G2 be two Lie groups with Lie algebras g1, g2 respectively and let
G = G1 × G2 has g as its Lie algebra. Under the natural identification of g with g1 ⊕ g2,
we have
Ad∗(g1,g2) (x1, x2) =
(
Ad∗g1 (x1),Ad∗g2 (x2)
)
,
where (x1, x2) ∈ g∗1 ⊕ g∗2, gi ∈ Gi for i ∈ {1, 2}.
Proof. Using Lemma B.5 and by definition of co-adjoint action (in Definition 3.5) we have〈
Ad∗(g1,g2)(x1, x2), (X1, X2)
〉
=
〈
(x1, x2),Ad(g1,g2)(X1, X2)
〉
=
〈
(x1, x2), (Adg1 (X1),Adg2 (X2))
〉
=
〈(
Ad∗g1 (x1),Ad∗g2 (x2)
)
, (X1, X2)
〉
,
for all (X1, X2) ∈ g1 ⊕ g2. 
Appendix C. Properties of the map z
In this part, we present some of the useful observations about the mapping z defined in
(3.2).
Lemma C.1. For the mapping z defined in (3.2), we have z(U) = (0, 0)> if and only if
U ∈ U, where U is defined in (2.3).
Proof. For any U ∈ U, by definition of U we have U = (u(i))Mi=1 such that atmost one of
u(i), for i ∈ [M]∗, will be non-zero. This implies that z(U) = (0, 0)>. Now we prove that if
z(V) = (0, 0)>, for some V ∈ Uc, then V belongs to U ⊂ Uc. If z(V) = (0, 0)>, then(
0
0
)
= z(V) =
M−1∑
i=1
M∑
j=i+1
(v(i)2v(j)2 (11) + v(i)  v(j) ( 1−1) )(C.1)
where V =
(
v(i)
)M
i=1 such that v
(i) ∈ U(i) for i ∈ [M]∗. As a consequence of preceding
equation, we get ‖v(i)‖2‖v(j)‖2 = 0 for all i, j ∈ [M]∗ and i , j, which indicates that V lies
on one of the branches of “star”-shaped admissible control action set U. 
Lemma C.2. For some positive integer R, consider a set of vectors u1, u2, . . . , uR ∈ Uc
such that
∑R
k=1 z(uk) = (0, 0)>. Then z(uk) = (0, 0)> for all k ∈ [R]∗.
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Proof. Using the definition of the mapping z as given in (3.2), we get(
0
0
)
=
R∑
k=1
z(uk) =
R∑
k=1
M−1∑
i=1
M∑
j=i+1
(u(i)
k
2u(j)
k
2 (1
1
)
+ u(i)
k
 u(j)
k
(
1
−1
) )
,
where u(i)
k
∈ U(i) for all k ∈ [R]∗, i ∈ [M]∗. The preceding vector equation gives us the
following set of equations
(C.2)
R∑
k=1
M−1∑
i=1
M∑
j=i+1
u(i)
k
2u(j)
k
2 = R∑
k=1
M−1∑
i=1
M∑
j=i+1
u(i)
k
 u(j)
k
,
R∑
k=1
M−1∑
i=1
M∑
j=i+1
u(i)
k
2u(j)
k
2 = − R∑
k=1
M−1∑
i=1
M∑
j=i+1
u(i)
k
 u(j)
k
.
In view of (C.2), we haveu(i)
k
2u(j)
k
2 = 0 for all k ∈ [R]∗, i, j ∈ [M]∗ and i , j,(C.3)
which by the definition of the product  renders
u(i)
k
 u(j)
k
= 0 for all k ∈ [R]∗, i, j ∈ [M]∗ and i , j .(C.4)
As a consequence of (C.3) and (C.4), we have z(uk) = (0, 0)> for all k ∈ [R]∗. 
