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Abstract
Since in some application mathematical problems ﬁnding the analytical solution is
too complicated, in recent years a lot of attention has been devoted by researchers to
ﬁnd the numerical solution of this equations. In this paper, an application of the
Bernstein polynomials expansion method is applied to solve linear second kind
Fredholm and Volterra integral equations systems. This work reduces the integral
equations system to a linear system in generalized case such that the solution of the
resulting system yields the unknown Bernstein coeﬃcients of the solutions.
Illustrative examples are provided to demonstrate the preciseness and eﬀectiveness
of the proposed technique. The results are compared with the exact solution by using
computer simulations.
1 Introduction
As amatter of fact, it might be said that many phenomena of almost all practical engineer-
ing and applied science problems like physical applications, potential theory and electro-
statics are reduced to solving integral equations. Since these equations usually cannot be
solved explicitly, so it is required to obtain approximate solutions. There are numerous
numerical methods which have been focusing on the solution of integral equations. For
example, Tricomi in his book [], introduced the classical method of successive approxi-
mations for integral equations. Variational iteration method [] and Adomian decompo-
sition method [] were eﬀective and convenient for solving integral equations. Also, the
Homotopy analysismethod (HAM)was proposed by Liao [] and then has been applied in
[]. Taylor expansion approachwas presented for solving integral equations byKanwal and
Liu in [] and then has been extended in [, ]. In addition, Babolian et al. [] solved some
integral equations systems by using the orthogonal triangular basis functions. Jafari et al.
[] applied Legendre waveletsmethod to ﬁnd numerical solution system of linear integral
equations. Moreover, some diﬀerent valid methods for solving this kind of equations have
been developed. First time, the Bernstein polynomials have been used for the solution
of some linear and nonlinear diﬀerential equations in [–]. Mandal and Bhattacharya
[] obtained approximate numerical solutions of some classes of integral equations by
using Bernstein polynomials. Also, they used these polynomials to approximate solution
of linear Volterra integral equations []. In addition, Maleknejad et al. [] has applied
the polynomials for solving Volterra integral equations of the second kind. Furthermore,
in [] an architecture of artiﬁcial neural networks (ANNs) was suggested to approximate
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solution of linear integral equations systems. For this aim, ﬁrst the truncations of the Tay-
lor expansions for unknown functions were substituted in the original system. Then the
proposed neural network has been applied for adjusting the real coeﬃcients of the given
expansions in the resulting system.
In this paper, we are going to propose a new numerical approach to approximate the
solutions of linear Fredholm and Volterra integral equations systems of the second kind.
This method converts the given systems with unique solutions, into a system of linear
algebraic equations in generalized case. To do this, ﬁrst the Bernstein polynomials of cer-
tain degree n of unknown functions are substituted in the given integral equations system.
Suppose that the given closed interval [a,b] is partitioned into uniform spacing (b – a)/n
and nodes ti = a + ih (for i = , . . . ,n). If we put t = ti (for i = , . . . ,n), the given system of
integral equations, yields a linear algebraic system. The solution of the resulting system
yields the unknown Bernstein coeﬃcients of the solution functions.
Here is an outline of the paper. Section  describes how to ﬁnd approximate solutions of
the given linear integral equations systems by using the proposed approach. In Section ,
the convergence of the method is established for each class of integral equations systems.
Finally in Section , two numerical examples are provided and the results are compared
with the analytical solutions to demonstrate the validity and applicability of the method.
Also, a comparison is made with other numerical approaches that were proposed recently
for solving the given systems.
2 The general method
The basic deﬁnition of integral equation is given in [, , ]. In this section, we intend
to use the Bernstein polynomials to get a new numerical method for solving the linear
Fredholm and Volterra integral equations systems of the second kind. In other words,
it will be described how to apply these polynomials for approximating solutions of the
unknowns in the systems.
2.1 System of the Fredholm integral equations
In this subdivision, we want to obtain a numerical solution of the linear Fredholm integral
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where
aj,p = Fj(a + ph) and h = (b – a)/n,
which are the Bernstein expansions of degree n for the unknown functions Fj(t) for j =






































In order to ﬁnd aj,n in Eq. (), the system () is converted to an algebraic system of linear
equations by replacing t with tp = a + p(b – a)/n (for p = , . . . ,n). Notice that in this way




















· aj,p, i = , . . . ,m;q = , . . . ,n. ()
For brevity, we deﬁne below symbols as:














R(i,j)q,p · aj,p, i = , . . . ,m;q = , . . . ,n. ()
Consequently, the expression () can be summarized in a matrix form as follows:
WY = E +VY , ()
where
Y = [a,, . . . ,a,n, . . . ,ai,, . . . ,ai,n, . . . ,am,, . . . ,am,n]T ,
E =
[
f(t), . . . , f(tn), . . . , fi(t), . . . , fi(tn), . . . , fm(t), . . . , fm(tn)
]T ,





W (,) · · · W (,m)
... . . .
...
W (m,) · · · W (m,m)
⎤
⎥⎥⎦ and V =
⎡
⎢⎢⎣
V (,) · · · V (,m)
... . . .
...
V (m,) · · · V (m,m)
⎤
⎥⎥⎦ .




W (i,j), · · · W (i,j),n
... . . .
...
W (i,j)n, · · · W (i,j)n,n
⎤
⎥⎥⎦ , V (i,j) =
⎡
⎢⎢⎣
V (i,j), · · · V (i,j),n
... . . .
...




W (i,j)q,p = T (i,j)q,p and V (i,j)q,p = R(i,j)q,p .
The resulting generalized linear system can be solved for aj,p for j = , . . . ,m; p = , . . . ,n
by a standard method, and hence Fj(t) is obtained.
2.2 System of Volterra integral equations
At ﬁrst, consider again the system of linear Volterra integral equations (). For numerical
solving of the present system, the unknown function Fj(t) is approximated by its Bernstein



































a km,j(s, t)Bp,n(s)ds) · aj,p.
()











R(i,j)q,p · aj,p, i = , . . . ,m;q = , . . . ,n, ()
where




Consequently, the expression () can be summarized in a matrix form as follows:
⎡
⎢⎢⎣
W (,) · · · W (,m)
... . . .
...



















V (,) · · · V (,m)
... . . .
...



























⎥⎥⎦ , W (i,j) =
⎡
⎢⎢⎣
W (i,j), · · · W (i,j),n
... . . .
...







V (i,j), · · · V (i,j),n
... . . .
...
V (i,j)n, · · · V (i,j)n,n
⎤
⎥⎥⎦ .
In the above generalized linear system, the symbols are deﬁned as follows:
W (i,j)q,p = T (i,j)q,p and V (i,j)q,p = R(i,j)q,p .
3 Convergence analysis
In this section, we prove that the present numerical method converges to the exact solu-
tions of the systems () and ().
Theorem  Let Fj,n(t) for j = , . . . ,m be the Bernstein polynomials of degree n such that
their coeﬃcients have been produced by solving the generalized linear system (). Then the
given polynomials converge to the exact solution of the Fredholm integral equations system
(), when n→ +∞.
Proof Consider the system (). Since the series () converge to Fj(t) for j = , . . . ,m, respec-















, i = , . . . ,m, ()
and it holds that
Fj(t) = limn→∞Fj,n(t).
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Since ‖ki,j‖ and ‖Aj‖ are bounded, therefore, ‖Fj(s) – Fj,n(s)‖ →  implies that ‖en‖ → 
and the proof is completed. 
Theorem  Suppose that Fj,n(t) for j = , . . . ,m are the Bernstein polynomials of degree n
such that their coeﬃcients have been produced by solving the generalized linear system ().
Then the given polynomials converge to the exact solution of the Volterra integral equations
system (), when n→ +∞.
Proof Consider the system (). Using a similar procedure as an outline in mentioned The-
orem , we have the following corollary in which we are refrained from going through



















































Since ‖ki,j‖ and ‖Aj‖ are bounded, therefore, ‖(Fj(s) – Fj,n(s))‖ →  implies that ‖en‖ → 
and the proof follows immediately. The stability and the convergence of Bernstein poly-
nomials is studied in [, ]. 
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4 Numerical examples
In this section, in order to investigate the accuracy of the proposed method, we have cho-
sen three examples of linear integral equations systems of the second kind. Also, to show
the eﬃciency of the present method for our problem, results will be compared with the
exact solution. Moreover, the present method is compared with artiﬁcial neural network
(ANN) method and the trapezoidal quadrature rule (TQR) [].
Example  Consider the system of linear Fredholm integral equations
{
F(t) + F(t) = f(t) +
∫ 
 (t + s)F(s)ds +
∫ 
 tsF(s)ds,
F(t) – F(t) = f(t) +
∫ 
 (ts – )F(s)ds +
∫ 
 (t – s)F(s)ds
with
f(t) = et –






f(t) = –t + ln() + et +

t –  – t ln() –  + e,
where the exact solution is F(t) = et and F(t) = –t . In this example, we illustrate the use
of the present technique to approximate solution of this integral equations system. Using
Eq. (), the coeﬃcients matricesW , V and E are calculated for n =  as following:
W =
[
W (,) W (,)




V (,) V (,)


































































































   –
⎤
⎥⎥⎥⎦ ,






































⎥⎥⎥⎦ , V , =
⎡
⎢⎢⎢⎣




























































































































Now by using the above matrices, thevector solution of the generalized linear system ()
































 +  t






 – ,,,, t
 + ,, t +
,
, .
Figures  and  show the accuracy of the solution functions F,(t) and F,(t), respectively.
As shown, the diﬀerence between the exact solutionand the computed solution is dispens-
able. Numerical results can be seen in Table  and also Table  illustrates the absolute
values of the errors obtained here and the absolute errors of [] for this example.
Trapezoidal rule Moreover, this example is going to show the diﬀerence between the
present method and the trapezoidal quadrature rule.Consider again Example , let the
region of integration be subdivided into  equal intervals of width h = .,  integration
nodes ti = .i for i = , . . . , . Table  illustrates the absolute values of the errors obtained
here and the absolute errors of [] for this example. It should be noted that the Lagrange
basis functions have been used for ﬁnding the th degree collocation polynomials through
the points (ti,Fi,j) for i = , . . . , ; j = , .
Example  Let the system of linear Volterra integral equations
⎧⎨
⎩
(t – )F(t) + (–t + )F(t) = f(t) +
∫ t
 (t + s)F(s)ds +
∫ t
 tsF(s)ds,
tF(t) + (t – )F(t) = f(t) +
∫ t
 (t – s)F(s)ds +
∫ t
 (s + st)F(s)ds,
≤ t ≤ ,
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Figure 1 The comparison between F1(t) and F1,3(t) for Example 1. Show the accuracy of the solution
functions F1(t) and F1,3(t), respectively with exact solutions. As shown, the diﬀerence between the exact
solution and the computed solution is dispensable.
Figure 2 The comparison between F2(t) and F2,3(t) for Example 1. The comparison between solution of
Example 1.
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Table 1 Numerical results with error analysis for Example 1
t = 12r Exact solution Approximate solution Error
F1(t) F2(t) F1,3(t) F2,3(t) e1,3(t) e2,3(t)
r = 1 1.6487 0.6667 1.6484 0.6658 0.0004 0.0009
r = 2 1.2840 0.5714 1.2845 0.5724 0.0004 0.0010
r = 3 1.1331 0.5333 1.1339 0.5350 0.0008 0.0016
r = 4 1.0645 0.5161 1.0650 0.5174 0.0005 0.0012
r = 5 1.0317 0.5079 1.0320 0.5087 0.0003 0.0008
r = 6 1.0157 0.5039 1.0159 0.5044 0.0001 0.0005
r = 7 1.0078 0.5020 1.0079 0.5023 0.0001 0.0003
r = 8 1.0039 0.5010 1.0039 0.5012 0.0000 0.0002
r = 9 1.0020 0.5005 1.0019 0.5007 0.0001 0.0002
Table 2 Absolute errors for Example 1
t = 12r Presented method ANNmethod TQR
e1,4(t) e2,4(t) e1,4(t) e2,4(t) e1,4(t) e2,4(t)
r = 1 3.50× 10–6 1.17× 10–5 7.32× 10–4 3.84× 10–4 4.11× 10–4 7.35× 10–4
r = 2 2.90× 10–6 1.06× 10–5 1.15× 10–4 5.62× 10–4 3.81× 10–4 5.14× 10–4
r = 3 4.78× 10–5 2.50× 10–4 5.34× 10–4 6.11× 10–4 1.29× 10–2 8.41× 10–4
r = 4 5.03× 10–5 2.50× 10–4 6.71× 10–4 6.30× 10–4 4.17× 10–3 3.28× 10–3
r = 5 3.71× 10–5 1.63× 10–4 9.80× 10–4 3.27× 10–4 2.08× 10–3 8.20× 10–4
r = 6 2.53× 10–5 8.90× 10–5 1.17× 10–4 4.83× 10–4 3.27× 10–3 3.53× 10–3
r = 7 1.79× 10–5 4.30× 10–5 4.15× 10–4 4.88× 10–4 1.08× 10–2 2.71× 10–2
r = 8 1.37× 10–5 1.77× 10–5 3.12× 10–4 4.87× 10–4 6.31× 10–3 3.84× 10–4
r = 9 1.16× 10–5 4.30× 10–6 1.16× 10–4 4.82× 10–4 2.10× 10–4 3.84× 10–3
with
f(t) = et – t –  sin(t) – tet + t cos(t) – tet + t sin(t),
f(t) = –t – et + sin(t) – tet + t cos(t) + tet + t sin(t) – .
The exact solution of the present problem is, F(t) = sin(t) and F(t) = et . Similarly, the
present method is applied to approximate solution of the integral equations system. We














































































































































































































































































































































































Now by using the above matrices, the vector solution of the generalized linear system ()
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Figure 3 The comparison between F1(t) and F1,4(t) for Example 2. Show the accuracy of the solution
functions F1(t) and F1,4(t), respectively with exact solutions. As shown, the diﬀerence between the exact
solution and the computed solution is dispensable.




 – , t
 + , t




 + , t
 +  t
 + ,, t + .
Similarly, Figures  and  show the accuracy of the solution functions F,(t) and F,(t), re-
spectively. As shown, the diﬀerence betweenthe exact solution and the computed solution
is dispensable. Similarly, numerical results can be seen in Table .
Trapezoidal rule Suppose that the region of integration is subdivided into  equal in-
tervals of width h = .,  integration nodes ti = .i for i = , . . . , . Table  illustrates the
absolute values of the errors obtained here and the absolute errors of [] for this example.





(t + )F(t) = f(t) +
∫ t
 (t – s)F(s)ds +
∫ t




( – t)F(t) = f(t) +
∫ t
 s(t + )F(s)ds +
∫ t
 st(t + )F(s)ds
+
∫ t
 (s + t)F(s)ds,
(t + )F(t) = f(t) +
∫ t
 (s – t)F(s)ds +
∫ t
 (s – t)F(s)ds
+
∫ t
 (ts + s)F(s)ds,
Jafarian et al. Advances in Diﬀerence Equations 2013, 2013:123 Page 13 of 15
http://www.advancesindifferenceequations.com/content/2013/1/123
Figure 4 The comparison between F2(t) and F2,4(t) for Example 2. The comparison between solution of
Example 2.
Table 3 Numerical results with error analysis for Example 2
t = 12r Exact solution Approximate solution Error
F1(t) F2(t) F1,4(t) F2,4(t) e1,4(t) e2,4(t)
r = 1 0.4794 1.6487 0.4795 1.6488 0.0001 0.0001
r = 2 0.2474 1.2840 0.2472 1.2825 0.0002 0.0016
r = 3 0.1247 1.1331 0.1244 1.1315 0.0003 0.0016
r = 4 0.0625 1.0645 0.0622 1.0634 0.0002 0.0011
r = 5 0.0312 1.0317 0.0311 1.0311 0.0001 0.0006
r = 6 0.0156 1.0157 0.0156 1.0154 0.0001 0.0003
r = 7 0.0078 1.0078 0.0078 1.0077 0.0001 0.0002
r = 8 0.0039 1.0039 0.0039 1.0038 0.0001 0.0001
r = 9 0.0020 1.0020 0.0019 1.0019 0.0001 0.0001
Table 4 Absolute errors for Example 2
t = 12r Presented method ANNmethod TQR
e1,5(t) e2,5(t) e1,5(t) e2,5(t) e1,5(t) e2,5(t)
r = 1 2.66× 10–5 4.92× 10–5 1.16× 10–2 9.28× 10–4 8.32× 10–3 8.07× 10–3
r = 2 5.85× 10–5 1.37× 10–5 4.30× 10–3 1.48× 10–3 2.14× 10–2 4.81× 10–3
r = 3 8.55× 10–5 2.04× 10–5 2.04× 10–3 4.43× 10–3 3.01× 10–2 3.71× 10–2
r = 4 6.14× 10–5 4.11× 10–5 1.73× 10–3 5.91× 10–3 3.91× 10–2 3.16× 10–2
r = 5 3.89× 10–5 9.44× 10–5 8.01× 10–4 7.94× 10–3 1.12× 10–1 4.24× 10–1
r = 6 2.12× 10–5 5.17× 10–5 6.23× 10–4 1.94× 10–2 3.62× 10–1 2.80× 10–1
r = 7 1.11× 10–5 2.71× 10–5 5.37× 10–4 4.13× 10–2 8.54× 10–2 1.78× 10–1
r = 8 5.70× 10–6 1.38× 10–5 4.95× 10–4 6.89× 10–2 6.37× 10–2 7.07× 10–2
r = 9 2.90× 10–6 7.01× 10–6 4.75× 10–4 9.40× 10–2 8.64× 10–2 9.04× 10–3
Jafarian et al. Advances in Diﬀerence Equations 2013, 2013:123 Page 14 of 15
http://www.advancesindifferenceequations.com/content/2013/1/123
Table 5 Numerical results with error analysis for Example 3
t = 12r Exact solution Approximate solution Error
F1(t) F2(t) F3(t) F1,3(t) F2,3(t) F3,3(t) e1,3(t), i = 1, . . . , 3
r = 1 10.500 –4.5000 1.7500 10.500 –4.5000 1.7500 0.0000
r = 2 9.2500 –4.8750 1.3125 9.2500 –4.8750 1.3125 0.0000
r = 3 8.6250 –4.9688 1.1406 8.6250 –4.9688 1.1406 0.0000
r = 4 8.3125 –4.9922 1.0664 8.3125 –4.9922 1.0664 0.0000
r = 5 8.1563 –4.9980 1.0322 8.1563 –4.9980 1.0322 0.0000
r = 6 8.0781 –4.9995 1.0159 8.0781 –4.9995 1.0159 0.0000
r = 7 8.0391 –4.9999 1.0079 8.0391 –4.9999 1.0079 0.0000
r = 8 8.0195 –5.0000 1.0039 8.0195 –5.0000 1.0039 0.0000
r = 9 8.0098 –5.0000 1.0020 8.0098 –5.0000 1.0020 0.0000
Table 6 Absolute errors for Example 3
t = 12r ANNmethod Trapezoidal quadrature rule
e1,3(t) e2,3(t) e3,3(t) e1,3(t) e2,3(t) e3,3(t)
r = 1 2.4× 10–2 7.2× 10–3 7.8× 10–4 6.2× 10–3 5.8× 10–3 8.1× 10–3
r = 2 6.1× 10–3 4.9× 10–3 5.7× 10–4 2.0× 10–2 2.0× 10–2 2.1× 10–2
r = 3 1.3× 10–2 4.4× 10–3 5.1× 10–4 3.7× 10–2 2.1× 10–2 2.4× 10–2
r = 4 1.4× 10–2 4.2× 10–3 5.1× 10–4 2.8× 10–2 1.5× 10–2 3.2× 10–2
r = 5 1.5× 10–2 4.3× 10–3 5.1× 10–4 2.5× 10–3 4.8× 10–3 5.7× 10–3
r = 6 1.6× 10–2 4.2× 10–3 5.1× 10–4 2.1× 10–2 5.3× 10–2 6.7× 10–3
r = 7 1.6× 10–2 4.3× 10–3 5.0× 10–4 4.7× 10–2 6.9× 10–3 7.3× 10–3
r = 8 1.6× 10–2 4.3× 10–3 5.0× 10–4 4.3× 10–2 3.4× 10–2 2.2× 10–2




















t – t – t + t + t + t + 
)
,
with the exact solution, F(t) = t + , F(t) = t –  and F(t) = t + t + . Again,we solved
this example by this method and the results are given in Table . Table  illustrates the
absolute errors of ANN method and TQR for this example.
As we can see this method will be useful when the exact solution is a polynomial. In
other word, the proposed method give the analytical solution for the system, if the exact
solution be polynomials of degree n or less than n.
5 Conclusions
In some cases, an analytical solution cannot be found for integral equations system, there-
fore, numerical methods have been applied. In this study, we have worked out a compu-
tational method to approximate solution of the Fredholm and Volterra integral equations
systems of the second kind. The present course is a method for approximating unknown
functions in terms of truncated sequences including Bernstein polynomials. It is clear that
to get the best approximating solutions of the given systems, the truncation degree nmust
be chosen large enough. An interesting feature of this method is ﬁnding the analytical so-
lution for given system, if the exact solution be polynomials of degree n or less than n.
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Additionally, the proposed method has been compared with ANNmethod [] and TQR.
The analyzed examples illustrated the ability and reliability of the present method. The
obtained solutions, in comparison with exact solutions admit a remarkable accuracy. Ex-
tensions to the case ofmore general systems of integral equations are left for future studies.
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