In the main part of this paper, we present a systematic discussion for the optimum interpolation approximation in a shift-invariant wavelet and/or scaling subspace. In this paper, we suppose that signals are expressed as linear combinations of a large number of base functions having unknown coefficients. Under this assumption, we consider a problem of approximating these linear combinations of higher degree by using a smaller number of sample values. Hence, error of approximation happens in most cases. The presented approximation minimizes various worst-case measures of approximation error at the same time among all the linear and the nonlinear approximations under the same conditions. The presented approximation is quite flexible in choosing the sampling interval. The presented approximation uses a finite number of sample values and satisfies two conditions for the optimum approximation presented in this paper. The optimum approximation presented in this paper uses sample values of signal directly. Hence, the presented result is independent from the so-called initial problem in wavelet theory. key words: digital signal processing, the optimum interpolation, filter banks, wavelet subspace
Introduction
In broadcasting or in multi-media, we frequently have to connect transmission channels or apparatuses having different sampling rates [31] . Sometimes, we have to restore signal approximately from given sample values obtained at coarser sample points by estimating lost part of signals [25] . Hence, in recent years, theory of interpolation has gained much attention as useful technique in digital signal processing [45] , [46] . For example, it is required to convert sampling rate of high quality audio compact discs into lower rate fitting to mobile communication channel [29] , [30] . A similar situation happens in the case that we convert ordinary film signal to video or T V signal [32] , [44] , [49] .
If we do not restrict a set of signals at all in interpolation, we can obtain no information for the signal except the given sample values. Hence, in almost all cases, we will fail in its interpolation. Approximate band-limitation is a well-known restriction imposed on the set of signals used in interpolation. On the other hand, if signal is band-limited exactly, it is well known that the signal is restored perfectly † † The author is with the Department of Electrical and Electronics Engineering, Nihon University, Koriyama-shi, 963-8642 Japan.
a) E-mail: y-kida@pha.ohu-u.ac.jp b) E-mail: kida@ee.ce.nihon-u.ac.jp DOI: 10.1093/ietfec/e90-a. 9 .1885 by Shannon's sampling theorem and other sampling theorems for band-limited signals. Many excellent contributions are presented or cited in the bibliographies [5] , [21] , [24] . However, because an infinite number of sample values are used in these sampling theorems, if we use a finite number of sample values in the corresponding interpolation, we can not avoid error of approximation. Hence, from a practical point of view, it becomes important to develop systematic method for minimizing measures of approximation error in interpolation of signals using a finite number of sample values.
In many practical applications, we use linear combinations of sinusoidal signals or wavelet signals to express real signal approximately. In most of early contributions [1] , [4] , the corresponding interpolation uses the same or a larger number of sample values compared to the number of coefficients contained in the original finite series of functions. Hence, in most of these analyses, the resultant interpolation formulas can reconstruct the original function. However, in this paper, we adopt different standpoint. If we use linear combination of a larger number of terms, we can consider that the linear combination can approximate real signal more favorably. Hence, as for the signal, it is natural to assume that a large number of terms, that is, a large number of coefficients, are used in the linear combination of sinusoidal signals or wavelet signals. On the other hand, from a practical point of view, we face a problem of approximating these linear combinations of higher degrees by using a smaller number of sample values than the number of coefficients contained in these linear combinations. In this situation, minimization of approximation error becomes important. This is the main theme of this paper.
Relating to approximation of signals by interpolation, Kida and Mochizuki presented a systematic discussion which minimizes the wide variety of measures of error at the same time under some conditions [23] , [26] . The optimum discrete interpolatory approximation of onedimensional signals is presented in the literature [47] . However, all of these do not treat approximation of signals in wavelet and/or scaling subspace directly.
Recently, approximation in wavelet and/or scaling subspace has gained much attention in the field of multiresolution analysis (MRA) [33] - [35] . In the literature [37] , Walter gives a sampling theorem for a class of wavelet and/or scaling subspaces. Janssen presents sampling theorem using the Zak-transform [39] . In Ref. [40] , Xia and Zhang consider a condition that a certain sampling theoCopyright c 2007 The Institute of Electronics, Information and Communication Engineers rem for a class of wavelet and/or scaling subspaces holds. Aldroubi and Unser present wide class of sampling theorems in shift invariant subspaces [36] , [38] , [41] , [42] . In [43] , Chen and Itoh present a necessary and sufficient condition that sampling theorem for shift invariant subspace holds. However, there are few that treat the optimum interpolatory approximation directly from a point of settheoretical signal approximation of signals in shift-invariant wavelet and/or scaling subspace.
In preparatory section of this paper, we begin by showing that, for one-dimensional signals expressed by linear combination of the sinusoidal signals, there exist continuous interpolation functions satisfying two conditions for the optimum approximation presented in this paper. Then, as the main part of this paper, we present a systematic discussion for the optimum interpolation approximation in a shiftinvariant wavelet and/or scaling subspace.
Preparatory Discussion

Two Conditions
In this section, important two conditions for the optimum approximation are presented and it is shown that there exist continuous interpolation functions satisfying these two conditions for the optimum approximation.
Let R and Z be the set of real numbers and the set of integers, respectively. Let z be the complex conjugate of a complex number z. Suppose that Y is a subset of R. For a given function f (y) (y ∈ Y), the quantity sup y∈Y { f (y)} means the upper limit of f (y) obtained by changing y over all the elements in Y.
Assume that, in general, there exists a set of continuous (or analytic) signals f (t). Let Ξ be the set of signals f (t). A concrete example of the set of signals and the corresponding approximation are given later.
Suppose that T and M are given positive integers, respectively. Further, let Λ be the set of integers {0, 1, . . . , M − 1}. We denote by t m,n the sample points t m,n = nT + a m on the time axis, where 0 ≤ a m < T, m ∈ Λ, n ∈ Z. Further, let S PT be the set of all the t m,n = nT + a m (0 ≤ a m < T, m ∈ Λ, n ∈ Z). We assume that a m (m ∈ Λ) are integers.
Let H m (ω) (m ∈ Λ) be transfer functions of given linear time-invariant filters called analysis filters. In this paper, we assume that |H m (ω)| ≤ B (m ∈ Λ) holds for a given B(> 0). Let f m (t) (m ∈ Λ) be the output signals obtained by adding f (t) to H m (ω) (m ∈ Λ). We assume that f m (t) are continuous. We consider that the system S shown in Fig. 1 uses the fixed subset of the set of the sample points S PT or uses all the sample points t m,n = nT + a m in S PT . Let ∆ be set of pairs (m, n) for these sample points. Then, we assume that the approximation g(t) of f (t) has the form
When a finite number of sample points are used, we assume that the shape of interpolation functions ψ m,n (t) are different from each other for each pair of (m, n), in general.
In discussing problem of interpolation approximation, if a set of signals is not restricted at all in interpolation, it is impossible to obtain information for the signal except given sample values. Hence, we will fail in its interpolation in almost cases. Therefore, in this paper, we assume that a set of signals, that is, Ξ, is given initially. Further, if we select only one signal in the set of signals and if we consider approximation of this one signal, we can use the signal itself in its approximation. Hence, in this situation, it is meaningless to consider problem of approximation. Therefore, in this paper, we consider problem of signal approximation using measures of error based on the given set of signals containing an infinite number of signals. Intuitively speaking, measures of error considered in this paper are not measure of error for an individual signal directly but are measure of error decided by altogether of a signal belonging to a set of signals.
For a while, consider the following general approximations of f (t). Let g(t) = v 0 [{ f m,n }, t] be a linear/nonlinear approximation for f (t) in Ξ using the sample values f m,n = f m (t m,n ) ((m, n) ∈ ∆). We assume that v 0 [{ f m,n }, t] is zero when all the f m,n ((m, n) ∈ ∆) are zero. Let g(t) be the optimum approximation that we consider in this discussion.
Further, letĝ(t) = v[{ f m,n }, t] be another linear/ nonlinear approximation for f (t) in Ξ using the sample values f m,n = f m (t m,n ) ((m, n) ∈ ∆). In this paper, we assume that v[{ f m,n }, t] is zero when all the f m,n ((m, n) ∈ ∆) are zero. Letĝ(t) be the approximation that is compared with g(t).
Suppose that e(t) = f (t) − g(t) andê(t) = f (t) −ĝ(t) are the errors of the corresponding approximations g(t) and g(t), respectively. Since the error of approximationê(t) = f (t) −ĝ(t) depends on the signal f (t), we express the error of approximationê(t) asê(t) = ε[ f (t)].
Let β[ê(t)] be a function (or a functional/an operator) of e(t) and let β[ê(t)] have non-negative value. We use similar notation β[e(t)] for e(t) also.
In this paper, we consider the following worst-case measures of error defined by given set of signals.
Let Θ be a subset in Ξ. Then, consider the following measure of error of approximation E Θ (t) for f (t) in Θ.
With respect to E Θ (t), it is natural to assume that E Θ s (t) ≤ E Θ (t) holds for all the set of signals Θ s satisfying Θ s ⊆ Θ.
As shown in Eq. (2), E Θ (t) is the upper limit of β[ê(t)] obtained by changing f (t) in the set of signals Θ. That is, E Θ (t) is the worst-case measure of error for whole signals in Θ.
Let
be the (final) measure of error of approximation to be minimized, where β[·] is any operator/functional/function. Now, pay attention to the following assumption. Let Ξ e be the set of all the e(t)'s. Then, we assume that the following two conditions are satisfied with respect toê(t), e(t), Ξ and Ξ e .
CONDITION 1:ê(t)|
Condition 1 means that, if we input error of approximation e(t) of the proposed approximation system to the other linear/nonlinear approximation system, the corresponding error of the other linear/nonlinear approximation system is identical to the error of the proposed approximation system. Intuitively speaking, the other linear/nonlinear approximation system cannot improve error of approximation when error of the proposed approximation system is inputted. Condition 2 means that the set of error of the proposed approximation system is contained in the set of signals.
Then, as the consequence of E Θ s (t) ≤ E Θ (t) (Θ s ⊆ Θ) and the above two conditions, we have
Therefore, we obtain the following inequality.
Hence,
gives the minimum measure of error of approximation sup f (t)∈Ξ {β[e(t)]} among all the measures of error of approximation sup f (t)∈Ξ {β[ê(t)]} under consideration.
For the sake of simplicity, if an approximation g(t) = v 0 [{ f m,n }, t] is the optimum approximation in this meaning, we call g(t) the BAMIE (Best Approximation Having the Minimum Interpolation Error), or simply, the MIE.
Extended Interpolation for Signals Expressed by Linear Combination of Sinusoidal Signals
Now, we consider the concrete example of the set of signals and the corresponding approximation for the filter bank system S . Let W(ω) be an arbitrary bounded positive function sat- • L 2 prd is the set of all the functions s(t) satisfying 
where
H is the set of all the functions satisfying lim
Then, although we omit most of the proofs, we have the following series of Lemmas.
Lemma 1:
The coefficients c p (p = 0, 1, 2, . . . , N) in Eq. (6) are given by
Let v(t) and w(t) be functions having Fourier transforms of
Then, we obtain Lemma 2:
Lemma 3:
In this paper, we restrict our discussion such that the signal f (t) satisfies the following condition.
where A is the prescribed positive constant. For example, let us assume that W(ω p ) in Eq. (14) becomes small with the increase of p. Then, as a direct consequence of Eq. (14), the value of |c p | 2 becomes small with the increase of p. Hence, in this case, we may consider that Eq. (14) imposes moderate band limitation on the amplitude of the coefficients c p (p = 0, 1, 2, . . . , N) of the signal f (t).
We denote by Ξ 1 the family of all the set of signals f (t) satisfying Eq. (14) . Now, we define
Then, we have
Further, define that
Besides, we define the output signals of H m (ω) by
Then, we have the following Lemma.
Lemma 5:
For f m (t), we obtain
Consider the filter bank system S using the fixed subset of the set of the sample points S PT or using all the sample points t m,n = nT + a m in S PT . In the following discussion in this section, we derive the optimum interpolation functions ψ m,n (t) ((m, n) ∈ ∆) minimizing every measure of error of approximation E(t) = E Ξ (t) = sup f (t)∈Ξ {β[e(t)]}, simultaneously, where e(t) is the corresponding error of approximation.
The corresponding approximation is defined by
For convenience sake, we call ψ m,n (t) ((m, n) ∈ ∆) (generalized) interpolation functions.
The approximation error is given by
Then, for a while, we consider a simpler measure of error E max (t) defined by
that is the upper limit of |e(t)| for all the f (t) in Ξ 1 .
Now, assume that t is a fixed number. Then, we obtain Lemma 6: e(t) = f (t) − g(t) can be expressed as
The proof is omitted.
Using Schwarz inequality, we obtain
is valid for the given parameter t, it is proved easily that the equality of Eq. (24) holds. Further, ||W
For any given t, if f (τ) =f (t, τ) holds, |e(τ)| reaches its upper bound at τ = t. Hence, |e(t)| = E max (t) holds. Therefore, the following equation holds.
Differentiating E max (t) 2 with respect to ψ m,n (t) ((m, n) ∈ ∆) and putting the resultant formulas into zero, we obtain a set of linear equations for the optimum interpolation func-
We assume that the coefficient matrix has sufficiently large rank.
be one to one correspondence between an integer µ (µ = 1, 2, . . . , σ) and a pair of vectors (k, p) ((k, p) ∈ ∆). Then, from the Schmidt algorithm, we can derive the orthogonal base-
Further, a µ,ν and b µ,ν (µ, ν = 1, 2, . . . , σ) are the complex coefficients associated with the Schmidt algorithm. Then, we can obtain
2 . Here, we assume that the interpolation functions ψ k,p (t) ((k, p) ∈ ∆) are identical with the optimum ones minimizing E max (t). Hence, putting
we can easily obtain 
Hence, from Eq. (32) and Lemma 4, we can prove that
Then, considering f (t) = ψ k,p (τ) in Lemma 5, from Eq. (28), Eq. (32) and Eq. (34), we can prove
Equation (35) shows that sample values of output
This indicates that ψ k,p (t) satisfies generalized discrete orthogonality.
Letf (t) be any function in Ξ 1 . As a direct consequence of Eq. (35) 
holds. Hence, for all of these approximations, Condition 1 is satisfied. Now, consider
where v q (τ) (q = 1, 2, . . . , σ) are the orthonormal bases defined previously. Then, we have
Further, define
Then, we obtain the following Lemma.
Lemma 8:
As is shown in Lemma 8, if ||W
Hence, Condition 2 is satisfied. Hence, the presented approximation satisfies Condition 1 and 2. Therefore, as shown in the previous subsection, we can conclude that the presented optimum interpolation functions minimize various worst-case measures of error at the same time.
The Optimum Interpolation in Wavelet Subspace
Outline of the Following Discussion
Firstly, we describe an outline of the following analysis to help with understanding of a reader.
In the following sections, e x is frequently expressed by exp{x}, where x is an arbitrary real or complex number. The function sinc{t} is defined by sinc{t}= sin(t) t . Let ψ(t) be a function in L 2 and letψ(ω) be the Fourier transform of ψ(t). Then, we obtain the following Theorem.
Theorem 1:
Suppose that p and k are arbitrary integers. Then, we can obtain
Now, consider that signal f p (t) expressed by
We derive the Fourier transform of a wavelet expansion shown in Eq. (43) . Let F p (ω) be Fourier transform of f p (t). Then, we obtain
, where δ(t) is delta function. For convenience sake, we call k p (t) component signal.
In this paper, we consider a set of source signals
p kω with limited energy in a period. That is, S p (ω) is assumed to satisfy
Although our discussion is based on deterministic signal processing, this source signal s p (t) is considered a model of white noise in statistical signal processing.
Then, we define a series of hierarchical linear filters having transfer functions
Based on this set of source signals s p (t) and linear filters W p (ω), we consider output signal u p (t) obtained when a source signal s p (t) passes through linear filter with transfer function
The source signal s p (t) has limited energy shown in Eq. (46) . Hence, from Eq. (46), we obtain
We call W p (ω) weighting function. In this paper, we assume that Fourier transform K p (ω) of component signal k p (t) is identical to Fourier transform U p (ω) of output signal u p (t), that is K p (ω) that satisfies the same integral inequality shown in Eq. (48).
If the transfer function W p (ω) is selected carefully to fit to a family of signals that we want to process, set of signals { f p (t)} satisfying the above constraint of component signal k p (t) by integral inequality shown in Eq. (49) can express many types of set of signals in actual processing of signals.
As is mentioned above, in this discussion, we assume that the weighting functions W p (ω) to restrict component signals k p (t) satisfy relations of scaling
exactly, but individual Fourier transforms K p (ω) of component signals k p (t) are not required to satisfy scaling relations strictly. It is assumed only that a signal f p (t), that we consider in main part of this paper, is selected in a series of hierarchical signal-sets each set of which consists of signals having component signal k p (t) such that the corresponding Fourier transform K p (ω) of k p (t) satisfies the integral inequality Eq. (49) . The optimum approximation presented in the main part of this paper uses sample values of signal directly. Hence, the presented result is independent from the so-called initial problem in wavelet theory. In other words, if we can know a whole signal a priori in order to calculate wavelet coefficients by integral, approximation of the signal is not needed. On the other hand, in case that we calculate wavelet coefficients approximately with a finite number of sample values of the signal, we can obtain better approximation by the proposed method that uses the same sample values directly.
We consider that a large number of terms, that is, a large number of unknown coefficients, of linear combination are used in expressing original signals. Hence, we consider the following situation that this approximation in the initial stage, that is, expression of real signal by wavelet expansion, is good but we can not know the corresponding wavelet coefficients actually. In this paper, we adopt the standpoint that, through a data of weighting function W p (ω), we can know framework of set of signal-data, data about data, a kind of metadata, only and we consider a problem of approximating these linear combinations of higher degree by using a smaller number of sample values. Hence, error of approximation happens in most cases. Therefore, we do not consider perfect reconstruction mainly in this paper.
Integral Representation of Error in Wavelet Subspace
Let N and T p be positive integers. Further, let ξ 
Proof is given in the Appendix.
In this section, we define the following notations.
Then, we can prove
From Eq. (52) and Eq. (59), we notice that e N (t) is identical with e N p (t) when p is equal to zero. Further, when p is equal to zero, we define
where T = T 0 . Then, from the direct consequence of Eq. (59), we have the following Theorem.
Theorem 3: Suppose that
where l 2 is the set of all the series of coefficients {c 0 (k)} satisfying ∞ k=−∞ |c 0 (k)| 2 < +∞. Then, the following equations hold.
Proof: Substituting Eq. (63) to Eq. (64), we have
Using the transformation of variables W = ω + 2mπ in Eq. (66), we have
Hence, substituting Eq. (64) to Eq. (65), we have
As shown above, instead of treating general expression of error e N p (t) corresponding to arbitrary non-zero integer p, it is sufficient to consider the case that p is equal to zero. Note that Eq. (58) and Eq. (65) play an essential role in this transformation with respect to p.
The Optimum Interpolation Function in Wavelet Subspace
Now, we enter the main part of the discussion for the optimum interpolation in shift invariant subspace. In the following discussion, we some times use the notation k for
Consider that signal f (t) is expressed by the following generalized inverse transform
whereψ(ω) is any function in L 2 satisfying
jnT ω holds. Then, f (t) is expressed as
where ψ(t) ψ (ω), {ψ(k)} ∈ l 2 . Selecting appropriate ψ(t), we can establish that the set of signals { f (t)} makes a shift-invariant wavelet subspace. Now, assume that F(ω) satisfies
where A is the prescribed positive number and W(ω) is a given positive bounded weighting function. Let Ξ be the set of signals f (t) defined above. Further, consider the approximation of f (t) defined by
where N is a given non-negative integer. The functions ψ n (t) (n = −N, −N + 1, . . . , N) are the prescribed bounded real functions called interpolation functions. Then, the corresponding approximation error is
The measure of error E max (t) is defined by
Then, we obtain the next Theorem.
Theorem 4:
Considering the condition that the equality holds in the Schwarz inequality, we can prove
The proof of this theorem is similar to the proof of Theorem 9 presented later. Hence, it is omitted.
Assume that ψ r (t) (r = −N, −N + 1, . . . , N) are the optimum interpolation functions minimizing E max (t) 2 . Then, we can easily prove that the discrete orthogonality ψ r (rT ) = 1 and ψ r (qT ) = 0 (r, q = −N, −N + 1, . . . , N; r q) hold.
Interpolation Function ρ n (t)
Using the Schmidt orthogonality algorithm, we can derive a set of orthonormal bases
for the inner product
and the norm
Further, as the inverse relation of Eq. (78), we obtain 
. , N)
Then, we consider that the interpolation functions expressed by
Hence, the following Theorem holds.
Theorem 5:
The interpolation functions ρ n (t) (n = −N, −N + 1, . . . , N) satisfy the discrete orthogonality 
Further, let y(t) be the approximation of f (t) whose interpolation functions are ρ n (t) (n = −N, −N+1, . . . , N). That is,
Then, the following Theorem holds.
Theorem 6:
The approximation y(t) satisfies
The proof of this theorem is similar to the proof of Theorem 10 presented later. Hence, it is omitted. From Eq. (69) and Eq. (89), we have
Y(ω)H(ω, t)dω
Further, the following Theorem holds.
Theorem 7:
Hence, we obtain
Therefore, Condition 1 is satisfied. On the other hand, from Eq. (90), we obtain
Moreover, the following equations hold.
Therefore, from Eq. (90) and Eq. (96), we can express
Here, the following Theorem holds.
Theorem 8: For f (t), y(t) and e(t), we have
F |W| 2 2 = Y |W| 2 2 + E |W| 2
(98)
Proof: From Eq. (92) and Eq. (95), we obtain
Moreover, from Eq. (92), we obtain
As a direct consequence of Eq. (100), we have Eq. (98).
Hence, from the definition of norm in Eq. (80) and Eq. (98), we obtain
Let Ξ e be the set of approximation errors e(t). Then, from Eq. (102), Ξ e ⊆ Ξ holds.
Hence, the presented approximation satisfies Condition 1 and 2. Therefore, as shown in the previous section, we can conclude that the presented optimum interpolation functions ρ n (t) = ψ n (t) (n = −N, −N +1, ..., N) minimize various worst case measures of approximation error at the same time.
As is mentioned in Introduction, there are many sampling theorems for shift invariant subspaces. For example, suppose that ϕ(t) is a continuous orthonormal scaling function of an MRA {V m } m∈Z satisfying |ϕ(t)| ≤ O((1 + |t|) −1− ) for some > 0. Further, letφ * (ω) = n ϕ(n)e −inω be valid. Then, in Ref. [37] , it is proved that there exists a ξ(t) ∈ V 0 such that f (t) = n∈Z f (n)ξ(t − n) holds for any f (t) ∈ V 0 ifφ * (ω) 0. In these sampling theorems, it is assumed that an infinite number of sample values are used. However, in this paper, we consider the situation that we can use only a finite number of sample values from practical point of view. Therefore, error of approximation occurs in general. Because this approximation minimizes various worst-case measures of error at the same time, if the number of sample values approaches to the infinity and the corresponding conditions of sampling theorems are satisfied, the corresponding error of approximation approaches to zero. Hence, sampling theorem holds finally.
The Generalized Optimum Interpolation Function in Wavelet and Scaling Subspace
Integral Representation of Error in Wavelet and Scaling Subspace
In this section, we will generalize the above optimum interpolation to apply it in wavelet and scaling subspace. Let ψ(t) be the wavelet function and let φ(t) be the scaling function. Assume that signal f (t) is expressed by the following generalized inverse transform
whereψ(ω) andφ(ω) are any functions in L 2 satisfy-
Then, similar to Eq. (60) and Theorem 3, we can prove that f (t) is expressed by
where ψ(t) ψ (ω), {ψ(k)} ∈ l 2 and φ(t) φ (ω), {φ(k)} ∈ l 2 . Selecting appropriate ψ(t) and φ(t), we can establish that the set of signals { f (t)} makes a shift-invariant wavelet and scaling subspace.
In the following, we assume that F(ω) and G(ω) satisfy
where A is the prescribed positive number and W 1 (ω) and W 2 (ω) are given positive bounded weighting functions. Let Ξ be the set of signals f (t) defined above. Now, we consider an approximation of f (t) defined by
where N and T are given non-negative integers, respectively. The functions ψ n (t) (n = −N, −N + 1, . . . , N) are the prescribed bounded real functions called interpolation functions. Then, the corresponding approximation error is
We define the measure of error E max (t) by
Theorem 9:
Proof is given in the Appendix. Now, assume that ψ r (t) (r = −N, −N + 1, . . . , N) are the optimum interpolation functions minimizing E max (t) 2 . Then, we can easily prove that the discrete orthogonality ψ r (rT ) = 1 and ψ r (qT ) = 0 (r, q = −N, −N + 1, . . . , N; r q) hold.
Generalized Interpolation Function
t . Using the Schmidt orthogonality algorithm, we can derive a set of orthonormal bases for the inner product
and
Moreover, the following equations holds. Then, we assume that the optimum interpolation functions are expressed by
Further, let y(t) be the approximation of f (t) whose interpolation functions are ρ n (t) (n = −N, −N + 1, ..., N) . That is,
Theorem 10:
From Eq. (127), we obtain
Hence, we have
Therefore, we obtain the next Theorem.
Theorem 11: All the sample values of e(t) satisfy
Hence, Condition 1 is satisfied. From Eq. (103) and Eq. (126), we have
Because W(ω) −1 Y(ω) is a finite orthogonal expansion of W −1 (ω)F(ω) with respect to the orthonormal vectors v q (ω), we have the following Theorem.
Theorem 12: For f (t), y(t) and e(t), we have
Therefore, from the definition of norm in Eq. (117), Eq. (128) and Eq. (133), we can prove
Let Ξ e be the set of approximation errors e(t). Then, from Eq. (135), Ξ e ⊆ Ξ holds. Further, ρ n (t) (n = −N, −N + 1, . . . , N) satisfy the discrete orthogonality Eq. (124).
Hence, the presented approximation satisfies Condition 1 and 2. Therefore, as shown in the previous section, we can conclude that the presented optimum interpolation functions ρ n (t) = ψ n (t) (n = −N, −N + 1, . . . , N) minimize various worst case measures of approximation error among all the linear and the nonlinear approximations using the same sample values of the signal f (t).
Extension and Application
Extension to Approximation Having Higher-Layers
Let τ and P be given positive integers. In this discussion, for given integers n = −N, −N +1, . . . , N and p = 0, 1, . . . , P−1, we assume that T p = τ and ξ N p (t, nT p ) = ψ n (t). Further, we assume that
hold. Besides, suppose that f (t) and its approximation y N (t) are expressed by
where f p (t) is given in Eq. (43).
Then, the corresponding error of approximation becomes
Similar to Eq. (109), we assume that
holds, where α p (p = 0, 1, . . . , P − 1) are the prescribed constants for deciding distribution of a certain norm of F p (ω) (p = 0, 1, . . . , P − 1). Then, performing similar analysis to Theorem 9, we can derive
where E max (t) is the measure of error defined by Eq. (112) similarly. Substituting Eq. (136) to Eq. (141), we have
As shown in Eq. (142), E max (t) in this analysis has similar form as sum of E max (t) in Eq. (113). Therefore, differentiating E max (t) 2 in Eq. (142) with respect to ψ n (t) (n = −N, −N + 1, . . . , N) and putting the resultant formulas into zero, we can obtain a set of linear equations for the optimum interpolation functions ψ n (t) (n = −N, −N +1, . . . , N) minimizing E max (t) 2 in Eq. (142). In Eq. (142), the coefficient of ψ n (t) is
As is defined earlier, τ is an integer. Further, we define sets of integers Υ p = {0, 1, . . . , 2 p − 1}, (p = 0, 1, . . . , P − 1). Then, if we express mnτ by mnτ = 2 p k + r (k = an integer, r ∈ Υ p ), we can obtain the following simplified expression e 
Further, based on these finite number of m 0 and n 0 , we can consider an infinite number of pairs (m, n) satisfying
p n 1 + n 0 ≤ N by adopting the corresponding integers k, m 1 and n 1 . In the following, we express these pairs of integers (m, n) decided by each r 0 as (m(k, r), n(k, r)) = (m(k, r 0 ), n(k, r 0 )). Under this discussion, for each r = r 0 , we can make software to calculate the following function ψ k,r (t, ω) simply.
Then, from Eq. (143), we can obtain
where r 0 and k are summation for the corresponding integers r 0 and k. In calculating the optimum interpolation functions ψ n (t) (n = −N, −N + 1, . . . , N), it is necessary to differentiating the corresponding E max (t) by ψ n (t) (n = −N, −N + 1, . . . , N). Hence, we have to differentiating Eq. (142) and obtain the corresponding coefficient matrix. In this calculation, the above bundled expression shown in Eq. (149) will be useful to simplify the calculation. Although detail is omitted, similar high-efficient calculation as FFT will be possible to the optimum interpolation functions ψ n (t) (n = −N, −N + 1, . . . , N). This interesting problem is presented in future.
In general case where Eq. (136) does not holds, we have to calculate the corresponding set of linear equations generally, but, for simplicity, we omit the detail.
Some Additional Remarks
A: Pseudo Biorthogonal Basis and Minimization of
Norm of Approximation Formulas In situation that noise exists, in [19] and [20] , Ogawa discusses a problem of recovering a signal from its noisy version. Within the framework of series expansion, Ogawa shows that the recovery functions become elements of an extended pseudo biorthogonal basis (EPBOB) suppressing corruption noise efficiently. Further, in [20] , Ogawa presents a sampling operator which minimizes the restoration error by partial projection filter (PTPF). However, the optimum approximation discussed so far is not discussed in [19] and [20] .
In [28] and [17] , the minimization of norm of approximation formulas is discussed. Since this topic is interesting in signal theory, we will provide some comments.
In the following, we will consider the minimization of norm of approximation formulas from a situation generalized a little. Because we write it briefly, please forgive us for not providing every exact detail.
Let Z 0 be a subset of the set of all the integers. Consider Ξ be a set of all the signals f (t) satisfying || f (t)|| ≤ A for a certain norm || · || and a given positive number A. Further, consider two methods of approximation, A 0 and A 1 , of f (t) defined by the same prescribed sample values f (nT ) (n ∈ Z 0 ) produced by linear sampler. Let g(t) and y(t) be the corresponding approximation of f (t) by the method of A 0 and A 1 , respectively. Define e(t) = f (t) − g(t) and e(t) = f (t) − y(t), respectively. We assume that, with respect to a f (t), both the g(t) and y(t) are identically zero if all the corresponding sample values f (nT ) (n ∈ Z 0 ) are zero. Conversely, with respect to a f (t), if g(t) or y(t) is identically zero, all the corresponding f (nT ) (n ∈ Z 0 ) are zero. Besides, we assume that all the functions f (t), g(t), y(t), e(t) andê(t) approach to zero if |t| approaches to the infinity.
Assume that A 0 satisfies Condition 1 and Condition 2, and hence, is the optimum approximation discussed in this paper. From the above assumption and Condition 1, we can prove e(nT ) = 0 and g(nT ) = f (nT ).
Further, in this discussion, we assume that both the g(t) and y(t) are contained in the set of signals Ξ.
For every f (t), g(t) and y(t) in Ξ and each e(t), let Θ{ f (t), g(t); e(t)} be the set of all the pairs { f (t), g(t)} satisfying f (t) − g(t) = e(t). Similarly, we denote bŷ Θ{ f (t), y(t);ê(t)} be the set of all the pairs { f (t), y(t)} satisfying f (t) − y(t) =ê(t). We consider a certain continuous quantity υ{a(t), b(t)} determined by arbitrary func-tions a(t) and b(t), in general. It is necessary to assume that υ{a(t), b(t)}, a(t) and b(t) are well-defined in our discussion such that these quantity and functions are continuous, for example, but for simplicity, we do not enter details. For respective e(t) andê(t), let { f 0 (t), g 0 (t); e(t)} and { f 1 (t), y 1 (t);ê(t)} be pairs of signal and its approximation that provide the upper limit of υ{ f (t), g(t)} and υ{ f (t), y(t)} obtained by changing { f (t), g(t)} and { f (t), y(t)} in Θ{ f (t), g(t); e(t)} andΘ{ f (t), y(t);ê(t)}, respectively. Now, we define an operator ξ 0 {e(t)} that corresponds { f 0 (t), g 0 (t); e(t)} to e(t). Similarly, we define an operator ξ 1 {ê(t)} that corresponds { f 1 (t), y 1 (t);ê(t)} toê(t). As shown in later, if we consider quantization of every signals with quite small quantization step, under some assumptions, we can assume that anyê(t) is different from any e(t). Hence, we can define an operator ξ{k(t)} satisfying ξ{k(t)} = ξ 0 {e(t)} if k(t) = e(t) and ξ{k(t)} = ξ 1 {ê(t)} if k(t) =ê(t), respectively. Under this discussion, from the previous analysis presented so far, the optimum approximation presented in this paper minimizes sup
As an application of this fact, we can prove that the proposed optimum approximation in this paper minimizes the square-norm of y(t).
To prove that we can assume that everyê(t) are different from e(t), we add some comments. Temporarily, we assume that e(t) is identically equal toê(t) with respect to a f (t). If e(t) =ê(t) = 0 holds identically, f (t) = g(t) = y(t) holds identically and υ{ f (t), g(t)} = υ{ f (t), y(t)} is valid. Hence, in our discussion to compare A 0 and A 1 , we omit this case. Now, under appropriate assumption of continuity for norm and operators in this discussion, we consider that all the f (t), g(t) and y(t) are quantized using quite small step of quantization. From the assumption that f (t), g(t) and y(t) approach to zero when |t| approaches to the infinity, after this quantization, if |t| is quite large, quantized values of f (t), g(t) and y(t) are zero. Hence, after this quantization, we can consider a finite number of f (t), g(t) and y(t), only. Because f (t) and g(t) are contained in Ξ, making a well-known inequality for norm, we can prove that
is contained in Ξ, also. Because f (nT ) = g(nT ) holds and sampler is linear, the corresponding sample values of
Hence, approximation of
by the method of A 1 is y(t), as well, and the corresponding error of approximation isě(t) = f (t)+ g(t) 1+
− y(t). Therefore, we can prove that
−y(t)] = 1+ e(t) is not zero. Therefore, we considerě(t) as newê(t). Then, this newê(t) is different from e(t). Because we consider a finite number of f (t), g(t) and y(t) only and because there are only a finite number ofê(t) and e(t) having a non-zero finite distance between two differentê(t) and e(t), we can conclude that everyě(t) is different from any one of e(t). For any other f (t), g(t) and y(t) in Ξ that are not contained in these set of a finite number of quantized signals, we consider that the corresponding operators ξ{k(t)} are zero. Then, these ξ{k(t)} are not adopted in the minimization of sup f (t)∈Ξ ξ{k(t)}. Under all of these discussions, from the previous results presented so far, we can recognize that the optimum approximation presented in this paper minimizes
This discussion is quite general. Important discussions of the minimization of square norm for linear interpolation are provided in [12] , [17] .
B: Practical Application
As an application, we consider the analysis of radar signals with the Doppler shift.
Let c be the velocity of signal, usually equal to the velocity of light, and let d be the distance between radar and target. τ = 2d c is time-delay to get received signal. When the target is moving, such as a moving storm on the plains, d and τ varies and we express d(t) and τ(t), respectively. In this situation, at time t, the target is approximately at a distance of d t − τ(t) 2 away from the radar. Hence, we obtain approximately τ(t) = If we assume that the velocity of target is almost constant, we can consider that the first derivative of d(t) is almost constant at every t. Hence, taking the Taylor series expansion of τ(t) at τ 0 , after some calculation, we have
2 ), µ = 2v c+v and τ 0 is a constant chosen so that τ(τ 0 ) = τ 0 holds at t = τ 0 .
Let f (t) be a transmit signal. Then, obviously, the received signal is g(t) = f (t − τ(t)). Hence, we can obtain
Consider that c−v c+v is a scaling-factor of time and τ 0 is time-shift in Eq. (150) and image that these quantities move. Then, we can easily recognize that the receiving signal g(t) is similar to the wavelet atom. Therefore, in order to estimate g(t) with a finite number of sample values, the proposed approximation is fatally important. Because f (t) is known, we can estimate τ 0 and c−v c+v from g(t), and we can estimate the velocity of the target v and the position of it, finally.
Conclusion
In this paper, we firstly derived the optimum interpolatory approximation for signals expressed by a finite sum of sinusoidal signals in the time domain. Secondly, we derived the optimum interpolatory approximation in a shift-invariant wavelet and/or scaling subspace. Moreover, we presented that this analysis can be expanded to more general case. Finally, we proposed some remarks of practical application. 
