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Visual search may be aﬀected by mirror-image symmetry between target and non-targets and also by switching the roles of target and
non-target. Do diﬀerent attention mechanisms underlie these two phenomena? Can a unifying explanation account for both? We con-
ducted two experiments to decompose processing into component parts, and compared results to competing models predictions. Mirror-
image search was unimpaired after target discrimination had been balanced across search conditions—results were consistent with an
unlimited-capacity, decision noise model. Search asymmetry aﬀected higher-level processing, however, resulting in capacity limitations
that necessitated serial processing. A unifying explanation can account for these two seemingly unrelated phenomena.
 2005 Elsevier Ltd. All rights reserved.
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Visual search paradigms have been widely used to
explore perceptual and cognitive information processing
and to determine under what conditions demands are
placed on attention. In this pursuit, numerous visual search
experiments have been performed, as reviewed by others
(e.g., Pashler, 1998; Wolfe, 1999). The extensive visual
search literature demonstrates a wide diversity of phenom-
ena, with a corresponding diversity of explanations for
them.
In this paper, we used simple line stimuli to look at two
seemingly unrelated phenomena: (a) mirror-image symme-
try between target and non-targets (e.g., Davis, Shikano,
Peterson, & Michel, 2003; Roggeveen, Kingstone, & Enns,
2004; Wolfe & Friedman-Hill, 1992) and (b) asymmetry in
visual search performance caused by exchanging the roles
of target and non-target stimuli (e.g., Carrasco, McLean,0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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1990; Treisman & Gormican, 1988; Treisman & Souther,
1985). For our experiments, the mirror-image search target
was a line tilted clockwise (T:/) embedded among non-tar-
get lines tilted counterclockwise (N:n), whereas the asym-
metric search target was a vertical line (T:|) with
non-target lines tilted clockwise (N:/). Both mirror-image
and asymmetric searches were compared to a baseline
condition in which the target is tilted clockwise (T:/) and
the non-targets are vertical lines (N:|).
Both mirror-image symmetry and search asymmetry
may result in larger set-size eﬀects than the comparison
baseline condition (but see Davis et al., 2003). On one
hand, large diﬀerences in set-size eﬀects could occur
because processing is qualitatively diﬀerent from the base-
line condition. For example, consider capacity limitations,
where capacity is deﬁned as the maximum amount of infor-
mation that can be processed per unit time (or stored in a
short-term buﬀer). Perhaps mirror-image or asymmetric
search places additional demands on attention that result
in capacity limitations whereas no such capacity limitations
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1988). On the other hand, diﬀerences in set-size eﬀects
could occur even if processing is qualitatively similar across
conditions. For example, unlimited-capacity processing
could occur for all conditions, but the processing may be
noisier for the mirror-image or asymmetric search than
for the comparison baseline condition (e.g., Palmer, Verghese,
& Pavel, 2000). As Pashler (1998) has pointed out, noisy
processing is sometimes mistaken for capacity limitations
when, in fact, there are no capacity limitations.
One issue addressed here is whether mirror-image sym-
metry or search asymmetry results from qualitatively diﬀer-
ent processing than occurs in the comparison baseline
condition. Another issue addressed is whether the underly-
ing mechanisms or relevant levels of processing do diﬀer
for mirror-image symmetry and search asymmetry. A third
issue is whether a unifying explanation can predict both the
mirror-image and search asymmetry results. Below we
summarize some of the germane literature and proposed
mechanisms.
1.1. Mirror-image symmetry
Although mirror-image symmetry about the vertical axis
can be helpful in perceptually segmenting ﬁgure from
ground, shape perception, and identiﬁcation of objects
(e.g., Koﬀka, 1935, cited in Baylis & Driver, 1995; Palmer,
1982; Pashler, 1990; Rock, 1983), the role it plays in visual
search is less clear (e.g., Davis et al., 2003; Roggeveen et al.,
2004; Wolfe & Friedman-Hill, 1992). Does mirror-image
symmetry between the target and non-target stimuli harm
search performance? If so, what underlying mechanism
causes this? Does it place additional demands on attention
so that capacity limitations occur?
Wolfe and Friedman-Hill (1992) as well as Roggeveen
and her colleagues (2004) have reported evidence that mir-
ror-image symmetry about the vertical axis does harm visu-
al search when at least some of the non-target stimuli are
mirror images of the target. They suggested that symmetry
about the vertical axis induces perceptual grouping among
stimuli, although symmetry about an oblique axis does not.
Thus, in mirror-image search the target is perceptually
grouped with the mirror-image non-target stimuli prior to
identiﬁcation of a target from a non-target. This places
additional demands on attention in segmenting the target
from non-targets, resulting in capacity limitations and larg-
er set-size eﬀects than found for the comparison baseline
condition. According to Wolfe, these results suggest that
the similarity between target and mirror-image non-target
is not adequately captured by sensory factors (i.e., psycho-
physical discrimination threshold); one must also consider
similarity caused by perceptual grouping of multiple stim-
uli at a higher level of processing.
In contrast, Davis et al. (2003) found that early sensory
processing could adequately account for mirror-image
search. If target discrimination was psychophysically
equated across mirror-image and baseline search, perfor-mance was similar in both search conditions: both were
consistent with predictions of a noisy, unlimited-capacity,
parallel-process model. There was no evidence of perceptu-
al grouping of multiple stimuli or of capacity limitations.
However, Davis and her colleagues only tested set sizes
of 2 and 4 items. If they had used a larger set size of 8 items,
perhaps they also would have found that mirror-image
symmetry adversely aﬀected visual search performance.
In the experiment reported here we used a larger range
of set sizes to test these two alternative explanations.
According to the perceptual grouping hypothesis, even if
pairs of target and non-target stimuli are psychophysically
equated for discriminability, this will not eliminate the
eﬀects of perceptual grouping for larger set sizes. The per-
ceptual grouping hypothesis predicts that parallel process-
ing will suﬀer capacity limitations in mirror-image search,
but not in baseline search. According to the alternative
hypothesis, however, equating psychophysical discrimina-
tion for a pair of target and non-target stimuli, in fact,
should eliminate any eﬀects caused by mirror-image sym-
metry. The alternative hypothesis predicts that noisy,
unlimited-capacity, parallel processing underlies both mir-
ror-image and baseline search performance, after target
discrimination has been equated.
Mirror-image symmetry between target and non-target
stimuli is only one manipulation that may inﬂuence search
performance. Switching the roles of target and non-target
stimuli also may aﬀect search performance, perhaps
because of diﬀerent underlying causes.
1.2. Visual search asymmetry
Treisman and others (e.g., Carrasco et al., 1998; Cava-
nagh et al., 1990; Treisman & Gormican, 1988; Treisman
& Souther, 1985) have reported that the search rate for a
target among non-target stimuli can change dramatically
when the roles of target and non-target are reversed. That
is, a marked search asymmetry often occurred so that in
one case the search was slower and more error-prone, sug-
gesting capacity limitations had occurred, but was much
faster and more accurate in the other search, suggesting
no capacity limitations. They found these search asymme-
tries for several diﬀerent sets of stimuli, such as curved ver-
sus straight lines or tilted versus vertical lines (e.g.,
Treisman & Gormican, 1988), and for several diﬀerent
types of surface media, such as luminance- or color- or
motion-deﬁned bars (Cavanagh et al., 1990).
Treisman suggested search asymmetries arise from high-
er-level processing. According to her interpretation, some
stimuli represent prototypes (e.g., a vertical line), whereas
others are deviations from that prototype (e.g., a tilted
line). The prototypical stimuli activate only the prototypical
channel whereas the deviant stimuli activate both the
prototypical as well as their own deviant channels (e.g., Tre-
isman, 1993; Treisman & Gormican, 1988). For instance,
to detect a target line tilted clockwise among vertical
non-target lines, one only needs to monitor the deviant
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deviant channel, it is easy to detect the tilted target. In con-
trast, to detect a vertical line target among tilted lines, ﬁrst
one must search through all locations that activate the
prototypical channel and then determine whether the stim-
ulus at each location is vertical or tilted. Because both ver-
tical and tilted lines activate the prototypical channel, it is
more diﬃcult to detect the vertical-line target.1 Thus,
whereas a tilted target among vertical non-targets is
searched in parallel, a vertical target among tilted non-tar-
gets is serially searched for individual items or sub-groups
of items (Treisman & Gormican, 1988).
An alternative interpretation is that ﬁltering out proto-
typical non-target stimuli is easier than ﬁltering out deviant
non-target stimuli (e.g., Carrasco et al., 1998; Treisman &
Gormican, 1988). The argument is that vertical stimuli
are more eﬃciently processed than tilted-line stimuli, as
suggested by various studies of oblique-eﬀect results (e.g.,
Appelle, 1972). Thus, one can immediately register a
homogeneous background of vertical line stimuli and ﬁlter
them out, but one cannot do this with a homogeneous
background of tilted line stimuli. This alternative explana-
tion also would account for a search asymmetry in which
performance is more eﬃcient for a tilted-line target embed-
ded among vertical non-target stimuli than vice versa.
1.3. Possible unifying explanations for the eﬀects of mirror-
image symmetry and search asymmetry
Notice that both search asymmetry explanations can
make predictions about the mirror-image search and, thus,
each could provide a possible unifying explanation of the
two phenomena. Although both unifying explanations
make similar predictions for the search asymmetry, they
make radically diﬀerent predictions for mirror-image
search.
Treismans initial interpretation of a search asymmetry
eﬀect (Treisman, 1993; Treisman & Gormican, 1988) would
predict equivalent search performance in both the mirror-
image and baseline search conditions. For example, sup-
pose the target is a line tilted clockwise; in the mirror-image
condition the homogeneous array of non-target lines are
tilted counterclockwise whereas in the baseline condition
they are vertical. In both search conditions, only the clock-
wise-tilted target activates a deviant channel categorized as
tilted right (e.g., Wolfe et al., 1992)—that is, neither set of
non-targets would activate the tilted right channel. Thus,
search performance should be equivalent in mirror-image
and baseline conditions if the ability to discriminate a
target from a non-target has been equated across both1 Wolfe and his colleagues categorize the line stimuli in terms of steep,
shallow, tilted left, and tilted right and have a similar interpretation to
Treismans (Wolfe, Friedman-Hill, Stewart, & OConnell, 1992). In
Wolfes view, the prototypical vertical stimulus only activates the category
steep whereas a deviant, clockwise-tilted line can activate both the
categories steep and tilted right.conditions (e.g., Duncan & Humphreys, 1989). Moreover,
unlimited capacity, parallel search should result if target
vs. non-target discrimination is not set at a diﬃcult level
(e.g., Duncan & Humphreys, 1989; Treisman & Gormican,
1988).
The alternative explanation of a search asymmetry
eﬀect, based on ﬁltering-out non-targets (e.g., Carrasco
et al., 1998; Treisman & Gormican, 1988), would predict
worse performance for mirror-image search than for
baseline. If prototypical stimuli are easier to ﬁlter out than
deviant stimuli, then search performance should be better in
the baseline search, where a clockwise-tilted target is pre-
sented among prototypical vertical non-target stimuli, but
worse in the mirror-image search, where it is presented
among a homogeneous background of deviant counter-
clockwise-tilted non-target stimuli. This alternative
interpretation also could provide a unifying explanation
for both mirror-image symmetry and search asymmetry.
Which of the two interpretations is more likely? The
results of the two experiments reported here can help
decide among the alternative explanations presented in
Section 1 and whether additional interpretations need to
be considered.
1.4. Preview of experiments
To examine the eﬀects of mirror-image symmetry and
visual search asymmetry on search performance, we parsed
information processing into the components of (a) ability
to discriminate the target from a non-target stimulus, (b)
ability to divide attention across widely separated loca-
tions, (c) target detection accuracy, and (d) target localiza-
tion accuracy. In doing so, we tried controlling sensory
factors that otherwise could produce confounds in our
search results (e.g., Geisler & Chou, 1995; Palmer, 1994,
1995). These controls included equating discrimination of
a target from a non-target stimulus (e.g., Davis et al.,
2003; Duncan & Humphreys, 1989; Palmer, 1994), present-
ing stimuli at a given eccentricity from ﬁxation (e.g.,
Carrasco, Evert, Chang, & Katz, 1995; Ericksen & Spen-
cer, 1969; Palmer, 1994), and using homogeneous distrac-
tors (e.g., Duncan & Humphreys, 1989). Our approach
should let us distinguish early visual processing from high-
er-level attention-demanding processes (e.g., Geisler &
Chou, 1995; Palmer, 1994, 1995).
To determine if capacity limitations occurred, we com-
pared the data to the Marilyn Shaws Boundary Condition
predictions (1980). Shaws model has stood the test of time
in predicting the worst possible performance for any
noisy, unlimited-capacity, parallel-process model. If per-
formance is even worse than Shaws model predicts, so
that data systematically fall below the Boundary Condi-
tion, then we can rule out an unlimited-capacity, paral-
lel-process model. If capacity limitations do occur,
however, we still must determine if they arose from paral-
lel processing in which all stimuli are processed simulta-
neously (e.g., Green & Luces sampling-size model, 1974)
Fig. 1. Sample visual displays for Experiment 1 in the baseline search
condition. The display shows a relevant set size of two, four, or eight
(indicated by the lines on the ﬁxation symbol). Notice that the display
always contains eight stimuli so that perceptual characteristics are
constant across the diﬀerent set sizes (e.g., Ericksen and Spencer, 1969;
Palmer, 1995).
2 To test our models predictions, performance for set size 2 should be
less than 100% correct but better than 86% correct, so we chose a criterion
discrimination threshold of approximately 96%.
1266 E.T. Davis et al. / Vision Research 46 (2006) 1263–1281or from serial processing (e.g., Bergen & Julesz, 1983;
Davis et al., 2003; Reeves, 1980).
These analyses will help us tease apart whether diﬀerent
underlying mechanisms account for search asymmetry ver-
sus mirror-image symmetry and whether their processing is
qualitatively diﬀerent from the comparison baseline condi-
tion. In short, these analyses will help us to distinguish
among the proposed mechanisms described above. Because
the theoretical approaches are intimately intertwined with
the data analysis, we describe the models more completely
in comparing the data of Experiment 1 with the theoretical





We tested 15 adults who either received course credit or
cash payment for their participation. All had normal near
and distance visual acuity after any necessary refractive
correction and none had any clinically signiﬁcant visual
problems.
2.1.2. Apparatus
Two Dell Pentium computers (160 MHz) with Sony
Trinitron color monitors (SVGA 1900 color monitors) were
used. Custom-designed computer software controlled the
presentation of the stimuli and recorded subjects
responses.
2.1.3. Stimuli
2.1.3.1. Visual discrimination display. The display consisted
of a pair of stimuli, with each stimulus presented on oppo-
site sides of a ﬁxation mark (viz., to the left and right or
above and below ﬁxation). Three pairs of stimuli were
used: (a) the baseline pair in which the target was a clock-
wise-tilted line (T:/) and the non-target was a vertical line
(N:|); (b) the asymmetric pair in which the target was a ver-
tical line (T:|) and the non-target was tilted clockwise (N:/);
and (c) the mirror-image pair in which the target was tilted
clockwise (T:/) and the non-target was tilted counterclock-
wise (N:n). Each stimulus line subtended 2 of visual angle
and was presented 8 in the periphery when viewed from a
distance of 28.5 inches.
2.1.3.2. Visual search display. The search display always
consisted of eight stimuli, arranged with approximately
equal spacing around a slightly ragged, invisible circle with
a radius of 8 ± 0.5, and a ﬁxation mark in the center of the
circle. The set size was 2, 4, or 8 stimuli; lines on the ﬁxa-
tion mark cued the spatial locations of the relevant stimuli
(see Fig. 1). Because the display always contained 8 stimuli,
the perceptual characteristics of the visual display should
be equated across all set sizes (e.g., Ericksen & Spencer,
1969; Palmer, 1995).2.1.4. Procedure
2.1.4.1. Preliminary discrimination study. Prior to conduct-
ing the visual search experiment, we determined each indi-
viduals target-discrimination threshold for pairs of stimuli
in each of the three conditions. The method of constant
stimuli was used (Gescheider, 1985), the orientation of
the tilted target or non-target being varied in randomized
blocks of trials. There was a total of 40 experimental trials
for each orientation oﬀset in each discrimination condition;
the oﬀsets spanned a range from 1 to 12, so that discrim-
ination performance varied from near chance to nearly per-
fect. We counterbalanced the order in which the three pairs
of target and non-target stimuli were tested. Before each
block of trials the subject was informed which pair would
be used. Three blocks of practice trials preceded six blocks
of experimental trials (two for each search condition).
The subject was instructed to ﬁxate the mark in the cen-
ter of the display and to divide attention across the two
spatial locations where a target could appear. The subject
initiated each trial by pushing a button, after which the
stimuli were presented for 57 ms. The target randomly
appeared on one side of the ﬁxation mark or the other.
On each trial the subject reported the location of the target
and auditory feedback followed an incorrect response.
Subjects were told that accuracy was more important than
speed in making their decisions and that there were no time
constraints in making a response.
The preliminary discrimination study let us psychophys-
ically equate target discrimination across the three search
conditions for each individual subject. We set the orienta-
tion discrimination threshold so that the target could be
correctly discriminated from the non-target on approxi-
mately 96% of the trials—corresponding to a d 0 value of
approximately 2.5 (viz., d 02AFC ¼ 2:5).2 For example, in
the asymmetric condition the target is vertical and the
non-target stimulus may be tilted clockwise 5.55 for a
given individual. However, in the baseline condition the
Fig. 2. Average orientation diﬀerence thresholds for Experiment 1 are
shown for baseline, asymmetric, and mirror-image conditions. Error bars
represent one standard error of the mean (1 SEM).
3 The numerator shows the conditional probabilities of not detecting a
target when (a) none is present (1  P00), (b) targets are present at both
relevant locations (1  P11), and (c) the target is present either to one side
of ﬁxation (1  P10) or to the opposite side (1  P01). The denominator,
STotal, is the estimated standard deviation of the numerator.
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clockwise for that same individual so we could equate dis-
crimination across both conditions.
2.1.4.2. Visual search experiment. There were two sessions,
with all search conditions tested within each session. During
a session, the subject had three blocks of practice trials fol-
lowed by twelve blocks of experimental trials (four for each
search condition).Within each block a single target random-
ly appeared on 40% of the trials, no target appeared on 40%
of the trials, and targets appeared at all relevant locations for
the remaining trials. We included trials with multiple targets
primarily to test whether subjects were dividing attention
across two widely separated spatial locations (e.g., Shaw,
1980), as explained in Results. Within each block we tested
only one visual search condition (baseline, mirror image,
or asymmetric) and one set size (2, 4, or 8). The subject was
informed of the search and set-size conditions before each
block of trials. We randomized the order in which search
conditions were tested for the ﬁrst session; for the second ses-
sion this order was reversed.
The instructions and procedure were similar to those
used in the preliminary discrimination study except that
on each trial the subject had to both detect and locate
the target by pressing the appropriate keys on the key-
board. Detection required a Yes or No response whereas
target location was a forced-choice response among the
possible target locations. A beep followed the responses
only if a target had been shown on that trial.
2.2. Results and discussion
2.2.1. Overview
Mirror-image symmetry aﬀected early visual processing
so that mirror-image discrimination thresholds were signif-
icantly larger than those for the baseline condition. Both
search performance and attention-sharing indices were sim-
ilar for mirror-image and baseline conditions, however,
suggesting that mirror-image symmetrys underlying atten-
tion mechanisms were similar to those for the comparison
baseline search. Thus, there was no evidence that perceptu-
al grouping placed additional demands on attention or
resulted in capacity limitations. Mirror-image symmetry
search was consistent with an unlimited-capacity model
in which all relevant stimuli were simultaneously processed
(viz., parallel processing).
In contrast, set-size eﬀects were signiﬁcantly larger for the
asymmetry search than for baseline, even though target dis-
crimination and attention-sharing indices were similar for
both conditions. Asymmetric search placed additional
demands on attention so that performance was much worse
than any unlimited-capacity, parallel-process model would
predict. The attention mechanisms underlying asymmetric
search seem to diﬀer from those for the comparison baseline
search and from those for mirror-image symmetry.
Finally, the predictions of Treismans unifying explana-
tion agree qualitatively with our results: performance wasequivalent for both the baseline and mirror-image search,
whereas asymmetric search resulted in larger set-size
eﬀects.
The statistical analyses for discrimination, attention-
sharing, target detection, and localization accuracy are
described below. Next, the target localization data are
compared to quantitative theoretical predictions. Then,
the implications and unresolved issues are discussed.
2.2.2. Visual discrimination
Data from the preliminary study let us quantify and psy-
chophysically equate target discrimination across search
conditions for each individual (e.g., Davis et al., 2003; Dun-
can &Humphreys, 1989; Palmer, 1995). Although there was
no diﬀerence in discrimination thresholds between the asym-
metric and baseline conditions (t(14) = 0.3, p = 0.79), mir-
ror-image symmetry between target and non-target
resulted in signiﬁcantly larger discrimination thresholds
(t(14) = 3.8, p = 0.002). In fact, the average discrimination
threshold was almost 50% larger in the mirror-image condi-
tion (M = 8.91, SEM = 1.32) than in either the baseline
(M = 5.96, SEM = 0.43) or asymmetric (M = 5.84,
SEM = 0.65) condition. (See Fig. 2 and Table 1.)
To equate target discrimination across search conditions
as well as across individual subjects, orientation oﬀset was
set at a value corresponding to a d 0 of 2.5 (approximately
96% correct for 2AFC location judgments) for each indi-
vidual subject.
2.2.3. Sharing attention across widely separated spatial
locations
Could subjects divide attention across two widely sepa-
rated spatial locations? Or, was attention completely allo-
cated to one spatial location on a given trial? To make
this assessment, we used target detection accuracy for set
size 2 search and computed the attention-sharing score
(Mulligan & Shaw, 1980):3
Table 1







1 5.7 5.5 9.6
2 6.35 7.9 12.5
3 7.85 5.8 10.8
4 4.35 5.6 5.5
5 5.95 5.55 9.5
6 3.7 5.45 3.4
7 10 6.25 10.7
8 11.75 9.8 23.3
9 4.7 5.05 8.1
10 6.65 6.3 8.70
11 6.0 8.5 12.9
12 4.0 5.0 6.0
13 2.0 2.9 2.6
14 4.5 4.65 4.10
15 4.0 5.1 6.0
Average 5.83 5.96 8.91
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If the subject could only monitor a single location on each
trial, then the expected value of the attention-sharing Z
score would be zero. A score of 1.28 or higher (p 6 0.05
for a one-tailed test) lets us reject this hypothesis and as-
sume the individual could divide attention across two wide-
ly separated spatial locations.
Overall, subjects shared attention across the two spatial
locations—no one had an attention-sharing score near
zero. In fact, the average attention score was 1.98
(SEM = 0.151) for the baseline condition, 1.66
(SEM = 0.107) for the asymmetric condition, and 1.92
(SEM = 0.139) for the mirror-image condition. (See
Fig. 3.) Planned comparisons of a repeated-measures anal-
ysis of variance (ANOVA) showed that neither the asym-
metric nor the mirror-image conditions signiﬁcantly
diﬀered from baseline in ability to share attention.Fig. 3. Average attention-sharing z scores for Experiment 1 are shown for
baseline, asymmetric, and mirror-image search. The horizontal arrow
indicates the criterion attention-sharing score (p < 0.05) to rule out failure
to share attention across two widely separated spatial locations. Error bars
represent 1 SEM.These results rule out two possible interpretations of
search performance: (a) subjects could not share attention
even across two spatial locations or (b) they shared atten-
tion in one search condition but not in another. However,
it is possible subjects may have had diﬃculty sharing atten-
tion across more than two locations.
2.2.4. Set-size eﬀects for target detection and location
accuracy
For all search conditions there were signiﬁcant set-
size eﬀects.4 Search results were similar for both baseline
and mirror-image conditions, but asymmetric search
resulted in much larger set-size eﬀects, as shown in
Fig. 4. Both target detection and localization accuracy
produced a similar pattern of results, suggesting that
the underlying processes for a given search condition
may similarly aﬀect both detection and localization
performance.
2.2.4.1. Target detection accuracy. A two-way repeated-
measures ANOVA revealed signiﬁcant main eﬀects for set
size (F(2,28) = 34.2, p < 0.001) and search condition
(F(2,28) = 16.3, p < 0.001) as well as a signiﬁcant interac-
tion (F(4,56) = 4.1, p = 0.006). Individual planned con-
trasts showed no signiﬁcant diﬀerence in search
performance for mirror-image and baseline conditions.
Search performance was signiﬁcantly worse for the asym-
metric condition than for baseline (F(1,14) = 27.4,
p < 0.001), however, at least partially because set-size
eﬀects were larger for the asymmetric condition
(F(2,28) = 13.1, p < 0.001). Moreover, Fig. 4 shows that,
even for set size 2, search performance was worse for the
asymmetric condition than for baseline (t(14) = 3.64,
p < 0.01).
2.2.4.2. Target location accuracy. Again, a two-way
repeated-measures ANOVA revealed signiﬁcant main
eﬀects for set size (F(2,28) = 24.5, p < 0.001) and search
condition (F(2,28) = 26.5, p < 0.001) as well as a signiﬁ-
cant interaction (F(4,56) = 12.3, p < 0.001). Individual
planned comparisons showed no signiﬁcant diﬀerences
between the mirror-image and baseline search conditions.
Again, the asymmetric condition resulted in worse search
performance than baseline (F(1,14) = 43.6, p < 0.001),
partially because the asymmetric condition had larger
set-size eﬀects (F(2,28) = 20.4, p < 0.001). Fig. 4 also4 Target detection required a binary yes-no decision whereas target
location required a forced-choice decision about where the target had
appeared. As the set size increases, so does the number of possible
locations where a target could appear. So, if one merely guesses the
targets location, one would be correct on half of the trials for set size 2,
but correct on only one-eighth of the trials for set size 8. Thus, analyzing
the proportion of correct location responses might inﬂate estimates of set-
size eﬀects. To equate eﬀects of guessing across all set sizes, we used d0 as a
measure of sensitivity in our statistical analyses for both Yes-No detection
and forced-choice location responses (Green & Swets, 1988; Macmillan &
Creelman, 2005).
Fig. 4. The top panel shows target detection accuracy data for Experiment
1 as a function of set size for each search condition, whereas the bottom
panel shows target location accuracy data. Error bars represent ±1 SEM
of the d 0 measures.
5 Appendix A of Davis et al. (2003) provides a more complete
description of the models and the equations for all models.
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worse for the asymmetric condition than for baseline
(t(14) = 3.77, p < 0.01), although discrimination perfor-
mance had been equated for both conditions for set size
2, as previously described. In Experiment 2, we address
why asymmetric search performance was worse than base-
line for set size 2.
2.2.5. Comparison of target location data and theoretical
predictions
In Section 1, we stated three issues to be addressed in
this research: (a) are the underlying attention mechanisms
in baseline search diﬀerent from those for either asymmet-
ric or mirror-image search? (b) do the underlying attention
mechanisms diﬀer for asymmetric and mirror-image
searches? (c) can a unifying explanation account for both
asymmetric and mirror-image search performance? Treis-
mans unifying explanation qualitatively agrees with the
results, but it is not clear whether the attention mechanisms
involved in asymmetric search are diﬀerent from those
involved in baseline or in mirror-image search. For exam-
ple, do capacity limitations occur during asymmetric search
but not during baseline or mirror-image search? Or, do the
same attention mechanisms aﬀect all three search condi-tions, but perhaps decision processes are noisier for asym-
metric search, as some have suggested (e.g., Palmer et al.,
2000)?
To answers to these questions, we compared target
localization data with predictions of three models that
assess how attention inﬂuences perceptual and decision-
making processes when sensory factors have been
controlled.5 All three models have been very successful
in diﬀerentiating the underlying attention mechanisms of
visual search (e.g., Bergen & Julesz, 1983; Cameron, Tai,
Eckstein, & Carrasco, 2004; Davis et al., 2003; Eckstein,
1998; Green & Luce, 1974; Green & Swets, 1988; Lu, Les-
mes, & Dosher, 2002; Palmer et al., 2000; Poder, 2004;
Shaw, 1980). One model is a signal detection theory
(SDT) decision noise model in which attention aﬀects
noisy decision processes, but all information can be pro-
cessed simultaneously in a parallel fashion (e.g., Green
& Swets, 1988; Palmer, 1994; Shaw, 1980). In the other
two models, attention is characterized by capacity limita-
tions, so only some of the relevant information is available
for decision making. One of these limited-capacity models,
the sampling-size model (Green & Luce, 1974), is a paral-
lel-process model, whereas the other is a serial-process
model (e.g., Bergen & Julesz, 1983; Davis et al., 2003;
Reeves, 1980). All three models assume the observer
reports the stimulus location that produces the largest
response (viz., a maximum output decision rule). For ease
of explication, ﬁrst the parallel-process models are
described and compared to the data, and then the serial-
process model is considered.
2.2.5.1. SDT decision noise model—an unlimited-capacity,
parallel-process model. Although the SDT model is an
unlimited-capacity model, so that there is more than
enough capacity to monitor and process all sources of
information, sometimes a non-target stimulus (noise) is
mistaken for a target (signal). The SDT decision noise
model assumes that the representation of each stimulus
is variable or ‘‘noisy’’ (e.g., Davis, Kramer, & Graham,
1983; Graham, 1989; Green & Swets, 1988; Palmer,
1994; Shaw, 1980). Thus, on a given trial, the noise
response to a non-target location may be larger than
the signal response to the targets location. In this case,
a false alarm occurs and the subject reports the wrong
location for the target. The probability of a false alarm
increases when the observer must monitor many loca-
tions instead of only a few, as occurs when the relevant
set size is increased, because there are more opportuni-
ties for a non-target location to be mistaken for a
target.
Shaws Boundary Condition (Shaw, 1980, 1982, 1984)
is a general version of the SDT decision noise model—it
1270 E.T. Davis et al. / Vision Research 46 (2006) 1263–1281makes no speciﬁc assumptions about the underlying dis-
tributions of the signal and noise distributions.6 Shaws
Boundary Condition predicts the worst possible search
performance caused by decision noise. Fig. 5 shows the
region in which decision noise could account for the data:
the bold, solid no set-size line shows the upper boundary
and the dashed noise boundary line shows the lower
boundary of this decision noise region. Thus, to rule
out the SDT decision noise model, the data must system-
atically fall below the noise boundary line so that the data
are signiﬁcantly worse than any decision noise model
predicts.7
Neither the baseline nor the mirror-image search data
systematically lie below the noise boundary, as shown in
Fig. 5, but the asymmetric search was much worse than
even Shaws Boundary Condition predicted. Table 2
shows the average target location accuracy for set sizes
4 and 8 as well as the model predictions, averaged across
individuals, and the results of the statistical Wilcoxon
signed-rank tests. The statistical tests conﬁrmed that only
the asymmetric search results were signiﬁcantly worse
than the decision noise model predicted. Although there
is some scatter in the data, especially in the baseline con-
dition for set size 4, we cannot rule out the decision
noise model for either the baseline or the mirror-image
search conditions. In Experiment 2, we address some rea-
sons why these data may have been so variable for set
size 4.
2.2.5.2. Sampling-size model—a limited-capacity, parallel-
process model. The sampling-size model also is a paral-
lel-process model in which all locations are simulta-
neously processed. It predicts much larger set-size6 For set size 2, the probability of a hit is the probability that the target
location produced the larger output, P(C2). Conversely, a false alarm is the
probability that the distractor location produced the larger output,
1  P(C2). As the number of distractor locations increases there are more
opportunities for a distractor to be mistaken for a target. For set size 4,
there are three opportunities that a distractor will be mistaken for a target
instead of only one opportunity. To choose the correct target location, the
output from the target location must exceed the output from each of these
three distractor locations. So, for set size 4 the probability of a hit is P(C2)
3.
Because the value of P(C2) is less than one, this means that the probability
of a hit decreases, whereas the probability of a false alarm increases, as the
set size becomes larger. In general, for a set size of n stimuli, the probability
of a hit is P(C2)
(n1) and the probability of a false alarm is 1  P(C2)(n1).
Thus, the worst possible noise-limited performance for set size n is
P(C2)
(n1), based on search performance for set size 2.
7 In Fig. 5 notice that if the proportion correct is less than 82% for set
size 2, it is diﬃcult to distinguish the predictions of the two parallel-
process models because the predictions for the limited-capacity sampling-
size model lie inside the region of the unlimited-capacity SDT decision
noise models predictions, rather than outside it. Also notice that at lower
accuracy levels for set size 2, it would be harder to reject the SDT decision
noise model because the model predicts a much wider range of acceptable
performance for set sizes 4 and 8. To make it easier to reject the decision
noise model, the individual subjects discrimination thresholds had been
set to higher levels, restricting set-size 2 target localization performance to
a narrow region above 82% correct.eﬀects than the SDT noise model, however, because it
is a limited-capacity model (e.g., Green & Luce, 1974;
Palmer, Ames, & Lindsey, 1993; Shaw, 1980). The sam-
pling-size model assumes that perception arises from a
ﬁxed, total number of samples of the visual array. If
only one stimulus location is monitored, then all samples
are devoted to processing information from that stimu-
lus and the resulting percept is clear and distinct. If
many stimuli are monitored, however, then the samples
are distributed among the monitored stimulus locations
so that there are fewer samples for each stimulus. As
a result, the percept of each stimulus is less clear and
less distinct when many stimuli are monitored, causing
more errors in detection and localization as set size
increases.
The thin, solid of Fig. 5 shows the predictions of the
sampling-size model. To rule out this model, the data
must lie systematically above the prediction line or else
lie systematically below it. The sampling-size model pre-
dicts signiﬁcantly worse target location accuracy than
we obtained in either the baseline or mirror-image search,
so it can be rejected (also see Table 2.) Moreover,
although the models predictions agree with asymmetric
search results for set size 8, performance for set size 4
was much worse than the model predicted. So, the sam-
pling-size model encounters diﬃculty in explaining the
asymmetric search results for set size 4. Again, in Exper-
iment 2 we address some reasons why data for set size 4
were not consistent with the model.
2.2.5.3. Serial-process limited-capacity model. This model
assumes only a limited number of stimuli, B, can be
scanned during a brief presentation of N stimuli (e.g.,
Bergen & Julesz, 1983; Davis et al., 2003; Liss & Reeves,
1983; Reeves, 1980). If the number of scanned stimuli is
less than the total number to be processed (B < N) then
capacity limitations occur. Errors occur for two reasons,
because either (a) the target location is not scanned
(e.g., Bergen & Julesz, 1983; Liss & Reeves, 1983; Reeves,
1980) or (b) the target is scanned but it is not detected or
recognized as a target (e.g., Davis et al., 2003), and the
observer then guesses the wrong location. The second rea-
son (b) explains why performance may not be perfect even
for set size 2, when a target is present and observers are
forced to choose which of two locations contains the tar-
get. We also assume the number of scanned stimuli, B, is
the same across all set sizes if it is less than the total num-
ber of relevant stimuli (B < N; see Liss & Reeves, 1983,
1980). As the set size increases so that N becomes larger,
the B/N ratio becomes smaller, so it becomes less likely
that the target will be scanned. Thus, more errors occur
as set size increases, resulting in large set-size eﬀects. In
the strict serial-processing model only one stimulus is
scanned (B = 1); it predicts the largest set-size eﬀects, as
shown in Fig. 6.
No single serial-process model can adequately account
for all data from any one of the three search conditions,
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als estimated capacity limitation, B, to be constant across
the diﬀerent set sizes whenever the number of scanned stim-
uli is less than the total number of stimuli to be processed
(viz., B < N). For example, if someone had a capacity limit
of two scanned stimulus locations (B = 2) for set size 4,
that individual also should have a capacity limit of two
for larger set sizes. In each of the three search conditions,
however, each individuals estimated number of scanned
stimuli for set size 4 was signiﬁcantly smaller than for set
size 8, as shown in Table 4 for paired-comparison t tests.9
2.2.6. Preliminary conclusions and unresolved issues
The results of Experiment 1 have resolved some of the
issues raised in the Introduction. First, mirror-image sym-
metry aﬀected early visual processing, but did not place
additional demands on attention—the same underlying
attention mechanisms appeared to operate for both base-
line and mirror-image search. Second, asymmetric search
placed additional demands on attention, with set-size
eﬀects so large that capacity limitations were clearly impli-
cated for the asymmetric search, although not for baseline
or mirror-image search. Third, the pattern of results qual-
itatively agrees with our unifying explanation based on
Treismans explanation for asymmetric search. That is,
set-size eﬀects are similar for baseline and mirror-image
search, but much larger for asymmetric search.
Although Experiment 1 resolved some issues, other
issues remain unresolved. It is not clear: (a) why asymmet-
ric search was worse than the comparison baseline condi-
tion even for set size 2; (b) why the baseline search
performance was so variable for set size 4; and (c) what
caused the capacity limitations in asymmetric search
performance, given the failures of both parallel- and seri-
al-process versions of limited-capacity models.8 Table 3 shows the average target location accuracy for set sizes 4 and 8.
For each set size, it also shows the predicted accuracy for each value of B,
the assumed number of stimuli scanned. A statistically signiﬁcant
Wilcoxon signed-ranks test indicates the models predictions do not agree
with the data. For instance, in the asymmetric search, the data for set size
4 suggest that two items can be scanned during a trial. That is, the
prediction for B = 2 is not signiﬁcantly diﬀerent from the data (viz., 0.561
vs. 0.595, respectively; p = 0.156). For set size 8, however, the data suggest
that three stimuli can be scanned (p = 0.570 for B = 3). In each of the
three search conditions, the ‘‘best’’ estimate of the number of items
scanned (B) for set size 4 is less than it is for set size 8. Because we expect
the same number of stimuli to be scanned for set sizes 4 and 8, we can rule
out all serial-process models for any of the three search conditions.
9 In Table 4 notice that for both the baseline and mirror-image search
conditions, the estimate for BSS4 is almost half of the estimate for BSS8.
Because both of these searches can be explained by a parallel process,
decision noise model, this is exactly the result we would expect (see Liss &
Reeves, 1983; Reeves, 1980). The serial-processing model simply is not
correct for either the baseline or mirror-image search conditions. Because
the asymmetric search results cannot be adequately explained by any
parallel-process model, however, it is a problem that the estimate for BSS4
is signiﬁcantly less than the estimate for BSS8 because even the modiﬁed
serial-processing model cannot adequately account for the data.Two factors may help explain the anomalous data (a–c
above). First, attention may be attracted toward deviant
stimuli, such as tilted lines, and away from prototypical
stimuli, such as vertical lines. That is, the outputs of devi-
ant channels may be weighted more heavily, in terms of
attention, perhaps because they convey more ‘‘newswor-
thy’’ information than do the prototypical channels.
Second, because 8 physical stimuli were always presented
in the display, the observers had to ignore certain stimulus
locations for set sizes 2 and 4. For some stimulus conﬁgu-
rations, however, it may be diﬃcult to ignore stimuli
presented at the irrelevant locations.
Why was asymmetric search performance worse than
baseline for set size 2 although the discrimination thresh-
olds should have equated target location performance for
set size 2? In asymmetric search the target was a prototyp-
ical, vertical line presented among deviant, tilted-line non-
target stimuli. When the set size was 2, the observer should
have monitored only the two cued locations and ignored
the other six locations. However, perhaps the observers
attention was drawn to some deviant non-target stimuli
presented at the six irrelevant locations. If so, asymmetric
search performance would deteriorate. In baseline search
the target was a deviant stimulus, drawing attention away
from the prototypical, vertical non-target stimuli. So, the
observer may have successfully monitored only the two rel-
evant locations—resulting in better baseline performance
for set size 2. We hypothesized that presenting only two
stimuli for set size 2 should eliminate this potential prob-
lem, resulting in equivalent performance for asymmetric
and baseline search with a set size of 2.
Why was baseline search performance so variable for set
size 4? Perhaps because it was more diﬃcult to ignore stim-
uli presented at the irrelevant locations for set size 4 than it
was for the other set sizes. For set size 2, the observer must
attend to stimuli on opposite sides of the ﬁxation symbol,
forming an elongated bar of attention whereby all stimuli
within this bar are monitored and those outside it are
ignored. Evidence suggests that observers can easily do this
(e.g., Panagopoulos, von Gru¨nau, & Galera, 2004). For set
size 8, the observer must attend to all 8 stimuli, forming a
circular spotlight or ring of attention whereby all stimuli
within this circle are monitored, so there are no irrelevant
stimulus locations (e.g., Egly & Homa, 1984; Ericksen &
St. James, 1986). However, for set size 4, the observer must
monitor 4 of the 8 stimuli, thus forming a complicated
cross-shaped spotlight of attention. For example, in set size
4 the observer may need to monitor the top, right, bottom,
and left positions around the circle, but ignore the interme-
diate positions (top-right, bottom-right, bottom-left, and
top-left). It may be diﬃcult to maintain the cross-shaped
spotlight of attention and to ignore irrelevant stimuli pre-
sented at intermediate locations. We hypothesized that pre-
senting only four stimuli for set size 4 should eliminate this
diﬃculty and reduce variability in the data for set size 4.
Why did both the parallel-process and the serial-process
versions of limited-capacity models fail to account for the
Fig. 5. Theoretical predictions of parallel-process models and target location accuracy data are shown for each search condition (baseline, asymmetric,
and mirror image) for Experiment 1. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8.
Each datum shows the target location accuracy for an individual subject. The bold, solid line shows the prediction for no set-size eﬀect. The noise
boundary prediction is shown by the dashed line; it represents the lower boundary of the SDT decision noise model and assumes unlimited capacity. The
limited-capacity prediction is shown by the thin, gray solid line and represents the sampling-size model.
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failed because performance for set size 4 was much worse
than the model predicted, although performance for set
size 8 was consistent with the model. The serial-process
model failed because the estimated number of stimuli
scanned (B) for set size 4 was signiﬁcantly smaller than
for set size 8; the estimates should have been equal for both
set sizes. Two factors may have been involved: (a) attention
was attracted away from prototypical stimuli and toward
deviant, non-target stimuli and (b) it was diﬃcult to moni-
tor a cross-shaped spotlight of attention for set size 4. As a
result, for a nominal set size of 4, at least some of the irrel-
evant locations may have been monitored or scanned,instead of being ignored. If so, then search performance
would be worse than the parallel-process model predicted
and the serial-process model would underestimate number
of stimuli scanned for a nominal set size of 4. We hypoth-
esized that removing all irrelevant stimuli from the display
should eliminate these problems and let us determine if one
of the limited-capacity models is consistent with the data.
3. Experiment 2
To evaluate the hypotheses described above, in Experi-
ment 2 we examined the baseline and asymmetric search
conditions in which only 2, 4, or 8 stimuli were presented
Table 2
Comparison of target location data to parallel-process models predictions for Experiment 1
Search condition Set size 4 Set size 8
Data Predictions Data Predictions
Noise boundary condition Limited capacity Noise boundary condition Limited capacity
Baseline
Mean 0.872 0.893 0.786 0.743 0.774 0.490
SEM 0.024 0.029 0.030 0.040 0.056 0.031
Wilcoxon 0.314 1.782 0.524 2.201
p value 0.753 0.075 0.600 0.028
Asymmetric
Mean 0.634 0.819 0.713 0.453 0.637 0.418
SEM 0.032 0.028 0.024 0.041 0.049 0.021
Wilcoxon 2.803 2.599 2.701 0.561
p value 0.005 0.009 0.007 0.575
Mirror image
Mean 0.816 0.792 0.699 0.685 0.605 0.410
SEM 0.048 0.050 0.039 0.075 0.031 0.033
Wilcoxon .980 2.521 1.680 2.521
p value 0.327 0.012 0.093 0.012
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could monitor all of the stimuli presented in the dis-
play—they did not have to ignore any stimuli. If the above
conjectures are correct, we should eliminate any signiﬁcant
diﬀerence between baseline and asymmetric search perfor-
mance for set size 2. We also should ﬁnd that, if a paral-
lel-process model is correct, it ﬁts the data for both set
sizes 4 and 8. However, if a serial-process model is correct,
we should ﬁnd that the estimated number of scanned stim-
uli is the same for both set sizes 4 and 8.
3.1. Method
3.1.1. Subjects
We tested 10 adults who received course credit for their
participation. All had normal near and distance visual acu-
ity after any necessary refractive correction and none had
any clinically signiﬁcant visual problems.
3.1.2. Apparatus
The apparatus was the same as in Experiment 1.
3.1.3. Stimuli
3.1.3.1. Visual discrimination display. The display was the
same as Experiment 1 except only two pairs of stimuli were
used: (a) the baseline pair in which the target was a clock-
wise-tilted line (T:/) and the non-target was a vertical line
(N:|) and (b) the asymmetric pair in which the target was
a vertical line (T:|) and the non-target was tilted clockwise
(N:/).
3.1.3.2. Visual search display. The search display consisted
of 2, 4, or 8 stimuli, for set sizes 2, 4, and 8, respectively, as
shown in Fig. 7. The stimuli were presented on opposite
sides of a ﬁxation mark, approximately 8 away from ﬁxa-
tion. For example, for set size 2 stimuli might be presentedabove and below ﬁxation, with locations cued by a vertical
line ﬁxation.
3.1.4. Procedure
3.1.4.1. Preliminary discrimination study. Prior to conduct-
ing the visual search experiment, we determined each indi-
viduals target-discrimination threshold for pairs of stimuli
in each of the two conditions, as described previously for
Experiment 1.
3.1.4.2. Visual search experiment. There were two sessions,
with both search conditions tested within each session.
During a session, the subject had two blocks of practice tri-
als followed by eight blocks of experimental trials (four for
each search condition). Otherwise, the procedure was iden-
tical to that of Experiment 1, in which the subject had to
provide both a Yes-No detection response and a forced-
choice target location response on each trial.
3.2. Results and discussion
3.2.1. Overview
Because the display only contained 2, 4 or 8 stimuli, cor-
responding to the relevant set size, we could examine the
unresolved issues from Experiment 1. We again found that
set-size eﬀects were signiﬁcantly larger for asymmetric
search than for the comparison baseline search, but now
there was no signiﬁcant diﬀerence in performance for set
size 2. Moreover, the baseline target localization data were
deﬁnitely consistent with the unlimited-capacity, parallel-
process, SDT decision noise model. Finally, for asymmetric
search, target localization was consistent with the modiﬁed
serial-process, limited-capacity model, not with the paral-
lel-process, sampling-size model. Otherwise, the data from
Experiment 2 were similar to those reported in Experiment
1 for the baseline and asymmetric conditions.
Fig. 6. Theoretical predictions of the modiﬁed serial-processing models and target location accuracy data are shown for each search condition (baseline,
asymmetric, and mirror image) of Experiment 1. The left column shows the predictions and data for set size 4, whereas the right column shows those for
set size 8. Each datum shows the target location accuracy for an individual subject.
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There was no diﬀerence in discrimination thresholds
between the asymmetric and baseline conditions
(t(9) = 1.0, p = 0.34). The average discrimination threshold
was 5.3 (SEM = 0.448) in the baseline condition and 5.4
(SEM = 0.400) in the asymmetric condition (see Fig. 8.)
These discrimination thresholds are similar to those
obtained in Experiment 1, as shown in Tables 1 and 5.
To equate target discrimination across search conditions
and individual subjects, for each individual the orientation
oﬀset was set at a value corresponding to approximately
96% correct for 2AFC location judgments.
3.2.3. Sharing attention across widely separated spatial
locations
We used Mulligan and Shaws (1980) attention-sharing
scores to evaluate whether subjects could divide attentionacross two widely separated spatial locations. All subjects
shared attention across the two spatial locations; no one
had an attention-sharing score near zero. Moreover, the
attention-sharing scores were similar for the baseline and
asymmetric search conditions, with an average attention
score of 1.95 (SEM = 0.024) for the baseline condition
and of 1.92 (SEM = 0.028) for the asymmetric condition
(see Fig. 9.)
3.2.4. Set-size eﬀects for target detection and location accuracy
Set-size eﬀects were signiﬁcantly larger for asymmetric
search than for baseline search, both for target detection
and target localization, similar to results reported in Exper-
iment 1 (see Fig. 10.) In Experiment 2, however, paired-
comparison t tests showed that for set size 2 there were
no signiﬁcant diﬀerences between asymmetric and baseline
search performance.
Fig. 8. Average orientation diﬀerence thresholds for Experiment 2 are
shown for baseline and asymmetric conditions. Error bars represent one
standard error of the mean (1 SEM).
Table 4
Estimates of average limited capacity (B) for modiﬁed serial-process
models for Experiment 1
Search condition B for set size 4 B for set size 8 T statistic
Baseline 3.6 6.2 16.730***
Asymmetric 2.2 3.1 4.368***
Mirror image 3.4 5.8 8.809***
Note. Those individuals with an estimated B of at least four for set size 4
were eliminated from this analysis because they do not demonstrate a
capacity limitation for that set size. A signiﬁcant t test indicates that the
B estimate for set size 4 is signiﬁcantly smaller than the estimate for set
size 8.
*** p 6 0.001.
Fig. 7. Sample visual displays for Experiment 2 in the baseline search
condition. The display shows a relevant set size of two, four, or eight
(indicated by the lines on the ﬁxation symbol). Notice that the display
contains only the relevant stimuli for set sizes 2, 4, and 8.
Table 3
Comparison of target location data to serial-process models predictions for Experiment 1
Search condition Set size 4 Set size 8
Data Predictions Data Predictions
B = 1 B = 2 B = 3 B = 4 B = 1 B = 2 B = 3 B = 4 B = 5 B = 6 B = 7 B = 8
Baseline
Mean 0.887 0.427 0.605 0.782 0.960 0.794 .229 0.332 0.435 0.539 0.643 0.746 0.850 0.953
SEM 0.030 0.004 0.008 0.012 0.015 0.032 0.002 0.005 0.007 0.009 0.011 0.014 0.016 0.018
Wilcoxon 3.180 3.180 3.040 3.180 3.180 3.180 3.180 3.180 3.110 1.223 2.481 3.180
p value 0.001 0.001 0.002 0.001 0.001 0.001 0.001 0.001 0.001 0.221 0.013 0.001
Asymmetry
Mean 0.595 0.405 0.561 0.716 0.872 0.417 0.216 0.306 0.397 0.488 0.578 0.669 0.760 0.850
SEM 0.029 0.007 0.014 0.021 0.030 0.034 0.004 0.008 0.012 0.016 0.020 0.024 0.028 0.035
Wilcoxon 3.408 1.420 3.294 3.408 3.408 2.897 0.568 2.272 3.237 3.408 3.408 3.408
p value 0.001 0.156 0.001 0.001 0.001 0.004 0.570 0.023 0.001 0.001 0.001 0.001
Mirror image
Mean 0.841 0.421 0.593 0.764 0.935 0.740 0.225 0.325 0.425 0.525 0.625 0.725 0.825 0.925
SEM 0.030 0.006 0.013 0.019 0.025 0.050 0.004 0.007 0.011 0.015 0.019 0.022 0.026 0.030
Wilcoxon 3.180 3.180 2.656 3.180 3.180 3.180 3.110 2.970 2.201 .0350 2.830 3.180
p value 0.001 0.001 0.008 0.001 0.001 0.001 0.002 0.003 0.028 0.972 0.005 0.001
Table 5
Individual discrimination thresholds (in degrees of tilt) for Experiment 2
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measures ANOVA revealed signiﬁcant main eﬀects for set
size (F(2,18) = 47.1, p < 0.001) and search condition
(F(1,9) = 63.4, p < 0.001) as well as a signiﬁcant interac-
tion (F(2,18) = 19.9, p < 0.001). Although set-size eﬀects
were signiﬁcantly larger for the asymmetric search, apaired-comparison t test showed that performance was
equivalent for both asymmetric and baseline search at set
size 2 (also see Fig. 10.)
Fig. 9. Average attention-sharing z scores for Experiment 2 are shown for
baseline and asymmetric search. The horizontal arrow indicates the
criterion attention-sharing score (p < 0.05) to rule out failure to share
attention across two widely separated spatial locations. Error bars
represent 1 SEM.
Fig. 10. The top panel shows target detection accuracy data fo
Experiment 2 as a function of set size for each search condition, wherea
the bottom panel shows target location accuracy data. Error bar
represent ±1 SEM of the d 0 measures.
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s
s3.2.4.2. Target location accuracy. Again, a two-way repeat-
ed-measures ANOVA revealed signiﬁcant main eﬀects for
set size (F(2,8) = 162.2, p < 0.001) and search condition
(F(1,9) = 93.0, p < 0.001) as well as a signiﬁcant interac-
tion (F(2,8) = 38.0, p < 0.001). Fig. 10 shows that set-size
eﬀects were signiﬁcantly larger for the asymmetric search.Moreover, a paired-comparison t test showed there was
no diﬀerence between the asymmetric and baseline search
at set size 2; this was expected, as discrimination perfor-
mance had been equated for both conditions for set size 2.
3.2.5. Comparison of target location data and theoretical
predictions
To gain a better understanding of the underlying
attention mechanisms involved in the baseline and asym-
metric search, we compared target localization perfor-
mance to the predictions of three competing models. If
baseline search is consistent with an unlimited-capacity,
parallel-process model, as suggested from results in
Experiment 1, results should agree with the predictions
of a SDT decision noise model (Shaw, 1980). To deter-
mine if the capacity limitations for asymmetric search
arise from parallel- or serial-processes, we compared tar-
get localization data with the predictions of the two types
of limited-capacity models.
3.2.5.1. SDT decision noise model—an unlimited-capacity,
parallel-process model. The baseline search results were
consistent with the decision noise models predictions,
as shown in Fig. 11. The baseline data lie above or
near the lower noise boundary, so that they lie within
the decision noise region. However, the asymmetric
search results clearly were not consistent with the
SDT decision noise model because the data systemati-
cally lie below the lower noise boundary. The statistical
Wilcoxon signed-rank tests shown in Table 6 also con-
ﬁrm that results for the asymmetric search are signiﬁ-
cantly worse than any decision noise model predicts.
These results clearly indicate that the underlying atten-
tion mechanism for asymmetric search involves capacity
limitations whereas those for the baseline condition do
not.
3.2.5.2. Sampling-size model—a limited-capacity, parallel-
process model. Target localization data were not consistent
with the predictions of the parallel-process, limited-capaci-
ty model. The baseline data lie systematically above the
sampling-size model predictions, as shown in Fig. 11, and
were signiﬁcantly better than the model predicted. Data
for asymmetric search tended to lie below the limited-ca-
pacity models predictions and, as Table 6 shows, were
signiﬁcantly worse than the model predicted for set sizes
4 and 8.
3.2.5.3. Serial-process limited-capacity model. A serial-pro-
cess model was consistent with the asymmetric search per-
formance, but not with the baseline search performance
(see Fig. 12 and Table 7.) From the serial-process models
predictions, we estimated that, on average, approximately
3 stimuli were scanned for both set sizes 4 and 8, as shown
in Table 8. In the baseline condition, however, the estimat-
ed capacity for each individual was signiﬁcantly larger for
set size 8 than for set size 4.
Fig. 11. Theoretical predictions of parallel-process models and target location accuracy data are shown for the baseline and asymmetric search conditions
of Experiment 2. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8. Each datum shows the
target location accuracy for an individual subject. The bold, solid line shows the prediction for no set size eﬀect. The noise boundary prediction is shown by
the dashed line; it represents the lower boundary of the SDT decision noise model and assumes unlimited capacity. The limited-capacity prediction is
shown by the thin, gray solid line and represents the sampling-size model.
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There is no evidence here that mirror-image symmetry
between target and non-target stimuli results in perceptual
grouping that places additional demands on attention or
causes capacity limitations.10 Instead, the eﬀects of mir-
ror-image symmetry seem adequately explained by early
visual processing. If discrimination thresholds are balanced
across mirror-image and comparison baseline search condi-
tions, the underlying attention mechanism is similar for
both: results are consistent with unlimited-capacity, paral-10 Our results suggest that previously reported visual search deﬁcits for
mirror-image search could be largely due to sensory factors that have not
been adequately controlled (see Geisler & Chou, 1995). For instance,
discrimination of a target vs. non-target pair of stimuli had not been
equated across the mirror-image and baseline search conditions in
experiments that reported a visual search deﬁcit. Moreover, other
researchers who have found evidence of perceptual grouping based on
similarity, proximity, or mirror-image symmetry have conducted visual
search using a matrix array of many closely spaced stimuli (e.g., Carrasco
& Chang, 1995; Davis, Fujawa, & Shikano, 2002; Verghese & Nakayama,
1994; Wolfe & Friedman-Hill, 1992). Because we were speciﬁcally
interested in how attention aﬀects perceptual capacity limitations and
noisy decisions when sensory factors have been controlled, however, in the
present experiments we used a slightly irregular circular array of stimuli to
control for eccentricity eﬀects, et cetera, as described in Section 1.lel processing in which decision noise aﬀects search perfor-
mance. That is, information from the diﬀerent stimulus
locations is processed independently in a parallel fashion,
but sometimes the noise response to a non-target location
is mistaken for a signal response to a target.
In contrast, switching the role of target and non-target
stimuli causes a large search asymmetry eﬀect. Even
though target discrimination thresholds and attention-
sharing indices are similar for both baseline and asymmet-
ric conditions, set-size eﬀects are much larger for the
asymmetric search. Additional demands are placed on
attention in the asymmetric search, resulting in capacity
limitations. The attention mechanism underlying asym-
metric search performance is very diﬀerent from that for
baseline or mirror-image search: asymmetric search is
consistent with a perceptual limited-capacity, serial-pro-
cessing model.
4.1. A possible unifying explanation for the eﬀects of mirror-
image symmetry and search asymmetry
Of the two potential unifying explanations presented in
Section 1, only one agrees qualitatively with both the mir-
ror-image and asymmetric search results—the interpreta-
tion originally proposed by Treisman to explain search
Fig. 12. Theoretical predictions of the modiﬁed serial-processing models and target location accuracy data are shown for the baseline and asymmetric
conditions of Experiment 2. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8. Each datum
shows the target location accuracy for an individual subject.
Table 6
Comparison of target location data to parallel-process models predictions for Experiment 2
Search condition Set size 4 Set size 8
Data Predictions Data Predictions
Noise boundary condition Limited capacity Noise boundary condition Limited capacity
Baseline
Mean 0.971 0.944 0.812 0.869 0.875 0.521
SEM 0.007 0.011 0.023 0.027 0.024 0.025
Wilcoxon 2.092 2.814 0.459 2.805
p value 0.036 0.005 0.646 0.005
Asymmetric
Mean 0.723 0.924 0.823 0.429 0.838 0.536
SEM 0.032 0.021 0.023 0.022 0.041 0.024
Wilcoxon 2.803 2.191 2.805 2.499
p value 0.005 0.028 0.005 0.012
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Gormican, 1988; Wolfe et al., 1992). It predicts larger
set-size eﬀects for the asymmetric search than for baseline
search and, as we have suggested, it also predicts equivalent
search performance for mirror-image and baseline search.
A schematic model of the unifying explanation is shown
in the top panel of Fig. 13. The left channel corresponds to
the tilted-left deviant channel, the middle one to the proto-
typical steep channel, and the right one to the tilted-right
deviant channel.According to their explanation, the prototypical stimu-
lus (vertical line) activates only the prototypical channel,
corresponding to Wolfes category of steep. There were
two types of deviant stimuli used in our experiments, lines
tilted either (a) clockwise or (b) counterclockwise. Both
types of deviant stimuli also activate the prototypical chan-
nel because they, too, correspond to the category of steep.
In addition, each type of deviant stimulus activates its
own unique deviant channel, corresponding to Wolfes
categories of tilted-right and tilted-left; the prototypical
Fig. 13. The top panel shows the original unifying explanation for search
asymmetry, whereas the bottom panel shows our modiﬁed unifying
explanation. In both panels, the prototypical channel is the center channel,
with the solid black line. The left-tilted and right-tilted deviant channels
are shown to the left and right of the prototypical channel, respectively. In
the modiﬁed unifying explanation, the outputs of the deviant channels are
more heavily weighted than the prototypical channel, resulting in greater
activation. Arrows along the horizontal axis indicate the left-tilted,
vertical, and right-tilted stimuli. Notice that the prototypical channel is
activated by all three stimuli, but each deviant channel is only activated by
the corresponding deviant stimulus.
Table 7
Comparison of target location data to modiﬁed serial-process models predictions for Experiment 2
Search condition Set size 4 Set size 8
Data Predictions Data Predictions
B = 1 B = 2 B = 3 B = 4 B = 1 B = 2 B = 3 B = 4 B = 5 B = 6 B = 7 B = 8
Baseline
Mean 0.971 0.430 0.611 0.791 0.971 0.869 0.231 0.337 0.443 0.550 0.656 0.762 0.868 0.974
SEM 0.007 0.001 0.003 0.004 0.006 0.027 0.001 0.002 0.002 0.003 0.004 0.005 0.053 0.006
Wilcoxon 2.807 2.807 2.807 0.713 2.805 2.805 2.805 2.805 2.805 2.601 0.153 2.805
p value 0.005 0.005 0.005 0.476 0.005 0.005 0.005 0.005 0.005 0.009 0.878 0.005
Asymmetry
Mean 0.723 0.428 0.605 0.783 0.960 0.429 0.229 0.332 0.436 0.539 0.643 0.746 0.850 0.954
SEM 0.032 0.003 0.006 0.009 0.011 0.022 0.002 0.003 0.005 0.007 0.008 0.010 0.012 0.013
Wilcoxon 2.803 2.395 1.784 2.803 2.805 2.703 0.357 2.703 2.805 2.805 2.805 2.805
p value 0.005 0.017 0.074 0.005 0.005 0.007 0.721 0.007 0.005 0.005 0.005 0.005
Table 8
Estimates of average limited capacity (B) for serial-process models for
Experiment 2
Search condition B for set size 4 B for set size 8 T statistic
Baseline 4.0 7.0 13.71***
Asymmetric 2.7 2.9 1.47a
a n.s.
*** p 6 0.001.
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the deviant channels.
In the asymmetric search, the vertical line target and the
clockwise-tilted non-target lines both activate the prototyp-
ical channel, corresponding to the category of steep. So, it
should be diﬃcult to detect the vertical target—the observ-
er must search through all of the stimulus locations to
determine whether the stimulus at each location is a verti-
cal target or a tilted non-target line. Treisman proposed
that asymmetric search is a limited-capacity process in
which the display is serially searched for individual stimuli
or sub-groups of stimuli (Treisman & Gormican, 1988).
Data from Experiment 2 are consistent with this interpreta-
tion, suggesting that approximately three stimuli are
scanned within the brief duration of a trial.
In the mirror-image or baseline search, however, the
clockwise-tilted target is a deviant stimulus that activates
its own unique deviant channel, corresponding to Wolfes
category of tilted-right; none of the non-target stimuli acti-
vate the tilted-right deviant channel. According to Treis-
man, performance should be consistent with predictions
of an unlimited-capacity, parallel-process model for the
baseline search and, as we have suggested, also for the mir-
ror-image search.
4.2. Possible modiﬁcation of the unifying explanation
The unifying explanation does a good job of explaining
much of our data, but the details may need to be modiﬁed
and further developed. For instance, some data from
Experiment 1 suggest that attention may be attracted
toward deviant stimuli, such as tilted lines, and away fromprototypical stimuli, such as vertical lines. Data from
Experiment 2 also are consistent with this interpretation.
The model shown in the top panel of Fig. 13 does not
predict this eﬀect.
1280 E.T. Davis et al. / Vision Research 46 (2006) 1263–1281Perhaps the outputs of the deviant channels are more
heavily weighted because the deviant channels convey more
‘‘newsworthy’’ information than do the prototypical chan-
nels. If so, observers attention would be drawn toward
the deviant stimuli, as our data suggest, because those stim-
ulus locations would produce large responses.
The bottom panel of Fig. 13 depicts the schematic of a
unifying explanation modiﬁed along these lines. To illus-
trate the attention weighting eﬀect, the relative outputs of
the deviant channels have been multiplied by a factor of
2. The tilted-line stimulus does not have the optimal orien-
tation for the corresponding deviant channel (e.g., compare
tilted-right line to tilted-right deviant channel). However,
because the deviant channels output is more heavily
weighted, its average response to the tilted line is approxi-
mately the same as the prototypical channels average
response to the vertical line. If the orientation of the tilt-
ed-line stimulus more closely matched the optimal orienta-
tion of the deviant channel, the channel would produce an
even larger response. Given the observers select the stimu-
lus location with the largest output, this modiﬁcation could
account for data suggesting that attention is attracted
toward deviant stimuli.
This is only an initial suggestion to modifying the unify-
ing explanation. But, it is a start to further develop and test
a model designed to explain some diverse and seemingly
unrelated visual search phenomena.
Acknowledgments
This research was partially supported by an Emory-
Tech Biomedical grant to K. Sathian and E.T. Davis and
by a grant from the National Science Foundation to E.T.
Davis.
References
Appelle, S. (1972). Perception and discrimination as a function of stimulus
orientation: The oblique eﬀect in man and animals. Psychological
Bulletin, 78, 266–278.
Baylis, G., & Driver, J. (1995). Obligatory edge assignment in vision: The
role of ﬁgure and part segmentation in symmetry detection. Journal of
Experimental Psychology: Human Perception and Performance, 21,
1323–1342.
Bergen, J., & Julesz, V. (1983). Parallel versus serial processing in rapid
pattern discrimination. Nature, London, 303, 696–698.
Cameron, E. L., Tai, J. C., Eckstein, M. P., & Carrasco, M. (2004). Signal
detection theory applied to three visual search tasks: Identiﬁcation,
yes/no detection and localization. Spatial Vision, 17, 295–326.
Carrasco, M., & Chang, I. (1995). The interaction of objective and
subjective organization in a localization task. Perception & Psycho-
physics, 57, 1134–1150.
Carrasco, M., Evert, D. L., Chang, I., & Katz, S. M. (1995). The
eccentricity eﬀect: Target eccentricity aﬀects performance on conjunc-
tion searches. Perception & Psychophysics, 57, 1241–1261.
Carrasco, M., McLean, T. L., Katz, S. M., & Frieder, K. S. (1998).
Feature asymmetries in visual search: Eﬀects of display duration,
target eccentricity, orientation and spatial frequency. Vision Research,
38, 347–374.
Cavanagh, P., Arguin, M., & Treisman, A. (1990). Eﬀect of surface
medium on visual search for orientation and size features. Journal ofExperimental Psychology: Human Perception and Performance, 16,
479–491.
Davis, E. T., Fujawa, G., & Shikano, T. (2002). Perceptual processing and
search eﬃciency of young and older adults in a simple feature search
task: A staircase approach. Journal of Gerontology: Psychological
Sciences, 57B, P324–P337.
Davis, E. T., Kramer, P., & Graham, N. (1983). Uncertainty about spatial
frequency, spatial position, and contrast. Perception & Psychophysics,
33, 20–28.
Davis, E. T., Shikano, T., Peterson, S. A., & Michel, R. K. (2003). Divided
attention and visual search for simple versus complex features. Vision
Research, 43, 2213–2232.
Duncan, J., & Humphreys, G. W. (1989). Visual search and stimulus
similarity. Psychological Review, 96, 433–458.
Eckstein, M. (1998). The lower visual search eﬃciency for conjunctions is
due to noise and not serial attentional processing. Psychological
Science, 9, 111–118.
Egly, R., & Homa, D. (1984). Sensitization of the visual ﬁeld. Journal of
Experimental Psychology: Human Perception and Performance, 10,
779–793.
Ericksen, C. W., & St. James, J. D. (1986). Visual attention within and
around the ﬁeld of focal attention: A zoom lens model. Perception &
Psychophysics, 40, 225–240.
Ericksen, C. W., & Spencer, T. (1969). Rate of information processing in
visual perception: Some results and methodological considerations.
Journal of Experimental Psychology Monograph, 79, 1–16.
Geisler, W. S., & Chou, K. L. (1995). Separation of low-level and high-
level factors in complex tasks: Visual search. Psychological Review,
102, 356–378.
Gescheider, G. A. (1985). Psychophysics: Method, theory, and application.
Hillsdale, NJ: Erlbaum.
Graham, N. V. G. (1989). Visual pattern analyzers. New York: Oxford.
Green, D. M., & Luce, R. D. (1974). Variability of magnitude estimates: A
timing theory analysis. Perception & Psychophysics, 15, 291–300.
Green, D. M., & Swets, J. A. (1988). Signal detection theory and
psychophysics. Los Altos, CA: Peninsula Publishing.
Liss, P., & Reeves, A. (1983). Interruption of dot processing by a
backward mask. Perception, 12, 513–529.
Lu, Z. L., Lesmes, L. A., & Dosher, B. A. (2002). Spatial attention
excludes external noise at the target location. Journal of Vision, 2,
312–323.
Macmillan, N. A., & Creelman, C. D. (2005). Detection theory: A users
guide (2nd ed.). Mahwah, NJ: Lawrence Erlbaum Associates.
Mulligan, R. M., & Shaw, M. L. (1980). Multimodal signal detection:
Independent decisions vs. integration. Perception & Psychophysics, 28,
471–478.
Palmer, J. (1994). Set-size eﬀects in visual search: The eﬀect of attention is
independent of the stimulus for simple tasks. Vision Research, 34,
1703–1721.
Palmer, J. (1995). Attention in visual search: Distinguishing four causes of
a set-size eﬀect. Current Directions in Psychological Science, 4,
118–123.
Palmer, J., Ames, C. T., & Lindsey, D. T. (1993). Measuring the eﬀect of
attention on simple visual search. Journal of Experimental Psychology:
Human Perception and Performance, 19, 108–130.
Palmer, J., Verghese, P., & Pavel, M. (2000). The psychophysics of visual
search. Vision Research, 40, 1227–1268.
Palmer, S. E. (1982). Symmetry, transformation, and the structure of
perceptual systems. In J. Beck (Ed.), Organization and representation
in perception (pp. 95–144). Hillsdale, N.J: Lawrence Erlbaum
Associates.
Panagopoulos, A., von Gru¨nau, M. W., & Galera, C. (2004). Attentive
mechanisms in visual search. Spatial Vision, 17, 353–372.
Pashler, H. (1990). Coordinate frame for symmetry detection and object
recognition. Journal of Experimental Psychology: Human Perception
and Performance, 16, 150–163.
Pashler, H. (1998). The Psychology of attention. Cambridge, MA: MIT
Press.
E.T. Davis et al. / Vision Research 46 (2006) 1263–1281 1281Poder, E. (2004). Eﬀects of set-size and lateral masking in visual search.
Spatial Vision, 17, 257–268.
Reeves, A. (1980). Visual imagery in backward masking. Perception &
Psychophysics, 28, 118–124.
Rock, I. (1983). The logic of perception. Cambridge, MA: MIT Press.
Roggeveen, A. B., Kingstone, A., & Enns, J. T. (2004). Inﬂuence of inter-
item symmetry in visual search. Spatial Vision, 17, 443–464.
Shaw, M. L. (1980). Identifying attentional and decision-making compo-
nents in information processing. In R. Nickerson (Ed.), Attention and
performance VIII. Hillsdale, NJ: Erlbaum.
Shaw, M. L. (1982). Attending to multiple sources of information: I. The
integration of information in decision making. Cognitive Psychologist,
14, 353–409.
Shaw, M. L. (1984). Division of attention among spatial locations:
A fundamental diﬀerence between detection of letters and
detection of luminance increments. In H. Bouman & D. G.
Bouwhuis (Eds.), Attention and performance X. Hillsdale, NJ:
Erlbaum.Treisman, A. (1993). The perception of features and objects. In A.
Baddeley & L. Weiskrantz (Eds.), Attention, selection, awareness, and
control (pp. 6–34). Oxford: Clarendon Press.
Treisman, A., & Gormican, S. (1988). Feature analysis in early vision:
Evidence from search asymmetries. Psychological Review, 95, 15–48.
Treisman, A., & Souther, J. (1985). Search asymmetry: A diagnostic for
preattentive processing of separable features. Journal of Experimental
Psychology: General, 114, 285–310.
Verghese, P., & Nakayama, K. (1994). Stimulus discriminability in visual
search. Vision Research, 34, 2453–2467.
Wolfe, J. M. (1999). Visual search. In H. Pashler (Ed.), Attention
(pp. 13–56). East Sussex, United Kingdom: Psychology Press.
Wolfe, J. M., & Friedman-Hill, S. R. (1992). On the role of symmetry in
visual search. Psychological Science, 3, 194–198.
Wolfe, J. M., Friedman-Hill, S. R., Stewart, M. I., & OConnell, K. M.
(1992). The role of categorization in visual search for orientation.
Journal of Experimental Psychology: Human Perception and Perfor-
mance, 18, 34–49.
