Abstract-Human activity recognition plays a significant role in enabling pervasive applications as it abstracts low-level noisy sensor data into high-level human activities, which applications can respond to. With more and more activity-aware applications deployed in real-world environments, a research challenge emerges -discovering and learning new activities that have not been pre-defined or observed in the training phase. This paper tackles this challenge by proposing a hierarchical mixture of directional statistical models. The model supports incrementally, continuously updating the activity model over time with the reduced annotation effort and without the need for storing historical sensor data. We have validated this solution on four publicly available, third-party smart home datasets, and have demonstrated up to 91.5% accuracies of detecting and recognising new activities.
INTRODUCTION
W E have witnessed a significantly increasing number of human activity-aware systems ranging from smart environments such as home and office to wearable and mobile computing. For example, smart energy applications are optimising heating configurations based on users activity routine, healthcare applications are making recommendations based on users' past physical activities, and intelligent notification systems are pushing notifications at opportune moments where users are most likely to attend according to their current context or task at hand, to name a few. These applications have an important implication in improving people's quality of life.
One of the enabling technologies for these applications is activity recognition; that is, the ability to recognise and predict user's activities from a wide range of sensors embedded in an environment or worn by users. Activity recognition has been a popular research topic in pervasive and ubiquitous computing for the last decade, and many knowledgeand data-driven techniques have been applied and they have achieved promising results on accurately recognising activities from training data. The success has encouraged moving an activity recognition system from lab settings to real-world home or office settings. This has introduced a new set of challenges in activity recognition and many assumptions that we have in the short-term, well-controlled lab-based experiments will not hold for a long-term, in-thewild case study.
At the early stage, the study on activity recognition is composed of the following processes [1] , [2] : (1) pre-define a closed set of activities of interest, and deploy a set of sensors that can potentially be used to identify them, (2) collect sensor data for a short period of time (say 2 weeks) and annotate them with activity labels, and (3) train a computational model with these collected data and then start recognising activities for the newly incoming sensor data. These processes assume a fixed set of activities whose patterns will not change over time.
However, neither the processes nor the assumption will hold when we deploy the system for a larger number of users for a much longer period of time. First of all, it is unrealistic to expect that users will only perform the pre-defined set of activities for a long time. When a user performs a new type of activity that has not been seen or learned during the training period, the pre-trained model might not be able to recognise it or simply mis-classify it. Secondly, user behaviours captured statically at the training period are limited, as user behaviours tend to evolve with time. Both the above situations could result in the degradation of the performance of activity recognition techniques, and thus could lead to undesirable services to the users.
This brings one important research question: how to discover and recognise new emerging activities. An activity recognition system that can continuously update its computational model with the change of activity pattern and the change of the set of activities of interest will enable a more sustainable deployment. Sensor based household applications usually generate high dimensional data. Inspired by the successful applications of von Mises Fisher distribution (vMF) on high dimensional data in other domains, we draw our attention to vMF and propose a novel statistical model, Hierarchical Mixture of Conditional Independent von Mises-Fisher distribution (HMCIvMFs) to solve this problem. The advantages of a generative machine learning technique, inherited by the proposed solution, are employed to effectively solve this dynamic learning problem and some other pressing problems that are common in real world deployments. To be more specific, we claim the following novelties and contributions. 1) A novel statistical model features hierarchical mixture of conditional independent directional statistical models for activity recognition; 2) A model learning algorithm for the hierarchical mixture model is derived for both supervised and semisupervised learning settings, i.e. available labelled training data is limited; 3) The generative model-based solution can be applied to accurately detect unknown activities; 4) It then can incrementally update the activity model to recognise new types of activities without the need of storing all the historic data; 5) Moreover, the algorithm is capable of carrying out model updates even when the data is sparely labelled; 6) To make the model update more efficient, various active learning strategies are investigated to minimise users' effort in manual annotation.
The rest of the paper is organised as follows. Section 2 introduces the background and challenges of discovering and recognising new emerging activities, and discusses the existing work that addresses towards this problem. Section 3 describes the background knowledge on vMF distribution and hierarchical mixture model. Section 4 illustrates the theoretical foundation of our approach, which is empirically validated and discussed in Section 5. The paper concludes in Section 6 and future directions are discussed.
RELATED WORK
This paper aims towards discovery and recognition of new emerging activities that have not been observed in training data or defined a priori. Learning unseen pattern is naturally harder than traditional pattern recognition. First of all, it often lacks sufficient training data for these new patterns so it is difficult to build a robust model to recognise them. Secondly, imperfections in sensor data are a well-known problem [3] , which can make new patterns indistinguishable from short-term noise. Moreover, humans can perform the same activity in different ways, resulting in a variety of patterns, which further complicates the discovery of emerging patterns. In recent years, different approaches have been attempted towards addressing this problem.
Abdallah et al. propose a system called AnyNovel that applies an incremental clustering model to discover and learn new physical activities from accelerometer data [4] . A clustering technique is used to cluster real-time data streams and identify a newborn cluster that lie outside the existing cluster decision boundary. Then a cohesion and separation criterion is utilised to validate this newborn cluster as a potential new activity through its density, weight, and temporal characteristics. Once validated, this new cluster will be annotated by the user with the support of active learning.
Similarly, Gjoreski et al. have used an agglomerative clustering technique to enable real-time clustering of streaming data [5] . To validate clusters for potential new activities, they have proposed two temporal assumptions on human activities; that is, a human activity usually lasts for a certain period of time and there should not be frequent transitions between activities. With these assumptions, they have been able to more accurately discover meaningful clusters.
Ye et al. use distance-based clustering to incrementally learn and recognise new daily routine activities in a smart home [6] . An activity profile is built on top of each predefined activity using training data and is modelled as a cluster with sufficient statistics to enable model drift without the need of storing historical data. Then each incoming sensor data will be assessed on each activity profile; if not matching any existing activity profile, it is considered as abnormal and taken for annotation query and an activity profile is built on this new cluster.
One-class support vector machines (OSVMs) are the mostly used technique in one-class classification, which have also been applied for discovering potential new activities [7] , [8] , [9] . In the training phase, a OSVM is first trained on the data of a set of pre-defined activities. In the test phase, the OSVM is used to discriminate whether the unlabelled instances conform to the observed data of predefined activities.
Yin et al. apply a OSVM with Gaussian Radian Basis Function (RBF) kernel to discover abnormal activities from body-worn sensors that collect light, temperature, sound, and acceleration data [7] . By selecting proper parameters, the OSVM can identify normal activity patterns with higher confidence and detect anomalies with low false negative rate. Similarly, Hu et al., under the assumption that abnormal activities occur with a lower likelihood, implement a OSVM with Fisher kernel to detect unseen abnormal activities by choosing parameters biased towards a low false negative rate [8] .
Support vector data description (SVDD) [10] , similar to OSVM, is also used for anomaly detection. By forming a hyperspace that encompasses all positive instances with minimal volume, SVDD can infer the anomaly of instances. For instance, Shin et al. use SVDD with Gaussian kernel to detect abnormal activities of elder people based on features extracted from infrared (IR) motion sensor data collected in houses [11] . Various kernel functions available to SVMs are one of the reasons for its success in novelty detection [7] , [11] , however tuning kernel parameters in high dimensional data to strike the balance between false positive and false negative rates is tricky in the absence negative instances.
Cheng et al. propose a two layer semantic attributebased learning model to recognise new activities [9] . The low layer is composed by attribute detectors, where each attribute is a mid-level feature encoding specific semantic interpretations of low-level sensor features; for example, an attribute can be a physical activity such as running interpreted from accelerometer data. The mapping between sensor features with attributes can be learned through a datadriven model, such as OSVMs [9] or probabilistic graphical model [12] . The second layer is an activity recogniser, which is a knowledge-driven model where an activity-attribute matrix encodes the semantic relationship between activities and attributes. The inclusion of a new activities requires adding new attributes at the low layer and updating the activity-attribute matrix with a manually specified relationship between attributes and this new activity. By leveraging domain knowledge and using the shared attributes among activities, a zero-shot learner can be adapted to recognise new activity with limited training data.
Topic models have been applied to discover activity patterns from unseen sensor data in an unsupervised fashion [13] . The discovered activity patterns correspond to high-level activities that are composed by a set of low-level activity patterns [13] , [14] or a set of sensor events [15] , [16] , [17] . The low-level activities, considered as words, are concrete and short-term activities such as body movement, location, object usage. The high-level activities, considered as topics, are abstract and complex activities such as daily routines (working, having a meal) [13] , [14] , location routines (at work early in the morning) [15] , behaviours indicating functional health (go to toilet at night) [16] .
Cook et al. have combined a compression-based sequence mining with clustering algorithms to discover new activity patterns on binary sensor events collected from a smart home environment [18] , [19] . The key problem in sequence mining is how to find patterns of interest among a large number of patterns with various lengths. Cook et al. have applied the minimum description length principle to find patterns with sufficient frequency and length. The discovered patterns are those that best compress the dataset. Edit distance (Damerau-Levenshtein distance [20] ) is further used to measure similarity between patterns and determine if a pattern is the variation of an existing pattern.
Directional statistical models especially von Mises Fisher based models have been studied and applied in different domains. Banerjee et al. proposed an EM based inference procedure for finite mixture of von Mises Fisher (vMF) [21] . Taghia et al. studied the variational learning on vMF mixture model [22] . Gopal and Yang derived the Bayesian learning on mixture of vMFs and some other extensions like Hierarchical mixture of vMFs (HMvMFs) [23] . The main difference between our model and their hierarchical model is the component density in our model admits multiple conditional independent vMFs rather than a singular one.
BACKGROUND ON DIRECTIONAL STATISTICS AND MIXTURE MODEL
von Mises-Fisher (vMF) Distribution and mixture model form the foundation of our proposed approach, where we perceive each activity composed of a variety of patterns as a mixture of vMFs.
von Mises-Fisher distribution
A vMF distribution is a probability distribution on unit length hypersphere, whose density function can be defined as
where x ∈ R D is a D dimensional vector with unit length ( x 2 = 1), I ν denotes the modified Bessel function of the first kind at order ν, µ is the mean direction and κ is a concentration parameter indicating how concentrated the samples are generated against µ. When κ is large, the samples are closely aligned with µ, which tends to a point density [24] . When κ is small, or close to zero, the model degenerates to the uniform distribution on the sphere, implying each direction vector has the equal probability density.
A vMF distribution is one of the exponential family distributions, whose parameters can be parsimoniously summarised by its sufficient statistic, γ = n i=1 x i ; and can be estimated by Maximum Likelihood (ML) method. In particular, the mean direction µ has a closed form estimator while κ can be estimated approximately [21] :
is called the mean resultant length in directional statistics community. The above ML estimation serves the basis of the M step of the EM algorithm derived later.
Mixture and hierarchical mixture model
A mixture model is a probabilistic model to represent a complex population as a mixture of a finite number of different sub-populations. It assumes the data samples are independently generated by a number of k(k ≥ 1) components. The model implicitly assumes hidden categorical variables z i ∈ {1, . . . , k} that tells which hidden component originally generates x i . Formally, the model has a probability density function
where θ = {π 1 , . . . , π k , θ 1 , . . . , θ k }, and θ h is the parameters of the hth component of the mixture model and the π h = p(z i = h) is the prior probability of the membership. Given the number of components k, a mixture model of exponential family distributions can be learnt by ExpectationMaximisation (EM) algorithm [25] , [26] . The algorithm iterates between E and M steps, and guarantees a local optimal estimate with respect to the likelihood. A mixture of von Mises Fishers distribution (MvMFs) and its model learning algorithm has been studied in [21] , [27] .
A hierarchical mixture model assumes that each subpopulation model is a finite mixture with possibly different sizes. The model admits a density
where φ = {φ 1 , . . . , φ K } is the mixing proportion of the top mixture and Θ = {θ 1 , . . . , θ K } is the collection of the parameters of the K lower level mixtures. Hierarchical mixtures of Gaussian have been proposed and studied for various applications [28] , [29] .
PROPOSED SOLUTION
In this section, we first give an overview of the proposed solution framework by introducing the overall steps involved at a higher level. The proposed statistical model which is used in each of the steps is detailed later. Alternative model choices are also discussed such that the proposed model choice can be compared and justified.
Overview
A general process to discover and recognise unknown activities, proposed in this work, consists of the following three steps: 1) Model Initialisation -building a model for the existing known activities in the training data; 2) Unknown Detection -assessing whether newly collected sensor events match to any pre-known activity profile, and if so, inferring the activity label. Based on the assessment result, the unknown data is filtered out to form a candidate pool. 3) Model Update -updating the initial model to accommodate the emerging pattern. User input is required at this stage to help annotate emerging patterns with an activity label if necessary.
The above three steps are presented in 4.2, 4.3, and 4.4 respectively. In real world applications, step 2) is applied to each incoming activity data record, while step 3) can be carried out at certain frequencies, say hourly or daily, depends on the application.
Activity modelling by HMCIvMFs
We propose a hierarchical mixture of conditional independent von Mises-Fisher distribution (HMCIvMFs) as a generative statistical model for activity modelling. In an overview, the model consists of two layers of mixture models. At the top level, a mixture of activity models is formed, where each mixture component represents a known activity, say cooking; at the second layer, a mixture of conditional independent von Mises-Fisher distributions is used to capture various sub-patterns of that activity. In the following sections, we elicit the lower-level activity model first, and complete the introduction of the full model. The model inference and learning algorithms are introduced at the end.
Mixture of CIvMFs for individual activity
As shown in the literature [30] , users usually perform an activity in different ways; for example, a user might cook with different appliances, depending on the occasions or seasons. To capture this variety, we propose to model each activity as a finite mixture of vMFs, where each component corresponds to one sub-variate of the activity under consideration. The formal definition is given as follows:
where θ a = {π 4.2.1.1 Conditional independent (CI) vMFs assumption: The above mixture model assumes that a sub-variate of an activity can be sufficiently modelled by a single vMF. In other words, each data point x i , conditioning on its mixture membership z i , is a random draw from a D dimensional vMFs. This assumption is not enough to capture the full characteristics of the collected data. For example, the time feature and other sensor features should ideally be treated separately as they differ in many ways. For example, the time feature, upon the cyclic transformation (discussed in 5.2), is essentially a von Mises distribution (a 2-d vMF variate), whereas the sensor features are usually of much higher dimensions. A better approach, therefore, is to treat them as two directional vectors on two spheres.
In light of this, we propose the following conditional independence assumption; that is, conditioning on z i = h, we assume x i is generated by S independent vMFs, i.e.
,
x is partitioned as a collection of sub-vectors based on some criterion. In particular, the CI assumption made in this work is to decompose x as the sensor features x s , and time feature x t , i.e. x = [x s , x t ], where x s and x t are unit vectors with D − 2 and 2 dimensions respectively. The implied density becomes
where f h,s and f h,t denote the individual vMFs matching the sensor/time components, and
The CI assumption, bringing in model flexibility, still ensures the model fitting algorithm is tractable. The derivation of the EM algorithm, listed in the supplemental file, shows that the complete data likelihood is decoupled which leads to a closed-form M step. It is also worth noting that the different data components, although assumed conditionally independent, are not independent at the mixture level. That is, the covariance matrix, cov [x] , for x admitting the CI mixture model is not block diagonal, where the off-diagonal non-zero entries indicate the cross-feature statistical dependence. This implies the possible correlations between the time and sensor features of the modelling activity can be captured. We prove this result and give an empirical analysis of the covariance in the supplemental file.
Hierarchical mixture model for activity ensemble
Based on the introduced activity model, the whole activity ensemble can be represented as a finite mixture model with the activity label as the mixture membership. Formally, the model can be written as
where φ = {φ 1 , . . . , φ K }, Θ = {θ 1 , . . . , θ K } , θ a is the parameters set for each activity's MCIvMFs model and K is the number of known activities.
Model learning
The model parameters {Θ, φ} can be learnt by Maximum Likelihood estimation at two different stages. The top layer of the model is actually a generative mixture model with known data membership. A more general model fitting algorithm to handle incomplete data with missing labels is 1 . We have omitted the data index i to avoid cluttering notations.
presented later in 4.4.2. Denoting X = {x i }, Y = {y i } as the data set and their activity labels, the log-likelihood is
where I denotes the 1/0 identity function. Upon maximisation with respect to φ with the constraint K a φ a = 1, φ a > 0, the ML estimator for φ 1 , . . . , φ K is just the observed frequencies of each activity class,
where n a = n i=1 I(y i = a) denotes the number of activity a's instances in the training data.
The ML estimator for each θ a however needs an iterative EM algorithm to learn as the class membership within each lower level mixture model is unobserved. The likelihood function to maximise with respect to θ a for each
which only involves activity a's data likelihood. Therefore, the ML estimators for θ a (1 ≤ a ≤ K) can be fit independently with their corresponding data set X a {x i : y i = a}. The following EM algorithm can be applied to find the ML estimator of θ a .
4.2.3.1 EM for MCIvMFs: An EM algorithm is derived to find the ML estimator of a MCIvMFs. The difference between this algorithm and the one derived in [21] is that our algorithm accommodates the case when the mixture component is multiple conditional independent vMFs.
For each individual activity, the following algorithm is used to estimate its model parameter θ a for a pre-specified k a , which can be determined by an information criterion like BIC. The algorithm is initialised with a starting parameter set θ a , and iterates through the following two steps until convergence:
[E step]
and D is the dimension of a feature vector x i . The algorithm can be easily extended for more refined CI assumptions. The detailed derivation of the EM algorithm for a mixture of a general CI vMF model is listed in the supplemental file.
Activity recognition inference
The activity recognition problem can be formally solved as a probabilistic inference procedure. Based on Baye's theorem, given a data instance x i , the probability that it belongs to activity a is
for a = 1, . . . , K. By Baye's optimal decision theory, the classified activity is just
Unknown activity detection
We make use one of the important features of vMF distribution, i.e. when κ → 0, the distribution becomes uniform over the hypersphere. As unseen patterns can emerge from any direction over the sphere, we can represent an unknown activity as an additional uniformly distributed vMF. Based on this unique feature of vMFs, we come up with the following strategy. We introduce an additional pseudo component K + 1 at the top layer to represent any unknown data (i.e., the space has not been covered by the learnt K components in Θ). By calculating the posterior probability of x in each of these K + 1 components, we can infer whether x is known or not. We model the (K + 1)th component as θ K+1 = {µ K+1,s , κ K+1,s , µ K+1,t , κ K+1,t }, where
where t and s are two small constants close to zero. The above estimators are the ML estimators of vMF models with the data set {−x i } and the known concentration parameter κ = , according to (1) . Note that −1 × x i is the vector that differs the most from x i based on the cosine distance, which matches the belief that new activities should be different from any existing pattern. The diffused concentration κ also can be viewed as the lack of confidence regarding this unknown activity model, leading to a uniformly distributed density over the whole vector sphere.
In this work, we set by a simple heuristic rule: find κ such that
here vMF D denotes the density of a D-dimensional vMF, i.e. the minimum density of the vMF is at least 100 × p% of the maximum density. Based on the density function, it is easy to find the rule for κ:
We
Based on the Baye's rule, we can find out those unknown events by calculating
The vector x i will be identified as an unknown activity if argmax a p(y i = a|x i ) = K + 1; i.e., the probability of x i is from an unknown activity component is the largest. Otherwise, it is classified as known.
Model update and active learning
When the unknown activity instances are filtered out, the instances form an unknown data pool, denoted as X unkn . The unknown observations need to be presented to the user for annotation; then the annotated instances can be learnt and updated to the initial model. In this section, we present this model update procedure.
Instead of querying every single instance, we also explore the possibility of employing active learning strategies to minimize human annotation effort, i.e. only select a subset X ⊆ X unkn to label; and the annotated labels are denoted as Y . We hope to maintain good activity recognition accuracies of the final updated model while keeping the annotated sample size small with the help of active learning.
Model update with fully annotated data
We first consider the case when all the data in the candidate pool is annotated and used for model update, i.e. X = X unkn . Note that there are two possible cases for the labels: one is that the annotated instance is a completely new activity or y i / ∈ {1, . . . , K} where i is used to index the model-update data set; the other is that the instance belongs to one of the existing activities, i.e. y i ∈ {1, . . . , K}. 4.4.1.1 New activity: The first case can be easily handled as the model for each activity is fit in parallel as the log likelihood is decoupled according to (4) . Therefore, to update {φ, Θ}, one first needs to learn a MCIvMFs with parameter θ K+1 for the new activity, and then combine it with the existing parameter set; the model update procedure for φ can be easily derived based on (5) as
where n K+1 is the size of the data instances belonging to the new activity K + 1 and N = K a=1 n a denotes the initial training data size. The extended vector is just the renormalised proportions of the activity instances based on (5) . Note that to make the update possible, we need to keep the training data size N as an extra parameter.
4.4.1.2 New sub-pattern of existing activities: The second case deals with existing activities' model update, i.e. update θ a for a = 1, . . . , K with the newly discovered data X a = {x i : y i = a}. A simple strategy is to rerun the EM algorithm with the extended data set X a ∪ X a . Although conceptually simple, this approach requires storing historic sensor data, which may not be feasible given the ongoing and continuous monitoring nature of the applications. We instead run the EM algorithm to fit a MCIvMFs on X a alone, which results in a k a mixture with fitted parameters θ a = {π 1 , . . . , π k a , θ 1 , . . . , θ k a }; then update the model by combining these two mixtures: the combined model has k a + k a mixture components with a renormalised mixing proportion π a ← n a n a + n a π T a , n a n a + n a π T a T , n a ← n a + n a , and component parameters {θ 1 , . . . , θ ka , θ 1 , . . . , θ k a }.
The above update procedure is actually a modified EM algorithm for X a ∪ X a with a hard assignment E step, i.e. for x ∈ X a :
while the M step is unchanged. This zero responsibility assignment is justified by the fact that x ∈ X a , where X a ⊆ X contains data filtered out by the unknown detection algorithm 4.3, which implies that the existing mixture components have shown little support for x by the unknown detection algorithm. Note that the activity proportion φ for the hierarchical mixture needs to be updated as well at the end as the individual activity count is changed.
One just needs to re-estimate φ according to (5) with the updated n a . The above two update procedures are similar as they both require fitting MCIvMFs to the newly discovered data. But the former case adds to the top layer of the hierarchical mixture as a new activity (represented as a MCIvMFs) while the later updates one of the existing activity models.
Model update with incomplete labels
When only a subset of data in the candidate pool is annotated, the previous update procedure will not work as some parameters required for the update procedure like n K+1 , n a becomes unobserved as well. In particular, we have a fully annotated data set X ⊆ X unkn and the complement unlabelled data:X X unkn /X while the missing labels are denoted asȲ .
The problem can be solved by treating the missing labels as hidden random variables and applying another layer of EM algorithm to learn the HMCIvMFs. The model learning algorithm for a HMCIvMFs with missing labels is listed in Algorithm 1; the detailed derivation of this EM algorithm is given in the supplemental file. Note that by settingX = ∅ we expectedly recover the algorithm discussed in 4.2.3, i.e. the supervised version of this algorithm. The EM algorithm finds the ML estimator Θ , φ for the data with incomplete labels. Then the unobserved parameters required for the update procedures listed in 4.4.1 can be estimated by:
where N is the size of X unkn . The other required parameters are readily available from the output of the algorithm.
Algorithm 1 Model Learning Algorithm for HMCIvMFs with Missing Labels
1: Initialize Θ, φ on the labelled data X , Y 2: t ia ← I(y i = a) for each x i ∈ X , a = 1, . . . , K 3: repeat 4: 1. Expectation step of the EM:
2. Maximization step of the EM:
for a = 1, . . . , K do 8: 
Active learning based model update
Instead of random sampling, we also investigate the possibility of applying active learning strategies to alleviate the labelling effort. The objective is to minimize the number of queried instances while maintaining good recognition accuracies achieved by the updated model by selecting the most informative subset X for annotation. Model uncertainty based strategy Inspired by the active learning literature [31] , we devised a simple two step sampling procedure. First, by querying the user with an initial subset, say half of the data planned to be queried, a probabilistic classifier, say a neural network with a softmax output unit, is trained where the class membership can be represented as a probability vector P (z|x). Second, according to the class membership probability assigned by the classifier, the other half of the data points from the rest candidate pool are selected based on different uncertainty sampling strategies. The commonly used strategies are: least confidence [31] , margin sampling [32] and entropy-based measure [33] . Data diversity based strategy The uncertainty sampling method can be limited as it ignores the diversity of the selection, which might lead to an unrepresentative sample. For example, the criteria might point all selections to one particular uncertain class but ignores the other instances. Moreover, most classifiers are trained with the pure objective to minimise the training error rather than discover class membership uncertainty, which later on serve as the only index for the sampling criteria.
Based on the above observations, we propose another sampling strategy based on hierarchical clustering, which aims to select samples based on sampling diversity but also avoids the reliance on the inferred class membership probability. The motivation is to select the most diversified subset of data from the unlabelled. The algorithm consists of three steps.
1) Apply hierarchical clustering algorithm to the unknown data; 2) Cut the clustering tree at the level H such that the data set forms H clusters, i.e.
3) Randomly choose k data sample from each cluster C n for n = 1, . . . , H, the chosen data set with k × H instances is then forwarded to the user to label.
Unlike the uncertainty sampling based method, there is no need for the initial annotation step. Hierarchical Clustering is chosen mainly because it forms a full clustering trajectory with different cluster size [34] ; a flexible number of clusters can then be formed to facilitate the selection process. For example, to choose H samples, one simply cuts the tree at the H level, and select k = 1 instance from each of the H clusters. In this work, as all data instances are represented as directions, a bottom-up or agglomerative hierarchical clustering algorithm with an average linkage and the cosine distance is used.
EXPERIMENT AND EVALUATION
The main goal of the evaluation is to assess how good the proposed approaches are at capturing unknown activities and learning and recognising the activity labels. In particular, we also want to verify the proposed model is a suitable choice for real-world datasets. In the following, we will introduce the evaluation methodology including the datasets and evaluation metrics, and discuss the experiments carried out together with their results.
Experiment data set
We choose four real-world smart home datasets for evaluation. The first two datasets (House A and House B) are collected by the University of Amsterdam and on a single-resident house that is instrumented with wireless sensor network. The sensors are state-change binary sensors attached to household objects like cupboards and doors [35] . The recorded activities include making breakfast, cooking dinner, leaving the house, sleeping, and taking shower, etc. The second dataset is collected by a testbed at the Washington state university 2 . The dataset include 9 different activities and 32 sensors. Another dataset under consideration is the PlaceLab Couple dataset [36] , which contains over 200 object sensors and was gathered over a period of 15 days with a total of 7 activities being recorded throughout the study. A summary of the key information of the four datasets are listed in Table 1 . The four datasets are of various dimensions, class sizes, and instances, which implies different noise levels and classification difficulty. We believe the four datasets are good representatives of the sensor based human activity literature and should give comprehensive evaluation results. 
Data preprocessing and feature extraction
We segment sensor events into time slots of a fixed interval (say one minute). For each time slot, we extract features on sensor data and timestamps. A sensor feature vector is represented as x s = [x 1 , x 2 , ..., x S ], where S is the number of sensors being installed, and x i (1 ≤ i ≤ S ) (possibly a vector by itself depending on the sensor type and feature extraction technique) is the extracted feature of the ith sensor. As the datasets we are working on contain only the binary sensors, we construct x s , where x i is the frequency of this sensor being activated. That is, x i = N i /N , where N i is the number of times the ith sensor being activated and N is the total number of sensor events reported in this time slot.
For the timestamps, instead of treating them as a realvalued scalar feature, we apply the standard trigonometric transformation for cyclic data [37] , that is
This transformation makes sure each time stamp distinguishable but also time distance measure consistent. Note that the transformed time feature is a two dimensional unit vector on a circle, which is ideally modelled by a von Mises distribution. In the end, the combined sensor and time features forms a D-dimensional feature vector with S + 1 sensor/time components, denoted as x.
Evaluation Criteria
In line with the existing literature on human activity recognition [35] , [38] , we use two criteria to access the activity recognition accuracy, namely time-sliced wise accuracy (A t ) and class wise accuracy (A c ); that is,
where N a is the number of times that an activity is correctly classified, and N is total time slice count; A a is the classification sensitivity rate with respect to activity a, i.e.
, where TP a and FP a denote the true positive and false positive counts of the classifier with respect to activity a. Therefore, A c measures the averaged by class accuracy among all class labels. We also report Fscore to help compare the performance on both precision and sensitivity, where
The reported F -score is by class average over the activities.
Experiments and results
To comprehensively examine the solution, we evaluate the proposed methods by four experiments revolving the claimed contributions: activity recognition; unknown detection; on-line learning and model updating; and finally the effect of active learning in relieving annotation effort. The derived algorithms and the following experiments are implemented in Matlab 3 and the figures are generated by the Gramm package [39] .
Activity recognition
Firstly, we assess the activity classification performance of the solution on a traditional static setting in which all instances' activity labels are assumed known a priori. Evaluation method To demonstrate the effectiveness of HMCIvMFs, we compare it with four other statistical model based classifiers, namely Mixture of von Mises Fisher (MvMFs) [21] , Hierarchical Mixture of von Mises Fishers (HMvMFs) which was first studied and applied in text mining [23] , and their two Gaussian counterparts: Mixture of Gaussians (MGs) and Hierarchical Mixture of Gaussians (HMGs). In addition, we also list the results of a few widely used discriminative classifiers: Neural Networks (NNet), Support Vector Machine (SVM), K-Nearest Neighbour (KNN), and Random Forest. Matlab's Statistics and Machine Learning toolbox [40] is used to evaluate the above algorithms where (hyper-)parameters are either specified based on the properties of the datasets or tuned automatically by the provided software package, and the details are listed in the supplemental file. A ten-fold cross validation is used for this comparison, which implies 90% of the data is used for training. To simulate an alternative situation where labelled data is scarce, we carry out an additional experiment when the training/testing ratio is deliberately set small. In particular, as the class sizes are imbalanced among the datasets, the ratio is set such that each class at least has 3 instances (the number such that a sphericalcovariance Gaussian can be fit); the minimum ratios for the four datasets are listed in Table 1 . One hundred random experiments were run for the limited training data case. Results The results for House A and Washington Data are listed in Table 2 , 3 respectively. The results for the other two datasets show a very similar pattern. It can be seen that the proposed model HMCIvMFs is the clear winner among the five generative classifiers in both the data abundant and scarce scenarios. The vMF based solutions in general perform better when the data dimension is larger, which shows its advantage over Gaussian for high-dimensional data modelling. The better performance of HMCIvMFs over the other two vMF based variates demonstrate the hierarchical mixture and conditional independence model assumptions are effective for the activity recognition task.
Comparing with discriminative classifiers, the overall stronger performance of the discriminative classifiers echoes some existing belief and research findings on the two schools of techniques [41] . Nevertheless, HMCIvMFs is always among the best cohort, although there is no overall winner especially for the data abundant case (ten-fold cross validation). While for the data scarce scenario, HMCIvMFs has better or comparable performance against those state of art discriminative classifiers, which demonstrates its value in real world applications.
Unknown detection accuracy
We then measure how well the solution can distinguish unknown activities. This experiment essentially evaluates the unknown detection strategy put forward in section 4.3. Evaluation method To simulate the unknown activity scenario, we randomly pick a subset of k of the total activities as known and treat the rest K − k as unknown. Only a proportion (50%) of the k known data is then used for training; and the rest data set formed by the unknown data and the rest of the known data is used for known/unknown detection assessment.
As it is not a standard binary classification problem, where both positive and negative data are used for training, we cannot compare the proposed solution to other state of art classifiers. We instead compare the proposed solution with three other similar methods: a baseline solution and two other variates of the statistical model based solution (HMvMFs and MvMFs). The baseline solution is an estimation based unknown detector presented in [6] , in which the first and second statistical moments of the cosine distances is used to distinguish known and unknown instances. Results The results of one hundred random experiments for each experiment setting on the four data sets are listed in Figure 1 baseline solution except the PlaceLab data set. This is probably due to the noisy nature of the data set. It can also be observed that all methods uniformly exhibit a V shape trend for the by time slice measure, i.e. the accuracies first go down then pick up; this is because when the number of known is in the middle, there are more ways to partition the data which leads to large variances but also making the detection harder.
Online recognition accuracy
In this section, we examine the solution as a complete learning process. In particular, on top of the initial model learning and unknown detection, the effectiveness of learning and inferring those unknown activities, detailed in 4.4, is examined to see how the learning algorithm evolves. Evaluation method To see how the solution performs at the end after model update with respect to the detected unknown instances, a proportion (20%) of the data is held out for final testing. The rest of the data is used for the training and model update purpose. Similar to the previous unknown detection experiment, a randomly selected k subset of the total activities are assumed known. A subset (50%) of the corresponding known data is used to train an initial model, as presented in Section 4.2. The rest of the known data together with those K − k unknown activities' data are formed together to simulate the emerging data at the later stage. The update data will go through unknown detection first then a subset, with a predefined selection rate, of those filtered unknown are presented to the user for annotation and model learning. After the model update as presented in 4.4, the updated model is assessed at the end to classify the unseen test data. Note that the model update can happen more than once during the whole application process. In reality, the update can be set at certain frequency say on a daily or hourly basis. A key unique feature of this experiment is that not all the training data is presented at the training stage but only a subset of pre-selected known activity data while all the remaining data is used to update the model on an on-going basis.
Results
The experiment results over the four data sets are listed in Figure 5 , 6, 7 and 8 respectively where both boxplots and bar-plots (the error bars are 95% CI of the mean) are shown. The selection rate here is set as 50% i.e. half of the marked unknown instances are randomly selected for annotation, while the whole filtered unknown data set is used for model update with the semi-supervised algorithm. As expected, the classification performance is poor when the training data is incomplete, i.e. when the known activity number is small; however, coupled with the unknown detection and model update, the algorithm correctly picks up those unknown or emerging instances and incorporates them into the existing model, which can be seen from the improved classification rates across all the unknown settings even when the pre-known activity number is limited. The boosted performance of the final updated model demonstrates the proposed model update procedure 4.4.1 and semi-supervised label learning algorithm detailed in 4.4.2 is effective. It is interesting to observe the same V shape trend that echoes what has been found in the previous unknown detection section. This is because the unknown detection is an integral step of the update procedure; therefore its performance affects the final results. An ongoing assessment To see how the algorithm works in a continuous way with respect to different update settings, we also report the "ongoing" activity recognition accuracies. Instead of presenting the classification accuracy at the end on a separate test data set, we present the overall accuracy that essentially measures the percentage of the correctly When updated more frequently, say at every 50 instances, the solution achieves better overall performance. Whereas the selection rate affects the performance especially when the rate is low. When more unknown data is selected for annotation, the performance is better in general.
Active Learning
As shown in previous experiments, the selection rate affects the model performance. In this section, we examine whether active learning based model update strategies presented in 4.4.3 can help alleviate the annotation effort. Evaluation method Similar to the previous experiment, we compare the final recognition results achieved by applying different active learning strategies in the model update process. To be more specific, we vary the selection rate from 10% up to 1, and see how the strategies affects the final result.
Results To save space, only results of House A and Washington data are listed in Figure 11 and 12, while the other two data sets show similar trend. The shown is the averaged classification accuracy of the updated model over one hundred independent runs for each configuration (the error bars are 95% confidence interval of the means). By inspecting the figures, we can make the following observations. First of all, as suggested by the results, it is clear that not all data is required to be annotated, as the accuracies converge when selection rate is around 0.3-0.4 and stay there even when the selection rates increase. Secondly, there is no overall clear advantage of the three uncertainty sampling strategies (i.e. least confidence, smallest margin, entropy based) over random sampling, where similar results have been confirmed in previous active learning studies [42] . However, when the selection rate is small (< 0.4), active learning strategies seem deliver better results which are more evident for the Washington data. Among all the strategies, the diversity method is the best in delivering stable and consistent performance across the different settings especially when the selection rate is low. 
CONCLUSION AND FUTURE WORK
This paper addresses a new research question in activity recognition: discovering and recognising unknown human activities. This is a critical requirement for large-scale and long-term deployment of an activity-aware pervasive system in real-world environments, where it is inappropriate to assume that users will only perform a pre-defined closed set of activities all the time or the patterns of users performing such activities will be fixed. Towards addressing the challenge, this paper explores the solution space of various vMF based statistical models. The proposed model, featuring hierarchical mixture and conditional independence, works well not only in traditional activity recognition setting but also in detecting and learning new activities. The possibility of using active learning strategies is also explored, which shows promising performance in alleviating annotation effort.
In terms of future work, we intend to improve the robustness of the HMCIvMFs algorithm in the face of sensor errors. We plan to deploy both algorithms in real-world applications to assess the effectiveness of detecting and learning unknown activities further, and more importantly conduct the user studies to find the opportune moment to query the users for labelling unknown activities.
