Abstract. This paper is concerned with cross-product cubature rules. We use Sard's Kernel Theorem [10] to express the cross-product cubature error in terms of one variable kernels. This simplified representation of the error is then used to derive cubature error bounds analogous to those obtained by Secrest and Stroud [13], for quadrature rules.
1. Introduction. The problem of finding error bounds for numerical integration rules in two or more dimensions has, until recently, received little attention. The purpose of this paper is to apply a kernel theorem due to Sard [10] to derive error bounds for cross-product cubature rules. Numerical examples, which illustrate the theory, are included.
The cubature error bounds which occur in the literature are of two types: derivative and derivative-free. The derivative-free error bounds are obtained by complexvariable arguments and assume the integrand is analytic in a suitable region. We mention the work of Ahlin [1] , Chawla [3] and Stenger [12] for Gaussian crossproduct rules. Barnhill [2] has generalized some of Davis's [4] one-dimensional work to cubature rules. The derivative cubature error bounds give the error in terms of certain partial derivatives of the function to be integrated. Derivative error representations for cross-product rules have been obtained by several authors [6] , [8] , and [11] .
In [13] , Stroud and Secrest obtain quadrature error bounds by using Peano's Theorem [5, p. 70] . Their bounds are written as a product of the Lt norm of the Peano kernel and a bound on the derivative of the function to be integrated. It is shown in [13] how error bounds for cross-product rules can be obtained from quadrature error bounds by using a method due to Nikol'skii [9] . Sard [10] has generalized Peano's Theorem to the multivariable case. By using Sard's Kernel Theorem [10, p. 200] , error bounds analogous to those in [13] can be derived for cubature rules.
In this paper we consider cross-product cubature error bounds. Our basic tool is Sard's Kernel Theorem. We show for cross-product rules that all of the kernels in Sard's error representation are completely determined by the Peano kernels for the quadrature rules which generate the cross-product rule. The Sard kernels for Gaussian rules are shown to have special sign properties which facilitate the calculation of their norms. The error bounds we derive for cross-product rules will be extended to fully symmetric cubature rules in a future paper. 
We now show that it is possible to write all of the kernels K"', K''' and K"'" in terms of the two kernels K"'° and Xo".
Let Pt denote the class of all polynomials of degree less than or equal to k. The following two lemmas are a direct consequence of (2.3). 
Proof. Since i < p ^ p + 1, Lemma 1 and (2.5) give &'' = 0, i < p,j < <t.
We now calculate Kpi. By (2.5) and Lemma 2,
The definition of rp implies
If we set j = 0 in (2.6) we obtain
The previous relation and (2.7) imply
Relations (2.7) and (2.8) can be used to write (2.6) in the form Substitution of (2.13), (2.8) and the dual of (2.8) into (2.9) yields the form for K'-' given in (2.5'). Q.E.D.
There is a natural relationship between the two basic Sard kernels K''° and K°'' for R X S and the Peano kernels A^t,0 and 7^0,,-i for R and 5. These properties are summarized in Corollary 1. We find that all of the kernels in (4.2) are completely determined by the three basic kernels K"'0'0, A0-'-0 and K°'°-r. If £,_,.0,0 , A^li0 and A»,,,.,.., denote the Peano kernels for the respective quadrature rules (2.1), (2.2) and (4.1), we find that
