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Abstract
The paper deals with a multistage linear model that is a special case of a linear model
with variance–covariance parameters. Within this setting questions related to estimation of
linear functions of the mean parameter are studied. Necessary and sufficient conditions for
the existence of uniformly minimum variance linear unbiased estimators of linear function of
the mean are presented under rather general assumptions. For illustration, a special case of a
two-stage model is shown.
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1. Introduction
The multistage (or p-stage) linear model occurs in technical applications, nota-
bly in geodesic or geophysical settings, as well as in biomedical applications, as in
meta analysis, when combining data from several clinical trials with nonidentical
experimental designs and with a common treatment variable.
A p-stage linear model is defined as a set of p linear models
Y1 = X1β1 + ε1,
(1)
Yi =
i−1∑
j=1
Cijβj + Xiβi + εi, i = 2, . . . , p,
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where Yi , i = 1, . . . , p, are ni-dimensional random vectors, the ni × ki matrices Xi
are fixed and known and the ni × kj -matrices Cij are also fixed and known. The
random error vectors εi fulfill the distributional assumptions E(εi) = 0, var(εi) =
Vi(θ), i = 1, 2, . . . , p, E(εiε′j ) = 0, i /= j , and all their moments up to the fourth
order are finite. The vectors βi ∈ Rki , i = 1, 2, . . . , p, are unknown distributional
parameters of the mean. The covariance matrices Vi(θ), i = 1, 2, . . . , p, depend on
unknown vectors θ ∈  and may be singular. Assume that the parameter set  has
an open interior. The functional dependence of Vi(θ) on θ is not specified, it may
be linear or nonlinear as well. We assume that Vi(θ) are continuous in θ , for all
i = 1, 2, . . . , p. Assume that there exists θ0 ∈ , such that Vi(θ0) denoted by V0i ,
i = 1, 2, . . . , p, are all positive definite. The connection between, say, the ith model
and the (i + 1)th model is the unknown vector parameter (β ′1, β ′2, . . . , β ′i )′ that is
common for both models. We shall refer to the p linear models as stages. For the
rest of the paper, we will denote by R(A) the linear space spanned by columns of a
matrix A. Vectors are considered to be columns and the dimensions of matrices are
noted as subscripts if necessary, otherwise they are omitted. An orthogonal projection
onto R(A) and onto the orthogonal complement of R(A) is denoted by PA and MA,
respectively. For a given matrix A, the A− denotes the generalized inverse of A
defined by AA−A = A. We assume that for all i = 1, . . . , p and j = i + 1, . . . , p,
R(C′ji) ⊂ R(X′i ) so that linear functions of βi estimable in the ith stage are also
estimable in every subsequent stage. Notice that the last set of conditions is auto-
matically satisfied if the matrices Xi are assumed to be of full column rank for all
i = 1, . . . , p.
Several questions related to estimation of β = (β ′1, β ′2, . . . , β ′p)′ and particu-
larly to estimation of βi as a function of β have been addressed in the literature.
Particularly, in a two-stage model, estimation of β2 as a function of an available
estimator of β1 from the first stage only was investigated in great detail. Most of
the results have been derived under special assumptions on covariance matrices
Vi(θ). Either it was assumed that they are fully known (see, e.g. [4] or [3]), or that
they depend linearly on a one dimensional parameter only. For the latter see, e.g.
[5,7,8].
A different type of two-stage model is considered in [1]. The two experiments
that the authors investigate can be expressed as
E(Y1) = X1β1 + Z1β2, var(Y1) = ϑI1,
(2)
E(Y2) = C21β1 + X2β2, var(Y2) = ϑI2.
Under this setting the estimation of an estimable function p′β1 is investigated. It is
obvious that, putting Z1 = 0, Vi(θ) = ϑIi , i = 1, 2, in a two-stage model (p = 2)
defined in this paper, we obtain the model investigated in [1].
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2. Necessary and sufficient conditions for the existence of UMVLUE
Let us formally combine the p linear models in (1) into a linear model:

Y1
Y2
...
Yp

 =


X1 0 0 . . . 0
C21 X2 0 . . . 0
...
Cp1 Cp2 . . . Cpp−1 Xp




β1
β2
...
βp

+


ε1
ε2
...
εp

 . (3)
Model (3) represents a linear model with variance–covariance parameters, i.e.
Y = Xβ + ε, (4)
where X is the design matrix in (3) and ε is the error term in (3). Denote by V (θ) =
Diag{Vi(θ)} the block diagonal covariance matrix of ε.
Consider a linear function of a parameter β presented in the form P ′β where P
is a
(∑p
i=1 ki
)× q-dimensional matrix, q <∑pi=1 ki . Obviously, if q = 1 then we
deal with a standard situation of P ′β being a scalar function of β. We deal here with a
standard concept of estimability. A linear function P ′β is considered to be estimable
in model (4) if and only if there exists a matrix L of appropriate dimensions such that
X′L = P . An estimator L∗′Y is said to be a Locally Minimum Variance Linear Unbi-
ased Estimator (LMVLUE) of P ′β at θ0 ∈  if it is unbiased, i.e. E(L∗′Y ) = P ′β
for all β = (β ′1, . . . , β ′p)′, and for any other unbiased estimator L′iY of P ′β the dif-
ference of the covariance matrices var(L′iY ) − var(L∗′i Y ) is nonnegative definite at
θ0. If this holds for all θ0 ∈  then L∗′i Y is said to be a Uniformly Minimum Variance
Linear Unbiased Estimator (UMVLUE) of P ′β. Under this setting we are going to
address two main questions.
1. Under what conditions on the matrices Xi , Cij , and Vi(θ), do there exist
UMVLUEs for all P ′β in (3), taking all vectors Yi , i = 1, . . . , p, into consid-
eration?
2. Denote by β(i) = (β ′1, . . . , β ′i )′. Assume that from the ith stage in (1) the
UMVLUE of P ′i β(i) is available. Under what conditions do we not “gain” more
information for estimating P ′i β(i) by additionally considering Yi+1, . . . , Yp in
model (3)?
The necessary and sufficient conditions for the existence of UMVLUE for all estima-
ble functions of β in a linear model with variance–covariance components have been
investigated in the literature extensively. Here we consider the condition derived by
Seely and Zyskind in [6] and later generalized by Kleffe in [2]. We use the general
form of a necessary and sufficient condition that can be easily generalized from
Kleffe’s condition, under which in model (4) the UMVLUEs exist for all estimable
functions of β. It can be expressed as
MXV (θ)V
−1
0 X = 0 ∀θ ∈ . (5)
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Recall that V0 = Diag{V0i} = Diag{Vi(θ0)} is positive definite according to our as-
sumption. Let us introduce a lower block triangular matrix
T =


T11 0 0 . . . 0
T21 T22 0 . . . 0
. . .
Tp1 Tp2 . . . Tpp−1 Tpp

 (6)
with the following property:
TX =


X1 0 0 . . . 0
0 X2 0 . . . 0
. . .
0 0 . . . 0 Xp

 . (7)
From (7) we get the particular solutions for Tii = I for all i = 1, . . . , p, where the
identity matrices have appropriate dimensions. Each Tij , i = 2, . . . , p, j = 1, . . . ,
i − 1 is determined by the system of equations:
i∑
j=l+1
TijCjl + TilXl = 0, i = 2, . . . , p, l = 1, . . . , i − 1. (8)
For each i = 2, . . . , p, the solution to the system (8) has a recurrent form:
Ti,i−1 = −Ci,i−1X−i−1
Ti,i−2 = −
(
Ti,i−1Ci−1,i−2 + Ci,i−2
)
X−i−2
... (9)
Ti1 = −

 i∑
j=2
TijCj,1

X−1 .
The matrix T depends on the choice of generalized inverses in the expression (9).
Hence we get a set of nonsingular matrices, sayT defined by (9) such that for each
T ∈T the equality (7) holds true. As it is easy to see, we can transform the model
(4) by T to obtain
T Y = TXβ + T ε. (10)
Notice that since T is nonsingular, R(X′) = R(X′T ′), which implies that all estima-
ble functions of P ′β in model (4) are also estimable in model (10) and vice versa.
Also notice that if L∗′Y is a LMVLUE of P ′β in model (4) then it is LMVLUE in
model (10) as well, and vice versa. Hence we will consider the two models (4) and
(10) equivalent for estimation purposes.
Since each T ∈T is nonsingular, the equality (5) is equivalent to
MTXT V (θ)V
−1
0 X = 0 ∀θ ∈  (11)
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and for all T ∈T. In other words, the equality (11) is independent of the choice of
a matrix T and, equivalently of the choice of generalize inverses in (9). Notice also
that MTX is a block diagonal matrix of the form MTX = Diag{MXi }.
Now we can state a theorem that generalizes the results presented in [5,7].
Theorem 1. The UMVLUE for every estimable function P ′β of β =
(β ′1, β ′2, . . . , β ′p)′ in model (3) exists if and only if the following conditions are met:
1. R(Vi(θ)V −10i Xi) ⊂ R(Xi) for all θ ∈ , i = 1, 2, . . . , p,
2. for all k > l, k = 2, . . . , p,
R

k−l∑
j=1
Tk,l+jVl+jV −10,l+jCl+j,l + TklVlV −10l Xl

 ⊂ R(Xk),
where the matrices Tk,l+j are given by the recurrent system (9). Notice that Tkk =
I for all k = 2, . . . , p.
The proof of the theorem here follows the lines in [7,9] (or [5]) where special
cases are investigated.
Proof. Denote the left side of (11) as matrix B with partitioning corresponding to the
partitioning of the matrix X. Denote the blocks of B by Bkl . Then all Bkk have the form
Bkk = MXkVk(θ)V −10k Xk, k = 1, 2, . . . , p.
From Bkk = 0, the conditions 1 in the statement of Theorem 1 follow immediately.
For l > k, all blocks Bkl of the matrix B are zero matrices.
For l < k we get
Bkl = MXk
(
TklVl(θ)V
−1
0l Xl + Tk,l+1Vl+1(θ)V −10,l+1Cl+1,l
+ · · · + Tk,k−1Vk−1(θ)V −10,k−1Ck−1,l + Vk(θ)V −10k Ckl
)
. (12)
Each Bkl is equal to a zero matrix if and only if the set of conditions 2 of the theorem
are fulfilled. 
As we can immediately see, the necessary and sufficient conditions presented in
Theorem 1 are not very transparent and in practice it may not be easy to verify them.
Let us consider one special case.
A linear model fulfilling the assumptions of Theorem 1 occurs when Vi(θ) =
ϑiHi , i = 1, 2, . . . , p. The matrices Hi are known positive definite matrices and the
parameters ϑi are unknown real positive scalars. Conditions 1 in this case are auto-
matically met by choosing V0i = Hi , i = 1, 2, . . . , p, and the conditions 2 reduce
to R(Cij ) ⊂ R(Xi), i = 2, . . . , p, j = 1, 2, . . . , i − 1. This result coincides with a
result derived in [5,7].
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The following theorem presents sufficient conditions for conditions presented in
Theorem 1.
Theorem 2. The UMVLUE for every estimable function P ′β of β =
(β ′1, β ′2, . . . , β ′p)′ in model (3) exists if the following conditions are met:
1. R(Vi(θ)V −10i Xi) ⊂ R(Xi) for all θ ∈ , i = 1, 2, . . . , p, and
2. for all l = 1, 2, . . . , k − 1, k = 2, . . . , p,
R(Ckl) ⊂ R(Xk).
Proof. Use the notation from the proof of Theorem 1. Under the condition 2 the
column space of each term in the expression for matrix Bkl is a subspace of R(Xk).
This implies that R(Bkl) ⊂ R(Xk). 
Notice that under the conditions of Theorem 2 the unknown parameter β(i) =
(β ′1, β ′2, . . . , β ′i )′ is not identifiable in the ith stage of model (1) but it is identifiable
in model (3).
If at each stage of the original p-stage model there exists a UMVLUE for each
estimable function of the corresponding subvector β(i) of β vector, it does not imply
that there exists a UMVLUE for each estimable function of β in a combined model
(4). On the other hand, obviously, the reverse holds true: if there exists a UMVLUE
for each estimable function in model (4) then the UMVLUE exists for each estimable
function at each stage of (1).
Corollary 1. Let V (θ0) = I for some θ0 ∈ . In such setting the identity matrix can
be chosen for V0 and hence the necessary and sufficient conditions for the existence
of UMVLUE for all estimable functions of β in model (4) reduce to
1. R(Vi(θ)Xi) ⊂ R(Xi) for all θ ∈ , i = 1, 2, . . . , p,
2. for all k > l, k = 2, . . . , p,
R

k−l∑
j=1
Tk,l+jVl+j (θ)Cl+j,l + TklVl(θ)Xl

 ⊂ R(Xk).
In this case the ordinary least squares estimator (OLS) at each stage is the UMVLUE
of every estimable function of a corresponding subvector β(i) of β. Also, under the
conditions of Theorem 1 the OLSE of every estimable function of β in model (3)
coincides with the LMVLUE for all θ and hence it is UMVLUE.
Proof. For the proof it is enough to realize that one of possible necessary and suffi-
cient conditions for OLSE being the same as LMVLUE, expressed in terms of model
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(4), is R(V (θ)X) ⊂ R(X) for all θ ∈ . Hence, if in the statement of Theorem 1
V0 = I the statement of the corollary follows immediately. 
3. Two-stage model
Corollary 2. In case of the two-stage model, the UMVLUE for every estimable func-
tion P ′β of β = (β ′1, β ′2)′ in model (3) exists if and only if the following conditions
are met:
1. R(Vi(θ)V −10i Xi) ⊂ R(Xi) for all θ ∈ , i = 1, 2,
2. R(V2(θ)V −102 C21 − C21Dθ) ⊂ R(X2), for all θ ∈ .
The matrix Dθ is defined by V1(θ)V −101 X1 = X1Dθ.
Proof. The first two conditions follow from the statement of Theorem 1. If p = 2
the set of conditions 2 reduce to
R
(
T21V1(θ)V
−1
01 X1 + V2(θ)V −102 C21
) ⊂ R(X2).
Denote by Dθ the matrix that fulfills the condition V1(θ)V −101 X1 = X1Dθ .
Substituting −C21X−1 for T21 we get
T21V1(θ)V
−1
01 X1 = −C21X−1 V1(θ)V −101 X1.
From this and from the assumption R(C′21) ⊂ R(X′1) we finally get
R
(
V2(θ)V
−1
02 C21 − C21X−1 V1(θ)V −101 X1
)
= R(V2(θ)V −102 C21 − C21Dθ ) ⊂ R(X2)
as stated in the corollary. 
Theorem 3. Under the conditions of Corollary 1 the UMVLUE of vector parame-
ters β1 and β2 in model (3) are βˆ1 and βˆ2 given by
βˆ1 =
(
X′1X1 + C′21MX2C21
)−1(
X′1Y1 + C′21MX2Y2
) (13)
and
βˆ2 =
(
X′2X2
)−1
X′2
(
Y2 + C21
(
X′1X1 + C′21MX2C21
)−1
C′21MX2Y2
)
−(X′2X2)−1X′2C21(X′1X1 + C′21MX2C21)−1X′1Y1. (14)
Comment 1. Note that under a stronger condition R(C21) ⊂ R(X2), βˆ1 from The-
orem 3 takes the form
βˆ1 = (X′1X1)−1X′1Y1 (15)
which is the OLSE estimator of β1 in the first stage of model (1), and
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βˆ2 =
(
X′2X2
)−1
X′2Y2 −
(
X′2X2
)−1
X′2C21
(
X′1X1
)−1
X′1Y1. (16)
Hence, the condition R(C21) ⊂ R(X2) establishes a sufficient condition under which
the answer to question 2 on page 391 is that the UMVLUE of β1 from the first stage
of model (1) is UMVLUE also in the combined model (3).
Proof of Theorem 3. From the conditions of Corollary 1 follows that it suffices to
express the OLSE in model (3). 
Comment 2. Denote by β˜1 =
(
X′1X1
)−1
X′1Y1, the OLSE from the first stage of
model (1). Then both the estimators βˆ1 and βˆ2 in Theorem 3 can be expressed as
functions of β˜1 and Y2 only. One possible expression is
βˆ1 = β˜1 −
(
X′1X1
)−1
C′21MX2
(
I + MX2C21
(
X′1X1
)−1
C′21MX2
)−1
×MX2C21β˜1 +
(
X′1X1 + C′21MX2C21
)−1
C′21MX2Y2 (17)
and
βˆ2 =
(
X′2X2
)−1
X′2Y2 +
(
X′2X2
)−1
X′2C21
(
X′1X1 + C′21MX2C21
)−1
C′21MX2Y2
−(X′2X2)−1X′2C21(β˜1 − (X′1X1)−1C′21MX2
×(I + MX2C21(X′1X1)−1C′21MX2)−1MX2C21β˜1). (18)
Again, it is obvious that if the stronger condition R(C21) ⊂ R(X2) is met then βˆ1
reduces to β˜1 and βˆ2 = (X′2X2)−1X′2Y2 − (X′2X2)−1X′2C21β˜1.
4. Examples
Example 1. For stage 1, consider a balanced one-way ANOVA model given by
Yij = µi + eij (19)
with µi , i = 1, . . . , a, fixed unknown parameters, j = 1, . . . , l1, and var(e) = σ 21 I .
The second stage model is a two-way balanced fixed effects model given by
Yijk = µi + αj + εijk, (20)
where again, i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . , l2, and var(εijk) = σ 22 I . The
parameters αj are assumed to be fixed and unknown.
The two-stage model can be expressed as(
Y1
Y2
)
=
(
Ia ⊗ 1l1 0
Ia ⊗ 1b ⊗ 1l2 1a ⊗ Ib ⊗ 1l2
)
β + ε∗, (21)
where β = (µ′, α′)′, with µ = (µ1, . . . , µa)′ and α = (α1, . . . , αb)′. ε∗ = (e′, ε′)′
with e and ε defined analogously. The subscripts at I , the identity matrix, and at 1,
the vector of all ones, indicate their dimensions. The covariance matrices for each
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stage are σ 21 I and σ
2
2 I , respectively. It is easy to see that in the model (20) the
parameters µ and α are not identifiable while in the combined model (21) they are.
At the same time, while the first two conditions of Theorem 1 are met, the condition
2, that reduces to
R
((
σ 22 − σ 21
)
(Ia ⊗ 1b ⊗ 1l2)
) ⊂ R(1a ⊗ Ib ⊗ 1l2), (22)
is fulfilled if and only σ 21 = σ 22 , hence the conditions of Theorem 1 are not met and
the UMVLUEs for all estimable functions of β in this model do not exist.
Example 2. For the stage one, consider now a random one-way balanced ANOVA
model given by
Yij = µ + αi + eij , i = 1, . . . , a1, j = 1, . . . , l1, (23)
with α = (α1, . . . , αa1)′ and e = (e11, . . . , eal1)′ both random, fulfilling the distribu-
tional assumptions E(α) = 0, E(e) = 0, E(αe′) = 0, var(α) = σ 2a I , and var(e) =
σ 2e I . Let the stage two be a mixed two-way balanced model,
Yijk = µ + α∗i + βj + εijk, i = j . . . , a2, j = 1, . . . , b, k = 1, . . . l2.
(24)
Assume µ and β to be fixed and, α∗ and ε random. Let E(α∗) = 0, E(ε) = 0,
E(α∗α′) = 0, E(eε′) = 0, E(α∗ε′) = 0, and E(eε′) = 0. The variance components
of the second stage are defined by var(α∗) = σ 2α∗I and var(ε) = σ 2ε I . We can use
the notation of Theorem 1: X1 = 1a1l1 = 1a1 ⊗ 1 ⊗ 1l1 , X2 = 1a2 ⊗ Ib ⊗ 1l2 , C21 =
1a2bl2 = 1a2 ⊗ 1b ⊗ 1l2 , and the covariance matrices V1(θ) and V2(θ) are σ 2a (Ia1 ⊗
1l1 1′l1) + σ 2e I and σ 2α∗(Ia2 ⊗ 1b1′b ⊗ 1l2 1′n2) + σ 2ε I , respectively. In this case, as it is
easy to verify, the conditions of Theorem 1 are fulfilled and hence the UMVLUE in
a model combining both stages exist for all estimable functions of (µ, β ′)′.
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