Abstract. We prove an equidistribution result concering the orbits of a point in the upper halfplane under the action of a Fuchsian group. The main tool is the meromorphic continuation of a certain Poincare series.
Let Γ ⊆ PSL 2 (R) = SL 2 (R)/{±I} be discrete cofinite, non-cocompact. We may assume, possibly by conjugating by σ ∈ PSL 2 (R) that ∞ is a cusp and that the stabilizor Γ ∞ of ∞ in Γ is generated by
The group Γ = SL 2 (Z)/{±I} is an example of such a group. The group PSL 2 (R) acts on the upper halfplane H = {z ∈ C| Im(z) > 0} by linear fractional transformations. We note that the imaginary part of γ(z) is fixed on the orbit Γ ∞ γz, and that the real part modulo 1 if fixed also on this orbit. The purpose of this small note is to prove the following equidistribution theorem: Theorem 1. Let Γ be as above and let z ∈ H. Then Re(Γz) is equidistributed modulo 1 as Im(γz) → 0. More precisely: For every f ∈ C(R\Z)
To prove this theorem we consider the series Here e(x) = exp(2πix). The series V 0 (z, s) = E(z, s) is the standard non-holomorphic Eisenstein series of weight 0 (See [6] ). This series has meromorphic continuation in s to the whole complex plane (although we will only prove continuation to Re(s) > 1/2). At s = 1 the function E(z, s) has a simple pole with residue 1/vol(Γ\H). We will prove that for m = 0 V m (z, s) has analytic continuation to Re(s) > 1 − δ with δ > 0. Furthermore we prove that when Re(s) > 1/2 the function V m (z, s) grows at most polynomially on vertical lines.
Anticipating this a more or less standard Tauberian Proof. The claim about m = 0 is well-known and goes back at least to Selberg [6] . For m = 1 we may adobt the argument of Colin de Verdière [1, Théorème 3] to get the result. This is done as follows: Consider
∂y 2 If we restrict this to smooth functions on Γ\H which decays exponentially at the cusps it defines an essentially selfadjoint operator on L 2 (Γ\H, dµ) where dµ(z) = dxdy/y 2 , with inner product
We denote by L the selfadjoint closure. Let h(y) be a smooth function which equals 0 if y < T and 1 if y > T − 1 where T is sufficiently large. One may check that when
is square integrable. This is an easy exercise using [4, Theorem 2.1.12]. A straightforward calculation shows that
is square integrable also, since the last two terms are compactly supported. We can therefore use the resolvent (L − s(1 − s)) −1 to invert this and find
where
This defines meromorphic continuation of V m (z, s) to Re(s) > 1/2 by the meromorphicity of the resolvent (See e.g [2] ). The singular points are simple and contained in the set of s ∈ C such that s(1 − s) is an eigenvalue of L. Since L is selfadjoint these lie on the real line (When Re(s) > 1/2). The potential pole at s = 1 has residue a constant times
The contribution from h ′′ (y)y s+2 e(mx) + 2h ′ (y)y s+1 e(mx) is easily seen to be zero if T is large enough using Remark 2. It is possible to extend the main idea of the proof of Lemma 1 to prove meromorphic continuation of V m (z, s) to s ∈ C. This can e.g. be done by further imitating some of the ideas in [2] . But since our main aim was to prove Theorem 1 we shall stop here.
