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Abstract: Concerns about gender bias have captured most of the attention in the AI research 
literature on the topic of bias in word embeddings models. In this work, a systematic analysis of 
popular word embedding models shows that many of those concerns are probably exaggerated. 
Gender bias in these models is often mild and frequently reversed in polarity to what has been 
regularly reported. Interestingly, other types of so far unreported moderate biases in word 
embedding models have been identified. Specifically, biases against intellectual phenomena such 
as political and religious orientation. The mismatch between the results reported here and the 
dominant themes in the relevant literature might be due to another type of bias entrenched within 
the algorithmic fairness epistemic community and that manifests itself as a predilection for 
exploring primordially only certain regions of the research landscape. 
Main Text  
The term algorithmic bias is often used to describe systematic offsets in algorithmic 
output that produce unfair outcomes such as privileging or discriminating an arbitrary group of 
people over others. The topic of algorithmic bias has recently elicited widespread attention 
among the machine learning research community. Popular machine learning artifacts have been 
used to illustrate the creeping of societal bias and prejudices into models such as computer vision 
(1), recidivism prediction (2) and language modeling (3).  
Word embedding models are dense vector representations of words learned from a corpus 
of natural language (4).  Word embeddings have revolutionized natural language processing due 
to their ability to model semantic similarity and relatedness among pairs of words as well as 
linear regularities between words that roughly capture meaningful language constructs such as 
gender or social class (5). The usage of word embeddings in upstream natural language 
processing tasks has often improved the accuracy of those systems downstream (6).  
Word embedding models have been claimed to capture prejudicial bias, stemming from 
the corpus on which they were trained, against women and racial minorities (7). Accordingly, it 
has been shown that popular word embedding models tend to associate word vector 
representations of African Americans given names with negative terms (8), female given names 
with words such as nursing and homemaker and male given names with high status professions 
such as computer programmer and doctor (3). 
This work has examined the existing literature on the creeping of societal biases into 
word embedding models through a systematic search of the sources ArXiv, dblp Computer 
Science Bibliography, Google Scholar and Semantic Scholar for the queries: word embeddings 
bias and word vectors bias. A total of 29 papers were identified where the Abstract clearly 
indicates that the paper focuses on the topic of bias in word embeddings (Table 5). Examination 
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of the Abstracts and Introduction sections of the manuscripts revealed that 27 (93%) of them 
cited the issue of gender bias and 15 (52%) cited bias along racial or ethnic lines. Other types of 
biases such as those due to age or religiosity were only marginally mentioned (10%) or not at all 
like bias due to political or sexual orientation.  Of the 27 papers addressing gender bias, 21 
(78%) specifically described gender bias detrimental to females and none considered the 
possibility of gender bias in word embeddings detrimental to males.  
The overwhelming focus of the existing literature on the topic of gender bias, the 
consistency of the reported bias direction and the lack of attention to other bias types, such as 
viewpoint biases, like for instance political orientation, motivated this work to carry out a 
systematic analysis of a wide range of possible biases potentially creeping into widely used word 
embedding models.  
This work systematically analyzed 3 popular word embeddings methods: Word2vec 
(Skip-gram) (4), Glove (9) and FastText (10), externally pretrained on a wide array of corpora 
such as Google News, Wikipedia, Twitter and Common Crawl. The ability of each model to 
capture semantic similarity, relatedness as well as morphological, lexical, encyclopedic and 
lexicographic analogies (11) was measured (Table 3). FastText models slightly outperformed 
Word2vec and Glove models probably due to their ability to model morphological relationships 
at the subword level. 
To test for the existence of gender and other types of biases in word embeddings, 
previous works have often derived from the embedding space cultural axes representing 
constructs such as gender or race. This axes are created by substracting an aggregate of related 
words representing one end of a spectrum from another set of opposite words representing the 
other end of the spectrum (3, 5). Hence, a gender axis can be created by subtracting a male pole 
formed by aggregating a basket of archetype model vectors representing male words such as 
male, man and men from a female pole derived from an aggregate of vectors representing female 
words such as female, woman and women (Figure 5). Any word vector in the model vocabulary 
can then be projected onto the gender axis to test whether the model tends to associate said word, 
representing for instance a profession such as lawyer, with the male pole or the female pole of 
the gender axis (Figure 6). If there is a systematic association of a set of words denoting high 
status professions with one gender, the model is claimed to have bias (8, 12). 
This method has been shown previously to capture not only bias but also valid 
quantitative metrics about the empirical world. The value of word vector projections representing 
different professions on the gender axis correlates significantly with the percentage of female 
representation in said professions in most widely used word embedding models (Figure 7). 
Figure 1 and Figure 8 illustrates that creating an economic development axis or a price axis 
associates rich countries and expensive car manufacturer brands with the prosperous poles of the 
axes and poor countries and affordable car manufacturer brands with the impoverished poles of 
the axes. The same figures also show that projection of words representing ethnic groups and 
professions on an ideological axis significantly correlates with empirical data on voting 
preferences and political campaign donations by those groups. 
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Figure 1. Significant correlations between the value of word vector projections on cultural axis and valid 
metrics about the empirical world exist for a wide range of cultural axes derived from word embedding 
models. The figure shows significant associations for Google News Word2vec word vectors describing 
countries projected onto an economic axis and the GDP of the country (A), car brands word vectors and the 
average price of a car from the brand (B), demographic groups word vectors and their voting patterns (C) 
and word vectors representing professions and the Democrat:Republican ratio of political campaign 
contributions within the profession (D). 
 
The most significant contribution of this work has been to systematically test popular 
word embedding models for the existence of a wide array of possible biases. This is done by 
creating cultural axes as described above along the lines of gender, race, sexual orientation, 
religiosity, age, socioeconomic status, physical appearance and political orientation. Words from 
external sentiment lexicons where each entry has been manually labeled as having positive or 
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negative connotations are then projected onto the cultural axes. The correlation coefficient 
between the projection values of the sentiment lexicons on the cultural axes and the external 
annotations of the lexicon vocabulary is interpreted as bias since it is a measurement of 
association of positive/negative terms with the distinct poles of the cultural axes. 
The first lexicon analyzed was a small set of 50 words (25 positive, 25 negative) used by 
the Word Embedding Association Test (WEAT) (8) to test for ethnic bias in word embeddings. 
The list of words contained in WEAT was derived from those often used in the Implicit 
Association Test (IAT). 
The results show that despite the concerns regularly raised in the existing word 
embeddings literature for gender bias detrimental to females, there is no systemic association of 
negative terms in the WEAT lexicon with the female poles of several gender related axes (Table 
6). Word embedding models do tend to associate the negative WEAT word set with the pole of 
African-American given names. No association was found for the religiosity axis but a moderate 
association of negative terms with Muslims and homosexual sexual orientation is apparent. 
Expected correlations of positively labeled WEAT words with youth, wealth and beauty were 
present in all embedding models. A striking result was a mild tendency of most word embedding 
models to associate the negative WEAT concepts with words describing conservative individuals 
or conservative ideology and correspondingly to associate positive WEAT terms with words 
describing left of center individuals or liberal ideology. However, due to the small WEAT 
lexicon set size, the credibility intervals are often ambiguous for many of the cultural dimensions 
analyzed, raising doubts about the significance and generalizability of these results.  
A more systematic test of associations of cultural axes with positive and negative terms 
was carried out using a larger lexicon, the Harvard General Inquirer IV-4 Positiv-Negativ lexicon 
(HGI) (13), containing 3623 manually labeled positive and negative terms, which has been 
widely used in the content analysis literature. Results of projecting the HGI terms on the axes 
analyzed partially replicated those using WEAT terms but led to more significant credibility 
intervals and provided nuance (Table 1). Most word embedding models tended to mildly 
associate positive terms with the feminine poles. There was no association of negative terms with 
words used to refer to racial demographic groups such as Blacks, Whites, Hispanics or Asians. 
There was however an association of African-American given names with negative terms in 
HGI. Youth and specially beauty and wealth were associated with positive terms. There was also 
a mild to moderate significant association of negative terms with the poles representing Muslims 
and conservatives. The results of the association experiments for the different embedding models 
analyzed were highly correlated (p=0.84, see Table 7) suggesting that all models are measuring 
similar associations systematically found in the corpora on which the models were trained. 
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Table 1. Pearson correlation coefficients between positive/negative labels in the HGI lexicon (N=3623) and the 
projection values of the HGI terms on the cultural axes (rows) analyzed for 7 pre-trained word embedding 
models (columns). The column with the heading Average aggregates the correlation coefficients of all 
embedding models. Positive correlations denote association of positive HGI terms with Pole 2 words and/or 
association of negative HGI terms with Pole 1. The complete list of words used to build the poles is provided 
in the Methods section.  
 
In order to obtain conclusive proof about the degree of bias present in the popular word 
embedding models analyzed, an ensemble of 15 additional external lexicons pre-annotated for 
positive and negative terms was gathered. Systematically projecting lexicons’ terms onto the 
analyzed cultural axes revealed the correlations displayed in Table 2. Results were combined 
using the Hunter-Schmidt method for aggregating correlation coefficients in meta-analysis (14). 
The results of this experiment for the different lexicons were highly correlated (p=0.85, see 
Table 8) suggesting that all lexicons are measuring a similar construct. 
The mild association of positive words with the feminine poles persisted in the ensemble 
analysis. Most models associated negative concepts with the pole constructed from African-
American given names but not with common nouns used to describe ethnic minorities such as 
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(Hunter-
Schmidt 
method) 
Lower 
bound 
credibilit
y interval
Upper 
bound 
credibility 
interval
p-value 
(Fisher's 
method )
Gender male/females man, men,… woman, women,… 0.21 0.17 0.05 0.27 0.20 0.25 0.16 0.19 0.06 0.32 <E-100
Gender fami ly roles father, son,… mother, daughter,… 0.04 0.11 0.03 0.13 0.10 0.22 0.09 0.10 0.00 0.21 <E-100
Gender and young age boy, boys girl , gi rl s 0.12 0.13 0.06 0.21 0.18 0.20 0.19 0.15 0.06 0.25 <E-100
Gender 
mascul ini ty/feminini ty
mascul ine, 
mascul ini ty feminine, feminini ty 0.25 0.26 0.04 0.34 0.29 0.19 0.10 0.21 0.01 0.41 <E-100
Gender names 200 male names 200   female names 0.04 -0.10 0.00 0.01 0.02 0.26 0.04 0.04 -0.16 0.24 <E-100
Race whites/blacks white, whites ,… black, blacks ,… -0.19 0.21 0.08 0.07 -0.17 -0.15 -0.13 -0.04 -0.32 0.24 <E-100
Race european/black names
WEAT European 
names  
WEAT African-
American names -0.09 -0.17 -0.08 -0.20 -0.23 -0.21 -0.03 -0.14 -0.28 -0.01 <E-100
Race whites  and hispanics white, whites ,… hispanic, hispanics ,… -0.09 0.20 0.09 0.07 -0.07 -0.13 -0.08 0.00 -0.22 0.22 <E-100
Race whites/as ians white, whites ,… as ian, as ians ,... -0.02 0.00 0.04 -0.08 -0.09 -0.01 -0.11 -0.04 -0.13 0.06 <E-100
Sexual  orientation
heterosexual , 
heterosexuals ,…
homosexual , 
homosexuals ,… -0.07 0.07 0.01 0.07 -0.09 -0.20 -0.11 -0.05 -0.22 0.13 <E-100
Rel igios i ty chris tians , jews ,… atheis ts , agnostics ,… 0.16 -0.19 -0.08 -0.23 -0.08 0.01 0.05 -0.05 -0.29 0.19 <E-100
Rel igion chris tiani ty/is lam chris tian, chris tians mus l im, mus l ims -0.25 -0.35 -0.14 -0.38 -0.38 -0.20 -0.25 -0.28 -0.45 -0.11 <E-100
Age old, elders , … young, youth,… 0.25 0.13 0.22 0.17 0.18 0.30 0.24 0.21 0.11 0.31 <E-100
Socioeconomic s tatus poor, impoverished,… affluent, rich,… 0.46 0.35 0.37 0.50 0.55 0.53 0.51 0.47 0.33 0.60 <E-100
Phys ica l  beauty ugly, unattractive
beauti ful , 
handsome,… 0.63 0.58 0.42 0.63 0.66 0.71 0.72 0.62 0.43 0.81 <E-100
personal  ideology
conservatives , 
rightwinger… l ibera ls , leftwinger, … 0.17 0.22 0.23 0.36 0.39 0.36 0.35 0.30 0.14 0.45 <E-100
Party affi l iation
republ icans , 
Republ ican Party,…
democrats , Democratic 
Party,… 0.10 0.11 0.03 0.13 0.22 0.22 0.25 0.15 0.01 0.29 <E-100
Pres identia l  candidates
Donald Trump, Mitt 
Romney,…
Hi l lary Cl inton, Barack 
Obama,… 0.02 0.10 0.18 0.19 0.25 0.30 0.29 0.19 0.01 0.37 <E-100
Ideologies  abstract
conservatism, 
neoconservatism,…
l ibera l i sm, 
progress ivism,… 0.29 -0.04 -0.09 0.23 0.28 0.35 0.40 0.20 -0.14 0.55 <E-100
Extreme ideologies
Extreme right, far 
right,… Extreme left, far left,… 0.22 0.19 0.19 0.21 0.15 0.21 0.21 0.20 0.16 0.23 <E-100
Conservative and l ibera l  
personal i ties
20 influentia l  
conservatives  20 influentia l  l ibera ls  0.17 0.25 0.22 0.31 0.28 0.16 0.12 0.22 0.09 0.34 <E-100
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African-Americans, Hispanics, or Asians. Again, there was a moderate association of negative 
terms with the pole representing Muslims in the Christians – Muslims axis. There was a mild to 
moderate significant association of negative terms with the conservative poles of the political 
orientation axes. As in the previous experiments, associations of positive terms with youth, 
beauty and wealth were replicated. Supporting the findings of the HGI test, and contradicting 
those of the WEAT test, no bias was found on the sexual orientation axis. This suggests that the 
WEAT small set size can result in misleading results when measuring bias in word embedding 
models. 
 
Table 2. Pearson correlation coefficients between positive/negative labels in 17 external sentiment lexicons 
(columns), and the projection values of the lexicons terms (N=15,587) on the cultural axes analyzed (rows) for 
7 pre-trained word embedding models. The column with the heading Average aggregates the correlation 
coefficients of all lexicons. Positive correlations denote association of positive lexicons terms with Pole 2 words 
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Axis Name Pole 1 Pole 2
Gender 
male/females man, men,…
woman, 
women,… 0.02 0.19 0.11 0.14 0.14 0.12 0.16 0.16 0.19 0.17 0.27 0.14 0.22 0.28 0.13 0.19 0.10 0.16 0.14 0.10 0.19 <E-100
Gender fami ly 
roles father, son,…
mother, 
daughter,… 0.14 0.10 0.09 0.07 0.10 0.10 0.06 0.07 0.21 0.24 0.02 0.08 0.13 0.15 -0.01 0.06 0.10 0.10 0.09 0.08 0.11 <E-100
Gender and 
young age boy, boys girl , gi rl s 0.14 0.15 0.09 0.10 0.11 0.07 0.09 0.07 0.16 0.17 0.04 0.12 0.09 0.20 0.02 0.12 0.02 0.10 0.10 0.07 0.13 <E-100
Gender 
mascul ini ty/fe
minini ty
mascul ine, 
mascul ini ty
feminine, 
feminini ty 0.52 0.21 0.25 0.18 0.24 0.30 0.21 0.22 0.37 0.34 0.27 0.20 0.18 0.13 -0.15 0.06 0.28 0.22 0.23 0.14 0.31 <E-100
Gender names
200 male 
names
200   female 
names 0.18 0.04 0.06 -0.01 0.02 0.05 -0.09 -0.15 0.13 0.12 -0.05 -0.03 0.07 0.13 -0.22 -0.06 -0.01 0.01 0.02 -0.05 0.10 <E-100
Race 
whites/blacks white, whites ,… black, blacks ,… -0.31 -0.04 -0.10 -0.02 -0.05 -0.07 0.06 0.09 -0.12 -0.16 0.07 -0.05 -0.03 -0.09 0.11 0.01 -0.12 -0.05 -0.05 -0.12 0.01 <E-100
Race 
european/blac
k names
WEAT European 
names  
WEAT African-
American 
names -0.34 -0.14 -0.13 -0.19 -0.17 -0.23 -0.20 -0.28 -0.23 -0.22 -0.34 -0.19 -0.20 -0.09 -0.29 -0.07 -0.27 -0.21 -0.17 -0.23 -0.11 <E-100
Race whites  
and hispanics white, whites ,…
hispanic, 
hispanics ,… -0.14 0.00 -0.01 0.01 -0.04 -0.02 0.06 0.04 0.08 -0.10 -0.08 -0.03 0.09 0.12 -0.05 0.08 -0.01 0.00 -0.01 -0.06 0.05 <E-100
Race 
whites/as ians white, whites ,…
as ian, 
as ians ,... -0.09 -0.04 -0.02 -0.03 -0.07 -0.06 -0.10 -0.20 -0.01 -0.19 -0.14 -0.08 0.01 0.12 -0.19 0.07 -0.10 -0.07 -0.05 -0.10 0.01 <E-100
Sexual  
orientation
heterosexual , 
heterosexuals ,
…
homosexual , 
homosexuals ,
… -0.19 -0.04 -0.11 -0.02 -0.09 -0.09 0.06 0.11 0.02 -0.07 0.24 -0.06 0.08 0.06 0.17 0.02 -0.09 0.00 -0.06 -0.16 0.05 <E-100
Rel igios i ty
chris tians , 
jews ,…
atheis ts , 
agnostics ,… 0.11 -0.05 0.01 -0.10 -0.06 -0.01 -0.12 -0.12 -0.02 -0.08 -0.09 -0.11 -0.06 0.01 -0.34 0.02 -0.06 -0.06 -0.05 -0.13 0.03 <E-100
Rel igion 
chris tiani ty/is l
am
chris tian, 
chris tians
mus l im, 
mus l ims -0.53 -0.28 -0.26 -0.27 -0.24 -0.28 -0.19 -0.16 -0.25 -0.22 -0.28 -0.27 -0.28 -0.17 -0.15 -0.13 -0.32 -0.25 -0.26 -0.29 -0.22 <E-100
Age old, elders , … young, youth,… 0.36 0.21 0.23 0.15 0.22 0.27 0.21 0.22 0.50 0.22 0.09 0.16 0.01 -0.04 -0.25 0.17 0.21 0.17 0.20 0.07 0.32 <E-100
Socioeconomic 
s tatus
poor, 
impoverished,
… affluent, rich,… 0.69 0.47 0.46 0.43 0.46 0.49 0.52 0.55 0.69 0.57 0.48 0.49 0.32 0.19 0.08 0.49 0.50 0.46 0.45 0.35 0.56 <E-100
Phys ica l  
beauty
ugly, 
unattractive
beauti ful , 
handsome,… 0.81 0.62 0.64 0.61 0.66 0.68 0.71 0.76 0.75 0.72 0.75 0.69 0.56 0.34 0.58 0.46 0.73 0.65 0.64 0.55 0.73 <E-100
personal  
ideology
conservatives , 
rightwinger…
l ibera ls , 
leftwinger, … 0.38 0.30 0.26 0.25 0.30 0.30 0.45 0.55 0.33 0.48 0.47 0.32 0.28 0.31 0.27 0.20 0.40 0.34 0.29 0.21 0.37 <E-100
Party 
affi l iation
republ icans , 
Republ ican 
Party,…
democrats , 
Democratic 
Party,… 0.27 0.15 0.11 0.11 0.14 0.10 0.18 0.23 0.12 0.26 0.31 0.15 0.23 0.30 0.04 0.12 0.22 0.18 0.13 0.07 0.19 <E-100
Pres identia l  
candidates
Donald Trump, 
Mitt Romney,…
Hi l lary Cl inton, 
Barack 
Obama,… 0.04 0.19 0.17 0.19 0.20 0.24 0.36 0.53 0.34 0.37 0.46 0.22 0.22 0.15 0.30 0.23 0.29 0.27 0.20 0.12 0.29 <E-100
Ideologies  
abstract
conservatism, 
neoconservatis
m,…
l ibera l i sm, 
progress ivism,
… 0.31 0.20 0.16 0.17 0.18 0.17 0.19 0.22 0.30 0.25 0.08 0.22 0.14 0.22 0.15 0.15 0.24 0.20 0.18 0.17 0.19 <E-100
Extreme 
ideologies
Extreme right, 
far right,…
Extreme left, 
far left,… 0.17 0.20 0.20 0.18 0.17 0.19 0.34 0.36 0.13 0.35 0.44 0.23 0.26 0.32 0.20 0.17 0.31 0.25 0.20 0.13 0.27 <E-100
Conservative 
and l ibera l  
personal i ties
20 influentia l  
conservatives  
20 influentia l  
l ibera ls  0.34 0.22 0.17 0.24 0.25 0.26 0.33 0.44 0.23 0.27 0.54 0.26 0.24 0.28 0.33 0.26 0.35 0.29 0.23 0.16 0.31 <E-100
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and/or association of negative terms with Pole 1. The complete list of words used to build the poles is provided 
in the Methods section. 
Figure 2 shows the entire vocabulary contained in the 17 lexicons used in this work 
projected onto a political orientation axis and a gender axis on the 7 popular word embedding 
models analyzed. Positive and negative labeled words are color-coded for ease of visualization. 
A clear trend to associate positive words with femininity and liberals and in turn negative terms 
with masculinity and conservatives is apparent in all word embeddings models. 
 
 
Figure 2. Associations of externally annotated positive/negative terms (𝑵 =  𝟏𝟓𝟓𝟖𝟕;  𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 =
𝟔𝟒𝟖𝟐;  𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆 = 𝟗𝟏𝟎𝟓)  in 17 lexicons with gender and political orientation cultural axes derived from 7 
widely used word embedding models. Blue color denotes a positive word and red color denotes a negative 
word.  
 
The results in Figure 2 are not dominated by a subset of the lexicons or models analyzed. 
Figure 3 and Table 1 show that the phenomena is consistent across lexicons and embedding 
models. 
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Figure 3. Projection of all the words in each lexicon onto gender and political axes for the 7 word embedding 
models analyzed. Positive words are color-coded in blue and negative words are color-coded in red.  
  
 
The occasional contradictory results between the 50 WEAT terms and the ensemble of 17 
lexicons (𝑁 =  13,965) on some of the axes analyzed suggest that the WEAT lexicon is 
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sometimes limiting when trying to detect systemic bias in word embeddings. This is probably 
due to the small set size of WEAT that causes broad credibility intervals and doubts about 
significance. The ensemble tests introduced above provide a more nuanced and probably 
accurate overview of the tendency of embeddings models to systematically associate human 
groups with positive or negative terms.  
The results presented in this work suggest that the widespread concerns in the algorithmic 
fairness research literature on the issue of gender bias in word embeddings models and in 
particular biases that are detrimental to females is probably exaggerated. The comprehensive 
analysis provided herein of popular word embedding models using large lexicons containing 
thousands of words reveals that on aggregate, word embedding models tend to mildly associate 
positive words with feminine terms. The flip coin of this duality is that masculine terms tend to 
be associated with negative words. Obviously, focusing any analysis on a reduced set of terms 
can always provide a misleading impression about word embeddings biases detrimental to a 
particular group. The words programmer or engineer are indeed closer to masculine poles in 
most word embedding models, as widely reported in the literature (3), but so are the 
underreported words janitor, beggar or murderer. Only a comprehensive analysis of a diverse set 
of large lexicons manually annotated for sentiment polarity can throw light about the existence or 
lack thereof of systemic bias against human groups.  
An additional noteworthy result of this work is the finding in most word embedding 
models of significant associations between negative terms and words used to describe 
conservative individuals or conservative ideas as well as the corresponding association of 
positive words with words used to describe left of center ideologies or individuals. This suggests 
the existence of systematic bias, as the term has been used in the existing literature, against 
conservatives in most widely used word embedding models. This is significant since many of 
these models are routinely used as subcomponents of larger automated systems that profile 
individuals and monitor speech in social media networks and other online forums. 
The consistent association of positive lexicon terms with youth, wealth and beauty 
deserves consideration. The author is agnostic in terms of whether these associations are natural 
or could be operationalized as bias. On the one hand, humans dread and avoid death which is 
significantly correlated with advanced age, so it is understandable that negative terms are 
associated with the pole denoting old age. Alternatively, some societies highly value and revere 
their elders as custodians of wisdom and tradition. Perhaps in those cultures, the association of 
negative terms with words describing senior citizens is not apparent. Similar analyses can be 
made about wealth and beauty. Most humans have a natural tendency to seek those attributes and 
avoid their antonyms. The key question is when do the resulting negative associations with 
poverty and ugliness stop being somehow natural and become stereotypes and instruments of 
discrimination that marginalize specific subgroups of the population. Thus, operationalizing a 
precise definition of the term bias and charting to which demographic populations it can be 
applied is not straightforward. To compound the difficulty, the semantic loading of the term bias 
has displayed temporal dynamics that make its precise characterization even more challenging. 
The meaning of the term bias in the machine learning literature has undergone recently a 
subtle semantic shift. In the traditional statistical learning literature, a machine learning model 
bias commonly refer to an offset between a model’s predictions and objective baseline rates for 
classification categories. More recently however, the term algorithmic bias is often used to 
denote an offset between a model’s predictions and a predetermined desirable algorithmic 
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outcome, such as equality of outcomes between demographic subgroups, regardless of those 
subgroups baseline rates distributions.  
It is a sociological fact that there exists an unequal distribution of gender representation 
in different occupations on the US labor market. Word embedding models that absorb that 
statistical reality and tend to associated masculine words such as man or men with male-
dominated professions such as plumbing or engineering and feminine terms with female 
dominated professions such as nursing or midwifery are conceptualized in the contemporary 
machine learning literature as biased (2, 3, 8). Similarly, machine learning models that predict 
recidivism risk on an equal treatment basis at the individual level but that do not generate equal 
group outcome rates are deemed as biased (15). Elaborating whether this is an appropriate usage 
of the term bias is beyond the scope of this manuscript, but the significance of this semantic shift 
should cause some reflection among machine learning researchers and practitioners. 
Using the prevailing modern operationalization of the term bias in the machine learning 
literature with respect to gender or race, that is, deviations from equal algorithmic outcomes at 
the group level for distinct demographic groups, (irrespective of underlying population 
distributions) denote bias, it is an inescapable conclusion of the results of this work that 
ideological and gender bias exist in widely available and popular word embedding models due to 
the unequal distribution of positive and negative lexicons terms associations along gender and 
political axes. 
A natural follow up question is whether the biases contained in the embeddings reflect an 
underlying reality. It is conceivable that perhaps conservatives or males exhibit on average worse 
character traits than their liberal and female counterparts and thus they are more often associated 
with the lexicons negative terms. But this is beside the point, according to the prevailing 
conceptualization of the term bias in the algorithmic fairness literature, it should still be 
classified as a type of bias since the results deviate from the equal outcomes benchmark that has 
been established as desirable for other non-uniform algorithmic outputs. Thus, to maintain 
consistency with the prevailing usage the term bias in the machine learning fairness literature, 
this work claims that the results presented here denote bias against specific demographic groups, 
namely males, conservatives, muslims and African-American given names (but not against 
generic demographic group names such as Blacks or African-Americans).  
The results of this work illuminate an issue that has received scant attention by the 
machine learning community, that is, biases in word embedding models due to political 
orientation. The analysis of the existing research literature failed to reveal a single paper that has 
previously reported the existence of bias against ideological viewpoints in word embedding 
models, while 93% of the papers addressed gender bias, and in particular biases that are 
detrimental to females (72%). This being the case despite the comprehensive analysis reported 
here showing the lack of systemic bias against females in word embedding models and the 
existence of a moderate bias against conservatives that has not been reported previously. This 
paradox likely reflects another type of bias that probably exist within the algorithmic bias 
epistemic community.  
This particular form of bias consists of a community predilection for exploring only 
certain regions of the research landscape that perhaps are conforming with the zeitgeist, such as 
gender bias against females or ethnic minorities, while avoiding unfashionable regions of the 
research landscape such as biases against conservative viewpoints or males. This bias might 
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emerge in part from the ideological composition of the Academy were most researchers are 
located or where they spent their formative years.  
It is well established that most elite research universities and liberal arts colleges lack 
viewpoint diversity along moral and politically loaded issues, with large Democrat to Republican 
ratios among most faculty departments (16, 17). A liberal ideological orientation is markedly 
sensitive to concerns around discrimination against females and racial/ethnic minorities (18). It is 
also well-established that cognitive biases influence scientists’ choosing of research interests, 
interpretation of research results and reception of research outcomes (19). Thus, the 
overwhelming interest in the research literature for gender bias but the sidelining of other more 
acute bias types. This is problematic since the existence of blind spots in an exploratory 
epistemic community threatens the validity of the entire research enterprise. In such an 
environment, ideas that confirm pre-existing beliefs and preferences receive insufficient scrutiny 
while viewpoints that contradict dominant narratives are ignored, treated with disdain or perhaps 
even attacked. This work is an attempt at addressing a skew in the algorithmic bias scholarly 
work on the topic of word embeddings by showing that despite what most of the research 
literature seems to suggest, there does not exist a systemic bias in word embedding models 
against females. A moderate but pervasive bias, not previously reported, does however exist 
against conservative views and individuals.  
The author of this manuscript is unlikely to be free of bias. Hence, all the materials 
necessary to reproduce the results reported herein are provided 
(https://github.com/drozado/AlgorithmicBiasInWordEmbeddings). 
 
Methods  
Word embeddings  
Word embeddings are a set of language modeling and feature learning techniques used in natural 
language processing (NLP) that map words from a corpus vocabulary into dense vector 
representations (5). The embeddings use the distributional statistics of human language to 
capture the semantic and syntactic roles of a word in a given language (Figure 4). Thus, word 
vectors are positioned in the vector space such that words that share common contexts in the 
corpus are located in close proximity to one another in the space. The embeddings also capture 
regularities in the vector space such as constant vector offsets between related words that usually 
convey culturally meaningful connotations such as gender or socioeconomic status. Popular 
methods to generate word embeddings from a corpus of natural language include neural 
networks and dimensionality reduction on the word co-occurrence matrix. This work analyzed 
bias in three popular word embeddings algorithms: Word2vec, Glove and FastText. 
 
Word2vec (4) is a group of related models (CBOW and Skip-gram) consisting of a shallow, two-
layer neural network trained to reconstruct the linguistic contexts of words. GloVe (9) is a global 
log-bilinear regression model that combines the advantages of the two major model families in 
the embeddings literature: global matrix factorization and local context window methods. Glove 
efficiently leverages statistical information by training only on the nonzero elements in a word-
word cooccurrence matrix, rather than on the entire sparse matrix or on individual context 
windows in a large corpus. Both Word2vec and Glove ignore the morphology of words, by 
assigning a distinct vector representation to each word. This is limiting for languages with large 
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vocabularies and many rare words. FastText (10) overcomes this limitation by extending the 
Word2vec Skip-gram model to represent each word as a bag of character n-grams. A vector 
representation is associated to each character n-gram and individual words are represented as the 
sum of these representations. For example the word vector “fruit” is a sum of the n-grams 
vectors “<fr”, “fru”, ”frui”, ”fruit”, ”fruit>”, “rui”, “ruit”, ”ruit>”, “uit”, ”uit>”, ”it>” assuming 
hyperparameters of 3 for smallest n-gram and 6 for largest ngram. This method allows FastText 
to compute word representations for out of vocabulary words (words that did not appear in the 
training data). 
 
 
 
 
 
 
 
 
Figure 4. Word embeddings map words in a corpus of text to a vector space. Dimensions in the vector space 
correlate with the semantic and syntactic roles of the words. For example, dimension d1 in the figure has a 
high positive correlation with living beings. Thus, a properly tuned word embedding model will map words 
with similar semantic or syntactic roles to adjacent regions of the vector space. This property can be 
visualized through dimensionality reduction techniques such as t-SNE or PCA. Cultural concepts are also 
apparent in the vector space as consistent offsets between vector representations of words sharing a 
particular relationship. For instance, in the bottom right of the figure, the dotted vector represents a gender 
regularity that goes from masculinity to femininity. 
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Survey of the computer science literature on the topic of bias in word embeddings models  
 
A search of the computer science literature using the engines ArXiv (https://arxiv.org), 
DBLP Computer Science Bibliography (https://dblp.uni-trier.de), Google Scholar 
(https://scholar.google.com/) and Semantic Scholar (https://www.semanticscholar.org) for the 
queries word embeddings bias and word vectors bias identified 29 papers with a focus on the 
topic of bias in word embeddings models as inferred from the Abstract. Manuscripts were 
classified according to the bias types that they address (gender, race, etc.) by examining their 
Title, Abstract and Introduction sections, see (Table 5). 
 
Word embedding models analyzed 
Seven popular and readily available Word2vec, Glove and FastText models pre-trained on 
different types of corpora: the Google News corpus, Wikipedia, Gigaword, Twitter, Common 
Crawl, UMBC web base and the statmt.org news data set were used for the analysis of biases in 
word embeddings. The seven word embeddings models analyzed and the corpora on which they 
were trained are listed below: 
 
-Word2vec Skip-Gram trained on Google News corpus (100B tokens) 
https://code.google.com/archive/p/word2vec/    
 
-Glove trained on Wikipedia 2014 + Gigaword 5 (6B tokens) 
http://nlp.stanford.edu/data/glove.6B.zip 
 
-Glove trained on 2B tweets Twitter corpus (27B tokens) 
http://nlp.stanford.edu/data/glove.twitter.27B.zip  
 
-Glove trained on Common Crawl (42B tokens) 
http://nlp.stanford.edu/data/glove.42B.300d.zip 
 
-Glove trained on Common Crawl (840B tokens) 
http://nlp.stanford.edu/data/glove.840B.300d.zip 
 
-FastText trained with subword infomation on Wikipedia 2017, UMBC webbase corpus and 
statmt.org news dataset (16B tokens) 
https://dl.fbaipublicfiles.com/fasttext/vectors-english/wiki-news-300d-1M-subword.vec.zip 
 
-Fastext trained with subword infomation on Common Crawl (600B tokens) 
https://dl.fbaipublicfiles.com/fasttext/vectors-english/crawl-300d-2M-subword.zip 
 
Model evaluation  
In order to assess the quality of different word embeddings models, the ability of each 
model to assess word pairs similarity and relatedness as well as morphological, lexical, 
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encyclopedic and lexicographic analogies was measured (Table 3). Standard data sets commonly 
used in the NLP literature to analyze the quality of word embeddings were used.  
 
 
 
Table 3. Word embedding models were evaluated using a variety of word similarity, relatedness and analogy 
tasks often used in the NLP literature. All the tests were performed using the top 200,000 most frequent 
words in the models vocabulary.  
 
 
Creating cultural axes 
In a normalized word embedding model, all vectors are unit length. Thus, their semantic 
and syntactic loading is exclusively determined by vector direction. As described in (5), terms 
representing similar entities can be aggregated into a specific construct. Figure S2 shows the sum 
of related vectors for the terms man (𝑣𝑚𝑎𝑛) and men (𝑣𝑚𝑒𝑛) and subsequent length normalization 
to create a male vector construct 𝑣𝑀. An opposing female construct can be created by adding the 
vectors 𝑣𝑤𝑜𝑚𝑎𝑛 and 𝑣𝑤𝑜𝑚𝑒𝑛 and normalizing the length of the resulting vector to create a female 
vector construct 𝑣𝐹. The substraction 𝑣𝐹 − 𝑣𝑀 creates a vector 𝑣𝐺  pointing from the male pole 
construct 𝑣𝑀 to the female pole construct 𝑣𝐹. Normalizing and centering 𝑣𝐺  results in a gender 
axis 𝑣𝐺 . We can project vector representations of any term in the embedding model vocabulary 
onto this axis to get a measurement of their degree of association with the male or female poles 
in the corpus on which the word embedding model was trained. In a word embedding model 
trained on a sufficiently large corpus containing archetypal cultural associations between 
professions and gender, the vector representation for the word midwife (𝑣𝑚𝑖𝑑𝑤𝑖𝑓𝑒) will tend to 
project to the female pole of the gender axis 𝑣𝐺𝑚𝑖𝑑𝑤𝑖𝑓𝑒. An archetypal masculine profession such 
Model index 1 2 3 4 5 6 7
Word embedding algorithm
Word2vec 
(Skip-Gram) Glove Glove Glove Glove FastText FastText
Vector dimensions 300 300 200 300 300 300 300
Training corpus name Google News
Wikipedia 
+ 
Gigaword Twitter
Common 
Crawl
Common 
Crawl
Common 
Crawl
Wikipedia 
2017 + 
UMBC 
webbase + 
statmt.org 
news 
Corpus size in number of tokens 100B 6B 27B 42B 840B 600B 16B
Model vocabulary size 3M 400K 1.2M 1.9M 2.2M 2M 2M
WordSim-353 0.62 0.60 0.54 0.64 0.61 0.66 0.61
MEN simiarity dataset 0.68 0.74 0.61 0.74 0.68 0.71 0.67
SimLex-999 0.45 0.39 0.15 0.40 0.39 0.46 0.43
Google Semantic analogies 0.75 0.78 0.50 0.83 0.81 0.88 0.88
Google Syntactic analogies 0.74 0.67 0.60 0.69 0.74 0.84 0.90
BATS1 Inflectional Morphology analogies 0.68 0.60 0.51 0.64 0.64 0.85 0.92
BATS2 Derivational Morphology analogies 0.17 0.09 0.08 0.14 0.18 0.32 0.42
BATS3 Encyclopedic Semantics analogies 0.21 0.25 0.18 0.28 0.28 0.30 0.30
BATS4 Lexicographic Semantics analogies 0.06 0.07 0.07 0.09 0.08 0.10 0.09
AVERAGE 0.48 0.47 0.36 0.49 0.49 0.57 0.58
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as priest (𝑣𝑝𝑟𝑖𝑒𝑠𝑡) will on the other hand tend to project to the male pole of the gender axis 
𝑣𝐺𝑝𝑟𝑖𝑒𝑠𝑡. 
 
 
 
Figure 5. By aggregating related terms, we can create arbitrary constructs representing cultural concepts. In 
the figure, the vectors representing the terms man and men are added to create a length normalized male 
construct, ?̂?𝑴. A female construct ?̂?𝑭 can be created similarly. Subtracting ?̂?𝑴 from  ?̂?𝑭 results in a vector 𝒗𝑮 
pointing from masculinity towards femininity which when normalized and centered can represent a gender 
axis ?̂?𝑮. Any term (𝒗𝒑𝒓𝒊𝒆𝒔𝒕) in the model vocabulary can be projected onto this axis, 𝒗𝑮𝒑𝒓𝒊𝒆𝒔𝒕 =
(𝒗𝒑𝒓𝒊𝒆𝒔𝒕 ∙ ?̂?𝑮)?̂?𝑮, to estimate the degree of association of the term with males or females in the corpus on which 
the model was trained. 
 
 
Vector projections on popular word embeddings models   
Once a cultural axis, such as gender, has been derived from a word embedding model, we 
can systematically project sets of related terms in the model vocabulary onto that axis to detect 
associations in the model between the projected terms and the poles of the axis. Figure 6 shows 
the results of projecting word vectors denoting professions onto a gender axis estimated from the 
FastText embedding model trained with subword infomation on Wikipedia 2017, UMBC 
webbase corpus and statmt.org news dataset (16B tokens). The landing position of the vector 
projections on the axis reveals the association of the projected term with the masculine or 
feminine poles of the axis as derived from the corpus of textual data on which the word 
embedding model was trained. 
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Figure 6. After creating a gender axis as described in Figure S2, vectors representing words in the vocabulary 
of the model can be projected onto the gender axis. This figure shows the projection of words related to 
professions on a gender axis estimated from the FastText model (16B tokens). 
 
 
Correlation of vector projections with empirical data about the world 
Several works have shown previously that in commonly used word embedding models, 
the value of vector projections on cultural axes or aggregates of related words correlate 
significantly with quantitative metrics about the empirical world (5, 7, 8). For instance, the 
vector projection values of words describing professions on a gender axis has a strong correlation 
with the percentage of the workforce that is female in those professions. That is, professions with 
a large representation of women tend to project to the feminine pole of a gender axis derived 
from a word embedding model. In contrast, professions with low levels of female participation, 
tend to project to the opposite masculine pole (Figure 7). Despite most works in the literature 
focusing on this type of correlation around professions and gender representation, many other 
types of cultural axes can be created, such as for instance, socioeconomic axes, or political 
orientation axes.  
 
Data sources used with quantitative metrics about the empirical world  
 
The data sources containing quantitative information about the world and used in Figure 1 and 
Figure 7 are listed below: 
 Employment data: 2015 Current Population Survey of the U.S. Bureau of Labor Statistics 
https://catalog.data.gov/dataset/current-population-survey-labor-force-statistics 
 Countries GDP: CIA world factbook  
https://www.cia.gov/library/publications/the-world-factbook/ 
 Car brand manufacturer prices: US News car rankings (for each brand, the average price of 
the most expensive and cheapest car from the brand was calculated) 
https://cars.usnews.com/cars-trucks/browse?make=Buick&make=Cadillac&sort=price_desc 
 Vote by ethnic demographic group: CNN 2016 election day exit polls 
https://edition.cnn.com/election/2016/results/exit-polls 
 Democrat to Republican campaign contributions ratios: Federal election commission  
http://verdantlabs.com/politics_of_professions/index.html 
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Figure 7. The values of projecting a set of word vectors denoting professions from the Word2vec model 
trained on Google News correlate significantly with the percentage of workforce that is female in given 
professions according to the 2015 Current Population Survey of the U.S. Bureau of Labor Statistics. 
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Figure 8. Cultural axes do not need to be circumscribed to clear cut concepts such as gender. Arbitrary axes 
describing economic development, socioeconomic status or political orientation can be created. Projecting 
relevant word vectors onto those axes reveals the associations contained in the corpus on which the word 
embedding model was trained with the axes’ poles. 
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Building Axes to test for bias in popular word embedding models 
A comprehensive set of cultural/demographic axes intended to detect specific types of 
biases in popular word embedding models was created. Axes were designed to detect different 
bias types such as those due to gender, race/ethnicity, sexual orientation, religiosity, age, 
socioeconomic status, physical appearance (i.e. looks), and political orientation. The list of axes 
created and the poles used to build them (as described in Figure S2) are detailed below: 
 
Axis name: Gender – males and females 
Pole 1 (male): man, men, male, males 
Pole 2 (female): woman, women, female, females 
 
Axis name: Gender - family members 
Pole 1 (male family members): father, fathers, dad, dads, son, sons, brother, brothers, husband, 
husbands, uncle, uncles, grandfather, grandfathers, grandson, grandsons, nephew, nephews 
Pole 2 (female family members): mother, mothers, mom, moms, daughter, daughters, sister, 
sisters, wife, wives, aunt, aunts, grandmother, grandmothers, granddaughter, granddaughters, 
niece, nieces 
 
Axis name: Gender - young age 
Pole 1 (young males): boy, boys  
Pole 2 (young females): girl, girls  
 
Axis name: Gender - masculinity and femininity 
Pole 1 (masculinity): masculine, masculinity 
Pole 2 (femininity): feminine, femininity 
 
Axis name: Gender - male and female given names 
Note: 200 most popular masculine and feminine names of children born between 1960-1969  
Shackleford, Michael W., A.S.A., Name Distributions in the Social Security Area (1998). 
https://www.galbithink.org/names/us200.htm 
Pole 1 (masculine names): Michael, John, James, Robert, David, William, Mark, Richard, Jeffrey, Stephen, Joseph, Thomas, Daniel, 
Timothy, Brian, Christop, Scott, Charles, Paul, Kenneth, Ronald, Anthony, Donald, Gregory, Edward, Gary, Laurence, Eric, Douglas, Patrick, 
Terence, Todd, Matthew, George, Keith, Andrew, Allan, Frank, Raymond, Shawn, Dennis, Daryl, Philip, Jerry, Peter, Lewis, Carl, Craig, Roger, 
Bruce, Tony, Glen, Rodney, Daren, Steve, Russell, Troy, Samuel, Harry, Gerald, Wayne, Leonard, Dale, Randall, Duane, Martin, Vincent, 
Bradley, Curtis, Walter, Barry, Jason, Dean, Victor, Jay, Juan, Derek, Carlos, Theodore, Roy, Henry, Arthur, Benjamin, Jack, Greg, Albert, 
Francis, Joel, Ralph, Ernest, Eugene, Stanley, Marvin, Howard, Edwin, Alexande, Brent, Kurt, Aaron, Nathan, Anton, Nicholas, Melvin, 
Reginald, Brett, Rick, Mitchell, Norman, Neil, Adam, Calvin, Jerome, Kirk, Brad, Clifford, Manuel, Hector, Earl, Alfred, Gilbert, Stewart, 
Lance, Wesley, Miguel, Kent, Warren, Andre, Clarence, Tyrone, Reuben, Bernard, Kyle, Kerry, Chad, Jorge, Alvin, Leroy, Gordon, Shane, Erik, 
Pedro, Jesus, Gene, Dave, Guy, Maurice, Mario, Lonnie, Leslie, Herbert, Lloyd, Vernon, Perry, Rafael, Ramon, Rickey, Wade, Dwight, Gregg, 
Ron, Marty, Travis, Loren, Joey, Ken, Timmy, Nelson, Kelvin, Byron, Doug, Randal, Oscar, Donnie, Ryan, Hugh, Raul, Floyd, Damien, Milton, 
Lester, Clinton, Orlando, Arnold, Jimmie, Jackie, Felix, Corey, Gerard, Roderick, Javier, Roland, Clyde, Ross, Jody, Clayton, Ferdinan, Herman, 
Nick, Julio, Wendell 
Pole 2 (feminine names): Elizabet, Mary, Catherin, Deborah, Susan, Christin, Ann, Jane, Karen, Patricia, Cynthia, Laura, Theresa, 
Lori, Linda, Tami, Caroline, Sandra, Angel, Julia, Donna, Sherry, Pamela, Jennifer, Brenda, Cheryl, Barbara, Sharon, Margaret, Nancy, Joan, 
Rebecca, Diane, Victoria, Denise, Tina, Amy, Jacqueli, Milicent, Teri, Dawn, Ellen, Rose, Rhonda, Paula, Stephani, Wendy, Dinah, Sheila, Judy, 
Lyn, Staci, Alice, Constanc, Keri, Sarah, Jill, Karla, Dara, Joyce, Georgina, Janice, Valerie, Shelly, Martha, Wanda, Monica, Bonnie, Regina, 
Jodi, Sonia, Betty, Gail, Beverly, Evelyn, Colleen, Gloria, Penelope, Frances, Lou, Roberta, Shirley, Tamar, Ruth, Nora, Maureen, Marci, Helen, 
Veronica, Melanie, Dorothy, Virginia, Melinda, Tonya, Gwen, Sylvia, Rachel, Holly, Heather, Yolanda, Heidi, Rita, Toni, Yvonne, Jamie, 
Marilyn, April, Crystal, Sally, Yvette, Tania, Phyllis, Charlott, Nicole, Charlene, Belinda, Janine, Audrey, Bridget, Marla, Lily, Shawna, 
Vanessa, Candice, Lucy, Juana, Emily, Doris, Glenda, Casandra, Felicia, Clara, Natalia, Melody, Amanda, Wilma, Grace, Cecilia, Irene, Rox, 
Kay, Vivian, Geri, Arlene, Doreen, Ramona, Leta, Tara, Lydia, Josephin, Lois, Danielle, Lauren, Ada, Sabina, Katrina, Berna, Esther, Chris, 
Dolores, Claud, Adriana, Delores, Edith, Erica, Samantha, June, Ginger, Iris, Mildred, Priscill, Ruby, Trina, Nina, Geraldin, Rochelle, Naomi, 
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Gretchen, Beatrice, Irma, Hope, Lana, Edna, Dahlia, Tiffany, Mona, Maribel, Florence, Olga, Alisa, Camilla, Faith, Cora, Dora, Lourdes, Myra, 
Alma, Nadine, Celeste, Desiree 
 
Axis name: Race/ethnicity - whites and blacks  
Pole 1 (Whites): white, whites, caucasian, caucasians 
Pole 2 (Blacks): black, blacks, african_american, african_americans 
 
Axis name: Race/ethnicity - European and African-American given names 
Note: list of names from (8) 
Pole 1 (European names): Adam, Chip, Harry, Josh, Roger, Alan, Frank, Ian, Justin, Ryan, Andrew, Fred, Jack, Matthew, Stephen, 
Brad, Greg, Jed, Paul, Todd, Brandon, Hank, Jonathan, Peter, Wilbur, Amanda, Courtney, Heather, Melanie, Sara, Amber, Crystal, Katie, 
Meredith, Shannon, Betsy, Donna, Kristin, Nancy, Stephanie, Bobbie_Sue, Ellen, Lauren, Peggy, Sue_Ellen, Colleen, Emily, Megan, Rachel, 
Wendy 
Pole 2 (African-American names): Alonzo, Jamel, Lerone, Percell, Theo, Alphonse, Jerome, Leroy, Rasaan, Torrance, Darnell, Lamar, 
Lionel, Rashaun, Tyree, Deion, Lamont, Malik, Terrence, Tyrone, Everol, Lavon, Marcellus, Terryl, Wardell, Aiesha, Lashelle, Nichelle, Shereen, Temeka, Ebony, 
Latisha, Shaniqua, Tameisha, Teretha, Jasmine, Latonya, Shanise, Tanisha, Tia, Lakisha, Latoya, Sharise, Tashika, Yolanda, Lashandra, Malika, Shavonn, Tawanda, 
Yvette 
 
Axis name: Race/ethnicity - whites and Hispanics 
Pole 1 (Whites): white, whites, caucasian, caucasians 
Pole 2 (Hispanics): hispanic, hispanics, latino, latinos  
 
Axis name: Race/ethnicity - whites and Asians 
Pole 1 (Whites): white, whites, caucasian, caucasians 
Pole 2 (Asians): asian, asians, asian_american, asian_americans 
 
Axis name: Sexual orientation - heterosexuality and homosexuality 
Pole 1 (heterosexuals): heterosexual, heterosexuals, heterosexuality, straight 
Pole 2 (homosexuals):  homosexual, homosexuals, gay, gays, lesbian, lesbians, lgbt, lgbtq, glbt, 
lgb, homosexuality 
 
Axis name: Religiosity - general 
Pole 1 (religious): christian, christians, catholic, catholics, protestant, protestants, muslim, 
muslims, moslem, moslems, jew, jews, hindu, hindus, buddhist, buddhists, mormon, mormons, 
evangelical, evangelicals 
Pole 2 (nonreligious): nonreligious, secular, secularist, secularists, atheist, atheists, agnostic, 
agnostics, religionless, irreligious, nonbeliever, nonbelievers, non_believer 
  
Axis name: Religiosity - Christianity and Islam 
Pole 1 (christian person): christian, christians 
Pole 2 (muslim person): muslim, muslims  
 
Axis name: Age - old and young  
Pole 1 (elder): old, aged, elderly, elders  
Pole 2 (youth): young, youth, youthful, youngness, youthfulness 
 
Axis name: Socioeconomic status  
Pole 1 (poverty): poor, impoverished, penniless, broke, insolvent, bankrupt  
Pole 2 (wealth): affluent, rich, wealthy, prosperous, moneyed 
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Axis name: Physical appearance (i.e. looks) 
Pole 1 (poverty): ugly, unattractive  
Pole 2 (wealth): beautiful, handsome, cute, attractive 
 
Axis name: Politics - Personal ideology 
Pole 1 (conservative): conservative, conservatives, right_winger, rightwinger, right_wingers, 
rightwingers, right_leaning, right_wing, rightwing 
Pole 2 (liberal): liberal, liberals, progressive, progressives, left_winger, leftwinger, left_wingers, 
leftwingers, left_leaning, left_wing, leftwing 
 
Axis name: Politics - Party affiliation 
Pole 1 (Republican): republican, republicans, gop, GOP, republican_party, Republican_Party 
Pole 2 (Democrat): democrat, democrats, democratic_party, Democratic_Party 
 
Axis name: Politics - Presidential candidates 
Note: all US presidential candidates from the two major parties since 2000 
Pole 1 (Republicans): Donald_Trump, Trump, Mitt_Romney, Romney, John_Mccain, Mccain, 
George_Bush, Bush 
Pole 2 (Democrats): Hillary_Clinton, Clinton, Barack_Obama, Obama, John_Kerry, Kerry, 
Al_Gore, Gore 
 
Axis name: Politics - ideologies abstract 
Pole 1 (conservatism): conservatism, neoconservatism, neo_conservatism, illiberalism 
Pole 2 (liberalism): liberalism, progressivism, egalitarianism 
 
Axis name: Politics - extreme ideologies  
Pole 1 (extreme right): radical_right, extreme_right, far_right, hard_right, nazism, nazis, nazi, 
fascism, fascists, fascist, reactionaries, reactionary, neoreactionary, neo_reactionaries, 
ultraconservative, ultra_conservative,  
Pole 2 (extreme left): radical_left, extreme_left, far_left, hard_left, communism, communists, 
communist, socialism, socialists, socialist, maoism, maoist, maoists, marxism, marxists, marxist, 
ultraliberal, ultra_liberal,  
 
Axis name: Politics – famous/influential liberals and conservatives 
Note: list taken from the top 20 conservatives and liberals at “Top 100 US liberals and 
conservatives” https://www.telegraph.co.uk/news/worldnews/northamerica/usa/6951961/Top-
100-US-liberals-and-conservatives.html 
Pole 1 (famous/influential conservatives): Dick_Cheney, Cheney, Rush_Limbaugh, Limbaugh, 
Map_Drudge, Drudge, Sarah_Palin, Palin, Robert_Gates, Gates, Glenn_Beck, Beck, 
Roger_Ailes, Ailes, David_Petraeus, Petraeus, Paul_Ryan, Ryan, Tim_Pawlenty, Pawlenty, 
Mitt_Romney, Romney, George_Bush, Bush, John_Roberts, Roberts, Haley_Barbour, Barbour, 
Eric_Cantor, Cantor, John McCain, McCain, Mike_Pence, Pence, Bob_McDonnell, McDonnell, 
Newt_Gingrich, Gingrich, Mike_Huckabee, Huckabee 
Pole 2 (famous/influential liberals): Barak_Obama, Obama, Hillary_Clinton, Clinton, 
Nancy_Pelosi, Pelosi, Bill_Clinton, Clinton, Rahm_Emanuel, Emanuel, Al_Gore, Gore, 
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Oprah_Winfrey, Winfrey,  Tim Geithner, Geithner, David_Axelrod, Axelrod,  Harry_Reid, Reid, 
Michelle_Obama, Obama, Arianna_Huffington, Huffington, Sonia_Sotomayor, Sotomayor, 
Denis_McDonough, McDonough, Janet_Napolitano, Napolitano, Mark_Warner, Warner, 
Robert_Gibbs, Gibbs, Barney_Frank, Frank, John_Kerry, Kerry, Eric_Holder, Holder 
 
 
 
WEAT Lexicon 
To test for the presence of gender and racial stereotypes on word embedding models, 
authors in (8) created the Word Embedding Association Test (WEAT) that uses a list of 50 
words manually labeled for positive and negative polarity (25 positive, 25 negative). The WEAT 
terms were derived from those commonly employed in the Implicit Association Test (IAT). The 
analysis of bias in word embedding models was started by projecting the WEAT terms on the 
demographic group axes created as described above. The Pearson correlation coefficients 
between the manually label positive/negative WEAT terms and the values of the projections of 
the WEAT lexicon on the different axes analyzed for each of the seven word embedding models 
tested is shown in Table 6 (Cronbach alpha= 0.97). Using the Spearman correlation coefficient 
generated very similar results. The lower and upper bounds credibility intervals of the correlation 
coefficients estimated according to (14) for meta-analysis of effect sizes are also provided.  
In Table 6, a positive value in the Average column denotes an association of positive 
WEAT terms with Pole 2 of the Axis represented in the table row and a corresponding 
Association of negative WEAT terms with Pole 1. 
 
 
Harvard General Inquirer Lexicon 
The small set size of the WEAT lexicon is an issue of concern. To test whether the results in 
Table S3 replicate on a bigger lexicon of manually label terms according to positive and negative 
polarity, a larger lexicon is used containing 3623 terms that has been widely employed in content 
analysis studies, the Harvard General Inquirer IV-4 (13) positivity/negativity lexicon or HGI for 
short. The Pearson correlation coefficients between the manually labeled HGI terms and the 
values of HGI projections on the different axes analyzed for each of the seven word embedding 
models tested is shown in Table 1 (Cronbach alpha= 0.97).  
 
 
External Lexicons used 
This work has used 17 external lexicons, listed in Table 4, containing terms externally 
annotated for positive and negative polarity.  The assemble  contains several lexicons often use 
in the machine learning literature for sentiment analysis, several online lists of positive and 
negative character traits, lists of positive and negative adjectives as well as several specialized 
lexicons from the General Inquirer that measure constructs with clear positive and negative 
connotations dichotomies such as vice/virtue, conflict/cooperation or hostility/affiliation. 
Original lexicons were processed to remove invalid entries such as for instance emoticons in the 
Vader lexicon since they are not present in the word embeddings models analyzed.  
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Table 4. External lexicons used to test for bias in popular word embeddings models. Lexicons were trimmed for the 
small fraction of words not available in word embeddings models’ vocabulary. 
 
 
 
Combinatorics of words sets used to create axis poles 
A reasonable question to ask when building a cultural axis using aggregates of words to form 
two distinct poles is whether different combinations of set of words used to build the poles 
produce cultural axes of markedly different orientation. To test whether this is the case, different 
combinations of the word sets used to build the poles in the cultural axes analyzed were tried. 
The outcomes were consistently similar to the results described above indicating that removing 
Index Lexicon Name
Preprocessing 
lexicon size
Postprocessing 
Lexicon size Lexicon description and location
1 WEAT 50 50
Lexicon used by (8) for testing for bias in word embedding models 
https://science.sciencemag.org/content/sci/suppl/2017/04/12/356.6334.183.DC1/Caliskan-SM.pdf
2
Harvard General 
Inquirer IV-4 
dictionary 
Positiv Negativ 4206 3623
Positiv 1,915 words of positive outlook. Negativ 2,291 words of negative outlook 
http://www.wjh.harvard.edu/~inquirer/homecat.htm
3 Vader Lexicon 7500 7062
Empirically validated by multiple independent human judges. The VADER sentiment lexicon is sensitive both the polarity 
and the intensity of sentiments expressed in social media contexts, and is also generally applicable to sentiment analysis 
in other domains. Sentiment ratings from 10 independent human raters (all  pre-screened, trained, and quality checked for 
optimal inter-rater reliability). Over 9,000 token features were rated on a scale from "[–4] Extremely Negative" to "[4] 
Extremely Positive", with allowance for "[0] Neutral (or Neither, N/A)". 
https://github.com/cjhutto/vaderSentiment
4
NRC Emotion 
Lexicon 5555 5555
The NRC Emotion Lexicon is a list of English words and their associations with eight basic emotions (anger, fear, anticipation, 
trust, surprise, sadness, joy, and disgust) and two sentiments (negative and positive). The annotations were manually done by 
crowdsourcing. 
http://saifmohammad.com/WebPages/lexicons.html
5 Opinion Lexicon 6800 6786
 A list of English positive and negative opinion words or sentiment words. This l ist was compiled over many years starting 
from our first paper (Hu and Liu, KDD-2004). 
https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html#lexicon
6 Afinn Lexicon 2477 2477
AFINN is a l ist of English words rated for valence with an integer between minus five (negative) and plus five (positive). The 
words have
been manually labeled by Finn Årup Nielsen in 2009-2011. 
http://www2.imm.dtu.dk/pubdb/views/publication_details.php?id=6010
7
Positive/Negative 
Character Traits 762 762
A list of Positive/negative character traits and personality characteristics
https://www.listofcharactertraits.com/positive.php
https://www.listofcharactertraits.com/negative.php
8
Positive/Negative 
Adjetives 200 197
Lists of common adjectives that describe personality. 100 common personality adjectives that describe people negatively. 
100 common personality adjectives that describe people positively
https://www.englishclub.com/vocabulary/adjectives-personality.htm
9
Happy/Sad 
Adjectives 122 122
List Of Happy/Sad Character Traits & Personality Characteristics
https://www.listofcharactertraits.com/happy.php
https://www.listofcharactertraits.com/sad.php
10
Nice/Mean 
Adjetives 228 228
List Of Nice/Mean Character Traits & Personality Characteristics
https://www.listofcharactertraits.com/nice.php
https://www.listofcharactertraits.com/mean.php
11
Intell igent/Dull 
Adjetives 75 75
List Of Intell igent/Dull adjectives
https://www.thesaurus.com/browse/intell igent
https://www.thesaurus.com/browse/unintelligent
12
Inquirer 
Vice/Virtue 1404 1277
719 words indicating an assessment of moral approval or good fortune, especially from the perspective of middle-class 
society. 685 words indicating an assessment of moral disapproval or misfortune
http://www.wjh.harvard.edu/~inquirer/homecat.htm
13
Inquirer 
Hostile/Affil iatio
n 1390 1176
833 words words indicating an attitude or concern with hostil ity or aggressiveness. 557 words are also tagged Affil  for 
words indicating affi l iation or supportiveness. 
http://www.wjh.harvard.edu/~inquirer/homecat.htm
14
Inquire 
Conflict/Coopera
tion 346 294
228 words for ways of conflicting.  118 words for ways of cooperating
http://www.wjh.harvard.edu/~inquirer/homecat.htm
15
Inquirer 
Enlightenment 
Loss/Gain 173 151
146 words l ikely to reflect a gain in enlightenment through thought, education, etc. 27 words reflecting misunderstanding, 
being misguided, or oversimplified
http://www.wjh.harvard.edu/~inquirer/homecat.htm
16
Inquirer 
Transaction 
Loss/Gain 242 197
 Transaction gain, 129 general words of accomplishment. Transaction loss, 113 general words of not accomplishing, but 
having setbacks instead. 
http://www.wjh.harvard.edu/~inquirer/homecat.htm
17
Inquirer Affect 
Negative/Positive 319 261
193 words of negative affect "denoting negative feelings and emotional rejection. 126 words of positive affect "denoting 
positive feelings, acceptance, appreciation and emotional support."
http://www.wjh.harvard.edu/~inquirer/homecat.htm
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or adding related words to the poles does not have a significant impact on the orientation of the 
cultural axis and therefore on the projection values of terms onto said axis.  
 
Nonparametric correlation coefficient 
All the analysis described above were repeated using a nonparametric correlation statistic, 
Spearman correlation coefficient. The results were very similar to those described above.  
 
Estimating cultural associations without using cultural axes 
Some works in the literature have estimated biases in word embedding models without creating 
cultural axes but instead simply measuring the cosine similarity between a basket of terms 
encompassing constructs of interests and a second basket of terms encompassing a construct 
against which to compare the analysis (8). Using this methodology to test for associations of 
negatively/positively annotated lexicons with the constructs represented by the axes’ poles 
described above generated very similar results to those presented in this work.  
 
GitHub repository description  
 
All the methods and materials necessary to reproduce the results described in this manuscript are 
available at (https://github.com/drozado/AlgorithmicBiasInWordEmbeddings). 
The folder analysis contains all the code needed to create cultural axes and project lexicons onto 
them. The folder also contains all the lexicons used in the analyses as well as the lists of terms 
used to construct the poles of all the cultural axes analyzed. The folder contains scripts to 
evaluate the performance of the seven word embedding models analyzed on metrics such as 
word pairs similarity, relatedness as well as morphological, lexical, encyclopedic and 
lexicographic analogies. 
The folder literatureSearch contains all the query outcomes across 4 bibliographic search 
engines generated in the search of manuscripts for the topic of biases in word embeddings. The 
subfolder _manuscripts contains all manuscripts that passed the selection criteria described 
above. The manuscripts pdf files have been highlighted to indicate the locations on the text used 
to justify the classification of manuscripts as addressing certain bias types. 
The folder tables contains all the tables generated in this work with metadata, nonparametric 
statistics, combinatorial analyses of pole construction, and additional information relevant to the 
calculations performed in this work that do not appear in the main manuscript. 
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Supplementary material 
 
 
Table 5. A search of the scientific literature for the queries word embeddings bias and word vectors bias 
revealed 29 papers with a focus on the topic of bias in word embeddings. The manuscripts were tabulated 
with respect to different bias types and annotated according to which manuscripts mentioned in their Titles, 
Abstracts or Introduction sections a given type of bias. Results show that most manuscripts tend to address 
the topic of gender bias in word embedding models and in particular gender bias detrimental to females 
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An Unbiased Approach to Quanti fication of Gender 
Incl ination us ing Interpretable Word Representations ♦ ♦
2 Attenuating Bias  in Word Vectors ♦ ♦ ♦ ♦ ♦ ♦
3
Biased Embeddings  from Wi ld Data: Measuring, 
Understanding and Removing ♦ ♦ ♦ ♦
4
Black i s  to Criminal  as  Caucas ian i s  to Pol ice:Detecting and 
Removing Multiclass  Bias  in Word Embeddings ♦ ♦ ♦ ♦ ♦
5
Equal izing Gender Biases  in Neura l  Machine Trans lation 
with Word Embeddings  Techniques ♦ ♦
6
Evaluating the Underlying Gender Bias  in Contextual ized 
Word Embeddings ♦ ♦ ♦ ♦
7
Examining the Presence of Gender Bias  in Customer 
Reviews  Us ing Word Embedding ♦ ♦
8
Finding Good Representations  of Emotions  for Text 
Class i fication ♦ ♦
9 Gender Bias  in Contextual ized Word Embeddings ♦ ♦
10
Gender Bias  in Coreference Resolution: Eva luation and 
Debias ing Methods ♦ ♦
11 Gender Bias  in Neura l  Natura l  Language Process ing ♦ ♦
12
Is  there Gender bias  and s tereotype in Portuguese Word 
Embeddings? ♦ ♦
13 Learning Gender-Neutra l  Word Embeddings ♦ ♦
14
Lipstick on a  Pig: Debias ing Methods  Cover up Systematic 
Gender Biases  in Word Embeddings  But do not Remove 
Them
♦ ♦ ♦
15
Man is  to Computer Programmer as  Woman is  to 
Homemaker? Debias ing Word Embeddings ♦ ♦
16 On Measuring Socia l  Biases  in Sentence Encoders ♦ ♦ ♦ ♦
17 Quanti fying and Reducing Stereotypes  in Word Embeddings ♦ ♦ ♦ ♦
18 Reducing Gender Bias  in Abus ive Language Detection ♦
19 Reducing gender bias  in word embeddings ♦
20
The Geometry of Culture: Analyzing Meaning through Word 
Embeddings ♦ ♦ ♦ ♦
21
The Hidden Shape of Stories  Reveals  Pos i tivi ty Bias  and 
Gender Bias ♦
22
Semantic and Context-aware Linguis tic Model  for Bias  
Detection ♦ ♦
23
Semantics  derived automatica l ly from language corpora  
conta in human-l ike biases ♦ ♦ ♦ ♦
24 Understanding the Origins  of Bias  in Word Embeddings ♦ ♦
25 Universa l  Sentence Encoder ♦
26 Unsupervised detection of diachronic word sense evolution ♦ ♦
27 What are the biases  in my word embedding? ♦ ♦ ♦ ♦ caste
28
What's  in a  Name? Reducing Bias  in Bios  without Access  to 
Protected Attributes ♦ ♦ ♦ ♦ ♦ ♦ ♦
29
Word embeddings  quanti fy 100 years  of gender and ethnic 
s tereotypes ♦ ♦ ♦
Total 27 21 0 15 8 0 0 0 0 3 0 3 2 1 1 2
% 93 72 0 52 28 0 0 0 0 10 0 10 7 3 3 7
% relative to bias type 78 0 53 0
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Table 6. Pearson correlation coefficients between manually labeled WEAT lexicon of positive/negative terms 
and the projection values of the WEAT terms on the cultural axes analyzed for 7 popular and externally pre-
trained word embedding models. The column with the heading Average aggregates the correlation 
coefficients. Positive values in the Average column denote association of positive WEAT terms with Pole 2 
words and/or association of negative WEAT terms with Pole 1. The complete list of words used to build the 
poles is provided in the Methods section.  
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Average 
(Hunter-
Schmidt 
method) 
Lower bound 
credibility 
interval
Upper bound 
credibility 
interval
p-value 
(Fisher's 
method )
Gender male/females man, men,… woman, women,… 0.218 -0.07 -0.3 0.16 0.09 0.106 -0.07522 0.02 -0.109905 0.1539898 0.2001313
Gender fami ly roles father, son,… mother, daughter,… -0.05 0.08 0.07 0.23 0.14 0.348 0.1272 0.14 -0.016783 0.2874153 0.5623232
Gender and young age boy, boys girl , gi rl s 0.037 -0.14 0.09 0.41 0.24 0.182 0.19805 0.14 -0.001595 0.2906588 0.1742122
Gender 
mascul ini ty/feminini ty
mascul ine, 
mascul ini ty feminine, feminini ty 0.546 0.599 0.46 0.61 0.55 0.47 0.4055 0.52 0.3716696 0.6686208 0.7702496
Gender names 200 male names 200   female names 0.143 -0.15 0.08 0.24 0.29 0.613 0.05999 0.18 -0.152325 0.51743 0.0069853
Race whites/blacks white, whites ,… black, blacks ,… -0.37 -0.06 -0.1 -0.4 -0.6 -0.51 -0.14088 -0.31 -0.60806 -0.012394 0.0104651
Race european/black 
names
WEAT European 
names  
WEAT African-
American names -0.22 -0.24 -0.4 -0.4 -0.5 -0.42 -0.24274 -0.34 -0.505903 -0.174052 0.6959715
Race whites  and 
hispanics white, whites ,… hispanic, hispanics ,… -0.26 0.043 0.19 -0.3 -0.3 -0.2 -0.20707 -0.14 -0.331292 0.0487496 0.1104174
Race whites/as ians white, whites ,… as ian, as ians ,... -0.16 -0.08 0.14 -0.3 -0.2 0.15 -0.15565 -0.09 -0.266766 0.0801227 0.1363383
Sexual  orientation
heterosexual , 
heterosexuals ,…
homosexual , 
homosexuals ,… -0.34 -0.04 0.04 -0.1 -0.2 -0.36 -0.25767 -0.19 -0.252141 -0.122754 0.2853152
Rel igios i ty chris tians , jews ,… atheis ts , agnostics ,… 0.45 -0.04 -0.1 -0.2 0.12 0.227 0.36288 0.11 -0.237411 0.4653133 0.005492
Rel igion 
chris tiani ty/is lam chris tian, chris tians mus l im, mus l ims -0.6 -0.59 -0.4 -0.6 -0.5 -0.52 -0.51191 -0.53 -0.667284 -0.390382 0.7169819
Age old, elders , … young, youth,… 0.361 0.242 0.42 0.34 0.37 0.372 0.4081 0.36 0.1396578 0.5798728 0.9720692
Socioeconomic s tatus
poor, 
impoverished,… affluent, rich,… 0.61 0.631 0.61 0.74 0.76 0.729 0.74033 0.69 0.6055499 0.7701685 0.5669998
Phys ica l  beauty ugly, unattractive
beauti ful , 
handsome,… 0.724 0.793 0.77 0.83 0.84 0.858 0.87444 0.81 0.7875869 0.8378412 0.2779707
personal  ideology
conservatives , 
rightwinger… l ibera ls , leftwinger, … 0.258 0.4 0.47 0.45 0.39 0.347 0.32864 0.38 0.1756697 0.5784051 0.9121753
Party affi l iation
republ icans , 
Republ ican Party,…
democrats , 
Democratic Party,… 0.159 0.216 -0.1 0.22 0.41 0.61 0.402 0.27 -0.046954 0.5920614 0.0072084
Pres identia l  candidates
Donald Trump, Mitt 
Romney,…
Hi l lary Cl inton, 
Barack Obama,… -0.17 -0 -0.1 -0.1 -0 0.38 0.26933 0.04 -0.210316 0.2882356 0.0504887
Ideologies  abstract
conservatism, 
neoconservatism,…
l ibera l i sm, 
progress ivism,… 0.472 0.052 -0.1 0.35 0.39 0.452 0.5618 0.31 -0.051899 0.6729753 0.0015766
Extreme ideologies
Extreme right, far 
right,… Extreme left, far left,… 0.329 0.126 0.07 0.22 0.24 0.07 0.11608 0.17 -0.038014 0.3731357 0.8081508
Conservative and l ibera l  
personal i ties
20 influentia l  
conservatives  
20 influentia l  
l ibera ls  0.281 0.448 0.38 0.4 0.25 0.326 0.32133 0.34 0.131937 0.5570783 0.9366725
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Table 7. The experimental results reported in Table 1 are highly correlated with each other, suggesting that 
the different models  analyzed contain similar bias types. 
 
 
 
 
 
 
Table 8. The experimental results reported in Table 2 are highly correlated with each other, suggesting that 
the different lexicons are measuring a similar construct. 
 
Word2vec 
trained on 
Google 
News
Glove 
trained on 
Wikipedia 
+ 
Gigaword
Glove 
trained on 
Twitter 
corpus
Glove 
trained on 
Common 
Crawl 
(small)
Glove 
trained on 
Common 
Crawl (large)
Fastext 
trained on 
Common 
Crawl
FastText 
trained on 
Wikipedia 
2017, 
UMBC 
webbase 
and 
statmt.org 
news
Word2vec trained on Google News 1
Glove trained on Wikipedia + Gigaword 0.653004 1
Glove trained on Twitter corpus 0.663066 0.859809 1
Glove trained on Common Crawl (small) 0.80448 0.913921 0.811989 1
Glove trained on Common Crawl (large) 0.901569 0.786543 0.772879 0.942217 1
Fastext trained on Common Crawl 0.88966 0.625365 0.696561 0.820247 0.931516 1
FastText trained on Wikipedia  + UMBC webbase + statmt news 0.905198 0.645627 0.7073 0.819958 0.932438 0.941135 1
Column Average (excluding autocorrelation) 0.802829 0.766253 0.747182 0.860807 0.931977 0.941135
WEAT1
harvard 
General 
Inquirer
Vader 
Lexicon
NRC 
Emotion 
Lexicon
Opinion 
Lexicon
Afinn 
Lexicon
Positive 
& 
Negative 
Adjetives 
Set 1
Positive 
& 
Negative 
Adjetives 
Set 2
Happy & 
Sad 
Adjective
s
Nice & 
Mean 
Adjetives
Intelligen
t & Dull 
Adjetives
Inquirer 
Vice & 
Virtue
Inquirer 
Hostile & 
Affiliatio
n
Inquirer 
Power 
Conflict 
& 
Cooperat
ion
Inquirer 
Enlighten
ment 
Loss & 
Gain
Inquirer 
Transacti
on Loss 
& Gain
Inquirer 
Affect 
Negative 
& 
Positive
WEAT1 1.00
harvard General Inquirer 0.92 1.00
Vader Lexicon 0.95 0.98 1.00
NRC Emotion Lexicon 0.89 0.99 0.96 1.00
Opinion Lexicon 0.93 0.99 0.99 0.99 1.00
Afinn Lexicon 0.94 0.98 0.99 0.97 0.99 1.00
Positive & Negative Adjetives Set 1 0.80 0.94 0.90 0.96 0.95 0.93 1.00
Positive & Negative Adjetives Set 2 0.74 0.88 0.84 0.92 0.90 0.89 0.99 1.00
Happy & Sad Adjectives 0.92 0.94 0.95 0.93 0.95 0.96 0.87 0.82 1.00
Nice & Mean Adjetives 0.90 0.95 0.94 0.93 0.96 0.95 0.92 0.90 0.90 1.00
Intelligent & Dull Adjetives 0.73 0.85 0.80 0.89 0.86 0.85 0.94 0.95 0.75 0.86 1.00
Inquirer Vice & Virtue 0.90 0.99 0.97 0.99 0.99 0.98 0.97 0.93 0.92 0.96 0.89 1.00
Inquirer Hostile & Affiliation 0.81 0.92 0.88 0.94 0.90 0.89 0.91 0.87 0.81 0.89 0.92 0.93 1.00
Inquirer Power Conflict & Cooperation 0.67 0.74 0.68 0.74 0.70 0.68 0.70 0.67 0.58 0.75 0.75 0.75 0.89 1.00
Inquirer Enlightenment Loss & Gain 0.40 0.66 0.56 0.73 0.66 0.61 0.80 0.83 0.50 0.65 0.84 0.72 0.78 0.67 1.00
Inquirer Transaction Loss & Gain 0.79 0.93 0.89 0.94 0.92 0.90 0.92 0.88 0.87 0.84 0.83 0.93 0.85 0.66 0.68 1.00
Inquirer Affect Negative & Positive 0.91 0.97 0.96 0.97 0.98 0.98 0.96 0.93 0.91 0.96 0.90 0.98 0.93 0.76 0.69 0.90 1.00
Column Average (excluding autocorrelation) 0.82 0.91 0.88 0.92 0.90 0.87 0.90 0.86 0.78 0.84 0.86 0.86 0.86 0.70 0.69 0.90
Total Average 0.85
