Abstract
Introduction
Wireless sensor networks (WSNs) pose new research challenges related to the design of algorithms, network protocols, and software that will enable the development of applications based on sensor devices [3] , [8] . In WSNs, the energy expenditure in data communication is much more compared to data processing. Thus, any communication solution to this kind of network must be power efficient to extend its lifetime.
In WSNs, data communication, from the point of view of the communicating entities, can be divided into three cases: from sink node to sensor nodes, from sensor nodes to sink node, and among neighbor nodes. In each case, it is possible to have a different goal. Data communication from a sink node to a set of sensor nodes is often used to disseminate a piece of information that is important to those nodes. For instance, a sink node could disseminate a new interest of a data to be sensed to a set of nodes. This kind of data communication is often called data dissemination. Data communication from sensor nodes to a sink node is used to send the sensed data collected by the sensors to a monitoring application. Finally, data communication among neighbor nodes often happens when some kind of cooperation among nodes is needed. In this work, we are interested in data dissemination from sink node to sensor nodes.
In [14] , Niculescu and Nath propose the Trajectory Based Forwarding (TBF) algorithm that is a technique to disseminate packets from a sink node to a set of nodes along a predefined curve in a wireless dense network. In TBF, the trajectory is embedded in each packet and the intermediate nodes make the forwarding decisions based on their distances from the desired trajectory. The innovation of this approach comes from the definition and treatment of route paths as a continuous function as opposed to a discrete set of points. Therefore, TBF is suitable for large scale, dense wireless ad-hoc and sensor networks.
In WSNs, the data communication cost can be represented by the energy consumption. The information about the amount of energy available at each part of the network is called the energy map. This map can be represented by an image in tones of gray. The darker the tone of gray, the lesser is the amount of energy available at that network region. Knowing which are the areas of low energy can be useful in many activities of a WSN, such as routing, reconfiguration or network management algorithms. For instance, a routing protocol can make a better use of the energy reserves if it selectively chooses routes that use nodes with more remaining energy. The important point is that the map can be useful in prolonging the network lifetime.
Most of the issues related to determining and specifying the trajectory for TBF are still open topics of research. In this work, we propose a method not only for representing the trajectories, but also for specifying them dynamically based on the energy map. The main idea is to select a set of nodes in the network that are most suitable for forwarding the packets sent by the sink and to find the best set of curves passing through or near these selected points. Mul-tiple linear regressing [13] was used to perform the curve fitting. The trajectory generation procedure was designed to be directed by the requirements of the application, which can aim to maximize the amount of energy available at the forwarding nodes, or maximize the percentage of nodes the information disseminated by the sink has to reach.
Moreover, we propose a new forwarding mechanism, called TBF + , which is much more effective in terms of energy consumption and presents a more robust behavior in a dynamic topology scenario, where nodes can periodically go into sleeping mode. Results show that the energy spent with data communication can be concentrated on those nodes that have high-energy reserves, whereas lowenergy nodes can use their energy only in other network activities such as sensing activity and reception of information addressed to them. Therefore, partitions of the network due to nodes that ran out of energy can be significantly delayed and the network lifetime can be extended.
The rest of this work is organized as follows. Section 2 shows the related work. The two parts of our proposal, the trajectory generation process and the TBF + , are presented in Section 3 and 4, respectively. In Section 5, we show the simulation process and analyze the experimental results of the TBF + . Finally, Section 6 shows the conclusions and the future directions of this work.
Related work
Several different routing protocols for WSNs have been proposed in the literature [1] . Due to the nature of these networks, the basic requirements for routing techniques are scalability and robustness for data dissemination [4] . The algorithms for these networks have to be designed aiming to extend the network lifetime and, therefore, have to provide both robust communication mechanisms and efficient energy consumption. Some examples of the existing data dissemination techniques are Directed Diffusion and TBF (It is going to be analyzed in Section 4). In [5] , [6] , Intanagonwiwat et. al propose the Directed Diffusion, a framework for data communication in sensor networks. This protocol aims to establish efficient communication between sensors and the sink node. The operation of Directed Diffusion can be shortly described as follows. The sink node disseminates throughout the network a sensing task or an interest and the intermediate nodes propagate the interest over the network using local interactions and aggregating the received events into a unique event, in order to reduce the number of transmissions and the amount of data stored by the network. The propagation route of the interest determines the reverse path for the locally collected data which matches with the interest. This dissemination creates a gradient based on the topology of the network, which becomes directed by events. The gradient guarantees that the collected data uses unique paths when routed back to the sink.
In [7] , Kuruvila et. al propose some new progress based, localized, power and cost aware algorithms for routing in ad hoc wireless networks. Node currently holding the packet will forward it to a neighbor, closer to destination than itself, which minimizes the ratio of power and/or cost to reach that neighbor, and the progress made, measured as the reduction in distance to destination, or projection along the line to destination. Also, in localized algorithms, each node makes routing decisions solely on the basis of location of itself, its neighbors and destination.
The information about the amount of energy available at each part of the network is very useful in WSNs. For instance, a routing algorithm can make a better use of the energy reserves if it selectively chooses routes that use nodes with more remaining energy, so that parts of the network with small reserves can be preserved. It can also form a virtual backbone based on connecting high energy islands. Other possible applications of the map are reconfiguration algorithms, query processing, and data fusion. In [18] , Zhao et. al describe a method to obtain the energy map using an aggregation-based approach. A sensor node only needs to send the information about its local energy whenever significant decay occurs relative to the last time it reported its available energy. On the way to the sink node, if intermediate nodes receive two or more energy reports, they can aggregate them following several rules. The work presented in [12] focuses on proposing mechanisms to predict the energy consumption of a sensor node in order to construct the energy map of a WSN. There are situations in which the node can predict its energy consumption based on its own past history. If a sensor can predict efficiently the amount of energy it will dissipate in the future, it will not be necessary to transmit frequently its available energy. This node can just send one message with its available energy and the parameters of the model that describes its energy dissipation. With this information, the monitoring node can update often its local information about the available energy of this node. Simulation results presented in [12] showed that predictionbased models decrease the amount of energy necessary to construct the energy map.
Dynamic Trajectory Generation
Most of the issues related to determining and specifying the trajectory for TBF are still research topics. In [14] , Niculescu and Nath suggest a number of choices for representing a trajectory: Functional , Equational , Parametric, Complex trajectories, or Recursive representation. In spite of providing several insights into the problems that might arise during the process of specifying a forwarding trajectory, the authors of TBF do not present any concrete solutions to the curve generation problem, specially to the prob-lem of how and based on what kind of information the trajectory should be generated.
In this work, we propose a method not only for representing the trajectories, but also for specifying them dynamically based on the energy map of the network. The main idea is to select a set of nodes in the network that are most suitable for forwarding the packets sent by the sink and to find the best set of curves passing through or near these selected points. The choice of the best set of curves can be based on different criteria, such as the amount of energy available at the forwarding nodes, the percentage of nodes the information disseminated by the sink is supposed to reach, or the area at which the dissemination is aimed.
Since we intend to base the trajectory generation on the energy map, we decided to use functional and equational representations, allowing more than one trajectory to be encoded at each forwarded packet. We consider these two types of representation expressive enough to guarantee the flexibility required to forward packets through areas of greater energy reserves. It is worth noting that low energy areas can change along time due to localized event occurrences or other factors causing irregular energy distribution over the network. The process of generating a set of trajectories is illustrated in Figure 1 , as discussed in the rest of this section.
Point/Node Selection
The first step in the trajectory generation process is the point or node selection, as shown in Figure 1 , point A. In order to perform the curve fitting process, a set of points has to be selected from the area covered by the wireless sensor network to serve as input data for the fitting process. There are two different ways of interpreting the network: as a set of geographic points or a set of sensor nodes. If the network is treated as a set of points in space, the energy associated with each point is an interpolation of the energy available at all nodes that cover (sense) each point and the distance from these nodes to each point. If the network is treated as a set of nodes (sensors) in space, the set of points to be selected are the coordinates of the nodes. The energy associated with each point in this case is simply the energy available at the node that is located at each point.
Given the mapping of the network to a set of points, several strategies can be used to select a subset of the total number of points to serve as input for the curve fitting procedure. The main criterion for this selection is the energy available at each of these points. The idea is to force the trajectories to pass through points with greater energy reserves in order to avoid that nodes with little energy participate in the forwarding process.
In this work, we decided to treat the network as a set of nodes, leaving the geographic points perspective for future experiments, and generated the input for the curve fitting procedure by simply selecting 50% of nodes with greater energy reserves.
Curve Fitting
The next step in the trajectory generation process is the curve fitting, as shown in Figure 1 , point B. Due mainly to its simplicity, we decided to use multiple linear regressing [13] to fit the curves into a set of points. Multiple linear regression attempts to model the relationship between two or more explanatory variables and a response variable by fitting a linear equation to the observed data.
Two types of curves were chosen in this work to represent the trajectories: polynomials and conic sections (e.g., ellipses). Polynomials were chosen because of their compact encoding capability for arbitrary network sizes and their flexibility to avoid obstacles or undesired areas. In some scenarios, however, where there are areas of low energy surrounded by areas of high energy, polynomial fitting is not very satisfactory, since it tends to trace the curve through the middle of the low energy area, which is exactly what has to be avoided. Conic sections were chosen because of their better ability to avoid low energy areas in these scenarios.
Polynomial regression is a special case of multiple linear regression and the relation between the response variable y and the explanatory variable x is expressed by the following model:
For this case, simplifying the notation n i=1 to , and applying, the normal system can be written as:
For conic sections, on the other hand, the fitting process is not as direct as for polynomials because they result in a non-linear system. However, if we choose to minimize the squares of the area differences instead of distance differences, we can get a linear problem [2] , [10] . Let us represent a general conic by an implicit second order equation:
The set of normal equations for this case can be ex- pressed by:
...
where
and f = β 4 . Several iterative methods exist for solving this problem [9, 16, 17] . We chose the LSQR algorithm, presented in [16] , since it presents a more stable behavior and is likely to obtain a more accurate solution in fewer iterations whenever A is moderately or severely ill-conditioned. The computational requirements of this algorithm are: storage (n + 2p), and number of floating-point multiplications per iteration (3n + 5p). In addition, it requires a product Ax and a product A t y at each iteration. In order to achieve the shown storage, it is required to implement the matrix-vector products in the form y ← y + Ax and x ← x + A t y, where ← means that one of the given vectors is overwritten by the shown expression. The maximum number of iterations was set to 4np.
Network Sectors
Given a set of points that we would like to force to participate in the forwarding process and given the curve types (polynomial or conic section), we have to decide how many curves/trajectories would be sufficient to achieve a certain goal. The goal could be to disseminate information to a particular area of the network or just perform a broadcast to all nodes.
By introducing the concept of network sectors, which divide the network area in identical angular sectors centered at the sink node, the problem of determining the best number of curves/trajectories can be viewed as the problem of finding the best number of network sectors and placing a unique trajectory at each network sector. The curve corresponding to each network sector is fitted based solely on the points located inside that sector. Examples of different sets of network sectors can be viewed in Figures 2(a) through 2(f) .
An arbitrary number of network sectors could be used. However, it does not seem reasonable this number to be very large, since this would result in an unacceptably high number of parameters to be transmitted with each forwarded packet and an unacceptably low number of points at each sector, compromising the quality of the fitting procedure. A maximum limit can, therefore, be established for the number of network sectors.
Best Curve Set Selection
The last step in the trajectory generation process is the Best Curve Set Selection, as shown in Figure 1 , point C. Given a finite maximum number of network sectors, the selection of the best curve set (the best number of network sectors, N ) can be made by calculating the average quality for each set and simply choosing the one with the best average quality. The average quality of a set of curves can be calculated as the sum of the qualities of each curve participating in the set, divided by the number of network sectors in the set. The best number of sectors is determined for each curve type, as shown below:
where maxNumSec depends on whether the sink node is located in the center or at the corner and whether the curve is polynomial or conic (more network sectors should be tested if the sink node is in the center and the curve is a polynomial). The fitQuality(Curve i ) factor can be calculated based on different criteria, depending on the application requirements. It could be required to forward packets to a maximum number of nodes, or it could be required to minimize the involvement of low energy nodes in the forwarding process. Throughout this work, the following fit evaluation criteria were used:
• Maximum average energy: calculates the average energy of the nodes within the covering range of the curve (distance(node, curve) ≤ node sensing range);
• Maximum coverage: calculates the total number of nodes within the covering range of the curve.
In Figures 2(a) through 2(f), several snapshots of generated curve sets are shown for a given energy map. Figures 2(a) through 2(c) show the sets of conic sections generated for that scenario. It can be observed that the trajectories avoid the low energy areas. If maximum average energy or maximum coverage criteria are used to select one of these sets of curves, the best set is the one with four sectors. This result is obtained since the average quality of the four participating curves in this set was the best using both fit evaluation criteria. Figures 2(d) through 2(f) show sets of fourth-degree polynomials generated for the same network scenario. It can be observed that once again most of the trajectories avoid the low energy areas. If maximum average energy criterion is used to select one of these sets of curves, the set of trajectories using one network sector is chosen. This result is obtained because the average energy of the nodes within the covering range of this curve was lower than the average energy of the rest of the curve sets. If maximum coverage criterion is used, on the other hand, the best set is the one that uses eight sectors. This behavior is natural, since the greater the number of curves, the greater the amount of nodes within their covering range.
Data Dissemination
This section describes the TBF technique and introduces the second part of our solution, which consists of a new forwarding policy mechanism, called TBF + .
Basic Operation of TBF
TBF is a data dissemination algorithm that uses curve equations to route messages. The trajectory is embedded in each packet and the intermediate nodes make the forwarding decisions based on the trajectory and a neighbor table. To update the neighbor tables, nodes exchange beacon packets periodically. The innovation of this approach comes from the definition and treatment of route paths as a continuous function as opposed to a discrete set of points. Two main advantages of TBF are compact representation, since curves can be described using few parameters, and node independence, since no particular node address is specified in the trajectory. Figure 3 illustrates the basic operation of TBF. When a node receives a beacon packet, it updates its neighbor table (Figure 3, point B) . If the received packet is not a beacon, but a data packet, this node checks if it is the node elected to forward the received data packet (Figure 3, point C) . If it is not true, the node drops the packet (Figure 3, point  D) . If it is the elected forwarding node, it chooses the next hop ( Figure 3, point E) . This choice is made based on its neighbor table and a predefined forwarding policy, e.g., the nearest neighbor to the destination or the nearest neighbor to the curve. After choosing the next hop, the node transmits the packet to the elected neighbor ( Figure 3, point F) .
Despite the advantages of TBF, this algorithm has three main drawbacks. The first one is the overhead required to update the neighbor tables. It causes an increased number of transmitted packets and, consequently, an increase in the total energy spent. The second disadvantage is its weak fault tolerance. This is due to the fact that the next node in a route is determined based on the neighbor table of the previously elected node. Since the decision of forwarding a packet is not made by the node itself, it can be in sleeping mode at the moment when the packet is transmitted to it. The more outdated the node table is, the higher the probability of this problem to appear. The last weakness is due to the fact that each packet embeds exactly one curve, since packets are relayed in a unicast manner. Therefore, a node can select only one neighbor to continue the process and, consequently, only one curve, which may not be sufficient to perform data dissemination to a significant part of the network.
Basic Operation of TBF +
Our main goal is to propose a data dissemination algorithm that is able to discover the best energy-efficient routes. TBF + extends the principle of trajectory based forwarding by incorporating the usage of the energy map. It also tries to overcome some of the drawbacks of the original TBF algorithm. Firstly, TBF + avoids the necessity of neighbor tables, spending less energy in the forwarding process. When a node receives a packet, it decides locally whether it should forward it or not, based solely on the information contained in the packet. Therefore, the decision of forwarding a packet is made by the node itself. Secondly, TBF + does not choose a particular node to forward a packet, as it happens in TBF. Therefore, in TBF + , several nodes can forward the same packet, what leads it to a more fault tolerant operation in a dynamic topology environment, where a node can go into sleeping mode periodically. Thirdly, TBF + allows to embed more than one curve in each packet, allowing data dissemination to arbitrarily large parts of the network. Figure 4 illustrates the basic operation of TBF + .
When a node receives a packet, it verifies whether it is inside the received network sector (Figure 4, point A) . If it is not, it drops the packet ( Figure 4, point B) . If it is inside the network sector, the node calculates its distance to the curve equation (Figure 4, point C) . If this value is less or equal to a specified threshold, the node waits a time that is inversely proportional to its distance to the curve equation to continue the forwarding process (Figure 4 , points D and E). After the node calculates the dissemination delay time, it evaluates if any of its close neighbors retransmitted the packet (Figure 4, point F) . If this is the case, the node drops the packet (Figure 4, point B) , otherwise, the node forwards the packet (Figure 4, point G) . The goal of this scheme is to force nodes which are inside the specified threshold distance from the curve and, at the same time, are the most distant nodes from the curve, to forward the packets. These nodes are exactly those that reach the highest number of yet unreached nodes. Using this scheme, we minimize the number of transmissions, increasing the received/transmitted ratio, which is a good indicator of the quality of the data dissemination technique.
Simulation Results
In this section, we show the TBF + behavior in two different scenarios of data dissemination in a WSN. One static sink node with plenty of energy is located at the left bottom corner of the sensing field, performs a series of broadcasts to disseminate data to all nodes in the network. In both scenarios, we consider that there is only data communication (dissemination) from the sink node to the sensor nodes and there is no communication from any sensor node to neither a neighbor node nor the sink node. The goal is to evaluate the energy spent in data dissemination. The remainder of this section is organized in the following way. Section 5.1 describes the simulation scenarios and their parameters. Section 5.2 presents the comparison between the original TBF and the TBF + . Section 5.3 analyzes the performance of TBF + when compared with flooding in a scenario with low-energy area.
Scenarios
This section presents the simulation scenarios. We consider a dynamic topology, where nodes periodically go into sleeping modes, depending on whether there are events for them or not. The energy dissipation model used is the Statebased Energy Dissipation Model [12] . Also, we consider a sensor network with static and homogeneous nodes, and battery replacement is considered to be unfeasible. Nodes are deployed randomly, forming a high-density flat topology. In order to analyze the data dissemination schemes performance, we implemented all protocols in the ns-2 simulator [15] . There are 500 nodes randomly distributed in a 35×35m
2 sensor field. Each node has an average of 27 neighbors, being this number reduced during simulations, since some of the neighbors can be in sleeping modes. The initial energy of each node is set to 80J and the radio range is 5m. The results of all simulations were obtained as an average of 33 runs of a 1000-second simulations. The sink node sends 200 broadcast messages, uniformly distributed over each simulation, to perform data dissemination through the network. The values of power consumption for each state were calculated based on Mica2 consumption [11] . The network energy map is obtained using the prediction-based approach, proposed by Mini et. al in [12] .
Original TBF vs. TBF +
In Figure 5 , we show the network energy map evolution during the network lifetime using TBF and TBF + . Both algorithms use the same trajectory generation procedure, described in Section 3. The maximum coverage criterion was used to select the best set of curves. Since the maximum number of network sectors was set to five, this was the number of network sectors selected to maximize the network coverage 1 . It can be observed that, despite the fact that trajectory generation is being made dynamically, there are no significant changes in the trajectories throughout the network lifetime. This is because data dissemination occurs from the sink node to the sensor nodes and no events that cause non-uniform energy consumption in different parts of the network occur in this scenario. Together with the energy available at each node, the network coverage is shown. White squares represent the nodes that receive the disseminated packets and the black ones indicate nodes that do not receive any packet at that particular moment. Comparing the energy consumption of both protocols, the cost of neighbor table maintenance becomes evident. In average, TBF + consumes 30% less energy than the original TBF, as describled in Figure 6 -a. In this scenario, after approximately 740 seconds, if TBF is used, nodes located near the sink begin to die. After 800 seconds, TBF is not able to perform broadcasts anymore, since the sink becomes disconnected from the network. When TBF + is used, however, all nodes remain alive, with at least 9% of their initial energy, even after 1000 seconds. Analyzing the network coverage, Figures 5 and 6 -b, we observe that TBF + has a significantly better performance than the original TBF. After 500 seconds, TBF + reaches approximately 25% more nodes than TBF. This behavior can be explained by the forwarding mechanism of the original TBF that causes many broken trajectories, since the next node in a route is based on a possibly outdated neighbor table of the previously elected node. After 1000 seconds, we verify that TBF + maintains its coverage, whereas TBF covers no nodes at all. In Figure 6 -c and Figure 6 -d, we show the influence of the neighbor tables in the number of packets sents, and consequently in the Received/T ransmitted packet ratio. It is important to state that TBF + is a protocol that does not use neighbor tables and, therefore, spends much less energy and presents a more adaptive behavior in a dynamic topology scenario.
Low-Energy Area Avoidance
In the network scenario analyzed in this section, we consider a low-energy area in the middle of the sensing field, as illustrated in Figure 7 -a. At the beginning of simulation, all nodes inside this area are set to have less energy than the outside nodes. The critical area is a circle, whose center overlaps with the network center and whose radius is equals to 7 m. The number of nodes randomly deployed inside the critical region is 53. The comparisons are made with the flooding. The maximum average energy criterion, described in Section 3.4, is used to generate the trajectories for TBF + . It can be observed that the generated trajectories avoid the low-energy area (Figure 8-a) , however, once again no significant changes occur in their shapes along time. This is caused by the fact that the relation between the average energy of the nodes located inside the low-energy and the high-energy areas is maintained. In the beginning of the network lifetime, (Figure 7-a and 7-c) , it can be seen that flooding covers 100% of the nodes located inside the low energy area, whereas TBF + , due to its trajectory generation feature, reaches only 31.4% of the low-energy nodes (Figure 8-b) . The cost of this difference can be seen after 500 seconds ( Figure 7-b and 7-e) . Flooding kills the majority of nodes inside the low-energy area (Figure 8-c) , achieving a network coverage approximately 25% lower than TBF + inside this area. The average energy of these nodes decreases approximately 60% when TBF + is used and 100% when flooding is used (Figure 8-d) . Outside the low-energy area, however, flooding still maintains a significantly better network coverage.
The cost of this high coverage can be seen in the next time snapshot (Figure 7 -c and 7-f). After 1000 seconds, when flooding is used, the average energy of nodes located outside the low-energy area is nearly 10% and the network is completely disconnected, whereas when TBF + is used, the average energy remains above above 35% and the network coverage is approximately 30% of the network.
It can be concluded that avoiding packet transmission by nodes with little energy, it is possible to prolong the lifetime of these nodes, still guaranteeing that they receive the data disseminated by the sink node. Despite providing a better network coverage, flooding-based data dissemination imposes extremely high costs in terms of energy consumption. This fact compromises, firstly, the low-energy nodes and, eventually, the network lifetime as a whole.
Conclusions and Future Work
In this paper, we propose TBF + , a new data dissemination scheme for WSNs. The key idea is to combine concepts presented in trajectory-based forwarding with the information provided by the energy map of the network. We proposed a method not only for representing the trajectories, but also for specifying them dynamically based on the energy map, which changes along the network lifetime. In the original TBF, nodes use a forwarding technique based on neighbor tables. This technique requires a high energy overhead to be updated, and its mechanism is not suitable for operating in dynamic topology models, where nodes can often go into sleeping modes. TBF + replaces this mechanism with a new forwarding technique: when a node receives a packet, it decides by itself if it should forward the packet based solely on its own location and the equation embedded in the packet. The simulations showed that if TBF + is used, the routing process becomes more adaptive to changes in network topology. Moreover, the energy spent with the routing activity can be concentrated on those nodes that have high energy reserves, whereas low-energy nodes can be left to use their energy only to perform the sensing activity or to receive information addressed to them.
There are several improvements that we are planning to introduce to the curve generation procedure. One aspect to be explored is the way of interpreting the network. Currently, we are representing the network as a set of sensors, whose coordinates are used as input to the curve fitting procedure. Another interesting manner of performing the mapping is by viewing the network as a set of geographic points, whose energy reserves are calculated as an interpolation of the energy of those sensor nodes that cover each point. In this work, we established two criteria to select the best set of curves from all sets of curves generated using different curve types and different numbers of sectors. We plan to propose new selection criteria, possibly combining or alternating them in a dynamic fashion, depending on the application requirements. Another future work is to introduce other techniques to avoid transmissions inside the low-energy region. For example, we can use a energy threshold to allow nodes that have less energy than a certain pre-defined amount to not forward data.
