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Introduction
Over the past decades, economic linkages between countries have increased dramatically. The reduction of trade barriers and capital controls have led to a substantial increase in world trade and international capital flows. According to the conventional wisdom, this high level of interconnectedness has resulted in a convergence of international business cycles and makes countries more vulnerable to global shocks. However, the impact of the recent global financial crisis on national business cycles differed remarkably in different regions of the world. While the industrialized countries in Europe and North America experienced the deepest and longest recession, many countries in Asia, Latin America, and Africa overcame this period with modest or no reduction in the growth rate of their GDP. This experience has raised the question of the relative importance of global versus regional or group-specific shocks in explaining national business cycles.
The empirical literature indeed finds an increasingly important role for regional or groupspecific shocks and a reduced importance of global shocks for national business cycles. Using data for 106 countries from 1960 to 2008 , Kose et al. (2012 (henceforth KOP) employ a dynamic factor model (DFM) to disentangle national business cycles into a global, a group-specific, and a country-specific factor. 1 They find that the fraction of the variance of output, consumption, and investment growth explained by the global factor has decreased for emerging market economies and industrial countries, but group-specific shocks have become more important for both country groups since the mid-1980s. KOP conclude that emerging economies have decoupled from industrialized countries in the globalization era. Using the same dataset, Hirata et al. (2013) estimate a DFM with seven regional factors instead of grouping countries according to their level of development. They find that regional factors have gained importance over time, particularly in regions where intra-regional trade and financial flows grew since the mid-1980s. Similarly, Mumtaz et al. (2011) use a DFM to decompose output and inflation growth for 36 countries into common, regional, and country-specific factors, and find regional cycles to have become more important over time while the importance of the global factor has declined. A somewhat different conclusion is drawn by Flood and Rose (2010) , who calculate five-year correlation coefficients over rolling sub-samples for GDP growth from 1947 to 2008 for 64 countries, and find rather stable correlation coefficients of country pairs for advanced and emerging economies over time. Ductor and Leiva-Leon (2016) estimate a DFM with time-varying factor loadings to investigate whether national business cycles for a large number of countries have exhibited changes in the sensitivity to a global business cycle. They find that the comovement of business cycles with the global factor has increased over time for emerging market economies, as measured by an increase in the loadings to the global factor. 2
The literature using DFM to analyze changes in the synchronization of national business cycles exhibits two limitations on which we focus in this paper. First, the vast majority of papers employ a DFM with constant parameters. A potential variation over time in the comovement of business cycles is analyzed by estimating the model over different subsamples. Most of the aforementioned studies impose a break in 1985 and refer to the time prior to 1985 as the preglobalization period, and the time since 1985 as the globalization period. However, by allowing for Markov-switching parameters, Ductor and Leiva-Leon (2016) find changes in global business cycle interdependence to have occurred in the early 2000s. Further, by assuming a single break, these studies cannot account for heterogeneity across countries, i.e., countries that adjust at different points in time. Second, the importance of the global or group factors for a country are based on decomposing the variance of the business cycle indicator considered into various components that can be attributed to global, group, country and idiosyncratic factors. The relative importance of these factors, i.e., their share of the business cycle variable's variance, can change over time for two reasons: changes in the factor loadings or changes in the factor's variance. Differentiating between these two reasons of changes in the variance decomposition is economically important. Changes in factor loadings reflect changes in how sensitive a country is to that factor. Thus, a decline in the loading to the global factor may well be interpreted as a decoupling, while an increased sensitivity to the regional or group factor, i.e., an increase in the respective factor loading, points to an increased importance of regional or group specific shocks. In contrast, changes in a factor's variance reflect changes in the size of the shocks.
Allowing for heteroscedasticity is particularly important, as it is a potential reason for changes in the variance decomposition. Suppose the volatility of the global factor declines more than the business cycle volatility of a given country. The fraction of the country's variance that is explained by the global business cycle would decline too, even when its sensitivity, i.e., the factor loading to the global factor, remains constant. However, smaller global shocks cannot be interpreted as a decoupling of countries from the global factor.
Most of the literature restricts the innovation variance of the global and group factors to a constant. As such, the existing literature cannot account for heteroscedasticity in any common factor. 3 Observed changes in the variance decomposition, as found in, e.g., KOP, are then by construction due to changes in the factor loadings. An exception is Del Negro and Otrok (2008) , who estimate a DFM with time-varying factor loadings and stochastic volatility and find a decline in the volatility for most countries in their sample of nineteen countries.
By ignoring the distinction between the source of changes in the variance decomposition, the literature may have overstated the role of factor loadings and thus overemphasized the decoupling hypothesis.
In this paper, we deal with these limitations and estimate a DFM with time-varying factor loadings and stochastic volatilities. Particular attention is paid to model uncertainty: a Bayesian model selection procedure is used to explicitly test for time variation in the factor loadings and volatilities. As such, the model allows for time variation in the parameters but does not force parameters to change. This enables us to obtain time-varying variance shares with endogenously determined time variation. Additionally, we can attribute changes in the variance decomposition to changes in either the factor loadings, volatilities, or both. We apply the model to the set of 106 countries analyzed by KOP and Hirata et al. (2013) with the sample period extended to 2014. Specifically, we follow KOP and disentangle GDP, consumption, and investment growth into a global, three group-specific, a country, and an idiosyncratic factor.
The main findings can be summarized as follows. We do find strong evidence for changes in the volatilities of the global and all three group factors: their volatility has steadily declined from 1960 until the early 2000s. Evidence for time variation in the factor loadings is much weaker.
While there is some heterogeneity across countries, the overall picture is that only industrialized countries have exhibited changes in their sensitivity to the global factor. Emerging market economies and developing countries have, on average, constant factor loadings with respect to the global factor. Similarly, the sensitivity to the group-specific factors is found to be constant for the majority of countries in each country group. As a consequence, changes in the variance decomposition are primarily driven by changes in the volatilities. The importance of groupspecific factors for national business cycles is confirmed. However, substantial time variation in the relative importance of the global versus group-specific factors are not found.
The remainder of this paper is organized as follows: Section 2 introduces our empirical approach, including the DFM with time-varying factor loadings and stochastic volatilities, and explains the Bayesian model selection procedure to test for time variation in the parameters.
The results are presented in Section 3 and the last section concludes.
Empirical Approach
This section explains our econometric approach. First, it lays out a DFM with time-varying factor loadings and stochastic volatilities. Second, the Bayesian stochastic model selection approach is explained, followed by a description of the Markov Chain Monte Carlo (MCMC) algorithm employed to estimate the model.
A DFM with time-varying loadings and stochastic volatilities
We follow KOP and construct a multivariate DFM that decomposes the real GDP, private consumption, and investment growth into a global factor F g t , which is common to all variables in all countries, three group-specific factors, denoted F IC t , F EM t , and F DC t , which are common to all variables and all countries belonging to either the group of industrial countries (ICs), emerging market economies (EMs), or other developing countries (DCs), a country-specific factor F c i,t that is common to all variables within a country i, and idiosyncratic factors ε j i,t , which are specific to each variable.
More specifically, let y j i,t denote the annual growth rate of variable j in country i at time t. The model is given by
where the group-specific factor F r t equals either
, depending on the group affiliation of country i. All factors in Eq. (1) are assumed to follow independent AR(3) processes,
where
, F c i,t . Similarly, the idiosyncratic factors follow AR(3) pro-
In order to take into account possible changes in the sensitivity to the factors, we model all factor loadings as random walks,
where ζ = {α, β, δ}. The innovations to the factor loadings are orthogonal, implying that changes in the factor loadings are uncorrelated across countries. Changes in the factors' variances are accounted for by modeling the log standard deviations of the error terms pertaining to the global, the group-specific, and the country-specific factors as random walk processes,
A key feature of the stochastic volatility components, exp h D t ψ D t , is that they are nonlinear but can be transformed into linear components by taking the logarithm of their squares
where ln ψ D t 2 is log-chi-square distributed with expected value −1.2704 and variance 4.93.
Following Kim et al. (1998) , we approximate the linear model in (6) by an offset mixture time series model:
2 + c with c = .001 being an offset constant, and the distribution of ǫ D t being the following mixture of normals,
with component probabilities q n , means m n − 1.2704, and variances ϑ 2 n . Equivalently, this mixture density can be written in terms of the component indicator variable ι D t as
Following Omori et al. (2007), we use a mixture of M = 10 normal distributions to make the approximation to the log-chi-square distribution sufficiently good. Values for {q n , m n , ϑ 2 n } are provided by Omori et al. in their table 1.
Identification
The model in Eqs.
(1)-(5) exhibits two well known identification problems present in all DFM, even with constant parameters. First, we cannot separately identify the factor loadings and the factor variances, as it is possible to multiply the terms ζ 
Time-varying variance decompositions
We use variance decompositions to measure the relative importance of each factor. Since, by construction, all factors are orthogonal, the variance decompositions can be calculated based on Eq. (1). For instance, the variance share (V S) of the global factor for GDP growth (Y ) in country i is given by
The factors' variances can be calculated based on their autoregressive dynamics and time-varying volatilities, i.e.,
with ⊗ denoting the Kronecker product, I the identity matrix, and Θ the companion form of the AR coefficients in Eq. (2). The variance shares in Eq. (10) A drawback of the model outlined so far is that it forces the factor loadings and the volatilities, and thus the variance shares, to change over time. The dynamics of the factor loadings and the (log) volatilities are given by random walk processes, which are driven by their innovation variance parameters, σ 2 κ,ζ,i,j and σ 2 η,D . Bayesian estimation techniques typically assume that the prior for a variance parameter follows an inverse Gamma distribution, which has no probability mass at zero. However, the inverse Gamma prior for σ 2 κ,ζ,i,j has two undesirable properties. First, consider the question whether a loading ζ j i,t is time-varying or constant. This implies testing the null hypothesis of σ 2 κ,ζ,i,j = 0 against the alternative σ 2 κ,ζ,i,j > 0 in Eq. (4), which is a non-regular testing problem since the null hypothesis lies at the boundary of the parameter space for the variance parameter. The same problem arises when testing whether the factors' conditional variances are time-varying or constant. As such, using the conventional inverse Gamma prior does not allow testing the null of constant parameters and variances. Second, as shown by Frühwirth-Schnatter and Wagner (2010) , using an inverse Gamma prior can lead to a substantial overestimation of the variances, even in cases where the true innovation variance is positive but small. As a consequence, it can overstate changes in the variance decomposition. To deal with these problems, we rewrite the random walk processes in a non-centered parametrization form, which allows us to estimate the innovation standard errors instead of variances. Additionally, we use a stochastic model specification search to test the hypothesis of constant factor loadings and volatilities.
Stochastic model specification search
The Bayesian stochastic model specification search is based on Frühwirth-Schnatter and Wagner (2010) and extends Bayesian variable selection in standard regression models to state space models. The model selection relies on a non-centered parametrization of the model in which (i) binary stochastic indicators for each of the model components are sampled together with the parameters and (ii) the standard inverse Gamma prior for the variances of innovations to the components is replaced by a Gaussian prior centered at zero for the square root of these variances.
Non-Centered parametrization
The first piece of information on the hypothesis whether a variance parameter is zero or not can be obtained by considering a non-centered parametrization. For the variances of the innovations to the factor loadings, i.e., σ 2 κ,ζ,i,j , this implies rearranging Eq. (4) to
with ζ
where ζ j i,0 is the initial value of the level of ζ j i,t . A crucial aspect of a non-centered parametrization is that it is not identified, i.e., the signs of σ ζ κ,i,j and ζ j i,t can be changed by multiplying both with −1 without changing their product in Eq. (12). As a result of this non-identification, the likelihood is symmetric around 0 along the σ ζ κ,i,j dimension and therefore multimodal. If the factor loading is time-varying, i.e., σ 2 κ,ζ,i,j > 0, the likelihood function will concentrate around the two modes −σ ζ κ,i,j and σ ζ κ,i,j . For σ 2 κ,ζ,i,j = 0, the likelihood function will become unimodal around zero. As such, allowing for a non-identification of σ ζ κ,i,j provides useful information on whether σ 2 κ,ζ,i,j > 0. Likewise, the non-centered parametrization of the stochastic volatility terms in Eq. (5) is given by
with h
where h D 0 is the initial value of the level of h D t . 5
Parsimonious specification
A second advantage of the non-centered parametrization is that when, e.g., σ ζ κ,i,j = 0, the transformed component ζ j i,t , in contrast to ζ j i,t , does not degenerate to a time-invariant factor loading, as this is now represented by ζ j i,0 . As such, the question whether the factor loadings are time-varying or not can be expressed by a variable selection problem in Eq. (4). Consider the following parsimonious specification,
where λ Likewise, the parsimonious non-centered specification of the stochastic volatility terms in Eq. (5) is given by
where ρ D is again a binary indicator. If ρ D = 0, the component h D t drops out of the model, so 
Gaussian prior centered at zero
It is well-known that when using an inverse Gamma prior distribution for the variance parameters, the choice of the shape and scale hyperparameters that define this distribution have a strong influence on the posterior when the true value of the variance is close to zero. More specifically, as the inverse Gamma distribution does not have any probability mass at zero, using it as a prior distribution tends to push the posterior density away from zero. This is of particular importance when estimating the variances of the innovations to the time-varying factor loadings and 5 As mentioned before, h D 0 is fixed to be a constant due to an identification restriction.
to the stochastic volatilities, because for these components we want to decide whether they are relevant or not. A further important advantage of the non-centered parametrization is therefore that it allows us to replace the standard inverse Gamma prior on a variance parameter σ 2 by a Gaussian prior centered at zero on σ. Centering the prior distribution at zero makes sense, since for both σ 2 = 0 and σ 2 > 0, σ is symmetric around zero. Frühwirth-Schnatter and Wagner (2010) show that, compared to using an inverse Gamma prior for σ 2 , the posterior density of σ is much less sensitive to the hyperparameters of the Gaussian distribution and is not pushed away from zero when σ 2 = 0.
As such, we choose a Gaussian prior distribution centered at zero for σ κ and σ η , which are the standard deviations of the innovations to the time-varying factor loadings and to the stochastic volatilities. Specifically, we choose N (0, 5 2 ) for both σ κ and σ η . Similarly, a flat prior is used for the time-invariant components of the factor loadings, i.e., ζ j i,0 ∼ N (0.5, 10 2 ). For each binary indicator in M, we choose a uniform prior distribution such that p 0 = 0.5 is the prior probability for each time-varying component to be included in the model. 
MCMC algorithm
The inclusion of time-varying factor loadings ζ j i,t , stochastic volatilities h D t , and the use of a stochastic model specification search, confronts us with a highly non-linear estimation problem.
We estimate the model using a Gibbs sampler, which is a Markov chain Monte Carlo (MCMC) method to simulate draws from the intractable joint and marginal posterior distributions of the unknown parameters and the unobserved factors and states using only tractable conditional distributions. Intuitively, this amounts to reducing the complex non-linear model to a sequence of blocks for subsets of the parameters and states that are tractable, conditional on the other blocks in the sequence.
For notational convenience, the parameters are collected into the vector Ψ = (θ, φ, ζ 0 , h 0 , σ 2 ν , σ),
tion, all component indicator variables are collected into the vector ι t = {ι D t }. Further, let
be the data vector. Stacking the observations over time and countries, we
and use a similar notation for D, ζ, ι and h. 6 Given the initial values of all factors and parameters, the sampling scheme is as follows:
1. Sample each factor from f (D |D − , ζ, h, Ψ, M, ι, y ), where D − denotes the remaining factors.
2. Sample the binary indicators from f (M |D, ζ, h, ι, y ), marginalizing over the relevant parameters in Ψ, and then sample the corresponding unrestricted parameters from f (Ψ |D, ζ, h, M, ι, y ) while setting the restricted parameters, i.e., the elements in σ for which the time-varying component is not included in the model, equal to 0.
Sample the time-varying factor loadings in
4. Perform a random sign switch for σ ζ κ,i,j and { ζ i,t } T t=1 and for
, where, e.g.,
are left unchanged with probability 0.5, while with the same probability they are replaced by −σ ζ κ,i,j and {− ζ i,t } T t=1 .
5. Sample the remaining hyperparameters in Ψ from f (Ψ |D, ζ, h, M, ι, y ).
Sampling from these blocks is iterated J = 20, 000 times and, after a sufficiently long burn-in period of B = 10, 000, the sequence of draws (B + 1, ..., J) approximates a sample from the very little probability mass at zero. 7 This is taken as preliminary evidence of time variation in the volatilities of the global and the group-specific factors, i.e., it indicates that σ 2 η > 0.
Less clear cut results are obtained for the factor loadings, for which we find considerable heterogeneity across countries. The upper panel of Figure 2 shows the posterior distributions of the standard deviations of the non-centered factor loadings of output to the global factor for some randomly selected countries from all three country groups. The distributions are bi-modal for Finland, Chile, and Burundi, which suggests that the factor loadings of output to the global factor are time-varying for these countries, i.e., σ 2 κ > 0, whereas the uni-modal distributions of the standard deviations for the United States, China, and Congo Republic suggest that these factor loadings did not change over time, i.e., σ 2 κ = 0. Similarly, the lower panel of Figure 2 shows evidence for time-varying factor loadings of output to the group-specific factors for Australia, Singapore, and Niger, but constant factor loadings for the group factors for Germany, India, and Kenya. A more formal test for time variation in the volatilities and the factor loadings is provided by estimating the binary indicators in Eqs. (16)- (17) together with the other parameters in the model. Table 1 Table   1 , we conclude that the model clearly supports time-varying variances of the global and all group-specific factors, as the corresponding inclusion probabilities all are equal to one.
Concerning the time variation in the country factors' variances, the results are less clear, and differ considerably for different country groups. The average inclusion probabilities across countries in each group suggest that the volatilities of the country-specific factors are timevarying in industrial countries. The cross-country average of the inclusion probability is close to 0.5 for the remaining two groups. In particular, 21 out of the 23 industrial countries in the sample exhibit an inclusion probability above 0.5, indeed, 19 countries even have an inclusion probability larger than 0.9. In the group of emerging market economies, the fraction of countries with an inclusion probability higher than 0.5 is still 50%, but only 26 out of 59 developing countries have an inclusion probability for the binary indicator of above 0.5.
Factor loadings
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Developing countries
Note: Reported are the inclusion probabilities of the time-varying part in the factor loadings computed as the average selection frequencies over the retained iterations of the Gibbs sampler.
Turning to the tests for time variation in the factor loadings, Figure 3 displays the inclusion probabilities for the time-varying component in the loadings to the global factor. In the group of industrialized countries, only three out of 23 countries show very strong evidence of time-varying loadings of output to the global factor, i.e., an inclusion probability higher than 95%: namely, Finland, Germany, and Sweden. For Italy, the model detects time variation in about 80% of the retained Gibbs iterations. Consumption growth is found to have time-varying loadings to the global factor in nine industrialized countries. For investment growth, we find evidence that the majority of industrialized countries exhibit time variation in the loadings to the global factor, with most countries' inclusion probability being above 90%. In the group of emerging markets, evidence for time variation in the loadings to the global factor is even weaker. For output and consumption, almost all emerging market economies in our sample have a probability below 50%
for including the time-varying part in their loadings to the global business cycle. For investment growth, there is evidence for time variation in seven out of 24 countries.
The picture remains the same in the group of developing countries, i.e., the model selection procedure rejects time variation in the loadings to the global factor for the vast majority of countries.
Evidence for time-varying factor loadings to the group-specific factors is even weaker, as shown in Figure 4 . In most countries across all country groups, the inclusion probability of the binary indicator is well below 40% for output, consumption and investment. 8 Overall, it is striking that many of the estimated inclusion probabilities are below 50% but are still around 40%. As a robustness check, we changed the threshold for time variation to 10%, i.e., treated all loadings with an inclusion probability above 10% as time-varying. As we discuss below, the resulting variance decomposition, i.e., the shares attributed to the global, group, country and idiosyncratic factors, changes only very little. The reason is that the loadings for which the inclusion probability is below 50% hardly change in magnitude, even when we restrict the binary indicators to one, i.e., force the loading to vary over time. In sum, we find strong evidence for time-varying volatilities in the global and all three group factors. In contrast, the model selection procedure rejects time variation in the loadings for the majority of countries. The first result is therefore that the sensitivity to global and group-specific shocks has not changed over time in most countries, but the size of the shocks has changed.
Estimated factor loadings and volatilities
The estimated time-varying standard deviations for the common factors are shown in Figure 5 .
The volatility of all common shocks has decreased over time, whereas periods of economic crisis are associated with a surge in volatility. For example, the volatility of the global factor increased during the first oil price shock and more recently during the Great Recession in the late 2000s. Similarly, the volatilities of the emerging market economies and the developing countries factor rose slightly during the Asian crisis in the late 1990s. Niger Note: Reported are the median, the 5th, and the 95th percentile of the posterior distribution of the time-varying factor loadings for output and investment to the global factor for randomly selected countries. Time-varying factor loadings are estimated given that posterior inclusion probabilities are above 0.5. output to the global factor, which are clearly increasing over time for Finland, Germany, and Sweden and to a lesser extend for Costa Rica and Botswana. The loading for Chile increased until about 1980 but has been slightly decreasing since then. The lower panel of Figure 6 shows the loadings of output to the respective group factor. These increase moderately for Ireland, Luxembourg, Hong Kong, and Taiwan, but rather strongly for Singapore. For Niger, the loading of output to its group factor increased substantially until about 1980, but has not changed much since then. Overall, time variation in the factor loadings of output to the global and group factors is detected in 32 countries, of which only eight countries exhibit decreasing loadings over time. Thus, output growth has become more sensitive to the global and the group factor in most of the countries. 9 However, the loadings of consumption to the global factor have been decreasing over time for ten industrialized countries.
Estimated global and group-specific factors
This section presents the estimates of the global and group-specific factors obtained from estimating the model based on the results of the model selection procedure. More precisely, the factor loadings and volatilities are modeled as time-varying if the inclusion probability of the time-varying part in the stochastic model selection is above 50%. When the inclusion probability is found to be below 50%, the standard deviation σ κ or σ η is set to zero, so that the factor loading or the volatility is given by the time invariant part, i.e., ζ 0 for the loadings and h 0 for the volatilities. The upper right panel in Figure 7 shows the evolution of the factor specific to the group of industrial countries (ICs), which picks up both recessions associated with the oil crises. The ICs group factor accounts for a different adjustment dynamics in response to oil price shocks.
In particular, the early 1980s recession is deeper and longer lasting than the perturbation of the global factor. A similar characteristic can be seen in the Great Recession, where the ICs factor shows a very slow recovery. In fact, our estimate of the ICs factor exhibits the pattern of a double dip recession, as experienced particularly in industrialized countries in Europe and North America. The estimates for the factors of the emerging market economies (EMs) and the developing countries (DCs) capture relevant economic events specific to these groups. For example, the EMs factor shown in the lower left panel picks up the Asian financial crisis in the late 1990s and the quick recovery from the recent financial crisis.
The global and the three group-specific factors are orthogonal by construction, i.e., shocks to these cycles are modeled as uncorrelated. However, specific events such as the recession in the mid-1970s and the Great Recession are visible in the global as well as in the group factors for the ICs and the EMs. When calculating the correlation of the estimated factors, we find only a very moderate correlation between these factors.
Time-varying variance decompositions
This section examines the evolution of the time-varying variance decompositions as described in Section 2. Changes over time in the variance shares attributed to each factor can be due to changes in the loadings, the variances, or both. The model selection ensures that these parameters are not forced to change, as they are in a standard time-varying parameter model with IG priors. Based on the results presented in the previous section, the time variations in the variance shares are predominantly driven by changes in the volatilities, since most of the loadings are found to be constant. Figure 8 shows the group-specific average of the time-varying variance decompositions for the global and group-specific factors for all country groups and variables. Similar to previous estimates in the literature, we find the global factor to be most important for the industrialized countries and least important for the developing countries. International factors, as measured by the joint contribution of the global and the group-specific factors, explain a substantial fraction of the vast majority of variances of all three variables. In the group of industrialized countries, the global and group factors together explain roughly 50% of the output growth variances. In emerging market economies, international factors still have a share of more than 20% of the output variances for most of the sample period. The average variance share of international factors with respect to output growth in developing countries is between 10% and 12%.
Changes in the importance of the global and group-specific factors over time are shown in Table 2 , where the variance shares are averaged for each decade of the sample period.
Panel M1 displays the results from the baseline model, where the loadings and volatilities the results do not differ considerably. There are some differences in the group of industrialized countries, in particular for investment, for which time variation in the loadings is important, but there are very little differences between the two models in the variance shares in the emerging market economies and developing countries. This confirms that changes in the factor loadings are of minor importance and the estimated changes in the variance shares are predominantly attributed to changes in the size of the shocks, i.e, the volatilities. 10 Consistent with KOP, we find a decrease in the importance of the global factor for output and consumption in all country groups. The group-specific factor is more important than the global factor. However, the changes are smaller as compared to KOP. The largest increase in the importance of group-specific shocks 10 A declining share of the global factor implies that the decline in the variance of the global factor multiplied by the squared loading, i.e., α 2 i,t vart(F g t ), is larger than the decline in the aggregated variance, vart(yi,t) (see Eq. (10)). Note: Ten-year averages of the variance decompositions. M1: All binary indicators in the non-centered specification of factor loadings and stochastic volatilities are set according to the estimated inclusion probabilities. M2: All indicators of the noncentered factor loadings are equal to zero and restrict the loadings to be constant parameters.
are found for investment in emerging markets.
However, the results regarding the relative importance of the different factors are very heterogeneous across countries. Figure 9 plots the time-varying variance decompositions of output growth for the global and group-specific factors for randomly selected countries from all country groups. In the group of industrialized countries, a substantial decrease of the relative importance of international factors, as measured by the sum of the global and group factor, is found for Australia, and a moderate decrease is found for the U.S. For Finland and Germany, international factors have become more important over time, whereas the exposure to global shocks in particular has increased during the recent financial crisis. In the group of emerging market economies, an increasing importance of the global factor is only found for Chile, especially during the first oil crisis but also during the recent financial crisis. In China, India, and Singapore, the group-specific factor accounts for a relatively high fraction of the variation in output growth as compared to the global factor. Whereas international factors in all have become less important for India, a strong increase is found for Singapore, driven by the importance of the group factor.
International factors are even less important in the group of developing countries, except for Niger, for which the group factor accounts for a large fraction of the fluctuations in the growth of output. The global factor has become more important for Burundi, but less important for the Congo Republic and Kenya. 
Discussion
Similar to KOP and others, we find that global shocks have become less important for national business cycles over time, although the magnitude of these changes is smaller. More importantly, we find that changes in the size of the shocks are responsible for the decoupling of most countries, rather than changes in the sensitivity of countries to global or group-specific shocks.
This distinction is important, as it allows to better understand the driving forces of global business cycle decoupling. First, changes in the sensitivity to a factor as measured by the factor loadings are the result of domestic policies targeting, for example, the external sector or the financial sector of a particular country, and hence are country-specific. However, the effect of reducing trade and financial barriers on the synchronization of business cycles is ambiguous from a theoretical point of view. On the one hand, increasing trade flows should increase output comovements between countries, since both demand-and supply-side spillovers are generated.
On the other hand, output comovements might decrease if stronger trade linkages result in increased specialization according to each country's comparative advantage and if industryspecific shocks are dominant (Baxter and Kouparitsas (2005) ).
The effect of stronger financial linkages on output comovements could take both directions as well. For example, output synchronization between countries could decrease if stronger financial linkages facilitate the efficient reallocation of capital and hence result in an increased specialization of production according to the countries' comparative advantages. However, increased financial linkages could also result in higher international business cycle comovement if contagion effects, transmitted through financial markets, are present (Kose and Prasad (2010)).
Second, changes in the variances of the factors are affected by the magnitude of the shocks to international and national business cycles. As widely discussed for the case of the U.S.
regarding the Great Moderation, there is no consensus on what has caused the reduction in the volatility of output. Hence, this phenomenon could have been the outcome of better policies (e.g., Blanchard and Simon (2001) ), good luck in the sense of no major adverse shocks (e.g., (2003)), or structural changes in the economy (e.g., Kahn et al. (2002)). Even though this discussion has focused on the U.S. economy, these arguments can be applied to the decreasing volatility of international business cycles as well.
Stock and Watson
Given these distinctions, we interpret global business cycle decoupling, as measured by a decreasing relative importance of the global factor, as a reduction in the magnitude of international shocks rather than in a reduction of countries' sensitivity to international shocks.
Conclusion
During recent years, the empirical literature that reports a decrease in the importance of global shocks to national business cycles has grown (e.g., Kose et al. (2003 Kose et al. ( , 2012 Mumtaz et al. (2011) ).
This result is, however, at odds with the fact that countries have become more interlinked, as world trade and international capital flows have increased tremendously. At the same time, shocks dedicated to smaller sub-groups of countries, e.g., industrialized countries, emerging market economies, and developing countries, have been found to be more important in explaining national business cycles.
In this paper, we have focused on whether the changes in the relative importance of global and group-specific shocks have been driven by changes in the sensitivity to common shocks or by changes in the size of the shocks. To this end, a hierarchical DFM with time-varying loadings and stochastic volatilities for output, consumption, and investment growth, for 106 countries 1961-2014 has been estimated. A Bayesian model selection procedure has been used to explicitly test for time variation in the factor loadings and volatilities. As such, the model allows for time variation in the parameters but does not force the parameters to change.
We have found strong evidence of changes in the size of the international shocks, both at the global and the group-specific level. International shocks have become smaller over the past decades. In contrast, the sensitivity of countries to international shocks has been constant for the majority of countries. As a consequence, the finding of a decoupling of countries from the global business cycle is driven by the global shocks' having been smaller, and not by a reduction in countries' integration in the global economy. 
Appendix A List of Countries

Appendix B Gibbs sampling algorithm
In this appendix we provide details on the Gibbs sampling algorithm used in subsection 2.3 to jointly sample the binary indicators M, the hyperparameters Ψ, the common and countryspecific factors F , the time-varying factor loadings α, β, and δ, the mixture indicators ι, and the stochastic volatilities h. The structure of our Gibbs sampling approach is based on Frühwirth-Schnatter and Wagner (2010).
Block 1: Filtering and sampling the state vectors F
In this block we use the general forward-filtering and backward-sampling approach for all common and country-specific factors F based on a state space model of the general form
(A-1)
where y * t is a vector of observations and s t an unobserved state vector. The matrices Z t , T , K t , H, Q and the expected value a 1 and variance A 1 of the initial state vector s 1 are assumed to be known (conditioned upon) and the error terms e t and ν t are assumed to be serially uncorrelated and independent of each other at all points in time. As Eqs. (A-1)-(A-2) constitute a linear Gaussian state space model, the unknown state variables in s t can be filtered using the Kalman filter. In particular, we filter and draw the unobserved common and country-specific
. . .
where The unobserved state vector s t is extracted using standard forward filtering and backward sampling. Instead of taking the entire observational vector y * t as the item for analysis, we follow the univariate treatment of the multivariate series approach of Durbin and Koopman (2012) , in which each of the elements y * i,t in y * t is brought into the analysis one at a time. This not only offers significant computational gains, it also avoids the risk that the prediction error variance matrix becomes nonsingular during the Kalman filter procedure. For these smaller subgroups, we sample each group-specific factor separately, similarly to the procedure outlined in Block 1(a), conditioning on the global factor F g t , the country-specific factors F c i,t , the time-varying factor loadings α, β, and δ, the stochastic volatilities h, and the corresponding hyperparameters in Ψ. We transform the endogenous variables and express them as functions of the group-specific factor F r t , which gives us
the time-varying factor loadings α, β, and δ, the stochastic volatilities h, and the corresponding hyperparameters in Ψ. Again, we transform each endogenous variable as in Block 1(a) and (b), and express them as functions of the country-specific factor F c i,t , which gives us
Block 2: Sampling the binary indicators M and the parameters σ, ζ 0 and h 0 For notational convenience, let us define a general regression model,
with w a vector including observations on a dependent variable w t , and z an unrestricted predictor matrix with rows z t that contain the state processes from the vectors D t , ζ t and h t that are relevant for explaining w t . The corresponding unrestricted parameter vector with the relevant elements from Ψ is denoted by b. Then, z M and b M are the restricted predictor matrix and restricted parameter vector excluding those elements in z and b for which the corresponding indicator in M is 0. Furthermore, Σ is a diagonal matrix with elements σ 2 e,t that may vary over time to allow for heteroskedasticity of a known form.
A naive implementation of the Gibbs sampler would be to sample M from f (M |D, ζ, h, Ψ, w ) and Ψ from f (Ψ |D, ζ, h, M, w ). However, this approach does not result in an irreducible Markov chain, since whenever an indicator in M equals zero, the corresponding coefficient in Ψ is also zero, which implies that the chain has absorbing states. Therefore, as in Frühwirth-Schnatter and Wagner (2010), we marginalize over the parameters in Ψ for which variable selection is carried out when sampling M, and then draw the respective parameters in Ψ conditional on the indicators M. The posterior distribution f (M |D, ζ, h, w ) can be obtained using Bayes' Theorem as
time-varying loadings to the group factors, we use (16) and rewrite each equation in (1) in the general linear regression format of (A-5) as
Lastly, in order to sample the binary indicators and parameters corresponding to the timevarying loadings to the country-specific factors, we use (16) and rewrite each equation in (1) in the general linear regression format of (A-5) as
In all three equations, Eqs. Carter and Kohn (1994) and De Jong and Shephard (1995) .
Block 3(a): Sampling the time-varying parameters ζ
We first filter and draw the time-varying parameters ζ t = (α where c 1 = c 0 + T /2 and C 1 = C 0 + (w ′ * w)/2, and w ′ * w are the residual sum of squares yielding an estimate of the variance based on the data. Therefore, the posterior parameters of the inverse gamma distribution consist of prior information and the information in the data.
We sample the variances σ 2 ν,i,j of the shocks to the idiosyncratic errors conditioning on the factors D, the time-varying loadings α, β, and δ, and the AR coefficients φ from the posterior given in (A-34) for each country i and variable j separately. Therefore, we first compute the residuals for each equation in (1) as ε where y and e are T × 1 vectors, and X is a T × K matrix containing the fixed regressors X 1 , ..., X K . β is the unknown vector of coefficients and the error variance σ 2 is assumed to be known. We follow the approach outlined in Kim and Nelson (1999) (pp. 173-174) . The prior information of β follows a normal distribution β|σ 2 ∼ N (β 0 , Σ 0 ), (A-36) where β 0 is the prior belief of β and Σ 0 is the prior variance regarding this belief indicating the degree of uncertainty on β 0 . The parameters β can then be sampled from the posterior
