Unlike direct treatment in the past, nowadays, data mining of information of diseases is very useful to cure patients. Also, with prediction of DNA sequence of specific illnesses, lots of people can avoid them. Bioinformatics, study of union of life science, biology and informatics, becomes one of the most important subjects to the future medical industry. A number of scientists and engineers have developed this area and as a result, various methodologies in aligning DNA sequences such as hidden markov model, artificial neural networks and support vector machines were developed during the last few decades. Especially, Support Vector Machine(SVM) is used in Supervised Learning, finding the furthermost hyperplane that separates given data. Unlike other methods, we can get more sophisticated and accurate results with learning method. Because of using SVM that has little parameters, we can also simplify the complex pattern and it is so effective in data analysis that we can easily investigate elements which have an effect on results. Moreover, to improve exactitude our study, we search and use DNA sequence data about HIV from NCBI( National Center for Biotechnology Information ), which have reliable and numerous data.
I. INTRODUCTION
Bioinformatics is a study of amalgamative field involving both computational and biological sciences. As a science newly becomes evident, bioinformatics opens up new possibilities for molecular sciences and medicine, as it concerns not only sequence analysis but also genome annotation, gene expression, and prediction of biological activity [1] . With recent completion of human genome project and increasing various hereditary information, people have to manage more various data and the significance of bioinformatics becomes much higher than before. For one example of utilizing of this study, bio-companies and pharmaceutical companies can make and improve new drugs with very short time to investigate new medical substances because bioinformatics is a fundamental component of developing bio-industry. Anyway, in order to achieve more correct and reliable outcome with effect, we process our research by using Support Vector Machine (SVM). Comparing MDA, Logit, CBR with our methods, SVM shows us the most excellent accuracy of forecast [2] . This method not only has similar level of accuracy with Artificial Neural Network (ANN), other kind of bioinformatics methods, but also surmounts weak points of ANN such as Manscript received February 28, 2014; revised April 28, 2014. The authors are with the Hankuk Academic of Foreign Studies, Yongin, Korea (e-mail: dydakchry@naver.com, tsyoon@hafs.hs.kr). local optimization. To use SVM, we can get lots of benefits to progress our research. First, it is very easy to interpret results because SVM is based on obvious theoretical grounds [3] . Furthermore, we can accomplish distinguish-learning quickly with small amount of learning data. Fig. 1 is one example of linear-SVM-scatterplot. There are four functions of SVM used into our research, Poly1, Poly2, Normal and RBF. In our research, we skip the explanation of the normal kernel. In machine learning, the polynomial kernel is a kernel function commonly used with support vector machines (SVMs) and other kernelized models, which represents the similarity of vectors (training samples) in a feature space over polynomials of the original variables, allowing learning of non-linear models [4] . Poly1 is a function of SVM related with linear function and Poly2 is a function related with non-linear function [5] . Next, the (Gaussian) radial basis function kernel, or RBF kernel, is a popular kernel function used in support vector machine classification. Because support vector machines and other models employing the kernel trick do not scale well to large numbers of training samples or large numbers of features in the input space, several approximations to the RBF kernel (and similar kernels) have been devised. Fig. 2 is a picture that means an aspect of Polynomial function of SVM and Fig.  3 that means an aspect of RBF function of SVM. Virus. Human Immunodeficiency Virus (HIV) is the source virus of Acquired Immune Deficiency Syndrome (AIDS) [6] , [7] . After infecting the HIV, T-lymphocytes will be destroyed. This T-lymphocytes is a cell having a role on immunity, so if HIV came into our body, level of immunity of us will decrease quickly [8] , [9] . Moreover, this virus arouses various infectious diseases and tumors and serious cases, causes people to die. There are HIV-1 and HIV-2 in types of HIV. The most dangerous and widespread HIV is HIV-1 [10] . Otherwise, HIV-2 is spread in some areas of Africa. HIV-1 has a number of subtypes [11] . The diversity of these subtypes is increasing because of the continuous hereditary transform [12] . This is the key point why we process our research with HIV. Because of various hereditary transform of HIV, people have difficulty in making antiviral agents of HIV (such as ribavirin, interferon-alpha and so on). Ref. [13] also, anti-HIV drugs have many side effects. If these drugs can affect to our body to cure, infectees will have to take drugs forever (If they stop, HIV will proliferate again and it can arouses severe infectious diseases and tumors) [14] , [15] .
To avoid this hard process and predict correct cause, our research result can give you significant and crucial information. Fig. 4 is a picture of HIV containing its structure and Genome. 
II. MATERIALS
To get precise result, we have to use proven data about HIV. So we use data from an article about HIV infection: Impact of HIV Infection on the Recurrence of Tuberculosis in South India (by Sujatha Narayanan, Soumya Swaminathan, Philip Supply and etc.). In this article, there are total of 239 data. Using these data, we adjusted them and made 60 data. Underlying table is some examples of these data.   TABLE I: EXAMPLES OF ADJUSTED HIV DATA   1  T  Q  I  M  F  E  T  F  1 
III. EXPERIMENTS

A. Methods
We progress our research applying 10-fold cross validation and balance of the data. Afterward, we make and arrange tables that represent outcomes of experiment and compare each function (Normal, Poly^1, Poly^2 and RBF) respectively. Finally, to get some general values, we get average of ten experiments. International Journal of Bioscience, Biochemistry and Bioinformatics, Vol. 4, No. 5, September 2014 We set 114 data to hiv_0, 248 data to hiv_0, 100 data to train and 15 data to test. With repetition of experiments, we are able to get more accurate and precise outcomes. Underlying captured pictures are the situation results of SVM experiment test 1 on editplus3. We can notice here a kind of functions (Normal, Poly1, Poly2 and RBF) and process of test about those functions. Ultimately, what we have to identify is accuracy of test set, implying properties of HIV virus. We will check these and find novel features of HIV. Underlying figures are result of test 1 on each function. 
B. Results
In each experiment, there are some gaps among each set. In one example, the gap of experiment between Set7 and Set 8 of RBF is 20%. Including this, gaps can make lots of errors to the result. However, thanks to our repetitive test, we can minimize such errors.
From these tables, we can find that accuracy of RBF (Accuracy: 75.33%) is the top of four functions, following Poly2 (63.67%), Poly1 (53.33%) and Normal (51.67%).
Specially, noticing the outcomes of RBF and Poly2, we can predict that HIV has non-linear attributes. 
IV. CONCLUSION
In the past, lots of studies reported that the features of cleavage and non-cleavage of HIV are linear. However, through our experiment and outcome, we find that they are also having non-linear property by tendency of RBF and Poly2 functions. This conclusion from our research, unearthing new property of HIV virus, will be able to contribute for human health.
