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FREUD'S EQUATIONS FOR ORTHOGONAL POLYNOMIALS
AS DISCRETE PAINLEV

E EQUATIONS.
Alphonse P. Magnus
Abstract. We consider orthogonal polynomials p
n
with respect to an ex-
ponential weight function w(x) = exp( P (x)). The related equations for
the recurrence coecients have been explored by many people, starting
essentially with Laguerre [49], in order to study special continued frac-
tions, recurrence relations, and various asymptotic expansions (G. Freud's
contribution [28,56]).
Most striking example is n = 2tw
n
+ w
n
(w
n+1
+ w
n
+ w
n 1
) for the
recurrence coecients p
n+1
= xp
n
 w
n
p
n 1
of the orthogonal polynomials
related to the weight w(x) = exp( 4(tx
2
+ x
4
)) (notations of [26, pp.34{
36]). This example appears in practically all the references below. The
connection with discrete Painleve equations is described here.
1. Construction of orthogonal polynomials recurrence
coefficients.
Consider the set fp
n
g
1
0
of orthonormal polynomials with respect to a
weight function w on (a part of) the real line:
Z
1
 1
p
n
(x)p
m
(x)w(x) dx = 
n;m
; n;m = 0; 1; : : : (1)
The very useful recurrence formula has the form a
1
p
1
(x) = (x  b
0
)p
0
,
a
n+1
p
n+1
(x) = (x  b
n
)p
n
(x)  a
n
p
n 1
(x); n = 1; 2; : : : (2)
The connection between the nonnegative integrable function w and the real
sequences fa
n
g
1
1
; fb
n
g
1
0
is of the widest interest. It is investigated in combina-
torics [9,10,52], asymptotic analysis [11,12,28,30,53{55,61,77{79], numerical
analysis [15, 21, 31, 32, 51, 57], and, of course, Lax-Painleve-Toda theory (all
the other references, excepting perhaps Chaucer).
However, the connection may seem quite elementary and explicit:
1. From w to a
n
and b
n
: let 
k
=
R
1
 1
x
k
w(x) dx, k = 0; 1; : : : be the
moments of w, then
a
2
n
=
H
n 1
H
n+1
(H
n
)
2
; n = 1; 2; : : : b
n
=
e
H
n+1
H
n+1
 
e
H
n
H
n
; n = 0; 1; : : : (3)
1
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where H
n
and
e
H
n
are the determinants
H
n
=







0
   
n 1
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.
.
.
.

n 1
   
2n 2






;
e
H
n
=







0
   
n 2

n
.
.
.
.
.
.
.
.
.

n 1
   
2n 3

2n 1






; (4)
n = 0; 1; : : : ;H
0
= 1;
e
H
0
= 0.
2. From the a
n
's and b
n
's to w: consider the Jacobi matrix
J =
2
6
6
4
b
0
a
1
a
1
b
1
a
2
a
2
b
2
a
3
.
.
.
.
.
.
.
.
.
3
7
7
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then, remarking that (2) may be writ-
ten xp
n
(x) = a
n
p
n 1
(x) + b
n
p
n
(x) +
a
n+1
p
n+1
(x), (Remark that the coecients ap-
pear now with positive signs, a very elementary
fact, but always able to puzzle weak souls), or xp(x) = Jp(x), where p(x)
is the column (innite) vector of p
0
(x); p
1
(x); : : : , so that the expansion
of x
k
p
n
(x) in the basis fp
0
; p
1
; : : :g is x
k
p
n
(x) =
P
`
(J
k
)
n;`
p
`
(x). As we
are dealing with a basis of orthonormal polynomials, this means that
(J
k
)
n;`
is the `
th
Fourier coecient of x
k
p
n
(x), (where row and column
indexes start at zero), i.e., (J
k
)
n;`
=
R
1
 1
x
k
p
n
(x)p
`
(x)w(x) dx. For any
polynomial p, one has
(p(J ))
n;`
=
Z
1
 1
p(x)p
n
(x)p
`
(x)w(x) dx: (5)
In particular, (J
k
)
0;0
= 
k
=
0
.
Direct numerical use of (3) is almost always unsatisfactory, for stability
reasons. Together with various ways to cope with the numerical stability
problem [31,32], compact formulas or equations for the recurrence coecients
a
n
and b
n
in special cases have been sought. Of course, quite a number of exact
solutions are known (appendix of [14]) and new ones are steadily discovered
(Askey-Wilson polynomials and other instances of the new \q calculus" [4,
35,36,47]). The trend explored here is essentially related to weight functions
satisfying simple dierential equations. Main innovators were Laguerre in
1885 [49], Shohat in 1939 [77], and Freud in 1976 [28]. Their contributions
are now described in reverse order. On Geza Freud (1922-1979), see [29,68,69].
2. Definition of Freud's equations.
In order to reduce the technical contents of what will follow, only even
weights: 8 real x; w( x) = w(x) will be used. Then, the orthogonal poly-
nomials are even or odd according to their degrees; equivalently, all the b
n
's
in (2), in (3), and in the Jacobi matrix J vanish. Let a be the sequence of
coecients fa
1
; a
2
; : : : g.
Theorem 1. Let P be the real even polynomial P (x) = c
0
x
2m
+ c
1
x
2m 2
+
   + c
m
, with c
0
> 0, and let a
1
; a
2
; : : : be the recurrence coecients (2) of
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the orthonormal polynomials with respect to the weight w(x) = exp( P (x))
on the whole real line. Then, the Freud's equations
F
n
(a) := a
n
(P
0
(J))
n;n 1
= n; n = 1; 2; : : : (6)
hold, where ( )
n;n 1
means the element at row n and column n   1 of the
(innite) matrix P
0
(J ). A nite number of computations is involved in each
of these elements. The row and column indexes start at 0. We could as
well take the indexes (n   1; n), as J and any polynomial function of J are
symmetric matrices.
Remark. One has
F
1
(a) = (JP
0
(J))
0;0
: (7)
Indeed, the rst element of the rst row of JP
0
(J) is a
1
times the element
(1; 0) of P
0
(J ), i.e., F
1
(a).
Examples.
w(x) = exp( x
2
) F
n
(a) = 2a
2
n
; (8)
w(x) = exp( x
4
  x
2
) F
n
(a) = 4a
2
n
(a
2
n 1
+ a
2
n
+ a
2
n+1
) + 2a
2
n
; (9)
w(x) = exp( x
6
) F
n
(a) = 6a
2
n
(a
2
n 2
a
2
n 1
+ a
4
n 1
+ 2a
2
n 1
a
2
n
+ a
4
n
+ a
2
n 1
a
2
n+1
+ 2a
2
n
a
2
n+1
+ a
4
n+1
+ a
2
n+1
a
2
n+2
);
(10)
The elementary Hermite polynomials case is of course immediately recovered
in (8). (9) and (10) were used by Freud [28] in investigations on asymptotic
behaviour, see [11,53,56,57,67,69] for more. The rich connection of (9) with
discrete and continuous Painleve theory will be recalled later on. For a much
more general setting, see [1, Theor. 4.1].
Proof of (6). We consider two dierent ways to write the integral
I
n
=
Z
1
 1
p
0
n
(x)p
n 1
(x) exp( P (x)) dx. First, let p
n 1
(x) = 
n 1
x
n 1
+ : : :
and p
n
(x) = 
n
x
n
+ : : : . From (2) (with n 1 instead of n), 
n
= 
n 1
=a
n
; so,
p
0
n
(x) = n
n
x
n 1
+: : : =
n
a
n
p
n 1
(x)+ a polynomial of degree 6 n 2. As p
n 1
is orthogonal to all polynomials of degree 6 n  2, what remains is I
n
=
n
a
n
,
as the orthonormal polynomials have a unit square integral. Next, we per-
form an integration by parts on I
n
=  
Z
1
 1
p
n
(x) [p
n 1
(x) exp( P (x))]
0
dx =
Z
1
 1
P
0
(x)p
n
(x)p
n 1
(x) exp( P (x)) dx, using the orthogonality of p
n
and p
0
n 1
of degree < n   1 < n, and the latter integral is (P
0
(J))
n;n 1
, according to
the spectral representation (5).
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3. Freud's equations software.
The interested reader (if there is still one left) will nd in the \soft-
ware" part of http://www.math.ucl.ac.be/~magnus/ three FORTRAN pro-
grams related to Freud's equations. freud1.f asks for an exponent m and
puts data associated to the Freud's equations for x
2
; x
4
; : : : ; x
2m
in the le
freud00m.dat. freud2.f produces a readable (sort of) listing out of such a
data le. Finally, freud3.f reads the coecients of a polynomial P and com-
putes in a stable way a sequence of positive recurrence coecients a
1
; a
2
; : : :
associated to the weight exp( P (x)) on the whole real line. Actually, weight
functions jxj

exp( P (x)), with P even, on the whole real line, and
x

exp( Q(x)) on the positive real line are considered simultaneously (P (x) =
Q(x
2
)).
4. Solution of Freud's equations.
We started from the solution (3), and built the equation (6) afterwards,
when the a
n
's are recurrence coecients of orthogonal polynomials associated
to the weight exp( P (x)).
We try now to discuss the general solution of (6). With P even of degree
2m, the n
th
equation of (6) involves a
n m+1
; : : : ; a
n+m 1
(see [56, 57] or the
examples (8) (9), (10)), so that the general solution depends on 2m   2
arbitrary constants, for instance a
n
0
 m+1
; : : : ; a
n
0
+m 2
. I shall only solve the
case a
 m+1
=    = a
0
= 0, and investigate how the solution depends on the
m  1 initial data a
1
; : : : ; a
m 1
:
Theorem 2. With P (x) = c
0
x
2m
+ c
1
x
2m 2
+    + c
m
, the solution of (6)
with a
 m+1
=    = a
0
= 0 is (3), with (4), where the 
j
's of (4) satisfy the
linear recurrence relation of order 2m
2mc
0

2n+2m
+ (2m  2)c
1

2n+2m 2
+   + 2c
m 1

2n+2
= (2n+ 1)
2n
; (11)
for n = 0; 1; : : : , and 
2j+1
= 0. 
2
; 
4
; : : : ; 
2m 2
are given by 
2j
=
0
=
(J
2j
)
0;0
.
The following lemma will be used:
Lemma 1. Let a
(k)
= fa
n;k
g
1
n=1
, k = 0; 1; : : : , be the solutions of the
quotient-dierence equations
a
2
n 1;k+1
+ a
2
n;k+1
= a
2
n;k
+ a
2
n+1;k
; if n is odd;
a
n 1;k+1
a
n;k+1
= a
n;k
a
n+1;k
; if n is even;
(12)
then, F
n
(a
(k)
) satises
a
n 1;k+1
a
n;k
 
F
n
(a
(k+1)
)  F
n
(a
(k)
)

=
a
n;k
a
n 1;k+1
 
F
n+1
(a
(k)
)  F
n 1
(a
(k+1)
)

;
n even,
F
n
(a
(k+1)
)  F
n
(a
(k)
) = F
n+1
(a
(k)
)  F
n 1
(a
(k+1)
); n odd:
(13)
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where F
n
(a
(k)
) = a
n;k
(P
0
(J
k
))
n;n 1
, and where J
k
is the Jacobi matrix
J
k
=
2
6
6
4
0 a
1;k
a
1;k
0 a
2;k
a
2;k
0 a
3;k
.
.
.
.
.
.
.
.
.
3
7
7
5
The quotient-dierence equations are
well known in orthogonal polynomials
identities investigations, see [74, 75] for
recent examples. The notation chosen
here is motivated by the interpretation
of a
n;k
as recurrence coecient of orthogonal polynomials related to the weight
x
2k
w(x), but we do not need this interpretation in order to establish the
theorem and the lemma. Actually, the theorem 2 is meant to recover an
interpretation of the solutions of (6) in terms of orthogonal polynomials,
but arbitrary initial data a
1
; a
2
; : : : ; a
m 1
will yield formal orthogonal poly-
nomials through formal moments 
j
which, from (11), can still be written

j
=
Z
S
x
j
exp( P (x)) dx, but where the support S is now a system of arcs
in the complex plane, see [66, \Laplace's method"], [62,63].
Remark that, with a
n;0
= a
n
and a
0;k
= 0, all the a
n;k
's are completely
determined by (12) as functions of a
1
; a
2
; : : :
Proof of Lemma 1. The quotient-dierence equations (12) can be
written J
k
L
k
= L
k
J
k+1
, where L
k
is the innite lower triangular matrix
L
k
=
2
6
6
6
6
6
6
4
a
1;k
0 a
1;k+1
a
2;k
0 a
3;k
a
2;k+1
0 a
3;k+1
a
4;k
0 a
5;k
.
.
.
.
.
.
.
.
.
3
7
7
7
7
7
7
5
One nds also J
2
k
= L
k
R
k
,
J
2
k+1
= R
k
L
k
, where R
k
is the
transposed of L
k
(the famous
LR relations). So, J
3
k
L
k
=
L
k
R
k
L
k
J
k+1
= L
k
J
3
k+1
, : : : ,
J
2p+1
k
L
k
= L
k
R
k
L
k
J
2p 1
k+1
=
L
k
J
2p+1
k+1
, for any odd power, so P
0
(J
k
)L
k
= L
k
P
0
(J
k+1
), and we look at
the element of indexes (n; n  1):
(P
0
(J
k
))
n;n 1
(L
k
)
n 1;n 1
+ (P
0
(J
k
))
n;n+1
(L
k
)
n+1;n 1
=
(L
k
)
n;n 2
(P
0
(J
k+1
))
n 2;n 1
+ (L
k
)
n;n
(P
0
(J
k+1
))
n;n 1
;
or F
n
(a
k
)
(L
k
)
n 1;n 1
a
n;k
+ F
n+1
(a
k
)
(L
k
)
n+1;n 1
a
n+1;k
=
(L
k
)
n;n 2
a
n 1;k+1
F
n 1
(a
k+1
) +
(L
k
)
n;n
a
n;k+1
F
n
(a
k+1
);
leading to (13).
Proof of Theorem 2. From (13), with (6), (a
(0)
= a), and F
0
(a
(k)
) = 0
for all k, one nds by induction F
n
(a
(k)
) = n + k(1   ( 1)
n
), so, using
(7), F
1
(a
(k)
) = (J
k
P
0
(J
k
))
0;0
= 2k + 1, k = 0; 1; : : : Let 
2k
= constant
a
2
1
a
2
1;1
a
2
1;2
   a
2
1;k 1
and 
2k+1
= 0. From the LR relations, (J
2p
k
)
0;0
=
(L
k
L
k+1
  L
k+p
R
k+p
  R
k+1
R
k
)
0;0
= a
2
1;k
a
2
1;k+1
   a
2
1;k+p 1
= 
2k+2p
=
2k
.
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Finally, 2k + 1 = (J
k
P
0
(J
k
))
0;0
= 2mc
0
(J
2m
k
)
0;0
+ (2m   2)c
1
(J
2m 2
k
)
0;0
+
   + 2c
m 1
(J
2
k
)
0;0
= 2mc
0

2k+2m
=
2k
+ (2m   2)c
1

2k+2m 2
=
2k
+    +
2c
m 1

2k+2
=
2k
, whence (11), and the determinant ratios (3) follow from
(12): a
2
n;k
= H
n 1;k
H
n+1;k
=(H
n;k
)
2
where H
n;k
is the Hankel determinant of
rows 
2k
; 
2k+1
(= 0); : : : ; 
2k+n 1
; 
2k+1
; : : : ; 
2k+n
, etc., up to

2k+n 1
; : : : ; 
2k+2n 2
.
The isomonodromy approach looks at the linear dierential equation sat-
ised by an orthogonal polynomial p
n
[5,16,17,37,38] and produces isomon-
odromy identities of interest here. For instance, working (9) leads to a
2
n
=
(4)
 1=2
P
IV
((4)
 1=2
; n=2; n
2
=4) (Kitaev, [23{26,43]), where P
IV
(t;A;B)
is the solution of the fourth Painleve equation
y =
_y
2
2y
+
3y
3
2
+ 4ty
2
+ 2(t
2
 A)y +
B
y
which remains O(t
 1
) when t ! +1 [60, pp. 231-232] (the importance and
relevance of this latter condition is not yet quite clear). See [1{3, 16{20, 22{
26,39,43,44,46] for more on such connections.
5. Freud's equations as discrete Painlev

e equations.
As far as I understand the matter, discrete Painleve equations were rst
designed as clever discretisations of the genuine Painleve equations, so to keep
interesting features of these equations, especially integrability. For instance,
(9) when  6= 0 is a discretisation of the Painleve-I equation [23{26, 33, 34,
43]. Then, these features are examined on various discrete equations not
necessarily associated to Painleve equations. So, for instance, [33, p.350]
encounter (9) with  = 0 as a discrete equation which is no more linked to
the discretisation of a continuous Painleve equation (and the authors of [33]
call (9) a discrete Painleve-0 equation when  = 0).
If we want to check that the Freud's equations are a valuable instance of
discrete Painleve equation, the following features are of interest, according to
experts [48]:
5.1. Analyticity. Each a
2
n+m 1
is a rational function of preceding elements,
so a meromorphic function of initial conditions.
5.2. Reversibility. There is no way to distinguish past and future, (6) is
left unchanged when a
n+1
; a
n+2
; : : : are permuted with a
n 1
; a
n 2
; : : : Indeed
( [56, p.369]), (6) is a sum of terms a
2
n
a
2
n+i
1
a
2
n+i
2
   a
2
n+i
p
, provided 0 6 i
1
+1 6
i
2
+ 2 6    6 i
p
+ p 6 p + 1. Then, f i
1
; i
2
; : : : ; i
p
g satises the same
conditions and is therefore present too: 0 6  i
p
+ 1 6  i
p 1
+ 2 6    6
 i
1
+ p 6 p + 1.
5.3. Symmetry. An even stronger property is the following:
Theorem 3. The matrix of derivatives

@F
n
(a)
@ log a
m

n;m=1;2;:::
is symmetric.
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Proof: see [56,57].
5.4. Integrability. The existence of the formula (3) according to Theorem 2
shows how (6) can be solved. The similarity of (3) with known solutions of
discrete Painleve equations is also striking [42, 45]. The structure of the
solution leads also to
5.5. Singularity connement. The movable poles property of continuous
equations is replaced by the following [34]: if initial values are such that
some a
n
, say a
n
0
becomes very large, only a nite number of neighbours
a
n
0
+1
; : : : ; a
n
0
+p
should be liable to be very large too; moreover, a
n
0
+p+1
, etc.
should be continuous functions of a
n
0
 1
; a
n
0
 2
etc. The formula (3) shows
that the singularities of a
n
are the zeros of H
n
which are determinants built
with solutions of (11), therefore continuous functions of the initial data.
6. Generalizations of Freud's equations: semiclassical
orthogonal polynomials, etc.
Let the weight function satisfy the dierential equation w
0
=w = 2V=W ,
where V and W are polynomials. The related orthogonal polynomials on a
support S are then called semi-classical [6{8, 40, 41, 64, 65, 72] (classical: de-
grees of V and W 6 1 and 2). One can still build equations for the recurrence
coecients by working out the integrals I
n
=
Z
S
W (x)p
0
n
(x)p
n 1
(x)w(x) dx,
and J
n
=
Z
S
W (x)p
0
n
(x) p
n
(x)w(x) dx. Many equivalent forms can be found,
and it not yet clear to know which one is the most convenient. If we manage to
have W (x)w(x) = 0 at the endpoints of the support S, explicit formulas fol-
low [77] (see also formula (4.5) of [1]). For instance, with w(x) = exp( Ax
2
)
on S = [ a; a] (see [15] for other equations), one takes W (x) = x
2
  a
2
and V (x) =  Ax(x
2
  a
2
), uses p
0
n
= np
n 1
=a
n
+ [2(a
2
1
+    + a
2
n 1
)  
na
2
n 1
]p
n 3
=(a
n 2
a
n 1
a
n
) +    from (2), to nd 2(a
2
1
+    + a
2
n 1
) + (2n +
1)a
2
n
  na
2
  2Aa
2
n
(a
2
n 1
+ a
2
n
+ a
2
n+1
  a) = 0, or (2n+1)x
n+1
  (2n  1)x
n
 
na
2
  2A(x
n+1
  x
n
)(x
n+2
  x
n 1
  a) = 0, where x
n
= a
2
1
+    + a
2
n 1
.
It is not clear how to recover reversibility and symmetry. For an even
much more nasty case, see [61].
But the root of the matter lies even deeper, as already recognized by La-
guerre in 1885 [49]! The point is to derive equations for the coecients in
the Jacobi continued fraction f(z) =
1
z   b
0
 
a
2
1
z   b
1
    
from a dieren-
tial equation Wf
0
= 2V f + U with polynomial coecients (same W and
V as above: orthogonal polynomials lead to this continued fraction through
f(z) =
Z
S
(z   x)
 1
w(x) dx). See [30,72] for this technique.
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The continued fraction approach leads readily to the Riccati extension
Wf
0
= Rf
2
+ 2V f + U [20,55], as each continued fraction
f
k
(z) =
1
z   b
k
 
a
2
k+1
z   b
k+1
    
is found to satisfy a Riccati equation Wf
0
k
=
 a
2
k

k 1
f
2
k
+2

k
f
k
 
k
too, where 
k
and 

k
are polynomials of xed degrees
(i.e., independent. of k). Equations for the recurrence coecients a
k
's and
b
k
's follow from recurrence relations for the 
k
's and 

k
's (use f
0
(z) = f(z)
and f
k
(z) = 1=[z   b
k
  a
2
k+1
f
k+1
(z)]).
Finally, the dierential operator can be replaced by a suitable dierence
operator, amounting to W (z)
f('
2
(z))  f('
1
(z))
'
2
(z)  '
1
(z)
= R(z)f('
1
(z))f('
2
(z))
+V (z)[f('
1
(z)) + f('
2
(z))] + U(z); where '
1
(z) and '
2
(z) are the two roots
of a quadratic equation A'
2
(z) + 2Bz'(z) + Cz
2
+ 2D'(z) + 2Ez + F = 0,
see [36,58].
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according to the highest quality standards since more than 600 years:
26: In felaweshipe, and pilgrimes
were they alle,
27: That toward caunterbury
wolden ryde.
28: The chambres and the stables
weren wyde,
29: And wel we weren esed atte
beste.
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1993 [13]
In fellowship, and pilgrims were
they all
That toward Canterbury town
would ride.
The rooms and stables spacious
were and wide,
And well we there were eased, and
of the best.
Linkname: Canterbury Tales (pro-
logue)
URL:
gopher://gopher.vt.edu:10010/02/63/38
References
[1] M. Adler, P. van Moerbeke, Matrix integrals, Toda symmetries, Virasoro constraints,
and orthogonal polynomials, Duke Math. J. 80 (1995) 863-911.
[2] A.I. APTEKAREV, Asymptotic properties of polynomials orthogonal on a system
of contours and periodic motions of Toda lattices, Mat. Sb. 125 (1984) 231-258, =
Math. USSR Sbornik 53 (1986) 233-260.
A. P. MAGNUS: Freud's equations 9
[3] A.I. Aptekarev, A. Branquinho, F. Marcellan, Toda-type dierential equations for
the recurrence coecients of orthogonal polynomials and Freud transformation, Pre-
Publicac~oes Dep. Matematica Univ. Coimbra, February 1996.
[4] N.M. Atakishiyev, These Proceedings.
[5] F.V.ATKINSON, W.N.EVERITT, Orthogonal polynomials which satisfy second order
dierential equations, pp. 173-181 in E.B.Christoel (P.L.BUTZER and F.FEH

ER,
editors), Birkhauser, Basel, 1981.
[6] S. BELMEHDI, On semi-classical linear functionals of class s = 1. Classication and
integral representations. Indag. Mathem. N.S. 3 (3) (1992), 253-275.
[7] S. BELMEHDI, A. RONVEAUX, Laguerre-Freud's equations for the recurrence coe-
cients of semi-classical orthogonal polynomials, J. Approx. Theory 76 (1994) 351-368.
[8] S. BELMEHDI, A. RONVEAUX, On the coecients of the three-term recurrence
relation satised by some orthogonal polynomials. Innovative Methods in Numerical
Analysis, Bressanone, Sept. 7-11
th
, 1992.
[9] D. BESSIS, A new method in the combinatorics of the topological expansion, Comm.
Math. Phys. 69 (1979), 147-163.
[10] D. BESSIS, C. ITZYKSON, J.B. ZUBER, Quantum eld theory techniques in graph-
ical enumeration, Adv. in Appl. Math. 1 (1980), 109-157.
[11] S. BONAN, P.NEVAI, Orthogonal polynomials and their derivatives,I, J. Approx.
Theory 40 (1984), 134-147.
[12] S.S. BONAN, D.S. LUBINSKY, P.NEVAI, Orthogonal polynomials and their deriva-
tives,II, SIAM J. Math. An. 18 (1987), 1163-1176.
[13] G. CHAUCER, The works of Georey Chaucer 2nd. ed. editor: F.N. Robinson. :
Houghton Miin. Boston, Mass. 1957
[14] T. Chihara, An Introduction to Orthogonal Polynomials, Gordon & Breach, 1978.
[15] R.C.Y. CHIN, A domain decomposition method for generating orthogonal polynomials
for a Gaussian weight on a nite interval, J. Comp. Phys. 99 (1992) 321-336.
[16] D.V. CHUDNOVSKY, Riemann monodromy problem, isomonodromy deformation
eqations and completely integrable systems, pp.385-447 in Bifurcation Phenomena in
Mathematical Physics and Related Topics, Proceedings Cargese, 1979 (C.BARDOS
& D.BESSIS, editors), NATO ASI series C, vol. 54, D.Reidel, Dordrecht, 1980.
[17] G.V. CHUDNOVSKY, Pade approximation and the Riemann monodromy problem,
pp.449-510 in Bifurcation Phenomena in Mathematical Physics and Related Topics,
Proceedings Cargese, 1979 (C.BARDOS & D.BESSIS, editors), NATO ASI series C,
vol. 54, D.Reidel, Dordrecht, 1980.
[18] D.V.CHUDNOVSKY, G.V.CHUDNOVSKY, Laws of composition of Backlund trans-
formations and the universal form of completely integrable systems in dimensions two
and three, Proc. Nat. Acad. Sci. USA 80 (1983) 1774-1777.
[19] D.V.CHUDNOVSKY, G.V.CHUDNOVSKY, High precision computation of special
function in dierent domains, talk given at Symbolic Mathematical Computation con-
ference, Oberlech, July 1991.
[20] D.V. Chudnovsky, G.V. Chudnovsky, Explicit continued fractions and quantum grav-
ity, Acta Applicand Math. 36 (1994) 167{185.
[21] A.S. CLARKE, B. SHIZGAL, On the generation of orthogonal polynomials using
asymptotic methods for recurrence coecients. J. Comp. Phys. 104 (1993) 140-149.
[22] P. Deift, K. T-R McLaughlin, A Continuum Limit of the Toda Lattice, to appear in
Memoirs of the AMS.
[23] A.S. Fokas, A.R. Its and A.V. Kitaev, Isomonodromic approach in the theory of two-
dimensional quantum gravity, Uspekhi Mat. Nauk 45 (6) (276) (1990) 135{136 (in
Russian).
10 A. P. MAGNUS: Freud's equations
[24] A.S. FOKAS, A.R. ITS, A.V. KITAEV, Discrete Painleve equations and their appear-
ance in quantum gravity, Commun. Math. Phys. 142 (1991) 313-344.
[25] A.S. Fokas, A.R. Its and A.V. Kitaev, The isomonodromy approach to matrix models
in 2D quantum gravity, Commun. Math. Phys. 147 (1992) 395{430.
[26] A.S. Fokas, A.R. Its and Xin Zhou, Continuous and discrete Painleve equations, pp. 33-
47 in [50].
[27] G. FREUD, Orthogonale Polynome, Birkhauser, 1969 = Orthogonal Polynomials,
Akademiai Kiado/Pergamon Press, Budapest/Oxford, 1971.
[28] G.FREUD, On the coecients in the recursion formul of orthogonal polynomials,
Proc. Royal Irish Acad. Sect. A 76 (1976), 1-6.
[29] G. Freud, Publications of Geza Freud in approximation theory, J. Approx. Theory 46
(1986) 9-15.
[30] J.L. GAMMEL, J. NUTTALL, Note on generalized Jacobi polynomials, in \The Rie-
mann Problem, Complete Integrability and Arithmetic Applications" (D. Chudnovsky
and G. Chudnovski, Eds.), pp.258-270, Springer-Verlag (Lecture Notes Math. 925),
Berlin, 1982.
[31] W.GAUTSCHI, Computational aspects of orthogonal polynomials, pp.181-216 in Or-
thogonal Polynomials: Theory and Practice (P.NEVAI, editor) NATO ASI Series C
294, Kluwer, Dordrecht, 1990.
[32] W. Gautschi, Algorithm 726: ORTHPOL{ A package of routines for generating or-
thogonal polynomials and Gauss-type quadratures, ACM Trans. Math. Soft. 20 (1994)
21-62.
[33] B. Grammaticos, B. Dorizzi, Integrable discrete systems and numerical integrators,
Math. and Computers in Simul. 37 (1994) 341-352.
[34] B. Grammaticos, A. Ramani, V. Papageorgiou, Do integrable mappings have the
Painleve property? Phys. Rev. Lett. 67 (1991) 1825-1828.
[35] F.A. Grunbaum, L. Haine, The q version of a theorem of Bochner, J. Comp. Appl.
Math. 68 (1996) 103-114.
[36] F.A. Grunbaum, L. Haine, Some functions that generalize the Askey-Wilson polyno-
mials, to appear in Commun. Math. Phys.
[37] W.HAHN, On dierential equations for orthogonal polynomials, Funk. Ekvacioj, 21
(1978) 1-9.
[38] W.HAHN,

Uber Orthogonalpolynome, die linearen funktionalgleichungen genugen,
pp. 16-35 in Polyno^mes Orthogonaux et Applications, Proceedings, Bar-le-Duc 1984,
(C.BREZINSKI & al., editors), Lecture Notes Math. 1171, Springer, Berlin 1985.
[39] L. HAINE, E. HOROZOV, Toda orbits of Laguerre polynomials and representations
of the Virasoro algebra. Bull. Sci. Math. (2) 117 (1993) 485-518.
[40] E. HENDRIKSEN, H. van ROSSUM, A Pade-type approach to non-classical orthog-
onal polynomials, J. Math. An. Appl. 106 (1985) 237-248.
[41] E. HENDRIKSEN, H. van ROSSUM, Semi-classical orthogonal polynomials, pp.
354-361 in Polyno^mes Orthogonaux et Applications, Proceedings, Bar-le-Duc 1984,
(C.BREZINSKI & al., editors), Lecture Notes Math. 1171, Springer, Berlin 1985.
[42] J. Hietarinta, Rational solutions to d P
IV
, these Proceedings.
[43] A.R. Its, these Proceedings.
[44] M.KAC, P. van MOERBEKE, On an explicitly soluble system on nonlinear dierential
equations related to certain Toda lattices, Adv. Math. 16 (1975) 160-169.
[45] K. Kajiwara, Y. Ohta, J. Satsuma, B. Grammaticos, A. Ramani, Casorati determinant
solutions for the discrete Painleve-II equation, J. Phys. A: Math. Gen. 27 (1994) 915-
922.
[46] Y. Kodama, K. T-R McLaughlin, Explicit integration of the full symmetric Toda
hierarchy and the sorting property, Letters in Math. Phys. 37 (1996) 37-47.
A. P. MAGNUS: Freud's equations 11
[47] R. Koekoek, R.F. Swarttouw, The Askey-scheme of hypergeometric orthogonal polyno-
mials and its q analogue, Report 94-05, Delft Univ. of Technology, Faculty TWI, 1994.
See also the \Askey-Wilson scheme project" entry in http://www.cs.vu.nl/~rene/ for
errata and electronic access.
[48] M. Kruskal, Remarks on trying to unify the discrete with the continuous, these Pro-
ceedings.
[49] E. LAGUERRE, Sur la reduction en fractions continues d'une fraction qui satisfait a
une equation dierentielle lineaire du premier ordre dont les coecients sont rationnels,
J. Math. Pures Appl. (4) 1 (1885), 135-165 = pp. 685-711 in Oeuvres, Vol.II, Chelsea,
New-York 1972.
[50] D. LEVI, P. WINTERNITZ, editors: Painleve Transcendents. Their Asymptotics and
Physical Applications. NATO ASI Series: Series B: Physics 278, Plenum Press, N.Y.,
1992.
[51] J.S.LEW, D.A.QUARLES, Nonnegative solutions of a nonlinear recurrence, J. Ap-
prox. Th. 38 (1983), 357-379.
[52] J.-M. LIU, G. M

ULLER, Innite-temperature dynamics of the equivalent-neighbor
XY Z model, Phys. Rev. A 42 (1990) 5854-5864.
[53] D.S. LUBINSKY, A survey of general orthogonal polynomials for weights on nite
and innite intervals, Acta Applicand Mathematic 10 (1987) 237-296.
[54] D.S. Lubinsky, An update on general orthogonal polynomials and weighted approxi-
mation on the real line, Acta Applicand Math. 33 (1993) 121{164.
[55] A.P. MAGNUS, Riccati acceleration of Jacobi continued fractions and Laguerre-
Hahn orthogonal polynomials, pp. 213-230 in Pade Approximation and its Appli-
cations, Proceedings, Bad Honnef 1983, Lecture Notes Math. 1071 (H.WERNER &
H.T.B

UNGER, editors), Springer-Verlag, Berlin, 1984.
[56] A.P. MAGNUS, A proof of Freud's conjecture about orthogonal polynomials related to
jxj

exp( x
2m
) for integer m, pp. 362-372 in Polyno^mes Orthogonaux et Applications,
Proceedings Bar-le-Duc 1984. (C.BREZINSKI et al., editors), Lecture Notes Math.
1171, Springer-Verlag, Berlin 1985.
[57] A.P. MAGNUS, On Freud's equations for exponential weights, J. Approx. Th. 46
(1986) 65-99.
[58] A.P. MAGNUS, Associated Askey-Wilson polynomials as Laguerre-Hahn orthogonal
polynomials, pp. 261-278 in Orthogonal Polynomials and their Applications, Proceed-
ings Segovia 1986. (M.ALFARO et al., editors), Lecture Notes Math. 1329, Springer-
Verlag, Berlin 1988.
[59] A.P. Magnus, Rened asymptotics for Freud's recurrence coecients, pp. 196-200 in
V.P. Havin, N.K. Nikolski (Eds.): Linear and Complex Analysis Book 3, Part II,
Springer Lecture Notes Math. 1574, Springer, 1994.
[60] A.P.MAGNUS: Painleve-type dierential equations for the recurrence coecients of
semi-classical orthogonal polynomials. J. Comp. Appl. Math. 57 (1995) 215-237.
[61] A.P. MAGNUS Asymptotics for the simplest generalized Jacobi polynomials recur-
rence coecients fromFreud's equations: numerical explorations, Annals of Numerical
Mathematics 2 (1995) 311-325.
[62] F. MARCELL

AN, I. ALVAREZ ROCHA, On semiclassical linear functionals: integral
representations, J. Comp. Appl. Math. 57 (1995) 239-249.
[63] F. Marcellan, I.A. Rocha, Complex path integral representation for semiclassical linear
functionals, preprint.
12 A. P. MAGNUS: Freud's equations
[64] P. MARONI, Le calcul des formes lineaires et les polyno^mes orthogonaux semi-
classiques, pp. 279-290 in Orthogonal Polynomials and their Applications. Proceed-
ings, Segovia 1986 (M. ALFARO et al., editors), Lecture Notes Math. 1329, Springer,
Berlin 1988.
[65] P. MARONI, Une theorie algebrique des polyno^mes orthogonaux. Application aux
polyno^mes orthogonaux semi-classiques. pp. 95-130 in Orthogonal Polynomials and
their Applications (C.BREZINSKI et al., editors), IMACS Annals on Computing and
Applied Mathematics 9 (1991), Baltzer AG, Basel.
[66] L.M. Milne-Thomson, The Calculus of Finite Dierences, Macmillan, London, 1933.
[67] P.NEVAI, Two of my favorite ways of obtaining asymptotics for orthogonal poly-
nomials, pp.417-436 in Anniversary Volume on Approximation Theory and Func-
tional Analysis, (P.L.BUTZER, R.L.STENS and B.Sz.-NAGY, editors), ISNM 65,
Birkhauser Verlag, Basel, 1984.
[68] P. Nevai, Letter to a friend, J. Approx. Theory, 46 (1986) 5-8.
[69] P. NEVAI, Geza Freud, orthogonal polynomials and Christoel functions. A case
study, J. Approx. Theory 48 (1986), 3-167.
[70] P.NEVAI, Research problems in orthogonal polynomials, pp. 449-489 in Approxi-
mation Theory VI , vol. 2 (C.K.CHUI, L.L.SCHUMAKER & J.D.WARD, editors),
Academic Press, 1989.
[71] P. Nevai, Introduction to chapter 13 (Orthogonal polynomials) of V.P. Havin,
N.K. Nikolski (Eds.), Linear and Complex Analysis Problem Book 3, Part II, Springer
Lecture Notes Math. 1574, Springer, 1994.
[72] J.NUTTALL, Asymptotics of diagonal Hermite-Pade polynomials, J.Approx. Th. 42
(1984) 299-386.
[73] E.P. O'REILLY, D. WEAIRE, On the asymptotic form of the recursion basis vectors
for periodic Hamiltonians, J. Phys. A: Math. Gen. 17 (1984) 2389-2397.
[74] V. Papageorgiou, these Proceedings
[75] V. Papageorgiou, B. Grammaticos, A. Ramani, Orthogonal polynomial approach to
discrete Lax pairs for initial boundary-value problems of the qd algorithm, Lett. Math.
Phys. 34 (1995) 91-101.
[76] O.PERRON, Die Lehre von den Kettenbruchen, 2
nd
edition, Teubner, Leipzig, 1929
= Chelsea,
[77] J.A. SHOHAT, A dierential equation for orthogonal polynomials, Duke Math. J. 5
(1939),401-417.
[78] W. Van Assche, Asymptotics for Orthogonal Polynomials, Springer Lecture Notes
Math. 1265, Springer, 1987.
[79] J.WIMP, Current trends in asymptotics: some problems and some solutions, J. Comp.
Appl. Math. 35 (1991) 53-79.
Institut de Math

ematique Pure et Appliqu

ee, Universit

e Catholique de
Louvain, Chemin du Cyclotron,2, B-1348 Louvain-la-Neuve (Belgium)
E-mail address: magnus@anma.ucl.ac.be , www: http://math.ucl.ac.be/~magnus/
