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LOCALISATION OF BOCHNER RIESZ MEANS
CORRESPONDING TO THE SUB-LAPLACIAN ON THE
HEISENBERG GROUP
RAHUL GARG AND K. JOTSAROOP
Dedicated to Prof. Sundaram Thangavelu on the occasion of his 60th birthday.
Abstract. In this article we prove localisation of Bochner Riesz means SR of
order 0 for the sub-Laplacian L on the Heisenberg Group Hd. More precisely,
we show that for any 0 < η < 1 and β > η, limR→∞R
−β/2SRf goes to 0
a.e. on the set ‖(z, t)‖ ≤ 1 for f ∈ L2(Hd \ {‖(z, t)‖ ≤ 3}, ‖(z, t)‖−η dz dt). We
generalise the method of Carbery and Soria [3] in the context of Hd.
1. Introduction
In this article, we study the localisation of Bochner Riesz means corresponding
to the sub-Laplacian on the Heisenberg group. Let us first define the meaning of
localisation of Bochner Riesz means. The Bochner Riesz means TαR , of order α ≥ 0,
for the standard Laplacian ∆ on the Euclidean space Rd are defined as:
TαRf(x) :=
∫
Rd
(
1− |ξ|
2
R2
)α
+
fˆ(ξ)e2πix·ξ dξ,
where fˆ(ξ) =
∫
Rd
f(x)e−2πix·ξ dx and
(
1− |ξ|2R2
)α
+
=
(
1− |ξ|2R2
)α
when |ξ| ≤ R and
0 elsewhere. In terms of the functional calculus of the standard Laplacian ∆ on Rd,
TαR =
(
I + 1R2∆
)α
+
.
Let us consider a measurable function f from a suitable function space so that
TαRf(x) makes sense. Let us further assume that f vanishes identically on an open
and bounded subset B of Rd. When d = 1, and α ≥ 0, it is well known that TαRf
converges to 0 uniformly on every compact subset of B for any f ∈ Lp(R) with
1 ≤ p ≤ 2. This is referred to as the Riemann Localisation principle (see [1]). For
d ≥ 2, and α ≥ d−12 , TαRf converges to 0 uniformly on every compact subset of B
for any f ∈ Lp(Rd) with 1 ≤ p ≤ 2 (see [1] and Chapter 7 of [14]). In the case when
α = 0, and for f ∈ Lp(Rd) with 2 ≤ p < 2dd−1 , A. Carbery and F. Soria [3] proved
that T 0Rf → 0 a.e. on compact subsets of B. In fact, they proved their result by
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showing that for any 0 < η < 1, the following weighted-norm inequality holds:
(1.0.1)
∫
|x|≤1
sup
R>1
|T 0Rf(x)|2 dx ≤ Cη
∫
|x|≥3
|f(x)|2
|x|η dx,
One could observe that the above inequality is stronger in the sense that Lp(Rd \
{|x| < 3}, dx) ⊆ L2(|x|−η dx), for each 2 ≤ p < 2dd−1 , and for a suitable 0 < η < 1.
In the present article, we study an analogue of the above mentioned result of
Carbery and Soria for the Bochner Riesz means on the Heisenberg Group Hd cor-
responding to the sub-Laplacian L.
Before going to the Bochner Riesz means for L on Hd, let us first recall some
of the basics of Hd. The Heisenberg Group Hd can be identified with Cd × R. The
Haar measure on Hd is given by the Lebesgue measure on Cd × R. We denote a
point in Hd by (z, t), z = (z1, z2, . . . , zd) ∈ Cd; t ∈ R, and zj = xj + iyj ; xj , yj ∈ R.
It is well known that Hd is a simply connected, step one, unimodular nilpotent Lie
group under the group operation
(z, t)(w, s) = (z + w, t+ s+
1
2
Im(z · w¯)),
where z · w¯ =∑dj=1 zjw¯j . The convolution of functions on Hd is given by
f ∗ g(z, t) =
∫
Hd
f((z, t)(−w,−s))g(w, s) dw ds.
We now define the vector fields on Hd by
Xj := ∂xj +
1
2
yj∂t,
Yj := ∂yj −
1
2
xj∂t,
T := ∂t,
for 1 ≤ j ≤ d. These form a basis of the vector space of left invariant vector fields
on Hd. In fact, the Lie algebra of left invariant vector fields on Hd is generated by
taking the Lie brackets and finite linear combinations of {Xj , Yj}dj=1. We define
L := −
d∑
j=1
(X2j + Y
2
j ),
the positive sub-Laplacian (or Kohn-Laplacian) on Hd. It is known that L is a
hypoelliptic operator, it has a self-adjoint extension on L2(Hd), and that it also
commutes with both left and right translations. The spectrum of L is well known
(see, for example, Section 2.1 of [16]). More explicitly, for each λ 6= 0,
L(eiλtϕk(
√
|λ|z)) = |λ|(2k + d)eiλtϕk(
√
|λ|z).
Here ϕk’s are Laguerre functions of order d− 1. We write eλk(z, t) = eiλtϕλk(z) =
eiλtϕk(
√
|λ|z). It is easy to check that for f ∈ S(Hd)
L(f ∗ eλk) = |λ|(2k + d)f ∗ eλk .
When λ = 0, i.e., t dependence is not there, L reduces to the standard Laplacian
on R2d whose spectral decomposition is well known. For our spectral analysis, it
suffices to work on the spectrum
{|λ|(2k + d) : λ ∈ R \ {0}, k ∈ N ∪ {0}}.
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Using the functional calculus of L, we define the Bochner Riesz means of order
α ≥ 0, corresponding to L as
SαRf :=
(
I − 1
R2
L
)α
+
f.
In terms of spectral decomposition of L, it can be expressed as
SαRf(z, t) = (2π)
−d−1
∫
R
∑
k≥0
(
1− (2k + d)|λ|
R2
)α
+
f ∗ eλk(z, t)|λ|d dλ.
Now, for a nice function F on Cd, and λ 6= 0, let us write
Pλk (F )(z) =
∫
Cd
F (w)ϕλk (z − w)ei
λ
2
Im(z·w¯) dw.
It is known that |λ|dPλk ’s are orthonormal projections on L2(Cd), and for F ∈
L2(Cd), we have F =
∑
k≥0 |λ|dPλk (F ) in L2-sense. Therefore, one could also
express SαR as follows:
SαRf(z, t) = (2π)
−d−1
∫
R
∑
k≥0
(
1− (2k + d)|λ|
R2
)α
+
Pλk (f
−λ)(z)eiλt|λ|d dλ,
where fλ denotes the inverse Euclidean Fourier transform in the last variable which
is defined by fλ(z) =
∫
R
f(z, t)eiλt dt.
By abuse of notation, we write S0R as SR. It is clear from the definition above
that
SRf(z, t) = (2π)
−d−1
∫
R
∑
k≥0
χ
{
√
(2k+d)|λ|≤R}
(k, |λ|)Pλk (f−λ)(z)eiλt|λ|d dλ.
Recall that the homogeneous norm (Cygan-Kora´nyi norm) on Hd is given by
‖(z, t)‖ = (|z|4 + |t|2)1/4. With this, our main result is:
Theorem 1.1. For any 0 < η < 1, and β > η,∫
‖(z,t)‖≤1
sup
R>1
R−β |SRf(z, t)|2 dz dt .β,η
∫
‖(z,t)‖≥3
|f(z, t)|2
‖(z, t)‖η dz dt.
As a consequence of the fact that the space Lp(Hd \ {‖(z, t)‖ < 3}, dz dt) (
L2(Hd \ {‖(z, t)‖ < 3}, ‖(z, t)‖−η dz dt), for any η > Q(1 − 2/p), with Q = 2d + 2
the homogeneous dimension of Hd, we get following localisation of the Bochner
Riesz means of order 0 as a corollary of Theorem 1.1.
Theorem 1.2. Let 2 ≤ p < 2Q/(Q − 1) and f ∈ Lp(Hd). Then, for any β >
Q
(
1− 2p
)
, we have R−β/2SRf(z, t)→ 0 as R→∞, almost everywhere off supp(f).
Remark 1.1. When α > 0, Gorges and Mu¨ller [6] proved that SαRf → f a.e. for
f ∈ Lp(Hd), Q−1Q
(
1
2 − αD−1
)
< 1p ≤ 12 , where Q = 2d+ 2 and D = 2d + 1. In this
article, we mainly deal with the case α = 0, considering functions vanishing in a
neighbourhood of 0 ∈ Hd. Let us also remark here that our method is different from
that of Gorges and Mu¨ller [6]. Our method also works in proving localisation of
the Bochner Riesz means of any order α > 0 for the sub-Laplacian on Hd. In fact,
when α > 0, we will not need extra R−β in the corresponding inequality for SαR in
Theorem 1.1. See Remarks 2.1 and 2.3.
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In [8], the authors have proved a.e. convergence of spectral sums for the right
invariant sub-Laplacian L on a connected Lie Group. In fact, there they proved
an analogue of Rademacher- Menshov theorem [12, 9] for general Lie groups. More
precisely, they showed that the spectral sums SRf → f a.e. as R → ∞ for any
f such that log(2 + L)f ∈ L2(G), where SRf :=
∫ R
0
dEλf with
∫∞
0
dEλ being the
spectral resolution of identity corresponding to L. See also [5] for a similar result
for the partial sums for the standard Laplacian on Rd as well.
For proving Theorem 1.1, we generalise the main ideas of [3] in the context of
the Heisenberg group. For that we need to prove the key Lemma 2.3. We will see
in the next section that the exponents we get in Lemma 2.3 are not sufficient to
get rid of R−β/2 in limR→∞R
−β/2SRf(z, t) to converge to 0 a.e. However, we will
also show that the exponents that we obtain in Lemma 2.3 are sharp. We believe
that the conclusion of Theorem 1.1 should hold without the extra decay R−β/2, but
currently we don’t know how to prove that.
The organisation of the paper is as follows: In Section 2 we state and prove the
key estimates that are required in establishing the main result (Theorem 1.1). In
the proof of Lemma 2.3, we make use of interpolation of certain Besov-type spaces,
and we prove it in the Appendix (Section 3).
2. Proof of Theorem 1.1
Without loss of generality, we may assume that f is identically 0 in the open
ball {‖(z, t)‖ < 3}. We shall show that for an appropriate β > 0, R−β/2SRf → 0
a.e. on the open unit ball {‖(z, t)‖ < 1}. The proof of this a.e. convergence on any
other open ball {‖(z, t)‖ ≤ r}, 0 < r < 3, is similar. Let 0 ≤ ψ ≤ 1 be an even and
smooth function on R such that ψ ≡ 1 when |ρ| ≤ ǫ2 and support of ψ is contained
in the set |ρ| ≤ ǫ, for some 0 < ǫ < 1. Denote the characteristic function of the
interval [−R,R] on R by χR. Then, in L2-sense, we have
χR(
√
η) = 2
∫ ∞
0
R
J 1
2
(Rρ)
(Rρ)1/2
cos(
√
ηρ) dρ
= 2
∫ ∞
0
ψ(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(
√
ηρ) dρ
+ 2
∫ ∞
0
(1− ψ(ρ))R
J 1
2
(Rρ)
(Rρ)1/2
cos(
√
ηρ) dρ.
As done in Section 2 in [7], for any f ∈ S(Hd), one can write
SRf(z, t) = 2
∫ ∞
0
ψ(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ
+ 2
∫ ∞
0
(1− ψ(ρ))R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ.
Note that cos(ρ
√L)f is the solution to the wave equation for the sub-Laplacian
L with initial data f and initial velocity 0. By the finite speed of propagation of
the wave equation for L on Hd (see equation (3.16), and appendix of [11]), we know
that there exists a constant κ > 0 such that when f is identically 0 on an open,
bounded subset B of Hd, then for any compact subset K of B with d(K, ∂B) > ǫ
and for (z, t) ∈ K, cos(ρ
√
L)f(z, t) = 0 for any ρ ≤ κ−1ǫ. Here d((z, t), (w, s))
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stands for ‖(z, t)(w, s)−1‖. Hence, for f ≡ 0 on the set {‖(z, t)‖ < 3} and (z, t) such
that ‖(z, t)‖ < 1, by choosing suitable ǫ > 0, it is enough to study
BRf(z, t) =
∫ ∞
0
(1− ψ(ρ))R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ.
In order to prove our result, we further break BR into simpler operators and
analyse each piece separately. Let Ψ be an even and smooth function on R sup-
ported in the interval [−2, 2], further with the property that 0 ≤ Ψ ≤ 1 and that
it is identically 1 on the interval [−1, 1]. It is easy to verify that on [0,∞), we can
write
1 =
∞∑
j=1
ψ˜j(ρ) + Ψ(ρ),
where ψ˜j(ρ) = Ψ(2
−jρ) − Ψ(2−j+1ρ), for j ≥ 1. Clearly, each ψ˜j ∈ C∞c ([0,∞))
with support in [2j−1, 2j+1]. From this, we have
1− ψ(ρ) =
∞∑
j=1
(1− ψ(ρ)) ψ˜j(ρ) + (1− ψ(ρ))Ψ(ρ).
Again, for a Schwartz class function f on Hd, it is easy to check that
BRf(z, t) =
∑
j≥1
∫ ∞
0
(1− ψ(ρ)) ψ˜j(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ
+
∫ ∞
0
(1− ψ(ρ))Ψ(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ.
Now, since 1 − ψ(ρ) ≡ 1 on [ǫ,∞), and is identically 0 on (0, ǫ/2], it suffices to
analyse
∑
j≥1BR,jf(z, t), where
BR,jf(z, t) =
∫ ∞
0
(1− ψ(ρ)) ψ˜j(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ.
We can handle∫ ∞
0
(1− ψ(ρ)) Ψ(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρ
√
L)f(z, t) dρ
in a similar manner since (1− ψ(ρ)) Ψ(ρ) is compactly supported away from 0.
For each j ≥ 1, we define
mR,j(η) =
∫ ∞
0
(1− ψ(ρ)) ψ˜j(ρ)R
J 1
2
(Rρ)
(Rρ)1/2
cos(ρη) dρ.
Using the definition of cos(ρ
√L) and the above expression for mR,j , we can
rewrite BR,jf(z, t) as
BR,jf(z, t) =
∫
R
∑
k≥0
mR,j
(√
(2k + d)|λ|
)
Pλk (f
−λ)(z)eiλt|λ|d dλ.
As discussed earlier, the proof of Theorem 1.1 will follow if we could prove the
following weighted bound estimates for
∑
j≥1 BR,jf .
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Lemma 2.1. For any 0 < η < 1, and β > η,
∫
‖(z,t)‖≤1
sup
R>1
R−β
∣∣∣∣∣∣
∑
j≥1
BR,jf(z, t)
∣∣∣∣∣∣
2
dz dt .β,η
∫
‖(z,t)‖≥3
|f(z, t)|2
‖(z, t)‖η dz dt.
To prove Lemma 2.1, we need to first estimate mR,j ’s and their derivatives.
Lemma 2.2. For any l, q ∈ N ∪ {0}, there exists a constant Cl,q > 0 such that∣∣∣∣ dldRlmR,j(η)
∣∣∣∣ ≤ Cl,q 2jl(1 + 2j|R− η|)q ,
for all η ≥ 0 and j, R ≥ 1.
Proof. We know that R
J 1
2
(Rρ)
(Rρ)1/2
=
√
2
π
sin(Rρ)
ρ , see [19]. Using this in the expression
of mR,j(η), we get that
mR,j(η) =
∫ ∞
0
(1− ψ(ρ)) ψ˜j(ρ)
√
2
π
sin(Rρ)
ρ
cos(ρη) dρ.
Now, since 1 − ψ(ρ) ≡ 1 on [ǫ,∞), we have (1− ψ(ρ)) ψ˜j(ρ) = ψ˜j(ρ), for every
j ≥ 1 (for sufficiently small ǫ > 0). A further simplification gives us that
mR,j(η) =
√
1
2π
∫ ∞
0
ψ˜j(ρ)
sin ((R+ η)ρ) + sin ((R− η)ρ)
ρ
dρ
=
√
1
2π
∫ ∞
0
(Ψ(ρ)−Ψ(2ρ)) sin
(
(R+ η)2jρ
)
+ sin
(
(R − η)2jρ)
ρ
dρ.
Recalling that Ψ(ρ)−Ψ(2ρ) is supported in [ 12 , 2], the usual integration by parts
gives us the desired estimates for mR,j and it’s derivatives. 
Remark 2.1. For α > 0, if we decompose SαRf for f vanishing in the set ‖(z, t)‖ < 3,
the corresponding mR,j ’s will have extra R
−α decay. See Proposition 2.1 in [7].
We next move to a key estimate, which in essence is the analogue of Lemma 2.3
of [3], and this will be used further in the proof of Lemma 2.1. For this, we define
Tǫf(z, t) =
∫
R
∑
k≥0
χ
{|1−
√
|λ|(2k+d)|<ǫ}
Pλk (f
−λ)(z)eiλt|λ|d dλ.
We have the following estimate for the operator Tǫ.
Lemma 2.3. For 0 ≤ β < 1, and ǫ > 0 small enough, we have
(2.0.1)
∫
Hd
|Tǫf(z, t)|2 dz dt .β ǫβ
∫
Hd
|f(z, t)|2|t|β dz dt
and the weight |t|β cannot be replaced by ‖(z, t)‖γ for any γ < 2β.
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Proof. Let us assume that 0 < ǫ < 1/4. Using the Plancherel Theorem for the
Euclidean space in the last variable and orthogonality of Pλk ’s in L
2(Cd), we get∫
Hd
|Tǫf(z, t)|2 dz dt =
∫
R
∑
k≥0
χ
{|1−
√
|λ|(2k+d)|<ǫ}
‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ
≤
∫
R
∑
k≥0
χ{|1−|λ|(2k+d)|<3ǫ}‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ
=
∫
R
∑
1−3ǫ
|λ| <2k+d<
1+3ǫ
|λ|
‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ
=: I1,ǫ + I2,ǫ,
where,
I1,ǫ =
∫
R
∑
1−3ǫ
|λ|
<2k+d< 1+3ǫ
|λ|
⌊6ǫ/|λ|⌋≥1
‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ,
I2,ǫ =
∫
R
∑
1−3ǫ
|λ| <2k+d<
1+3ǫ
|λ|
⌊6ǫ/|λ|⌋=0
‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ.
Now, for any 0 ≤ β < 1,
I2,ǫ =
∫
R
∑
1−3ǫ
|λ| <2k+d<
1+3ǫ
|λ|
⌊6ǫ/|λ|⌋=0
‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ
=
∫
Cd
∫
R
∑
1−3ǫ
|λ|
<2k+d< 1+3ǫ
|λ|
⌊6ǫ/|λ|⌋=0
|(f ∗ ek)λ(z)|2 dλ dz
.
∫
Cd
∑
2k+d≤ 1
3ǫ
∫
1−3ǫ
2k+d≤|λ|≤
1+3ǫ
2k+d
|(f ∗ ek)λ(z)|2 dλ dz
.β ǫ
β
∑
2k+d≤ 1
3ǫ
∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−β |t|β dz dt
.β ǫ
β
∑
k≥0
∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−β |t|β dz dt,
where the second last inequality follows from Lemma 2.3 of [3].
On the other hand, using the fact that∑
k≥0
‖Pλk (f−λ)‖2L2(Cd)|λ|2d = C‖fλ‖2L2(Cd),
we get
I1,ǫ . ǫ
β
∫
R
1
|λ|β ‖f
λ‖2L2(Cd) dλ,
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for every β ≥ 0. Restricting 0 ≤ β < 1, we once again invoke Hardy’s inequality
for fractional Laplacian in t-variable to obtain
I1,ǫ .β ǫ
β
∫
Hd
|f(z, t)|2|t|β dz dt.
Writing ek(z, t) =
∫
R
eiλtϕλk(z)|λ|d dλ, it is easy to see that
|λ|dPλk (f−λ) = (f ∗ ek)−λ.
We will now show that for any 0 ≤ β < 1,∑
k≥0
∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−β |t|β dz dt .β
∫
Hd
|f(z, t)|2|t|β dz dt.
We will prove the above estimate by analysing each summand of the left hand
side in the case of β = 0 and β = 2, and then by invoking interpolation between
parameters β = 0 and β = 2. Note that for β = 0, the above estimate reduces to
(2.0.2)
∑
k≥0
∫
Hd
|(f ∗ ek)(z, t)|2 dz dt .
∫
Hd
|f(z, t)|2 dz dt.
which is true in view of the Plancherel Theorem for the Heisenberg group, and in
fact the above estimate holds with equality. We now turn our focus to the case
when β = 2. For this, note that the following identity holds:
w(f ∗ ek) = (wf) ∗ ek + f ∗ (wek),
where w(z, t) = t. Therefore,∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−2|t|2 dz dt ≤ 2
∫
Hd
|((wf) ∗ ek)(z, t)|2(2k + d)−2 dz dt
+ 2
∫
Hd
|(f ∗ (wek))(z, t)|2(2k + d)−2 dz dt.
It is easy to handle the sum (over k ≥ 0) of the first term on the right hand side
of above inequality. In fact,∑
k≥0
∫
Hd
|((wf) ∗ ek)(z, t)|2(2k + d)−2 dz dt ≤
∑
k≥0
∫
Hd
|((wf) ∗ ek)(z, t)|2 dz dt
= C
∫
Hd
|(wf)(z, t)|2 dz dt
= C
∫
Hd
|f(z, t)|2|t|2 dz dt.
To estimate the sum (over k ≥ 0) of the second term of the inequality, we make
use of the recurrence identities for Laguerre polynomials and Laguerre functions
(see Page 92 of [16], and equation (5.1.10) on Page 101 of [15]) to verify that
d
dλ
(
ϕλk(z)|λ|d
)
=
{
d
2
ϕλk(z)−
k + d− 1
2
ϕλk−1(z) +
k + 1
2
ϕλk+1(z)
}
λ
|λ| |λ|
d−1.
From this we get
(wek)(z, t) = t
∫
R
eiλtϕλk(z)|λ|d dλ = i
∫
R
eiλt
d
dλ
(
ϕλk(z)|λ|d
)
dλ
= i
∫
R
{
d
2
ϕλk(z)−
k + d− 1
2
ϕλk−1(z) +
k + 1
2
ϕλk+1(z)
}
λ
|λ| |λ|
d−1eiλtdλ.
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And then, using the Euclidean Plancherel Theorem in t-variable, we have∫
R
|(f ∗ (wek))(z, t)|2 dt
= C
∫
R
∣∣∣∣f−λ ∗λ {d2ϕλk(z)− k + d− 12 ϕλk−1(z) + k + 12 ϕλk+1(z)
}∣∣∣∣2 |λ|2d−2 dλ.
Using orthogonality of {ϕλk}k≥0 in L2(Cd), the above identity implies that∫
Hd
|(f ∗ (wek))(z, t)|2 dz dt
= C
∫
Cd
∫
R
d2
4|λ|2
∣∣f−λ ∗λ ϕλk(z)∣∣2 |λ|2d dλ dz
+ C
∫
Cd
∫
R
(k + d− 1)2
4|λ|2
∣∣f−λ ∗λ ϕλk−1(z)∣∣2 |λ|2d dλ dz
+ C
∫
Cd
∫
R
(k + 1)2
4|λ|2
∣∣f−λ ∗λ ϕλk+1(z)∣∣2 |λ|2d dλ dz.
Hence, we have that∑
k≥0
∫
Hd
|(f ∗ (wek))(z, t)|2(2k + d)−2 dz dt .
∑
k≥0
∫
Cd
∫
R
1
|λ|2
∣∣f−λ ∗λ ϕλk(z)∣∣2 dλ dz
= C
∫
Cd
∫
R
1
|λ|2
∣∣fλ(z)∣∣2 dλ dz.
Putting together these two estimates, we have∑
k≥0
∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−2|t|2 dz dt(2.0.3)
.
∫
Hd
|f(z, t)|2|t|2 dz dt+
∫
Cd
∫
R
1
|λ|2
∣∣fλ(z)∣∣2 dλ dz.
Interpolating inequalities (2.0.2) and (2.0.3), one can prove that for all 0 ≤ β ≤ 2,∑
k≥0
∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−β |t|β dz dt(2.0.4)
.β
∫
Hd
|f(z, t)|2|t|β dz dt+
∫
Cd
∫
R
1
|λ|β
∣∣fλ(z)∣∣2 dλ dz.
We postpone proof of above mentioned interpolation to the next section (appen-
dix). Now, restricting β in the open interval (0, 1), we can apply Hardy’s inequality
for fractional derivatives in λ-variable to have∫
R
1
|λ|β
∣∣fλ(z)∣∣2 dλ .β ∫
R
∣∣∣∣ dβ/2dλβ/2 fλ(z)
∣∣∣∣2 dλ
= Cβ
∫
R
|f(z, t)|2|t|β dt,
where d
δ
dλδ
denotes the fractional derivative defined as
d̂δg
dλδ
(t) = |t|δ gˆ(t).
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Hence, we have proved that for any 0 ≤ β < 1,∑
k≥0
∫
Hd
|(f ∗ ek)(z, t)|2(2k + d)−β |t|β dz dt .β
∫
Hd
|f(z, t)|2|t|β dz dt.
This completes the proof of the inequality (2.0.1) as stated in Lemma 2.3.
Finally, we shall show that the weight which appears on the R.H.S. of the in-
equality cannot be improved. For this, let us assume that
(2.0.5)
∫
Hd
|Tǫf(z, t)|2 dz dt .β,γ ǫβ
∫
Hd
|f(z, t)|2‖(z, t)‖γ dz dt
holds for some γ < 2β, and all 0 < ǫ < 1, and for all f such that the R.H.S. of the
above inequality is finite.
Consider a function f such that fλ(z) = gˆ(λ)χ|z|≤η(z), where g is a Schwartz
class function on R and η > 0, a fixed positive number.
By definition of the operator Tǫ, for any 0 < ǫ < 1,∫
Hd
|Tǫf(z, t)|2 dz dt =
∫
R
∑
k≥0
χ
{|1−
√
|λ|(2k+d)|<ǫ}
‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ
≥
∫
R
∑
k≥0
χ{|1−|λ|(2k+d)|<ǫ}‖Pλk (f−λ)‖2L2(Cd)|λ|2d dλ
≥
∫
R
χ{|1−d|λ||<ǫ}‖Pλ0 (f−λ)‖2L2(Cd)|λ|2d dλ
= C
∫
|1−d|λ||<ǫ
∣∣∣∣∫
C
fλ(z)e
−|λ||z|2
2 dz
∣∣∣∣2 |λ|d dλ.
In particular, for our choice of f , the following holds:∫
|1−d|λ||<ǫ
∣∣∣∣∫
C
χ|z|≤η(z)e
−|λ||z|2
2 dz
∣∣∣∣2 |gˆ(λ)|2|λ|ddλ
.β ǫ
β
∫
Hd
|g(t)|2χ|z|≤η(z)‖(z, t)‖γ dz dt.
For ǫ > 0 small, |λ| ∼ d−1 in the integral on the L.H.S. Using this fact, we get
that ∫
|1−d|λ||<ǫ
|gˆ(λ)|2 dλ .β,η ǫβ
(
ηγ
∫
|t|≤η2
|g(t)|2 dt+
∫
|t|≥η2
|g(t)|2|t| γ2 dt
)
.
By change of variables, it is easy to see that for R > 1, the last inequality implies
that ∫
||λ|−R|<ǫ
|gˆ(λ)|2 dλ(2.0.6)
.β,η
ǫβ
Rβ
(
ηγ
∫
|t|≤η
2
R
|g(t)|2 dt+R γ2
∫
|t|≥η
2
R
|g(t)|2|t| γ2 dt
)
.
Let us now choose g such that gˆ(λ) = φ(λ−R), for some φ ∈ C∞c (R) with φ ≡ 1
on |λ| ≤ 12 . It is easy to see that g(t) = eitRφˆ(−t). For the above choice of g, it is
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straightforward to verify that∫
||λ|−R|<ǫ
|gˆ(λ)|2 dλ = 2ǫ.
Therefore, inequality (2.0.6) implies that
ǫ .β cη
ǫβ
Rβ
(
ηγ
∫
|t|≤η
2
R
|φˆ(−t)|2 dt+R γ2
∫
|t|≥ η
2
R
|φˆ(−t))|2|t| γ2 dt
)
.
As we take R → ∞, the R.H.S. of the above inequality goes to 0 because by
assumption γ2 < β. But ǫ > 0, and therefore we arrive at a contradiction. This
proves the sharpness of the exponent of the weight in the inequality (2.0.1) as
stated in Lemma 2.3, and completes the proof of the lemma. 
Before starting the proof of Lemma 2.1, let us also remark about estimates of Tǫ
for ǫ > 0 away from 0.
Remark 2.2. When ǫ is away from 0, say ǫ ≥ 1/4, then
∣∣∣1−√|λ|(2k + d)∣∣∣ < ǫ
implies |λ|(2k + d) < 25ǫ2. In this case one could use Plancherel Theorem for the
Euclidean space in last variable and the orthogonality of Pλk ’s in L
2(Cd) to have∫
Hd
|Tǫf(z, t)|2 dz dt ≤ Cǫ4β
∫
R
∑
k≥0
1
(|λ|(2k + d))2β ‖P
λ
k (f
−λ)‖2L2(Cd)|λ|2d dλ
= Cǫ4β
∫
Hd
|L−βf(z, t)|2 dz dt
.β ǫ
4β
∫
Hd
|f(z, t)|2‖(z, t)‖2β dz dt,
where last inequality follows from the Hardy-Sobolev inequality on the Heisenberg
group, see [4] (Section 3) for details.
We are now in a position to prove Lemma 2.1.
Proof of Lemma 2.1. Let ω ∈ C∞(R) be such that 0 ≤ ω ≤ 1 on R, ω(R) ≡ 1 when
R ≥ 1 and ω(R) ≡ 0 when R ≤ 12 . For convenience, we work with the operator
ω(R)BR,j. We know by Sobolev inequality
sup
R
|ω(R)BR,jf(z, t)|2 .γ
∣∣∣∣∫
R
dγ
dRγ
ω(R)BR,jf(z, t) dR
∣∣∣∣2 ,
for each 12 < γ < 1. Therefore,
sup
R>1
R−β |
∑
j≥1
BR,jf(z, t)|2
≤ sup
R
R−β|ω(R)
∑
j≥1
BR,jf(z, t)|2
.γ
∫
R
∣∣∣∣∣∣
∑
j≥1
dγ
dRγ
(
R−β/2ω(R)BR,jf(z, t)
)∣∣∣∣∣∣
2
dR
.γ
∑
j≥1
(∫
R
∣∣∣∣ dγdRγ (R−β/2ω(R)BR,jf(z, t))
∣∣∣∣2 dR
)1/22 ,
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where, as also mentioned in the proof of Lemma 2.3, d
γ
dRγ (for γ < 1) denotes the
fractional derivative defined as d̂
γg
dRγ (ξ) = |ξ|γ gˆ(ξ).
Therefore, by Minkowski’s inequality
∫
‖(z,t)‖≤1
sup
R>1
R−β |ω(R)
∑
j≥0
BR,jf(z, t)|2 dz dt
1/2
(2.0.7)
.γ
∑
j≥1
(∫
‖(z,t)‖≤1
∫ ∞
0
∣∣∣∣ dγdRγ (R−β/2ω(R)BR,jf(z, t))
∣∣∣∣2 dR dz dt
)1/2
.
We will now analyse terms corresponding to each index j separately. Let us first
consider the case γ = 0. Note that
BR,jf(z, t) = (KR,j ∗ f) (z, t),
where
KR,j(z, t) =
∫ ∞
0
ψ˜j(ρ)
2 sin(Rρ)
ρ
cos(ρ
√
L)δ(z, t) dρ,
where δ denotes the Dirac distribution at origin in Hd. We claim that KR,j is
compactly supported in {‖(z, t)‖ . 2j}. This claim follows from the fact that
cos(ρ
√L)δ is compactly supported in {‖(z, t)‖ ≤ κρ} and ψ˜j is supported in the
interval [2j−1, 2j+1]. Here κ is same as mentioned in the description of the finite
speed of propagation of the wave equation (in the beginning of Section 2). This
further implies that∫
‖(z,t)‖≤1
∫ ∞
0
R−βω(R)2|KR,j ∗ f(z, t)|2 dz dt dR
is zero when f is supported outside the ball ‖(z, t)‖ ≤ c2j. As also done in [3], it is
then enough to show that∫
Hd
∫ ∞
0
R−βω(R)2|KR,j ∗ f(z, t)|2‖(z, t)‖−2β dz dt dR
. 2−jβ2−j
∫
Hd
|f(z, t)|2 dz dt.
By duality, the above is equivalent to proving∫
Hd
∣∣∣∣∫ ∞
0
KR,j ∗ fR(z, t)ω(R) dR
∣∣∣∣2 dz dt
. 2−jβ2−j
∫
Hd
∫ ∞
0
|fR(z, t)|2‖(z, t)‖2βRβ dR dz dt.
After applying Euclidean Plancherel theorem in the t-variable and orthogonality
of the special Hermite projections, we can write∫
Hd
∣∣∣∣∫ ∞
0
KR,j ∗ fR(z, t)ω(R) dR
∣∣∣∣2 dz dt
=
∫
R2d+1
∑
k
∣∣∣∣∫ ∞
0
mR,j(
√
(2k + d)|λ|)Pλk (fλR)(z)|λ|dω(R) dR
∣∣∣∣2 dλ dz.
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By Lemma 2.2, it is easy to see that
|mR,j(
√
(2k + d)|λ|)| .
∑
n
2−nMχ(2j |
√
(2k + d)|λ| −R| ≤ 2n),
for M > 0 large enough. So, it is enough to look at∫
R2d+1
∑
k
∣∣∣∣∫ ∞
0
χ(2j|(
√
(2k + d)|λ| −R| ≤ 2n)Pλk (fλR)(z)ω(R) dR
∣∣∣∣2 |λ|2d dλ dz.
Now, we apply Cauchy Schwarz inequality to get∣∣∣∣∫ ∞
0
χ(2j |
√
(2k + d)|λ| −R| ≤ 2n)Pλk (fλR)(z)ω(R) dR
∣∣∣∣2
≤ 2n−j
∫ ∞
0
χ(2j|
√
(2k + d)|λ| −R| ≤ 2n)|Pλk (fλR)(z)|2ω(R)2 dR.
Using the inequality obtained in Lemma 2.3 (or Remark 2.2, as the case may
be) and a non homogeneous dilation (z, t)→ (Rz,R2t), it is easy to see that∫
R2d+1
∑
k
∣∣∣∣∫ ∞
0
χ(2j|(
√
(2k + d)|λ| −R| ≤ 2n)Pλk (fλR)(z)ω(R) dR
∣∣∣∣2 |λ|2d dλ dz
≤ 2n−j
∫ ∞
0
(∫
R2d+1
χ(2j|
√
(2k + d)|λ| −R| ≤ 2n)|Pλk (fλR)(z)|2 dz dt
)
ω(R)2 dR
. 2n−j2β(n−j)
∫
Hd
∫ ∞
0
|fR(z, t)|2‖(z, t)‖2βRβ dz dt dR,
for any 0 ≤ β < 1. In obtaining the above estimate, we have used the fact that
0 ≤ ω ≤ 1 and ω ≡ 0 for R ≤ 1/2, and therefore the estimates through Remark 2.2
(for large n) are even better in view of R ≥ 1/2.
And therefore, we have∫
Hd
∫ ∞
0
R−βω(R)2|BR,jf(z, t)|2‖(z, t)‖−2β dz dt dR
.β 2
−j−βj
∫
Hd
|f(z, t)|2 dz dt
∼β 2−j−βj
∫
‖(z,t)‖≤c2j
|f(z, t)|2 dz dt
.β,δ 2
−j−δj
∫
‖(z,t)‖≤c2j
|f(z, t)|2‖(z, t)‖−(β−δ) dz dt
.β,δ 2
−j−δj
∫
Hd
|f(z, t)|2‖(z, t)‖−(β−δ) dz dt
for any 0 < β < 1, and δ > 0 such that β − δ > 0.
When γ = 1, using the similar method as above we can obtain∫
Hd
∫ ∞
0
∣∣∣∣ ddR (R−β/2ω(R)BR,jf(z, t))
∣∣∣∣2 ‖(z, t)‖−2β dz dt dR
.β,δ 2
j−δj
∫
Hd
|f(z, t)|2‖(z, t)‖−(β−δ) dz dt.
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And then for 0 < γ < 1, one could apply interpolation theorem for weighted Lp
spaces (see 5.3 of Section 5, Chapter 5 of [14] with p0 = p1 = 2). In particular, we
have ∫
Hd
∫ ∞
0
∣∣∣∣ dγdRγ (R−β/2ω(R)BR,jf(z, t))
∣∣∣∣2 ‖(z, t)‖−2β dz dt dR
.β,δ,γ 2
−j−δj+2γj
∫
Hd
|f(z, t)|2‖(z, t)‖−(β−δ) dz dt,
for 12 < γ ≤ 1.
Finally, given δ > 0, one could choose 12 < γ < 1 such that 1+ δ− 2γ > 0. Using
these estimates in inequality (2.0.7), we have∫
‖(z,t)‖≤1
sup
R>1
R−β |
∑
j≥1
BR,jf(z, t)|2 dz dt
.β,δ,γ
∑
j≥1
(∫
‖(z,t)‖≤1
∫ ∞
0
∣∣∣∣ dγdRγ (R−β/2ω(R)BR,jf(z, t))
∣∣∣∣2 dR dz dt
) 1
2
2
.β,δ,γ
∑
j≥1
(
2−j−δj+2γj
∫
Hd
|f(z, t)|2‖(z, t)‖−(β−δ) dz dt
) 1
2
2
.β,δ,γ
∫
Hd
|f(z, t)|2‖(z, t)‖−(β−δ) dz dt.
Since 0 < δ < β is arbitrary, this completes proof of Lemma 2.1. 
Remark 2.3. If we decompose SαR as done for SR in Lemma 2.1, we can prove
the corresponding inequality without the need of R−β by simply choosing β < 2α
beacuse of the extra decay of R−α in the pointwise estimate of mαR,j as mentioned
in Remark 2.1. We leave the details to the reader.
3. Appendix
We made use of an interpolation of certain Hilbert spaces while claiming in-
equality (2.0.4) in the proof of Lemma 2.3. We shall prove the same here. Consider
following Hilbert spaces:
A0 = L
2(R2d+1) =
{
f : ‖f‖20 =
∫
R2d+1
|f(z, t)|2 dz dt <∞
}
,
and As =
{
f ∈ D′(R2d+1) : ‖f‖2s <∞
}
,
for each 0 < s ≤ 1, where D′(R2d+1) is the space of tempered distributions on
R2d+1 and
‖f‖2s =
∫
R2d×R\{0}
|f(z, t)|2 1|t|2s dz dt+
∫
R2d+1
|Dsf(z, t)|2 dz dt.
Here Ds, for 0 < s < 1, denotes the fractional derivative in the last variable
defined by the Euclidean Fourier multiplier as
(Dsf)λ (z) = |λ|sfλ(z),
whereas D denotes the distributional derivative in the last variable.
LOCALISATION OF BOCHNER RIESZ MEANS 15
Let Mk = L
2(Cd × R) and Nk = L2(Cd ×R, ωk), with ωk(z, t) = (2k + d)−2|t|2,
for k = 0, 1, 2, 3, . . ., and consider following vector valued Hilbert Spaces
l2(Mk) =
{
a = (ak)
∞
k=0 | ak ∈Mk, ‖a‖2l2(Mk) =
∞∑
k=0
‖ak‖2Mk) <∞
}
,
l2(Nk) =
{
b = (bk)
∞
k=0 | bk ∈ Nk, ‖b‖2l2(Nk) =
∞∑
k=0
‖bk‖2Nk) <∞
}
.
Define the linear operator T on A0 +A1 by
Tf = (f t ∗ ek)∞k=0.
Then, as shown in inequalities (2.0.2) & (2.0.3) in the proof of Lemma 2.3, T
maps A0 and A1 boundedly into l2(Mk) and l2(Nk) respectively, that is,
‖Tf‖l2(Mk) . ‖f‖0,
‖Tf‖l2(Nk) . ‖f‖1.
For each 0 < s < 1, the complex interpolation of the spaces l2(Mk) and l2(Nk)
is (see Page 121, Section 1.18.1 of [18]):
[l2(Mk), l2(Nk)]s = l2 ([Mk, Nk]s) .
Now, the interpolation of the spaces Mk and Nk is well known and follows from
general theory of interpolation of weighted Lp spaces (see 5.4 of Section 5, Chapter
5 of [14]), and for each 0 < s < 1, we have
[Mk, Nk]s = L
2(Cd × R, ωsk).
Finally, if we could show that As, for 0 < s < 1, is the complex interpolation
space of A0 and A1, then we will have that T is bounded from As into l2(L
2(Cd ×
R, ωsk)). And, this will complete the proof of the inequality (2.0.4). We now explain
the complex interpolation of A0 and A1.
Theorem 3.1. Let the Hilbert spaces As, 0 ≤ s ≤ 1, be as defined above. For each
0 < s < 1, the complex interpolation of the pair (A0, A1) is As.
Proof. We closely follow the proof of [17], and rewrite it to suit to our context. For
each j ∈ Z, consider intervals Ω+j =
(
2−j−3, 2−j+3
)
, and Ω−j =
(−2−j+3,−2−j−3) .
Clearly, these intervals have finite overlap, (0,∞) = ∪j∈ZΩ+j , and (−∞, 0) =
∪j∈ZΩ−j . Choose and fix φ ∈ C∞c
(
Ω+0
)
with the property that φ ≡ 1 on the
interval [ 12 , 2], 0 < φ ≤ 1 on the interval (14 , 4), and 0 elsewhere. Now, define
φj(t) = φ
(
2jt
)
for j ∈ Z \ {0}. Finally, for each j ∈ Z, define
φ˜j(t) =
{ φj(−t)∑
k∈Z φk(−t)
; for t ∈ (−∞, 0)
φj(t)∑
k∈Z φk(t)
; for t ∈ (0,∞) .
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Clearly, φ˜j ∈ C∞c
(
Ω+j ∪ Ω−j
)
, and
∑
j φ˜j ≡ 1. Moreover, for any t ∈ (0,∞),
φ˜′j(t) =
φ′j(t)
∑
k φk(t)− φj(t)
∑
k φ
′
k(t)
(
∑
k φk(t))
2
=
φ′j(t)
∑j+3
k=j−3 φk(t)− φj(t)
∑j+3
k=j−3 φ
′
k(t)(∑
k∈Z φk(t)
)2
. 2j .
In the last inequality, we used the fact that
∑
k∈Z φk is uniformly bounded from
below on (0,∞). In fact, ∑k∈Z φk(t) ≥ 1. Similar estimate holds true on (−∞, 0).
Now, for each 0 ≤ s ≤ 1, let us consider the spaces
W s2 =
{
f ∈ D′(R2d+1) : ‖f‖2s,∗ <∞
}
,
where
‖f‖2s,∗ =
∑
j∈Z
∫
R2d+1
(
22js
∣∣∣(φ˜jf) (z, t)∣∣∣2 + ∣∣∣Ds (φ˜jf) (z, t)∣∣∣2) dz dt.
We shall show that
(1) W s2 is a Banach space.
(2) C∞c (R
2d × R \ {0}) is dense in W s2 in the ‖ · ‖s,∗ norm.
(3) W s2 in the completion of C
∞
c (R
2d × R \ {0}) in the ‖ · ‖s norm. In other
words, the spaces As and W
s
2 are identical with norm equivalence.
It is easy to note that W 02 is noting but A0 with norm equivalence. So, we only
need to study the case when 0 < s ≤ 1.
Step 1: W s2 is a Banach space.
It could be proved using standard arguments, so we omit the proof.
Step 2: C∞c (R
2d × R \ {0}) is dense in W s2 in the ‖ · ‖s,∗ norm.
Take any f ∈ W s2 . Note that
‖f − f
∑
|k|≤M+3
φ˜k‖2s,∗ = ‖
∑
|k|>M+3
φ˜kf‖2s,∗
=
∑
j
22js‖
∑
|k|>M+3
φ˜kφ˜jf‖2L2(R2d+1)
+
∑
j
‖Ds(
∑
|k|>M+3
φ˜kφ˜jf)‖2L2(R2d+1)
=
∑
|j|>M
22js‖
∑
|k|>M+3
φ˜kφ˜jf‖2L2(R2d+1)
+
∑
|j|>M
‖Ds(
∑
|k|>M+3
φ˜kφ˜jf)‖2L2(R2d+1)
.
∑
|j|>M
∑
|k−j|≤3
22js‖φ˜kφ˜jf‖2L2(R2d+1)
+
∑
|j|>M
∑
|k−j|≤3
‖Ds(φ˜kφ˜jf)‖2L2(R2d+1),
using the fact that φ˜j φ˜k = 0 for any j and k with |j − k| > 3.
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From above estimation we get
‖f − f
∑
|k|≤M+3
φk‖2s,∗ .
∑
|j|>M
22js‖φ˜jf‖2L2(R2d+1)
+
∑
|j|>M
∑
|k−j|≤3
‖Ds(φ˜kφ˜jf)‖2L2(R2d+1).
Clearly, the first term on the right hand side of the last inequality tends to 0 as
M →∞. For the second term, if we could show that
‖Ds(φ˜kf)‖2L2(R2d+1) . 22ks‖f‖2L2(R2d+1) + ‖Dsf‖2L2(R2d+1),
then, using this estimate with φ˜jf in place of f , we will have that
lim
M→∞
‖f − f
∑
|k|≤M+3
φk‖s,∗ = 0.
The claimed estimate for Ds(φ˜kf), for s = 1, follows once we apply Leibniz rule
for differentiation and then using estimates of derivatives of φ˜k’s. For 0 < s < 1, we
assume the claimed estimate for now. In fact, in the next step, we estimate the full
sum
∑
k ‖Ds(φkf)‖2L2(R2d+1). In those detailed calculations, one could easily verify
that the claimed estimate for each fixed k also holds. Thus, we have so far shown
that any function f in W 2s could be approximated by sequence of functions sup-
ported in sets of the form R2d×K with K compact in R\{0}. Finally, one could use
standard methods of approximation to complete the claim that C∞c (R
2d ×R \ {0})
is dense in W s2 in the ‖ · ‖s,∗ norm.
Step 3: W s2 is the completion of C
∞
c (R
2d × R \ {0}) in the ‖ · ‖s norm.
It is straightforward to verify that∫
R2d×R\{0}
|f(z, t)|2 1|t|2s dz dt ∼
∑
j
22js
∫
R2d+1
|(φjf)(z, t)|2 dz dt.
Next, writing Ωj = Ω
+
j ∪ Ω−j , we perform following calculations to estimate∑
j ‖Ds(φ˜jf)‖L2(R2d+1). For 0 < s < 1,∑
j
‖Ds(φ˜jf)‖2L2(R2d+1) = C
∑
j
∫
R2d
∫
R2
|(φ˜jf)(z, t1)− (φ˜jf)(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
.
∑
j
∫
R2d
∫
R×Ωj
|(φ˜jf)(z, t1)− (φ˜jf)(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
.
∑
j
∫
R2d
∫
Ωj×Ωj
|φ˜j(t1)|2 |f(z, t1)− f(z, t2)|
2
|t1 − t2|1+2s dz dt1 dt2
+
∑
j
∫
R2d
∫
Ωj×Ωj
|φ˜j(t1)− φ˜j(t2)|2
|t1 − t2|1+2s |f(z, t2)|
2 dz dt1 dt2
+
∑
j
∫
R2d
∫
Ωcj×Ωj
|φ˜j(t2)|2
|t1 − t2|1+2s |f(z, t2)|
2 dz dt1 dt2
=: I + II + III.
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We now estimate sums I, II, and III as follows.
I ≤
∑
j
∫
R2d
∫
Ωj×Ωj
|f(z, t1)− f(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
.
∫
R2d
∫
R2
|f(z, t1)− f(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
= C‖Dsf‖2L2(R2d+1).
II =
∑
j
∫
R2d×Ωj
(∫
Ωj
|φ˜j(t1)− φ˜j(t2)|2
|t1 − t2|1+2s dt1
)
|f(z, t2)|2 dz dt2
.
∑
j
22js
∫
R2d×Ωj
|f(z, t2)|2 dz dt2
.
∫
R2d×R\{0}
|f(z, t)|2 1|t|2s dz dt.
Here we have used the following estimate∫
Ωj
|φ˜j(t1)− φ˜j(t2)|2
|t1 − t2|1+2s dt1 . 2
2js
uniformly for t2 ∈ Ωj , and the proof of this estimate is∫
Ωj
|φ˜j(t1)− φ˜j(t2)|2
|t1 − t2|1+2s dt1 =
∫
Ωj
∣∣∣∣∣ φ˜j(t1)− φ˜j(t2)t1 − t2|
∣∣∣∣∣
2
|t1 − t2|1−2s dt1
. ‖φ˜′j‖2∞
∫
Ωj
|t1 − t2|1−2s dt1
∼ 22js.
Recalling that Ωj = (−2−j+3,−2−j−3) ∪ (2−j−3, 2−j+3), and φ˜j are supported
on [2−j−2, 2−j+2] ∪ [−2−j+2,−2−j−2], one can perform calculations similar to the
above ones to verify that ∫
Ωj
1
|t1 − t2|1+2s dt1 . 2
2js,
and thus,
III .
∑
j
22js
∫
R2d×Ωj
|f(z, t2)|2 dz dt2
.
∫
R2d×R\{0}
|f(z, t)|2 1|t|2s dz dt.
So, we have have shown that for any 0 < s < 1,
‖f‖s,∗ . ‖f‖s.
For s = 1, one could simply apply the Leibniz formula for differentiation and then
make use of the estimated of φ˜j ’s together with the fact that these are supported
in Ωj ’s to easily verify that
‖f‖1,∗ . ‖f‖1.
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On the other hand, for 0 < s < 1,∫
R2d+1
|Dsf(z, t)|2 dz dt
=
∫
R2d
∫
R2
|f(z, t1)− f(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
.
∑
m
∑
l≥m
∫
R2d
∫
Ωm×Ωl
|∑j(fφ˜j)(z, t1)−∑k(fφ˜k)(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
=
∑
m
∑
l≥m
∫
R2d
∫
Ωm×Ωl
|∑m+3j=m−3(fφ˜j)(z, t1)−∑l+3k=l−3(fφ˜k)(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2.
For each m, one could arrange the summand in the above expression in the
following manner. For m ≤ l ≤ m + 9, write each pair of terms with same index
together and the remaining terms separately. For l > m + 9, there is no common
index, and we write each term separately. Finally, one could apply Cauchy Schwarz
inequality to verify that the above summation is dominated by
∑
m
∫
R2d
∫
Ωm×Ωm
|(fφ˜m)(z, t1)− (fφ˜m)(z, t2)|2
|t1 − t2|1+2s dz dt1 dt2
+
∑
m
∫
R2d
∫
Ωm×Ωcm
|(fφ˜m)(z, t1)|2
|t1 − t2|1+2s dz dt1 dt2
which is further bounded from above by∑
m
‖Ds(fφ˜m)‖2L2(R2d+1) +
∑
m
22ms‖fφ˜m‖2L2(R2d+1).
This completes the proof of the fact that for 0 < s < 1,
‖f‖s . ‖f‖s,∗.
Once again, when s = 1, one could directly estimate Df in terms of D(fφ˜m) as
follows : ∥∥∥∥∂f∂t
∥∥∥∥2
L2(R2d+1)
=
∫
R2d+1
∣∣∣∣∣∑
m
∂(fφ˜m)
∂t
(z, t)
∣∣∣∣∣
2
dz dt
.
∑
m
∫
Ωm
∣∣∣∣∣∂(fφ˜m)∂t (z, t)
∣∣∣∣∣
2
dz dt
≤
∑
m
∥∥∥∥∥∂(fφ˜m)∂t
∥∥∥∥∥
2
L2(R2d+1)
.
Hence, for all 0 ≤ s ≤ 1, the two spaces (As, ‖ · ‖s) and (W s2 , ‖ · ‖s,∗) are identical
with norm equivalence. For any 0 < s < 1, sinceW s2 is the complex interpolation of
W 02 and W
1
2 (see Page 121, Section 1.18.1 of [18]), it follows that As is the complex
interpolation of A0 and A1. This completes the proof of Theorem 3.1. 
20 RAHUL GARG AND K. JOTSAROOP
References
1. S. Bochner, Summation of multiple Fourier series by spherical means, Trans. Amer. Math.
Soc. 40 (1936), no. 2, 175-207.
2. A. Carbery, J. L. Rubio de Francia, and L. Vega, Almost everywhere summability of Fourier
integrals, J. London Math. Soc. (2) 38 (1988), no. 3, 513-524.
3. A. Carbery and F. Soria, Almost-everywhere convergence of Fourier integrals for functions
in Sobolev spaces, and an L2-localisation principle, Rev. Mat. Iberoamericana 4 (1988), no.
2, 319-337.
4. P. Ciatti, M. G. Cowling, and F. Ricci, Hardy and uncertainty inequalities on stratified Lie
groups, Adv. Math. 277 (2015), 365-387.
5. L. Colzani, C. Meaney, and E. Prestini, Almost everywhere convergence of inverse Fourier
transforms, Proc. Amer. Math. Soc. 134 (2006), no. 6, 1651-1660.
6. D. Gorges and D. Mu¨ller, Almost everywhere convergence of Bochner-Riesz means on the
Heisenberg group and fractional integration on the dual, Proc. London Math. Soc. (3) 85
(2002), no. 1, 139-167.
7. K. Jotsaroop, Localisation of Bochner Riesz means on sets of positive Hausdorff dimension
in Rd (to appear in Indiana Univ. Math. J.).
8. C. Meany, D. Mu¨ller, and E. Prestini, A.e. convergence of spectral sums on Lie Groups, Ann.
Inst. Fourier (Grenoble) 57 (2007), no. 5, 1509-1520.
9. D. E. Menshov, Sur les series des fonctions orthogonales (Premier Partie), Fundamenta Math-
ematicae, Vol 4, Issue 1 (1923), 82-105.
10. D. Mu¨ller, On Riesz means of eigenfunction expansions for the Kohn-Laplacian, J. Reine
Angew. Math. 401 (1989), 113-121.
11. D. Mu¨ller, Marcinkiewicz multipliers and multi-parameter structure on Heisenberg groups,
Lecture notes, Padova, June 2004.
12. H. Rademacher, Einige Sa¨tze u¨ber Reihen von allgemeinen Orthogonalfunktionen, Math. Ann.
87 (1922), no. 1-2, 112-138.
13. L. Roncal and S. Thangavelu, Hardy’s inequality for fractional powers of the sublaplacian on
the Heisenberg group, Adv. Math. 302 (2016), 106-158.
14. E. M. Stein and G. Weiss, Introduction to Fourier analysis on Euclidean spaces, Princeton
Mathematical Series, No. 32. Princeton University Press, Princeton, N.J., 1971.
15. G. Szego¨, Orthogonal polynomials, Amer. Math. Soc., Colloq. Publ., Providence, R.I., 1975.
16. S. Thangavelu, Harmonic analysis on the Heisenberg group, Progress in Mathematics, 159.
Birkha¨user Boston, Inc., Boston, MA, 1998.
17. H. Triebel, Interpolation theory for function spaces of Besov type defined in domains. II,
Math. Nachr. 58 (1973), 63-86.
18. H. Triebel, Interpolation theory, function spaces, differential operators, North-Holland Math-
ematical Library, 18. North-Holland Publishing Co., Amsterdam-New York, 1978.
19. G. N. Watson, A treatise on the theory of Bessel functions, Cambridge University Press,
Cambridge, England; The Macmillan Company, New York, 1944.
Department of Mathematics, Indian Institute of Science Education and Research
Bhopal, India
E-mail address: rahulgarg@iiserb.ac.in
Department of Mathematics, Indian Institute of Technology Bombay, Powai, Mum-
bai, India
E-mail address: jotsaroop@math.iitb.ac.in
