Introduction
Gyrfalcons have specialized feeding habits and feed primarily on one or two species of ptarmigan (Nielsen 2003 , Potapov and Sale 2005 , Potapov 2011 , Chapter 3 this volume). Gyrfalcon and ptarmigan have coupled predator-prey oscillations in some areas (Nielsen 1999) so it is essential for any study on Gyrfalcon populations to have an index that reflects ptarmigan abundance in the study area. Here we build on Chapter 8, which describes methods for estimating prey abundance, and offer a statistical method that can detect joint trends across multiple time series to create a quantitative representation of a joint abundance index. We acknowledge that there are many other methods for population abundance estimation, but a full treatment of these methods is beyond the scope of this chapter. Instead we present here a descriptive statistical approach that is non-parametric, such that no functional form is presumed for the trends.
Our example data were collected by one of us (ÓKN) as a part of a Gyrfalcon and prey population study (Nielsen 1986) . The data are spring densities of territorial Rock Ptarmigan (Lagopus muta) males on six plots surveyed since 1981 in northeast Iceland (for methods see Nielsen 1996 and . Ptarmigan numbers can be quantified using different methods, but we recommend that anyone starting afresh adopt Distance sampling (see Chapter 8, this volume). Count data like those collected in northeast Iceland can be used for purposes other than to study predator-prey relationships. For instance, these data along with auxiliary ptarmigan data collected by the same field crew, including age ratios in spring and late summer, and regional hunting statistics (total harvest, age composition, number of hunters), have been used to model and reconstruct the Rock Ptarmigan population , Sturludóttir 2015 . In this chapter we will focus on detecting time-trends in the count data.
Analysis

Data
We want to obtain an estimate of the changes in ptarmigan abundance over time. For the analysis we use Rock Ptarmigan densities from six plots in northeast Iceland (Nielsen et al. 2004 and unpubl. data) . The layout of the data table is illustrated in Table 9 .1, and Fig. 9 .1 shows the six observed time-series. The average density of cocks varied between these six areas, e.g., the density was generally much higher at Holl than Hafurstadir. However, there was clearly a common temporal trend. The six time-series oscillated in synchrony over time, although the magnitude of the oscillations varied. It is therefore reasonable to treat these six areas as observations of a single population of Rock Ptarmigan on the Gyrfalcon study area in northeast Iceland (Nielsen 2011) . Further, a logarithmic transformation of the data stabilizes the variation in oscillation magnitudes ( Fig. 9. 2), so on a logarithmic scale the time series can be assumed to have the same temporal trend but shifted up or down depending on area. In the following we refer to data transformed by the natural logarithm as "log-transformed" data.
Generalized additive modelling of count data
Let Y it be the observed density of cocks (number per km 2 ) in area i and year t. We consider the following model for our data:
The a i term is a site effect, representing the difference in average logtransformed density numbers between areas, s(t) is a common trend function over time, and e it is a random error term. Our main objective is to estimate the s(t) function, a function that represents the overall trend of Rock Ptarmigan abundance in northeast Iceland. There are many options for what form the function can take; here we want a non-parametric curve that is neither too smooth (not informative enough) nor too wiggly (too informative to be predictive), as well as a measure of confidence shown as error bars. Generalized additive models (GAMs) provide a flexible modeling framework for fitting non-parametric curves to data (see for example Hastie and Tibshirani 1990) . A convenient route is to use the gam() function in the mgcv package (Wood 2000) in R (R Core Team 2016). This function can fit GAMs with different types of trend curves (smoothers) and can handle many different error distributions (i.e., not just the normal distribution). In addition, the gam() function automatically chooses the level of smoothness (degrees of freedom) in ŝ (t), but the user can also manually set the degree of smoothness. The sample R code below shows two possible strategies for analyzing our data: 1. log-transformed data, normal errors, and smoothness chosen automatically 2. log-transformed data, normal errors, but smoothness chosen manually by fixing the degrees of freedom of the trend curve. The gam() function returns a "gam object" in R that is similar to the object produced by the linear regression function lm(). We can, for example, access the estimated parameter values, fitted values and residuals as well as various information about the fit. The fitted curve (thick blue curve) for our log-transformed Rock Ptarmigan data (analysis 1 above) is shown in Fig. 9 .2. Note that on the log scale, we assume that the trend curve is the same for all areas, only shifted up or down depending on the a i parameter. When we transform back to the original scale the area specific a i parameters allow for varying oscillation sizes between areas, as shown in Fig. 9 .3. As shown in the code above, fitted curves can be easily plotted in R. The plots shown here, however, are made using the R package ggplot2 (Wickham 2009 ).
The gam() function in R automatically chooses the level of smoothness of s(t) via cross-validation (other methods are also possible) which is convenient and produces reasonable results in most cases. Sometimes, however, the fitted trend curve does not capture all the desired features of our data. In our case, the fitted trend curve ŝ (t) shown in Fig. 9 .2 represents well the two major cycles in ptarmigan numbers from 1980-2002, but smooths over the next two (shorter) cycles. That is, although almost all data series exhibit a peak in 2005, 2010, and 2015, and a low in 2007 and 2012 , the fitted trend curve only has one cycle over this same period with a peak around year 2007 (Figs. 9.2 and 9.3 ).
There is a simple statistical reason why the trend curve does not capture these short cycles in ptarmigan numbers. More oscillations (more "wiggles") in s(t) require more degrees of freedom (df), which can be thought of as the number of parameters in the model. The fitted curve given by gam() is a trade-off between an overall goodness-of-fit criterion (e.g., mean squared prediction error) and a penalty term that increases with increasing degrees of freedom. The gam() function simply determined that the penalty for the extra degrees of freedom needed to represent the three cycles in 2005-2016 outweighed the effect of a better fit on the goodnessof-fit criterion. In our case we want a trend curve for ptarmigan abundance that can be used to reflect food conditions for Gyrfalcon and it is therefore necessary to include the different cycle frequencies of the two time periods.
The smoothness of the trend curve can be adjusted by fixing the degrees of freedom (df) for s(t) (lower df gives a smoother curve), as shown in the R code above. The estimated df for the fitted curve was 8.855, so to make the curve less smooth we can set the df to a higher number. The challenge then is to choose a suitable value for the df. We fitted the model in equation (1) to our data with increasing df values and examined the fitted trend curve. For df values 16 and higher the curve exhibited the shorter cycles we wanted represented. To choose between df values that give similar looking trend curves we compared the Akaike Information Criterion (AIC, Akaike 1974), shown in Fig. 9 .4, and found that AIC has a (local) minimum at 17 df. The fitted curve for 17 df is shown in Fig. 9 .5. 
