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Abstract
We rederive a relation between the genus-one GW-invariants of a quintic threefold in P4 and
the genus-zero and genus-one GW-invariants of P4. In contrast to the more general derivation
in our previous paper, the present derivation relies on a widely believed, but still unproven,
statement concerning rigidity of holomorphic curves in Calabi-Yau threefolds. On the other
hand, this paper’s derivation is more direct and geometric. It requires a bit more effort, but
relies on less outside work.
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1 Introduction
1.1 Summary
Suppose γ−→Pn is the tautological line bundle, a∈Z+, and
L = γ∗⊗a.
If s∈H0(Pn;L) is a generic holomorphic section,
Y ≡ s−1(0)
is a smooth hypersurface in Pn. It has long been known how to express the genus-zero Gromov-
Witten invariants of Y in terms of the genus-zero GW-invariants of Pn; see (1.1) below for a special
case. The latter can be computed using the classical localization theorem of [ABo]. In [LZ], we
prove a genus-one analogue of (1.1) for an arbitrary hypersurface Y . The proof itself is rather
simple. However, it relies on the constructions of reduced genus-one GW-invariants in [Z6] and
of euler classes of certain natural cones in a setting more general than in [Z5]. The latter in fact
constitutes most of [LZ].
In this paper, we rederive a genus-one analogue of (1.1) for a quintic threefold Y in P4, i.e. for a=5
in the above notation, in a direct, albeit more laborious, way. In order to do this, we will assume a
certain rigidity property for genus-zero and genus-one J-holomorphic curves in a quintic threefold;
see the next subsection. While it is not known whether the rigidity property is satisfied, it is widely
believed to be the case, at least for curves up genus two or three. Our derivation generalizes to
arbitrary Calabi-Yau complete-intersection threefolds in projective spaces. It can be used for Fano
complete-intersection threefolds as well, but in such cases it can be obtained by taking ν = 0 in
Subsection ?? of [LZ]. In the Calabi-Yau cases, this cannot be done and this paper’s derivation is
different from that in Subsection ?? of [LZ].
Quintic threefolds, as well as other Calabi-Yau manifolds, play a prominent role in theoretical
physics. As a result physicists have made a number of important predictions concerning CY-
manifolds. Some of these predictions have been verified mathematically; others have not. This
paper indicates that one of them fits in nicely with known mathematical facts.
If X is a Kahler manifold, g and k are nonnegative integers, and A ∈ H2(X;Z), we denote by
Mg,k(X,A) the moduli space of (equivalence classes of) stable holomorphic maps from genus-g
curves with k marked points in the homology class A. Let
Mg(X,A) = Mg,0(X,A).
If ι : Y −→Pn is an inclusion and ℓ is the homology class of a line in Pn, let
Mg,k(Y, d) =
⋃
ι∗A=dℓ
Mg,k(Y,A).
If Y is a Calabi-Yau threefold, the virtual, or expected dimension, of Mg(Y, d) is zero. The virtual
degree of Mg(Y, d) is the genus-g degree-d GW-invariant of Y . If Y is a quintic threefold, we denote
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this invariant by Ng(d).
Let
πdg: Ug(P
n, d) −→Mg(P
n, d) and evdg : Ug(P
n, d) −→ Pn
be the semi-universal family and the natural evaluation map. In other words, the fiber of πdg over
[C, u] is the curve C, while
evdg
(
[C, u; z]
)
= u(z) if z∈C.
We define a section sdg of the sheaf π
d
g∗ev
d∗
g L−→Mg(P
n, d) by
sdg
(
[C, u]
)
= [s ◦ u].
If Y =s−1(0), Mg(Y, d) is the zero set of this section.
If a=5, it has long been know that
N0(d) =
〈
e
(
πd0∗ev
d∗
0 L
)
,
[
M0(P
4, d)
]〉
. (1.1)
The moduli space M0(P
4, d) is a smooth orbivariety and
πd0∗ev
d∗
0 L −→M0(P
4, d) (1.2)
is a locally free sheaf, i.e. a vector bundle. Furthermore,
dimC M0(P
4, d) = 5d+ 1 and rkC π
d
0∗ev
d∗
0 L = 5d+ 1.
Thus, the right-hand side of (1.1) is well-defined. It can be computed via the classical localization
theorem of [ABo]. The complexity of this computation increases quickly with the degree d, but a
closed formula has been obtained in [Ber], [Ga], [Gi], [Le], and [LLY].
If g > 0, the sheaf πdg∗ev
d∗
g L −→Mg(P
4, d) is not locally free and does not define an euler class.
Thus, the right-hand side of (1.1) does not even make sense if 0 is replaced by g>0. Instead one
might try to generalize (1.1) as
Ng(d)
?
=
〈
e
(
R0πdg∗ev
d∗
g L−R
1πdg∗ev
d∗
g L
)
,
[
Mg(P
4, d)
]vir〉
, (1.3)
where Riπdg∗ev
d∗
g L−→Mg(P
4, d) is the ith direct image sheaf. The right-hand side of (1.3) can be
computed via the virtual localization theorem of [GrP1]. However,
N1(d) 6=
〈
e
(
R0πd1∗ev
d∗
1 L−R
1πd1∗ev
d∗
1 L
)
,
[
M1(P
4, d)
]vir〉
,
according to a low-degree check of [GrP2] and [K].
Let
M0g(P
4, d) =
{
[C, u]∈Mg(P
4, d) : C is smooth
}
.
We denote by M
0
g(P
4, d) the closure of M0g(P
4, d) in Mg(P
4, d). If g > 0, M
0
g(P
4, d) is one of the
many irreducible components of the moduli space Mg(P
4, d).
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Theorem 1.1 If d is a positive integer, L=γ∗⊗5−→P4,
πd1 : U1(P
4, d) −→M
0
1(P
4, d) and evd1 : U1(P
4, d) −→ P4
are the semi-universal family and the natural evaluation map, respectively, then the euler class of
the sheaf
πd1∗ev
d∗
1 L −→M
0
1(P
4, d)
is well-defined. Furthermore,
N1(d) =
1
12
N0(d) +
〈
e
(
πd1∗ev
d∗
1 L
)
,
[
M
0
1(P
4, d)
]〉
. (1.4)
The moduli space M
0
1(P
4, d) is not a smooth orbifold. Nevertheless, it determines a fundamental
class in H10d(M
0
1(P
4, d);Q), as its singularities are fairly simple. The sheaf
πd1∗ev
d∗
1 L −→M
0
1(P
4, d) (1.5)
is not locally free. Nevertheless, its euler class is well-defined. In other words, the euler class of
every desingularization of this sheaf is the same, in the sense described in Subsection ?? of [Z5].
The last expression in (1.4) can be computed via the classical localization theorem. Of course, the
singularities of the space M
0
1(P
4, d) cause additional complications. However, since these singu-
larities can be understood, these complications can be handled. A desingularization of M
0
1(P
4, d),
i.e. a smooth orbifold M˜01(P
4, d) and a map
π˜ : M˜01(P
4, d) −→M
0
1(P
4, d),
which is biholomorphic onto M01(P
4, d), is constructed in [VZ]. This desingularization of M
0
1(P
4, d)
comes with a desingularization of the sheaf (1.5), i.e. a vector bundle
V˜ −→ M˜01(P
4, d) s.t. π˜∗V˜ = π
d
1∗ev
d∗
1 L.
In particular, 〈
e
(
πd1∗ev
d∗
1 L),
[
M
0
1(P
4, d)
]〉
=
〈
e(V˜),
[
M˜01(P
4, d)
]〉
.
The localization theorem of [ABo] is directly applicable to the right-hand side of this equality.
Using Theorem 1.1 and the desingularization constructed in [VZ], we have computed the numbers
N1(d) for d=1, 2, 3, 4. The results agree with those predicted in [BCOV]; see Subsection ?? in [LZ]
for more details.
From the point of view of symplectic topology as described in [FuO] and [LT], the numbers Ng(d)
can be interpreted as the euler class of a vector bundle, albeit of an infinite-rank vector bundle over
a space of the “same” dimension. As in the finite-dimensional case, this euler class is the number
of zeros, counted with appropriate multiplicities, of a transverse (multivalued, admissible) section.
4
In brief, we prove Theorem 1.1 by slightly perturbing the complex structure J0 on P
4, then ex-
pressing each of the three terms appearing in (1.4) as the number of zeros of a transverse section
of a vector bundle and comparing the results for the two sides of (1.4). There are a vector bundle
F−→X, possibly of infinite rank, and a section ϕ of F associated to each of three terms. The zero
set of ϕ is easy to describe. However, ϕ is not transverse to the zero set. We determine the number
CZ(ϕ) of zeros of ϕ+ε, for a small generic multisection ε, that lie near each stratum Z of ϕ
−1(0).
These numbers in turn determine the contribution of each J-holomorphic curve in Y to the three
numbers in (1.4). We will see that every such curve contributes equally to the two sides of (1.4).
Theorem 1.1 follows immediately from Propositions 1.3-1.5 and separately from Propositions 2.1-
2.3. The first three propositions are easier to state and can be deduced from the last three propo-
sitions. While the statements of Propositions 2.1-2.3 are more technical, they are easier to prove.
1.2 Rigidity Properties
Throughout the rest of the paper, Y will denote a quintic threefold in P4. If J is an almost complex
structure on Y , (Σ, j) is a Riemann surface, and u : Σ−→Y is a J-holomorphic map, let
DJ,u : Γ(Σ;u
∗TY ) −→ Γ
(
Σ;Λ0,1J,jT
∗Σ⊗u∗TY
)
be the linearization of ∂¯J -operator at u; see Subsection 2.1.
Definition 1.2 An almost complex structure J on Y satisfies the genus-g rigidity property
if for every smooth connected genus-g Riemann surface (Σ, j) and nonconstant J-holomorphic map
u : Σ−→Y
(JY 1) u(Σ) is a smooth curve;
(JY 2) kerDJ,u⊂Γ(Σ;u
∗Tu(Σ)).
If J satisfies the genus-g rigidity property, all genus-g J-holomorphic curves in Y are smooth and
isolated. We denote by J (Y ) the space of all C1-smooth almost complex structures on Y , with
the C1-topology, and by J grig(Y )⊂ J (Y ) the subspace of almost complex structures that satisfy
the genus-g rigidity property.
Rigidity Conjecture For all g and all Calabi-Yau threefolds Y , J grig(Y ) is dense in J (Y ).
Rigidity Assumption If Y is a quintic threefold, the closure of J 0rig(Y )∩J
1
rig(Y ) in J (Y ) con-
tains J0.
We note that J grig(Y ) is open in J (Y ). Thus, the g=0, 1 cases of the Rigidity Conjecture imply
our Rigidity Assumption.
Since the expected dimension of the moduli space Mg(Y, d;J) of genus-g degree-d J-holomorphic
maps into Y is zero, it is easy to show that the property (JY 1) of Definition 1.2 is satisfied by a
generic almost complex structure J . However, despite years of attempts, this has not been shown
to be the case for (JY 2), even for g=0. Nevertheless, this is believed to be case, though with some
hesitation for g above 2 or 3.
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For each J ∈J (Y ), let Sdg (Y ;J) be the set of J-holomorphic genus-g degree-d (simple) curves in Y .
If J ∈ J grig(Y ), this set is finite. By Propositions 1.3 and 1.4 below, the number of elements in
Sdg (Y ;J), counted with appropriate signs, is independent of J ∈J
g
rig(Y ) for g=0, 1. We denote this
number by ng(d).
Proposition 1.3 For all d∈Z+,
N0(d) =
∑
σ|d
n0(d/σ)
σ3
.
Proposition 1.4 For all d∈Z+,
N1(d) =
1
12
∑
σ|d
n0(d/σ)
σ
+
∑
σ|d
n1(d/σ)
σ
.
Proposition 1.5 If d, L, πd1, and ev
d
1 are as in the statement of Theorem 1.1, then〈
e(πd1∗ev
d∗
1 L),
[
M
0
1(P
4, d)
]〉
=
1
12
∑
σ|d
σ2−1
σ3
n0(d/σ) +
∑
σ|d
n1(d/σ)
σ
.
We do not prove these three propositions as stated, since this is not necessary for the proof of
Theorem 1.1. Instead, we prove the less elegant and more notationally involved Propositions 2.1-2.3,
that also imply Theorem 1.1. Propositions 1.3, 1.4, and 1.5 can be derived from Propositions 2.1,
2.2, and 2.3, respectively; see the end of Subsection 2.2.
2 Preliminaries
2.1 Review of Key Definitions
In this subsection, we give geometric definitions of the three terms that appear in (1.4). The con-
struction of the Gromov-Witten invariants described below is a slight variation on that of [FuO]
and [LT], but it is easy to see the only difference is in the presentation. Below we use the term
multisection, or multivalued section, of a vector orbi-bundle as defined in Section 3 of [FuO].
If X is a smooth submanifold of Pn, we denote by Xg(X, d) the space of equivalence classes of
stable degree-d smooth maps from genus-g Riemann surfaces to X. Let X0g(X, d) be the subset
of Xg(X, d) consisting of stable maps with smooth domains. The spaces Xg(X, d) are topologized
using Lp1-convergence on compact subsets of smooth points of the domain and certain convergence
requirements near the nodes. Here and throughout the rest of the paper, p denotes a real number
greater than two. The spaces Xg(X, d) can be stratified by the smooth infinite-dimensional orb-
ifolds XT (X) of stable maps from domains of the same geometric type. The closure of the main
stratum, X0g(X, d), is Xg(X, d).
If J is an almost complex structure on Pn, let
Γ0,1g (X, d;J)−→Xg(X, d)
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be the bundle of (TX, J)-valued (0, 1)-forms. In other words, the fiber of Γ0,1g (X, d;J) over a point
[b]=[Σ, j;u] in Xg(X, d) is the space
Γ0,1g (X, d;J)
∣∣
[b]
= Γ0,1(b;TX;J)
/
Aut(b), where Γ0,1(b;TX;J) = Γ
(
Σ;Λ0,1J,jT
∗Σ⊗u∗TX).
Here j is the complex structure on Σ, the domain of the smooth map u. The bundle Λ0,1J,jT
∗Σ⊗u∗TX
over Σ consists of (J, j)-antilinear homomorphisms:
Λ0,1J,jT
∗Σ⊗u∗TX =
{
α∈Hom(TΣ, u∗TX) : α◦j=−J ◦α
}
.
The total space of the bundle Γ0,1g (TX, d;J)−→Xg(X, d) is topologized using L
p-convergence on
compact subsets of smooth points of the domain and certain convergence requirements near the
nodes. The restriction of Γ0,1g (TX, d;J) to each stratum XT (X) is a smooth vector orbibundle of
infinite rank.
We define a continuous section of the bundle Γ0,1g (TX, d;J)−→Xg(X, d) by
∂¯J
(
[Σ, j;u]
)
=
1
2
(
du+ J ◦du◦j
)
.
By definition, the zero set of this section is the moduli space Mg(X, d;J) of equivalence classes
of stable J-holomorphic degree-d maps from genus-g curves into X. The restriction of ∂¯J to each
stratum of Xg(X, d) is smooth. For each element [b]=[Σ, j, u] of Xg(X, d), we put
DJ,bξ =
1
2
(
∇Xξ + J ◦ ∇Xξ ◦ j
)
+
1
2
(∇Xξ J) ◦ du ◦ j if ξ∈Γ(b;TX)≡Γ(Σ;u
∗TX),
where ∇X denotes the Levi-Civita connection of a J-compatible metric on X. The linear operator
DJ,b describes the restriction of a linearization of ∂¯J at [b] to a finite-codimensional subspace of
the tangent bundle of the stratum XT (X) of Xg(X, d) containing [b].
The section ∂¯J : Xg(X, d)−→Γ
0,1
g (X, d;J) is Fredholm, i.e. its linearization at every point of ∂¯
−1
J (0)
has finite-dimensional kernel and cokernel. The index of ∂¯J at a point of X
0
g(X, d) is the expected
dimension of the moduli space Mg(X, d;J). If X=Y , this expected dimension is 0. By definition,
Ng(d) =
±
∣∣{∂¯J+ε}−1(0)∣∣, (2.1)
where ε is a small multivalued perturbation such that ∂¯J+ε is transverse to the zero set along each
stratum XT (Y ) of Xg(Y, d) and
±
∣∣{∂¯J+ε}−1(0)∣∣
is the number of elements in the finite set {∂¯J+ε}
−1(0), counted with appropriate multiplicities.
By the transversality condition,
{∂¯J+ε}
−1(0) ⊂ X0g(Y, d).
The smallness condition implies in particular that the set {∂¯J+ε}
−1(0) is close to ∂¯−1J (0). Since
the set ∂¯−1J (0) is compact, it follows that the set {∂¯J+ε}
−1(0) is also compact. Let Adg(∂¯J) denote
the set of all perturbations ε of ∂¯J that satisfy the two conditions above. Such perturbations will
be called ∂¯J -admissible. Below we will refer to the number in (2.1) as the euler class of the tuple
Vdg (∂¯;J) ≡
(
Xg(Y, d),Γ
0,1
g (Y, d;J), π; ∂¯J ,A
d
g(∂¯J )
)
.
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This euler class depends on the Fredholm homotopy class of the section ∂¯J .
We now describe the last term in (1.4) in a similar way. If L −→ P4 is as in Theorem 1.1, let
Γg(L, d)−→Xg(P
4, d) be the cone such that the fiber of Γg(L, d) over [b] = [Σ, j;u] in Xg(P
4, d) is
the Banach space
Γg(L, d)
∣∣
[b]
= Γ(b;L)
/
Aut(b), where Γ(b;L) = Lp1(Σ;u
∗L),
and the topology on Γg(L, d) in defined analogously to the topology on Γg(P
4, d). Let ∇ denote
the hermitian connection in the line bundle L−→P4 induced from the standard connection on the
tautological line bundle over P4. If (Σ, j) is a Riemann surface and u : Σ−→P4 is a smooth map,
let
∇u : Γ(Σ;u∗L) −→ Γ
(
Σ;T ∗Σ⊗u∗L
)
be the pull-back of ∇ by u. If b=(Σ, j;u), we define the corresponding ∂¯-operator by
∂¯∇,b : Γ(Σ;u
∗L) −→ Γ
(
Σ;Λ0,1
i,j T
∗Σ⊗u∗L
)
, ∂¯∇,bξ =
1
2
(
∇uξ + i∇uξ ◦ j
)
, (2.2)
where i is the complex multiplication in the bundle u∗L. Let
Vdg =
{
[b, ξ]∈Γg(L, d) : [b]∈Xg(P
4, d), ξ∈ker ∂¯∇,b⊂ Γg(b;L)
}
⊂ Γg,k(L, d).
The cone Vdg −→Xg,k(P
4, d) inherits its topology from Γg(L, d).
Let M
0
1(P
4, d;J)⊂M1(P
4, d;J) denote the closed subset containing the set
M01(P
4, d;J) =
{
[C, u]∈M1(P
4, d;J) : C is smooth
}
,
which is defined in [Z4]. If the almost complex structure J is sufficiently close to J0, M
0
1(P
4, d;J) is
the closure of M01(P
4, d;J) in M1(P
4, d;J). Furthermore, in such a case, M01(P
4, d;J) is a smooth
orbifold of dimension 10d, while ∂M
0
1(P
4, d;J) is a finite union of smooth orbifolds of dimension
at most 10d−2. On the other hand, Vd1 |M01(P4,d;J) is a complex vector orbibundle of rank 5d. The
last term in (1.4) is the number of zeros, counted with appropriate multiplicities, of any continuous
multisection ϕ of the cone Vd1 over M
0
1(P
4, d;J) such that ϕ−1(0) is contained in M01(P
4, d;J)
and ϕ|M01(P4,d;J) is smooth and transverse to the zero set; see Subsections ?? and ?? in [Z5].
Proposition ?? in [Z5] guarantees that a section ϕ satisfying the two conditions exists. In our case,
it is more convenient to think of ϕ as sd1+ε, where ε is a multivalued perturbation of s
d
1. We denote
by Ad1(s;J) the set of all perturbations ε of s
d
1 such that s
d
1+ε satisfies the two conditions above.
Such perturbations ε will be called sd1-admissible. Let
Vd1 (s;J) ≡
(
M
0
1(P
4, d;J),Vd1 , π; s
d
1,A
d
1(s)
)
.
This tuple will be the focus of Section 4.
Remark: Since Y is a semi-positive symplectic manifold, one can define the numbers Ng(d) without
using the infinite-rank orbibundles Γ0,1g (Y, d;J); see [RT]. However, there would be no effect on
the proofs of Propositions 1.3-1.5 and 2.1-2.3, and the construction described above appears more
natural in the present context, even though it involves more complicated objects.
8
2.2 Components of the Proof
We now set up additional notation that allows us to state more notationally involved, but also
easier-to-prove, versions of Propositions 1.3-1.5.
By Theorems ?? and ?? in [Z4], there exists δ(d) ∈R+ with the property that if J is an almost
complex structure on P4 such that ‖J−J0‖C1≤δ(d), then J is genus-one dℓ-regular in the sense of
Definition ?? in [Z4]. This regularity condition implies that the moduli spaces M0,k(P
4, d;J) and
M1,k(P
4, d;J) have the same stratification structure as the moduli spaces
M0,k(P
4, d) ≡M0,k(P
4, d;J0) and M1,k(P
4, d) ≡M1,k(P
4, d;J0),
respectively. In addition, by Theorem ?? in [Z5], δ(d)∈R+ can be chosen so that the euler class of
the cone
Vd1 −→M
0
1(P
4, d;J)
is well-defined and 〈
e(Vd1 ),
[
M
0
1(P
4, d;J)
]〉
=
〈
e(Vd1 ),
[
M
0
1(P
4, d)
]〉
, (2.3)
if ‖J−J0‖C1≤δ(d).
If J is an almost complex structure on P4 and [Σ, u]∈M1(P
4, d;J), we put
sd1
(
[Σ, u]
)
= [s ◦ u] ∈ Γ(L, d)
∣∣
[Σ,u]
.
If J is ∇s-equivalent to J0, i.e.
∇s ◦ J0 = ∇s ◦ J ∈ Γ
(
P4; HomR(TP
4,L)
)
,
then sd1([Σ, u])∈V
d
1 |[Σ,u]. Thus, in such a case, we obtain a continuous section of the cone
Vd1 −→M
0
1(P
4, d;J),
which restricts to a smooth section over each stratum of M
0
1(P
4, d;J). Note that{
sd1
∣∣
M
0
1(P
4,d;J)
}−1
(0) = M
0
1(Y, d;J) = M
0
1(P
4, d;J) ∩M1(Y, d;J). (2.4)
Since the (∇, J0)-holomorphic section s of Subsection 1.1 is transverse to the zero set in L, the
(i, J0)-linear map
∇s: TP4 −→ L
does not vanish along Y =s−1(0). Let Us be a small neighborhood of Y in P
4 such that ∇s does not
vanish over Us. The kernel of ∇s over Us is then a rank-three complex subbundle of (TP
4, J0)|Us ,
which restricts to TY along Y . We denote this subbundle by T˜ Y . If J is an almost complex
structure on P4 such that
(J1) J=J0 on P
4−Us;
(J2) J(T˜ Y )= T˜ Y and J=J0 on TP
4|Us/T˜Y ,
then J0 and J are ∇s-equivalent. Thus, every almost complex structure JY on Y extends to an
9
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Figure 1: Domain of a Typical Element of M31(κ, d)
almost complex structure J on P4 which is ∇s-equivalent to J0. Furthermore, such an extension
can be chosen so that
‖J − J0‖C1 ≤ 2
∥∥JY − J0|TY ∥∥C1 . (2.5)
We denote by Jrig(s) the set of almost complex structures J on P
4 such that J is ∇s-equivalent to
J0 and JY ≡J |TY is an element of J
0
rig(Y )∩J
1
rig(Y ). By the above and the Rigidity Assumption in
Subsection 1.2, the C1-closure of Jrig(s) in J (P
4) contains J0.
From now on, we assume that J ∈Jrig(s) is an almost complex structure on P
4 sufficiently close
to J0. For g=0, 1, we put
Sdg (Y ;J) = S
d
g (Y ;JY ) ∀ d∈Z
+ and Sg(Y ;J) =
∞⊔
d=1
Sdg (Y ;J).
If κ ∈ Sg(Y ;J), let dκ denote the degree of κ in P
4. If κ ∈ S0(Y ;J) and q is a positive integer,
let Mq1(κ, d) be the subset of M1(κ, d) consisting of stable maps [C, u] such that C is an elliptic
curve E with q rational components attached directly to E and u|E is constant. Figure 1 shows
the domain of a typical element of M31(κ, d), from the points of view of symplectic topology and of
algebraic geometry. In the first diagram, each shaded disc represents a sphere; the integer next to
each rational component Ci indicates the degree of u|Ci . In the second diagram, the components of
C are represented by curves, and the pair of integers next to each component Ci shows the genus
of Ci and the degree of u|Ci . For stability reasons, the restriction of u to each rational component
must be non-constant. We denote by M
q
1(κ, d) the closure of M
q
1(κ, d) in M1(κ, d). Note that
dimC M
q
1(κ, d) =
{
2d, if q=0;
2d+1−q, if q∈Z+.
(2.6)
If q∈Z+, M
q
1(κ, d) is a smooth orbi-variety. In contrast, M
0
1(κ, d) is a singular orbivariety, if d>2;
its structure is described in Subsection 4.2.
For each q ∈ Z+, let [q] = {1, . . . , q}. If d = (d1, . . . , dq) is a q-tuple of positive integers and
κ∈S0(Y ;J), we put
M0(κ, d) =
{
(b1, . . . , bq)∈
i=q∏
i=1
M0,1(κ, di) : ev0(bi)=ev0(bj) ∀i, j∈ [q]
}
, (2.7)
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1(κ, d)
where ev0 : M0,1(κ, di)−→κ is the evaluation map corresponding to the marked point. Let
M
q
0(κ, d) =
⊔
di>0,
∑
di=d
M0
(
κ, (d1, . . . , dq)
)
.
The spaces M
q
0(κ, d) are smooth orbi-varieties. We note that
dimCM
q
0(κ, d) = 2d+1−2q. (2.8)
By definition,
M
q
1(κ, d) =
(
M1,q×M
q
0(κ, d)
)/
Sq, (2.9)
where M1,q is the moduli space of genus-one curves with q marked points and Sq is the qth
symmetric group. The splitting (2.9) is illustrated in Figure 2. In this figure, we represent an entire
space of stable maps by the domain of a typical element of the space. We shade the components
of the domain on which the maps are non-constant. The vertical bar in the last diagram indicates
that the three marked points are mapped to the same point in κ, as specified by (2.7). Let
πP , πB :M1,q×M
q
0(κ, d) −→M1,q,M
q
0(κ, d)
be the projection maps.
For each κ∈S0(Y ;J), we denote by NY κ the normal bundle of κ in Y . If q∈Z
+ and [b]=([bi])i∈[q]
is an element of M
q
0(κ, d), let
Γ(b;TY )=
{
ξ=(ξi)i∈[q]∈
⊕
i∈[q]
Γ(bi;TY ) : ξi(y0(bi))=ξj(y0(bj)) ∀i, j∈ [q]
}
,
where y0(bi) is the marked point of the component map bi. Since JY ∈ J
0
rig(Y ), by the Index
Theorem the cokernel H1J(b;TY ) of the operator
Γ(b;TY ) −→ Γ0,1(b;TY ;J)≡
⊕
i∈[q]
Γ0,1(bi;TY ;J), DJ,b
(
(ξi)i∈[q]
)
= (DJ,biξi)i∈[q], (2.10)
is a vector space of dimension 2d−2. It is naturally isomorphic to the cokernel H1J(b;NY κ) of the
operator
Γ(b;NY κ) −→ Γ
0,1(b;NY κ;J), D
⊥
J,b
(
(ξi)i∈[q]
)
= (D⊥J,biξi)i∈[q],
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induced by the operator DJ,b. These cokernels induce a vector orbibundle over M
q
0(κ, d), which
will be denoted by W0,qκ,d. If q=1, this bundle is the pullback by the forgetful map
π˜ : M
1
0(κ, d)≡M0,1(κ, d) −→M0(κ, d)
of the vector bundle defined in a similar way. We denote this last vector bundle by W0κ,d. We have
rkW0,qκ,d = 2d− 2 ∀ q∈Z
+ and rkW0κ,d = 2d− 2. (2.11)
From the decomposition (2.9), we see that the cokernel bundle for the operators DJ,b over M
q
1(κ, d),
for q∈Z+, is given by
W1,qκ,d ≈
(
π∗PE
∗⊗π∗Bev
∗
0TY ⊕ π
∗
BW
0,q
κ,d
)
/Sq, (2.12)
where E−→M1,q is the Hodge line bundle and
ev0 : M
q
0(κ, d) −→ κ
is the natural evaluation map, corresponding to the marked point common to all factors. We
note that
rkW1,qκ,d = 2d+ 1. (2.13)
On the other hand, similarly to the genus-zero case, the cokernel H1J(b;TY ) of the operator DJ,b
for
b ∈M01(κ, d) ⊂M1(κ, d)
is naturally isomorphic to the cokernel H1J(b;NY κ) of the operator D
⊥
J,b induced by DJ,b. The
cokernels H1J(b;NY κ) have the expected rank for all b∈ M
0
1(κ, d) and thus form a vector bundle
over M
0
1(κ, d), which we denote by W
1,0
κ,d. We have
rkW1,0κ,d = 2d and (2.14)
W1,0κ,d
∣∣
M
0
1(κ,d)∩M
q
1(κ,d)
≈
(
π∗PE
∗⊗π∗Bev
∗
0NY κ⊕ π
∗
BW
0,q
κ,d
)
/Sq ∀ q∈Z
+. (2.15)
We are now ready to reformulate Propositions 1.3-1.5.
Proposition 2.1 If d and L are as in Theorem 1.1, s ∈H0(P4;L) is a transverse section, and
Y =s−1(0), there exists δ(d)∈R+ with the following property. If J ∈Jrig(s) and ‖J−J0‖C1≤δ(d),
then
N0(d) =
∑
κ∈S0(Y ;J)
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
,
where W0κ,d/dκ −→M0(κ, d/dκ) is the cokernel bundle corresponding to the almost complex struc-
ture J , as above.
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Proposition 2.2 If d, L, s, and Y are as in Proposition 2.1, there exists δ(d) ∈ R+ with the
following property. If J ∈Jreg(s) and ‖J−J0‖C1≤δ(d), then
N1(d) =
∑
κ∈S1(Y ;J)
±
∣∣M01(κ, d/dκ)∣∣
+
∑
κ∈S0(Y ;J)
(〈
e(W1,0κ,d/dκ),
[
M
0
1(κ, d/dκ)
]〉
+
d/dκ
12
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉)
,
where W0κ,d/dκ−→M0(κ, d/dκ) and W
1,0
κ,d/dκ
−→M
0
1(κ, d/dκ) are the cokernel bundles corresponding
to the almost complex structure J , as above.
Proposition 2.3 If d, L, s, and Y are as in Proposition 2.1 and Vd1 −→ X1(P
4, d) is the cone
corresponding to the line bundle L−→P4 with its standard connection, there exists δ(d)∈R+ with
the following properties. If ‖J−J0‖C1≤δ(d), then the moduli space M
0
1(P
4, d;J) carries a rational
fundamental class of dimension 10d, the euler class of the cone
Vd1 −→M
0
1(P
4, d;J)
is a well-defined element of H10d(M
0
1(P
4, d;J);Q), and〈
e(Vd1 ),
[
M
0
1(P
4, d;J)
]〉
=
〈
e(Vd1 ),
[
M
0
1(P
4, d)
]〉
.
If in addition J ∈Jreg(s),〈
e(Vd1 ),
[
M
0
1(P
4, d;J)
]〉
=
∑
κ∈S1(Y ;J)
±
∣∣M01(κ, d/dκ)∣∣
+
∑
κ∈S0(Y ;J)
(〈
e(W1,0κ,d/dκ),
[
M
0
1(κ, d/dκ)
]〉
+
d/dκ − 1
12
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉)
,
where W0κ,d/dκ−→M0(κ, d/dκ) and W
1,0
κ,d/dκ
−→M
0
1(κ, d/dκ) are as in Proposition 2.2.
In the last two propositions, the moduli space consists M01(κ, d/dκ), for κ∈S1(Y ;J), contains only
one element: the equivalence class of the degree-d/dκ cover of the elliptic curve κ by an elliptic
curve. Since the order of the automorphism group of such a cover is d/dκ,
±
∣∣M01(κ, d/dκ)∣∣ = ± 1d/dκ .
The sign is determined by viewing the zero-dimensional suborbifold M01(κ, d/dκ) of X1(Y, d) as a
transverse zero of the section ∂¯J . This sign is the same as the sign of κ as an element of the set
Sdκ1 (Y ;J). In particular, ∑
κ∈S1(Y ;J)
±
∣∣M01(κ, d/dκ)∣∣ =∑
σ|d
n1(d/σ)
σ
, (2.16)
where n1(·) is as in Subsection 1.2.
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If κ∈S0(Y ;J), the orientations of the vector bundles
W0κ,d/dκ−→M0(κ, d/dκ) and W
1,0
κ,d/dκ
−→M
0
1(κ, d/dκ)
are determined by the linearizations of the sections ∂¯J over X0(Y, d) and X1(Y, d). According
to [IP], by a spectral-flow argument it can be shown that〈
e(W0κ,σ),
[
M0(κ, σ)
]〉
= ±
〈
e
(
R1πσ0∗ev
σ∗
0 (Oκ(−1)⊕Oκ(−1))
)
,
[
M0(κ, σ)
]〉
, (2.17)〈
e(W1,0κ,σ),
[
M
0
1(κ, σ)
]〉
= ±
〈
e
(
R1πσ1∗ev
σ∗
1 (Oκ(−1)⊕Oκ(−1))
)
,
[
M
0
1(κ, σ)
]〉
, (2.18)
where σ=d/dκ and the sign agrees with the sign of κ as an element of S
dκ
0 (Y ;J). By localization,〈
e
(
R1πσ0∗ev
σ∗
0 (Oκ(−1)⊕Oκ(−1))
)
,
[
M0(κ, σ)
]〉
=
1
σ3
; (2.19)
see Section 27.5 of [H]. Using the desingularization of M
0
1(κ, σ) constructed in [VZ], it should be
possible to show that〈
e
(
R1πσ1∗ev
σ∗
1 (Oκ(−1)⊕Oκ(−1))
)
,
[
M
0
1(κ, σ)
]〉
=
1
12
σ − 1
σ2
. (2.20)
Propositions 1.3-1.5 follow from Propositions 2.1-2.3 via (2.16)-(2.20).
Since Theorem 1.1 follows immediately from Propositions 2.1-2.3, we do not need to deduce Propo-
sitions 1.3-1.5 from Propositions 2.1-2.3. We prove Propositions 2.2 and 2.3 in Sections 3 and 4,
respectively; see also Propositions 2.5 and 2.6. The proof of Proposition 2.1 is very similar to the
proof of Proposition 2.2, but simpler, and we omit it.
2.3 Summary of the Proof of Proposition 2.2
A key notion in our argument, which is also used in the proof of Proposition 2.3, is Definition 2.4
below. For its purposes, we will call either of the two tuples Vdg (∂¯;J) and V
d
1 (s;J), defined in Sub-
section 2.1, a generalized vector bundle. The first tuple involves an infinite-rank bundle over
an infinite-dimensional space; the second one involves finite-dimensional objects, albeit non-smooth
ones. Nevertheless, both are generalizations of a rank-n vector bundle F over an n-dimensional
complex compact manifold X, with a choice of a section ϕ and of an appropriate subset A(ϕ) of
Γ(X;F) of second category. Such a collection of data can also be considered to be a generalized
vector bundle.
Definition 2.4 Suppose V=
(
X,F, π;ϕ,A(ϕ)
)
is a generalized vector bundle. Subset Z of ϕ−1(0)
is a regular set for V if there exists CZ(V)∈Q and a dense open subset AZ(ϕ) of A(ϕ) with
the following properties. For every ν∈AZ(ϕ),
(a) there exists ǫν ∈R
+ such that tν∈A(ϕ) for all t∈(0, ǫν);
(b) there exist a compact subset Kν⊂Z, open neighborhood Uν(K) of K in X for each
compact subset K⊂Z, and ǫν(U)∈(0, ǫν) for each open subset U of X such that
±
∣∣{ϕ+tν}−1 ∩ U ∣∣ = CZ(V) if t∈(0, ǫν(U)) and Kν⊂K⊂U⊂Uν(K).
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Every connected component of ϕ−1(0) is regular. However, a regular subset of ϕ−1(0) need not
be closed. For example, if ϕ is a holomorphic section of a rank-k algebraic vector bundle F over
a k-dimensional compact algebraic variety X, every Zariski open subset of ϕ−1(0) is regular. The
sections ∂¯J and s
d
1 that play a central role in this paper are in a sense generalized holomorphic
sections.
If Z is a regular set for the generalized vector bundle V, we will call the number CZ(V) the
ϕ-contribution of Z to the euler class of V. Note that if ϕ−1(0) =⊔i∈IZi is a partition
of ϕ−1(0) into regular sets, the euler class of V, or its Poincare dual, is the sum of ϕ-contributions:
e(V) =
∑
i∈I
CZi(η). (2.21)
We prove Theorem 1.1 by expressing each of the three terms appearing in (1.4) in the form (2.21)
and show that we end up with the same terms on the two sides of (1.4).
If d, s, and Y are as in the previous subsection and J ∈Jrig(s),
M1(Y, d;J) =
⊔
κ∈S0(Y ;J)
M1(κ, d/dκ) ⊔
⊔
κ∈S1(Y ;J)
M01(κ, d/dκ). (2.22)
For any κ∈S0(Y ;J), σ∈Z
+, and subset ̺ of Z¯+≡Z+∪{0}, let
M
̺
1(κ, σ) =
⋂
q∈̺
M
q
1(κ, σ) −
⋃
q∈Z¯+−̺
M
q
1(κ, σ).
Proposition 2.5 If d, L, s, and Y are as in Proposition 2.1, J ∈Jrig(s) is sufficiently close to J0,
and κ∈S1(Y ;J), then
CM01(κ,d/dκ)
(
Vd1 (∂¯;J)
)
= ±
∣∣M01(κ, d/dκ)∣∣.
If κ∈S0(Y ;J),
C
M
{0}
1 (κ,d/dκ)
(
Vd1 (∂¯;J)
)
=
〈
e(W1,0κ,d/dκ),
[
M
0
1(κ, d/dκ)
]〉
.
Proposition 2.6 If d, L, s, Y , and J are as in Proposition 2.5, κ∈S0(Y ;J), and ̺ is a subset
Z¯+ different from {0}, then
CM̺1(κ,d/dκ)
(
Vd1 (∂¯;J)
)
=
{
d/dκ
12
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
, if ̺={1};
0, if ̺ 6={1}.
One consequence of Propositions 2.5 and 2.6 is that most boundary strata of the moduli space
M1(Y, d;J) do not contribute to the number N1(d). In fact, we will show that only the strata
M01(Y, d;κ) and M
1
1(Y, d;κ) contribute to the number N1(d).
We now outline the proofs of Propositions 2.5 and 2.6. Let
ν ∈ Γ
(
X1(P
n, d); Γ0,11 (P
4, d;J)
)
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be a small generic multisection such that
ν ∈ Γ
(
Xs; Γ
0,1
1 (Y, d;J)
)
for a small neighborhood Xs of M1(Y, d;J) in X1(P
4, d) and vanishes outside of Us. By definition,
N1(d) is the number of elements expuξ∈X1(P
4, d) such that (u, ξ) solves the system{
∂¯J expuξ + ν(expuξ) = 0;
s ◦ expu ξ = 0;
u∈M1(P
4, d;J), ξ∈TuX1(P
4, d). (2.23)
Note that
∂¯∇,expuξs
d
1(expuξ) = 0
if (u, ξ) solves the first equation, due to our assumptions on ν. If u∈M01(P
4, d;J) and ν is sufficiently
small, the first equation has a unique small solution ξν(u) in Γ+(u), the orthogonal complement of
TuM1(P
4, d;J) in TuX1(P
4, d). Plugging this solution into the second equation, we obtain
0 = s ◦ expu ξν = s
d
1(u) + π
⊥
TY ξν(u) ∈ V
d
1 , (2.24)
where π⊥TY is the projection map TP
4−→TP4/TY , defined on a neighborhood of Y in P4. Since
all solutions of the system (2.23) are transverse, so are the solutions of (2.24). Thus, the zeros of
a generic perturbation ν of the section ∂¯J that lie close to M
0
1(Y, d;J) correspond to the zeros of
a perturbation of the section sd1 that lie close to M
0
1(Y, d;J). In Subsection 3.2, we show that the
number of these zeros that lie near each component M01(κ, d/dκ) of M
0
1(Y, d;J) is the euler class
of the bundle W1,0
κ,d/dκ
over M
0
1(κ, d/dκ).
We next look for solutions near M
{1}
1 (Y, d;J), i.e. we assume that u∈M
{1}
1 (Y, d;J). Note that
M
1
1(Y, d;J) ≈M1,1 ×M0,1(Y, d;J). (2.25)
We denote the projection maps onto M1,1 and M0,1(Y, d;J) by πP and πB , respectively. Let
π˜B : M
1
1(Y, d;J) −→M0(Y, d;J)
be the composition of πB with the forgetful map M0,1(Y, d;J) −→ M0(Y, d;J). The bundle
TX1(Y, d) contains the line subbundle L≡π
∗
PLP,1⊗π
∗
BL0, where
LP,1 −→M1,1 and L0−→M0,1(Y, d;J)
are the universal tangent line bundles at the marked points. If u∈M11(Y, d;J) and υ∈Lu is small,
we denote by uυ the element expuυ of X1(Y, d). Let
evP : M
1
1(Y, d;J) −→ Y
be the composition of πB with the evaluation map at the marked point. This map sends an element
[C, u] of M
1
1(Y, d;J) to the value of u on the principal component of C.
In this case, we work with the analogue of (2.23) intrinsic to Y , i.e. we look for solutions of the
equation
∂¯J expuυξ + ν(expuυξ) = 0 u∈M
{1}
1 (Y, d;J), ξ∈Γ(υ;TY )≡Γ(u
∗
υTY ). (2.26)
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This equation usually does not have a small solution in ξ for a fixed uυ, as there is an obstruction
bundle
Γ0,1− (u;TY ;J) = π˜
∗
BH
1(u∗BTY )⊕ π
∗
PE
∗⊗ev∗PTY ⊂ Γ
0,1
1 (Y, d;J),
where uB is the restriction of u to the bubble components. Taking the projections (π
0,1
−,B⊕π
0,1
−,P ) and
π0,1+ of (2.26) onto Γ
0,1
− (u;TY ;J) and its complement Γ
0,1
+ (u;TY ;J) in Γ
0,1
1 (Y, d;J), respectively,
we obtain 
π0,1+ ∂¯ expuυξ + π
0,1
+ ν(expuυξ) = 0 ∈ Γ
0,1
+ (u;TY ;J);
π0,1−,B∂¯ expuυξ + π
0,1
−,1ν(expuυξ) = 0 ∈ π˜
∗
BH
1(u∗BTY );
π0,1−,P ∂¯ expuυξ + π
0,1
−,0ν(expuυξ) = 0 ∈ π
∗
PE
∗⊗ev∗PTY.
(2.27)
If ν and υ are sufficiently small, the first equation has a unique small solution ξν(u, υ) in Γ+(u;TY ).
With appropriate choice of neighborhood charts and of the perturbation ν, ξν(u, υ) depends only
on uB, and the system (2.27) is equivalent to
π0,1−,P ∂¯ expuυξ + π
0,1
−,Pν(expuυξ) = 0 ∈ π
∗
PE
∗⊗ev∗PTY ⊂ Γ
0,1
1 (Y, d;J), uB∈Z0, υ∈L, (2.28)
where Z0 is the zero set of a section of the first component of the bundle Γ
0,1
− (·, TY ) overM0(Y, d;J).
In particular, ±|Z0|=N0(d).
Equation (2.28) is equivalent to
Duυ + π
0,1
−,Pν(u) = 0 ∈ π
∗
PE
∗⊗TevP (u)Y, uB∈Z0, υ∈L, (2.29)
where Du ∈ Hom(L0, Tev0(uB)Y ). The image of Du in Tev0(uB)Y is precisely the tangent line at
ev0(uB) to the rational curve ImuB , as long as the differential of the map uB does not vanish at
the marked point. Thus, for each uB∈Z0, the number of solutions of (2.29) is the number of times
π0,1−,Pν(u) lies in E
∗⊗TevP (u)ImuB . We conclude that
C
M
{1}
1 (Y,d;J)
(
Vd1 (∂¯;J)
)
=
∑
uB∈Z0
〈
c
(
π∗PE
∗⊗ev∗PTY
)
c
(
π∗PE
∗⊗ev∗PT ImuB
)−1
,
[
π˜−1B (uB)
]〉
=
∑
uB∈Z0
〈
c1(E
∗)
(
c1(TY )−c1(T ImuB)
)
, [M1,1]×[P
1]
〉
= −
1
24
· (0−2) ·
∑
κ∈S0(Y ;J)
(d/dκ) ·
±
∣∣Z0 ∩M0(κ, d/dκ)∣∣
=
∑
κ∈S0(Y ;J)
d/dκ
12
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
,
(2.30)
as claimed in Proposition 2.6.
We analyze the contribution to the number N1(d) from the complement of M
{0}
1 (P
4, d;J) and
M
{1}
1 (P
4, d;J) in M1(Y, d;J) in a similar way, but we encounter one of two key differences. If
̺={0, 1} and u∈M̺1(Y, d;J), Du=0. Thus, equation (2.29) has no solutions near M
̺
1(Y, d;J) if ν
is generic. On the other hand, if ̺ is any other subset of Z¯+ containing 0 and at least one other
element, the analogue of the set Z0 is empty for dimensional reasons. Thus,
CM̺1(Y,d;J)
(
Vd1 (∂¯;J)
)
= 0 if {0}(̺⊂ Z¯+,
17
as claimed.
The computation of the contribution from M01(Y, d;J) to the number N1(d) can also be carried
out in Y , instead of P4. However, the presented version of the computation is meant to indicate
why the cone Vd1 should enter into the Gromov-Witten theory of Y .
We supply more details of the proof of Propositions 2.5 and 2.6 in Section 3. In particular, in order
to use the gluing and obstruction-bundle setup described in [Z2], we stratify the moduli spaces
that appear in the statements of Propositions 2.5 and 2.6 according to the bubble type, or the dual
graph, of stable maps. The notion of contribution to the euler class used in this paper is a direct
adaptation, to the orbifold and multisection setting of [FuO] and [LT], of the analogous notion used
in [Z1] and [Z3]. However, in the present case, we can get by with far less detailed understanding
of the behavior of the bundle sections involved.
2.4 Notation: Genus-Zero Maps
We now summarize our notation for bubble maps from genus-zero Riemann surfaces, with one
marked point, and for related objects. For more details on the notation described below, the
reader is referred to Sections in [Z2].
In general, moduli spaces of stable maps can stratified by the dual graph. However, in the present
situation, it is more convenient to make use of linearly ordered sets:
Definition 2.7 (1) A finite nonempty partially ordered set I is a linearly ordered set if for
all i1, i2, h∈I such that i1, i2<h, either i1≤ i2 or i2≤ i1.
(2) A linearly ordered set I is a rooted tree if I has a unique minimal element, i.e. there exists
0ˆ∈I such that 0ˆ≤ i for all i∈I.
We use rooted trees to stratify the moduli space M0,1(P
4, d;J) of degree-d J-holomorphic maps
from genus-zero Riemann surfaces with one marked point to P4.
If I is a linearly ordered set, let Iˆ be the subset of the non-minimal elements of I. For every h∈ Iˆ,
denote by ιh∈I the largest element of I which is smaller than h, i.e.
ιh = max
{
i∈I : i<h
}
.
A genus-zero P4-valued bubble map is a tuple b=(I;x, u), where I is a rooted tree, and
x : Iˆ−→C=S2−{∞} and u : I−→C∞(S2;P4)
are maps such that uh(∞)=uιh(xh) for all h∈ Iˆ. Such a tuple describes a Riemann surface Σb and
a continuous map ub : Σb−→P
4. The irreducible components Σb,i of Σb are indexed by the set I
and ub|Σb,i=ui. The Riemann surface Σb carries a marked point, i.e. the point (0ˆ,∞)∈Σb,0ˆ, if 0ˆ is
the minimal element of I. The general structure of genus-zero bubble maps is described by tuples
T =(I; d), where d : I−→Z is a map specifying the degree of ub|Σb,i , if b is a bubble map of type T .
We call such tuples bubble types.
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Figure 3: Some Enhanced Linearly Ordered Sets
If T is a bubble type as above, let UT (P
4;J) be the subset of M0,1(P
4, d;J) consisting of stable
maps [C, y1, u] such that
[C, y1, u] =
[
(Σb, (0ˆ,∞)), ub
]
,
for some bubble map b of type T . Subsection 2.5 of [Z2] describes a space U
(0)
T (X;J) of balanced
stable maps, not of equivalence classes of such maps, such that
UT (X;J) = U
(0)
T (X;J)
/
Aut(T )∝(S1)I ,
for a natural action of Aut(T ) on (S1)I . This space is convenient to use in gluing constructions.
2.5 Notation: Genus-One Maps
We next set up analogous notation for genus-one stable maps; see Subsection ?? in [Z4] for more
details. In this case, we also need to specify the structure of the principal component. Thus, we
index the strata of M1(P
4, d;J) by enhanced linearly ordered sets:
Definition 2.8 An enhanced linearly ordered set is a pair (I,ℵ), where I is a linearly or-
dered set, ℵ is a subset of I0× I0, and I0 is the subset of minimal elements of I, such that if
|I0|>1,
ℵ =
{
(i1, i2), (i2, i3), . . . , (in−1, in), (in, i1)
}
for some bijection i : {1, . . . , n}−→I0.
An enhanced linearly ordered set can be represented by an oriented connected graph. In Figure 3,
the dots denote the elements of I. The arrows outside the loop, if there are any, specify the partial
ordering of the linearly ordered set I. In fact, every directed edge outside of the loop connects a
non-minimal element h of I with ιh. Inside of the loop, there is a directed edge from i1 to i2 if and
only if (i1, i2)∈ℵ.
The subset ℵ of I0×I0 will be used to describe the structure of the principal curve of the domain
of stable maps in a stratum of the moduli space M1(P
4, d;J). If ℵ = ∅, and thus |I0| = 1, the
corresponding principal curve Σℵ is a smooth torus, with some complex structure. If ℵ 6= ∅, the
principal components form a circle of spheres:
Σℵ =
( ⊔
i∈I0
{i}×S2
)/
∼, where (i1,∞) ∼ (i2, 0) if (i1, i2)∈ℵ.
A genus-one P4-valued bubble map is a tuple b=
(
I,ℵ;S, x, u
)
, where S is a smooth Riemann
surface of genus one if ℵ = ∅ and the circle of spheres Σℵ otherwise. The objects x, u, and
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h1h2 h3 h4
h5
≈
h1 h2
h3 h4
h5
Figure 4: An Example of the Decomposition (2.31)
(Σb, ub) are as in the genus-zero case, except the sphere Σb,0ˆ is replaced by the genus-one curve
Σb,ℵ ≡ S. Furthermore, if ℵ = ∅, and thus I0 = {0ˆ} is a single-element set, u0ˆ ∈ C
∞(S;P4). In
the genus-one case, the general structure of bubble maps is encoded by the tuples of the form
T =(I,ℵ; d). Similarly to the genus-zero case, we denote by UT (P
4;J) the subset of M1(P
4, d;J)
consisting of stable maps [C, u] such that [C, u]=
[
Σb, ub], for some bubble map b of type T as above.
If T =(I,ℵ; d) is a bubble type as above, let
I1 =
{
h∈ Iˆ : ιh∈I0
}
, T0 =
(
I1, I0,ℵ; ι|I1 , d|I0
)
,
and Aut∗(T ) = Aut(T )/{g∈Aut(T ) : g · h=h ∀h∈I1}.
where I0 is the subset of minimal elements of I. For each h∈I1, we put
Ih =
{
i∈I : h≤ i
}
and Th =
(
Ih; d|Ih
)
.
The tuple T0 describes bubble maps from genus-one Riemann surfaces with the marked points
indexed by the set I1; see Subsection ?? in [Z4]. We have a natural isomorphism
UT (P
4;J) ≈
({(
b0, (bh)h∈I1
)
∈UT0(P
4;J)×
∏
h∈I1
UTh(P
4;J) :
ev0(bh)=evιh(b0) ∀h∈I1
})/
Aut∗(T ).
(2.31)
This decomposition is illustrated in Figure 4. In this figure, we represent an entire stratum of
bubble maps by the domain of the stable maps in that stratum. The right-hand side of Figure 4
represents the subset of the cartesian product of the three spaces of bubble maps, corresponding
to the three drawings, on which the appropriate evaluation maps agree pairwise, as indicated by
the dotted lines and defined in (2.31).
Let FT −→UT (P
4;J) be the bundle of gluing parameters, or of smoothings at the nodes. This
orbi-bundle has the form
FT =
( ⊕
(h,i)∈ℵ
Lh,0⊗Li,1 ⊕
⊕
h∈Iˆ
Lh,0⊗Lh,1
)/
Aut(T ),
for certain line orbi-bundles Lh,0 and Lh,1. Similarly to the genus-zero case,
UT (P
4;J) = U
(0)
T (P
4;J)
/
Aut(T )∝(S1)Iˆ , where (2.32)
U
(0)
T (P
4;J) =
{(
b0, (bh)h∈I1
)
∈UT0(P
4;J)×
∏
h∈I1
U
(0)
Th
(P4;J) : ev0(bh)=evιh(b0) ∀h∈I1
}
. (2.33)
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The line bundles Lh,0 and Lh,1 arise from the quotient (2.32), and
FT = F˜T
/
Aut(T )∝(S1)Iˆ , where F˜T = F˜ℵT ⊕
⊕
h∈Iˆ
F˜hT ,
F˜ℵT −→U
(0)
T (P
4;J) is the bundle of smoothings for the |N | nodes of the circle of spheres Σℵ and
F˜hT −→U
(0)
T (P
4;J) is the line bundle of smoothings of the attaching node of the bubble indexed
by h.
Suppose T =(I,ℵ; d) is a bubble type such that di=0 for all i∈I0, i.e. every element in UT (P
4;J)
is constant on the principal components. In this case, the decomposition (2.31) is equivalent to
UT (P
4;J) ≈
(
UT0(pt)× UT¯ (P
4;J)
)/
Aut∗(T )
⊂
(
M1,k × UT¯ (P
4;J)
)/
Aut∗(T ),
(2.34)
where k= |I1| and
UT¯ (P
4;J) =
{
(bh)h∈I1 ∈
∏
h∈I1
UTh(P
4;J) : ev0(bh1)=ev0(bh2) ∀h1, h2∈I1
}
.
Similarly, (2.32) is equivalent to
U
(0)
T (P
4;J) ≈ UT0(pt)× U
(0)
T¯
(P4;J) ⊂M1,k × U
(0)
T¯
(P4;J), where (2.35)
U
(0)
T¯
(P4;J) =
{
(bh)h∈I1∈
∏
h∈I1
U
(0)
Th
(P4;J) : ev0(bh1)=ev0(bh2) ∀h1, h2∈I1
}
. (2.36)
We denote by
πP : UT (P
4;J) −→M1,k/Aut
∗(T ) and πP : U
(0)
T (P
4;J) −→M1,k
the projections onto the first component in the decompositions (2.34) and (2.35). Let
evP : UT (P
4;J),U
(0)
T (P
4;J) −→ P4
be the map sending each stable map (Σ, u) to its value on the principal component ΣP of Σ, i.e the
point u(ΣP ).
If T =(I,ℵ; d) is as in the previous paragraph, let
χ(T ) =
{
i∈ Iˆ : di 6=0; dh=0 ∀h<i
}
;
F˜T =
⊕
i∈χ(T )
F˜h(i)T −→ U
(0)
T (P
4;J), where h(i)=min{h∈ Iˆ : h≤ i} ∈ I1.
The subset χ(T ) of I indexes the first-level effective bubbles of every element of U
(0)
T (P
4;J). For
each element b=(Σb, ub) of U
(0)
T (P
4;J) and i∈χ(T ), let
Dib =
{
dub|Σb,i
}∣∣
∞
e∞ ∈ TevP (b)P
4, where e∞ = (1, 0, 0) ∈ T∞S
2.
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The complex span of Dib in TevP (b)P
4 is the tangent line to the rational component Σb,i at the node
of Σb,i closest to a principal component of Σb. If the branch corresponding to Σb,i has a cusp at
this node, then Dib=0.
Let E−→M1,k denote the Hodge line bundle, i.e. the line bundle of holomorphic differentials. For
each i∈χ(T ), we define the bundle map
DJ,i : F˜h(i)T −→ π
∗
PE
∗ ⊗J ev
∗
PTP
4,
over U
(0)
T (P
4;J) by{
DJ,i(υ˜)
}
(ψ) = ψxh(i)(b)(v˜) ·J Dib ∈ TevP (b)P
4 if ψ∈π∗PE, υ˜=(b, v˜)∈F˜h(i)T , b∈U
(0)
T (P
4;J),
and xh(i)(b)∈Σb,ℵ is the node joining the bubble Σb,h(i) of b to the principal component Σb,ℵ of Σb.
For each υ∈F˜T , we put
ρ(v)=
(
b; ρi(v)
)
i∈χ(T )
∈ F˜T , where ρi(v)=
∏
h∈Iˆ ,h≤i
vh ∈ F˜h(i)T , if
υ=
(
b; vℵ, (vi)i∈Iˆ
)
, b∈U
(0)
T (P
4;J), (b, vℵ)∈F˜ℵT , (b, vh)∈F˜hT if h∈I1, vi∈C if i∈ Iˆ−I1.
These definitions are illustrated in Figure 5 on page 38. While the bundle maps DJ,i and ρ do not
necessarily descend to the vector bundle FT over UT (P
4;J), the map
DT : FT −→ π
∗
PE
∗⊗ev∗PTP
4
/
Aut∗(T ), DT (υ) =
∑
i∈χ(T )
DJ,iρi(υ),
is well-defined.
Let V˜d1 −→U
(0)
T (P
4;J) be the vector bundle such that the fiber of V˜d1 over a point b= (Σb, ub) in
U
(0)
T (P
4;J) is ker ∂¯∇,b, where ∇ is the standard connection in line bundle L = γ
∗⊗5 over P4; see
Subsection 2.1, as well as Subsection ?? in [Z5]. If b=(Σb, ub)∈U
(0)
T (P
4;J), ξ=(ξh)h∈I ∈Γ(b;L),
and i∈χ(T ), let
D˜T ,iξ = ∇e∞ξi ∈ Lev0(b),
as in Subsection ?? in [Z5]. We next define the bundle map
DT : V˜
d
1⊗F˜T −→ π
∗
PE
∗⊗ev∗PL
over U
(0)
T (P
4;J) by {
D˜T (ξ⊗υ˜)
}
(ψ) =
∑
i∈χ(T )
ψxh(i)(b)(υ˜i) · D˜T ,iξ ∈ LevP (b) if
ξ ∈ V˜d1 |b ⊂ Γ(b;L), υ˜ = (υ˜i)i∈χ(T ) ∈ F˜T |b, and ψ ∈ EπP (b).
The bundle map D˜T induces a linear bundle map over UT (P
n;J):
DT : V
d
1⊗FT −→ π
∗
PE
∗⊗ev∗PL
/
Aut∗(T ), where FT =
( ⊕
i∈χ(T )
π∗PLP,h(i)⊗π
∗
iL0
)/
Aut∗(T ),
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LP,h−→M1,k is the universal tangent line bundle at the marked point xh, L0−→UT ′(P
4;J) is the
universal tangent line bundle at the special marked point (i,∞) for any bubble type T ′ of rational
stable maps, and
πi : UT (P
4;J) −→ UT ′i (P
4;J)
is the projection map sending each bubble map b=(Σb, ub) to its restriction to the component Σb,i.
Finally, if T is any bubble type, for genus-zero or genus-one maps, and K is a subset of UT (P
4;J),
we denote by K(0) the preimage of K under the quotient projection map U
(0)
T (P
4;J)−→UT (P
4;J).
All vector orbi-bundles we encounter will be assumed to be normed. Some will come with natural
norms; for others, we implicitly choose a norm once and for all. If πF : F−→X is a normed vector
bundle and δ : X−→R is any function, possibly constant, let
Fδ =
{
υ∈F : |υ|<δ(πF(υ))
}
.
If Ω is any subset of F, we take Ωδ=Ω ∩ Fδ.
3 On Genus-One Gromov-Witten Invariants
3.1 Setup
In this section, we prove Propositions 2.5 and 2.6. We start by clarifying the setup described after
Proposition 2.6. We also specify the open subsets of admissible perturbations of the ∂¯J -operator
to be used in proving Propositions 2.5 and 2.6; see Definition 2.4.
Let Us be the neighborhood of Y in P
4 and T˜ Y the subbundle of TP4|Us as in Subsection 2.2.
We set
Xs =
{
[Σ, j;u]∈X1(P
4, d) : u(Σ)⊂Us
}
.
Let ν be a multisection of the bundle Γ0,11 (P
4, d) such that
(ν1) for every open neighborhood U of M1(P
4, d;J) in X1(P
4, d), there exists ǫν(U)>0
such that {∂¯J+tν}
−1(0) is contained in U for all t∈(0, ǫν(U));
(ν2) ν(b)∈Γ(Σ;Λ0,1J,jT
∗Σ⊗u∗T˜ Y )/Aut(b) if b=[Σ, j, u]∈Xs, and ν(b)=0 if b 6∈Xs;
(ν3) for some ǫν>0 and for all t∈(0, ǫν), the multisection ∂¯J+tν does not vanish on
X1(Y, d)−X
0
1(Y, d) and is transversal to the zero set in Γ
0,1
1 (Y, d;J) along X
0
1(Y, d).
The middle condition implies that ∂¯∇,u{s◦u}=0 if [Σ, j, u]∈{∂¯J+tν}
−1(0). It can be shown, by
slightly modifying the proof of Corollary 3.11, that the finite-dimensional conditions (ν3a)-(ν3c)
stated below imply (ν3).
If ν is a section of the bundle Γ0,11 (P
4; d) over X1(P
4, d) as in (ν1) and (ν2) above, for all κ∈S0(Y ;J),
we define a section of the bundle
W1,1
κ,d/dκ
−→M
1
1(κ, d/dκ) by π
1
ν,κ(b) = [ν(b)],
where [ν(b)] is the (0, 1)-cohomology class of ν(b) and W1,1κ,d/dκ is as in Subsection 2.2. For each
q∈Z+, we define a section of the bundle
W˜1,qκ,d/dκ≡
(
π∗PE
∗⊗π∗Bev
∗
0NY κ⊕ π
∗
BW
0,q
κ,d/dκ
)
/Sq,−→M
q
1(κ, d/dκ) (3.1)
by π˜qν,κ(b) = π
⊥
κ [ν(b)],
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where
π⊥κ :W
1,q
κ,d/dκ
−→ W˜1,qκ,d/dκ
is the projection map corresponding to the quotient of W1,qκ,d/dκ by π
∗
PE
∗⊗π∗Bev
∗
0Tκ; see (2.12).
Finally, we define a section of the bundle
W1,0κ,d/dκ −→M
0
1(κ, d/dκ) by π
0
ν,κ(b) =
{
π˜qν,κ(b), if b∈M
q
1(κ, d/dκ), q∈Z
+;
[ν(b)], otherwise;
see (2.15). This section is well-defined on M
q1
1 (κ, d/dκ) ∩M
q2
1 (κ, d/dκ).
We denote by A˜d1(∂¯, J) the space of multisections ν as in (ν1) and (ν2) such that for all κ∈S0(Y ;J):
(ν3a) the section π0ν,κ does not vanish on M
0
1(κ, d/dκ)−M
0
1(κ, d/dκ) and is transversal to
the zero set on M01(κ, d/dκ);
(ν3b) the section π1ν,κ does not vanish on M
1
1(κ, d/dκ);
(ν3c) the section π˜1ν,κ does not vanish on M
1
1(κ, d/dκ)−M
1
1(κ, d/dκ) and is transversal to
the zero set on M11(κ, d/dκ).
By (2.6), (2.8), (2.13), and Lemmas 4.1 and 4.2, these conditions are satisfied by a dense open
path-connected subset of sections ν.
3.2 Proof of Proposition 2.5
We will focus on the last case of Proposition 2.5, which follows from Proposition 3.1. The claim in
the first case is clear, since the single-element set M01(κ, d/dκ) consists of a transverse zero of the
section ∂¯J over X1(Y, d). The proof of Proposition 3.1 applies to this case as well, except there is
no gluing to be done.
Let s and Y be as in Proposition 2.5. For every bubble type T and every rational J-holomorphic
curve κ in Y , we put
UT ;κ =
{
[C, u]∈UT (P
4;J) : u(C)=κ
}
.
Proposition 3.1 Suppose d, Y , and J are as in Proposition 2.5, ν ∈ A˜d1(∂¯;J) is a generic per-
turbation of the ∂¯J -operator on X1(P
4, d), κ∈S0(Y ;J), and T =(I,ℵ; d) is a bubble type such that∑
i∈Idi = d and di 6= 0 for some minimal element i of I. If |I| > 1 or ℵ 6= ∅, for every compact
subset K of UT ;κ, there exist ǫν(K)∈R
+ and an open neighborhood U(K) of K in X1(Y, d) such that
{∂¯J+tν}
−1(0)∩U(K) = ∅ ∀t∈(0, ǫν(K)).
If |I| = 1 and ℵ = ∅, for every compact subset K of UT ;κ, there exist ǫν(K) ∈ R
+ and an open
neighborhood U(K) of K in X1(Y, d) with the following properties:
(a) the section ∂¯J+tν is transverse to the zero set in Γ
0,1
1 (Y, d;J) over U(K) for all t∈(0, ǫν(K));
(b) for every open subset U of X1(Y, d), there exists ǫ(U)∈(0, ǫν(K)) such that
±
∣∣{∂¯J+tν}−1∩U ∣∣ = 〈e(W1,0κ,d/dκ), [M01(κ, d/dκ)]〉 if π0 −1ν,κ (0)⊂K⊂U⊂U(K), t∈(0, ǫ(U)).
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In other words, the contribution from the main stratum M01(κ, d/dκ) of M
0
1(κ, d/dκ) to the number
N1(d), as computed via the section ∂¯J , is the euler class of the vector bundleW
1,0
κ,d/dκ
overM
0
1(κ, d/dκ).
None of the boundary strata of M
{0}
1 (κ, d/dκ) contributes to N1(d).
We fix a J-compatible metric gP4 on P
4 and proceed as in Subsection ?? of [Z4]. For each sufficiently
small element υ=(b, v) of F˜T ∅, let
b(υ) =
(
Συ, jυ ;uυ
)
, where uυ = ub ◦ qυ,
be the corresponding approximately holomorphic stable map. Here
qυ : Συ −→ Σb
is the basic gluing map constructed in Subsection ?? of [Z4]. Since di 6= 0 for some minimal
element i of I, i.e. the stable map b is non-constant on the principal curve of the domain Σb of b,
the linearization DJ,b of the ∂¯J -operator at b is surjective, since ‖J−J0‖C1 ≤ δ(b). Thus, if υ is
sufficiently small, the linearization
DJ,υ : Γ(υ;TP
4)≡Lp1(Συ;u
∗
υTP
4) −→ Γ0,1(υ, TP4;J)≡Lp(Συ; Λ
0,1
J,jT
∗Συ⊗u
∗
υTP
4),
of the ∂¯J -operator at b(υ), defined via the J-compatible connection ∇
J in TP4 corresponding to
the Levi-Civita connection of the metric gP4 , is also surjective. In particular, we can obtain an
orthogonal decomposition
Γ(υ;TP4) = Γ−(υ;TP
4)⊕ Γ+(υ;TP
4) (3.2)
such that the linear operator
DJ,υ : Γ+(υ;TP
4) −→ Γ0,1(υ;TP4;J)
is an isomorphism, while
Γ−(υ;TP
4) =
{
ξ ◦ qυ : ξ∈Γ−(b;P
4)
}
, where Γ−(b;TP
4) = kerDJ,b.
The L2-inner product on Γ(υ;TP4) used in the orthogonal decomposition is defined via the met-
ric gP4 on P
4 and the metric gυ on Συ induced by the pregluing construction. The Banach spaces
Γ(υ;TP4) and Γ0,1(υ;TP4;J) carry the norms ‖ · ‖υ,p,1 and ‖ · ‖υ,p, respectively, which are also
defined by the pregluing construction. These norms are equivalent to the ones used in [LT]. In
particular, the norms of DJ,υ and of the inverse of its restriction to Γ+(υ;TP
4) have fiberwise
uniform upper bounds, i.e. dependent only on [b]∈UT (P
4;J), and not on υ∈F˜T ∅.
Lemma 3.2 If T is a bubble type and ν is an admissible perturbation of the ∂¯J -operator on
X1(P
4, d) as in Proposition 3.1, for every precompact open subset K of UT (P
4;J), there exist
δK , ǫK , CK ∈R
+ and an open neighborhood UK of K in X1(P
4, d) with the following properties:
(1) for all υ=(b, v)∈F˜T ∅|K(0),
‖DJ,υξ‖υ,p ≤ CK |υ|
1/p‖ξ‖υ,p,1 ∀ξ∈Γ−(υ;TP
4) and
C−1K ‖ξ‖υ,p,1 ≤ ‖DJ,υξ‖υ,p ≤ CK‖ξ‖υ,p,1 ∀ξ∈Γ+(υ;TP
4);
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(2) for all υ=(b, v)∈F˜T ∅|K(0) and t∈ [0, δK), the equation
∂¯J expuυξ + tν(expuυξ) = 0, ξ∈Γ+(υ;TP
4), ‖ξ‖υ,p,1≤ǫK ,
has a unique solution ξtν(υ), and ‖ξtν(υ)‖C0≤CK(t+|υ|
1/p);
(3) there exist a smooth bundle map ζν : F˜T
∅ −→ Γ˜(TP4, d) over U
(0)
T (P
4;J) and a continuous
function εν : FT
∅−→R such that for all υ=(b, v)∈F˜T ∅|K(0) and t∈ [0, δK),∥∥ξtν(υ)− ξ0(υ) − tq∗υζν(b)∥∥C0 ≤ CK(t+εν(υ))t and limυ−→bεν(υ) = 0;
(4) the map
φT ,tν : FT
∅
δK
∣∣
K
−→X01(P
4, d), [υ]−→
[
b˜tν(υ)
]
, where b˜tν(υ) =
(
Συ, jυ ; expuυξtν(υ)
)
,
is an orientation-preserving diffeomorphism onto
{
∂¯J+tν}
−1(0) ∩ X01(P
4, d) ∩ UK .
The first claim of the lemma is a special case of Lemma ?? in [Z4]. The second statement is obtained
by expanding the equation at uυ and applying the Contraction Principle; see Subsection 3.6 in [Z2].
The uniqueness part means that there is a unique solution for each branch of the multisection ν.
In (3), Γ˜(TP4, d) denotes the Banach bundle over the space U
(0)
T (P
4, d;J) such that
Γ˜(TP4, d)
∣∣
(Σb,ub)
= Γ(Σb;u
∗
bTP
4).
Let Pυ and Pb denote the inverses of DJ,υ on Γ+(υ;TP
4) and of DJ,b on Γ+(b;TP
4), respectively.
The Banach space Γ+(b;TP
4) is the orthogonal complement of Γ−(b;TP
4) in
Γ(b;TP4) ≡ Lp1(Σb;u
∗
bTP
4);
see Subsection 3.1 in [Z2]. Taking the difference of the expansions for the equations in (2) describing
ξtν(υ) and ξ0(υ) and applying Pυ , one finds that∥∥ξtν(υ)− ξ0(υ) − tPυν(uυ)∥∥C0 ≤ CK(t+|υ|1/p)t.
On the other hand, a direct computation shows that
‖Pυν(uυ)− q
∗
υPbν(ub)
∥∥
C0
≤ C(b)‖ν(uυ)−DJ,υq
∗
υPbν(ub)
∥∥
υ,p
+ ε˜ν(υ)
≤ C(b)‖ν(uυ)− q
∗
υν(ub)
∥∥
υ,p
+ ε˜′ν(υ) ≤ εν(υ);
see Subsection 4.1 in [Z2] for a similar computation. These two bounds imply (3) of Lemma 3.2,
with ζν(b)=Pbν(ub). Finally, the proof of (4) is similar to Subsections 3.8 and 4.3-4.5 of [Z2].
Lemma 3.3 Suppose T and ν are as in Lemma 3.2. For every precompact open subset K of
UT (P
4;J), there exist δK , ǫK , CK ∈R
+, an open neighborhood UK of K in X1(P
4, d), and injective
vector-bundle homomorphisms
φ˜T ,tν : π
∗
FT V
d
1
∣∣
F∅TδK
−→ Γ(L; d),
covering the maps φT ,tν of Lemma 3.2, with the following properties:
(1) requirements (1)-(4) of Lemma 3.2 are satisfied;
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(2) lim(υ,w)−→(b,w∗) φ˜T ,tν(υ;w)=w
∗ for all b∈K and w∗∈Vd1 ;
(3) sd1(φT ,tν(υ))≡ [s◦expuυξtν ] ∈ Im φ˜T ,tν, and for all [υ]=[b, v]∈FT
∅
δK
∣∣
K∣∣φ˜−1T ,tνsd1(φT ,tν(υ)) − φ˜−1T ,0sd1(φT ,0(υ)) − t{∇s}ζν(b)∣∣ ≤ CK(t+εν(υ))t,
where εν : FT
∅−→R is a continuous function such that lim
υ−→b
εν(υ)=0 for all b∈UT (P
4;J).
Proof: (1) We need to construct a lift φ˜T ,tν that has the desired properties. For each element
υ=(b, v) of F˜T ∅δK
∣∣
K(0)
, t∈ [0, δK), and ξ∈Γ(b;L), let
Rυξ ∈ Γ(υ;L)≡L
p
1
(
Συ;u
∗
υL
)
and Rυ,tνξ ∈ Γ(b˜tν(υ);L)≡L
p
1
(
Συ; {expuυξtν(υ)}
∗L
)
be defined by{
Rυξ
}
(z) = ξ
(
qυ(z)
)
and
{
Rυ,tνξ
}
(z) = Π{ξtν(υ)}(z)
{
Rυξ
}
(z) ∀ z∈Συ,
where Π{ξtν(υ)}(z)
{
Rυξ
}
(z) is the ∇-parallel transport of
{
Rυξ
}
(z) along the ∇J -geodesic
γ{ξtν(υ)}(z) : [0, 1] −→ P
4, τ −→ expuυ(z) τ{ξtν(υ)}(z).
We denote the image of
Γ−(b;L) ≡ ker ∂¯∇,b
under the linear map Rυ,tν by Γ˜−(b˜tν(υ);L). If δK is sufficiently small, the L
2-orthogonal projection
π˜υ,tν : Γ(b˜tν(υ);L) −→ Γ˜−(b˜tν(υ);L),
defined with respect to the metric gυ on Συ, restricts to an isomorphism on
Γ−
(
b˜tν(υ);L
)
≡ ker ∂¯∇,b˜tν(υ);
see Subsection ?? in [Z5]. Let π˜−1υ,tν be the inverse of this isomorphism. We set
φ˜T ,tν([υ; ξ]) = [π˜
−1
υ,tνRυ,tνξ] ∀ξ∈Γ−(b;L).
(2) By our assumptions on ν,
∂¯∇,b˜tν(υ)
(
s ◦ expuυ ξtν(υ)
)
= 0 =⇒ sd1
(
φT ,tν(υ)
)
∈ Im φ˜T ,tν .
It remains to prove the estimate in part (3) of the lemma. If ǫK is sufficiently small, υ∈F˜T
∅
δK
|K(0) ,
ξ∈Γ(υ;TP4), and ‖ξυ‖υ,p,1<ǫK , we define
N sυξ∈Γ
(
υ;L
)
by Π−1ξ(z)s
(
expuυ(z)ξ(z)
)
= s(uυ(z)) +∇s
∣∣
uυ(z)
ξ(z) +
{
N sυξ
}
(z) ∀z∈Συ.
The quadratic term N sυ varies smoothly with υ, N
s
υ0=0, and∥∥N sυξ1 −N sυξ2∥∥C0 ≤ Cs(‖ξ1‖C0+‖ξ2‖C0)‖ξ1−ξ2‖C0 (3.3)
for some Cs∈R
+ and for all ξ1, ξ2∈Γ(υ) such that ‖ξ1‖υ,p,1, ‖ξ2‖υ,p,1<ǫT ,ν(K). If ξ∈Γ−(b;L),〈〈
sd1
(
φT ,tν(υ)
)
, Rυ,tνξ
〉〉
=
〈〈
Π−1ξtν(υ)s
d
1(φT ,tν(υ)), ξ ◦ qυ
〉〉
.
Thus, the estimate in (3) of Lemma 3.3 follows from (3.3) and the estimate in (3) of Lemma 3.2.
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Corollary 3.4 Suppose T and ν are as in Lemma 3.2. For every precompact open subset K of
UT (P
4;J), there exist δK , ǫK , CK ∈R
+, an open neighborhood UK of K in X1(P
4, d), and for each
t∈(0, ǫ(K)) a sign-preserving bijection
{∂¯J+tν}
−1(0) ∩ X1(Y, d) ∩ UK −→
{
u∈M01(P
4, d;J) ∩ UK : {s
d
1+tϑt}(u)=0
}
,
where ϑt∈Γ(M
0
1(P
4, d;J) ∩ UK ;V
d
1 ) is a family of smooth sections such that
lim
υ−→b,t−→0
ϑt(υ) = [{∇s}Pbν(b)] ∀b∈K and∣∣∇X φ˜−1T ,0sd1φT ,0(υ)∣∣ ≤ CK |X| ∀b∈K, υ∈FT ∅δK ∣∣b, X∈kerDJ,b,
where φT ,0 and φ˜T ,0 are as in Lemma 3.3.
Proof: The section ϑt is given by
tϑt
(
φT ,0(υ)
)
= φ˜T ,0φ˜
−1
T ,tν
(
sd1(φT ,tν(υ))
)
− sd1(φT ,0(υ)) ∀ [υ]∈FT
∅
δK
|K(0) .
This corollary is immediate from Lemma 3.3, with the exception of the last estimate. This estimate
follows from the behavior of the various terms involved in defining ϑt; see Subsections 3.4 and 4.2
in [Z2].
For each κ ∈ S0(J ;Y ), UT ;κ is a smooth suborbifold of UT (P
4;J). We denote its normal bundle
by N κT . Its fiber at [b]∈UT ;κ is the quotient Γ−(b;TP
4)/Γ−(b;TY ), where
Γ−(b;TY ) ≡ Γ−(b;TP
4) ∩ Γ(b;TY ) = Γ−(b;Tκ),
by the assumption (JY 2) on JY . We identifyN
κT with the L2-orthogonal complement of Γ−(b;TY )
in Γ−(b;TP
4). Let
ϕT ;κ : N
κTδκ −→ UT (P
4;J)
be an orientation-preserving identification of neighborhoods of UT ;κ in N
κT and in UT (P
4;J)
and let
ϕ˜T ;κ : π
∗
NκT FT
∣∣
NκTδκ
−→ FT and ϕ˜T ;κ : π
∗
NκT V
d
1
∣∣
NκTδκ
−→ Vd1
be lifts of ϕT ;κ to vector-bundle isomorphisms restricting to the identity over UT ;κ.
The section sd1 is smooth on UT (P
4;J) and its differential along UT ;κ, i.e. the homomorphism j0 in
the long exact sequence
0 −→ Γ−(b;TY )
i0−→ Γ−(b;TP
4)
j0
−→ Γ−(b;L)
d0−→ H1J(b;TY ) −→ 0, (3.4)
is injective on N κT . We denote the image bundle of j0 by V+⊂V
d
1 and its L
2-orthogonal comple-
ment in Vd1 by V−. Let π+ and π− be the corresponding projection maps.
Lemma 3.5 Suppose T is a bubble type as in Lemma 3.2 and κ∈S0(Y ;J). For every precompact
open subset K of UT ;κ, there exist
(a) δK , δ
′
K ∈R
+ and an open neighborhood UK of K in X1(P
4, d);
(b) an orientation-preserving diffeomorphism φT ,κ : N
κTδ′
K
×KFT
∅
δK
−→M01(P
4, d;J) ∩ UK ;
(c) a lift φ˜T ,κ : π
∗
NκT ⊕FT V
d
1 −→V
d
1 of φT ,κ to a vector-bundle isomorphism;
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with the following property. If ϑt∈Γ(M
0
1(P
4, d;J)∩UK ;V
d
1 ) is a family of smooth sections such that
for some C∈R+,
|ϑt(u)| ≤ C∣∣φ˜−1T ,κϑtφT ,κ(X,υ) − φ˜−1T ,κϑtφT ,κ(X ′, υ)∣∣ ≤ C|X−X ′| ∀X,X ′∈N κTδ′K , υ∈FT ∅δK
∣∣
K
,
then there exists ǫ∈R+ such that for all t∈ [0, ǫ), b∈K, and υ∈FT δK |b, the equation
π+φ˜
−1
T ,κ
(
{sd1+tϑt}φT ,κ(b;X,υ)
)
= 0
has a unique solution X=Xt(υ)∈N
κTδ′
K
|b. Furthermore,
lim
t−→0,υ−→b
t−1π−φ˜
−1
T ,κ
(
sd1φT ,κ(b;Xt(υ), υ)
)
= 0 ∀ b∈K.
Proof: (1) The desired maps φT ,κ and φ˜T ,κ are simply the compositions φT ,0◦ϕ˜T ,κ and φ˜T ,0◦ϕ˜T ,κ,
respectively. For each b∈K, X ∈N κT |b, and υ ∈FT
∅|b sufficiently small, we define N˜s(X) and
N˜ ′s(X,υ) in V
d
1 |b by
ϕ˜−1T ,κ
(
sd1ϕT ,κ(b;X)
)
= sd1(b) + j0X + N˜s(X) = j0X + N˜s(X); (3.5)
φ˜−1T ,κ
(
sd1φT ,κ(b;X,υ)
)
= ϕ˜−1T ,κs
d
1ϕT ,κ(b;X) + N˜
′
s(X,υ). (3.6)
Since j0 is the derivative of s
d
1 on UT (P
4;J), for some CK ∈R
+,
N˜s(0)=0,
∣∣N˜s(X)− N˜s(X ′)∣∣ < CK(|X|+|X ′|)|X−X ′| ∀X,X ′∈N κTδ′
K
|K . (3.7)
For N˜ ′s(·, ·), we similarly have∣∣N˜ ′s(X,υ)∣∣ ≤ CK |υ|1/p,∣∣N˜ ′s(X,υ)−N˜ ′s(X ′, υ)∣∣ < CK |υ|1/p|X−X ′| ∀X,X ′∈N κTδ′K |K , υ∈FT ∅δK |K . (3.8)
The first estimate above is clear from (2) of Lemma 3.2. The second bound follows from the
analogous bound on the behavior of the vector field ξ0(υ) of (2) of Lemma 3.2; see Subsection 4.2
in [Z2].
(2) If ϑt is a family of smooth sections as in the statement of the lemma, by (3.5) and (3.6),
π+φ˜
−1
T ,κ
(
{sd1+tϑt}φT ,κ(b;X,υ)
)
= j0X + π+N˜s(X) + π+N˜
′
s(X,υ) + tπ+ϑ˜t(X,υ), (3.9)
where ϑ˜t(X,υ) = φ˜
−1
T ,κ
(
ϑtφT ,κ(b;X,υ)).
By (3.7)-(3.9) and the Contraction Principle, there exist δ, δ′ ∈R+, dependent on j0 and CK , and
ǫ, C ′ ∈ R+, dependent on j0, CK , and C, such that for all t ∈ [0, ǫ), b ∈ K, and υ ∈ FT
∅
δ |b, the
equation
π+φ˜
−1
T ,κ
(
{sd1+tϑt}φT ,κ(b;X,υ)
)
= 0
has a unique solution X=Xt(υ)∈N
κTδ′ |b. Furthermore,∣∣X0(υ)∣∣ ≤ C ′|υ|1/p and ∣∣Xt(υ)−X0(υ)∣∣ ≤ C ′t. (3.10)
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(3) By (3.5)-(3.8) and (3.10),∣∣π−φ˜−1T ,κ(sd1φT ,κ(b;Xt(υ), υ)) − π−φ˜−1T ,κ(sd1φT ,κ(b;X0(υ), υ)) ≤ C ′′(t+|υ|1/p)t. (3.11)
On the other hand, as can be seen from Lemma 3.6 below,
π−φ˜
−1
T ,κ
(
sd1φT ,κ(b;X0(υ), υ)
)
= 0 (3.12)
for all υ∈FT ∅|K sufficiently small. The last claim of the lemma follows from (3.11) and (3.12).
Proof of Proposition 3.1: (1) By Corollary 3.4, if t∈R+ and U(K) are sufficiently small, there is a
one-to-one correspondence between {∂¯J+tν}
−1(0)∩U(K) and the set{
u∈M01(P
4, d;J)∩U(K) : {sd1+tϑt}(u)=0
}
,
where ϑt∈Γ(M
0
1(P
4, d;J)∩UK ;V
d
1 ) is a family of smooth sections as in Lemma 3.5. In addition,
lim
υ−→b,t−→0
ϑt(υ) = [{∇s}Pbν(b)] ∀ b∈K.
The homomorphism d0 in the long exact sequence (3.4) restricts to an isomorphism on V− and
vanishes on V+. By definition of d0 and Pb,
d0([{∇s}Pbν(b)]) = π
0
κ,ν(b) ∀ b∈UT ;κ.
Thus, by Lemma 3.5,
{∂¯J+tν}
−1(0)∩U(K) = ∅ if π0 −1κ,ν (0)∩K = ∅.
The case |I|>1 or ℵ 6=∅ of Proposition 3.1 now follows from the assumption (ν3a).
(2) If |I|=1 and ℵ=∅, by the assumption (ν3a) and Lemma 3.5, the section ∂¯J+tν is transverse
to the zero set on U(K) and
±
∣∣{∂¯J+tν}−1∩U(K)∣∣ = ±∣∣π0 −1κ,ν (0)∩K∣∣.
Since π0 −1κ,ν (0)⊂UT ;κ = M
0
1(κ, d/dκ),
±
∣∣{∂¯J+tν}−1∩U(K)∣∣ = ±∣∣π0 −1κ,ν (0)∣∣ = 〈e(W1,0κ,d/dκ), [M01(κ, d/dκ)]〉,
provided π0 −1κ,ν (0)⊂K and t and U(K) are sufficiently small.
We conclude this subsection with Lemma 3.6, which was used in Lemma 3.5.
Lemma 3.6 Suppose T is a bubble type as in Lemma 3.2 and κ∈S0(Y, J). For every precompact
open subset K of UT ;κ, there exist δ ∈ R
+, an open neighborhood U of K in X1(P
4, d), and an
orientation-preserving diffeomorphism
φ′T ,κ : FT
∅
δ |K −→M
0
1(κ, d/dκ)∩U ⊂M
0
1(P
4, d;J).
Proof: If T =(I,ℵ; d),
UT ;κ = UT ′(κ;J0) ≈ UT ′(P
1;J0) and FT |UT ;κ = FT
′ −→ UT ′(P
1;J0),
where T ′=(I,ℵ; d′) and d′i=di/dκ.
Thus, Lemma 3.6 is the P1-analogue of the t=0 case of (4) of Lemma 3.2.
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3.3 Proof of Proposition 2.6
Proposition 2.6 follows immediately from Proposition 3.7.
Proposition 3.7 Suppose d, Y , and J are as in Proposition 2.5, ν ∈ A˜d1(∂¯;J) is a generic per-
turbation of the ∂¯J -operator on X1(P
4, d), κ∈S0(Y ;J), and T =(I,ℵ; d) is a bubble type such that∑
i∈Idi=d and di=0 for all minimal elements i of I. If |Iˆ |>1 or ℵ 6=∅, for every compact subset K
of UT ;κ, there exist ǫν(K)∈R
+ and an open neighborhood Uν(K) of K in X1(Y, d) such that
{∂¯J+tν}
−1(0)∩Uν(K) = ∅ ∀ t∈(0, ǫν(K)).
If |Iˆ | = 1 and ℵ = ∅, for every compact subset K of UT ;κ, there exist ǫν(K) ∈ R
+ and an open
neighborhood U(K) of K in X1(Y, d) with the following properties:
(a) the section ∂¯J+tν is transverse to the zero set in Γ
0,1
1 (Y, d;J) over U(K) for all t∈(0, ǫν(K));
(b) for every open subset U of X1(Y, d), there exists ǫ(U)∈(0, ǫν(K)) such that
±
∣∣{∂¯J+tν}−1∩U ∣∣ = d/dκ
12
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
if
π˜1 −1ν,κ (0)⊂K⊂U⊂U(K), t∈(0, ǫ(U)).
In simpler words, none of the strata of M
q
1(κ, d/dκ) with q≥ 2 contributes to the number N1(d).
Neither does any of the boundary strata of M
1
1(κ, d/dκ). On the other hand, M
1
1(κ, d/dκ) con-
tributes the euler class of the bundle W˜1,1κ,d/dκ ; see Subsection 3.1.
We will proceed similarly to Subsection 3.2, but run the gluing construction in Y , instead of P4,
and make use of the assumption (JY 2) from the start. We will also use the family of metrics on P
1
provided by Lemma 2.1 in [Z1], which we now restate:
Lemma 3.8 There exist rP1 > 0 and a smooth family of Kahler metrics {gP1,q : q ∈ P
1} on P1
with the following property. If Bq(q
′, r) ⊂ P1 denotes the gP1,q-geodesic ball about q
′, the triple
(Bq(q, rP1), J0, gP1,q) is isomorphic to a ball in C
1 for all q∈P1.
In this case, the operators DJ,b|Γ(Σb;u∗bTY ) are not surjective for b∈U
(0)
T ;κ, where U
(0)
T ;κ is the preimage
of UT ;κ under the quotient projection map U
(0)
T (P
4;J)−→UT (P
4;J). Thus, in contrast to the case
of Lemma 3.2, we encounter an obstruction bundle in trying to solve the ∂¯J -equation near UT ;κ,
as in Subsections 3.3-3.5 of [Z2]. Subsections 3.3-3.5 in [Z1] describe a special case of an analogous
construction in circumstances similar to the present situation.
First, we describe a convenient “exponential” map for Y defined on a neighborhood of each smooth
curve κ∈S0(Y ;J). We identify the rational curve κ with P
1. For each b ∈ UT ;κ, let gY,b be a J-
compatible extension of the metric gκ,b≡ gP1,evP (b) on κ provided by Lemma 3.8 to a Riemannian
metric on a neighborhood of κ in Y . We identify the normal bundle NY κ of κ in Y with the
gY,b-orthogonal complement of Tκ in TY |κ. Let
expb : Tκ −→ κ and e˜xpb : π
∗
TκNY κ −→ NY κ
be the exponential map with respect to the metric gκ,b and a lift of expb to a vector bundle
homomorphism restricting to the identity over κ. For example, e˜xpb can be taken to be the gY,b-
parallel transport along the gκ,b-geodesics. For each q∈κ and ξ∈TqY sufficiently small, let
expb ξ = expgY,b,expb,q ξ−
(
e˜xpb,ξ−ξ+
)
if ξ = ξ−+ξ+ ∈ Tκ⊕NY κ = TY,
31
where expgY,b is the exponential map for the metric gY,b. One useful property of this “exponential”
map is that expb ξ∈κ if ξ∈Tκ⊂TY .
For each element b=(Σb, ub) of U
(0)
T ;κ, we identify the cokernel H
1
J(b;TY ) of the operator
DJ,b : Γ(b;TY ) −→ Γ
0,1(b;TY ;J)
with the space Γ0,1− (b;TY ) of (J, j)-antilinear u
∗
bTY -valued harmonic forms on Σb. The elements of
Γ0,1− (b;TY ) may have simple poles at the nodes of Σb with the residues adding up to zero at each
node. If Hb,P denotes the one-dimensional vector space of harmonic antilinear differentials on the
principal component(s) Σb,P of Σb,
Γ0,1− (b;TY ) = Γ
0,1
− (b;Tκ)⊕ Γ
0,1
− (b;NY κ) = Hb,P⊗TevP (b)κ⊕ Γ
0,1
− (b;NY κ).
This decomposition is L2-orthogonal. Furthermore, Γ0,1− (b;NY κ) is isomorphic to the cokernel
H1J(b;NY κ) of the operator
D⊥J,b : Γ(b;NY κ) −→ Γ
0,1(b;NY κ;J)
induced by the operator DJ,b via the quotient projection map
π⊥κ : TY |κ −→ NY κ = TY |κ
/
Tκ.
We note that if ℵ=∅ and |Iˆ |=1, Γ0,1− (b;TY ) is a subspace of Γ
0,1(b;TY ;J).
We are now ready to proceed with the pregluing construction. For each sufficiently small element
υ=(b, v) of F˜T ∅, let
b(υ) =
(
Συ, jυ;uυ
)
be the corresponding approximately holomorphic stable map, as in Subsection 3.2. In the present
case, the linearization DJ,b of the ∂¯J -operator at b is not surjective. Thus, the linearization DJ,υ of
the ∂¯J -operator at b(υ), defined via the Levi-Civita connection of the metric g˜Y,b, is not uniformly
surjective. An approximate cokernel of DJ,b is given by
Γ0,1− (υ;TY ) = Γ
0,1
− (υ;Tκ) ⊕ Γ
0,1
− (υ;NY κ), (3.13)
with the vector spaces Γ0,1− (υ;Tκ) and Γ
0,1
− (υ;NY κ) explicitly describable from Γ
0,1
− (b;Tκ) and
Γ0,1− (b;NY κ), respectively, via the basic gluing map qυ : Συ−→Σb. In fact, we can simply take
Γ0,1− (υ;NY κ) =
{
q∗υη : η∈Γ
0,1
− (b;NY κ)
}
. (3.14)
While we can define the space Γ0,1− (υ;Tκ) in the same way from Γ
0,1
− (b;Tκ), in the ℵ= ∅, |Iˆ |=1
case it is more convenient to take
Γ0,1− (υ;Tκ) =
{
Rυη : η∈Γ
0,1
− (b;Tκ)
}
,
where Rυη is a smooth extension of η such that Rυη is harmonic on the neck attaching the only
bubble Σb,h of Σb and below a small collar of the neck and vanishes past a slighter larger collar.
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For an explicit description of Rυη, see the construction at the beginning of Subsection 2.2 in [Z1].
We observe that
〈〈ηκ, η˜〉〉υ,2 = 0, 〈〈∂¯Juυ, η˜〉〉υ,2 = 0, 〈〈DJ,υξ, η˜〉〉υ,2 = 0,
∀ ξ∈Γ(υ;Tκ), ηκ∈Γ
0,1
− (υ;Tκ), η˜∈Γ
0,1
− (υ;NY κ),
(3.15)
where 〈〈·, ·〉〉υ,2 is the L
2-inner product of the metric gY,b on Y . This inner-product is independent
of the choice of a metric on Συ compatible with the complex structure jυ on Συ, though we will
always view Συ as carrying the metric gυ induced by the pregluing construction. If ℵ = ∅ and
|Iˆ |=1, Γ0,1− (υ;TY ) is a subspace of Γ
0,1(υ;TY ;J), and we denote its L2-orthogonal complement
by Γ0,1+ (υ;TY ). Let
π0,1υ;κ, π˜
0,1
υ , π
0,1
υ;+ : Γ
0,1(υ;TY ;J) −→ Γ0,1− (υ;Tκ),Γ
0,1
− (υ;NY κ),Γ
0,1
+ (υ;TY )
be the L2-projection maps.
As in Subsection 3.2, if υ is sufficiently small, we can also obtain a decomposition
Γ(υ;TY ) = Γ−(υ;TY )⊕ Γ˜+(υ;TY ) (3.16)
such that the linear operator
DJ,υ : Γ+(υ;TY ) −→ Γ
0,1(υ;TY ;J)
is injective, while
Γ−(υ;TY ) =
{
ξ ◦ qυ : ξ∈Γ−(b;TY )
}
.
In this case, DJ,υ denotes the linearization of the ∂¯J -operator at b(υ) with the respect to the
“exponential” map chosen above. In (3.16), we can take the space Γ˜+(υ;TY ) to be the L
2-
orthogonal complement of Γ−(υ;TY ), and we do so unless ℵ= ∅ and |Iˆ |=1. If ℵ= ∅ and |Iˆ|=1,
we can choose Γ˜+(υ;TY ) in such a way that
〈〈DJ,υξ, η〉〉υ,2 = 0 ∀ ξ∈ Γ˜+(υ;TY )∩Γ(υ;Tκ), η∈Γ
0,1
− (υ;TY ), (3.17)
the operator
DJ,υ : Γ˜+(υ;Tκ)≡ Γ˜+(υ;TY )∩Γ(υ;Tκ) −→ Γ
0,1
+ (υ;Tκ)≡Γ
0,1
+ (υ;TY )∩Γ
0,1(υ;Tκ)
is an isomorphism, and the intersection of Γ˜+(υ;TY ) with the L
2-orthogonal complement of
Γ−(υ;TY ) has codimension one in both spaces. The subspace Γ˜+(υ;TY ) of Γ(υ;TY ) is con-
structed by restricting the procedure described in Subsection 2.3 of [Z1] to the line Hb,ℵ⊗TevP (b)κ.
Similarly, let Γ+(υ;NY κ) be the L
2-orthogonal complement of
Γ−(υ;NY κ) =
{
ξ ◦ qυ : ξ∈Γ−(b;NκY )
}
in Γ(υ;NY κ)≡L
p
1(Συ;u
∗
υNY κ). If υ is sufficiently small, the linear operator
D⊥J,υ : Γ+(υ;NY κ) −→ Γ
0,1(υ;NY κ;J)
is injective. The key properties of this setup are described in Lemma 3.9:
33
Lemma 3.9 If T , ν, and κ are as in Proposition 3.7, for every precompact open subset K of
UT ;κ, there exist δK , CK ∈R
+ and an open neighborhood UK of K in X1(Y, d) with the following
properties:
(1) for every [b˜]∈ X01(Y, d)∩UK , there exist υ∈F˜T
∅
δK
|K(0) and ζ∈ Γ˜+(υ;TY ) such that ‖ζ‖υ,p,1<δK
and [expb(υ)ζ]=[b˜], and the pair (b, ζ) is unique up to the action of the group Aut(T )∝(S
1)Iˆ ;
(2) for all υ=(b, v)∈F˜T ∅δK |K(0) ,
‖∂¯Juυ‖υ,p ≤ CK |υ|
1/p;
C−1K ‖ζ‖υ,p,1 ≤ ‖DJ,υζ‖υ,p ≤ CK‖ζ‖υ,p,1 ∀ ζ∈ Γ˜+(υ;TY );
C−1K ‖ξ‖υ,p,1 ≤ ‖D
⊥
J,υξ‖υ,p ≤ CK‖ξ‖υ,p,1 ∀ ξ∈Γ+(υ;NκY );
(3) for all υ=(b, v)∈F˜T ∅δK |K(0) , ξ∈Γ(υ;NκY ), and η∈Γ
0,1
− (υ;NκY ),∣∣〈〈D⊥J,υξ, η〉〉υ,2∣∣ ≤ CK |υ|1/p‖ξ‖υ,p,1‖η‖υ,1.
In the first claim of Lemma 3.9,
expb(υ)ζ =
(
Συ, jυ; expb,uυζ
)
.
This statement is a variation on (2) of Lemma ?? in [Z4] and holds for the same reasons. The first
estimate in (2) and (3) of Lemma 3.9 can be obtained by direct computations. The two remaining
estimates are proved analogously to the corresponding estimates of Lemma 3.2.
Corollary 3.10 Suppose ν, T , and κ are as in Proposition 3.7. If q ∈ Z+ and K is a compact
subset of UT ;κ⊂M
q
1(κ, d/dκ) such that
π˜q −1κ,ν (0)∩K = ∅,
then there exist ǫν(K)∈R
+ and an open neighborhood Uν(K) of K in X1(Y, d) such that
{∂¯J+tν}
−1(0)∩Uν(K) = ∅ ∀ t∈(0, ǫν(K)).
Proof: (1) As usually, for all ζ∈Γ(υ;TY ) sufficiently small,
Π−1ζ {∂¯J+tν} expb(υ)ζ = ∂¯Juυ +DJ,υζ +Nυζ + tNν,υζ + tν|uυ ,
where Πζ denotes the parallel transport with respect to the Levi-Civita connection of the metric
gY,b along the geodesics of the map expb. The nonlinear terms satisfy
‖Nυζ−Nυζ
′‖υ,p ≤ CK
(
‖ζ‖υ,p,1+‖ζ
′‖υ,p,1
)
‖ζ−ζ ′‖υ,p,1
‖Nν,υζ−Nν,υζ
′‖υ,p ≤ CK‖ζ−ζ
′‖υ,p,1
∀ ζ, ζ ′∈Γ(υ;TY ); (3.18)
see Subsection 3.6 in [Z2] for example. Our choice of the map expb also implies that
Nυζ ∈ Γ
0,1(υ;Tκ) ∀ ζ∈ Γ(υ;Tκ) ⊂ Γ(υ;TY ). (3.19)
(2) Suppose υ=(b, υ)∈F˜T ∅|K(0) , ζ∈Γ+(υ;TY ), and
{∂¯J+tν} expb(υ)ζ = 0 =⇒
∂¯Juυ +DJ,υζ +Nυζ + tNν,υζ + tν|uυ = 0. (3.20)
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From (2) of Lemma 3.9 and (3.18), we then obtain
‖ζ‖υ,p,1 ≤ CK
(
|υ|1/p+t
)
. (3.21)
On the other hand, applying the projection map π⊥κ to both sides of (3.20), we get
D⊥J,υζ
⊥ +N⊥υ ζ + tN
⊥
ν,υζ + tν
⊥|uυ = 0 ∈ Γ
0,1(υ;NY κ;J), if (3.22)
ζ = ζt + ζ⊥ ∈ Γ(υ;Tκ)⊕ Γ(υ;NY κ), N
⊥
υ ζ = π
⊥
κNυζ, N
⊥
ν,υζ = π
⊥
κNν,υζ, ν
⊥ = π⊥κ ν.
By (3.18), (3.19), and (3.21),∥∥N⊥υ ζ∥∥υ,p = ∥∥π⊥κ (Nυ(ζt+ζ⊥)−Nυζt)∥∥υ,p ≤ CK(|υ|1/p+t) ‖ζ⊥‖υ,p,1.
Thus, by (2) of Lemma 3.9, (3.18), and (3.22),
‖ζ⊥‖υ,p,1 ≤ CKt, (3.23)
provided δK is sufficiently small. Combining (3) of Lemma 3.9, (3.18), (3.22), and (3.23), we obtain∣∣〈〈ν|uυ , η〉〉υ,2∣∣ ≤ CK(|υ|1/p+t)‖η‖υ,1 ∀ η∈Γ0,1− (υ;NY κ).
Since the section π˜q −1κ,ν of the bundle W˜
1,q
κ,d/dκ
does not vanish over the compact set K, it follows
that
{∂¯J+tν}
−1(0)∩Uν(K) = ∅
if t and Uν(K) are sufficiently small.
By Lemma 4.2, the spaces M
q
1(κ, d/dκ) with q≥ 2 are contained in M
0
1(κ, d/dκ). In particular, if
T is a bubble type as in the first claim of Proposition 3.7,
UT ;κ ⊂
(
M
0
1(κ, d/dκ)−M
0
1(κ, d/dκ)
)
∪
(
M
1
1(κ, d/dκ)−M
1
1(κ, d/dκ)
)
.
Thus, Corollary 3.10, along with the regularity assumptions (ν3a) and (ν3c), implies the first claim
of Proposition 3.7.
Corollary 3.11 Suppose ν, T , and κ are as in Proposition 3.7. If ℵ=∅ and |Iˆ |=1, for every com-
pact subset K of UT ;κ containing π˜
1 −1
ν,κ (0), there exist ǫν(K)∈R
+ and an open neighborhood U(K)
of K in X1(Y, d) with the following properties:
(a) the section ∂¯J+tν is transverse to the zero set in Γ
0,1
1 (Y, d;J) over U(K) for all t∈(0, ǫν(K));
(b) for every open subset U of X1(Y, d), there exists ǫ(U)∈(0, ǫν(K)) such that
±
∣∣{∂¯J+tν}−1∩U ∣∣ = d/dκ
12
〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
if K⊂U⊂U(K), t∈(0, ǫ(U)).
Proof: (1) By Corollary 3.10 and the assumption (ν3a) on ν, it can be assumed that the compact
set K is disjoint from M
0
1(κ, d/dκ). Thus, if h is the unique element of Iˆ,∣∣D(1)J,hυ∣∣ ≥ CK |υ| ∀ [υ]=[b, v]∈FT |K ; (3.24)
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see Lemma 4.2. By Lemma 3.9 and the proof of Corollary 3.10, we need to determine the number
of solutions [υ, ζ] of the equation
∂¯Juυ +DJ,υζ +Nυζ + tNν,υζ + tν = 0, υ∈F˜T
∅
δK
|K(0) , ζ∈ Γ˜+(υ;TY ), ‖ζ‖υ,p,1≤ ǫK . (3.25)
In this case, Γ0,1− (υ;TY ) is a subspace of Γ
0,1(υ;TY ;J), and the middle estimate in (2) of Lemma 3.9
implies that
C−1K ‖ζ‖υ,p,1 ≤ ‖π
0,1
υ;+DJ,υζ‖υ,p ≤ CK‖ζ‖υ,p,1 ∀ ζ∈ Γ˜+(υ;TY ).
Thus, the linear operator
π0,1υ;+DJ,υ : Γ˜+(υ;TY ) −→ Γ
0,1
+ (υ;TY )
is an isomorphism. It then follows from the Contraction Principle, the first estimate in (2) of
Lemma 3.9, and (3.18) that the equation
π0,1υ;+
(
∂¯Juυ+DJ,υζ+Nυζ+tNν,υζ+tν
)
= 0, ζ∈ Γ˜+(υ;TY ), ‖ζ‖υ,p,1≤ ǫK ,
has a unique solution ζυ∈ Γ˜+(υ;TY ), provided υ∈F˜T
∅
δK
|K(0) is sufficiently small. Furthermore,∥∥ζυ‖υ,p,1 ≤ CK(|υ|1/p+t). (3.26)
Thus, the number of solutions [υ, ζ] of (3.25) is the same as the number of solutions of
Ψtν(υ)≡ t
−1 · π0,1υ;−
(
∂¯Juυ+DJ,υζυ+Nυζυ+tNν,υζυ+tν
)
= 0, [υ]∈FT ∅δK |K(0) , (3.27)
where
π0,1υ;−=π
0,1
υ;κ⊕π˜
0,1
υ : Γ
0,1(υ;TY ;J) −→ Γ0,1− (υ;Tκ) ⊕ Γ
0,1
− (υ;NY κ)
is the L2-projection map.
(2) With our choice of the space Γ0,1− (υ;Tκ),
π0,1υ;κ∂¯Juυ = RυDJ,hυ ∈ Γ
0,1
− (υ;Tκ); (3.28)
see Subsection 4.1 in [Z1]. Furthermore,
π0,1υ;κNυζ = 0 ∀ ζ∈Γ(υ;Tκ), (3.29)
since the supports of all elements of η ∈ Γ0,1− (υ;Tκ) are disjoint from the support of Nυζ, for
ζ∈Γ(υ;Tκ), due to our choice of the “exponential” map. By (3.18), (3.26), (3.28), (3.29), and the
same argument as in the proof of Corollary 3.10,∥∥π˜0,1υ Ψtν(υ)−Rυπ˜1κ,ν(b)∥∥υ,2 ≤ CK(|υ|1/p+t)+ ‖ν(uυ)−Rυν(b)‖υ,2∥∥π0,1υ;κΨtν(υ)−Rυ(π1κ,ν;κ(b) + t−1DJ,hυ)∥∥υ,2 ≤ CK(|υ|1/p+t)+ ‖ν(uυ)−Rυν(b)‖υ,2, (3.30)
where Rυη=q
∗
υη for η∈Γ
0,1
− (b;NY κ) and
π1κ,ν;κ(b) = πκπ
1
κ,ν(b) ≡ π
1
κ,ν(b)−π
⊥
κ π
1
κ,ν(b) ∈ Γ
0,1
− (b;Tκ).
Since
lim
t−→0,|υ|−→0
(
|υ|1/p+t
)
+ ‖ν(uυ)−Rυν(b)‖υ,2 = 0,
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by (3.24), (3.30), and the same cobordism argument as in Subsection 3.1 of [Z1], the number of
solutions of (3.27) is the same as the number of solutions of the system{
π˜1κ,ν(b) = 0 ∈ W˜
1,1
κ,d/dκ
π1κ,ν;κ(b) +DJ,hυ = 0 ∈ π
∗
PE
∗⊗π∗Bev
∗
0Tκ
[υ]=[b, v] ∈ FT −→M
1
1(k, d/dκ),
if the interior of the compact set K contains the finite set π˜1 −1ν,κ (0). Since DJ,h does not vanish on
π˜1 −1κ,ν (0), the number of solution of this system is
±
∣∣π˜1 −1ν,κ (0)∣∣ = 〈e(W˜1,1κ,d/dκ), [M11(κ, d/dκ)]〉
=
〈
e
(
π∗PE
∗⊗π∗Bev
∗
0NY κ
)
e(π˜∗BW
0
κ,d/dκ
),
[
M1,1×M0,1(κ, d/dκ)
]〉
=
(
−
1
24
)(
− 2(d/dκ)
) 〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
,
as claimed in Proposition 3.7.
4 On the Euler Class of the Cone Vd1 −→M
0
1(P
4, d; J)
4.1 The Structure of the Moduli Spaces M01(P
n, d; J)
In this section, we prove Proposition 2.3 by constructing a perturbation ϑ of the section sd1 of the
cone Vd1 over M
0
1(P
4, d;J) and counting the number of zeros of the multisection sd1+tϑ for a small
t∈R+ that lie near each stratum of
sd −11 (0) ∩M
0
1(P
4, d;J) = M
0
1(Y, d;J) =
⊔
κ∈S0(Y ;J)
M
0
1(κ, d/dκ) ⊔
⊔
κ∈S1(Y ;J)
M01(κ, d/dκ). (4.1)
Since the single-element orbifold M01(κ, d/dκ) is a transverse zero of s
d
1, for κ∈S1(Y ;J),
CM01(κ,d/dκ)
(
sd1
)
= ±
∣∣{sd1+tϑ}−1(0)∩Uκ∣∣ = ±∣∣M01(κ, d/dκ)∣∣, (4.2)
if Uκ is a small neighborhood of M
0
1(κ, d/dκ) in M
0
1(P
4, d;J). The second equality in (4.2) holds
for every multisection ϑ of Vd1 and every t∈R sufficiently small. Thus, the key to proving Propo-
sition 2.3 is computing the sd1-contribution from each stratum of the moduli space M
0
1(κ, d/dκ).
This is achieved by Proposition 4.5 and Corollary 4.7.
In this subsection, we describe the structure of the moduli space M
0
1(P
n, d;J), with J sufficiently
close to J0. Lemmas 4.1 and 4.2 are special cases of Lemmas ?? and ??, respectively, in [Z5]. In
turn, the latter two lemmas follow immediately from Theorems ?? and ?? in [Z4].
Lemma 4.1 If n, d ∈ Z+, there exists δn(d) ∈ R
+ with the following property. If J is an almost
complex structure on Pn, such that ‖J−J0‖C1 <δn(d), and T =(I,ℵ; d) is a bubble type such that∑
i∈Idi=d and di 6=0 for some minimal element i of I, then UT (P
n;J) is a smooth orbifold,
dimUT (P
n;J) = 2
(
d(n+1)− |ℵ| − |Iˆ |
)
, and UT (P
n;J) ⊂M
0
1(P
n, d;J).
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h1h2 h3 h4
h5
“tacnode”
χ(T )={h1, h4, h5}, ρ(υ)=(υh1 , υh3υh4 , υh3υh5)
F1T ∅ =
{
[b; v1, v2, v3, v4, v5] : vh∈C
∗
DJ,h1vh1+DJ,h4vh3vh4+DJ,h5vh3vh5=0
}
Figure 5: An Illustration of Lemma 4.2
Furthermore, there exist δ∈C(UT (P
n;J);R+), an open neighborhood UT of UT (P
n;J) in X1(P
n, d),
and an orientation-preserving homeomorphism
φT : FT δ −→M
0
1(P
n, d;J)∩UT ,
which restricts to a diffeomorphism FT ∅δ−→M
0
1(P
n, d;J)∩UT .
Lemma 4.2 If n, d ∈ Z+, there exists δn(d) ∈ R
+ with the following property. If J is an almost
complex structure on Pn, such that ‖J−J0‖C1 <δn(d), and T =(I,ℵ; d) is a bubble type such that∑
i∈Idi=d and di=0 for all minimal elements i of I, then UT (P
n;J) is a smooth orbifold,
dimUT (P
n;J) = 2
(
d(n+1)− |ℵ|−|Iˆ|+ n
)
, and M
0
1(P
n, d;J) ∩ UT (P
n;J) = UT ;1(P
n;J),
where UT ;1(P
n;J) =
{
[b]∈UT (P
n;J) : dimC Span(C,J){Dib : i∈χ(T )}< |χ(T )|
}
.
The space UT ;1(P
n;J) admits a stratification by smooth suborbifolds of UT (P
n;J):
UT ;1(P
n;J) =
m=|χ(T )|⊔
m=max(|χ(T )|−n,1)
UmT ;1(P
n;J), where
UmT ;1(P
n;J) =
{
[b]∈UT (P
n;J) : dimC Span(C,J){Dib : i∈χ(T )} = |χ(T )|−m
}
,
dimUmT ;1(P
n;J) = 2
(
d(n+1)− |ℵ|−|Iˆ |+ n+
(
|χ(T )|−n−m)m
)
≤ dimM01(P
n, d;J) − 2.
Furthermore, the space
F1T ∅ ≡
{
[b, υ]∈FT ∅ : DT (υ)=0
}
is a smooth oriented suborbifold of FT . Finally, there exist δ∈C(UT (P
n;J);R+), an open neigh-
borhood UT of UT (P
n;J) in X1(P
n, d), and an orientation-preserving diffeomorphism
φT : F
1T ∅δ −→M
0
1(P
n, d;J)∩UT ,
which extends to a homeomorphism
φT : F
1Tδ −→M
0
1(P
n, d;J)∩UT ,
where F1T is the closure of F1T ∅ in FT .
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We illustrate Lemma 4.2 in Figure 5. As before, the shaded discs represent the components of
the domain on which every stable map [b] in UT (P
n;J) is non-constant. The element [Σb, ub] of
UT (P
n;J) is in the stable-map closure of M01(P
n, d;J) if and only if the branches of ub(Σb) corre-
sponding to the attaching nodes on the first-level effective bubbles of [Σb, ub] form a generalized
tacnode. In the case of Figure 5, this means that either
(a) for some h∈{h1, h4, h5}, the branch of ub|Σb,h at the node ∞ has a cusp, or
(b) for all h∈{h1, h4, h5}, the branch of ub|Σb,h at the node ∞ is smooth, but the dimension
of the span of the three lines tangent to these branches is less than three.
If κ∈S0(Y ;J), we put
UT ;κ;1 = UT ;κ∩UT ;1(P
4;J) ⊂M
0
1(κ, d/dκ), U
m
T ;κ;1 = UT ;κ∩U
m
T ;1(P
4;J) ⊂ UT ;κ;1.
By the n=1 case of Lemma 4.2,
UT ;κ;1 = UT ;κ = U
|χ(T )|−1
T ;κ;1 ∪ U
|χ(T )|
T ;κ;1 if |χ(T )| ≥ 2.
The last space may be empty. In particular,
M
q
1(κ, d/dκ) =
(
M1,q×M
q
0(κ, d/dκ)
)
/Sq ⊂M
0
1(κ, d/dκ) if q≥2.
Let
M00,1;1(P
4, d;J) =
{
[P1, u]∈M00,1(P
4, d;J) : du|∞=0
}
.
In other words, M00,1;1(P
4, d;J) is the subset of M00,1(P
4, d;J) consisting of the elements [P1, u] such
that the differential of u vanishes at the marked point of P1, which we always take to be ∞. The
image of a generic element in M00,1;1(P
4, d;J) is a rational curve J-holomorphic curve in P4 with a
cusp at the image of the marked point. We denote by M0,1;1(P
4, d;J) the closure of M00,1;1(P
4, d;J)
in M0,1(P
4, d;J). If κ∈S0(Y ;J), we put
M00,1;1(κ, d/dκ) = M
0
0,1;1(P
4, d;J) ∩M0,1(κ, d/dκ),
M0,1;1(κ, d/dκ) = M0,1;1(P
4, d;J) ∩M0,1(κ, d/dκ),
M
1;0
1;1(κ, d/dκ) =M1,1 ×M
0
0,1;1(κ, d/dκ), and M
1
1;1(κ, d/dκ) =M1,1 ×M0,1;1(κ, d/dκ).
By Lemma 4.2,
M
1
1(κ, d) ∩M
0
1(κ, d) = M
1
1;1(κ, d) ∀ d∈Z
+.
We note that
dimCM0,1;1(κ, d) = 2d− 2 and dimCM
1
1;1(κ, d) = 2d− 1. (4.3)
4.2 The Structure of the Cone Vd1 −→M
0
1(P
4, d; J)
We next describe the structure of the cone Vd1 near each stratum UT (P
4;J) and UmT ;1(P
4;J) of
M
0
1(P
4, d;J). We then state several regularity conditions that we will require the perturbation ϑ
of sd1 to satisfy. The first lemma stated is a special case of Lemma ?? in [Z5].
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Lemma 4.3 If d, L, and Vd1 are as in Proposition 2.3, there exists δ(d) ∈R
+ with the following
property. If J is an almost complex structure on P4, such that ‖J−J0‖C1 <δn(d), and T =(I,ℵ; d)
is a bubble type such that
∑
i∈Idi = d and di 6= 0 for some minimal element i of I, then the
requirements of Lemma 4.1 are satisfied. Furthermore, the restriction Vd1 −→UT (P
4;J) is a smooth
complex vector orbibundle of rank 5d. Finally, there exists a smooth vector-bundle isomorphism
φ˜T : π
∗
FT ∅
δ
(
Vd1
∣∣
UT (P4;J)
)
−→ Vd1
∣∣
M
0
1(P
4,d;J)∩UT
,
covering the homeomorphism φT of Lemma 4.1, such that φ˜T is the identity over UT (P
4;J) and is
smooth over FT ∅δ .
For every κ∈S0(Y ;J), the family of boundary operators d0 in the long exact sequence (3.4), with
b∈U
(0)
T ;κ and T as in Lemma 4.3, induces a surjective bundle homomorphism
d
1,0
κ,d/dκ
: Vd1 −→W
1,0
κ,d/dκ
over M
{0}
1 (κ, d/dκ). The first two regularity conditions on a perturbation ϑ of the section s
d
1 over
M
0
1(P
4, d;J) are that for every κ∈S0(Y ;J)
(ϑ1a) the section d1,0κ,d/dκϑ|M01(κ,d/dκ) is transverse to the zero set in W
1,0
κ,d/dκ
;
(ϑ1b) the section d1,0κ,d/dκϑ does not vanish on M
{0}
1 (κ, d/dκ))−M
0
1(κ, d/dκ)).
By Lemma 4.3, the n= 1 case of Lemma 4.1, and (2.15), the collection of multisections ϑ of Vd1
that satisfy (ϑ1a) and (ϑ1b) is open and dense in the space of all multisections of Vd1 .
The next lemma, which is the analogue of Lemma 4.3 for the strata UmT ;1(P
4;J) of Lemma 4.2, is
a special case of Proposition ?? and Lemma ?? in [Z5]. For any b∈UmT ;1(P
4;J), we put
F1Tb =
{
υ˜=(υ˜i)i∈χ(T ) ∈ FTb :
∑
i∈χ(T )
DJ,iυ˜i=0
}
.
Lemma 4.4 If d, L, and Vd1 are as in Proposition 2.3, there exists δ(d) ∈R
+ with the following
property. If J is an almost complex structure on P4 such that ‖J−J0‖C1 <δ(d), then the requirements
of Lemma 4.2 and of Lemma 4.3 are satisfied for all appropriate bubble types. Furthermore, if
T =(I,ℵ; d) is a bubble type such that
∑
i∈Idi=d and di=0 for all minimal elements i of I, then
the restriction Vd1 −→UT (P
4;J) is a smooth complex vector orbibundle of rank 5d+1. In addition,
for every integer
m ∈
(
max(|χ(T )|−4, 1), |χ(T |
)
,
there exist a neighborhood UmT of U
m
T ;1(P
4;J) in X1(P
4, d) and a topological vector orbibundle
Vd;m1;T −→M
0
1(P
4, d;J) ∩ UmT
such that Vd;m1;T −→M
0
1(P
4, d;J) ∩ UmT is a smooth complex vector orbibundle contained in V
d
1 and
Vd;m1;T |UmT ;1(P4;J) =
{
ξ∈Vd1 |b : b∈U
m
T ;1(P
4;J); DT (ξ⊗υ˜)=0 ∀υ˜∈F
1Tb
}
.
There also exists a continuous vector-bundle isomorphism
φ˜mT : π
∗
F1Tδ
(
Vd;m1;T
∣∣
UT ;1(P4;J)∩UmT
)
−→ Vd;m1;T
∣∣
M
0
1(P
4,d;J)∩UmT
,
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covering the homeomorphism φT of Lemma 4.1, such that φ˜
m
T is the identity over U
m
T ;1(P
4;J).
Finally, if T and T ′ are two bubble types as above and m,m′∈Z+, then
Vd;m
′
1;T ′
∣∣
UmT (P
4;J)∩Um
′
T ′
⊂ Vd;m1;T
∣∣
UmT ;1(P
4;J)∩Um
′
T ′
if m′≥m.
If [b]∈UmT ;κ;1, we put
Γ−(b;L; 0) =
{
ξ∈Γ−(b;L) : D˜T ,iξ=0 ∀i∈χ(T )
}
;
V˜d1;T |b =
{
[ξ]∈Vd1;T |b : DT ,iξ=0 ∀i∈χ(T )
}
⊂ Vd;m1;T .
In this case, the standard analogue for b of the long exact sequence (3.4) has six terms. However,
replacing the fourth term by the kernel of the outgoing map at the fourth term, we get
0 −→ Γ−(b;TY )
i0−→ Γ−(b;TP
4)
j0
−→ Γ−(b;L)
d0−→ H1J(πB(b);TY ) −→ 0. (4.4)
By Theorem ?? in [Z4], the linear operator
D˜P
4
T ,i :
{
ζ∈Γ−(b;TP
4) : ζ|Σb,ℵ=0
}
−→ TevP (b)P
4, ζ −→ ∇Je∞
(
ζ|Σb,i
)
,
is surjective for every [b]∈UT (P
4;J), with T as in Lemma 4.2 and i∈χ(T ), if J is sufficiently close
to J0. It follows that the homomorphism
j˜0 : Γ−(b;TP
4) −→ Γ−(b;L)
/
Γ−(b;L; 0),
induced by the map j0 in (4.4) is surjective for every [b] ∈ UT ;κ. Thus, the family of boundary
operators d0 in (4.4) with [b]∈UT ;κ induces a surjective bundle homomorphism
d
1,q
κ,d/dκ
: V˜d1;T −→ π
∗
BW
0,q
κ,d/dκ
⊂ W1,0κ,d/dκ (4.5)
over UT ;κ;1, if UT ;κ⊂M
q
1(κ, d/dκ). Furthermore,
d
1,q
κ,d/dκ
= π∗Bd
0,q
κ,d/dκ
, (4.6)
where d0,qκ,d/dκ is the surjective bundle homomorphism over UT¯ ;κ ⊂M
q
0(κ, d/dκ) defined similarly
to d1,qκ,d/dκ .
We now state additional regularity conditions on a perturbation ϑ of sd1. We will require that for
every κ∈S0(Y ;J):
(ϑ2a) the sections d1,1κ,d/dκϑ|M1,1×M00,1;1(κ,d/dκ) and d
1,1
κ,d/dκ
ϑ|∂M1,1×M00,1;1(κ,d/dκ)
are transverse
to the zero set in π∗BW
1,0
κ,d/dκ
;
(ϑ2b) the section d1,1κ,d/dκϑ does not vanish on M
1
1;1(κ, d/dκ)−M
1;0
1;1(κ, d/dκ);
(ϑ2c) for q≥2, the section d1,qκ,d/dκϑ does not vanish on M
q
1(κ, d/dκ).
By Lemma 4.4, (2.6), and (2.11), the collection of multisections ϑ of Vd1 that satisfy (ϑ2a) and (ϑ2c)
with q≥4 is open and dense in the space of all multisections of Vd1 . By (2.8), (2.11), (4.3), and (4.6),
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the collection of multisections ϑ of Vd1 that satisfy one of the three remaining conditions, i.e. (ϑ2b),
(ϑ2c) with q = 2, or (ϑ2c) with q = 3, is nonempty and open in the space of all multisections
of Vd1 , but not dense. Nevertheless, by considering the decompositions of the intersections of the
corresponding subspaces of M
0
1(κ, d/dκ) analogous to (2.9), it is straightforward to see that the
intersection of these three open sets is still nonempty. Alternatively, note that
dimC
(
M
1
1;1(κ, d/dκ)−M
1;0
1;1(κ, d/dκ)
)
= 2(d/dκ)− 2 = rkW
0,1
κ,d/dκ
;
dimCM
3
1(κ, d/dκ) = 2(d/dκ)− 2 = rkW
0,3
κ,d/dκ
;
dimC M
2
1(κ, d/dκ) ∩M
3
1(κ, d/dκ) ≤ 2(d/dκ)− 3.
Furthermore, the space M
1
1;1(κ, d/dκ)−M
1;0
1;1(κ, d/dκ) has two irreducible components. One of
them is contained in M
2
1(κ, d/dκ), while the other intersects M
2
1(κ, d/dκ) in subvariety of complex
dimension 2(d/dκ)−3. Thus, if ϑ is a generic multisection that satisfies (ϑ2c) with q = 2, its
restrictions to
M
1
1;1(κ, d/dκ)−M
1;0
1;1(κ, d/dκ) and M
3
1(κ, d/dκ) (4.7)
have finite zero sets, divided equally between positive and negative zeros. These zeros can be
removed in pairs by modifying ϑ outside of the boundary strata of (4.7).
It remains to state one more regularity assumption on ϑ. If Iˆ=χ(T )={h} is a single-element set,
for every [b]∈UT ;κ;1, we put
Γ−(b;TP
4;TY ) =
{
ζ∈Γ−(b;TP
4) : D˜P
4
T ,hζ ∈ TevP (b)Y
}
Γ−(b;TP
4;Tκ) =
{
ζ∈Γ−(b;TP
4) : D˜P
4
T ,hζ ∈ TevP (b)κ
}
⊂ Γ−(b;TP
4;TY ).
Since d{ub|Σb,h}|∞=0 by Lemma 4.2, the subspaces
Γ−(b;TP
4;TY ),Γ−(b;TP
4;Tκ) ⊂ Γ−(b;TP
4)
are in fact independent of the choice of connection ∇J in TP4. Furthermore, by Theorem ?? in [Z4],
Γ−(b;TP
4;TY )/Γ−(b;TP
4;Tκ) ≈ NY κ|evP (b) via ζ −→ [D˜
P4
T ,hζ]. (4.8)
By the paragraph following Lemma 4.4 and condition (JY 2) of Definition 1.2,
Im j0|Γ−(b;TP4;TY ) = ker d0 ∩ Γ−(b;L; 0) and ker j0 ⊂ Γ−(b;TP
4;Tκ), (4.9)
where j0 and d0 are as in (4.4). Let
H˜1J(πB(b);TY ) = Γ−(b;L; 0)
/
Im j0|Γ−(b;TP4;Tκ).
The vector spaces H˜1J(πB(b);TY ) and the quotient projection maps induce a vector bundle over
M
1;0
1;1(κ, d/dκ), which we denote by Q
1,1
κ,d/dκ
, and a surjective bundle homomorphism
d˜
1,1
κ,d/dκ
: V˜dT ;1=V
d;1
T ;1 −→ Q
1,1
κ,d/dκ
.
On the other hand, the boundary operators d0 in (4.4) induce a surjective bundle homomorphism
π+κ : Q
1,1
κ,d/dκ
−→ π∗BW
0,1
κ,d/dκ
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over M1;01;1(κ, d/dκ). By (4.8) and (4.9),
ker π+κ ≈ π
∗
B(L
∗
0⊗ev
∗
0NY κ).
We also have a surjective bundle homomorphism
π−κ : Q
1,1
κ,d/dκ
−→ π∗B(L
∗
0⊗ev
∗
0NY κ).
It is induced by the map
j0ζ −→ (−2πJ)
[
∇Je∞ζ|Σb,h
]
∈ NY κ if ζ∈Γ(b;TP
4), j0ζ∈Γ−(b;L; 0). (4.10)
Thus, we obtain a splitting of Q1,1κ,d/dκ :
π−κ ⊕ π
+
κ : Q
1,1
κ,d/dκ
−→ π∗B(L
∗
0⊗ev
∗
0NY κ)⊕ π
∗
BW
0,1
κ,d/dκ
(4.11)
over M1;01;1(κ, d/dκ). We note that
rkQ1,1κ,d = 2d (4.12)
for all d∈Z+.
Our final regularity condition on ϑ is that for every κ∈S0(Y ;J):
(ϑ3) the section d˜1,1κ,d/dκϑ does not vanish over M
1;0
1;1(κ, d/dκ).
By Lemma 4.4, (4.3), and (4.12), the collection of multisections ϑ of Vd1 that satisfy (ϑ3) is open
and dense in the space of all multisections of Vd1 . We denote by A˜
d
1(s;J) the collection of all multi-
valued perturbations of the section sd1 of V
d
1 over M
0
1(P
4, d;J) that satisfy the regularity conditions
(ϑ1)-(ϑ3). By the above, A˜d1(s;J) is a nonempty open, but not dense, subset of the space of all
multisections of Vd1 .
It is possible to use a dense open collection of perturbations in the statement of Proposition 4.5
below. However, using such a collection would needlessly complicate its proof by enlarging the
zero set of the sections d1,0κ,d/dκϑ by homologically trivial subspaces of M
0
1(κ, d/dκ). This would also
require stating the analogue of (ϑ3) for the q=2, 3 cases of (ϑ2c).
4.3 Proof of Proposition 2.3
In this subsection, we finally prove Proposition 2.3. It follows immediately from (4.1), (4.2),
Proposition 4.5, and Corollary 4.7.
Proposition 4.5 Suppose J , d, L, and Vd1 are as in Proposition 2.3, ϑ ∈ A˜
d
1(s;J) is a regular
perturbation of the section sd1 of V
d
1 on M
0
1(P
4, d;J), κ∈S0(Y ;J), and T =(I,ℵ; d) is a bubble type
such that
∑
i∈Idi=d. If |I|>1 or ℵ 6=∅, for every compact subset K of UT ;κ, there exist ǫϑ(K)∈R
+
and an open neighborhood U(K) of K in M
0
1(P
4, d;J) such that
{sd1+tϑ}
−1(0)∩U(K) = ∅ ∀ t∈(0, ǫϑ(K)).
If |I| = 1 and ℵ = ∅, for every compact subset K of UT ;κ, there exist ǫϑ(K) ∈ R
+ and an open
neighborhood U(K) of K in M
0
1(P
4, d;J) with the following properties:
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(a) the section sd1+tϑ is transverse to the zero set in V
d
1 over U(K) for all t∈(0, ǫϑ(K));
(b) for every open subset U of M
0
1(P
4, d;J), there exists ǫ(U)∈(0, ǫϑ(K)) such that
±
∣∣{sd1+tϑ}−1∩U ∣∣ = 〈e(W1,0κ,d/dκ), [M01(κ, d/dκ)]〉− CM1;01;1(κ,d/dκ)(d1,0κ,d/dκϑ)
if
{
d
1,0
κ,d/dκ
ϑ
}−1
(0)−M11;1(κ, d/dκ)⊂K⊂U⊂U(K), t∈(0, ǫ(U)).
In other words, the sd1-contribution from the main stratum M
0
1(κ, d/dκ) of the space M
0
1(κ, d/dκ)
to the number 〈
e(Vd1 ),
[
M
0
1(P
4, d;J)
]〉
,
as computed via a perturbation from the open collection A˜d1(s;J), is the euler class of the vector
bundle W1,0κ,d/dκ over M
0
1(κ, d/dκ) minus the d
1,0
κ,d/dκ
ϑ-contribution to the latter euler class from the
the zeros of d1,0κ,d/dκϑ that lie in ∂M
0
1(κ, d/dκ). Since d
1,0
κ,d/dκ
ϑ|M01(κ,d/dκ) is transverse to the zero set
in M01(κ, d/dκ),
±
∣∣{d1,0κ,d/dκϑ}−1(0)∩M01(κ, d/dκ)∣∣ = 〈e(W1,0κ,d/dκ), [M01(κ, d/dκ)]〉− C∂M01(κ,d/dκ)(d1,0κ,d/dκϑ),
by Definition 2.4. None of the boundary strata of M
0
1(κ, d/dκ) contributes to the euler class of V
d
1 .
Proof: (1) If T is a bubble type such that di 6= 0 for some minimal element i∈ I, the conclusion
of Proposition 4.5 follows by the same argument as in the proof of Lemma 3.5 and at the end of
Subsection 3.2. The key difference in the |I|=1, ℵ=∅ case is that the section d1,0κ,d/dκϑ may vanish
on ∂M
0
1(κ, d/dκ). In addition, by the regularity assumptions, (ϑ1b), (ϑ2b), and (ϑ2c),{
d
1,0
κ,d/dκ
ϑ
}−1
(0) −M01(κ, d/dκ) ⊂M
1;0
1;1(κ, d/dκ) =⇒
±
∣∣{d1,0
κ,d/dκ
ϑ
}−1
(0)∩M01(κ, d/dκ)
∣∣ = 〈e(W1,0
κ,d/dκ
),
[
M
0
1(κ, d/dκ)
]〉
− C
M
1;0
1;1(κ,d/dκ)
(
d
1,0
κ,d/dκ
ϑ
)
.
(2) If T is a bubble type such that di=0 for all minimal elements i∈I and |Iˆ |=1, or more generally
|χ(T )|= 1, nearly the same argument still applies. In this case, F1T =FT and the conclusions
of Lemmas 3.5 and 3.6 are still valid. The key difference is that the normal bundle of UT ;κ;1 in
UT ;1(P
4;J) is not given by the cokernels of the homomorphisms i0 in the long exact sequence (3.4).
Instead, up to the action of the automorphism group of b, the fiber of N κT at [b]∈UT ;κ;1 is
N κT = Γ−(b;TP
4; 0)
/
Γ−(b;TY ; 0), where
Γ−(b;TP
4; 0) =
{
ζ∈Γ−(b;TP
4) : D˜P
4
T ,hζ = 0
}
Γ−(b;TY ; 0) =
{
ζ∈Γ−(b;TY ) : D˜
P4
T ,hζ = 0
}
⊂ Γ−(b;Tκ),
if h is the unique element of χ(T ). The reason for this is that
UT ;1(P
4;J) =
{
b∈UT (P
4;J) : d{ub|Σb,h}=0
}
,
by Lemma 4.2. Since the linear operator
DκT ,h :
{
ζ∈Γ−(b;Tκ) : ζ|Σb,ℵ=0
}
−→ TevP (b)κ, ζ −→ ∇
κ
e∞
(
ζ|Σb,h
)
,
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is surjective, the image of the homomorphism j0 in the long exact sequence (4.4) on Γ−(b;TP
4; 0)
is the same as on Γ−(b;TP
4;Tκ). Thus, the analogue of the bundle V− of Subsection 3.2 in this
case is the bundle Q1,1κ,d/dκ described in the previous subsection. The section of V− induced by ϑ
is d˜1,1κ,d/dκϑ. Its composition with the map π
+
κ in (4.11) is d
1,1
κ,d/dκ
ϑ. Thus, Proposition 4.5 in this case
follows from the regularity assumptions (ϑ2b) and (ϑ3), by the same argument as in Subsection 3.2.
(3) Finally, suppose T = (I,ℵ; d) is a bubble type such that di = 0 for all minimal elements i∈ I
and |Iˆ |≥2. In this case, the dimension of the fibers of F1T may not be constant over UT ;1(P
4;J).
Thus, we modify the setup of the second part of Subsection 3.2 by working directly with the
normal bundle to the smooth submanifold F1T ∅|UT ;κ;1 in F
1T ∅|UT ;1(P4;J). Let γ −→ PFT be the
tautological line bundle and
V = π∗PFT
(
π∗PE
∗⊗ev∗PTP
4) −→ PFT .
We define the section αT of γ
∗⊗V over PFT by{
αT
(
b, (v˜i)i∈χ(T )
)}
(b, ψ) =
∑
i∈χ(T )
DT ,i
(
b, ψxh(i) v˜i
)
∈ TevP (b)P
4,
if
(
b, (v˜i)i∈χ(T )
)
∈γ, (b, ψ)∈EπP (b).
With our assumptions on J , this section is transverse to the zero set and thus
U1(P
4;J) ≡ α−1T (0)
is a smooth suborbifold of PFT . For a similar reason, so is
U1;κ ≡ U1 ∩ PFT
∣∣
UT ;κ
.
Let N κT denote the normal bundle of U1;κ in U1(P
4;J). Up to the action of the automorphism
group of [b, [υ˜]]∈U1;κ,
N κT |[
b,[υ˜]
] = Γ−(b;TP4; υ˜)/Γ−(b;TY ; υ˜), where
Γ−(b;TP
4; υ˜) =
{
ζ∈Γ−(b;TP
4) :
∑
i∈χ(T )
(ψxh(i) v˜i)D˜
P4
T ,iζ = 0 ∀ψ∈EπP (b)
}
,
Γ−(b;TY ; υ˜) =
{
ζ∈Γ−(b;TY ) :
∑
i∈χ(T )
(ψxh(i) v˜i)D˜
P4
T ,iζ = 0 ∀ψ∈EπP (b)
}
⊂ Γ−(b;Tκ).
Thus, there is a natural surjective bundle homomorphism
V−≡π
∗
PFT V
d
1
/
jκ(N
κT ) −→ π∗BW
0,q
κ,d/dκ
if UT (P
4;J) ⊂M
q
1(P
4, d;J),
where jκ : N
κT −→π∗
PFT V
d
1 is the injective bundle homomorphism induced by the maps j0 in (4.4).
We put
F = π∗PFT FT −→ PFT ;
F1 ,∅ =
{(
b, [υ˜]; υ
)
∈F∅ :
(
b, [υ˜]
)
∈U1(P
4;J); [ρ(υ)]=[υ˜]
}
.
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The smooth orbifold F1, ∅ is diffeomorphic to F1T ∅ by the projection map(
b, [υ˜]; υ
)
−→ (b; υ).
Furthermore, F1 ,∅−→U1(P
4;J) is a fiber bundle of smooth varieties. We can thus apply the same
argument as in the proof of Lemma 3.5 and the end of Subsection 3.2, along with the regularity
assumption (ϑ2b), to show that
{sd1+tϑ}
−1(0)∩U(K) = ∅ ∀ t∈(0, ǫϑ(K))
if U(K) and t are sufficiently small.
It remains to compute the d1,0κ,d/dκϑ-contribution to the euler class of the bundle W
1,0
κ,d/dκ
over
M
0
1(κ, d/dκ) from the set
Zκ,ϑ ≡
{
d
1,0
κ,d/dκ
ϑ
}−1
(0) −M01(κ, d/dκ) =
{
d
1,1
κ,d/dκ
ϑ
}−1
(0) ⊂M1,01;1(κ, d/dκ).
This contribution is computed by counting the zeros of the section d1,0κ,d/dκϑ+tν, for a generic section
ν of W1,0κ,d/dκ , that lie near Zκ,ϑ. First, let
π⊥−;κ : W˜
1,1
κ,d/dκ
−→ π∗PE
∗⊗π∗Bev
∗
0NY κ
denote the (quotient) projection map; see (3.1). Our regularity assumptions on ν will be that the
affine map
ψϑ,ν : π
∗
PLP,1⊗π
∗
BL0 −→ π
∗
PE
∗⊗π∗Bev
∗
0NY κ, ψϑ,ν(b; υ) = π
⊥
−;κν(b) + {d˜
1,1
κ,d/dκ
ϑ}|bυ, (4.13)
over Zκ,ϑ is transverse to the zero set and all zeros of ψϑ,ν lie over
Z0κ,ϑ ≡ Zκ,ϑ ∩
(
M1,1×M
0
0,1;1(κ, d/dκ)
)
.
Since the set ψ−1ϑ,ν(0) is finite, it follows that it lies over a compact subset Kϑ,ν of Z
0
κ,ϑ. By the
regularity assumption (ϑ2a), these conditions are satisfied by sections ν in a dense open subset of
the space of all sections of W1,0κ,d/dκ . We put
∂Zκ,ϑ = Zκ,ϑ ∩
(
∂M1,1×M
0
0,1;1(κ, d/dκ)
)
.
Lemma 4.6 Suppose J , d, L, Vd1 , ϑ∈A˜
d
1(s;J), and κ∈S0(Y ;J) are as in Proposition 4.5 and in
Lemma 4.4. If T = (I,ℵ; d) is a bubble type such that di =0 for all minimal elements i of I and
Iˆ={h} is a single-element set, then there exist δ ∈C(UT ;κ;1;R
+), U1T , and φ
1
T as in the n=1 case
of Lemma 4.2, ε∈C(FT ;R), and a vector bundle isomorphism
ΦT : π
∗
FT δ
(
W˜1,1κ,d/dκ |UT ;κ;1
)
−→W0,1κ,d/dκ
∣∣
M
0
1(κ,d/dκ)∩U
1
T
,
covering the homeomorphism φ1T and restricting to the identity over UT ;κ;1 such that∣∣π⊥−;κΦ−1T ({d1,0κ,d/dκϑ}(φ1T (υ)) − {π−κ d˜1,1κ,d/dκϑ|b}ρ(υ)∣∣ ≤ ε(υ)∣∣ρ(υ)∣∣ ∀ υ=(b, v)∈FT ∅δ ,
and lim|υ|−→0ε(υ) =0.
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In this case, ℵ=∅ or ℵ contains one element, and
UT ;κ;1 =
{
M1,1×M
0
0,1;1(κ, d/dκ), if ℵ=∅;
∂M1,1×M
0
0,1;1(κ, d/dκ), otherwise.
In either case, by Lemma 4.2, the normal bundle F1T of UT ;κ in M
0
1(κ, d/dκ) is FT . If ℵ=∅,
FT = π∗PLP,1⊗π
∗
BL0 and ρ(υ) = υ.
Otherwise, FT is the direct sum of π∗PLP,1⊗π
∗
BL0 with the line of smoothings of the node of Σb,ℵ,
which in this case is a sphere with two points identified. If υ ∈ FT , ρ(υ) is the π∗PLP,1⊗π
∗
BL0-
component of υ.
Lemma 4.6 follows fairly easily from constructions in [Z4] and [Z5]. However, its proof is notation-
ally involved, and we postpone it until the next subsection.
Corollary 4.7 Suppose d, L, Vd1 , J , ϑ∈ A˜
d
1(s;J), and κ∈S0(Y ;J) are as in Proposition 4.5. If
ν is a generic perturbation of the section d1,0κ,d/dκϑ of W
1,0
κ,d/dκ
over M
0
1(κ, d/dκ), there exist ǫν ∈R
+
and an open neighborhood U of ∂Zκ,ϑ in M
0
1(κ, d/dκ) such that{
d
1,0
κ,d/dκ
ϑ+tν
}−1
(0)∩U = ∅ ∀ t∈(0, ǫν).
Furthermore, for every compact subset K of Z0κ,ϑ, there exist ǫν(K) ∈R
+ and an open neighbor-
hood U(K) of K in M
0
1(κ, d/dκ) with the following properties:
(a) the section d1,0κ,d/dκϑ+tν is transverse to the zero set inW
1,0
κ,d/dκ
over U(K) for all t∈(0, ǫν(K));
(b) for every open subset U of M
0
1(κ, d/dκ), there exists ǫ(U)∈(0, ǫν(K)) such that
±
∣∣{d1,0κ,d/dκϑ+tν}−1∩U ∣∣ = −d/dκ − 112 〈e(W0κ,d/dκ), [M0(κ, d/dκ)]〉
if Kϑ,ν⊂K⊂U⊂U(K), t∈(0, ǫ(U)).
Proof: (1) Let T = (I,ℵ; d) be a bubble type such that
∑
i∈Idi = d and di = 0 for all minimal
elements i of I. By the regularity assumption (ϑ2b), if
Zϑ,T ≡ {d
1,0
κ,d/dκ
ϑ}−1(0)∩UT ;κ;1 6= ∅,
then Iˆ={h} is a single-element set, while |ℵ|∈0, 1.
(2) We denote by N ϑT the normal bundle of Zϑ,T in UT ;κ;1. Similarly to the proof of Lemma 3.5,
using the homeomorphism φ1T of Lemma 4.2 and the bundle isomorphism ΦT of Lemma 4.6, we
can obtain an identification of neighborhoods of Zϑ,T in N
ϑT ⊕FT and in M
0
1(κ, d/dκ),
φT ;ϑ : N
ϑTδ×Zϑ,T FT δ −→M
0
1(κ, d/dκ),
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and a lift of φT ;ϑ to a bundle isomorphism,
ΦT ;ϑ : π
∗
NϑT×Zϑ,T FT δ
(
W˜1,1κ,d/dκ |Zϑ,T
)
−→ W0,1κ,d/dκ .
For (b;X,υ)∈N ϑT ×Zϑ,T FT δ, we put
s(b;X,υ) = Φ−1T ;ϑ
(
{d1,0κ,d/dκϑ}φ
1
T (b;X,υ)
)
∈ W˜1,1κ,d/dκ
∣∣
b
;
ν˜(b;X,υ) = Φ−1T ;ϑ
(
ν(φ1T (b;X,υ))
)
∈ W˜1,1κ,d/dκ
∣∣
b
.
We define Ns(X) and N
′
s(X,υ) in W˜
1,1
κ,d/dκ
|b by
s(b;X, 0) = s(b; 0, 0) + jbX +NsX = j|bX +NsX; (4.14)
s(b;X,υ) = s(b;X, 0) +N ′s(X,υ), (4.15)
where jb : N
ϑT −→π∗BW
0,1
κ,d/dκ
|b ⊂ W˜
1,1
κ,d/dκ
|b is the derivative of s. Thus,
Ns(0)=0,
∣∣Ns(X)−Ns(X ′)∣∣ < CK(|X|+|X ′|)|X−X ′| ∀X,X ′∈N ϑTδ. (4.16)
By the continuity ϑ,∣∣N ′s(X,υ)∣∣ ≤ ε(υ), ∣∣N ′s(X,υ)−N ′s(X ′, υ)∣∣ ≤ ε(υ)∣∣X−X ′| ∀X,X ′∈N ϑTδ, υ∈FT δ, (4.17)
for some ε∈C(FT ;R+) such that lim|υ|−→0ε(υ)=0. We also have∣∣ν˜(b;X,υ)∣∣ ≤ C(b)∣∣ν˜(b;X,υ)−ν˜(b;X ′, υ)∣∣ ≤ C(b)|X−X ′| ∀ b∈Zϑ,T , X,X ′∈N ϑTδ, υ∈FT δ, (4.18)
for some C∈C(Zϑ,T ;R).
(3) Let π−;B : W˜
1,1
κ,d/dκ
−→π∗BW
0,1
κ,d/dκ
be the natural projection map; see Subsection 4.4. Let K be
a precompact open subset of Zϑ,T . Since the homomorphism
jb : N
ϑT −→ π∗BW
0,1
κ,d/dκ
is an isomorphism by the regularity assumption (ν2a), by (4.14)-(4.18) and the Contraction Prin-
ciple, the equation
π−;B
(
s(b;X,υ) + tν˜(b;X, ν)
)
= 0
has a unique small solutionX=Xt(υ)∈N
ϑTb for all t∈ [0, δK), υ∈FT δK |b, and b∈K. Furthermore,∣∣Xt(υ)∣∣ ≤ CK(t+ε(υ)). (4.19)
(4) By the above, the number of zeros of d1,0κ,d/dκϑ+tν, for t∈ (0, δK), in a small neighborhood UK
of K in M
0
1(κ, d/dκ) is the number of solutions of the equation
Ψt(b; υ) ≡ t
−1π⊥−;κ
(
s(b;Xt(υ); υ)+tν˜(b;Xt(υ); υ)
)
= t−1π⊥−;κN
′
s
(
υ;Xt(υ)
)
+ π⊥−;κν˜
(
b;Xt(υ); υ
)
,
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since d1,0κ,d/dκϑ|UT ;κ;1 is a section of π
∗
BW
0,1
κ,d/dκ
and thus π⊥−;κNsX = 0 for all X ∈ N
ϑTδ. By the
estimate of Lemma 4.6, (4.19), and the smoothness of ν∣∣Ψt(b; υ) − (π⊥−;κν(b) + t−1{π−κ d˜1,1κ,d/dκϑ}|bρ(υ))∣∣ ≤ CK(t+ε(υ))|ρ(υ)|. (4.20)
By the regularity assumption (ν3), the section π−κ d˜
1,1
κ,d/dκ
ϑ does not vanish over Zϑ,T . Suppose T
is a bubble type as in the |ℵ|=1 case in (1) above. By our assumptions on ν, the affine map
FT −→ π∗PE
∗⊗π∗Bev
∗
0NY κ, υ −→ π
⊥
−;κν
(
b) + {π−κ d˜
1,1
κ,d/dκ
ϑ}|bρ(υ), (4.21)
which factors through ψϑ,ν , does not vanish over the compact set ∂Zκ,ϑ. Thus, Ψt(b; υ) 6= 0 for
all t ∈R+ and υ ∈FT |∂Zκ,ϑ sufficiently small. This concludes the proof of the first statement of
Corollary 4.7.
(5) Finally, suppose T is a bubble type as in the |ℵ|=0 case in (1). If K is a compact subset of
Z0κ,ϑ containing Kϑ,ν , by (4.20), the regularity assumption (ν3), and the same cobordism argument
as in Subsection 3.1 of [Z1], the number of solutions of Ψt(b; υ) = 0 with t ∈ R
+ and υ ∈ FT |K
sufficiently small is the number of zeros of the affine map in (4.21), i.e. ±|ψ−1ϑ,ν(0)|. Since π
−
κ d˜
1,1
κ,d/dκ
ϑ
does not vanish over Zκ,ϑ,
±
∣∣ψ−1ϑ,ν(0)∣∣ = 〈e(π∗PE∗⊗π∗Bev∗0NY κ)e(π∗PLP,1⊗π∗BL0)−1, [Zκ,ϑ]〉
=
〈
π∗P (−2λ+ψP,1) + π
∗
B(c1(ev
∗
0NY κ)+ψ0), [Zκ,ϑ]
〉
,
where λ and ψP,1 are the usual tautological classes on M1,1. The space Zκ,ϑ is the zero set of the
section d1,1κ,d/dκϑ of the bundle π
∗
BW
0,1
κ,d/dκ
over M
1
1;1(κ, d/dκ). Since this section is transverse to the
zero set by (ν2a),
±
∣∣ψ−1ϑ,ν(0)∣∣ = 〈π∗P (−2λ+ψP,1) · π∗Be(W0,1κ,d/dκ), [M1,1×M0,1;1(κ, d/dκ)]〉
= −
1
24
〈
e(W0,1κ,d/dκ),
[
M0,1;1(κ, d/dκ)
]〉
.
We note that a generic fiber of the forgetful map
π˜ : M0,1;1(κ, d/dκ) −→M0(κ, d/dκ)
consists of 2(d/dκ)−2 points, corresponding to the branch points a degree-d/dκ cover P
1−→κ. We
conclude that for every compact subset K of Zκ,ϑ containing Kϑ,ν
±
∣∣{d1,0κ,d/dκϑ+tν}−1∩U ∣∣ = ±∣∣ψ−1ϑ,ν(0)∣∣ = − 124 〈π˜∗e(W0κ,d/dκ), [M0,1;1(κ, d/dκ)]〉
= −
1
24
(
2(d/dκ)−2
) 〈
e(W0κ,d/dκ),
[
M0(κ, d/dκ)
]〉
,
provided that U is a sufficiently small neighborhood of K in M
0
1(κ, d/dκ) and t∈(0, δ(U)).
4.4 A Genus-One Gluing Procedure
In this subsection, we prove Lemma 4.6. We review the genus-one gluing procedure of Subsec-
tion ?? in [Z4] and its extensions to the spaces Γ−(b;TP
4) and Γ−(b;L). As a result, we will be
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able to describe the behavior of the boundary operator d0 in the long exact sequence (3.4) for
[b˜(υ)]∈M01(κ, d/dκ) with υ∈F˜T
∅ sufficiently small.
Let T =(I,ℵ; d) be a bubble type as in the statement of Lemma 4.6. If υ=(b, v)∈ F˜T ∅δ is small
gluing parameter, let
b(υ) = (Συ, jυ;uυ), where uυ = ub ◦ q˜υ,
be the (second-stage) approximately J-holomorphic map. Here
q˜υ= q˜υ0;2 : Συ −→ Σb
is the basic gluing map constructed in Subsection ?? of [Z4]. In the present case, there is no first
stage in this usually two-stage gluing construction, as there is only one level of bubbles (in fact,
only one bubble) to attach. The key advantage of this gluing construction is that the map q˜υ is
closer to being holomorphic than in the gluing construction used in Section 3. In particular,∥∥∂¯Juυ∥∥υ,p ≤ C(b)∣∣ρ(υ)∣∣.
If b∈UT ;κ;1, then dub,h|∞=0 and this estimate improves to∥∥∂¯Juυ∥∥υ,p ≤ C(b)∣∣ρ(υ)∣∣2. (4.22)
This is immediate from the definition of the map q˜υ.
We extend the metric gY,b described in Subsection 3.3 to a metric gP4,b on the bundle TP
4. Let ∇J
be the J-compatible connection corresponding to the Levi-Civita of the metric gP4,b.
Similarly to Subsection 3.3, let
Γ0,1− (b;TP
4) = H0,1b,P ⊗ TevP (b)P
4
be the space of u∗bTP
4-valued harmonic (0, 1)-forms on Σb. If υ=(b, v) and b∈UT ;κ;1 are as above,
we put
Γ0,1− (υ;TP
4) =
{
Rυη : η∈Γ
0,1
− (b;TP
4)
}
⊂ Γ0,1(υ;TP4),
where Rυη is a smooth extension of η such that Rυη is nearly harmonic on the neck attaching
the only bubble Σb,h of Σb and below a small collar of the neck and vanishes past a slighter larger
collar; see Subsection ?? in [Z4]. Let
π0,1υ;− : Γ
0,1(υ;TP4) −→ Γ0,1− (b;TP
4)
be the L2-projection map. We denote its kernel by Γ0,1+ (υ;TP
4). By the same argument as in
Subsection 2.3 in [Z1], we have a decomposition
Γ(υ;TP4) = Γ−(υ;TP
4)⊕ Γ˜+(υ;TP
4),
where Γ−(υ;TP
4) =
{
Rυζ≡ξ ◦ q˜υ : ζ∈Γ−(b;TP
4)
}
,
such that
DJ,υ : Γ˜+(υ;TP
4) −→ Γ0,1+ (υ;TP
4)
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is an isomorphism with fiber-uniformly bounded inverse and
〈〈DJ,υζ, η〉〉υ,2 = 0 ∀ ζ∈ Γ˜+(υ;Tκ)≡ Γ˜+(υ;TP
4) ∩ Γ(υ;Tκ), η∈Γ0,1− (υ;TP
4).
Analogously to (4.22), we also have∥∥DJ,υζ∥∥υ,p ≤ C(b)∣∣ρ(υ)∣∣‖ζ‖υ,p,1 ∀ ζ∈Γ−(υ;TP4). (4.23)
Furthermore,∣∣π0,1υ;−DJ,υRυζ + 2πρ(υ)J RυD˜P4T ,hζ∣∣ ≤ C(b)∣∣ρ(υ)∣∣2‖ζ‖b,p,1 ∀ ζ∈Γ−(b;TP4); (4.24)
see (5) of Lemma ?? in [Z4]. Due to the assumption that dub,h|∞=0, we do not need to require that
ζ|Σb,ℵ=0. We also get a slightly sharper bound, though this is not essential. The estimate (4.24)
is the fundamental fact behind the estimate of Lemma 4.6.
Similarly to Subsection 3.3, the restriction of the homeomorphism φ1T of Lemma 4.2 can be taken
to be of the form
φ1T ([υ]) =
(
[b˜(υ)]
)
, where b˜(υ) = (Συ, jυ ; u˜υ), u˜υ = expb,uυζυ
ζυ∈ Γ˜+(υ;Tκ), ‖ζυ‖υ,p,1 ≤ C(b)|ρ(υ)|
2. (4.25)
The last estimate follows from (4.22) by the usual argument.
We denote by
ΠJυ : Γ(υ;TP
4) −→ Γ˜(υ;TP4)≡Lp1(b˜(υ);TP
4) and
Πυ : Γ(υ;L)≡L
p
1(b(υ);L) −→ Γ˜(υ;L)≡L
p
1(b˜(υ);L)
the ∇J -parallel transport in TP4 and the ∇-parallel transport in L along the geodesics γζυ in κ of
the metric gκ,b. By (4.23)-(4.25) and the same argument as in Subsection ?? of [Z5], there exists
an isomorphism
R˜υ : Γ−(b;TP
4; 0) −→ Γ˜−(υ;TP
4)≡kerDJ,b˜(υ) s.t.∥∥R˜υζ −ΠJυRυζ∥∥υ,p,1 ≤ C(b)∣∣ρ(υ)∣∣2‖ζ‖b,p,1 ∀ ζ∈Γ−(b;TP4; 0). (4.26)
Similarly, there exists an isomorphism
R˜υ : Γ−(b;L; 0) −→ Γ˜−(υ;L)≡ker ∂¯∇,b˜(υ) s.t.∥∥R˜υξ −ΠυRυξ∥∥υ,p,1 ≤ C(b)∣∣ρ(υ)∣∣2‖ξ‖b,p,1 ∀ ξ∈Γ−(b;L; 0), (4.27)
where again Rυξ=ξ ◦ q˜υ.
We next describe a convenient family of finite-dimensional spaces
Γ(b;TP4;L) ⊂ Γ(b;TP4),
parameterized by b∈U
(0)
T ;κ;1, such that the homomorphism
j0 : Γ(b;TP
4;L) −→ Γ−(b;L; 0)
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is an isomorphism. For every b∈U
(0)
T ;κ;1, let
Γ−,+(b;TP
4;NY κ) ≈ ev
∗
PNY κ and Γ−,+(b;TP
4;κ)
be the L2-orthogonal complements of Γ−(b;TP
4;Tκ) in Γ−(b;TP
4;TY ) and of Γ−(b;Tκ; 0) in
Γ−(b;TP
4; 0), respectively. The map in (4.10) induces a surjective homomorphism
π˜−κ : Γ−(b;L; 0) −→ ev
∗
PNY κ,
which restricts to an isomorphism on j0(Γ−,+(b;TP
4;NY κ)) and vanishes on j0(Γ−,+(b;TP
4;κ)),
where j0 is as in (4.4). Let Γ−,+(b;L; 0) be the L
2-orthogonal complement of j0(Γ−,+(b;TP
4;κ))
in ker π˜−κ . We set
Γ+,−(b;TP
4;NP4Y ) =
{
ζ∈Γ(b;NP4Y ) : π
⊥
Y ◦ ζ∈Γ−,+(b;L; 0)
}
,
where the normal bundle NP4Y of Y in P
4 is identified with the gP4,b-orthogonal complement of
TY in TP4 and
π⊥Y : TP
4 −→ L ≈ NP4Y
is the quotient projection. Then, the map
π⊥Y : Γ(b;TP
4;L)≡Γ−,+(b;TP
4;κ)⊕Γ−,+(b;TP
4;NY κ)⊕Γ+,−(b;TP
4;NP4Y ) −→ Γ−(b;L; 0)
is an isomorphism. Furthermore, since
Γ−,+(b;TP
4;κ)⊕ Γ−,+(b;TP
4;NY κ) ⊂ Γ−(b;TP
4),
the map
db : Γ+,−(b;TP
4;NP4Y ) −→ H
1
J(πB(b);NY κ), ζ −→ [π
⊥
κDJ,bζ],
is also an isomorphism, by the definition of the boundary operator d0 in (4.4).
We now use the subspace Γ(b;TP4;L) of Γ(b;TP4) to construct an analogous subspace Γ˜(υ;TP4;L)
of Γ˜(υ;TP4) for υ∈F˜T ∅δ sufficiently small. For every
ζ ∈ Γ−,+(b;TP
4;NY κ)⊕Γ+,−(b;TP
4;NP4Y ),
we define R˜υζ∈ Γ˜(υ;TP
4) by
π⊥Y R˜υζ = R˜υπ
⊥
Y ζ ∈ Γ˜−(υ;L) and R˜υζ −Π
J
υRυζ ∈ Γ(Συ; u˜
∗
υNP4Y ),
where again Rυζ=ζ ◦ q˜υ. By (4.26) and (4.27),∥∥R˜υζ −ΠυRυζ∥∥υ,p,1 ≤ C(b)∣∣ρ(υ)∣∣2‖ζ‖b,p,1 ∀ ζ∈Γ(b;P4;L). (4.28)
Let Γ˜−,+(υ;TP
4;κ), Γ˜−,+(υ;TP
4;NY κ), Γ˜+,−(υ;TP
4;NP4Y ), and Γ˜(υ;TP
4;L) denote the images
of Γ−,+(b;TP
4;κ), Γ−,+(b;TP
4;NY κ), Γ+,−(b;TP
4;NP4Y ), and Γ(b;TP
4;L) under R˜υ. By (4.28),
the map
π⊥Y : Γ˜(υ;TP
4;L) −→ Γ˜−(υ;L)
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is injective and thus an isomorphism. Furthermore, since
Γ˜−,+(υ;TP
4;κ) ⊂ Γ˜−(υ;TP
4),
by the definition of the boundary operator d0 in (3.4) the map
dυ : Γ˜−,+(υ;TP
4;NY κ)⊕Γ˜+,−(υ;TP
4;NP4Y ) −→ H
1
J(b˜(υ);NY κ), ζ −→ [π
⊥
κDJ,b˜(υ)ζ],
is surjective and thus an isomorphism. We set
Γ˜0,1−,+(υ;TP
4;NY κ) =
{
π⊥κDJ,b˜(υ)ζ : ζ∈ Γ˜−,+(υ;TP
4;NY κ)
}
⊂ Γ˜0,1(υ;NY κ)≡L
p(b˜(υ);NY κ);
Γ˜0,1+,−(υ;TP
4;NP4Y ) =
{
π⊥κDJ,b˜(υ)ζ : ζ∈ Γ˜+,−(υ;TP
4;NP4Y )
}
⊂ Γ˜0,1(υ;NY κ).
It follows from above that the projection map
π˜0,1υ : Γ˜
0,1
−,+(υ;TP
4;NY κ)⊕Γ˜
0,1
+,−(υ;TP
4;NP4Y ) −→ H
1
J(b˜(υ);NY κ)
is an isomorphism.
The space Γ0,1− (b;NY κ) of u
∗
bNY κ-valued harmonic (0, 1)-forms on Σb splits as
Γ0,1− (b;NY κ) = Γ
0,1
−;P (b;NY κ)⊕ Γ
0,1
−;B(b;NY κ) = Hb,P⊗ev
∗
PNY κ⊕ Γ
0,1
−;B(b;NY κ).
Here Γ0,1−;P (b;NY κ) and Γ
0,1
−;B(b;NY κ) are the subspaces of Γ
0,1
− (b;NY κ) consisting of the differentials
supported on the main components Σb,ℵ of Σb and on the only bubble component Σb,h of Σb,
respectively. Let
π0,1b;P , π
0,1
b;B : Γ
0,1
− (b;NY κ) −→ Γ
0,1
−;P (b;NY κ), Γ
0,1
−;B(b;NY κ)
denote the projection maps. If η ∈ Hb,P ⊗ ev
∗
PNY κ, we define Rυη ∈ Γ
0,1(υ;NY κ) as above by
identifying NY κ with the gY,b-orthogonal complement of Tκ in TY ⊂TP
4. If η∈Γ0,1−;B(b;NY κ), let
Rυη= q˜
∗
υη. We denote by
Γ˜0,1−;P (υ;NY κ), Γ˜
0,1
−;B(υ;NY κ) ⊂ Γ˜
0,1(υ;NY κ)
the images of Γ0,1−;P (b;NY κ) and Γ
0,1
−;B(b;NY κ) under the map R˜υ≡Π
J
υRυ. Let
π˜0,1υ;P : Γ˜
0,1(υ;NY κ) −→ Γ˜
0,1
−;P (υ;NY κ) and π˜
0,1
υ;B : Γ˜
0,1(υ;NY κ) −→ Γ˜
0,1
−;B(υ;NY κ)
be the L2-projection maps.
By (4.24), (4.25), and (4.28),∣∣π˜0,1υ;PDJ,b˜(υ)R˜υζ + 2πρ(υ)J R˜υπ⊥κ D˜P4T ,hζ∣∣ ≤ C(b)∣∣ρ(υ)∣∣2‖ζ‖b,p,1 ∀ ζ∈Γ0,1−,+(υ;TP4;NY κ). (4.29)
In particular, the projection map
π˜0,1υ;P : Γ˜
0,1
−,+(υ;TP
4;NY κ) −→ Γ˜
0,1
−;P (υ;NY κ)
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is an isomorphism. We denote its inverse by Sυ;P . The projection map
π˜0,1υ;B : Γ˜
0,1
+,−(υ;TP
4;NP4Y ) −→ Γ˜
B,1
−;1(υ;NY κ).
is also an isomorphism, since the map db is. We denote its inverse by Sυ;B .
Finally, let
Tυ = π˜
0,1
υ ◦ (Sυ;P⊕Sυ;B) ◦ R˜υ : Γ
0,1
− (b;NY κ) −→ H
1
J(b˜(υ);NY κ).
The maps Tυ with υ∈F˜T
∅
δ induce a bundle isomorphism
ΦT : π
∗
FT ∅
δ
(
W˜1,1κ,d/dκ |UT ;κ;1
)
−→W0,1κ,d/dκ
∣∣
M01(κ,d/dκ)∩U
1
T
,
covering φ1T |FT ∅
δ
. This isomorphism extends continuously over FT δ−FT
∅
δ , as can be seen directly
from the definition.
If ϑ(υ)∈ Γ˜−(υ;L), we can find a unique
ζϑ(υ) = ζ
−
ϑ (υ)⊕ ζ
0
ϑ(υ)⊕ ζ
+
ϑ (υ)
∈ Γ˜−,+(υ;TP
4;κ) ⊕ Γ˜−,+(υ;TP
4;NY κ)⊕ Γ˜+,−(υ;TP
4;NP4Y )
such that π⊥Y ζϑ(υ)=ϑ(υ). By (4.29),∣∣π0,1b;PT−1υ d0ϑ(υ) + 2πρ(υ)J π⊥κ D˜P4T ,hR˜−1υ ζ0ϑ(υ)∣∣ ≤ Cϑ(b)∣∣ρ(υ)∣∣2. (4.30)
On the other hand, by the definition of the map π−k in Subsection 4.2,
π−k d˜
1,1
κ,d/dκ
ϑ(b) = −2πJ π⊥κ D˜
P4
T ,hζ
0
ϑ(b). (4.31)
The estimate of Lemma 4.6 follows from (4.28), (4.30), (4.31), and the continuity of the section ϑ.
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