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Quantum computational approaches to some classic target identification and localization algo-
rithms, especially for radar images, are investigated, and are found to raise a number of quantum
statistics and quantum measurement issues with much broader applicability. Such algorithms are
computationally intensive, involving coherent processing of large sensor data sets in order to ex-
tract a small number of low profile targets from a cluttered background. Target enhancement is
accomplished through accurate statistical characterization of the environment, followed by optimal
identification of statistical outliers. The key result of the work is that the environmental covari-
ance matrix estimation and manipulation at the heart of the statistical analysis actually enables a
highly efficient quantum implementation. The algorithm is inspired by recent approaches to quan-
tum machine learning, but requires significant extensions, including previously overlooked ‘quantum
analog–digital’ conversion steps (which are found to substantially increase the required number of
qubits), ‘quantum statistical’ generalization of the classic phase estimation and Grover search algo-
rithms, and careful consideration of projected measurement operations. Application regimes where
quantum efficiencies could enable significant overall algorithm speedup are identified. Key possible
bottlenecks, such as data loading and conversion, are identified as well.
I. INTRODUCTION
Although numerous technological uncertainties re-
main, quantum computers have been growing rapidly in
size over the past few years [1, 2]. Continuing on the
current trajectory, platforms capable of implementing
‘intermediate-scale’ quantum-enhanced algorithms with
important practical applications could emerge in the 3–
5 year time frame. This paper is aimed at expanding
the space of such possible applications by examining the
problem of moving target detection in a noisy, cluttered
background, most commonly encountered in long-range
radar imaging. Though motivated by this problem, the
work highlights a number of more general quantum com-
putational features that should find broader applicability.
The space-time adaptive processing (STAP) technique
is a method for coherently combining and statistically
processing signals from multiple receivers in order to sup-
press clutter and noise, and highlight moving targets of
interest [3, 4]. Given the amount of input data and the
number of mathematical operations, the technique is of-
ten computationally limited. On the other hand, the re-
quired output, namely the position and speed of a hand-
ful of above-threshold targets in what may be a very large
image space, is remarkably low dimensional. Given the
extreme sensitivity of multi-qubit entangled states to ex-
ternal measurement, such limited output requirements
are a rather general feature of quantum algorithms [5],
and it is therefore natural to explore the possibility of a
quantum STAP (QSTAP) implementation.
In the following we examine the various elements of
the STAP algorithm and show that efficient quantum im-
plementations indeed exist, with speed-ups varying from
exponential to polynomial. The main bottleneck is data
loading, which occurs repeatedly since each datum is in
general accessed multiple times. For now the assumption
is made that this operation may be run in parallel so that
the data is continuously available from quantum memory
as needed. This will clearly need to be tested on future
platforms.
The results of the investigation may be summarized as
follows. In Sec. II the classical STAP algorithm is sum-
marized, including the clutter covariance matrix estima-
tion and the ‘detection statistic’ derived from it. Com-
putation of the latter requires as input the inverse of the
covariance matrix, providing the immediate motivation
for adapting quantum linear algebra algorithms [6] to the
problem. However, although the covariance matrix is of
low rank, it is far from sparse, and so direct application
of these algorithms not possible.
An alternative formulation, known as density matrix
exponentiation, has been proposed for certain problems
in the quantum machine learning literature [7], especially
quantum principal component analysis [8]. The approach
is inherently quantum statistical: rather than evolving a
fixed quantum state, the computation proceeds by entan-
gling the ‘working qubit space’ of the desired state with
a very high dimensional data space—namely with each
of the very large number of copies of the radar data set
used at each stage of the computation. On the face of it,
this would seem to require a prohibitively large number
of qubits, but the key insight is that the algorithm out-
put requires measurements only on the working space,
and the results of these measurements do not depend at
all on the subsequent evolution of a particular data vec-
tor copy following its brief interaction with the working
space. In particular, coherence need not be maintained
within the data space, allowing the corresponding qubits
to be re-initialized and recycled (with previous state dis-
sipated into the broader environment). Measurements
on the working qubits, now heavily entangled with the
environment, correspond to averages with respect to the
reduced (working space) density matrix, itself a quantum
average over all environmental degrees of freedom.
The evolution of the density matrix, although straight-
forward to define, nevertheless requires a careful refor-
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2mulation of a number of other associated quantum al-
gorithms normally encoded in isolated systems of qubits.
Most importantly, its evolution is a form of quantum sim-
ulation, but standard simulation algorithms rely on ‘dig-
ital’ representations of the wavefunction, in which values
are stored bitwise in quantum registers rather than in the
standard ‘analog’ representation as complex amplitudes.
Unfortunately, the rules of quantum statistics underlying
the definition of the reduced density matrix, in particular
the Born rule associating probabilities with wavefunction
inner products, require the quantum analog representa-
tion.
A new quantum digital-to-analog (qD/A) conversion,
apparently previously overlooked [7–9], must therefore
be applied to the input data, and the reverse quantum
analog-to-digital (qA/D) transformation must be applied
to the output working space state before the final target
identification algorithm may be applied (an extension of
Grover search [5]). Since the analog state lives in a much
lower dimensional space (a single complex number re-
places a multi-qubit register), the qD/A transformation
is extremely efficient, essentially a form of subspace pro-
jection. However, the reverse transformation requires full
reconstruction of all the higher dimensional subspaces,
and this requires a significant number of copies (exponen-
tial in the number of register bits) of the analog state.
These may all be produced in parallel, so do not nec-
essarily slow the computation, but it does significantly
increase the number of qubits.
In addition to the digital–analog conversion steps, the
density matrix formulation also requires a careful refor-
mulation of a number of underlying standard algorithms
that operate on the output working qubit subspace, ac-
counting for the new environmental entanglement. These
include phase estimation [5] (implementing diagonaliza-
tion of the covariance matrix), the HHL matrix inver-
sion algorithm [6], and the Grover search and quantum
counting algorithms [5]. For example, phase estimation
requires evaluation of the evolving state at a sequence
of times, and subsequent quantum Fourier transform. A
certain multi-time factorization property for the density
matrix required to make this work turns out to place ad-
ditional constraints on the organization of the data qubit
space. More generally, extensive use is made of the fact
that linear operations on the working qubit space fac-
tor out of the environmental average, and hence may be
applied directly to the reduced density matrix. Equally
important, unitary operations acting only on the data
and/or environmental space leave the density matrix in-
variant.
The existence of the environmental entanglement, and
of various effective subspace projection operations, raises
a number of interesting quantum measurement issues
that are carefully disentangled. For example, the re-
initialization and recycling of the data qubits might
themselves be viewed as a form of quantum measure-
ment, whether deliberate or not, and one might worry
that this influences ones knowledge of the state of the
working space qubits. It is shown, however, that this is
not the case—the former are all different forms of uni-
tary operation on the environment and therefore have no
effect on the reduced density matrix.
The outline of remainder of this paper is as follows.
Following the classical STAP algorithm summary in Sec.
II, the STAP algorithm reformulation as a quantum com-
putation is summarized in Sec. III and the key quan-
tum speed-ups are identified. Details of each are divided
among later sections: Drawing from the quantum ma-
chine learning literature [7], and extending it in vari-
ous important ways, the algorithm combines quantum
simulation (Sec. IV), quantum environmental interaction
(Sec. IV C), quantum phase estimation (Sec. V) and as-
sociated quantum linear algebra (Sec. VI), and quantum
search (Secs. VII and VIII) in a very interesting way.
The paper is concluded in Sec. IX). Appendix A provides
technical details of the qD/A and qA/D algorithms.
II. RADAR SIGNAL PROCESSING
BACKGROUND
As illustrated in Fig. 1, measured radar data generally
consist of scalar time traces Sm(t), m = 1, 2, 3, . . . ,MS ,
corresponding to environmentally scattered returns due
to a set of MS carefully designed transmitted broadband
(usually ‘chirp’ [10]) pulses. One may typically decom-
pose MS = NRNp where NR is the number of platform
receiver elements and Np is the number of transmitted
pulses launched periodically along the trajectory of the
moving platform. Clearly, in a real application the time
t will be sampled at Nt discrete points as well [11], for
a total of ND = MSNt data samples. With very liberal
estimates, one might have MS ∼ Nt = O(105) (enabling
imaging, say of a 10 × 10 km2 area with 10 cm resolu-
tion), and assign σ = 24 bits to each recorded signal level,
accumulating a roughly 30 GB dataset.
As discussed below, the STAP processing scheme en-
tails some initial (classical) preprocessing of the data
stream, and divides the imaged area into some number
K of subareas. The latter are used to statistically char-
acterize the environment in order to highlight ‘outlying’
target signals. As discussed in Sec. III, the preprocessed
data will be stored in a quantum state |ΨD〉 from which
the data for each subarea is assumed separately accessible
[12].
A. Signal model
Let s0(t) be the transmitted pulse waveform. A typical
signal model for each time trace m is of the form
Sm(t) = S
m
tgt(t) + S
m
bg(t) + S
m
no(t) (2.1)
consisting, respectively, of discrete target, background,
and noise contributions. The target contribution takes
3*
*
*
*
𝑊1 𝑥
Σ(𝑥)𝑊4 𝑥
𝑊3 𝑥𝑊2 𝑥
𝑊8 𝑥𝑊6 𝑥 𝑊7 𝑥
𝑊5 𝑥
𝑆𝑚 𝑡 𝑚=1
𝑀𝑆
𝑆0(𝑡)
FIG. 1: Radar data collection geometry: Scene reflec-
tions from Np transmitted pulses S0(t) are detected by NR
receivers, generating MS = NpNR received signals Sm(t).
Each pulse consists of an outgoing spherical wave, visual-
ized here as a set of rays, so that Sm(t) is a superposition
of returns from every point in the scene—see (2.3) and (2.6).
The scene consists of a target containing region (red stars,
in general moving) surrounded by K (= 8 here) target-free
clutter regions used to characterize the background statis-
tics. The pulse compression operation (2.8) converts the sig-
nal time traces into image functions Σ(x) and {Wk(x)}Kk=1,
with x = (x,v) some combination of spatial and velocity de-
grees of freedom depending on the measurement geometry.
The Wk are used to estimate the environmental covariance
matrix Gˆ via (2.18), and its inverse is used to optimally fil-
ter the target region data—see (2.20). As described in Sec.
III A, the quantum implementation of this filtering operation
is based on importing these data into appropriately formatted
quantum states |ψΣ〉 and |ψW 〉.
the form
Smtgt(t) =
Ntgt∑
j=1
fj
s0(ηmj [t−Rm(xj)/c])
[2piRm(xj)]2
, (2.2)
where fj is the scattering amplitude of target j, and
Rm(x) = |xmT − x|+ |xmR − x| (2.3)
is the round trip distance from the launch point xmT of
return m, to the point x, and back to the correspond-
ing receiver point xmR . The Doppler factor, under the
assumed conditions that all speeds are very small to the
speed of light c, is given by
ηmj = ηm(xj ,vj − v0), (2.4)
with two-way Doppler function defined by
ηm(x,v) ≡ 1− 2nˆm(x) · v/c, (2.5)
where nˆm(x) =
x−xmT
|x−xmT | is the look direction, and v0,vj
are the platform and target velocities, respectively. We
neglect in (2.5) and in the geometrical spreading denom-
inator of (2.2) the higher order difference |xmR − xmT | 
|x− xmR |, |x− xmT |.
The background scene contribution takes the form
Smbg(t) =
∫
A
d2rf(r)
s0(ηm(r)[t−Rm(r)/c])
[2piRm(r)]2
, (2.6)
where A is the ground area of interest, and
ηm(r) ≡ ηm(r,−v0) = 1 + 2nˆm(r) · v0/c. (2.7)
The areal reflectivity f(r) is typically treated as a random
field with certain prescribed statistics over the region of
interest.
Finally, the noise signal Sno(t) contains all other resid-
ual contributions, including measurement uncertainty,
background noise (including in-band radio stations, de-
liberate jamming signals, sky noise), and instrument
noise, and is often modeled as Gaussian white noise over
the frequency band of interest.
B. Pulse and cross-range compression
Given the chirp-like nature [10] of the typical trans-
mitted waveform s0(t), even the return signal (2.2) from
discrete targets will be extended in time. At a given
time, Sm(t) also contains returns from a large cross-range
swathe. As a first step, therefore, one performs a simulta-
neous pulse and cross-range compression transformation
[13]. This is accomplished through the inner product
Σ(x,v) =
MS∑
m=1
∫
dtSm(t)σm(x,v; t)
∗ (2.8)
of the data with the expected signal from a target if it
were present at a given position x with velocity v:
σm(x,v; t) ≡ s0(ηm(x,v)[t−Rm(x)/c]). (2.9)
Equation (2.8) reorganizes the raw received time traces
into a set parameterized by position-Doppler indices, and
forms the basis for all that follows. In applications, a
suitable Nx×Nv gridding of this space would be used to
preserve the correct number of degrees of freedom ND =
NxNv = MSNt.
If the platform track length is much smaller than the
range, there will be Doppler sensitivity only to the ra-
dial component of the velocity v = v · nˆ(x), where
nˆ(x) represents the mean look direction (e.g., from the
track center). Given a sufficiently diverse dataset, prop-
erly designed pulse waveform, and strong targets, Σ
will have strong narrow peaks at the true target values
xj , nˆ(xj) · (vj − v0) [14]. However, for low profile, slow
moving targets in a cluttered background [e.g., with scene
reflectivity f(r) also containing point-like features], ro-
bustly distinguishing target from clutter becomes more
difficult. It is here that a quantitative characterization of
4the environment statistics becomes important, and forms
the basis for the STAP algorithm.
The degree of cross-range localization relies on the di-
versity of transmitter-receiver locations xmT ,x
m
R , while
range–Doppler localization relies on the spectral prop-
erties of the pulse waveform. Thus, if we define
F (τ, η) =
∫
dts0(t)s0[η(t+ τ)]
∗
=
∫
dω
2piη
sˆ0(ω)sˆ0(ω/η)
∗eiωτ , (2.10)
where the pulse spectrum sˆ0(ω) is the Fourier transform
of s0(t), then F (τ, η) will be strongly peaked about τ = 0,
η = 1, with peak width in τ governed by the pulse band-
width ∆f via ∆τ = 1/2∆f , while the peak width in η is
governed by the center frequency f0 and temporal pulse
length ∆t via ∆η = ∆v/c = 1/2f0∆t = 1/2N0 where N0
is the number of wave periods in the pulse. In both cases
the factor of two is due to two-way propagation. Well de-
signed range–Doppler pulses are therefore broad in both
frequency and time. For example, ∆f = 150 MHz pro-
vides 1 m range resolution, while N0 = 10
7 (e.g., f0 = 10
GHz, ∆t = 1 ms) provides 15 m/s range-rate resolution.
Inserting the target signal model (2.2) into (2.8) one
obtains
Σtgt(x,v) =
Ntgt∑
j=1
fjS(x,v; xj ,vj − v0) (2.11)
in which the ‘point spread function’ is given by
S(x,v; x′,v′) (2.12)
=
MS∑
m=1
F
[
ηm(x
′,v′)Rm(x
′)−Rm(x)
c ,
ηm(x,v)
ηm(x′,v′)
]
ηm(x′,v′)[2piRm(x′)]2
.
Although each individual term in the sum is peaked only
in range-Doppler [near Rm(x) = Rm(xj) and η(x,v) =
η(xj ,vj − v0)], the effect of the sum is to use the real-
plus-synthetic antenna aperture Lap to introduce a peak
in cross-range as well. The angular width will be gov-
erned by the ratio λ/Lap where λ = f0/c is the center
wavelength. If the physical antenna is two-dimensional,
with height Hap, the beam will have a vertical focus
as well, governed by the ratio λ/Hap. If one restricts
x to a ground plane area of interest, a plot of Σ pro-
duces an area–Doppler image cube [which degenerates to
a range–Doppler image in the case of a narrow aperture,
λ/Lap = O(1)].
Similar to (2.9), the background contribution to the
compressed signal is given by
Σbg(x,v) =
∫
A
d2rf(r)S(x,v; r,−v0) (2.13)
which represents a weighted average of the background
scattering function over the support of the point spread
function.
C. Clutter covariance matrix and clutter
cancelation
In the presence of the non-target terms in (2.1),
the compression operation (2.8) will generate additional
strong features in Σ(x,v). The stationary background
Sbg will generate a ‘clutter ridge’ at all x, but localized in
speed near the platform Doppler v(x) = −nˆ(x) ·v0. The
noise term will generally produce a background spread
over all x,v, though a jamming signal originating from a
position xJ will produce a strong peak over all Doppler
and all ranges, but localized near cross-range nˆ(xJ).
We assume the focus to be on a region of essentially
fixed topography so that the background statistics are
near-stationary. A jamming source signal sJ(t) would
similarly be assumed to be temporally random with sta-
tionary statistics. The STAP algorithm, to be described
now, is then able to cancel out much of their effect and
highlight the moving targets. In effect, one is able to
narrow the background clutter ridge, and substantially
null out a jamming signal. The cancelation obviously
relies on first obtaining accurate estimates for the back-
ground statistics. In applications, this means prior anal-
ysis of radar data from nearby regions with the same
statistics for f(r), but known not to contain targets (see
below). These statistical estimates are then applied to
(assumed) target-containing regions, highlighting statis-
tical outliers.
As usual, with an assumed Gaussian statistical model,
the key quantity is the clutter covariance matrix gener-
ated by the compressed data,
G(x,v; x′,v′) = 〈Σbg(x,v)Σbg(x′,v′)∗〉. (2.14)
Given 〈f(r)〉 = 0, one defines the clutter covariance
g(r, r′) = 〈f(r)f(r′)∗〉, (2.15)
which will be assumed to vanish rapidly for |r− r′| > ξ,
where ξ is a characteristic correlation length. Within the
signal model (2.7), one obtains
G(x,v; x′,v′) =
∫
d2r
∫
d2r′g(r, r′) (2.16)
× S(x,v; r,−v0)S(x′,v′; r′,−v0)∗,
in which, for simplicity, we specialize now to a clutter-
only model, assuming negligible noise and no active jam-
ming. This form is essentially a convolution of the point
spread functions about r and r′ with the clutter covari-
ance. As such, if one restricts x,x′ to the area A, and
restricts attention as well to the radial components v, v′
of the velocities, G should be near-diagonal and well con-
ditioned.
1. Covariance matrix estimation
If the clutter covariance g is not known a priori, the co-
variance matrix is estimated from the data itself. Specifi-
cally, for each x,x′ in an area A of interest (and all v,v′),
5one computes
Gest(x,v; x
′,v′) =
K∑
k=1
wkΣ(x + Xk,v)Σ(x
′ + Xk,v′)∗
(2.17)
in which Xk is a sequence of nonoverlapping (target free)
translations of the area A, and wk is a weight factor,
which can be used, for example, to compensate for the
different 1/R2 spherical spreading factors in different ar-
eas. One may also write this in the form
Gˆest = WˆWˆ
† (2.18)
in which Wˆ is the ND×K matrix formed from the shifted
area data:
Wx,v;k =
√
wkΣ(x + Xk,v). (2.19)
Note that Wˆ will not be sparse (since one expects re-
turns from all areas of the scene). The near diagonal
property of Gˆest must follow from the destructive phase
interference induced by the sum over k in (2.17).
2. Constant false alarm rate (CFAR) detection
Given that G is known or estimated, one can now use
it to enhance the target signal relative to the background.
A common criterion is to maximize the target signal to
clutter ratio. The optimal cancelation is then achieved
by filtering the target region compressed signal Σ(x,v)
through the inverse of the matrix G [3, 4],
ΣG(x, v) =
∫
A
d2x′
∫
dv′[G−1](x, v; x′, v′)Σ(x′, v′).
(2.20)
From a decision theory point of view, one now forms the
detection statistic
hG(x, v) =
|ΣG(x, v)|2
Σ0,G(x, v)
(2.21)
in which the normalization is given by
Σ0,G(x, v) = [G
−1](x, v; x, v). (2.22)
Under the Gaussian assumption, for a given choice of
threshold h0, fixed by the permitted false alarm rate
(probability that a presumed target is actually a back-
ground statistical outlier), deciding that a target is
present in pixel (x, v) whenever hG(x, v) > h0 provides
the highest probability of detection [3, 4]. The scaling
by Σ0,G accounts for possible slow variation in the back-
ground statistics, and ensures that the false alarm rate
remains constant over the position–velocity region of in-
terest (CFAR detection). For small h0, targets will be al-
most certainly be detected, but many bright background
features will be misidentified as targets as well. For large
h0 false alarms are suppressed at the expense of detect-
ing only the brightest targets. The choice of h0 depends
on the mission (e.g., passive monitoring vs. active target-
ing).
Note that the independent treatment of each pixel en-
tailed by (2.21), including false alarm rate, is a critical
consequence of the compression operation (2.8). Target
signatures that are not localized to a single pixel would
require a more involved decision process.
Note also that the estimate (2.17) generates a rank-
deficient matrix which is therefore technically not invert-
ible. In this case the correct generalization is to limit
the inverse to the K-dimensional subspace K spanned
by the data vectors (2.19). Interestingly, it turns out
that there is a very natural quantum procedure for this.
The operation (2.20) then projects Σ into this subspace
and produces a filtered signal ΣG lying in this subspace
as well. The restricted inverse convention also serves to
fully define the detection procedure.
III. QUANTUM IMPLEMENTATION
SUMMARY
This section provides an overview of the proposed
quantum implementation of the STAP algorithm, sum-
marized in Fig. 2, with details relegated to later sections.
For generality and clarity of presentation we now com-
bine x = (x,v) into a single index. With the formula-
tion (2.20)–(2.22) of the detection problem, the charac-
ter of the underlying physical spaces play no further role.
This notation conveniently also includes cases, alluded to
above, in which the sensor geometry permits focus only
within reduced dimensions, e.g., x = x for non-Doppler
resolving pulses, and x = (nˆ ·x, nˆ ·v) in absence of cross-
range resolution.
A. Data loading
The compressed data Σ(x) from the putative target-
containing region is initially stored in quantum memory
in the standard ‘quantum digital’ format
|ψDΣ 〉 =
1√
ND
∑
x
|Σ(x)〉|x〉, (3.1)
and only needs to be uploaded once. Here, using bi-
nary expansion x = xp−1xp−2 . . . x0, the index register
|x〉 = ⊗pl=1|xl〉 is represented by p = dlog2(ND)e qubits.
Similarly, each corresponding compressed signal, suitably
scaled here to integer levels, is represented by a binary
expansion Σ = Σσ−1Σσ−2 . . .Σ0 and the data register
|Σ〉 = ⊗σl=1|Σl〉 is represented by σ qubits [15]. As al-
luded to earlier, preserving the number of degrees of
freedom, one generally chooses ND ≈ MNt, with pixel
physical dimensions chosen to correspond roughly to the
expected resolution based on the compression operation
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FIG. 2: QSTAP machine learning algorithm flow chart: The classical target and background compressed datasets Σ(x)
and {Wk(x)}Kk=1, respectively, are loaded into quantum memory in standard ‘quantum digital’ register format—see (3.1) and
(3.6). Each must then be converted to quantum analog form (qD/A operation described in App. A 1) in order to implement
the unitary evolution (3.12) via the density matrix exponentiation approach (Sec. IV). The latter underlies the quantum phase
estimation (Sec. V) and linear algebra (Sec. VI) algorithms composing the HHL algorithm, and implementing the clutter
suppression operation (2.20). The ‘Structured ⊗N ’ label signifies that many copies of the background dataset are required
[essentially one for each micro-time step in the evolution (Sec. IV A)], and that an additional binary hierarchical structure must
be imposed on the space of these copies to maintain efficient density matrix phase estimation (see Sec. V B 2). The analog
form HHL output state |ΣAG〉〉 must first be converted back to digital form (qA/D operation described in Sec. A 2) in order to
construct the detection statistic (2.21) in the form of a state ||ΣG|2 − h0Σ0,G〉. An extension of the Grover algorithm is then
used to estmate the number of targets Nγ and the quantum state |γ1〉 describing their locations (Secs. VII and VIII).
(2.8). Based on the estimates at the beginning of Sec.
II, one might have ND = O(10
10), hence p ' 34 qubits.
Using again σ = 24, one obtains for this example a total
memory register of ∼ 58 qubits.
Essentially all common quantum algorithms [5] are
based on the format (3.1), including quantum simula-
tion and phase estimation (see below). It will transpire,
however, that the reformulation of the phase estimation
algorithm for low rank, nonsparse matrices requires as
input instead the ‘quantum analog’ format
|ψAΣ 〉 =
1
NΣ
∑
x
Σ(x)|x〉
N 2Σ =
∑
x
|Σ(x)|2, (3.2)
in which Σ(x) now appears as a conventional wavefunc-
tion amplitude at coordinate x. The qD/A transforma-
tion
|ψDΣ 〉 → |ψAΣ 〉, (3.3)
that outputs (3.2) from (3.1) represents a kind of pro-
jection in data space (see App. A 1), compressing the σ-
qubit register |Σ(x)〉 into the single complex amplitude
Σ(x). All information in the original state is preserv-
able because only a very small subspace of the full regis-
ter space—namely, the 2σ possible discrete values asso-
ciated with each simultaneous, normalized eigenstate of
the qubit vertical spin operators {Zˆj}σj=1. This operation
must be considered as additional overhead on the data
loading step. The inverse qA/D transformation will be
encountered later. As described in App. A 2, the latter is
significantly more involved since it requires reconstitut-
ing the larger state space from the complex number.
The requirement for the analog form is that wavefunc-
tion inner products
〈ψAΣ′ |ψAΣ 〉 =
∑
x
ψΣ′(x)
∗ψΣ(x) (3.4)
=
1
NΣNΣ′
∑
x
σ−1∑
j=0
2jΣ′j(x)
∗
σ−1∑
j=0
2jΣj(x)

follow directly from (3.2) in the usual way (in a slight
abuse of notation for complex registers [15]). In contrast,
〈ψDΣ′ |ψDΣ 〉 =
LΣΣ′
ND
(3.5)
instead counts the number LΣΣ′ of pixels for which
Σ(x) = Σ′(x). Standard quantum algorithms are de-
signed to account for this difference without the explicit
conversion step (3.3). In the present case, this turns out
not to be possible. The disadvantage is that (3.2) much
more densely encodes the wavefunction in the scalar am-
plitude, rather than spreading it across a multi-qubit reg-
ister. This likely impacts error analysis, but such consid-
erations lie beyond the scope of the present work.
7The STAP algorithm will be based on the estimated
covariance (2.17). As alluded to in Sec. I the K target-
free, compressed data vectors (2.19) need to be accessed
by the algorithm multiple times. We assume therefore
that the quantum memory provides access in the form of
an oracle operation
UˆW |k〉|0〉 = |k〉|ψDW,k〉
|ψDW,k〉 =
1√
ND
∑
x
|Wx;k〉|x〉
→ |ψAW,k〉. (3.6)
in which the second register is identical in form to (3.1),
and the last line is the result of a subsequent qD/A con-
version step. Given this data storage format, a call to
UˆW with input state
Hˆ⊗κ|0〉 = 1√
K
K−1∑
k=0
|k〉, (3.7)
where Hˆ⊗κ = ⊗κj=1Hˆj is a Hadamard gate product [5,
16], allows one to construct the p + κ (κ = dlog2(K)e)
qubit state
|ψW 〉 =
K∑
k=1
NW,k|k〉|ψAW,k〉. (3.8)
Here, for consistency, we assume that the additional over-
all normalization
K∑
k=1
N 2W,k = 1. (3.9)
has been applied to the data, amounting to simple rescal-
ing of the detection statistic (2.21) and threshold param-
eter h0. The key property of this state is that it is equiva-
lent to the matrix W in (2.18), and the associated density
matrix, obtained by averaging over the first register
ρˆG = tr1[|ψW 〉〈ψW |]
=
K∑
k=1
N 2W,k|ψAW,k〉〈ψAW,k| (3.10)
is precisely the quantum representation of Gˆest. Consis-
tently, tr[ρˆG] = 1 follows from (3.9). The corresponding
density matrix formed from the digital states [8, 9] will
be seen to generate incorrect measurement statistics.
B. Matrix inversion via quantum simulation and
phase estimation
In order to compute the clutter-suppressed signal
(2.20) one is effectively solving the linear equation
GˆestΣG = PˆKΣ. (3.11)
in which PˆK is the orthogonal projection onto the sub-
space K spanned by the data vectors (2.19). The HHL
algorithm [6] is designed to solve precisely this problem,
including the subspace projection operation, so long as
the unitary evolution
|ψΣ,G(t)〉 = eitGˆest |ψΣ〉 (3.12)
can be efficiently simulated for a sufficiently large range of
times t. Exponential speed-up estimates were originally
based on sparse forms of Gˆest [6], but the simulation al-
gorithm was then extended [8, 9] to include non-sparse
but low rank matrices of precisely the form (2.18).
Sparse matrices (number of nonzero entries in any
given row or column  ND) are handled by first de-
composing them into a sum of 1-sparse matrices (exactly
one nonzero entry in each row and column), and then ap-
plying the Suzuki–Trotter decomposition [17] to the sum
[in a way that implements the intrinsically analog form
(3.12) using the quantum digital format] [18, 19].
In contrast, direct exponentiation of the form (2.18) for
non-sparse matrices is avoided via an alternative version
of the Suzuki–Trotter decomposition whose efficiency re-
lies instead on small K/ND  1, but requires the analog
form of all the data states. Unusually, this formulation
makes use of a second set of ‘environmental’ qubits that
are loaded via (3.6), dynamically entangled with the set
comprising the state (3.2), and then continuously reini-
tialized and recycled during the course of the evolution
(which, in effect, dissipates their state into the broader
environment). This is done in such a way as to preserve
quantum statistics (wavefunction inner products and op-
erator averages with respect to the system density ma-
trix), hence ensures correct measurement output from
the quantum computer. But the method does raise some
interesting quantum measurement questions [20] that are
discussed in Sec. IV C.
Fourier analysis of the time series (3.12), however de-
rived, enables the phase estimation algorithm [5] which
resolves |ψΣ〉 into a superposition of the eigenstates of
Gˆest, with eigenvalue information supplied as well. From
there one may construct a quantum state close to the one
representing the vector ΣG = Gˆ
−1
estPˆKΣ [6].
Computation of the detection statistic denominator
(2.22) proceeds similarly, but with initial states given by
the set of individual register index values |x〉 (see Sec.
VII).
C. Quantum search and quantum counting
Given the output state |ΣG〉 one seeks, according to
(2.21), to identify pixels satisfying
|ΣG(x)|2 > h0Σ0,G(x) (3.13)
for some threshold choice h0. Defining the corresponding
logical function
γ(x) =
{
1, |ΣG(x)|2 − h0Σ0,G(x) > 0
0, otherwise,
(3.14)
8the core of the Grover search algorithm [5] is a black box
(oracle) which applies the unitary transformation
Uˆγ |x〉|q〉 = |x〉|q ⊕ γ(x)〉, (3.15)
thus flipping the single qubit |q〉 if (and only if) γ =
1 (a conditional Xˆ gate) [21]. In particular, choosing
|q−〉 = Hˆ|1〉 = 1√2 (|0〉 − |1〉), one obtains Uˆγ |x〉|q−〉 =
(−1)γ(x)|x〉|q−〉. Since |q−〉 is unchanged, we can drop it
from the notation and adopt the shorthand convention
Uˆγ |x〉 = (−1)γ(x)|x〉. (3.16)
This oracle obviously must take as input the state en-
coding the vector |ΣG|2 − h0Σ0,G (and multiple calls to
Uˆγ require re-computation of this vector). Details of its
construction are presented in Secs. VII and VIII.
The key property is the identity
Uˆγ
∑
x
a(x)|x〉 =
∑
x
a(x)δγ(x),1|x〉 −
∑
x
a(x)δγ(x),0|x〉,
(3.17)
for any amplitude a(x), implying that the two subspaces
γ(x) = 0, 1 are invariant: Uˆγ preserves any superposi-
tion of solution pixels (eigenvalue +1), and reverses the
sign of any superposition of non-solution pixels (eigen-
value −1). If one knows in advance the number of pixels
Nγ = Nγ(h0) satisfying (3.13), then this property allows
one, with high probability, to construct accurate approx-
imations to the uniform superpositions
|γ0〉 = 1√
ND −Nγ
∑
x
δγ(x),0|x〉
|γ1〉 = 1√
Nγ
∑
x
δγ(x),1|x〉, (3.18)
also being opposite sign eigenvectors of Uˆγ [5]. Measure-
ments on |γ1〉 allow one to extract information about the
solution pixels (though repeated measurements require
repeated calls to Uˆγ).
If Nγ is not known in advance, as will generally be the
case for the radar target problem, then one must first
estimate it to sufficient accuracy. This is accomplished
by applying the phase estimation algorithm to the Grover
operator
Uˆgr = (2|ξ0〉〈ξ0| − IˆΣ)Uˆγ ,
|ξ0〉 ≡ Hˆ⊗p|0〉 = 1√
ND
∑
x
|x〉
=
√
1− Nγ
ND
|γ0〉+
√
Nγ
ND
|γ1〉, (3.19)
derived from Uˆγ . Here IˆΣ is the identity operator on
the |x〉 register, and |ξ0〉〈ξ0| projects onto the uniform
superposition state [16]. The corresponding difference
operator 2|ξ0〉〈ξ0| − IˆΣ (which may be constructed from
a series of controlled operations on each qubit plus an
ancilla [5]) acts as the identity on |ξ0〉 and reverses the
sign of any orthogonal state. One obtains
Uˆgr|γ±〉 = e±iθγ |γ±〉 (3.20)
with eigenstates
|γ±〉 = 1√
2
(|γ0〉 ∓ i|γ1〉), (3.21)
and eigenvalue θγ defined by
cos(θγ/2) =
√
1− Nγ
ND
, sin(θγ/2) =
√
Nγ
ND
. (3.22)
Phase estimation (which also requires repeated calls to
Uˆγ) produces a high accuracy approximation to θγ , hence
to Nγ . Using this value, one may derive the desired states
(3.18).
Further details of the these algorithms are presented
in Secs. VII and VIII.
IV. QUANTUM SIMULATION OF LOW RANK
MATRICES
Efficient simulation of the unitary evolution (3.12) is
not possible by standard methods involving Trotter de-
composition of sparse matrices [18, 19]. The following
trick, however, effectively replaces sparseness of Gˆest with
low rank K.
A. Alternative Suzuki–Trotter decomposition
To begin, let Sˆ be the (self adjoint) swap operator
acting on the productH⊗H of two copies of some Hilbert
space H:
Sˆ|ψ1〉|ψ2〉 = |ψ2〉|ψ1〉 (4.1)
for any pair of states |ψ1〉, |ψ2〉 ∈ H. For the present
application H will represent the space of possible com-
pressed data vectors (3.2). Similarly, it follows that
SˆFˆ ⊗ GˆSˆ = Gˆ⊗ Fˆ . (4.2)
for any pair of self-adjoint operators Fˆ , Gˆ on H.
Next consider the unitary evolution generated by Sˆ:
|ψS(t)〉 = eitSˆ |ψ1〉|ψ2〉
= cos(t)|ψ1〉|ψ2〉+ i sin(t)|ψ2〉|ψ1〉, (4.3)
and similarly for operators
eiSˆtGˆ⊗ Fˆ e−iSˆt = cos2(t)Gˆ⊗ Fˆ + sin2(t)Fˆ ⊗ Gˆ
+
i
2
sin(2t)Sˆ(Gˆ⊗ Fˆ − Fˆ ⊗ Gˆ).
(4.4)
9The key identity now emerges by averaging, via a trace
operation, over the first subspace degrees of freedom:
FˆS(t) ≡ Lt,G[Fˆ ]
≡ tr1
[
eitSˆGˆ⊗ Fˆ e−itSˆ
]
= cos2(t)tr[Gˆ]Fˆ + sin2(t)tr[Fˆ ]Gˆ
− i
2
sin(2t)[Fˆ , Gˆ]
= tr[Gˆ]Fˆ − it[Fˆ , Gˆ] +O(t2), (4.5)
which may be compared to the unitary evolution gener-
ated by Gˆ:
Fˆ (t) = eitGˆFˆ e−itGˆ
= Fˆ − it[Fˆ , Gˆ] +O(t2). (4.6)
One sees that if one normalizes
tr[Gˆ] = 1, (4.7)
then (4.5) and (4.6) coincide. The two disagree beyond
linear order, but (4.6) and (4.7) suffice to construct [8, 9]
Fˆ (t) = lim
N→∞
(Lt/N,G)N [Fˆ ], (4.8)
which may be viewed as an alternative Suzuki–Trotter
formula [17]. At the expense of sequentially adjoining
an extra copy of H, and then averaging over it, one has
reduced the evolution generated by Gˆ to that generated
by the 1-sparse matrix Sˆ.
1. Two-time operators
For future reference, we consider as well a generaliza-
tion to two-time operators
Fˆ (t1, t2) = e
it1GˆFˆ e−it2Gˆ, (4.9)
from which one obtains
Fˆ (t1 + t, t2) = (Iˆ + itGˆ)Fˆ (t1, t2) +O(t
2)
Fˆ (t1, t2 + t) = Fˆ (t1, t2)(Iˆ − itGˆ) +O(t2). (4.10)
In comparison,
L(1)t,G[Fˆ (t1, t2)] ≡ tr1[eiSˆtGˆ⊗ Fˆ (t1, t2)]
= tr[Gˆ]Fˆ (t1, t2) + itGˆFˆ (t1, t2) +O(t
2)
L(2)t,G[Fˆ (t1, t2)] ≡ tr1[Gˆ⊗ Fˆ (t1, t2)e−iSˆt] (4.11)
= tr[Gˆ]Fˆ (t1, t2)− itFˆ (t1, t2)Gˆ+O(t2),
which, to linear order in t, is identical to (4.10) under
the trace condition (4.7). One may now iterate (4.11) to
obtain
Fˆ (t1, t2) = lim
N1,N2→∞
(L(1)t1/N1,G)N1(L
(2)
t2/N2,G
)N2 [Fˆ ].
(4.12)
which is also equivalent to (4.8) when t1 = t2. For large
N1, N2 the order of operations all commute here.
In the application to follow (see especially Sec. V B 3)
we will encounter cases with a mixture of simultaneous
and separate time evolutions. Thus, with the convention
L(0)t,G ≡ Lt,G, by breaking up the time intervals t1, t2 into
steps {τj} one may generalize both (4.8) and (4.12) in
the form
Fˆ (t1, t2) = lim
N→∞
∏
j
(L(νj)τj/Nj ,G)Nj [Fˆ ] (4.13)
in which νj ∈ {0, 1, 2}, the limit notation indicates that
all Nj →∞, and the only constraints on the segments τj
are
tα =
∑
j
(δνj0 + δνjα)τj , α = 1, 2. (4.14)
2. Density matrix time reversal
There is in fact no constraint on the signs of the τj (or
of t1, t2) since (4.5) and (4.11) remain perfectly valid for
t < 0. Since the same trace operation over the data space
is applied in all cases, although this reversal of time oper-
ates as desired on the reduced density matrix it does not
correspond to true time reversal in the full Hilbert space.
The latter would require effectively undoing the trace op-
erations by sequentially de-computing the data registers,
restoring them to their original |ψW 〉 states. Such a pre-
scription certainly becomes problematical for large Nj
(requiring a huge number of perfectly maintained error-
free qubits), and fails for negative times for which there
are no remaining data registers to de-compute.
The need for time reversal will be encountered as part
of the HHL algorithm generalization (Sec. VI) which re-
quires reversal of the phase estimation algorithm. It will
be shown that the ‘density matrix time reversal’ oper-
ation indeed accomplishes the corresponding task here,
maintaining the error-free qubit requirement at a rea-
sonable level.
B. Adaptation to low rank matrices
For general Gˆ, equation (4.8) does not necessarily lead
to an algorithmic advantage since one still needs to gen-
erate the N2D entries of Gˆ. Moreover, in the present ap-
plication Fˆ = |ψΣ〉〈ψΣ| is the density matrix generated
by the target region data, which is also not in general
sparse. However, for low rank matrices of the form (2.18),
it will be seen that only the NDK entries of W, along
with the ND dimensional state |ψΣ〉, are needed, and that
matrix evolution (4.6) may be represented by an alterna-
tive ‘quantum statistical’ version of the desired evolution
(3.12) which is still guaranteed to generate identical qubit
measurement outcomes. The latter leads to the quantum
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analog format requirement. Henceforth, unless otherwise
stated, this format is assumed and the explicit A label is
dropped for notational simplicity.
Paralleling (4.6) consider first the state evolution
|ψW,Σ(t)〉 = eitSˆ |ψW 〉|ψΣ〉
=
K∑
k=1
NW,k|k〉[cos(t)|ψW,k〉|ψΣ〉
+ i sin(t)|ψΣ〉|ψW,k〉] (4.15)
in which Sˆ swaps the last two registers (acting as the
identity on the |k〉 register). Using (3.10), the corre-
sponding reduced density matrix is
FˆS,Σ(t) ≡ tr1,2[|ψW,Σ(t)〉〈ψW,Σ(t)|]
= tr2
[
eitSˆ ρˆG|ψΣ〉〈ψΣ|e−itSˆ
]
= |ψΣ〉〈ψΣ|
− it
K∑
k=1
N 2W,k[〈ψΣ|ψW,k〉|ψΣ〉〈ψW,k|
− 〈ψW,k|ψΣ〉|ψW,k〉〈ψΣ|]
+ O(t2). (4.16)
which instantiates (4.5).
It is critical here that the inner products appearing in
the it term in (4.16) take the standard form (3.4), not the
digital form (3.5). Matrix exponentiation algorithms ap-
plied within standard quantum simulation and quantum
phase estimation algorithms are specifically designed to
compute such inner products indirectly from the digital
forms of the states. The difference now is that (4.15)
and (4.16) avoid explicit implementation of the matrix
form of Gˆ, implementing it implicitly only through mea-
surement results. Thus, a chosen measurement operator
Mˆ acting only on the last p qubits, denoted now by the
working subspace HΣ, yields the expectation value
M(t) = 〈ψW,Σ(t)|IˆW ⊗ Mˆ |ψW,Σ(t)〉
= tr[MˆFˆS,Σ(t)], (4.17)
in which IˆW is the identity operator acting on all other
registers. The rules of quantum measurement dictate the
form (3.4) for the inner product which here directly op-
erates on the qubit state. In principle, one could replace
IˆW ⊗ Mˆ by a more complex operator, acting on the full
space and implementing the qD/A conversion after the
fact, but there does not appear to be any advantage for
this. Moreover, generalization to N data vector states,
implementing the Suzuki–Trotter evolution (4.8), is cer-
tainly unfeasible, as will now be discussed.
Now let
|Ψ(N)W 〉 = |ψW 〉N . . . |ψW 〉2|ψW 〉1 (4.18)
correspond to N copies of the state (3.8), and define
|Ψ(N)(t)〉 =
N∏
l=1
ei
t
N Sˆl |Ψ(N)W 〉|ψΣ〉, (4.19)
in which Sˆl is the swap operator acting on |ψΣ〉 and the
second register of |ψW 〉l, and the product is understood
to order larger l to the left. Here and below, upper case
Ψ (and later Φ) will be used to distinguish such higher
dimensional product states. The reduced density matrix
FˆΣ(t) = lim
N→∞
trN1,2
[
|Ψ(N)(t)〉〈Ψ(N)(t)|
]
, (4.20)
obtained by averaging over all of the extra |ψW 〉 state
degrees of freedom, reproduces (4.8), and by construction
coincides in the limit with
FˆΣ(t) = |ψΣ,G(t)〉〈ψΣ,G(t)|. (4.21)
derived directly from (3.12). Note that even though
FˆΣ(t) corresponds to a pure state, it is clear, e.g., from
(4.16) that it is nontrivially produced by the trace op-
eration: the state |Ψ(N)(t)〉 does not approximate some
direct product form |χ(N)(t)〉|ψΣ,G(t)〉, with the trace op-
eration corresponding simply to dropping the N(p + κ)
qubit prefactor state |χ(N)(t)〉. Rather, (4.21) emerges
from a nontrivial average over the state of these qubits,
with its pure state form being a carefully designed conse-
quence of the alternative Suzuki–Trotter decomposition
(4.8).
The generalization of the measurement (4.17), still op-
erating only on the working subspace qubits, is
M(t) = tr[MˆFˆΣ(t)]
= lim
N→∞
〈Ψ(N)(t)|Iˆ(N)W ⊗ Mˆ |Ψ(N)(t)〉 (4.22)
in which Iˆ
(N)
W is the identity operator on the |Ψ(N)W 〉 sub-
space. It is emphasized again that the measurement
(4.22) exhibiting the density matrix (4.20) requires the
quantum analog form of the states.
C. Qubit recycling and quantum dissipation
At first sight, the formulation (4.20) and (4.22) appears
untenable, requiring careful control of a diverging number
N(p+κ) + p of qubits. In fact, since the measurement is
applied only on the p dimensional working subspace HΣ,
only an additional p + κ qubits, acting as a fixed data
subspace, to be denoted HW , are required that are then
recycled N times through the data loading and qD/A
conversion steps (3.6).
The key observation is that following each ei
t
N Sˆl op-
eration in (4.19), serving to entangle |ψW 〉l with the
last p qubits of the state |Ψ(N)(t)〉, none of the previous
(l − 1)(p + κ) qubits are ever touched by the simulation
algorithm again. In particular, although the state of the
latter remains entangled with the other qubits, they may
be viewed as physically isolated. Moreover, once isolated,
no subsequent operation performed on them can have any
effect on the state of the last p qubits—in the sense that
there can be no impact on the result of any measurement
acting within HΣ.
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This observation follows formally from the general uni-
tary dynamics property. Let the Hilbert space be written
as a direct product H = Had ⊗HΣ of the working space
and all additional degrees of freedom, and let |Ψ0〉 be any
state in H. A unitary operator Uˆad acting only on Had
generates the state
|Ψ〉 = Uˆad ⊗ IˆΣ|Ψ0〉, (4.23)
and a measurement operation acting only on HΣ gener-
ates the result
M = 〈Ψ|Iˆad ⊗ Mˆ |Ψ〉
= 〈Ψ0|(Uˆ†adUˆad)⊗ Mˆ |Ψ0〉
= 〈Ψ0|Iˆad ⊗ Mˆ |Ψ0〉 = M0. (4.24)
The measurement result is therefore preserved as
claimed, and is in particular independent of the degree
of entanglement between Had and HΣ present in |Ψ0〉.
For the present qubit recycling application, Had =
HE⊗HW is the product of the p+κ data qubit state space
and that of all other ‘environmental’ degrees of freedom
(to be defined below). An alternative to the construction
(4.19), producing the identical density matrix (4.16), is
the following iterative procedure. The first step is iden-
tical to the first product in (4.16), generating the state
|Φ(1)〉 = ei tN Sˆ |ψW 〉|ψΣ〉. (4.25)
One next prepares a new data state |ψW 〉1 ∈ HW,1, and
applies a swap operation to load it into the data qubit
space, generating the state
|Φ(1)′〉 = SˆW,1|ψW 〉1|Φ(1)〉
≡ |ψW 〉|Φ(1)S 〉, (4.26)
in which SˆW,1 is the full swap operator acting on HW,1⊗
HW . The state |Φ(1)S 〉 ∈ HW,1 ⊗HΣ is identical in struc-
ture to |Φ(1)〉, but now entangles HΣ with HW,1 in place
of HW . Finally, one applies the evolution operation to
obtain
|Φ(2)〉 = ei tN Sˆ |Φ(1)′〉 (4.27)
with Sˆ continuing to act on the last two registers inHW⊗
HΣ. Iterating this procedure, one obtains the sequence
of states
|Φ(l+1)〉 = ei tN SˆSˆW,l|ψW 〉l|Φ(l)〉, l = 1, 2, . . . , N − 1,
(4.28)
in which |Φ(l)〉 ∈ ⊗l−1k=1HW,k ⊗ HW ⊗ HΣ and SˆW,l acts
on HW,l⊗HW . In each iteration there is an intermediate
state |Φ(l)′〉 = |ψW 〉|Φ(l)S 〉 in which |Φ(l)S 〉 ∈ ⊗lk=1HW,k ⊗
HΣ is identical in structure to |Φ(l)〉 but now entangling
HW,l in place of HW .
Noting the commutation identity ei
t
N SˆSˆW,l =
SˆW,le
i tN Sˆl , one obtains the final state
|Φ(N)(t)〉 = Sˆ(N)W
(
N∏
l=1
ei
t
N Sˆl
)
|Ψ(N)W 〉|ψΣ〉
= Sˆ
(N)
W |Ψ(N)(t)〉, (4.29)
in which one may identify the environment subspace
HE = ⊗N−1l=1 HW,l and
Sˆ
(N)
W = SˆW,N−1SˆW,N−2 . . . SˆW,1 (4.30)
is a unitary operator that performs the full sequence of
swaps with the data qubit space HW . Since Sˆ(N)W acts as
the identity on HΣ, preservation of the reduced density
matrix follows immediately:
lim
N→∞
trN1,2
[
|Φ(N)(t)〉〈Φ(N)(t)|
]
= lim
N→∞
trN1,2
[
Sˆ
(N)†
W Sˆ
(N)
W |Ψ(N)(t)〉〈Ψ(N)(t)|
]
= FˆΣ(t), (4.31)
in which the cyclic property of the trace has been used
for operators restricted to Had.
The key difference with the state (4.19) is that |ψW 〉
is imprinted on the same set of working qubits on each
iteration. At first sight nothing appears to be gained,
since a new set of data qubits continues to be introduced
at each iteration. However, the technical simplification
is that the expanding environmental state does not ac-
tually have to be maintained once the SˆW,l operation is
performed—the information may be permitted to dissi-
pate away into the broader environment. Only the orig-
inal data and working qubits need to be carefully con-
trolled.
One may confirm this formally as follows. Let
|ΨE,0〉|Ψ(N)W 〉 ∈ HE be an initial environmental state,
expanded from (4.18) to include the state |ΨE,0〉 of all
other degrees of freedom in the apparatus. In place of
(4.29), let
|Φ(N)D (t)〉 =
N∏
l=1
UˆD,lSˆW,le
i tN Sˆl |ΨE,0〉|Ψ(N)W 〉|ψΣ〉 (4.32)
in which a sequence of unitary dissipation operators UD,l
have been introduced whose only constraint is that they
act as the identity on ⊗N−1k=l+1HW,k⊗HW ⊗HΣ (i.e., they
do not touch any later-processed data vectors). In par-
ticular, UˆD,l commutes with all Sˆk with k ≥ l + 1, and
one obtains
|Φ(N)D (t)〉 = Uˆ (N)D |ΨE,0〉|Ψ(N)(t)〉 (4.33)
in which Sˆ
(N)
W in (4.29) is replaced by the more general
unitary operator
Uˆ
(N)
D =
N∏
l=1
UˆD,lSˆW,l (4.34)
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still acting as the identity on HΣ. The density matrix,
now including a trace operation over all of the environ-
mental states
lim
N→∞
trE;1,2
[
|Φ(N)D (t)〉〈Φ(N)D (t)|
]
= lim
N→∞
trE;1,2
[
Uˆ
(N)†
D Uˆ
(N)
D |ΨE,0〉〈ΨE,0| ⊗ |Ψ(N)(t)〉〈Ψ(N)(t)|
]
= 〈ΨE,0|ΨE,0〉 lim
N→∞
trN1,2
[
|Ψ(N)(t)〉〈Ψ(N)(t)|
]
= FˆΣ(t), (4.35)
continues to be preserved. Physically, this means that,
once the new data vector is swapped in, one need only
maintain error correction on the space HW ⊗HΣ during
the course of the computation. The transfer of informa-
tion to the environment, a form of quantum dissipation,
though unitary as required by many body quantum dy-
namics, is effectively unrecoverable. However, this has
no impact on the desired result of the measurement op-
eration (4.24). This includes, for example, cases where
classical measurement results are derived from the en-
vironmental qubits—such peripheral measurement out-
comes have no impact on working space measurement
outcomes [20].
V. GENERALIZED QUANTUM PHASE
ESTIMATION
The previous section showed how to construct a work-
ing p qubit state, strongly entangled with a very high
dimensional environment, measurements of which allow
one to probe the desired state (3.12) via its density
matrix—see (4.17). We now turn to adaptation of this
construction to the HHL algorithm which is used to di-
agonalize and then invert the STAP covariance matrix.
The matrix diagonalization step is accomplished using
the quantum phase estimation algorithm whose gener-
alization to the density matrix implementation is now
described. It will be shown that the evolution operations
(4.8) and (4.12) need to be organized in a very specific hi-
erarchical fashion in order to maintain its computational
efficiency.
A. Conventional phase estimation
Conventional phase estimation refers to a quantum al-
gorithm that effectively diagonalizes a given unitary op-
erator Uˆ [5]. Thus, an eigenstate |ψ〉 of Uˆ obeys
Uˆ |ψ〉 = e2piiϕ|ψ〉 (5.1)
defining a (normalized) eigenphase 0 ≤ ϕ < 1. An al-
gorithm outputting (an estimate of) ϕ is constructed as
follows. Each major step is called out in order to high-
light the corresponding step required in a generalized al-
gorithm for the present environment-entangled applica-
tion.
1. Lowest level oracle producing powers of Uˆ
The algorithm relies on an oracle operator OˆU which
accesses Uˆ to produce the operation
OˆU (c0|0〉+ c1|1〉)|J〉|ψ〉 = c0|0〉|J〉|ψ〉+ c1|1〉|J〉UˆJ |ψ〉,
(5.2)
controlled by the first qubit state. Here c0, c1 are arbi-
trary amplitudes, and |J〉, 0 ≤ J ≤ M − 1 is a m qubit
binary register with M = 2m. In particular
OˆU Hˆ|0〉|2j−1〉|ψ〉 = |0〉+ e
2pii2j−1ϕ|1〉√
2
|2j−1〉|ψ〉. (5.3)
2. Higher level oracle and binary power product state
Defining, respectively, the m and m2 qubit registers
|0⊗m〉 = ⊗mj=1|0〉j , |2⊗m〉 = ⊗mj=1|2j−1〉j (5.4)
and the product oracle operator
OˆU =
(
⊗mj=1Oˆ(j)U
)
Hˆ⊗m, (5.5)
whose factors act on the corresponding factors in (5.4)
(but on the same state |ψ〉), one obtains
OˆU |0⊗m〉|2⊗m〉|ψ〉 = |ϕF 〉|2⊗m〉|ψ〉 (5.6)
in which
|ϕF 〉 = ⊗mj=1
|0〉j + e2pii2j−1ϕ|1〉j√
2
=
1√
M
M−1∑
J=0
e2piiJϕ|J〉.
(5.7)
is a Fourier series.
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3. Fourier transform to eigenphase basis
If ϕ = Mϕ/M = 0.ϕ1ϕ2 . . . ϕm is an exact m digit
binary fraction (with Mϕ =
∑m
j=1 ϕj2
m−j), then |ϕF 〉
is precisely the quantum Fourier transform of the state
|ϕ〉 = ⊗mj=1|ϕj〉. More generally, the inverse transform
|ϕ˜〉 = Uˆ†F |ϕF 〉 =
M−1∑
Q=0
∆M (ϕ−Q/M)|Q〉
∆M (s) ≡ 1
M
e2piiMs − 1
e2piis − 1 (5.8)
produces |ϕ˜〉 = |ϕ〉 if ϕ is a precise binary fraction, but
is otherwise a superposition of states that is strongly
peaked about the nearest m-digit binary approximation
[22]. Analysis of the measurement statistics on this state
produces precise error estimates [5].
For general eigenstate superposition input state
|ψ〉 =
∑
u
Au|ψu〉, (5.9)
with associated eigenvalues ϕu, one obtains
Uˆ†F OˆU |0⊗m〉|2⊗m〉|ψ〉 = |2⊗m〉|ψϕ〉
|ψϕ〉 =
∑
u
Au|ϕ˜u〉|ψu〉 (5.10)
in which each |ϕ˜u〉 is strongly peaked about integer reg-
ister values closest to Mϕu, and in a slight abuse of no-
tation the states have been reordered so that |2⊗m〉 can
be factored out.
4. Full phase estimation operator
Since the state |2⊗m〉 is unchanged it may be dropped
from both sides to simplify the notation. With this un-
derstanding, the phase estimation algorithm, represented
now by a unitary operator Oˆϕ, produces the action
|ψϕ〉 ≡ Oˆϕ|0⊗m〉|ψ〉 =
∑
u
〈ψu|ψ〉|ϕ˜u〉|ψu〉, (5.11)
with state |2⊗m〉 now understood as an internal set of
preset control qubits [23].
B. Generalized phase estimation
The phase estimation algorithm would proceed entirely
conventionally if one had access to Uˆest(t) = e
itGˆest [see
(3.12)]. In particular, if one chooses Uˆ = Uˆest() for some
sufficiently small time , one obtains
|ψϕG,Σ〉 ≡ Oˆϕ|0⊗m〉|ψΣ〉
=
∑
u
〈ψGu |ψΣ〉|λ˜u〉|ψGu 〉 (5.12)
in which 2piλu, |ψGu 〉 are the eigenvalues and eigenstates of
Gˆest, and to simplify the notation |λ˜u〉 is the state formed
in estimating the phase ϕu = λu. The eigenvalues are
now approximated via the narrowly peaked superposition
states |λ˜u〉. Of course only K of these eigenvalues should
be nonzero.
Lacking an efficient quantum algorithm for construct-
ing Uˆest(t), we now describe the requirements for an al-
ternative construction using the reduced density matrix
formulation described in Sec. IV. It will be seen that there
are several important generalizations required that were
not anticipated in the literature [7–9].
1. Generalized lowest level oracle
The objective is to construct the analogue of (5.11)
using the reduced density matrix construction. To this
end, the basic evolution operator is defined by
|Ψ(t)〉 = Uˆ(t)|Ψ(0)〉 (5.13)
in which the ‘pure’ state |Ψ(t)〉 is given by (4.19), with
the superscript dropped for notational simplicity—some
sufficiently large value of N is now implicit in the nota-
tion. Later we will include qubit recycling and dissipation
[with associated states (4.29) and (4.33), respectively].
Recall here that |Ψ(0)〉 = |ΨW 〉|ψΣ〉 is an initial product
state with |ΨW 〉 combining all N required copies of the
target-free data. Below we will see that phase estimation
requires imposition of additional structure on this state.
We arrive now at the first critical difference with the
conventional algorithm: it is clear that Uˆ(J) 6= Uˆ()J
because the two act on entirely different data subspaces.
It follows that the eigenvectors of Uˆ(t) vary with time,
and its eigenvalues e2piiϕ(t) are not in general linear in
t: e2piiϕ(J) 6= e2piiJϕ(). However this is not necessarily
a significant concern since our interest is only in phase
estimation at the level of the reduced density matrix. We
proceed therefore by defining, in place of (5.2),
OˆU ()(c0|0〉+ c1|1〉)|J〉|Ψ(0)〉
= [c0|0〉+ c1|1〉Uˆ(J)]|J〉|Ψ(0)〉
= c0|0〉|J〉|Ψ(0)〉+ c1|1〉|J〉|Ψ(J)〉, (5.14)
which implements the time evolution, conditioned on the
first qubit, without any further assumptions on the prod-
uct structure (or lack thereof) of Uˆ(t).
2. Generalized higher level oracle
We next address the generalization of the product op-
erator (5.5). We will see that in order to properly im-
plement the exponential speedup encoded in the |2⊗m〉
state there is further hierarchical structure underlying
the high-dimensional state (5.13) that must be imposed,
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𝐽 = 𝐽𝑚−12
𝑚−1 + 𝐽𝑚−22
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FIG. 3: Generalized quantum phase estimation quantum data structure implementing (5.16)–(5.18), maintaining the quantum
advantage based on the binary decomposition (top line) of the sequence of simulation times tJ = J . For each J the evolution
operator Uˆ(tJ) is decomposed into a product of binary time interval operators (second line; here Uˆ(0) is the identity operator
whenever Jj = 0). As indicated by the arrows, each Uˆ(Jj2
j) entangles a particular input environmental data state |ΨW (j)〉
(third line) with the evolving working subspace HΣ. The latter is initialized with the imaging data state |ψΣ〉 [defined by (3.2)].
As indicated by the magenta box, each |ΨW (j)〉 is in turn a product of Nj = 2j/∆t copies of the underlying environmental data
states |ψW 〉 [defined by (3.8)] required to implement the generalized Suzuki–Trotter evolution operation (4.19) with time step
∆t. As discussed in the text, this hierarchical data structure is required to ensure proper parallel construction of the entangled
state (5.15)—a uniform superposition of every evolved state |Ψ(tJ)〉 (bottom line)—with the same data state |ΨW (j)〉 applied
consistently for every J for which Jj = 1. The evolution operators may also include qubit recycling and dissipation (see Sec.
IV C) without affecting this underlying structure.
or the desired algorithm will fail. Specifically, the com-
posite oracle (5.5) has action
|ΨF 〉 ≡ OˆU ()|0⊗m〉|Ψ(0)〉
= ⊗mj=1
1√
2
[
|0〉j + |1〉jUˆ(2j−1)
]
|Ψ(0)〉
=
1√
M
M−1∑
J=0
|J〉Uˆ(J)|Ψ(0)〉
=
1√
M
M−1∑
J=0
|J〉|Ψ(J)〉 (5.15)
in which, for simplicity, the |2⊗m〉 register has again been
dropped from the notation. The subscript F is intended
to highlight the parallel to the conventional state (5.7).
In order to obtain the last two lines one must identify
Uˆ(J) =
m∏
j=1
′
Uˆ(2j−1), (5.16)
in which the prime on the product (ordered, by conven-
tion, with larger j to the left) indicates that the only j
appearing are those for which Jj−1 = 1 in the binary
expansion J = Jm−1Jm−2 . . . J0.
The product decomposition (5.15) at first sight appears
inconsistent with the discussion above (5.14). However,
it is in fact valid if one organizes the data qubits in a
particular way: for the given choice of register length m
let the generalized phase estimation data qubit Hilbert
space be decomposed in the form
H(GPE)W = H(m−1)W ⊗H(m−2)W ⊗ . . .⊗H(0)W , (5.17)
with correspondingly ordered quantum data structure
|Ψ(GPE)W 〉 = |Ψ(m−1)W 〉|Ψ(m−2)W 〉 . . . |Ψ(0)W 〉
|Ψ(j)W 〉 = ⊗2
jN
k=1 |ψW 〉jk, (5.18)
with each |Ψ(j)W 〉 ∈ H(j)W . Here N = /∆t where ∆t
is the underlying Suzuki–Trotter time step, and H(j)
is therefore in turn a direct product of 2jN individ-
ual data subspaces [containing each individual data state
|ψW 〉jk—see (3.8)]. With this construction, the factor
Uˆ(2j−1) in (5.15), whenever present, acts on the sub-
spaceH(j−1)W ⊗HΣ to evolve the state according to (4.19).
In this way, the states |Ψ(J)〉 are constructed in a consis-
tent fashion, critically avoiding different operators in the
product (5.15) mistakenly reprocessing the same (now
entangled) data vector.
It is emphasized again that this construction, summa-
rized in Fig. 3, clearly has deep hardware implications in
terms of organization of data loading, is critical to main-
taining the binary product structure, and below we will
see that it is critical as well to implementation of phase
estimation for the reduced density matrix.
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3. Reduced density matrix factorization property
We next establish the following key reduced subspace
factorization property:
FˆΣ(J, J
′) ≡ trW [|Ψ(J)〉〈Ψ(J ′)|]
= |ψΣ,G(J)〉〈ψΣ,G(J ′)|, (5.19)
with reduced space evolved states (3.12) and the trace
acting on the full HW data subspace, generalizing the
obvious equality when J = J ′. The proof is obtained
by comparing the binary expansions of J , J ′ and using
the definitions (4.5) and (4.11) of the two-sided and one-
sided evolution operators, respectively. Defining again
L(0)t,G = Lt,G, one obtains [compare (4.13)]
FˆΣ(J, J
′) =
m∏
j=1
(L(νj)∆t,G)2
jN [|ψΣ〉〈ψΣ|]
= |ψΣ,G(J)〉〈ψΣ,G(J ′)| (5.20)
in which larger j are again to the left, and we define
νj =

0, Jj = J
′
j = 1
1, Jj = 1, J
′
j = 0
2, Jj = 0, J
′
j = 1,
(5.21)
and, of course, for Jj = J
′
j = 0 there is no operation.
Thus, the hierarchical organization of the data space al-
lows one to advance time sequentially in increasing bi-
nary steps. When the binary digits match one applies
(4.5), and when they fail to match one applies one or the
other of (4.11). In both cases the factorization property
is preserved, and (5.20) yields the second line of (5.19).
4. Qubit recycling and dissipation
We next observe that the factorization property is pre-
served by global qubit recycling and dissipation opera-
tions. Thus, comparing (4.29) and (4.30), let
|Φ(t)〉 = SˆW |Ψ(t)〉 (5.22)
correspond to the state in which the necessary number
of swap operations (operating only within the data space
HW ) has been applied to implement the qubit recycling
operation described in Sec. IV C. It then follows that
trW [|Φ(J)〉〈Φ(J ′)|]
= trW
[
Sˆ†W SˆW |Φ(J)〉〈Φ(J ′)|
]
= FˆΣ(J, J
′), (5.23)
in which the cyclic property of the trace (valid, in this
case, for operators restricted to HW ) and the unitary
property of the swap operators have been used. Note
that it is critical here that the same swap operator be
applied on both left and right—hence that SˆW in (5.22)
be independent of t, applied to all data subspaces in HW ,
not just to those that have been processed up until any
particular time.
Similarly, comparing (4.33) and (4.34), let
|ΦD(t)〉 = UˆD|ΨE,0〉|Ψ(t)〉 (5.24)
correspond to the state combining the necessary number
of swap and dissipation operations, acting on the space
HW ⊗ HE , that now includes the broader environment.
The cyclic property of the trace again eliminates UˆD, and
one obtains
trE,W [|ΦD(J)〉〈ΦD(J ′)|]
= trW [|Ψ(J)〉〈Ψ(J ′)|]trE [|ΨE,0〉〈ΨE,0|]
= FˆΣ(J, J
′) (5.25)
It is again critical that the same swap–dissipation oper-
ator be applied on both left and right, hence covering
the entire time evolution range, not limited by particular
values of J, J ′.
5. Fourier transform basis
The Fourier transform operation on the |J〉 register in
(5.15) now proceeds exactly as in Sec. V A 3, generating
the state
|Ψϕ〉 = Uˆ†F |ΨF 〉
=
1√
M
M−1∑
Q=0
|Q〉|Ψˆ(Q)〉, (5.26)
where the subscript ϕ is intended to highlight the par-
allel with the conventional state (5.11), and the inverse
Fourier transform states are defined by
|Ψˆ(Q)〉 = 1√
M
M−1∑
J=0
e−2piiJQ/M |Ψ(J)〉. (5.27)
These states inherit the factorization property in the
form
F˜Σ(Q,Q
′) ≡ trW
[
|Ψˆ(Q)〉〈Ψˆ(Q′)|
]
= |ψˆΣ,G(Q/)〉〈ψˆΣ,G(Q′/)| (5.28)
with reduced state Fourier transform
|ψˆΣ,G(Q/)〉 = 1√
M
M−1∑
J=0
e−2piiJQ/M |ψΣ,G(J)〉. (5.29)
The final result (5.28) continues to hold if one uses |Φ〉
or |ΦD〉 in (5.26), generating states |Φˆ(Q)〉, |ΦˆD(Q)〉 that
produce the identical form for F˜Σ(Q,Q
′).
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6. Reduced density matrix phase estimation
The factorization property (5.28) is the key enabler of
the desired phase estimation associated with the reduced
subspace evolution (3.12). It follows from (5.15) that the
reduced density matrix
FˆFΣ,G ≡ trW [|ΨF 〉〈ΨF |]
= |ψFΣ,G〉〈ψFΣ,G|, (5.30)
is the pure state generated by
|ψFΣ,G〉 =
1√
M
M−1∑
J=0
|J〉|ψG,Σ(J)〉 (5.31)
Similarly, from (5.26) and (5.28), in the Fourier basis one
obtains the pure state
FˆϕΣ,G ≡ trW [|Ψϕ〉〈Ψϕ|]
= |ψϕΣ,G〉〈ψϕΣ,G|, (5.32)
generated by
|ψϕΣ,G〉 =
1√
M
M−1∑
Q=0
|Q〉|ψˆΣ,G(Q/)〉. (5.33)
If one substitutes the eigenfunction expansion
|ψG,Σ(t)〉 =
∑
u
〈ψGu |ψΣ〉e2piiλut|ψGu 〉, (5.34)
of Gˆest, then
|ψFΣ,G〉 =
∑
u
〈ψGu |ψΣ〉|λu,F 〉|ψGu 〉
|λu,F 〉 ≡ 1√
M
M−1∑
J=0
e2piiλuJ |J〉 (5.35)
and
|ψϕΣ,G〉 =
∑
u
〈ΨGu |ψΣ〉|λ˜u〉|ψGu 〉
|λ˜u〉 ≡
M−1∑
Q=0
∆M (λu −Q/M)|Q〉 (5.36)
in which ∆M (s) is defined in (5.8) [22]. The latter re-
produces the conventional phase estimator output state
(5.11).
To summarize, the factorization property allows one to
transmit the phase estimation of Uˆ(t) = eitGˆest to the re-
duced density matrix FˆϕΣ,G, and hence to measurements
on the reduced space Hϕ ⊗HΣ where Hϕ represents the
|λ˜u〉 (or |Q〉) register. Thus, the unitary operations per-
formed on the full state |Ψ(t)〉 to obtain the state |Ψϕ〉
allow one to access the eigenfunction expansion of Gˆest
via measurements of the form
〈Ψϕ|Iˆad ⊗ Mˆ |Ψϕ〉 = tr[MˆFˆϕΣ,G] = 〈ψϕΣ,G|Mˆ |ψϕΣ,G〉
(5.37)
in which Mˆ is now any measurement operator on Hϕ ⊗
HΣ, and Iˆad is the identity operator on all additional
(|ψW 〉 state) degrees of freedom. The identical conclusion
holds if one instead uses the qubit recycling or dissipation
states.
VI. QUANTUM LINEAR ALGEBRA
Given the generalized phase estimation algorithm, we
seek now to generalize as well the HHL algorithm imple-
menting Gˆ−1est [6]. The construction continues to rely on
the factorization property (5.19) but, as alluded to in Sec.
IV A 2, there are additional ‘time-reversal’ considerations
as well.
A. Conventional HHL algorithm
Similar to the approach taken in Sec. V we first sum-
marize the conventional HHL algorithm and then show
how to generalize each step. One begins with the phase
estimation output state (5.11) [which becomes (5.12) in
our application], written in the form
|ψϕ〉 =
∑
u
Au|λ˜u〉|ψu〉
=
1√
M
M−1∑
Q=0
AQ|Q〉|ψQ〉. (6.1)
with Au = 〈ψu|ψ〉. The Q-states are defined by
|ψQ〉 = 1AQ
∑
u
Au∆M (λu −Q/M)|ψu〉, (6.2)
in which ∆M (s), defined in (5.8), is strongly peaked
around the origin [22]) and the normalization defined by
A2Q =
∑
u
|Au|2|∆M (λu −Q/M)|2 (6.3)
which is in turn strongly peaked at values Q/M ' λu
approximating an eigenvalue.
1. Ancillary qubit addition and rotation
We seek to derive from the form (6.1) (an approxima-
tion to) the restricted inverse state
Gˆ−1|ψ〉 =
∑
u
Au
λu
(1− δλu0)|ψu〉 (6.4)
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which involves extraction of the multiplier via controlled
operations on the state |λ˜u〉, and then somehow dropping
this register. This is accomplished as follows [6]. Adjoin
an extra qubit to the |Q〉 register in (6.1), and perform
the operation
Rˆ|0〉|Q〉 = [cos(θQ/2)|0〉+ sin(θQ/2)|1〉]|Q〉, (6.5)
corresponding to the rotation ei
1
2 θQYˆ controlled by the
register |Q〉, in which the rotation angle is here defined
by
sin(θQ/2) =
C
sin(2piQ/M)
(1− δQ0), (6.6)
but could also take any other efficiently computable form
(depending on the application). This form is designed to
maintain periodicity in Q while also approximating C/λu
when Q/M = λu, under the additional condition that 
is chosen small enough to ensure λu  1. The constant
C depends on the matrix condition number, being chosen
so that 0 < sin(θQ) < 1 spans a reasonable range as the
|Q〉 register ranges over the corresponding nonzero λu.
Applying the transformation (6.5) to |0〉|ψϕ〉, one ob-
tains the state
|ψR,ϕ〉 ≡ |0〉 1√
M
M−1∑
Q=0
cos(θQ/2)|Q〉|ψQ〉
+ |1〉 1√
M
M−1∑
Q=0
sin(θQ/2)|Q〉|ψQ〉. (6.7)
in which the second line contains the desired state ap-
proximating (6.4).
2. Inverse phase estimation
The next step is to reverse the phase estimation, ef-
fectively restoring all |Q〉 → |0〉, but leaving the new
amplitude factors in place. This involves first Fourier
transforming the Q register [undoing (5.8)] then apply-
ing time reversed evolution [undoing (5.7)], and finally
applying the m-fold Hadamard gate. For general coeffi-
cient f(Q), the result is the transformation
Oˆ†ϕ
M−1∑
Q=0
f(Q)|Q〉|ψQ〉
= Hˆ⊗m
∑
u
Auf(λu)
1√
M
M−1∑
J=0
|J〉|ψu〉
= |0⊗m〉
∑
u
Auf(λuM)|ψu〉 (6.8)
in which
f(λuM) =
M−1∑
Q=0
f(Q)∆M (λu − QM )e2piiJ(Q/M−λu)
=
1
M
M−1∑
J′=0
e2pii(J
′−J)λu
M−1∑
Q=0
f(Q)e−2pii(J
′−J)Q/M
=
1√
M
M−1∑
P=0
fˆ(P )e2piiPλu (6.9)
is indeed independent of J , which allows the final
Hadamard operation in (6.8) to produce the desired
|0⊗m〉 state. Here (5.8) has been substituted to obtain
the second line, and fˆ(P ) is the inverse Fourier transform
of f(Q) (and is also periodic with period M , which en-
ables the substitution P = J ′ − J in the final sum). The
last sum also serves to define f(λuM) as the natural an-
alytic continuation of f(Q) [exhibited here as the Fourier
transform of fˆ(P )] to noninteger values of its argument.
3. Final matrix-inverse state
Applying the identity (6.8) to (6.7), one obtains the
superposition
|ψR,F 〉 ≡ Oˆ†ϕ|ΨR,ϕ〉
=
√
p0|0〉|ψc〉+√p1|1〉|ψs〉 (6.10)
in which the subscript F is motivated by the relation
between the phase estimation states (5.7) and (5.8), and
the component states are
|ψc〉 = 1√
p0
∑
u
Au cos(θλuM/2)|ψu〉
|ψs〉 = 1√
p1
∑
u
Au sin(θλuM/2)|ψu〉
p1 = 1− p0 =
∑
u
|Au|2 sin2(θλuM/2). (6.11)
Here θλuM is the analytic continuation of θQ as defined
by applying the Fourier–inverse Fourier transform combi-
nation (6.9) to the function f(Q) = eiθQ/2, and the now
redundant overall |0⊗m〉 factor has been dropped. Using
(6.6), the multiplier in the |ψs〉 term will be very close to
C/λu.
4. Final state measurements
The state (6.10) remains a superposition of desired and
extraneous states. The former is accessed through final
measurements by simultaneously projecting onto the |1〉
state. Thus, given a measurement operator Mˆ acting on
the subspace HΣ containing |ψc〉 and |ψs〉, one obtains
〈ΨR,F ||1〉〈1| ⊗ Mˆ |ΨR,F 〉 = p1〈ψs|Mˆ |ψs〉 (6.12)
= |C|2〈ψ|Gˆ−1MˆGˆ−1|ψ〉.
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For example, using the form Mˆ = |φ〉〈φ|, the result is
matrix element |C|2|〈φ|Gˆ−1|ψ〉|2.
Note that the result (6.12) is often phrased as two sep-
arate measurements [6], with the ancillary qubit mea-
surement first, with probability p1 of successfully observ-
ing ‘1’, followed by a measurement on the Gˆ−1|ψ〉 state.
This, however, is incorrect because it violates unitarity
[20]. A measurement result on an isolated ancillary qubit
is uncorrelated with separate measurements on the re-
maining qubits. Formally, the first step corresponds to a
unitary operation
|ΨF,E〉 ≡ UˆE,A ⊗ IˆΣ|ψR,F 〉|ΨE〉 (6.13)
which entangles the ancillary qubit (only) with the
macroscale environment state |ΨE〉 in an effectively ir-
reversible fashion, and includes the ancillary qubit mea-
surement readout with Born probabilities p0 and p1 for
outcomes 0 and 1, respectively.
A subsequent measurement on the (so far untouched)
HΣ subspace yields the result
〈ΨF,E |Iˆ1,E ⊗ Mˆ |ΨF,E〉
= 〈ΨE |〈φR,F |Uˆ†E,AUˆE,A ⊗ Mˆ |ψR,F 〉|ΨE〉
= 〈ψR,F |IˆA ⊗ Mˆ |ψR,F 〉
= p0〈ψc|Mˆ |ψc〉+ p1〈ψs|Mˆ |ψs〉 (6.14)
independent of the result of the first measurement, and
still including a contribution from the extraneous state
|ψc〉. Only the simultaneous measurement operation
(6.11) produces the desired result, probing the state
|ψs〉 = Cp−1/21 Gˆ−1|ψ〉 alone.
B. Generalized HHL algorithm
Paralleling (6.1) and (6.7), we adjoin an extra qubit
to the generalized phase estimation output state (5.26),
with (5.27), and apply the identical conditioned rotation
(6.5) to obtain
|ΨR,ϕ〉 = Rˆ|0〉|Ψϕ〉 = |0〉|Ψϕ,c〉+ |1〉|Ψϕ,s〉
|Ψϕ,c〉 ≡ 1√
M
M−1∑
Q=0
cos(θQ/2)|Q〉|Ψˆ(Q)〉
|Ψϕ,s〉 ≡ 1√
M
M−1∑
Q=0
sin(θQ/2)|Q〉|Ψˆ(Q)〉. (6.15)
The Fourier transform step in the reverse phase esti-
mation acts only on the |Q〉 register and hence proceeds
as before. However, the time reversal operation requires
adjustment. Taken, literally, the reverse operation effec-
tively requires a time-reversal of the state evolution, even
to negative values of time. The former is impossible if any
form of dissipation is present, and even in the absence of
dissipation requires perfect maintenance of a huge num-
ber of data qubits—defeating the purpose of the gener-
alized Suzuki–Trotter approach. Negative times are gen-
erally impossible because it requires reverse-computing
|ψW 〉 states that do not exist.
To circumvent both of these issues, in a manner con-
sistent with time reversal of the reduced density matrix,
we instead apply the swap operator evolution (4.5) with
t < 0, thus continuing to adjoin new data copies as before
while reversing the evolution of Fˆ (t). For the present ap-
plication, we begin by adjoining an additional quantum
data structure, of the identical form (5.17) and (5.18),
defining the extended states
|Ψext(Q)〉 = |ΨW 〉|Ψ(Q)〉
|Ψext(J)〉 = |ΨW 〉|Ψ(J)〉. (6.16)
Working again with a general coefficient f(Q), we define
the generalized reverse-phase estimation operation
|ΨF,f 〉 ≡ Oˆ−ϕ
M−1∑
Q=0
f(Q)|Q〉|Ψext(Q)〉 (6.17)
= Hˆ⊗m
1
M
M−1∑
J,J ′=0
fˆ(J − J ′)|J ′〉|Ψ(J, J ′)〉
in which fˆ(P ) is again the inverse Fourier transform of
f(Q), and
|Ψ(J, J ′)〉 = Uˆ(−J ′)|Ψext(J)〉 (6.18)
is the generalized time reversed state. Analogous to
(5.15), one defines the binary decomposition
Uˆ(−J ′) =
m∏
j=1
′
Uˆ(−2j−1) (6.19)
where the prime again indicates that only terms with
binary coefficients J ′j−1 = 1 appear. The component
operators entangle the working qubit subspace HΣ with
the appropriate components of the new copy of |ΨW 〉
as described by (5.20) and (5.21). This structure ensures
proper generalization of the factorization property (5.19).
We will now show that the reduced density matrix
constructed from the state (6.16) allows one to access
Gˆ−1est |ψΣ〉. It follows that measurements on this state, re-
stricted to the subspace HΣ, reproduce the conventional
HHL result (6.12).
The reduced density matrices corresponding to the un-
derlying time-reverse states (6.18) are obtained within
the Suzuki–Trotter iteration in the form
FˆΣ(J1, J2; J
′
1, J
′
2) = trE [|Ψ(J1, J2)〉〈Ψ(J ′1, J ′2)|]
=
m∏
j=1
(Lˆ(νj)−∆t,G)2
jN [FˆΣ(J1, J
′
1)]
(6.20)
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in which the initial forward-time matrix FˆΣ(J1, J
′
1) is de-
fined by (5.20), and νj here are defined by (5.21), but
with J → J2, J ′ → J ′2. The structure is identical to
(5.20), except for the appearance here of the negative
time step −∆t. This same structure guarantees that the
factorization property holds in the form
FˆΣ(J1, J2; J
′
1, J
′
2) = e
−iJ2Gˆest FˆΣ(J1, J ′1)e
iJ′2Gˆest
= |ψΣ,G[(J1 − J2)]〉〈ψΣ,G[(J ′1 − J ′2)]|
= Fˆ (J1 − J2, J ′1 − J ′2). (6.21)
Using this result one obtains from (6.17) the factored
form
trE [|ΨF,f 〉〈ΨF,g|] = |ψΣ,f 〉〈ψΣ,g| (6.22)
in which f(Q) and g(Q) are arbitrary coefficients and
|ψΣ,f 〉 = Hˆ⊗m 1
M
M−1∑
J,J ′=0
fˆ(J − J ′)|J ′〉|ψΣ,G[(J − J ′)]〉
= Hˆ⊗m
1√
M
M−1∑
J′=0
|J ′〉f(MGˆest)|ψΣ〉
= |0⊗m〉f(MGˆest)|ψΣ〉
= |0⊗m〉
∑
u
Auf(λuM)|ψGu 〉, (6.23)
and similarly for |ψΣ,g〉.
1. Generalized HHL algorithm final state
Of interest here is state
|ΨR,F 〉 = Oˆ−ϕ|ΨR,ϕ〉 = |0〉|ΨF,c〉+ |1〉|ΨF,s〉
|ΨF,c〉 ≡ Oˆ−ϕ|Ψϕ,c〉
|ΨF,s〉 ≡ Oˆ−ϕ|Ψϕ,s〉, (6.24)
derived from (6.15), which leads to
trE [|ΨR,F 〉〈ΨR,F |] = |0⊗m〉〈0⊗m|⊗|ψRΣ,F 〉〈ψRΣ,F |, (6.25)
in which, identical in form to (6.10) and (6.11),
|ψRΣ,F 〉 = |0〉 cos(θMGˆest/2)|ψΣ〉
+ |1〉 sin(θMGˆest/2)|ψΣ〉
=
√
pΣ,0|0〉|ψΣ,c〉+√pΣ,1|1〉|ψΣ,s〉, (6.26)
with working space states
|ψΣ,c〉 = 1√
pΣ,0
∑
u
Au cos(θλuM )|ψGu 〉
|ψΣ,s〉 = 1√
pΣ,1
∑
u
Au sin(θλuM )|ψGu 〉
pΣ,1 = 1− pΣ,0 =
∑
u
|Au|2 sin2(θλuM ). (6.27)
Here λu, |ψGu 〉 are again the eigenvalues and eigenstates of
Gˆest and Au = 〈ΨGu |ψΣ〉 are the corresponding expansion
coefficients. It is important to emphasize that the states
(6.24) do not themselves contain factors |0⊗m〉. These
emerge only as a consequence of the trace operation.
Equations (6.26) and (6.27) are the main results of
this section, confirming that the generalized reverse-time
Suzuki–Trotter dynamics encoded in (6.17) via (6.20) in-
deed generates a state with properties entirely equivalent
to the conventional state (6.10) at the reduced density
matrix (hence measurement) level. Explicitly, projecting
again onto the |1〉 subspace one obtains
〈ΨR,F ||1〉〈1| ⊗ Iˆad ⊗ Mˆ |ΨR,F 〉 = pΣ,1〈ψΣ,s|Mˆ |ψΣ,s〉
= |C|2〈ψΣ|Gˆ−1estMˆGˆ−1est |ψΣ〉 (6.28)
which coincides with (6.12).
2. Reverse-phase qubit recycling and dissipation
Finally, for simplicity, the reverse-phase estimation
as implemented in (6.17) neglects qubit recycling and
dissipation—see Sec. V B 4, especially (5.22) and (5.24).
These (likely physically inescapable) operations, again
acting only on the environmental and data qubit sub-
spaces, may be included here as well and produce the
identical measurement state outcomes (6.26)–(6.28).
VII. QUANTUM IMPLEMENTATION OF
TARGET DETECTION
We turn now to the final step, namely implementa-
tion of the data processing algorithm identifying likely
target locations (indexed here by the p-qubit radar im-
age pixel register |x〉 ≡ |x〉|v〉) via the detection statistic
(2.21). The input to the numerator (2.20), and to the de-
nominator (2.22), are provided by the generalized HHL
algorithm developed in Sec. VI B. As summarized in Sec.
III C, the classic Grover quantum search algorithm [5]
may be naturally adapted to this problem.
As will be seen, construction of the detection statistic
requires input states in digital form for convenient for-
mulation of the oracle Uˆγ [equation (3.15)] implement-
ing the logical function (3.14) that encodes the detection
criterion (3.13). Depending on the implementation of
the HHL algorithm, an initial qA/D conversion (App.
A) may therefore be required.
The remainder of this section is devoted to the con-
ventional construction of Uˆγ . This is presented in some
detail since it is quite intricate. However, the generaliza-
tion to account for the reduced density matrix approach,
detailed in Sec. VIII, is then relatively straightforward,
with essentially one-to-one correspondence between the
steps. Some additional details of its implementation for
the target identification problem are discussed in Secs.
VII C and VIII C.
20
A. Detection statistic state: conventional
construction
The first step is to construct the state encoding the
difference |ΣG(x)|2 − h0ΣG,0(x). To construct the state
corresponding to |ΣG(x)|2, it is assumed that one has
access to two independent copies of the output state:
|ψΣ,G〉 = Gˆ−1est |ψΣ〉 =
1√
ND
∑
x
|ΣG(x)〉|x〉. (7.1)
In the conventional construction these states are obtained
directly from the digital format initial state (3.1) via ap-
plication of the conventional HHL algorithm (see Secs.
V A, VI A). We write |ΣG(x)〉 = |Re[ΣG(x)]〉|Im[ΣG(x)]〉,
and the sign of each component is determined by a lead-
ing qubit. By flipping the sign of the imaginary part of
the second copy (an Xˆ gate), one obtains the mapping
|ψΣ,G〉|ψΣ,G〉 → |ψΣ,G〉|ψ∗Σ,G〉. (7.2)
By performing controlled bitwise multiplication one ob-
tains
|ψΣ,G〉|ψ∗Σ,G〉 =
1
ND
∑
x,x′
|ΣG(x)〉|ΣG(x′)〉|x〉|x′〉
→ 1
ND
∑
x,x′
|ΣG(x)〉|ΣG(x)ΣG(x′)∗〉
⊗ |x〉|x⊕ x′〉
≡ |ψ⊕Σ,G〉 (7.3)
in which, in the second line, an additional controlled
Boolean sum has been performed on the last two reg-
isters. Here and in several places below there is a slight
abuse of notation due to convenient reordering of the reg-
isters. The digital representation of the |Σ(x)|2 state may
be read off the second register under the condition that
the last register is |0〉.
In a similar fashion, the digital format state
|ψG〉 = 1
ND
∑
x,x′
|Gˆ−1est(x, x′)〉|x〉|x′〉
→ 1
ND
∑
x,x′
|Gˆ−1est(x, x′)〉|x〉|x⊕ x′〉
≡ |ψ⊕G〉 (7.4)
produces the digital representation of G−1est(x, x) through
conditioning on the last register being |0〉. The state |ψG〉
may be constructed as follows. First note that, for the
special case Σ(x) = δxx′ , the HHL algorithm performs
the transformation
|1〉|x′〉 → |ψx′,G〉 ≡
∑
x
|Gˆ−1est(x, x′)〉|x〉, (7.5)
in which |1〉 is an m qubit register. One may therefore
construct the desired state in the form
|ψG〉 = Gˆ−1est |ψdiag〉
|ψdiag〉 ≡ |1〉
p∏
j=1
e−i
pi
2 Xˆ1,j Yˆ2,j |0〉|0〉
= |1〉 ⊗pj=1
|0〉1,j |0〉2,j + |1〉1,j |1〉2,j√
2
=
1√
ND
∑
x′
|1〉|x′〉|x′〉, (7.6)
which consists of applying the HHL algorithm (in paral-
lel) to the first two registers of the state |ψdiag〉.
The final detection statistic state emerges from the fol-
lowing sequence of controlled bitwise multiplication, ad-
dition, and Boolean sum operations:
|h0〉|ψ⊕Σ,G〉|ψ⊕G〉 = |h0〉
1
N2D
∑
x,y,x′,y′
|ΣG(x)〉
∣∣|ΣG(x⊕ y)|2〉 ∣∣∣Gˆ−1est(x′, x′ ⊕ y′)〉 |x〉|y〉|x′〉|y′〉
→ |h0〉 1
N2D
∑
x,y,x′,y′
|ΣG(x)〉
∣∣|ΣG(x⊕ y)|2〉 ∣∣∣h0Gˆ−1est(x′, x′ ⊕ y′)〉 |x〉|y〉|x′〉|y′〉
→ |h0〉 1
N2D
∑
x,y,x′,y′
|ΣG(x)〉|ψDS(x, y, x′, y′)〉
∣∣∣h0Gˆ−1est(x′, x′ ⊕ y′)〉 |x〉|y〉|x⊕ x′〉|y′〉
≡ |h0〉|ψ⊕DS〉 (7.7)
in which |h0〉 is an additional threshold parameter reg-
ister and the extended detection statistic register in the
third line is defined by
|ψDS(x, y, x′, y′)〉 =
∣∣∣|ΣG(x⊕ y)|2 − h0Gˆ−1est(x′, x′ ⊕ y′)〉 .
(7.8)
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Controlling on |0〉 for the last three registers in |ψ⊕DS〉,
the register state
|ψDS(x)〉 ≡ |ψDS(x, 0, x, 0)〉 (7.9)
encodes precisely the digital representation of the input
to the logical function (3.14).
B. Grover search oracle construction
To simplify the notation, write the detection statistic
state in the form
|ψ⊕DS〉 =
1
N2D
∑
x,y,x′,y′
|γ(x, y, x′, y′)〉|A(x, y, x′, y′)〉
⊗ |x〉|y〉|x⊕ x′〉|y′〉 (7.10)
in which |γ = 0, 1〉 is the overall sign qubit of the reg-
ister (7.8), and |A〉 combines all remaining registers not
explicitly displayed. It is the need for direct access to the
sign qubit that requires the digital format. The objective
is to design a unitary operation
|x0〉|q〉|ψ⊕DS〉 → |x0〉|q ⊕ γ(x0)〉|ψ⊕DS(x0)〉, (7.11)
controlled by the state |ψ⊕DS〉, in which |ψ⊕DS(x0)〉 is a cer-
tain projected state, depending on x0, defined in (7.23)
below. To accomplish this, define the projection opera-
tors
Pˆa =
1
ND
p∏
j=1
(1 + Zˆaj )
Pˆab =
1
ND
p∏
j=1
(1 + Zˆaj Zˆ
b
j ), (7.12)
with actions
Pˆa|x〉a = δx0|0〉a
Pˆab|x〉a|x′〉b = δxx′ |x〉a|x〉b, (7.13)
where Zˆaj , Zˆ
b
j act on qubit j in the registers |x〉a, |x′〉b,
respectively. Finally, let
Pˆ = Pˆ01Pˆ2Pˆ3Pˆ4, (7.14)
acting on |x0〉|q〉|ψ⊕DS〉, be the simultaneous projection
onto the subspace defining the support of (7.9), with sub-
script 0 referring to the |x0〉 register and the remaining
values to the last four registers in (7.10). Let Xˆq be the
bit flip operator acting on |q〉, and define the controlled
bit flip unitary operator
Qˆγ =
(
Iˆγ + Zˆγ
2
Xˆq +
Iˆγ − Zˆγ
2
Iˆq
)
Pˆ + Iˆγ Iˆq(Iˆ − Pˆ ),
(7.15)
in which the subscripts indicate action on the |q〉 or |γ〉
registers. One obtains
Qˆγ |x0〉|q〉|ψ⊕DS〉 = |x0〉|q ⊕ γ(x0)〉Pˆ (x0)|ψ⊕DS〉
+ |x0〉|q〉[Iˆ − Pˆ (x0)]|ψ⊕DS〉 (7.16)
in which
Pˆ (x0)|ψ⊕DS〉 = |γ(x0)〉|A(x0)〉|x0〉|0〉|0〉|0〉 (7.17)
is the projection onto the x0 subspace, with shorthand
γ(x0) = γ(x0, 0, x0, 0) and A(x0) = A(x0, 0, x0, 0). Thus,
the desired oracle output (7.11) resides only in this pro-
jected subspace.
The final step is to rotate the |x0〉 state in (7.17) to
|0〉 so that all choices for x0 lead to a common output
channel. The unitary operator
Qˆ =
p∏
j=1
(
Iˆj + Zˆj
2
Iˆ ′j +
Iˆj − Zˆj
2
Xˆ ′j
)
(7.18)
performs the Boolean sum
Qˆ|x〉|x′〉 = |x〉|x⊕ x′〉, (7.19)
which uniquely maps |x0〉|x0〉 → |x0〉|0〉. It follows that
the unitary operator
Uˆγ = QˆQˆγ (7.20)
produces the transformation
|ψγDS〉 ≡ Uˆγ |x0〉|q〉|ψ⊕DS〉 (7.21)
= |x0〉|q ⊕ γ(x0)〉|ψ⊕DS(x0)〉+ |x0〉|q〉|ψ⊕⊥DS 〉,
in which we define the projected states
|ψ⊕DS(x0)〉 = Qˆ(x0)Pˆ (x0)|ψ⊕DS〉
=
1
N2D
|γ(x0)〉|A(x0)〉|0⊗4〉
|ψ⊕⊥DS (x0)〉 = Qˆ(x0)[Iˆ − Pˆ (x0)]|ψ⊕DS〉, (7.22)
where, to condense the notation, we have defined
Qˆ(x0)|x′〉 = |x0 ⊕ x′〉, (7.23)
By construction, |ψ⊕⊥DS (x0)〉 contains no |0⊗4〉 compo-
nent.
A general input state of the form
|ψb〉 =
∑
x0
b(x0)|x0〉|q(x0)〉 (7.24)
then produces output
Uˆγ |ψb〉|ψ⊕DS〉 =
∑
x0
b(x0)|x0〉|q(x0)⊕ γ(x0)〉|ψ⊕DS(x0)〉
+
∑
x0
b(x0)|x0〉|q(x0)〉|ψ⊕⊥DS (x0)〉,
(7.25)
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in which the first line contains the desired oracle output
as the first two registers, and the second line is again
orthogonal to |0⊗4〉.
If one uses input qubit |q〉 = |q−〉 = Hˆ|1〉 (which is
subsequently factored out and dropped) one recovers the
sign flip operator (3.16) in the form
Uˆγ |ψb〉 =
∑
x0
b(x0)|x0〉 (7.26)
⊗
[
(−1)γ(x0)|ψ⊕DS(x0)〉+ |ψ⊕⊥DS (x0)〉
]
,
also leaving the ⊥ subspace invariant.
C. Grover search implementation
The Grover operator Uˆgr continues to be defined by
(3.19). It is easy to check that, for any initial angle φ, its
action on the uniform superposition states (3.18) takes
the form
|ψφ(θγ)〉 ≡ Uˆgr[cos(φ/2)|γ0〉+ sin(φ/2)|γ1〉]|ψ⊕DS〉
= cos(θγ + φ/2)|γ0〉DS
+ sin(θγ + φ/2)|γ1〉DS
+ cos(θγ − φ/2)|γ0〉⊥DS
+ sin(θγ − φ/2)|γ1〉⊥DS (7.27)
in which the angle θγ(Nγ) is defined by (3.22), and
the uniform input state |ξ0〉 corresponds to φ = θγ .
To further simplify the notation, for any state |φb〉 =∑
x0
b(x0)|x0〉 we have defined the shorthand
|φb〉DS =
∑
x0
b(x0)|x0〉|ψ⊕DS(x0)〉
|φb〉⊥DS =
∑
x0
b(x0)|x0〉|ψ⊕⊥DS (x0)〉. (7.28)
The focus, of course, will be on the |ψ⊕DS〉 terms. By
iteration one obtains
|ψ(k)γ,φ〉 ≡ Uˆkgr[cos(φ/2)|γ0〉+ sin(φ/2)|γ1〉]|ψ⊕DS〉
= |ψφ(kθγ)〉. (7.29)
The key idea is to choose the iteration number k so that
cos(kθγ + φ/2) is close to zero [5], yielding a projection
onto the solution vector |γ1〉DS. For this value of k, a
measurement in the computational basis |x〉 will with
high probability produce one of the solution states. If
Nγ/ND  1 is small, as expected in our application with
threshold h0 chosen sufficiently large, then using input
state |ξ0〉 we consider the choice
kG(Nγ) =
pi
2θγ
− 1
2
=
cos−1(
√
Nγ/ND)
2 sin−1(
√
Nγ/ND)
(7.30)
rounded to the nearest integer (rounding down if k is
exactly half-integer, so as to reduce the number of iter-
ations). This yields (kG +
1
2 )θγ ' pi2 , hence cos(kGθγ +
φ/2) = cos[(kG+
1
2 )θγ ] ' 0 as desired. The angular error
in the final state is at most θγ/2 '
√
Nγ/ND, yielding er-
ror probability at most Nγ/ND. The quadratic speed-up
follows from kG ' pi4
√
ND/Nγ—the number of iterations
of Uˆgr that must be applied.
We may now consider a measurement operator of the
form
Mˆ = Mˆ ⊗ Iˆγ ⊗ IˆA ⊗ |0⊗4〉〈0⊗4| (7.31)
in which Mˆ acts on the |x0〉 register qubits. With the
choice k = kG, the result will lie close to
〈ψ(kG)γ,φ |Mˆ|ψ(kG)γ,φ 〉 =
1
N2D
〈γ1|Mˆ |γ1〉, (7.32)
thereby providing information about the above-threshold
target pixels. Validity of the output, e.g., the pixel index
of one of these targets, may be checked either via a clas-
sical computation or using the oracle, and failure simply
requires that the algorithm be rerun some O(1) number
of times until a correct solution is found.
D. Quantum counting
The choice (7.30) for the Grover algorithm iteration
number kG requires a priori knowledge of the number
of solutions Nγ . For the target detection application,
this value (the number of bright targets) is certainly not
generally known in advance (and could be zero).
The value of Nγ may in fact be determined by applying
the (conventional) phase estimation algorithm to the ac-
tion of the Grover iteration operator Uˆgr on the projected
subspace:
Uˆgr|γ±〉|ψ⊕DS〉 = e±iθγ |γ±〉DS + e∓iθγ |γ∓〉⊥DS (7.33)
leading to
Uˆ2kgr |γ±〉|ψ⊕DS〉 = e±i2kθγ |γ±〉DS + |γ±〉⊥DS (7.34)
Uˆ2k+1gr |γ±〉|ψ⊕DS〉 = e±i(2k+1)θγ |γ±〉DS + e∓iθγ |γ∓〉⊥DS.
The eigenvalue equation (3.20) is now exhibited in a gen-
eralized sense, with eigenvalues e±iθγ applying in the pro-
jected |0⊗4〉 subspace. It will now be shown that this is
sufficient for constructing a phase estimation algorithm
for θγ , and hence for Nγ via the relations (3.22). The
key observation is that
|ξ0〉 = 1√
2
(
eiθγ/2|γ+〉+ e−iθγ/2|γ−〉
)
. (7.35)
is a superposition of the two eigenvectors. The algorithm
is based only on the state |ξ0〉, hence avoids direct esti-
mation of the number of states for which γ(x) = 0—as
would be required by a classical algorithm.
Following the general procedure described in Sec. V,
adjoining the extra control qubit registers, the controlled
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Grover oracle Oˆgr is defined by (5.2), with Uˆgr substituted
for Uˆ . The corresponding product oracle operator Oˆgr is
defined by (5.5) and produces the states [compare (5.6)
and (5.7)]
|ψFγ,±〉 ≡ Oˆgr|0⊗t〉|γ±〉|ψ⊕DS〉 = |θFγ,±〉|γ±〉DS +H⊗(t−1)|0⊗(t−1)〉
(|0〉1|γ±〉⊥DS + e∓iθγ |1〉1|γ∓〉⊥DS) , (7.36)
where
|θFγ,±〉 =
1√
T
T−1∑
J=0
e±iJθγ |J〉, (7.37)
in which a t-qubit register, with T = 2t, is being used to estimate θγ , but the state |2⊗t〉 common to all terms in
(7.36) has been dropped to condense the notation. Here H⊗(t−1)|0⊗(t−1)〉 = (2/T )1/2 ⊗tj=2 (|0〉j + |1〉j) contains all
the qubits corresponding to even powers of Uˆgr which, via (7.34), act as the identity on the ⊥ subspace. Only the
j = 1 qubit, associated with odd powers, produces nontrivial mixing of the |γ±〉⊥DS states.
Applying the inverse Fourier transform to the first register one obtains
|ψ˜γ,±〉 ≡ Uˆ†F |ψFγ,±〉 = |θ˜γ,±〉|γ±〉DS +
1 + e∓iθγ
2
√
2
|0〉|γ±〉⊥DS +
1− e∓iθγ
2
√
2
|T/2〉|2⊗t〉|γ∓〉⊥DS, (7.38)
in which
|θ˜γ,+〉 = Uˆ†F |θFγ,+〉 = |θ˜γ/2pi〉
|θ˜γ,−〉 = Uˆ†F |θFγ,−〉 = |1− θ˜γ/2pi〉 (7.39)
are the desired eigenvalue approximations defined by
(5.8). The pair of Fourier states |0〉, |T/2 = 2t−1〉 emerge
from the odd–even structure in the ⊥ subspace.
Clearly either of the states (7.39) can be used to esti-
mate θγ . In particular, using (7.35), the phase estimation
output is the superposition
|ξ0〉 → 1√
2
(
eiθγ/2|θ˜γ/2pi〉|γ+〉DS
+ e−iθγ/2|1− θ˜γ/2pi〉|γ−〉DS
)
(7.40)
in the |0⊗4〉 subspace. It follows that measurement op-
erators of the form (7.31), but with Mˆ now operating
on the first register, directly probe the states (7.39), and
the measurement will project onto one or the other, each
with probability 12 . Since 0 ≤ θγ/2pi < 12 , there is no
ambiguity between the two. Detailed error analysis [5]
shows that (by judicious choice of t ∼ p/2) one may esti-
mate θγ , and hence Nγ , with sufficient accuracy to ensure
high probability success of the counting algorithm using
O(
√
ND) Grover oracle calls. Using this Nγ value to con-
struct the superposition states (3.18), the target search
algorithm constructed in Sec. VII C will similarly succeed
with high probability, and the overall algorithm efficiency
continues to scale as
√
ND.
Obviously, the error and algorithm efficiency analysis
for the present problem must be additionally informed
by the new subspace structure, which will certainly affect
the probability of various measurement outcomes. This
is an important topic for future investigation, but lies
beyond the scope of the present work.
VIII. GROVER SEARCH TARGET DETECTION
ORACLE: GENERALIZED CONSTRUCTION
We now adapt the ‘conventional’ target search algo-
rithm construction of the previous section to that based
on the output of the generalized HHL algorithm, in which
access to the (analog form) state |ψAΣ,G〉 is only through
the reduced density matrix, and is equivalent to the state
|ψΣ,s〉 [see (6.27)]. Since |ψΣ,s〉 is linearly related to the
full state |ΨF,s〉 [see (6.24) and (6.15)], linear operations
on the latter will be reflected on the former. It follows
that adapting the series of steps in the previous subsec-
tion leads to the appropriate generalized algorithm.
A. Generalized detection statistic state
construction
The first step in the construction of the detection
statistic is to apply the qA/D conversion to the work-
ing space qubits, generating the transformation
|ΨF,s〉 → |ΨΣ,G〉, (8.1)
in which the trace operation
trE [|ΨΣ,G〉〈ΨΣ,G|] = |ψΣ,G〉〈ψΣ,G| (8.2)
now generates the digital form (7.1) of the output state
(see App. A 3).
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Lacking the full digital form of the environmental state,
the complex conjugate state must be computed sepa-
rately, starting from the complex conjugation of the digi-
tal format data states |ψ∗Σ〉, |ψ∗W 〉, followed by qD/A con-
version, and then using time reversed evolution t → −t
in (3.12) and in the alternative Suzuki–Trotter evolution
(4.8) and (4.13). From this construction, it is assumed
that the two states |ΨF,s〉, |Ψ∗F,s〉 are separately avail-
able, and rely on independent data and environmental
subspaces.
As will now be shown, bitwise multiplication on the
working space register produces the states generalizing
(7.2) and (7.3). In the much larger environment plus
working space, one may decompose
|ΨΣ,G〉 = 1√
ND
∑
x
|ΨΣ,G(x)〉|x〉 (8.3)
in which
|ΨΣ,G(x)〉 = 1√
M
∑
A
|ΨAΣ,G(x)〉|A〉, (8.4)
is an entangled superposition of working subspace m
qubit digital register states |A〉 (with value of m deter-
mined by the desired resolution of the qA/D conversion—
see Sec. A 2), with very high dimensional analog states
|ΨAΣ,G(x)〉 lying entirely in the environmental subspace
HE . The generalization of the product state transforma-
tion (7.3) is
|ΨΣ,G〉|Ψ∗Σ,G〉 =
1
MND
∑
x,x′
∑
A,A′
|ΨAΣ,G(x)〉|ΨA
′∗
Σ,G(x
′)〉|A〉|A′〉|x〉|x′〉
→ 1
MND
∑
x,x′
∑
A,A′
|ΨAΣ,G(x)〉|ΨA
′∗
Σ,G(x
′)〉|A〉|AA′〉|x〉|x⊕ x′〉
≡ |Ψ⊕Σ,G〉, (8.5)
obeying, via (8.2), the trace identities
trE [|ΨAΣ,G(x)〉〈ΨA
′
Σ,G(x
′)|] = MδA,ΣG(x)δA′,ΣG(x′)
trE [|ΨΣ,G(x)〉〈ΨΣ,G(x′)|] = |ΣG(x)〉〈ΣG(x′)|
trE [|Ψ⊕Σ,G〉〈Ψ⊕Σ,G|] = |ψ⊕Σ,G〉〈ψ⊕Σ,G|, (8.6)
and similarly for |Ψ∗Σ,G〉. The traces here are performed
independently over the first two registers in (8.5).
Similarly, defining
|Ψx′,G〉 = 1√
ND
∑
x
|Ψx′,G(x, x′)〉|x〉 (8.7)
to be the generalized HHL output state generated with
(working space) input Σ(x) = δxx′ , equation (7.4) is gen-
eralized in the form
|Ψ⊕G〉 =
1
ND
∑
x,x′
|Ψx′,G(x)〉|x〉|x⊕ x′〉
|Ψx′,G(x)〉 = 1√
M
∑
A
|ΨAx′,G(x)〉|A〉 (8.8)
obtained from the identical working space input state
(7.6). The trace identities follow in the form
trE [|ΨAx′,G(x)〉〈ΨA
′
y′,G(y)|] = MδA,Gˆ−1est(x,x′)δA′,Gˆ−1est(y,y′)
trE [|Ψx′,G(x)〉〈Ψy′,G(y)|] = |Gˆ−1est(x, x′)〉〈Gˆ−1est(y, y′)|
trE [|Ψx′,G〉〈Ψy′,G|] = |ψx′,G〉〈ψy′,G|
trE [|Ψ⊕G〉〈Ψ⊕G|] = |ψ⊕G〉〈ψ⊕G |. (8.9)
Finally, the generalization of the detection statistic
state (7.7) is obtained from the corresponding sequence
of transformations
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|h0〉|Ψ⊕Σ,G〉|Ψ⊕G〉 = |h0〉
1
M3/2N2D
∑
x,y,x′,y′
∑
A,A′,B
|ΨAΣ,G(x)〉|ΨA
′∗
Σ,G(x⊕ y)〉|ΨBx′⊕y′,G(x′)〉|A〉|AA′〉|B〉|x〉|y〉|x′〉|y′〉
→ |h0〉|Ψ⊕DS〉 (8.10)
|Ψ⊕DS〉 ≡
1
M3/2N2D
∑
x,y,x′,y′
∑
A,A′,B
|ΨAΣ,G(x)〉|ΨA
′∗
Σ,G(x⊕ y)〉|ΨBx′⊕y′,G(x′)〉|A〉|AA′ − h0B〉|h0B〉|x〉|y〉|x⊕ x′〉|y′〉,
in which controlled bitwise multiplication and addition
are all restricted to the A,A′, B registers. The funda-
mental trace identity
trE [|Ψ⊕DS〉〈|Ψ⊕DS|] = |ψ⊕DS〉〈ψ⊕DS|. (8.11)
follows from (8.6) and (8.9), with the various delta-
functions acting, in particular, to map |AA′− h0B〉 onto
the state (7.8). It follows that the conventional state
(7.7) is reproduced in reduced density matrix form.
The environmental average is now over three indepen-
dent subspaces corresponding to the first three registers
in |Ψ⊕DS〉. Independence here is defined in the follow-
ing important restricted sense. Independent data loading
subspace structures (5.17) and (5.18) must be maintained
for each (which may have important implications for the
computational hardware structure), but dissipation dy-
namics may subsequently mix them arbitrarily with each
other and with the broader environment. Thus, arbitrary
unitary transformations Uˆdiss may be applied to the first
three registers (the non-working space qubits), in par-
ticular mixing the three subspaces arbitrarily. The cyclic
property of the trace, for operators restricted to the envi-
ronmental subspace, guarantees that only Uˆ†dissUˆdiss = IˆE
enters, leaving the working subspace reduced density ma-
trix invariant.
B. Generalized oracle construction
We next show how the state |Ψ⊕DS〉 is used to construct
a generalized Grover oracle. Paralleling (7.10), we write
this state in the form
|Ψ⊕DS〉 =
1
M3/2N2D
∑
x,y,x′,y′
∑
A,A′,B
|γ(AA′ − h0B)〉
⊗ |A(x, y, x′, y′;A,A′, B)〉|x〉|y〉|x⊕ x′〉|y′〉
(8.12)
in which γ(A,A′, B) = 12 [1+sgn(AA
′−h0B)] is the signa-
ture qubit for the |AA′−h0B〉 register and all remaining
registers are combined into |A〉. With the projection op-
erators (7.12)–(7.14), and the unitary operators (7.15),
(7.18), and (7.20) acting on the working space qubits ex-
actly as before, the explicit expression for
|ΨγDS〉 ≡ Uˆγ |x0〉|q〉|Ψ⊕DS〉, (8.13)
generalizing (7.21), is quite complicated, with the qubit
|q〉 → |q ⊕ γ(AA′ − h0B)〉 moving inside the sum in the
Pˆ0|Ψ⊕DS〉 term. However, since these operators act only
on the working space qubits, they factor out of the trace
operation,
trE [|ΨγDS〉〈ΨγDS|] = QˆUˆγ |x0〉|q〉trE [|Ψ⊕DS〉〈Ψ⊕DS|]
⊗ 〈q|〈x0|Uˆ†γQˆ†
= |ψγDS〉〈ψγDS|, (8.14)
precisely reproducing (7.21) in reduced density matrix
form. The sign flip implementation (7.26), using |q〉 =
|q−〉, then immediately follows as well.
Most importantly, one sees that a measurement oper-
ator of the form
Mˆ = IˆE ⊗ Iˆγ ⊗ IˆA ⊗ |0(4)〉〈0(4)| ⊗ Mˆ (8.15)
acting (through Mˆ) only on the |x0〉|q〉 oracle qubit sub-
space, and projecting onto the |0(4)〉 pixel qubit subspace,
yields
〈ΨγDS|Mˆ|ΨγDS〉 =
1
M3N4D
〈q⊕γ(x0)|〈x0|Mˆ |x0〉|q⊕γ(x0)〉,
(8.16)
directly accessing the oracle output.
C. Generalized Grover search and quantum
counting implementation
We finally generalize the implementation (7.27) of the
Grover operator (3.19), and the phase estimation proce-
dure (7.36)–(7.39) underlying the quantum counting re-
lation (3.22). The procedure is actually now straightfor-
ward, being a direct analogue of the steps in the previous
section mapping operations on the larger space detection
statistic state |Ψ⊕DS〉, defined in (8.12), to the equivalent
operation on the output state |ψ⊕DS〉 of the environmental
trace operation, defined in (7.7).
To begin, since the operator Uˆgr, defined by (3.19) and
implemented in (7.27), acts only on the control and work-
ing space qubits, it also factors out of the environmental
trace. Thus, the states
|Ψ(k)γ,φ〉 = Uˆkgr[cos(φ/2)|γ0〉+ sin(φ/2)|γ1〉]|Ψ⊕DS〉, (8.17)
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generalizing (7.27) and (7.29), obey
trE
[
|Ψ(k)γ,φ〉〈Ψ(k)γ,φ|
]
= |ψ(k)γ,φ〉〈ψ(k)γ,φ|. (8.18)
In particular, for known target number Nγ , the choice
k = kG(Nγ) defined by (7.30) produces the desired state
dominated by the target-present pixel superposition |γ1〉.
Measurement–projection operators with structure (7.31),
but now including an environmental identity factor IˆE ,
allow one to access the matrix element on the right hand
side of (7.32).
The quantum counting algorithm proceeds in an iden-
tical fashion. The product oracle operator Oˆgr acts only
on the control qubits (now including |0⊗t〉|2⊗t〉) and on
the working space qubits. Therefore, the phase estima-
tion operation (7.36) followed by inverse Fourier trans-
form (7.38), produce, respectively, states |ΨFγ,±〉 and
|Ψ˜γ,±〉 = Uˆ†F |ΨFγ,±〉, with properties
trE
[|ΨFγ,±〉〈ΨFγ,±|] = |ψFγ,±〉〈ψFγ,±|
trE
[
|Ψ˜γ,±〉〈Ψ˜γ,±|
]
= |ψ˜γ,±〉〈ψ˜γ,±|
= Uˆ†F |ψFγ,±〉〈ψFγ,±|UˆF . (8.19)
Using |ξ0〉 as the input state, measurement–projection
operators of the form (7.31), with an additional IˆE oper-
ator, and Mˆ now acting only on the image pixel register
|x0〉, again allow one to access properties of the angle
eigenstates (7.39). The algorithm accuracy discussion
below (7.40) remains valid. Of course the algorithm ef-
ficiency analysis will have additional complications asso-
ciated with the reduced density matrix representation.
IX. CONCLUDING REMARKS
Motivated by potentially numerically intensive image
processing and target identification applications, we have
explored here the possibility of quantum enhancements
of the STAP algorithm through adaptation of quantum
machine learning algorithms [7]. A key insight is that lin-
ear algebra based on rather large matrices lies at the core
of many advanced machine learning algorithms, and the
quantum implementation then often relies on adaptation
of the HHL algorithm [6].
A major barrier to the STAP application is that the
underlying covariance matrix is not sparse, precluding
direct application of the quantum phase estimation al-
gorithm lying at the heart of the HHL algorithm. To
circumvent this, an alternative Trotter–Suzuki simula-
tion method (termed density matrix exponentiation) has
been proposed, at the expense of strongly entangling the
‘working qubits’ with the environment [8]—in this case
the very large number qubits involved in importing and
processing new copies of the imaging data as the sim-
ulation steps forward in time. As a result, the desired
quantum computational output state exists only at the
level of the reduced density matrix obtained by averag-
ing over the environmental degrees of freedom. This av-
erage is automatically accounted for in any measurement
performed on the working qubits, however there are a
number of new features underlying this procedure, criti-
cal to any eventual hardware implementation, that have
not been previously explored:
a. Quantum Digital–Analog conversion: In order to
be consistent with the Hilbert space inner product de-
fined by the Born rule, though typically loaded in ‘digital’
qubit register format (3.1), the data must be converted to
standard wavefunction ‘analog’ format (3.2). The latter
is required for correct formulation of the Trotter–Suzuki
simulation described in Sec. IV A, producing ‘analog’ in-
ner products such as those in (4.16). On the other hand,
the Grover search algorithm at the heart of target de-
tection is formulated using the digital format, therefore
requiring the reverse qA/D conversion of the HHL al-
gorithm output. Although the qD/A conversion is quite
efficient (App. A 1), the reverse has much higher overhead
(App. A 2), requiring a large number of HHL algorithm
parallel output copies. The additional computational
burden will need to be evaluated in future work. It is
also possible that the much higher density of data coded
into an analog state (single complex number represent-
ing an entire qubit register) correspondingly increases the
level of error correction needed.
b. Data qubit structure for phase estimation: For di-
rect computation of the reduced density matrix at a sin-
gle time the organization of the sequential loading and
processing of the data qubits is not important. However,
as described in Sec. V, the generalization of the phase es-
timation algorithm requires a factorization property for
state correlations at different times. As illustrated in Fig.
3, this imposes a specific hierarchical subspace structure
(5.17)–(5.18) on the data qubits—even if their states are
permitted to dissipate to the broader environment after
they have been processed. This will place strong addi-
tional constraints on the hardware implementation.
c. Detection statistic oracle for Grover search: The
detection statistic (2.21), used to evaluate presence of ab-
sence of a target, must now be derived from the density
matrix, i.e., from a working space qubit measurement.
This precludes direct unitary implementation of the log-
ical function γ defined in (3.14). Similar to generalized
phase estimation, an indirect approach, described in Secs.
VII and VIII, is required.
d. Projected subspace measurements: At many
points in the algorithm, desired qubit states emerge
not as independent direct products, but rather require
projection of a strongly entangled state onto a partic-
ular subspace—for example the outputs of the HHL
algorithm [equation (6.10) or (6.26)] and quantum
digital–analog conversion algorithm [equations (A3),
and (A16) or (A27)]. Since projections are non-unitary
operations they can be performed only as part of a
classical measurement. The projection must therefore
be performed simultaneously with measurements on the
27
projected state of interest, not in some sequential fash-
ion, or the desired information will be lost (see, e.g., the
discussion in Sec. VI A 4). This is a perhaps subtle point
that has not been properly appreciated in the literature.
It does not change any of the published fundamental
quantum probabilistic conclusions, but does strongly
impact the design of the quantum computation output
measurement.
A. Future work
The aim of this paper has been to define in detail the
major quantum algorithm components for a particular
machine learning application, filling in a number signif-
icant gaps in the literature. General algorithm compo-
nent efficiencies have been verified, but detailed quan-
tum supremacy estimates, based, e.g., on size, structure,
and formatting of the data vectors |ψW 〉, and on the new
measurement subspace structures (e.g., described in Secs.
VII C and VIII C), are beyond the scope of this paper and
would be an interesting topic for future investigation.
There are other machine learning applications, such
as principal component analysis [8] and support vector
machines [9], which also rely on density matrix exponen-
tiation to implement some form of the HHL algorithm.
It would be interesting to investigate these as well.
Finally, relevant to the current noisy intermediate scale
quantum (NISQ) era, variational quantum–classical hy-
brid versions of the HHL algorithm have recently been
reported [24]. It would be interesting to explore further
adaptation of such algorithms to machine learning prob-
lems.
Appendix A: Quantum analog–digital conversion
It was pointed out in Sec. III that the alternative
Suzuki–Trotter evolution (4.8) requires that the evolv-
ing state be written in the analog representation (3.2),
and the HHL algorithm output state derived in Sec. VI
appears in the same representation. Given that the radar
data is most conveniently loaded in the digital form (3.1),
a quantum digital-to-analog conversion step is required.
Conversely, as described in Secs. VII and VIII, the detec-
tion statistic that forms the basis for the target identifi-
cation algorithm requires the digital representation (7.8)
and (7.9), or (8.10), for the corresponding quantum state.
A quantum analog-to-digital conversion of the HHL al-
gorithm output is therefore required. The two transfor-
mations clearly must be very different because the two
states lie in entirely different Hilbert spaces.
In this Appendix we summarize possible implementa-
tions of the two algorithms. There may well be more
efficient versions, and this would be an interesting topic
for future work.
1. Quantum digital-to-analog conversion
Consider a general state with representations
|ψA〉 =
∑
x
ψ(x)|x〉
|ψD〉 = 1√
N
∑
x
|ψ(x)〉|x〉. (A1)
with normalization
∑
x |ψ(x)|2 = 1. Here x is an ar-
bitrary index, represented here as an n-qubit register,
and ψ(x) is represented by an m-qubit register. The two
representations have different numbers of qubits, so there
can be no unitary transformation directly outputting one
from the other even though the two have identical phys-
ical content, specifying the same wavefunction ψ(x).
The D representation is highly redundant, reducing
the full M = 2m degrees of freedom available in the first
register Hilbert space to a single m-bit complex number.
One way to accomplish this reduction is as follows. Simi-
lar to the HHL algorithm step (6.5), we append an ancilla
qubit, and perform the rotation
Rˆ|0〉a|ψ(x)〉 =
[
|0〉
√
1− C2|ψ(x)|2 + |1〉Cψ(x)
]
|ψ(x)〉.
(A2)
controlled by the wavefunction register, in which Rˆ =
ei
θ
2 nˆ·σ with sin(θ/2) = C|ψ|, nˆz = 0, nˆy − inˆx = ψ/|ψ|.
The constant C is chosen so that 0 ≤ C|ψ| ≤ 1 substan-
tially covers the permitted interval as x is varied.
Next, apply a Hadamard gate product to the wave-
function register to obtain
H⊗mRˆ|ψD〉 = 1√
M
|0〉a
M−1∑
J=0
|J〉|φJ〉
+
1√
M
|1a〉
M−1∑
J=0
|J〉|ψJ〉
=
C√
NM
|1〉a|0⊗m〉|ΨA〉+ |ΨD⊥〉 (A3)
in which
|φJ〉 = 1√
N
∑
x
√
1− C2|ψ(x)|2(−1)σJ (x)|x〉
|ψJ〉 = C√
N
∑
x
ψ(x)(−1)σJ (x)|x〉. (A4)
with bitwise register inner product signature
σJ(x) =
n∑
j=1
Jjψj(x). (A5)
The second line of (A3) exhibits the desired state |ΨA〉 as
the J = 0 term, which can therefore be extracted through
projected measurements on the |1〉a|0〉 subspace, with
|ΨD⊥〉 representing the orthogonal subspace consisting of
all other terms in the first line of (A3).
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There are many alternatives to the Hadamard product
(which will be important for the inverse conversion). For
example, the Fourier transform
UˆF |ψ(x)〉 = 1√
M
M−1∑
J=0
e2piiJψ(x) (A6)
corresponding to integer K(x) = Mψ(x) (guaranteed by
the m-bit representation), also leads to the form (A3)
but now with
|φJ〉 = 1√
N
∑
x
√
1− C2|ψ(x)|2e2piiJψ(x)|x〉
|ψJ〉 = C√
N
∑
x
ψ(x)e2piiJψ(x)|x〉. (A7)
More generally, one may use any orthogonal function rep-
resentation
UˆP |ψ(x)〉 = 1√
M
M−1∑
J=0
pJ [ψ(x)]|J〉
|ψJ〉 = 1√
N
∑
x
ψ(x)pJ [ψ(x)]|x〉, (A8)
with basis functions pJ constrained by the orthogonality
condition
1
M
M−1∑
J=0
pJ(ψ)pJ(φ) = δψφ (A9)
for integer 0 ≤ Mψ,Mφ ≤ M − 1. In all cases (with
convention p0(ψ) = 1), the second line of (A3) exhibits
the desired state |ΨA〉 as the J = 0 term. Note that if
pJ(ψ) = ψ for some value of J (e.g., orthogonal poly-
nomial basis), this would obviate the need for the ro-
tated ancilla qubit introduced in (A2). Instead one sim-
ply projects along |J〉.
2. Quantum analog-to-digital conversion
It is important to note the highly nonlinear structure of
the J 6= 0 states defined above. It follows that if Hamil-
tonian evolution is applied to the |x〉 register [either di-
rectly, or via the alternative Trotter–Suzuki formulation
(4.19)], then this dynamics operates quite differently on
the different |ΨJ〉 (which, for example, have substantially
different eigenfunction content due to the additional non-
linear modulation). It follows that one cannot simply
apply the inverse operation Rˆ†Uˆ†P to reconstruct the reg-
ister state |ψ(x, t)〉. The dynamics fails to update the
bit structure of |ψ(x)〉 encoded in the basis functions
pJ [ψ(x)] to that of |ψ(x, t)〉: ψJ(x, t) 6= pJ [ψ(x, t)]ψ(x, t).
It is for this basic reason that a reverse conversion al-
gorithm is required, based only on the state |ψA〉. The
key insight is that in order to expand the representa-
tion from n to n + m qubits many copies of the state
|ψA〉 are required. Thus the previous D to A conversion
was accomplished through an effective reduction in the
number of qubits: elimination of the |ψ(x)〉 register by
projection on the |0⊗m〉 subspace. In order to reverse
this procedure, one must reconstruct all of J 6= 0 terms
in (A3) from multiple copies of |ψ(x)〉 alone. We begin
with the most natural polynomial basis, and then discuss
the possibility of a more efficient implementation using
quantum Fourier transform.
The power wavefunctions
|ψJ〉 = 1NJ
∑
x
ψ(x)J |x〉, (A10)
may be derived as a subspace of the tensor product state
|ψ⊗J〉 ≡ |ψ〉1|ψ〉2 . . . |ψ〉J
=
∑
x1,x2,...,xM
ψ(x1)ψ(x2) . . . ψ(xJ)
× |x1〉|x2〉 . . . |xJ〉
→
∑
x1,x2,...,xM
ψ(x1)ψ(x2) . . . ψ(xM )
× |x1〉|x1 ⊕ x2〉 . . . |x1 ⊕ xJ〉
= NJ |ψJ〉|0⊗(J−1)〉+ |ψ⊗J⊥ 〉 (A11)
in which the unitary Boolean sum operation is applied
to rotate the desired state along |0⊗(J−1)〉. One limits
0 ≤ J ≤M−1 to finite values by assuming, as previously,
that ψ(x) takes only M binary fraction values.
Given the collection |ψJ〉|0⊗(J−1)〉, one may apply a
unitary transformation to produce the orthogonal poly-
nomial states |pJ(ψ)〉 (each in a particular projected sub-
space, adjoining extra |0〉 qubits if necessary). Orthogo-
nality of polynomial basis functions (e.g., Legendre poly-
nomials) is usually defined by continuous integration over
the unit interval, so the replacement (A9) by a sum over
binary fractions may produce somewhat different poly-
nomial coefficients (especially for large J).
Given this collection, one may construct the state
(again, along some particular projected subspace)
|ΨP 〉 = 1√
M
M−1∑
J=0
|J〉|pJ(ψ)〉
=
1√
N
∑
x
|ψP (x)〉|x〉 (A12)
in which (for each x)
|ψP 〉 = 1√
M
M−1∑
J=0
pJ(ψ)|J〉. (A13)
Finally, by applying the inverse polynomial basis opera-
tion
Uˆ†P |J〉 =
1√
M
∑
φ
pJ(φ)
∗|φ〉 (A14)
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the orthogonality relation (A9) produces the pure register
value
Uˆ†P |ψJ〉 =
∑
φ
1
M
M∑
J=0
pJ(ψ)p
∗
J(φ)|φ〉
= |ψ〉, (A15)
and hence the desired digital representation
Uˆ†P |ΨP 〉 =
1√
N
∑
x
|ψ(x)〉|x〉
= |ψD〉. (A16)
a. Fourier basis construction
Absent some kind of hierarchical structure, all M poly-
nomial basis functions need to be constructed separately,
which limits the algorithm efficiency. On the other hand,
Fourier representations often allow an exponential speed-
up (enabling, e.g., the phase estimation algorithm dis-
cussed in Sec. V A). This possibility is now explored in
the present context, but unfortunately does not appear
to work.
Approximating exponentials by polynomials relies on
the usual identity
e2piitψ(x) = lim
Nψ→∞
[
1 + i
2pit
Nψ
ψ(x)
]Nψ
, (A17)
applied in parallel here simultaneously for all x, and us-
ing an appropriate finite value of Nψ, controlled by the
O(t2/Nψ) error. The basis we consists of the states
|EJ(ψ)〉 = 1√
N
∑
x
e2piiJψ(x)|x〉 (A18)
obtained by applying (A17) for integer values of t. How-
ever, rather than construct these for all J , we seek a
method that reduces it to the binary powers J = 2j−1,
j = 1, 2, . . . ,m. By adjoining an extra qubit to each, one
seeks then an efficient construction of the state
|ΨP 〉 =
∑
x
⊗mj=1
1√
2
(
|0〉+ e2pii2j−1ψ(x)|1〉
)
|x〉
=
1√
M
M−1∑
J=0
|J〉|EJ(ψ)〉, (A19)
by bringing the product inside the x sum, the result of
which is precisely the Fourier basis version of (A12). The
inverse Fourier transform operation acting on the |J〉 reg-
ister now produces the desired digital form (A16), and
corresponds precisely to the phase estimation step (5.8)
performed in parallel for each x:
|ψ(x)〉 = Uˆ†F
1√
M
M−1∑
J=0
ei2piJψ(x)|J〉, (A20)
with, as usual, the notation |ψ(x)〉 ≡ |Mψ(x)〉 represent-
ing the integer Mψ(x) = Mψ(x).
Construction of (A19) in the given product form would
appear to require a controlled operation on the indices j,
x as well as the value ψ(x). Thus, beginning with the
state
|0⊗m〉H⊗n|0〉 = 1√
N
∑
x
⊗mj=1|0〉j |x〉 (A21)
one can create the internal product via the rotations
|0〉 → 1√
2
(
|0〉j + e2pii2j−1ψ(x)|1〉j
)
in the first line of
(A19) only if one has available not only the given |0〉j |x〉
register values, but also a |ψ(x)〉 register. The latter
clearly fails for the A representation.
If, as seems likely, one is not able to construct |ΨP 〉
in such a hierarchical fashion but instead requires each
|J〉 term to be constructed independently (in which case
there is no advantage to the Fourier representation), then
there will be a critical balance between the accuracy of
ψ(x) (number of bits) and the algorithm efficiency. For
example, m = 10 bits yields M = 1024 values of J .
Parallelization in x is always preserved, so if M/N  1
quantum efficiency might still be maintained.
b. Analog-to-digital Summary
In conclusion, in order to construct the D representa-
tion of a time-evolved A representation state |ψA(t)〉, one
must run the time evolution in parallel on a sufficiently
large number of copies of the initial state |ψA(0)〉 to be
able to construct the polynomial basis function states
|pJ [ψ(t)]〉, from there the superposition state |ΨP (t)〉
via (A12), and then finally the D representation state
|ΨD(t)〉 via (A15).
As a final comment, we note that the alternative
Suzuki–Trotter dynamics described in Sec. IV derives the
desired state from a trace over a large orthogonal space
of environmental degrees of freedom. Here the desired
states (polynomials in |ψ〉) are also entangled in a much
larger space, but are instead obtained by projection along
a particular |0〉 product state axis. In both cases, pro-
jected measurements are required to extract output from
the final computational state.
3. Reduced density matrix analog-to-digital
conversion
We finally verify the generalized construction, includ-
ing environmental trace operation for reduced density
matrix. The key is that analog-to-digital conversion only
needs to be performed on the working space qubits, not
on the huge environmental space qubits.
We construct as many copies as necessary of the state
|ΨˆR,F 〉 (Sec. VI B 1), each of which includes an indepen-
dent environmental subspace, generally undergoing dis-
sipation. Polynomials of such states are constructed in
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the same fashion as (A11), except that the Boolean sum
is performed only on the measurement space degrees of
freedom.
In somewhat more detail, the final output of the gen-
eralized HHL algorithm is a state
|Ψ〉 = 1√
N
∑
x
|Ψ(x)〉|x〉 (A22)
with the (analog form) factorization property
trE [|Ψ(x)〉〈Ψ(x′)|] = ΣG(x)ΣG(x′)∗ (A23)
where, recall, ΣG(x) = [G
−1Σ](x) is the desired filtered
state originally defined in (2.2). The product states, fol-
lowing the Boolean operation, take the form
|Ψ〉1 . . . |Ψ〉J → NJ |ΨJ〉|0⊗(J−1)〉+ |Ψ⊥⊗J〉
|ΨJ〉 ≡ NJ
∑
x
⊗Jj=1|Ψ(x)〉j |x〉|x〉 (A24)
with factorization property (following from identical con-
siderations applied in Sec. V B 3)
trE [|Ψ(x)〉jk〈Ψ(x′)|] = ΣG(x)ΣG(x′)∗ (A25)
leading to
trE [|ΨJ〉〈ΨJ |] = |ψJΣ〉〈ψJΣ|
|ψJΣ〉 ≡
∑
x
ΣG(x)
J |x〉. (A26)
Thus, the factorization property again guarantees the de-
sired output product states.
The subsequent linear operations also factor out of the
environmental trace operation. Thus, linear combina-
tions, followed by the inverse polynomial basis operation
generates the state
|ΨD〉 = U†P
1√
M
M−1∑
J=0
|pJ(ΨJ)〉|J〉 (A27)
with reduced density matrix
trE [|ΨD〉〈ΨD|] = |ΨDG,Σ〉〈ΨDG,Σ| (A28)
constructed from the desired D format state. It is criti-
cal here that this construction involves only the working
qubit subspace. The underlying unitary structure guar-
antees that, if this transformation were applied as well
to a maintained data qubit space, it would simply cancel
out in the trace operation. Such an additional operation
is therefore redundant and unnecessary. This property
permits us to continue to allow qubit recycling and dis-
sipation without affecting the reduced density matrix.
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