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Abstract Studying urban air-transport phenomena is highly complex, because of the het-
erogenous flow patterns that can arise. The main reason for these is the variable topology of
urban areas, however, there is a large number of influencing variables such as meteorological
conditions (e.g., wind situation, temperature) and anthropogenic factors such as traffic emis-
sions. During a one-year CO2 measurement campaign in the city of Basel, Switzerland, steep
CO2 gradients were measured around a large building. The concentration differences showed
a strong dependency on the local flow regimes. Analysis of the field data alone did not provide
a complete explanation for the mechanisms underlying the observed phenomena. The key
numerical parameters were defined and the influence of turbulent kinetic energy dependency
on the time interval for the Reynolds decomposition was studied. A Reynolds-Average Na-
vier-Stokes Computational Fluid Dynamics (CFD) approach was applied in the study area
and the CO2 concentrations were simulated for six significant meteorological situations and
compared to the measured data. Two flow regimes dependent on the wind situation, which
either enhanced or suppressed the concentration of CO2 in the street canyon, were identified.
The enhancement of CO2 in the street canyon led to a large difference in CO2 concentration
between the backyard- and street-sides of a building forming the one wall of the canyon. The
specific characteristics of the flow patterns led to the identification of the processes determin-
ing the observed differences in CO2 concentrations. The combined analysis of measurement
and modeling showed the importance of reliable field measurements and CFD simulations
with a high spatial resolution to assess transport mechanisms in urban areas.
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1 Introduction
Human activity in urban areas degrades air quality, which in turn strongly affects the quality
of life and health of the population. Understanding the transport mechanisms of anthropo-
genic emissions from fossil-fuel combustion in urban areas is a key issue in assessing the
impact of pollution and improving air quality. Heterogeneous flow patterns evolve in both
space and time owing to the complexity of the topology in urban areas. The dispersion of
pollutants is dominated by micro-scale wind patterns within the urban boundary layer [13].
The flow patterns lead to strong horizontal concentration gradients of air pollutants, green-
house gases and particles [28]. CO2 concentration can be measured and can be used as a
substitute for combustion emissions, such as from traffic, in urban areas. Further assessment
of the contribution to the global CO2 cycle of the urban sources is challenging, as spatially
significant measurement data in urban areas are difficult to obtain [9].
A better understanding of such air borne phenomena and the key mechanisms for the
dispersion of pollutants in urban areas can be gained by different approaches.
Experimental studies with simple objects and numerical simulations such as data from
wind-tunnel experiments have been used to evaluate numerical methods for turbulent simula-
tions, such as Large Eddy Simulations (LES) or turbulent Reynolds-Average Navier-Stokes
(RANS) models [7,15,4,6]. These methods help to develop and verify numerical models
but the simplification of the geometry and the idealized flow conditions in experimental set-
ups do not have the same relevance to real situations as do field measurements. Extensive
field campaigns [9,20,28] provide data from point measurements that have high temporal
resolution, but contain little information about the spatial properties of the flow. Finally,
model studies with idealized city geometries have been utilized to study urban air-borne phe-
nomena [12,21,1,27,11]. An overview of street canyon modeling is given by [24]. Numer-
ical methods, such as computational fluid dynamics (CFD), are well-known instruments for
computing and analyzing flow patterns [13]. Different studies have been conducted with
idealized geometries and air pollution transport, [23], but only a few numerical studies used
complex city geometries and field-measurement data to validate the numerical results [10,
29].
To capture transport dynamics of CO2 distribution in a street canyon, a previous study
measured CO2 concentrations in a street canyon in Basel, Switzerland, and in an adjacent
backyard. The result showed a large difference in CO2 concentration between the front
(street-side) and back of a large building that constituted part of the canyon wall. The CO2
concentration differences were strongly dependent on wind direction and only weakly depen-
dent on traffic frequency and atmospheric stability [26].
This article describes the numerical approach and the comparison of CFD CO2 results
with field measurement data in a real city geometry. Basic guideline exists for CFD cal-
culations in urban areas, e.g., [8] or [22]. Based on these guidelines, a sensitivity study
was first conducted to determine the numerical parameters that influence the calculations.
An appropriate time-average period for the Reynolds decomposition in the measure-
ment data had to be defined for the comparison of RANS models with field measure-
ments. This was achieved in other studies by minimizing the error between modelled and
measured data through reducing the length of the Reynolds decomposition time-average
period, e.g., [5]. The length of the Reynolds decomposition time-average period has a
significant influence on the turbulent kinetic energy (TKE) in street canyons. The influ-
ence of time-average periods on the velocity and turbulence profiles in a street canyon was
analyzed in detail using field data of the Basel Urban Boundary Experiment (BUBBLE)
[20].
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Six representative wind flow conditions were modeled with the results from the sensi-
tivity analysis and the CO2 field-measurement data analysis. These were compared to the
measurement data to study the mechanisms in detail and to address the reason for the strong
dependency of the CO2 concentration differences on wind condition.
This article shows the application of CFD in a complex city geometry and the comparison
to field measurements, whereby the ability of CFD methods to obtain flow characteristics
and transport phenomena of fluid components within real urban areas was shown. Further,
it shows the influence of, and gives recommendations for, the definition of the time-average
period for the Reynolds decomposition of the field measurements in comparison to RANS
results.
2 Methods
2.1 Measurements
Two measurement data sets used for this study were obtained at two sites in the city of Basel,
Switzerland. Figure 1 shows the center of Basel with the locations of the two sites (A,B).
2.1.1 Sensitivity analysis
Field-measurement data of the Basel Urban Boundary Experiment (BUBBLE) [20] were
used for the sensitivity analysis. During the one year BUBBLE campaign, a measurement
tower was located within a street canyon in a densely built-up area of the city of Basel,
Fig. 1a. Wind fields were measured on six levels using sonic anemometers with a time
resolution of 20 Hz. This measurement setup provides an ideal framework to evaluate
the performance of solvers and numerical parameters for CFD calculations in a complex
topology.
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Fig. 1 Location of the two study sites in Basel, Switzerland. A indicates the computational domain for the
sensitivity analysis. B the location for the CO2 transport simulations. The green shaded area in B indicates the
building shown in Fig. 2. Base map copyright GVA BS, 25102002
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Fig. 2 Schematic view over the measurement site and cross section through the measurement setup (adapted
from [26])
2.1.2 CO2 dispersion
Figure 2 shows the area and the large 20 m high building (indicated as site B in Fig. 1), located
in the center of Basel, Switzerland, as a computer-aided design (CAD) model. A main street
with North-South orientation and heavy traffic runs in front of the building and at the rear of
the building there is a large backyard surrounded by smaller buildings. CO2 measurements
were carried out around the building from September, 2004 to August, 2005. A closed-path
gas analyzer (Li6262, LiCOR) and a multiplexer system with 10 inlets were used to measure
the CO2 concentration at 4, 15 and 21 m above the ground on each side and at 25, 28.5, 34
and 40 m over the top of the building on a measurement tower.
The concentration profiles were averaged over 30 min intervals. The detailed configu-
ration can be seen in the schematic view, where the dots represent the inlets for the CO2
measurements, inset Fig. 2. The stationary measurement tower on top of the building was
also equipped with an eddy covariance system. The streets adjoining the other side of the
smaller buildings are sidestreets with less traffic. The two dominant wind directions over the
region are from West, indicated by the arrow, and East [20].
2.2 Numerical modeling
2.2.1 Governing equations
The turbulent wind field in urban areas are strongly influenced by the heterogeneity of the
topology. For this reason, stability has a minor influence within the lower urban boundary
layer [14]. This allows the simplification of neglecting buoyancy and thermal effects, which is
applicable for advection dominant flows. Following [25], the Navier-Stokes equations (NSE)
for incompressible fluid flow can be written as:
DUi
Dt
= − 1
ρ
δp
δxi
+ fi + μδ
2Ui
δx2j
(1)
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where Ui are the velocity components in three dimensions, ρ the density, fi body forces, p
the pressure and μ the viscosity of the fluid [25]. Together with the incompressible continuity
equation
δUi
δxi
= 0 (2)
the NSE build the governing equations for CFD simulations. By applying the Reynolds
decomposition
Ui = 〈Ui 〉 + ui (3)
on the NSE, Eq. 1, one of the most applied turbulent model approaches, the Reynolds-Aver-
aged Navier-Stokes (RANS), Eq. 4, is obtained [18].
D¯〈Ui 〉
D¯t
= − 1
ρ
δ〈p〉
δxi
+ fi + ν δ
2〈Ui 〉
x2i
− δ〈ui u j 〉
δx j
(4)
where ν is the kinematic viscosity ν = μ/ρ. The additional terms δ〈ui u j 〉
δx j are the Reynolds
stresses and increase the number of unknown variables to more than four. The Reynolds
stresses have to be obtained by other assumptions, which is called the closure problem [18].
One way to solve the closure problem is through models using the viscosity hypothesis
[18]. The turbulent-viscosity hypothesis introduces a proportional relation between the Rey-
nolds stresses and the mean rate of strain using a scalar coefficient, the turbulent viscosity
νt
〈ui u j 〉 = 23 kδi j − νt
(
δ〈Ui 〉
〈x j 〉 +
δ〈U j 〉
〈xi 〉
)
(5)
where k is the turbulent kinetic energy. Two-equation models, where the k −  model is one
of the most applied approaches, solve for the TKE k and the dissipation  each an additional
transport quation [18]. Thus, the turbulent viscosity can be obtained from:
νt = Cμ k
2

(6)
where Cμ = 0.09 is a model constant [18]. A good overview of other two-equation
approaches can be found in [16].
A multicomponent flow approach was used for the simulation of the CO2 dispersion.
In multicomponent simulations the fields are computed only for a single fluid based on
the governing equations. The fluid is considered as a mixture of single fluids in order to
incorporate the influence of the different fluid components. The properties of the mixture
in each cell is dependent on the proportion of each component in the cell. The proportion
of each component in the domain can be calculated using a separate continuity equation for
each component k:
Dρ˜k
Dt
= δρ˜k
δt
+ δ(ρ˜kU˜i )
δxi
= − δ
δxi
{
ρk(U˜ki − U˜i ) − ρkui
}
(7)
where∼ indicates the mass-average and U˜ki the mass-averaged velocity of the fluid of com-
ponent k [2]. The relative mass flux term (U˜ki − U˜i ) models the motions of the single
components in the mixture. The primary effect for these motions are the concentration gra-
dients, which lead to relative motions in form of diffusion of the components in the mixture.
The physical influence of the component is incorporated using the kinematic diffusivity Dk .
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The turbulent fluxes ρkui can be modeled using the eddy dissipation-assumption, which leads
to a advection-diffusion equation for the fraction Yk :
δ(ρ¯Y˜k)
δt
+ δ(ρ¯U˜i Y˜k)
δxi
= ∂
∂xi
{
∂Yk
∂xi
(
ρk Dk + μtSct
)}
(8)
where Sct is the turbulent Schmidt number Sc = νt/D. If all continuity equations (Eq. 7)
are summed, the standard continuity equation can be obtained (Eq. 2).
2.2.2 Setup
The commercial software package ANSYS CFX [2] was used for all CFD calculations. The
buildings within 150 m of the CO2 measurement location were included in the CFD computa-
tions. The meshes were constructed with the package ANSYS ICEM CFD [3]. All numerical
simulations were steady-state simulations.
For the ground and building walls, smooth wall-functions were applied because the rough-
ness influence would be of a smaller order than the resolved scales and a slip condition was
set for the top of the domain, which ensured a parallel flow at the top of the boundary [8].
The CO2 dispersion was modeled using a multicomponent approach. The simulated mix-
ture was given the gaseous fluid properties of air, CO2 and N2 as a constraint. The mass
fraction of air and CO2 is computed according Eq. 8, with the mass fraction of N2 as resid-
ual to ensure unity in every cell. The influence of the CO2 traffic source was modeled as a
surface source term with constant fluxes from the streets. Different source strengths had to
be defined, because of the irregular traffic frequency on the main street (average 800–1200
vehicles per hour) compared to the smaller streets (< 400 vehicles per hour). For weekend
situations, the source strengths on the streets were reduced by half, due to lower traffic den-
sity. Six conditions were modeled (three westerly wind and three easterly wind situations)
for the comparison and the analysis of the experimentally determined CO2 characteristics.
The numerical parameters as mesh resolution, boundary conditions and turbulence closure
for the CO2 CFD calculations were defined based on the results of a prior sensitivity analysis.
2.3 Sensitivity analysis
The influence of the numerical parameters of the applied CFD code was evaluated because
the evaluation of CFD calculations should be based on high resolution measurements
[17]. The domain for the validation cases had a spatial extent over 200 m in both horizontal
directions within a densely built-up area. The vertical extent was 80 m and the maximal height
of the buildings in the model domain approx. 20 m.
The following numerical parameters were tested with the applied numerical CFD code:
(1) mesh, (2) turbulence model, (3) boundary condition, based on the general guidelines for
urban CFD calculations [8,22]. All results were compared to the mean velocity and the TKE
measurement profiles to obtain their performance.
1—Mesh: Four meshing methods with different complexities were tested using cell-size
resolutions between 0.8 m and 4 m: (A) Plain tetrahedral, (B) tetrahedral with prism layers
around walls, (C) tetrahedral with prism layers around walls and hexahedral shapes in the
free stream regions, (D) cartesian [3].
The advantage of tetrahedral meshes (A, B, C) is their ability to represent the geomet-
rical data more or less independently of the resolution [25]. Although dependent on mesh
resolution, Cartesian meshes (D) result in simplification of the geometrical data. Tetrahedral
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meshes can produce elements with poor aspect ratios [22]. Changing distances of the first
mid-point to surface elements can be prevented in (B) by adding prism layers near surfaces.
Hexahedral element shapes introduce smaller errors and have a better iteration convergence
[8], which was tested by adding hexahedral, rectangular shapes in the free stream region (C).
The plain tetrahedral meshes show poor results near walls because of the changing dis-
tances of the element midpoints to the wall surfaces. This leads to changes in the y+ value
(dimensionless distance from the wall), which is a key value for the necessary wall-functions
[2]. The strongest correlation with the measured profiles was achieved using a minimum of
three prism cell layers around walls. The additional hexahedral elements in the free stream
regions had a minor influence on the results and only small effects on the divergence proper-
ties of the computations. In contrast to the tetrahedral meshes, the Cartesian meshes rendered
poor results for the wind patterns within the street canyon.
The best results were found using tetrahedral meshes with approximately 1 m resolution
and a minimum of three prismatic layers around walls.
2—Turbulence Model: Both the standard k −  model and the RNG k −  model were
tested, because the widely used k −  turbulence closure for RANS calculation has limita-
tions due to the overproduction of kinetic energy in regions with stagnated flow situations
[8]. However, the direct comparison of computations using the RNG k −  approach and the
standard model, showed no significant difference in this case.
3—Boundary Conditions: Uniform inlet conditions as well as logarithmic profiles were
tested. For the logarithmic inlet profiles of the mean velocity U (z) Eq. 9, as suggested by
[19], was applied in combination with the friction velocity U f ric
U (z) = U
∗
f r ic
κ
· ln
(
z + z0
z0
)
(9)
U∗f r ic =
κ · Uh
ln
(
h+z0
z0
) (10)
The reference mean velocity Uh is the velocity at a reference altitude over ground h, z
the vertical distance, z0 is the roughness length and κ the von Karman constant. For the
sensitivity analysis, the reference height to calculate the friction velocity U∗f r ic, the height
above ground of the highest measurement point was used (h = 32 m).
For the TKE k and the dissipation , two approaches were tested: (A) as suggested by
[19] a constant TKE value k is derived from the friction velocity
k = U
∗2
f r ic√
Cμ
(11)
where Cμ is the model constant for the k-  model (Cμ = 0.09) and the dissipation  is
computed according:
 = U
∗2
f r ic
κ · (z + z0) (12)
The second approach (B) relates k to the turbulence intensity I and the mean velocity U :
k = 3
2
· U 2(z) · I 2 (13)
123
192 Environ Fluid Mech (2012) 12:185–200
and also dissipation:
 = k
3
2
Lt
(14)
where Lt is a characteristic length scale. Following [18] and [2] the vertical extension of the
domain of 80 m was used.
3 Results and discussion
The time-average period for the Reynolds decomposition of the measured data had to be spec-
ified before the field measurements could be compared to velocities from RANS models.
3.1 Time-average period
Figure 3a shows the correlation between measured mean velocity Vmean and the TKE values
for time-average periods of 1200 s and (b) 30 s for the same data set of July and August, 2002
in the street canyon, where the sensitivity analysis was conducted.
A strong dependency between time-average periods used for the Reynolds decomposition
and the TKE values in the street canyon was observed. The ratio between the mean velocity
and the TKE was significantly higher when longer time-averages (e.g., 1200 s) were applied
compared to shorter time-averages (e.g., 30 s). This indicates that different time-averages
lead to different ratios between the mean velocity and TKE. This is an important fact when
RANS results are compared to measurement data, which is discussed in the next section.
Figure 4 shows the profiles for measured data with different time-average periods and the
numerical results from the sensitivity analysis. The mean velocity values are only weakly
influenced by the time-average periods, as can be seen in Fig. 4a. Figure 4b shows the influ-
ence of the time-average periods on the TKE distribution within the street canyon and the
mean deviation, where the time-average period has a significant influence on the TKE pro-
files. For the mean velocity components, a good agreement between observations and model
results was achieved, as can be seen in Fig. 4a. Using approach (A) for the turbulence entities
leads to TKE profiles with higher TKE than with approach (B), Fig. 4b.
Fig. 3 Data points (+) represent
the turbulent kinetic energy
(TKE) magnitude at top of the
tower (32 m above ground) and
the solid lines represent the
polynomial fit for Reynolds
decomposition time-average
periods of a 1200 s, b 30 s for SE
wind angle (130◦)
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Fig. 4 Comparison between
modeled data using Eqs. 11 and
12 (Approach A) or based on
Eqs. 13 and 14 (Approach B) and
measured data (time-average
period for Reynolds
decomposition 1200 and 30 s):
a mean velocity, b TKE as profile
from distance to the ground z[m]
0
5
 10
 15
 20
 25
 30
 0.5 1  1.5 2  2.5 3
z 
[m
]
Mean velocity [m/s]
(a)
t = 1200
t=15s
Approach B
Approach A
0
5
 10
 15
 20
 25
 30
0  0.1  0.2  0.3  0.4  0.5  0.6
z 
[m
]
TKE
(b)
t = 1200
t = 15
Approach B 
Approach A 
[m /s ]2 2
A weak correlation could be found in the mean velocity profiles, using the approach with
constant inlet turbulent values (A). Constant boundary conditions for TKE lead to compa-
rable results for time-average periods of >600 s, but then to weaker correlations with mean
velocity values, see Fig. 4. The best results were found with the boundary conditions (B)
for the TKE (I = 5−10 %) together with time-average period of 15–60 s for all studied
conditions and over all six measured levels in the street canyon. The results are in good
agreement with appropriate time-average periods described in another study [5]. The better
accordance between the CFD results and the measurements on all six levels using over two
months of 20 Hz measurement data for the analysis indicated that there is an optimal average-
time period for comparison. Other studies found the same appropriate time-average periods.
Therefore, the use of 15–60 s for the Reynolds decomposition of field measurements in street
canyons can be recommended for the comparison to RANS results. Because a defined time-
average period does not exist for the Reynolds decomposition in RANS models caused by
the model assumptions, the time-average period is not to be considered as the time-scale for
the TKE. Generally, long time-average periods are associated with large spatial scale eddies.
It is possible that, owing to the high spatial resolution in the model, explicitly resolved tur-
bulence (as advection in the CFD results) is accounted as TKE in measurements. Further,
an assumption for the Reynolds decomposition is the statistical stationarity of the flow. In
urban areas the stationary condition for the Reynolds decomposition is rarely fulfilled and
the longer the time-average length is, the higher the probability that the assumption is not
fulfilled.
Independent of the time-average period, the significant change in the TKE profile at
roof level (approx. 20 m above ground) has a poorer correlation with the measurement data
compared to the lower part of the canyon, Fig. 4. Neither of the applied models were able to
adequately simulate the acceleration of the TKE. This might be due to either the model formu-
lation or the limitation of an insufficient horizontal extent. No significant differences could
be found by comparing simple uniform inlet conditions and logarithmic profiles, because
the influence of the topology was significantly stronger than the influence of the boundary
conditions in densely built-up areas. Nevertheless the logarithmic profiles are recommended.
3.2 CO2 concentration simulations
The measured CO2 concentrations showed large differences between the street and backyard
profiles, with a strong dependency on wind direction [26]. During westerly wind flow, the
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Table 1 30 min averaged
velocity Umag and background
concentrations cbackground
measured at top of the tower
during the six scenarios. Day
stands for weekdays (WD) and
weekends (WE) and the absolute
wind direction (WDir)
nr Day Date WDir Umag cbackground
1 WE 03.07.2005–09:00 Easterly 1.38 408.7
2 WE 17.07.2005–11:30 Westerly 1.82 378.6
3 WE 23.07.2005–09:00 Easterly 1.75 401.3
4 WE 23.07.2005–11:00 Westerly 2.4 370.2
5 WD 28.07.2005–12:00 Easterly 3.11 383.5
6 WD 21.07.2005–10:30 Westerly 3.55 378.4
Table 2 Measurement and
modeled differences between
front and backyard CO2
concentrations for weekdays
(WD) and weekends (WE) for
easterly and westerly wind
situations at the six conditions
nr Day WDir λmeas [−] λc f d [−] η []
1 WE Easterly 5.4 6.7 0.24
2 WE Westerly 32.2 66.7 1.07
3 WE Easterly 13.3 16.1 0.21
4 WE Westerly 51.3 49.3 0.04
5 WD Easterly 6.9 4.5 0.34
6 WD Westerly 52.7 66.9 0.27
CO2 concentration was much higher on the street side then on the rear side of the building.
The concentration differences between the two sides of the building were negligible during
easterly wind episodes. There was practically no dependency on stability conditions and only
a weak dependency on traffic frequency. To involve the representative cases for one week, 3
days were modeled: one weekday, Saturday and Sunday. A westerly and an easterly wind case
was included for each weekday type. To account for different velocities for each of the three
westerly and easterly wind cases, different velocities based on the measurement point on top
of the tower on the building were selected in the data. As discussed, the time-average period
had a strong influence on the TKE distribution in a street canyon. As the averaging interval of
the concentration profiles was at least 30 min, boundary conditions suggested by [19] were
used and the average mean velocities of 30 min at top of the tower for the six situations were
used as Uh in Eq. 10. Table 1 summarizes the six situations with the 30 min averaged veloci-
ties and the CO2 concentration, which were used as background concentrations measured at
top of the tower at 40 m above ground.
To compare the measured and the modeled results qualitatively, the concentrations on each
side of the building are summed with the highest available temporal resolution of 30 min and
then the difference λ between the front and backyard side were calculated according:
λ =
∑
ci, f ront −
∑
ci,back (15)
where ci expresses the concentration at 4, 15, respectivly 21 m above ground. Table 2 shows
the concentration differences λ based on the measurements and the CFD computations. The
relative error η was computed using:
η =
∣∣∣∣λc f d − λmeasλmeas
∣∣∣∣ (16)
As can be seen in Table 2, a good correlation was found between the modeled results and
the experimental data (relative error <30%). The variable dispersion of the CO2 from the
street to the measurement points (Fig. 2) were the main reason for the strong dependency of
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Fig. 5 Contour plot (location indicated in Fig. 8) of percentage of CO2 relative to background concentration
during westerly situations (Table 1) with following velocity magnitudes: a situation 2—Umag = 1.8 m/s;
b situation 4—Umag = 2.4 ms−1; c situation 6—Umag = 3.6 m/s
the concentration differences between backyard and street. The good correlation between the
measured and modeled differences of the CO2 concentrations leads to the conclusion that the
main characteristics of the flow patterns in the street canyon could be modeled in sufficient
detail. The outlier on the weekend during the westerly wind episode might be due to higher
traffic frequency or local irregular high emissions and could not be completely explained
over that time period.
One of the advantages of CFD calculation is their spatial validity. The flow and corre-
sponding CO2 part in the fluid can be visualized and analyzed by using the CFD data.
The levels of the CO2 layers could be visualized using the cross sections of the CO2 mass
part fields, representing the CO2 concentrations. Figure 2 shows an overview of the site and
Fig. 8 the location of the cross sections. Figure 5 shows the relative CO2 concentration dur-
ing westerly wind situations. The CO2 from the street was transported towards the building
wall in all three cases. A significantly higher CO2 concentration (averaged 5 %) occurred on
the western side of the street canyon (Fig. 5), whereas approximately the background CO2
concentration was found on the eastern side.
One can see that the higher the velocity was, the more of the emitted CO2 from the street
was transported to the right area. Figure 6 shows the concentration levels during easterly wind
situations, where a completely different CO2 distribution was found. The CO2 emitted from
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Fig. 6 Contour plot of relative
CO2 concentration (% of
background) during easterly
situations with following
velocities: a situation
1—Umag = 1.4 m/s; b situation
3—Umag = 1.8 m/s; c situation
5—Umag = 3.1 m/s
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Fig. 7 Vector and contour plot:
a westerly wind situation
(Table 2—nr. 6) b easterly wind
situation (Table 2—nr. 5).
Contours describe magnitude of
the velocity component normal to
the plane shown in percentage
(a)
(b)A B
0 20 40 60 80
265
270
275
280
285
290
10
110
10
30
30
30
50
90
z 
[m
as
l]
0 20 40 60 80
265
270
275
280
285
290
1
10 1030
30
30
50
9098
z 
[m
as
l]
x [m]backyard street
the street was not transported vertically, but concentrated close to the street level. Concen-
trations not higher than 1 % of the background can be expected near the left side of the street
canyon. For all velocities, the CO2 concentration field was more or less homogeneous in the
area directly above the street. The cause of the concentration levels lies in the structure of
the evolving flow patterns in the street canyon. Figure 7a shows a vector plot during westerly
wind episodes, where the vectors show the projected velocity components on the cross sec-
tion and the contour lines the percentage of the velocity magnitude of the components normal
to the plane, Fig. 8. Figure 8 shows the three dimensional extent of the flow 5 m above the
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Fig. 8 Vector plot during westerly wind episode
ground and with A and B indicating the cross section showed in Fig. 5, 6, and 7, to explain
the influence of the velocity components parallel to the street.
One vortex, rotating clockwise, was developed with a center point near the eastern build-
ing of the street canyon during westerly wind episodes, Fig. 7a. The flow near the ground
had components orthogonal to the building wall on the left side, resulting in emitted CO2
being transported towards the building wall. One prolate vortex was developed with the cen-
ter point on the same height above the ground during easterly wind episodes, Fig. 7b. This
counter-clock wise rotation transported the street CO2 away from the building wall on the
west side of the street.
Velocities evolved parallel to the building wall in the street canyon in both easterly and
westerly wind episodes. As a result, the emitted CO2 from the street was transported and
concentrated along the street. CO2 was transported to the measurement points by the combi-
nation of the velocity components vertical to the building wall, due to the vortex structures,
and the components along the street.
Turbulence intensity is a measure of the ratio between the TKE and the mean velocity. By
solving Eq. 13 to I (intensity), the turbulence intensity distribution over the street canyon
can be visualized (Fig. 9). A higher intensity was found on the right side of the street canyon
and lower intensity near the right building wall during westerly and easterly wind episodes.
This indicates, that the TKE drove dispersion on the right side of the canyon, while the TKE
had a lower impact on the CO2 distribution near the measurement points on the left building
wall. This supports the homogeneous CO2 distribution during easterly wind episodes, where
TKE counteracted to the transport effect of the counter-clockwise rotating vortexes. During
westerly wind episodes the low turbulence intensity near the left building wall supported the
acceleration of the CO2.
The flow patterns are summarized schematically in Fig. 10. The dots on the left building
wall indicate the points where the CO2 measurements were made.
The separation line of the flow is defined by the height of the larger building (left side
of the street canyon) during westerly wind situations. During easterly wind episodes, the
separation line between the two flow patterns is defined by the level of the lower building
(Fig. 10a). These two opposite vortex structures were the cause of the strong dependency of
the CO2 concentrations on the wind situations. The high mean velocity over the main street
visible in Fig. 8 and indicated in the contours in Fig. 7 supported the accumulation of CO2
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Contours describe turbulence intensity (Eq. 13)
Street Street
East
West(a) (b)
Fig. 10 Schematic flow patterns for a easterly and b westerly wind situations with measurement inlet points
(red), separation lines and vortices that develop during wind situations
from traffic emissions along the street. The accumulated CO2 was transported by the vortex
towards the measurement inlet points, Figs. 8 and 10. In case of easterly wind, the CO2 from
the street was captured by the flow patterns in the low levels above the street and transported
away from the measurement inlets by the counter-clockwise rotating eddies.
4 Conclusion
The results from the parametric study are in accordance with the recommendations for CFD
calculations in urban areas [8,22]. The results show the ability of CFD to model complex
flow patterns with highly heterogeneous geometry in very good agreement with high reso-
lution temporal measurements in street canyons, where complex flow patterns can evolve.
The evaluation with observation data leads to very good results for the mean velocity com-
ponents within the complex study area. A strong dependency on the time-average periods of
the Reynolds decomposition between the TKE values in a street canyon was found, which
is an important aspect for comparing measurement data to RANS models results. Detailed
analysis suggested that a time-average period of 15–60 s should be used for the Reynolds
decomposition when comparing to RANS results in urban CFD calculations. This is similar
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to the time-average periods used in other studies. The validation of the computed TKE values
also led to good results, except in the detached flow regions at roof level.
This case-study demonstrates the usefulness of CFD methods in analyzing and simulating
realistic flow patterns in urban areas based on a comparison with a dependent quantity (CO2
concentration) that is a proxy for air pollution. The accuracy of the numerical approach to
capture the CO2 transport is shown by the comparison with the field data. Computation of
the spatially distributed CO2 concentrations led to a conclusive explanation for the strong
dependency on the wind direction of measured CO2 differences around a building. Com-
pletely different concentration profiles were found depending on the wind conditions in the
street canyon. This shows that, in real urban areas, the concentration of pollutants can dif-
fer significantly from neighborhood scale and only detailed flow simulations combined with
field measurements can give a detailed insight into the processes giving rise to complex urban
flow patterns.
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