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NOVIKOV TYPE INEQUALITIES FOR DIFFERENTIAL FORMS
WITH NON-ISOLATED ZEROS
MAXIM BRAVERMAN AND MICHAEL FARBER
Abstract. We generalize the Novikov inequalities for 1-forms in two different
directions: first, we allow non-isolated critical points (assuming that they are non-
degenerate in the sense of R.Bott), and, secondly, we strengthen the inequalities by
means of twisting by an arbitrary flat bundle. The proof uses Bismut’s modification
of the Witten deformation of the de Rham complex; it is based on an explicit
estimate on the lower part of the spectrum of the corresponding Laplacian.
In particular, we obtain a new analytic proof of the degenerate Morse inequalities
of Bott.
0. Introduction
0.1. The Novikov inequalities. Let M be a closed manifold of dimension n. In
[N1, N2], S.P.Novikov associated to any real cohomology class ξ ∈ H1(M,R) a se-
quence of numbers β0(ξ), . . . , βn(ξ) and proved that for any closed 1-form ω on M ,
having non-degenerate critical points, the following inequalities hold
mp(ω) ≥ βp(ξ), p = 0, 1, 2, . . .(0.1)
Here ξ = [ω] ∈ H1(M,R) is the cohomology class of ω andmp(ω) denotes the number
of critical points of ω having Morse index p. Note also, that there are slightly stronger
inequalities
p∑
i=0
(−1)imp−i(ω) ≥
p∑
i=0
(−1)iβp−i(ξ), p = 0, 1, 2, . . . ,(0.2)
cf. [F1]. In the case when the form ω is exact (i.e. ω = df where f is a non-degenerate
Morse function) then ξ = 0 and the Novikov inequalities (0.2) turn into the classical
Morse inequalities.
A recent survey of the theory of Novikov inequalities may be found in [P2].
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0.2. Formulation of the main result. In this paper we generalize the Novikov
inequalities for 1-forms in two different directions: firstly, we allow non-isolated crit-
ical points and, secondly, we strengthen the inequalities by means of twisting by an
arbitrary flat vector bundle.
Let M be a closed smooth manifold with a fixed flat complex vector bundle F .
Let ω be a smooth closed real valued 1-form on M , dω = 0, which is assumed to
be non-degenerate in the sense of R.Bott [Bo1]. This means that the points of M ,
where the form ω vanishes form a submanifold of M (called the critical points set C
of ω) and the Hessian of ω is non-degenerate on the normal bundle to C.
In order to make clear this definition, note that if we fix a tubular neighborhood
N of C in M , then the monodromy of ω along any loop in N is obviously zero. Thus
there exists a unique real valued smooth function f on N such that df = ω|N and
f|C = 0. The Hessian of ω is then defined as the Hessian of f .
Let ν(C) denote the normal bundle of C in M . Note that ν(C) may have different
dimension over different connected components of C. Since Hessian of ω is non-
degenerate, the bundle ν(C) splits into the Whitney sum of two subbundles
ν(C) = ν+(C) ⊕ ν−(C),(0.3)
such that the Hessian is strictly positive on ν+(C) and strictly negative on ν−(C).
Here again, the dimension of the bundles ν+(C) and ν−(C) over different connected
components of the critical point set may be different.
For every connected component Z of the critical point set C, the dimension of the
bundle ν−(C) over Z is called the index of Z (as a critical submanifold of ω) and is
denoted by ind(Z). Let o(Z) denote the orientation bundle of ν−(C)|Z , considered
as a flat line bundle. Consider the twisted Poincare´ polynomial of component Z
PZ,F(λ) =
dimZ∑
i=0
λi dimCH
i(Z,F|Z ⊗ o(Z))(0.4)
(here H i(Z,F|Z⊗o(Z)) denote the cohomology of Z with coefficients in the flat vector
bundle F|Z ⊗ o(Z)) and define using it the following Morse counting polynomial
Mω,F(λ) =
∑
Z
λind(Z)PZ,F(λ),(0.5)
where the sum is taken over all connected components Z of C.
On the other hand, with one-dimensional cohomology class ξ = [ω] ∈ H1(M,R)
and the flat vector bundle F , one can associate canonically the Novikov counting
polynomial
Nξ,F(λ) =
n∑
i=0
λiβi(ξ,F),(0.6)
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where βi(ξ,F) are generalizations of the Novikov numbers, cf. Definition 1.2. Note,
that if ξ = 0 and F is the trivial line bundle, then Nξ,F(λ) coincides with the Poincare´
polynomial of M .
The following is our principal result.
Theorem 0.3. In the situation described above, there exists a polynomial
Q(λ) = q0 + q1λ+ q2λ
2 + . . .
with non-negative integer coefficients qi ≥ 0, such that
Mω,F(λ) − Nξ,F(λ) = (1 + λ)Q(λ).(0.7)
The main novelty in this theorem is that it is applicable to the case of 1-forms
with non-isolated singular points. Thus, we obtain, in particular, a new proof of
the degenerate Morse inequalities of R.Bott. Moreover, Theorem 0.3 provides a
generalization of the Morse-Bott inequalities to the case of an arbitrary flat vector
bundle F ; this generally produces stronger inequalities as shown in Section 1.7.
Next, we are going to point out the following corollary.
Corollary 0.4 (Euler-Poincare´ theorem). Under the conditions of Theorem 0.3,
the Euler characteristic of M can be computed as
χ(M) =
∑
Z
(−1)ind(Z)χ(Z),(0.8)
where the sum is taken over all connected components Z ⊂ C.
The corollary is obtained from (0.7) by substituting λ = −1 and observing that
Mω,F(−1) = d ·
∑
Z
(−1)ind(Z)χ(Z), Nξ,F(−1) = d · χ(M),(0.9)
where d = dimF ; the last equality in (0.9) follows immediately from Definition 1.2.
0.5. The case of isolated critical points. Let’s consider the special case when
all critical points of ω are isolated. Then the Morse counting polynomial (0.5) takes
the form
Mω,F(λ) = d ·
n∑
p=0
λpmp(ω),(0.10)
where d = dimF and mp(ω) denotes the number of critical points of ω of index p.
Theorem 0.3 gives in this case the inequalities
p∑
i=0
(−1)imp−i(ω) ≥ d−1 ·
p∑
i=0
(−1)iβp−i(ξ,F), p = 0, 1, 2, . . .(0.11)
The last inequalities coincide with the Novikov inequalities (0.2) in the special case
when F = R with the trivial flat structure. Easy examples described in Section 1.7,
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show that using of the flat vector bundle F gives sharper estimates in general, than
the standard approach with F = R.
On the other hand, (0.11) clearly generalizes the Morse type inequalities obtained
by S.P.Novikov in [N3], using Bloch homology (which correspond to the case, when
[ω] = 0 ∈ H1(M,R) in (0.11)).
0.6. The method of the proof. Our proof of Theorem 0.3 is based on a slight
modification of the Witten deformation [W] suggested by Bismut [B] in his proof of
the degenerate Morse inequalities of Bott. However our proof is rather different from
[B] even in the case [ω] = 0. We entirely avoid the probabilistic analysis of the heat
kernels, which is the most difficult part of [B]. Instead, we give an explicit estimate
on the number of the ”small” eigenvalues of the deformed Laplacian. We now will
explain briefly the main steps of the proof.
Let Ω•(M,F) denote the space of smooth differential forms on M with values in
F . In Section 4, we introduce a 2-parameter deformation
∇t,α : Ω
•(M,F)→ Ω•+1(M,F), t, α ∈ R(0.12)
of the covariant derivative ∇, such that, for large values of t, α the Betti numbers of
the deformed de Rham complex
(
Ω•(M,F),∇t,α
)
are equal to the Novikov numbers
βp(ξ,F). Outside of a small tubular neighborhood of the critical points set C of ω
the differential (0.12) is given by the formula
∇t,α : θ 7→ θ + tαω ∧ θ, θ ∈ Ω
•(M,F).
Next we construct a special Riemannian metric gM on M . In fact, we, first, chose a
Riemannian metric on the normal bundle ν(C) and, then, extend it to a metric on
M . We also choose a Hermitian metric hF on F . Let us denote by ∆t,α the Laplacian
associated with the differential (0.12) and with the metrics gM , hF .
Fix α > 0 sufficiently large. It turns out that, when t→∞, the eigenfunctions of
∆t,α corresponding to “small” eigenvalues localize near the critical points set C of ω.
Hence, the number of the ”small” eigenvalues of ∆t,α may be calculated by means of
the restriction of ∆t,α on a tubular neighborhood of C. This neighborhood may be
identified with a neighborhood of the zero section of the normal bundle ν(C) to C.
We are led, thus, to study of a certain Laplacian on ν(C). The latter Laplacian may
be decomposed as
⊕
Z ∆
Z
t,α where the sum ranges over all connected components of
C and ∆Zt,α is a Laplacian on the normal bundle ν(Z) = ν(C)|Z to Z. We denote by
∆Z,pt,α (p = 0, 1, 2, . . . ) the restriction of ∆
Z
t,α on the space of p-forms.
The operator (0.12) is constructed so that the spectrum of ∆Zt,α does not depend
on t. Moreover, if α > 0 is sufficiently large, then
dimKer∆Z,pt,α = dimH
p−ind(Z)(Z,F|Z).(0.13)
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In the case when F is a trivial line bundle, the equation (0.13) is proven by Bismut [B,
Theorem 2.13]. We prove (0.13) in Section 3. Note that our proof is rather different
from [B].
Let E•t,α (p = 0, 1, . . . , n) be the subspace of Ω
•(M,F) spanned by the eigenvectors
of ∆t,α corresponding to the “small” eigenvalues. The cohomology of the deformed
de Rham complex
(
Ω•(M,F),∇t,α
)
may be calculated as the cohomology of the
subcomplex
(
E•t,α,∇t,α
)
.
We prove (Theorem 4.8) that, if the parameters t and α are large enough, then
dimEpt,α =
∑
Z
dimKer∆Z,pt,α ,(0.14)
where the sum ranges over all connected components Z of C. The Theorem 0.3
follows now from (0.13),(0.14) by standard arguments (cf. [Bo2]).
Remark 0.7. In [HS3], Helffer and Sjo¨strand gave a very elegant analytic proof of the
degenerate Morse inequalities of Bott. Though they also used the ideas of [W], their
method is completely different from [B]. It is not clear if this method may be applied
to the case ξ 6= 0.
0.8. Contents. The paper is organized as follows.
In Section 1, we define a slightly generalized version of the Novikov numbers asso-
ciated to a cohomology class ξ ∈ H1(M,R) and a flat vector bundle F . Here we also
discuss some examples.
In Section 2, we recall the construction of Bismut’s deformation of the de Rham
complex on a fiber bundle and discuss the spectral properties of the corresponding
Laplacian. At the end of the section we state Theorem 2.12 which calculates the
kernel of this Laplacian.
In Section 3, we prove Theorem 2.12.
In Section 4, we define the Bismut deformation of the Laplacian on M , taking into
account that ω is not cohomologious to 0. Then we prove that the number of the
eigenvalues of this Laplacian which tend to 0 as the parameter tends to infinity is
equal to the dimension of the kernel of some Laplacian on ν(Z).
In Section 5, we prove the main Theorem 0.3.
The results contained in this paper were announced in [BF].
1. The Novikov numbers
In this section we recall the definition and the main properties of the Novikov
numbers [N1, N2] associated to a cohomology class ξ ∈ H1(M,R). In fact, we define
these numbers in a slightly more general situation. Our point of view is motivated
by the study of deformations of elliptic complexes in [F2]. Roughly speaking, any
one-dimensional cohomology class defines an analytic deformation of the twisted de
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Rham complex and the Novikov numbers are the instances of the natural invariants
of such deformations, cf. [F2].
1.1. The Novikov deformation. Let M be a closed smooth manifold and let F
be a complex flat vector bundle over M . We will denote by
∇ : Ω•(M,F)→ Ω•+1(M,F)
the covariant derivative on F .
Given a closed 1-form ω ∈ Ω1(M) on M with real values, it determines a family
of connections on F (the Novikov deformation) parameterized by the real numbers
t ∈ R
∇t : Ω
i(M,F)→ Ωi+1(M,F),(1.1)
where
∇tθ = ∇θ + tω ∧ θ, θ ∈ Ω
•(M,F).(1.2)
All the connections ∇t are flat, i.e. ∇2t = 0, if the form ω is closed, dω = 0.
We can view the obtained complex as follows. For t ∈ R, let ρt denote the flat real
line bundle over M with the monodromy representation ρt : pi1(M) → R∗ given by
the formula
ρt(γ) = exp(−t
∫
γ
ω) ∈ R∗, γ ∈ pi1(M).(1.3)
Then ∇t can be considered as the covariant derivative on the flat bundle F ⊗ ρt.
Note that changing ω by a cohomologious 1-form determines a gauge equivalent
connection ∇t and so the cohomology H•(M,F⊗ρt) depends only on the cohomology
class ξ = [ω] ∈ H1(M,R) of ω.
The dimension of the cohomology H i(M,F ⊗ ρt) is an integer valued function of
t ∈ R having the following behavior. There exists a discrete subset S ⊂ R (i.e. each
of its points is isolated) such that the dimension dim H i(M,F ⊗ ρt) is constant for
t /∈ S (the corresponding value of the dimension we will call the background value)
and for t ∈ S the dimension of H i(M,F ⊗ ρt) is greater than the background value.
Cf., for example, [F2, Theorem 2.8], where a more precise information for the case of
elliptic complexes is given. The subset S above will be called the set of jump points.
Definition 1.2. For each i = 0, 1, . . . , n, the background value of the dimension of
H i(M,F ⊗ ρt) is called the i-th Novikov number βi(ξ,F).
The novelty here is in introduction of the flat vector bundle F ; the standard
definition uses the trivial line bundle (over C) instead of our F . The importance of
this generalization will be explained in Section 1.7 below.
Lemma 1.3. The set of jump points S is finite.
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Proof. Given class ξ ∈ H1(M,R), consider the set R(ξ) of all cohomology classes
ρ ∈ H1(M,R) such that the the corresponding period map ρ∗ : H1(M,Z) → R
vanishes on the kernel of the period map ξ∗ : H1(M,Z) → R. The image of the
period map ξ∗ : H1(M,Z) → R is isomorphic to Zl for some l (which is called the
degree of irrationality of ξ). Any element ρ ∈ R(ξ) determines a representation of
the fundamental group
pi = pi1(M) → R
>0, where g 7→ exp(−ρ∗[g]) ∈ R>0.
This allows to identify R(ξ) with (R∗)l and thus we introduce the structure of affine
algebraic variety in R(ξ).
Consider the function dimCH
i(M,F ⊗ ρ) as a function of ρ ∈ R(ξ). The standard
arguments show that there exist an algebraic V ( (R∗)l such that dimCH i(M,F⊗ρ)
is constant for all ρ /∈ V (cf. [Ha, Ch.3 §12]).
If we identify R(ξ) with (R∗)l as explained above, then the point ξ will be rep-
resented by a vector (ea1 , ea2 , . . . , eal) with the real numbers a1, a2, . . . , al linearly
independent over Q. Then, for t ∈ R, the class tξ (describing the 1-dimensional local
system ρt) is represented by the vector (e
ta1 , eta2 , . . . , etal) ∈ (R∗)l. It is easy to see
that the curve
ψ(t) = (eta1 , eta2 , . . . , etal) ∈ (R∗)l
has the following property: for any algebraic subvariety W ⊂ (R∗)l there exists a
constant C > 0 such that ψ(t) /∈ W for |t| > C.
This show that dimCH
i(M,F⊗ρt) is equal to the background value for t sufficiently
large. Thus the set of jump points S is finite.
1.4. The monodromy of the deformed connection ∇t. Let F0 denote the fiber
of F over the base point ∗ of M . Let φ : pi1(M)→ GLC(F0) denote the monodromy
representation of the flat bundle F . Then the monodromy representation of the flat
vector bundle F ⊗ ρt is given by
g 7→ exp(−t
∫
g
ω)φ(g) ∈ GLC(F0) for g ∈ pi1(M).
This formula describes explicitly the deformation of the monodromy representation.
1.5. Computation of the Novikov numbers in terms of the spectral se-
quence. One may compute the Novikov numbers βi(ξ,F) by means of the cell struc-
ture of M as the dimension of the homology of a local system over M determined
by the deformation (1.2); the dimension here is understood over the field of germs
of meromorphic curves in C. This was explained in [F2] and in [FL] in terms of
the germ complex of the deformation; we will not repeat this construction here. It
leads naturally to the computation of the Novikov numbers by means of a spectral
sequence, cf. Theorems 2.8 and 6.1 in [F2]. It is important to point out that both
these approaches (the one, based on the germ complex, and the spectral sequence)
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are able to find the Novikov numbers starting from an arbitrary value t = t0 and
using infinitesimal information on the deformation.
Note, that a spectral sequence of a similar nature appears in [P2].
We will briefly describe the spectral sequence. Fix an arbitrary value t = t0 ∈ R.
Then there exists a spectral sequence E∗r , r ≥ 1 with the following properties:
(1) The initial term of the spectral sequence coincides with the cohomology at the
chosen point t = t0:
Ei1 = H
i(M,F ⊗ ρt0);
(2) For large r all differentials of the spectral sequence dr : E
i
r → E
i+1
r vanish and
the limit term Ei∞ is isomorphic to the background cohomology;
(3) The first differential
H i(M,F ⊗ ρt0) → H
i+1(M,F ⊗ ρt0)
is given by multiplication by ξ ∈ H1(M,R);
(4) The higher differentials are given by the iterated Massey products with ξ.
The spectral sequence is constructed as follows, cf.[F2, Section 6.1]. Denote by Z ir
the set of polynomials of the form
f(t) = f0 + tf1 + t
2f2 + · · ·+ t
r−1fr−1
where fj ∈ Ω
i(M,F ⊗ ρt0) such that ∇tf(t) is divisible by (t− t0)
r. Then
Eir = Z
i
r/(tZ
i
r−1 + t
1−r∇tZ i−1r−1)
and the differential
dr : E
i
r → E
i+1
r
is induced by the action of t−r∇t. See [F2, Section 6], for more detail.
Corollary 1.6. If ξ ∈ H1(M,R) is a non-zero class then the zero-dimensional Novikov
number β0(ξ,F) vanishes.
It follows directly by applying the spectral sequence.
1.7. Some examples. Here we will produce examples, where the Novikov numbers
twisted by a flat vector bundle F (as defined above) give greater values (and thus
stronger inequalities) than the usual Novikov numbers (where F = R or C, cf. [N1,
N2, P2]).
Let k ⊂ S3 be a smooth knot and let the 3-manifold X be the result of 1/0-surgery
on S3 along k. Note that the one-dimensional homology group of X is infinite cyclic
and thus for any complex number η ∈ C, η 6= 0, there is a complex flat line bundle
over X such that the monodromy with respect to the generator ofH1(X) is η. Denote
such flat bundle by Fη.
Note also, that for η 6= 1, the dimension of H1(X,Fη) is equal to the multiplicity of
η as a root of the Alexander polynomial of the knot k, cf. [R]. Thus, by a choice of the
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knot k and the number η ∈ C∗, we may make the group H1(X,Fη) arbitrarily large,
while H1(X,C) is always one-dimensional. (One may, for example, take multiple
connected sum of many copies of a knot with non-trivial Alexander polynomial).
Consider now the 3-manifold M which is the connected sum
M = X # (S1 × S2).
Thus M = X+ ∪X− where X+ ∩X− = X0 = S2 and
X+ = X − {disk} and X− = (S1 × S2)− {disk}.
Consider a flat complex line bundle F over M such that its restriction over X+ is
isomorphic to Fη|X+. Consider the class ξ ∈ H
1(X,R) such that its restriction onto
X+ is trivial and its restriction to X− is the generator.
We want to compute the Novikov number β1(ξ,F). By using the Mayer-Vietoris
sequence, we obtain, for generic t,
H1(M,F ⊗ ρt) ≃ H
1(X+,Fη)⊕H
1(X−,F ⊗ ρt)
For generic t, the second term vanishes and thus we obtain
β1(ξ,F) = dimCH
1(X,Fη)
As we noticed above, this number can be arbitrarily large, while dimCH
1(M,C) = 2.
2. The Bismut Laplacian on a fiber bundle
In this section we describe a version of the Bismut deformation of the Laplacian on
the bundle E, considered as a non-compact manifold. In Section 4 we will apply this
construction to the case when E is the normal bundle to a connected submanifold of
the set of critical points of ω.
2.1. Description of the data. Let E = E+⊕E− be a Z2-graded finite dimensional
vector bundle over a compact connected manifold Z.
Suppose that F is a flat vector bundle over E. We denote by Ω•(E,F) the space
of differential forms on E with values in F and by ∇ : Ω•(E,F) → Ω•+1(E,F) the
corresponding covariant derivative operator.
2.2. A splitting of the tangent space. Fix an Euclidean metric hE on the bundle
E (i.e. a smooth fiberwise metric) such that E+ and E− are orthogonal. For a vector
y ∈ E, we will denote by |y| its norm with respect to the metric hE .
Next choose an Euclidean connection ∇E on E which preserves the decomposition
E = E+ ⊕ E−. Then the tangent space TE splits naturally into
TE = THE ⊕ T VE,(2.1)
where T VE is the set of the vectors in TE which are tangent to the fibers of E (the
vertical vectors), and THE is the set of horizontal vectors in TE.
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2.3. A Riemannian metric on E. In this section we consider E as a non-compact
manifold. Our aim is to introduce a Riemannian metric on E. Let pi be the projection
E → Z. If y ∈ E, then pi∗ identifies THy E with Tpi(y)Z. Choose any Riemannian metric
gZ on Z. Then THy E is naturally endowed with the metric pi
∗gZ . Also T VE and E
can be naturally identified. Hence, the metric hE on E induces a metric on T VE.
We still denote this metric by hE and we define the Riemannian metric
gE = hE ⊕ pi∗gZ(2.2)
on TE, which coincides with hE on T VE, with pi∗gZ on THV and such that THE and
T VE are orthogonal. Note that the metric gE depends upon the choices of hE , gZ
and ∇E .
2.4. An Euclidean metric on F . We will identify the manifold Z with the zero
section of E. Let F|Z denote the restriction of F on Z. Fix an arbitrary Euclidean
metric h on F|Z . The flat connection on F defines a trivialization of F along the
fibers of E and, hence, gives a natural extension of h to an Euclidean metric hF on
F which is flat along the fibers of E.
2.5. A bigrading on the space of differential forms. The metrics gE, hF define
an L2-scalar product on the space of differential forms on E with values in F . Let
Ω(2)(E,F) =
⊕
Ωp(2)(E,F) denote the Hilbert space of square integrable differential
forms on E with values in F .
The splitting (2.1) and the corresponding decomposition T ∗E = (THE)∗⊕(T VE)∗
induce a bigrading on Ω(2)(E,F) by
Ω(2)(E,F) =
⊕
i,j
Ωi,j(2)(E,F),(2.3)
where Ωi,j(2)(E,F) is the space of square integrable sections of
Λi
(
(THE)∗
)
⊗ Λj
(
(T VE)∗
)
⊗ F .
Here, as usual, we denote by Λ(V ) =
⊕
Λp(V ) the exterior algebra of a vector space
V .
For s 6= 0, let τs be the map from Ω(2)(E,F) onto itself, which sends α ∈ Ω
i,j
(2)(E,F)
to sjα. Of course, τs depends upon the connection on E given by (2.1).
2.6. The Bismut complex on a fiber bundle. In this section we produce a
family of complexes depending on t > 0, which is a special case of the construction
of Bismut [B, Section 2(b)]. Note that our notations are slightly different from [B].
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Let f : E → R denote the function such that its value on a vector y = (y+, y−) ∈
E+ ⊕ E− is given by
f(y) =
|y+|2
2
−
|y−|2
2
.(2.4)
Recall that ∇ : Ω•(2)(E,F)→ Ω
•+1
(2) (E,F) denotes the covariant differential opera-
tor determined by the flat connection on F . Following Bismut [B], we define a family
of differentials
∇t,α = (τ√t)
−1e−αtf∇eαtf τ√t, t > 0, α > 0.(2.5)
2.7. An alternative description of ∇t,α. We will also need another description
of the differential (2.5) (cf. [B, Remark 2]).
For s > 0, let rs : E → E be the multiplication by s, i.e rsy = sy for any y ∈ E.
Recall that, if y ∈ E, we denote by Fy the fiber of F over y. The flat connection on
F gives a natural identification of the fibers Fy and Fsy. Hence, the map rs : E → E
defines the “pull-back” map
r∗s : Ω
•
(2)(E,F)→ Ω
•
(2)(E,F).
Note that r∗s preserves the bigrading (2.3) and, hence, commutes with τ√t.
Lemma 2.8. For any t > 0, α > 0
∇t,α = (τ√t)
−1r∗√te
−αf∇eαf (r∗√t)
−1τ√t.(2.6)
Proof. Since r∗√
t
commutes with ∇ and with τ√t, it is enough to show that
r∗√t ◦ f ◦ (r
∗√
t)
−1 = tf,(2.7)
where f is identified with the operator of multiplication by f . The equality (2.7)
follows immediately from (2.4).
Definition 2.9. The Bismut Laplacian∆t,α of the bundle E associated to the metrics
gE, hF is defined by the formula
∆t,α = ∇t,α∇
∗
t,α +∇
∗
t,α∇t,α,(2.8)
where ∇∗t,α denote the formal adjoint of ∇t,α with respect to the metrics g
E, hF . We
denote by ∆pt,α the restriction of ∆t,α on the space of p-forms.
Lemma 2.10. For any t > 0, α > 0
∆t,α = (τ√t)
−1r∗√t∆1,α(r
∗√
t)
−1τ√t.(2.9)
In particular, the operators ∆t,α and ∆1,α have the same spectrum.
Proof. Clearly, the operator (τ√t)
−1r∗√
t
is orthogonal, i.e. the adjoint of (τ√t)
−1r∗√
t
is
equal to (r∗√
t
)−1τ√t. The lemma follows now from Lemma 2.8.
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2.11. The spectrum of ∆1,α. A simple calculation [CFKS, Proposition 11.13]
shows that
∆1,α = ∆+ αA+ α
2|df |2,(2.10)
where ∆ = ∆1,0 is the usual Laplacian associated with the metrics g
E, hF and A is a
zero order operator.
Using the theory of globally elliptic differential operators [Sh1, Ch. IV], one easily
obtains that, for α > 0 large enough, ∆1,α has a discrete spectrum, and that the
corresponding eigenspaces in Ω(2)(E,F) have finite dimension.
The following theorem computes explicitly the cohomology of the deformed differ-
ential ∇1,α on the space of L2-forms.
Theorem 2.12. Let m denote the fiber dimension of E− and let o denote the orien-
tation bundle of E−. If α > 0 is large enough, then
dimKer∆p1,α = dimH
p−m(Z,F|Z ⊗ o)(2.11)
for any p = 0, 1, . . . , n.
The proof is given in the next section. In the case where F is a trivial line bundle,
Theorem 2.12 was established by Bismut [B, Theorem 2.13]. Note that our proof is
rather different from [B].
3. Proof of Theorem 2.12
In this section we use the notation of Section 2.
3.1. A cohomological interpretation of Ker∆1,α. Assume that α > 0 is suffi-
ciently large so that the operator ∆1,α has a discrete spectrum (cf. Section 2.11).
Let Ω˜•(2)(E,F ;∇1,α)ıΩ
•
(2)(E,F) be the space of smooth (C
∞) square integrable
forms β ∈ Ω•(2)(E,F) having the property ∇1,αβ ∈ Ω
•
(2)(E,F). We denote by
H•(2)(E,F ;∇1,α) the cohomology of the complex
0→ Ω˜0(2)(E,F ;∇1,α)
∇1,α
−−→ Ω˜1(2)(E,F ;∇1,α)
∇1,α
−−→ · · ·
∇1,α
−−→ Ω˜n(2)(E,F ;∇1,α)→ 0.
One should think of H•(2)(E,F ;∇1,α) as of “deformed L2 cohomology” of E with
coefficients in F (recall from Section 2.6 that ∇1,α = e−αf∇eαf = ∇+ αdf).
Lemma 3.2. For any p = 0, 1, . . . , n, the following equality holds
dimKer∆p1,α = dimH
p
(2)(E,F ;∇1,α).(3.1)
NOVIKOV TYPE INEQUALITIES 13
Proof. Let ∇˜1,α, ∇˜∗1,α denote the restriction of the operators∇1,α,∇
∗
1,α on Ω˜
•
(2)(E,F ;∇1,α).
To prove the lemma it is enough to show that the following decomposition holds
Ω˜•(2)(E,F ;∇1,α) = Ker∆1,α ⊕ Im ∇˜1,α ⊕ Im ∇˜
∗
1,α.(3.2)
Since the spectrum of ∆1,α is discrete, the space Ω
•
(2)(E,F) decomposes into an
orthogonal direct sum of closed subspaces
Ω•(2)(E,F) = Ker∆1,α ⊕ Im∆1,α.
Moreover, Ker∆1,αıΩ˜
•
(2)(E,F ;∇1,α). Hence, any β ∈ Ω˜
•
(2)(E,F ;∇1,α) may be written
as
β = κ +∆1,αϕ = κ+∇1,α∇
∗
1,αϕ+∇
∗
1,α∇1,αϕ(3.3)
where κ ∈ Ker∆1,α and ϕ ∈ Ω•(2)(E,F). Then ∆1,αϕ ∈ Ω˜
•
(2)(E,F ;∇1,α).
Since ∆1,α is an elliptic operator, the form ϕ is smooth. Let 〈·, ·〉 denote the L2
scalar product on Ω•(2)(E,F). For σ ∈ Ω
•
(2)(E,F), we denote by ‖σ‖ its norm with
respect to this scalar product. Then
‖∇∗1,αϕ‖
2 + ‖∇1,αϕ‖
2 = 〈∆1,αϕ, ϕ〉 <∞.
Hence, ∇∗1,αϕ,∇1,αϕ ∈ Ω
•
(2)(E,F). Since the form ϕ is smooth, so are the forms
∇∗1,αϕ,∇1,αϕ. Also, ∇1,α∇1,αϕ = 0 and, by (3.3), ∇1,α∇
∗
1,αϕ ∈ Ω
•
(2)(E,F). Whence
∇∗1,αϕ,∇1,αϕ ∈ Ω˜
•
(2)(E,F ;∇1,α). The decomposition (3.2) follows now from (3.3).
In view of Lemma 3.2, to prove the Theorem 2.12 we only need to show that
dimH•(2)(E,F ;∇1,α) = dimH
•−m(Z,F|Z ⊗ o).
(Recall that m denote the dimension of fibers of E−). In fact, we will prove that the
complexes
(
Ω˜•(2)(E,F ;∇1,α),∇1,α
)
and
(
Ω•(Z,F|Z),∇
)
are homotopy equivalent.
3.3. The Thom isomorphism. Let U− be a Thom form of the bundle E−, i.e. a
closed compactly supported differential m-form on E− with values in the orientation
bundle o of E− whose integrals over the fibers of E− equal 1.
We denote by Ω•c(E
−,F|
E−
) the space of compactly supported differential forms on
E− with values in the restriction F|
E−
of the bundle F on E−. It is well known that
the map
Ω•(Z,F|Z ⊗ o)→ Ω
•+m
c (E
−,F|
E−
), β 7→ U− ∧ β,(3.4)
induces the Thom isomorphism
H•(Z,F|Z ⊗ o)→ H
•+m
c (E
−,F|
E−
)(3.5)
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from the cohomology of Z with coefficients in the bundle F|Z ⊗ o onto the compactly
supported cohomology of E− with coefficients in F|
E−
.
Let p : E− → Z denote the natural projection. Using the trivialization of F along
the fibers of E− determined by the flat connection ∇ one can define the push-forward
map (“integration along the fibers”)
p∗ : Ω•c(E
−,F|
E−
)→ Ω•−m(Z,F|Z ⊗ o).
The map p∗ induces the map
H•c (E
−,F|
E−
)→ H•−m(Z,F|Z ⊗ o),
which is inverse to the Thom isomorphism.
Remark 3.4. Note that the map p∗ may be extended from Ω•c(E
−,F|
E−
) to a wider
class of “rapidly decreasing forms”. In particular, if β ∈ Ω•(E−,F|
E−
) is a square
integrable form, then the form p∗(eαfβ) is well defined. This remark will be used
later.
3.5. Maps between Ω˜•(2)(E,F) and Ω
•(Z,F|Z ⊗ o). Let j : E
− → E be the
inclusion and let
j∗ : Ω•(E,F)→ Ω•(E−,F|
E−
)
be the corresponding “pull-back” map. Set
φ : Ω˜•(2)(E,F ;∇1,α)→ Ω
•−m(Z,F|Z ⊗ o); φ : β 7→ p∗j
∗(eαfβ).(3.6)
By Remark 3.4, this map is well defined. Clearly, φ∇1,α = ∇′φ, where ∇′ is the
covariant derivative on the bundle F|Z ⊗ o. Hence, φ induces a map
φ∗ : H•(2)(E,F ;∇1,α)→ H
•−m(Z,F|Z ⊗ o).(3.7)
Denote by pi : E → E− the natural projection and let
pi∗ : Ω•(E−,F|
E−
)→ Ω•(E,F)
be the corresponding “pull-back” map defined by means of the connection ∇ (cf.
Section 2.7). Set
ψ : Ω•(Z,F|Z ⊗ o)→ Ω˜
•+m
(2) (E,F ;∇1,α); ψ : δ 7→ e
−αfpi∗(U− ∧ p∗δ).(3.8)
Then ψ∇′ = ∇1,αψ. Hence, ψ induces the map
ψ∗ : H•(Z,F|Z ⊗ o)→ H
•+m
(2) (E,F ,∇1,α).(3.9)
Proposition 3.6. The maps φ∗ and ψ∗ are inverse of each other.
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Proof. Clearly, φψ = id, and, hence, φ∗ψ∗ = id. We will show now that the map ψφ
is homotopic to id.
Consider the action of the group R∗ of nonzero real numbers on E = E+ ⊕ E−
defined by
ht : y = (y
+, y−) 7→ (ty+, y−), t ∈ R∗.(3.10)
As in Section 2.7, the flat connection on F defines naturally the pull-back map
h∗t : Ω˜
•
(2)(E,F ;∇1,α)→ Ω˜
•
(2)(E,F ;∇1,α)
associated with ht.
Assume that R is the vector field on E generating the action (3.10) (the Euler
vector field in the direction E+). Let ι(R) denote the interior multiplication by R.
If
L(R) = ∇ι(R) + ι(R)∇(3.11)
denote the Lie derivative along R, then
d
dt
h∗t (β) = h
∗
t (L(R)β)t
−1.(3.12)
Define a map H : Ω˜•(2)(E,F ;∇1,α)→ Ω˜
•−1
(2) (E,F ;∇1,α) by
Hβ =
∫ 1
0
h∗t (ι(R)β)t
−1dt, β ∈ Ω˜•(2)(E,F ;∇1,α),(3.13)
and let H˜ = e−αfHeαf . Note that the integral in the definition of H converges
because R vanishes at E−.
Lemma 3.7. The following homotopy formula holds
β − ψ(φβ) = (∇1,αH˜ + H˜∇1,α)β, for all β ∈ Ω˜
•
(2)(E,F ;∇1,α).(3.14)
Proof. If β ∈ Ω˜•(2)(E,F ;∇1,α), let βt = h
∗
tβ, and observe that β0 = e
αfψ(φe−αfβ)
and β1 = β. Differentiating by t, using (3.11),(3.12) and integrating we get
β − eαfψ(φe−αfβ) = (∇H +H∇)β, for all β ∈ Ω˜•(2)(E,F ;∇1,α).
Using ∇1,α = e−αf∇eαf , we obtain the lemma.
Lemma 3.7, combined with the relation φψ = id, completes the proof of Proposi-
tion 3.6 and, hence, of Theorem 2.12.
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4. The Bismut Laplacian on a manifold
Let ω be a closed real valued differential 1-form on a compact manifold M , which
is non-degenerate in the sense of Bott (cf. Section 0.2). In this section we construct a
two-parameter family ∆t,α of Laplacians acting on the space Ω
•(M,F) of differential
forms on a compact manifold M with values in a flat complex vector bundle F . This
construction is similar to the construction of Bismut [B]. Next we show that, for
large values of the parameter t, the dimKer∆t,α is equal to the number of “small”
eigenvalues of the Bismut Laplacian acting on the normal bundle to the zero set of
ω, where the normal bundle is considered as a non-compact manifold.
4.1. The Bismut Laplacian on the normal bundle. Throughout this section
we use the notations introduced in Section 0.2. In particular, C denotes the set of
critical points of ω, i.e. the subset of M on which ω vanishes. Recall that the form
ω is assumed to be non-degenerate in the sense of Bott, i.e. C is a union of disjoint
compact connected manifolds and the Hessian of ω is a non-degenerate quadratic
form on the normal bundle ν(C) to C in M .
As we have mentioned in Section 0.2, the bundle ν(C) splits into the Whitney sum
of two subbundles
ν(C) = ν+(C)⊕ ν−(C)(4.1)
such that the Hessian of ω is strictly positive on ν+(C) and strictly negative on
ν−(C).
Denote by p : ν(C) → C the natural projection and by F|C the restriction of the
bundle F on C. Then the pull-back p∗F|C is a flat vector bundle over ν(C) which
will be denoted by Fν .
For each connected component Z of C we denote by ν(Z) = ν(C)|Z the normal
bundle to Z in M and by FZ the restriction of the bundle Fν on ν(Z). Let gν(Z)
be a Riemannian metric on the non-compact manifold ν(Z) constructed as explained
in Section 2.3, starting from a Riemannian metric on Z, an Euclidean metric on
ν(C) and an Euclidean connection on ν(C). Let hFZ be a Hermitian metric on FZ
constructed as explained in Section 2.4. We denote by ∆Zt,α the Bismut Laplacian
associated with the metrics gν(Z), hFZ (cf. Definition 2.9).
We denote by gν(C) the Riemannian metric on ν(C) induced by the metrics gν(Z)
and by hFν the Hermitian metric on Fν induced by the metrics hFZ .
Let
∆Ct,α =
⊕
Z
∆Zt,α : Ω
•(ν(C),Fν)→ Ω•(ν(C),Fν)
(the sum is taken over all connected components of C) be the operator whose restric-
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tion on Ω•
(
ν(Z),FZ
)
equals ∆Zt,α. Clearly,
Ker∆Ct,α =
⊕
Z
Ker∆Zt,α.
4.2. Metrics on M and F . By the generalized Morse lemma [H, Ch. 6] there exist
a neighborhood U of the zero section in ν(C) and an embedding ψ : U → M such
that the restriction of ψ on C is the identity map and if y = (y+, y−) ∈ U , then
(
f ◦ ψ
)
(y) =
|y+|2
2
−
|y−|2
2
.(4.2)
In the sequel, we will identify U and ψ(U). In particular, we will consider gν(C) as
a metric on ψ(U) and hFν as a metric on the restriction F|U of F on U . Let g
M be
any Riemannian metric on M whose restriction on U equals gν(C) and let hF be any
Hermitian metric on F whose restriction on U equals hFν .
4.3. The Bismut Laplacian on M . Let V be a neighborhood of C in ν(C) whose
closure is contained in U . Fix a function φ ∈ C∞(ν(C)) such that 0 ≤ φ ≤ 1,
φ(x) = 1 if x ∈ V and φ(x) = 0 if x 6∈ U .
Recall that the map τ√t was defined in Section 2.5. Using the identification ψ : U →
ψ(U) we can consider φ as a function on M and φτ√t as an operator on Ω
•(M,F).
For any t > 0, α > 0, we define a new differential ∇t,α on Ω•(M,F) by the formula
∇t,α = (φτ√t + (1− φ))
−1(∇+ tαω)(φτ√t + (1− φ)).(4.3)
Here ∇+ tαω : Ω•(M,F)→ Ω•+1(M,F) denotes the map
θ 7→ ∇θ + tαω ∧ θ, θ ∈ Ω•(M,F).
Remark 4.4. Our definition of ∇t,α is slightly different from [B] even in the case when
ω is cohomologious to 0 and F is a trivial line bundle. However this difference does
not change the asymptotic behavior of the spectrum of the corresponding Laplacian
(cf. Definition 4.6).
Remark 4.5. Note that on V the formulae (4.3) and (2.5) coincide. Also on M\U we
have ∇t,α = ∇ + tαω.
Definition 4.6. For t > 0, α > 0, the Bismut Laplacian on M is the operator
∆t,α = ∇t,α∇
∗
t,α +∇
∗
t,α∇t,α : Ω
•(M,F)→ Ω•(M,F),(4.4)
where ∇∗t,α is the formal adjoint of ∇t,α with respect to the metrics g
M , hF . We
denote by ∆pt,α the restriction of ∆t,α on Ω
p(M,F).
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4.7. We now fix a number α > 0 large enough, so that the spectrum of ∆C1,α is
discrete and the equality (2.11) holds.
Let A be a self-adjoint operator with discrete spectrum. For any λ > 0, we denote
byN(λ,A) the number of the eigenvalues ofA not exceeding λ (counting multiplicity).
The following theorem plays a central role in our proof of Theorem 0.3.
Theorem 4.8. Let λp (p = 0, 1, . . . , n) be the smallest non-zero eigenvalue of ∆
C,p
1,α .
Then for any ε > 0 there exists T > 0 such that for all t > T
N(λp − ε,∆
p
t,α) = dimKer∆
C,p
1,α .(4.5)
The rest of this section is occupied with the proof of Theorem 4.8.
4.9. Estimate from above on N(λp − ε,∆
p
t,α). We will first show that
N(λp − ε,∆
p
t,α) ≤ dimKer∆
C,p
1,α .(4.6)
To this end we will estimate the operator ∆pt,α from below. We will use the technique
of [Sh2], adding some necessary modifications.
Recall from Section 4.2 that U is a tubular neighborhood of the zero section in
ν(C) and that we have fixed an embedding ψ : U →M . Also in Section 4.3 we have
chosen V ıU .
For x ∈ U , we denote by |x| its norm with respect to the fixed Euclidean structure
on ν(C).
There exists κ > 0 such that the set {x ∈ U : |x| < 2κ} is contained in V . Let
us fix a C∞ function j : [0,+∞) → [0, 1] such that j(s) = 1 for s ≤ κ, j(s) = 0 for
s ≥ 2κ and the function (1− j2)1/2 is C∞. We define functions J, J ∈ C∞(ν(C)) by
J(x) = j(|x|); J(x) =
(
1− j(|x|)2
) 1
2 .
Using the diffeomorphism ψ : U → ψ(U) we can and we will consider J, J as functions
on M .
We identify the functions J, J with the corresponding multiplication operators. For
operators A,B, we denote by [A,B] = AB − BA their commutator.
The following version of IMS localization formula (cf. [CFKS]) is due to Shubin
[Sh2, Lemma 3.1].
Lemma 4.10. The following operator identity holds
∆pt,α = J∆
p
t,αJ + J∆
p
t,αJ +
1
2
[J, [J,∆pt,α]] +
1
2
[J, [J,∆pt,α]].(4.7)
Proof. Using the equality J2 + J
2
= 1 we can write
∆pt,α = J
2∆pt,α + J
2
∆pt,α = J∆
p
t,αJ + J∆
p
t,αJ + J [J,∆
p
t,α] + J [J,∆
p
t,α].
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Similarly,
∆pt,α = ∆
p
t,αJ
2 +∆pt,αJ
2
= J∆pt,αJ + J∆
p
t,αJ − [J,∆
p
t,α]J − [J,∆
p
t,α]J.
Summing these identities and dividing by 2 we come to (4.7).
We will now estimate each one of the summands in the right hand side of (4.7).
Lemma 4.11. There exist c > 0, T > 0 such that, for any t > T ,
J∆pt,αJ ≥ ctJ
2
I.(4.8)
Proof. Let 〈·, ·〉 be the natural L2 scalar product on Ω•(M,F) determined by the
metrics gM , hF . For x ∈ Ω•(M,F), we denote by ‖x‖ its norm with respect to this
scalar product.
We can assume that T > 1. Using (4.3), one easily checks that for any a ∈
Ωp(M,F) and any t > T > 1
‖∇t,αa‖
2 ≥
1
t
‖(∇+ tαω)a‖2, ‖∇∗t,αa‖
2 ≥
1
t
‖(∇+ tαω)∗a‖2.
Hence,
(4.9) 〈J∆pt,αJa, a〉 = ‖∇t,αJa‖
2 + ‖∇∗t,αJa‖
2
≥
1
t
‖(∇+ tαω)Ja‖2 +
1
t
‖(∇+ tαω)∗Ja‖2 =
1
t
〈J∆p1,αtJa, a〉.
A simple calculation (cf. [CFKS, Proposition 11.13]) shows that
∆1,tα = ∆+ αtA+ α
2t2|ω|2,(4.10)
where A is a zero order differential operator and ∆ = ∇∇∗+∇∗∇ is the undeformed
Laplacian associated with the metrics gM , hF .
From (4.10) and (4.9), we get
J∆pt,αJ ≥
1
t
J∆p1,αtJ =
1
t
J∆pJ + αJAJ + tα2J |ω|2J.(4.11)
Since A is a zero order operator, there exists M > 0 such that A > −M . Also
∆p ≥ 0. Taking
c =
α2
2
min
x∈supp J
|ω|2, T =
Mα
c
,
and using (4.11) we get (4.8)
Let P pt,α : Ω(2)
(
ν−(C),Fν
)
→ Ker∆C,pt,α be the orthogonal projection. This is a
finite rank operator on Ω(2)
(
ν−(C),Fν
)
and its rank equals dimKer∆C,p1,α . Clearly,
∆C,pt,α + P
p
t,α ≥ λpI.(4.12)
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Using the identification ψ : U → ψ(U) we can consider JP pt,αJ and J∆
C,p
t,α J as opera-
tors on Ωp(M,F). It follows from Remark 4.5 that J∆pt,αJ = J∆
C,p
t,α J . Hence, (4.12)
implies the following
Lemma 4.12. For any t > 0
J∆pt,αJ + JP
p
t,αJ ≥ λpJ
2I, rk JP pt,αJ ≤ dimKer∆
C,p
1,α .(4.13)
For an operator A : Ωp(M,F) → Ωp(M,F), we denote by ‖A‖ its norm with
respect to L2 scalar product on Ω
p(M,F).
Lemma 4.13. There exists C > 0 such that
‖[J, [J,∆pt,α]‖ ≤ Ct
−1(4.14)
for any t > 0, α > 0.
Proof. The left hand side of (4.14) is a zero order operator supported on V . Hence,
it is enough to estimate [J, [J,∆C,pt,α ]]. Since
(r∗√t)
−1J(x)r∗√t = J(xt
− 1
2 ), (τ√t)J(x)(τ√t)
−1 = J(x),
Lemma 2.10 implies
[J, [J,∆C,pt,α ]] = (τ√t)
−1r∗√t[J(xt
− 1
2 ), [J(xt−
1
2 ),∆C,p1,α ]](r
∗√
t)
−1τ√t.(4.15)
Since the operators (τ√t)
−1r∗√
t
and (r∗√
t
)−1τ√t are mutually adjoint, (4.15) implies
‖[J, [J,∆C,pt,α ]]‖ = ‖[J(xt
− 1
2 ), [J(xt−
1
2 ),∆C,p1,α ]]‖.
Recall that gν(C) denotes the Riemannian metric on ν(C). Suppose that we have
chosen local coordinates (x1, . . . , xn) near a point x ∈ ν(C). Set
gi,j = g
ν(C)(∂/∂xi, ∂/∂xj), 1 ≤ i, j ≤ n.
Using (2.10), we see that
∆C,p1,α = −
n∑
i,j=1
gi,j
∂2
∂xi∂xj
+B,
where B is an order 1 differential operator. Hence,
[J(xt−
1
2 ), [J(xt−
1
2 ),∆C,p1,α ]] = −2
n∑
i,j=1
gi,j
∂J(xt−
1
2 )
∂xi
∂J(xt−
1
2 )
∂xj
.
Since the derivatives of J(xt−
1
2 ) = j(|x|t−
1
2 ) can be estimated as O(t−
1
2 ) the inequality
(4.14) follows immediately.
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Similarly, one shows that
‖[J, [J,∆pt,α]‖ ≤ Ct
−1.(4.16)
From Lemma 4.10, Lemma 4.11, Lemma 4.12, Lemma 4.13 and (4.16) we get the
following
Corollary 4.14. For any ε > 0, there exists T > 0 such that for any t > T
∆pt,α + JP
p
t,αJ ≥ (λp − ε)I, rk JP
p
t,αJ ≤ dimKer∆
C,p
1,α .(4.17)
The estimate (4.6) follows now from Corollary 4.14 and the following general lemma
[RS, p. 270].
Lemma 4.15. Assume that A,B are self-adjoint operators in a Hilbert space H such
that rkB ≤ k and there exists µ > 0 such that
〈(A+B)u, u〉 ≥ µ〈u, u〉 for any u ∈ Dom(A).
Then N(µ− ε, A) ≤ k for any ε > 0.
4.16. Estimate from below on N(λp− ε,∆
p
t,α). To prove Theorem 4.8 it remains
to show now that
N(λp − ε,∆
p
t,α) ≥ dimKer∆
C,p
1,α .(4.18)
Let Ept,α be the subspace of Ω
p(M,F) spanned by the eigenvectors of ∆pt,α correspond-
ing to the eigenvalues λ ≤ λp − ε and let Π
p
t,α : Ω
p(M,F) → Ept,α be the orthogonal
projection. Then
rkΠpt,α = N(λp − ε,∆
p
t,α).(4.19)
Using the diffeomorphism ψ : U → ψ(U) we can consider JΠpt,αJ as an operator on
Ω(2)
(
ν−(C),Fν
)
. The proof of the following lemma does not differ from the proof of
Corollary 4.14.
Lemma 4.17. For any δ > ε, there exists T > 0 such that for any t > T
∆C,pt,α + JΠ
p
t,αJ ≥ (λp − δ)I.(4.20)
The estimate (4.18) follows now from (4.19), Lemma 4.17 and Lemma 4.15.
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5. Proof of Theorem 0.3
Recall that the number α > 0 was fixed in Section 4.7. We will use the notation of
Section 4. In particular, λp (p = 0, 1, 2, . . . ) denotes the smallest non-zero eigenvalues
of ∆C,p1,α . By Theorem 4.8 and Lemma 1.3, we can choose t > 0 such that
N(λp/2,∆
p
t,α) = dimKer∆
C,p
1,α , p = 0, 1, . . . , n,(5.1)
and the Novikov numbers βp(ξ,F) are equal to the dimension of the cohomology of
the de Rham complex Ω•(M,F) with the deformed differential
∇tθ = ∇θ + tω ∧ θ, θ ∈ Ω
•(M,F).
The latter complex is isomorphic to the complex
0→ Ω0(M,F)
∇t,α
−−→ Ω1(M,F)
∇t,α
−−→ · · ·
∇t,α
−−→ Ωn(M,F)→ 0,(5.2)
where ∇t,α is defined by (4.3).
Let Ept,α (p = 0, 1, . . . , n) be the subspace of Ω
p(M,F) spanned by the eigenvectors
of ∆pt,α corresponding to the eigenvalues λ ≤ λp/2. From (5.1) and Theorem 2.12, we
obtain
dimEpt,α =
∑
Z
dimHp−ind(Z)(Z,F|Z ⊗ o(Z)),(5.3)
where the sum ranges over all connected components Z of the set C of critical points
of ω.
Since the operator ∆t,α commutes with ∇t,α, the pair (E•t,α,∇t,α) is a subcomplex
of (5.2) and the inclusion induces an isomorphism of cohomology
H•(E•t,α,∇t,α) = H
•(Ω•(M,F),∇t,α) = H•(M, ρt ⊗ F).
Hence,
dimHp(E•t,α,∇t,α) = βp(ξ,F), p = 0, 1, . . . , n.(5.4)
Theorem 0.3 follows now from (5.3), (5.4) by standard arguments (cf. [Bo2]).
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