Active sound attenuation systems may be described using a system identification framework in which an adaptive filter is used to model the performance of an unknown acoustical plant. An error signal may be obtained from a location following an acoustical summing junction where the undesired noise is combined with the output of a secondary sound source. For the model output to properly converge to a value that will minimize the error signal, it is frequently necessary to determine the transfer function of the secondary sound source and the path to the error signal measurement. Since these transfer functions are unknown and continuously changing in a real system, it is desirable to perform continuous on-line modeling of the output transducer and error path. In this article, the use of an auxiliary random noise generator for this modeling is described. Based on a Galois sequence, this technique is easy to implement, provides continuous on-line modeling, and has minimal effect on the final value of the error signal.
Although this system identification problem has been intensively studied in the control and signal-processing literature, the active attenuation application is complicated by the presence of acoustic feedback from the loudspeaker to the input microphone. In the past, a variety of solutions to this problem have been proposed that utilize either directional transducer arrays or incorporate a compensating fixed Eriksson • has described a three-microphone system using the RLMS algorithm in which the error plant is modeled on line using either a direct or inverse model while the speaker is modeled off line. However, there have not been any previous approaches described that provide an on-line model of the speaker and the error path that responds to changes in their response over time.
III. MODELING APPROACHES
There are two basic techniques available for use in system modeling using adaptive filters. The direct approach places the model in parallel with the unknown plant and is adapted such that the difference between the outputs of the plant and model is minimized for the same signal. The inverse approach places the model in series with the unknown plant such that the difference between the output of this series combination and a delayed version of the input signal is minimized. In this case, the response of the adaptive model becomes a delayed version of the inverse of the unknown plant response.
As shown in Fig. 2(a) , to determine the speaker and error path response, the direct model approach places the adaptive model in parallel with the speaker and error path. An error signal formed by subtracting the adaptive model output from the microphone output is multiplied by the input signal to form the update terms for the coefficients of the adaptive model. The inverse model approach places the adaptive model in series with the speaker and error path, as shown in Fig. 2(b) . In this case, the error signal formed by subtracting the adaptive model output from a delayed version of the noise input is multiplied by the input to the adaptive model to form the update terms for the coefficients of the adaptive model. Thus the adaptive model forms a delayed inverse model of the speaker and the error path while attempting to match the response of the delayed noise input.
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The traditional solution is then to use either the direct or inverse modeling approach shown in Fig. 2(a) and (b) , respectively, on an off-line basis with a broadband noise source N. Since it is an off-line process, the plant outputy and model output .
• are not present. The noise source N thus allows a precise determination of either the speaker and error path response, ,fiE, or the delayed inverse model of the speaker and error path, AS-•E •. In the direct approach of Fig.  2 (a) , the response SE is fixed after convergence and then used in the inputs to the error correlators of the LMS or RLMS algorithms. In the inverse approach of Fig. 2(b) 
SE.•2 This model is then copied to the input lines of the error correlators of the RLMS algorithm.
It should be noted that, although the delayed adaptive inverse model shown in Fig. 2(b) could be used in a similar fashion, this will result in decreased performance since the "noise" in the auxiliary path and error path due to y and also appears at the input of the adaptive filter due to the series arrangement. Thus the autocorrelation function of the filter input is adversely affected, and the filter weights are modified as described by Widrow and Stearns. •2 If this "noise" is large enough, the adaptive model may fail to converge. Thus the delayed adaptive inverse approach requires a much larger amplitude random noise source that increases the residual noise and decreases overall system quieting.
In the direct model system, shown in Fig. 3 , the "noise" due to y and.• does not affect the final weights in the adaptive model. In addition, the convergence of the SE model is assured as long as the initial amplitudes are within the dynamic range and signal-to-noise ratio constraints of the system. Thus, with $E accurately determined, the overall system model will converge, resulting in minimum residual noise.
The random noise source used to model SE may be readily obtained through the use of a variety of methods. One simple approach is to generate a Galois sequence using methods described by Schroeder. •6 A Galois sequence is a pseudorandom sequence that repeats after 2'"-1 points, where rn is the number of stages in a shift register. It is easy to calculate and can easily have a period much longer than the response time of the System. In this' study, 31 stages (m = 31 } were used.
V. RESULTS
The results of a computer simulation of the system shown in Fig. 3 confirmed that the algorithm properly converges for either narrow-band or broadband input signals. The coefficients of the SE model properly describe the SE plant, and the coefficients of the overall system model properly describe P, F, and S.
The approach shown in Fig. 3 has also been implemented on complete acoustical systems using the TMS320 family of digital signal processing microprocessors, with input microphones, canceling loudspeakers, and error microphones."•?'•a Initially, one of these systems was utilized to cancel electroacoustically generated noise in a 12-in.-diam circular duct. The duct was about 25 ft long and unlined except for a short 4-ft-long adsorptive silencer near the primary noise source. Typical results after adaptation are shown in Fig. 4 . The noise reduction obtained with the system operating for a broadband noise input is shown in Fig.  4(a) shown in Fig. 5 (a) . In addition to a very-low-frequency peak at about 8 Hz, there is a broad peak of noise from about 40
Hz to about 140 Hz. With the active sound control system, this broad peak was reduced, as shown in Fig. 5(b) . The noise reduction is plotted in Fig. 5 (c) . There is a broad range of attenuation from about 40 to 140 Hz peaking at about 18 dB. System performance is limited by the effectiveness of the antiturbulence microphones. There is minimal attenuation in the 8-to 40-Hz range due tO the lack of coherence between the input and error microphones at these frequencies, as shown in Fig. 5 (d) . It should be noted that it has been found that the magnitude of the coherence must be on the order of 0.95 or greater for cancellation to be effective. The excellent coherence from about 40-140 Hz is consistent with the attenuation shown in Fig. 5 (c) . It would be difficult to obtain this performance using a conventional passive silencer. In addition, the active attenuation system results in essentially no restriction to the flow, thus avoiding the need to modify the fan drive. As before, the system is fully adaptive, and the results shown were obtained with no training or calibration before operating the system.
To demonstrate the effectiveness of the system on narrow-band as well as broadband noise, an electronic tone generator was used with a loudspeaker to introduce a tone at about 70 Hz at the fan while the HVAC system was operating. The noise reduction on this combined broadband fan noise and narrow-band electronic tone is shown in Fig. 6 adaptive filter based on the RLMS algorithm. The effects of sound source and error path transfer functions are adaptively determined on line through the use of a second LMS algorithm that uses an independent low-level random noise source to model the sound source and error path while the system is operating. The combined system is fully adaptive, compensates for changes in all transducers, the source, and acoustical elements, is effective on broadband as well as narrow-band noise, and requires no calibration or training procedures prior to operation.
