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Abstract
The objective of this thesis is to estimate the main determinants of electricity demand in Iran
for various subsectors (residential, industrial, agricultural and public) using appropriate
econometric models. The thesis also aims to study the influence of new electricity pricing in
Iran and forecast electricity demand up to 2020.

One of the main concerns pertaining to the Iranian power industry is the high growth
rate of domestic demand, coupled with the inefficient use of electricity in different sectors. A
limited number of studies have focused on disaggregated electricity demand in Iran, but
suffer from disregarding some important influencing factors and from some methodological
drawbacks. The methodology adopted in the current study is based on unit root tests with
multiple structural breaks and application of the cointegration technique. A simulation
approach is applied to forecast electricity demand for the future. The employed data are
annual time series from 1967 to 2009 (43 years).

The results show that the agricultural sector is the only sector that has an income and
price elasticity greater than unity in the long run. Weather conditions play an important role
in all sectors. Technology changes or economic progress influence electricity demand in all
sectors except the agricultural sector. In the short run, weather conditions are one of the main
factors affecting the industrial, residential and agricultural sectors, while in the public sector
electricity price has the highest elasticity. Weather conditions are the main factor
contributing to changes in aggregate electricity demand, while change in GDP is the second

xv

most influential factor. The speed of correction of deviations from long-run electricity
consumption is low in all Iranian electricity subsectors and at the aggregate level.

Based on the influential factors affecting electricity demand in each sector, it can be
concluded that electricity pricing needs to be restructured in Iran. Moreover, electricity
consumption could feasibly be reduced by weatherproofing buildings and replacing old air
conditioners and industrial ventilating systems and chillers. In addition, it is necessary to plan
for long-run electricity supply and expansion of current capacity in conjunction with the
country’s economic progress.

The forecast results show that the impact of government electricity pricing on
electricity demand will be significant. Nine scenarios have been defined for each sector. The
forecasts reveal that by 2014, under the most feasible scenarios, electricity demand in the
industrial, public and residential sectors will increase; therefore, despite a forecast decrease
in the agricultural sector, aggregate electricity demand in 2014 will increase compared with
2009. Considering the improvement of power-plant efficiency and the reduction of
transmission and distribution network loss, under the most probable scenarios, the current
supply would be sufficient to cover future demand for electricity in the Iranian economy.
However, by 2020 the Iranian economy will need over 225 TWh, which is 28.1% greater
than total electricity demand in 2009. That is, new capacities need to be installed by 2020 to
meet anticipated electricity demand.
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Chapter 1

Introduction
1.1 Background to the Study
The electricity industry in Iran is responsible for supplying sustainable and economically priced
electricity for consumers. The lack of sufficient electricity generation in the country leads to
undesired political, social and economic effects. Two important features of the power industry in
Iran should be taken into consideration:

1) Electricity cannot be stored in large quantities and at a low cost for a long time to be
subsequently used in times of peak consumption. In other words, generation and
consumption must occur concurrently. This shows the importance of accurately
forecasting the demand of electricity and having the ability to provide a sufficient supply
of electricity commensurate with this demand.

2) The construction and potential operation of new power plants is a highly capital-intensive
and time-consuming process. Reliable forecasts of electricity demand are, therefore,
important for effective planning to determine the quantity and timing of investment in
and installation of new capacity.

Without an accurate vision of the future, excess electricity generation may lead to
unnecessary investment, while inadequate electricity supply might lead to undesired social and
economic impacts. Energy policy has socioeconomic effects, such as its impacts on household
4

income and, consequently, its social welfare. In addition, energy policy in Iran is closely aligned
with political debate. Therefore, it is vital to have a comprehensive knowledge of the electricity
industry and electricity consumption to develop an effective energy policy. A serious
impediment to an effective energy policy is the lack of precise knowledge and sufficient study on
the determinants of electricity demand, along with its modelling and forecasting.

Forecasting is based on modelling; this can provide the necessary information to explain
the past and provide a coherent vision about the future. In this way suppliers and policy-makers
are able to ensure adequate and sustainable electricity. Furthermore, electricity modelling can
help determine the amount of available electricity for export, or the shortfall that may need to be
imported, and allowing estimation of the power industry's future financial resources for new
capacity construction.

This thesis provides empirical modelling and estimation of electricity demand in Iran,
and policy recommendations that will assist the Iranian Ministry of Energy (MOE) in its future
investment and electricity-generation decisions. This study will also facilitate more effective
management of electricity demand and more efficient usage of electricity by consumers. With
effective electricity management and forecasting, trade in electricity, as a non-oil export, can be
expanded to boost the power industry and cover part of its financial requirements.

1.2 Statement of the Problem
Iranian energy policy-makers' major concerns relate to the high growth rate of domestic demand
and the inefficient use of electricity in the industrial, residential, public and agricultural sectors,
and, consequently, at the aggregate level. Per-capita electricity consumption in Iran has tripled in
5

the last two decades (1990-2010). Statistics show that the average growth rate of per-capita
electricity consumption in Iran (7.9%) was more than twice the global rate (3.3%) (TAVANIR
Deputy of Human Resources and Research, 2008)1. These statistics show that if the current
growth rate remains unchanged, electricity consumption will double within one decade.

Forecasts show that by 2019 there will be a need for additional power-plant installations
capable of generating 4,948 Megawatts, which is equivalent to 10% of current capacity, to cover
future demand. Overall, this additional generating capacity will require an investment of over
US$6 billion annually (TAVANIR, 2007; author's calculations). The Iranian power industry
faces two major challenges (TAVANIR, 2008): first, the current supply is insufficient to meet
future demand; and, second, there is a lack of fiscal resources for the expansion of new capacity.
Therefore, the power industry will not be able to make a commitment to a sustainable increase in
the supply of electricity in coming years, and will not be able to cover future electricity demand
and consumption.

The residential and industrial sectors are the largest electricity users in Iran. During 2005
to 2009 the average annual growth rates of electricity consumption in these two major sectors
were 6.5 and 6%, respectively (IIES, 2010)2. Average household electricity consumption grew
by 41% between 1989 and 2009. Widespread electricity consumption in Iranian households is
mainly due to the inefficient use of electric appliances (BEEP, 2011)3. On the other hand the
electricity intensity of the industrial sector increased by up to 191% from 1989 to 2009; that is,

1

 انتقال و توزیع نیروی برق ایران،( شرکت سهامی مدیریت تولیدIranian Management Organization of Electricity Generation,
Transmission and Distribution).
2
The Institute for International Energy Studies.
3
The Bureau of Electricity and Energy Planning.
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the electricity required to produce one unit of GDP increased from 138 MWh4 to 263 MWh. The
same problem can be observed in the agricultural sector, where electricity intensity during the
similar period increased from 112 MWh, to 293 MWh per unit of GDP (a 160% increase) (CBI,
2010; IIES, 2010; author's calculations)5. This high electricity intensity is mainly caused by
inefficient electricity use in the goods-producing sectors (BEEP, 2008). It is important to note
that inefficiency also exists on the electricity supply side in Iran. As will be explained in detail in
Chapter 2, a considerable proportion of electricity generated is lost during transmission from
power plants to end users. This has increased the production cost of electricity generation and,
consequently, contributed to the financial problems of the Iranian power industry.

1.3 Significance of the Study
The main objective of the Iranian Ministry of Energy is to persuade end users to consume
electricity more efficiently. One of the key instruments to induce consumers to do so is through
pricing policy. Currently the price of electricity is lower than its generating cost, and the
objective of the Iranian government is to reform the pricing system so as to bring it into line with
the cost of production. Therefore, the Targeting of Subsidies Plan was approved by the Iranian
parliament in January 2010. The plan aims to remove the energy subsidy gradually within the
duration of the Fifth Five-Year Economic, Social and Cultural Plan (2010-2014).6 A key issue
that needs to be taken into account is that pricing is effective when it is based on the price
elasticity of demand. “Admittedly, a serious impediment to the design of an appropriate
government energy policy is the lack of a rigorous analysis of determinants of electricity

4

Megawatt-hour (106 Watt hour).
CBI and IIES both refer to the Central Bank of Iran and the Institute for International Energy Studies.
6
Chapter 2 contains more details about the Plan.
5
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demand” (Al-Faris, 2002, pp117). Atakhanova and Howie (2007) argued that information about
electricity consumption properties assists policy-makers to forecast the impacts of pricing policy
on consumers' demand for electricity. In general, a successful electricity policy is built on the
estimation of an electricity-demand equation, which will provide the relevant elasticities.

In Iran there is insufficient literature on the electricity demand of different sectors
founded on current econometrics methodology. As will be discussed in Chapter 3, some
important influencing factors of electricity demand in various subsectors have been disregarded
in some Iranian studies, as well as some studies conducted in other countries. For instance, none
of the Iranian literature has evaluated the impacts of economic progress, technological
development and weather conditions on electricity demand; examples include the studies by
Ziyaee and Parsa Moghadam (2009), Samadi et al. (2009) and Soheily (2007) for Iran, and
Atakhanova and Howie (2007) for Kazakhstan, Narayan et al. (2007) for G7 countries and
Amarawickrama and Hunt (2008) for Sri Lanka.

In addition, the Iranian literature suffers from some methodological shortcomings. These
issues will be discussed in detail in Chapters 3, 4 and 5. The current thesis aims to fill the
existing gaps and estimate models of electricity demand in the residential, industrial, agricultural
and public sectors and at the aggregate level in Iran. This allows a formulation of the
consumption of electricity and the determination of price and income elasticities. The impact of
new electricity pricing is also investigated, and in the latter sections electricity demand for the
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years to 2020 is estimated for the four key sectors. Results from this thesis will facilitate the
adoption of appropriate and effective energy policies for the demand side of the power industry.7

1.4 Objectives of the Study
The main objective of this thesis is to conduct empirical research on Iranian electricity demand
to investigate three main issues: to identify the main determinants of total consumption as well
consumption disaggregated for the residential, industrial, agricultural and public sectors; to
investigate the impact of new electricity pricing in Iran on electricity consumption in these key
sectors; and to forecast each sector's demand for electricity. To do this, this study aims to address
the following questions:

1) What are the key determinants of the total demand for electricity, and the demand from
key sectors (residential, industrial, agricultural and public)?
2) What are the elasticities of the key determinants of electricity demand in the different
sectors and at the aggregate level?
3) What is the impact of new electricity pricing on the electricity demand from key sectors
and in aggregate?

7

It is notable that domestic supply currently covers the demand for electricity in different sectors. As will be
discussed in Chapter 2, Iran is in a good position in terms of capacity installation despite a high electricity loss.
However, inefficient consumption of electricity has led to a high growth rate for demand compared with supply.
This shows that in spite of a high growth rate in capacity installation, electricity demand cannot be met by supply
in the near future. Managing the demand side of the Iranian power industry will lead to reduction in electricity
demand; this has the potential to solve a significant part of the supply problem through a reduction in the need for
new capacity. Therefore, only the demand side of electricity in Iran will be studied in this thesis; investigation of
supply needs a separate comprehensive study.
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4) By how much will electricity demand from the various sectors and in aggregate rise
during the Fifth Five-Year Economic, Social and Cultural Plan (2010-2014) and the
period 2015 to 2020?

Answering the first question involves presenting the main factors influencing electricity
demand in the different sectors. The second question illustrates the magnitude of demand
elasticities, including price and income elasticities, which are important elements in publicpolicy restructuring and in managing the demand side of electricity. Given the recent change in
electricity pricing in Iran, which aims to conserve energy, it is significant to investigate the
impact and effectiveness of the new pricing policy. The third question addresses this issue. The
last question will investigate robust and reliable forecasts of electricity demand, which are
crucial for establishing successful energy policies and long-term investment decisions.

1.5 Scope and Limitations of the Study
The focus of this thesis is the demand for electricity in the Iranian residential, industrial,
agricultural and public sectors, and the electricity consumption of the economy as a whole. The
data used are annual time series from 1967 to 2009 (43 years). The applied methodology is the
unit root test without (Dickey & Fuller, 1981) and with structural breaks (Lee & Strazicich,
2003; 2004; Narayan & Popp, 2010) and the autoregressive distributed-lag method (Pesaran et
al., 2001, ARDL). Chapter 5 contains the details of this methodology and the data.

Conducting the current research revealed some serious problems. One of the main issues
is the lack of data in Iran, which constrains research on electricity demand. To overcome this
issue, proxies are used; these are detailed in the data sections of Chapters 4 and 5. Low accuracy
10

and poor quality of the data imposes other constraints in the analysis of the energy sector in Iran,
such as difficulties in obtaining counterintuitive signs for the variables used in the models. To
address this, these variables are omitted from the model, which is re-estimated using proxies.8
Another difficulty is the lack of current data. The majority of the economic time series are
available up to 2007, and it is assumed that the growth rate of this set of data in 2008 and 2009
has not changed significantly, and that the variables will not behave very differently. Thus, for
these two years the values are estimated based on their growth rate over the previous five years
(2003-07).9

Another issue is the meteorological data. The time-series data for cooling degree days,
heating degree days, and the total average precipitation are only available up to 2005. The
monthly data for cooling degree days and heating degree days for 2006 onward have been
collected from public sources10 and used to calculate the annual data. The average total
precipitation for different stations from 1967 to 2005 has been surveyed, and three stations that
have a similar average to that of the average of the whole country are chosen. 11 The data for
these stations has been collected from their websites and the mean is used as a proxy for the
average precipitation of the country.

A further, critical problem is that some relevant literature is not available online.
Therefore, researchers need to go to the location to study the literature, and in some cases are not
permitted to compile hard copies from the documents, or even borrow them. In addition, hard

8

Chapter 6 contains more detail about this group of data and the proxies used.
These data are value-added for the industrial, agricultural and public sectors, GDP, industrial and agricultural
intermediate expenditure and fixed capital for industrial machinery.
10
http://www.degreedays.net/#.
11
The stations are Arak, Dezful and Shahr-e-kord.
9
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copies of some of the literature are only available for less than an hour for each researcher to
study. Therefore, researchers are required to make several visits to be able to study a single
document.

1.6 Organisation of the Thesis
This thesis consists of eight chapters. After this introductory chapter, the remainder of the thesis
is structured as follows: Chapter 2 outlines energy resources around the world and the energy
structure in Iran; specifically electricity, including demand, pricing, subsidies, current pricing
policy, supply of electricity, fuel mix of power plants, electricity trade, key challenges and
restructuring of the Iranian power industry.
Chapter 3 surveys the relevant literature regarding electricity demand in the residential,
industrial, agricultural and public sectors and at the aggregate level. The chapter is divided into
three parts: empirical studies on causality, international studies on electricity consumption in
different countries and the literature on Iran’s electricity demand. The chapter also highlights the
contribution of this thesis.
Chapter 4 discusses different theoretical concepts used in the literature on electricity
demand, explains the framework used in this thesis and introduces the functional form of
electricity modelling for different sectors. The objective of Chapter 4 is to analyse the structure
of the demand function of electricity in the Iranian residential, industrial, agricultural and public
sectors. To achieve this, the main factors affecting electricity demand in the subsectors are
defined theoretically, taking into account the characteristics of the Iranian economy, geography
and power industry.
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Chapter 5 presents the methodology adopted in this study, involving unit root tests (with
and without structural breaks) and the cointegration method. It describes the methodology of the
short-run model and the stability tests for the estimated models. Finally, it explains in detail the
sample and data sources.

Chapter 6 presents the results of the unit root tests, along with the results for the
estimated long- and short-run models. The detail of the unit root tests, estimated models and
diagnostic, stability and exogenous tests can be found in Appendices B, C, D, E, F and G to this
chapter.

Chapter 7 details the findings about the main factors affecting electricity demand in the
sectors, and presents the policy implications for electricity demand in the residential, industrial,
agricultural and public sectors. Moreover, this chapter illustrates the electricity-demand outlook
for Iran up to 2020.

Chapter 8 outlines the main findings of this research. It reviews the findings of the
estimated models and provides an overview of the policy implications for the key sectors.
Moreover, it presents the electricity-demand outlook in the subsectors and for aggregate
electricity demand, reviews the contributions of this thesis and presents areas for future research.
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Chapter 2

Electricity in the Iranian Economy
2.1 Introduction
Energy is the foundation of economic growth, and social welfare depends on energy
consumption. It is expected that this reliance will become more intensive in the future. The major
source of energy in the world is fossil fuels. However, the finite nature and destructive impact of
fossil-fuel combustion have drawn attention towards other kinds of energy, particularly
renewable electricity. Electricity is an essential factor in human well-being and development. It
has a unique position among the different types of energy due to features such as ease in transfer
and the potential to be transformed into other kinds of energy.12

The purpose of this chapter is to present an overview of Iran’s energy resources;
specifically, its electricity resources. Iran is ranked second and third among the main holders of
natural gas and oil reserves in the world, respectively. Natural gas is a clean fuel for power
plants, and sizable natural gas resources in Iran have assisted with the generation of clean and
sufficient electricity. Electricity in Iran is the third source of energy after oil products and natural
gas13 in final energy consumption.14 Despite an advantageous geographical and economic
12

Despite the unique features of electricity among other types of energy, network loss is an inevitable issue in the
power industry. In all countries a proportion of electricity is lost during the transmission and distribution
processes. Section 2.4.7 contains more details about electricity loss in Iran and around the world.
13
Including natural gas and oil products used in power plants.
14
Final energy consumption is the sum of all types of energy supplied to the final consumers.
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situation for supplying enough power, forecasts show that Iran’s future demand cannot be met
from the current supply due to inefficient electricity consumption. Ineffective power usage is the
result of low electricity pricing and subsidisation, which has resulted in two main challenges
facing the Iranian power industry: insufficient supply of electricity and the lack of fiscal
resources for new capacity investments. Liberalisation of the electricity market commenced in
Iran in 2004, but a competitive market has still not been completely established. It is expected
that the private sector will be allowed to provide the required financial resources. The price will
be set by the market allowing for the removal of subsidies provided for electricity pricing, and
pricing policies will be adjusted to market-determined levels.

This chapter is structured as follows: Section 2.2 provides an overview of energy
resources and electricity around the world. Section 2.3 presents a brief overview of the energy
structure in Iran. Section 2.4 reviews the Iranian power industry, including demand, pricing,
subsidies, pricing policy, supply of electricity, fuel mix of power plants, electricity trade, key
challenges and restructuring of the Iranian power industry. Section 2.5 summarises the chapter.

2.2 Energy in the World
Energy is an essential requirement for sustainable economic growth, development and social
welfare. In the modern era, development and accelerating population growth has intensified
energy use and dependency on energy sources. Statistics show that the world total primary
energy supply (TPES)15 doubled from 1971 to 2007 (IEA, 2009a), and by 2035 world marketed
energy consumption is expected to rise by 49% compared to 2007 (EIA, 2010)16. The main

15
16

Primary energies are from nature without any transformation process.
US Energy Information Administration.
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concerns regarding high energy consumption are greenhouse-gas (GHG) emissions and
limitations on the use of fossil fuels.

The adverse impact of fossil-fuel combustion and the short life of non-renewable fuel
sources are the main issues in the field of energy. Annual CO2 emissions were near zero in the
1870s (the Industrial Revolution era), but escalated to 29 Gt17 in 2007 (a 3% annual growth rate
compared with 2006).18 By 2100 the proportion of fossil fuels in the TPES is expected to
increase by up to 80%, and CO2 emissions are expected to be 40.2 Gt, augmenting the world’s
average temperature by between 2.4o and 6.4o Celsius (IEA, 2009a).

According to Beyond Petroleum (2011, BP), the maximum reserves-to-production
(R/P)19 ratios for oil and gas are 82 and 205 years, respectively. Table 2.1 presents the R/P ratio
of natural gas and crude oil within the main regions of the world. It is evident that oil, as the
major energy source around the world, will be exhausted in around one decade in North America
and in Europe and Eurasia in just over two decades. The longest R/P oil ratio is for the Middle
East, yet this is expected to last less than one century. Regarding gas reserves, extraction can
continue for one more decade in North America and around half a century in Europe and Eurasia
and Central and South America. As with crude oil, the Middle East holds the longest R/P ratio
for natural gas, 205 years. This issue has encouraged economies around the world to search for
other sources of energy that are independent of fossil fuels.

17

Gigatonnes: 109 tonne.
18
The 10 largest emitters are China, the United States, Russian Federation, India, Japan, Germany, Canada, the
United Kingdom, Korea and Iran , which are responsible for over 67% of global CO2 emissions (IEA, 2009a).
19
The reserves-to-production (R/P) ratio denotes the reservation life based on current extraction of oil and gas.

16

Concerns about fossil fuels have attracted a great deal of world attention to renewable
energies. However, among non-renewable energies, gas reserves will last longer than oil reserves
(Table 2.1), and gas is also a low-polluting fuel in power plants. A major advantage of electricity
is that it can be generated in low-polluting gas-powered plants.

Table 2.1: Oil and Gas R/P Index (Number of Years)
Region

Oil

Gas

North America

13.89

10.28

Central & South America

45.94

51.23

Europe & Eurasia

22.08

55.22

Middle East

82.20

205.79

Africa

31.20

76.59

Source: BP (2011).

2.2.1 Electricity in the World
The special features of electricity, such as ease of transfer and the high potential to be
transformed to other types of energy, give it a unique position among the different types of
energy. For many countries, the power industry is crucial for economic development and social
welfare; specifically, a growing number of studies reveal that economic growth relies on
electricity consumption. Studies conducted by Wolde-Rufael (2006) for six African countries,
Altinay and Karagol (2005) for Turkey, Yoo (2005) for Korea, and Yuan et al. (2007) for China
point to such findings.
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The worldwide gross generation of electricity in 2008 reached 20,181 TWh20, which is an
increase of 10.5% compared to 2005 and 330% compared to 1973 (IEA, 2010c; author's
calculations). On the other hand, the share of electricity in world total final energy consumption
in 2008 (17.2%) showed an 82% increase compared to 1973 levels (IEA, 2010c). According to
IEA forecasts, due to the rapid growth in income and population in transition economies, the
proportion of electricity in world total energy generation will double by 2030 (IEA, 2009a).
These figures reveal that electricity will have an increasingly significant position in providing for
the world’s required energy.

Table 2.2: Proportion in Total World Electricity Generation (2008)
Region
Share (%)
OECD

52.9

Non-OECD Europe

1.0

Asia

26.4

Africa

3.1

Former Soviet Union

7.5

Middle East

3.8

Latin America

5.3

World

100

Source: IEA (2010c).

20

Terawatt hour (1012 Watt hour).
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Table 2.2, which illustrates the percentage contribution of each region to total global
electricity generation, shows that OECD21 countries (52.9%) and Asia (26.4%) were the largest
electricity generators in 2008. Table 2.3 demonstrates the consumption share of different
economic sectors throughout the world. The industrial sector is the largest electricity consumer
in most regions. The proportions of consumption from the industrial sectors within Central and
South America and Eurasia are the largest, with 44.7% and 42.3%, respectively. However, in the
Middle East the industrial sector is third-biggest, and the residential sector ranks as the primary
electricity user (42.4%).

Table 2.3: Share of Key Sectors in Electricity Consumption (%, 2008)
Commercial
Region
Residential
Industrial Agricultural
and Public
North America
35.0
33.4
27.1
0.4

Other
Consuming
3.9

Central & South America

26.5

22.5

44.7

2.7

3.2

Eurasia

26.2

24.1

42.3

2.6

0.6

Middle East

42.4

24.0

19.6

4.6

9.4

Africa

31.4

15.0

44.8

3.4

4.3

Asia & Oceania

20.6

16.1

53.8

3.8

4.5

World

27.4

23.4

41.7

2.5

3.4

Source: BEEP (2011).

IEA statistics show that per-capita electricity consumption in the world reached 2,782
kWh22 in 2008 (IEA, 2010c). This figure shows a 30% increase over 2005 (a 10% average
annual growth rate from 2005 to 2008) (IEA, 2009b; 2010c; author's calculations). Figure 2.1
21
22

Organisation for Economic Co-operation and Development.
Kilowatt hour.
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gives per-capita electricity consumption in 1995 and 2008 throughout the world’s regions. A
comparison of 2008 with 1995 shows that in almost all regions, per-capita electricity
consumption has increased considerably. For example, during 1995 to 2008, electricity
consumption per capita in the Middle East and Asia and Oceania doubled.

Figure 2.1: Per-Capita Electricity Consumption (kWh/Person)
2008

1995

11,113
9,688

5,586
4,294
3,384
1,956

North
America

1,672

1,179

Central &
South
America

2,782
571 450

Eurasia

Middle East

Africa

1,777
756
Asia &
Oceania

2,067

2,423
975

World

Iran

Source: IEA (2010a; b).

As can be observed from Table 2.4 the average percentage change of per-capita
electricity consumption in the Middle East and Asia and Oceania regions between 1995 and 2008
was 102.4% and 135.1%, respectively. Comparing the percentage for Iran (148.5%) with the
world average (34.6%) clarifies the high speed of per-capita growth in electricity consumption in
Iran. However, per-capita electricity consumption in Iran was lower than in North America,
Eurasia, and even the Middle East in 2009. The major issue in Iran is that electricity is consumed
inefficiently: each kWh of electricity provides poorer services in Iran than in developed
countries. In other words, the same quality of services could be provided with a lower quantity of
electricity.
20

Table 2.4: Percentage Change in Per-Capita Electricity Consumption (1995-2008)
Region
Change (%)
North America

14.7

Central & South America

65.9

Eurasia

30.1

Middle East

102.4

Africa

26.9

Asia & Oceania

135.1

World

34.6

Iran

148.5

Source: IEA (2010a; b); author's calculations.

The CO2 emissions of power plants are one of the concerns pertaining to electricity
generation. Around 41% of total electricity generation comes from coal, which is the most CO2intensive of all fossil fuels. The proportion of electricity generation in terms of total CO2
emissions jumped from 27% in 1971 to 41% in 2007 worldwide, an 82% increase (IEA, 2009a).
In future, renewable energy (mainly hydropower and wind power) and natural gas will be the
most important energy sources for electricity generation reducing the environmental effects of
power plants (EIA, 2009). Forecasts show that the energy outlook will rely on clean fuels;
natural gas will remain a major fuel for electricity generation worldwide (EIA, 2010).

2.3 Energy in Iran
Iran is one of the world’s top holders of natural gas and oil resources, having 16% and 10% of
global reserves, respectively. Figures 2.2 and 2.3 show that Iran is ranked second and third
21

among the 10 largest holders of gas and oil reserves in the world (BP, 2011). Russia is the largest
holder of natural gas reserves with 23.9% of total proven gas reserves; Qatar is the third, with
13.5%. Saudi Arabia and Venezuela hold the largest oil reserves in the world, with 19.1 and
15.3% of total oil reserves, respectively.

Table 2.5 shows the combination of energy resources in total final energy consumption in
Iran in 2009. Oil products and natural gas are the main sources of energy consumption in Iran.
Huge resources of natural gas guarantee adequate clean fuel for power plants; moreover, Iran's
suitable geographic features for installing solar, wind, geothermal and hydropower power plants
have provided unique conditions for generating clean and sufficient electricity. However, due to
the government’s focus of providing energy from natural resources such as oil, the share of
electricity in total final energy consumption has remained low (8.6%).

Figure 2.2: Share of Proven Natural Gas Reserves by Country (%, 2010)
23.9

22.4
15.8
13.5

4.5

4.3

4.3

Source: BP (2011).
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3.2

2.9

2.8

2.4

Figure 2.3: Share of Proven Oil Reserves by Country (%, 2010)
23.3
19.1
15.3
9.9
8.3

7.1

5.6
3.4

2.9

2.7

2.3

Source: BP (2011).

Table 2.5: Share of Energy Type in Total Final Energy Consumption in Iran (2009)
Energy type

Share (%)

Oil products

46.2

Natural Gas

44.6

Electricity

8.6

Biomass

0.5

Coal

0.2

Source: BEEP (2011).

2.3.1 Energy Subsidies in Iran
In 2009, 14% of Iranian GDP was allocated to energy subsidies. Per-capita energy subsidies
reached over US$600 and total energy subsidies reached over US$45 billion, a 10% decline
compared to the 2007 figure (CBI, 2010; IIES, 2010; author's calculations). Table 2.6 shows the
energy subsidies provided to different sectors in Iran in 2009. The transportation and residential
23

sectors were the largest energy-subsidy recipients, with 40.2% and 25.2% of the total energy
subsidy, respectively. It is worth noting that the proportion of the total energy subsidy provided
to the industrial and agricultural sectors together (25.5%) is almost equivalent to the share of the
residential sector. This issue clarifies the inappropriate allocation of the energy subsidy in Iran.

Table 2.7 provides an illustration of the allocated subsidy to different types of energy.
The electricity sector accounts for 8.7% of total final energy consumption (Table 2.5), while the
sector receives over 26.2% of the total energy subsidy (Table 2.7). That is, the allocated subsidy
for the electricity sector is higher than the role that electricity has in providing the necessary
energy for the Iranian economy. In 2009, the total electricity subsidy was over US$11.8 billion
and the per-capita electricity subsidy was US$160 (CBI, 2010; IIES, 2010; author's calculations).
A major part of the electricity subsidy was received by non-productive sectors such as the
residential sector.

Table 2.6: Total Energy Subsidy in Iran by Sector (2009)
Sector

Share (%)

Transportation

40.2

Residential

25.2

Industrial

17.8

Agricultural

7.7

Public

5.4

Commercial

3.6

Source: IIES (2010); author's calculations.
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Table 2.7: Share of Types of Energy in Total Energy Subsidy in Iran (%, 2009)
Energy

Share

Gas oil

27.3

Gasoline

18.2

Natural gas

9.8

Electricity

26.2

Fuel oil

9.3

Kerosene

6.2

Liquid gas

3.0

Source: BEEP (2011).

Figure 2.4 provides further details about the electricity subsidy in 2009. The residential
sector received the highest subsidy, equivalent to US$4.9 billion. While the industrial and
agricultural sectors had a subsidy of US$2.9 and US$1.5 billion, respectively, they used a lower
share of the electricity subsidy. In 2009, the shares of these sectors in the electricity subsidy
were 41.1, 23.6 and 13.0%, respectively (IIES, 2010; author's calculations).
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Figure 2.4: Electricity Subsidy in Iran (US$ Million, 2009)

4,882

2,904
1,748

1,539
890

Residential

Industrial

Agricultural

Commercial

Public

Source: BEEP (2011); author's calculations.

2.4 Electricity in Iran
The electricity industry in Iran has been in operation for more than 100 years. In 1964 it had
130,000 consumers; in 1974 this increased to over 2 million (Bankian, 2005). By 2009, less than
four decades later, the number of consumers had risen to over 24 million across different sectors
(Statistical Centre of Iran, 2010, SCI). Per-capita electricity consumption increased from 55 kWh
in 1967 to 2,525 kWh in 2010. The statistics show that the current supply of electricity in Iran
will not be able to cover future demand, which is growing at a high rate; this is despite per-capita
gross power generation increasing from 70 kWh in 1967 to 3,120 kWh in 2010 (TAVANIR,
2010b).23 This clarifies the importance of managing the demand side of electricity in Iran, which
is problematic for the power industry due to inefficient electricity consumption by consumers in
different sectors. The following section discusses the Iranian power industry and its challenges in
more detail.
23

TAVANIR Deputy of Human Resources and Research.
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2.4.1 Electricity Demand Outlook
Final electricity consumption (164 GWh24) in Iran was ranked 18th in the world in 2008 (BEEP,
2011). As shown in Figure 2.1, per-capita electricity consumption in Iran was 2,423 kWh, with
the world and the Middle East consuming 2,782 and 3,384 kWh per capita in 2008, respectively
(IEA, 2010c). This clarifies that electricity use in Iran is not unusually high compared with
developed regions of the world. Figure 2.5 shows that per-capita electricity consumption in Iran
tripled over two decades (1990-2010), from 828 kWh to 2,525 kWh. This can be interpreted as
reflecting an increase in Iranian social welfare; however, the services25 received from each kWh
in Iran are lower than in developed economies. The reason is low electricity-usage efficiency in
Iran.

Figure 2.5: Per-Capita Electricity Consumption in Iran (kWh)
3000
2,525
2500
2000
1500
1000

828

500
0
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2000
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2004
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2008
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Source: CBI (2010); TAVANIR (2010b); author's calculations.
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Gigawatt hour (109 Watt hour).
Electricity services refers to products received by consumers due to electricity use in different sectors, such as
lighting, heating and cooling, and services received due to use of agricultural and industrial machinery.
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Figure 2.6 compares the average growth of per-capita electricity consumption in Iran and
the world’s regions.26 In 2007, Iran’s average annual growth rate (7.9%) was more than twice the
global rate (TAVANIR, 2008), and higher than the growth rate of the Middle East (6.3%). If the
current growth rate of electricity consumption remains unchanged, during the next decade
electricity consumption will have doubled in Iran. Considering the current challenges to the
Iranian power industry, which will be illustrated in the following sections, it seems implausible
to double the current capacity. Therefore, managing electricity demand would be a more
reasonable solution to keep the demand and supply of electricity in balance.

Figure 2.6: Annual Growth of Per-Capita Electricity Consumption (%, 1995-2005)
7.9
6.3

4

1.4

1.9

6.2

3.8

3.3

1.6

Source: CBI (2010); IIES (2010); author's calculations.

The residential and industrial sectors are the largest electricity users in Iran. The average
annual growth rates of electricity consumption in these two major sectors over the period 20052009 were 6.5% and 6%, respectively (Table 2.8). The next main electricity consumers are the

26

Updated data for the mentioned regions was not available.
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agriculture, public and commercial sectors, with growth rates of 6.7%, 7.8% and 7%
respectively. The reasons for this high rate of electricity consumption growth are low energy
efficiency, accelerated population growth, increasing numbers of new electric appliances and the
increasing urbanisation of the population (TAVANIR, 2009).

Table 2.8: Share and Annual Growth of Electricity Demand in Iran by Sector (2005-2009)
Sector
Share (%)
Change (%)
Residential

32.2

6.5

Industrial

32.6

6.0

Agricultural

12.4

6.7

Public

12.7

7.8

Commercial27

6.5

7.0

Street lighting

2.6

-6.7

Source: IIES (2010); author's calculations.

Residential Sector
The residential sector includes all private buildings that use electricity for water heating, air
conditioning, cooking, lighting and household electric appliances. This sector has the largest
number of consumers, a common situation globally. In 2009, the number of consumers in this
sector reached 19.8 million, accounting for 82% of the total number of electricity consumers
(SCI, 2010; author's calculations). The residential sector is the major electricity end user in Iran,
with 33.2% of total electricity consumption (Table 2.8). As shown in Table 2.3, the equivalent
figure for the world and other regions is much lower than that of Iran. This identifies the unusual

27

Since 1994 the commercial sector has been separated from the public sector and classified as “other consuming”
sector.
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expansion of electricity use in this sector in Iran. Moreover, it shows the ineffectiveness of the
energy policy regime in Iran and the importance of managing the electricity consumption of the
residential sector.

Figure 2.7 illustrates electricity demand for each residential consumer. In 2009, the
electricity consumption of each household experienced a 41% increase over 1989, reaching
2,803 kWh. Widespread electricity consumption in Iranian households is mainly due to the
inefficient use of electric appliances (BEEP, 2008). Other factors influencing the high growth
rate of electricity consumption include population growth rate, urbanisation, improvement of
social welfare, low electricity pricing and climate change (BEEP, 2010). It is worth noting that
some of these issues, such as electricity efficiency and electricity price, are controllable through
appropriate energy policy-making. This highlights the necessity of reliable energy policy to
manage residential electricity demand in Iran.

Figure 2.7: Electricity Consumption of Each Residential Consumer (kWh)
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Source: TAVANIR (2010b); author's calculations.
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Industrial Sector
This sector includes manufacturing, mining, construction, transportation and some parts of the
agricultural industry such as aviculture, non-water pumping electricity consumption in ranches,
silkworm breeding, bee breeding and fisheries. The iron, steel, copper, petrochemicals, cement,
sugar and textile industries are the most energy-intensive users in this sector. In 2009 the
industrial sector was the second-biggest electricity consumer in Iran, accounting for 32.6% of
total electricity consumption (IIES, 2010; author's calculations). The world average proportion
was 41% in 2008 (BEEP, 2011), which reveals the low share of electricity demand by Iranian
industries. The major energy resources (over 87% in 2009) used in the industrial sector in Iran
were oil products and natural gas, indicating that the share of electricity in total energy used by
the industrial sector in 2009 was around 13% (BEEP, 2011). Despite sufficient fuel resources for
power plants and Iran's favourable geographic features for generating electricity, industries rely
more on oil products than on electricity. The main reasons for this are the low price of energy
and easy access to oil products in Iran. However, considering that the main fuel of Iranian power
plants is natural gas, which is an abundant clean fuel, it makes economic sense to expand power
generation and provide the energy required by the industry sector through electricity generation.

Energy intensity – the ratio of final energy consumption to GDP – provides an index that
can be used for evaluating the energy efficiency in an economy. Industrial electricity intensity
can be defined as the ratio of the industry sector's final electricity consumption to GDP. This
index increased in Iran by 191% from 1989 to 2009 (Figure 2.8). In other words, in 1989 the
required electricity for producing one unit of GDP was 138 MWh, but in 2009 it was 262 MWh.
Ang (1995) argues that changes in energy intensity can be due to different factors, such as interfuel substitution, technology changes and changes in physical efficiencies with which fuels are
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used. However, according to TAVANIR (2008), Iran's high energy intensity is mainly due to the
use of old industrial machines. Due to the low cost of electricity for industries, it is not
economical to replace machines with newer, more efficient equipment.

Figure 2.8: Industrial Electricity Intensity (MWh28 per Unit GDP)29
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Source: CBI (2010) ; IIES (2010); author's calculations.

It is worth mentioning that industrial consumers receive a lower subsidy per kWh
compared with residential and agricultural consumers. As will be detailed throughout the
following sections, the industrial electricity price has been lower than production cost due to a
subsidy instituted in 2009. This, plus a number of other factors, has contributed to the high
electricity intensity in the industrial sector. Other contributory factors, introduced by TAVANIR,
are the government’s natural monopoly of Iranian industries, which has slowed down the speed
of industrial development, and restrictions on the updating of technology and machinery within
the industrial sector (TAVANIR, 2008). Another reason has been the imposition of international
28
29

Megawatt hour (106 watt hour).
Based on the annual average growth rate of GDP in 2008 and 2009, the growth rate of industrial GDP was also
considered to be 6% in these years.
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sanctions and embargoes, which have made access to newer technology more difficult for Iranian
industries.

Agricultural Sector
Electricity in the agricultural sector is used mainly for water pumping for agriculture and
fisheries. The share of this sector in total electricity consumption in Iran is 12.4%, compared
with a global average of around 2.5% (IIES, 2010; author's calculations). From an environmental
point of view, the Iranian Ministry of Energy is in the process of phasing out diesel water pumps,
to be replaced with electric pumps. This has resulted in increased reliance by the agricultural
sector on electricity and a consequently higher share of electricity usage compared with other
regions in the world. Figure 2.9 demonstrates that electricity demand in this sector has increased
more than six times: from 3,352 GWh30 in 1989 to 21,411 GWh in 2009. Widespread electricity
use in Iran's agricultural sector, as already mentioned, is due to an increase in the number of
electric water pumps, which has exacerbated the inefficient use of electricity (TAVANIR, 2008).

30

Gigawatt hour (109 Watt hour).
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Figure 2.9: Agricultural Electricity Consumption (GWh)
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Source: IIES (2010).

As in the industrial sector, the problem of high electricity intensity can be seen in the
agriculture sector. During the period 1989 to 2009 agricultural electricity intensity experienced a
sharp rise. As shown in Figure 2.10, agricultural electricity intensity during these two decades
grew from 112 MWh per unit GDP in 1989 to 292 MWh in 2009. In other words, around 112
MWh was used to generate one unit of agricultural GDP in 1989, but in 2009 four times more
electricity (293 MWh) was needed to produce one unit of GDP. As a result of supportive
government policies, the agricultural sector receives the lowest electricity pricing; this (along
with the agriculture sector's increasing reliance on electricity for pumping water) has intensified
ineffective electricity consumption (CBI, 2010; IIES, 2010; author's calculations). Electricity
pricing will be discussed later in more detail.
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Figure 2.10: Agricultural Electricity Intensity (MWh per Unit GDP)
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Source: CBI (2010) ; IIES (2010); author's calculations.

Public Sector31
The public sector includes all government organisations and institutions, religious, educational
and research centres, hospitals and charity organisations. In 2009 this sector accounted for 12.7%
of total electricity consumption in Iran (IIES, 2010; author's calculations). Figure 2.11 shows that
public electricity usage tripled from 1995 to 2009. This is possibly due to a three-fold increase in
the number of consumers and an increase of more than 17% in the electricity consumption of
each consumer in this sector, from 19,565 kWh in 1995 to 22,927 kWh in 2009 (Figure 2.12).

31

Since 1994 the commercial sector has been separated from the public sector and classified as “other consuming”
sector.
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Figure 2.11: Electricity Consumption in the Public Sector (GWh)
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Source: TAVANIR (2010b).

Figure 2.12: Electricity Consumption of Each Public Consumer (kWh)
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Source: TAVANIR (2010b); author's calculations.

"Other Consuming" Sector
The "other consuming" sector includes those consumers (such as commercial users) that are not
classified in the residential, industrial, agricultural and public sectors. The average share of this
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sector in total electricity demand in Iran was 6.5% between 2005 and 2009 (IIES, 2010); by
comparison, the worldwide figure is 3.4% (BEEP, 2011). Iran's relatively high proportion might
be due to a 100% increase in the number of commercial consumers over this period (Figure
2.13). It is worth mentioning that during the post Iran-Iraq war and the consequent high inflation,
along with existing problems in industrial raw material importing, the Iranian commercial sector
expanded, rather than the goods-producing sectors.

Figure 2.13: Number of Commercial Consumers (000 Consumers)
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Source: SCI (2010).

Street-Lighting Sector
This sector deals with public street lighting. The peak time of electricity consumption in this
sector is between sunset and sunrise. The street-lighting share in total electricity demand in 2002
was 4.4%; this declined to 2.6% due to a sharp fall in electricity consumption per consumer
within the street lighting sector over the subsequent five years (Figure 2.14). In 2009 this sector's
consumption reached over 3,674 GWh, a 10.2% fall from the level in 2008 (BEEP, 2011; IIES,
2010; author's calculations), while the number of public streets grew to 81,000 streets, an
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increase of 15.8% over 2008. This reduction in electricity demand from street lighting was due to
electricity-optimisation policies, such as using highly efficient light globes in public streets;
improving the standards of lighting, installing 10,209 astronomical watch sets to control the
street lights and optimising 1,328 advertising billboards; these measures saved over 29,973 MWh
(TAVANIR, 2010a).

Figure 2.14: Electricity Demand per End User within the Street-Lighting Sector (kWh)
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Source: TAVANIR (2010b); author's calculations.

2.4.2 Electricity Pricing
The electricity tariffs in Iran, starting from the first price schedule in 1968, have remained
relatively stable. The tariffs remained unchanged from 1968 to 1981. A new price schedule was
established in 1982; this schedule remained unchanged until 1987. After 1988 prices were fixed
until 1993. Thereafter, until 1999, there was an annual 20% increase, and from 2000 to 2003 an
annual 10% increase. Between 2004 and 2006, tariffs remained constant, and in 2007 only the
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residential and "other consuming" sectors experienced a 15% rise in electricity prices. In 2008
prices remained almost unchanged, and in 2009 they experienced a minor increase.

Figure 2.15 illustrates the trend of nominal electricity prices in different sectors and at the
aggregate level. From 2001 to 2009 the average nominal electricity price experienced a minor
increase in different sectors, and for some sectors it experienced a small reduction in some years.
Based on statistics released by the Iranian Ministry of Energy, electricity retail prices were lower
than their production cost (BEEP, 2010) and over recent years (2001-09) the price has been
lower than the electricity subsidy per unit in all sectors (Figure 2.17).

It should be noted that high electricity loss in the transmission and distribution networks
is one of the reasons for the high gap between the electricity price and its generation cost. It will
be discussed later that the electricity loss in the Iranian network is higher than in many other
countries. This has led to a high cost of electricity generation and, consequently, a considerable
gap between the retail price and the generation cost of electricity. Based on the author’s
calculations, if the electricity loss decreased to 9%, which is the world average, the electricity
generation cost per kWh would decrease by 10%. That is, the gap between the electricity cost
and price can be reduced considerably.
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Figure 2.15: Average Nominal Electricity Price (IRR/kWh)32
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A proper system of electricity tariffs should be able to modify consumption patterns and
provide fiscal resources for the power industry. In Iran several factors are considered relevant to
setting the scheduled electricity price, including geographic location, type of usage (residential,
industrial, agricultural, public and other consumption) and amount and time consumed. In Iran
the price of electricity is set by the government, and economic, social and political considerations
play an important role in their determination (BEEP, 2010). In order to support low-income
households, based on a social-justice perspective, the residential electricity price for low-level
electricity consumption is lower than that for higher-level consumption. In this way the subsidy
is mainly allocated to low-income consumers, who tend to consume a lower level of electricity.
Currently, the retail electricity price for all levels of consumption is below cost price, and the
government's objective is to reform electricity pricing by removing subsidies and ensuring that
pricing reflects the cost of electricity generation.

32

Iranian Rial per kWh.
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2.4.3 Electricity Subsidy
Electricity is highly subsidised in Iran, and the gap between its retail price and its production cost
must be filled by the government. However, as will be explained in more detail later, part of this
gap is due to power loss in the transmission and distribution process. The share of the electricity
sector in total energy subsidies increased from 18.5% in 2007 to 26.2% in 2009. According to
the statistics, on average over half of the electricity price is subsidised by the government
(BEEP, 2011). However, electricity loss increases the existing gap between the price and cost of
electricity. Electricity loss is an inevitable issue on the supply side of the power industry. In all
countries a proportion of electricity generated is lost through transmission through the
distribution grids. In the case of Iran, electricity loss is very high compared with the world
average and the average for developed countries. As mentioned above, improving the electricity
loss and reducing it to the world average loss (9%) could decrease the electricity generation cost
by up to 10%.
Figure 2.16 shows that in 2009 the average retail price of aggregate electricity was 1.7
US cents per kWh, whereas the production cost was 4.4 US cents per kWh. In all sectors
electricity prices were below generation costs. In 2009 the average retail price for residential,
industrial, agricultural, public and commercial sectors covered only 21, 70, 6, 36 and 55% of the
generation costs, respectively (BEEP, 2011; author's calculations). This issue shows that cheap
electricity is mostly the result of the government's low pricing rather than low generation costs in
Iran.
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Figure 2.16: Electricity Retail Price and Generation Cost in Iran (¢/kWh33, 2009)
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Figure 2.17 provides more detail on the electricity subsidy applied in the industrial,
residential, agricultural and public sectors from 2001 to 2009. The existing gap between the price
and production costs of electricity indicates the implicit subsidy per kWh in each sector.

33

US cents per kWh.
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Figure 2.17: Retail Price and Production Cost of Electricity (IRR/kWh)
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2.4.4 Current Pricing Policy
A comparison of the two charts in Figure 2.17 shows that the biggest gaps belong to the
agricultural and residential sectors. The production cost for the residential sector is the most
expensive, and that for the industrial sector is the least. The reason is the large number of
consumers, the low electricity consumption of each residential consumer compared to the
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industrial consumer and the type of voltage (low) used in household appliances. However, in Iran
the residential sector receives cheaper electricity compared to the industrial sector. Indeed,
considering the share, generation cost and price of residential electricity, it can be concluded that
the residential sector imposes the heaviest burden on the power industry. After agricultural
consumers, households receive the highest subsidy and pay the lowest price for electricity (per
kWh).

The Targeting of Subsidies Plan was approved by the Iranian parliament on 5 January,
2010. The objective of the plan is to remove subsidies on different commodities gradually during
the years of the Fifth Five-Year Economic, Social and Cultural Plan (2010-2014) (Iranian
Parliament, 2010). The part of the Targeting of Subsidies Plan associated with electricity is
Article 1-C:

The state should reform the average selling price of domestic electricity, so that
gradually by the end of the Fifth Five-Year Economic, Social and Cultural Plan
it is equivalent to the cost.
Note- The price of electricity, the total cost of energy conversion, transmission
and distribution costs and fuel efficiency of at least 38% of power plants are
calculated each year. The efficiency of power plants should be increased by at
least 1% each year. As a result, the efficiency of power plants will be raised to
45% over 5 years after the implementation of the plan. In addition, the losses of
transmission and distribution networks will be decreased to 14% by the end of
year five.

44

Electricity pricing based on cost price in Iran will lead to an increase in the retail
electricity price, and consequently will persuade consumers to make more optimal use of
electricity. Due to an increase in the electricity price it is expected that the demand for electricity
will decline across all sectors, depending on the price elasticity of demand. However, in the
agricultural sector this reduction seems to be more concrete, as this sector receives the highest
subsidy per kWh of electricity, and will thus have the highest percentage increase in electricity
price. Chapter 7 will analyse this issue in more detail.

2.4.5 Electricity Supply Outlook
Electricity generation is the first and most important part of the power-industry chain. In 2009
Iran, with 196.5 TWh power production (a 4.5% decline from 2008), was ranked 18th in the
world (BEEP, 2011). As a whole, there are two main types of power plants: thermal (steam, gas,
combination cycle and diesel) and non-thermal (hydro, wind and solar, which operate with
renewable energies). Table 2.9 gives the proportion of different power plants for total gross
generation (232 TWh) in Iran. The share of steam power plants fell from 71% to 40% between
1997 and 2010 due to the closure of steam plants and the construction of new gas and
combination-cycle plants. As a result, gas plants (25.1%) and combination-cycle plants (30.3%),
which are cleaner generators compared to steam plants, accounted for 55.4% of electricity
generation in Iran.
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Table 2.9: Proportion of Various Power Plants in Electricity Gross Production (%, 2010)
Power plants
Share
Steam power plants

40.4

Gas power plants

25.1

Combination-cycle power plants

30.3

Hydro power plants

4.1

Diesel, wind and solar power plants

0.1

Source: TAVANIR (2011b).

Appropriate conditions such as sizable natural gas resources and suitable geographic
features in Iran caused considerable installation of new capacity between 1995 and 2005. A
comparison of the growth rate of per-capita installed capacity in Figure 2.18 reveals a high
growth rate for Iran. Per-capita installation of new capacity in Iran (5.3%) was higher than the
world average (3%). Despite the high rate of new capacity installation, forecasts show that by
2019 there will be a need for an extra 4,948 MW34 from new power plants (10% of the current
capacity) to cover future demand. Meanwhile, 16,420 km of new transmission and subtransmission overhead lines (16% of the current lines), 21,834 MVA35 of new transmission and
sub-transmission sub-stations (14% of the current capacity), 35,000 km of new medium- and
low-voltage power distribution lines (6% of the current lines) and 5,800 MVA new capacity of
distribution transformers (8% of the current capacity) will be needed. Together, this new
infrastructure requires an investment of over US$6 billion annually by 2019 (TAVANIR, 2007;
author's calculations).

34
35

Megawatt (106 Watt).
Megavolt ampere (106 volt ampere).
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Figure 2.18: Average Growth of Per-Capita Installed Capacity (%, 1995-2005)36
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2.4.5 Fuel Mix of Power Plants
The type of power-plant fuel used depends on a variety of factors, such as location of the power
plants and availability and cleanliness of fuel. The type of fuel is also important from the
perspective of cost-effectiveness in electricity generation. The consumption of natural gas by
power plants is taking priority over liquid fuels, due to both increasing emphasis on
environmental protection and pressure to impose lower maintenance costs on power plants. In
2010 the share of natural gas, fuel oil and diesel oil in the total fuel used by power plants was
74.8, 15.5 and 9.7%, respectively (TAVANIR, 2011b). The share of coal, the most CO2intensive among all fuels, is zero, while natural gas has the highest proportion. This clarifies that
the Iranian power industry is a low-polluting industry; this provides a unique situation for Iran to
trade electricity with other countries.

36

Updated data for the mentioned regions was not available.

47

2.4.6 Electricity Trade
Electricity exchange is cost-effective for countries with proper conditions to generate cheap and
clean electricity. For countries with low potential for construction of new capacity, electricity
trading is imperative, since construction of new power plants is both time-consuming and
capital-intensive. Electricity trade reduces the necessity for investment in new capacity.
Moreover, the exporter tends to maintain power plants in efficient operating condition to
generate cheaper and cleaner electricity.

The existence of huge resources of clean fuel, a cheap labour force and land borders with
seven countries provides a solid foundation for electricity trade between Iran and its neighbours.
Iran trades electricity with Armenia, Turkey, Azerbaijan, Turkmenistan, Afghanistan, Pakistan
and Iraq, and networks are being expanded with the UAE, Syria, Lebanon, Jordan, Kyrgyzstan,
Tajikistan and Uzbekistan (BEEP, 2010). Figure 2.19 shows net electricity exports from Iran
during the period 1993 to 2009. The trend for electricity trade is towards increasing net exports.
In 2009, the balance of electricity trade was positive (4,086 TWh).

2.4.7 Key Challenges Facing the Iranian Power Industry
It is evident from the previous discussion that the Iranian power industry faces two major
challenges (TAVANIR, 2008):

1) Due to fast-growing electricity consumption, the current supply is not enough to meet
future demand.
2) There is a lack of fiscal resources to build new capacity in the power industry.
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Consequently, the power industry will not be able to make a commitment to a sustainable supply
of electricity in the coming years. Overcoming these challenges will require restructuring the
power industry and energy policy.

Figure 2.19: Net Electricity Export (TWh)
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Another important issue to consider is in regard to power transmission and distribution in
Iran. Based on EIA statistics, power losses37 in Iran are high compared to average rates around
the world (EIA, 2008a; 2008b; author's calculations). As shown in Figure 2.20, in 2000 over
17% of generated electricity was lost in Iran; by comparison, the world average was 9.5%.38 In
2006, this index for Iran increased to 21.2%, while the world average actually decreased to 9.0%.
While in 2009 the rate of power loss39 in Iran decreased to 17.5%, this is still the equivalent of
more than 1,700 million barrels of oil (IIES, 2010). The value of the electricity loss was over
US$1,500 million (CBI, 2010; TAVANIR, 2010b; author's calculations). Therefore, another
37

The difference between electricity produced and electricity sold to final users.
Updated data for the mentioned regions was not available.
39
The ratio of the amount of power loss to net electricity generation.
38
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important challenge for the Iranian power industry is the high rate of power loss. It is worth
mentioning that this problem increases the existing gap between the demand and supply of
electricity, and thus imposes a considerable financial burden on the Iranian power industry.

Figure 2.20: Rate of Power Losses (%)
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2.4.8 Iran Power Restructuring
The Iranian power industry is in transition from a government natural monopoly to privatisation.
Restructuring began in 2004 but still has not been completely established. Currently, the
transmission network is managed by the government, but electricity generation and distribution
are controlled by both the private and government sectors. In 2009 the share of government
power plants in net electricity generation was 88.3%. The reasons for restructuring the power
industry in Iran are:
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1) To improve efficiency in consumption and the supply side of electricity via a competitive
market, where prices are market-determined. In this way the current highly subsidised
pricing policy can be modified.
2) To provide fiscal resources through persuading the private sector to participate in powerindustry investment to expand new capacity (TAVANIR, 2008).

The newly competitive electricity market is expected to guarantee a sustainable supply of
electricity and improve the efficiency of electricity production and consumption.

As previously discussed, the high rate of electricity loss increases the production costs of
electricity generation and, consequently, raises the production cost per kWh of electricity.
Reducing power losses decreases the gap between the retail electricity price and production
costs, and thus leads to cheaper electricity being generated, and consequently less need for
electricity subsidies. Hence, it is necessary to reduce the high rate of electricity loss
simultaneously for both the transmission and distribution processes, so that the inefficiency of
electricity production can be reduced through a competitive market.

Several studies in Iran have focused on electricity demand from different sectors and at
the aggregate level. Chapter 3 provides more details of the literature on the Iranian power
industry and electricity demand in other countries as background for the modelling and
methodology applied in this thesis.
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2.5 Summary
Fossil fuels are the main sources of energy production and consumption in the world. Two issues
place energy consumption under special consideration: the limitations of fossil-fuel resources
and the adverse impacts of their combustion on the environment. These two issues, along with
electricity's ability to be transmitted simply and transformed to other kinds of energy, ensure its
unique place as a source of energy. According to IEA forecasts, during the next two decades the
proportion of electricity in the world’s total energy sources will increase.

Electricity is the third major source of energy in Iran. The residential and industrial
sectors are the largest electricity users, with 33.2% and 32.6% of total electricity demand,
respectively. Inefficient electricity use in all Iranian economic sectors is the result of low
electricity pricing. The electricity price in Iran is set by the government and, compared to the
costs of generation, is very low. The average retail price of per kWh electricity in Iran is almost
half the production cost, and around half the generation cost is subsidised implicitly by the
government. Over the sample period of this thesis (1967-2009), the real electricity price has
continued to decline while electricity consumption has risen continuously, tripling over the last
two decades (1990-2010).

Despite high electricity demand the power industry suffers from income deficits due to
low electricity pricing. Insufficient revenue has led to a lack of fiscal resources for investment in
new capacity, and, consequently, there is inadequate supply to meet the forecast increasing
demands on the sector in coming years. Possible solutions to this problem include powerindustry restructuring with private-sector participation, establishing an electricity market and the
adoption of market-determined electricity pricing. Another essential issue that needs to be
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considered is high electricity losses in Iran, which intensify the fiscal deficit and insufficiency in
electricity supply. A reduction in electricity losses leads to cheaper electricity and, consequently,
reduces the need for electricity subsidies. In this way the financial resources of the power
industry can be put to better use.

A number of researchers have focused on electricity demand from different sectors and at
the aggregate level when examining the challenges faced by the Iranian power industry. Chapter
3 will discuss studies on the Iranian power industry and electricity demand in other countries to
provide a background for electricity modelling in this research.
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Chapter 3

Literature Review
3.1 Introduction
Since the 1970s concerns about greenhouse gas (GHG) emissions and the limitations of fossil
fuels has led to an increasing number of studies on energy consumption. The main objective of
these studies has been to measure the effect of economic activities and energy prices on energy
demand. The history of studies on electricity demand dates back to the 1950s. The first
econometrics study on electricity, developed by Houthakker (1951), considered a static model
for residential electricity demand in the UK. Contrary to conventional belief, he revealed that
electricity consumption is influenced by the electricity price and household income. Other
pioneers in the study of electricity demand were Fisher and Keysen (1962), who investigated
electricity consumption within the US residential sector. Their study was the first estimate of
short- and long-run models on electricity consumption, initiating the dynamic modelling of
electricity usage.

Over the past three decades many studies have focused on electricity consumption as an
indicator of socioeconomic welfare, predominantly in developed countries. The main objective
of energy studies has been to prepare reliable information for policy-makers to enable them to
plan appropriately for sustainable electricity supply and economic growth. Empirical studies on
energy consumption can be divided into two main categories: the causality approach, which
surveys the causal relationship between energy consumption and economic growth; and the
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modelling approach, which defines factors influencing energy demand in models of energy
consumption. Electricity-demand modelling has involved the development of advanced
techniques during recent decades.

This study will use a modelling approach aimed at identifying the determinants of
electricity demand in Iran. This chapter surveys the relevant literature regarding electricity
demand. The literature review is divided into three parts: empirical studies on causality
relationships (Section 3.2); international studies on electricity consumption in different countries
(Section 3.3); and the literature on Iran’s electricity demand (Section 3.4). Section 3.5 presents a
summary of the chapter and concluding remarks.

3.2 Studies on the Causality Nexus
The energy crisis in the 1970s led to a decline in economic growth in many countries,
particularly developing countries. Due to the potential relationship between economic growth
and energy consumption, investigation of the causality association between energy consumption
and economics variables such as income, employment, GNP and GDP has become the focus of
many studies during the past decade. Examples include the studies of Amadeh et al. (2009),
Fotros et al. (2009), Zamani (2007) and Arman and Zare (2005) for Iran, and the study of
Acaravci and Ozturk (2010) on 15 transition countries, Yuan et al. (2007) on China, Altinay and
Karagol (2005) on Turkey and Ghosh (2002) on India.

The seminal study of Kraft and Kraft (1978) for the US is a pioneer investigation into
causality relationships. Their results showed that the direction of causality is from energy
consumption towards gross national product. New approaches towards electricity as a potential
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alternative energy and input to the production process have led to a large number of studies
focused on analysing the direction of causality between electricity consumption and economic
growth.

3.2.1 Iranian Studies on the Causality Nexus
A few Iranian studies have focused on the direction of causality between electricity consumption
and economic variables, mainly by applying a bivariate approach to detect the impact of
electricity consumption on GDP in Iran and vice versa. The most reliable Iranian research in this
field are the studies by Amadeh et al. (2009), Fotros et al. (2009), Zamani (2007) and Arman and
Zare (2005). All of these studies are now discussed in more detail.

Two studies have focused on the causality between electricity demand and disaggregate
value added in Iran. Zamani (2007) investigated the nexus between electricity consumption and
industrial and agricultural value added, and found a unidirectional causality from industrial value
added to electricity consumption, with a bilateral causal relationship between consumption of
electricity and agricultural value added. On the other hand, Amadeh et al. (2009) found the
direction of causality running from electricity consumption to value added in the agricultural
sector, and from total electricity consumption to employment and GDP. These two studies,
therefore, found diametrically opposing results regarding the causality between electricity
demand and value added in the agricultural sector.

Two other studies that have investigated causality are Fotros et al. (2009) and Arman and
Zare (2005). These studies tested the nexus between aggregate electricity consumption and GDP
using the Toda and Yamamoto (1995, TY) approach, with different results. Fotros et al. (2009)
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found that the causal direction was from GDP to electricity demand, while Arman and Zare
(2005) confirmed the findings of Amadeh et al. (2009) that the direction in the long run was
from electricity consumption to GDP. Moreover, Arman and Zare (2005) used the Error
Correction Method (ECM) and found that in the short run there was a bilateral relationship
between GDP and electricity consumption. Table 3.1 summarises the results from various Iranian
studies on the causality relationship between electricity consumption and economic variables.

3.2.2 International Studies on the Causality Nexus
Studies on the causality nexus in other countries are also mostly bivariate rather than
multivariate, and mainly focused on the relationship between GDP and electricity consumption,
or per-capita values of these series. For instance, the study of Altinay and Karagol (2005) on
Turkey, Yuan et al. (2007) on China, Yoo (2005) on Korea and Zachariadis and Pashourtidou
(2007) on Cyprus are bivariate studies about GDP and electricity consumption, while the studies
of Squalli (2007) on OPEC members, Ghosh (2002) on India, Wolde-Rufael (2006) on 17
African countries and Acaravci and Ozturk (2010) on 15 transition countries were conducted
using per-capita GDP and per-capita electricity consumption. An example of a multivariate study
is the work of Ciarreta and Zarraga (2010), who used panel data for 12 European countries40 to
investigate the relationship between GDP, electricity consumption and electricity price. A
summary of relevant studies can be found in Table 3.1. The objective of this group of studies is
to clarify whether electricity demand induces, impedes or is neutral in relation to economic
growth. These studies will be discussed in the following section.

40

Austria, Belgium, Denmark, Finland, France, Germany, Italy, Luxembourg, Netherland, Norway, Sweden and
Switzerland.
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Some literature – for instance, Yuan et al. (2007) for China, Wolde-Rufael (2006) for
Benin, Congo DR, and Tunisia, and Squalli (2007) for four OPEC members (UAE, Indonesia,
Nigeria and Venezuela) – has found that the direction of causality is from electricity
consumption towards GDP. That is to say, a reduction in electricity use leads to a decline in
economic growth. Yuan et al. (2007) found short-run unilateral causality, and Wolde-Rufael
(2006) and Squalli (2007) found long-run unilateral causality, running from electricity
consumption to economic growth. The studies of Yoo (2005) for Korea and Ciarreta and
Zarraga (2010) for a panel of 12 European countries focused on the causality nexus. Both
investigations showed that in the short run the results supported the findings of Yuan et al.
(2007). Also, Wolde-Rufael (2006) and Squalli (2007) confirmed that change in electricity
consumption Granger caused change in GDP, positively.

It is worth mentioning that some of these studies found negative causality between
electricity consumption and economic growth. For instance, Wolde-Rufael (2006) found a
negative causality for Tunisia, but no interpretation of this relationship was provided. Ciarreta
and Zarraga (2010) also found a negative relationship for panel data from 12 European countries,
and argued that this negative causality could be due to the large number of unproductive heavy
industries in these European countries.

A number of surveys have found a causal relationship running from GDP to electricity
demand. For example, the findings of Ghosh (2002) indicated that the direction of causality was
from economic growth to electricity demand. Similar findings were found by Wolde-Rufael
(2006) for Cameroon, Ghana, Nigeria, Senegal, Zambia and Zimbabwe. Squalli (2007) also
revealed that for Algeria, Iraq, Kuwait and Libya causality was from GDP to power demand.
58

This group of studies showed that changes in GDP created changes in the same direction for
electricity consumption. However, Squalli (2007) demonstrated that for Algeria, Iraq and Libya
there was negative Granger causation from per-capita GDP to per-capita electricity demand. An
analogous result was found by Wolde-Rufael (2006) for Zambia. Squalli (2007) interpreted these
findings to mean that a negative nexus could be due to the mismanagement of resources and
consequent unreliability of electricity as a source of energy for the economy. In such situations
the economy will rely on less energy-intensive service sectors.

Squalli (2007) conducted further empirical analysis using the ARDL41 procedure. This
produced different results for some countries. There was evidence of a unidirectional relationship
from electricity consumption to economic growth for Kuwait, contrary to the TY test, which
indicated that causality flows from GDP to electricity consumption. Additionally, for Indonesia,
the ARDL and TY techniques presented opposite causal directions. Squalli (2007) argued that
the inconsistent results of causality and bounds tests were due to the quality of the data, small
sample size problems or omitted variables.

A third group of investigations has found a bilateral causality relationship between
economic growth and electricity consumption, such as the work of Wolde-Rufael (2006) for
Egypt, Gabon and Morocco and Yoo (2005) for Korea over the long run. The investigation of
Squalli (2007) on Iran, Qatar and Saudi Arabia further clarified the existence of a bidirectional
causality nexus. That is to say, changes in these countries' GDP affected electricity consumption,
which in turn adversely altered electricity demand, then affected economic growth. It should be
noted that Squalli (2007) found negative causality for Saudi Arabia. The author explained that
41

Autoregressive Distributed Lag (Pesaran et al., 2001).
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this was because of lower levels of oil production, and, consequently, lower GDP in spite of
increased demand for electricity since the 1980s.

Contrary to the studies discussed above, some studies did not find any nexus between
electricity demand and GDP. For instance, Jumbe (2004) investigated the cointegration and
causality nexus between electricity consumption and agricultural GDP for Malawi. The results
did not establish cointegration between the series of interest. Acaravci and Ozturk (2010) found
the same result using panel data for 15 European transition countries.42 They briefly showed that
changes in GDP did not affect electricity consumption, and vice versa.

3.2.3 Limitations of Studies on the Causality Nexus
There are five limitations related to the above studies that this study overcomes: (1) employing a
bivariate analysis may introduce bias because of the possibility of excluding important variables
such as the electricity price; (2) the mixed findings of the previous studies make it hard to
conclude the direction of causality; (3) previous studies have failed to investigate the likelihood
of structural breaks in the data series; (4) studies have disregarded the possibility of parameter
instability in the estimated relationships; and (5) the standard Granger causality tests do not
include the error-correction term and, therefore, can be criticised since they do not test for the
cointegrating properties of the variables of interest. If the variables are cointegrated, the standard
causality techniques lead to misleading conclusions, as these tests will miss some of the
“forecastibility” available through using the error-correction term.

42

Albania, Belarus, Bulgaria, Czech Republic, Estonia, Latvia, Lithuania, Macedonia, Moldova, Poland, Romania,
Russian Federation, Serbia, Slovak Republic and Ukraine.
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As this research aims to estimate the short- and long-run elasticities for electricity
demand in residential, industrial, agricultural and public sectors and at the aggregated level, the
focus of the current study is on electricity-demand modelling.

61

Table 3.1: Studies on Causality
Author
Methodology
Country

Applied Variables

Conclusion

-JJ43

-Real per-capita GDP, I(1)

JJ: No cointegration relationship

-Granger (1969)

-Per-capita electricity

Granger: GDP → Electricity consumption

-ADF44

consumption, I(1)

Unit Root Test
Sample
- Johansen (1988; 1991)
Ghosh (2002)
India
1950-1997 (48 years)

-PP45
Arman & Zare (2005)

-TY46

Iran

-ECM

1967-2002 (36 years)

-ADF

-Total electricity consumption,
I(1)

TY: Electricity demand → GDP

-Rate of real GDP growth, I(0)

ECM: GDP ↔ Electricity demand

-Consumer price index, I(1)

-Granger (1988)
Altinay & Karagol

-Dolado & Lu¨Tkepohl

(2005)

(1996)

-Real GDP, I(0)

Turkey

-ADF

-Electricity consumption, I(0)

1950-2000 (51 years)

-PP
- Zivot & Andrews (1992)

43

Johansen & Juselius (1990).
Augmented Dickey-Fuller test (Dickey & Fuller, 1981).
45
Phillips & Perron (1988).
46
Toda & Yamamoto (1995).
44
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Electricity consumption → GDP

Table 3.1: (Continued)
Author
Methodology
Country

Applied Variables

Conclusion

-Real GDP, I(1)

Short run: Electricity consumption → GDP

-Electricity consumption, I(1)

Long run: Electricity consumption ↔ GDP

Unit Root Test
Sample
Yoo (2005)
Korea
1970-2002 (33 years)

-JJ
-Granger (1969)
-PP

TY: Electricity consumption → GDP: Benin, Congo DR, Tunisia*
GDP → Electricity consumption: Cameroon, Ghana, Nigeria,
Senegal, Zambia*, Zimbabwe
GDP ↔ Electricity demand: Egypt, Gabon, Morocco
Wolde-Rufael (2006)

-ARDL47

-Real per-capita GDP

ARDL: Existence of long-run relationship:

17 African countries

-TY

-Per-capita electricity

Dependent variable GDP: Existence of long-run relationship for

1971-2001 (31 years)

No unit root test

consumption

Congo Rep, Gabon, Nigeria, South Africa and Zimbabwe
Dependent variable Electricity consumption: Existence of long-run
relationship for Benin, Cameroon, Morocco and Zambia
No long-run relationship: Algeria, Congo DR, Egypt, Ghana, Kenya,
Senegal, Tunisia, Sudan

Yuan et al. (2007)
China
1978-2004 (26 years)

-JJ
-Real GDP, I(1)
-ADF

-Electricity consumption, I(1)

-PP

47

Autoregressive Distributed Lag (Pesaran et al., 2001).
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Short run: Electricity consumption →GDP

Table 3.1: (Continued)
Author
Methodology
Country

Applied Variables

Conclusion

Unit Root Test
Sample
-Industrial electricity
-Johansen (1988)
Zamani (2007)
Iran
1967-2003 (37 years)

-JJ
-ADF
-PP
-Ng & Perron (1995)

consumption, I(1)
-Agricultural electricity
consumption, I(1)

Industrial value added → Industrial electricity demand

-Real industrial value added,

Agricultural value added ↔ Agricultural electricity demand

I(1)
-Real agricultural value added,
I(1)
Long run:

Zachariadis &

-Private income ↔Residential electricity demand

Pashourtidou (2007)
Cyprus

-Johansen (1988; 1991)

-Real private consumption

-Residential electricity price →Residential electricity demand

-ECM

expenditure, I(1)

-Economic activity → Commercial electricity demand

-ADF

-Real price of residential

-Commercial electricity price →Commercial electricity demand

-PP

electricity, I(1)

Short run:

(Residential and
commercial sectors)
1960-2004 (45 years)

-Weather conditions →Residential electricity consumption
-Residential electricity consumption →Private income
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Table 3.1: (Continued)
Author
Methodology
Country

Applied Variables

Conclusion

Unit Root Test
Sample
TY: Electricity consumption → GDP: UAE, Indonesia, Nigeria,
Squalli (2007)
OPEC members
1980-2003 (24 years)

-ARDL

-Real per-capita GDP

-TY

-Per-capita electricity

No unit root test

consumption

Venezuela
GDP → Electricity consumption: Algeria*, Iraq*, Kuwait, Libya*
Electricity consumption ↔ GDP: Iran, Qatar, Saudi Arabia*
ARDL: Existence of long-term relationship between electricity
demand and GDP for all countries.

-Total electricity consumption
Amadeh et al. (2009)

-ARDL

-Real GDP or value added of

Electricity demand → GDP

Iran

-ECM

the agricultural sector

Electricity demand → Agricultural value added

No unit root Test

-Total capital

Electricity demand →Employment

1971-2003 (33 years)

-Total workforce
Fotros et al. (2009)
-TY
Iran

-Total electricity consumption,
I(0)

-PP
1967-2006 (40 years)

-Growth rate of real GDP, I(0)

GDP → Electricity demand

Acaravci & Ozturk
(2010)
15 Transition countries

-Pedroni (2004)

-Real per-capita GDP, I(1)

-Choi (2001)

-Per-capita electricity

-Im et al. (2003)

consumption, I(1)

1990-2009 (Panel data)
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No long-term relationship and no causality nexus

Table 3.1: (Continued)
Author
Methodology
Country

Applied Variables

Conclusion

Unit Root Test
Sample
Ciarreta & Zarraga
(2010)
12 European countries
1970-2007 (Panel data)

-Pedroni (1999)

Short-run:

-Blundell & Bond (1998)

-Real GDP, I(1)

Electricity consumption → GDP

-Levin et al. (2002)

-Electricity consumption, I(1)

Electricity price ↔ GDP

-Hadri (2000)

-Real electricity price, I(1)

-Im et al. (2003)

* Denotes the detection of a negative causality relationship.
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3.3 International Studies on Electricity Demand Modelling
A number of studies have focused on modelling aggregate and disaggregate electricity
demand in different countries. A wide range of methodologies have been used in these
studies, but the focus of the current study is on applying cointegration techniques.
Cointegration approaches provide the possibility of estimating the short- and long-run
elasticities of the determinants of electricity demand, which are important tools for energy
policy-making. The most popular cointegration techniques are the approaches proposed by
Engle and Granger (1987), Johansen (1988), Johansen and Juselius (1990) and Pesaran et al.
(2001). Some studies on electricity demand employing cointegration methods are: Silk and
Joutz (1997), Eltony and Hajeeh (1999), Beenstock et al. (1999), Al-Faris (2002), Fatai et al.
(2003), Holtedahl and Joutz (2004), Jumbe (2004), Narayan and Smyth (2005), De Vita et al.
(2006), Polemis (2007), Zachariadis and Pashourtidou (2007), Eltony and Al-Awadhi (2007),
Dergiades and Tsoulfidis (2008), Amarawickrama and Hunt (2008) and Khan and Qayyum
(2009). These studies, which were conducted at both the aggregate and sectoral levels, are
summarised in Table 3.2 and will be discussed in more detail in the following sections.

3.3.1 Studies of Residential Electricity Demand
In many countries, households account for a large proportion of electricity consumption.
Therefore, investigation of the behaviour of residential end users is essential for policymakers to establish energy policies that persuade consumers toward more efficient use of
energy.

The literature on residential electricity consumption has employed diverse
methodologies. Some have applied non-cointegration techniques; examples include the
research of Flaig (1990) for Germany, Filippini (1999) for Switzerland, Kamerschen and
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Porter (2004) for the US and Atakhanova and Howie (2007) for Kazakhstan, Narayan et al.
(2007) for G7 countries and Nakajima (2010) for Japan. They used the partial least squares
method (Wold, 1974, PLS), the OLS estimator, the simultaneous equations method (SEM),
the generalised method of movement method (Arellano & Bond, 1991, GMM), the dynamic
ordinary least squares (DOLS) method and the Pedroni (2004) and Pedroni (1999) methods,
respectively. A full explanation of these studies is beyond the scope of this thesis, but a brief
overview can be found in Table 3.2. The current study focuses on research using the
cointegration approach.

Some of the analyses on residential electricity demand include the studies by Silk and
Joutz (1997) and Dergiades and Tsoulfidis (2008) for the US, Narayan and Smyth (2005) for
Australia and Holtedahl and Joutz (2004) for Taiwan. These studies on residential electricity
demand apply different sets of data and cointegration techniques, with varying results. Silk
and Joutz (1997) used real disposable income, real electricity price and the real price of fuel
oil as a substitute for electricity. Dergiades and Tsoulfidis (2008) employed real per-capita
income as the dependent variable, real electricity price and real price of oil as a substitute for
electricity, whereas Narayan and Smyth (2005) employed real per-capita income in
conjunction with a data set of the real price of electricity and gas in two different ways. The
first model included the price of electricity and gas separately, while the second considered
the ratio of electricity price to the real gas price. Silk and Joutz (1997) considered CDD48 and
HDD49 to investigate the impact of weather conditions, while Dergiades and Tsoulfidis
(2008) and Narayan and Smyth (2005) inserted the sum of CDD and HDD into their models.

48
49

Cooling degree days.
Heating degree days.
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Silk and Joutz (1997) used the Johansen and Juselius (1990) approach, Holtedahl and
Joutz (2004) applied the Hendry and Juselius (2000; 2001) approach and Dergiades and
Tsoulfidis (2008) and Narayan and Smyth (2005) employed the ARDL approach. Dergiades
and Tsoulfidis (2008) used the critical values (CVs) employed by Narayan (2004)50 in his
study. However, Narayan and Smyth (2005) did not consider this important issue, and due to
the low size of their sample it was preferable to apply the adjusted CVs proposed by Narayan
(2004). In this thesis, where the ARDL approach is the applied method, the CVs of the
Narayan (2004) study will be used, as the sample size is only 43 observations, which is quite
low.

The results of the studies across several aspects were identical in the short-run but
varied in the long-run. Silk and Joutz (1997), Holtedahl and Joutz (2004), Narayan and
Smyth (2005) and Dergiades and Tsoulfidis (2008) showed that residential electricity demand
had a low sensitivity to price and income changes in the short run. In the long run the
findings were different. Silk and Joutz (1997) and Narayan and Smyth (2005) found that both
the income and price elasticites were lower than unity in the long run, whereas the study of
Dergiades and Tsoulfidis (2008) for price and Holtedahl and Joutz (2004) for income
presented elasticities of -1.60 and 1.04, respectively. This suggested that the electricity
demand of households in the long run is sensitive to variations in income and electricity price
in the US and Taiwan, respectively.

A considerable proportion of residential electricity demand comes from households for
air conditioning in summer and heating in winter; hence it seems necessary to investigate the
impact of temperature on electricity consumption. On the other hand, the impact of weather

50

Narayan (2004) computed the critical values (CVs) for the ARDL approach for sample sizes ranging from 30
to 80, and found that the CVs in Pesaran et al. (2001) are 35% lower than those found in his research.
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variation on electricity demand might be an appropriate index for the standard level of
weatherproofing of buildings. The importance of this issue has led to most literature on

residential electricity demand taking into account the effect of weather variation. It is
expected that temperature has a positive effect on households' electricity demand (Narayan &
Smyth, 2005; Silk & Joutz, 1997). In the literature, the proxies used for weather conditions
have been CDD, HDD or the sum of these. Dergiades and Tsoulfidis (2008) and Silk and
Joutz (1997) showed the coefficients of weather conditions to be statistically significant but
lower than unity in the short and long runs for the US. Holtedahl and Joutz (2004) only found
CDD significant in the short run for Taiwan. Conversely, Narayan and Smyth (2005) found
that residential electricity demand within Australia was sensitive to weather conditions in the
long run with an elasticity of 1.69. None of the studies in Iran have investigated the impact of
climate alteration on household electricity demand. To fill this gap, this study will investigate
the effect of weather variations on residential electricity demand.

Fisher and Keysen (1962) argued that the stock of electrical appliances is an important
factor to be considered in modelling residential electricity demand. Some research has
disregarded this concern (Narayan & Smyth, 2005; Silk & Joutz, 1997). Due to the lack of
time-series data for this variable, a few surveys have applied a proxy for the stock of
electrical appliances; one example is the study of Dergiades and Tsoulfidis (2008), which
used the stock of occupied houses as a proxy. The results showed that in the long run,
residential electricity demand was sensitive to changes in the stock of occupied houses. The
relevant coefficient was 1.50, which implied that it had a strong impact on the electricity use
of households. None of the literature on Iran has considered the impact of the stock of
electrical equipment. To fill this gap, in this study the effects of the stock of electrical
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appliances on residential electricity consumption will be investigated by applying a proxy for
this variable.51

The literature on electricity demand from households has considered different fuels as
an alternative to electricity. Both Silk and Joutz (1997) and Dergiades and Tsoulfidis (2005)
found fuel oil to be a replacement for US residential electricity. Holtedahl and Joutz (2004)
inserted the world price of oil into the model and found it to be significant, with oil as an
alternative for residential electricity in Taiwan; in contrast Narayan and Smyth (2005)
considered natural gas, finding that it was not a substitute for electricity. The present thesis is
based on the energy structure of Iranian households, and will attempt to determine substitute
energy for electricity in the Iranian residential sector. Different types of energy will be
examined to find the strongest substitution relationship with electricity in the Iranian
residential sector.

Holtedahl and Joutz (2004) tried to consider the special features of developing
countries in modelling residential electricity demand. They argued that electricity modelling
for developing countries might be different to industrialised countries, and introduced a
general model for the residential sector. In their model residential electricity demand was
considered as a function of population, income, electricity price, price of oil, urbanisation and
weather conditions. They used the degree of urbanisation as a proxy to capture the effects of
technological change in the stock of electrical appliances on residential electricity demand.
The results showed that urbanisation is an important variable in the short and long run, with
elasticities of 1.61 and 3.91, respectively. None of the Iranian studies have tested for the
influence of technological progress on residential electricity demand. This issue will be

51

Chapter 4 contains more details about the proxies used in this study.
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investigated by testing for the impact of technological changes on the residential electricity
demand, applying a proxy that will be explained in detail in Chapter 4.

Limitations of Existing Studies of Residential Electricity Demand
Most of the studies mentioned above have not explained in detail the underlying theory they
have used. According to the applied data, it can be concluded that they are based on the
assumption that consumers aim to maximise their utility function. The theory of consumer
behaviour provides the basis for determining that electricity demand is a function of
electricity price, household income and the price of substitute fuels for electricity. Ideally,
each study would adjust the basic model and theory to allow for the special features of each
country. In the current thesis the importance of this will be considered for the case of Iran.
Chapter 4 explains the theoretical framework applied in this research.

A common limitation of these studies is their disregard of possible regime shifts in the
applied series. Even the literature using the ARDL method needs to employ unit root tests
with structural breaks to insert relevant dummies in the estimated models to capture the
impact of shifts on electricity demand. None of the surveys on residential electricity demand
has investigated the impact of structural breaks. This thesis will overcome this gap by using
new unit root tests, allowing for multiple structural breaks; this approach will be discussed in
greater detail in Chapter 5.

There are some concerns regarding the application of cointegration techniques. Both
Dergiades and Tsoulfidis (2008) and Narayan and Smyth (2005) tested their models for
parameter stability and found that the estimated coefficients were stable. However, most
studies do not consider this to be important; examples include Holtedahl and Joutz (2004) and
Silk and Joutz (1997). Moreover, none of the Iranian studies have considered the examination
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of models for parameter stability. This thesis aims to fill this gap in the Iranian literature by
applying the cumulative sum (CUSUM) and the cumulative sum of squares (CUSUMSQ)
tests.

A number of issues regarding the modelling of residential electricity demand also
need to be considered in the current thesis. The first is the insertion of a weather-conditions
variable, a variable capturing the stock of electric appliances and a proxy for the
technological progress of electrical equipment, in conjunction with the other main
determinants outlined previously. Second, it is essential that unit root tests with multiple
structural breaks are applied to the data and relevant dummy variables inserted in the model
equations to be estimated. The third issue is that it is necessary to apply methods that are
consistent with the properties of the sample. For instance, in the case of a small sample, an
approach such as ARDL, which is consistent with a low number of observations, is required.
Finally, the stability of the model’s parameters must be analysed. None of the previous
studies on residential-sector electricity demand have considered all of these important issues
together. This thesis aims to fill these gaps and consider all essential variables and
methodologies that need to be taken into account when modelling residential electricity
demand.

3.3.2 Studies of Industrial Electricity Demand
Three surveys – including Beenstock et al. (1999), Fatai et al. (2003) and Kamerschen and
Porter (2004) – have analysed industrial electricity demand, along with the electricity demand
from other economic sectors. A limited number of surveys have been conducted on the
electricity consumption of more than one economic sector simultaneously. Beenstock et al.
(1999) studied the industrial and residential sectors of Israel; Fatai et al. (2003) considered
the industrial, residential, commercial and total electricity demand of New Zealand; and
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Kamerschen and Porter (2004) studied the residential, industrial and total electricity
consumption of the US using the simultaneous equations method (SEM). Discussion of
Kamerschen and Porter (2004) is beyond the scope of the current thesis, and only a brief
overview is presented in Table 3.3. However, the studies by Beenstock et al. (1999) and Fatai
et al. (2003) applied cointegration techniques. The former applied Johansen (1988), Engle
and Granger (1987, EG) and a dynamic regression model (Hendry & Harrison, 1974, DRM)
on quarterly data. The latter study used the EG, ARDL and fully modified least square
(Phillips & Hansen, 1990, FMLS) methods.

Fatai et al. (2003) found consistent results using the EG, ARDL and FMLS methods,
contrary to the study of Beenstock et al. (1999). In the study of Fatai et al. (2003) none of the
approaches detected a cointegrating relationship between industrial, residential and
commercial electricity demand and their determinants, although a cointegrating relationship
was found for aggregate electricity consumption. Conversely, Beenstock et al. (1999) found
incoherent results from different approaches. The Engle and Granger method on the quarterly
data showed that the series of interest for the residential and industrial sectors were not
cointegrated. However, the results of this approach using annual data, as well as the Johansen
approach on quarterly data detected cointegration for both sectors.

The study of Beenstock et al. (1999) revealed that price elasticity varied between zero
and -0.44 for industrial electricity demand. This suggests that the estimated parameters were
sensitive to the applied method, yet all techniques presented inelastic price elasticities.
Income elasticities were also different, varying between 0.99 and 1.28. All methods showed
elastic electricity demand with respect to changes in income.
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Additional studies focusing only on electricity demand in the industrial sector include
Dilaver and Hunt (2011) for Turkey, Buranakunaporn and Oczkowski (2007) for Thailand,
Christopoulos (2000) for Greece, Bjørner et al. (2001) for Denmark, Rushdi (1984) for
Australia and Baxter and Rees (1968) for England. They used various non-cointegration
techniques. Table 3.2 contains more detail about this group of studies. Polemis (2007), like
Beenstock et al. (1999), used cointegration techniques to study the electricity demand of
Greek industries. Due to a lack of data, Polemis (2007) followed the study of Beenstock et al.
(1999) and applied the industrial production index as a proxy for value added. The elasticities
in the short and long run were -0.35 and -0.85 for price and 0.61 and 0.85 for income,
respectively. In brief, the electricity demand by the industrial sector was inelastic with respect
to income and own price, and within the Greek industrial sector electricity and oil were
substitutes (Polemis, 2007).

Polemis' (2007) analysis of weather conditions confirmed the findings of Beenstock et
al. (1999) that weather variation did not influence industrial electricity demand. Beenstock et
al. (1999) and Fatai et al. (2003) found the data series for weather conditions to be stationary.
The former study examined the impact of weather conditions on industrial and residential
sectors by the dynamic regression model (DRM) approach; Fatai et al. (2003) applied the
ARDL technique. Beenstock et al. (1999) found CDD and HDD within the residential sector
and CDD for the industrial sector to be statistically significant, although with small
coefficients. The results of Fatai et al. (2003) showed that HDD elasticity in the short run was
0.30 and in the long run zero for aggregate electricity demand. As a whole, electricity
consumption was inelastic with respect to weather conditions in the three studies.

The advantage of the study of Beenstock et al. (1999) is that they have applied several
methods to estimate a range of elasticities. In this way they have made an attempt to confirm
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the reliability of the results obtained. However, it would have been preferable if they had
introduced the most reliable method in their study.

Limitations of Studies of Industrial Electricity Demand
There are several shortcomings within the studies of industrial electricity demand. Several
researchers have argued that it is essential to consider the impact of technological progress in
energy modelling (Beenstock & Willcocks, 1981; Dilaver & Hunt, 2011; Hunt et al., 2003;
Kouris, 1983a; b). However, Beenstock et al. (1999), Fatai et al. (2003) and Polemis (2007)
ignored this issue. In addition, Beenstock et al. (1999) and Fatai et al. (2003) disregarded any
substitute fuel for electricity.

It can be said that the theoretical framework of the studies mentioned above are based
on producers' cost-minimisation behaviour. The theory of cost minimisation derives
electricity consumption as being a function of the output level, price of electricity and price
of other inputs. Therefore, it is necessary to take into account the price of electricity along
with the price of other inputs in the production process. None of the above-mentioned studies
have inserted the price of other inputs into their models. That is, these studies may suffer
from a misspecification problem. In the current thesis this issue will be considered, as
explained in Chapter 4.

While Polemis (2007) and Fatai et al. (2003) estimated the short- and long-run
elasticities for the applied variables, the study of Beenstock et al. (1999) did not present
short-run elasticities. Their results may have been more useful if they had shown the
magnitude of changes in electricity demand in response to changes in the determinants in the
short run. This thesis aims to estimate both short- and long-run elasticities of electricity
consumption with respect to their determinants. Another concern regarding the studies
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discussed above is that they used unit root tests without considering the existence of a
structural break.

3.3.3 Studies of Public Electricity Demand
No study was found to have focused on public electricity demand. Only a small amount of
research has focused on electricity consumption by the commercial sector, compared to that
focused on the industrial and residential sectors. Some of the studies on commercial
electricity demand applying non-cointegration methods were conducted by Westley (1989)
for Costa Rica, Denton et al. (1999) for the US and Canada, Denton et al. (2003) for the US
and Atakhanova and Howie (2007) for Kazakhstan. A discussion of this group of studies is
beyond the scope of this thesis; only a brief overview of such research is presented in Table
3.2. The only studies to apply cointegration techniques are the studies of Eltony and Hajeeh
(1999), Fatai et al. (2003), Eltony and Al-Awadhi (2007), Zachariadis and Pashourtidou
(2007) and Khan and Qayyum (2009).

Khan and Qayyum (2009) studied the Pakistani commercial sector and Fatai et al.
(2003) studied the commercial consumption of electricity in New Zealand, using
cointegration techniques. The results of both studies presented no evidence of a cointegrating
relationship between commercial electricity consumption and the considered variables.

The studies by Eltony and Hajeeh (1999) and Eltony and Al-Awadhi (2007) were
conducted on electricity demand in the commercial sector of Kuwait, and employed the Engle
and Yoo (1987, EY) approach. The study of Zachariadis and Pashourtidou (2007) of the
commercial sector of Cyprus applied the Johansen cointegration procedure (1988; 1991).
Eltony and Hajeeh (1999) and Eltony and Al-Awadhi (2007) used a dummy variable for the
Kuwait-Iraq war (1990-91) in conjunction with the main determinants. The results of both
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studies clarified that in the short and long run the war negatively affected electricity
consumption in Kuwait. Zachariadis and Pashourtidou (2007) also investigated the impact of
the mid-1974 Turkish invasion of Cyprus through exogenous dummy variables, along with
weather variations, the price of gasoline and the main determinants of electricity demand.
Contrary to the studies of Eltony and Hajeeh (1999) and Eltony and Al-Awadhi (2007), the
results showed that the war had no impact on commercial electricity consumption. Weather
conditions were significant only in the short run and there was no evidence of substitution
between electricity and gasoline. Within these studies the only elastic elasticity was the longrun price elasticity in the study of Eltony and Al-Awadhi (2007), which was -1.64, while the
elasticity in the study of Eltony and Hajeeh (1999) was -0.98. An unusual aspect of the study
of Zachariadis and Pashourtidou (2007) was the negative long-run income elasticity. The
researchers did not justify the result obtained.

Limitations of Studies of Public Electricity Demand
The main concerns regarding the study of Eltony and Hajeeh (1999) and Eltony and AlAwadhi (2007) are applying unit root tests without a structural break and ignoring the impact
of weather conditions. In the current research the impact of the Iran-Iraq war on electricity
demand will be investigated through applying a unit root test with structural breaks on the
series of electricity demand, and inserting the relevant dummies into the models to be
estimated.

A problem associated with studying electricity demand from the public and
commercial sectors is the lack of enough comparable surveys to work with. To the best of the
author's knowledge this thesis is the first to conduct an inclusive investigation on the public
sector. Indeed, one of the contributions of the current research is that it attempts to model
public-sector electricity demand for the first time. In this way a model for the public sector
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will be introduced that is appropriate to developing countries that have a public-sector size
similar to that in Iran. It is worth noting that the general feature of developing economies is
large public-sector ownership compared to industrialised countries, due to governmental
monopoly over the economy.

3.3.4 Studies of Agricultural Electricity Demand
Similar to the public and commercial sectors, the modelling of agricultural electricity demand
has received less attention than the industrial and residential sectors. This might be due to the
small share of total electricity consumption in this sector across many countries, as well as
the lack of data. Analytical works about energy consumption in the agricultural sector have
mainly focused on aggregate energy; examples include the studies of Adelaja and Hoque
(1986), Moss et al. (2010) and Lambert and Gong (2010) for the US, and Kebede et al.
(2010) for sub-Saharan Africa countries. The literature focusing on agricultural electricity
consumption are the studies of Uri (1979; 1994) for the US, Jumbe (2004) for Malawi and
Khan and Qayyum (2009) for Pakistan.

Uri (1979) used the Balestra and Nerlove (1966) approach; some years later he
updated his study and used the flow-adjustment model (Uri, 1994). Discussion of these two
studies is beyond the scope of the current thesis, as they have applied non-cointegration
methods, although they are reviewed briefly in Table 3.2.

The studies of Jumbe (2004) for Malawi and Khan and Qayyum (2009) for Pakistan,
which employed the ARDL approach, are the only recent studies on agricultural-sector
electricity consumption using cointegration techniques. The former study did not detect any
cointegration

between

agricultural

electricity

demand

and

agricultural

electricity

consumption. On the other hand, Khan and Qayyum (2009) supported the evidence of a
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cointegration relationship between agricultural electricity consumption, real electricity price,
number of consumers, real income and temperature. Estimated models passed diagnostic
tests, including the CUSUM and CUSUMSQ stability tests. Income elasticity was 1.16 in the
long run but zero in the short run. Electricity price elasticity in the short and long runs were
lower than unity (-0.14 and -0.38, respectively). Briefly, electricity demand was sensitive
only to income changes in the long run. It was evident from the results that the short- and
long-run elasticities of consumers were 0.34 and 0.90, respectively. In addition, the findings
showed that agricultural electricity consumption in Pakistan was not sensitive to temperature
variations.

Limitations of Studies of Agricultural Electricity Demand
As with the studies of public electricity demand, agricultural electricity demand has been
examined by few comparable surveys. This thesis pioneers the study of agricultural
electricity demand, filling the existing gap in the literature on agricultural-sector electricity
consumption. There are several variables that seem necessary when modelling electricity
demand in this sector; for instance, the impact of technological changes on agricultural
machinery and rainfall. The current study aims to analyse the electricity demand of the
agricultural sector and introduces a model appropriate for the case of Iran.

There are some concerns about Khan and Qayyum’s (2009) study. They chose not to
include in their investigation the impact of some important variables, such as the amount of
precipitation and technological progress, and disregarded possible structural breaks, which
are probable for a country, such as Pakistan, with high levels of economic and political
volatility. Another of the study's shortcomings is its failure to discuss the theoretical structure
used. Moreover, the authors should have adjusted the basic theoretical model to account for
the special features of the Pakistani agricultural sector. Thus, it can be concluded that the
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results from their study may be biased due to the exclusion of some important variables. This
study, in contrast, introduces in Chapter 4 a theoretical framework for the agricultural sector,
and discusses how it is to be applied.

3.3.5 Studies of Aggregate Electricity Demand
Some of the literature on electricity demand has been conducted at the aggregate level
applying cointegration techniques. For instance, the study of Al-Faris (2002) on the GCC52
countries used the approaches of both Johansen (1988) and Johansen and Juselius (1990); De
Vita et al. (2006) applied the ARDL when studying Namibia; Amarawickrama and Hunt
(2008) employed four different approaches in their study of Sri Lanka, including EG, FMLS,
ARDL and Johansen (1988); and Fatai et al. (2003) analysed aggregate electricity demand in
New Zealand by applying the EG, ARDL and FMLS methods.

These studies focused on aggregate electricity consumption in different countries and
found varying outcomes. Al-Faris (2002) estimated short- and long-run income and price
elasticities lower than unity for the GCC countries. The short-run elasticity for electricity
price varied between zero and -0.18, and for income between zero and 0.08. However, the
long-run elasticities for income and price for nearly all GCC countries were elastic.
Amarawickrama and Hunt (2008) showed that electricity demand is sensitive to variations of
income in the short run in Sri Lanka; the elasticities differed between 1.82 and 1.92. The
long-run income elasticities were also elastic, varying between 1.00 and 1.96; this supports
the results of Al-Faris (2002) for the GCC countries. Different techniques confirmed that
electricity demand in Sri Lanka was insensitive to changes in price in the short and long run.
Amarawickrama and Hunt (2008) justified this by indicating that non-market electricity

52

The Gulf Cooperation Council Countries (GCC) consists of Saudi Arabia, the United Arab Emirates (UAE),
Kuwait, Oman, Bahrain and Qatar.
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pricing in Sri Lanka was the reason for low price elasticities. De Vita et al. (2006) found that
income elasticity was contrary, but price elasticity similar, to those found by Amarawickrama
and Hunt (2008). The long-run elasticities for income and price were 0.59 and -0.30,
respectively.

Fatai et al. (2003) found consistent results using different methods. They presented
results that varied for short-run income elasticities between 0.24 and 0.46, and for price
elasticities between -0.18 and -0.24, confirming the results of the Al-Faris (2002) study.
However, the long-run elasticities for income were between 0.81 and 1.24, and for price
between -0.44 and -0.59. That is, aggregate electricity demand for New Zealand had a low
sensitivity to changes in electricity price in the short and long run, and in income in the short
run.

Alternative energy for aggregate electricity varies across different countries. Al-Faris
(2002) found a substitute relationship between electricity and LPG in most GCC countries in
both the short and long run. De Vita et al. (2006) examined diesel and kerosene as an
alternative for electricity in Namibia, but found no relationship. Amarawickrama and Hunt
(2008) and Fatai et al. (2003) did not consider any substitutes for electricity.

De Vita et al. (2006) considered additional variables, including air temperature and
HIV/AIDS incidence rates, in conjunction with the main determinants. They did not express
any reason for the inclusion of HIV/AIDS incidence in their estimated model. The results
showed that the HIV incidence rate had no impact on electricity demand, but temperature
elasticity in the long run was -0.36, suggesting that weather conditions affected electricity
consumption.
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Limitations of Studies of Aggregate Electricity Demand
There are some shortcomings in these studies on aggregate electricity demand. They ignore
the possibility of structural breaks and instability in the estimated parameters, and exclude
some important variables such as weather conditions, technological progress and economic
development. This thesis overcomes gaps in the existing literature by examining these
important explanatory variables.

The only study to investigate structural breaks in the applied series was that of De Vita
et al. (2006), which used the Lumsdaine and Papell (1997, LP) test. Amarawickrama and
Hunt (2008) applied the ADF unit root test and Al-Faris (2002) used the ADF and PP tests.
This deficiency will also be addressed in this thesis.

The advantage of Fatai et al. (2003) is that they have employed several approaches to
estimate a range of elasticities, and made an attempt to confirm the consistency of the
inferences. In addition, Fatai et al. (2003) investigated the forecast performance of the
applied methods using six different indices.53 The results indicated that the ARDL method
had the smallest forecasting errors; therefore it is a more appropriate model for forecasting
than other applied methods. For those studies employing more than one technique to model
electricity demand, such as Amarawickrama and Hunt (2008), it would have been preferable,
similar to the study of Fatai et al. (2003), to compare the forecast performance of the
techniques to determine the most accurate method for estimating electricity demand that is
applicable for forecasting and policy-making.

It is worth noting that the results from this group of studies are not suitable for
determining policy implications, especially in terms of managing the demand side of
53

Mean prediction error, sum-squares prediction error, mean sum absolute prediction error, root mean sum
prediction error and the geometric mean of the relative absolute error.
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electricity, specifically in the residential, industrial, agricultural and public sectors. The
current research avoids this problem, as aggregate electricity demand is studied along with
disaggregated power consumption. Contrary to most studies on electricity demand, which
only consider one sector of the economy, a major contribution of this thesis is that it analyses
all sectors in the economy and presents policy implications relevant to each sector.
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Table 3.2: International Studies on Electricity Demand Modelling
Author
Methodology
Sector
Variables & Elasticities
Country
Unit Root Test
Sample
-Index of production (-0.62 to 0.30 / N)54

Baxter & Rees (1968)
England
1954-1964

-OLS
Industrial
No unit root tests

Quarterly data
Rushdi (1984)

1950-1980 (31 years)

54

-Ratio of electricity price to price index of

The main determinants were changes in

all other fuels (-2.53 to 0 / N)

output and technology, rather than relative

-Ratio of electricity price to average wage

price changes and price of electricity.

rate (-2.72 to 0 / N)
-Dynamic model

Price elasticities for all industries were lower

-Translog cost
Australia

Conclusion

function

Industrial

-Real electricity price (-0.55 to -0.63 / N)

than unity; for income elasticities there were

-Real value added (0.44 to 0.84 / N)

mixed results.

No unit root tests

Long-run elasticity/short-run elasticity. N denotes that the elasticity has not been estimated by the study.
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
-Real personal income per household
(0.30 to 0.70 / 0.15 to 0.35)

Westley (1989)
-2SLS
Costa Rica
1970-1979

-2SLS-GLS55

-Real mean marginal electricity price
Commercial

(-0.30 to -0.70 / -0.15 to -0.35)
-Real price of stove and of refrigerator

No unit root test

Panel data (51 regions)

lagged one year (0/0)

Similar findings for long-run elasticities but
different for short-run elasticities. LPG and
kerosene

did

not

have

a

substitute

relationship with electricity.

-Urbanisation (0.10 to 0.20 / N)
-Real electricity expenditure (0.14 / 0)
-Electricity price index (-0.25 / -0.15)

Flaig (1990)
Wold (1974)
Germany

Residential
No unit root test

1964-1983 (22 years)

-Real price of electric appliances(-0.43/ 0)
-Real price of services of laundries (0.63 /
0.37)
-Real price of fuel oil (0.11 / 0.07)

55

2SLS generalised least squares.
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The relationship between electricity demand
and capital stock plays a significant role in
the estimated model. Higher prices of market
services lead to a growing rate of household
production, and higher income and lower
prices of durables cause a substitution of
energy for labour.

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
Agricultural:

-Real price of electricity for irrigation
(-1.44 / N)
-Average real price of output

Uri (1994)
US
1971-1997 (27 years)

-Flow-adjusted

Irrigation

(0.007 / 0.001)
-Number of acres irrigated (2.17 / 0.53)

model

-Average temperature (0.21 / 0.05)

No unit root test

-Real price of electricity for non-irrigation
(-1.20 / N)
Non-irrigation

The effects of measurement error in the data
on

the

regression

-Number of acres planted (0.69 / 0.03)
-Average temperature (-0.62 / -0.08)
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coefficient

coefficients,
bound

and

using
bias

correction factor, showed that the outcomes
of the study need to be interpreted with
caution.

-Average price of output (-0.11 / -0.01)

estimated

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

-Real disposable income (0.52 / 0.39)

-A break was found in electricity demand in

-Real electricity price (-0.48 / -0.63)

1963 which was the most important point for

-Real price of fuel oil (0.06 / 0.05)

energy policy-making, associated with policy

-CDD (0.26 / 0.16)

changes of the 1960’s.

-HDD (0.16 / 0.12)

-Adjustment speed towards long-run mean:

-Dummy for 1963 (-0.06 / N)

-0.37

Unit Root Test

Sample

Silk & Joutz (1997)
-JJ
US

56

-ADF57

Residential

1949-1993 (45years)

Filippini (1999)

-OLS

-Price index (-0.25 to -0.60 / N)

Switzerland

-Error-component

-Real household income (0.33 to 0.39 / N)

1987-1990

model (Balestra &

Residential

-Number of households (0.90 to 0.92 / N)

Cross-sectional data

Nerlove, 1966)

-Size of household (1.08 to 1.53 / N)

(40 cities)

No unit root test

-HDD (0.06 to 0.30 / N)

56
57

Johansen &Juselius (1990).
Augmented Dickey-Fuller test.
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Lower elasticities were found compared to
previous studies. There was little room to
persuade consumers to decrease electricity
demand using a price rise.

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
Building characteristics such as the number

US
Commercial

Denton et al.(1999)

-Electricity price (-0.18 to -0.37 / N)

of storeys affected electricity demand, but

-CDD (0.10 to 0.18 / N)

other features were insignificant.

-Fuel oil price (0 / N)

The principle activity affected electricity

-Gas oil price (0 / N)

demand.

Fuel

intensity

relatively

insensitive to building size.
-SEM58

Principle use of building affected the

US & Canada
No unit root test
6,637 interviews

Canadian
Commercial

-Electricity price /wage rate (N / N)

electricity demand, but building size did not

-CDD (N / N)

greatly affect energy intensity. There was

-Fuel oil price (N / N)

evidence of high electricity demand in

-Gas oil price (N / N)

provinces with low electricity price and
severe weather conditions.

58

was

Simultaneous equations method.
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
-Real consumer spending (1.00 to 1.09 /
N)
Beenstock et al. (1999)

-Johansen (1988)
-EG

Israel
1973-1994 (quarterly
data)

59

Residential

-Relative price of electricity
(-0.21 to -0.58 / N)

-DRM60

-HDD and CDD (0 / N)

Dickey et al.

-Seasonal dummies (0 / N)

(1984)

- Industrial production index
Industrial

EG

suggested

non-cointegration.

The

elasticities of the Johansen and DRM
approaches are similar.

(0.99 to 1.28 / N)
-Real electricity price (0 to -0.44 / N)
Electricity demand changed directly with

Eltony & Hajeeh (1999)

-EY

61

-ECM
Kuwait

Commercial
-DF

1975-1995 (21 years)

-Real per-capita income (0.81 / 0.34)

62

-Real price of electricity (-0.98 / -0.33)
-Dummy variable (-0.27 / -0.23)

-ADF

changes in GDP, and in the short and long
run

commercial

electricity

demand

interrelated to economic activities. In this
sector electricity conservation is possible.
-Adjustment speed to long-run mean: -1.10

59

Engle & Granger (1987).
Dynamic Regression Model.
61
Engle & Yoo (1987).
62
Error-Correction Model.
60
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is

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
There was a low level of alternation among
Christopoulos (2000)

-Translog cost
-Price of electricity (0 / N)

function
Greece

Industrial
No unit root test

-Price of diesel (1.12 / N)
-Price of crude oil (0 / N)

1970-1990 (21 years)

energy types and among aggregate energy
and non-energy inputs (capital and labour).
Exceptions were diesel and electricity, which
were

highly

substitutable

in

Greek

manufacturing.
Panel structure showed lower price and
production elasticities compared to simple

Bjørner et al. (2001)
-Fixed effect
Denmark
1983-1996

pooled cross-section model. Therefore, the

model
Industrial
No unit root test

-Real average electricity price (N / -0.40)

findings of cross-section models might be

-Real value added (N / 0.60)

upwardly

Panel data consisting of

biased

heterogeneity.

2,949 companies

due

to

Companies

unobserved
with

high

electricity intensity had high own-price
elasticity.
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
Al-Faris (2002)

-Real GDP (0.33 to5.39 / 0 to 0.08)

-Johansen (1988)

-Real price of electricity (0 to -3.39 / 0 to

-JJ
Aggregate

GCC countries
-ADF
1970-1997 (28 years)

-0.18)
-Real price of substitute fuel

-PP63

(0 to 339 / 0 to -0.27)

Income and price policies eased managing
electricity consumption. The policies have to
consider the impact of shocks, which are
significant in the estimated model.
The size and principle use of buildings and
cooling degree days were important variables

Denton et al.(2003)
US
1986 &1992

for electricity demand, and as the size of
-SEM (2SLS)64
Commercial
No unit root test

-Marginal price (-0.38 & -0.70 / N)
-Marginal gas price (0.08 / N)

buildings

increased,

electricity intensity

declined. The results showed that worker

cross section data

numbers and weekly hours in use were

(21 regions)

important factors in electricity demand in
buildings using only electricity and buildings
using electricity and natural gas.

63
64

Phillips & Perron (1988).
Simultaneous equations method two-stage least squares.
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
-EG
Fatai et al. (2003)

Measures of forecast errors for the ARDL

-ARDL65
-FMLS66

New Zealand

Aggregate
-ADF

1960-1999 (40 years)

-Real GDP (0.81 to 1.24 / 0.24 to 0.46)

test are the lowest among the values obtained

-Real electricity price

for other approaches.

(-0.44 to -0.59 / -0.18 to -0.24)

-Adjustment

-PP

speed

towards

long-run

equilibrium: -0.21 to -0.30

-DF-GLS67

The positive coefficient for the urbanisation
Holtedahl & Joutz

-Hendry &

(2004)

Juselius (2000;

Taiwan

2001)

1956-1995 (40 years)

-ADF

Residential

-Real per-capita disposable income (1.04 /

rate may be a sign of Taiwan Power industry

0.23)

requirement to serve clients, but also a sign

-Real electricity demand (-0.15 / -0.15)

of a tendency of urban consumers to use

-Urbanisation (3.91 / 1.61)

more electricity than rural end users.

-CDD (0 / 0.03)

-

Adjustment

speed

equilibrium: -0.11

65

Autoregressive distributed lag (Pesaran et al., 2001).
Fully modified least squares (Phillips & Hansen, 1990).
67
Dickey & Fuller generalised least squares.
66
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towards

long-run

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

-Real income (0.65 to 0.69 / N)

Flow-adjustment models resulted in positive

-Real marginal electricity price (-0.85 to

price

-0.94/ N)

appropriate

-Real price of natural gas (0.33 to 0.34 /

Residential end users are more responsive to

N)

price changes than to industrial customers.

-Real marginal price of electricity (0 / N)

Cold weather affects residential electricity

-Real GDP (0.34 / N)

demand more than hot weather. Because it

-Real marginal price of electricity (0 / N)

ignores the endogeneity of prices, the partial-

-Real GDP (0.89 to 0.90 / N)

adjustment model leads to spurious results.

-Real per-capita income (0.32 / 0)

Changes in carbon emissions due to the

-Real price of electricity (-0.54 / -0.26)

imposition of a carbon tax in Australia are

-Real price of gas (0 / 0)

slower than those found by Akmal and Stern

-Temperature (1.69 / 0)

(2001). Reduction of carbon emissions will

Unit Root Test

Sample

Kamerschen & Porter
(2004)
US
1973-1998 (26 years)

-SEM (3SLS)

Residential

-Partial adjustment
Model
No unit root test

Industrial

Aggregate

Residential
Narayan & Smyth
(2005)

-ARDL

Model 1

-ECM
Australia

-Real per-capita income (0.41 / 0)

-ADF
1969-2000 (32 years)

Model 2

-Relative price (electricity/gas) (-0.47 /
-0.27)

and
supply

failed

to

show

considerations.

be minor in the short run in response to
relevant policy changes.
-Adjustment speed to long-run mean: -0.10
to -0.37
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elasticity

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
The price elasticity of electricity demand is
De Vita et al. (2006)
Namibia

ARDL
-ADF

Aggregate

-PP
1980-2002 (23 years)

-LP68

-Real GDP (0.59 / N)

much lower than the price elasticity of petrol

-Weighted real marginal price of

demand (in absolute terms).

electricity

The cross-price elasticities between different

(-0.30 / N)

types

-Mean minimum temperature (-0.36 / 0)

consumers seem to keep their fuel mix and

of

energy

are

insignificant,

so

demand level.
The results show that in the short and long

-Johansen (1992)
Polemis (2007)

-ECM

Greece

-ADF

1970-2004 (35 years)

-PP

-Real price of electricity (-0.85 / -0.35)
Industrial

-Industrial production index (0.85 / 0.61)
-Real price of oil (0.18 / 0.18)

-KPSS69

68
69

runs industrial energy demand is inelastic.
Electricity

and
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had

a

substitute

relationship. In the short and long runs the
price of oil and electricity prices were
weakly exogenous.

Lumsdaine & Papell (1997).
Kwiatkowski et al. (1992).

oil

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
Dynamic translog
Buranakunaporn &
Oczkowski (2007)

framework

-Real price of electricity (-0.82 / -0.30)

-Lynk (1989)

-Real price of LPG (N / -0.01)

-Denny et al.
Thailand
1979-1999 (21 years)

Industrial

-Real price of fuel oil (N / 0.43)

(1981)

- Real price of diesel (N / 0.004 )

-ADF

-Real price of coal and lignite (N / -0.4)

The strong substitution effect of fuel oil for
electricity implies that increases in electricity
price would persuade consumers to substitute
fuel oil for electricity. The government
should be aware of the adverse effects of
price-structure adjustment.

-PP

Zachariadis &
Pashourtidou (2007)

-Real private consumption expenditure

In the short run, temperature is the main

(1.18 / 0)

determinant of electricity demand. Granger

-Real price of residential electricity (-0.43

causality tests reveal that electricity price is

(1988; 1991)

/ 0)

an exogenous variable. The speed of

-ECM

-Total degree days (0 / 0.02)

commercial electricity demand to revert to

-ADF

-Real value added (-1.12 / 0)

long-run equilibrium after a one-time shock

-Real price of commercial electricity

is quicker than in the residential sector.

(-0.30 / 0)

-Adjustment

-Total degree days (0 / 0.08)

equilibrium: -0.16 to -0.23

-Johansen

Residential

Cyprus
1960-2004 (45 years)

-PP

Commercial
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speed

towards
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

-Real per capita consumer expenditure

The results show that there is room to

(0.12 to 0.59 / N)

increase the electricity price and provide

-Real electricity price (-0.22 to -1.10 / N)

financial

-Real income (0 / N)

generation and distribution system. The low-

-Real electricity price (0.78 / N)

income elasticities of the residential sector

-Per-capita real GRP71 (0.75 / N)

show that policy initiatives are necessary to

-Real electricity price (-0.12 / N)

guarantee affordability by lower-income

Unit Root Test

Sample

Residential

Industrial
Atakhanova &
Howie (2007)

Commercial

Kazakhstan

-GMM70

1994-2003

No unit root test

residential

resources

for

consumers

updating

of

the

electricity.

Forecasts show that depending on GDP

cross sectional data

growth, pricing and efficiency policies,

(14 regions)
Aggregate

-Real income (0.72 / N)

electricity consumption may rise at either 3%

-Real electricity price (0 / N)

or 5% per year. If real electricity prices rise
toward their long-run cost-recovery levels,
the planned supply growth can cover
increasing electricity consumption.

70
71

Generalised method of movement (Arellano & Bond, 1991).
Gross regional product.
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

-Real per-capita income (0.26 to 0.31 / 0)

The results show from an environmental

-Real price of electricity

point of view that there is room to use

(-1.45 to -1.56 / -0.11)

pricing policies in the G7 countries to curb

-Real price of gas (1.77 / 0)

residential electricity demand and carbon

Unit Root Test

Sample

Narayan et al.
(2007)
G7
1978-2003 (26 years)
Panel data

-Pedroni (2004)
-OLS

Residential
Model 1

-Panel DOLS72

emissions, in the long run, through the
-Real per-capita income (0.35 to o.37 / 0)

-ADF
-PP

Model 2

-Relative price (electricity/gas)
(-6.87 to -7.41 / 0)

imposition of a carbon tax.
-Adjustment speed towards long-run
equilibrium: -0.01
Electricity demand changes directly with
economic growth and an increase of 100% in

Eltony & Al-Awadhi
(2007)
Kuwait

-Real commercial GDP (0.50 / 0.34)

-EY
Commercial
-ADF

-Real price of electricity (-1.64 / -0.33)
-Dummy variable (-0.23 / -0.07)

1975-2003 (29 years)

nominal

electricity

prices

will

reduce

commercial electricity demand by about 27%
by the year 2015. The forecast under the
pricing scenarios shows that there is room
for commercial energy conservation.
-Adjustment towards long-run mean: -1.12

72

Dynamic ordinary least squares.
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Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

-Real per-capita income (0.27 / 0.10)

The results support the existence of a stable

-Real price of electricity (-1.60 / -0.38)

long-run relationship. The size and signs of

-Real price of oil (0.20 / 0)

the short-run and long-run elasticities are

-Weather conditions (0.73 / 0.26)

comparable to similar studies.

-Per-capita occupied housing stock (1.50 /

-Adjustment

0)

equilibrium: -0.36

Unit Root Test

Sample
Dergiades &
Tsoulfidis (2008)

-ARDL
-ECM

US

Residential

-ADF
1965-2006 (42 years)

Amarawickrama
& Hunt (2008)

speed

towards

long-run

-EG

Different techniques showed different effects

-FMLS

of the underlying energy demand trend. Due

-ARDL
-Real per-capita GDP (0.99 to 1.96 / 1.82

-JJ

Sri Lanka

-Structural time-

1970-2003 (34 years)

series technique

Aggregate

to 1.92)
-Real price of electricity (0 to -0.06 / 0)

to the variation of per-capita GDP, there is
uncertainty about the forecasts of the longrun electricity consumption, which has led to
high risk in planning.

(Harvey, 1997)

-Adjustment

-ADF

equilibrium: -0.28 to -0.48
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speed

towards

long-run

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
-Real income (1.16 / 0)

Khan & Qayyum (2009)
-ARDL
Agricultural

Pakistan
No unit root test
1970-2006 (37 years)

-Real electricity price (-0.38 / -0.14)
-Number of consumers (0.90 / 0.34)
-Temperature (0 / 0)

The findings show that an increase in the
number of consumers and changes in pricing
policy can raise long- and short-run revenue.
-

Adjustment

speed

towards

long-run

equilibrium: -0.38

-Pedroni (1999)
Nakajima (2010)
Japan
1975-2005 (31 years)
cross sectional data
(46 regions)

Contrary to previous studies, Japanese

-Maddala &
Shaowen (1999)

-Real disposable income per household

-Group-mean

(0.60 to 0.65 / N)

DOLS
-Levin et al.

Residential

-Real price of electricity (-1.20 to 1.13 /
N)

electricity demand is price-elastic. Higher
incomes do not result in a substantial rise in
electricity demand because most consumers
already

have

appliances.

(2002)
-Im et al. (2003)

100

many

household

electric

Table 3.2: (Continued)
Author
Country

Methodology
Sector

Variables & Elasticities

Conclusion

Unit Root Test

Sample
The

findings

show

that

output,

real

electricity price and an underlying energydemand trend have a significant role in
Dilaver & Hunt
(2011)

-Structural time-

industrial electricity demand and need to be

series technique
(Harvey, 1997)

Turkey

Industrial

-Real industrial value added (0.15 / N)
-Real electricity prices (-0.16 / N)

No unit root test
1960-2008 (49 years)

taken into account in electricity-demand
modelling. The estimated underlying energy
demand trend should be considered in future
energy-policy decisions. Forecasts show that
electricity demand will increase somewhere
between 90 and 106 TWh in 2015, and
between 97 and 148 TWh in 2020.
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3.4 Iranian Studies on Electricity Demand Modelling
There are a limited number of studies focusing on aggregate electricity demand and a few
studies on modelling electricity demand in different sectors for Iran. Studies in the former
category include Samadi et al. (2009), Ziyaee and Parsa Moghadam (2009), Soheily (2007)
and Soheily (2003). Studies in the latter category include those of Azarbaijan et al. (2006)
and Askari (2003), which focus on electricity demand in the industrial sector. Demand for
residential electricity was studied by Amini Fard and Estedlal (2003) and Askari (2002).
Askari (2003) conducted the only study of demand in the agricultural and commercial
sectors. These categories of studies will be discussed in the following sections, with a brief
overview and summary provided in Table 3.3.

Electricity-modelling studies focus on detecting both the existence and the magnitude
of the nexus between electricity demand and economic activities, price and other exogenous
variables. Ziyaee and Parsa Moghadam (2009) used the Johansen and Juselius (1990, JJ)
technique, Samadi et al. (2009) applied the autoregressive integrated moving average
technique (Box & Jenkins, 1970, ARIMA), Soheily (2007) employed the ARDL approach
proposed by Pesaran (2001) and Soheily (2003) applied the Johansen (2000) method. For all
of these studies, the short- and long-run elasticities of electricity consumption with respect to
its own price were found to be inelastic. The short-run elasticities varied between -0.03 and
-0.08, and the long-run between -0.14 and -0.99. Ziyaee and Parsa Moghadam (2009)
presented the highest long-run price elasticity (-0.99). On the other hand, short-run income
elasticities have also been found to be inelastic, ranging between 0.13 and 0.27. Samadi et al.
(2009) and Soheily (2003) found electricity demand to be inelastic; 0.54 and 0.27,
respectively, whereas Ziyaee and Parsa Moghadam (2009) and Soheily (2007) computed
elastic long-run income elasticities: 1.72 and 1.84, respectively. The results from short-run
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models of electricity consumption show that the adjustment coefficients fluctuate between
0.12 and 0.24, indicating that the speed of electricity-consumption modification towards its
long-run equilibrium is slow.

The study of Ziyaee and Parsa Moghadam (2009) investigated the impact of the IranIraq war on aggregate electricity demand. They used a dummy variable for the period of the
war (1980-88) in their estimated model. The results did not present a significant coefficient
for the dummy variable. Moreover, they investigated electricity efficiency73 and found it
significant and strong with an elasticity of -1.14. This revealed that the electricity efficiency
of Iranian industries plays an important role in electricity consumption at the aggregate level.

Two Iranian studies have forecast electricity demand in Iran for upcoming years.
Samadi et al. (2009) forecast per-capita electricity consumption, and Ziyaee and Parsa
Moghadam (2009) forecast aggregate electricity consumption. Both studies used the ARIMA
technique, and covered the periods of 2005-2009 and 2004-2013, respectively. The results
showed that from 2004 to 2009 aggregate electricity consumption increased by an average
8.9% (Ziyaee & Parsa Moghadam, 2009), while the average growth rate of per-capita
electricity demand rose by 4.4% (Samadi et al., 2009) per year. Comparisons show that the
forecasts of Samadi et al. (2009) for 2007, 2008 and 2009 have 13, 16 and 21% deviations
from the actual amount of total electricity consumption for these years. These high deviations
show that the estimated model and the forecasts are not reliable. The forecasts of Ziyaee and
Parsa Moghadam (2009) presented superior results, as the variation of their findings from
actual figures for 2005 to 2007 were small. In the current study the electricity demand of
different sectors will also be forecast under different scenarios up to 2020, which will be
explained in more detail in Chapter 7.
73

The industrial value added divided by electricity consumption.
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The only investigations of residential electricity demand in Iran were conducted by
Amini Fard and Estedlal (2003) and Askari (2002). The former study applied the Johansen
and Juselius (1990) approach, with the latter study employing generalised least squares
(GLS) on panel data for 16 Iranian regional power companies. Besides price and income,
Askari (2002) included the rate of power outage74 in the model to capture the impact of the
quality of electricity supply on electricity demand. From another perspective Amini Fard and
Estedlal (2003) inserted a dummy variable for the Iran-Iraq war into the model along with the
main determinants. The results showed that the impact of the power outage and war on
residential electricity consumption in Iran was negative. Moreover, Amini Fard and Estedlal
(2003) considered the average temperature of days during July and August (summer) and
January and February (winter) to investigate the impact of weather conditions on residential
electricity demand. Results from unit root tests showed that the average cooling degree and
heating degree was I(0). Therefore the researcher was unable to insert these two indices into
the model, as all other variables were I(1).

Diverse income and price elasticities were found in the studies of Amini Fard and
Estedlal (2003) and Askari (2002). To be precise, the short- and long-run price elasticities in
the former study were -0.97 and -1.36, while the latter presented inelastic own-price
elasticities of 0 and -0.59 respectively. Askari found short- and long-run elasticities for
income to be 0.11 and 0.16, while Amini Fard and Estedlal found them to be 0 and 0.24. That
is, household electricity demand was not sensitive to changing household income. Indeed, the
only elastic elasticity was the long-run price elasticity in the study of Amini Fard and Estedlal
(2003).

74

The ratio of the amount of electricity that can be used when there is a power outage divided by the quantity of
electricity supply.
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Azarbaijan et al. (2006) and Askari (2003) conducted two surveys on electricity
demand from the industrial sector in Iran. Both studies applied theoretical concepts proposed
by Munasinghe and Dias-Bandaranaike (1983), which argued that the quality of electricity
supply is an important determinant of electricity demand. The former study considered the
frequency distortion75 as a proxy for the quality of electricity supply, while the latter used the
rate of power outage. In this thesis, due to the adoption of a different theoretical framework,
it is not possible to examine the impact of supply quality, but it can be justified that the
quality of electricity supply is associated with the level of technology of the power industry.
In the current study the technological progress of the electricity industry has been taken into
account through investigation of the technological progress of the total industrial sector.

Azarbaijan et al. (2006) applied the ARDL and Askari (2003) used the Engle and
Granger (1987, EG) technique to estimate an industrial-sector electricity demand model.
Azarbaijan et al. (2006) showed that value added was the only significant variable, but was
inelastic in the long run. Meanwhile, the price of electricity and gas and the quality of
electricity supply were observed as significant factors in the short run, but the coefficients
were lower than unity. Askari (2003) found that electricity demand was inelastic with respect
to the quality of electricity supply in the industrial, agricultural and public sectors. Explicitly,
in both studies, electricity demand showed a low sensitivity to changes in the quality of
electricity supply. Azarbaijan et al. (2006) showed that all elasticities in both the short- and
long-run were lower than unity, and no substitute relationship was detected between
electricity and natural gas in the long run. However, in the short run they were found to be
substitutes.

75

Distortion in which the relative magnitudes of the different frequency components of a wave are changed
during transmission or amplification (http://www.answers.com).
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The only investigation of electricity demand by the commercial and agricultural
sectors in Iran was conducted by Askari (2003). He found that most of the short- and longrun elasticities for the agricultural and commercial sectors were lower than unity. In the short
and long run for the agricultural sector income elasticities were elastic, varying between 1.09
and 1.31 in the short run and between 2.06 and 2.54 in the long run, while price elasticities
were lower than unity. However, for the commercial sector, long-run price elasticities varied
between -0.66 and -2.47, and income elasticities between 0 and 1.73. Askari (2003) applied a
weighted average of other fuel prices as a proxy for alternative fuels to electricity. The crossprice elasticities in the industrial, public, and agricultural sectors were -0.13, -0.33 and 0.22,
respectively, which showed a substitute relationship in the industrial and public sectors.
Askari (2003) found a complementary relationship in the agricultural sector between
electricity and other fuels.

As mentioned, the only study of the commercial sector was conducted by Askari
(2003). It is worth noting that data for commercial and public electricity usage is not
available from before 1994. Hence, Askari (2003) combined both public and commercial data
in his study. Since the average share of the commercial sector was 65% of the sum of public
and commercial electricity over the period of 1994-1998, he evaluated commercial electricity
demand in the context of producer behaviour. But this share changed to around 45% from
1999 to 2007, and the public share became dominant. The present thesis will examine the
electricity demand of these two sectors in the context of consumer behaviour, making it,
therefore, the first study of the Iranian public sector. As discussed in the review of the
international literature, it thus represents a major contribution to the literature.

Only Askari (2003) has focused on electricity demand from the Iranian agricultural
sector. During the period examined by the study – 1974 to 1999 – this sector's share was
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6.3%. This proportion almost doubled to 12% from 2000 to 2007. This shows that an
important change occurred in the structure of energy demand in this sector. Therefore, it is
necessary to conduct updated research based on the current features of agricultural
consumers.

The most recent study on the residential sector was carried out by Amini Fard and
Estedlal (2003), who used sample data from 1967 to 2000. Considering the fact that percapita real income increased by 60% between 2000 and 2007 in Iran, this indicates a
significant change in households' consuming behaviour and preferences over these years.
Hence, it seems necessary to conduct a study based on the current features of residential
consumers. In addition, the shortcomings and gaps in the literature necessitate applying
updated methods to find the most influential factors on residential demand, as well as
supporting energy policy-making.

3.4.1 Deficiencies of Existing Iranian Studies
There are some limitations in the Iranian studies. For each sector, certain studies have
emphasised the importance of different variables when modelling electricity demand.
However, Iranian studies have mainly focused on the price of electricity and substitute energy
and income. As discussed in the examination of the international literature, there are other
important variables that need to be considered when modelling energy consumption. These
include economic progress, technological change and the stock of electricity appliances.

The incorporation of weather conditions into any new model is also vital. A
proportion of electricity demand, especially in the industrial and agricultural sectors, is for air
conditioning and ventilation, and a considerable part of agricultural electricity is used for
pumping water to irrigate fields. Hence, it is expected that climatic variations will affect the
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level of power usage; for instance, rainy days may reduce the need for pumping water. In the
residential sector, weather conditions could also serve as an index for the quality of the
weather-proofing of buildings. The estimation models used in previous Iranian studies are
likely to suffer from misspecification due to the exclusion of important variables like these.

The most up-to-date studies were conducted in 2009. The Iranian parliament approved
the new energy policy, the Targeting of Subsidies Plan, in May 2010 by the Iranian
parliament, it is expected that this plan has noticeably affected the behaviour of consumers in
all sectors. The policy aims to increase electricity prices in different sectors over the period
2010 and 2014 to bring them into line with the cost of production (Chapter 2 discussed the
Plan in detail). It can be concluded that none of the findings of the Iranian studies discussed
previously are applicable to the new situation of the Iranian power industry, since none of
them has incorporated this important policy change. Currently the necessary data to consider
the effect of new prices are not available; therefore, this thesis will investigate this issue by
applying a simulation approach, which will be discussed in more detail in Chapter 7. The
current study pioneers the analysis of the effect of the Targeting of Subsidies Plan on the
electricity consumption of different sectors in the Iranian economy.

The only Iranian study to consider more than one sector in electricity modelling is that
of Askari (2003). The remaining literature has only focused on one sector. As was discussed
in the international literature review, no study has considered all sectors in the same
investigation. As each sector of any economy consumes a maximum of around 30% to 40%
of the generated electricity, it seems preferable to study all sectors simultaneously to identify
comprehensive policy implications and influential results for managing electricity demand in
an economy. This thesis is the first study considering all economic sectors and total
electricity consumption. It aims to study disaggregate (residential, industrial, agricultural and
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public sectors) and aggregate electricity demand to present inclusive policy implications for
each sector and at the aggregate level of electricity demand.

All Iranian literature on electricity demand has applied the Augmented Dickey-Fuller
(Dickey & Fuller, 1979, ADF) and Phillips and Perron (1988, PP) tests, which are unit root
tests without structural breaks. In the presence of structural breaks the result of a unit root test
that does not include them can be misleading in terms of the non-stationarity of time-series
data (Perron, 1989). Leybourne et al. (1998) and Leybourne and Newbold (2000) argue that
if the break date is relatively early in the series, the ADF tests may cause bias towards
rejection of the null hypothesis. However, Iranian studies have not considered this important
issue, and have failed to examine the existence of structural breaks in the relevant series.
Moreover, in the case of Iran, which has experienced political and economic instability, it
seems that an analysis of the effects of regime shifts is also necessary.

Another limitation of the Iranian studies is that most have used traditional causality,
cointegration and error-correction methods such as Johansen (1988) and Johansen and
Juselius (1990). The sample size they have used is between 21 and 40 observations which is a
small sample size. Therefore, except for the studies of Azarbaijan et al. (2006) and Soheily
(2003), they suffer from small sample-size problems, leading to potentially unreliable results.

Those Iranian studies that have used the ARDL approach to remedy the problem of a
small sample size (Azarbaijan et al., 2006; Soheily, 2003) have failed to examine the stability
of the estimated parameters. Brown et al. (1975) argue that the structure of time-series
regression may change over time, especially in the social and economic fields; thus an
investigation of a model's stability is necessary. In the case of Iran, due to significant events
such as the 1979 Revolution and the Iran-Iraq war, changes in consumer behaviour and
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consequent changes in the structure of electricity demand models are probable; thus it is
necessary to examine parameter stability.

3.4.2 Contribution of This Thesis
This thesis attempts to fill several gaps in the Iranian electricity-demand literature. The first is
the disregard of variables that have been found to be important in studies of other countries.
The second is failure to consider both aggregate and disaggregated electricity demand in the
same study. Combining these two sets of demand results in inconclusive policy implications
for electricity conservation in different sectors. The third is the lack of investigation of
possible structural breaks in the time series of interest. The fourth is modelling electricity
demand without testing for the stability of estimated parameters. This thesis pioneers research
in applying new methods of cointegration that are consistent with a small sample size for the
important determinant variables of electricity demand in Iran. Moreover, this study is the first
to investigate the presence of structural breaks in the data series relevant to electricity
demand within sectors of the Iranian economy, and for aggregate electricity demand.

It is worth mentioning that the mixed results of the existing studies on electricity
demand, and the limited number of these studies within different sectors of the Iranian
economy, show the necessity of conducting a reliable study and applying new econometric
techniques. To ensure the successful inclusion of the most important determinants in the
models, various series that may affect electricity demand will be examined. The next chapter
will discuss the basic model to be applied in this thesis, and Chapter 5 will provide the details
about the methodology and data used in this context.

In general, all Iranian and international studies reviewed in this chapter have regarded
electricity demand as a function of economic factors and some other exogenous variables. A
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limited number of studies in the literature have detailed the theoretical framework they have
used. However, based on the applied data it can be inferred that the surveys on residential
electricity demand have been built on the theory of consumer behaviour. In this approach,
electricity is considered as a good that directly affects consumer utility; the maximisation of
consumers' utility subject to a budget constraint results in the demand for electricity being a
function of electricity price, household income and the price of substitute fuels for electricity.
In addition, regarding industrial and agricultural electricity demand, one can conclude that the
discussed studies have been established based on the cost-minimisation theory. Through
minimising production cost subject to a production-function constraint, this theory results in
the demand for electricity being a function of the output level, the price of electricity and the
price of other inputs. Considering the availability of data for the current study, and based on
the literature reviewed, in this thesis the theory of consumer behaviour will also be applied to
the residential and public sectors, and the theory of minimising production cost will be
applied to the industrial and agricultural sectors. However, some adjustments are required to
make the model appropriate and applicable to the case of Iran. The applied theoretical
framework will be discussed in Chapter 4.
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Table 3.3: Iranian Studies on Electricity Demand Modelling
Authors
Methodology
Sample

Unit Root

Sector

Test

Variables and Elasticities

Conclusion

The electricity demand loss could be
decreased by improving efficiency and
managing electricity consumption. An
increase in the price of electricity would
lead to economic depression and a higher
Ziyaee & Parsa Moghadam
(2009)
1974-2003 (30 years)
Aggregate

-JJ76
-ADF77

-Log of electricity consumption, I(1)
-Real GDP, I(1), (1.72 / N)

78

unemployment rate; therefore, pricing
policy is not a remedy for electricity

-Real electricity price, I(1), (-0.99 / N)

conservation. It is preferable to replace

-Log of energy efficiency , I(1), (-1.14 / N)

old industrial machinery and manage
electricity demand. Forecasts show that a
lack of electricity management would
result in a sharp rise in electricity demand
and

a

yearly decline

production efficiency.

76

Johansen & Juselius (1990).
Augmented Dickey-Fuller test.
78
Long-run elasticity/short-run elasticity. N denotes that the elasticity has not been estimated by the study.
77
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of

electricity

Table 3.3: (Continued)
Authors

Methodology

Sample

Unit Root

Sector

Test

Variables and Elasticities

Conclusion

Consumers have a low sensitivity to
changes in income and electricity price,
Samadi et al. (2009)

-ARIMA79

1984-2004 (21 years)
-ADF
Aggregate

-Per-capita electricity consumption, I(2)
-Real-per capita income, I(2), (0.54 / 0.13)80
-Real price of electricity, I(2), (-0.14 / -0.08)

leading to the need to affect the Iranian
electricity market. Per-capita electricity
demand increases by 4.4% annually,
which is a high growth rate.
-Adjustment

speed

towards

long-run

equilibrium: -0.25
Pricing policy has the potential to control
Soheily (2007)

-Johansen

1970-2000 (31 years)
Aggregate

-Log of electricity consumption, I(1)

electricity

(2000)

-Real price of electricity, I (1), (-0.86 / -0.06)

efficiency.

-ADF

-Real GDP, I(1), (1.84 / 0.24)

-Adjustment

demand

and

electricity

speed

towards

long-run

equilibrium: -0.12

79

80

Autoregressive integrated moving average technique (Box & Jenkins, 1970).
Long-run elasticity/short-run elasticity.
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Table 3.3: (Continued)
Authors

Methodology

Sample

Unit Root

Variables and Elasticities

Conclusion

Sector

Test
-Log of industrial electricity consumption, I(0)

Pricing

-Real industrial electricity price, I(1), (0 /-0.17)

consumers

-ARDL

-Squared real price of electricity, I(1), (0 / 0)

electricity demand; and there is a short-

1967-2002 (36 years)

-ECM82

-Real price of natural gas, I(1), (0 / 0)

run

Industrial

-ADF

-Real industrial value added, I(1), (0.72 / 0)

electricity and gas.

-Dummy variable for the quality of electricity

-Adjustment

supply, (-0.50 / -0.11)

equilibrium: -0.22

Azarbaijan et al. (2006)

81

policies

do

not

towards

substitution

a

reduction

relationship

speed

encourage

towards

of

between

long-run

An increase in the price of electricity and
Soheily (2003)
-ARDL

-Electricity consumption, I(1)
-Real price of electricity, I (1), (-0.14 / -0.03)

1970-2003 (34 years)
-ADF
Aggregate

-Real GDP, I (1), (0.27 / 0.26)

the

consequent

reduction

decreased

82

Autoregressive distributed lag (Pesaran et al., 2001).
Error-Correction Model.
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demand

environmental

pollution less than natural gas and oil.
-Adjustment

speed

equilibrium: -0.19

81

electricity

towards

long-run

Table 3.3: (Continued)
Authors

Methodology

Sample

Unit Root

Sector

Test

Variables and Elasticities

Conclusion

-Industrial electricity consumption, I(1)

Askari (2003)

-Real industrial electricity price, I(1),

1974-1999 (26 years)

(-1.42 to -2.02 / -0.53 to-0.55)
-Squared real price of industrial electricity, I(1)

Industrial

-Real industrial value added, I(1), (1.22 to 1.34 /

Continuing electricity subsidies for the

0.30 to 0.36)

agricultural and industrial sectors would

-Dummy variable for the quality of electricity

lead to greater insensitivity to pricing

-ECM

supply, (0 to -0.06 / 0)

policies. Indeed, the price of electricity is

-ADF

-Public electricity consumption, I(1)

an inappropriate tool to manage electricity

- PP84

-Real public electricity price, I(1),

demand and encourage consumers toward

(-0.66 to -2.47 / -0.46 to -0.99)

electricity

-Squared real price of public electricity, I(1)

commercial sector the price could play a

-Real public value added, I(1), (0 to 1.73 / 0 to

more important role compared to that in

0.31)

the industrial and agricultural sectors.

-EG

Public

83

-Dummy variable for the quality of electricity
supply, (0.04 to 0.14 / 0 to 0.11)

83
84

Engle & Granger (1987).
Phillips & Perron (1988).
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conservation.

But

in

the

Table 3.3: (Continued)
Authors

Methodology

Sample

Unit Root

Sector

Test

Variables and Elasticities

Conclusion

-Agricultural electricity consumption, I(1)
-Real agricultural electricity price, I(1),
Agricultural

(-0.27 to -0.67 / -0.14 to -0.60)
-Real agricultural value added, I(1),
(2.06 to 2.54 / 1.09 to 1.31)
-Dummy variable for the quality of electricity
supply, (-0.23 to 0.30 / 0)
The impact of an income shock on
electricity demand is bigger than the effect

Amini Fard & Estedlal (2003)

1967-2000 (33 years)

Residential

-Electricity consumption, I(1)

of an electricity-price shock. The reason

-JJ

-Real electricity price, I(1), (-0.59 / 0)

for the low price elasticity is the small

-ECM

-Real liquid-gas price, I(1), (0.46 / 0)

proportion

of

-ADF

-Real disposable income, I(1), (0.24 / 0)

household

expenditure.

-Number of consumers, I(1), (1.10 / 0.64)

elasticity shows that electricity is a

an

electricity bill
Low

in

income

necessary good for households.
-Adjustment speed to long-run mean:-0.50
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Table 3.3: (Continued)
Authors

Methodology

Sample

Unit Root

Sector

Test

Variables and Elasticities

Conclusion

-Residential electricity consumption
Askari (2002)
1995-1999 (Panel data)
__________________________
Residential

-GLS85
No unit root
test

-Real residential electricity price (-1.36 / -0.97)

Due to elastic price elasticity, pricing

-Squared real price of residential electricity

policies could be appropriate tools for

(0.44 / 0.32)

controlling residential electricity demand.

-Real price of substitute fuel (0.48 / 0.34)

The rich and climatically warm provinces

-Real income (0.16 / 0.11)

have higher price elasticities than other

-Lagged residential electricity demand (0.41 /

provinces.

0.29)

85

Generalised Least Squares.
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3.5 Summary
The 1970s energy crisis, concerns about greenhouse-gas emissions and increasingly scarce
energy resources have led to a growing focus on energy consumption, as evidenced by recent
studies. The aim of these studies has been to present reliable information to policy-makers.
Empirical studies on energy focus on either developing a causality approach or modelling
electricity demand.

The studies on causality are mostly bivariate, mainly focusing on the relationship
between GDP and electricity consumption, or per-capita values of these series. A survey of the
literature reveals mixed results; some studies have found the causality running from electricity
consumption to GDP; others have found a causality running in the opposite direction; and a few
studies have found no relationship between the two variables.

A number of studies have focused on modelling aggregate and disaggregate electricity
demand in different countries using a wide range of methodologies, with varying results. A
majority have focused on aggregate electricity demand, and some have focused on modelling
electricity demand in different sectors. However, despite the vast amount of research, several
gaps remain: omissions of some possibly important variables; the absence of studies focusing on
the public sector and only a limited number focusing on the agricultural sector; a neglect of
analysing sectoral and aggregate electricity demand in the same study; failure to take into
account possible breaks in the data series; and failure to test for parameter stability. This thesis is
pioneering in that it addresses all of these vital gaps by including all the important variables for
each sector and at the aggregate level, and applying an appropriate research methodology.
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The studies discussed above are based on either the theory of consumer behaviour or
minimisation of production costs. However, none of the studies adequately explained the
theoretical foundations of their empirical analysis. In contrast, this thesis will explicitly address
the theoretical framework used for analysis of the residential, industrial, agricultural and public
sectors. It is the first research to introduce a theoretical structure for analysis of electricity
demand in both the agricultural and public sectors for Iran. The applied theoretical framework
appropriate for the case of Iran will be discussed in Chapter 4, which provides the basic model
and the explanatory variables applied in this study.
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Chapter 4

Theoretical Framework
4.1 Introduction
This chapter discusses theoretical concepts relating to electricity demand in the residential,
public, industrial and agricultural sectors. To begin, the use of electricity has different
characteristics in different sectors. Households and public consumers use electricity for lighting,
air conditioning, cooking and other electrical appliances, while producers use electricity to
operate industrial machines. Electricity consumption by households affects consumer welfare,
whereas for industries electricity is an input in the production process similar to labour and
capital. The rational behaviour of households is based on maximisation of utility subject to a
budget constraint, while the producer is interested in maximising profit or minimising production
cost.

For the purpose of this thesis, public and commercial consumers constitute the electricity
demand of the public sector. In this sector, electricity is consumed predominantly by public
consumers (66%), mainly governmental and non-profit organisations. Unlike producers, these
organisations use electricity in the same way as residential consumers for lighting, air
conditioning and electrical appliances. Therefore, the behaviour of these organisations will be
studied using the same framework as that introduced for residential electricity demand. This is
the basis for the theoretical framework of electricity demand in different sectors, which will be
further developed in this chapter.
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The core objective of this chapter is to discuss the determinants of electricity demand in
the residential, industrial, agricultural and public sectors, and to outline the characteristics of the
Iranian power industry. Currently, the transmission network of the power industry in Iran is
managed by the government, while electricity generation and distribution are controlled by both
the private and government sectors, but predominantly by the state. The electricity price is set by
the government, and economic, social and political considerations play an important role in the
determination of electricity pricing in Iran (Bureau of Electricity and Energy Planning, 2010,
BEEP).

Based on data provided by the Iranian Ministry of Energy, the retail electricity price at all
levels of consumption is below its production cost, and, therefore, there exists an implicit
subsidy equal to the difference between the retail price and production cost (BEEP, 2010). The
gap between the electricity price and production cost is not covered by consumers or suppliers;
instead, the financial deficit of the power industry is covered by the state. To support low-income
households, and in the interest of social fairness, the implicit subsidy is mainly allocated to lowincome consumers, who consume smaller amounts of electricity, through non-linear tariffs. In
other words, the price of residential electricity varies based on the consumption level, rising
when a household`s electricity consumption increases.

The objective of the government is to reform the subsidised electricity price and bring it
into line with its cost of production. The Iranian parliament approved the Targeting of Subsidies
Plan in May 2010. The aim of the plan is to remove the subsidy on different commodities,
including electricity, gradually during the years of the Fifth Five-Year Economic, Social and
Cultural Plan (2010-2014). It is expected that demand for electricity will decline during this
121

period, and that the plan will generate enough financial resources to replace and update present
capacity and ensure sustainable supply.86 The impact of the new pricing policy and various
policy simulations will be investigated in Chapter 7 by means of dynamic models developed for
this purpose, emphasising a simulation approach.

The remainder of this chapter is structured as follows: Section 4.2 explains the theoretical
framework for the residential and public sectors. This includes the basic framework and
extensions to it for these two sectors for the case of Iran. Section 4.3 provides an overview of the
theoretical framework for the industrial and agricultural sectors, including the basic framework
and extensions to it for the Iranian industrial and agricultural sectors. Section 4.4 presents a
summary of the chapter.

4.2 Residential and Public Electricity Demand
The theoretical foundation of studies on residential electricity demand is based on either a
household production function or theories of consumer behaviour. Becker (1965), Muth (1966),
Lancaster (1966) and Deaton and Muellbauer (1980) developed the household production
function theory. Based on this approach, commodities purchased in the market are considered as
inputs to the household production process. Households combine the purchased goods and
produce composite commodities. The composite goods contribute to the household utility
function and directly influence the consumer’s utility. As a result, electricity is a good that is
purchased by households in the market and combined with a capital stock of appliances to
produce an electric composite commodity (Dubin, 1985; Flaig, 1990). According to household

86

Chapter 2 contains more details regarding electricity pricing in Iran and the current pricing policy.
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production function theory, residential electricity demand is derived as a function of the price of
composite goods produced by households (such as food) and the price of electrical appliances
along with the main determinants of energy consumption (price, income, price of substitute
energy). Most studies on residential electricity demand cannot obtain the necessary data to apply
this theory. Hence, a major part of the relevant literature is based on the theory of consumer
behaviour.

Consumer-choice theory has developed over the past century. Several studies have
focused on equilibrium between consumers' preferences and expenditures by maximising utility
subject to a budget constraint. The concept of consumer theory was developed by Slutsky (1915),
who completed the work of Pareto (1892) on utility and consumer demand. Some of the other
pioneering scholars focusing on this theory are Allen (1934), Houthakker (1961), Chipman et al.
(1971) and Samuelson (1974).

The consumer-behaviour approach is the most prevalent theoretical framework in studies
of residential electricity demand. According to this theory, goods bought from the market
directly affect a consumer’s utility. Therefore, a consumer’s utility is a function of the quantity
of goods purchased and consumed. To be precise, electricity is a good that has direct effects on
consumer utility, and not indirect impacts through electric composite goods. As a result,
maximisation of consumer utility subject to a budget constraint results in the demand for
electricity being a function of electricity price, household income and the price of substitute fuels
for electricity.
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Due to the lack of data and appropriate proxies for the price of composite goods produced
by households and for the price of electrical appliances in Iran, household production function
theory is not applicable. The theory of consumer behaviour is the theoretical framework used in
Iranian studies of residential electricity demand. The study of Askari (2002) on residential
electricity demand in Iran is the only study explaining its theoretical framework. Askari (2002)
followed the model first proposed by Munasinghe and Dias-Bandaranaike (1983, MD), who
argued that consumer utility is a function of the services of non-energy goods and the energy
service, including services of electricity and substitute energy for electricity. The MD study
considered electricity services as a function of electricity demand and quality of electricity
supply: the utility function was then maximised subject to a consumer budget constraint. The
results suggested that electricity consumption is a function of the electricity price, the square of
the electricity price, the price of substitute energy, household income and the quality of
electricity supply. Askari (2002) regarded the rate of power outage as a proxy for the quality of
electricity supply. The rate of power outage was obtained as the ratio of the quantity of
electricity (which could be used when there is a power outage) to the quantity of electricity
supply. It is worth mentioning that for the sample period of the current thesis, time-series data for
the power-outage rate is not available.

4.2.1 Basic Framework
This study analyses residential electricity demand for Iran in the context of consumer behaviour
theory. Therefore, the utility function of a consumer (U) in any given time period is defined as:

U  U  Qe , Qs , Qx , G 

(4. 1)
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where Qe and Qs are the quantity of electricity and its substitute goods, respectively, Qx is the
quantity of other goods, and G is geographical and demographic features that define the
household’s preference (Filippini, 1999). Proxies will be used to investigate the impacts of
geographical, demographic and other factors, and represent a contribution of this thesis. More
details about G are available in the following sections.

The household consumer is assumed to maximise their utility subject to a budget
constraint, so:

L  U  Qe , Qs , Qx , G   ( PQ
e e  PQ
s s  PxQx  Y )

(4. 2)

where L is a function of the original variables Qe, Qs and Qx plus λ, which is the Lagrangian
multiplier, and Pe, Ps and Px are the prices of Qe, Qs and Qx, respectively. Y is household
consumer income and G, as mentioned above, is geographical and demographic factors. In Iran,
Pe is the regulated price of electricity set by the government. Indeed, there exists an implicit
subsidy equal to the difference between the electricity retail price and production cost.

The assumption is that prices and income are fixed in a given period. Taking the first
derivative of Equation 4.2 with respect to Qe, Qs, Qx and λ results in a system of equations.
Solving the equations gives the demand for electricity and other commodities (Lakhani & Bumb,
1978). The electricity demand function (Qe) of a single consumer per time period is given by:

Qe  f ( Pe , Ps , Px , Y , G)

(4. 3)
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The total consumption of electricity by all the consumers (Q) can be derived by summing the
individual quantities. Therefore, the demand for n consumers in a given period is:

n

n

i 1

i 1

Q   Qei   f i ( Pe , Ps , Px , Y , G )

(4. 4)

If the demand function is characterised by constant elasticity of demand, then the total
electricity demand of n consumers at time t is:

Qt



Pet Pst Pxt Yt Gt

(4. 5)

Taking the log transformation of Equation 4.5 the demand function can be given by:

qt   pet   pst   pxt   yt   gt

(4. 6)

where the lowercase letters display the log values of the variables. The parameters α, β, τ, γ and δ
are estimates of the elasticity of price, substitute commodity, other goods, income and the
elasticity of geographical and demographic factors respectively.

Since public and commercial consumers constitute of the public sector, it should be noted
that separate data for commercial and public electricity users is not available before 1994. In the
current study, the public and commercial electricity demands are combined and will be evaluated
under the heading of the public sector; henceforth, the public sector includes data for both the
public and commercial sectors.
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In 2009, about 66% of public electricity was consumed by public end users and 34% by
commercial consumers (TAVANIR, 2010b, author's calculations). Consumers in the public
sector are, therefore, predominantly public consumers who are mainly governmental and nonprofit organisations. This group of organisations use electricity for lighting, air conditioning and
electrical appliances in the same way as residential consumers, rather than as an input, as in the
case of producers. In addition, they do not seek profit, unlike producers. Therefore, the behaviour
of these organisations in the context of electricity consumption is far more like that of residential
consumers than industrial and agricultural consumers. Hence, public electricity demand for Iran
will be analysed in the framework of consumer behaviour rather than producer behaviour. This
study is the first study focusing on the Iranian public sector from the perspective of a public user
rather than a commercial user.

4.2.2 Extension to the Basic Framework
Previous Iranian studies have simply considered electricity demand to be dependent on the
electricity price, income/value added and the price of substitute fuel, although Holtedahl and
Joutz (2004) argue that electricity-demand modelling for developing countries might be different
to that of industrialised countries. To present a theoretical framework of residential and public
electricity demand applicable to Iran it is necessary to consider economic, demographic and
geographic features. This study will introduce a modified model that includes the most important
determinants of residential and public electricity demand for the case of Iran.

Holtedahl and Joutz (2004) and Halicioglu (2007) suggested using the rate of
urbanisation as a proxy for economic development. This approach seems suitable to the case of
Iran as a developing country. But it should be noted that the Iranian government has made many
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efforts to raise the standard of living in rural regions, and to control migration from rural areas to
cities. From another perspective, economic development can increase social wellbeing through
providing critical infrastructure such as electricity. Therefore, the number of electrified villages
might be a more appropriate proxy for economic progress in Iran. Another measure of
development is the literacy rate. This is relevant in the context of this study on the basis that
literate people are more familiar with technology and modern electrical appliances and can,
therefore, be expected to consume more electricity than illiterate people. All these proxies for
economic development will be tested in this thesis to find out which is most appropriate for
modelling residential and public-sector electricity demand in Iran.

Fisher and Kaysen (1962) argued that the stock of electrical appliances is another
important factor to consider in electricity-demand modelling. It is expected that the stock of
electrical appliances will have a positive impact on electricity consumption. In general, and for
Iran specifically, most studies have disregarded this issue due to lack of time-series data. In this
study total annual final expenditure on home durable goods (which includes electrical-appliance
expenditures) and total annual expenditure on the fixed capital of public buildings are considered
as proxies of the stock of electrical equipment for the residential and public sectors, respectively.
The rationale for such a relationship is that an increase in either of these variables means a higher
number of durable goods including electrical appliances. In addition, more fixed capital
expenditure on existing buildings implies new building construction, and requires the provision
of more electrical appliances. It is expected that these two proxies will have a positive impact on
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electricity demand. Because these proxies are flow variables, the formula proposed by
Chowdhury and Levy-Livermore (1998) is used to convert them to stock variables.87

The residential and public sectors use electricity for air conditioning. This means that
variations in temperature may affect electricity demand. The only Iranian study that has
attempted to examine the effect of climate on residential electricity demand is that of Amini Fard
and Estedlal (2003). Results from unit root tests implied that weather variables were I(0), which
meant they were not cointegrated with other variables and so were omitted from the model.

It is important to note that the cost of electricity is between 0.5% and 1.7% of the total
expenditure of an Iranian household (BEEP, 2011). Moreover, electricity is an essential service
for households. These two facts support the assertion that changes in the price of other goods
(pxt) cannot play a significant role in households' electricity consumption. Therefore, considering
the small sample size of this study and to save degrees of freedom, pxt is omitted from the
residential model.
After inserting these features, the modified model of residential electricity demand is
redefined as:

87

The applied formula to translate flow variables into stock variables is as follows:
Ct  Ft  (1  d )Ct 1
where C is the value of the stock variable, F is the value of the flow variable and d is the depreciation rate. The
initial value of the stock variable (C0) can be computed from the following formula:
C0 

1
F1
, g
T
g  (1  d )

T

Ft

F
t 1

t 1

where T is the sample size. In the current research due to the lack of data for the depreciation rate in the case of
final expenditure on home durable goods and capital of public buildings (proxies for stock of electric appliances),
several rates (zero, 1, 3 and 5%) will be tested in the models.
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crt   pet   pst   yt   et   st   wt

(4. 7)

where cr is electricity consumption of the sector, y is household income; e, s and w represent
economic progress, stock of electrical appliances and weather conditions, respectively; and θ, φ
and η are their respective elasticities. Other variable definitions are the same as for Equation 4.6.
Therefore, residential electricity demand is considered as a function of the following factors:

-

Residential electricity price.

-

Price of substitute fuel for electricity in the residential sector.

-

Household income.

-

Economic progress, proxied by the literacy rate, urbanisation rate or number of electrified
villages.

-

Stock of electrical appliances, proxied by total annual final expenditure on home durable
goods.

-

Weather conditions, proxied by cooling degree days, heating degree days or total degree
days.

The modified model of public electricity demand is redefined as:

cpt   pet   pst   pxt   yt   et   st   wt

(4. 8)

where cp is electricity consumption of the sector and y is value added of the public sector. Other
variable definitions are the same as for Equations 4.6 and 4.7. Therefore, public electricity
demand is considered as a function of the following factors:
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-

Public electricity price.

-

Price of substitute fuel for electricity in the public sector.

-

Price of other goods used by public consumers.

-

Value added in the public sector.

-

Economic progress, proxied by literacy rate, urbanisation rate or number of electrified
villages.

-

Stock of electrical appliances, proxied by total annual expenditure on the fixed capital of
buildings for the public sector.

-

Weather conditions, proxied by cooling degree days, heating degree days or total degree
days. All three indices will be explained in the data section of Chapter 5.

4.2.3 Contribution of the Theoretical Framework
This thesis is pioneering in that it fills the existing gap in the literature relating to investigations
of the impact of weather conditions on residential and public electricity consumption. An
additional contribution of this study is to examine the effect of economic development. A further
contribution is its examination of the impact of the stock of electricity-using appliances on
residential- and public-sector electricity consumption. No Iranian study to the best of the author's
knowledge has investigated the impact of weather conditions and economic progress on
residential and public electricity demand. Moreover, numbers of electrified villages, expenditure
on home durable goods and fixed capital on public buildings have not been considered by any
other studies in estimating electricity demand.

This study applies the above-mentioned variables (technological progress, stock of
electric appliances and weather conditions) to estimate reliable electricity demand models
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applicable to Iran. This achieves two main contributions and objectives: first, to estimate
electricity models that illustrate the main determinants of electricity demand; and second, to
calculate the elasticities of determinants of electricity demand in residential and public sectors,
including price and income elasticities. Moreover, this thesis will investigate the impacts of the
new electricity pricing policy. It should be noted that the government plans to set a price
schedule for electricity that is intended to encourage consumers toward efficient electricity
usage. Therefore, another contribution of this research is to measure the impact of the new
electricity pricing policy in Iran through a simulation approach. The results will help policymakers understand the magnitude of consumers` sensitivity to changes in electricity prices, as the
findings of price elasticities let them predict changes in electricity demand due to increases in the
electricity price. In this way, forecasts of electricity demand will be possible, facilitating the
planning of new capacity to secure a sustainable supply. Finally, this thesis seeks to present
electricity models and forecast electricity demand in future years. The detailed methodology will
be discussed in Chapter 5.

4.3 Industrial and Agricultural Electricity Demand
The rational behaviour of a firm can be modelled on the basis of maximising a profit function or
minimising a cost function. Profit-maximisation subject to a production function generates
demand for a product as being a function of the price of the product, the level of output, the
proportion of inputs in production and the price of inputs. Several studies on industrial electricity
demand apply the producer profit-maximisation theory include those by Lakhani and Bumb
(1978) and Tishler (1983). On the other hand, some studies of electricity demand, such as Baxter
and Rees (1968), describe the behaviour of the industrial consumer through minimising
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production cost subject to the production function constraint. The result is that the demand for an
input is a function of the output level and price of the inputs.

Due to the lack of data on the proportion of an input in production and on the price of the
product, the approach based on profit maximisation is not applicable to the case of Iran.
Consequently, the cost-minimisation theory is the theoretical framework generally used in
Iranian studies of industrial and agricultural electricity demand. The studies of Askari (2003) and
Azarbaijan et al. (2006) are the only studies to have focused on these sectors. Askari (2003)
studied both sectors, while Azarbaijan et al. (2006) focused only on the industrial sector. Both
studies used the theoretical foundation proposed by Munasinghe and Dias-Bandaranaike (1983),
which is a cost-minimisation model.

The model of Munasinghe and Dias-Bandaranaike (1983) considered production as a
function of energy services (including the services of electricity and other kinds of energy) and
the services of other production factors such as labour and capital. Moreover, electricity service
was considered as a function of electricity demand and the quality of electricity supply. They
minimised the production cost subject to the production-function constraint, and introduced
electricity consumption of an individual firm as a function of the electricity supply quality, the
electricity price, the square of electricity price, the price of substitute energy for electricity and
the firm's value added. Askari (2003) considered the rate of power outage as a proxy for the
quality of electricity supply, while Azarbaijan et al. (2006) considered a dummy variable for
frequency distortion88 as a proxy for it. The dummy variable had a value of one for years where

88

Distortion occurs when the relative magnitudes of the different frequency components of a wave are changed
during transmission or amplification (http://www.answers.com).
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the frequency distortion was lower than the average, and zero for years where the frequency
distortion was higher than average. Both studies showed a low elasticity of electricity demand
from the industrial sector with respect to the quality of electricity supply. In this thesis, due to
employing a different theoretical framework, it is not possible to examine the impact of supply
quality, but it can be justified that the quality of electricity supply is associated with the level of
technology in the power industry. In the current research technological progress of the electricity
industry has been taken into account through incorporating the technological progress of the total
industrial sector.

Electricity in the industrial and agricultural sectors is used both as an input to operate
machinery and for lighting, air conditioning and air ventilation. Specific data on electricity
demand for air conditioning is not available; the available data combines both types of electricity
consumption. Therefore, the assumption made in this study is that electricity in the industrial and
agricultural sectors is used only for the operation of machinery. To investigate the impact of
temperature on the second type of electricity demand in these sectors, the relevant variables will
be added to the final model.

4.3.1 Basic Framework
The focus of this thesis is on the cost-minimisation approach. As a result production by the
industrial and agricultural sectors is considered to be a function of electricity demand input and
demand for inputs of labour, capital and other inputs. Therefore:

Q  f ( De , Ds , L, K )

(4.9)
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where Q is the level of output and De, Ds, L, and K are the quantity of electricity, its substitute
energy, labour and capital respectively.

The impact of technological progress on the level of energy demand, and consequently on
the level of production is undeniable. In several studies researchers have argued that it is
essential to take into account technological progress in energy modelling (Beenstock &
Willcocks, 1981; Dilaver & Hunt, 2011; Hunt et al., 2003; Kouris, 1983a; b). Therefore, the
production function of an individual firm is redefined as:

Q  f ( De , Ds , L, K , T )

(4.10)

where T is the embedded technology of production equipment. Minimisation of production cost
subject to the constraint of the production function presents the electricity demand of the firm
(De) as follows:

De  f (Q, Pe , Ps , Pl , Pk , T )

(4. 11)

where Pe, Ps , Pl and Pk are the price of electricity, its substitute fuel, labour and capital.

For m consumers the power demand is the sum of the electricity consumption of all firms
in the industry:

Qet



m

 Dei

(4.12)

i 1
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where Qet is the electricity demand of the industry. Therefore:

Qet  f (Q, Pe, Ps , Pl , Pk , T )

where

is total output of the industry,

(4.13)

is the technology of the industry and Pe´, Ps´, Pl´ and

Pk´ are the average price of De , Ds , L and K respectively for the whole industry.

Let the functional form of demand assume constant elasticity, then:

Qt  T Q Pe Ps Pl Pk 

(4. 14)

After taking logarithms the equation is:

qt  t   q   pe   ps   pl   pk

(4. 15)

where ρ, α, β, δ and τ are the parameters, and the lowercase letters display the log values of the
variables.

4.3.2 Extension to the Basic Framework
Due to several reasons, such as the government's domination of the industrial sector, political
and economic sanctions and low energy pricing, the technology of Iranian industries has
remained outdated; this is one of the controversial features of Iranian industry. The operation of
old industrial and agricultural machinery in Iran has led to high electricity consumption
(TAVANIR Deputy of Human Resources and Research, 2008) in these two sectors. Kouris
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(1983a; b) argued that technology is an essential factor for energy-demand modelling, but there
is no explicit method available to measure it. It is expected that modern industrial and
agricultural machinery results in lower electricity consumption.

As indicated, a proportion of electricity consumption of the industrial and agricultural
sectors is for the air conditioning of buildings. Therefore, it seems necessary to investigate the
impact of weather conditions on the electricity demand of agricultural and industrial consumers.
It is worth mentioning that climate may have further effects on the electricity demand of the
agricultural sector. A substantial proportion of electricity in this sector is used for water
pumping. Therefore, it is expected that on rainy days the need to apply water pumps declines;
thus the amount of precipitation may influence agricultural electricity consumption.

To adapt the electricity-demand model for the case of Iran, the features discussed above
are considered in the model. Moreover, due to the lack of data for pk and pl, one proxy will be
considered for both series. This proxy (px) is the difference between intermediate expenditure
and the electricity cost, which represents the expenditure on other inputs except electricity.
Therefore, the model of industrial electricity demand in Iran is redefined as:

cit  t   q   pe   ps   px   w

(4. 16)

where ci is industrial electricity consumption, t is the technology level of machinery as proxied
by the fixed capital of machinery, px is the intermediate expenditure of the industrial sector
excluding electricity cost and w presents weather conditions. Other variable definitions are the
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same as for Equation 4.15. Therefore, industrial electricity is considered as a function of the
following factors:

-

Value added in the industrial sector.

-

Industrial electricity price.

-

Price of substitute fuel.

-

Price of other industrial inputs.

-

Technological progress, proxied by fixed capital of industrial machinery.

-

Weather conditions, proxied by cooling degree days, heating degree days or total degree
days.

The model for agricultural electricity demand in Iran is therefore defined as:

cat  t   q   pe   ps   px   w  tp

(4. 17)

where ca is agricultural electricity demand, t is the technology level of machinery as proxied by
the fixed capital of machinery, px is the intermediate expenditure of the industrial sector
excluding electricity cost, w is weather conditions, tp denotes the amount of precipitation and μ
is the elasticity of tp. Other variable definitions are the same as for Equation 4.15.

Agricultural electricity is considered as a function of the following factors:

-

Value added in the agricultural sector.

-

Agricultural electricity price.

-

Price of substitute fuel.
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-

Price of other agricultural inputs.

-

Technological progress, proxied by fixed capital of agricultural machinery.

-

Weather conditions, proxied by cooling degree days, heating degree days or total degree
days.

-

The amount of precipitation.

4.3.3 Contribution of the Theoretical Framework
The contribution of this research is threefold. First, it aims to investigate the impacts of factors
that seem to be significant for modelling industrial and agricultural electricity demand in Iran,
such as the impact of technology. The regarded proxy for technology is the fixed capital of
industrial and agricultural machinery. The reason for such a relationship is that higher fixed
capital in the form of machinery represents increasing investment in new machinery and
consequently the introduction of more technology into these sectors.

The second contribution is to examine the effect of weather conditions on electricity
demand from the Iranian industrial and agricultural sectors, and the effect of the amount of
precipitation on agricultural electricity demand. To the best of the author`s knowledge the effect
of weather conditions has been examined in only a very limited number of studies on the
industrial sector, and in no study on agricultural electricity demand in different countries.

The final and key contribution of this thesis is to present price and income elasticities and
reliable demand models for industrial and agricultural electricity that can be applied to Iran. As
already noted, electricity pricing in Iran is determined by the government and is cheap, resulting
in a low efficiency of electricity consumption. The government plans to set a price schedule to
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decrease inefficient electricity demand in the industrial and agricultural sectors. In this way
policy-makers will attempt to persuade consumers to use electricity efficiently. This study
investigates the impacts of new pricing policy through a simulation approach. Therefore, the
results will provide reliable information about consumer behaviour and the magnitude of
consumers` sensitivity to electricity price changes in all four sectors. The models will be applied
to forecast the magnitude of future electricity demand. This enables planning for an efficient
level of electricity generation to secure a sustainable supply. The data and methodology that will
be applied for estimation of the models are discussed in the next chapter.

4.4 Summary
Over the past four decades electricity-consumption studies in Iran have been conducted without
adequately considering the key features of the power industry, and simply applying the
determinants of electricity demand used in studies of developed countries. However, effective
energy modelling for developing countries is different to that for industrialised countries
(Holtedahl & Joutz, 2004). Two theoretical concepts of electricity demand that can be used in the
context of the residential and public sectors are household production function theory and the
theory of consumer behaviour. The demand behaviour of industrial consumers can be studied
through the concepts of either minimising production cost or maximising production subject to
the production function constraint.

The current thesis introduces a theoretical framework for Iranian residential, public,
industrial, and agricultural electricity demand that considers the economic and geographic
situation of the country. The theoretical framework introduced to analyse residential and public-
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sector electricity demand is based on consumer behaviour theory, whereby the aim is to
maximise consumer utility subject to household budget constraints. Therefore, demand for
electricity is derived as a function of electricity price, price of substitute goods, income and other
exogenous factors. The theoretical framework for analysing industrial and agricultural electricity
demand is founded on the theory of minimisation of production cost, subject to the production
function constraint, from which basis the quantity of electricity demanded is derived as a
function of output of the industry, the price of electricity, the price of substitute fuel, labour and
capital input and other exogenous factors.

The contribution of the current research associated with the residential and public sectors
is to investigate the impact of economic development, the stock of electrical appliances and
weather conditions on public and residential electricity consumption in Iran. The rates of
urbanisation and literacy and the number of electrified villages are used as proxies of economic
progress. Final expenditure on home durable goods and fixed capital spending on public
buildings are used as proxies for the stock of electricity-using equipment. Two other
contributions of this research are to estimate models, and elasticities, of electricity demand that
aim to predict future electricity consumption; this will be of considerable assistance for policymaking in Iran.

The contribution of this study on the subject of the industrial and agricultural sectors is to
examine the impact of weather conditions and the technology of industrial and agricultural
equipments as proxied by the value of fixed capital of machinery, on electricity demand. Along
with cooling degree days, heating degree days and total degree days, which are examined for
their effect on electricity consumption in both sectors, for the agricultural sector the amount of
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precipitation is also examined. Similar to the residential and public sector, elasticities and models
of industrial and agricultural electricity demand will be estimated and the amount of electricity
consumption in coming years will be forecast.

It is worth noting that subsidisation of electricity in Iran is implicit, so it is not possible to
insert a variable related to the subsidy into the model. The current pricing policy is to remove the
subsidy and increase prices gradually until they become equal to the relevant production cost.
The impact of the new pricing policy will be investigated through a simulation approach for the
residential, public, industrial and agricultural sectors. This study is the first attempt to investigate
the impact of the new electricity pricing on the electricity demand of consumers. The applied
methodology will be discussed in detail in the next chapter.

142

Chapter 5

Econometric Methodology
5.1 Introduction
The purpose of this thesis is to estimate the behavioural models of electricity demand in the
Iranian residential, industrial, agricultural and public sectors, and at the aggregate level, as
developed in Chapter 4. However, before performing any empirical estimation of the models, it
is necessary to analyse whether the series are stationary or non-stationary.

Chapter 3 reviewed the different methods used in the literature on electricity-demand
modelling. Among the various approaches that have been used in the literature, the cointegration
technique enables the estimating of long- and short-run models. Chapter 4 discussed the major
determinants of electricity demand in different sectors based on theoretical concepts. This thesis
employs the theoretical framework of electricity demand suggested in Chapter 4 and models
electricity consumption

in

the

subsectors

through

the

cointegration

technique. The

present chapter will discuss the methodology adopted in the current research.

Before the model for Iranian electricity demand is estimated, it is necessary to define
whether the time-series data for the relevant variables contain trends or not and whether the
trends are deterministic or stochastic. It is also important to check for structural breaks, as unit
root tests that fail to detect the presence of a structural break in a series can lead to a biased result
for the unit root test (Perron, 1989). Kunitomo (1996) argues that, in the presence of structural
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change, traditional cointegration tests which do not allow for a structural break may produce
“spurious cointegration results”. In the case of Iran, since the 1970s, several important political
and economic incidents (such as the Islamic revolution and the Iran-Iraq war) may have affected
the macroeconomic series and consequently the microeconomic data, including the applied series
used in this thesis. Therefore, it is important to check the time series for stationarity and
structural breaks.

As noted in Chapter 3, all the literature on Iranian electricity demand has used the ADF
and/or PP test, which are criticised due to low explanatory power and size-distortion problems.89
This chapter discusses unit root tests with endogenously determined structural breaks to fill the
existing gap in Iranian studies, and, subsequently, cointegration approaches, which take into
account the results of structural breaks. The chapter proceeds as follows. Section 5.2 reviews unit
root tests, including conventional unit root tests and unit root tests with breaks. Section 5.3
discusses cointegration techniques, including the Autoregressive Distributed Lag (ARDL)
approach (Pesaran et al., 2001, ARDL). The methodology of the short-run model is discussed in
Section 5.4. Model specification is presented in Section 5.5. The sample and data sources are
explained precisely in Section 5.6. The last section, 5.7, summarises the chapter.

5.2 Unit Root Tests
Examination of a data series for stationarity is an important step in time-series analysis.
A stationary time series has constant statistical properties (mean, variance and autocorrelation)
over time and is integrated of order zero, I(0). If a series after differencing d times becomes

89

Resulting in incorrect rejection or non-rejection of the null hypothesis.
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stationary it is integrated of order d, I(d). Such variables are called non-stationary series or unit
root variables. They have a trend-like behaviour over time, rather than fluctuating around a
constant mean.

Applying a non-stationary series in a regression analysis leads to spurious inferences.
That is, a model may present causality relationships, significant t-statistics and high R2, when the
series are not related causally (Granger & Newbold, 1974). Fuller (1985) argued that using nonstationary variables causes false t-test and F-test values for the estimation of coefficients, which
have an infinite limiting distribution of the asymptotic variances. A unit root test is used to
determine whether a series is stationary or non-stationary.

5.2.1 Conventional Unit Root Test
Dickey and Fuller (DF) (1979) proposed the basic concept of unit root tests to investigate the
stationarity of time-series data. The DF test involves estimating the following equation:

yt   yt 1  xt'  ut

t=1, 2, …,

(5. 1)

where y is the time series being tested for a unit root at time t and T is the number of
observations. xt is the exogenous variable (a constant or a constant and trend). ∆ denotes the first
difference operator. ut is an independent and identically distributed error term.

Dickey and Fuller (1979) found that the t-statistic of α does not have a t-distribution
under the null hypothesis (H0: α=0, the series is non-stationary). They computed the critical
values for different tests and sample sizes and MacKinnon (1991) presented a larger set of
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critical values and p-values for different sample sizes. The study of Dickey and Fuller (1979)
became the basis for a number of subsequent unit root tests.

Further, Dickey and Fuller (1981) developed a parametric correction of the DF test, the
Augmented Dickey-Fuller test (ADF), for a higher order of correlation by adding k lagged
differences of y to Equation 5.1, as follows:

k

yt   yt 1   i yt i  xt'  ut

(5. 2)

i 1

where the lagged terms correct serial correlation in the error terms, and the number of the lags is
defined by the Akaike Information Criterion (AIC) (1974). The ADF statistic is drawn from the
t-statistics of α in Equation 5.2, and the null hypothesis of the test is the presence of a unit root
(H0: α=0) versus stationarity of the series (H1: α<1). If the t-statistic becomes negative,
significantly different from zero and less than the critical value the H0 is rejected. The tabulated
critical values are found in MacKinnon (1996).

The traditional belief was that shocks90 have a temporary impact, but Nelson and Plosser
(1982) found that the influence of shocks was permanent, and that most macroeconomic series
followed a random walk. Using the ADF tests, Nelson and Plosser (1982) challenged the
traditional belief. They studied 14 macroeconomic time series for the US. As Table 5.1 shows,
they found that 13 series were non-stationary;91 in other words, that the influence of shocks was
permanent for these variables. Perron (1989) challenged Nelson and Plosser’s (1982) work and
90

“In the statistical time series literature a shock is simply defined as an unexpected change in some variable”
(Ewing et al., 2007).
91
Appendix A contains more details about the variables and results of the test.
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showed that in the case of allowing for one break, most series were stationary. Perron’s (1989)
study marked the beginning of structural breaks as an important part of time-series analyses.

5.2.2 Unit Root Tests with Structural Breaks
Perron (1989) argued that the ADF unit root test can be biased when the series has a structural
break. Based on his study of the data set of Nelson and Plosser (1982), he confirmed that in the
presence of structural change, ADF tests were biased towards the non-rejection of the null
hypothesis. In addition, Leybourne et al. (1998) and Leybourne and Newbold (2000) showed that
if the break dates occurred during early periods of the series, the ADF tests could be biased
towards the over-rejection of the null hypothesis.

Table 5.1: Inferences of Unit Root Tests from Nelson & Plosser’s Data Set
Study

Number of breaks

I(0)

I(1)

Nelson & Plosser (1982)

0

1

13

Perron (1989)*

1 exogenous break

11

3

Zivot & Andrews (1992)†

1 endogenous break

7

7

Perron (1997)*

1 endogenous break

10

4

Lumsdaine & Papell (1997)†

2 endogenous breaks

8

6

Lee & Strazicich (2003)*

2 endogenous breaks

10

4

Popp (2008)*

1 endogenous break

1

12

Narayan & Popp (2010)*

2 endogenous breaks

5

8

† Assume no break(s) under the null hypothesis of the unit root.
* Assume break(s) under both the null and the alternative hypotheses.
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Unit Root Tests with One Structural Break
The results of Nelson and Plosser’s (1982) research showed the importance of unit root tests and
highlighted that the impacts of shocks were not transitory. Perron's criticism of Nelson and
Plosser’s (1982) findings and the results of Perron’s (1989) study revealed the significance of
investigating structural changes in a time series. In contrast with Nelson and Plosser (1982), it
clarified that most shock effects are temporary. Perron (1989) introduced three models of
structural breaks: Model A allowed a one-time break in the intercept of the series; Model B
contained a one-time break in the slope of the series and Model C allowed a one-time break in
both the intercept and slope of the series. The models included a unit root with an exogenous
break under the null hypothesis; the alternative hypothesis was a trend stationary series.

Perron (1989) allowed one exogenous structural break for the 1929 Wall Street Crash and
one for the 1973 oil price shock, and found that these incidents were the only shocks that had
permanent impacts on the series. The null hypothesis of the unit root was rejected for 11 of the
series (see Table 5.1).92 He called these variables trend-stationary with a break in 1929/1973. A
limitation of the Perron (1989) test was that it defined the break time exogenously that is, the
break date was not determined through the data-generation process.

The assumption of an exogenous break date in the study of Perron (1989) was criticised
by Christiano (1992). Christiano believed that “standard critical values when investigating for
structural break are severely biased in favour of rejecting the no-break null hypothesis, and
conventionally computed p values overstate the likelihood of the trend-break alternative
hypothesis because they do not take into account that, in practice, the date is chosen based on
92

Appendix A contains more details about the results of the test.

148

pre-test examination of the data” (1992, p1). Studies that test one endogenous structural break
are Zivot and Andrews (ZA) (1992), Perron and Vogelsang (1992), Perron (1997), Vogelsang
and Perron (1998), Bai and Perron (2003), Lee and Strazicich (LS) (2004) and Popp (2008).

Zivot and Andrews (1992) found that the assumption of Perron’s (1989) test, the known
break date, overestimates the evidence against the null hypothesis of the unit root. They
developed a modification of Perron’s (1989) test, allowing one endogenous structural break. The
nomenclature of the ZA test is similar to that used by Perron (1989). The ZA test introduced
three types of models for structural shifts. Model A included a shift in level; Model B allowed a
shift in slope; and Model C allowed a shift in intercept as well as in slope.

The ZA statistic test is defined based on all the figures of the data series: various
dummies are applied to determine the minimum t-statistic as the break date. In the ZA test the
null hypothesis indicates that the time series has a unit root process with a drift and without any
break; the alternative is that the variable is trend stationary with one endogenous break. Zivot
and Andrews (1992) found that seven out of 14 series of the Nelson and Plosser data set were
stationary at the 10% level and better (see Table 5.1).93 This clarified that the exogenous
definition of the break date led to over-rejection of the null hypothesis, as Perron (1989) found
11 I(0) series.

Perron and Vogelsang (1992) proposed a new test that could be used for non-trending
series, since the results of the unit root test could fail to illustrate some significant characteristics
of the series if the series contained a trend. Perron (1997) developed a modified version of the

93

More details about the results of the test can be found in Appendix A.
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Perron and Vogelsang (1992) test that could be applied to trending data. He defined three
different types of endogenous breaks: Innovational Outlier 1 (IO1) allowed a gradual shift in the
intercept; Innovational Outlier 2 (IO2) allowed a gradual shift in the slope and intercept; and
Additive Outlier (AO) allowed a sudden shift in the mean of the series.

Applying the same data set, Perron (1997) re-examined the findings of his study in 1989.
As seen in Table 5.1 the new inferences confirmed the robustness of the results of his previous
study, which examined the series with a unit root test allowing for one exogenous break.94 The
only inconsistent results were in the case of the GNP deflator and for two other variables,
employment and money stock, where the test showed ambiguous results, so it was hard to draw
conclusions about the stationarity of these two series. A comparison of ZA with Perron (1989)
revealed that the latter test showed less evidence in favour of a unit root null hypothesis than the
former test.

For the IO95 unit root test allowing one endogenous break test, there was evidence of
false rejections of the null hypothesis when a break occurred under the null hypothesis in finite
samples (Lee & Strazicich, 2001; Nunes et al., 1997). Popp (2008) also argued that the Perron
(1997) test was biased towards over-rejection of the null hypothesis when a break existed under
the null hypothesis. He proposed a new version of the Perron-type IO unit root test that did not
suffer from this problem. “Even for the case of a level and slope break for trending data, the

94
95

Appendix A contains more details about the results of the test.
“The IO-model assumes a gradual adjustment process after the occurrence of a break in the trend function” (Popp,
2008, p 1145).
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empirical size is near its nominal level. Furthermore, the test is able to identify the true break
date very accurately even for small breaks” (Popp, 2008, p1145).

Extending the nomenclature of the Perron and Vogelsang (1992) and Vogelsang and
Perron (1998) studies, Popp (2008) introduced four IO models. Model M0 allowed for a change
in the intercept for non-trending data; Model M1 allowed for an intercept shift for trending data;
Model M2 allowed for a break in intercept and slope and Model M3 allowed for a slope shift in
the series. He argued that the test statistics of the new test equations did not show false rejections
of the null hypothesis in the presence of a break under the null hypothesis.

Popp (2008) used the Nelson and Plosser data set and found 12 series to be nonstationary (Table 5.1). The only stationary series was real wages. 96 However, the results showed
that the estimated p-values were significantly different from the typical significance levels. This
did not necessarily lead to non-rejection of the null hypothesis of the unit root. He argued that
this could be due to the occurrence of several important incidences of economic and political
events, such as the two world wars during the sample of Nelson and Plosser. Therefore, as LP
argued, it seemed reasonable to specify more than one break, as the high t-values of the
estimated breaks confirmed this fact.

Deficiencies of Unit Root Tests with One Structural Break
The tests discussed above only examined for a single break, although there is the possibility of
more than one break in a series. In such cases the unit root detects the most significant shift. The
result of non-stationarity of the series can be the result of an undetected structural break and can,
96

The quarterly Real GNP series was not investigated.
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therefore, be biased (Vogelsang, 1994). “Given a loss of power from ignoring one break, it is
logical to expect a similar loss of power from ignoring two, or more, breaks in the one-break
test” (Lee & Strazicich, 2003, p1082). “To date the endogenous break literature has focused on
testing the unit root null against a one-time break alternative, but it is far from obvious that one
break is a good characteristic of a long-term macro series” (Lumsdaine & Papell, 1997, pp212).
The possibility of losing rigour when testing for only one break in unit root tests when two are
present led to tests designed for two structural breaks; examples include the studies that set forth
the Lumsdaine and Papell (LP) (1997), Lee and Strazicich (LS) (2003) and Narayan and Popp
(NP) (2010) tests.

Applying unit root tests that fail to take into account the possibility of multiple structural
breaks may lead to the non-rejection of the null hypothesis of a unit root when more than one
break exists (Ben-David et al., 2003). That is, unit root tests allowing two breaks showed
evidence against the null hypothesis of the unit root. The unit root tests discussed in the previous
section allow one structural break and detect the most significant shift in the series. Lumsdaine
and Papell (1997) argued that applying the ZA and Perron (1997) tests may lead to a loss of
information when two breaks exist. These tests may estimate the date of the structural break one
period behind. The ZA and Perron (1997) tests have the same problem as the Perron (1989) test,
in that they fail to take into account the one-time break date (Lee & Strazicich, 2001). Lee and
Strazicich (2001) argue that in the presence of a break, the bias of the parameters is maximised at
the incorrect break point. Therefore, the absolute value of the test statistic is bigger than its
correct value and is biased towards rejection of the null hypothesis.
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Unit Root Tests Allowing Two Structural Breaks
Lumsdaine and Papell (1997) developed a Monte Carlo simulation and proposed a modification
of the ZA test that allows for two endogenous structural breaks. The LP test was a modified ADF
test that considered two structural breaks. Extending the nomenclature of the Perron (1989)
study, the LP test introduced three models. Model AA allowed two breaks in the level; Model
CC contained two breaks in the intercept and trend and Model CA allowed one break in the level
and trend and one break in the level. Lumsdaine and Papell (1997) used the Nelson and Plosser
(1982) data set. As shown in Table 5.1, they could reject the null hypothesis of the unit root for
only eight time series, which indicated more evidence against the null hypothesis compared with
the ZA test but less than for Perron (1989).97

Deficiencies of ADF-Type Unit Root Tests
The unit root tests discussed above allow for one or two endogenous structural breaks, but these
tests fail to allow any break(s) under the null hypothesis of a unit root. Indeed, the critical values
of the ADF-type tests, such as those of ZA, Perron (1997) and LP, are derived under the null
hypothesis of a unit root without break(s). This causes size-distortion problems in the presence of
break(s) under the null hypothesis (Nunes et al., 1997). Perron (2005) also argued that this
assumption may decrease the power of the test.

Lee and Strazicich (LS) (2003) argued that rejection of the null hypothesis of the ADFtype test implied rejection of unit roots without breaks, rather than rejection of unit roots per se.
Rejection of H0 in the ZA and LP tests was interpreted as stationarity of the series, while the
correct interpretation was a non-stationary series with a break(s). The alternative hypothesis
97

Appendix A contains more details about the results of the test.
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indicated the existence of structural breaks that could be interpreted as a unit root with structural
breaks, rather than trend stationarity with breaks (LS, 2003). To overcome these problems, LS
(2003, 2004) developed two minimum Lagrange Multiplier (LM) unit root tests that allow for
two breaks and one break respectively.

Lee & Strazicich Unit Root Test
These minimum LM unit root tests have several advantages. They are free of size-distortion
criticisms and are not influenced by breaks under the null hypothesis. In the minimum LM unit
root test, rejection of the null hypothesis denotes that the series has trend stationarity. The critical
values in the LM tests are constant for various combinations of break point(s) (LS, 2001; 2003).
The advantages of the Lee and Strazicich (2003; 2004) tests are summarised as follows:

-

Structural breaks are determined endogenously and based on the data.

-

Structural breaks are allowed under the null and alternative hypotheses.

-

The possibility of structural breaks in the intercept and slope is considered.

-

Rejection or non-rejection of the null hypothesis is reliable and free of bias.

-

The results remain unaffected by breaks under the unit root null hypothesis.

Lee and Strazicich (2003; 2004) defined four models of the minimum LM unit root test.
The nomenclature is based on the Perron (1989) and Lumsdaine and Papell (1997) studies;
Model A allows a one-time shift in the level, Model C allows a one-time shift in the intercept
and slope, Model AA captures two breaks in the level and Model CC captures two breaks in the
level and trend. The data generating process of the tests is as follows:
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yt   Zt  et , et   et 1   t

(5. 3)

where Zt is a vector of exogenous variables, δ is the corresponding parameters vector and εt is an
independent and identically distributed error term with zero mean and finite variance error. The
defined models are as follows:

-

Model A (crash model): one-time shift in the level such that:

1
Zt  [1, t , DUt ] , DU t  
0

-

if t  Tb  1

(5.4)

otherwise

Model C (crash-cum-growth model): one-time shift in the level and trend as follows:

Zt  [1, t , DUt , DTt ] , Zt  [1, t , DUt , DTt ]

(5.5)

where DUt and DTt are dummy variables capturing the change in level and the change in level
and trend, respectively.

-

Model AA: two-time breaks in the level such that:

1
Zt  [1, t , DUit ] , DU it  
0

-

if t  Tbi  1
otherwise

, i = 1,2

Model CC: allows for two-time shifts in the level and trend. In model CC:
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(5.6)

t  Tbi
Zt  [1, t , DUit , DTit ] , DTit  
0

if t  Tbi  1
otherwise

(5.7)

where Dit and DTit are dummy variables capturing breaks in level and breaks in level and trend,
respectively. The test statistic is the t-statistic of α in Equation 5.8:

yt   Zt   yt 1   yt i  ut ; yt  yt  x  Zt ;  x  y1  Z1

(5.8)

where ỹ is the detrended value of y (following Schmidt & Phillips (1992)).  are the coefficients
in the regression of ∆yt on ∆Zt. ∆ỹt-i corrects for the presence of autocorrelated disturbances. The
null and alternative hypotheses are:

H0: α=0 (the series is non-stationary with one (two) break(s))
H1: α<0 (the series is stationary with one (two) break(s))

In the LS test the optimal lag length is selected by applying the general-to-specific
method proposed by Perron (1989) and Ng and Perron (1995). To run the test, the end points
(10% in this study) of the time span are eliminated, and the test is carried out for all possible
combinations of two break dates over the trimmed region. The t-statistic shows the
significance/insignificance of each estimated break coefficient. The break points are where the
LS t-statistic becomes a minimum. The critical values are tabulated by Lee and Strazicich (2003;
2004).
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Lee and Strazicich (2003; 2004) used Nelson and Plosser’s (1982) data and examined the
series with the LM test. As shown in Table 5.1, there was more evidence against the null
hypothesis of a unit root than with the LP test. The LS test rejected the null hypothesis for 10
series while the LP test found eight series to be stationary.98

Lee and Strazicich (2001; 2003) argued that the ZA and LP tests, which are ADF-type
and Perron-type99 unit root tests, presented biased results in the presence of break under the null
hypothesis, and rejected the null hypothesis falsely in finite samples. Lee and Strazicich (2001)
clarified that such a problem relates to defining the break date inaccurately. Popp (2008) argued
that the false rejection of the null hypothesis in such unit root tests was not a general feature of
these tests. He pointed out that “the intrinsic problem of Perron’s approach is that the parameters
of the test regression have different interpretations under the null and the alternative hypothesis”
(Popp, 2008, p1146).

Narayan and Popp (2010) argued that the false rejection of the null in the ADF-type unit
root tests mainly occurred in finite samples, and that this was a major shortcoming of this group
of unit root tests. Therefore, they attempted to develop a new ADF-type test that is free of this
problem and is invariant to the level and slope breaks in finite samples.

Narayan & Popp Unit Root Test
Narayan and Popp (2010) solved the problem of false rejection of the null hypothesis in the
ADF-type tests by applying the Schmidt and Phillips (1992) data-generating process, and
proposed a new ADF test for the case of innovational outliers (IOs) by allowing for two
98
99

Appendix A contains more details about the results of the test.
Tests that model the break as an innovational outlier allow a break to occur over time and gradually.
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endogenous structural breaks. “An interesting feature of the new test was that the critical values
(CVs) of the test, assuming unknown break dates, converge with increasing sample size to the
CVs when break dates were known” (Narayan & Popp, 2010, p1426). In the NP test the series
(yt) consists of two components, deterministic (dt) and stochastic (ut), which are defined as
follows:

yt  d t ut , ut  ut 1   t

(5.9)

 t   ( L) et  A( L)1 B( L)et

(5. 10)

where et is an independent identical distributed error term with a zero mean and constant
variance. The lag polynomials A(L)-1 and B(L) are assumed to have p and q orders, respectively,
and their roots fall outside the unit circle.

Narayan and Popp (2010) introduced two specifications for trending data, M1 and M2,
which account for two breaks in the level and trend, respectively. The deterministic component
(dt) is defined as:

2
1
dtM 1     t  ( L)( j DU it ) , DU it  
i 1
0

t  Tbi

(5.11)

otherwise

2
2
t  Tbi
dtM 2     t  ( L)(i DU it    i DTit) , DTit  
i 1
i 1
0
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t  Tbi
otherwise

(5.12)

where Tbi’ are the break dates, i  1, 2 , and ψ(L) is the IO factor. The test regressions are the
reduced form of Equations 5.11 and 5.12, as follows:

-

Model M1: two breaks in the level such that:

k

ytM 1   yt 1  1   t  i D(Tb)it    i DU it 1    j yt  j  et

(5.13)

j 1

-

Model M2: which accounts for two breaks in the level and trend, is defined as:

k

ytM 2   yt 1  1   t   ki D(Tb)it    iDU it 1    iDTit1    j yt  j  et

(5. 14)

j 1

1
D(Tbi) t  
0

t  Tbi  1
otherwise

The t-statistic of ρ is used to test the null hypothesis of a unit root with two breaks (H0: ρ=1)
against the alternative hypotheses (H1: ρ<1). In Equations 5.13 and 5.14 the break parameters
were θi and ki. A sequential procedure is conducted; the search is, first for a single break, which
is the point with the maximum absolute t-statistic for θ1 and κ1 for M1 and M2 models,
respectively. The imposed restriction is θ2=δ2=0 for M1 and κ2= δ2 =0 for M2. The first break
date is imposed on the test regression and the second break is estimated. The point with the
maximum absolute t-value for θ2 and κ2 is the second break date.

Narayan and Popp (2010) applied and updated the Nelson-Plosser time series set. The
time period of the Nelson and Plosser (1982) data ended in 1970, but the time series of the NP
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test ended in 2007. The results revealed that the null hypothesis of the unit root test could not be
rejected for eight series (Table 5.1). The NP is the second test after the ADF in non-rejection of
the null hypothesis.100

In this thesis, for the purposes of comparison, a conventional unit root test (ADF) is
applied first, then unit root tests with breaks (LS and NP). The Iranian economy has experienced
several shocks, such as the 1974-1975 oil shocks, the 1979 political revolution and the
subsequent changes in political and economic institutions, the Iran-Iraq (1980-1988) war, the
unstable international oil market, and economic sanctions against Iran over the past three
decades. It can be said that the Iranian economy has been affected by several internal and
external shocks that may lead to the occurrence of multiple structural breaks in macroeconomic
time series, and consequently in microeconomic data as well. To the best of the author’s
knowledge no literature on electricity demand in Iran has used unit root tests allowing for two
structural breaks (LS and NP) to study the influence of shifts (endogenously determined) on the
stationarity of time series, and also on electricity consumption of Iranian subsectors. Therefore,
another contribution to this study is to fill this gap in the literature and investigate the potential
structural changes in the relevant variables, and their probable impacts on electricity demand.

5.3 Cointegration
This study aims to empirically analyse the short- and long-run models of electricity demand in
the Iranian subsectors, as developed in Chapter 4. The models will be estimated by approaches
based on cointegration techniques. Therefore, in this study the residential, industrial, public,

100

Appendix A contains more details about the results of the test.

160

agricultural and aggregate electricity demand in the short and long run are modelled employing
new cointegration techniques; these will be discussed in the following sections.

By the late 1980s development in econometric theory had enabled researchers to
estimate short- and long-run relationships when time-series data are non-stationary. Granger
(1981), Granger and Weiss (1983) and Engle and Granger (1987) developed the initial
cointegration concept. In a cointegrated system the variables can be non-stationary, but a linear
combination of them can become stationary. The methods developed by Engle and Granger (EG)
(1987) and Johansen and Juselius (JJ) (1990) are popular approaches that are based upon
stationarity of the residuals.

In 1981 Granger identified that a vector of non-stationary time series may have stationary
linear combinations, so that the structure of the error terms could be representative of the
cointegration system. The EG regression was based upon the I(1) variables applying an OLS
estimator. If the error term of the regression was I(0), the variables were cointegrated and the
regression was the long-run equilibrium (Engle & Granger, 1987). Due to its simplicity, the EG
method was widely used in the literature.

Despite the attractive asymptotic properties of Engle and Granger’s (1987) method, it
suffered from several weaknesses. Enders (2004) argued that one of the main shortcomings of
the EG method was that it detected just one long-run relationship, while among any given set of
series more than one long-run relationship may exist. Another weakness was that if the sample
size was small the estimated parameters could be biased, and the bias depended on omitted
dynamics and a lack of weak exogeneity of the regressors.
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In order to overcome this difficulty, Johansen and Juselius (1990) proposed a technique
to determine the presence of cointegrating vectors. They applied the full-information Maximum
Likelihood (ML) procedure. The JJ approach examined for the existence and the number of
cointegration relationships, classifying each series as endogenous or exogenous, because this
technique examined all variables in the system to detect all existing long-run relationships in the
system.

There are a few concerns regarding the conventional cointegration techniques. Inder
(1993) argued that if there was any possibility of the presence of lagged values in real
relationships, applying the OLS estimator could lead to substantial bias. Mah (2000) found that
the EG and JJ techniques could cause unreliable results, and Banerjee et al. (1986) confirmed
that using the OLS estimator could result in detrimental estimates due to the omission of lag
terms when the samples had a small size. It is worth mentioning that the studies of both Hakkio
and Rush (1991) and Shiller and Perron (1985) revealed that the number of years and span of
variables that the sample covered were more important in increasing the reliability of
conventional cointegration methods than the number of observations. Pesaran et al. (2001)
argued that conventional cointegration was based on I(1) series, and that this increased the
degree of uncertainty of the relationships.

Another weakness of the JJ and EG approaches was that they did not regard the existence
of breaks when modelling a relationship, and that this could cause bias in favour of the nocointegration null hypothesis when a structural break existed (Gregory et al., 1996). The small
sample size problem of the EG and JJ approaches, and the requirement of all variables being I(1),
led to the proposal of more consistent approaches for studies with small sample sizes. Pesaran
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and Shin (1998), Pesaran and Smith (1998), Pesaran and Pesaran (1997), Pesaran et al. (2001)
and Pesaran and Pesaran (2009) developed the Autoregressive Distributed Lags (ARDL)
approach, free of these problems and consistent for samples with a low number of observations.

The ARDL has several advantages compared with other cointegration methods, such as
the possibility of using a mix of I(1) and I(0) regressors along with the structural break elements
in the model (Pesaran & Pesaran, 2009). Applying the ARDL in this study has several
advantages over other cointegration techniques, such as:

-

Preparing the background to estimate the short-run model without losing long-run
information by using the error terms of the long-run association. In the case of this study,
which seeks to determine the short-run determinants of electricity demand in various
sectors in Iran, the ARDL is an appropriate method.

-

Providing the possibility of testing the impacts of structural breaks on the long-run
relationship. The current study aims to investigate the possible impacts of potential
breaks in the applied series (which is a very probable case) on the electricity demand
from various subsectors.

-

Ensuring consistency of the sample with a low number of observations. The current thesis
has a relatively small sample size (1967-2009, 43 observations). The Johansen technique
is appropriate for a sample with a large number of observations; therefore it may result in
invalid inferences in the case of this thesis.

-

Achieving high validity of the calculated t-statistics of the model, which include
endogenous variables and accuracy of the estimated long-run parameters. Engle et al.
(1983) developed the notion of endogeneity and showed that it leads to biased
163

coefficients of an OLS regression. If a variable is endogenous it has a correlative
relationship with the error term. Inder (1993) argues that the endogeneity bias in the
ARDL model is minimal.
-

Allowing a mixture of I(1) and I(0) variables in the model. This research attempts to
investigate the effects of weather conditions on electricity consumption in the various
sectors. Weather indices are generally I(0) data; therefore, applying other cointegration
approaches, which are I(1) based methods, may lead to spurious results.

-

Avoiding pre-testing for stationarity of the series.

-

Providing superior results to other methods that estimate long-run and short-run
relationships. Gerrard and Godfrey (1998) argued that ARDL models provide superior
estimations of long-run coefficients and are more consistent in error correction in the
context of the diagnostic procedures.

-

Requiring a low number of choices compared with the Johansen method. The inferences
are sensitive to the choices that should be made in the Johansen method, including the
number of optimal lags, the order of the VAR, inclusion or exclusion of the trend and
intercept and determining the exogenous and endogenous properties of the variables. In
the case of the ARDL the number of choices that should be made is minor.

Considering the advantages of the ARDL approach to the current thesis, it is used here to
investigate the long-run relationship among sectoral electricity demand, relevant variables and
the endogenously determined structural breaks (Pesaran & Pesaran, 2009). As previously
mentioned, this technique can be used regardless of whether the series are I(0) or I(1), and pretesting the stationarity of the variables is not problematic. As the power of the unit root tests is
usually low and different unit root tests indicate inconsistent results, and given uncertainty about
164

the unit root properties of the series, this would suggest that applying the ARDL to estimate the
models for electricity demand in Iranian subsectors is appropriate. No known Iranian literature
has used this method in looking at industrial, agricultural, residential and public electricity
demand taking into consideration endogenously determined structural breaks in the variables.

5.3.1 Autoregressive Distributed Lag (ARDL) Approach
The following ARDL approach the following ARDL (p, q1, ..., qk) equation employing OLS is
initially estimated:

k

 ( L, p) yt   i ( L, qi ) xit    wt  ut

t  1, 2,..., T

(5.15)

i 1

where  ( L, p)  1  1L  2 L2  3 L3  ...   p Lp and i ( L, qi )  i 0  i1L  ...  iqi Lqi . L is a lag
operator, yt is the dependent variable, wt is a s×1 vector of deterministic variables including
intercept, dummy variables or time trends, or exogenous variables with fixed lags. p=0, 1, 2, ...,
m and q=0, 1, 2,..., m where m is the maximum lag. xit is the ith regressor and i=1, 2, ..., k. The
maximum number of lags for yearly data is considered to be two (Pesaran & Shin, 1999), and the
AIC or the SBC are applied to determine the optimal lag length.

In the ARDL method the null hypothesis is that there is no long-run relationship between
the variables. If the F-statistic of Equation 5.15 falls outside the upper bound, the null hypothesis
is rejected, and if the F-statistic is lower than the critical bound, the null cannot be rejected. That
is, there is no long-run relationship. If the F-statistic falls between the critical bounds, a
conclusive inference cannot be made, and it is necessary to determine the order of integration of
the variables before any conclusion can be reached. In the case where the variables are I(1) the
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decision is made based on the upper bound, and when the variables are I(0), the decision is made
based on the lower bound. If the F-statistic is smaller than the lower critical values it can be
concluded that the null hypothesis of no cointegration cannot be rejected.

If a cointegration relationship is detected, using the following formula the long-run
coefficients for a response of yt to a unit change in xit are derived as:

i 

i (1, qˆi ) i 0  i1  ...  iqˆ

 (1, pˆ ) 1  1  2  ...   pˆ

(5.16)

i

The long-run coefficients of the deterministic and exogenous variables with fixed lags are
estimated using the following equation:



 ( pˆ , qˆ1 , qˆ2 ,..., qˆk )
1  1  2  ...   pˆ

(5.17)

The constant term of the long-run relationship is given by:

0 

0
1  1  2  ...   pˆ

(5.18)

where the numerator is the OLS estimate of δ in Equation 5.18. The long-run equation is given
by:

yt  0  1 x1t  ...  k xkt  wt  t

(5.19)
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As noted earlier, it is necessary to take into account the impact of potential structural
shifts when testing for cointegration. Conventional cointegration techniques such as the EG and
JJ procedures fail to consider the existence of potential structural breaks. Gregory et al. (1996)
argued that the ADF test may be biased towards under-rejection of the no-cointegration null
hypothesis when a structural break exists. In other words, potential cointegration relationships
may remain undetected as a result of the presence of structural breaks. However, the seminal
work of Pesaran and Pesaran (2009) is an alternative cointegration technique that allows
consideration of the impacts of potential breaks when testing for cointegration.

In the case of Iran, which has faced several important incidences (such as revolution, war
and many policy changes), it is necessary to consider the possibility of structural breaks in
different Iranian time series when testing for cointegration. To do this the ARDL bound test
(Pesaran & Pesaran, 2009; Pesaran et al., 2001) is employed for the cointegration analysis.

5.4 Short-Run Model
A cointegration relationship indicates long-run equilibrium. If the variables are cointegrated, an
ECM estimation presents the short-run model specified in I(0) first differences. The ECM
includes the variables in differences and the error-correction terms (ecm) of the long-run model.
Therefore the ECM of Equation 5.19 is given by:

k

pˆ 1

k qˆi 1

i 1

j 1

i 1 j 1

yt   (1, pˆ ) ecmt 1   i 0 xit  wt    *j yt  j   ij*xi ,t  j  ut
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(5.20)

where ∆ denotes the first difference operator and ecm is the error-correction term resulting from
a long-run relationship and this is computed by the following formula:

k

ecmt  yt  i xit  wt
i 1

(5.21)

The coefficient of the ecm variable is the deviation of yt from its long-run equilibrium and
denotes the speed of adjustment towards long-term equilibrium. The coefficients of the first
difference variables are short-term coefficients.

5.5 Model Specification
Following the Pesaran and Pesaran’s (2009) approach, in this thesis the following unrestricted
error-correction model applying the OLS method is estimated:

p

q1

q2

q3

i 1

i 0

i 0

i 0

c( j )t  a0   i c( j )t i    i v( j )t i    i ep ( j )t i  i sp( j )t i 

(5.22)

q4

  i x j ,t i  1c( j )t 1  2v( j )t 1  3ep( j )t 1  4 sp( j )t 1  5 x j,t 1   DUM
i 0

j

  j ,t

where ∆ is the first difference operator and i is the number of the optimal lag. The maximum
number of lags for yearly data is two lags (Pesaran & Shin, 1999), and the AIC or the SBC are
applied to determine the optimal lag length. j is either residential, industrial, agricultural, public
sector or aggregate-level, and c(j) is electricity consumption either in the sector or at the
aggregate level. V(j) is either real income or value added in different sectors, ep(j) is the real
price of electricity in sector j, sp(j) is the real price of substitute goods for electricity in sector j, x
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contains other factors which might affect electricity consumption, DUM is the vector of
deterministic components of structural breaks and  j ,t is the residual term.

In the ARDL method the null hypothesis is that there is no long-run relationship between
the variables (H0: λ1= λ2= λ3= λ4= λ5= η= 0). If the F-statistic falls outside of the upper bound the
null hypothesis is rejected and a long-run relationship exists. If cointegration is detected the
following regression estimates the long-run equilibrium:

k

l

m

i 0

i 0

c( j )t  a0   a1c( j )t i   a2v( j )t i   a3ep ( j )t i
i 1



n

r

i 0

i 0

 a4 sp( j )t i   a5 x j,t i   DUM
6

(5.23)
j

  j ,t

The dependent variable can be replaced with explanatory variables in the model to test
for the existence of other possible cointegration relationships. However, considering that the
determinants of electricity demand from the subsectors are microeconomic data, which
theoretically do not play a significant role for each other, it is not expected to detect more than
one cointegrating association. Although Inder (1993) argues that the endogeneity bias in the
ARDL models is minimal, in this study the Hausman (1978) test is used to examine the
endogeneity of the regressors. In this way it is possible to diagnose whether a regressor is
determined by other regressors of the system.

The ECM of the long-run model is as follows:
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(5.24)
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  ji sp( j )t i    ji x j ,t i   ecm j ,t 1   j ,t
where  is the speed of adjustment to long-run equilibrium. εj,t are uncorrelated and random
error-correction terms with zero mean. Considering that the concerned series in this study are in
log form, the coefficients of the first difference variables are interpreted as short-term elasticities
of the determinants of electricity demand.

Brown et al. (1975) indicated that the structure of time-series regression may vary,
especially in the social and economic fields. Once the model is estimated it is necessary to
ascertain the consistency of the long-run relationship (Pesaran & Pesaran, 1997). Brown et al.
(1975) argued that the estimated models need to be tested for parameter stability by the
cumulative sum (CUSUM) and the cumulative sum of squares (CUSUMSQ) of recursive
residuals. The CUSUM and CUSUMSQ are plotted against the 5% critical lines for the
dependent variable. If the plots stay within the 5% critical lines the estimated model is stable; if
the test statistics fall outside the confidence interval, non-consistency of the parameters may
exist. In the current study these two tests are applied to examine the stability of the long- and
short-run models.

As mentioned in Chapter 3, only a limited number of studies have researched the main
factors of electricity demand in the Iranian economic sectors. However, Chapter 6 overcomes
many of the weaknesses in Iranian studies. Initially, the Iranian studies examined the
relationships between sectoral electricity demand and price of electricity, income or value added
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and the price of a substitute fuel for electricity by common and conventional cointegration
techniques. Only two studies have attempted to model the electricity demand of the industrial
sector and aggregate electricity demand using the ARDL approach. These studies have failed to
take into account the structural changes of the applied series.

All Iranian studies on electricity demand have used the ADF test with the exception of
Askari (2003), which used the PP test to examine stationarity of the variables. These tests have
been criticised due to low explanatory power and size-distortion problems, and do not consider
the potential structural breaks. Overall, no Iranian study has investigated the existence of
endogenously determined structural break(s). Moreover, none of the studies in the literature
consider the role of potential breaks in aggregate and disaggregate electricity demand. Chapter 6
of this thesis fills these gaps by modelling sectoral electricity demand, examining the most
influential factors on electricity demand of the subsectors along with the relevant structural break
dates, as studied by both the Lee and Strazicich (2003, 2004) and Narayan and Popp (2010).
Even if all the applied series are I(1), and considering the point that generally weather conditions
are stationary, the variables under consideration will be a mixed order of I(0) and I(1). This rules
out all cointegration techniques that are based on I(1).101

5.6 Sample and Data Sources
In the absence of seasonal data for the sample used in this thesis, the analysis has to rely on
annual observations. All the applied time series are annual observations from 1967 to 2009 (43
observations). The electricity consumers within the industrial, residential, public and agricultural
101

The Johansen (1991; 1995), Johansen and Juselius (1990), Gregory and Hansen (1996), Carrion-i-Silvestre and
Sanso' (2006), Westerlund and Edgerton (2007) and Hatemi-J (2008) procedures.
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sectors and at the aggregate level in Iran constitute the population of this study. The series
pertaining to the power industry are available from the TAVANIR website (TAVANIR Deputy
of Human Resources and Research, 2011a). The prices of natural gas and oil production are
collected from the Ministry of Petroleum, and the climate factors are accessible from the
Meteorological Organization website (Iranian Meteorological Organization, 2011). The rest of
the time series, including the demographic variables and economic series in Table 5.1, are
available from the National Accounts website of the Central Bank (Central Bank of Iran, 2010).
Due to the lack of data for 2008 and 2009 for demographic variables and economic series, the
values of these series have been extrapolated based on the growth rate of the last five years.

Table 5.2 illustrates the title and abbreviation of the data.102 The nominal data have been
deflated using CPI and PPI of the industrial, agricultural and public sectors and total PPI with
1997 as the base year. All data series are converted into logarithmic form before the empirical
analysis except for the literacy and urbanisation rates, which were originally in percentage form.

Table 5.2: Data, Abbreviation and Scales
Variables

Abbreviation

Unit

Log of residential electricity consumption

cr

GWH103

Log of public electricity consumption104

cp

GWH

Log of agricultural electricity consumption

ca

GWH

Log of industrial electricity consumption

ci

GWH

102

Table 5.2 contains all variables tested in this thesis even if they are not inserted in the estimated models.
GWh: Giga Watt hours.
104
Data are an accumulation of the public and commercial sectors.
103
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Variables

Abbreviation

Unit

Log of total electricity consumption

ct

GWH

Log of real price of residential electricity

epr

IRR105

Log of real price of pubic electricity

epp

IRR

Log of real price of agricultural electricity

epa

IRR

Log of real price of industrial electricity

epi

IRR

Log of real price of total electricity

ept

IRR

Log of total number of electrified villages

nv

Number of Villages

Log of real price of residential natural gas

gpr

IRR

Log of real price of industrial natural gas

gpi

IRR

Log of real price of public natural gas

gpp

IRR

Log of real price of total natural gas

gpt

IRR

Log of real price of agricultural diesel

dpa

IRR

Log of real price of diesel in the industrial sector

dpi

IRR

Log of real price of kerosene

kp

IRR

Log of real price of liquid gas

lgp

IRR

Log of real price of fuel oil

fp

IRR

Log of real value added of public sector

vp

109 IRR

Log of real value added of industrial sector

vi

109 IRR

105

IRR: Iranian Rial.
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Variables

Abbreviation

Unit

Log of real value added of agricultural sector

va

109 IRR

Log of real GDP

gdp

109 IRR

ni

109 IRR

Log of real final expenditures of household consumption

hco

109 IRR

Log of real stock of expenditures of home durable goods

dge

109 IRR

Log of real stock of fixed capital of public buildings

bcp

109 IRR

Log of real fixed capital of industrial machinery

mci

109 IRR

Log of real fixed capital of agricultural machinery

mca

109 IRR

Log of real intermediate expenditures of the agricultural sector

iea

109 IRR

Log of real intermediate expenditures of the industrial sector

iei

109 IRR

Log of real intermediate expenditures of the public sector

iep

109 IRR

Urbanisation rate

ur

----

Literacy rate

lr

---

Log of cooling degree days

cd

o 106

Log of heating degree days

hd

o

Log of total degree days

td

o

Log of average total precipitation

tp

Log of real national income

106

Degrees are in Celsius.
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C

C
C

MM

Four different variables are considered to test for the effects of weather alternations on
electricity demand: heating degree days (HDD), cooling degree days (CDD), total degree days
(TDD) and the amount of annual average precipitation. HDD and CDD present the amount of
energy necessary to heat or cool a location. A one-degree HDD/CDD shows that the outside
temperature is one degree lower/higher than the base temperature. The base temperature is the
comfort temperature inside the building. In the case of Iran the base temperature is 18oC for
HDD and 21oC for CDD. To calculate the HDD the average temperature of a day is subtracted
from the base. If the subtraction becomes higher than zero, that value shows the number for
HDD. For the CDD calculation the base is subtracted from the average daily temperature. A
positive value presents the daily CDD. HDD and CDD for a year is an accumulation of daily
HDD and CDD.

In the current thesis the CDD and HDD are for the 25 cities107 that have had a
metrological centre since 1967, and were computed during the sample period of this study. The
CDD and HDD for the overall country were obtained by summing the results for the 25 cities.
Another index for weather conditions is total degree days, which is the sum of CDD and HDD.
The amount of rainfall, which is the average of the sum of annual total precipitation for the 25
cities, is another variable tested as a possible influence on agricultural electricity demand.

5.7 Summary
The purpose of this chapter has been to discuss the econometric methodology and data to be used
in this thesis to model electricity demand in Iranian subsectors. Testing for the existence of a unit
107

Abadan, Ahavaz, Bandar Abbas, Bushehr, Dezful, Kerman, Yazd, Zahedan, Babolsar, Bandar Anzali, Semnan,
Shiraz, Tehran, Arak, Esfahan, Ghazvin, Gorgan, Khoram Abbad, Mashad, Orumiyeh, Rasht, Sanandaj, Shar-eKord, Tabriz and Zanjan.
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root is an important part of a time-series study. The conventional unit root tests are applied
widely, but disregarding the possibility of structural breaks may lead to spurious results from
these tests. To overcome this problem and ensure the validity of the results, unit root tests have
been subsequently amended and developed.

Perron (1989) showed that unit root tests that disregarding the presence of a structural
break when the series has a break may lead to a spurious result for both the unit root test and the
cointegration test. He proposed a unit root test that allowed one exogenous structural break. A
limitation of this test is that it determined the break date exogenously and independently of the
data. Zivot and Andrews (1992) argued that the exogenous break in the unit root test
overestimates the evidence against the null hypothesis of the unit root. They developed a unit
root test allowing one endogenous break. The possibility of the existence of more than one break
in the series, and the weakness of unit root tests with one break, led to the development of unit
root tests allowing two endogenous breaks. Lumsdaine and Papell (1997) developed a Monte
Carlo simulation and proposed a modification of the ZA test that allows for two endogenous
structural breaks.

These unit root tests are ADF-type tests that do not allow any break(s) under the null
hypothesis of a unit root. Indeed the null hypothesis of these tests may lead to misinterpretation.
Size-distortion problems in the presence of break(s) under the null hypothesis were another
weakness of the ADF-type tests (Nunes et al., 1997). Lee and Strazicich (2003, 2004) developed
two minimum Lagrange Multiplier (LM) unit root tests allowing for two and one endogenous
structural breaks. The LM unit root tests are free of size-distortion problem.
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Popp (2008) argued that the non-rejection of the null hypothesis in the unit root tests that
do not consider breaks under the null and Innovation Outlier (IO) test of Perron (1997) was not a
general feature of these tests. Narayan and Popp (2010) used the Schmidt and Phillips (1992)
data-generating process and developed a new ADF test for the case of IOs allowing for two
endogenous structural breaks.

The Iranian economy has experienced several internal and external shocks, which may
lead to the occurrence of multiple structural breaks in the applied series. Therefore, it is
necessary to study the presence of shifts in the data by conducting reliable unit root tests. In this
chapter the ADF test, along with the Lee and Strazicich (2003; 2004) and Narayan and Popp
(2010) tests allowing structural breaks, were discussed in detail. These tests will be used in
Chapter 6 to investigate stationarity and potential breaks in the series. To the best of the author's
knowledge no known Iranian literature on electricity demand has used the Lee and Strazicich
(2003; 2004) and Narayan and Popp (2010) tests. Hence the results of the unit root tests with
breaks will be considered when testing for cointegration in this study.

The concept of cointegration is a set of time-series data that, while they are I(1), a linear
combination of them become I(0). The Engle and Granger (1987), Johansen and Juselius (1990)
and ARDL (Pesaran & Pesaran, 2009; Pesaran et al., 2001) approaches are popular cointegration
methods applied in many studies. Results from the Engle and Granger (1987) and Johansen and
Juselius (1990) techniques for models with a low number of observations may produce spurious
results. The ARDL approach is free of the small-sample problem and has several advantages
over other cointegration techniques. This technique is consistent with small sample size and a
mix of I(0) and I(1) series. Moreover, ARDL can allow for the insertion of structural break
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elements in the model to investigate the existence of a long-run relationship between the
concerned variables (Pesaran & Pesaran, 2009).

The ARDL is an appropriate technique for this study, as Iran has faced several important
events that make it necessary to consider the possibility of structural breaks in different Iranian
time series when testing for cointegration. No known Iranian literature has used this method in
looking at industrial, agricultural, residential and public electricity demand by considering the
endogenously determined structural breaks in the variables. Applying the error terms of the longrun relationship, a short-run model can be estimated without losing long-run information.

In this thesis the applied time series are annual observations from 1967 to 2009 (43
observations). The series are available from the TAVANIR website (TAVANIR Deputy of
Human Resources and Research, 2011a), the Meteorological Organization website (Iranian
Meteorological Organization, 2011), the website of the Central Bank (Central Bank of Iran,
2010) and the Ministry of Petroleum. Using the time series from 1967 to 2009 and applying the
techniques explained above, the electricity demand from Iranian subsectors will be estimated.
The next chapter presents the results of unit root tests and estimated models.
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Chapter 6

Empirical Results
6.1 Introduction
Unit root tests and investigations into the existence of structural breaks have become an essential
part of achieving robust results in time-series studies. Perron (1989) pointed out that when a
variable has a regime shift, the power of conventional unit root tests decreases, and the results
can be biased. Although it is important to apply unit root tests with structural breaks, much of the
microeconomic time-series literature does not pay sufficient attention to the possibility of the
existence of structural breaks. Models constructed on the right characteristics of the series are
trustworthy for forecasts and policy-making.

Chapter 3 reviewed all the studies on electricity demand for Iran. None of the literature
was founded on unit root tests that allowed for endogenous structural breaks. This study will use
unit root tests with multiple structural breaks to fill this gap. In this chapter, the series will be
tested applying the conventional unit root test. Then, using unit root tests allowing for breaks, the
presence of structural changes in the applied time series will be tested. The rest of the chapter
presents the estimated models for each subsector's electricity demand and aggregate electricity
consumption. The chapter is structured as follows: Section 6.2 displays the results of the ADF,
LS and NP unit root tests. Section 6.3 contains the results of the cointegration test and the
estimated models for the residential, industrial, agricultural and public sectors, as well as for total
electricity demand. The final part of Section 6.3 compares the inferences of the estimated models
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for the subsectors and the results in this thesis with the results from the Iranian literature. Section
6.4 summarises the chapter.

6.2 Results of Unit Root Tests
The first stage of applying the ADF unit root test is to define the number of optimal lags. In this
thesis, as has been suggested by Engle and Yoo (1987), the Akaike information criterion (AIC) is
used to determine the number of optimal lags. Due to the small sample size, the maximum lag is
considered as four (k=4). As shown in Table 6.1, most of the variables are non-stationary. Only
seven of the 29 series, including industrial and total electricity demand, urbanisation rate and
weather variables, are stationary. As expected, all weather indices are I(0). Considering the
weaknesses of the ADF test due to the exclusion of potential structural breaks, stationarity of the
series is tested using LS and NP unit root tests allowing for multiple structural breaks.

In this research the trimmed region to run the LS unit root test is [0.1T, 0.9T], where T is
sample size. The maximum lag length is regarded as k=4. First, the model CC is employed; then
the variables with insignificant coefficients for breaks are tested in model AA. If the results
present less than two breaks, the procedure is replicated for one break, applying the unit root test
with one break developed by Lee and Strazicich (2004). In the case of insignificant break
coefficients, the LM unit root test without breaks is applied as proposed by Schmidt and Phillips
(1992). The significance level in the test is 10% asymptotic (1.68 for the t-statistic) to determine
the significance of the break coefficients.

The results of the LS unit root test in Table 6.1 show that the null hypothesis of a unit
root is rejected for 21 series, including residential, industrial and total electricity consumption,
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and another 18 series. Rejection of the null hypothesis supports the alternative hypothesis of the
I(0) series; this implies that innovations in these series have temporary effects. However, public
and agricultural electricity demand is I(1), with two breaks. That is, the relevant innovations in
these series have permanent impacts. The series of electricity prices in different sectors (except
for the agricultural sector) are non-stationary. In general terms, all 29 series of interest include at
least one break. More specifically, 25 series include two breaks, and four series have one break.
As expected, all weather indices are I(0).

The breaks mostly occurred during the years 1975 to 1994. This period included the oilprice shocks (1975, 1976), the Iranian political revolution (1979), the Iran-Iraq war (1980-1988)
and the post-war reconstruction period. The breaks in electricity consumption in different sectors
mainly occurred during the period 1975 to 1990, which coincided with these events. In general it
can be said that during the war period electricity demand in the residential and agricultural
sectors declined, but industrial electricity demand rose. The public and agricultural electricity
demand experienced a break in 1975 and 1976 respectively, which coincided with an increase in
the oil price and consequent increase in GDP, and a flourishing economy.

The NP unit root test (Narayan & Popp, 2010) is also applied in this thesis. As with the
ADF and LS unit root tests, the maximum lag is considered to be 4. Model M2 is employed, after
which the variables with insignificant coefficients for breaks are tested in model M1. The results
of the NP test indicate that the null hypothesis of a unit root can be rejected for only six series.
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As shown in Table 6.1, based on the NP test, residential and total electricity demand,
number of villages, price of public gas, cooling and total degree days are stationary.108 This test
detects two breaks for all applied series; seven series have two breaks in level, and 23 series have
two trend breaks. The breaks occurred mainly during the period of 1973 to 1993, which are the
years of the events discussed above. The NP test confirms the results of LS and shows that
electricity demand in the residential and agricultural sectors declined during the war period, but
industrial electricity demand rose. The NP shows that public electricity consumption declined in
1979; this might be due to the impact of strikes in Iran, which led to the 1979 revolution.

Table 6.1: Inferences of Unit Root Tests
Test

I(1)

I(0)

I(0) series

ADF

22

7

ci, ct, ur, cd, hd, td, tp

LS

8

21

cr, ci, ct, epa, nv, gpr, gpp, gpt, dpa, vi,va,
gdp, hco, mca, iea, iep, ur, cd, hd, td, tp
NP

23

6

cr, ci, nv, gpp, cd, td

Table 6.2 compares the results of the unit root tests.109 The break dates of the LS and NP
tests indicate that 25 series have two breaks. Four series contain one break based on the LS,
whereas the NP reports two breaks for these series. In general, the inferences of unit root tests
with breaks confirm the existence of at least one break(s) in all applied series. However, the

108

Appendix B contains more details about the results of the ADF, LS and NP unit root tests. The tables contain all
variables tested in the models.
109
Table 6.2 contains all variables used in the estimated models. See Tables 6.4, 6.6, 6.8, 6.10 and 6.12.
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break dates reported by the LS and NP tests are identical in a few cases. Similar break dates are
shown in bold in Table 6.2.

A comparison of the results shows that for 11 series the results of all three unit root tests
are identical (Table 6.2). These series are electricity consumption of the public, industrial and
agricultural sectors, electricity price in the public, residential and industrial sectors, total
electricity price, value added of the public sector, literacy rate and cooling and total degree days.
In the case of residential, industrial, agricultural and public electricity demand the results of the
LS and NP are similar, and show that the former two series are stationary and the latter two
series are non-stationary.

A comparison of the results of the ADF, LS and NP tests discloses a difference between
the inferences of the tests. Both the ADF and NP do not reject the null hypothesis for 22 and 23
series at the 10% significance level and lower respectively. In contrast, the LS unit root test
shows that the null hypothesis is not rejected for only eight series. These results confirm the
tendency of the ADF-type tests to none-rejection of the unit root null hypothesis. The results of
the LS test are not supported by any of the other tests for 12 series, which are all I(0) series with
two breaks (except the price of total natural gas, which has one break). These results again
confirm the under-rejection of the ADF and NP unit root tests that was argued by Perron (1989).

The NP unit root test presents two sets of unexpected results. First, this test shows that
two of the weather indices are non-stationary, while these variables are generally I(0) series. As
shown in Table 6.2, the ADF and LS tests present I(0) for all weather variables. Second, in two
more cases (ct, ur) the results of NP indicate that the series are I(1), while the ADF test reports
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I(0), and the LS test also confirms the stationarity of the series. Considering these two
unexpected inferences and the possibility of under-rejection of the null hypothesis by the NP test,
the results of the LS test will be considered for estimation of the models of electricity demand in
the following sections.

Table 6.2: A Comparison of the ADF, LS and NP Unit Root Tests
Series
I(1)
I(0)
LS break dates

NP break dates

cr

ADF

LS, NP

1980 & 1990

1974 & 1980

cp

ADF, LS, NP

-

1976 & 1992

1979 & 1993

ca

ADF, LS, NP

-

1975 & 1985

1973 & 1985

ci

-

ADF, LS, NP

1983 & 1997

1989 & 1993

ct

NP

ADF, LS

1984 & 1992

1973 & 1982

epr

ADF, LS, NP

-

1978 & 1986

1988 & 1995

epp

ADF, LS, NP

-

1978 & 1987

1979 & 1993

epa

ADF, NP

LS

1975 & 1993

1980 & 1994

epi

ADF, LS, NP

-

1984 & 2000

1986 & 1993

ept

ADF, LS, NP

-

1993

1987 & 1993

nv

ADF

LS, NP

1977 & 1993

1974 & 1977

gpr

ADF, NP

LS

1980 & 1990

1981 & 1996

gpp

ADF

LS, NP

1980 & 1990

1981 & 1992

gpt

ADF, NP

LS

1984

1988 & 1999

dpa

ADF, NP

LS

1978 & 1989

1986 & 1989

vp

ADF, LS, NP

-

1985

1973 & 1985
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Series

I(1)

I(0)

LS break dates

NP break dates

vi

ADF, NP

LS

1978 & 1984

1979 & 1982

va

ADF, NP

LS

1987 & 1997

1976 & 1998

gdp

ADF, NP

LS

1978 & 1986

1981 & 1989

hco

ADF, NP

LS

1984 & 1994

1975 & 1985

mca

ADF, NP

LS

1976 & 2001

1990 & 2000

iea

ADF, NP

LS

1978 & 1998

1975 & 1981

iep

ADF, NP

LS

1977 & 1994

1978 & 1992

ur

NP

ADF, LS

1975 & 1988

1976 & 1986

lr

ADF, LS, NP

-

1981 & 1994

1985 & 1989

cd

-

ADF, LS, NP

1990 & 1994

1978 & 1991

hd

NP

ADF, LS

1977

1973 & 1981

td

-

ADF, LS, NP

1977 & 1980

1978 & 1981

tp

NP

ADF, LS

1978 & 2006

1973 & 1982

Note: Bold dates are identical break dates for the LS and NP unit root tests; highlighted series have similar results
from the ADF, LS and NP unit root tests.

Figure 6.1 illustrates graphs of the main data series used in the thesis along with the break
dates detected by the LM test. With a sample size of 43 it may be difficult to statistically
distinguish between a unit root and a trend-stationary series with structural breaks. For instance
ci, cr, ct and epa seem that the null of unit root should be accepted while the data generating
process (DGP) is a trend stationary process in the case of these series. ci and cr include two-time
shifts in the level and trend and ct and epa contain one-time shift in the level and trend and one
break in the level. It is worth mentioning that electricity price in the agricultural sector has had
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the lowest changes among other sectors. This might be the reason that it is the only stationary
electricity price. hco, va, ur and nv also have similar graphs. They are trend stationary with twotimes breaks in the level and trend but at the first glance they seem non-stationary. A group of
the series clearly look stationary in a period of time and been affected by a break in the level or
trend. See for instance gpt, gpp, gpr, dpa, gdp, vi, iep and mca. All these stationary series except
gpt (contains one break in slop) have experienced two trend shifts and some of the along with a
break in the level. The interesting point is that all the series have experienced at least one-time
shift in the trend and all I(0) series except gtp contain two-time shift in the trend and many cases
the trend shift is accompanied with e break in the level.

186

Figure 6. 1: Trends in Main Data Series (1967-2009)
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Table 6.3 compares the stationarity of electricity demand in different sectors and at the
aggregate level, and the relevant variables based on the LS unit root test. 110 In the case of the
residential and agricultural sectors one variable is I(1) and five more series are I(0). In the
industrial sector two series are I(1), and in the public sector three series are I(1); the other
pertinent variables are I(0). In the case of the series pertaining to total electricity demand, the
empirical results reveal that the concerned variables are of a mixed order of I(0) and I(1). This
confirms that the ARDL approach, which applies to I(1) and I(0) series in the models, is an
appropriate technique in the case of this research.

As mentioned in Chapter 5, it is necessary to be aware of the potential influence of
structural breaks on the results of the cointegration tests. Disregarding this issue can cause
invalid results not only for unit root tests but also for traditional cointegration tests (Kunitomo,
1996). In the case of this study, structural breaks can make the result of cointegration tests
biased, due to the properties of the applied series, which have regime shifts during the sample
period (Table 6.2). This confirms the necessity of using the ARDL method, as the LS unit root
test finds that electricity demand in different sectors has two significant breaks. These structural
breaks should be considered when modelling electricity demand. As explained in the previous
chapter, the ARDL method developed by Pesaran and Pesaran (2009) allows for the inclusion of
two dummy variables relevant to the break dates, to take into account the impacts of structural
breaks on the system.

110

Table 6.3 contains all variables used in the estimated models. See Tables 6.4, 6.6, 6.8, 6.10 and 6.12.
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Table 6.3: Comparison of the Order of the Relevant Series for Each Sector
Sectors

Residential

Series

Model

Inference

cr

CC

I(0)

epr

CC

I(1)

hco

CC

I(0)

nv

CC

I(0)

cd

CC

I(0)

gpr

CC

I(0)

ci

CC

I(0)

vi

CC

I(0)

epi

CC

I(1)

lr

CC

I(1)

td

CC

I(0)

ca

CC

I(1)

epa

CC

I(0)

va

CC

I(0)

dpa

CC

I(0)

iea

CC

I(0)

mca

CC

I(0)

td

CC

I(0)

tp

CC

I(0)

cp

CC

I(1)

vp

C

I(1)

epp

CC

I(1)

Industrial

Industrial

Agricultural

Public
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Sectors

Total

Total

Series

Model

Inference

iep

CC

I(0)

gpp

CC

I(0)

ur

CC

I(0)

hd

A

I(0)

ct

CC

I(0)

ept

C

I(1)

gdp

CC

I(0)

lr

CC

I(1)

gpt

CC

I(0)

td

CC

I(0)

To the best of the author's knowledge, no study has investigated the impacts of
endogenously determined structural break(s) on aggregate and sectored electricity demand in
Iran. As another of this thesis's contributions, this chapter fills this gap by modelling
disaggregated and aggregated electricity demand and applying the relevant series in conjunction
with the detected structural break dates.

6.3 Models of Electricity Demand
The empirical results reveal the most significant breaks for electricity demand in different
sectors. At this stage electricity consumption in the long run and short run in different sectors
will be modelled. In view of the small sample size of this research and the use of annual data, the
maximum lag for running the ARDL models is considered to be two. The relevant dummy
variables will be inserted into the models to investigate the influence of structural breaks on the
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electricity demand of the subsectors. If they have no explanatory power or affect the results of
the diagnostic test and estimated models unfavourably, they will be omitted from the model.

6.3.1 Model of Residential Electricity Demand
The investigation in this case starts with testing for the existence of long-run relationships by
comparing the calculated F-statistics with the critical values. The result of the F-test shows that
there is evidence of a cointegrating relationship between residential electricity demand and the
corresponding regressors. Given the relatively small sample size in the present study (43
observations), the CVs from Narayan (2004) are also applied to re-examine the existence of a
long-run relationship. The computed F-statistic is 3.92, which is greater than the upper-bound
value in the studies of Pesaran and Pesaran (2009) at the 10% significance level, and the CVs of
Narayan (2004) at the 5% level, suggesting that there is a long-run relationship between the
series of interest. The estimated long-run equation with the chosen equation being an ARDL (1,
0, 2, 2, 2, 1) yields the long-run coefficients in Table 6.4.111

Table 6.4: Major Determinant of Long-Run Residential Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
epr

-0.11

-0.92 [0.37]

hco

0.58

4.53 [0.00]

nv

0.36

5.69 [0.00]

cd

1.04

3.31 [0.00]

gpr

-0.10

-1.12 [0.27]

c

-10.08

-3.37 [0.00]

R 2 : 0.99

111

DW :1.91

F-statistic: 3.92

Appendix C contain more details about the model.
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LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

0.01 [0.94]

0.00 [0.95]

Functional form

0.36 [0.55]

0.23 [0.63]

Normality

3.44 [0.18]

Not applicable

Heteroscedasticity

2.66 [0.10]

2.71 [0.11]

Diagnostic tests

The regressors are electricity price for the residential sector, expenditure on household
consumption112, number of electrified villages, cooling degree days and price of natural gas,
respectively.113 It is worth mentioning that the relevant dummy variables had no explanatory
power and had unfavourable impacts on the results of the diagnostic tests, and so were omitted
from the model. This is not an unexpected result, as the inferences of the LS and NP unit root
tests showed that residential electricity demand is I(0). That is, the impacts of shocks are
transitory on this variable.

Table 6.3 suggests that all but one of the variables in the model for residential electricity
demand are I(0). Only epr (real electricity price) is identified as being I(1). Logically the longrun price elasticity of demand must be zero. Interestingly this is what is found from estimating
the ARDL model (Table 6.4). Price elasticity is zero and the estimated long-run income elasticity
is 0.58, which implies that electricity consumption is inelastic with respect to changes in
electricity price and household income in the long run. This result is not as surprising as it may
112

Initially, national income was considered in the model, but the estimated coefficient was negative, which might
be due to unreliability and low accuracy of the data. Therefore, the alternative variable of final fixed expenditure
of household consumption, was used. A theoretical justification for the use of a measure of consumption- rather
than income – could be found in the permanent income hypothesis, which implies that consumption should be a
good measure of expected permanent income.
113
The stock of electrical appliances, as proxied by the stock of expenditure on home durable goods, was tested, but
the applied proxy did not demonstrate the expected results and reduced the reliability of the estimated model;
thus, it was omitted from the model.
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initially seem, because electricity is a basic commodity for households. Moreover, the low price
of electricity may be another reason for the insensitivity of household electricity consumption to
changes in electricity price.
The factor with the most influence on the electricity demand of the residential sector is
cooling degree days, with a 1.04 coefficient.114 This indicates that the amount of electricity used
for cooling buildings is considerable, and that household use of electricity for cooling in the hot
season is greater than its use in the cold season for heating. This issue is confirmed by the
coincidence of the peak time of residential electricity consumption, with the summer-season
demand experiencing a considerable rise. Another factor affecting electricity demand is the
number of electrified villages (0.36 elasticity), which is considered to be an indicator of
economic progress.115 This implies that there is a positive and significant relationship between
residential electricity consumption and economic progress. The higher the level of economic
development, the higher the level of household electricity demand.116

The prices of three different fuels (natural gas, kerosene, liquid gas) were tested in the
model to determine a substitute fuel for electricity in the residential sector. The results show that
these fuels have no substitute relationship with electricity. This inference is not unexpected,

114

Heating degree days and total degree days were tested in the model but they had no explanatory power.
The urbanisation and literacy rate were tested in the model as proxies for economic development, but the model
including number of electrified villages gave a better result.
116 An issue arises regarding the direction of causality which can run from electricity demand to the number of
electrified villages, as growth in electricity demand could be assumed to be a determining factor of the extent to
which rural electrification projects are carried out. This is examined by applying the Durbin-Wu-Hausman
exogeneity test (see Appendix C). The result shows that the causal relationship is not from electricity
consumption to the number of electrified villages. Moreover, considering the fact that providing infrastructure
such as electricity mainly depends on government funding resources, therefore, it is not expected that electricity
demand impacts the number of electrified villages.
115
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because electricity is mainly used for lighting, air conditioning and operating electrical
appliances, and none of the other fuels can be used for these purposes. The only possibility for
substituting other fuels for electricity and other fuels might be the use of natural gas for heating
purposes. However, electricity consumption for this purpose is minor. This results in an
insignificant coefficient for the price of natural gas in the estimated model.

The error-correction model (ECM) applies the variables in differential form: the
estimated coefficients on the first differenced variables are the short-run elasticities. The ECM
includes an error-correction term (ecm), which is obtained from the long-run relationship and
indicates the tendency of adjustment of deviations in electricity consumption from its long-run
mean. Table 6.5 gives the short-run elasticities for residential electricity demand.117

Table 6.5: Major Determinants of Short-Run Residential Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
c

0.01

0.51 [0.61]

dhco

0.04

0.43 [0.67]

dhco(-1)

0.19

1.90 [0.07]

depr

-0.03

-0.66 [0.52]

dcd

0.14

3.21 [0.00]

ecm(-1)

-0.21

-8.30 [0.00]

DW : 2.48

---

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

3.10 [0.08]

2.78 [0.11]

Functional form

0.03 [0.87]

0.02 [0.88]

Normality

5.75 [0.06]

Not applicable

R 2 : 0.73
Diagnostic tests

117

More details about the model can be found in Appendix C.
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Heteroscedasticity

0.00 [0.97]

0.00 [0.97]

In the table, d denotes the first difference value of the variables. Consumption of residential
electricity in the short run is mainly affected by the growth rate of household expenditure with
one lag and by weather conditions. The short-run elasticities of price and income are zero
because the corresponding coefficients are insignificant. These results are reasonable, as
households need time to respond to the changes of electricity price and income and alter their
preferences and habits, and to replace old electrical appliances with more modern and electricityefficient ones. The error-correction mechanism is statistically significant this can be viewed as
additional evidence of the existence of a long-run relationship. The coefficient of the errorcorrection term is -0.21, suggesting that 21% of any disequilibrium is adjusted for each year.
That is, the full convergence process to its equilibrium level occurs after about 4.7 years.

The long- and short-run equations pass the standard diagnostic tests for autocorrelation,
functional form, normality and heteroskedasticity at the 5% level, as well as the CUSUM and
CUSUMSQ tests. As explained above the CUSUM and CUSUMSQ are tests for detecting
structural changes in time-series models. If the cumulative sum of the CUSUM or CUSUMSQ
stays within the 5% critical boundary, the model is said to be stable. The results of these two
tests on the residuals of the short- and long-run demand function of the residential sector reveal
that the coefficients of the long- and short-run models during the sample period of the study are
stable, because the plots of the two statistics remain within the 5% critical bounds for parameter
stability. As mentioned in Chapter 5 the estimated long-run model is examined for the presence
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of endogeneity. The results of the Hausman statistic tests show that the null hypothesis of
exogeneity cannot be rejected for any of the regressors.118

6.3.2 Model of Industrial Electricity Demand
The model of the industrial sector is the only ARDL model that has been run with three lags.
None of the models employing one and two lags resulted in a reliable model. The results from
modelling industrial electricity demand show that the computed F-statistic is 16.86, which is
greater than the upper-bound value in the studies of Pesaran and Pesaran (2009) and Narayan
(2004) at the 1% significance level. That is, there is a long-run relationship between electricity
demand and the relevant variables, and the selected specification of the ARDL (3, 3, 1, 2, 1)
derives the estimated long-run cointegrating equation for the industrial sector. Table 6.6 gives
the estimated coefficients:119

Table 6.6: Major Determinants of Long-Run Industrial Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio [Prob]
vi

0.49

8.21 [0.00]

epi

-0.09

-2.96 [0.01]

lr

0.05

30.86 [0.00]

td

1.26

3.12 [0.01]

c

-12.68

-2.84 [0.01]

R 2 : 0.99
Diagnostic tests
Serial correlation
118
119

DW :2.43

F: 16.86

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

3.40 [0.065]

2.23 [0.15]

Appendix C contains the plots and results of the tests.
Appendix D contains more details about the model.
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Functional form

1.32 [0.250]

0.82 [0.37]

Normality

0.63 [0.729]

Not applicable

Heteroscedasticity

0.97 [0.325]

0.94 [0.34]

The independent variables in the model are industrial value added, electricity price, literacy rate
(as a proxy for economic progress) and total degree days.120 The relevant dummy variables for
electricity demand had no explanatory power and affected the results adversely, thus, they were
omitted from the model. This result is expected, as the NP and LS unit root tests revealed that
industrial electricity demand is stationary. That is, the impact of the shocks on industrial
electricity demand is not permanent.

Table 6.3 indicates that all but two of the variables in the model for industrial electricity
demand are I(0). epi (real electricity price) and lr (literacy rate) are I(1). Logically the long-run
price elasticity of demand must be zero. As seen from Table 6.4 these variables have very small
coefficient, 0.9 and o.o5 respectively. This implies that industrial consumers are not responsive
to changes in the electricity price. It is noteworthy that electricity was responsible for 14% of the
total energy required by the industrial sector from 2004 to 2009 (BEEP, 2011).121 Two factors
might be behind the reason for the low price elasticity. The first is the low share of electricity in
the total energy of the sector, and, consequently, a low share of electricity cost in the total cost of
industrial energy. That is, an increase in the electricity price does not make a significant change
in the cost of energy. The second is the lack of substitute energy for industrial electricity.122 This

120

Real intermediate expenditure as a proxy for the price of other inputs was tested, but it reduced the reliability of
the model and so was omitted from the model.
121
BEEP: Bureau of Electricity and Energy Planning of the Iranian Ministry of Energy.
122
Diesel, natural gas and fuel oil were tested in the model but no substitution relationship with electricity was
detected.
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means that even if the electricity price increases, industries continue their consumption due to the
lack of substitution possibility.

An income elasticity of 0.49 shows that industrial electricity demand is inelastic with
respect to income changes. That is, if value added increases by 1% electricity consumption rises
by 0.49%. This inference is expected, as the industrial sector relies on oil products rather than
electricity. Therefore, an increase in the value added of the sector does not cause a major
increase in electricity demand.

Another significant variable is total degree days, which is positive and significant at the
5% level.123 This indicates that weather conditions have a considerable impact on industrial
electricity demand. The reason may be the need for air ventilation and the use of industrial
chillers in industrial buildings. The large scale of industrial buildings, high indoor temperature
due to the operation of industrial machinery and necessity of air ventilation to keep the indoor air
fresh may be the reasons for the strong impact on electricity demand.

Table 6.7: Major Determinant of Short-Run Industrial Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]

123

c

0.00

0.03 [0.98]

dci(-2)

0.36

5.52 [0.00]

depi

-0.15

-5.41 [0.00]

dvi

0.02

0.35 [0.73]

dvi(-1)

-0.13

-1.65 [0.11]

dlr(-1)

-0.03

-2.95 [0.01]

dtd

0.23

2.24 [0.03]

hd and cd were tested but none of the estimated models presented reliable results; thus, they were omitted.
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ecm(-1)

-0.45

-8.16 [0.00]

DW :1.84

---

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

0.25 [0.62]

0.20 [0.66]

Functional form

2.74 [0.10]

2.28 [0.14]

Normality

2.67 [0.26]

Not applicable

Heteroscedasticity

1.12 [0.29]

1.09 [0.30]

R 2 : 0.87
Diagnostic tests

This thesis did not detect a nexus between electricity demand and technological level;
instead, the relationship between economic development and electricity consumption of the
industrial sector was examined.124 The results showed that there is a positive relationship
between industrial electricity demand and economic development, as proxied by the literacy rate.

Table 6.7 presents the results of the short-run model. Short-run income and price
elasticities are zero and -0.15 respectively, which implies that the electricity demand of the
industrial sector is inelastic with respect to changes in income and price. Replacing industrial
equipment with more modern and energy-efficient machinery is a time-consuming process that
cannot be fulfilled in the short-run. Therefore, the estimated results are reasonable.125

The other explanatory variable is total degree days. This indicates that in the short run
weather conditions also affect industrial electricity demand, and, as in the long-run model, it is
the strongest factor in electricity demand. Another influencing factor is the growth rate of the

124

The technological level was proxied by real fixed capital of industrial machinery. The relevant coefficient was
insignificant, and insertion of the variable in the model deteriorated its reliability.
125
Appendix D contains more detail about the model.
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dependent variable with two lags, implying that electricity demand of the industrial sector
positively affects electricity demand of the sector in future years.

The inferences show that the speed of adjustment toward the long-run mean in the
industrial sector is low. The error-correction term is statistically significant this reconfirm
existence of a long-run relationship. The error-correction term implies that around 45% of the
long-run disequilibrium is adjusted during each year. That is, each deviation needs over two
years to be adjusted.

The estimated models for the long and short run passed all the diagnostic tests. The
CUSUM and CUSUMSQ tests were employed to test for parameter constancy. The inferences
indicate that the cumulative sum and cumulative sum of squares are stable. That is, the
coefficients of the long- and short-run models during the sample period of the study are stable,
because the plots of the two statistics remain within the 5% critical bound of parameter stability.
The results of the Hausman test confirm weak exogeneity of the applied variables.126

6.3.3 Model of Agricultural Electricity Demand
The result of the bounds testing confirms that there is a cointegration relationship between
electricity consumption and the corresponding regressors. The computed bounds F-statistic 3.93
is greater than the upper critical value of Pesaran and Pesaran (2009) and Narayan (2004) at the
10% and 5% levels respectively. With the establishment of a long-run cointegration relationship,

126

Appendix D contains plots and results of the tests.
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the model of agricultural electricity demand is estimated using the ARDL (1, 2, 0, 0, 0, 0, 0, 0)
specification (Table 6.8). 127

Table 6.8: Major Determinants of Long-Run Agricultural Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
epa

-1.14

-4.36 [0.00]

va

1.19

1.80 [0.08]

dpa

-0.41

-4.46 [0.00]

iea

-0.84

-2.25 [0.03]

mca

0.05

0.63 [0.53]

td

-0.46

-0.71 [0.48]

tp

-0.40

-1.81 [0.08]

c

33.06

2.25 [0.03]

R 2 : 0.99

DW :1.78

F-statistic: 3.93

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

0.04 [0.84]

0.03 [0.87]

Functional form

3.36 [0.07]

2.591 [0.12]

Normality

2.48 [0.29]

Not applicable

Heteroscedasticity

3.71 [0.05]

3.87 [0.06]

Diagnostic tests

The regressors of the estimated model are the electricity price in the agricultural sector, value
added by the sector, diesel price, intermediate expenditure (as a proxy for the price of other
inputs), fixed capital of industrial machinery (as a proxy for technological changes), total degree
days and total precipitation. The signs of the computed elasticities are in line with theoretical
expectations. All the variables except fixed capital of agricultural machinery and total degree

127

Appendix E contains more details about the model.

201

days are significant at the 10% level and better. Fixed capital of industrial machinery has the
correct sign, but has an insignificant and small coefficient. It is worth mentioning that the
dummy variables relevant to electricity consumption did not have explanatory power and had
adverse effects on the diagnostic test results; thus, they were omitted from the model. This
implies that the effects of the structural changes are common across the variables so that they
tend to net out in the simultaneous specification.

Table 6.3 implies that the only I(1) variable in the demand function of agricultural
electricity is ca (agricultural electricity consumption), so logically it cannot have a long-run
relationship with any of the other variables- including epa (price). However the ARDL model
suggests that ca does enter into a long-run relationship, for example the long-run price elasticity
of demand is estimated to be -1.14 and is highly significant. Such inconsistencies are not
uncommon in empirical work and there is probably not much that can be done.

As shown in Table 6.8, diesel has a complementary relationship with electricity.
Electricity demand is elastic with respect to price, with a 1% change in price resulting in an
inverse change of more than 1% in agricultural electricity demand. These results are justified as
electricity is responsible for 30% of the total required energy of the agricultural sector (BEEP,
2010). The considerable proportion of electricity in total agricultural energy shows that an
increase in electricity price will change the total cost of electricity significantly in the sector.
Therefore, a high price elasticity is expected and seems reasonable for this sector.

As observed, income elasticity is 1.19 in the estimated model. This shows that electricity
consumption is significantly affected by changes in the level of production. Considering the fact
202

that electricity accounts for a considerable proportion of required energy in the sector and that
the long-term plan of the state is to replace diesel water pumps in agricultural wells with electric
pumps, it is not surprising that a change in agricultural production affects electricity demand
extensively. It is worth mentioning, from an environmental standpoint, that the plan of the MOE
is to increase the reliance of the agricultural sector on electricity as a clean source of energy
compared to oil products. Hence, the obtained income elasticity is realistic and reasonable for the
agricultural sector.

Another significant variable is intermediate expenditure of the sector. This has a negative
parameter value, which indicates that there is the possibility of a substitution relationship with
other industrial inputs and electricity. Due to the lack of separate time-series data for the price of
inputs, this relationship cannot be investigated accurately in this thesis.

As mentioned in Chapter 4, it is expected that weather conditions affect the electricity
demand from the agricultural sector. The results reveal that the amount of precipitation
influences electricity consumption. The negative sign of total precipitation indicates that an
increase in the total level of rain leads to lower electricity demand. This is due to a decline in
water pumping when rain falls. The statistically insignificant coefficient for td shows that
electricity use for cooling and heating in the agricultural sector is minor: 128

128

hd and cd were tested but none of the estimated models presented reliable results; thus they were omitted.
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Table 6.9 shows the results for the short-run model using the error-correction terms from
the long-run relationship:129

Table 6.9: Major Determinants of Short-Run Agricultural Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
c

-0.01

-0.37 [0.71]

dva

0.37

1.05 [0.30]

dva(-1)

0.66

2.05 [0.05]

depa

0.11

1.27 [0.21]

ddpa

-0.12

-2.02 [0.05]

diea

-0.31

-2.57 [0.01]

dtp

-0.20

-3.59 [0.00]

ecm(-1)

-0.33

-6.37 [0.00]

DW :1.83

---

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

0.05 [0.82]

0.04 [0.84]

Functional form

0.48 [0.49]

0.38 [0.54]

Normality

3.37 [0.19]

Not applicable

Heteroscedasticity

0.01 [0.94]

0.00 [0.95]

R 2 : 0.51
Diagnostic tests

Electricity price and income have zero short-run elasticity. However, the one-lag growth rate of
income is a significant variable that affects agricultural electricity consumption. The coefficient
for diesel price is also significant; this indicates that, as in the long-run model, diesel has a
complementary relationship with electricity. Two other influential factors are the level of
precipitation and intermediate expenditure. The results confirm the impact of the amount of rain
129

Appendix E contains more details about the model.
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on reducing agricultural electricity demand due to reduction in the need for water pumping. The
coefficient of the error-correction term is significant implies that there is a long-run relationship
and estimated to be -0.33, which indicates that 33% of the adjustment in agricultural electricity
demand towards the long-run equilibrium takes place within a year.

The reports of several diagnostic tests suggest an adequate model specification and a high
goodness of fit between the estimated long- and short-run models. The stability of the
coefficients of the model was tested applying the CUSUM and CUSUMSQ tests. The plots of the
statistics stay within the 95% critical bounds, showing that the estimated parameters are stable
over the investigated period. The inferences of the exogeneity test show that all the independent
variables are weakly exogenous.130

6.3.4 Model of Public Electricity Demand
The ARDL approach produced the result that there exists a long-run relationship between public
electricity demand and the corresponding regressors. The estimated F-statistic is 11.76, which is
greater than the upper-bound value in the studies of Pesaran and Pesaran (2009) and Narayan
(2004) at the 1% level. The optimal combination of lag orders is the ARDL (1, 0, 0, 2, 0, 0, 1).
Table 6.10 gives the final long-run equation of public electricity demand.131

The regressors are value added by the public sector, public electricity price, intermediate
expenditure of the sector, natural gas price, urbanisation rate and heating degree days.132 Dummy

130

Appendix E contains the plots and results of the tests.
Appendix F contains more details about the model.
132
The stock of electrical appliances, as proxied by the stock of capital of public buildings, was tested, but the
variable did not demonstrate the expected results and reduced the reliability of the estimated model; thus, it was
omitted from the model.
131

205

variables tr1 and tr2 are trend dummy variables. Coefficients of all the variables are lower than
unity. It was expected that a significant dummy variable in the estimated model of the public
sector would be found, as public electricity demand was found to be I(1) based on the results of
the LS and NP unit root tests. That is, the effects of the shocks on the public electricity demand
have been permanent.

Table 6.10: Major Determinants of Long-Run Public Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
vp

0.21

1.97 [0.06]

epp

-0.13

-2.10 [0.05]

iep

-0.14

-3.16 [0.00]

gpp

-0.17

-4.27 [0.00]

ur

0.10

6.25 [0.00]

hd

0.90

3.99 [0.00]

c

-5.88

-1.98 [0.06]

tr1

-0.01

-6.48 [0.00]

tr2

0.01

1.43 [0.16]

R 2 : 0.99
Diagnostic tests

DW :2.37

F: 11.76

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

2.13 [0.14]

1.48 [0.23]

Functional form

0.17 [0.68]

0.11 [0.74]

Normality

0.76 [0.69]

Not applicable

Heteroscedasticity

0.28 [0.60]

0.27 [0.61]

The coefficient for income has the right sign but is insignificant, whereas price elasticity
is -0.13 and is significant at the 5% level. Considering that the cost of electricity is paid by the
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state but electricity is applied by staff, an insignificant coefficient for income and small
coefficient for price are expected. The factor with the most influence on public electricity
demand is temperature. Heating degree days has the strongest effect.133 It is worth noting that
government organisations commonly use electric heaters, which are highly energy-intensive.
This may be the reason for the strong impact of heating degree days on public electricity usage.

Intermediate expenditure of the public sector is also significant at the 5% level, but the
coefficient is lower than unity. The sign of intermediate public expenditure, as a proxy for the
price of other goods consumed by the sector, is negative. This indicates that a 1% increase in
intermediate expenditure by the public sector leads to a 0.14% decrease in demand for electricity.

Another variable is the urbanisation rate, which has a positive sign and is statistically
significant at the 1% level, but has the smallest impact on electricity demand. This association
confirms the relationship between economic development (as proxied by the urbanisation rate)
and public-sector electricity demand. The higher the urbanisation rate, the higher the demand for
social welfare and infrastructural facilities, including electricity. It is expected that an increase in
the urbanisation rate raises electricity consumption as this indicates a higher number of
electricity consumers and easier access to electricity by urban households. Therefore, a high rate
of urbanisation leads to an increase in the use of electrical appliances, and an increase in the
purchases of new electrical equipment such as air conditioning and other modern electricityusing appliances (due at least in part to exposure to media advertising to exposure to media
advertising in big cities (Holtedahl & Joutz, 2004)).

133

Cooling degree days and total degree days were tested in the model but they had no explanatory power; thus they
were omitted from the model.
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The sign of the natural-gas price is negative, which shows a substitute association
between electricity and gas.134 This replacement might be for heating purposes, which is the only
possibility for replacing electricity with natural gas. As previously mentioned, a portion of
electricity in the public sector is used for heating, and this substitution relationship confirms this.

The error-correction model model was applied to estimate the short-run model (Table
6.11).135

Table 6.11: Major Determinants of Short-Run Public Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
c

0.04

4.41 [0.00]

dvp

0.09

1.31 [0.20]

depp

-0.10

-2.73 [0.01]

diep(-1)

0.06

2.52 [0.02]

dgpp

-0.04

-2.00 [0.05]

ecm(-1)

-0.44

-11.91 [0.00]

R 2 : 0.84

DW : 2.33

---

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

2.13 [0.15]

1.86 [0.18]

Functional form

0.30[0.58]

0.25 [0.62]

Normality

0.02 [0.99]

Not applicable

Heteroscedasticity

0.71 [0.40]

0.69 [0.41]

Diagnostic tests

134

The prices of kerosene and liquid gas were tested, but no substitute relationship was detected between electricity
and these two fuels. This situation was expected, as electricity is mainly used for lighting, air conditioning and
electrical appliances in the public sector, and neither of these fuels can replace electricity for these purposes.
135
Appendix F contains more details about the model.
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The inferences indicate that in the short run, electricity demand is inelastic with respect to the
changes of value added and electricity price. The estimated short-run income and price
elasticities are 0.09 and -0.10, respectively. The one-lag growth rates of natural gas price and
intermediate expenditure have a small impact on public electricity demand in the short-run.

The error-correction term of -0.44 is statistically significant, with an expected negative
sign, suggesting that there is a long-run relationship. Moreover, when public electricity
consumption is above or below its long-run equilibrium, demand adjusts by 44% within the first
year. Thus, the speed of adjustment is low if any shock occurs to public electricity demand.

The long- and short-run models passed the diagnostic tests. The CUSUM and
CUSUMSQ tests were also applied to determine whether the functions would be stable over
time. Only for 1997 and 1998 is the CUSUM of the long-run model not stable, as the statistic
was outside the critical bounds. In general the results imply that the coefficients of the long and
short-run models during the sample period of the study are stable, because the plots of the two
statistics remain within the 5% critical bounds of parameter stability. The Hausman exogeneity
test confirmed the endogeneity of the applied regressors.136

6.3.5 Model of Aggregate Electricity Demand
The long-run relationship between aggregate electricity demand and the corresponding variables

was confirmed by applying the joint significance F-test. The computed F-statistic is 27.92, which
is greater than the 1% upper critical value in the studies of Pesaran and Pesaran (2009) and
Narayan (2004), strongly indicating that the aggregate electricity demand and the relevant
136

Appendix F contains the plots and results of the tests.
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regressors are cointegrated. The selected specification of the ARDL (1, 0, 0, 2, 0, 1) derives the
estimated long-run cointegration equation for the aggregate electricity demand. Table 6.12 gives
the long-run coefficients.137

Table 6.12: Major Determinants of Long-Run Aggregate Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
ept

-0.37

-4.49 [0.00]

gdp

0.21

1.38 [0.18]

lr

0.04

10.19 [0.00]

gpt

0.08

1.09 [0.28]

td

0.95

2.58 [0.02]

c

-3.58

-0.96 [0.34]

DW :1.69

---

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

0.81 [0.37]

0.60 [0.44]

Functional form

0.92 [0.34]

0.69 [0.41]

Normality

5.39 [0.07]

Not applicable

Heteroscedasticity

2.25 [0.13]

2.27 [0.14]

R 2 : 0.99
Diagnostic tests

The regressors are electricity price, GDP, literacy rate (as a proxy for economic development),
natural gas price and total degree days. All the coefficients have the right sign and are significant
except for GDP and the natural gas price.

137

Appendix G contains more details about the model.

210

The results show that the coefficient for income is insignificant, and total electricity
demand is inelastic with respect to price changes. The elasticity of electricity price is -0.37,
which shows that a 1% increase in price will decrease electricity demand by 0.37%. Another
influential positive impact is from total degree days, which has the strongest effect on electricity
demand among the factors examined. When looked at alongside the impact of heating degree
days on public electricity demand and cooling degree days on demand from the residential and
industrial sectors, the result obtained is expected and reliable. Literacy rate has a small
coefficient, which indicates that there is a positive relationship between electricity demand and
economic progress in the Iranian economy as a whole.

As shown in Table 6.12, natural gas is not a substitute for electricity in the economy as a
whole. The aggregate model was re-estimated using other types of fuels, but none of them was
found to be a substitute for electricity. This may be due to the use of different fuels in the various
subsectors. Moreover, in none of the subsector models was there a strong substitution
relationship between electricity and any of the fuels. Because natural gas is used in all sectors, it
was tested as a substitute fuel for electricity, but no significant relationship with electricity was
found.

The error-correction terms of the long-run model were used to estimate the short-run
model (Table 6.13).138

138

Appendix G contains more details about the model.
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Table 6.13: Major Determinants of Short-Run Aggregate Electricity Demand, 1967-2009
Regressors
Coefficient
T-Ratio[Prob]
c

-0.00

-0.20 [0.84]

dept

-0.08

-2.79 [0.01]

dept(-1)

-0.05

-1.79 [0.08]

dgdp

0.13

2.04 [0.05]

dlr(-1)

-0.02

-3.30 [0.00]

ecm(-1)

-0.23

-11.58 [0.00]

DW :1.59

---

LM version

F version

Test statistic [Prob]

Test statistic [Prob]

Serial correlation

1.64 [0.20]

1.42 [0.24]

Functional form

2.81 [0.09]

2.50 [0.12]

Normality

4.45 [0.108]

Not applicable

Heteroscedasticity

2.89 [0.089]

2.96 [0.09]

R 2 : 0.87
Diagnostic tests

The coefficients for price and GDP are statistically significant, but lower than unity. The income
and price elasticities are 0.13 and -0.08 respectively, which indicates that aggregate electricity is
inelastic with respect to changes in GDP and the electricity price. The coefficient of the growth
rate of literacy lagged by one lag period is significant but small, showing that it has a minor
impact on total electricity demand in the short run.

The error-correction term is significant and equal to -0.23, which reveals that the speed
toward equilibrium is slow and that in each period there is an adjustment of 23% of the
deviation. That is, the full convergence process to its equilibrium level occurs after 4.3 years.
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The estimated long- and short-run models of aggregate electricity demand passed the
diagnostic tests and parameter-stability tests. The CUSUM and CUSUMSQ statistics remained
within the 5% critical boundary and the results suggest that the aggregate demand relationships
were stable during the sample period.139

6.3.6 Comparison of Elasticities
Table 6.14 summarises the estimated short- and long-run responses for the different sectors. A
comparison of the results reveals that electricity consumption is inelastic with respect to price
and income changes in most of the sectors. The agricultural sector is the only sector that has
income and price elasticities greater than unity. Weather conditions play an important role in all
sectors (see the coefficients of cd, hd, td and tp). Electricity demand in all sectors except the
agricultural sector is influenced by either technology changes or economic progress (see the
coefficients of nv, lr and ur). In the short run, weather conditions are one of the main factors
affecting the industrial, residential and agricultural sectors, while in the public sector electricity
price has the highest elasticity. In general, in none of the sectors are price and income the main
determinants in the long term.

Weather conditions are the main factor in changes in the aggregate electricity demand,
and change in GDP is the second most influential factor in the long-term. Considering the
estimated sectoral models, the aggregate model, which should be a reflection of the determinants
of the subsectors, is found to be a function of economic growth, as proxied by the literacy rate,
and total degree days, which is the sum of hd and cd.

139

The plots and results of the tests can be found in Appendix G.
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Table 6.14: Comparison of Elasticities in the Aggregate and Subsectors Electricity Demand
Other determinants
Long-run
Short-run
Sectors
ecm(-1)
Long-run
Short-run
Income Price Income Price
Residential

Industrial

0.58

0.49

0

-0.09

0

0

0

-0.15

cd (1.04)

cd (0.14)

nv (0.36)

hco(-1) (0.19)†

lr (0.05)
td (1.26)

dpa (-0.41)
Agricultural

1.19

-1.14

0

0

iea (-0.84)
tp (-0.40)

-0.21

td (0.23)
lr (-1) (-0.03)

-0.45

ci(-2) (-0.36)
va(-1) (0.66)
dpa (-0.12)
iea (-0.31)

-0.33

tp (-0.20)

iep (-0.14)
gpp (-0.17)
Public

0.21

-0.13

0

-0.10

ur (0.10)
hd (0.90)

iep(-1) (0.06)
gpp (-0.04)

-0.44

tr1 (-0.01)

Aggregate

0

-0.37

0.13

-0.08

lr (0.04)
td (0.95)

ept(-1) (-0.05)
lr(-1) (-0.02)

-0.23

† The figure in the first parenthesis denotes the number of lags, and that in the second parenthesis denotes elasticity.

The error terms are statistically significant, with negative signs in all sectors and at the
aggregate level. This reveals the existence of a long-run equilibrium relationship between the
corresponding variables. The coefficients of ecm(-1) vary between -0.21 to -0.45. That is, once a
shock occurs, convergence to equilibrium occurs with 21, 45, 33, 44 and 23% of the adjustment
in the first year for the residential, industrial, agricultural and public sectors and at the aggregate
level, respectively. This shows that the speed of correction of deviations from long-run
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electricity consumption is low in all Iranian electricity subsectors and at the aggregate level. The
residential sector has the lowest and the industrial sector has the highest speed of adjustment
toward long-run equilibrium.

Table 6.15 compares the income and price elasticities obtained in this thesis relative to
other Iranian studies; this highlights that this research found higher long-run income elasticity
and lower price elasticity than the rest of the Iranian literature. This study found that weather
conditions are the strongest factor in the residential sector, in contrast with Amini Fard and
Estedlal (2003) and Askari (2002), who found that the number of consumers and electricity
price, respectively, were the main determinants. It should be noted that a considerable proportion
of electricity in the residential sector is used for air conditioning. Considering this issue, and the
low electricity prices and lack of a substitute for residential electricity in Iran, it can be said that
the results of the current study are reliable and close to reality. A comparison of the errorcorrection terms shows that all studies found that adjustment speed is low, but the speed of
correction indicated by this research is lower than the estimation of Amini Fard and Estedlal
(2003) (the only other estimation in the literature).

The findings of the current research show that, contrary to the results of Amini Fard and
Estedlal (2003) and Askari (2002), residential electricity has no substitute fuel. In the study of
Askari (2002) no details are provided about the kinds of fuel considered as the substitute energy
source, while Amini Fard and Estedlal (2003) use liquid gas. It should be noted that the
applications to which electricity in the Iranian residential sector are put makes the possibility of
substitution by other fuels very limited. The only uses for other fuels are heating and cooking,
but electricity is not used for these purposes extensively in the residential sector. This is because
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of the low price of other fuels such as natural gas, kerosene and biomass sources compared to
electricity, and because electric heating and cooking appliances are highly energy-intensive
compared to gas heaters and cookers.

In this thesis, industrial electricity demand is found to be inelastic with respect to income
changes, with an elasticity of 0.49; this is lower than the result found by Askari (2003), who
reported an income elasticity between 1.22 and 1.34, and Azarbaijan et al. (2006), who found
income elasticity to be 0.72. The main determinants of electricity consumption in the industrial
sector are total degree days and value added. By contrast, Askari (2003) identified income and
price as the strongest factor, and Azarbaijan et al. (2006) found income as the strongest. Contrary
to the findings of Askari (2003), price cannot be an influential determinant of electricity
consumption. The reasons are low electricity pricing in Iran, the low share of electricity cost in
total industrial energy cost and, as this thesis has shown, a lack of substitute fuel for industrial
electricity, which implies that industries are unable to alter their needs for electricity by using
another fuel when electricity prices increase.

The coefficient of the error-correction term estimated for the industrial electricity model
(-0.45) is higher than Azarbaijan et al.'s (2006) figure of -0.22. This confirms the very low speed
of correction of a deviation in electricity demand towards long-run equilibrium in the industrial
sector.
A comparison of the findings for the agricultural sector with those of Askari (2003)
reveals several key points. In this study the long-run income elasticity is found to be 1.19, while
Aksari (2003) reports an equivalent elasticity varying between 2.06 and 2.54, which seems an
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overestimation. Askari (2003) does not address the impacts of price of agricultural inputs (which
was proxied by intermediate expenditure of the sector in this study) and weather conditions.
Consequently, it can be concluded that the results of his research may suffer from a
misspecification problem. In general, this thesis and the study of Askari (2003) confirm that
agricultural electricity demand is elastic with respect to changes in value added.

In the current study the long-run price elasticity is found to be -1.14, whereas Askari
(2003) finds it to be inelastic. Considering the low price of agricultural electricity, at first glance
a high price elasticity of demand for agricultural electricity consumption seems surprising. The
result obtained can be justified on the basis that around 30% of the required energy of the
agricultural sector is provided by electricity. This shows that changes in the electricity price
make a considerable change to the energy costs of this sector..

According to the obtained inferences, public electricity demand is inelastic with respect
to income and price in the short and long run. In contrast, Askari (2003) found a range of
elasticities for income from zero to 0.31 in the short run and zero to 1.73 in the long run, and for
price from -0.46 to -0.99 in the long run and -0.66 to -2.47 in the short run. Taking into account
the combination of public consumers (mainly governmental, non-profit and educational
organisations and hospitals), it appears that electricity consumption is inelastic with respect to
price and income variations. The reason is that the electricity cost of the governmental
organisations is paid by the state rather than individuals and private companies; thus, electricity
is not used efficiently and the users are irresponsive to price changes. For other public
consumers, such as hospitals and educational centres, electricity is used for lighting, air
conditioning and educational and hospital equipment. The application of electricity in such
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organisations makes electricity a necessary commodity that cannot be adjusted significantly
through reduction in the usage rate and in response to price and income changes. For this reason,
obtaining income and price elasticities lower than unity, as found in this thesis, is expected. The
main determinant of public electricity demand is weather conditions. This important factor on
public electricity demand has been disregarded in the study of Askari (2003); in his study the
price of electricity is the main determinant of public-sector electricity consumption.

In this study, long- and short-run elasticities of income and price for aggregate electricity
demand are lower than unity. Soheily (2003) and Samadi et al. (2009) also found electricity
demand to be inelastic with respect to income and price variations for the short and long run,
whereas Ziyaee and Parsa Moghadam (2009) and Soheily (2007) reported elastic elasticity for
long-run income and price elasticities that are inelastic but close to unity in the long run. In
general terms, for the short run the estimated coefficients are very close to the results obtained by
other studies. In the current study the main factor in aggregate electricity demand is weather
conditions (Table 6.14), while in other studies the main determinant is income. Considering the
combination of the public consumers mentioned above and the application of electricity in this
sector, which is mostly for air conditioning and lighting, the results of the current study are more
reliable than those found in other Iranian literature.
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Table 6.15: A Comparison of the Determinants
Long-run
Sector

Study
Price

Income

Price

0.58

0

0

0

-0.21

0.24

-0.59

0

0

-0.50

Askari (2002)

0.16

-1.36

0.11

-0.97

--

Current study

0.49

-0.09

0

-0.15

-0.45

Askari (2003)

1.22 to 1.34

-1.42 to -2.02

0.30 to 0.36

-0.53 to -0.55

--

0.72

0

0

-0.17

-0.22

Amini Fard &
Estedlal (2003)

Industrial

ecm(-1) Other long-run determinants
Income

Current study
Residential

Short-run

Azarbaijan et al.
(2006)

-Cooling degree days
-Number of electrified villages
-Liquid-gas price
-Number of consumers
-Price of substitute fuel
-Literacy rate
-Total degree days
-Quality of electricity supply
-Price of natural gas
-Quality of electricity supply
-Diesel price

Agricultural

Current study

1.19

-1.14

0

0

-0.33

-Intermediate expenditures
-Average of total precipitation

Askari (2003)

2.06 to 2.54

-0.27 to -0.67

1.09 to 1.31

-1.04 to -0.60

--

-Quality of electricity supply

Table 6.15: (Continued)
Long-run
Sector

Short-run

Study

ecm(-1) Other long-run determinants
Income

Price

Income

Price
-Intermediate expenditures

Public

Current study

0.21

-0.13

0

-0.10

-0.44

-Natural-gas price
-Urbanisation rate
-Heating degree days

Aggregate

Askari (2003)

0 to 1.73

-0.66 to -2.47

0 to 0.31

-0.46 To -0.99

--

Current study

0

-0.37

0.13

-0.08

-0.23

Soheily (2003)

0.27

-0.14

0.26

0.03

-0.19

--

Samadi et al. (2009)

0.54

-0.32

0.13

-0.08

-0.25

--

1.72

-0.99

--

--

--

1.84

-0.86

0.24

-0.06

-0.12

Ziyaee & Parsa
Moghadam (2009)
Soheily (2007)
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-Quality of electricity supply
-Literacy rate
-Total degree days

-Log of energy efficiency
--

6.4 Summary
Many studies have argued the importance of applying unit root tests and analysing and
identifying the existence of structural breaks. The current thesis has employed the ADF, LS and
NP unit root tests. The results show that seven, 21 and six of the 29 series, respectively, are
stationary. The LS test showed that 25 series have two breaks and four series have one break,
while the NP test found that all series have two breaks. According to the LS test, the breaks in
electricity consumption in different sectors occur between 1975 and 1994, which is the period of
the oil price shocks, Iran’s political revolution (1979), the Iran-Iraq war (1980-1988) and the
post-war recovery period.

The results of this study's unit root tests were used to estimate the long-run models and
for the short-run models the error correction method was used. The residential model shows that
electricity price is insignificant and that income elasticity is lower than unity. The most
influential factor is cooling degree days, which implies that households mainly use electricity for
cooling rather than for heating. The number of electrified villages (an indicator of economic
progress) is significant, showing that economic progress has a positive impact on electricity
demand. Consumption of residential electricity in the short run is mainly influenced by weather
conditions rather than economic factors. The short-run elasticities of price and income are zero.

The model for the industrial sector reveals that electricity demand is inelastic with respect
to income and price changes, respectively. Income elasticity is 0.49 and price elasticity is -0.09.
The strongest impact on industrial electricity demand is total degree days, indicating that for the
whole year electricity is used significantly for air ventilation. Another significant regressor is the
literacy rate (another indicator of economic progress), which has a positive sign. In other words,
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a modern economy uses more electricity. The short-run model has inelastic income and price
elasticities of zero and -0.15, respectively, and electricity has no substitute in the industrial
sector.

Contrary to the industrial sector, agricultural-sector electricity demand is elastic with
respect to price and also elastic with respect to income. Diesel has a complementary relationship
with agricultural electricity usage, and intermediate expenditure also has a negative association
with electricity demand. The amount of precipitation affects agricultural electricity demand
negatively: that is, an increase in total precipitation leads to lower electricity demand. In the
short run, electricity price and income have no impact on electricity demand, but diesel has a
complementary relationship with electricity, and total precipitation and intermediate expenditure
have a negative impact in the short run.

The model of public electricity demand shows that heating degree days has the strongest
effect on electricity demand. The income elasticity is 0.21 and the price elasticity is -0.13.
Intermediate public expenditure and urbanisation (a proxy for economic progress) are significant
variables in the model, with inelastic elasticities. The coefficient of the gas price is -0.17,
indicating that electricity has a weak substitution relationship with natural gas in the public
sector. The estimated short-run income and price elasticities are zero and -0.10, respectively; that
is, electricity demand by the public sector is inelastic with respect to income and price changes.

The results for total electricity demand show that the coefficient of income is zero and
that of price elasticity is -0.37. Total degree days has the strongest impact on total electricity
demand compared to other determinants, with an elasticity of 0.95. Another significant regressor

222

is the literacy rate (a proxy for economic development). The coefficients for price and income in
the short-run model are -0.08 and 0.13, respectively.

A comparison of the results reveals that the agricultural sector has income and price
elasticities higher than unity, and the rest of the sectors have price and income elasticities lower
than unity. Weather conditions in all sectors are an influencing factor. Electricity demand in all
sectors, except the agricultural sector, is influenced by either technology changes or economic
progress. In the short run, weather conditions are the main factor affecting the electricity demand
of the residential and industrial sectors. In the agricultural sector the growth rate of value added
with one lag has the biggest impact. The results reveal that the speed of correction of deviations
from long-run electricity consumption is low in all Iranian electricity subsectors and at the
aggregate level.

Considering the results obtained for sectoral electricity demand and total electricity
demand, Chapter 7 will discuss some policy implications, and appropriate policies for each
sector. Results from forecasts and simulations for aggregate and disaggregate electricity demand
will also be analysed.
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Chapter 7

Policy Implications and Forecasts
7.1 Introduction
From a policy perspective, it is important for planners to be well informed about the main
determinants of electricity demand so that they can manage the various sectors' electricity
consumption more efficiently. Chapter 6 presented a model of electricity demand for various
sectors and at the aggregate level. The estimated models illustrated the influential factors that
may be used to manage these sectors' electricity demand. This chapter details the findings about
the main factors affecting electricity demand in the sectors to enable the Iranian Ministry of
Energy to direct them toward a more optimal use of electricity. This information will help
policy-makers devise appropriate energy policies.

This chapter is structured as follows: Section 7.2 presents the policy implications for
electricity demand in the residential, industrial, agricultural and public sectors. Section 7.3
projects the electricity demand outlook in Iran during 2010-14. This section includes forecast
scenarios of electricity demand in the residential, industrial, agricultural and public sectors
during the Fifth Five-Year Economic, Social and Cultural Plan. Section 7.4 will compare
disaggregated electricity demand forecast by this thesis for the period 2015 and 2020 with the
forecasts from other Iranian studies. Section 7.5 gives the aggregate electricity outlook from
2010 to 2020 and compares it with similar other Iranian literature. Section 7.6 illustrates this
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study’s final results for the forecasting of electricity demand in Iran. The last section summarises
the chapter.

7.2 Policy Implications
7.2.1 Residential Sector
The estimated model for the residential sector shows that electricity demand rises significantly in
the hot season. This demonstrates the large quantity of electricity that households use for
cooling. According to the model, temperature has the strongest effect on electricity demand in
the residential sector. Considering the low weatherproofing of buildings in developing countries
because of poor construction standards, the results are not surprising. This indicates that stopping
heat from entering or escaping would be an effective way to control electricity use for cooling. In
particular, weatherproofing buildings and weather-stripping doors and windows would be viable
solutions for keeping the indoor temperature stable. An important strategy would be to inform
residential consumers of the importance of home weatherproofing and other ways to conserve
energy.

A large number of households use gas coolers (compact window air conditioners), which
are highly electricity-intensive. This may be another reason for high electricity demand for
cooling. Replacing these old coolers with modern air conditioners, which are relatively
electricity-efficient, may reduce power consumption considerably. To persuade people and help
families with the expenditure involved in upgrading to efficient appliances, the state should offer
financial incentives such as discounted interest-rate loans to families, or discounted electricity
cost for energy-efficient consumers. Considering the lack of sufficient weatherproofing in
residential constructions and the huge number of inefficient electric appliances, it is expected
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that these solutions would decrease electricity demand in the Iranian residential sector
considerably.

The next significant factor in residential electricity consumption is household income,
indicating that income policies can be used for managing households' electricity demand.
Considering the large number of low-income households in Iran, taxing electricity usage for all
consumers may lead to undesired impacts for low-income families. Therefore, adopting income
policies in the case of Iran should be done with caution. An option would be for the government
to impose an electricity tax on the rich and subsidise the poor regions of the country and poor
areas of each city. Halvorsen and Larsen (2001) showed that increased electricity taxes have a
significant impact on the reduction of electricity consumption in the Norwegian residential
sector. They argued that a consequence of this policy was its detrimental effects on poor
households, and that it should be implemented with caution.

Electrifying rural areas is a long-term policy adopted by the Iranian state (TAVANIR
Deputy of Human Resources and Research, 2011c). In the estimated residential model, the
number of electrified villages is another influential factor on electricity consumption.
Considering the high power loss in the Iranian transmission network and the fact that villages are
commonly located in open areas, providing some form of rural electricity through solar systems
and wind farms seems an appropriate solution (Bureau of Electricity and Energy Planning,
2011). The state can provide financial facilities to help rural households install solar systems.

Taking into account that rural electricity is a significant part of the residential sector and
that rural households are often new consumers of electricity, it is necessary to inform them about
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efficient electricity usage. Information provision, along with appropriate pricing (which will be
discussed in the following paragraph), is likely to have the desired impact of encouraging them
to consume electricity efficiently.

In the residential model, electricity price is insignificant and has the smallest elasticity.
However, this does not mean pricing policy cannot be an efficient instrument for managing
electricity demand. The low price elasticity reveals that previous electricity pricing was
inefficient, which has made consumers indifferent to electricity-price changes. Therefore, the
electricity price needs to be changed. Modifying pricing policy will result in consumers
becoming responsive to the electricity price, and consequently improve energy usage efficiency
as well as reducing government spending on subsidies.

If changes in electricity price follow the current pattern, consumers will also continue
their current pattern of demand, which means that electricity consumption will not change
significantly in response to small changes in the electricity price. It is expected that the reaction
of consumers will be significant when a substantial change in electricity price occurs. In order to
decrease the adverse impacts of increasing electricity prices, it is crucial to set new prices based
on the structure of Iranian society. A considerable proportion of residential electricity is used by
rich households, due to the large scale of their properties and the low share of electricity cost in
their market basket. It is worth mentioning that the current electricity pricing in Iran is based on a
multiple-part tariff. That is, the price of residential electricity rises when a household `s
electricity consumption increases. However, in order to have a successful pricing policy, the
share of electricity bills for rich consumers who are intensive residential consumers should rise
significantly to make them responsive to changes in price. That is, the electricity price for high227

income electricity consumers should be significantly higher than the electricity price for lowincome electricity consumers. It is noteworthy that the consumption of this group of consumers
is generally located in the high levels of the electricity-demand schedule.

A significant proportion of electricity is used for home electric appliances such as
coolers, freezers, refrigerators and televisions, and the majority of Iranian households use old
electric appliances, many as much as two decades old. Many households cannot afford to
purchase new appliances due to the high price of home electric equipment compared to the
household’s income; moreover, many families are not aware of the inefficiency of old
equipment. Since replacing old electric appliances with modern appliances is an efficient way to
conserve energy, householders should be informed and encouraged to replace old and electricityintensive devices. The state can provide financial incentives such as offering interest-free longterm loans and other support to help people substitute their old electric appliances.

Solar power systems are used increasingly widely around the world as a clean and
reliable source of electricity. This issue has been neglected in Iran, and it is now necessary that
the government consider it in its short- and long-term plans. The authorities should provide the
support facilities to households that will let them install solar power systems.

7.2.2 Industrial Sector
The strongest determinant of electricity demand in the industrial sector is total degree days. The
positive sign of the variable implies that a rise in heating or cooling degree days will lead to a
significant growth in industrial electricity demand. This might be due to using air-ventilation
systems and industrial chillers in industrial buildings. These results suggest that using energy228

efficient ventilating systems and modern industrial chillers extensively can lead to declining
electricity consumption in the industrial sector.

The second influential element of the industrial electricity demand model is value added.
The positive sign is evidence of an increase in electricity demand due to an increase in
production. This shows the importance of adopting electricity-tax policies to encourage
industries to update their equipment and replace old machinery with new technology. However,
this policy should be accompanied by the adjustment of electricity prices to be effective.
Considering the fact that the power industry in Iran is a clean industry due to its use of natural
gas as the major fuel for power plants, adoption of energy policies to control for a declining
share of electricity in total energy usage by industries seems necessary.

It is noteworthy that due to the lack of proper data and an appropriate proxy variable, this
study could not detect a relationship between the technological level of industrial machinery and
electricity demand. However, it should be taken into account that the old technology embedded
in industrial machinery in the Iranian economy plays a role in the high electricity demand of this
sector (TAVANIR, 2008).140 This issue is an element in managing industrial electricity demand
towards energy efficiency. Industries should be encouraged to substitute old equipment with
modern, energy-efficient equipment. The higher the investment in machinery, the higher the
volume of modern equipment, and, consequently, the higher should be the efficiency of
industrial machinery. Therefore, in order to induce industries to install and operate modern
equipment, the government should provide financial support and offer facilities such as low
interest rates, interest-free long-term loans or lower electricity prices for consumers with more140

TAVANIR Deputy of Human Resources and Research of the Ministry of Energy of Iran.
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efficient equipment. These policies have been successful, for example, in Germany, where lowinterest-rate loans to businesses and industries have led to significant improvements in energy
efficiency (Geller et al., 2006). Another example is the Netherlands, where the Dutch
government provided financial support to companies that enhanced their energy efficiency by
20% during the period 1989 to 2020 (Geller et al., 2006).

As the study did not detect a nexus between electricity demand and the technological
level, the relationship between economic development and electricity consumption of the
industrial sector was investigated instead. The results confirm the existence of an association
between industrial electricity demand and the literacy rate (as a proxy for economic
development). The significant coefficient of this variable confirms a positive association, such
that economic progress leads to increased industrial electricity demand.

The results show that the price elasticity of demand is minor but statistically significant in
the industrial model. This clarifies that industries are not responsive to changes in electricity
price. However, this issue should not be generalised toward a conclusion that electricity price is
not an effective instrument to manage industrial electricity demand. The low price elasticity of
electricity shows the ineffectiveness of electricity pricing in Iran and the need to focus on
restructuring pricing policy. The electricity price was not increased significantly during the term
of the sample. It is expected consumers will be responsive to large changes in the electricity
price.

Considering the result of the endogeneity test, which shows that all the regressors are
weakly exogenous, there is no causality nexus from electricity demand toward the value added of
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this sector. That is, there is no evidence that a decrease in electricity demand due to an increase
in electricity price will affect economic growth negatively. Indeed, energy-conservation policies
do not slow economic growth. However, an important issue to ascertain is whether an increase in
price, and a consequent decrease in electricity demand, will lead to electricity efficiency or to
replacement of electricity by an oil-related product, and consequently more reliance on oilrelated products. The model shows that electricity has no substitute in the industrial sector;
however, a significant rise in the electricity price may change the structure and combination of
required fuel by industry in the long term. In the case of Iran, where the major fuel for power
plants is natural gas, electricity is a low-polluting type of energy. From an environmental
standpoint, electricity should be accounted for as an important part of total industrial energy.

7.2.3 Agricultural Sector
The high income and price elasticities of the agricultural electricity demand model reveal that
both income and price policies can contribute to reducing agricultural electricity demand.
However, as noted in the previous section, the price of electricity should be changed with
caution. As for the industrial sector, the regressors are weakly exogenous; therefore, a decline in
electricity demand due to an increase in electricity price will not affect agricultural value added
or, accordingly, economic growth, negatively. However, before changing the electricity price a
key question should be answered: whether a reduction in electricity use is due to energy
efficiency or the replacement of a substitute fuel for electricity.

From an environmental point of view the long-term plan of the Iranian Ministry of
Energy is the replacement of all diesel water pumps with electric pumps (Bureau of Electricity
and Energy Planning, 2011). This will result in an increase in the agricultural sector's reliance on
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electricity. That is, at higher levels of value added a larger quantity of electricity will be required
to produce an additional one-unit increase in GDP. This issue can justify income elasticity being
higher than unity in the estimated model. The government may provide support for farmers to
induce them to change from diesel pumps to modern electric ones.

The estimated model indicates that electricity has no substitute in the agricultural sector
but it is probable that in long-term consumers change their their energy consumption pattern and
replace electricity with an oil-product in response to an increase in the electricity price. The high
share of electricity in total energy, and consequent high proportion of electricity cost in total
energy cost, could be the reason for consumers’ tendency towards changing the structure of the
required energy. Consequently, any increase in the price of agricultural electricity should only be
conducted, as for the industrial sector, after examining whether it will lead to an improvement of
electricity efficiency usage rather than a switch to oil products.

The inferences from the agricultural sector reveal that the intermediate expenditure of the
sector affects electricity demand negatively. Due to the lack of separated time-series data for the
intermediate commodities, this thesis is not able to offer special policy implications in this area.

Another factor affecting the electricity demand of agricultural consumers is the level of
precipitation. The long-term forecast for this index can help predict that in the years ahead there
is a need for special consideration about agricultural electricity supply. Forecasting the long-term
pattern of weather conditions can show those years with probable low-level precipitation,
making it possible to plan for supplying sufficient agricultural electricity for those years.
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7.2.4 Public Sector
The main factor for public-sector electricity demand, as for the residential sector, is weather
conditions. However, unlike households, public consumers use electricity for heating rather than
cooling. This shows that it is necessary for the state to allocate financial resources for installing
insulation, and that the state puts in place long-term programs to weatherproof public buildings.
The coefficient for heating degree days in the estimated model reveals the importance of
adopting energy-efficient policies. Also, installing insulation and automatic doors, as well as
other solutions, were discussed for the residential sector. Moreover, considering that electric
heaters (as well as popular and highly energy-intensive gas coolers) are very common in Iranian
government organisations, installation of energy-efficient central air-conditioning systems seems
a very effective means of decreasing the electricity demand of this sector.

The coefficient of electricity price in the estimated model for the public sector reveals
that public consumers are not responsive to price changes. However, changes in electricity price
have had some small effects. It can be expected that the response of consumers to big changes is
different, particularly in the case of private organisations141 in the public sector. A considerable
proportion of public consumers are government organisations, so that the cost of electricity is
paid for by the state; this can make staff indifferent to the inefficient consumption of services
such as electricity. It seems that automating systems such as lighting, air conditioning and
computer systems could be an effective way to manage the electricity demand of this group of
organisations.

141

Private educational organisations such as private schools and universities, and private hospitals and health clinics
are classified as being in the public sector.
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A significant number of public consumers are commercial consumers. Within the
commercial sector it appears that electricity-intensive lights are an inevitable part of each shop.
An influential solution could be to encourage commercial consumers to use more-efficient lights.
Moreover, a penalty for consumers who use intensive electricity-consuming lights could be
considered, as could offers of assistance or incentives for consumers interested in efficient
electricity consumption. It is worth mentioning that financial support and incentives, low-interest
loans, tax-reduction measures and subsidy programs have been effective tools to promote energy
efficiency in the commercial sector in Japan (Japan Energy Conservation Center, 2010).

The estimated demand models are employed for policy analysis and for determining
implications that could affect the management of electricity consumption, as well as to forecast
future demand. Therefore, the electricity demand of the residential, industrial, agricultural and
public sectors and electricity consumption at the aggregate level during two periods – the years
of the Fifth Five-Year Economic, Social and Cultural Plan (2010 to 2014) and 2015 to 2020 –
will be forecast in a later section.

7.3 Subsector Electricity Demand Outlook 2010-2014
Prior to using the models to forecast electricity demand it is necessary to evaluate the
performance of the estimated equations. The first way to do this is through the one-step-ahead
predictor. That is, the values of electricity demand are predicted using the estimated model and
the actual data for determinant variables. If the graph of the forecast data moves closely to the
actual data and the results do not show a substantial deviation from the historical data, the
performance of the estimated model is positive, and it can be used for forecasting. Another way
to examine the performance of the model is to implement a dynamic forecast for an in-sample
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forecast. In this way the forecast is conducted using previous period data. If the results show that
the response of the model with respect to a change in one of the regressors is consistent with
theoretical concepts, the model can be used for forecasting. Both methods are used to evaluate
the performance of the estimated models in this thesis.

Figure 7.1 illustrates the results of one-step-ahead prediction and in-sample forecasting
for the residential, agricultural, industrial and public sectors. As shown in part (a), all the
predictions move closely to the actual data. The in-sample simulation for the residential,
agricultural, industrial and public models is tested by a 30%, 20%, 50% and 100% increase in
household expenditure, agricultural and industrial value added and public electricity price,
respectively. Based on the theoretical concept, except for an increase in public electricity price,
the remaining simulations should result in an increase in electricity demand. The performance of
the models is in accordance with economic theory. Section (b) illustrates that the response of the
models to a change in one of its regressors is in line with theoretical concepts. Considering the
good fit of the estimated models, scenarios for the various sectors are constructed in the
following sections.
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Figure 7.1: Pre-Forecast Testing (a) One-Step Ahead Prediction, (b) In-Sample Scenario
(a) One-Step-Ahead Prediction
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Figure 7.1: (Continued)
(b) In-Sample Scenarios
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7.3.1 Scenarios
The satisfactory performance of the models indicates that they can be used to forecast the future
quantity of electricity consumption in different sectors. To do this, it is necessary to decide future
values for the exogenous variables based on the most probable cases that may occur for each.
Applying these cases, nine scenarios for each sector will be constructed to forecast electricity
demand in the Iranian sectors during the Fifth Five-Year Economic, Social and Cultural Plan
(2010-2014). After forecasting the electricity demand of the sectors during the Plan, the
aggregate electricity demand in the Iranian economy will be forecast.

The scenarios are determined by the growth rate of electricity price and value
added/household expenditure. The possible values for these variables need to be defined. For the
rest of the exogenous variables the most plausible options will be considered.

The Targeting of Subsidies Plan142 aims to increase the electricity price to the level of cost
recovery by 2014; therefore, the annual percentage rise of electricity price is defined so that the
electricity price equals the generation cost at the end of the Plan. Indeed, the assumptions made
for electricity and fuel prices are that they will approach their generation cost level by 2014, the
end of the Plan.143 The value added of the industrial, agricultural and public sectors is determined
based on their average growth rate during the sample period and both the World Bank and
International Monetary Fund (IMF) projections for Iran’s economic growth. Household
142
143

Chapter 2 contains more details about the Targeting of the Subsidies Plan.
The following formula has been used to calculate the annual growth rate:

r

n

c
1
p0

where r is the annual growth rate, n is the number of years it will take the energy price to reach its production cost,
c is energy production cost and p0 is retail energy price. Appendix H contains more details about the calculation of
the formula.
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expenditure is based on the average annual growth rate during the sample period, and two more
cases will be defined based on the most probable situation (which will be explained in more
detail later).

Given the above explanations, three different assumptions – “low”, “moderate,” and “high”
cases – are presented with respect to the real electricity price. The electricity price in the
industrial and public sectors is closer to the generation-cost level, as they receive a lower subsidy
per kWh than the residential and agricultural sectors.144 The cases for the electricity price in the
residential and agricultural sectors are as follows:

-

High case (H): non-subsidised fuel for electricity generation and full implementation of
the Targeting of Subsidies Plan.

-

Moderate case (M): subsidised fuel for electricity generation and full implementation of
the Targeting of Subsidies Plan.

-

Low case (L): electricity price lower than the Targeting of Subsidies Plan due to social
and political reasons and increase in electricity price by a lower percentage than the
moderate case (Table 7.1).

The assumptions for industrial and public real electricity price are as follows:

-

High case (H): non-subsidised fuel for electricity generation and full implementation of the
Targeting of Subsidies Plan.

-

144

Moderate case (M): electricity price set between the high and low cases (Table 7.1).

More detail about the electricity price and generation costs can be found in Chapter 2 and Figures 2.16 and 2.17.
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-

Low case (L): subsidised fuel for electricity generation and full implementation of the
Targeting of Subsidies Plan.

Table 7.1 shows the growth rate of the electricity tariff for the Iranian sectors based on these
cases:

Table 7.1: Forecast Assumptions of the Annual Growth of the Real Electricity Price (20112014, %)145
Case
Industrial
Agricultural
Public
Residential
Low (L)

9

70

10

20

Moderate (M)

20

100

22

46

High (H)

35

140

33

66

The forecast assumptions for the annual real value added growth for the industrial, agricultural
and public sectors are as follows:

-

High case (H): the average growth rate of value added during the sample period of this
thesis (1967-2009).

-

Moderate case (M): the World Bank (2011) projections for the growth rate of the Iranian
real GDP from 2010 to 2013 are considered for the value added of the sectors. The
assumption is that the growth rate for 2014 will remain at the 2013 rate.

-

Low case (L): the IMF (International Monetary Fund, 2011, IMF) projections for the
growth rate of real GDP from 2010 to 2013 are considered for the value added of the
sectors. It is assumed that the growth rate of 2014 will remain at its 2013 rate.

145

The electricity price remained unchanged in 2010.
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Table 7.2 shows the growth rate of value added for the industrial, agricultural and public sectors
under these cases.

Table 7.2: Forecast Assumptions of the Annual Growth Rate of Value Added of the Major
Sectors (%)
Case
2010
2011
2012
2013
2014
Low (IMF)

1.0

0.0

3.0

3.0

3.0

Medium (World Bank)

1.7

2.3

3.0

3.0

3.0

Agriculture

4.7

4.7

4.7

4.7

4.7

Industrial

4.3

4.3

4.3

4.3

4.3

Public

3.0

3.0

3.0

3.0

3.0

High (Average during
the sample period)

In the case of the residential sector, three cases for household expenditure are assumed. It is
expected that if the energy subsidy were removed, household expenditure in the years ahead
would increase considerably. Therefore, the average growth rate of the variable within the
sample (6%) is defined as a low case, and moderate and high cases are determined as 9% and
12% respectively, which are the highest growth rates of household expenditure during the last
two decades (1991-2010).

The assumptions for the remaining exogenous variables are as follows:

-

Agricultural intermediate expenditure and fixed capital expenditure on machinery are
assumed not to change very significantly, because considerable change in these two
variables is a time-consuming process for farmers. Therefore, the growth rate of these
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two variables is determined based on the average growth rate of the variables during the
sample period of this thesis.146
-

The growth rate of the prices of diesel and natural gas for the residential sector are
forecasted based on the Targeting of Subsidies Plan.147 In this way, the electricity price
will be equal to the generation cost (2011-2014).148

-

The price of public natural gas is equal to its generation cost. Therefore, the growth rate
of the real price is considered to be zero.

-

The forecast of the urbanisation rate is based on the growth rate of the variable in the last
five years of the sample.

-

The average annual increase in the literacy rate within the last 10 years of the sample is
0.46. Therefore, this figure is added annually to the literacy rate to forecast the literacy
rate in the future.

-

Heating and cooling degree days and total precipitation for the years 2010 to 2014 are
computed based on the average of each variable in the last five years of the sample
period.149

Table 7.3 shows the annual growth rate of the explained exogenous variables during the
period 2010 to 2014 under the above assumptions.

146

To compute the growth rate of fixed capital expenditure on machinery for the industrial sector the growth rates of
1972, 1991 and 2001 are excluded, as they are surprisingly high and make the average growth rate unexpectedly
high.
147
More detail is available in footnote 4.
148
The nominal price of diesel and the natural gas price in 2010 remained unchanged compared to 2009.
149
Data for these variables are not available for 2010 and 2011.
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Table 7.3: Forecast Assumptions of the Annual Growth Rate of Exogenous Variables
(2010-2014) 150
Variable

Growth

Agricultural intermediate expenditure

5.4 %

Public intermediate expenditure

6.7%

Fixed-capital agricultural machinery

5.5%

Diesel price

35%

Public natural-gas price

0.0%

Residential natural-gas price

70%

Literacy rate

0.46

Urbanisation rate

1.1%

The number of electrified villages is based on the announcement of the MOE that in 2010, 646
villages had been electrified, and that 15.2% of villages with fewer than 20 households do not
have access to electricity (TAVANIR, 2011c). This percentage figure represents around 2,143
villages (author’s calculations).151 Considering the pace of electrification of villages in Iran
recently, it can be expected that each year 900 villages are electrified. 152 Therefore, in 2011 and
2012 the variable is increased by 900 villages. In 2013, the remaining number of villages (343) is
added. In 2014 the number of total electrified villages is unchanged, as all villages will have
access to electricity by 2013.

150

The price of diesel and natural gas for 2010 did not experience considerable change, and the values in the table
are for 2011 to 2014.
151
The total number of villages with fewer than 20 households was 14,100 in 2009 (TAVANIR, 2011c) .
152
It is worth mentioning that this figure is the average of the number of electrified villages during the last decade
(2001-2010), and that this speed of electrification includes electrification of villages located in nearby as well as
remote areas.
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Figure 7.2 summarises these assumptions relating to the industrial, agricultural and public
sectors. Figure 7.3 summarises the forecast assumptions for the annual growth rates of the
variables in the residential sector. For the first-level variables in both figures, a single growth
rate is defined. For second- and third-level variables, electricity price and value added/household
expenditure, three different rates are considered. Scenario LL in the graph corresponds to the low
case for electricity price and the low case for value added/household expenditure.

The following sections illustrate the forecasts for agricultural, industrial, public and
residential sector electricity demand. The models are simulated under different assumptions to
investigate the impact of energy-pricing policy in Iran. The forecast results clarify the impact of
government electricity pricing on electricity demand can and enable the state to plan for
additional generation capacity to meet future demand.
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Figure 7.2: Forecast Assumptions of Public, Agricultural and Industrial Electricity
Demand153
Public: gpp (0.0%); ur (1.1%)
Agricultural: iea (5.4%); mca (5.5%); dpa (35%)
Industrial: lr (0.46 is increased annually)
L

H

M

epp: (10%)

epp: (22%)

epp: (33%)

epa: (70%)

epa: (100%)

epa: (140%)
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MM
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vp: (3.0% )
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The acronyms denote:
gpp: public gas price; ur: urbanisation rate; iea: agricultural intermediate expenses; mca: agricultural fixed-capital
machinery; dpa: agricultural diesel price; lr: literacy rate; epp, epa and epi: public, agricultural and industrial
electricity prices, respectively; vp,va and vi: public, agricultural and industrial value added, respectively.
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Figure 7.3: Forecast Assumptions of Residential Electricity Demand154
gpr (70%)
nv: 2010 (900); 2011(900); 2012 (343); 2013 (0); 2014 (0)
L

epr: (46%)

epr: (20%)

LL
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(12% each year)

gpr, nv, epr and hco denote residential gas price, number of electrified villages, residential electricity price and
total household expenditure, respectively.
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7.3.2 Agricultural Electricity Demand Outlook
Considering Figure 7.2 and the assumptions that were explained earlier, Table 7.4 presents the
agricultural scenarios.
Table 7.4: Change in the Determinants of Agricultural Electricity Demand (2010-2014, %)
Scenario epa
va
iea
mca
dpa
LL

70

IMF projections155

5.4

5.5

35

LM

70

World Bank projections156

5.4

5.5

35

LH

70

4.7

5.4

5.5

35

ML

100

IMF projections

5.4

5.5

35

MM

100

World Bank projections

5.4

5.5

35

MH

100

4.7

5.4

5.5

35

HL

140

IMF projections

5.4

5.5

35

HM

140

World Bank projections

5.4

5.5

35

HH

140

4.7

5.4

5.5

35

Figure 7.4 illustrates the graphs for the agricultural scenarios. As with the unchanged
nominal electricity price in 2010, consumption continues to increase in this year. From 2011, due
to implementation of the Targeting of Subsidies Plan and an increase in electricity price, a
reduction in electricity demand begins. From 2011 to 2014 there is a sharp decline in electricity
consumption within all scenarios. Although the price elasticity of electricity in the short run is
zero, the impact of a higher electricity price on consumption is mostly from the long-run price
elasticity, which is greater than unity.

155
156

The annual growth rates are 1.7% and 2.3% for 2010 and 2011, respectively, and 3.0% for 2012 to 2014.
The annual growth rates are 1.0% and 0.0% for 2010 and 2011, respectively, and 3.0% for 2012 to 2014.
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Table 7.5 presents the quantities of electricity demanded by the agricultural sector under
the determined scenarios from 2010 to 2014.157 In 2011, despite a significant increase in
electricity price, consumers still continue with their established consumption pattern. However,
from 2012 a significant change in consumption behaviour occurs, so that the growth rate of
electricity demand becomes negative. The annual growth rate of agricultural electricity demand
from 2012 under all scenarios varies between -23% and -8%. These inferences show that
agricultural electricity demand may reach 7,864 to 15,615 GWh in 2014. That is, power
consumption will decrease by between 32% and 66% from 2009 to 2014. If the electricity price
experiences an annual increase of 70%, agricultural electricity demand will decrease by 32% to
42% in 2014 compared with 2009. Meanwhile, if electricity prices rise by 100% yearly,
electricity demand will decline by between 47% and 55%. An increase in the annual growth rate
of the electricity price by 140% will lead to a 60% to 66% reduction in agricultural electricity
demand.

Scenario HL reveals that a maximum reduction in agricultural electricity demand of 66%
from 2009 demand may occur by 2014 compared with 2009. This scenario seems unfeasible due
to the requirement of an annual increase of 140% in the agricultural electricity price. Scenario
LH shows that the lowest reduction in agricultural electricity demand by 2014 is 32% from 2009
demand. Considering the economic and political problems of Iran, including the effects of and
economic sanctions, a high case (4.7% annual growth rate) for agricultural value added appears
to be unachievable.

157

The actual number for 2010 is already available and it is used as a benchmark for estimation in the current
research. A comparison of the actual electricity demand and the estimation of this study will be discussed later.
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Electricity demand changes with alterations in agricultural activities, which are reflected
in the value added of the sector. Considering the IMF projections, agricultural electricity demand
will decline by 42% to 66% at the end of the Targeting of Subsidies Plan compared with 2009. If
the economy continues growing according to World Bank projections, and electricity demand
varies based on one of the defined cases, the reduction in agricultural electricity demand will be
between 40% and 65%. If value added increases on the high side by a 4.7% growth rate,
electricity demand of the agricultural sector will decrease by 32% to 60% compared with 2009.

Taking into account the economic sanctions against Iran, there is expected to be a future
slowdown in economic growth. Therefore, the most probable case for value added seems to be
the low case (IMF projection). On the other hand, due to the big gap between the agricultural
electricity price and its generation cost, the most likely case for prices seems to be the low case.
Therefore, scenario LL may take place in the agricultural sector. In this scenario, electricity
demand of the agricultural sector increases by 19% during 2010 and 2011. During 2012, 2013
and 2014 it declines by 12%, 27% and 36%, respectively. Hence, agricultural electricity demand
by 2014 will decrease by 42% compared with 2009 to 13,450 GWh.
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Figure 7.4: Scenarios for Electricity Demand of the Agricultural Sector
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Table 7.5: Forecasts of Agricultural Electricity Demand
Scenarios
LL
LM
LH

ML
GWh

MM
%

GWh

GWh

%

GWh

%

2009

23111.9

--

23111.9

--

23111.9

--

2010

27539.5

19

27609.3

19 27905.8 21

27539.5 19 27609.3 19 27905.8 21 27905.8 21 27609.3 19 27905.8 21

2011

32782.5

19

33353.3

21 34932.6 25

33377.2 21 33958.4 23 35566.3 27 35248.3 26 34682.1 26 36324.3 30

2012

28859

-12 29980.3

-10 32248.5 -8

27992.9 -16 29080.7 -14 31280.7 -12 26978.1 -23 28059.8 -19 30182.6 -17

2013

21221.7

-26 22026.5

-27 24168.8 -25 18754.4 -33 19465.6 -33 21358.9 -32 16210.6 -40 16838.8 -40 18476.5 -39

2014

13450.1

-37 13951.7

-37 15614.9 -35 10508.8 -44 10900.7 -44 12200.2 -43 7863.51 -51 8161.14 -52 9134.05 -51

-42

-40

--

GWh

%

HH

%

-- 23111.9

%

HM

GWh

23111.9

%

HL

Year

23111.9 --

GWh

MH

23111.9 --

GWh

%

23111.9

--

GWh

%

23111.9 --

2014
vs.

--

--

--

-32

--

-55

2009
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--

-53

--

-47

--

-66

--

-65

--

-60

7.3.3 Industrial Electricity Demand Outlook
Considering the defined assumptions, the forecast scenarios for industrial electricity demand are
specified in Table 7.6.

Table 7.6: Change in the Determinants of Industrial Electricity Demand (2010-2014, %)
Scenario
epi
vi
lr
LL

9

IMF projections158

LM

9

World Bank projections159

LH

9

4.7

ML

20

IMF projections

MM

20

World Bank projections

MH

20

4.7

HL

35

IMF projections

HM

35

World Bank projections

HH

35

4.7

There is assumed to be
an annual 0.46
increase to the literacy
rate.

Considering these scenarios, industrial electricity demand is estimated for 2010 to
2014.160 Figure 7.5 illustrates trends in industrial electricity demand. The increase in electricity
price from 2011 changes the pattern of consumption, as the slope of the demand curve is lower
after 2011. This shows that the speed of increase in electricity demand will lessen from 2011.
Under the low electricity price case, the slope of the industrial electricity demand forecast is
positive. However, electricity demand rises more slowly from 2011 than in the sample period

158

The annual growth rates are 1.7% and 2.3% for 2010 and 2011, respectively, and 3.0% for 2012 to 2014.
The annual growth rates are 1.0% and 0.0% for 2010 and 2011, respectively, and 3.0% for 2012 to 2014.
160
The actual number for 2010 is already available, and it is used as a benchmark for estimation in the current
research. A comparison of the actual electricity demand and the estimations from this study will be discussed
later.
159
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before 2010, as the slope is lower. The case of a moderate electricity price makes the slope of the
demand curve almost zero, and the high electricity price case changes it to a downward slope.

Table 7.7 presents the quantity of forecast electricity demand of the industrial sector from
2010 to 2014. Electricity consumption by the industrial sector is between 55,006 and 64,661
GWh in 2014. This shows that industrial electricity demand will experience a growth rate of
between -1.9% and 15.3% compared to 2009. Under two scenarios, electricity demand in 2014
will be lower than 2009. Electricity consumption under scenario HL will be 1.9% higher than
electricity demand in 2009 and under scenario HM it will be 0.6% lower. In general, the
consumption of electricity in 2014 compared with 2009 will increase by 10.8% to 15.3% under
the low electricity price case, by 4.9% to 9.2% under the moderate electricity price case and by
-1.9% to 2.1% under the high electricity price case.

Changes in industrial electricity demand as a result of variations in the electricity price
are mainly from short-run impacts. As discussed in Chapter 6, the long-run and short-run price
elasticity are lower than unity, but the latter is higher. In general, the growth rate of industrial
electricity demand from 5.2% to 5.5% may fall to -1.2% to 2.8% under various scenarios, which
is a significant decline in the growth rate of industrial electricity consumption. In spite of this
noteworthy reduction, in the low electricity price case the demand curve has a positive slope
during the Fifth Five-Year Economic, Social and Cultural Plan. Under the high electricity price
case, demand has a negative slope in most years, but the moderate electricity price case indicates
a mixture of slopes. In scenarios HL and HM, electricity demand declines from 2012, but
scenario HH experiences a decline in electricity demand only in 2011 and 2013. The greatest
decline in industrial electricity demand in 2013 is under scenario HL.
253

Considering the significant decline in the electricity growth rate of the industrial sector
during the forecast period, and the potential pressure of economic sanctions on this sector, the
low case for electricity price seems the most probable. Under this case the Targeting of Subsidies
Plan is implemented so that fuel for power plants to generate electricity is subsidised. The annual
growth rate of industrial electricity consumption of 5.4% in 2010 reaches 1.5% in 2014 under
scenario LL. On the other hand, as with the agricultural sector, the economic sanctions against
Iran may slow economic growth. Hence, the IMF projections seem the most feasible case for
value added. If scenario LL occurs, electricity demand of the industrial sector will be 62,126.4
GWh which is 1.5% higher than 2009. A decrease in consumption from 5.4% to 1.5% is a
significant decline in contemporary consumption patterns for industrial electricity demand.
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Figure 7.5: Scenarios for Electricity Demand of the Industrial Sector
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Table 7.7: Forecast of Industrial Electricity Demand
Scenarios
LL
LM
LH

ML

MM
GWh

MH
%

GWh

HL

HM

Year

GWh

%

GWh

%

GWh

%

GWh

%

2009

56060.8

--

56060.8

--

56060.8

--

56060.8

--

2010

59109.3

5.4 59118.2 5.5 59151.8 5.5 59109.3 5.4 59118.2 5.5 59151.8 5.5 59109.3 5.4 59118.2 5.5 59151.8 5.5

2011

59805.7

1.2 59878.7 1.3 60068.7 1.6 58932.9 -0.3 59004.8 -0.2 59192.1 0.1 57881.0 -2.1 57951.6 -2.0 58135.5 -1.7

2012

61002.7

2.0 61269.3 2.3 61877.2 3.0 59388.1 0.8 59647.7 1.1 60239.5 1.8 57468.3 -0.7 57719.4 -0.4 58292.1 0.3

2013

61211.3

0.3 61786.0 0.8 62916.8 1.7 58646.4 -1.2 59197.0 -0.8 60280.4 0.1 55650.2 -3.2 56172.7 -2.7 57200.8 -1.9

2014

62126.4

1.5 62929.7 1.9 64660.6 2.8 58818.8 0.3 59579.3 0.6 61218.0 1.6 55005.7 -1.2 55717.0 -0.8 57249.5 0.1

56060.8 -- 56060.8

%

GWh

%

--

56060.8

--

GWh

HH
%

GWh

%

56060.8 -- 56060.8 --

2014
vs.

--

10.8

--

12.3

--

15.3

--

4.9

2009
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--

6.3

--

9.2

--

-1.9

--

-0.6

--

2.1

7.3.4 Public Electricity Demand Outlook
Table 7.8 gives the scenarios for the public sector.

Table 7.8: Change in the Determinants of Public Electricity Demand (2010-2014, %)
Scenario
epp
vp
iep
gpp
ur
LL

10

IMF projections161

2

0

1.1

LM

10

World Bank projections162

2

0

1.1

LH

10

3.0

2

0

1.1

ML

22

IMF projections

2

0

1.1

MM

22

World Bank projections

2

0

1.1

MH

22

3.0

2

0

1.1

HL

35

IMF projections

2

0

1.1

HM

35

World Bank projections

2

0

1.1

HH

35

3.0

2

0

1.1

Public-sector electricity demand is forecast for 2010 to 2014 based on the estimated
equation presented in Chapter 6, and applying the scenario assumptions discussed above
electricity demand of this sector. Figure 7.6 shows that public electricity consumption continues
to increase during the forecast period but with different slopes. In 2010, the nominal electricity
price remains fixed but in different scenarios from 2011 it increases. However, the slope of
electricity demand is upward from 2011 to 2014, due to a small price elasticity of demand in the
short- and long-run models. Increases in the electricity price reduce the slope of the graphs, but
the impact is insufficient to make it slope downward.

161
162

The annual growth rates are 1.7% and 2.3% for 2010 and 2011, respectively, and 3.0% for 2012 to 2014.
The annual growth rates are 1.0% and 0.0% for 2010 and 2011, respectively, and 3.0% for 2012 to 2014.
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The forecast results can be found in Table 7.9. The inferences show that in 2014, public
electricity demand will increase by 29% to 42% compared to 2009. Specifically, Iranian public
electricity demand is forecast to be between 44,846 and 49,595 GWh by 2014. The low
electricity price case shows that a shock to the electricity price will lead to an insignificant
reduction in the growth rate of electricity consumption in the public sector. Meanwhile, the
moderate and extreme cases show that a shock to the electricity price will result in a significant
reduction in the growth rate of electricity demand. Considering that the public electricity price is
very close to production cost, under the low electricity price scenarios (LL, LM and LH) the
growth rate of electricity demand remains high at between 6.8% and 6.9% in 2014. To be
precise, LL, LM and LH scenarios lead to a change in annual growth rate from 8.3%, 8.4% and
8.5% in 2010 to 6.8%, 6.8% and 6.9% in 2014 respectively. The scenarios for a moderate and
high electricity price indicate a decreased annual demand growth rate of 5% and 4%,
respectively. Comparing the annual growth rates of electricity demand shows that the LH
scenario will lead to the highest increase in public-sector electricity demand.

Taking into account the economic and political problems of Iran, the high case for public
value added appears to be unfeasible. It seems that the most likely case for value added, similar
to the agricultural and industrial sectors, will be the low case. In contrast, for the electricity price
case, considering that the main end users are government organisations (electricity cost is paid
by the state), the most plausible case seems to be the high case. Hence, scenario HL, which will
result in a decrease in the annual demand growth rate of between 8% and 9% in 2010 to 4% in
2014, is the most likely outcome. Under this scenario public electricity demand will rise by
28.6% compared with 2009, and reach 44,899 GWh at the end of the forecast period.

258

Figure 7.6: Scenarios for Electricity Demand of the Public Sector
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Table 7.9: Forecast of Public Electricity Demand
Scenarios
LL
LM
LH

ML

MM

MH

HL

HM

HH

Year

GWh

%

GWh

%

GWh

%

GWh

%

GWh

%

GWh

%

GWh

%

GWh

%

GWh

%

2009

34896

--

34896

--

34896

--

34896

--

34896

--

34896

--

34896

--

34896

--

34896

--

2010

37806

8.3

37828 8.4

37870

8.5

37806

8.3 37828 8.4

37870

8.5

37806

8.3

37828

8.4 37870.2 8.5

2011

40289

6.6

40406 6.8

40503

7.0

39853

5.4 39970 5.7

40065

5.8

39493

4.5

39609

4.7 39703.9 4.8

2012

43032

6.8

43220 7.0

43357

7.0

42050

5.5 42234 5.7

42368

5.7

41249

4.4

41429

4.6 41560.3 4.7

2013

45987

6.9

46226 7.0

46393

7.0

44359

5.5 44589 5.6

44750

5.6

43046

4.4

43269

4.4 43425.5 4.5

2014

49123

6.8

49400 6.9

49592

6.9

46754

5.4 47018 5.4

47200

5.5

44866

4.2

45119

4.3 45294.2 4.3

--

40.8

--

42.1

--

--

35.3

--

28.6

--

2014
vs.

--

41.6

34.0

--

2009
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34.7

29.3

--

29.8

7.3.5 Residential Electricity Demand Outlook
Table 7.10 summarises for the residential sector.

Table 7.10: Change in the Determinants of Residential Electricity Demand (2010-2014)
Scenario
epr (%)
hco (%)
gpr (%)
nv (number of villages)
LL

20

6

2

LM

20

9

2

LH

20

12

2

ML

46

6

2

MM

46

9

2

MH

46

12

2

HL

66

6

2

HM

66

9

2

HH

66

12

2

For all scenarios:
2010 (900)
2011(900)
2012 (343)
2013 (0)
2014 (0)

Electricity demand from residential households can be forecast using the model of the
residential sector and the scenarios described above. Figure 7.7 shows that electricity demand
continues to rise during the forecast period. However, in some graphs the slope of electricity
demand seems to be zero or very close to zero. Table 7.11 confirms the negative trend of
electricity demand in 2014 under some of the scenarios. In scenarios ML, HL and HM the
growth rate of electricity demand decreases by the end of the forecast period. According to these
scenarios, by 2014 residential electricity use will decline by 1%, 2% and 1% for these scenarios,
respectively, while under other scenarios it will rise by 2% to 3%. Two scenarios, LL and MM,
cause a zero growth rate of electricity demand at the end of the forecast period. The tendency for
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decreases in electricity demand is more pronounced in scenario HM, which has the most
negative growth rate in 2014.
The demand projections show that residential electricity demand in 2014 varies between
64,749 (in the HL scenario) and 77,982 GWh (in the LH scenario). Low-cost electricity does not
change electricity demand in the sector significantly, so it is not appropriate from an energy
conservation standpoint. In this case there is an increase of 19% to 34% in residential electricity
demand compared to 2009. Inefficient electricity demand by residential users and a high
discrepancy between the electricity price and production cost results in higher electricity
demand. The high electricity price case seems unrealistic, as it gives a very high annual growth
in household electricity price (66%). Therefore, the moderate case for the electricity price seems
the most plausible.

Adoption of the moderate electricity price case, and depending on the rates of household
expenditure, increases electricity consumption by between 66,510 and 74,849 GWh by 2014. In
the case of household expenditure, it is expected that the removal of the energy subsidy during
the Fifth Five-Year Economic, Social and Cultural Plan will escalate household expenses
significantly. That is, the high electricity price case for household expenditure appears to be the
most plausible case. Therefore, the most viable scenario is that of MH. Under these demand
projections, electricity use increases from 58,101 GWh to 74,849 in 2014, the annual growth rate
is cut from 8% to 2% in 2014, and the electricity demand of households rises 29% compared
with 2009.
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Figure 7.7: Scenarios for Electricity Demand of the Residential Sector
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Table 7.11: Forecast of Residential Electricity Demand
Scenarios
LL
LM
LH
GWh

%

GWh

%

ML

GWh

MM
%

GWh

GWh

58101

58101

2010

62680 8

62751

8

62970

8

62680

8

62751

8

62970

8

62680

8

62751

8

62970 8

2011

65811 5

66512

6

68542

9

65423

4

66120

5

68137

8

65170

4

65864

5

67874 8

2012

67831 3

69302

4

72387

6

66811

2

68260

3

71298

5

66151

2

67586

3

70594 4

2013

68988 2

71333

3

75555

4

67148

1

69430

2

73540

3

65970

0

68213

1

72250 2

2014

69294 0

72576

2

77982

3

66510 -1

69660

0

74849

2

64749

-2

67815

-1

72867 1

--

11

--

17

58101

%

GWh

HH

2009

58101

%

HM

GWh %

58101

GWh

HL

Year

58101

%

MH

58101

%

GWh

58101

%

58101

2014
vs.

--

19

--

25

--

34

--

14

--

2009
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20

--

29

--

25

7.3.6 Subsector Electricity Demand Outlook – A Comparison
Table 7.12 illustrates the growth rate of electricity demand across the various sectors in 2014.
The growth rate of the most probable scenario for each sector has been highlighted in the table.
The agricultural sector is the only sector with a negative growth rate under all scenarios in 2014.
The reason for this is the high price elasticity of demand in the agricultural model, and the
significant increase in electricity price over the coming years due to a large discrepancy between
the retail price and generation cost in this sector. These two factors will cause a large decline in
electricity demand in the agricultural sector. The industrial sector under scenarios HL and HM
has a negative growth rate, but in other scenarios, including the most likely scenario (LL), there
is a positive growth rate for electricity consumption. The residential and public sectors, in
contrast with the agricultural sector, have a positive growth rate under all scenarios. Under the
most plausible scenarios (shaded areas) only the agricultural sector experiences a negative
growth rate.

Table 7.12: Growth Rate of Electricity Demand in 2014 versus 2009 (%)
Scenarios

LL

LM

LH

ML

MM

MH

HL

HM

Agricultural -41.8 -39.6 -32.4 -54.5 -52.8

-47.2

-66.0

-64.7

HH

Variation

-60.5 -66.0 to -32.4

Industrial

10.8

12.3

15.3

4.9

6.3

9.2

-1.9

-0.6

2.1

-1.9 to 15.3

Public

40.8

41.6

42.1

34

34.7

35.3

28.6

29.3

29.8

28.6 to 42.1

Residential 19.3

24.9

34.2

14.5

19.9

28.8

11.4

16.7

25.4

11.4 to 34.2
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7.4 Subsector Electricity Demand Outlook 2015-2020
Electricity demand during the Fifth Five-Year Economic, Social and Cultural Plan (2010-2014)
and under the Targeting of Subsidies Plan was estimated and discussed in the last section. In this
section electricity demand outlook for the period 2015 to 2020 will be discussed, then the
forecast electricity demand will be compared with that of the forecasts of other studies covering
the years between 2010 and 2020. Applying the estimated models found in the Iranian literature,
we forecast electricity demand for this group of studies. It is noteworthy that none of the Iranian
studies have forecast electricity demand during this period. The forecasts obtained from other
studies are difficult to compare with this study due to differences in technique and data set.
However, some general findings will be highlighted in this section.

7.4.1 Scenarios
To forecast the quantity of electricity consumption in different sectors from 2015 to 2020, the
most probable scenario for each sector is considered. After forecasting the electricity demand of
the sectors, the aggregate electricity demand in the Iranian economy is forecast. The assumptions
for exogenous variables for the period 2015 to 2020 are as mentioned in the previous section.
Some points need to be expressed:

-

The electricity price in the sectors based on the previous assumptions continue to increase
until finally reaching production cost level (non-subsidised fuel for power plants),
remaining fixed thereafter. The only exception to this assumption is the agricultural
electricity price. Due to considerable increases in the electricity price for this sector and
consequent significant decline in electricity demand during the Fifth Five-Year
Economic, Social and Cultural Plan (2010-1014), and the supportive policies of the
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government regarding the agricultural sector, the electricity price and diesel price are
considered to be fixed for the period 2015 to 2020 in this sector.
-

Between 2015 and 2020, the annual growth rate of the value added of industrial,
agricultural and public sectors is considered to be 3%, and the annual growth rate of
household expenditure is considered to be 12% (from the most probable scenarios).

-

Considering the attempts made by the government to raise the standard of living in rural
regions, and control over-migration from rural areas to cities, the urbanisation rate for the
period 2015 to 2020 is considered fixed at the 2014 rate.

In addition to these assumptions, to forecast electricity demand based on the models
estimated by other Iranian literature, the following assumptions are also made:

-

In the study of Amini Fard and Estedlal (2003) the price of liquid gas, similar to the price
of natural gas, is considered to increase by 70% until it equals production cost.163

-

In the case of the Askari studies (2002; 2003), due to the lack of access to the time series
used for the weighted price of fuels, the average price of fuels commonly used in each
sector is defined as a proxy for weighted price of fuels. In the years ahead the average
growth rate of this proxy is considered equal to the average growth rate of the price of
fuels used in each sector.

7.4.2 Subsector Electricity Demand Outlook – A Comparison
Electricity demand in different sectors will be forecast using the above assumptions and
compared with the results of other models in the Iranian literature. Table 7.13 illustrates the

163

For more details of this calculation see footnote 142 and Appendix H.
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forecast of residential electricity demand estimated by this study and other Iranian studies for
2010, 2014164 and 2020.165 The forecast based on the Askari (2002) study results in negative
values, while the forecast of the Amini Fard and Estedlal (2003) shows significant overestimation of residential electricity consumption.

The estimation of residential electricity demand under the model of Amini Fard and
Estedlal (2003) for 2010 is higher than the actual electricity demand in the entire Iranian
economy, which was 185,902 GWh (TAVANIR, 2011d). The actual residential electricity
demand in 2010 was 62,525 GWh (TAVANIR, 2011d), which is very close to the forecast of this
study but distinctly different from the forecast based on the study of Amini Fard and Estedlal
(2003). Estimation under their model for 2020 is almost two times greater than the total
electricity demand forecast by the current study (Table 7.18).

Table 7.13: Comparison of Residential Electricity Demand (GWh)
Years

Current study

Amini Fard and Estedlal (2003)

Askari (2002)166

Actual demand

2010

62,970

229,515

0.88

62,525

2014

74,849

362,085

-11.05

-

2020

104,548

516,589

-15.59

-

In contrast, Table 7.14 compares the forecast for industrial electricity demand obtained in
this study with that of other Iranian studies. It highlights that under the models of Askari (2003)
and Azarbaijan et al. (2006), actual electricity consumption was underestimated for this sector.
164

The start and end of the Fifth Five-Year Economic, Social and Cultural Plan (2010-1014).
Appendix I contains more details about the forecast for the years between 2010 and 2020.
166
The values are in natural logarithm form.
165
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The actual electricity demand in 2010 was 59,477 GWh (TAVANIR, 2011d). Askari’s model
(2003) forecasts electricity demand for this sector at almost half of the actual demand, while the
Azarbaijan et al. (2006) model estimates are even lower than that. The variation of the forecast
for the current study is only 0.6% higher than the actual electricity demand.

Table 7.14: Comparison of Industrial Electricity Demand (GWh)
Years

Current study

Askari (2003)

Azarbaijan et al. (2006)

Actual demand

2010

59,109

29,753

10,707

59,477

2014

62,126

390,243

8,942

-

2020

72,575

12,305

11,793

-

Table 7.15 shows that agricultural electricity demand will decline considerably during
2010 to 2020 as a result of new electricity pricing. Agricultural electricity demand in 2010, as
forecast by this study, was 27,539 GWh, while the actual electricity demand was 24,821 GWh.
The forecast based on the model of Askari (2003) shows a huge deviation from actual electricity
demand.

Table 7.15: Comparison of Agricultural Electricity Demand (GWh)
Years

Current study

Askari (2003)

Actual demand

2010

27,539

49,562

24821

2014

13,450

2,184

-

2020

2,764

3,147

-
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In this thesis public electricity demand is the sum of electricity consumption by
consumers in the public sector and the "other consuming" sector. The result of the current study's
forecast for public electricity demand in 2010 was 37,806 GWh, and the actual demand was
35,388 GWh. Forecasts based on the model of Askari (2003) present negative values, which
cannot be interpreted. The forecast of the current research shows that public electricity demand
will reach 37,806 GWh and 51,962 GWh in 2010 and 2020, respectively (Table 7.16).

Table 7.16: Comparison of Public Electricity Demand (GWh)
Years

Current study

Askari (2003)

Actual demand

2010

37806

-60.19

35,388

2014

44866

-75.26

-

2020

51,962

-75.43

-

A comparison of the forecasts of electricity demand for different sectors shows that the
forecasts of the current study are very close to the actual demand in 2010; thus the results from
this study are reliable for use in energy policy-making and forecasting the electricity demand of
the various sectors in the years ahead.

7.5 Aggregate Electricity Demand Outlook 2010-2020
The total power demand required in the Iranian economy in the years ahead can be forecast using
the electricity consumption projection for the various sectors. The sum of the forecasts of sector
electricity demand gives aggregate electricity demand.167 The first part of this section discusses

167

The “street lighting” demand is added to the sum of the sectors' electricity demand forecast. The electricity
demand for “street lighting” is considered to be 4000 GWh, which is equal to 2009 demand.
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forecasts of total electricity demand during the Fifth Five-Year Economic, Social and Cultural
Plan (2010-2014), and the second part discusses electricity demand for the period 2015 to 2020.

7.5.1 Aggregate Electricity Demand Outlook 2010-2014
Three different sets of scenarios for the subsectors are considered in forecasting aggregate
electricity demand in Iran. The first one is the HL scenario in all sectors, founded on a high
electricity price and low growth rate for value added/household expenditure. These scenarios
provide the highest forecast of electricity demand in all sectors, and consequently the high
scenario for total electricity demand. The second set includes the LH scenarios, which are based
on a low electricity price and high growth rate for value added/household expenditure. This
combination gives the lowest electricity demand of the sectors and is the low scenario for
aggregate electricity consumption. The moderate scenario consists of the most probable
scenarios for each sector: LL for the industrial and agricultural sectors and MH and HL for the
residential and public sectors, respectively.

Figure 7.8 illustrates three scenarios of total electricity demand. In all scenarios, the
electricity demand of the Iranian economy will be greater than in 2009. The low, moderate and
high scenarios reveal that electricity demand from 176.2 TWh in 2009 will reach 176.5, 194.1
and 211.9 TWh, respectively in 2014. That is, total electricity demand in 2014 will be 0.20%,
10.2% and 20.3% higher, respectively, than in 2009. It is worth noting that recently published
statistics show that aggregate electricity demand is 185,910 GWh in 2010 (TAVANIR, 2011d).
A comparison of the projections of this study under the moderate scenario shows only a 2.9%
overestimation. This supports the reliability of the forecasts derived from this study. More details
about the forecasts are presented in Table 7.17.
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Figure 7.8: Scenarios of Aggregate Electricity Demand (GWh)
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Table 7.17 presents the estimation of quantity and annual growth rate of electricity
demand in Iran between 2010 and 2014. The growth rate of electricity demand in the last years
of the forecast period is negative in all scenarios. This reveals that total electricity demand will
decline in the years ahead. The moderate scenario, which is the most plausible, shows that
electricity demand will have a negative growth rate of -2.2 and -2.4 for 2013 and 2014,
respectively. The average growth rate of electricity consumption under this scenario will be
10.2%. This shows that continuing the most probable scenarios for the sectors will result in a
greater decline of electricity demand from the whole economy in the years ahead. An important
question is what the combined total electricity demand and the share of each sector in aggregate
electricity will be.
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Table 7.17: Forecast of Aggregate Electricity Demand
High Scenario
Moderate Scenario
Year
Growth
Growth rate
GWh
GWh
rate (%)
(%)

Low Scenario
GWh

Growth
rate (%)

2009

176169

--

176169

--

176169

--

2010

191898

11.5

191206

11.1

191501

11.2

2011

208046

8.4

202201

5.8

201793

5.4

2012

213870

2.8

203370

0.6

195847

-2.9

2013

213034

-0.4

198910

-2.2

184877

-5.6

2014

211850

-0.6

194103

-2.4

176484

-4.5

--

20.3

--

10.2

--

0.20

2014
vs.
2009

Figure 7.9 shows the proportion of different sectors in total electricity demand from 2009
to 2014. The share of the residential and public sectors will increase in the coming years, while
the proportion for the agricultural sector will decrease and that for the industrial sector will
remain almost unchanged. The share of the agricultural sector after a considerable increase, from
13.1% in 2009 to 17.5% in 2011, will experience a decline of between 4.5% and 7.7% in 2014.
The increase in the agricultural share from 2009 to 2011 is due to fixed electricity demand during
2009 and 2010. The significant decline is due to the notable reduction in agricultural electricity
demand during the implementation of the Targeting of Subsidies Plan. As explained earlier, the
agricultural sector has the greatest reduction in electricity demand during the projection period.
In contrast with the agricultural sector, the share of the industrial sector will rise to between
30.5% and 32.0% in 2014, after a significant reduction in 2011. This proportion is not much
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different to the 2009 share. The proportions of the residential and public sectors will continue to
rise in the years ahead. The increase in the residential sector share is more pronounced. In 2009
the shares of these sectors in total electricity demand were 19.8% and 33.0%, and this will reach
23.1% to 25.4% and 35.9% to 36.8%, respectively.
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Figure 7.9: Proportion in Total Electricity Demand (%)
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7.5.2 Aggregate Electricity Demand Outlook 2015-2020
In this section total electricity demand in the Iranian economy from 2015 to 2020 will be
estimated and compared with forecasts obtained from models developed in other Iranian studies.
To forecast aggregate electricity demand based on models estimated in other Iranian studies the
following assumptions are made:
-

Electricity efficiency in the study of Ziyaee and Parsa Moghadam (2009) is considered
fixed during the forecast period.

-

In the study of Samadi et al. (2009) the dependent variable is per-capita electricity
demand; therefore, after forecasting electricity demand for this study figures have been
multiplied by the number of total consumers. This variable in the years ahead is defined
based on its average annual growth rate in the last five years.

-

The price of electricity at the aggregate level will increase by 50% annually so that the
real electricity price equals its production cost during the Fifth Five-Year Economic,
Social and Cultural Plan (2010-2014); thereafter it is considered fixed.

Table 7.18 compares the forecast of aggregate electricity demand from other Iranian studies with
the results from this study. The models of Ziyaee and Parsa Moghadam (2009) and Soheily
(2007) overestimate electricity demand, while the model of Soheily (2003) forecasts it lower
than the actual amount. The forecast results based on the models of Samadi et al. (2009) are
closer to the actual electricity demand in 2010. However, the problem with the model of Samadi
et al. (2009) is that it forecasts electricity demand based on electricity consumption in previous
years, rather than its determinants. It also does not take into account changes in electricity
demand due to alteration of the determinants of electricity consumption during the period of the
forecast. In other words, electricity demand is forecast under the assumption that electricity
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consumption of consumers remains unchanged; such an assumption can result in severe bias.
Above all, ignoring the significant increase in energy price that will occur during the years ahead
makes the model of Samadi et al. (2009) unreliable in forecasting future electricity demand.

Table 7.18: Comparison of Total Electricity Demand (GWh)
Current Samadi et al.
Ziyaee &
Soheily
Year
study
(2009) Parsa Moghadam (2009) (2007)

Soheily
(2003)

Actual demand

2010 191,206

172,788

3,667,497

742,510*104

592

185,902

2014 194,103

203,350

857,607

250,474*104

784

-

2020 225,715

269,915

1,163,506

428,316*104

1,209

-

7.6 Forecast Final Results
The Targeting of Subsidies Plan aims to restructure energy pricing policy, including that of
electricity, in Iran within the duration of the Fifth Five-Year Economic, Social and Cultural Plan
(2010-2014). Moreover, based on the Plan, the state should improve the efficiency of power
plants annually by 1%, so that efficiency is increased by 45% at the end of the Fifth Five-Year
Economic, Social and Cultural Plan. Moreover, the loss across the transmission and distribution
networks should decrease to 14% within 2010-2014 (the Iranian network loss in 2009 was 17%).
Considering that net electricity generation in 2009 was 187,933 GWh, a 5% improvement of
power-plant efficiency will increase electricity generation by 23,491 GWh. Moreover, a 3%
reduction in network loss will save 23,491 GWh of electricity generation. Therefore, based on
the Targeting of Subsidies Plan, by 2014, due to enhancement of power-plant efficiency and
reduction of the network loss, 30,283 GWh electricity will be saved. Taking into account net
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electricity exports (4,202 GWh), the saved electricity will increase to 34,489 GWh, which is
19.6% of 2009 electricity demand.

Based on the moderate forecast scenario, in 2014 and 2020 total electricity demand will
grow by 10.2% and 28.1%, respectively, compared to 2009. Considering a 19.6% increase in
electricity supply due to power-plant efficiency improvement and network-loss reduction, it can
be concluded that the current electricity supply is sufficient to meet electricity demand in 2014.
Therefore, 9.4% of the electricity will be surplus to domestic requirements and be available for
export. It is noteworthy that saved electricity can approximately cover the 2010 total electricity
demand under all defined scenarios; however, current capacity needs to be expanded by 8.5%
compared to 2009 to cover electricity demand in 2020. The demand projection of this study
shows that under the moderate scenario for aggregate electricity demand, assuming the reduction
in network loss and improvement of power-plant efficiency, the current supply would be
sufficient to cover the future demand of electricity at the end of the Fifth Five-Year Economic,
Social and Cultural Plan (2014), but it is not sufficient to meet total electricity demand in the
Iranian economy by 2020.

7.7 Summary
In this chapter the estimated models from Chapter 6 were interpreted from the point of view of
their policy implications. This chapter has detailed the findings about the main factors affecting
electricity demand in the subsectors to enable the MOE to direct the subsectors toward more
optimal use of electricity. This information will help policy-makers devise appropriate energy
policies.
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The model for residential electricity demand revealed that temperature has the greatest
impact. Therefore, weatherproofing buildings and replacing old and inefficient coolers would be
efficient solutions to decrease electricity use for cooling. Household income also affects
electricity demand, which means that adopting income policies would be effective, but in the
case of Iran, due to the large number of low-income households, taxing electricity usage should
be done with caution. An option would be for the government to impose an electricity tax on the
rich and subsidise the poor regions of the country.

The number of electrified villages is another influential factor on electricity demand.
Providing some rural electricity through solar systems seems an appropriate solution to decrease
the burden of rural electricity demand on the power network. The state should provide financial
assistance to help households improve the energy efficiency of buildings and electric appliances
and install solar systems. The price elasticity of electricity demand in the residential model is
insignificant. This shows the inefficiency of the pricing policy and the need to modify the
existing pricing policy. New pricing policies take into account the structure of Iranian society
and the fact that a considerable proportion of residential electricity is used by rich households.
Therefore, the electricity price for this group of consumers should be notably higher than the
price for households with low consumption.

Total degree days is the most influential factor on industrial electricity demand. This
shows that using energy-efficient ventilating systems and modern industrial chillers can lead to a
significant reduction in electricity demand from this sector. Another significant element is
industrial value added. This shows that adoption of electricity-tax policies would persuade
industrial consumers to update their old equipment. The small price elasticity in the industrial
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model clarified that current electricity pricing is ineffective and needs to be modified to make
consumers responsive to changes in the electricity price.

An important issue that needs to be considered is that it is also necessary to adopt policies
to control the decline in the share of electricity in the total energy of industries. As the power
industry in Iran is a clean industry, the state should induce industries to use electricity efficiently
instead of replacing it with other types energy, which are more polluting. From an environmental
standpoint, electricity should account for an important part of total industrial energy.

The factors with the strongest influence on agricultural electricity demand are price and
value added. This shows that income and price policies would be effective in encouraging
consumers towards efficient electricity consumption. As with the industrial sector, the
modification of pricing policies needs to be done with caution to assure that reduction in demand
is the result of energy efficiency rather than replacement of an oil product for electricity.
Therefore, a rise in the agricultural electricity price should be accomplished only after
investigating this possibility and how to mitigate it.

There is a significant coefficient value for the level of precipitation in the agricultural
model; this shows that, as with the residential and industrial sectors, weather conditions affect
electricity demand for this sector. Forecasting the long-term pattern of weather conditions can be
used to forecast those years with low-level precipitation to plan for supplying sufficient
agricultural electricity for those years.

The strong impact of heating degree days on the electricity demand of the public sector
shows the need to allocate financial resources for installing insulation and automatic doors to
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stop heat from escaping, as well as installing central air conditioning systems. The small
electricity price elasticity indicates that consumers are not responsive to price changes.
Moreover, it shows that the pricing policy needs to be adjusted. Considering the point that the
main public-sector electricity consumers are government organisations, it seems necessary to
automate the electric systems such as lighting and computer systems. Because the electricity cost
is paid by the organisation, the employees may feel unresponsive to the efficient use of
electricity. In this study, the public sector is defined as including the commercial sector, which
uses lighting intensively for better marketing. An effective solution is to persuade them to use
more-efficient lights by imposing a financial penalty, and to provide facilities such as discounts
on the electricity price to consumers with low electricity consumption.

An evaluation of the performance of the estimated equations was conducted using a onestep-ahead predictor and a dynamic forecast for an in-sample forecast. The results showed that
the performance of the estimated models in this study is good, and the estimated models can be
used for forecasting. Nine scenarios for each sector were constructed to forecast electricity
demand in the Iranian subsectors during the Fifth Five-Year Economic, Social and Cultural Plan
(2010-1014). The scenarios are determined by the growth rate of the price of electricity and value
added/household expenditure.

The cases for the electricity price are based on the aim of the Targeting of Subsidies Plan
to increase electricity price to the level of cost recovery by 2014. The cases for public, residential
and agricultural value added are based on the average growth rate during the sample period and
both World Bank and IMF projections for Iran’s economic growth. Household expenditure is
decided based on the annual growth rate during the sample period, and two more cases are
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defined based on the most probable situation. Therefore, three different assumptions, “low”,
“moderate” and “high” cases, were made with respect to the real electricity price and value
added/household expenditure. Therefore, for each sector nine scenarios were constructed.

The results for the agricultural-sector electricity forecasts show that from 2011 to 2014
electricity consumption will reduce sharply for all scenarios. The inferences show that in 2014
agricultural electricity demand will decrease by between 32% and 66% varying between 7.9 to
15.6 TWh. Considering the economic sanctions against Iran and the big gap between agricultural
electricity price and its generation cost, the most probable case for the value added and price
seems to be the low cases for both (Scenario LL). Under scenario LL, agricultural electricity
demand of the agricultural sector by 2014 will decrease by 42% compared with 2009, and will
reach 13,450 GWh.

Industrial electricity demand forecasts show that electricity consumption experiences a
change of between -1.9% and 15.3%, and will be between 55.0 and 64.7 TWh in 2014. The most
probable scenario seems to be the LL scenario. Under this scenario, electricity demand by the
industrial sector will increase by 1.5% and reach 62.1 TWh in 2014.

Based on the forecast results for the public sector, electricity demand in 2014 will
increase by between 29% and 42% compared with 2009, and will be between 44.8 to 49.6 TWh
by 2014. The most likely scenario for the public sector seems to be HL. Under this scenario
public electricity consumption will rise by 28.6% compared with 2009, and reach 44.9 TWh at
the end of the forecast period.
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The residential demand projections reveal that electricity consumption varies between
64.7 and 78.0 TWh by 2014. This is in the context of the fact that the energy subsidy will be
removed during the Fifth Five-Year Economic, Social and Cultural Plan, which will raise
household expenses significantly. The high case for households' consuming expenditures and the
moderate case for an electricity price increase seem the most plausible. Under the MH demand
projections, electricity consumption will increase to 74.8 TWh by 2014, and the electricity
demand of households will experience a 29% rise compared with 2009.

Electricity demand of the sectors for the period 2015 and 2020 were forecast. Moreover,
using the models developed in other Iranian studies, each sector's electricity consumption was
forecast and compared with the results of the current research and the actual demand in 2010.
This comparison showed that the results of this study provide the most reliable forecasts and
have the lowest bias relative to the actual electricity demand in 2010, which is the most recent
available statistic. Electricity demand of the residential, industrial, agricultural and public sectors
in 2020 will be 105, 73, 3 and 52 TWh respectively.

Considering the forecast of electricity consumption for the sectors, the future total power
demand can be estimated. The HL, LH and most probable scenarios in all sectors constitute
scenarios for total electricity demand. These scenarios provide the highest, lowest and moderate
forecasts of total electricity demand. The moderate scenario of aggregate electricity demand
consists of the scenarios LL, LL, MH and HL for the industrial, agricultural, residential and
public sectors, respectively.
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The forecast shows that under the defined scenarios, total electricity demand will decline
in the years ahead and the rate of growth of electricity demand in the last years of the forecast
period will be negative in all scenarios. Under the low, moderate and high scenarios, total
electricity demand will experience a 0.20%, 10.2% or 20.3% increase compared with 2009, and
will reach 176.5, 194.1 or 211.9 TWh in 2014, respectively. In terms of the share of the sectors
in total electricity demand, the forecasts show that the proportion will increase for the residential
and public sectors, decrease for the agricultural sector and remain almost unchanged for the
industrial sector.

Forecasts of electricity demand in the sectors were used to compute total power
consumption in the Iranian economy. By 2020 the Iranian economy will need over 225 TWh,
which is 28.1% greater than total electricity demand in 2009. That is, new capacity needs to be
installed by 2020 to meet electricity demand.

The Targeting of Subsidies Plan aims to restructure energy pricing policy including the
price of electricity in Iran, within the duration of the Fifth Five-Year Economic, Social and
Cultural Plan (2010-2014). Moreover, based on the Plan, the state should improve the efficiency
of power plants annually by 1%, so that efficiency is increased by 45% at the end of the Fifth
Five-Year Economic, Social and Cultural Plan. Moreover the loss across the transmission and
distribution networks should decrease to 14% within 2010-2014 (the Iranian network loss in
2009 was 17%).

Considering net electricity generation in 2009 and the Targeting of Subsidies Plan which
aims to improve by 5% the output of power plants and to reduce by 3% the network loss by
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2014, the restored quantity is 19.6% of 2009 electricity demand. This percentage implies an
increase in electricity supply to end users. According to the moderate scenario, which seems the
most plausible, total electricity demand in 2014 will grow by 10.2% compared to 2009.
Therefore, it can be concluded that the current electricity supply is sufficient to meet electricity
demand in 2014, and that 9.4% of the electricity output will be surplus to domestic requirements
and can be exported. The forecast from this study reveals that under the most probable case, and
with the fulfilment of the Fifth Five-Year Economic, Social and Cultural Plan (2010-2014), the
current supply will be sufficient to cover the demand of electricity in the Iranian economy up to
2014. However, the current capacity is not sufficient to cover demand in 2020, and planning for
installation of new capacity should be commenced to guarantee adequate supply of electricity in
2020.
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Chapter 8

Summary and Conclusions
8.1 Introduction
The aim of this research has been to conduct an empirical analysis of electricity demand in Iran.
Making use of time-series analyses, this study, first, models the electricity demand of the
residential, industrial, agricultural and public sectors and at the aggregate level for the entire
Iranian economy; second, investigates the impact of new electricity pricing in Iran on electricity
consumption in these key sectors; and, third, forecasts electricity demand in the years ahead. To
achieve these goals conventional and more recent econometric methods, such as unit root tests
allowing for multiple endogenous structural breaks and the ARDL approach, were applied. A
simulation approach was applied to forecast the electricity demand of the sectors and the Iranian
economy as a whole.

This chapter briefly outlines the main findings of this research. Its structure is as follows:
Section 8.2 reviews the main findings and provides an overview of the estimated models,
providing policy implications for the key sectors. Section 8.3 presents the results of electricitydemand outlook for the subsectors and aggregate electricity demand. Section 8.4 reviews the
contributions of this thesis, and Section 8.5 presents areas for future research.
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8.2 Summary of Major Empirical Findings
The results of the ADF unit root tests showed that 22 of the variables concerned are I(1). The
results of the LS and NP unit root test of the series presented eight and 23 series as being nonstationary, with 25 and 29 including two breaks, respectively. In 22 cases the NP and ADF tests
had identical results. It seems that, similar to the ADF test, the NP tests also tend toward nonrejection of the unit root null hypothesis. In this thesis the results of the LS test were considered
for estimating the models of electricity demand, due to the unexpected results of the NP unit root
test and the possibility of under-rejection of the null hypothesis by the NP test. The unusual
inferences were that the NP test could not reject the null hypothesis for the weather indices,
while these variables are generally I(0) series, and in two more cases the results of the NP
showed that the series were I(1) while the ADF test reported I(0).

Based on the LS test, the breaks in electricity consumption of the sectors coincide with
oil-price shocks (1975, 1976), the Iranian political revolution (1979), the Iran-Iraq war (1980-88)
and the post-war reconstruction period. The war caused a reduction in electricity demand in the
residential and agricultural sectors but an increase in industrial electricity demand. The break in
public and agricultural electricity demand coincides with an increase in the oil price and
consequent increase in the country’s oil-export revenues and rise in oil GDP, along with a
general flourishing of the economy. This led to an increase in state support for the agricultural
sector and expansion of the agricultural and public sectors in the Iranian economy.

According to the LS test, in the case of the residential, agricultural, industrial and public
sectors, and at the aggregate level, the variables were of a mixed order of I(0) and I(1). This
confirmed that the ARDL approach that was applied to the I(1) and I(0) series in the models is an
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appropriate technique in the case of this research. Another confirmation of the need to use the
ARDL method is the importance of investigating the possible impacts of structural breaks on the
results of the cointegration tests. In the case of this study, structural breaks could make the
results of the cointegration tests biased, due to the properties of applied series that have regime
shifts during the sample period. The ARDL method developed by Pesaran and Pesaran (2009)
allows the inclusion of two dummy variables relevant to the break dates to take into account the
impacts of structural breaks on the system.

8.2.1 Models of Electricity Demand
Residential Electricity Demand
In the case of the residential sector, the influential factors on electricity demand are income,
weather conditions and the number of electrified villages. In the long term, electricity
consumption is inelastic with respect to changes in electricity price and household income. This
shows the insensitivity of household demand to changes in electricity price. The strongest factor
affecting residential electricity demand is cooling degree days. That is, electricity used by
households for cooling in the summer is significant. The number of electrified villages also
influences residential electricity use. This confirms the impact of economic progress on the
increase in residential electricity demand, and implies that there is a positive relationship
between residential electricity consumption and economic progress. None of the fuels (natural
gas, kerosene, liquid gas) and the relevant dummy variables of electricity consumption had any
explanatory power in the estimated models.

Consumption of residential electricity in the short run is mainly affected by one-lag of
household expenditure and weather conditions. The short-run elasticities of price and income are
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zero, as households need time to respond to changes in electricity price and income. Also,
households adjust by replacing older electrical appliances with more modern ones. The
coefficient of the error-correction term suggests that 21% of any disequilibrium is annually
adjusted.

Industrial Electricity Demand
The estimated model for industrial electricity demand shows that electricity price, value added,
literacy rate and total degree days are influential factors for electricity demand. Price and income
elasticities are lower than unity. A low share of electricity cost within the total cost of industrial
energy and the lack of substitute energy for industrial electricity are the primary reasons for the
small price elasticity. This result for income elasticity is expected, as the main fuels of the
industrial sector are oil products, so an increase in the value added of the sector does not increase
electricity demand significantly. Total degree days has the strongest impact on industrial
electricity demand due to the necessity of air ventilating. Diesel, natural gas and fuel oil were
tested in the model but no relationship was detected, and the relevant dummy variables and their
impact on electricity demand had no explanatory power.

Short-run income and price elasticities are lower than unity indicating that the electricity
demand of the industrial sector is inelastic with respect to changes in income and price. Total
degree days is significant in the short-run model, implying that weather conditions affect
industrial electricity demand; this is similar to the long-run model, in which they are the
strongest factor in electricity demand. The error-correction term shows that 45% of the long-run
disequilibrium is annually adjusted. That is, the speed of adjustment towards the long-run mean
in the industrial sector is low.
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Agricultural Electricity Demand
The significant variables in the estimated model for agricultural electricity demand are electricity
price, value added, diesel price, intermediate expenditure and total precipitation. The results
show that electricity demand is elastic with respect to price and income. The long-term plan of
the state is to replace diesel water pumps in agricultural wells with electric pumps. This planned
change and the high share of electricity in the agricultural sector's total energy use show that a
change in agricultural production affects electricity demand extensively. Diesel is a complement
for electricity, and an increase in electricity price can reduce diesel demand. The amount of
precipitation has a negative impact on electricity demand for the sector, indicating that an
increase in the total level of rain leads to lower electricity demand due to decreased water
pumping. It is worth mentioning that the dummy variables relevant to electricity consumption
did not have explanatory power, and had an adverse effect on the results of the diagnostic tests,
and so were omitted from the model.

Electricity price and income have a zero short-run elasticity in the agricultural model.
The significant variables are a one-lag growth rate of income, diesel price, level of precipitation
and intermediate expenditure. The coefficient of the error-correction term indicates that the
speed of adjustment is low, and 33% of the deviation is adjusted annually.

Public Electricity Demand
The significant variables in the public electricity-demand model are value added, electricity
price, intermediate expenditure, natural gas price, urbanisation rate, heating degree days and
trend dummy variable. The coefficient of income and price are lower than unity indicating that
consumers are not responsive to changes in price and income, and that they continue their
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consumption patterns even when price and income change. The strongest factor affecting public
electricity demand is heating degree days. The urbanisation rate also has a positive effect on
electricity use, implying the existence of a relationship between economic development, as
proxied by the urbanisation rate, and public electricity demand. Natural gas is a substitute for
public electricity, most likely for heating purposes.

The short-run model shows that the elasticities of value added and electricity price are
inelastic. The one-lag growth rates of natural-gas price and intermediate expenditure have a
small impact on public electricity demand in the short run. The error-correction term is small
(-0.44), suggesting that the speed of adjustment is low if a shock occurs to public electricity
demand.

Aggregate Electricity Demand
The results show that aggregate electricity demand is a function of electricity price, literacy rate,

and total degree days. The coefficient of GDP is insignificant and the price elasticity is lower
than unity. Total degree days is the most influential factor on total electricity demand. There is
no substitute fuel for electricity at the aggregate level, which is due to the different combinations
of fuels used in the sectors.

In the short run the coefficients of income and price are statistically significant but lower
than unity, indicating that aggregate electricity is inelastic with respect to changes in GDP and
electricity price. Another significant variable in the short-run model is the one-lag growth rate of
literacy which has a small impact on electricity demand. The error-correction term is low,
showing that the full convergence process to its equilibrium level occurs after four years.
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A comparison of the results of different sectors shows that electricity consumption is
inelastic with respect to income and price in all sectors, except agriculture, which has income
and price elasticities greater than unity. Weather conditions in all sectors function as an
influential factor in both the short and long run. All sectors except agriculture are influenced by
either technological changes or economic progress. The inference of the error terms shows that
the speed of correction of deviation from long-run electricity consumption is low in all Iranian
electricity subsectors and at the aggregate level.

8.2.2 Policy Implications
Residential Sector
1) Temperature has the strongest effect on electricity demand in the residential sector.
Weatherproofing buildings and replacing old coolers with modern air conditioners would
be feasible solutions for reducing power consumption considerably. To persuade people,
the state should offer financial incentives such as discounted-rate loans to families.
2) The significance of household income shows that electricity taxation can be used to
manage electricity demand. However, due to the large number of Iranian households with
low incomes, taxation should be applied with caution. An option would be for the
government to impose an electricity tax on the rich and subsidise the poorer areas.
3) The number of electrified villages is another influential factor for residential electricity
demand. This shows that it is necessary to provide rural electricity from solar systems
rather than through power plants, so that the state can play an important role in helping
rural households install solar systems.
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4) The low price elasticity of electricity confirms the inefficiency of previous electricity
pricing and the importance of modifying pricing policy. Due to the high level of
electricity consumption by rich households, it is necessary to have a pricing policy that
makes them responsive to changes in price. Therefore, the suggestion is that the
electricity price for high-usage consumers is set significantly higher than the electricity
price for low-usage consumers.
5) Due to the high price of home electrical appliances, many Iranian households cannot
afford to purchase new equipment. The state can provide facilities to help people trade in
their old electric appliances. In addition, the government can provide financial support for
the installation of solar power systems, which would be an efficient solution for
decreasing electricity demand in the residential sector.

Industrial Sector
1) Total degree days has the strongest impact on industrial electricity demand, strongly
confirming the heavy usage of air ventilation systems and industrial chillers.
Therefore, widespread installation of energy-efficient ventilating systems and modern
industrial chillers will reduce electricity consumption in the industrial sector.
2) The positive sign of industrial value added proves the importance of the adoption of
electricity tax policies to encourage industries towards replacing old machinery with
new technology. The government should provide financial support and offer facilities
to help industry enhance the energy efficiency of industrial machinery.
3) Due to the lack of proper data for an appropriate proxy, this study could not detect a
relationship between electricity demand and the technological level of industrial
machinery. However, the relationship between electricity consumption and economic
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development of the industrial sector was studied, and the results showed that
economic progress leads to an increase in industrial electricity demand.
4) The small price elasticity of demand shows the ineffectiveness of electricity pricing in
Iran, and the need to restructure pricing policy. The important point is that an increase
in price should not lead to replacement of electricity by other oil products. A
significant rise in electricity price may change the energy structure of industries in the
long term. Considering that electricity in Iran is a low-polluting type of energy,
electricity should provide an important part of total industrial energy.

Agricultural Sector
1) In the agricultural-sector model, high income and price elasticities show that income
and price policies can be employed to decrease electricity demand. An important
point is to assure reduction in electricity use is due to energy efficiency rather than
change in the structure of energy type and consequently the substitution of another
fuel for electricity in the long-term.
2) Diesel has a complementary relationship with electricity, as diesel and electric pumps
are both used for water pumping. An option is that the government provides
incentives to induce farmers to change diesel and old electric pumps to modern
electric ones.
3) The level of precipitation is another factor affecting electricity demand in the
agricultural sector. The long-term forecast of this index can help to plan for supply of
sufficient agricultural electricity for those years with lower precipitation levels.
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Public Demand
1) Weather conditions are the strongest factor for public electricity demand. This implies
that the state should allocate financial resources for installing insulation and airconditioning systems to reduce or eliminate the use of electric heaters and gas
coolers.
2) Inelastic price elasticity shows that changes in electricity price have not been
significant, and it can be expected that the response of consumers to big changes will
be different from the changes experienced by electricity price. Because the state pays
the electricity cost for government organisations, staff may be indifferent to efficient
consumption of services such as electricity. It seems that automating systems can be
an effective way to manage electricity demand.
3) Considering that commercial consumers are a component of the public sector, and
that inefficient lights are an inevitable part of each retail outlet, it seems that one of
the obvious solutions is to change the lighting system available to commercial
consumers.

8.3 Electricity-Demand Outlook
For each sector, nine different scenarios for electricity demand were estimated for the years of
the Fifth Five-Year Economic, Social and Cultural Plan (2010-1014). After that, aggregate and
disaggregate electricity demand for the period 2015 and 2020 under the most probable scenarios
were forecast. Three different assumptions, “low”, “moderate” and “high” cases, were made with
respect to the real electricity price and value added/household expenditure for the period 2010 to
2014. The cases for electricity price were constructed based on implementation of the Targeting
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of Subsidies Plan, conditional on non-subsidised and subsidised fuel for electricity generation
and based on an electricity price different from the above cases.

The forecast cases for the annual real value added growth rate were constructed based on
the average growth rate during the sample period of this thesis (1967-2009) and the World Bank
and IMF projections for real GDP growth from 2010 to 2013. The assumption is that the 2014
growth rate would remain at the 2013 rate. Three cases for household expenditures are the
average growth rate during the sample, and two higher-than-average options. For the remaining
exogenous variables the most likely cases were considered. Based on these assumptions,
scenarios for each sector were made. The models were simulated under different assumptions to
investigate the impact of energy pricing policy in Iran. The forecast results clarify the impact of
government electricity pricing on electricity demand.

The results showed that in 2011, despite significant increases in agricultural electricity
prices, consumers are still continuing their consumption pattern. However, the annual growth
rate of agricultural electricity demand from 2012 under all scenarios is negative, varying between
-23% and -8%. That is, electricity demand may reach 7.9 to 15.6 TWh in 2014, equivalent to a
decrease of between 32% and 66% compared with 2009. Taking into account economic
sanctions against Iran, the most probable case for value added seems to be the IMF projections
(low case) and for the low-case electricity price. Therefore, scenario LL (low for price and low
for value added) may take place. Under this scenario agricultural electricity in 2014 decreases by
42% compared to 2009, reaching 13.4 TWh.
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The inferences from the industrial forecast show that the growth rate of industrial
electricity demand from 5.4% to 5.5% in 2010 may fall to between -1.2% and 2.8% (between
55.0 and 64.7 TWh) in 2014 under various scenarios. This shows that electricity demand of the
sector compared to 2009 will range between a decrease of -1.9% and an increase of 15.3%. The
low case for industrial electricity price (subsidised fuel for electricity generation) and the IMF
projections for value added seem to be the most probable cases. If scenario LL occurs, electricity
demand of the industrial sector will be 62.1 TWh in 2014, which is 1.5% higher than in 2009.

The forecast for public electricity demand predicted that in 2014 public electricity
demand will increase by between 29% to 42% (44.8 to 49.6 TWh). The most likely case for
value added seems to be the IMF projection and for electricity price the high case (unsubsidised
fuel for electricity generation). Scenario HL results in a reduction of the annual growth rate from
8.3% in 2010 to 4.2% in 2014. Under this scenario public electricity demand will rise by 28.6%
compared with 2009, reaching 44.9 TWh at the end of the forecast period.

According to the forecast scenarios for the residential sector, by 2014 electricity demand
will vary between 64.7 and 78.0 TWh. This shows an increase of between 11% and 34%
compared with 2009. The most likely case for electricity price seems to be the moderate case,
and for household expenditure it appears to be the high case. Therefore, MH is the most viable
scenario. Under these demand projections, electricity use increases from 58.1 TWh to 74.8 in
2014, a 29% rise compared with 2009, while the annual growth rate is cut between 8% and 2%.

297

Total electricity demand in Iran was forecast by applying the sectors' electricityconsumption projections for the periods 2010-2014168 and 2015-2020. Three different sets of
scenarios for the sectors were considered to forecast aggregate electricity demand in Iran for the
first period (2010-2014). The low, moderate and high scenarios predicted that electricity demand
from 176.2 in 2009 will reach 176.5, 194.1 and 211.9 TWh in 2014, respectively. That is, total
electricity demand will experience an increase of 0.20%, 10.2%, and 20.3%, respectively,
compared to 2009. It is noteworthy that the growth rate of total electricity demand in the last
years of the forecast period is negative under all scenarios. This reveals that total electricity
demand will decline in the years ahead. The moderate scenario is the most plausible scenario, as
it is based on the most probable scenario for each sector, showing that electricity demand will
have a negative growth rate of -2.2% for 2013 and -2.4% for 2014. The average increase in
electricity consumption under this scenario will be 10.2% in 2014 compared to 2009, and the
proportion of the agricultural, industrial, public and residential sectors in aggregate electricity
demand will be 6.9%, 32.0%, 23.1% and 35.9%, respectively.169

The forecast of total electricity consumption for the period 2015-2020 was done under
the moderate scenario, which includes the most probable scenarios for each sector. The results
show that the electricity demand of the Iranian economy in 2020 will be 225 TWh, an increase of
28.1% over 2009. The results were compared with forecasts obtained from models estimated by
other Iranian researchers. This research presents the most reliable results, as its deviation from
the actual electricity demand in 2010 was lower than that of all the other studies.

168
169

The years of the Fifth Five-Year Economic, Social and Cultural Plan.
2.1% is the share of the “street lighting” sector.
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Based on the Targeting of Subsidies Plan, the state should improve the efficiency of
power plants and reduce the loss over transmission and distribution networks. These two actions
will restore 30.2 TWh electricity. Considering net electricity exports (4.2 TWh), reserved
electricity will increase to 34.4 TWh. This is 19.6% of 2009 electricity demand, so that the
quantity of restored electricity can cover surplus electricity demand in 2014 under the moderate
scenario. Based on the moderate forecast scenario, in 2014 total electricity demand will grow by
10.2% compared to 2009. Therefore, current electricity supply is sufficient to meet electricity
demand in 2014. However, for 2020 the capacities need to be expanded by 8.5% compared to
2009 to meet the total electricity consumption of the Iranian economy.

8.4 Contributions of This Study
This thesis has made several significant contributions to the analysis of the Iranian economy's
total and disaggregated electricity demand:

1) No previous literature has assessed short- and long-run models of electricity demand
for the various sectors and at the aggregate level in one study. This study, therefore,
has extended the existing literature by studying residential, industrial, agricultural,
public and total electricity demand in one study and presenting policy implications
relevant both to each sector and to aggregate electricity demand.

2) This thesis pioneers research evaluating the impacts of the Targeting of Subsidies
Plan during the Fifth Five-Year Economic, Social and Cultural Plan (2010-2014), and
assessing the effects of new electricity pricing on sectoral and total electricity
demand.
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3) The current thesis is the first to introduce a theoretical framework appropriate for the
sectors of the Iranian economy and its power industry.

4) This thesis is the first study to forecast electricity demand of the Iranian sectors and
total electricity demand during the Fifth Five-Year Economic, Social and Cultural
Plan (2010-2014) and for the period 2015 to 2020.

5) No previous study has assessed electricity demand of the public sector in the context
of utility maximisation of consumers rather than cost minimisation of producers.
Therefore, this is the first study to focus on public electricty demand from the
perspective of public concepts.

6) This research is the first study on electricity demand in Iran investigating the
stationarity of time-series data by applying unit root tests with multiple structural
breaks. Moreover, no previous Iranian studies on residential, agricultural and public
electricity demand have employed the ARDL approach, which is consistent with the
properties of a small sample. It is worth mentioning that no Iranian literature has
examined estimated models for parameter stability. This thesis fills these gaps.

7) This study has employed a larger sample of data than that of other Iranian studies.
The sample data in this study covers a period of 43 years.

8) This research is the first study to examine several variables that seem important when
modelling electricity demand of the various sectors. For instance, weather conditions,
technological progress, economic progress, the stock of electrical appliances and
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rainfall are additional variables that are specific to the Iranian economic situation, and
have been incorporated in this study. No previous Iranian study has assessed the
impact of weather conditions and economic and technological progress on electricity
demand of the sectors; this study has filled this gap. In a very limited number of
studies on the industrial sector, and in no study on agricultural electricity demand in
different countries, have the effects of climate on electricity demand been studied.
Moreover, none of the literature has evaluated the impact of precipitation levels on
electricity demand in the agricultural sector.

8.5 Suggestions for Future Research
The limitations of the current research suggest several areas for further research to deepen
understanding of the power industry in Iran. This thesis has focused on the demand side of
electricity; therefore, one possibility for future research that addresses one of this study's
limitations is to focus on and model the supply side of electricity in Iran.

Based on the available time-series data, this study failed to estimate electricity models for
subsections of agricultural, industrial and public electricity demand. An area for further research
is to model electricity demand from the relevant subsections by applying panel data. In this way
more-effective policy implications can be identified.

Another field that needs to be studied is electricity demand in peak times, which has not
been covered in this thesis. Considering the importance of sustainable electricity supply,
modelling electricity demand for peak-time electricity consumption can be based on daily,
weekly or seasonal data, and is an important topic for further research.
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This thesis has focused on electricity demand at both the aggregate and disaggregated levels. A
survey on demand for other types of energy in the Iranian economic sectors is required to clarify
the issue of energy demand in Iran. Yielding such results will be useful and effective for energypolicy analysis.
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Appendix A
Table A.1: Inferences of Unit Root Tests for Nelson and Plosser’s Data Set (Level of Null Hypothesis Rejection)
Nelson &

Perron

Zivot &

Perron

Lumsdaine &

Lee & Strazicich

Popp

Narayan &

Plosser (1982)

(1989)

Andrew (1992)

(1997)

Papell (1997)

(2003)

(2008)

Popp (2010)

Real GNP

-

1%

1%

5%

2.5%

10%

-

5%

Nominal GNP

-

1%

1%

5%

1%

10%

-

1%

Real per-capita GNP

-

2.5%

10%

10%**

2.5%

10%

-

5%

Industrial production

-

1%

1%

5%

1%

5%

-

10%

Employment

5%

1%

5%

10%

2.5%

10%

-

-

GNP deflator

-

2.5%

-

-

10%

-

-

-

Consumption prices

-

-

-

-

-

10%

-

-

Nominal wages

-

1%

2.5%

5%

-

10%

-

-

Money stock

-

2.5%

-

10%**

10%

5%

-

-

Velocity

-

-

-

-

-

-

-

-

Interest rate

-

-

-

-

-

-

-

-

Common stock price

-

2.5%

1%

5%

-

10%

-

-

Real wages

-

5%

-

5%

10%

5%

5%

5%

Quarterly real GNP

-

5%

-

5%

-

-

*

*

Series

*Quarterly real GNP series was not investigated.
** For two series the test showed more ambiguous results; thus it was hard to draw conclusions about the stationarity of these two series.
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Appendix B
k

Table B.1: ADF Unit Root Test Results

Yt  Yt 1   i Yt i  X t'  ut
i 1

Significance level

C

C&T

1%

-3.61

-4.19

5%

-2.94

-3.52

10%

-2.61

-3.19
1st difference

Level
Variables

α

Results

k

α

Exogenous

cr

0

-1.65

C&T

0

-6.30*

C&T

I(1)

cp

0

2.41

None

2

-4.22*

C&T

I(1)

ca

0

-2.88

C&T

0

-5.97*

C&T

I(1)

ci

2

-5.05*

C&T

-

-

-

I(0)

ct

1

-4.12**

C&T

-

-

-

I(0)

epr

0

-0.93

C&T

0

-4.80*

C&T

I(1)

epp

1

-3.02

C&T

0

-4.40*

C&T

I(1)

epa

0

-2.23

C&T

0

-5.93*

C&T

I(1)

epi

0

-2.04

C&T

0

-4.45*

C&T

I(1)

ept

0

-2.13

C&T

0

-5.14*

C&T

I(1)

nv

2

-3.11

C&T

0

-3.27***

C&T

I(1)

gpr

0

-1.92

C&T

0

-6.43*

C&T

I(1)

gpp

0

-2.15

C&T

0

-7.17*

C&T

I(1)

gpt

0

-1.32

C&T

0

-6.84*

C&T

I(1)

dpa

4

-1.97

C&T

0

-5.96*

C&T

I(1)

vp

2

-2.54

C&T

1

-3.05**

C&T

I(1)

vi

1

-2.23

C&T

1

-4.56*

C&T

I(1)

va

0

-2.53

C&T

0

-8.23*

C&T

I(1)

gdp

1

-2.68

C&T

0

-3.65**

C&T

I(1)

hco

4

-2.50

C&T

0

-3.52

C&T

I(1)

mca

0

1.21

C&T

0

-6.18

C&T

I(1)

k

Exogenous

Table B.1: (Continued)
1st difference

Level

Variables

α

Results

k

α

Exogenous

iea

0

-2.83

C&T

1

-5.78*

C&T

I(1)

iep

0

-2.20

C&T

0

-5.28

C&T

I(1)

ur

1

-3.40***

C&T

-

-

-

I(0)

lr

0

0.36

C&T

0

-4.13*

C&T

I(1)

cd

0

-3.62*

C

-

-

-

I(0)

hd

0

-4.06*

C

-

-

-

I(0)

td

0

-4.30*

C

-

-

-

I(0)

tp

0

-7.20*

C

-

-

-

I(0)

k

Exogenous

Note: ***, **, * denote significance at the 10%, 5% and 1% level based on the MacKinnon critical values. k is
optimal lagged length determined by AIC. C denotes intercept and T denotes trend; these are included in the
ADF equation.
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Table B.2: LS Unit Root Test with (Level)
Variables

Model

k

cr

CC

4

cp

CC

4

ca

CC

4

ci

CC

4

ct

CC

4

epr

CC

2

epp

CC

3

epa

CC

0

epi

CC

0

α

yt   Zt   St 1   St i  ut

Tb1
Tb2

D1t

DT1t

D2t

DT2t

-1.03*

1980

-0.156

0.05

0.10

-0.18

(-5.99)

1990

(-4.48)

(2.04)

(2.99)

(-7.72)

-0.53

1976

0.01

-0.14

0.08

-0.15

(-3.60)

1992

(0.30)

(-3.97)

(1.59)

(-4.98)

-0.78

1975

0.09

-0.22

-0.32

0.02

(-4.21)

1985

(1.10)

(-3.69)

(-4.37)

(0.47)

-0.37***

1983

0.19

-0.33

-0.13

0.06

(-4.99)

1997

(2.66)

(-5.48)

(-1.74)

(2.19)

-0.40***

1984

0.08

-0.20

0.01

-0.02

(-5.15)

1992

(2.45)

(-7.06)

(0.26)

(-1.86)

-0.98

1978

-0.33

0.30

0.27

-0.29

(-4.72)

1986

(-2.00)

(2.80)

(1.60)

(-2.68)

-0.97

1978

-0.12

0.51

-0.06

-0.18

(-4.94)

1987

(-0.73)

(4.69)

(-0.36)

(-2.38)

-0.96**

1975

-0.16

0.36

0.67

-0.63

(-5.33)

1993

(-0.93)

(3.24)

(3.37)

(-4.50)

-0.76

1984

-0.33

0.75

0.55

-0.88

(-4.42)

2000

(-0.87)

(4.25)

(1.34)

(-3.41)

Results

I(0) with two breaks

I(1) with two breaks

I(1) with two breaks

I(0) with two breaks

I(0) with two breaks

I(1) with two breaks

I(1) with two breaks

I(0) with two breaks

I(1) with two breaks

Table B.2: (Continued)
Variables

Model

k

CC

0

AA

0

C

0

nv

CC

4

gpr

CC

4

gpp

CC

4

CC

2

AA

0

C

0

ept

gpt

α

Tb1
Tb2

D1t

DT1t

D2t

DT2t

-1.01**

1992

0.03

0.60

-0.12

-0.17

(-5.32)

2006

(0.18)

(5.17)

(-0.61)

(-1.08)

-0.55

1990

0.03

(-2.74)

1993

(0.14)

-0.59
(-3.40)

1993

--

0.56

0.14

( 2.72)

(2.06)

0.03
(0.14)

--

--

--

-0.31*

1977

-0.13

-0.08

0.09

-0.15

(-7.36)

1993

(-3.71)

(-2.78)

(2.81)

(-10.39)

-1.25*

1980

-0.73

0.47

0.94

-0.97

(-6.18)

1990

(-3.37)

(4.43)

(4.21)

(-5.38)

-1.44*

1980

-0.79

0.48

0.86

-0.99

(-6.51)

1990

(-3.36)

(4.33)

(3.59)

(-5.59)

-1.39***

1983

0.24

-0.58

-0.06

-0.10

(-5.05)

1994

(0.88)

(-3.20)

(-0.19)

(-0.92)

-0.33

1979

-0.12

(-2.62)

1999

(-0.44)

-0.74***
(-4.43)

1984

--

0.20

-0.31

(0.70)

(-2.13)
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1.13
(4.14)
--

--

--

Results

I(1) with one break

I(0) with two breaks

I(0) with two breaks

I(0) with two breaks

I(0) with one break

Table B.2: (Continued)
Variables

Model

k

dpa

CC

4

CC

4

AA

4

C

4

vi

CC

3

va

CC

4

gdp

CC

3

hco

CC

4

mca

CC

2

vp

α

Tb1
Tb2

D1t

DT1t

D2t

DT2t

-1.04**

1978

0.07

-0.31

0.74

0.17

(-5.33)

1989

(0.36)

(-2.88)

(3.41)

(2.35)

-0.93

1974

-0.02

0.02

-0.03

-0.24

(-4.87)

1985

(-0.17)

(0.35)

(-0.40)

(-4.55)

-0.10

1984

0.16

(-2.13)

1989

(1.65)

-0.50
(-3.68)

1985

--

-0.02

-0.28

(-0.20)

(-4.04)

0.18
(1.67)

--

--

--

-1.33*

1978

0.12

-0.63

-0.19

0.16

(-6.36)

1984

(0.96

(-5.61)

(-1.61)

(2.86)

-1.20*

1987

-0.11

0.04

0.17

-0.13

(-6.18)

1997

(-3.37)

(2.44)

(4.62)

(-5.48)

-1.07**

1978

0.13

-0.28

0.023

0.06

(-5.67)

1986

(2.07)

(-6.42)

(0.34)

(2.94)

-0.74**

1984

0.10

-0.20

-0.09

0.06

(-5.67)

1994

(1.95)

(-6.55)

(-1.86)

( 3.27)

-1.15**

1976

0.18

-0.71

-0.43

0.71

(-5.38)

2001

(0.63)

(-4.53)

(-1.48)

(4.72)
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Results

I(0) with two breaks

I(1) with one break

I(0) with two breaks

I(0) with two breaks

I(0) with two breaks

I(0) with two breaks

I(0) with two breaks

Table B.2: (Continued)
Variables

Model

k

iea

CC

4

iep

CC

3

ur

CC

3

lr

CC

4

cd

CC

0

CC

0

AA

0

hd
C

0

A

0

α

Tb1
Tb2

D1t

DT1t

D2t

DT2t

-1.94*

1978

-0.00

-0.16

0.18

-0.17

(-6.23)

1998

(-0.01)

(-3.64)

(1.80)

(-4.00)

-1.41*

1977

0.97

-1.39

-0.15

0.59

(-6.92)

1994

(3.82)

(-7.29)

(-0.71)

(6.16)

-0.44***

1975

0.22

-0.18

-0.14

0.06

(-5.14)

1988

(3.45)

(-4.71)

(-1.95)

(2.30)

-1.16

1981

0.74

-1.27

-0.28

1.62

(-4.20)

1994

(0.76)

(-3.04)

(-0.30)

(2.23)

-1.05*

1990

0.05

-0.07

-0.08

0.24

(-5.98)

1994

(0.50)

(-1.18)

(-0.84)

(3.47)

-1.09*

1977

-0.02

-0.16

-0.03

0.04

(-6.33)

1982

(-0.24)

(-2.72)

(-0.39)

(0.95)

-0.96*

1977

-0.18

(-5.70)

1992

(-2.16)

-0.80**
(-4.87)
-0.80*
(-4.91)

1976

1977

-

-0.08

-0.04

(-0.87)

(-0.89)

-0.16
(-1.83)
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-

0.07
(0.86)

Results

I(0) with two breaks

I(0) with two breaks

I(0) with two breaks

I(1) with two breaks

I(0) with two breaks

I(0) with one break

-

-

-

-

Table B.2: (Continued)
Variables

Model

k

td

CC

0

tp

CC

0

α

Tb1
Tb2

D1t

DT1t

D2t

DT2t

-1.90*

1977

0.02

-0.15

-0.17

0.24

(-7.55)

1980

( 0.39)

(-3.56)

(-2.81)

(5.62)

-1.32*

1978

-0.07

-0.24

0.02

-0.23

(-7.61)

2006

(-0.49)

(-3.54)

(0.11)

(-1.98)

Results

I(0) with two breaks

I(0) with two breaks

Note: *,**,*** denote significance at the 1%, 5%, and 10% level. Critical values are tabulated in Lee and Strazicich (2001, Table 1). Critical values at the 1%, 5%, and 10%
level for the AA model are -4.545, -3.84 and -3.504, respectively; and for the CC model are -5.823, -5.286 and -4.989, respectively. For models with one break the critical
values are as tabulated in Lee and Strazicich (2003, Table 2). The critical values for model C, depending on the location of the break, change from -5.05 to -5.11, -4.45 to
-4.51, and -4.17 to -4.20; for Model A these values are -4.239, -3.566, and -3.211, respectively. TB1 and TB2 are the break dates, and k is the number of optimal lagged
length. Numbers in parentheses are the t-statistics for the estimated coefficients.
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Table B.3: NP Unit root test with two breaks (level)
M2
Series
k

cr

0

cp

2

ca

2

ci

0

ct

0

epr

2

epp

0

epa

3

Test

TB1

stat.

TB2

-0.33*

M1

κ1

κ2

1974

0.02

-0.01

(-7.60)

1980

(3.43)

(-3.00)

-0.43

1979

-0.02

-0.02

(-3.32)

1993

(-3.10)

(-5.52)

-0.65

1973

-0.07

-0.04

(-3.99)

1985

(-2.94)

(-4.51)

-0.38*

1989

0.02

0.00

(-6.23)

1993

(2.43)

(0.27)

-0.30

1973

-0.02

0.01

(-2.51)

1982

(-4.23)

(3.22)

-1.00

1988

-0.08

0.06

(-3.85)

1995

(-1.66)

(0.93)

-0.46

1979

0.08

0.16

(-2.52)

1993

(1.89

(3.71)

-0.76

1980

-0.16

-0.16

(-2.01)

1994

(-1.72)

(-1.93)

TB1
k

Test stat.
TB2

θ1

θ2

Results

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-

-0.33**

1991

0.02

0.02

(-4.90)

1993

(2.65)

(2.01)

-

-

-

-

I(1) with two breaks

-0.69

1982

-0.10

0.09

I(1) with two breaks

(-2.86)

1998

(-2.09)

(1.65)

-

-

-

-

-

-

-

-

-

-

1

-

0

I(0) with two breaks
I(1) with two breaks

I(1) with two breaks

I(0) with two breaks

I(1) with two breaks

I(1) with two breaks

Table B.3: (Continued)
M2
Series
k

epi

0

ept

0

nv

1

gpr

3

gpp

3

gpt

4

dpa

4

vp

4

Test

TB1

stat.

TB2

-1.05

M1
κ1

κ2

1986

0.31

-0.16

(-3.60)

2001

(2.56)

(-1.42)

-1.42***

1988

-0.06

0.09

(-5.18)

1993

(-1.30)

(1.30)

-0.13*

1974

-0.02

-0.03

(-6.47)

1977

(-3.27)

(-4.79)

-1.15

1981

0.14

0.01

(-4.24)

1996

(2.56)

(1.28)

-0.85***

1981

0.26

-0.20

(-4.91)

1992

(4.79

(-3.54)

-0.50

1988

0.36

0.37

(-1.40)

1999

(4.95

(4.64)

-0.84

1986

-0.14

0.34

(-4.12)

1989

(-1.85)

(2.41)

-0.58

1973

0.05

-0.02

(-4.28)

1985

(3.54)

(-2.97)

TB1
k

Test stat.
TB2

θ1

θ2

Results

-0.85

1986

0.21

0.21

(-3.44)

1993

(1.94)

(1.92)

-0.93

1987

-0.08

0.18

(-3.17)

1993

(-1.48)

(2.71)

-

-

-

-

-0.27

1981

0.25

0.12

(-1.41)

1996

(4.28)

(2.10)

-

-

-

-

-

I(0) with two breaks

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two breaks

0

0

-

0
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I(1) with two breaks

I(1) with two breaks

I(0) with two breaks

I(1) with two breaks

Table B.3: (Continued)
M2
Series
k

vi

0

va

0

gdp

0

hco

0

mca

0

iea

4

iep

0

ur

1

Test

TB1

stat.

TB2

-0.24

M1
κ1

κ2

1979

-0.03

0.01

(-1.53)

1981

(-2.81)

(0.00)

-0.72

1976

-0.01

-0.01

(-4.10)

1998

(-2.36)

(-3.86)

-0.18

1981

0.02

0.01

(-1.79)

1989

(3.04)

(2.77)

-0.10

1975

-0.03

-0.01

(-1.20)

1985

(-5.81)

(-3.55)

-0.68

1990

0.15

0.10

(-4.29)

2000

(3.74)

(2.21)

-0.73

1975

0.08

0.04

(-4.12)

1981

(4.69)

(2.90)

-0.42

1978

-0.12

0.08

(-3.35)

1992

(-5.54)

(4.23)

-0.15

1976

-0.01

0.00

(-3.51)

1986

(-5.32)

(-4.04)

TB1
k

Test stat.
TB2

θ1

θ2

Results

-0.41

1979

-0.05

-0.04

(-2.54)

1982

(-4.39)

(-2.92)

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two break

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(1) with two breaks

1
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I(1) with two breaks

Table B.3: (Continued)
M2
Series
k

lr

2

cd

0

hd

0

td

0

tp

2

Test

TB1

stat.

TB2

-0.38

M1
κ1

κ2

1985

-0.04

0.03

(-3.32)

1989

(-2.84)

(2.32)

-0.81

1978

-0.04

0.03

(-6.22)*

1991

(-4.48)

(-3.31)

-0.79

1973

0.04

0.03

(-4.41)

1981

(2.41)

(3.92)

-1.09

1978

-0.02

1.36

(-6.00)

1981

(-3.72)

(0.34)

-1.25

1973

0.30

-0.07

(-4.32)

1982

(4.25)

(-2.21)

TB1
k

Test stat.
TB2

θ1

θ2

Results

-

-

-

-

-

I(1) with two breaks

-

-

-

-

-

I(0) with two breaks

-

-

-

-

-

I(1) with two breaks

-1.10

1978

-0.03

0.02

(-6.61)*

1981

(-5.73)

(2.82)

-

-

-

-

0

-

I(0) with two breaks

I(1) with two breaks

Note: *,**,*** denote significance at the 1%, 5% and 10% levels. Critical values are as tabulated in Narayan and Popp (2010, Table 3). Critical values at the 1%, 5%, and
10% level for the M1 model are -5.259, -4.514, and -4.143, respectively and for the M2 model are -5.949, -5.181 and -4.789, respectively. TB1 and TB2 are the break dates,
and k is number of optimal lagged length. Numbers in parentheses are the t-statistics for the estimated coefficients.
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Appendix C

Residential Model

Autoregressive Distributed Lag Estimates
ARDL(1,0,2,2,2,1) selected based on Akaike Information Criterion
Dependent variable is cr
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

cr(-1)

.73388

.062283

11.7830[.000]

epr

-.029851

.031199

-.95680[.347]

hco

-.068228

.10408

-.65554[.518]

hco(-1)

.45786

.14886

3.0757[.005]

hco(-2)

-.23487

.10685

-2.1980[.037]

nv

.21430

.11483

1.8663[.073]

nv(-1)

-.40837

.18678

-2.1864[.038]

nv(-2)

.28921

.13038

2.2183[.035]

cd

.14933

.053338

2.7997[.009]

cd(-1)

-.030088

.047520

-.63316[.532]

cd(-2)

.15844

.050205

3.1560[.004]

gpr

.046981

.030042

1.5639[.129]

gpr(-1)

-.073463

.024597

-2.9866[.006]

c

-2.6816

.83837

-3.1986[.004]

R-Squared

.99966

R-Bar-Squared

S.E. of Regression

. 029086

F-Stat.

Mean of Dependent Variable

9.2935

F(13,27)

.99949
6066.1[.000]

S.D. of Dependent Variable

1.2917

Residual Sum of Squares

. 022842

Equation Log-likelihood

95.4245

Akaike Info. Criterion

81.4245

Schwarz Bayesian Criterion

69.4295

DW-statistic

1.9094

Durbin's h-statistic
336

.31615[.752]

Testing for existence of a level relationship among the variables in the ARDL model
F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
3.9158
2.9898
4.3182
2.4650
3.7032
W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
23.4947

17.9389

25.9093

14.7902

22.2190

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = .0058257[.939] F(1,26)

B:Functional Form

CHSQ(1) =

C:Normality

CHSQ(2) = 3.4353[.179]

Not applicable

D:Heteroscedasticity

CHSQ(1) = 2.6633[.103]

F(1,39)

.35925[.549]

F(1,26)

= .0036949[.952]
= .22983[.636]

= 2.7094[.108]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
Estimated Long-Run Coefficients using the ARDL Approach
ARDL(1,0,2,2,2,1) selected based on Akaike Information Criterion
Dependent variable is cr
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

epr

-.11217

.12224

-.91764[.367]

hco

.58156

.12847

4.5268[.000]

nv

.35752

.062812

5.6918[.000]

cd

1.0435

.31565

3.3058[.003]

gpr

-.099513

.089127

-1.1165[.274]

c

-10.0767

2.9925

-3.3673[.002]

Testing for existence of a level relationship among the variables in the ARDL model
F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
3.9158
2.9898
4.3182
2.4650
3.7032
W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90%Upper Bound
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23.4947

17.9389

25.9093

14.7902

22.2190

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Durbin-Wu-Hausman exogeneity test
Dependent variable is cr
List of the variables added to the regression (residual of the independent variables):
r_epr

r_hco

r_gpr

r_nv

41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

-.40346

.43444

-.92871[.361]

cr(-1)

.78094

.16406

4.7600[.000]

epr

.069368

.13844

.50108[.620]

epr(-1)

-.081276

.12236

-.66424[.512]

hco

.44480

.36816

1.2082[.237]

hco(-1)

-.31437

.29303

-1.0728[.293]

gpr

.070507

.072323

.97489[.338]

gpr(-1)

-.047245

.038662

-1.2220[.232]

nv

-.026067

.45453

-.057348[.955]

nv(-1)

.12898

.50332

.25625[.800]

r_epr

-.072600

.15156

-.47903[.636]

r_hco

-.49017

.39360

-1.2453[.224]

r_gpr

-.053803

.079353

-.67802[.504]

r_nv

.18697

.47932

.39007[.700]

Joint test of zero restrictions on the coefficients of additional variables:
Lagrange Multiplier Statistic

CHSQ(4)= 7.9538[.093]

Likelihood Ratio Statistic

CHSQ(4)= 8.8423[.065]

F Statistic

F(4,27)= 1.6246[.197]
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Figure C.1: CUSUM Test of the Long-Run Demand for Residential Electricity
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Figure C.2: CUSUMSQ Test of the Long-Run Demand for Residential Electricity
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Estimated Short-Run Model Using Error-Correction Model
Dependent variable is dcr
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

.0063185

.012277

.51465[.610]

dhco

.040759

.095872

.42514[.673]

dhco(-1)

.18642

.098188

1.8986[.066]

depr

-.030169

.045881

-.65754[.515]

dcd

.14305

.044590

3.2080[.003]

ecm(-1)

-.20667

.024896

-8.3013[.000]

R-Squared

.73345

S.E. of Regression

.036800

Mean of Dependent Variable

.10894

Residual Sum of Squares

.047397

Akaike Info. Criterion

74.4601

DW-statistic

R-Bar-Squared

.69537

F-Stat. F(5,35)
19.2612[.000]
S.D. of Dependent Variable
.066674
Equation Log-likelihood

80.4601

Schwarz Bayesian Criterion

69.3194

2.4816

Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) =

3.0955[.079]

F(1,33)

= 2.7766[.105]

B:Functional Form

CHSQ(1) = .028307[.866]

F(1,33)

= .023490[.879]

C:Normality

CHSQ(2) = 5.7470[.057]

D:Heteroscedasticity

CHSQ(1) = .0019070[.965]

Not applicable
F(1,39)

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
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= .0018141[.966]

Figure C.3: CUSUM Test of the Short-Run Demand for Residential Electricity
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Figure C.4: CUSUMSQ Test of the Short-Run Demand for Residential Electricity
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Appendix D

Industrial Model

Autoregressive Distributed Lag Estimates
ARDL(3,3,1,2,1) selected based on Schwarz Bayesian Criterion
Dependent variable is ci
40 observations used for estimation from 1970 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

ci(-1)

.75626

.11881

6.3654[.000]

ci(-2)

.017505

.15710

.11143[.912]

ci(-3)

-.27641

.090840

-3.0428[.005]

vi

-.060363

.078231

-.77160[.448]

vi(-1)

.21340

.098800

2.1599[.041]

vi(-2)

-.19248

.10518

-1.8299[.079]

vi(-3)

.28791

.085201

3.3791[.002]

epi

-.15963

.028288

-5.6430[.000]

epi(-1)

.11294

.027351

4.1292[.000]

lr

-.0043793

.0079214

-.55285[.585]

lr(-1)

-.0077620

.012337

-.62915[.535]

lr(-2)

.034780

.0086857

4.0043[.000]

td

.074445

.13713

.54288[.592]

td(-1)

.56094

.16386

3.4233[.002]

c

-6.3711

2.5840

-2.4655[.021]

R-Squared
S.E. of Regression
Mean of Dependent Variable

.99888
.039430
9.4100

R-Bar-Squared
F-Stat.

.99826

F(14,25)

1598.3[.000]

S.D. of Dependent Variable

.94499

Residual Sum of Squares

.038869

Equation Log-likelihood

81.9714

Akaike Info. Criterion

66.9714

Schwarz Bayesian Criterion

54.3048
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DW-statistic

2.4318

Testing for existence of a level relationship among the variables in the ARDL model
F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
16.8605

3.2036

4.4662

2.6625

3.8020

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
84.3025

16.0178

22.3310

13.3127

19.0102

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = 3.4036[.065]

F(1,24)

= 2.2321[.148]

B:Functional Form

CHSQ(1) = 1.3213[.250]

F(1,24)

= .81989[.374]

C:Normality

CHSQ(2) = .63112[.729]

Not applicable

D:Heteroscedasticity

CHSQ(1) = .96899[.325]

F(1,38)

= .94339[.338]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
Estimated Long-Run Coefficients using the ARDL Approach
ARDL(3,3,1,2,1) selected based on Schwarz Bayesian Criterion
Dependent variable is ci
40 observations used for estimation from 1970 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

vi

.49432

.060245

8.2051[.000]

epi

-.092896

.031362

-2.9620[.007]

lr

.045039

.0014593

30.8640[.000]

td

1.2641

.40547

3.1175[.005]

c

-12.6750

4.4557

-2.8447[.009]

Testing for existence of a level relationship among the variables in the ARDL model
F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
16.8605

3.2036

4.4662
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2.6625

3.8020

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
84.3025

16.0178

22.3310

13.3127

19.0102

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Durbin-Wu-Hausman exogeneity test
Dependent variable is ci
List of the variables added to the regression (residuals of independent variables):
r_epi

r_vi

r_lr

41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

-.19353

.46881

-.41281[.683]

ci(-1)

.73769

.067714

10.8942[.000]

epi

-.4385E-3

.15180

-.0028890[.998]

epi(-1)

.0045759

.12237

.037395[.970]

vi

.32828

.14503

2.2635[.031]

vi(-1)

-.13032

.14435

-.90277[.374]

lr

-.061429

.031996

-1.9199[.064]

lr(-1)

.069550

.031502

2.2078[.035]

r_epi

-.12016

.15679

-.76634[.449]

r_vi

-.28256

.16947

-1.6674[.106]

r_lr

.063972

.033919

1.8860[.069]

Joint test of zero restrictions on the coefficients of additional variables:
Lagrange Multiplier Statistic

CHSQ(3)= 10.6010[.014]

Likelihood Ratio Statistic

CHSQ(3)= 12.2656[.007]

F Statistic

F(3,30)= 3.4873[.028]
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Figure D.1: CUSUM Test of the Long-Run Demand for Industrial Electricity
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Figure D.2: CUSUMSQ Test of the Long-Run Demand for Industrial Electricity
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Estimated Short-Run Model Using Error-Correction Model
Dependent variable is dci
40 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

.4531E-3

.014204

.031901[.975]

dci(-2)

.35949

.065014

. 5.5294[.000]

depi

-.15291

.028244

. -5.4138[.000]

dvi

.021811

.062666

. .34805[.730]

dvi(-1)

-.12827

.077500

. -1.6551[.108]

dlr(-1)

-.026057

.0088051

dtd

.22571

.10058

. 2.2441[.032]

ecm(-1)

-.44688

.054764

. -8.1601[.000]

R-Squared

.86591

.

-2.9593[.006]

R-Bar-Squared

.83657

S.E. of Regression

.046915

F-Stat.

F(7,32)

29.5196[.000]

Mean of Dependent Variable

.10196

S.D. of Dependent Variable

.11605

Residual Sum of Squares

.070432

Equation Log-likelihood

70.0823

Akaike Info. Criterion

62.0823

Schwarz Bayesian Criterion

5 5.3267

DW-statistic

1.8386

Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = .25201[.616]

F(1,31)

= .19654[.661]

B:Functional Form

CHSQ(1) = 2.7353[.098]

F(1,31)

= 2.2755[.142]

C:Normality

CHSQ(2) = 2.6976[.260]

Not applicable

D:Heteroscedasticity

CHSQ(1) = 1.1166[.291]

F(1,38)

= 1.0913[.303]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
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Figure D.3: CUSUM Test of the Short-Run Demand for Industrial Electricity
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Figure D.4: CUSUMSQ Test of the Short-Run Demand for Industrial Electricity
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Appendix E

Agricultural model

Autoregressive Distributed Lag Estimates
ARDL(1,2,0,0,0,0,0,0) selected based on Schwarz Bayesian Criterion
Dependent variable is ca
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

ca(-1)

.60581

.10679

5.6728[.000]

epa

.094021

.098864

.95101[.349]

epa(-1)

-.34407

.12791

-2.6899[.012]

epa(-2)

-.19844

.11334

-1.7508[.090]

va

.47022

.34267

1.3722[.180]

dpa

-.16101

.048976

-3.2875[.003]

iea

-.33224

.16322

-2.0356[.051]

mca

.021564

.033101

.65144[.520]

td

-.18256

.23891

-.76417[.451]

tp

-.15826

.083529

-1.8947[.068]

c

13.0327

4.6267

2.8169[.008]

R-Squared
S.E. of Regression

.99809
.083608

R-Bar-Squared
F-Stat.

.99745

F(10,30)

1566.9[.000]

Mean of Dependent Variable

7.7034

S.D. of Dependent Variable

1.6563

Residual Sum of Squares

.20971

Equation Log-likelihood

49.9734

Akaike Info. Criterion

38.9734

Schwarz Bayesian Criterion

DW-statistic

1.7800

Durbin's h-statistic

29.5487
.96534[.334]

Testing for existence of a level relationship among the variables in the ARDL model
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F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
3.9280

2.6425

4.0531

2.2509

3.4803

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
31.4244

21.1397

32.4249

18.0070

27.8423

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = .040259[.841]

F(1,29)

= .028504[.867]

B:Functional Form

CHSQ(1) = 3.3605[.067]

F(1,29)

= 2.5891[.118]

C:Normality

CHSQ(2) = 2.4837[.289]

Not applicable

D:Heteroscedasticity

CHSQ(1) = 3.7065[.054]

F(1,39)

= 3.8761[.056]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
Estimated Long-Run Coefficients using the ARDL Approach
ARDL(1,2,0,0,0,0,0,0) selected based on Schwarz Bayesian Criterion
Dependent variable is ca
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

epa

-1.1378

.26096

-4.3600[.000]

va

1.1929

.66451

1.7952[.083]

dpa

-.40846

.091666

-4.4560[.000]

iea

-.84286

.37408

-2.2531[.032]

mca

.054704

.086406

.63310[.531]

td

-.46314

.65160

-.71078[.483]

tp

-.40150

.22232

-1.8060[.081]

c

33.0624

14.6638

2.2547[.032]

Testing for existence of a level relationship among the variables in the ARDL model
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F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
3.9280

2.6425

4.0531

2.2509

3.4803

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
31.4244

21.1397

32.4249

18.0070

27.8423

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Durbin-Wu-Hausman exogeneity test
Dependent variable is ca
List of the variables added to the regression (residual of the independent variables):
r_epa

r_va

r_dpa

r_iea

r_mca

41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

4.0327

7.7279

.52184[.607]

ca(-1)

.81488

.13853

5.8823[.000]

epa

.39971

.24690

1.6189[.119]

epa(-1)

-.29658

.17190

-1.7253[.097]

va

-.70778

.90422

-.78275[.441]

va(-1)

1.7592

.81158

2.1676[.040]

dpa

.31051

.20435

1.5195[.142]

dpa(-1)

-.27644

.15806

-1.7489[.093]

iea

-.099695

.34698

-.28732[.776]

iea(-1)

-.37342

.21467

-1.7396[.095]

mca

.17355

.10198

1.7018[.102]

mca(-1)

-.11245

.099380

-1.1315[.269]

r_epa

-.22730

.29301

-.77575[.445]

r_va

1.1648

1.0604

1.0984[.283]

r_dpa

-.44835

.22804

-1.9661[.061]

r_iea

-.30855

.40913

-.75417[.458]

r_mca

-.092637

.13014

-.71182[.483]

Joint test of zero restrictions on the coefficients of additional variables:
Lagrange Multiplier Statistic

CHSQ(5)= 8.0320[.154]
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Likelihood Ratio Statistic

CHSQ(5)= 8.9394[.112]

F Statistic

F(5,24)= 1.1694[.353]

Figure E.1: CUSUM Test of the Long-Run Demand for Agricultural Electricity
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Figure E.2: CUSUMSQ Test of the Long-Run Demand for Agricultural Electricity
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Estimated Short-Run Model Using Error-Correction Model
Dependent variable is dca
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

-.013318

.036259

-.36732[.716]

dva

.36624

.34744

1.0541[.299]

dva(-1)

.65668

.32062

2.0481[.049]

depa

.11063

.086813

1.2744[.211]

ddpa

-.11714

.057936

-2.0219[.051]

diea

-.30535

.11860

-2.5746[.015]

dtp

-.20190

.056193

-3.5930[.001]

ecm(-1)

-.32740

.051405

-6.3691[.000]
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R-Squared

.59985

R-Bar-Squared

.51497

S.E. of Regression

.080753

F-Stat.

Mean of Dependent Variable

.14829

S.D. of Dependent Variable

.11595

Residual Sum of Squares

.21519

Equation Log-likelihood

49.4442

Akaike Info. Criterion

41.4442

Schwarz Bayesian Criterion

34.5899

DW-statistic

F(7,33)

7.0671[.000]

1.8370

Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = .051304[.821]

F(1,32)

= .040093[.843]*

B:Functional Form

CHSQ(1) = .47749[.490]

F(1,32)

= .37707[.544]*

C:Normality

CHSQ(2) = 3.3700[.185]

Not applicable

D:Heteroscedasticity

CHSQ(1) = .0051193[.943]

F(1,39)

= .0048702[.945]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
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Figure E.3: CUSUM Test of the Short-Run Demand for Agricultural Electricity
20

10

0

-10

-20
1969

1979

1989

1999

2009

Figure E.4: CUSUMSQ Test of the Short-Run Demand for Agricultural Electricity
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Appendix F

Public Model

Autoregressive Distributed Lag Estimates
ARDL(1,0,0,2,0,0,1) selected based on Schwarz Bayesian Criterion
Dependent variable is cp
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

cp(-1)

.55159

.053613

10.2883[.000]

vp

.093814

.054187

1.7313[.094]

epp

-.060340

.029394

-2.0528[.050]

iep

-.041037

.029391

-1.3963[.174]

iep(-1)

.047319

.031682

1.4935[.146]

iep(-2)

-.071739

.028261

-2.5384[.017]

gpp

-.076683

.022223

-3.4505[.002]

ur

.046270

.010630

4.3526[.000]

hd

.17230

.086262

1.9974[.056]

hd(-1)

.23192

.082024

2.8274[.009]

c

-2.6379

1.5204

-1.7350[.094]

tr1

-.0063709

.0011553

-5.5144[.000]

tr2

.0067241

.0045212

1.4873[.148]

R-Squared

.99922

R-Bar-Squared

.99889

S.E. of Regression

.035966

F-Stat.

F(12,28)

3001.2[.000]

Mean of Dependent Variable

8.9399

S.D. of Dependent Variable

1.0796

Residual Sum of Squares

.036220

Equation Log-likelihood

85.9739

Akaike Info. Criterion

72.9739

Schwarz Bayesian Criterion

61.8357

DW-statistic

2.3712

Durbin's h-statistic

Testing for existence of a level relationship among the variables in the ARDL model
355

-1.2654[.206]

F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
11.7643

3.7049

4.9151

3.1392

4.2102

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
82.3499

25.9345

34.4055

21.9745

29.4717

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = 2.1328[.144]

F(1,27)

= 1.4816[.234]

B:Functional Form

CHSQ(1) = .17352[.677]

F(1,27)

= .11475[.737]

C:Normality

CHSQ(2) = .75811[.685]

Not applicable

D:Heteroscedasticity

CHSQ(1) = .27923[.597]

F(1,39)

= .26743[.608]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
Estimated Long-Run Coefficients using the ARDL Approach
ARDL(1,0,0,2,0,0,1) selected based on Schwarz Bayesian Criterion
Dependent variable is cp
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

vp

.20921

.10611

1.9717[.059]

epp

-.13456

.064086

-2.0997[.045]

iep

-.14598

.046247

-3.1565[.004]

gpp

-.17101

.040030

-4.2720[.000]

ur

.10319

.016517

6.2471[.000]

hd

.90144

.22604

3.9879[.000]

c

-5.8827

2.9681

-1.9820[.057]

tr1

-.014208

.0021941

-6.4755[.000]

tr2

.014995

.010487

1.4300[.164]

Testing for existence of a level relationship among the variables in the ARDL model
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F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
11.7643

3.7049

4.9151

3.1392

4.2102

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
82.3499

25.9345

34.4055

21.9745

29.4717

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Durbin-Wu-Hausman exogeneity test
Dependent variable is cp
List of the variables added to the regression (residual of the independent variables):
r_epp

r_vp

r_gpp

r_iep

r_ur

41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

c

1.5835

.90928

1.7415[.094]

cp(-1)

.81581

.074280

10.9830[.000]

epp

-.058806

.24721

-.23788[.814]

epp(-1)

.014393

.17530

.082103[.935]

vp

-.096066

.28179

-.34091[.736]

vp(-1)

.063144

.26694

.23655[.815]

gpp

.061715

.083190

.74185[.465]

gpp(-1)

-.043037

.079485

-.54145[.593]

iep

.044299

.098137

.45140[.656]

iep(-1)

-.048615

.10295

-.47222[.641]

ur

-.23512

.18807

-1.2501[.223]

ur(-1)

.25019

.18526

1.3505[.189]

r_epp

-.069813

.25713

-.27151[.788]

r_vp

.094917

.31850

.29801[.768]

r_gpp

-.10391

.092271

-1.1261[.271]

r_iep

-.064610

.10594

-.60987[.548]

r_ur

.20422

.23504

.86890[.394]

Joint test of zero restrictions on the coefficients of additional variables:
Lagrange Multiplier Statistic

CHSQ(5)= 4.5650[.471]
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T-Ratio[Prob]

Likelihood Ratio Statistic

CHSQ(5)= 4.8397[.436]

F Statistic

F(5,22)= .60140[.699]

Figure F.1: CUSUM Test of the Long-Run Demand for Public Electricity
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Figure F.2: CUSUMSQ Test of the Long-Run Demand for Public Electricity
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Estimated Short-Run Model Using Error-Correction Model
Dependent variable is dcp
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

.035910

.0081518

4.4052[.000]

dvp

.086004

.065628

1.3105[.199]

depp

-.10498

.038522

-2.7253[.010]

diep(-1)

.061579

.024472

2.5163[.017]

dgpp

-.040788

.020381

-2.0013[.053]

ecm(-1)

-.43787

.036764

-11.9102[.000]

R-Squared

.85999

R-Bar-Squared

S.E. of Regression

.039658

F-Stat.

Mean of Dependent Variable

.10981

S.D. of Dependent Variable

Residual Sum of Squares

.055048

Equation Log-likelihood

Akaike Info. Criterion

71.3927

Schwarz Bayesian Criterion
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F(5,35)

.83998
42.9950[.000]
.099141
77.3927
66.2520

DW-statistic

2.3331

Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = 2.1285[.145]

F(1,34)

= 1.8617[.181]

B:Functional Form

CHSQ(1) = .30474[.581]

F(1,34)

= .25461[.617]

C:Normality

CHSQ(2) = .021220[.989]

Not applicable

D:Heteroscedasticity CHSQ(1) = .71068[.399]

F(1,39)

= .68794[.412]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values

Figure F.3: CUSUM Test of the Short-Run Demand for Public Electricity
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Figure F.4: CUSUMSQ Test of the Short-Run Demand for Public Electricity
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Appendix G

Aggregate Model

Autoregressive Distributed Lag Estimates
ARDL(1,0,0,2,0,1) selected based on Schwarz Bayesian Criterion
Dependent variable is ct
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

ct(-1)

.74364

.042104

17.6618[.000]

ept

-.096065

.025828

-3.7195[.001]

gdp

.054617

.045007

1.2135[.234]

lr

-.0077712

.0058502

-1.3284[.194]

lr(-1)

.0040661

.0086221

.47159[.641]

lr(-2)

.013814

.0053409

2.5865[.015]

gpt

.021375

.017696

1.2079[.236]

td

.041560

.068911

.60310[.551]

td(-1)

.20278

.072082

2.8131[.008]

c

-.91713

.92538

-.99109[.329]

R-Squared

.99955

S.E. of Regression

.027220

R-Bar-Squared
F-Stat.

F(9,31)

.99942
7621.4[.000]

Mean of Dependent Variable 10.4536

S.D. of Dependent Variable

1.1275

Residual Sum of Squares

.022970

Equation Log-likelihood

95.3102

Akaike Info. Criterion

85.3102

Schwarz Bayesian Criterion

76.7424

DW-statistic

1.6913

Durbin's h-statistic

1.0263[.305]

Testing for existence of a level relationship among the variables in the ARDL model
F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
27.9209

2.9898

4.3182

2.4650

3.7032

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
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167.5252

17.9389

25.9093

14.7902

22.2190

The critical-value bounds are computed by stochastic simulations using 20000 replications.
Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = .80571[.369]

F(1,30)

= .60136[.444]

B:Functional Form

CHSQ(1) = .91601[.339]

F(1,30)

= .68557[.414]

C:Normality

CHSQ(2) = 5.3928[.067]

Not applicable

D:Heteroscedasticity

CHSQ(1) = 2.2543[.133]

F(1,39)

= 2.2691[.140]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
Estimated Long-Run Coefficients using the ARDL Approach
ARDL(1,0,0,2,0,1) selected based on Schwarz Bayesian Criterion
Dependent variable is ct
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

ept

-.37472

.083402

-4.4930[.000]

gdp

.21304

.15405

1.3830[.177]

lr

.039432

.0038698

10.1897[.000]

gpt

.083380

.076505

1.0899[.284]

td

.95309

.36985

2.5769[.015]

c

-3.5775

3.7132

-.96345[.343]

Testing for existence of a level relationship among the variables in the ARDL model
F-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
27.9209

2.9898

4.3182

2.4650

3.7032

W-statistic 95% Lower Bound 95% Upper Bound 90% Lower Bound 90% Upper Bound
167.5252

17.9389

25.9093

14.7902

22.2190

The critical-value bounds are computed by stochastic simulations using 20000 replications.
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Figure G.1: CUSUM Test of the Long-Run Demand for Aggregate Electricity
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Figure G.2: CUSUMSQ Test of the Long-Run Demand for Aggregate Electricity
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Estimated Short-Run Model Using Error-Correction Model
Dependent variable is dct
41 observations used for estimation from 1969 to 2009
Regressor

Coefficient

Standard Error

T-Ratio[Prob]

c

-.0018114

.0089848

-.20161[.841]

dept

-.078281

.028085

-2.7873[.009]

dept(-1)

-.051036

.028575

-1.7860[.083]

dgdp

.13465

.066125

2.0363[.049]

dlr(-1)

-.016294

.0049395

-3.2988[.002]

ecm(-1)

-.23269

.020092

-11.5813[.000]

R-Squared

.88524

R-Bar-Squared

.86885

S.E. of Regression

.025842

F-Stat.

F(5,35)

53.9986[.000]

Mean of Dependent Variable

.10849

S.D. of Dependent Variable

.071359

Residual Sum of Squares

.023374

Equation Log-likelihood

94.9524

Akaike Info. Criterion

88.9524

Schwarz Bayesian Criterion

83.8117

DW-statistic

1.5951

Diagnostic Tests
Test Statistics

LM Version

F Version

A:Serial Correlation

CHSQ(1) = 1.6387[.200]

F(1,34)

= 1.4155[.242]

B:Functional Form

CHSQ(1) = 2.8111[.094]

F(1,34)

= 2.5028[.123]

C:Normality

CHSQ(2) = 4.4528[.108]

Not applicable

D:Heteroscedasticity CHSQ(1) = 2.8934[.089]

F(1,39)

= 2.9613[.093]

A:Lagrange multiplier test of residual serial correlation
B:Ramsey's RESET test using the square of the fitted values
C:Based on a test of skewness and kurtosis of residuals
D:Based on the regression of squared residuals on squared fitted values
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Figure G.3: CUSUM Test of the Short-Run Demand for Aggregate Electricity
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Figure G.4: CUSUMSQ Test of the Short-Run Demand for Aggregate Electricity
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Appendix H
Considering the fact that the retail price of energy in Iran is lower than the generation cost, in
order to bring the price in line with the cost level energy price after n years, the following
formula is applied in the current thesis to compute the electricity price in the years ahead:

pn  pn1 (1  r )

(1)

Where p is energy retail price and r is the annual growth rate, which is fixed during the period
concerned. As mentioned earlier, energy price after n period will be equal to the generation cost.
Therefore:

pn  c

(2)

Replacing Equation 2 in Equation 1 results in the following:

pn 1 

c
1 r

(3)

Therefore:

pn 2 

c
(1  r )2

(4)

and:

p0 

c
(1  r )n

(5)

Solving Equation 5 for r gives: r 

n

c
1
p0
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Appendix I
Table H.1: Comparison of Residential Electricity Demand (GWh)
Years
Current study
Amini Fard & Estedlal (2003)

Askari (2002)

2010

62,970

229,515

0.88

2011

68,137

257,224

-3.43

2012

71,298

288,277

-6.2

2013

73,540

323,080

-8.62

2014

74,849

362,085

-11.05

2015

75,718

323,218

-13.67

2016

79,047

333,069

-15.11

2017

83,654

371,695

-15.51

2018

89,430

414,801

-15.6

2019

96,374

462,906

-15.6

2020

104,548

516,589

-15.59
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Table H.2: Comparison of Industrial Electricity Demand (GWh)
Years
Current study
Askari (2003)

Azarbaijan et al. (2006)

2010

59,109

29,753

10,707

2011

59,806

89,968

10,002

2012

61,003

198,044

9,590

2013

61,211

352,193

9,238

2014

62,126

390,243

8,942

2015

62,966

351,046

9,254

2016

64,658

254,607

9,622

2017

66,356

148,817

10,052

2018

68,433

74,430

10,551

2019

70,431

32,246

11,128

2020

72,575

12,305

11,793
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Table H.3: Comparison of Agricultural Electricity Demand (GWh)
Years
Current study
Askari (2003)
2010

27539.5

49,562

2011

32782.5

23,847

2012

28859

11,449

2013

21221.7

5,161

2014

13450.1

2,184

2015

7,670

2,321

2016

5,239

2,467

2017

4,044

2,622

2018

3,389

2,786

2019

3,001

2,961

2020

2,764

3,147
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Table H.4: Comparison of Public Electricity Demand (GWh)
Years
Current study

Askari (2003)

2010

37806

-60.19

2011

39493

-63.69

2012

41249

-67.38

2013

43046

-71.24

2014

44866

-75.26

2015

48,073

-75.29

2016

50,053

-75.31

2017

51,139

-75.34

2018

51,682

-75.37

2019

51,909

-75.4

2020

51,962

-75.43
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Table H.5: Comparison of Total Electricity Demand (GWh)
Current Soheily Samadi et al.
Ziyaee & Parsa
Year
study
(2003)
(2009)
Moghadam (2009)

Soheily

Actual

(2007)

demand

2010

191,206

592

172,788

3,667,497

7,425,103,375

185,902

2011

202,201

631

179,148

2,454,932

5,432,410,780

-

2012

203,370

678

186,434

1,728,977

4,196,778,331

-

2013

198,910

729

194,528

1,217,696

3,242,197,446

-

2014

194,103

784

203,350

857,607

2,504,741,364

-

2015

198,429

842

212,850

902,336

2,739,028,338

-

2016

202,997

906

222,995

949,399

2,995,229,904

-

2017

209,997

974

233,773

998,915

3,275,395,896

-

2018

216,934

1,046

245,180

1,051,014

3,581,767,885

-

2019

225,715

1,125

257,223

1,105,831

3,916,797,110

-

2020

235849

1,209

269,915

1,163,506

4,283,164,095

-
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