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Resume { Nous presentons une methode de recalage non-rigide 3D basee sur une representation multiechelle du champ
des deformations par des modeles parametriques (-splines). Le champ 3D est estime successivement a chaque echelle par
minimisation d'une fonction d'energie globale non lineaire, calculee sans reduction d'information entre l'image de reference et
l'image transformee. La minimisation est eectuee suivant une approche descendante, en parcourant des sous-espaces embo^tes
de champs 3D, engendres par les fonctions -splines. Cette approche generalise l'approche de Perez et al. [3] pour la minimisation
de fonctions d'energie markovienne sur des sous-espaces multiechelles embo^tes. La methode developpee s'est montree ecace et
rapide pour le recalage inter-patients d'images IRM 3D du cerveau.
Abstract { We present a deformable matching method based on a hierarchical parametrization of the displacement eld.
Instead of handling the eld at its full resolution, the parameters of a multiresolution model are estimated for increasing scale
congurations of the transformation. The optimization is driven by the minimization of a global energy function depending on
the reference image and the transformed one and computed without any reduction of image data. The method yields good quality
results in application to inter-subject matching of 3D MR Images of the brain.
1 Introduction
L'estimation de champs de deformations denses tridi-
mensionnels (3D) pour le recalage d'images volumiques
reste un probleme dicile, en raison de la quantite consi-
derable de donnees a traiter et du caractere mal pose du
probleme du recalage. Les applications potentielles couvrent
l'imagerie biologique et medicale, la mecanique des uides,
la vision 3D par ordinateur, etc. Le probleme est particu-
lierement ardu dans le cas du recalage inter-patients en
imagerie medicale, ou il est important de pouvoir esti-
mer de grandes deformations liees aux variabilites mor-
phologiques de l'anatomie des individus. L'estimation de
grandes deformations interdit la linearisation des equa-
tions de mesure du champ de deplacements 3D, et conduit
donc a resoudre un probleme non lineaire mal pose de tres
grande taille (ce qui reste tres cou^teux me^me en 2D, en
estimation du mouvement [3], par exemple). Les travaux
traitant de ce probleme avec des approches permettant
l'estimation de champs de deformations 3D denses sont
peu nombreux et recents ([1, 4, 5]). Les methodes autori-
sant l'estimation de grandes deformations conduisent par
ailleurs a des temps de calcul prohibitifs sur station de
travail [1, 5] (34h pour des images 128  128  100 dans
[1]).
Dans ce travail, nous abordons le probleme du recalage
non-rigide 3D en considerant une representation multie-
chelle du champ des deformations par des modeles para-
metriques (-splines). Le champ 3D est estime successi-
vement a chaque echelle par minimisation d'une fonction
d'energie globale non lineaire, calculee sans reduction d'in-
formation entre l'image de reference et l'image transfor-
mee. La minimisation est eectuee suivant une approche
descendante, en parcourant des sous-espaces embo^tes de
champs 3D, engendres par les fonctions -splines. Cette
approche generalise, a des modeles parametriques conti-
nus, l'approche de Perez et al. [3] pour la minimisation
de fonctions d'energie markovienne sur des sous-espaces
multiechelles embo^tes.
La methode a permis la mise en correspondance des princi-
pales structures anatomiques dans des images volumiques
IRM du cerveau presentant de grandes deformations entre
patients. Les temps de calcul, de l'ordre de 30 mn pour
des images 128
3
, sont compatibles avec l'application vi-
see (recalage inter-patients et recalage atlas anatomique-
patient).
2 Recalage non rigide multiechelle
La methode de recalage que nous considerons est ba-
see sur l'estimation d'un champ de deformation 3D dense
u(s), par minimisation de l'erreur quadratique moyenne
D(u) entre les deux images a recaler [1, 5]:
D(u) =
Z
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(s + u(s)) j
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ds (1)
ou 
 designe le support spatial des images, I
1
designe
l'image de reference et I
2
est l'image a recaler. Le champ
3D u appartient a l'espace de Hilbert des champs d'energie
nie.
2.1 Modelisation du champ de deforma-
tion
Le principe de la methode reside dans la representation
hierarchique des deformations 3D par une decomposition
multiechelle du champ u sur un ensemble de sous-espaces
embo^tes V
0
 V
1
: : :  V
l
 V
l+1
: : : [3]. Au lieu d'estimer
directement le champ 3D a pleine resolution, la minimi-
sation de l'energie D(u) est realisee successivement sur
chaque sous-espace V
l
, en partant de l'echelle la plus gros-
siere (l = 0) et en progressant vers des resolutions de plus
en plus nes (approche ((descendante))). Comme les sous-
espaces V
l
 V
l+1
sont embo^tes, la solution u^
l
2 V
l
obte-
nue a une echelle l est directement utilisee pour initialiser
l'optimisationa l'echelle l+1 (u^
l
2 V
l+1
) [3]. La denition
des sous-espaces embo^tes continus V
l
pour la representa-
tion des champs de deformations aux dierentes echelles
s'appuie sur la decomposition multiresolution d'un signal
d'energie nie, associee a une transformee en ondelettes
[2]. L'analyse multiresolution [2], permet classiquement
d'engendrer un ensemble de sous-espaces embo^tes a par-
tir d'une seule fonction de base (x) (appelee fonction
d'echelle) ayant certaines ((bonnes)) proprietes. Pour des
signaux 1D, la base des V
l
est alors donnee par :

l
i
(x) = 2
l
2
(2
l
x  i) i = 0; : : : ;m
l
  1 (2)
Notons u
l
la projection de u sur V
l
donnee par u
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tout element 
l
i
de la base
de V
l
peut s'exprimer comme une combinaison lineaire
des elements 
l+1
i
de la base de V
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. Si on note 
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] le vecteur forme par les m
l
elements de la
base de V
l
, cette propriete s'exprime matriciellement par:
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ou P
l
est une matrice m
l+1
m
l
.
La methode de minimisation hierarchique peut e^tre resu-
mee comme suit :
l = 0
tant que l < L (tant que la resolution L souhaitee pour le
champ n'est pas atteinte) :
 estimer u^
l
en minimisant D(u
l
) par rapport
aux parametres a
l
i
;
 u^
l
est exprimee dans V
l+1
: les valeurs initiales
des a
l+1
i
sont calculees en fonction des a
l
i
en
utilisant l'equation (3) ;
 l = l + 1 ;
n tant que
An de permettre l'estimation d'un champ vectoriel de
deformations 3D, nous avons considere une fonction d'echelle
separable 
3D
(x; y; z) = (x)(y)(z) et nous entretenons
simultanement trois decompositions multiresolutions, une
pour chaque composante u
x
, u
y
et u
z
du champ. La base
de l'espace V
l
est alors denie par:
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3l
2

3D
(2
l
x  i; 2
l
y   j; 2
l
z   k)
i; j; k = 0; : : : ;m
l
  1 (4)
Pour une echelle l xee, la composante u
x
est ainsi denie
par :
u
x
(x; y; z) =
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X
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a
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(x; y; z) (5)
ou a
x
l
i;j;k
sont les parametres associes a la composante u
x
du champ (la formulation pour u
y
et u
z
est identique).
L'algorithme de minimisation hierarchique n'est pas mo-
die par cette extension car il sut de considerer simul-
tanement les trois signaux correspondant aux trois com-
posantes du champ. Le passage d'une echelle a l'echelle
superieure se realise alors selon (3) par trois produits ma-
triciels, un pour chaque jeu de parametres a
x
l
i;j;k
, a
y
l
i;j;k
et a
z
l
i;j;k
.
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Fig. 1: Optimisation multiechelle en 2D
La gure 1 illustre l'approche multiechelle pour des es-
paces V
l
formes par des congurations constantes par mor-
ceaux. Cela correspond au choix de la base de Haar, c'est-
a-dire a une fonction d'echelle (x) egale a la fonction
porte ([3]).
Dans la presente application, nous avons considere des
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Fig. 2: Fonctions d'echelle -spline.
fonctions -splines d'ordre variable, qui permettent de
contro^ler les proprietes de continuite et de derivabilite du
champ estime (Fig. 2).
2.2 Procedure de minimisation
Un point important et delicat de la methode concerne
le developpement d'une technique de minimisation de la
fonction d'energie non convexe D(u), en fonction des para-
metres du modele. Dans [3], Perez et al. montrent que l'un
des avantages de l'approche multiechelle est de ((lisser)) la
fonction d'energie aux resolutions grossieres, ce qui permet
de traiter un probleme d'optimisation presentant moins de
minima locaux, et d'avoir recours a des techniques d'op-
timisation deterministes pluto^t que stochastiques. Etant
donne le nombre important de parametres continus a es-
timer, nous avons developpe une methode deterministe de
quasi-Newton modiee assurant une diminution de l'ener-
gie a chaque iteration. Si on note par A
k
la valeur du vec-
teur de parametres a l'iteration k, la methode de Newton
donne la valeur de A
k+1
par :
A
k+1
= A
k
 H
 1
k
G
k
(6)
ou G
k
=
@D(u)
@A
(A
k
) et H
k
=
@
2
D(u)
@A@A
(A
k
) sont respective-
ment le gradient et la matrice Hessienne de D(u) par rap-
port aux parametres A. La diculte majeure reside dans
le calcul de la matrice Hessienne qui est complexe et donc
augmente le cou^t calculatoire. C'est pourquoi nous avons
utilise l'alternative interessante de la methode de quasi-
Newton pour laquelle H
k
est estimee de maniere recursive
en fonction de G
k
. Gra^ce a la representation multireso-
lution du champ engendree a partir d'une seule fonction
d'echelle (x), les derivees intervenant dans le calcul de G
k
sont facilement et explicitement calculables en fonction de
(x) et 
0
(x).
2.3 Ranement nal de la solution
La solution u^
L
obtenue a l'issue de la procedure de mi-
nimisation multiechelle est generalement proche de la so-
lution optimale, correspondant au minimum global de la
fonction d'energie (1). Cette solution est ranee en venant
lineariser la fonction de cou^t (1) autour de la solution u^
L
.
On vient ensuite estimer localement, de facon iterative, le
deplacement residuel dans le sens du gradient, regularise
par un ltre gaussien, selon une approche proche de celle
utilisee en estimation du ot optique.
3 Resultats
Nous avons teste cette methode en recalant 10 images
IRM 128 128 128 de patients dierents, sur une me^me
image de reference. Le recalage a ete mene jusqu'a la re-
solution L = 3 en utilisant la fonction -spline de degre 1
comme fonction d'echelle. La gure 3 montre la moyenne
en niveau de gris des 10 images du cerveau apres recalage
ane et recalage deformable. Cette visualisation permet
d'apprecier l'apport du recalage deformable pour lequel
l'image est nettement moins oue que pour le recalage af-
ne, du fait d'une meilleure superposition des structures
anatomiques. On peut egalement apprecier, en visualisa-
tion 3D, sur la gure 4, d'autres resultats plus recents
obtenus avec des -splines de degre 2 et l'estimation du
champ residuel par le ranement nal.
La gure 5 presente enn une application de la methode a
la segmentation par transport des informations contenues
dans un atlas. Comme on peut le voir, le recalage de l'at-
las sur le patient a permis une mise en correspondance des
principales structures anatomiques avec une bonne preci-
sion, malgre les grands deplacements (jusqu'a 15 voxels).
Ce point a ete conrme par un neurologue du CHU de
Strasbourg. De plus la segmentation du cerveau de l'image
du patient obtenue par transport de la carte de segmen-
tation de l'atlas appara^t de bonne qualite. Ces resultats
ont ete obtenus en un temps de calcul moyen de 30 mn
sur une station HP 9000/240 Mhz pour des images 128
3
.
4 Conclusion
Dans cet article nous avons decrit une methode de reca-
lage deformable 3D s'appuyant sur la minimisation d'une
energie inter-image globale par optimisation multiechelle
des parametres d'une decomposition hierarchique du champ
de deformations. Cette approche ore certains avantages.
Tout d'abord la parametrisation hierarchique denit une
approche multiechelle sans aucune reduction des donnees
images et assure ainsi la decroissance de l'energie au cours
des iterations. Ce schema permet d'estimer de grands de-
placements (jusqu'a 15 voxels dans nos tests) tout en evi-
tant les minima locaux. En s'appuyant sur les proprietes
de l'analyse multiresolution le passage d'une echelle a une
autre est clairement deni mathematiquement et ne fait
intervenir aucune approximation. La modelisation para-
metrique du champ a partir d'une seule fonction 1D lui
impose des proprietes de continuite et de derivabilite a
priori, evitant ainsi toute etape de regularisation au cours
de l'algorithme. Elle permet egalement de calculer expli-
citement et simplement les derivees de l'energie utilisees
dans la technique de minimisation. Enn, il est important
de noter que les temps de calculs obtenus (HP 9000/240
MHz) ne sont pas prohibitifs compares a certaines autres
methodes [1], et permettent ainsi d'envisager une utilisa-
tion en routine clinique.
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Fig. 3: Visualisation multiplanaire des images de moyennes : dix images prove-
nant de patients dierents ont ete recalees sur une image de reference (a). Pour
apprecier les erreurs de superposition, les dix images ont ete moyennees : (b)
apres recalage ane, (c) apres recalage deformable jusqu'a la resolution L = 3.
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Fig. 4: Visualisation 3D des surfaces
du cra^ne pour les dierentes etapes de
la methode: (a) image a recaler (b)
apres recalage ane (c) apres recalage
deformable jusqu'a la resolution L = 3
(d) apres ranement nal (e) image de
reference.
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Fig. 5: Recalage atlas anatomique / patient. (a) Atlas IRM, (b) image du patient, (c) carte de segmentation du cerveau
de l'atlas, (d) Atlas IRM apres recalage non rigide sur le patient, (e) carte de segmentation deformee, (f) segmentation
du cerveau de l'image du patient obtenue par transport de la carte de segmentation de l'atlas.
