M\'ethode de Mahler en caract{\'e}ristique non nulle : un analogue du
  Th\'eor\`eme de Ku. Nishioka by Fernandes, Gwladys
Méthode de Mahler en caractéristique non nulle : un analogue
du Théorème de Ku. Nishioka
Gwladys Fernandes
10 septembre 2018
Résumé : En 1990, Ku. Nishioka [21] démontre un théorème fondamental pour la méthode de Mahler, qui constitue
l’analogue du théorème de Siegel-Shidlovskii pour les fonctions mahlériennes. Le but de cet article est d’établir une
version du théorème de Ku. Nishioka qui soit également valable pour des systèmes mahlériens définis sur des corps
de fonctions en caractéristique non nulle. Nous reprenons l’approche introduite dans un cas particulier par Denis en
1999. Celle-ci s’appuie sur un critère d’indépendance algébrique général dû à Philippon. La motivation principale
de notre travail repose sur le fait remarquable, découvert par Denis, que dans le contexte des corps de fonctions en
caractéristique non nulle, des analogues de périodes comme pi ou les valeurs aux entiers de la fonction ζ de Riemann
s’obtiennent comme valeurs de fonctions mahlériennes en des points algébriques.
1 Introduction
La problématique à l’origine de ce texte peut être énoncée ainsi : y a t-il équivalence entre
l’indépendance algébrique sur Q(z) de fonctions analytiques f1(z), · · · , fn(z) dont les coefficients
de Taylor sont dans l’ensemble Q des nombres algébriques, et l’indépendance algébrique sur Q de
leurs valeurs f1(α), · · · , fn(α), en un point algébrique α ?
Une relation algébrique non triviale sur Q(z) entre les fonctions fournit par évaluation en z = α
une relation algébrique non triviale sur Q entre leurs valeurs en α : l’indépendance algébrique des
valeurs entraîne donc celle des fonctions. La réciproque est fausse en général (voir par exemple la
discussion dans [19, p.250]). Toutefois, en demandant aux fonctions de vérifier certaines équations
fonctionnelles et en sélectionnant des nombres algébriques adaptés, il existe au moins trois cadres
dans lesquels sa véracité a été établie : le théorème de Siegel-Shidlovskii [29] pour des solutions de
systèmes différentiels, le théorème de Ku. Nishioka [21] pour des solutions de systèmes mahlériens,
et le théorème de Anderson, Brownawell et Papanikolas [3] (en caractéristique non nulle) pour des
solutions de systèmes aux σ-différences.
Le théorème de Ku. Nishioka est un théorème fondamental pour la méthode de Mahler. L’objectif
de cet article est d’en établir une version qui soit également valable pour des systèmes mahlériens
définis sur des corps de fonctions en caractéristique non nulle. Nous commençons par rappeler
brièvement le double contexte (détaillé dans la section 2) dans lequel nous nous placerons, en
soulignant la forte analogie existant entre corps de nombres et corps de fonctions en caractéristique
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non nulle. Cela nous permettra d’énoncer notre résultat principal avec des notations communes aux
deux contextes en présence.
A = Z
K = Q
K
K
C = C
R = R
Corps de nombres Corps de fonctions
en caractéristique p > 0
A = Fq[T ], q = pr
K = Fq(T )
K
K
C
R = Fq
(( 1
T
))
Fq
(( 1
T
))
complétion par rapport à
la valeur absolue classique
sur C, notée |.|∞
clôture algébrique
complétion par rapport à
|P (T )Q(T ) |∞ =
(
1
q
)degT (Q)−degT (P )
complétion par rapport à |.|∞
<∞ <∞
clôture algébrique
Étant donné un entier naturel d ≥ 2, une fonction f(z) ∈ K[[z]] est dite d-malhérienne sur K(z)
s’il existe des polynômes P0(z), · · ·Pm(z) ∈ K[z], Pm(z)≡ 0, tels que
P0(z)f(z) + P1(z)f(zd) + · · ·+ Pm(z)f(zdm) = 0.
L’entier m est appelé l’ordre de f(z). On dit que le vecteur colonne composé des fonctions
f1(z), · · · , fn(z) ∈ K[[z]] vérifie un système d-mahlérien s’il existe une matrice A(z) ∈ GLn(K(z))
telle que f1(z
d)
...
fn(zd)
 = A(z)
f1(z)...
fn(z)
 . (1)
Toute fonction d-mahlérienne s’insère dans un système d-mahlérien à l’aide d’une matrice com-
pagnon et réciproquement, toute fonction coordonnée d’un vecteur vérifiant un système d-mahlérien
est d-mahlérienne.
Définition 1.1
On dira qu’un nombre α ∈ C est régulier pour le système (1) si pour tout entier naturel k, le nombre
αd
k n’est pas un pôle de la matrice A(z) ni de la matrice A−1(z).
Remarque 1.1
Si l’on suppose les fonctions {fi(z)}1≤i≤n analytiques au voisinage de l’origine et 0 < |α|∞ < 1,
alors, l’hypothèse selon laquelle pour tout k ∈ N le nombre αdk n’est pas un pôle de A−1(z) garantit
que les fonctions {fi(z)}1≤i≤n sont bien définies en αdk , pour tout k ∈ N.
2
Notre résultat principal est le suivant. Il est valable pour tout choix de l’un ou l’autre des deux
contextes du schéma précédent.
Théorème 1.1
Soit K une extension finie de K. Soient n ≥ 1, d ≥ 2 deux entiers et f1(z), . . . , fn(z) ∈ K{z} des
fonctions analytiques au voisinage de l’origine vérifiant le système d-mahlérien (1). Soit α ∈ K,
0 < |α|∞ < 1, un nombre régulier pour le système (1).
Alors, l’égalité suivante est vérifiée :
degtrK{f1(α), . . . , fn(α)} = degtrK(z){f1(z), . . . , fn(z)}. (2)
Le cas où K est un corps de nombres est dû à Ku. Nishioka. Il s’agit de l’analogue du théorème
de Siegel-Shidlovskii pour les fonctions mahlériennes, que Kubota [10, 11] et Loxton et van der
Poorten [12, 13, 14] entre autres cherchaient à obtenir depuis les années 1970. La démonstration
établie par Ku. Nishioka [21] (voir aussi [22]) s’appuie sur la méthode de Mahler et la théorie de
l’élimination mise en place par Nesterenko (voir par exemple [20]) à la fin des années 1970.
Nous reprenons l’approche introduite par Denis [8] en 1999 dans sa preuve d’un cas particulier
du théorème 1.1. Celle-ci se fonde sur un critère d’indépendance algébrique établi par Philippon
[26] (voir aussi [25]). Cette méthode de démonstration a l’avantage d’être valable aussi bien pour les
corps de nombres que pour les corps de fonctions en caractéristique non nulle, et permet notamment
de retrouver le théorème de Ku. Nishioka. Notons que ce point de vue ne peut être considéré comme
étant radicalement différent de celui adopté par Ku. Nishioka puisque la démonstration du critère
d’indépendance algébrique de Philippon contient les outils développés par Nesterenko sur lesquels
reposent la démonstration de Ku. Nishioka. Toutefois, sa puissance réside en la validité du critère
d’indépendance algébrique de Philippon dans un cadre très général qui confère à la méthode de
Mahler, et donc à notre démonstration, son indépendance vis-à-vis de la caractéristique.
La motivation principale de notre travail repose sur le fait remarquable, découvert par Denis,
que dans le contexte des corps de fonctions en caractéristique non nulle, des analogues de périodes
comme pi ou les valeurs aux entiers de la fonction ζ de Riemann s’obtiennent comme valeurs de
fonctions mahlériennes en des points algébriques. Cela fait de la méthode de Mahler un outil puissant
pour l’étude des périodes de modules de Drinfeld (ou plus généralement de t-motifs). L’exemple
suivant [9] servira d’illustration à ce phénomène. Par analogie avec la fonction ζ de Riemann, on
définit pour tout s ∈ N∗ :
ζC(s) =
∑
a∈Fq [T ], a unitaire
1
as
.
Carlitz a montré dans [7] l’égalité suivante.
ζC(s) =
+∞∑
h=0
(−1)hs
(Lh)s
, ∀1 ≤ s ≤ p− 1,
où L0 = 1 et pour tout h ≥ 1 :
Lh =
(
T q
h − T
)(
T q
h−1 − T
)
· · · (T q − T ) =
(
T q
h − T
)
Lh−1.
En posant :
fs(z) =
+∞∑
h=0
(−1)hs((
zqh − T ) (zqh−1 − T ) · · · (zq − T ))s , (3)
3
on a :
fs(T ) = ζC(s), ∀1 ≤ s ≤ p− 1,
et
fs(zq) = (−1)s (zq − T )s fs(z)− (−1)s (zq − T )s , ∀1 ≤ s ≤ p− 1,
ce qui donne :
1
f1(zq)
...
fp−1(zq)
 =

1 0 · · · · · · 0
zq − T −(zq − T ) 0 · · · 0
... . . .
(−1)p (zq − T )p−1 (−1)p−1 (zq − T )p−1


1
f1(z)
...
fp−1(z)
 .
(4)
Si les fonctions {fs(z)}1≤s≤p−1 sont algébriquement indépendantes sur K(z), le théorème 1.1
implique que les nombres {ζC(s)}1≤s≤p−1 le sont sur K. Dans cet esprit, Denis a déjà démontré en
2006 que ces nombres sont algébriquement indépendants sur K. Celui-ci a en effet prouvé dans [9]
que les p− 1 fonctions f1(z), · · · , fp−1(z) sont algébriquement indépendantes sur K(z) et établi un
cas particulier du théorème 1.1 correspondant aux matrices de la forme (4). C’est en l’appliquant
qu’il a obtenu l’indépendance algébrique des p−1 nombres ζC(1), · · · , ζC(p−1) sur K. Il est en fait
possible de pousser cette approche afin d’obtenir toutes les relations d’indépendance algébrique entre
les valeurs aux entiers de la fonction ζC (voir [24, p.30]). A titre de comparaison, on conjecture que
les nombres pi, ζ(3), ζ(5), ζ(7), · · · sont algébriquement indépendants sur Q mais on ne sait toujours
pas démontrer que le nombre ζ(3) est transcendant.
Remarque 1.2
Notons que l’utilisation de cette méthode, comme celle de la méthode aux σ−différences évoquée
précédemment, nous ramène au calcul du degré de transcendance de fonctions et donc souvent à
l’étude d’un groupe de Galois, qu’il n’est pas toujours aisé de réaliser. Cependant, dans certains cas,
typiquement lorsque les fonctions vérifient une équation mahlérienne inhomogène d’ordre 1, il est
possible de se passer de la théorie de Galois. C’est ce que fait Denis pour démontrer l’indépendance
algébrique des fonctions {fs(z)}1≤s≤p−1.
Ce texte se découpe comme suit. Dans la section 2 nous décrivons les contextes des corps de
nombres et des corps de fonctions en caractéristique non nulle dans lesquels nous nous placerons.
Dans la section 3 nous énonçons le critère d’indépendance algébrique de Philippon et dans la
section 4 nous démontrons le théorème 1.1. Enfin, dans la section 5 nous établissons et illustrons
par un exemple l’analogue d’un théorème de Mahler [16] dans le cadre des corps de fonctions en
caractéristique non nulle, qui constitue le pendant du théorème 1.1 pour des fonctions f(z) ∈ K[[z]]
solutions d’un autre type d’équation mahlérienne, au sens suivant. Il existe un entier d ≥ 2 et deux
polynômes A(z,X), B(z,X) ∈ K[z,X], B(z,X)≡ 0, tels que :
f(zd) = A(z, f(z))
B(z, f(z)) . (5)
2 Contextes
Dans cette section nous introduisons des notations communes au cadre des corps de nombres et
des corps de fonctions en caractéristique non nulle, fondées sur les analogies en présence, et dont le
sens dépendra du contexte choisi.
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2.1 Corps de nombres
On note A = Z l’anneau des entiers relatifs, K = Q le corps des fractions de A. On note R = R le
complété de K pour la valeur absolue usuelle |.|∞. On note K = Q et C = C les clôtures algébriques
respectives de K et R. Le corps C est complet pour |.|∞. La notation K désignera une extension
algébrique finie de K.
2.2 Corps de fonctions en caractéristique p>0
On fixe un nombre premier p et q = pr et on note A = Fq[T ] l’anneau des polynômes en
la variable T et à coefficients dans le corps fini Fq de caractéristique p, K = Fq(T ) le corps des
fractions de A, R = Fq
(( 1
T
))
le complété de K pour la valeur absolue |.|∞ associée à la valuation
(1/T )-adique vT définie sur K de la façon suivante :
vT : K −→ K (6)
P (T )
Q(T ) 7−→ degT (Q)− degT (P ), (7)
où degT (P ) désignera dans toute la suite et pour toute caractéristique le degré du polynôme P en
T . Puis :
|.|∞ : K −→ K (8)
U 7−→ q−vT (U). (9)
On note K et R les clôtures algébriques respectives de K et R. La valeur absolue |.|∞ se
prolonge de façon unique sur R et on note C le complété de R par rapport à |.|∞. Le corps C est
algébriquement clos. On pose par convention : deg(0) = −∞. La notation K désignera une extension
algébrique finie de K.
2.3 Extensions finies et formule du produit
Dans toute la suite, les notations suivantes :
A,K,K,R,R, |.|∞, C,K,
introduites ci-dessus, auront des significations différentes selon que l’on considère des corps de
nombres ou des corps de fonctions en caractéristique non nulle. Tout énoncé les contenant sera
valable dans chacun de ces deux contextes. Si K est une extension finie de K, les symboles
∑
w et∏
w désigneront respectivement la somme et le produit sur toutes les places de K. Pour une place w
de K étendant une place v de K, on note Kw et Kv les complétés respectifs de K et K par rapport
à w et v et on pose dw = [Kw : Kv]. La notation |.| désignera dans toute la suite la valeur absolue
|.|∞ distinguée précédemment.
Pour tout x ∈ K∗, la formule suivante, dite formule du produit, est vérifiée :∏
w
|x|dww = 1, (10)
avec |x|w = 1 pour toute place w de K à l’exception d’un nombre fini d’entre elles.
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Définition 2.1 1. Soit K une extension finie de K et soit a ∈ K. On définit la hauteur loga-
rithmique absolue de Weil de a par :
h(a) = 1[K : K]
∑
w
dwlog(max{1, |a|w}).
2. Soit P ∈ K[X0, . . . , Xn]. On définit sa hauteur logarithmique absolue de Weil par :
h(P ) = 1[K : K]
∑
w
dwlog(maxα{1, |aα|w}),
où le maximum est pris sur l’ensemble des coefficients de P .
Remarque 2.1
Par construction, les quantités h(a) et h(P ) ne dépendent pas de l’extension finie de K contenant
a et les coefficients de P choisie.
Nous rappelons les égalités et inégalités fondamentales suivantes (voir par exemple [24]).
Proposition 2.1 1. Soit K une extension finie de K et soient a, b ∈ K, n ∈ Z et P ∈
K[X0, . . . , Xn]. On a
h(a+ b) ≤ h(a) + h(b),
et
h(ab) ≤ h(a) + h(b).
2.
Si a 6= 0, alors h(an) = |n|h(a).
3. Inégalité de Liouville :
Si a 6= 0, alors log|a| ≥ −[K : K]h(a).
4.
On a h(P ) ≤
∑
α
h(aα),
où la somme porte sur l’ensemble des coefficients de P .
3 Critère d’indépendance algébrique de Philippon
Le théorème 1.1 repose sur le critère d’indépendance algébrique suivant (voir [26] et [8]).
Théorème 3.1 (Philippon)
Soit (ω0 = 1, ω1, . . . , ωn) ∈ Cn+1.
Soient c1 > 0 et s ∈ {0, . . . , n} et soient δ(t), σ(t), (t), ρ(t), t ∈ N quatre suites croissantes à valeurs
réelles supérieures ou égales à 1 et vérifiant les conditions suivantes :
1. δ(t) ≤ σ(t)
2. (t) ≤ ρ(t+ 1)
6
3. (δ(t) + σ(t)) −→t→+∞ +∞
4.
(
(t)
(δ(t)+σ(t))δ(t)s
)
t
est une suite croissante.
5.
(t)s+1
δ(t)s−1[(t+ 1)s + ρ(t+ 1)s] ≥ c1(δ(t) + σ(t)) (11)
On suppose que pour tout entier naturel t, il existe un polynôme homogène Pt ∈ K[X0, . . . , Xn]
satisfaisant aux hypothèses suivantes :
6.
deg(Pt) ≤ δ(t), h(Pt) ≤ σ(t) (12)
7.
− ρ(t) ≤ log|Pt(ω0, ω1, . . . , ωn)| ≤ −(t) (13)
Alors, on a :
degtrK{ω1, . . . , ωn} ≥ s.
On en déduit le corollaire suivant.
Corollaire 3.1
Soient (ω0 = 1, ω1, . . . , ωn) ∈ Cn+1, s ∈ {0, . . . , n}, et (n(N))N∈N une suite de nombres entiers
pour laquelle il existe une constante c2 indépendante de N telle que pour tout N ∈ N :
n(N) ≥ c2Ns+1. (14)
Supposons que pour tous N, k ∈ N, il existe un polynôme homogène PN,k ∈ K[X0, . . . , Xn] tel que :
deg(PN,k) ≤ c3N,h(PN,k) ≤ c4dkN, (15)
− c5dkn(N) ≤ log|PN,k(ω0, . . . , ωn)| ≤ −c6dkn(N), (16)
où les ci sont des constantes strictement positives indépendantes de N et de k.
Alors :
degtrK{ω1, . . . , ωn} ≥ s.
Démonstration. Fixons un entier N ∈ N. On pose t = k et δ(k) = c3N, σ(k) = c4dkN, (k) =
c6d
kn(N), ρ(k) = c5dkn(N).
Montrons qu’avec ces notations et les hypothèses du corollaire 3.1, les conditions du théorème
3.1 sont vérifiées. Les conditions 6 et 7 le sont. On note qu’alors c5 ≥ c6, ce qui implique la condition
2. Les conditions 1 et 3 sont également satisfaites. Il reste à montrer que les conditions 4 et 5 sont
remplies.
Pour tout k ∈ N :
(k)
(δ(k) + σ(k))δ(k)s =
c6d
kn(N)
(c3N + c4dkN)cs3Ns
.
Or, on vérifie que la fonction f définie sur R+ par
f(x) = c6d
xn(N)
(c3N + c4dxN)cs3Ns
7
est croissante sur R+. Donc la condition 4 est vérifiée.
Enfin, un calcul donne pour tout k ∈ N :
(k)s+1
δ(k)s−1[(k + 1)s + ρ(k + 1)s] = c7
dkn(N)
Ns−1
(17)
≥ c8dkN2, d’après (14), (18)
où c7 et c8 désignent des constantes strictement positives indépendantes de N et de k. Puisque
(δ(k) + σ(k)) = oN→+∞(dkN2) uniformément en k, quitte à augmenter N , on peut supposer que
la condition 5 est satisfaite. On conclut en appliquant le théorème 3.1.
4 Démonstration du théorème 1.1
Dans cette section nous démontrons le théorème 1.1 à l’aide du corollaire 3.1. Nous reprenons
les notations de ce théorème. Comme α est algébrique sur K, quitte à remplacer K par K(α), on
peut supposer que α ∈ K. Notons l = degtrK{f1(α), . . . , fn(α)} et l′ = degtrK(z){f1(z), . . . , fn(z)}.
Puisque l’évaluation en z = α d’une relation algébrique non triviale à coefficients dans K(z) entre
les fonctions fi(z) fournit une relation algébrique non triviale à coefficients dans K entre les nombres
fi(α), on a :
l ≤ l′.
Ainsi, démontrer le théorème 1.1 revient à démontrer que l’on a l ≥ l′. Si l′ = 0, cela est clair. Par
conséquent, il suffit de prouver que l’on a l ≥ l′ lorsque l′ ≥ 1. On suppose donc que l′ ≥ 1.
Démonstration du théorème 1.1. On notera dans toute la suite ω0 = 1 et pour tout i ∈ {1, . . . , n},
ωi = fi(α). On rappelle que l’on suppose que α ∈ K et l′ ≥ 1.
D’après le corollaire 3.1, il suffit de construire, pour tous N, k ∈ N, un polynôme PN,k(X0, · · ·Xn) ∈
K[X0, · · ·Xn] tel que son degré, sa hauteur et la petitesse de son évaluation en Xi = ωi vérifient les
inégalités (15) et (16), avec pour tout N ∈ N :
n(N) ≥ c1N l′+1.
Afin de construire, àN fixé, un polynôme PN,k(X0, · · · , Xn) = Pk(X0, · · · , Xn) ∈ K[X0, · · · , Xn]
petit en Xi = ωi (au sens de (16)), on commencera par construire un polynôme R0(z,X0, · · · , Xn) ∈
K[z,X0, · · · , Xn] prenant une petite valeur en z = α, Xi = ωi. Pour ce faire, on cherchera
R0(z,X0, · · · , Xn) tel que la fonction de z : R0(z, 1, f1(z), · · · , fn(z)) prenne une petite valeur
en z = 0. Ceci car en itérerant k fois le système (1), pour un nombre k assez grand, on obtiendra,
dans l’idée, un polynôme Rk(z,X0, · · · , Xn) ∈ K[z,X0, · · · , Xn] tel que :
Rk(z, 1, f1(z), . . . , fn(z)) = R0(zd
k
, 1, f1(zd
k
), . . . , fn(zd
k
)),
dont l’évaluation en z = α,Xi = ωi sera de fait petite. On vérifiera alors que le polynôme
Pk(X0, · · · , Xn) défini par :
Pk(X0, · · · , Xn) = Rk(α,X0, · · · , Xn) ∈ K[X0, · · · , Xn]
prend une petite valeur en Xi = ωi et satisfait aux hypothèses du corollaire 3.1.
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1. Construction de R0(z,X0, . . . , Xn) ∈ K[z,X0, · · · , Xn].
Soit N un entier naturel non nul, fixé jusqu’à la fin de cette preuve. Dans la suite de cette
démonstration, pour tout j ∈ N, le terme cj désignera une constante strictement positive ne
dépendant que de K, des fi(z) et de α et cj(N) désignera une constante strictement positive
ne dépendant que de K, des fi(z), de α et de N .
Cherchons R0(z,X0, . . . , Xn) tel que la fonction de z : R0(z, 1, f1(z), . . . , fn(z)) soit de grand
ordre en z = 0, ce qui garantira sa petitesse recherchée en z = 0. Par définition et quitte à
renuméroter, on peut supposer que les fonctions f1(z), . . . , fl′(z) sont algébriquement indé-
pendantes sur K(z). Il existe alors un polynôme non nul R(z,X1, . . . , Xl′) ∈ K[z,X1, . . . , Xl′ ]
vérifiant les conditions suivantes :
(a) degz(R) ≤ N
(b) degX(R) ≤ N
(c)
n(N) := ordz=0R(z, f1(z), . . . , fl′(z)) ≥ N
l′+1
l′! := c1N
l′+1 (19)
En effet, en regardant R comme un polynôme en les Xi à coefficients des polynômes P (z)
de K[z], cela revient à résoudre un système de N l
′+1
l′! équations en les (N + 1)
(
l′ +N
N
)
inconnues que sont les coefficients des polynômes P (z), équations à coefficients dans K.
Puisque : N l
′+1
l′! < (N + 1)
(
l′ +N
N
)
, il en existe bien une solution non triviale à coefficients
dans K.
Notons :
EN (z) = R(z, f1(z), . . . , fl′(z)) =
+∞∑
j=n(N)
aj(N)zj .
Comme les fonctions f1(z), . . . , fl′(z) sont algébriquement indépendantes, EN (z)≡ 0.
2. Construction de Rk(z,X0, . . . , Xn) ∈ K[z,X0, · · · , Xn].
Soit R0(z,X0, . . . , Xn) ∈ K[z,X0, . . . , Xn] le polynôme homogène de degré N en X0, . . . , Xn
vérifiant :
R0(z, 1, X1, . . . , Xn) = R(z,X1, . . . , Xl′). (20)
On va construire Rk par récurrence sur k, en itérant l’application : z 7→ zd. En utilisant le
système (1) vérifié par f(z) = (f1(z), . . . , fn(z))t, et en notant Ai(z) la i-ème ligne de la
matrice A(z) et < ., . > le produit scalaire usuel sur (C(z))n, on peut écrire :
R0(zd, 1, f1(zd), . . . , fn(zd)) = R0(zd, 1, < A1(z), f(z) >, . . . , < An(z), f(z) >).
Comme les coefficients des lignes Ai(z) sont des fractions rationnelles et que l’on veut mani-
puler des polynômes, on considère a(z) un polynôme de K[z] tel que pour tout i ∈ {1, · · · , n},
a(z)Ai(z) ∈ K[z]n et dont, pour tout k ∈ N, αdk n’est pas un zéro (ce qui est possible puisque
pour tout k ∈ N, αdk n’est pas un pôle de A(z)). Notons M(z) = a(z)A(z) et Mi(z) la i-ème
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ligne de la matrice M(z).
Cela donne :
R0(zd, a(z), a(z)f1(zd), . . . , a(z)fn(zd))
= R0(zd, a(z), < M1(z), f(z) >, . . . , < Mn(z), f(z) >). (21)
On définit alors pour tout k ≥ 1 :
Rk(z,X0, X1, . . . , Xn) = Rk−1(zd, a(z)X0, < M1(z), X >, . . . , < Mn(z), X >). (22)
où
X = (X1, · · · , Xn)t.
On remarque que pour tout k ∈ N, le polynôme Rk est homogène de degré N en X0, . . . , Xn.
Donc en particulier :
degX(Rk) = N, ∀k ∈ N.
De plus, on obtient par récurrence sur k :
Rk(z, 1, f1(z), . . . , fn(z)) =
k−1∏
j=0
a(zd
j
)
N EN (zdk), ∀k ∈ N. (23)
Par ailleurs, un calcul rapide montre que pour tout k assez grand par rapport à N , disons
k ≥ c0(N), on a :
EN (αd
k
) 6= 0, (24)
et
− c7dkn(N) ≤ log|EN (αdk)| ≤ −c8dkn(N). (25)
L’assertion (24) et le fait que pour tout k ∈ N, αdk n’est pas un zéro de a(z) impliquent que :
Rk(α, ω0, . . . , ωn) 6= 0, ∀k ≥ c0(N). (26)
Puis, en posant :
a(z) = zνb(z), avec ν ∈ N, b(0) 6= 0,
on obtient à l’aide de (23) :
log|Rk(α, ω0, . . . , ωn)| = νlog|α|N
k−1∑
j=0
dj +N
k−1∑
j=0
log|b(αdj )|+ log|EN (αdk)|, ∀k ∈ N.
Comme b(z) est uniformément borné sur tout compact et que b(0) 6= 0, on a pour tout k ∈ N
et pour tout j ∈ {0, · · · , k − 1} :
− c9 ≤ log|b(αdj )| ≤ c10. (27)
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En constatant que :
k−1∑
j=0
dj = d
k − 1
d− 1 ≤ d
k, ∀k ∈ N, (28)
et d’après (25) et (27), il vient, pour tout k ≥ c0(N) :
−c11dkN − c9kN − c7dkn(N) ≤ log|Rk(α, ω0, . . . , ωn)| ≤ c10kN − c8dkn(N).
En remarquant que :
kN = ok→+∞(dkn(N)),
et en utilisant (19), on obtient, quitte à augmenter c0(N), que pour tout k ≥ c0(N) :
− c12dkn(N) ≤ log|Rk(α, ω0, . . . , ωn)| ≤ −c13dkn(N). (29)
Il nous reste à contrôler la hauteur de Rk. Pour ce faire, nous avons besoin d’étudier le degré
en z de Rk.
Notons c14 le maximum des degrés du polynôme a(z) et des polynômes de la matrice M(z).
Comme Rk−1(z,X0, · · · , Xn) est homogène de degré N en X0, · · · , Xn, on obtient d’après
(22) :
degz(Rk) ≤ c14N + d× degz(Rk−1), ∀k ≥ 1.
D’où par récurrence sur k :
degz(Rk) ≤ c14N ×
k−1∑
j=0
dj + dkdegz(R0), ∀k ∈ N.
D’après (28) et comme degz(R0) ≤ N , il vient :
degz(Rk) ≤ c15dkN, ∀k ∈ N. (30)
On a par ailleurs besoin du lemme suivant.
Lemme 4.1
Quitte à augmenter c0(N), on peut supposer que pour tout k ≥ c0(N) :
h(Rk) ≤ c24k3. (31)
Démonstration du lemme 4.1. Pour tout k ∈ N, posons :
Rk(z,X0, · · · , Xn) =
∑
i
ak,iz
in+1Xi00 X
i1
1 · · ·Xinn , ak,i ∈ K.
Notons E ⊂ K l’ensemble des coefficients du polynôme a(z) et des polynômes de la ma-
trice M(z). On rappelle que l’on note c14 le maximum des degrés du polynôme a(z) et des
polynômes de la matrice M(z).
On a d’après (22) :
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∑
i
ak,iz
in+1Xi00 X
i1
1 · · ·Xinn =
∑
j
ak−1,jzdjn+1(a(z)X0)j0(< M1(z), X >)j1 · · · (< Mn(z), X >)jn .
(32)
On pose :
a(z) =
c14∑
s=0
asz
s, as ∈ K,
Mi(z) =
(
c14∑
l=0
mi,j,lz
l
)
1≤j≤n
, mi,j,l ∈ K, i ∈ {1, · · · , n},
Uk−1,j(z,X0, · · · , Xn) = ak−1,jzdjn+1(a(z)X0)j0(< M1(z), X >)j1 · · · (< Mn(z), X >)jn
= ak−1,jzdjn+1
(
c14∑
s=0
asz
sX0
)j0 n∏
i=1
 n∑
j=1
c14∑
l=0
mi,j,lz
lXj
ji . (33)
En développant (33) terme à terme, on obtient une somme d’au plus
(c14 + 1)j0((c14 + 1)n)j1+···+jn ≤ cN16
monômes en les z,X0, · · · , Xn.
Par ailleurs, d’après (30) et comme Rk−1(z,X0, · · · , Xn) est homogène de degré N en
X0, · · · , Xn, le polynôme Rk−1(z,X0, · · · , Xn) possède au plus(
N + n
n
)
(c15dk−1N + 1) ≤ c17(N)ck18
monômes en les z,X0, · · · , Xn. Donc le développement terme à terme du membre de droite
de (32) produit une somme d’au plus
cN16 × c17(N)ck18 ≤ c19(N)ck18
monômes en les z,X0, · · · , Xn.
Donc chaque élément ak,izin+1Xi00 X
i1
1 · · ·Xinn du membre de gauche de (32) est la somme
d’au plus c19(N)ck18 monômes du type
uzin+1Xi00 X
i1
1 · · ·Xinn , u ∈ K,
fournis par le développement terme à terme du membre de droite de (32). De plus, chaque
coefficient u de tels monômes est un produit de N coefficients de E par un coefficient de
Rk−1(z,X0, · · · , Xn).
Par conséquent, pour toute place w de K, on peut écrire :
maxi|ak,i|w ≤ c19(N)ck18(maxe∈E |e|w)N ×maxi|ak−1,i|w
≤ c19(N)ck18(maxe∈E (1, |e|w))N ×maxi(1, |ak−1,i|w).
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Donc
log(maxi(1, |ak,i|w)) ≤ log(c19(N)) + klog(c18) +Nlog(maxe∈E (1, |e|w))
+ log(maxi(1, |ak−1,i|w)). (34)
On somme à présent (34) sur toutes les places de K. Remarquons tout d’abord qu’il n’y a
en réalité qu’un nombre fini d’entre elles impliqué.
Définition 4.1
Soit S un ensemble fini de places de K contenant l’ensemble des places archimédiennes de
K. On définit l’anneau des S-entiers, noté AS, de la façon suivante :
AS = {x ∈ K, |x|w ≤ 1,∀w /∈ S}.
Remarque 4.1
Il existe un ensemble fini S de places de K tel que :
∀k, ∀i, ak,i ∈ AS .
En effet, il existe un ensemble fini S de places de K tel que AS contienne l’ensemble des
coefficients de R0(z,X0, · · · , Xn), de a(z) et de ceux des polynômes de la matrice M(z)
puisque ceux-ci sont en nombre fini. D’après (22), on voit par récurrence sur k que pour tout
k ∈ N, chaque coefficient de Rk est une somme de produits de coefficients des polynômes
R0(z,X0, · · · , Xn), a(z) et des polynômes de la matrice M(z). La remarque 4.1 découle du
fait que AS est un anneau. Nous noterons c20(N) le cardinal de S (qui ne dépend pas de k)
dans toute la suite.
En sommant (34) sur toutes les places de K et en sachant qu’il y en a au plus c20(N)
impliquées, on obtient :
h(Rk) ≤ c21c20(N)(log(c19(N)) + klog(c18)) +Nc22 + h(Rk−1)
≤ c23k2 + h(Rk−1), pour k assez grand par rapport à N.
Puis par récurrence sur k on obtient, quitte à augmenter c0(N), pour tout k ≥ c0(N) :
h(Rk) ≤ c23k3 + h(R0) ≤ c24k3.
3. Elimination de la variable z
Posons pour tout k ∈ N :
Pk(X0, . . . , Xn) = Rk(α,X0, . . . , Xn) ∈ K[X0, . . . , Xn], ∀k ∈ N. (35)
D’une part :
deg(Pk) = degX(Rk) = N, ∀k ∈ N.
D’autre part, nous aurons besoin du lemme suivant.
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Lemme 4.2
Quitte à augmenter c0(N), on peut supposer que pour tout k ≥ c0(N) :
h(Pk) ≤ c28dkN.
Démonstration du lemme 4.2. Pour tout k ∈ N, notons bk,j ∈ K les coefficients du po-
lynôme Pk(X0, · · · , Xn) et rappelons que l’on note ak,i ∈ K les coefficients des polynômes
Rk(z,X0, · · · , Xn). D’après (35), on voit qu’un coefficient de Pk(X0, · · · , Xn) est une somme
de produits d’une puissance de α par un coefficient de Rk. D’après (30), le nombre de termes
de cette somme est majoré par
c15d
kN + 1 ≤ c25dkN.
Donc pour toute place w de K, on obtient :
maxj |bk,j |w ≤ c25dkN ×max0≤j≤degz(Rk)|α|jw ×maxi|ak,i|w
≤ c25dkN ×max0≤j≤degz(Rk)(1, |α|jw)
×maxi(1, |ak,i|w)
≤ c25dkN × (max(1, |α|w))degz(Rk)maxi(1, |ak,i|w).
Ainsi, pour tout k assez grand par rapport à N , il vient :
log(maxj(1, |bk,j |w)) ≤ c26k + degz(Rk)log(max(1, |α|w))
+ log(maxi(1, |ak,i|w)). (36)
On somme à présent (36) sur toutes les places de K. Or, comme remarqué précédemment,
chaque coefficient de Pk(X0, · · · , Xn) est une somme de produits d’une puissance de α par
un coefficient de Rk(z,X0, · · · , Xn). Quitte à augmenter l’ensemble S de la remarque 4.1, on
peut supposer que α ∈ AS , ce qui implique que :
∀k,∀j, bk,j ∈ AS .
En sommant (36) sur les au plus c20(N) = card(S) places de K impliquées et quitte à
augmenter c0(N), on obtient pour tout k ≥ c0(N) :
h(Pk) ≤ c21c20(N)× c26k + c15dkNh(α) + h(Rk) d’après (30)
≤ c21c20(N)× c26k + c15dkNh(α) + c24k3 d’après (31)
≤ c27k3 + c15dkNh(α).
En constatant que :
k3 = ok→+∞(dkN),
et quitte à augmenter c0(N), il vient pour tout k ≥ c0(N) :
h(Pk) ≤ c28dkN.
14
Afin d’achever la démonstration du théorème 1.1, on remarque que, d’après (29) et (35), on
a pour tout k ≥ c0(N) :
−c12dkn(N) ≤ log|Pk(ω0, . . . , ωn)| ≤ −c13dkn(N).
On conclut la démonstration du théorème 1.1 en appliquant le corollaire 3.1, avec s = l′.
Remarque 4.2
Cette démonstration contient quatre étapes classiques dans les preuves de l’indépendance algébrique
de nombres ωi.
(i) Construction, pour chaque entier N , d’une fonction analytique de la variable z, dite fonction
auxilliaire, ayant un grand ordre n(N) (minoré en fonction de N) en z = 0.
(ii) Vérification du fait que cette fonction est non identiquement nulle.
Pour chaque entier naturel N fixé, (i) et (ii) permettent d’obtenir par récurrence (ici, itération k fois
de l’application z 7→ zd) des polynômes non nuls {PN,k(X0, · · · , Xn)}k prenant de petites valeurs
en Xi = ωi.
(iii) et (iv) Pour chaque N fixé, choix d’un polynôme PN (X0, · · · , Xn) = PN,k(N)(X0, · · · , Xn)
parmi les {PN,k(X0, · · · , Xn)}k et majoration et minoration du nombre |PN (ω0, · · · , ωn)| à l’aide de
méthodes analytiques. L’ordre n(N) apparaît naturellement dans la majoration et la minoration.
On applique ensuite un critère d’indépendance algébrique du type du théorème 3.1 dans lequel
on doit notamment vérifier la condition 5. La quantité n(N) apparaissant naturellement dans (iii)
et (iv), cette condition s’incarne, dans l’idée, en posant t = N et (t) = ρ(t) = n(t). Or, il s’avère
en général difficile d’étudier le comportement du quotient n(N)/n(N + 1) en fonction de N . Il est
alors nécessaire de faire appel à un type de résultat souvent délicat à démontrer, appelé lemme de
multiplicité, qui fournit une majoration de n(N) en fonction de N . Croisée avec la minoration de
n(N) considérée en (i), celle-ci permet de vérifier la condition 5 du théorème 3.1. On retrouve par
exemple ce schéma de démonstration dans [5].
Ici, pour chaqueN fixé, on sait en fait majorer et minorer tous les nombres {|PN,k(ω0, · · · , ωn)|}k,
et pas simplement l’un d’entre eux, en (iii) et (iv). Pour chaque N fixé, l’indice k est donc libre de
varier. Cela nous permet de poser t = k et, dans l’idée, (t) = ρ(t) = n(N)dt et de rendre le quotient
(t)/(t + 1) facile à contrôler par rapport à t. Cela permet de vérifier directement la condition 5
du théorème 3.1 sans avoir recours à un lemme de multiplicité qui compliquerait la démonstration.
Cette particularité constitue un avantage notable de la méthode de Mahler.
5 Analogue du théorème de Mahler pour les corps de
fonctions en caractéristique non nulle
Dans cette section, nous nous intéressons à des fonctions f(z) ∈ K[[z]] pour lesquelles il existe
un entier d ≥ 2 et deux polynômes A(z,X), B(z,X) ∈ K[z,X], B(z,X)≡ 0, tels que :
f(zd) = A(z, f(z))
B(z, f(z)) . (37)
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On fixe pour la suite les notations suivantes :
A(z,X) =
m∑
i=0
ai(z)Xi, B(z,X) =
m∑
i=0
bi(z)Xi,
où
ai(z), bi(z) ∈ K[z],∀1 ≤ i ≤ m et m = max{degX(A), degX(B)}.
Enfin, ∆(z) ∈ K[z] désignera le résultant des polynômes A et B par rapport à la variable X.
Pour ce type d’équation fonctionnelle, la définition d’un point régulier est la suivante.
Définition 5.1
On dira qu’un nombre α ∈ C est régulier pour l’équation (37) si pour tout k ∈ N, αdk n’est pas un
zéro de ∆(z).
Nous énonçons ci-dessous le théorème que nous souhaitons établir dans cette section. Celui-ci
est valable pour tout choix préalable de l’un ou l’autre des deux contextes de la section 2.
Théorème 5.1
Soit K une extension finie de K. Soit f(z) ∈ K{z} une fonction analytique dans un voisinage V
de l’origine inclus dans le disque unité de C et solution de l’équation (37). On suppose de plus que
l’on a :
m < d.
Soit α ∈ K ∩ V un nombre non nul régulier pour l’équation (37).
Alors, l’égalité suivante est vérifiée :
degtrK{f(α)} = degtrK(z){f(z)}. (38)
Autrement dit, si la fonction f(z) est transcendante sur K(z), alors le nombre f(α) est trans-
cendant sur K (et réciproquement).
Le cas où K est un corps de nombres est dû à Mahler [16] (voir aussi [22, p.5]). Nous nous
proposons de démontrer ce théorème dans l’esprit de la démonstration du théorème 1.1. Celle-ci
sera encore une fois valable aussi bien pour les corps de nombres que pour les corps de fonctions en
caractéristique non nulle. La principale différence avec la démonstration du théorème 1.1 provient
du fait que notre étude ne porte plus sur l’indépendance algébrique mais seulement sur la transcen-
dance. Nous n’aurons donc pas besoin d’utiliser un résultat aussi fort que le critère d’indépendance
algébrique de Philippon. En remplacement, l’inégalité de Liouville (proposition 2.1, point 3), qui
elle est élémentaire, suffira.
Démonstration. On suppose que la fonction f(z) est transcendante surK(z) (notons qu’alorsm > 0)
et on veut montrer que le nombre f(α) est transcendant sur K, la réciproque étant claire. Quitte à
remplacer K par K(α), on supposera avoir α ∈ K. Soit N un entier naturel non nul fixé. Dans la suite
de cette démonstration, pour tout j ∈ N, le terme cj désignera une constante strictement positive
ne dépendant que de K, de f(z) et de α et cj(N) désignera une constante strictement positive ne
dépendant que de K, de f(z), de α et de N . Il existe un polynôme non nul R(z,X) ∈ K[z,X]
vérifiant les conditions suivantes :
1. degz(R) ≤ N
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2. degX(R) ≤ N
3.
n(N) := ordz=0R(z, f(z)) ≥ N2 (39)
En effet, en regardant R comme un polynôme en X à coefficients des polynômes P (z) de K[z], cela
revient à résoudre un système de N2 équations en les (N + 1)2 inconnues que sont les coefficients
des polynômes P (z), équations à coefficients dans K. Puisque N2 < (N + 1)2, il en existe bien une
solution non triviale à coefficients dans K.
Notons :
EN (z) = R(z, f(z)) =
+∞∑
j=n(N)
aj(N)zj .
Comme f(z) est transcendante, EN (z)≡ 0.
Posons R0(z,X) = R(z,X) et pour tout k ≥ 1 :
Rk(z,X) = Rk−1
(
zd,
A(z,X)
B(z,X)
)
B(z,X)m
k−1N . (40)
On montre par récurrence sur k que pour tout k ∈ N, Rk(z,X) ∈ K[z,X] avec :
degX(Rk) ≤ mkN, (41)
et :
Rk(z, f(z)) =
k−1∏
j=0
B
(
zd
j
, f(zd
j
)
)mk−1−jN
EN (zd
k
). (42)
D’autre part, un calcul rapide montre que, pour tout k assez grand par rapport à N , disons
k ≥ c0(N), on a :
EN (αd
k
) 6= 0, (43)
et :
− c1dkn(N) ≤ log|EN (αdk)| ≤ −c2dkn(N). (44)
Par ailleurs, l’équation (37) entraîne que pour tout k ≥ 1 :
B(αd
k−1
, f(αd
k−1
))f(αd
k
) = A(αd
k−1
, f(αd
k−1
)),
Comme ∆(αdk−1) 6= 0 par hypothèse, il vient :
B(αd
k−1
, f(αd
k−1
)) 6= 0, ∀k ≥ 1. (45)
D’après (42), (43) et (45), on trouve pour tout k ≥ c0(N) :
Rk(α, f(α)) 6= 0. (46)
L’égalité (42) est l’analogue de (23) de la démonstration du théorème 1.1 et on en déduit de la
même façon à l’aide de (44) que, quitte à augmenter c0(N) :
log|Rk(α, f(α))| ≤ −c3dkn(N), ∀k ≥ c0(N). (47)
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Posons pour tout k ∈ N :
Pk(X) = Rk(α,X) ∈ K[X]. (48)
On a d’après (46) et (47), pour tout k ≥ c0(N) :
Pk(f(α)) 6= 0, (49)
et :
log|Pk(f(α))| ≤ −c3dkn(N).
Supposons par l’absurde que f(α) est algébrique sur K. Quitte à remplacer K par K(f(α)), on
peut dire que f(α) ∈ K. Cela et (49) entraînent que Pk(f(α)) ∈ K∗ pour tout k ≥ c0(N). L’inégalité
de Liouville fournit alors :
log|Pk(f(α))| ≥ −c4h(Pk(f(α))), ∀k ≥ c0(N). (50)
Estimons à présent la hauteur h(Pk(f(α))). Etudions tout d’abord les quantités degz(Rk) et
h(Rk).
Par récurrence sur k, on obtient :
degz(Rk) ≤ c5N
k−1∑
j=0
mjdk−1−j + dkdegz(R0), ∀k ∈ N,
où
c5 = max{degz(A), degz(B)}.
En remarquant que, pour tout k ∈ N :
k−1∑
j=0
mjdk−1−j = dk−1
(
1 + m
d
+ · · ·+
(m
d
)k−1)
≤ c6dk−1, car m < d,
il vient :
degz(Rk) ≤ c7dk−1N + dkN ≤ c8dkN, ∀k ∈ N. (51)
De manière analogue à la démonstration du lemme 4.1 dans la preuve du théorème 1.1, on peut
montrer que l’on a ici, quitte à augmenter c0(N) :
h(Rk) ≤ c9(N)mk + k3, ∀k ≥ c0(N). (52)
Posons pour tout k ∈ N :
Pk(f(α)) = Rk(α, f(α)) =
∑
i≤degz(Rk),j≤degX(Rk)
dk,i,jα
if(α)j , dk,i,j ∈ K. (53)
D’après (41) et (51), pour toute place w de K, on peut écrire :
|Pk(f(α))|w ≤ (c8dkN+1)(mkN+1)×max
i,j
|dk,i,j |w×(max{1, |α|w})c8dkN×(max{1, |f(α)|w})mkN .
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D’où :
log(max{1, |Pk(f(α))|w}) ≤ c10(N) + c11k + log(max
i,j
{1, |dk,i,j |w}) + c8dkNlog(max{1, |α|w})
+mkNlog(max{1, |f(α)|w}). (54)
Comme α, f(α) ∈ K, il existe un ensemble fini S de places de K tel que α, f(α) ∈ AS (voir la
définition 4.1). D’après (53), quitte à augmenter l’ensemble S, on obtient de la même manière que
pour la remarque 4.1 :
∀k ∈ N, Pk(f(α)) ∈ AS .
En posant card(S) = c12(N) et en sommant (54) sur les au plus c12(N) places de K impliquées,
on trouve, quitte à augmenter c0(N), pour tout k ≥ c0(N) :
h(Pk(f(α))) ≤ c13(N)k + h(Rk) + c8dkNh(α) +mkNh(f(α))
≤ c13(N)k + c9(N)mk + k3 + c8dkNh(α) +mkNh(f(α)), d’après (52)
≤ c14dkN, car m < d.
Ainsi, (50) devient :
log|Pk(f(α))| ≥ −c15dkN, ∀k ≥ c0(N). (55)
D’après (47) et (55), on obtient :
−c15dkN ≤ log|Pk(f(α))| ≤ −c3dkn(N), ∀k ≥ c0(N).
D’où :
−c15dkN ≤ −c3dkn(N), ∀k ≥ c0(N).
En divisant par dk les deux côtés de l’inégalité précédente, on obtient :
−c15N ≤ −c3n(N), ∀k ≥ c0(N).
Or, on a :
n(N) ≥ N2.
En choisissant au début de cette preuve N assez grand, on aboutit à une contradiction.
Donc f(α) est transcendant, ce qui conclut la démonstration du théorème 5.1.
Nous donnons à présent un exemple d’application à ce théorème. Soit n ∈ N tel que p - n. Cela
garantit que 1
nk
∈ Zp, pour tout entier naturel k. Le théorème de Lucas [15] (voir aussi [2]) permet
alors de définir la fonction suivante :
f(z) =
∞∏
k=0
(
1− Tzqk
) 1
nk
. (56)
Notons que la fonction f(z) est analytique sur {|z| < 1q} et que f(z) ∈ Fq(T )[[z]]. On a alors le
théorème suivant.
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Théorème 5.2
Si n < q, alors pour tout nombre α ∈ K∗ ∩ {|z| < 1q}, f(α) est un nombre transcendant sur Fq(T ).
Démonstration. La fonction f(z) satisfait à l’équation suivante :
f(zq) = f(z)
n
(1− Tz)n . (57)
Par ailleurs, on remarque que la fonction f(z) a une infinité de zéros sur K, ce qui implique
qu’elle est transcendante sur K(z). De plus, on observe que :
∆(z) = (1− Tz)n.
Donc les seules singularités de l’équation (57) sont les racines qk-ièmes de 1T , pour tout entier
naturel k, dont aucune n’appartient à l’ensemble {|z| < 1q}. Ainsi, comme n < q par hypothèse, on
peut appliquer le théorème 5.1 avec :
d = q, m = n, A(z,X) = Xn, B(z,X) = (1− Tz)n,
et α ∈ K∗ ∩ {|z| < 1q} pour conclure que le nombre f(α) est transcendant sur K.
6 Perspectives
Si l’on considère un vecteur solution (f1(z), · · · , fn(z)) du système mahlérien (1) et que l’on
suppose la fonction f1(z) transcendante sur K(z), le théorème 1.1 ne permet pas de conclure que
le nombre f1(α) est transcendant sur K, où α est un nombre algébrique non nul régulier pour le
système (1) (mais seulement qu’il existe un nombre transcendant parmi les fi(α)). Ce type d’impli-
cation nécessite un raffinement du théorème 1.1 garantissant que s’il existe un polynôme homogène
P (X1, · · · , Xn) ∈ K[X1, · · · , Xn] tel que P (f1(α), · · · , fn(α)) = 0, alors il existe un polynôme
Q(z,X1, · · · , Xn) ∈ K[z,X1, · · · , Xn] homogène en X1, · · · , Xn tel que Q(z, f1(z), · · · , fn(z)) = 0
et Q(α,X1, · · · , Xn) = P (X1, · · · , Xn). Autrement dit, il serait intéressant d’établir que, sous les
hypothèses du théorème 1.1, toute relation algébrique entre les nombres est obtenue comme spé-
cialisation d’une relation algébrique entre les fonctions. Cette précision a été apportée au théorème
de Siegel-Shidlovskii par Beukers [4] en 2006. Pour les systèmes aux σ-différences, ce résultat est
dû à Anderson, Brownawell et Papanikolas [3]. Une telle description dans le cadre du théorème de
Ku. Nishioka pour les corps de nombres a été obtenue par Philippon [28] en 2015 dans le cas de
relations algébriques inhomogènes et parachevée par Adamczewski et Faverjon [1] la même année.
Remerciements. L’autrice tient à remercier Patrice Philippon pour lui avoir confirmé que son
critère d’indépendance algébrique s’appliquait au cadre de cet article et pour avoir répondu avec
rapidité, précision et bienveillance à ses innombrables questions à ce sujet ; Federico Pellarin pour
les pistes de réflexions et les éclaircissements qu’il lui a apporté.e.s autour des corps de fonctions en
caractéristique non nulle ; Evgeniy Zorin pour toutes les discussions enthousiastes et enrichissantes
sur la théorie de l’élimination notamment et, évidemment, Boris Adamczewski pour ses nombreuses
et patientes relectures et corrections de ce texte. Il est entendu que toute critique ne saurait être
imputée qu’à la seule autrice de cet article.
20
Références
[1] B. Adamczewski et C. Faverjon – « Méthode de mahler : relations linéaires, transcendance
et applications aux nombres automatiques », Proc. London Math. Soc. 115 (2017), p. 55–90.
[2] J.-P. Allouche, M. Mendès France et A. J. van der Poorten – « Indépendance algé-
brique de certaines séries formelles », Bull. Soc. Math. France 116 (1988), no. 4, p. 449–454
(1989).
[3] G. W. Anderson, W. D. Brownawell et M. A. Papanikolas – « Determination of the
algebraic relations among special Γ-values in positive characteristic », Ann. of Math. (2) 160
(2004), no. 1, p. 237–313.
[4] F. Beukers – « A refined version of the Siegel-Shidlovskii theorem », Ann. of Math. (2) 163
(2006), no. 1, p. 369–379.
[5] V. Bosser – « Indépendance algébrique de valeurs de séries d’Eisenstein (théorème de Nes-
terenko) », Formes modulaires et transcendance, Sémin. Congr., vol. 12, Soc. Math. France,
Paris, 2005, p. 119–178.
[6] W. D. Brownawell et M. A. Papanikolas – « Transcendence in positive characteristic »,
2008, Notes de cours.
[7] L. Carlitz – « On certain functions connected with polynomials in a Galois field », Duke
Math. J. 1 (1935), no. 2, p. 137–168.
[8] L. Denis – « Indépendance algébrique des dérivées d’une période du module de Carlitz », J.
Austral. Math. Soc. Ser. A 69 (2000), no. 1, p. 8–18.
[9] — , « Indépendance algébrique de logarithmes en caractéristique p », Bull. Austral. Math. Soc.
74 (2006), no. 3, p. 461–470.
[10] K. K. Kubota – « Linear functional equations and algebraic independence », Transcendence
theory : advances and applications (Proc. Conf., Univ. Cambridge, Cambridge, 1976), Academic
Press, London, 1977, p. 227–229.
[11] — , « On the algebraic independence of holomorphic solutions of certain functional equations
and their values », Math. Ann. 227 (1977), no. 1, p. 9–50.
[12] J. H. Loxton et A. J. Van der Poorten – « Arithmetic properties of certain functions in
several variables », J. Number Theory 9 (1977), no. 1, p. 87–106.
[13] — , « Arithmetic properties of certain functions in several variables. II », J. Number Theory
24 (1977), no. 4, p. 393–408.
[14] — , « Arithmetic properties of certain functions in several variables. III », Bull. Austral. Math.
Soc. 16 (1977), no. 1, p. 15–47.
[15] E. Lucas – « Sur les congruences des nombres eulériens et les coefficients différentiels des
functions trigonométriques suivant un module premier », Bull. Soc. Math. France 6 (1878),
p. 49–54.
[16] K. Mahler – « Arithmetische Eigenschaften der Lösungen einer Klasse von Funktionalglei-
chungen », Math. Ann. 101 (1929), no. 1, p. 342–366.
[17] — , « Arithmetische Eigenschaften einer Klasse transzendental-transzendenter Funktionen »,
Math. Z. 32 (1930), no. 1, p. 545–585.
21
[18] — , « Uber das Verschwinden von Potenzreihen mehrerer Veränderlichen in speziellen Punkt-
folgen », Math. Ann. 103 (1930), no. 1, p. 573–587.
[19] — , « Lectures on transcendental numbers », 1969 Number Theory Institute (Proc. Sympos.
Pure Math., Vol XX, State Univ. New York, Stony Brook, N.Y., 1969), Amer. Math. Soc.,
Providence, R.I., 1971, p. 248–274.
[20] Y. V. Nesterenko – Algebraic independence, Published for the Tata Institute of Fundamental
Research, Bombay ; by Narosa Publishing House, New Delhi, 2009.
[21] K. Nishioka – « New approach in Mahler’s method », J. Reine Angew. Math. 407 (1990),
p. 202–219.
[22] — , Mahler functions and transcendence, Lecture Notes in Mathematics, vol. 1631, Springer-
Verlag, Berlin, 1996.
[23] F. Pellarin – « Aspects de l’indépendance algébrique en caractéristique non nulle (d’après
Anderson, Brownawell, Denis, Papanikolas, Thakur, Yu, et al.) », Astérisque (2008), no. 317,
p. Exp. No. 973, viii, 205–242, Séminaire Bourbaki. Vol. 2006/2007.
[24] — , « An introduction to mahler’s method for transcendence and algebraic independence »,
arXiv :1005.1216v2 (2013).
[25] P. Philippon – « Critères pour l’indépendance algébrique », Inst. Hautes Études Sci. Publ.
Math. (1986), no. 64, p. 5–52.
[26] — , « Critères pour l’indépendance algébrique dans les anneaux diophantiens », C. R. Acad.
Sci. Paris Sér. I Math. 315 (1992), no. 5, p. 511–515.
[27] — , « Criteria for algebraic independence », Introduction to algebraic independence theory,
Lecture Notes in Math., vol. 1752, Springer, Berlin, 2001, p. 133–141.
[28] — , « Groupes de Galois et nombres automatiques », J. Lond. Math. Soc. (2) 92 (2015), no. 3,
p. 596–614.
[29] A. B. Shidlovskii – Transcendental numbers, De Gruyter Studies in Mathematics, vol. 12,
Walter de Gruyter & Co., Berlin, 1989, Translated from the Russian by Neal Koblitz, With a
foreword by W. Dale Brownawell.
Gwladys Fernandes
Université Claude Bernard Lyon 1,
43 boulevard du 11 novembre 1918,
69622 Villeurbanne Cedex, France
Courriel : fernandes@math.univ-lyon1.fr
22
