ABSTRACT In recent years, people with depression tend to be younger and normalized. Although current findings can identify the depressive tendency, the effects of recognition are unsatisfactory. Therefore, this paper aims to integrate multi-modal features and build a more objective and accurate model to identify the depressive tendency effectively. First, we combine mental health self-examination data and eye tracking data to extract multi-modal features. Explicitly, we integrate a variety of functions, including eye movements, memory features, cognitive style features, and network behavior. Second, we innovatively propose a scanning stacking model to capture complex nonlinear relationships between features. Finally, the effectiveness of our proposed method is verified by experiments. The experimental results show that our multi-modal based scanning stacking method is superior to the state-of-the-art detection methods.
I. INTRODUCTION
In today's society, people feel more and more stressed in their life or work. Such excessive pressure makes people tend to be depression, which severely affects people's study, work, and life. The current situation of people's depressive tendency has the characteristics of ''three highs and three lows,'' namely, high incidence rate, high recurrence rate, high suicide rate, low awareness rate, low consultation rate, and small treatment rate. There are many hazards of the depressive tendency, such as prolonged depression, decreased memory, decreased attention, changes in appetite and sleep, and even suicide. Because most people have less knowledge of depression and consider personal privacy, they rarely seek professional help. Therefore, when they have to ask for help, the problem is often quite serious. At present, the primary method of identifying depressive tendency is psychological expert consultation combined with a mental health self-check table. However, this kind of method is easy to be influenced by subjective factors of psychological experts, thus making
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it not objective and scientific enough. Therefore, there is an urgent necessity for a fair and accurate way to identify the depressive tendency under the premise of ensuring personal privacy.
To improve the objectivity and accuracy of the method for identifying the depressive tendency, we will study the depressive trend from multiple perspectives. First, we apply eye-tracking technology for research on depressive tendencies. Eye tracking refers to the use of eye-movement equipment to record eye trajectories, extract eye-movement information and further analyze people's mental health. Using eye tracking to analyze people's mental health can not only reduce the impact of subjective factors but also really and accurately reflect the individual's mental health. Then, we investigate the depressive tendency from the perspective of cognitive style. The cognitive style refers to the systematic behavior pattern that a person reveals in his cognitive process. With the deepening research on the depressive tendency, we find that there is a close correlation between the depressive trend and the cognitive style. Thirdly, we use memory as another aspect for depressive tendency research, because one of the manifestations of the depressive tendency is memory loss. At last, the online behavior can be used to describe the personal mental health, because the online behavior is an essential part of an individual's activities and is tightly integrated with people's lives, especially with the popularity of the Internet. And, when we study the depressive tendency from these multiple perspectives, we have to deal with the intricate relationship between them. Fortunately, deep neural networks show a strong performance in processing data. Therefore, we can use and improve the deep learning method to deal with the complex relationship between these data.
Most of the previous recognition models for depressive tendency are usually single learning models, such as Support Vector Machine (SVM) and Back Propagation Neural Network(BPNN). After analyzing SVM and BPNN, we find that the advantages of these two models are complementary. For example, one of the advantages of SVM is that it can avoid falling into local extremum. Its disadvantage is that it is sensitive to abnormal data. Contrary to this, BPNN is not sensitive to abnormal data, but it is easy to fall into local extremes. Inspired by this, we combine these complementary models to construct an integrated model for identifying the depressive tendency, which is beneficial to improve the efficiency of the depressive tendency recognition method.
The main contributions of this paper are as follows.
• With mental health self-check table data and eyetracking data, we innovatively integrate multi-modal features, such as eye-movement feature, cognitive style feature, memory feature, and online behavioral feature, to identify the depressive tendency to obtain more objective and more accurate results.
• An optimized stacking integration method is proposed. Through the correlation analysis, the weights of each sub-model in the integrated model are directly obtained, which avoids the tedious iterative optimization process. At the same time, the model has the best performance.
• We add a multi-window scanning process to the stacking model to obtain complex nonlinear relationships between features and further enhance the classification effect of our model. The experimental results show that the performance of our scanning stacking model is better than state-of-the-art classification models.
II. RELATED WORK
At present, the primary methods for identifying the depressive tendency are psychological expert consultations and mental health self-checks. Commonly used mental health self-check tables include the ''Burns Depression Checklist'' [1] , the ''Self-reporting Inventory'' [2] , and the ''Self-Rating Depression Scale'' [3] . In recent years, more researchers apply eye-tracking technology to the study of the depressive tendency. Jutta [4] found that individuals with the depressive tendency showed obvious attention biases to negative stimuli. However, individuals without the depressive tendency showed obvious attention biases toward positive stimuli. Here, the attention bias refers to people's highly sensitive and selective attention to specific stimuli. Kuhn [5] found that depressive individuals often spent more time looking at pictures with negative emotions in eye-movement experiments. Fritzsche et al. [6] compared depressive individuals with healthy individuals with the Stroop formula and found that depressive individuals were prone to interference with sad expressions and their response rate was significantly slower. Inspired by these works, this paper combines the mental health self-check table data with the eye-tracking data to improve the objectivity and accuracy of the depressive tendency recognition method. In addition to the above, scholars also study the depressive tendency from several other perspectives. Ren et al. [7] found that the depressive tendency would damage the memory nerves and further make memory decline. Saki et al. [8] proved that depressive individuals had worse memory and slower response than healthy individuals. Major [9] studied the depressive tendency from a cognitive style perspective. He suggested that even in the face of the same pressure, people with different cognitive styles adopted different ways of dealing with it. Eysenck [10] confirmed that there is a close correlation between the depressive tendency and the cognitive style. Some other researchers investigated the depressive tendency from the perspective of online behaviors. Hochberg and Brunswick [11] presented the theory of ''Lens Model,'' which pointed that a person's actions can be used to infer his mental health status. Li et al. [12] predicted users' personalities with micro-blogging on social platform. Zhang et al. [13] found that there was a significant correlation between online behaviors and the depressive tendency. Moreno et al. [14] proposed that depressed individuals tended to publish negative photos on social platforms. Katikalapudi et al. [15] indicated that individuals with depressive tendencies had fewer social activities and smaller social circles.
Moreover, with the high dimensionality and diversification of data, the method of studying the tendency to depression has also changed a lot. Deep Learning has become a powerful tool for processing such complex data relations [16] . The deep neural network is proposed initially by Pitts [17] . It simulates the working model of the human brain, stores, and processes complex information in parallel, and then summarizes the knowledge in data. Wei and Zhou [18] proposed a packet generator whose processing process was similar to the deep neural network. As some models such as K-Nearest Neighbor (KNN) [19] and SVM [20] are often used to identify depression trends, and they have different pros and cons, Bates and Granger [21] presented a method of integrating different models in 1992, which combined multiple complementary models to improve the performance of the overall model. Since then, many different integration methods have emerged. West et al. [24] proves that the performance of a combined model is significantly better than that of any single model. Now, commonly used model-mixed methods include stacking [22] and bagging [23] .
Although researchers above study the depressive tendency from different perspectives, they do not combine different aspects. This paper innovatively fuses the psychological data VOLUME 7, 2019 and the eye-tracking data to explore the depressive trend. Furthermore, to address complex relations between these data, we propose a new integrated model for detecting the depressive, called scanning stacking model(SSM). With this model, the objectivity and accuracy of the method for identifying the depressive tendency are much improved.
The object of this paper is presenting a method to detect whether there is a depressive tendency based on multi-feature fusion. This method is implemented in two steps. In step 1, we obtain multi-modal features through questionnaires, eye movement tracking, and online behaviors. In step 2, we assemble these features to train a scanning stacking model. So, step 1, that is, finding multi-modal features, is not only an innovative method but also the base for step 2. Based on step 1, step 2 integrates the multi-modal features and construct a model of detecting the depressive tendency. Moreover, compared with a single model, the stacked model can better analyze the relations between features and improve the accuracy of the prediction, so we propose a model for identifying depressive tendencies called the Scanning Stacking Model.
III. EXPERIMENTAL DESIGN
This section designs the experimental process of the subjects and data. Data collection process consists of three parts: a survey questionnaire, an eye-movement experiment,and an online behavior experiment. It is noted that these experiments are fulfilled under the guidance of a professional psychologist to ensure the rationality of the experiments.
A. THE EXPERIMENTAL SUBJECTS
In our experiments, a total of 100 students are recruited,with half of male and female. They are active on the Tencent QQ social platform. To reduce noise data as much as possible,all of them should satisfy the following requirements. First, one's age is between 20.05-1.08 and 20.05+1.08. Second,all testers have regular naked or corrected visual acuity. Third, no one has eye disease. Forth,all subjects sign informed consent forms before experiments.They will get specific rewards after experiments.
B. DATA COLLECTION
As mentioned above, the data collection process consists of three parts: the questionnaire, the eye-movement experiment, and the online behaviors. The survey questionnaires are the Burns Depression Checklist, the enhanced Wechsler Memory Scale, and the Embedded Figure Test . The eye-movement experiments are introduced regarding experimental materials, experimental equipment, and experimental procedures. Online behaviors mainly include social interaction and publicly released photos.
1) SURVEY QUESTIONNAIRES a: BURNS DEPRESSION CHECKLIST
The Burns Depression Checklist measures emotions in four dimensions: personal feelings, group relationships, physical symptoms, and suicidal tendencies. The Burns Depression Checklist must be checked its reliability before used. The reliability is the consistency degree of multiple testing results for the same subject with the same table. The most commonly used criterion of reliability is the Cronbach Coefficient. The larger the coefficient, the higher the reliability. In basic research, the value of the Cronbach Coefficient should be at least 0.80. Its definition is as follows.
where a is the Cronbach Coefficient, n is the number of testers, k is the number of items in the table, S 2 i is the variance of each subject's score, and S 2 t is the variance of the total score for all testers. After calculation, the Cronbach Coefficient value of our experiment is 0.93, which indicates that the Burns Depression Checklist has high reliability.
In our experiment, the Burns Depression Checklist has a total of 25 items, and each item has a 5-grade level, in which zero means no problem at all, 1 denotes almost no problem, 2 indicates problems occasionally occur, 3 means problems occur frequently, and 4 shows problems happen extremely frequent. According to the results of the Burns Depression Checklist, all testers are divided into two groups, the healthy group, and the depressive tendency group labeled L = 0 and L = 1 respectively. Each subject gives a score for each question based on his/her feelings during the past two weeks or more. If the total score of a subject is higher than 10, he/she is labeled L = 1, which indicates that he/she has a depression tendency in the last two weeks and needs to seek professional help. On the contrary, if the total score of a subject is less than or equal to 10, he/she is labeled L = 0, which means he/she has a normal mood for the past two weeks.
b: REVISED WECHSLER MEMORY SCALE
The Wechsler Memory Scale measures a person's memory from many respects such as long-term memory, short-term memory, temporary memory, and transient memory. Gong et al. [26] enhances the Wechsler Memory Scale in listening, visual, tactile and some other aspects. The enhanced Wechs Memory Scale test contains memory test of personal experience, directional memory test of time-space, memory test of digital order, visual recognition, recording, visual reproduction, associative learning, touch test, memory test of understanding or logical thinking, reciting numbers in positive and inverse order.
The memory score of a subject is calculated as follows. First, the score of a subject in each test is standard according to formula (4) . Then, all these standard scores are summarized together to get the memory score of the subject. As ages of all testers are similar, between 20.05-1.08 and 20.05+1.08, we do not consider the impact of age.
where the average value of each test is 10, and the standard deviation is 3. For a specific test, x denotes the original score of a tester,X denotes the mean of all testers' original scores, and SD indicates the standard deviation of the original scores for all testers. 
c: EMBEDDED FIGURE TEST
The Embedded Figure Test is a method of testing cognitive styles designed by the American psychologist Witkin [22] . The test requires the subjects to find a simple graphic in a series of complex graphics, as shown in Figure 1 . Witkin proved that some people could easily find the specified simple graphics from complex graphics, and some others could not. The former people are called the Field Independence people, and the latter is the Field Dependence people. There are 20 questions in our Embedded Figure Test , with one point per question. The formula for calculating the cognitive style representative value denoted as T , is as follows.
where,x is the mean and sd is the standard deviation. Among them, thex and sd values of adult males are 9.86 and 4.45 respectively, while the values ofx and sd for adult females are 9.69 and 4.89 respectively. If the T value of a subject is greater than 50, then his/her cognitive style is more inclined to Field Independence. Conversely, if the T value less than 50, his/her cognitive style is more likely to have Field Dependence.
2) EYE-MOVEMENT EXPERIMENT
Eye-movement experiments are designed in three aspects: experimental materials, experimental equipment, and experimental procedures.
a: EXPERIMENTAL MATERIALS
We use the Japanese Female Facial Expression Database [23] as the stimulating materials in our eye-movement experiments. All emotional facial images have the same size, brightness, and resolution, thus making them have a high recognition rate. In this experiment, we randomly select 30 facial images from the database, with 10 pictures of happy, 10 for sad, and 10 for calm expressions. 
c: THE EXPERIMENTAL PROCEDURES
During the eye-movement experiment, the eye tracker traces the eye movement of the tester in real time and automatically records the eye-movement data of the tester. The experimental material is presented on a 17-inch screen, and the distance between the tester and the screen is approximately 50 cm. The experimental process is as follows.
• Testing the level of eye movements. All testers are required to track the trajectory of the ball on the screen with their eyes. When eye-movement parameters obtained are within the specified range, we can go to the next step. Pre-training
• for the experiment. Every tester does some preexperiments to familiar with the experimental procedure. The eye-movement trajectory in this procedure is not recorded. • Doing task 1. Each tester fulfills task 1. The left part in Figure 2 is the experimental material layout for task 1. It contains three emotional faces distributed in the triangle. These three emotional faces are happy, sad, and calm respectively. There are 9 images in task 1, and each image stays on the screen for 10 seconds.
• Doing task 2. Every subject completes task 2. The right part in Figure 2 is the experimental material layout for task 2. The experimental process is similar to task 1, but the distribution of the emotional faces is different from that in task 1, which is in left-right distribution.
3) ONLINE BEHAVIOR
After signing confidentiality agreements with testers, they share their data of Tencent QQ with us, which mainly includes photos, activities, and dynamic comments. Since subjects fill out the Burns Depression Checklist based on their feelings of more than two weeks, the cycle of studying online behaviors is scheduled for 2 weeks. As mentioned above, Tencent QQ is used to share personal experiences which reflect all aspects of a person's social life, and thus, we can obtain substantial information. Studies have proved that people with depression tend to post negative photos on social platforms, so we use the faces with different emotions in photos to study online behavior. We recruit VOLUME 7, 2019 20 volunteers to assess the pictures. These volunteers have to score the emotions reflected by these online images. 1-3 points indicate photos of negative emotions, 4-6 points are photos of neutral emotions, and 7-9 points indicate photos of positive emotions. To objectively evaluate the feelings reflected in images, each picture is scored by three volunteers who are not informed about the source of the photos, and then the scores are averaged.
Social interaction is one of the important indicators to measure the depressive tendency. In our research work, we find that the number of activities and dynamic reviews are good criteria of social interaction. At the same time, we use the number of faces in the images (face_count) analyzed by face detection algorithms as another index of social activities.
IV. DATA PROCESSING ANALYSIS
The main content of this section contains four aspects, the analysis of the emotional facial distribution, the data map analysis, the dataset description, and the data pre-processing.
A. QUANTITATIVE ANALYSIS OF EMOTIONAL FACE DISTRIBUTION
The face layouts in tasks 1 and 2 are common layouts for depression detection tasks. For the sake of simplicity, we only select one layout as the data source for later analysis. Through quantitative analysis, we can choose a layout with better effects. Therefore, we first analyze the attention effects of task 1 and 2. First, we divide the area of each picture in task1 and 2 into two Area-of-Interest (AOI) parts, in which AOI1 includes all emotional faces and AOI2 consists of blank parts. The experiment below will compare the eye movement indicators in AOIs. In eye-movement research, the commonly used statistical criteria of attention effects are the AOI-fixation-count, and the AOI-dwell-time, etc.. The AOI-fixation-count is the number of users fixating in an AOI. It indicates the breadth of attention of the AOI's information, that is, the importance of the AOI. And, the AOI-dwell-time is the fixation period which the user gazes in an AOI. It means how much an individual is interested in the AOI and how easy it is to extract information from the AOI. Both reflect the individual's interest and sensitivity to information in specific AOIs. Therefore, we use these two criteria for each AOI, where the AOI-dwelltime is averaged. Among them, n is the number of testers. Seen from Table 1 , both the AOI-fixation-count value and the AOI-dwell-time of task 1 are higher than those for task 2, that is, these two indexes indicate that the subjects pay more attention to task 1. Therefore, the following analysis uses the data obtained from task 1.
B. DATA MAP ANALYSIS
The eye-movement analysis software, BeGaze, can generate visual data maps, such as Scan Path, Heat Map, KPI(Key Performance Indicator), and other data maps. We conduct a preliminary analysis of the optical data map to lay the foundation for the subsequent study. Figures 3 shows the Scan Path data map, Heat Map data map and the KPI data map for task 1, and in each map, the left part is an example of a tester with the depressive tendency, and the right part is an example of a conventional tester. Analyzing the Scan Path map and the Heat Map, it is obvious that the testers with the depressive tendency have attention bias on sad emotion faces, without attention bias on calm and happy emotion faces. On the contrary, normal subjects have attention bias on happy emotional faces, without attention bias on sad and calm ones. The analysis result is not as obvious as above. The KPI data map includes indicators such as the dwell time, the average-fixation-time, and the ratio of the duration for emotional faces to the total gazing time on images. As their results are the same, as an example, we use the third index to analyze the attention bias. We design the experiment with 2 (groups: depressive tendency and normal) x 2 (emotional faces: happy and sad), as shown in Table 2 . where, L is the class label, L = 1 is the depressive tendency class, and L = 0 is the regular class. Mean represents the mean value, SD means the standard deviation, and MSE is the mean standard error. We can analyze the results more deeply. Seen from the first two lines in Table 2 , the Mean value of the depressive tendency class is higher than that of the normal class. It indicates that the subjects with depressive tendencies have more attention biases toward sad emotions. To verify the statistical significance of the result, we do F-test and t-test. In F-test, the F-value is 14.544, and the p-value is 0.004 which is below the significance level of 0.05. In t-test, the p-value is 0.008 which is also below the significance level of 0.05. Therefore, The result that the subjects with depressive tendencies having attention biases toward sad emotions are statistically significant. Similarly, the last two lines in Table 2 reveal that standard inspectors have attention biases toward happy emotional faces. We also do F-test and t-test to confirm it. The F-value is 0.138, and the p-value is 0.010 which is below the significance level of 0.05. In t-test, the p-value is 0.013 which is also below the significance level of 0.05. This result indicated that the analysis of the happy emotional face is also statistically significant.
C. DATASET DESCRIPTION
After experiments above, multi-modal features such as eye movement, cognition, memory and online behavior, can be obtained. We will integrate these features to study the depressive tendency. We used 20 features, in which some important features are listed in Table 3 
D. DATA PREPROCESSING
Due to some factors such as the eye tracker failure or testers' lack of concentration, there are missing values and outliers in our collected experiment data. For example, after the eye tracker works for a long time, the hardware work is affected by generating excessive heat, and the connection between the eye tracker and the computer is interrupted. For another example, a subject may distract, thus making the eye tracker lose tracking focus. These kinds of problems often generate missing values and outliers.
• Missing value processing: missing value processing methods are various, such as the average fill and the multiple interpolations. After analyzing these processing methods, we choose the average filling method to handle the missing values.
• Outlier processing: outliers may affect the effectiveness of the classification model. Outliers caused by different reasons should be handled in different ways. If outliers are incorrectly recorded, they can be corrected. If they are incorrectly mixed into the datasets, we simply delete them. For dealing with outliers, we view the data with the box-plot which is very suitable for analyzing outliers. Figure 4 shows the box-plot of the feature Fixation_Count. It can be seen that the Fixation_Count data on the 15th, 22th, 24th, and some other rows are outliers. However, with experiment and detailed analysis, we think that they should be preserved, as they are correctly recorded in the dataset. Mixing these data can increase the generalization ability of the model.
• Analysis of feature correlation: to illustrate the correlation between some features and obtain more useful information from the feature relationship, the scanning process is proposed to deal with the feature relationship,
we use the Pearson correlation coefficient to analyze the correlation between features. The formula for calculating the Pearson correlation coefficient r is shown in (7) . Seen from Figure 5 , the value of r for the feature pair Blink_Count and Blink_Frequency is 0.97, which denotes a strong correlation between them. And, the r value of the feature pair Saccade_Count and Fixation_Count is 0.98, also expressing a strong correlation between these two features. It is noted that we use Pearson's for all features because all features are not continuous variables. Figure 5 only exemplifies that the features are related, and some of the correlations are very high. However, here, we do not remove features based on relevance, but we still keep them. We don't have to do this, because we propose a scanning process to automatically remove the correlation between the features and learn the complex nonlinear relationships between them. It is just one of the important contributions of the Scanning Stacking Model. The scanning process is described below.
V. SCANNING STACKING MODEL
Based on the multi-modal features above, we construct an integrated model for detecting the depressive tendency. It is called the Scanning Stacking Model(SSM). The model contains two processes: scanning and stacking. The role of the scanning process is to obtain the complex nonlinear relations of the features. The stacking process combines various complementary models, with the output of the scanning process as the input. Compared with single models, the SSM can make full use of the features and thus improve the accuracy of the model for identifying depressive tendencies.
A. SCANNING PROCESS
As described in the pre-processing section, the multi-modal features have very complex correlations. Inspired by the deep neural network, we propose a scanning process to obtain their complex nonlinear relations. Generally speaking, there are two kinds of scanning methods, one is the multi-window scanning, and the other is the multi-step scanning. The multi-window scanning method uses the windows with different sizes to scan the feature vectors in the same step, and the multi-step scanning approach utilizes the various steps to scan the feature vectors with the same window. The scanning methods have many advantages such as obtaining more effective relations from data, enhancing the learning ability of the model, and reducing over-fitting of the model to a certain extent. As these two approaches have the same effect, we only use the multi-window scanning way in this paper, as shown in Figure 6 . Firstly, we input the n-dimensional feature vectors. Secondly, these n-dimensional feature vectors are respectively scanned by an m-dimensional window and a 2m-dimensional window with a step size 1 (default step). Taking the m-dimensional window as an example, when an n-dimensional feature vector scanned by the m-dimensional window, we can get the m-n-1 feature vectors with mdimension. These m-n-1 feature vectors are transformed into 2(m-n-1) category probability vectors with 2-dimension through the classification models called A 1 and B 1 . Then, the category probability vectors are contacted into vectors with 2(n-m-1)-dimension. It is Similar when using the m-dimensional window; we can get vectors with 2(n-2m-1)-dimension. Finally, the two transform vectors are contracted into a vector which is used as input for the stacking structure. Next, we will introduce the stacking structure.
B. STACKING STRUCTURE
The stacking is a combination structure for model integration. The idea of model integration is to combine multiple single models into one hybrid model according to certain principles to improve the performance of the model, as shown in Figure 7 . The model integration contains homogeneous integration and heterogeneous integration. The homogeneous integration combines the same kind of models. For example, ''neural network integration'' is incorporated by neural networks. And the heterogeneous integration is integrated by different types of models, in which the diversity and the performance of every single model need more attention. The combined model may have three kinds of structures, stacking, tiling and mixing. This paper builds a two-layer stacking structure, as shown in Figure 8 . The first layer is the underlying model layer, and the second layer is the meta-model layer. The underlying model layer trains several different types of basic models. The outputs of this layer are inputs for the meta-model layer, and the meta-model layer output the detecting results. Table 3 .shows the Scanning Stacking algorithm.
C. SCANNING STACKING MODEL
Firstly, n-dimensional feature vectors in the data set are inputted. Then, these n-dimensional feature vectors are respectively scanned by a group of windows with size m,2m,...,km in step size 1 (default step), and k value is a parameter determined by experiments. Taking the m-dimensional window as an example, when an n-dimensional feature vector scanned, we can get the m-n-1 feature vectors with m-dimension. These m-n-1 feature vectors are inputted to the classification models A 1 and B 1 , and thus transformed into 2(m-n-1) category probability vectors with 2-dimension. After that, the category probability vectors are contacted into vectors with 2(n-m-1)-dimension and inputted to the underlying model layer. Afterward, different basic model algorithms generate different outputs, and these outputs are inputted to the meta-model layer. Finally, we get the detection result h. Get 2-dimension probability vectors 8: end for 9: Contact the probability vectors into 2(n-m-1)-dimension vectors called CR 10: for t = 1; t <= T ; t + + do 11: h t = F t (CR) 12 : end for 13 
The implementation process of the SSM includes two steps, one is an initial setting, and the other is building a stacking model. In step one, we set different window sizes and select original base models. In step two, we construct a primary model layer and a meta-model layer for the stacking model.
1) INITIAL SETTING
To implement the scanning process, we must select the appropriate scanning method and determine the optimal combination of the step size and the window size. With experimental results comparison, the best scanning method is the multi-window scanning method, the optimal window size values are 5 and 10 respectively, and the optimal step size is 1. The feature vectors are sequentially scanned with these optimal parameter values. Moreover, we choose seven widely used and well-performing models as original base models, such as KNN, SVM, etc., and further evaluate these models on the dataset. The higher the accuracy, the better the model. Table 4 shows the results.
In the experiments, the training data and testing data are allocated at 7:3. And, we use cross-validation to ensure the full data set is covered. We can merely split the full data set in two, and train every learner on 70% and have them detect the other 30%. While it is simple and relatively fast, we lose quite a bit of data. Especially for our small-sized data sets, the loss of information can be even more severe, causing the base learners and the meta-learner to perform poorly. Therefore, to ensure the full data set is covered and a better reflection of performance during test time, we use 10 fold cross-validation. Seen from Table 4 , the accuracy of the Gradient Boosting Decision Tree (GBDT) is 0.875, which is the best. The GBDT has a strong generalization ability and works well in data mining and other aspects, so we choose the GBDT as the classification model of the scanning process. Although classification model A and B are the same model, their loss functions are different, model A with a logarithmic loss function, and model B with an exponential loss function.
Next, we will construct the stacking model. It contains a two-layer stacking structure in which the first layer is the underlying model layer and the second is the meta-model layer. When building the stacking structure, we should avoid the problem of leakage which is easy to cause the overfitting. The main reason for leakage problem is that the same data are used both for training and for testing, We adopt the cross-validation approach to handle this problem.
2) IMPLEMENTING BASIC MODEL LAYER OF THE STACKING STRUCTURE
The underlying model layer construction should follow two principles.
• The performance of a single model must be better than the random detection [25] . Otherwise, it will affect the performance of the integrated model.
• The correlation between the basic models should be as small as possible so that the models can better complement each other. In our basic model layer, the detecting errors are used to evaluate the model's correction. As we know, ensembles are no silver bullet. The detecting errors of every model in the basic model layer must be relatively uncorrelated. Take a two-basic-model layer as an example, if both models make incorrect detection, the ensemble will not be able to make any corrections. So, we first check the classification error correlation for the basic model layer, because highly correlated errors make for poor ensembles. We check the detection error correlation for models in Table 4 and get the result as shown in Figure 9 .
According to the results in Table 4 and Figure 9 , we first choose the GBDT as the base model h 1 , as it has the highest accuracy rate of 0.875. Second, we select the BP neural network as the primary model h 2 , as its accuracy rate is 0.844 and its correlation with GBDT is the lowest at 0.59. Similarly, we select the KNN model as the primary model h 3 , because it has a high model accuracy and the least correlation with the GBDT and the BP neural network. The relationship between the KNN and BP neural network is 0.47, the relationship with the GBDT is 0.49, and the accuracy of KNN is 0.801. Finally, the SVM model is selected as the primary model h 3 . Thus, the underlying model layer is composed of the four basic models of the GBDT, BP neural network, KNN, and SVM.
3) IMPLEMENTING META-MODEL LAYER OF THE STACKING STRUCTURE
To find the optimal meta-model, we use three commonly used criteria to evaluate the meta-model's performance, which are Recall, Precision, and F 1 . Recall, and Precision reflect the two mutually restricted aspects of the model's performance. As a general indicator, F 1 is a weighted harmonic average of the Recall and Precision, which can more comprehensively evaluate the performance of the model.The formal representations of these three criteria are as follows.
For the convenience of expression, we take the two-classification problem as an example. Table 5 records the results of the correct and incorrect division of each class. L is the class label, L = 1 indicates the class with a depressive tendency, and L = 0 denotes a normal class. TP indicates the number of samples with a depressive trend that are correctly identified, and TN indicates the number of normal samples that are correctly labeled. Correspondingly, FN denotes the number of mis-recognized depressive tendency samples, and FP specifies the number of normal samples mis-classified. The formulas for Recall, Precision, and F 1 are shown in (8), (9) , and (10), respectively.
As mentioned above, we choose seven widely used and well-performing models as original base models.Now we compare their Recall, Precision and F 1 values for choosing an optimal meta-model. From Table 6 , it can be seen that the Logistic Regression (LR) sacrifices the Recall and obtains the highest Precision and F 1 values. Furthermore, the LR model has strong stability and thus effectively reduce the risk of overfitting of the Scanning Stacking model. Therefore, LR is picked as the meta-model. In summary, with the stacking method, we construct a depressive tendency recognition model called the Scanning Stacking Model. The implementation process is as follows. First, after pre-processing the data, the complex feature relationships are obtained by the multi-window scanning method. Then, the outputs of the scanning process are sent to the underlying model layer which contains four basic models of GBDT, BP neural network, KNN, and SVM. Finally, the outputs of the basic models are used as the inputs of the meta model layer to obtain a detection result, and LR is used as the meta model.
E. EVALUATING THE SCANNING STACKING MODEL
To thoroughly and objectively evaluate the performance of the SSM, we do two groups of experiments. One is assessing the contributions of the scanning process and the stacking method respectively, and the other is comparing the SSM with some state-of-the-art models.
1) SCANNING PROCESS AND STACKING METHOD CONTRIBUTIONS
To evaluate the contributions of the scanning process and the stacking method, we compare the SSM with two other models, one is the stacking model, and the other is scanning voting model. On the one hand, the stacking model is an integrated model like our SSM but without scanning. Comparing with the stacking model can explore the contribution of the scanning process. On the other hand, the scanning voting model is a scanning and tile model without stacking. The comparison with the scanning voting model is to examine the contribution of the stacking method, where the scanning process in the voting model is the same as the underlying model layer of our SSM.
The ROC curve [26] is a method to analyze the performance of the model directly. The X axis is FPR, and the Y is TPR. The FPR indicates the ratio of normal samples that are erroneously detected as depression-like categories, and the TPR denotes the proportion of correctly identified depression-like samples. The ROC curve reflects the relationship between FPR and TPR. Generally speaking, the closer the ROC curve is to the upper left corner, the higher the AUC value, and thus the stronger the performance of the model. Figure 10 shows the ROC curves for these three models.
F. SCANNING STACKING MODEL
From Figure 10 , the accuracy of the Scanning Stacking Model is 0.93, the stacking model is 0.90, and the scanning voting model is 0.91. That is, the independent contribution of the scanning process to the SSM is 0.03, and the improvement brought by the stacking method is 0.02. Therefore, we can conclude that both the scanning process and the stacking method promote the performance of the SSM, thus making the SSM work significantly better than two other models. 
1) COMPARISON WITH CLASSICAL MODELS
For evaluating the performance of the SSM, it is compared with a variety of classical models by using three criteria, R-squared, mean square error (MSE), and mean absolute error (MAE). The comparison results are shown in Table 7 , which are the average values with 10-fold cross-validation.
R-squared, a fitness criterion, generally ranges from 0 to 1. The closer the R-squared value is to 1, the better the fitness of the model. MSE is used to indicate the degree of data change. The smaller the value of MSE, the better the accuracy of the model. And, MAE can better reflect the failure of the detection value. The smaller the value of MAE, the better the effect of the model. We can comprehensively analyze of three parameters of R-squared, MSE, and MAE. First, the R-squared value of the Scanning Stacking Model is 0.8080, which is the closest to 1 compared with other models, indicating that the Scanning Stack Model has the best fitness. Second, the value of MSE is 0.8276, which is the smallest compared with other models, suggesting that the Scanning Stacking Model has the highest accuracy. Third, the MAE value is 0.0305, which is also the lowest compared with other models, meaning that the SSM has the best detection effect. So, the SSM is superior to above state-of-the-art models.
VI. CONCLUSION
In this paper, through collecting the psychological health self-examination table data and eye tracking data, we integrate multiple types of characteristics to improve the objectivity and accuracy of the depression tendency identification method. And, inspired by deep learning thinking, we innovatively construct the SSM for recognizing the depression tendency. As a depression tendency recognition model, it has some practical significance, as it can help psychologists to judge and analyze, thus reducing the probability of misdiagnosis.
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