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Abstract
Employing the nonabelian duality transformation [25], I derive the
Gauge String form of certain D ≥ 3 lattice Yang-Mills ( YMD ) the-
ories in the strong coupling (SC) phase. With the judicious choice of
the actions, in D ≥ 3 our construction generalizes the Gross-Taylor
stringy reformulation of the continuous YM2 on a 2d manifold. Us-
ing the Eguchi-Kawai model as an example, we develope the algorithm
to determine the weights w[M˜ ] for connected YM-flux worldsheets
M˜ immersed into the 2d skeleton of a D ≥ 3 base-lattice. Owing to
the invariance of w[M˜ ] under a continuous group of area-preserving
worldsheet homeomorphisms, the set of the weights {w[M˜ ]} can be
used to define the theory of the smooth YM-fluxes which unambigu-
ously refers to a particular continuous YMD system. I argue that
the latter YMD models (with a finite ultraviolet cut-off) for suffi-
ciently large bare coupling constant(s) are reproduced, to all orders
in 1/N , by the smooth Gauge String thus associated. The asserted
YMD/String duality allows to make a concrete prediction for the
’bare’ string tension σ0 which implies that (in the large N SC regime)
the continuous YMD systems exhibit confinement for D ≥ 2 . The
resulting pattern is qualitatively consistent (in the extreme D = 4 SC
limit) with the Witten’s proposal motivated by the AdS/CFT corre-
spondence.
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1 Introduction
The quest for a string representation of the D = 4 continuous Yang-Mills
( YMD ) gauge theory shaped, to a large extent, many branches of the con-
temporary mathematical physics. Currently, there are two (qualitatively
overlapping) candidates for the stringy systems conjecturaly dual to YMD .
The first one, due to Polyakov, puts forward certain Ansatz [1] for the world-
sheet action which is to ensure the invariance of the Wilson loop averages
< WC > with respect to the zig-zag backtrackings of the contour C . The
complementary approach has recently sprung to life after daring conjecture
of Maldacena [2] (further elaborated in [3, 4]) about the so-called AdF/CFT
correspondence concerning the N = 4 SUSY YM4 . Being motivated by
the latter correspondence, Witten has made a speculative proposal [5] ad-
vocating that the ordinary nonsupersymmetric YM4 exhibits confinement
at least when considered for large N in the specific strong coupling (SC)
regime. Namely, employing certain SUSY YMD¯, D¯ > D, properly broken
to a nonsupersymmetric YMD system, one is to fix an effective finite ultra-
violet (UV) cut off Λ while keeping the relevant YMD coupling constant(s)
sufficiently large.
At present, the support of the conjectured duality-mappings is fairly lim-
ited to a few indirect though reasonably compelling arguments. On the other
hand, final justification of that or another stringy representation calls either
to reproduce the YMD loop-equations in stringy terms or to provide with
an explicit transformation of the gauge theory into a sort of string theory.
It is our goal to make a step in the second direction approaching (with new
tools) the old challenge: the exact reformulation of the continuous D ≥ 3
YMD theory in terms of the microscopic colour-electric YM-fluxes. More
specifically, we focus on the pattern of the smooth Gauge String inherent
in the presumable large N SC expansion (as opposed to the standard weak
coupling (WC) series) valid in the SC regime similar to that of the Witten’s
proposal [5]. Complementary, the considered generic strongly coupled con-
tinuous YMD models in D = 4 might be viewed as the prototypes of the
effective low-energy YM4 theory. The latter is supposed to result via the
Wilsonian renormgroup (RG) flow of the effective actions (starting from the
standard YM4 in the WC phase) up to the confinement scale. In this per-
spective, the ’built in’ UV cut off Λ in D = 4 is to be qualitatively identified
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with a physical scale ΛYM4 that is of order of the lowest glueball mass.
The short-cut way to a continuous model of smooth YM-fluxes is sug-
gested by the two-dimensional analysis. Here, the pattern of the flux-theory
[13] proposed by Gross and Taylor is encoded not only in the continuous
YM2 systems on a 2d manifold. It is also inherent in the associated RG
invariant 2d lattice gauge models [20, 19] introduced via the plaquette-factor
Z({b˜k}|U) =
∑
R
e−F (R)χR(U) ; e
−F (R) = dimR e−Γ({b˜k},N,{Cp(R)}), (1.1)
where dimR, χR(U), and Cp(R), p = 1, ..., N, stand respectively for the
dimension, character and p th order Casimir operator associated to a given
SU(N) irreducible representation (irrep) R (while {b˜k ∼ N0} denotes a
set of the dimensionless coupling constants). The key observation is that,
in the D ≥ 3 lattice YMD systems (1.1), the pattern of the appropriately
constructed flux-theory as well refers (owing to a subtle D ≥ 3 ’descedant’ of
the 2d RG invariance) to the properly associated continuous YMD models.
To support this assertion, I first reformulate the strongly coupled D ≥ 3
lattice YMD models (1.1) in terms of the Gauge String which does appropri-
ately extend the D = 2 Gross-Taylor stringy pattern [13] into higher dimen-
sions. This lattice theory of the YM-flux is endowed with certain continuous
(rather than discrete as one might expect from the lattice formulation) group
of the area-preserving homeomorphisms. In turn, the latter symmetry en-
sures that the considered D ≥ 2 pattern of the lattice flux-theory can be em-
ployed to unambiguously define the associated D ≥ 2 smooth Gauge String
invariant under the area-preserving diffeomorphisms. The remarkable thing
is that, in the latter continuous D ≥ 3 flux-theory, one can identify (see
Section 8) such SC conglomerates of the (piecewise) smooth flux-worldsheets
which are in one-to-one correspondence with the judiciously associated va-
rieties of the WC Feynman diagrams on the side of the properly specified
continuous YMD model. Therefore, the proposed smooth Gauge String
provides with the concrete realization of the old expectation [9] (for a recent
discussion see [5]) that certain nonperturbative effects ’close up’ the windows
of the Feynman diagrams trading the latter for the string worldsheets.
More specifically, building on the nonabelian duality transformation [25]
recently proposed by the author, we show that in the D ≥ 2 lattice systems
(1.1) the free energy and the Wilson (multi)loop observables can be rewritten
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in terms of the following statistics of strings. The lattice weight w[M˜(T )]
of a given connected worldsheet M˜(T ) (with the support on a subspace,
represented by certain 2d cell-complex T, of the 2d skeleton of the D -
dimensional base-lattice)
w[M˜(T )] = exp[−A¯Λ2σ˜0({b˜k}) ] N
2−2h−b J [M˜(T )|{b˜k}] , (1.2)
is composed of the three different blocks which altogether conspire so that the
contribution of the strings with any backtrackings (i.e. foldings) is zero. In eq.
(1.2), the first factor is the exponent of the Nambu-Goto term proportional
to the total area A¯ of M˜ . The D-independent bare string tension σ0 =
Λ2σ˜0 (to be defined by eq. (1.6) below) is measured in the units of the
UV cut off Λ squared (which, in D ≥ 3 , regularizes the ’transverse’ string
fluctuations). Next, there appears the standard ’t Hooft factor, where h
and b are respectively the genus and the number of the boundary contours
Ck, k = 1, ..., b, of M˜ .
Finally, given a particular model (1.1), the third term J [M˜(T )|{b˜k}] (be-
ing equal to unity for a nonselfintersecting surface M˜ ) is sensitive only to the
topology (but not to the geometry) of selfintersections of M˜ . In particular,
the dependence of J [M˜(T )|{b˜k}] on the coupling constants {b˜k} is collected
from the elementary weights assigned to the admissible ’movable’ singular-
ities (to be specified later on) of the associated map ϕ : M˜ → T . As a
result, the last term (similarly to the remaining ones) is invariant under the
required continuous group of the area-preserving homeomorphisms so that
the pattern (1.2) directly applicable to a generic smooth worldsheet M˜ .
Next, consider the D ≥ 3 continuous flux-theory defined as the statistics
of the smooth worldsheets M˜ which are postulated to be endowed with the
weights (1.2) corresponding to the smooth mappings of M˜ into the Euclidean
space RD . In compliance with the above asserted SC/WC correspondence,
a given specification (1.1) the smooth Gauge String refers to the following
unique continuous YMD model. The local lagrangian of the latter is to be
reconstructed as the D -dimensional ’pull-back’
L2(F )→ LD(F ) : {F
a
µν ; µ, ν = 1, 2} −→ {F
a
µν ; µ, ν = 1, ..., D} (1.3)
of the D = 2 lagrangian (composed of the O(D) -invariant combinations of
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the F aµν ≡ F tensor)
D = 2 : LD(F ) = Λ
D−4
∑
n≥2
∑
r∈Yn
[tr(F k)]pk
gr({b˜k})
, (1.4)
associated to such continuous YM2 theory [19, 21] that its partition func-
tion on a 2d disc (of unit area with the free boundary conditions) is equal
to the plaquette-factor (1.1). (In D ≥ 3 , within each trace of (1.4), the
involved (Fµν)
i
j -factors are prescribed to be totally symmetrized to exclude
the [Fµν , Fρσ] -commutator dependent terms identically vanishing in D = 2 .)
To separate out the ’kinematical’ D-dependent rescaling of the coupling con-
stants, we have introduced the parameter Λ . The latter is to be identified
with the effective UV cut off, for the considered strongly coupled YMD sys-
tems, predetermined by the necessary regularization of the D ≥ 3 YM-flux
transverse fluctuations. Remark also that the N- and Λ -dependent coupling
constants gr({b˜k}) ≡ gr({b˜k}, N,Λ) are canonically labelled by the S(n)
irreps r ∈ Yn (parametrized by the partitions of n :
∑n
k=1 kpk = n ).
In sum, our proposal is that the particular theory of the smooth
Gauge String, thus induced through (1.1), reproduces (to all or-
ders in 1/N ) the corresponding local continuous D ≥ 3 YMD
model (1.4) for sufficiently large coupling constants {grN
2−
∑n
k=1
pk ∼
O(N0)} . (The latter constants are measured in the units of 1/N and Λ akin
to eq. (9.1).) Note that in D = 2 , after proper identification of the cou-
pling constants, this correspondence is justified by the matching with the
2d pattern [13] of Gross and Taylor. One may also expect that the asserted
YMD/String correspondence is unique to the extent that the stringy degrees
of freedom are directly identified with the worldsheets of themicroscopic, con-
served YM-flux immersed (by mappings with certain admissible singularities
to be specified after eq. (1.11) below) into a D -dimensional base-space.
The above constriant on {gr} (selecting the SC regime) accounts for the
fact that in D ≥ 3 the proposed YMD/String duality is limited by the sta-
bility of the YM-flux. In particular, the physical string tension σph (entering
e.g. the asymptotics of the Wilson loop averages) must be positive. As we
will see, despite the extra J [..] -factor in eq. (1.2), the ’bare’ and the phys-
ical string tensions (defined within the 1/N expansion) are conventionally
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related so that the latter condition in the large N limit reads
{ gr({b˜k}, ..) } : σph = (σ˜0({b˜k})− ζD) · Λ
2 > 0 , (1.5)
i.e. the ’bare’ part σ0 = Λ
2σ˜0 should be larger than the D ≥ 3 en-
tropy contribution δσent = −ζDΛ2 due to the transverse string fluctua-
tions. Among our results, the central one is the explicit {b˜k} -dependence
of σ0 = Λ
2σ˜0({b˜k}) entering the worldsheet weights (1.2). It is uniquely
reconstructed
Γ({b˜k}, N, {Cp(R)}) = nσ˜0({b˜k})(1 +O(N
−1)) ; σ0 = Λ
2σ˜0 ∼ O(N
0),
(1.6)
from the formal 1/N asymptotics (with R ∈ Y (N)n , n ∼ O(N
0) ) of the
admissible function Γ(..) defining the associated lattice model (1.1). For
example, the smooth Gauge String induced from the Heat-Kernal action [17]
Z(g2|U) =
∑
n≥0
∑
R∈Y
(N)
n
dimR χR(U) exp[−g˜
2C2(R)/2] , (1.7)
being presumably dual to the standard YMD theory with g
2 = Λ4−Dg˜2 ∼
1/N , refers to the following bare string tension (with g2 ∼ 1/N )
LD(F ) = tr(F
2
µν)/4g
2 ⇐⇒ σ0 = g
2NΛD−2/2 . (1.8)
Summarizing, the predicted pattern (1.6) of σ0 implies that the contin-
uous D ≥ 3 YMD systems are confining at least in the large N SC regime
belonging to the domain (1.5). Although in this regime the standard WC
series are expected to fail, the latter SC phenomenon suggests a mechanism
of confinement for YM4 in the WC phase (see Conclusions). Remark also
that the physical string tension in eq. (1.5) generically is not adjusted to be
infinitely less than the squared UV cut off Λ (which in D = 4 matches with
the above identification Λ ∼ ΛYM4 ). Actually, in the considered YMD mod-
els the introduced smooth flux-worlsheets might become unstable degrees of
freedom even prior to the saturation of (1.5) owing to the presumable large
N phase transition(s) (generalizing the D = 2 situation [12]).
Finally, the distinguished regime of the smooth Gauge String is the ex-
treme large N SC limit where σ0({b˜k}) >> Λ2 . As in eq. (1.5) the entropy-
constant ζD is {b˜k} -independent, in this limit the leading order of the Wil-
son loop averages < WC > is given by the minimal area contiribution that
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allows for a number of nontrivial predictions. First of all, the physical string
tension in this regime merges with the ’bare’ one, σph → σ0 , determined
by eq. (1.6). (We will show in Section 9 that the Witten’s SC asymptotics
[5] of σph in D = 4 is semiquantitatively consistent with the latter predic-
tion). Also, provided the minimal area worldsheet M˜min(C) has the support
Tmin(C) on a 2d manifold (rather than on a 2d cell-complex), in this limit
the pattern of the D ≥ 3 averages < WC > is reduced to the one in the
corresponding continuous D = 2 YM2 theory (1.4) conventionally defined
on Tmin(C) .
1.1 The D ≥ 2 pattern of the Gauge String weights.
A. The D = 2 case.
Recall that, in the 2d framework initiated by Gross and Taylor, the partition
function X˜M of a given continuous YM2 theory on a 2d manifold M of
the area A (without boundaries) is rewritten as the sum
X˜M =
∫
M˜
df (−1)Pf
Nχf
|Cf |
exp[−σ0nfA] ; f : M˜ →M, (1.9)
over the topologically distinct branched covering spaces M˜ of M specified
by the mappings f. The latter maps locally satisfy the definition [26, 23] of
the immersion M˜ → M everywhere on M except for a set of isolated points
where the singularities, corresponding to a branch-point or/and to a collapsed
(to a point) subsurface connecting a few sheets, are allowed. To visualize the
pattern of M˜ as the associated Riemann surface (without foldings but with
the singularities to be viewed as certain collapsed 2d subsurfaces) identified
with a particular string worldsheet M˜ of the total Euler characteristic χf , I
propose the cutting-gluing rules which readily generalize to the D ≥ 3 case.
As for |Cf |, Pf , and nf , in eq. (1.9) they denote respectively the symmetry
factor (i.e. the number of distinct automorphisms κ of f : f ◦ κ = f ), the
’parity’, and the degree (i.e. the number of the covering sheets) of the map
f . The sum (1.9) includes all admissible disconnected contributions in such
a way that the free energy −ln[X˜M ] is supposed to be deduced [13] from
(1.9) constraining the worldsheets M˜ to be connected.
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To make contact with the T = M, A¯ = nfA case of (1.2), observe first
that the summation (1.9) over the maps f effectively enumerates the admis-
sible selfintersections of M˜ . In particular, the sum over the singularities of
f implies the one over the ’nonmovable’ and (the positions of) the ’movable’
branch points parametrized by the corresponding cyclic decomposition {p} :∑n
k=1 kpk = nf of nf . These two types of the points are respectively assigned
with the nontrivial weights w˜{p} and w{p}({b˜k}) (included into the measure
df of (0.5)) which are {b˜k} -dependent only in the ’movable’ case. (The w{p} -
, w˜{p} -factors, together with (−1)Pf/|Cf | , are collected into J [M˜(T )|{b˜k}]
of (1.2).) Therefore, the summation df implies in particular the multiple
integrals ∏
{p}
[w{p}({b˜k})]
m{p}
[m{p}]!
m{p}∏
k=1
∫
M
d2X
(k)
{p} (1.10)
over all positions X
(k)
{p} onM of (a given number m{p} of) the movable branch
points that introduces additional dependence on the area A =
∫
M d
2X
(k)
{p} of
M. (’Nonmovable’ singularities of the f -map can be placed anywhere on M
but do not carry any area- or {b˜k} -dependent factors.) Finally, the bare
string tension σ0 = Λ
2σ˜0({b˜k}) (defined via eq. (1.6)) enters the exponent
of (1.9) as the no-fold variant of the Nambu-Goto term. Our attention is
mostly confined to the option (1.8) corresponding to the D ≥ 2 SU(N)
Heat-Kernal lattice gauge theory (1.7). In this case, σ0 = Λ
2g˜2N/2 and there
are only the simple transposition branch points (i.e. the ones connecting a
pair of the sheets) weighted by w2 = g˜
2N .
Finally, the D = 2 representation (1.9) of the continuous YM2 theo-
ries (1.4) is valid also in the corresponding 2d lattice gauge systems (1.1)
on a discretized surface M . The origin of this two-fold interpretation of
(1.9) resides in the RG invariance of the latter lattice models. Complemen-
tary, owing to the symmetry of the continuous YM2 models (1.4) under the
area-preserving diffeomorphisms, the RG invariance of (1.1) results in the
invariance of the lattice weights w[M˜ ] under the continuous group of the
area-preserving worldsheet homeomorphisms. These homeomorphisms con-
tinuously (rather than discretely) translate the positions of the singularities
of the map f everywhere on M including interiors of the plaquettes.
B. Extension to the D ≥ 3 case.
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A given D ≥ 3 lattice YMD system (1.1) (having some lattice LD as the
base-space B ) can be equally viewed as the YM model (1.1) defined on
the 2d skeleton TD of LD represented by the associated 2d cell-complex.
As we will discuss in Section 7, this reformulation allows to reveal certain
D ≥ 3 ’descedant’ of the 2d RG invariance of (1.1) that in turn foreshadows
the existence of the D ≥ 3 extension of the pattern (1.9).
Consider the partition function X˜LD of the YMD system (1.1) defined
on B = LD . Combining the nonabelian duality transformation [25] with the
methods of algebraic topology [26], we derive that the pattern (1.9) remains
to be valid in D ≥ 3 with the only modification. It concerns the struc-
ture of the relevant mappings (to be summed over) specifying the admissible
topology of the worldsheets M˜ of the YM-flux. The D = 2 maps f are
superseded by the mappings ϕ
ϕ : M˜ −→ T ∈ TD, (1.11)
of a 2d surface M˜ onto a given subspace T (represented by a 2d cell-
complex) of the 2d skeleton TD of the D -dimensional base-lattice LD .
Akin to the D = 2 case, the maps ϕ locally comply with the definition
[26, 23] of the immersion M˜ → T anywhere except for a countable set of
points on T where certain singularities are allowed. The relevant (for the
smooth implementation of the Gauge String) ones are either of the same type
as in the 2d f -mappings (1.9), i.e. the branch points or/and the collapsed
subsurfaces, or of the type corresponding to the homotopy retraction (see e.g.
Appendix C) of the latter irregularities. In particular, the included into dϕ -
measure {b˜k} -dependent weights w{p}({b˜k}) (of the movable branch points)
in D ≥ 3 are equal to their counterparts in the 2d case (1.10) associated to
the same continuous YM2 theory (1.4). (Akin to eq. (1.9), one can argue
that the free energy −ln[X˜LD ] is provided by the restriciton of the sum for
partition function X˜LD to the one over the connected worldsheets M˜ .)
The D ≥ 3 nature of the mappings (1.11) is reflected by the fact that,
owing to possible ’higher-dimensional’ selfintersections of M˜(T ) , the taget-
space T generically is represented by the 2d cell-complex T = ∪kEk rather
than by a 2d surface. (Recall that any 2d cell-complex, after cutting out
along the links shared by more than two plaquettes, becomes [17, 26] a dis-
joint union of 2d surfaces Ek of the areas Ak with certain boundaries.
Conversely, the set {Ek} can be combined back into T = ∪kEk according
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to the incidence numbers [17] corresponding to the entries of the associated
incidence-matrix.) Therefore, the construction of M˜(T ) (via our cutting-
gluing algorithm developed for the canonical branched coverings (1.9)) en-
tails the appropriate generalization of the notion of the Riemann surface
(with the total area A¯ =
∑
k n
(k)
ϕ Ak ). Alternatively, M˜(T ) can be viewed as
the specific generalization of the branched covering space (wrapped around
T) suitable for the analysis of the Gauge String.
Next, as it is shown in Section 8, the total contribution of the world-
sheets M˜ with arbitrary backtrackings (that, generalizing the D = 2 case,
bound any zero 3-volume) vanishes. The simplest J [M˜ (T )|{b˜k}] = 1 pat-
tern (1.2) of w[M˜ ] in D ≥ 2 arises when the genus h connected string
worldsheet M˜(T ) is represented by an embedding T = M˜(T ) (i.e. M˜(T )
does not selfintersect). Nevertheless, the set of all possible J [M˜(T )|{b˜k}] = 1
embedding-weights (1.2) does not discriminate between those distinct models
(1.1)/(1.4) which provide with one and the same bare string tension (1.6).
To distinguish between the different models, the specification of the remain-
ing immersion-weights (assigned to the selfintersecting string worlsheets) is
indispensable. In this way, one reconstructs the data encoded in a given con-
tinuous YM2 theory (1.4) that originally served as the bridge (1.3) between
the Gauge String and the corresponding continuous YMD model.
Owing to the asserted pattern, the D ≥ 3 lattice weights w[M˜(T )] are
invariant under certain continuous group of the area-preserving homeomor-
phisms extending the D = 2 ones. As a result, the set {w[M˜(T )]} can be
unambiguously used to introduce the statistics of the (piecewise) smooth YM
flux-worldsheets M˜(T ) , with the latter homeomorphisms being traded for
the corresponding diffeomorphisms. As for the sum over the worldsheets, it is
specified by the one running over the ϕ -mappings (1.11). This time, one is to
consider the piecewise smooth immersions (with the admissible singularities
which, in D ≥ 4 , can be restricted to the ones listed after eq. (1.11)) of the
2d manifolds M into the D -dimensional space-time B = RD that results
in the worldsheet M˜ with the support on T ∈ RD . In turn, it constitutes
the proper class of the 2d cell-complexes T which can play the role of the
taget-spaces for the considered (piecewise) smooth maps ϕ .
As we will discuss in Section 8, the D ≥ 3 dynamics of the smooth Gauge
String in certain sense is dramatically simpler compared to its lattice coun-
terpart. First of all, it is convenient to make certain redefinition of the bare
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string tension (that amounts to the substitution σ˜0 = λ/2→ λ(1− 1/N2)/2
in the case of (1.7)) to get rid of a redundant subset of the ’movable’ singu-
larities present in the SU(N) mappings (1.11) even for a 1-sheet covering of
T . Given this modification, consider the subset of the smooth worldsheets
M˜(T ) (without boundaries) which are constrained to be strictly nonselfin-
tersecting in D ≥ 5 and allowed to selfintersect at an arbitrary union of
isolated points in D = 4 . (Actually the latter condition can weakened e.g.
to include non(self)intersecting boundary contour(s)). They are assigned
with the simplest J [M˜(T )|{b˜k}] = 1 weight-pattern (1.2). The point is that
in D ≥ 4 the latter subset is dense in the set of all worldsheets
M˜ parametrized by the (piecewise) smooth mappings (1.11) into
RD , provided the latter redefinition of σ˜0 . In particular, it justifies (at least
in D ≥ 4 ) the validity of the simple relation (1.5). As for the more com-
plicated pattern (1.2) of the weights, in D ≥ 4 it is observable for example
within such Wilson loop averages < WC > where the corresponding minimal
surface Smin(C) selfintersects (or when the boundary contour C has some
zig-zag backtrackings).
2 Outline of the further content.
To make the analysis of the D ≥ 2 lattice Gauge String more concise, we
employ the Twisted Eguchi-Kawai (TEK) representation [10] of the large N
’infinite-lattice’ SU(N) gauge systems. Recall that in the limit N →∞ the
partition function (PF) X˜LD of a lattice YMD theory like (1.1) in a D = 2p
volume LD = N2 can be reproduced (at least within both the SC and the
WC series)
lim
N→∞
X˜LD = lim
N→∞

∫ D∏
ρ=1
dUρ
D(D−1)/2∏
µν=1
Z(g2|t · UµUνU
+
µ U
+
ν )


LD
, (2.1)
through the PF X˜D of the associated D -matrix SU(N) TEK model with the
reduced space-time dependence (where t = exp [i2π/N
2
D ] ∈ ZN ). Therefore,
in the N →∞ SC phase, the free energy of (2.1) yields the generating func-
tional for the YMD string-weights assigned to the worldsheets corresponding
to the 2d spheres immersed into LD . On the side of the TEK model, the
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surfaces are ’wrapped around’ the EK base-lattice TEK which has the topol-
ogy of the 2d -skeleton of the D -dimensional cube with periodic boundary
conditions. Thus, TEK is homeomorphic to the 2d cell-complex visualized
as the union
TEK = ∪
D(D−1)/2
µν=1 Eµν , Eρµ ∩ Eρν = lρ , (2.2)
of the D(D−1)/2 mutually intertwined 2-tora Eµν sharing D uncontractible
cycles (i.e. compactified links of the D -cube) lρ in common.
To proceed further, let us first label the SU(N) irreps summed up in each
µν -species of the Z-factor (1.1) entering (2.1) by
Rµν ∈ Y
(N)
nµν , n+ =
D(D−1)/2∑
µν=1
nµν . (2.3)
It is convenient to rewrite the SU(N) TEK PF (2.1) in the following form
X˜D =
∑
{nµν}
∑
{Rµν∈Y
(N)
nµν }
tn+e−S({Rµν})B({Rµν}) =
∑
{nµν}
tn+B({nµν}), (2.4)
introducing the elementary master-integrals B({Rµν}) (which are then com-
posed into B({nµν}) )
B({Rµν}) =
∫ ∏
{ρ}
dUρ
∏
{µν}
χRµν (Uµν) ; e
−S({Rµν}) =
∏
{µν}
e−F (Rµν), (2.5)
where Uµν ≡ UµUνU
+
µ U
+
ν , F (R) is defined by eq. (1.1), and we have used
the identity χR(tV ) = t
n(R)χR(V ), t ∈ ZN , R ∈ Y
(N)
n(R) . In the SC phase,
we are concerned below, the twist-factor t in eq. (2.4) is irrelevant [10] in
the limit N →∞ so that the TEK model is reduced to the original Eguchi-
Kawai one. In this regime, the t = 1 correspondence (2.1) is supposed to be
valid in any (not necessarily even) D ≥ 2 .
Next, making use of the nonabelian duality transformation [25], in Section
3 we rewrite the TEK master-integral B({nµν}) as the weighted sum of the
Trn+ -characters (i.e. traces)
B({nµν}) =
∑
{Rµν∈Y
(N)
nµν }
e−S({Rµν}) Trn+ [D( An+({Rµν}) )] , (2.6)
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of certain master-elements An+({Rµν}) =
∑
σ∈S(n+) a(σ|{Rµν}) σ . Being
defined by eqs. (3.34),(3.35), they take values in the tensor representation of
the S(n+) algebra (with n+ being given by eq. (2.3)). The latter is deduced
by linearity from the canonical representation [16] for S(n) -group elements
σ
D(σ)
{i⊕n}
{j⊕n} = δ
iσ(1)
j1 δ
iσ(2)
j2 ...δ
iσ(n)
jn ; σˆ : k → σ(k) , k = 1, ..., n, (2.7)
where δij denotes the ’N-dimensional’ Kronecker delta function.
To relate (2.6) with the stringy pattern like (1.9), in Section 4 we rep-
resent this equation in the form suitable for the algebraic definition of the
topological data. First of all, one observes (see Appendix B) that the Trn+ -
trace in eq. (2.6) is simply related to the associated character of the regular
S(n+) -representation. As a result, B({nµν}) can be rewritten as the delta-
function on the S(n+) -algebra (that selects the contribution of the weight
of the S(n+) unity-permutation 1ˆ[n+] )
B({nµν}) = Trn+ [D(A˜n+)] = δn+( Λ
(1)
n+ A˜n+ ) (2.8)
that already played the important role in the D = 2 analysis [13]. Next,
employing the Schur-Weyl duality, both the operator Λ(1)n+ (defined by the
U(N) variant of eq. (3.9), see Section 3) and
A˜n+ =
∑
{Rµν∈Y
(N)
nµν }
e−S({Rµν}) An+({Rµν}) (2.9)
are reformulated entirely in terms of the symmetric group elements (i.e. no
SU(N) irreps Rφ are left). The resulting expression (4.8) is suitable to
specify the mappings (1.11). The D ≥ 3 nature of (1.11) is reflected by the
outer-product structure of A˜n+ which is represented as certain combination
of the S(nφ) -blocks embedded to act in the common enveloping space of the
S(n+) = ∪φS(nφ) algebra (with φ ∈ {µν}, {ρ} ). The technique, dealing
with such compositions, is naturally inherited from the nonabelian duality
transformation [25].
The remaining material is organized as following. In Section 5, we rederive
by our methods the Baez-Taylor reformulation [27] of the Gross-Taylor 2d
pattern (1.9) for the Heat-Kernal model (1.7). We also briefly sketch how
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our method generalizes for any admissible model (1.1). Being more compact
than the Gross-Taylor one, the D = 2 representation of the Baez-Taylor type
has the structure where the full stringy pattern is not entirely manifest. To
circumvent this problem we formulate a simple prescription how to transform
the latter into the former.
The D ≥ 3 generalization of the 2d Baez-Taylor representation [27] is
derived in Section 6 for the Eguchi-Kawai models (2.1) which fully justifies
the announced pattern (1.11) of the D ≥ 3 mappings. (In particular, we
make certain conjecture concerning the concise topological reinterpretation,
generalizing the D = 2 one [18], of the D ≥ 3 sums like (1.9) in the formal
topological limit when Γ(..) → 0 .) As well as in the D = 2 case, to relate
the obtained D ≥ 3 representation with the manifest stringy pattern (1.2),
a natural extension of the D = 2 prescription (formulated in Section 5)
is suggested. In Section 7, we discuss the structure of the asserted continu-
ous group of the area-preserving homeomorphisms (the generic lattice Gauge
String weights w[M˜ ] are endowed with) and make a brief comparison with
the earlier large N variants [8, 7] of the Wilson’s SC expansion [6] devoid of
the latter invariance. In Section 8, we discuss the major qualitative features
of the Gauge String accentuating the similarities and differences between the
continuous flux-theory and the conventional paradigm of the D ≥ 3 ’funda-
mental’ strings. In the last section, we put forward a speculative proposal
for the mechanism of confinement in the standard weakly-coupled continu-
ous gauge theory (1.8) at large N. Also a preliminary contact with the two
existing stringy proposals [5, 1] is made. Finally, the Appendices contain
technical pieces of some derivations used in the main text.
3 The Dual Representation of X˜D .
To derive (2.6), we apply the nonabelian duality transformation to the par-
tition function of the SU(N) TEK model (2.1)/(1.1) following the general
algorithm formulated in [25] for a generic SU(N) D -matrix system. To be-
gin with, the SU(N) character is to be represented in the form (see e.g.
[18, 25]) reminiscent of the one of eq. (2.6). Let CR denote the canonical
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Young idempotent [16] proportional, PR = dRCR , to the Young projector
PR =
dR
n!
∑
σ∈S(n)
χR(σ) σ , R ∈ Yn , (3.1)
where χR(σ), dR are the character and the dimension associated to the
S(n) irrep R (while [PR, σ] = 0, ∀σ ∈ S(n) ). Then, χR(U) assumes (akin
to (2.6)) the form of the trace: χR(U) = Trn[D(CR)U
⊕n], R ∈ Y (N)n , where
Trn[D(σ)U
⊕n] =
N∑
i1i2..in=1
U
iσ(1)
i1 U
iσ(2)
i2 ...U
iσ(n)
in , (3.2)
and the tensor D(σ) is defined in eq. (2.7).
Altogether, it implies that the master-integral (2.5) can be rewritten in
the synthetic form
B({Rµν}) =
∫
Tr4n+ [D(Ξ4n+({Rµν})) D({Uρ ⊗ U
+
ρ })]
D∏
ρ˜=1
dUρ˜ (3.3)
where the S(4n+) -algebra valued tensor D(Ξ4n+({Rµν})) (to be defined by
eq. (3.19) below) multiplies the complementary tensor given by the ordered
direct product of the 4n+ elementary N ×N matrices (Uρ)ij, (U
+
ρ )
k
l :
D({Uρ ⊗ U
+
ρ }) ≡
D⊗
ρ=1
(
(Uρ)
⊕nρ ⊗ (U+ρ )
⊕nρ
)
, 2n+ =
D∑
ρ=1
nρ . (3.4)
Given Ξ4n+({Rµν}) , we first derive the intermediate S(4n+) representation
B({Rµν}) = Tr4n+[ D( J4n+({Rµν}) ) ] (3.5)
which in Section 3.3 will be transformed into the final S(n+) form of eq.
(2.6). To determine the operator J4n+ ∈ S(4n+) , in (3.3) one is to substitute
the dual form [25] of the SU(N) measure, i.e. to represent the result of the
D different Uρ -integrations as an S(4n+) -tensor akin to D(Ξ4n+({Rµν})) .
Before we explain the latter procedure, let us make the pattern of the
element Ξ4n+({Rµν}) =
∑
σ∈S(4n+) ξ(σ|{Rµν}) σ more transparent relating
the explicit form of the S(4n+) -group tensor D(σ) with the one of (3.4).
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To this aim, we introduce first a particular S(4n+) permutation α{nρ} via
the mapping m → α(m), m = 1, ..., 4n+ . Then, generalizing the tensor
representation (2.7), the tensor D(α{nρ}) stands for
δ
iα(1)
j1 ...δ
iα(n1)
jn1
δ
kα(n1+1)
ln1+1
...δ
kα(2n1)
l2n1
...δ
kα(4n+−2nD)
l4n+−2nD
...δ
kα(4n+−nD)
l4n+−nD
...δ
kα(4n+)
l4n+
. (3.6)
where, to each individual Uρ -,U
+
ρ -factor in the product (3.4), we associate
one copy of the Kronecker delta-function. In this way, both D(α{nρ}) and
the block (3.4) are defined to act on one and the same S(4n+) space (to be
manifestly constructed, see eqs. (3.13),(3.14) below). Complementary, the
pattern of the trace (3.5) of J4n+({Rµν}) (defined through the structures like
(3.6)) naturally generalizes the above convention (3.2) to the case of (3.4).
3.1 The Dual form of the SU(N) measure.
On a given base-lattice, a generic multilink integral (like in (2.1)) evidently
can be expressed [17] in terms of the 1-link integrals MG(n,m)p1...qmj1...lm :∫
(U)p1j1 ...(U)
pn
jn (U
+)q1l1 ...(U
+)qmlm dU ≡
∫
D(U)
{p⊕n}
{j⊕n} D(U
+)
{q⊕m}
{l⊕m} dU (3.7)
composed of the N × N matrices (U)pkjk , (U
+)qklk in the (anti)fundamental
representation of the considered Lie group G . As we will show in a moment,
the SU(N) TEK partition function (PF) (2.1) is invariant under the sub-
stitution of the SU(N) link-variables by the U(N) = [SU(N) ⊗ U(1)]/ZN
ones. In the U(N) case, where the dual [25] form of MU(N)(n,m) in terms
of the S(n) -valued tensors (2.7) reads
MU(N)(n,m)p1...qmj1...lm = δ[n,m]
∑
σ∈S(n)
D(σ−1Λ(−1)n )
{q⊕n}
{j⊕n} D(σ)
{p⊕n}
{l⊕n} . (3.8)
that renders manifest the previously known interrelation [17, 13] between
(3.7) and the symmetric group’s structures. The operator Λ(−1)n ∈ S(n)
belongs to the (U(N) option of the) family [25]
Λ(m)n =
∑
R∈Y
(N)
n
dR (n! dimR/dR)
m CR , m ∈ Z , (3.9)
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where CR = PR/dR is defined by eq. (3.1). In eq. (3.9), dR and dimR
are respectively the dimension of the S(n) -irrep and chiral U(N) -irrep both
described by the same Young tableau Y (N)n containing not more than N rows.
(In eqs. (4.4),(4.8) below, we will consider the SU(N) variant of Λ(m)n where
the sum is traded for the one over the SU(N) irreps.)
As for the possibility to substitute the SU(N) TEK link-variables by the
U(N) = [SU(N)⊗U(1)]/ZN ones, the pattern of eq. (2.1) ensures that the
TEK action is invariant under the D copies of the extended transformations
[U(1)]⊕D : Uρ → tρUρ , where tρ ∈ U(1) rather than taking value in the
center-subgroup ZN of SU(N) . As a result, the nondiagonal moments
MSU(N)(n,m) , n 6= m , do not contribute into the TEK PF X˜D . As for the
remaining diagonal integrals MSU(N)(n, n) , the latter extended invariance
justifies [25] the required substitution: MSU(N)(n, n) = MU(N)(n, n), ∀n ∈
Z≥0 . Moreover, in the context of the large N SC expansion, in eq. (3.9) one
can insert the SU(N) variant of Λ(−1)n . (The difference can be traced back
to the contributions of the SU(N) string-junctions which are supposed to be
irrelevant to all orders in 1/N.)
Actually, the derivation of (3.5) calls for the alternative S(2n) reformu-
lation [25] of the S(n) ⊗ S(n) formula (3.8) that will require the explicit
form of an S(2n) -basis. For this purpose, we first recall that each individual
matrix U+ρ or Uρ can be viewed [16] as the operator acting on the associ-
ated elementary N-dimensional subspace |i±(ρ) > according to the pattern:
Uˆ |i− >=
∑N
j−=1
U
j−
i− |j− > and similarly for Uˆ
+|i+ > . Complementary, for
a given σ ∈ S(n) , the operator (2.7) acts as the corresponding permutation
of the elementary subspaces |ik >
σˆ|i1 > |i2 > ...|in >= |iσ−1(1) > |iσ−1(2) > ...|iσ−1(n) >≡ D(σ)
{j⊕n}
{i⊕n} |j >
⊕n
(3.10)
where in the r.h.s. the summation
∑
{jk} is implied. As a given S(4n+) -
basis is constructed as the outer product of the 4n+ building blocks |i±(ρ) >
(ordered according to a particular prescription), the elementary subspaces
|ik > of eq. (3.10) are represented by |i±(ρ) > .
Returning to the S(2n) -reformulation of eq. (3.8), in the basis |I2n >=
|I(+)n > ⊗|I
(−)
n > (with |I
(±)
n >= |i± >
⊕n ) it reads∫
dUD(U)j1...jni1...inD(U
+)
jn+1...j2n
in+1...i2n = D(Φ2nΓ(2n)(Λ
(−1)
n ⊗ 1ˆ[n]))
{j⊕2n}
{i⊕2n} , (3.11)
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where 1ˆ[n] denotes the ’unity’-permutation of the S(n) group, Λ
(−1)
n ∈ S(n)
is defined by eq. (3.9), while Γ(2n) =
∑
σ∈S(n)(σ
−1 ⊗ σ) , i.e.
D(Γ(2n))
{j⊕2n}
{i⊕2n} =
∑
σ∈S(n)
D(σ−1)
j1...jn
i1...in
⊗D(σ)jn+1...j2nin+1...i2n ∈ S(2n) . (3.12)
To restore the ρ -labels, n → nρ , observe first that the ordering of the
{Uρ} -factors in eq. (3.4) is associated to the following basis
|I˜4n(+) >=
D⊗
ρ=1
|I2n(ρ) > ; |I2n(ρ) >= |I
(+)
n(ρ) > ⊗|I
(−)
n(ρ) >, (3.13)
|I(±)n(ρ) >=
D−1⊗
ν 6=ρ
|I(±)n(ρν) > ; |I
(±)
n(ρν) >= |i±(ρ) >
⊕n(ρν) |i±(ν) >
⊕n(ρν), (3.14)
where 2n+ =
∑D
ρ=1 nρ , and |I
(±)
n >= |i± >
⊕n (used in eq. (3.11)) matches
with |I(±)n(ρ) > . Therefore, for a given link ρ , the left and the right S(nρ) -
subblocks of Γ(2nρ) in eq. (3.12) act respectively on |I
(+)
n(ρ) > and on
|I(−)n(ρ) > . The same convention is used for the S(nρ) -subblocks in the di-
rect product (Λ(−1)nρ ⊗ 1ˆ[nρ]) entering eq. (3.11).
The remaining S(2nρ) -operator Φ2nρ , being considered in the alterna-
tively ordered basis |I˜2n(ρ) > for each |I2n(ρ) > -subsector,
|I2n(ρ) >→ |I˜2n(ρ) > = (|i+(ρ) > ⊗|i−(ρ) >)
⊕nρ (3.15)
(with |i±(ρ) >⊕n(ρ)= ⊗
D−1
ν 6=ρ |i±(ρ) >
⊕n(ρν) ), takes the simple form of the outer
product of the 2-cycle permutations c2 ∈ C(2)
Φ2nρ = (c2)
⊕nρ ∈ S(2nρ) ; c2 : {12} → {21} , (3.16)
where each c2 ∈ S(2) acts on the ’elementary’ sector |i+(ρ) > ⊗|i−(ρ) > .
It completes the embedding of the S(2nρ) operators (3.11), representing the
individual 1-link integrals, to act in the common ’enveloping’ S(4n+) -space.
(It is noteworthy [25] that the three S(2nρ) subblocks of the inner-product
in the r.h.s. of eq. (3.11) commute with each other.)
18
3.2 The Dual form of the TEK action.
Let us now turn to the derivation of the master-element Ξ4n+({Rµν}) enter-
ing the synthetic representation (3.3) of the master-integral (2.5). For this
purpose, we first specify an alternative, more suitable S(4n+) basis
|I4n(+) >=
D(D−1)/2⊗
µν=1
|I4n(µν) > , (3.17)
|I4n(µν) >= (|i+(µ) > |i+(ν) > |i−(µ) > |i−(ν) >)
⊕nµν (3.18)
where in eq. (3.18) the product of the four elementary blocks |i±(ρ) > is
associated to the elementary µν -holonomy Uµν entering eq. (2.5). As it is
derived in Appendix A, in this basis one obtains
Ξ4n+({Rµν}) =
D(D−1)/2⊗
µν=1
P4nµν (Rµν) ·Ψ4nµν ; n+ =
∑
{µν}
nµν , (3.19)
where each of the operators P4nµν (Rµν), Ψ4nµν ∈ S(4nµν) is supposed to act
on the corresponding |I4n(µν) > subspace of |I4n(+) > . Given (3.18), Ψ4nµν
assumes the simple form of the outer product
Ψ4nµν = (c4)
⊕nµν ∈ S(4nµν) ; c4 : {1234} → {4123} , (3.20)
with each individual 4-cycle permutation c4 ∈ C(4) acting on the elementary
plaquette subspace
|i+(µ) > |i+(ν) > |i−(µ) > |i−(ν) > (3.21)
ordered in accordance with the original pattern (2.5) of the plaquette-labels
of Uµν .
As for P4nµν (Rµν) , making use of the alternative basis |I4n(µν) >→
|I˜4n(µν) > of the S(4nµν) -subspace in (3.18):
|I˜4n(µν) >= |i+(µ) >
⊕nµν |i+(ν) >
⊕nµν |i−(µ) >
⊕nµν |i−(ν) >
⊕nµν ,
(3.22)
we employ (see Appendix A) the following representation
P4nµν (Rµν) = 1ˆ[nµν ] ⊗ 1ˆ[nµν ] ⊗ (CRµν
√
dRµν )⊗ (CRµν
√
dRµν) , (3.23)
19
where 1ˆ[nµν ] denotes the S(nµν) -unity. More explicitly, the four (ordered)
S(nµν) -factors in eq. (3.23) are postulated to act on the corresponding four
(ordered) nµν -dimensional subspaces (3.22) of |I˜4nµν > . Altogether, we have
formulated the required (for the derivation of eq. (3.5)) embedding of the
S(4nµν) operators Ψ4nµν , P4nµν (Rµν) into the enveloping S(4n+) -space.
3.3 B({Rµν}) as the Trn+ -character.
Combining together eqs. (3.19) and (3.11) in compliance with the pattern of
eq. (3.3), we arrive at the dual representation of the master-integral (2.5) as
the S(4n+) character (3.5) with the master-element
J4n+({Rµν}) =
(
⊗
D(D−1)/2
µν=1 Ψ4nµν
)
·
(
⊗Dρ=1∆2nρ({Rρν})
)
, (3.24)
∆2nρ({Rνρ}) = Φ2nρ · Γ(2nρ) ·K2nρ({Rνρ}) ∈ S(2nρ) . (3.25)
For later convenience, we have introduced the S(nρ)
⊗
S(nρ) combination
that in the |I2n(ρ) > basis (3.13) reads
K2nρ({Rνρ}) = Λ
(−1)
nρ
⊗(
⊗D−1ν 6=ρ CRρν
√
dRρν
)
, (3.26)
where Λ(−1)nρ acts onto |I
(+)
n(ρ) > , while each of the CRρν factors acts on the
|I(−)n(ρν) > -subspace of |I
(−)
n(ρ) > .
Next, let us complete the duality transformation trading the intermediate
S(4n+) representation (3.5) for its final S(n+) pattern (2.6). To this aim,
it is convenient to start with the alternative following alternative form of
the master-element (3.24). As it is demonstrated in Appendix A, the dual
representation (3.5) does not alter when in the element (3.24)/(3.25) one
makes the substitution
⊗Dρ=1Φ2nρ → ⊗
D
ρ=1(Φ2n(ρ))
2 ∼= ⊗Dρ=11ˆ[2nρ] = 1ˆ[4n+] . (3.27)
so that (inside the Tr4n+ -character) in eq. (3.25) all the operators Φ2n(ρ)
can be omitted.
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3.3.1 The D = 2 case.
Next, it is appropriate to proceed with the simplest D = 2 case of (3.5)
corresponding to the well studied continuous SU(N) gauge theory on a 2-
torus. It will provide not only with a cross-check of our D ≥ 2 formalism but
also with the motivation for the announced reduction, S(4n+) −→ S(n+) ,
of the enveloping space. In D = 2 , the this reduction is encoded in the
basic property (following from eqs. (A.1),(A.3) in Appendix A) of the Ψ4n
operator (3.20)
Trn[U
⊕n
µν ] = Tr4n[D(Ψ4n)U˜
⊕n
µν ] ; U˜µν = Uµ ⊗ U
+
µ ⊗ Uν ⊗ U
+
ν , (3.28)
while Uµν = Uµ · Uν · U+µ · U
+
ν . Making the substitution Uρ → σ
(+)
ρ , U
+
ρ →
σ(−)ρ , one obtains
Tr4n[D(

 2⊗
ρ=1
(σ(+)ρ ⊗ σ
(−)
ρ )

 ·Ψ4n)] = Trn[D( D∏
ρ=1
σ(+)ρ ·
D∏
µ=1
σ(−)µ )], (3.29)
where in the l.h.s. the operators σ(±)ρ ∈ S(n) (combined into the outer
product) act on the associated |I(±)n > subspaces of the S(4n) basis (3.13).
As for the ordering inside the two inner ρ -products in the r.h.s. of eq. (3.29),
in both products it complies with the ordering of the |i+(ρ) > (or, equally,
|i−(ρ) > ) elementary blocks in eq. (3.21).
Let us apply the identity (3.29) to the D = 2 option of (3.5), (3.24).
Combining eq. (3.29) with the orthonormality PR1PR2 = δR1,R2PR1 of
PR = dRCR and taking into account the standard relation Trn[CRσ] =
dimRχR(σ)/dR (between the projected Trn -trace and the canonical S(n)
character χR , see e.g. [25]), one easily obtains
B(R) =
1
dimR
{
(
dR
n!
)2 ∑
{σρ∈S(n)}
χR([σ1, σ2])
dR
} =
1
dimR
, (3.30)
where R ∈ Y (N)n , and [σ1, σ2] conventionally stands for (σ1σ2σ
−1
1 σ
−1
2 ) . We
have also used that the block in the curly brakets of (3.30) is equal to unity
according to the identity derived in [13]. Together with eq. (2.4), the expres-
sion (3.30) for B(R) precisely matches with the (genus one) result of [11, 19]
derived by the combinatorial method of [20].
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3.3.2 The D ≥ 3 case.
Returning to the generic D ≥ 3 Tr4n+ -character (2.5) of the master-element
(3.24), the S(4n+)→ S(n+) reduction of the enveloping space is performed
with the help of the following generalization of the D = 2 identity (3.29)
Tr4n+ [ D(

D(D−1)/2⊗
µν=1
Ψ4nµν

 ·

 D⊗
ρ=1
(σ(+)ρ ⊗ σ
(−)
ρ )

) ] =
= Trn+[ D(

 D∏
ρ=1
(σ(+)ρ ⊗ 1ˆ[n+
nρ
])

 ·

 D∏
ρ=1
(σ(−)ρ ⊗ 1ˆ[n+
nρ
])

) ]. (3.31)
Let us simply explain the meaning of the above pattern, while for more details
see Appendix A. In the l.h.s. of (3.31), the outer µν -product is defined in the
same way as in eq. (3.24), and the operators σ(±)ρ ∈ S(nρ) (composed into
the outer ρ -product) act on the associated |I(±)n(ρ) > subspace of the S(4n+)
basis (3.13). As for the r.h.s. of (3.31), we first construct the following S(n+)
basis. To begin with , one is to introduce the N -dimensional spaces |i(µν) >
, i = 1, ..., N, parametrized by the plaquette label µν = 1, ..., D(D − 1)/2 .
Then, the S(n+) operators (recall that n+ =
∑
{µν} nµν ) can be viewed as
acting on
|In(+) >=
D(D−1)/2⊗
µν=1
|In(µν) > , |In(µν) >= (|i(µν) >)
⊕nµν , (3.32)
according to the same rule (3.10) that has been already used for the S(4n+)
operators. Given this convention, each operator σ(±)ρ is postulated to act on
the associated S(nρ) subspace |I˜n(ρ) > of |In(+) > ,
|I˜n(ρ) >=
D−1⊗
ν 6=ρ
(|i(ρν) >)⊕nρν , nρ =
D−1∑
ν 6=ρ
nρν , (3.33)
where the ordering of the |i(ρν) > blocks matches with the one in eq. (3.32).
As for 1ˆ[n+/nρ] , in eq. (3.31) it denotes the unity permutation on the S(n+−
nρ) subspace of (3.32) complementary to (3.33). In the D = 2 case, where
n+ = n1 = n2 , the general eq. (3.31) readily reduces to its degenerate variant
(3.29).
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To complete the construction (3.31), one should specify the ordering in-
side the two inner ρ -products of its r.h. side. We defer this task till the
end of the section and now apply the identity (3.31) to the Tr4n+ character
(3.5) of the master-element (3.24). For this purpose, all what we need is the
proper identification of the composed into J4n+({Rµν}) permutations with
σ(±)ρ . To this aim, let denote by λµν and λρ the permutations which enter
the definition (3.1) of the relevant operators CRφ = PRφ/dRφ ∈ S(nφ) (com-
bined into K2nρ of eq. (3.26), with Λ
(−1)
nρ ∈ S(nρ) being given by eq. (3.9))
assigned with the associated labels φ ∈ {µν}, {ρ} . Complementary, let σρ
stands for the permutations entering the definition (3.12) of Γ(2nρ) . Iden-
tifying (⊗D−1µ6=ρ λµρ) · σρ → σ
(−)
ρ , λρ · σ
−1
ρ → σ
(+)
ρ (without numb summation
over ρ ), after some routine machinery one derives for the master-element
An+({Rµν}) =
D∏
ρ=1
∑
Rnρ∈Y
(N)
nρ
d2Rρ
nρ!dimRρ
∑
σρ∈S(nρ)
F ({σρ}; {Rφ}) , (3.34)
F =

⊗
{µν}
CRµν

 ·

∏
{ρ}
(σρ ⊗ 1ˆ[n+
nρ
])

 ·

∏
{λ}
(σ−1λ CRλ ⊗ 1ˆ[n+
nλ
])

 , (3.35)
so that its trace (2.6) determines the B({Rµν}) -block (2.5) of the TEK
partition function (PF).
Altogether, it establishes the exact duality transformation of the TEK
PF (2.1) which is one of the main results of the paper. In certain sense
(modulo the explicit presence of the σρ -twists), it provides with the D ≥ 3
generalization of the representation [11, 19] for the PF of the continuous
gauge theory on a 2d manifold. Also, it can be compared with the con-
siderably simpler pattern of the PF of the judiciously constructed solvable
D -matrix models [24] where B({Rµν}) depends nontrivially only on the as-
sociated generalized Littlewood-Richardson coefficients. (On the contrary,
the pattern (3.24) encodes the general Klebsch-Gordan coefficiens.)
3.3.3 The ordering inside the inner ρ -products .
Finally, let us discuss the ordering inside the two inner ρ -products of the
r.h. side of eq. (3.31). As it is shown in Appendix A, this ordering is entirely
predetermined by the following characteristics G(ρ) of a particular ρ -label
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called its cardinality. Consider the D(D− 1)/2 dimensional vector M({ρ})
defined so that its components Mk({ρ}) are in one-to-one correspondence
with the D(D − 1)/2 labels µν (where 1 ≤ µ < ν ≤ D ). The latter
parametrize the µν th plaquette-holonomies Uµν entering the characters in
eq. (2.5). Let the µν th component of M({ρ}) is equal to the first link-label
µ of the plaquette-label: Mµν({ρ}) = µ . Then, the cardinality (ranging
from 0 to D − 1 ) is postulated to be G(µ) =
∑D(D−1)/2
k=1 δ[µ,Mk({ρ})] , i.e.
the number of times the particular µ -label enters the entries of the vector
M({ρ}) . In eq. (2.5), it is always possible to arrange for a nondegenerate
cardinality assignement {G(ρ)} when G(ρ1) 6= G(ρ2) if ρ1 6= ρ2 . Then,
given a nondegenerate set {G(ρ)} , the (σ(±)ρ ⊗ 1ˆ[n+/nρ]) factors in the eq.
(3.31) are ordered (from the left to the right) according to the successively
decreasing G(ρ) -assignements of their ρ -labels.
4 Schur-Weyl transformation of B({nµν}) .
To transform the dual representation (2.6)/(3.34) of the TEK PF X˜D into
the D ≥ 2 stringy representation like (1.9), one is rewrite B({nµν}) entirely
in terms of the symmetric groups’ variables which are suitable for the alge-
braic definition of the topological data associated to the mappings (1.11).
For this purpose, we employ the following two useful identities (derived in
Appendices B and D) which reflect the Schur-Weyl complementarity of the
Lie and the symmetric groups. The first one trades the ubiquitous operator
(3.9) for the product of the two elements of the associated S(n) algebra
Λ(m)n = P
(N)
n · (N
nΩn)
m , P (N)n =
∑
R∈Y
(N)
n
PR , (4.1)
where the projector (P (N)n )
2 = P (N)n , P
(N)
n = 1 if n < N , (that indepen-
dently appeared within the method of [27]) reduces the S(n) Yn -variety of
irreps to the Y (N)n -one of either U(N) or SU(N) . As for the second element
Ωn =
∑
σ∈S(n)
(1/N)n−K[σ] σ ; [ Ωn, ρ ] = 0 , ∀ρ ∈ S(n), (4.2)
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(belonging the center of the S(n) -algebra), it is defined [13] by the equation
(dimR)m =
χR((N
nΩn)
m)
dR
(
dR
n!
)m
; n−K[σ] =
n∑
k=1
(k − 1)pk , (4.3)
where m ∈ Z , and the factor K[σ] =
∑n
k=1 pk in eq. (4.2) denotes the total
number of various k -cycles in the cyclic decomposition of the conjugacy class
[σ] = [1p1 , 2p2, ..., npn] ,
∑n
k=1 kpk = n .
Generalizing (4.1), the second key-identity deals with the similar sum
weighted this time by the factor e−Γ (which defines a generic model (1.1))
∑
R∈Y
(N)
n
e−Γ(..,{Cp(R)}) dR
(
n!dimR
dR
)m
CR = P
(N)
n · (N
nΩn)
m ·Qn(Γ). (4.4)
In the Heat-Kernal case (1.7) where Γ(..) = λC2(R)/2N , the S(n) -algebra
valued operator Qn(Γ) reads
Qn(Γ) = exp[−
λ
2
(n−
n2
N2
)] exp[−
λ
N
Tˆ
(n)
2 ] , Tˆ
(n)
2 =
∑
τ∈T
(n)
2
τ , (4.5)
where T
(n)
2 ≡ T2 denotes the S(n) conjugacy class [1
n−221] of the simple
transposition, and λ = g˜2N . In a generic admissible model (1.1), as it is
demonstrated in Appendix E, the operator Qn(Γ) generalizes to
Qn(Γ) = exp[
∑
{p}
υ{p}({b˜k}, n, N) Tˆ
(n)
{p} ] , Tˆ
(n)
{p} =
∑
ξ{p}∈T
(n)
{p}
ξ{p},
(4.6)
where Tˆ
(n)
{p} denotes the sum of the S(n) permutations belonging to a partic-
ular conjugacy class T
(n)
{p} labelled by the partition {p} of n :
∑n
i=1 kpk = n, .
As for the weight υ{p}(..) , it assumes the form (which, in particular, results
in the required asymptotics (1.6))
υ{p}({b˜k}, n, N)
N−
∑n
k=1
(k−1)pk
=
M{p}∑
m=0
∑
l≥[m/2]
s{p}({b˜k}, m, l) N
−2l nm, (4.7)
where m, l ∈ Z≥0 , and [m/2] = m/2 or (m + 1)/2 depending on whether
m is even or odd (while s{p}(..) ∼ O(N
0) ). The specific pattern of υ{p}(..)
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implies that in eq. (1.1) the function Γ(..) satisfies certain conditions (see
Appendix E) that ensure the consistent stringy interpretation of (4.7) to be
discussed in Section 6 (for eq. (4.5)) and in Appendix E (for eqs. (4.6)/(4.7)).
Combining (4.1),(4.4) with the delta-function reformulation (2.8) of the
Trn+ character (derived in Appendix B), we arrive at the explicit ⊗φS(nφ)
representation for the building block B({nµν}) of the TEK partition function
(2.4). This central, for the present discussion of the lattice Gauge String,
expression reads
δn+(Λn+

⊗
{µν}
QnµνΛnµν
nµν !

 ∑
{σρ˜}
∏
{ρ}
(σρ ⊗ 1ˆ[n+
nρ
])
∏
{µ}
(σ−1µ Λ
(−1)
nµ ⊗ 1ˆ[n+
nµ
])), (4.8)
where, to all orders in 1/N, one can safely use the SU(N) variant of the rep-
resentation (4.1) of Λ(m)nφ . It is noteworthy that the [Z2]
⊕D(D−1)/2 invariance
(with respect to Rµν ↔ R¯µν ) of the sums in (2.1) defining the plaquette-
factor (1.1) results in the invariance of eq. (4.8) under the simultaneous per-
mutations ρ, µ → σ(ρ), σ(µ), ∀σ ∈ S(D) of the link-labels ρ, µ = 1, ..., D,
in the two ordered inner products.
5 The stringy form of B(n) in D = 2 .
To begin with, in the D = 2 case (where n+ = n12 = n1 = n2 ) all the
involved into (4.8) S(nφ) operators act in one and the same S(n) -space
that matches with the reduced formula (3.29). The resulting amplitude in
the Heat-Kernal case (1.7) reads (with B(0) ≡ 1 )
B(n) =
e−
λ
2
(n− n
2
N2
)
n!
∑
{σρ},T
(n)
2 ∈S(n)
δn(P
(N)
n e
− λ
N
Tˆ
(n)
2 (NnΩn)
1−2+1[σ1, σ2]) (5.1)
that is in complete agreement with the genus-one result [27] of Baez and
Taylor derived by a different method. It provides with the more compact
reformulation of the Gross-Taylor stringy pattern (1.9), although the trans-
formation (to be summarized by eqs. (5.7),(5.8) below) relating the two
representations is not entirely manifest. Let us proceed recasting (5.1) into
the form ’almost’ equivalent to the one of (1.9).
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To make contact with the pattern of the f -mapping of eq. (1.9), first it
is convenient to decompose
P (N)n =
∑
T
(n)
{p}
∈S(n)
P (N)n (T
(n)
{p}) Tˆ
(n)
{p} , (5.2)
where Tˆ
(n)
{p} is defined in eq. (4.6). Then, expanding all the exponents except
e−
λ
2
n = e−σ˜0n , one is to rewrite (5.1) as
B(n) =
∑
i,s,t≥0
∑
T{p}∈S(n)
∑
f∈M˜
N−2(t+s)−i
|Cf({p})|
P (N)n (T{p}) Kn(i, s, t), (5.3)
Kn(i, s, t) = e
−λ
2
n (λ)
i+s+t
i!s!t!
(−1)ins(n2 − n)t
2s+t
, (5.4)
where in the first exponent of (5.1) one is to decompose n2 = n/2+n(n−1)/2 ,
and for simplicity we denote T{p} ≡ T
(n)
{p} in the rest of the section. As for
the symmetry factor,
∑
f∈M˜({p},n,i)
1
|Cf({p})|
=
∑
{σρ∈S(n)}
1
n!
δn( Tˆ{p} (Tˆ2)
i [σ1, σ2] ), (5.5)
it emerges when one reformulates the r.h.s. of (5.5) as the sum over certain
maps (1.9) (to be explicitly constructed below). The latter can be viewed as
the topological mappings (i.e. immersions without singularities)
f : f(M˜ − {f−1(qs)}) =M − {qs} . (5.6)
of the space M˜ −{f−1(qs)} onto the base-space torus M with i+ 1 deleted
points {qs} . These maps define [26] the admissible (by the data in the r.h.s.
of (5.5)) branched covering spaces M˜ of M which can be visualized as the
Riemann surfaces M˜ ≡ M˜({p}, n, i) (to be identified with the worldsheets
of the YM-flux) with n -sheets and i+ 1 branch points located at {qs} .
As for the sums (5.3) over the nonnegative integers i, t, s , in addition
to the number of the ’movable’ simple branch-points (where two sheets are
identified), they refer to the extra ’movable’ singularities of the map (1.9).
Namely, one is to attach to M˜({p}, n, i) the t collapsed to a point mi-
croscopic tubes (connecting two sheets) and the s collapsed to a point
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handles (glued to a single sheet). Altogether, it results in the worldsheet
M˜({p}, n, i|t, s) .
The important observation [13] is that the factor |Cf({p})| is equal
to the number of distinct automorphisms of the branched covering space
M˜({p}, n, i|t, s) in question. Complementary, in the absence of the P (N)n -
twist (i.e. when T{p} → 1ˆ ), the 1/N factor enters (5.3) in the power equal to
the G = 1 option of the Riemann-Hurwitz formula h = n·(2G−2)+2(t+s)+i
calculating the overall genus of the corresponding (modified) Riemann sur-
face M˜(1ˆ, n, i|t, s) . Also, in what follows, we assume that that the contri-
bution of the ’movable’ collapsed handles is reabsorbed into the redefinition
σ˜0 = λ/2 → λ(1− 1/N
2)/2 of the SU(N) bare string tension which elimi-
nates the corresponding singularities of the map (1.11). (In the case (4.6) of
the generic model (1.1), the modified tension is given by the n = 1 restriction
of −υ{p}({b˜k}, n, N) associated to Tˆ
(n)
{p} = 1ˆ[n] .)
¿From the general expression (4.6), it is clear that the pattern (1.9)
emerges in a generic model (1.1) as well. In particular, owing to the pattern
of eq. (4.7), the large N asymptotics −ln[Qn(Γ)] = nσ˜0({b˜k})(1+O(1/N))
is consistently provided by the Tˆ{p} = 1ˆ term of (4.6). For T{p} 6= 1ˆ ,
the leading l = 0 term in eq. (4.7) describes the branch-point canonically
parametrized (see e.g. [18]) by T{p} . The latter point decreases the asso-
ciated Euler character by
∑
k(k − 1)pk which matches (akin to the pattern
(4.3) of Ωn ) with power of the 1/N factor assigned in (4.7) to Tˆ{p} . As it is
discussed in Appendix E (where the earlier results [14, 18] are summarized
and reformulated), the l ≥ 1 terms can be reinterpreted as the movable
subsurfaces (of various topologies) collapsed to a point.
As for the factor P (N)n (T{p}) , inherited from the decomposition (5.2) of
the projector P (N)n , its dependence on N is not particularly suitable for a
manifest 1/N expansion like (1.9). It calls for a nontrivial resummation
which would reproduce the well-defined large N SC series (1.9) (obtained
by Gross and Taylor without resort to (5.1)). The latter pattern effectively
eliminates P (N)n (T{p}) at the expense of working with the S(n
+) ⊗ S(n−)
double-representation, B(n)→ B({n±}) , that refers to the two coupled sec-
tors of the opposite worldsheet orientation. The prescription to reconstruct
B({n±}) from the amplitude like (4.1) is quite simple: all the involved S(n) -
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structures are traded for their S(n+)⊗ S(n−) counterparts
δn(..)→ δn+×n−(..) , N
nΩn → N
n++n−Ωn+,n− , σρ → σ
+
ρ ⊗ σ
−
ρ , (5.7)
Qn → Qn+,n− = e
−λ
2
(n++n−−((n+)2+(n−)2−2n+n−)/N2)e−
λ
N
(Tˆ
(n+)
2 +Tˆ
(n−)
2 ), (5.8)
where eq. (5.8) imples the Heat-Kernal case (1.7) and can be generalized
to a generic model (1.1). (The definition and interpretation of Ωn+,n− and
other ingredients in eqs. (5.7),(5.8) can be found in [13].)
5.1 Construction of the branched covering spaces.
In the remaining subsections, we discuss the major issues related to the
effective enumeration of the mappings (5.6) and their automorphisms. Let
us proceed with an explicit algorithm which, given the symmetric group
data in the r.h.s. of (5.5), reconstructs the topology of the Riemann surfaces
M˜({p}, n, i) in the l.h.s. of (5.5). As the elements Tˆ{p}, (Tˆ2)
i are associated
[15] to the branch points (BPs), it is convenient to start with the simpler case
of the topological covering spaces (without BP’s singularities) removing the
latter elements. The full branched covering spaces (BCSs) can be reproduced
reintroducing the BPs onto the corresponding covering spaces (CSs).
As for a particular n-sheet CS M˜ of a given 2d surface M (the 2-
torus in what follows), it can be composed with the help of the cutting-
gluing rules borrowed from the constructive topology. To begin with, cut
a 2-torus M along the two uncontractible cycles α(ρ) trading the latter for
the pairs of edges α(ρ)⊗ β(ρ), ρ = µ, ν . It makes M into a rectangular
Hµν with the boundary edge-path represented as α(µ)α(ν)β
−1(µ)β−1(ν) .
Then, consider the trivial covering H˜µν = Hµν⊗Υn (where Υn = {1, ..., n} )
of Hµν by n copies of this rectagular with the boundary edge-paths given
by α(µk)α(νk)β
−1(µk)β
−1(νk), k = 1, ..., n . Perform the set of the pairwise
reidentifications of the involved edges
α(ρk) = β(ρσρ(k)) ; σρ : k → σρ(k) , k ∈ Υn , (5.9)
where σµ ≡ σ1, σν ≡ σ2 are supposed to satisfy the δn -constraint (5.5)
(with the excluded contribution of Tˆ{p}(Tˆ2)
i ).
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Evidently, the two sets (5.9) of the reidentificatrions can be concisely
represented as the two closed (i.e. without branch end-points) branch cuts
̟ρ of the Riemann surface M˜({σρ}) with n sheets. According to the pattern
(5.9), each connected component of M˜({σρ}) has the topology of 2-torus. In
compliance with (1.9), it matches with theN-independence of the argument of
the δn -function (5.1) taking place after the exclusion of P
(N)
n exp[−λTˆ
(n)
2 /N ] .
To reintroduce the branch points (encoded in the Tˆ{p}(Tˆ2)
i factor of
(5.5)), recall that each admissible BP is the end-point qk of the associated
branch cut ̟(k) which should be included additionally to the closed cuts
̟ρ of the CS M˜({σρ}) . To implement ̟(k) , we first cut M˜({σρ}) along
the support of ̟(k) . (Both ̟(k) and ̟ρ are all supposed to terminate
at a common base-point p = α(µ) ∩ α(µ) of M.) Then, on the left and
on the right sides of each cut ̟(k) , the resulting two copies of the n new
edges of the sheets are reidentified according to the prescription (5.9). The
only modification is that, instead of σρ , one is to substitute the appropriate
permutations ξ{p} ∈ T{p} and τ
(s) ∈ T2 entering respectively Tˆ{p} and the
s th Tˆ2 -factor in the inner product (Tˆ2)
i . It completes the construction of
the admissible Riemann surfaces M˜({p}, n, i) entering the l.h.s. of (5.5).
5.2 The homomorphism of π1(M − {qs}|p) into S(n) .
To enumerate the equivalence classes of BCSs and justify the asserted inter-
pretation of |Cf({p})| , one is to employ the relation to the following group
homomorphism [15] where the first homotopy group π1(M − {qs}}|p)
ψ : π1(M − {qs}|p)→ S(n) , (5.10)
is mapped into S(n) . (In eq. (5.10), M − {qs} denotes the base-surface
M with the i + 1 excluded points qs , associated to the branch points, and
with the base-point p.) Given an BCS encoded in the δn -function (5.5),
choose a set Υn = {1, 2, ..., n} to label the n sheets (at the base-point p ).
Consider the lift [26, 18] of the closed paths in M − {qs} (defining π1(M −
{qs}|p) ) into the covering space M˜ − {f−1(qs)} . Then, the (equivalence
classes of the) paths induce the permutations of the labels which determine
the corresponding S(n) operators acting on Υn .
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To make (5.10) explicit, let us first specify the pattern of the first ho-
motopy group. Consider a topological space T − {q1, ..., qm} which, for our
later purposes, is allowed to be a (CW) 2d cell-complex T (not necessarily
reduced to a 2d surface) with m deleted points qk . Recall that in this case
the group π1(T − {q1, ..., qm}) (in what follows we will everywhere omit the
specification of the base-point p) can be represented as the following abstract
group [26]. The generators of the latter group are associated to the homo-
topy equivalence classes (HEC) of the uncontractible closed paths based at
a given point p (supposed to be distinct from the set {qs} ). In the case
at hand, additionally to the generators αr, r = 1, ..., P (corresponding to
P HECs of the uncontractible cycles of T ), there are extra m generators
γ(s), s = 1, ..., m, which refer to the HECs of closed paths encircling a single
deleted point qs . Finally, there exists a constructive algorithm to find the
complete set of K ∈ Z≥1 relations {Fl({αr, γ(s)}) = 1}l=1,...,K that com-
pletes the intermediate mapping of the π1(T − {q1, ..., qm}) generators into
the abstract group.
Returning to the case of a genus g 2d surface T =Mg , there is a single
relation (with P = 2g, [αi, αk] ≡ αiαkα
−1
i α
−1
k ) defining π1(Mg − {qs})
F ({αr, γ
(s)}) =

 g∏
j=1
[αj , αg+j]
m∏
s=1
γ(s)

 = 1 . (5.11)
Comparing (5.11) with the pattern (5.1)/(5.5), one deduces the explicit form
of the homomorphism (5.10) (with the identification g = 1, m = i+ 1 )
ψ : ψ(αρ) = σρ ; ψ(γ
(1)) = ξ{p} ; ψ(γ(s)) = τ (s−1) , s ≥ 2, (5.12)
where ξ{p} ∈ T{p} and τ (s−1) ∈ T2 which enter respectively Tˆ{p} and the
(s− 1) th Tˆ2 -factor (in the inner product (Tˆ2)i ).
5.3 The symmetry factor.
Given the homomorphisms (5.12), one can readily enumerate the equivalence
classes M˜({p}, n, i) of the BCSs employing the following notion of equiva-
lence [13] of two homomorphisms ψ1 and ψ2 . The latter are postulated to
belong to the same equivalence class if there exists some η ∈ S(n) so that
ψ1(ζ) = η ψ2(ζ) η
−1 , ∀ζ ∈ π1(M − {q1, ..., qm}) ; η ∈ S(n). (5.13)
31
Then, the basic theorem [15, 26] of the topological coverings ensures that the
inequivalent homomorphisms (5.12) are in one-to-one correspondence with
the associated homeomorphically distinct branched covering spaces.
Finally, let κ : f ◦ κ = f, denotes a particular automorphism of the
branched covering space M˜ . Being restricted to the n-set Υn = f
−1(p˜)
( p 6= qs, ∀s ), the group of the automorphisms is isomorphic [26] to (the
conjugacy class of) the S(n) -subgroup Cf({p}) that induces conjugations
(5.13) leaving all the images ψ1(ζ) invariant: ψ1(ζ) = ψ2(ζ), ∀ζ, ∀η(κ) ∈
Cf({p}) . In turn, it justifies [13] the required interpretation of |Cf({p})| .
6 The stringy form of B({nµν}) in D ≥ 3 .
To rewrite the D ≥ 3 amplitude (4.8) in the form generalizing the D = 2
stringy pattern (5.3)-(5.5), we first expand each factor Qnµν and select the
iµν th power (Tˆ
(nµν)
2 )
iµν (where the kµν th Tˆ
(nµν)
2 -factor in the latter product
is supposed to be defined via eq. (4.5) in terms of τ (kµν )µν ∈ T
(nµν)
2 , kµν =
1, ..., iµν ). Complementary, akin to eq. (4.6) one is to decompose
Λ(mφ)nφ =
∑
T
(nφ)
{pφ}
∈S(nφ)
Λ(mφ)nφ (T
(nφ)
{pφ}
)
∑
ξ
{pφ}∈T
(nφ)
{pφ}
ξ{pφ} ,
(6.1)
and separate the contribution of a given Tˆ
(nφ)
{pφ}
≡ Tˆ{pφ} (defined by eq. (4.6)).
Given the above expansions, one can prove (see below) that the associated
building block of (4.8)
∑
{σρ}
δn+(Tˆ{p+}
⊗
{µν}
Tˆ{pµν}
(Tˆ
(nµν)
2 )
iµν
nµν !
∏
{ρ}
(σρ ⊗ 1ˆ[n+
nρ
])
∏
{µ}
(σ−1µ Tˆ{pµ} ⊗ 1ˆ[n+
nµ
])) =
=
∑
ϕ∈M˜({pφ},{nφ},{iµν})
1
|Cϕ({pφ})| (6.2)
can be rewritten as the sum over the relevant D ≥ 2 mappings (1.11) to
be reconstructed in the next subsection. Extending the D = 2 theorem
due to Gross and Taylor, each term of the latter sum is weighted by the
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inverse number |Cϕ({pφ})| of distinct automorphisms associated to a given
M˜ϕ ≡ M˜({pφ}, {nφ}, {iµν}) .
As we will demonstrate, the involved into (6.2) spaces M˜ϕ can be viewed
as the generalized Riemann surfaces to be identified with the worldsheets
of the YM-flux ’wrapped around’ the EK 2d cell-complex (2.2). Combining
all the pieces together, the stringy reinterpretation of (4.8) essentially follows
the steps discussed in the D = 2 case. Namely, leaving aside the P (N)nφ (T{pφ})
factors (4.1), the rest of the ingredients of (4.8) readily fit in the consistent
D ≥ 3 extension (1.11) of the Gross-Taylor stringy pattern (1.9). Indeed,
by the same token as in the D = 2 analysis, the involved (movable or
nonmovable) branch points, microscopic tubes, and handles are weighted
by the 1/N - and nφ -dependent factors according to their contribution to
the Euler character of M˜ϕ . The latter ’local’ matching is completed by
eq. (6.2) together with the following ’global’ matching. To see it, let us
remove temporarily the branch points and the collapsed subsurfaces via the
substitution
Λ(mφ)nφ → N
nφmφ ; Qnµν → exp[−λnµν/2] , (6.3)
into eq. (4.8). Then, the remaining λnµν -dependent factor and the overall
power (1/N)ε (inherited from eq. (4.8))
ε =
D(D−1)/2∑
µν=1
nµν −
D∑
ρ=1
nρ + n+ = 0 ; 2n+ =
∑
{ρ}
nρ = 2
∑
{µν}
nµν , (6.4)
match with the area and the 2-tora topology (revealed below) of each con-
nected component of M˜ϕ corresponding to the deformation (6.3).
By the same token as in the D = 2 case, the manifest stringy representa-
tion of the full amplitude (4.8) (including the P (N)nφ (T{pφ}) -factors) calls for
a resummation into the appropriate large N SC series. Presumably, it elim-
inates these factors trading each remaining in (4.8) S(nφ) -operator for its
S(n+φ )⊗S(n
−
φ ) descedant. It is suggestive that the short cut way for the latter
reformulation is provided by the direct extention of the D = 2 prescription
(5.7),(5.8): one is to substitute the labels n, n+, n− by their properly asso-
ciated φ -dependent counterparts nφ, n
+
φ , n
−
φ (where nφ, φ ∈ {µν}, {ρ},+,
labels the relevant S(nφ) -structures). Note also that, similarly to the D = 2
case, a generic D ≥ 3 model (1.1) complies with the pattern (1.9) as well.
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In conclusion, we remark that the amplitude (4.8) exhibits purely topolog-
ical assignement (see Section 6.2 for more details) of the S(nφ) -structures af-
ter the formal deformation {Λ
(mφ)
nφ → (N
nφΩnφ)
mφ}, {Qnµν → 1} . In partic-
ular, consider the powers mφ = ±1 in which the relevant S(nφ) -twists Ωnφ
enter the Λ
(mφ)
nφ factors (4.1): {mµν = 1}, {mρ = −1}, m+ = 1 . The latter
are equal to the weights in the famous formula computing the Euler character-
istic of a given cell-complex T : 2−2GT = np−nl+ns = npmp+nlml+nsms ,
where np, nl, ns are the total numbers of respectively plaquettes, links, and
sites of T . (The earlier heuristic arguments (in the case of the single chiral
sector), consistent with the above pattern of the Ωnφ assignement, can be
found in [22]).
The topological nature of the considered defomation of the amplitudes
like (6.2) can be made transparent by the conjecture building on the D = 2
observation [18]. One may expect that, after this deformation, the TEK
partition function X˜D yields the generating functional for the orbifold Euler
characters of the Hurwitz-like spaces associated to the following set. The
latter includes all the generalized branched covering spaces M˜ϕ (of the EK 2d
cell-complex (2.2)) corresponding in eq. (6.2) to the considered deformation
{P (N)nφ → 1} . (For a close but somewhat distinct earlier conjecture, see
[22].) Similar proposal can be made for the (weaker) ’topological’ deformation
{Qnµν → 1} of the PF X˜D reintroducing the P
(N)
nφ
factors.
6.1 The generalized covering spaces of TEK − {qs} .
Given the data in the argument of the δn+ -function in the l.h.s of eq. (6.2),
our aim is to reconstruct the associated topological spaces M˜EK ≡ M˜ϕ (i.e.
the mappings (1.11)) which are summed over in the r.h.s. of (6.2). This prob-
lem, being inverse to what is usually considered in the framework of algebraic
topology [26], will be resolved through the sequence of steps which appropri-
ately generalizes the D = 2 analysis of the previous section. It is noteworthy
that the spaces M˜EK do not coincide with the canonical branched covering
spaces (BCSs) of the TEK 2d cell-complex TEK . To say the least, a generic
canonical BCS of TEK is again a 2d cell-complex (with a number of branch
points) but not a 2d surface like in the asserted mappings (1.11). As we will
see, the basic amplitude (6.2) indeed complies with (1.11) and refers to the
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novel class of the associated to TEK spaces M˜EK to be called the generalized
branched covering spaces (GBCSs) of TEK .
Similarly to the D = 2 analysis, we start with the simpler case of the
generalized covering spaces (GCSs) of TEK corresponding to the deforma-
tion (6.3). Being specified by the immersions (1.11) without the (branch
points’ and collapsed subsurfaces’) singularities, the GCSs can be recon-
structed generalizing the D = 2 surgery-construction of the covering spaces.
Take D(D − 1)/2 µν -rectangulars Hµν representing the ’decompactified’
plaquettes of the EK base-lattice (2.2). Then, one is to begin with triv-
ial (nµν -sheet) coverings H˜µν = Hµν ⊗ Υnµν of Hµν with the edge paths
⊗qα(µq)α(νq)β
−1(µq)β
−1(νq), q = 1, ..., nµν . To reproduce the effect of the
σρ -permutations in (6.2), first let us denote by {α(ρk), k = 1, ..., nρ =∑D−1
ν 6=ρ nρν} the ρ -set of the α(ρq) edges (collected from the (D − 1) dif-
ferent ρν -plaquettes) ordered in accordance with the pattern (3.14) of the
S(nρ) basis |I
(±)
n(ρ) > . Similarly, we introduce the sets {β(ρk), k = 1, ..., nρ} .
To reconstruct the associated to (4.8) GCS of TEK , at each particu-
lar ρ -link one is to perform the pairwise σρ -identifications of α(ρk), β(ρk)
according to the prescription (5.9). In this way, we have constructed appro-
priate conglomerate of the generalized Riemann surfaces M˜({σρ}) (with the
total number D of the closed branch cuts) which are wrapped around TEK
in compliance with the mapping (1.11). Evaluating the Euler characteristic
ε of M˜({σρ}) in accordance with (5.9), each connected component of the
latter surface reveals the topology of a 2-tora. In turn, it matches with the
overall power (6.4) of the 1/N factor which is inherited via (6.3) from the
product (4.8) of the Λ
(mφ)
nφ factors.
Given the GCSs M˜({σρ}) of TEK , the branch points (encoded in (6.2)
through the operators Tˆ{pµν}(Tˆ
(nµν)
2 )
iµν ) are reintroduced in essentially the
same way as we did for the D = 2 case. The only subtlety is that, to make the
employed cutting-gluing rules well-defined, it is convenient to view the EK
cell-complex TEK as the homotopy retract of a ’less singular’ 2d complex
T ′EK (possessing by construction the same fundamental group π1(TEK) =
π1(T
′
EK) ). We refer the reader to Appendix C for the details, and now
proceed with the D ≥ 3 generalization of the D = 2 Gross-Taylor theorem
concerning the interpretation of the symmetry factor entering the D ≥ 2
stringy amplitudes like (1.9),(6.2).
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6.2 The homomorphism of π1(TEK − {qs}) into S(n+) .
To effectively enumerate the constructed GBCSs of TEK and their auto-
morphisms, we first reconstruct what kind of homomorphism like (5.10) is
encoded in the D ≥ 3 pattern (6.2). It will provide with the precise map-
ping of the fundamental group π1(TEK − {qs}) (of TEK with a number
of deleted points {qs} associated to the branch points) into the enveloping
S(n+) group.
Observe first that the abstract group representation of π1(TEK) is de-
fined, according to (2.2), in terms of the D generators αρ correspond-
ing to the uncontractible cycles (i.e. the compactified ρ -links) of TEK .
Having excluded from TEK a set of points {qs} , it is convenient to recol-
lect them into the three varieties of the φ -subsets {qs} = ∪φ{q
(φ)
kφ
}, φ ∈
{µν}, {ρ},+, kφ = 1, ..., bφ, belonging respectively to the interior of the µν -
plaquette, to the interior of the ρ -link, and to the single site of TEK . The set
of the π1(TEK − {qs}) generators includes (additionally to the subset {αρ}
inherited from π1(TEK) ) γ
(φ)
kφ
associated to (the equivalence classes of) the
closed paths encircling a single deleted point q
(φ)
kφ
. The representation of
π1(TEK − {qs}) is then completed by the D(D − 1)/2 relations
[αµ, αν ] · ∏
φ=µν,µ,ν,+
bφ∏
kφ=1
γ
(φ)
kφ

 = 1 ; µν = 1, ..., D(D − 1)/2,
(6.5)
each of which can be viewed as the µν -’copy’ of (5.11).
Comparing the argument of the δn+ -function in the l.h.s. of eq. (6.2)
with the pattern of (6.5), it is straightforward to write down the precise form
of the relevant D ≥ 2 homomorphism generalizing (5.10):
ψ : ψ(αρ) = σρ ; ψ(γ
(φ)
1 ) = ξ
{pφ} ; ψ(γ
(µν)
kµν ) = τ
(kµν−1)
µν , kµν ≥ 2, (6.6)
where ξ{pφ} ∈ Tnφ, τ
(kµν−1)
µν ∈ T
(nµν)
2 . Note that the three φ -varieties of the
generators γ
(φ)
1 match with the three species of Tˆnφ in eq. (6.2), while γ
(µν)
kµν
represents the kµν th Tˆ
(nµν)
2 -factor in the product (Tˆ
(nµν)
2 )
iµν . In particular,
eq. (6.6) implies that in eq. (6.5) bµν = iµν + 1 while b+ = bρ = 1, ∀ρ .
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6.2.1 The symmetry factor.
To deduce the announced interpretation of |Cϕ({pφ})| (entering the r.h.s. of
eq. (6.2)), let us start with the following observation. The summation in the
l.h.s of (6.2) can be viewed as the sum over the associated homomorphisms
(6.6) constrained by the condition: ξ{pφ} ∈ T{pφ} and τ
(kµν−1)
µν ∈ T
(nµν)
2 .
Therefore, one is to identify the proper equivalence classes of the homomor-
phisms (6.6) to parametrize uniquely the topologically inequivalent spaces
M˜ϕ constructed in Section 6.1.
We assert that the two homomorphisms (6.6), ψ1 and ψ2 , are equivalent
(i.e. the corresponding generalized branched coverings M˜ϕ are homeomor-
phic) if and only if there exists some η ∈ ⊗µνS(nµν) so that
ψ1(ζ) = ηψ2(ζ)η
−1 , ∀ζ ∈ π1(T
′
EK − {qs}) ; η ∈ ⊗µνS(nµν), (6.7)
where the basis (3.32) for η ∈ S(n+) is implied. For a preliminary orienta-
tion, one observes that the conjugations (6.7) are induced by the ⊗µνS(nµν)
permutations of the sheets (of M˜ϕ ) separately within each of the D(D−1)/2
distinct nµν -subsets which covers (see Section 6.1) a given µν -tora Eµν
combined into T ′EK . (Complementary, ⊗µνS(nµν) is the largest subgroup
of S(n+) providing with the conjugations leaving the argument of the δn+ -
function in eq. (6.2) invariant.) We refer to Appendix D for the justifica-
tion of the notion (6.7) of the equivalence and now simply deduce its conse-
quences. Consider a particular branched covering M˜ϕ , and let Cϕ({pφ}) is
the group of the inequivalent automorphisms κ of M˜ϕ : ϕ ◦ κ = ϕ . Take
the restriction of a given κ to the Υn+ space of {ϕ
−1(p)}) . Akin to the
D = 2 case, one shows that Cϕ({pφ}) is isomorphic to the conjugacy class
(with respect to (6.7)) of the following subgroup of ⊗µνS(nµν) . The latter
is associated to such subset of conjugations (6.7) that leave all ψ1(ζ) in-
variant: ψ1(ζ) = ψ2(ζ), ∀ζ, ∀η(κ) ∈ Cϕ({pφ}) . In sum, there are exactly
(⊗µνnµν !)/|Cϕ({pφ})| distinct homomorphisms {ψk} associated to the same
topology-type of M˜ϕ that justifies the basic identity (6.2).
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7 The area-preserving homeomorphisms.
On a lattice, our D ≥ 3 stringy proposal can be viewed as the confluence of
the Wilson’s string-like reformulation [6] of the (finite N) SC series with the
power of the large N expansion. The feature, which sharply distinguishes the
D ≥ 3 Gauge String from the earlier D ≥ 3 proposals [8, 7] in this direction,
is the asserted invariance of the weights w[M˜ ] under certain continuous
group of the area-preserving worldsheet homeomorphisms. In D ≥ 3 , the
latter symmetry is encoded in the following D ≥ 3 ’descedant’ inherited
from the D = 2 renormgroup (RG) invariance of the YM2 systems (1.1).
Recall first that a D ≥ 3 YMD theory (1.1) (having some lattice LD as
the base-space) can be equally viewed as the YM theory being defined on
the 2d skeleton TD of LD represented by the associated 2d cell-complex.
Consider the partition function (PF) of (1.1) on TD = ∪kEk composed from
the associated 2d surfaces Ek (of the areas Ak and with certain boundaries)
according to the corresponding incidence-matrix [17]. Akin to the D = 2
case, this PF is invariant under subdivisions of TD (preserving the total
areas Ak ) so that Ek can be made into the associated smooth 2d mani-
folds Mk (with boundaries) combined into a 2d cell-complex T˜
D = ∪kMk
(homeomorphic to TD ). Therefore, refining the discretization, the YMD
lattice theory (1.1) can be adjusted to merge with the following continuous
system. To implement the latter, we first put the associated to (1.1) con-
tinuous YM2 theory (1.4) (keeping free boundary conditions) on each Mk
. Then, one is to average over the gauge fields, ’living’ on the boundaries of
{Mk} , in compliance with the associated to T˜D incidence-matrix.
Similarly to the D = 2 case (see Section 1.1A), on the side of the pro-
posed D ≥ 3 Gauge String, the above relation to the continuous YM2
system ensures the required invariance of the lattice string weights (entering
the amplitudes defined by the D ≥ 3 extension (1.11) of (1.9)). Indeed, on
the one hand, both the parity Pϕ and the symmetry factor |Cϕ| depend only
on the topology of the worldsheet M˜(T ) and on the one of the corresponding
taget-space T = ∪kEk . (Compare it with [8, 7] where the singular lattice
geometry of T is ’built into’ the curvature-defects.) On the other hand, the
sum over the mappings ϕ also supports the required invariance of the set
of relevant M˜(T ) . Indeed, the multiple integrals (rather than discrete sums
as in [8, 7]) over all admissible positions of the movable branch points (and
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certain collapsed subsurfaces) span the entire interior of the discretized 2d
surfaces Ek combined into T. The remaining ’discrete’ contributions into∫
dϕ refer to the purely topological assignement of the nonmovable singular-
ities anywhere in the interiors of the appropriate subspaces of T. Altogether,
the relevant group of the worldsheet homeomorphisms continuously trans-
lates the positions of the admissible singularities of the map (1.11) within
the interiors of the associated subspaces of T.
To be more specific, we compare the weights w[M˜ ] associated to the
YM system (1.1) defined on a generic base-lattice FEK homeomorphic to
the ’elementary’ EK 2d cell-complex (2.2). Let the total area (measured in
the dimensionless units) of a given torus Eµν is equal to Aµν . Combining
the above general arguments with the analysis of Sections 3 and 4, the gen-
eral weights on FEK can be deduced from the basic TEK amplitude (4.8)
trading in each Qnµν -factor (4.5) the coupling constant λ for λAµν . In
particular, the (Ωnφ)
mφ -, σρ -twist assignement is indeed purely topological:
the corresponding conglomerates of the nonmovable branch points (and col-
lapsed subsurfaces) can be placed anywhere (but without summation over
positions) in the interior of the associated macroscopic φ -, ρ -cell of FEK .
8 Smooth Gauge Strings vs. lattice ones.
It is clear that the method, we have developed in Sections 3-6 on the example
of the TEK model (2.1), can be extended for the YMD theories (1.1) defined
on a generic regular subspace T of the 2d skeleton of the D-dimensional base-
lattice LD . We defer the analysis of the generic weights (1.2) for a separate
paper and now simply stress those implications of our present results which
are T-independent and common for both the lattice and smooth realizations
of the Gauge String. In this way, one actually decodes all the major peculiar
features of the continuous theory of the smooth YM-fluxes which are novel
compared to the conventional paradigm of the D ≥ 3 ’fundamental’ strings.
To begin with, one observes that the relevant smooth mapping (see e.g.
eq. (1.11) for the worldsheets M˜ without boundaries) are allowed to have
singularities which usually are not included into the D ≥ 3 string-pattern
(where the maps (1.11) are restricted to be sheer immersions). Complemen-
tary, certain class of the selfintersecting worldsheets M˜ is endowed in eq.
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(1.2) with the extra factors J [M˜(T )|{b˜k}] 6= 1 that does not have a direct
counterpart in the known D ≥ 3 string theories. In turn, it is the extra
J [..] -weights which encode the data sufficient to reconstruct the associated
continuous YMD model (1.3)/(1.4). As for a single D ≥ 3 Wilson loop
average, the major novel ingredient is due to the various movable branch
points and the collapsed 2d subsurfaces (assigned with the {b˜k} -dependent
weights (1.10)). Their positions can be viewed as the zero modes associated
to the minimal surface contribution (provided the latter properly selfinter-
sects) resulting in the extra area-dependence in the preexponent of < WC > .
This pattern generalizes the one of the D = 2 loop-averages [13, 7].
Next, let us demonstrate that the total contribution of the worldsheets
M˜ (and, consequently, of the taget-spaces T) with the backtrackings van-
ishes which matches with the absence of foldings in the D = 2 Gross-Taylor
representation (1.9). To make this feature manifest, we first recall that the
relevant for (6.2) maps (1.11) (associated to the SU(N) TEK model) do not
include any foldings of the worldsheets M˜ wrapped around TEK . On the
other hand, one could equally start with the large N U(N) TEK model where
the proposed technique would result in all kinds of foldings ’covering’ vari-
ous conglomerates of the plaquettes (with possibly different µν -orientation).
The comparison of these two complementary large N patterns justifies the
above assertion.
On the side of the gauge theory defined on the standard cubic lattice
LD , the TEK foldings are associated to the more general backtrackings of
M˜ . To see it, let us call worldsheets M˜(T ) (or taget-spaces T) without any
backtrackings regular. Then, to any regular taget T (r) one can associate
the variety of taget-spaces creating all kinds of the backtracking (bounding a
zero 3-volume) with the support not necessarily belonging the original regular
taget T (r) (in contradistinction to the foldings discussed in [7]).
The irrelevance of the backtrackings is intimately related to the invariance
(in gauge theories) of the Wilson loop averages < WC > under the zig-zag
backtrackings of the boundary contour C that is in sharp contrast with the
situation in the conventional Nambu-Goto string and most of its existing
generalizations. (Recently Polyakov [1] advocated the latter invariance as
the crucial feature of the strings dual to gauge theories.) In the limit N →
∞ , the zig-zag symmetry of < WC > can be made manifest confronting
as previously the two large N formulations of the open Gauge String: the
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U(N) one with a given backtracking contour C should be compared with
the SU(N) one with C˜ obtained contracting zig-zags of C .
8.1 Correspondence with the WC Feynman diagrams.
Let us reveal the WC/SC correspondence between the continuous YMD
models (1.4) in the WC phase and the associated smooth Gauge String in
the SC regime. According to Section 7, once the backtrackings are absent,
the relevant weights w[M˜(T )] can be derived by putting the YM2 system
(1.4) onto a given 2d cell-complex (e.g. 2d surface) T (r) = ∪kMk where the
2d surfaces Mk are piecewise smooth. In the large N SC regime, the latter
YM system is represented by the conglomerates of the worldsheets properly
wrapped around T (r) . On the other hand, in the large N WC regime the
WC perturbation theory represents our system through the set the Feynman
diagrams. Employing the standard path integral representation of the prop-
agator of the free particle (in a curved space), the diagrams are visualized as
the fishnet (of the gluonic trajectories) appropriately ’wrapped’ around the
same 2d complex T (r) . The crucial observation is that, when T (r) is viewed
as being embedded into RD , the latter fishnet can be reinterpreted as the
specific contribution of the WC perturbation theory in the D-dimensional
continuous YMD model (1.4) (uniquely associated to the chosen YM2 via
eq. (1.3)). To select this contribution on the YMD side, not only the gluonic
trajectories in RD should be constrained to have the space-time support on
T (r) but also each colour a -component of the associated gluonic strength-
tensor F aµν(z), z ∈ T
(r), as the Lorentz (or O(D) ) tensor should belong to
the tangent space of T (r) at z . (To circumvent gauge-fixing, tricky to explic-
itly match between the T (r) - and standard formulations, one is to introduce
an infinitesimally small mass term for the gauge field and then perform the
above comparison.)
8.2 Suppression of the selfintersections.
At this step, it is appropriate to discuss a number of crucial simplifications
inherent in the dynamics of the considered D ≥ 3 continuous flux-theory
compared to its lattice counterpart. Consider first the subset of smooth
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closed 2d surfaces M˜ (resulting from the smooth immersions of a 2d man-
ifold M into RD which alternatively can be represented by the maps (1.11)
with T ∈ RD ) with selfintersections on submanifolds of the dimensionality
d > dcr = (4 − D) . The latter subset is of measure zero [23] in the set of
all smooth immersions M → RD (with arbitrary selfintersections). Com-
plementary, the smooth immersions M → RD, D ≥ 4, are dense [23] in the
space of all piecewise smooth immersions M → RD . In particular, in D ≥ 5
the subset of ϕ -maps resulting in smooth embeddings (i.e. in closed non-
selfintersecting 2d manifolds M˜ ) is the open, dense subspace of the space
of all piecewise smooth immersions M → RD . (Another example, in D ≥ 3
the backtrackings (being viewed as two-dimensional selfintersections) are of
measure zero, i.e. unstable.)
Next, suppose that the redefinition (discussed in the very end of Section
1 and after eq. (5.6)) of the bare SU(N) string tension σ˜0 is performed
that eliminates certain types of the collapsed 2d subsurfaces originally built
into (1.11). Then, by virtue of the Whitney immersion theorem [23], the
singularities of the generic (piecewise smooth) mapping (1.11) in D ≥ 4 can
be restricted to the ones listed after eq. (1.11) with the exclusion (in the
Heat-Kernal case (1.7)) of the ’movable’ collapsed subsurfaces attached to
a single sheet of the covering. As for the remaining admissible collapsed
subsurfaces and the branch-points, being necessarily attached to nontrivial
selfintersections of the worldsheet, they therefore correspond in D ≥ 5 to
’measure-zero’ limiting points of the dense subspace of the 2d manifolds
M˜ (induced by the embeddings (1.11)) without boundaries. As for D =
4 , the stable (i.e. of nonzero measure) selfintersections of a closed smooth
surface M˜ can occur only at a set of isolated points. The advantage of the
Gauge String is that, as it is clear from the previous sections, such zero-
dimensional selfintersections are not weighted by any extra factors so that
the corresponding worldsheets are still assigned with the J [M˜(T )|{b˜k}] =
1, b = 0, reduction of the weight (1.2). Altogether, it justifies the assertion
made in the very end of Section 1.
To see how the J [M˜(T )|{b˜k}] 6= 1 pattern is observable in D ≥ 3 , recall
first the basic theorem [23] on the stability of the smooth immersions: the
stability is equivalent to the local stability. In particular, it implies that the
unstable in the case of a closed 2d surface selfintersections can not be stabi-
lized (in the bulk) introducing some selfintersecting boundary contour(s). To
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be more specific, consider the framework of the quasiclassical expansion for
< WC > where the weight of the minimal surface enters as the isolated, dis-
crete contribution disparate from the continuum of the string fluctuations.
As a result of the above theorem, in D ≥ 4 the only place where a non-
trivial J [M˜(T )|{b˜k}] 6= 1 factor may be observable (beyond the considered
SU(N) redefinition of σ˜0 ) for a nonbacktracking contour C seems to be the
contribution of the selfintersecting minimal surface. The simplest option,
where the weights (1.10) of the movable branch points can be ’measured’,
is to take contours winding a number of times around a nonselfintersecting
loop C. On the other hand, let C is any nonbacktracking loop associated to
some nonselfintersecting ’minimal-area’ surface(s). In this case, we expect
that the simplest J [M˜(T )|{b˜k}] = 1, b = 1 pattern of (1.2) (with the above
redefinition of σ˜0 and with the worldsheets represented by the smooth strict
immersions M˜ : M → RD ) in D ≥ 4 is sufficient to reproduce the correct
result for the contribution of the genus h smooth worldsheets to the average
< WC > .
9 Conclusions.
We propose the correspondence between the smooth Gauge String (1.2), in-
duced from the lattice models (1.1), and the associated via (1.3) continu-
ous YMD theory (1.4) (with a finite UV cut off) in the large N SC phase.
This duality implies the concrete prediction (1.6) for the bare string tension
σ0 = Λ
2σ˜0 as the function of the coupling constants entering the YMD la-
grangian (1.4). In particular, it readily allows for a number of nontrivial large
N predictions in the extreme SC limit where σ0 merges with the leading
asymptotics of the physical string tension σph . More generally, the corre-
spondence asserts that the generic continuous YMD model (1.4) is confining
in D ≥ 3 at least in the large N SC regime accessible by our approach.
In turn, it suggests the mechanism of confinement in the standard weakly
coupled (WC) D = 4 continuous gauge theory (1.8) at large N. Consider
the effect of the Wilsonian renormgroup flow on the original YMD theory
in the WC phase at the UV scale (where the large N SC expansion, in terms
of the proposed microscopic gauge strings, fails). The idea is that the latter
YMD theory, at the sufficiently low-energy scale, may be superseded by such
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effective strongly coupled YMD system where the (effective) Gauge String
representation is already valid. As the effective YMD system is quasilocal,
we assert that in the effective Gauge String the Nambu-Goto term in (1.2)
is traded for the whole operator expansion (OPE) running in terms of the
extrinsic and intrinsic curvatures of the worldsheet. (Complementary, the
weights of the movable branch points are modified in such a way that the
integration, over the positions of the latter points, results in exactly the same
pattern of the worldsheet OPE as for the descedant of the Nambu-Goto term.)
Finally, let us make contact with the two alternative stringy proposals
[5],[1]. As for [5], Witten argues that in continuous YM4 theory (with a
finite UV cut off Λ ) the physical string tension σph in the extreme large N
SC limit g2N → ∞, g2 ∼ O(1/N), scales as σph ∼ g2NΛ2 . On the other
hand, eq. (1.6) predicts similar large N SC O(Ng˜2) -scaling of the bare
string tension σ0 (where g˜
2 ≡ g˜2({b˜k}, N) ∼ O(N−1Λ0) ) in the following
subclass of the YMD systems. The latter are defined by the subset of the
actions (1.4) with the coefficients gr constrained by
g˜2N →∞ : [gr]
−1 ∼ O(Λ−2n+4[N
1
2 g˜]−n+γ(r)N2−
∑n
k=1
pk) , (9.1)
where γ(r) ≥ 0 (and there is at least one irrep r for which γ(r) = 0 ). Ac-
cording to the structure of the (abelianized) Born-Infeld action, the Witten’s
prescription [5] is supposed to induce the YMD action with the local part be-
longing to the variety (9.1) (with possible addition of the commutator-terms
which does not alter the conclusions). In sum, our prediction (1.6) for the
string tension in the extreme large N SC limit semiquantitatively matches
with the D = 4 pattern of [5] motivated by the AdS/CFT correspondence.
As for the Polyakov’s D = 4 Ansatz [1], it is aimed at a stringy refor-
mulation of the continuous YM4 theory (1.8) in the large N WC regime.
Assuming that the general pattern of the Ansatz is applicable to the SC
phase as well, an indirect comparison might be possible. In particular, the
advocated by Polyakov invariance of the worldsheet action under the ex-
tended group of the diffeomorphisms (with the singularities due to the zero
Jacobian) matches with the two key features of the Gauge String: the van-
ishing contributions of the worldsheets M˜ with the backtrackings and the
invariance of w[M˜ ] under the group of the area-preserving diffeomorphisms
specified in the Section 7.
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A: Reconstruction of Ξ4n+({Rµν}) .
To derive the S(4n+) operator Ξ4n+({Rµν}) of eq. (3.3), we first rewrite
the characters of the original expression (2.5) in terms of certain S(4nµν)
operator D(Ξ4nµν (Rµν))
χRµν (UµUνU
+
µ U
+
ν ) = Trnµν [ D(Ξ4nµν (Rµν)) D2({Uρ ⊗ U
+
ρ }) ] , (A.1)
where D2({Uρ ⊗ U+ρ }) is the D = 2 option of (3.4). In the |I˜4n(µν) > -basis
(3.22), D(Ξ4nµν (Rµν)) reads explicitly
∑
σ∈S(nµν )
χRµν (σ)
nµν !
δp1lσ(3n+1) ..δ
pn
lσ(4n)
δ
pn+1
l1
..δp2nln δ
p2n+1
ln+1
..δp3nl2n δ
p3n+1
l2n+1
..δp4nl3n (A.2)
which can be represented in the concise form of the inner-product
Ξ4nµν (Rµν) = Ψ4nµν · P˜4nµν (Rµν) ; P˜4n(R) = 1ˆ
⊕3
[n] ⊗ CR , (A.3)
where Ψ4nµν is defined by eq. (3.20). Each of the four (ordered) S(nµν) -
operators in the outer product composition of P˜4nµν (Rµν) are postulated
to act on the corresponding four (ordered) S(nµν) -subspaces (3.22) of the
space |I˜4n(µν) > . Finally, in the S(4n+) basis (3.17), one evidently obtains
Ξ4n+({Rµν}) = ⊗{µν}Ξ4nµν (Rµν) that matches with eq. (3.19) modulo a
slight deviation of P˜4nµν (Rµν) from P4nµν (Rµν) (defined by eq. (3.23)).
The possibility to substitute in eq. (3.3) the operator P˜4nµν by P4nµν is
ensured by the following feature of the pattern (A.1). Owing to the basic
commutativity [D(σ), U⊕n] = 0 , ∀σ ∈ S(n) , any of the unity operators
1ˆ[n] (the operator P˜4n is composed of) can be substituted by the CR -factor
properly weighted according to the multiplication rule (CR)
2 = CR/dR . Re-
mark also that in eq. (A.3) the relative order of the factors Ψ4nµν and P˜4nµν
is immaterial since [ Ψ4n ,⊗
4
k=1σk ] = 0, ∀σk ∈ S(n) .
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Next, let us prove that, in the dual representation (3.24) of (2.5), the
substitution (3.27) (of ⊗Dρ=1Φ2nρ by its square) doesn’t change the char-
acter (3.5). The latter ’symmetry’ can be traced back to the fact that
the multiple integral (2.5), represented by the S(4n+) element (3.24), is
a real-valued function. To take advantage of this fact, observe that Φ˜2m =
(Φ2n ⊗ Φ2n), m = 2n, is the operator which represents the complex conju-
gation of the characters χR(Uµν) = Tr4n[D(Ξ4n)U˜
⊕n
µν ] entering (2.5):
Tr4nµν [D(Ξ4nµν ) U˜
⊕nµν
µν ]
∗ = Tr4nµν [D(Ξ4nµν Φ˜2mµν ) U˜
⊕nµν
µν ], (A.4)
where Ξ4nµν ≡ Ξ4nµν (Rµν) is defined in eq. (A.3), and U˜µν is introduced
in eq. (3.28). As the master-integral (2.5) is invariant under the simulta-
neous transformation (A.4) of all the involved characters while ⊗µνΦ˜2mµν =
⊗Dρ=1Φ2nρ , we arive at the required invariance under (3.27).
As for eq. (A.4), it can be deduced by linearity from the following more
elementary identity. To formulate the latter, let us first introduce the repre-
sentation of the basic traces (the characters (A.4) are composed of)
tr((UµUνU
+
µ U
+
ν )
n) ≡ Tr4n[D(Γ4nΨ4n)U˜
⊕n
µν ] = Tr4n[D(Γ
−1
4nΨ4n)U˜
⊕n
µν ],
(A.5)
where Γ4n = (cn ⊗ 1ˆ
⊕3
[n] ) in the S(4n) basis (3.22), and cn is the n-cycle
permutation. Then, the required identity reads (with m = 2n )
Tr4n[D(Γ4n Ψ4n) U˜
⊕n
µν ]
∗ = Tr4n[D(Γ4n Ψ4n Φ˜2m) U˜
⊕n
µν ]. (A.6)
For its justification. we first introduce the tensor representation of the rel-
evant complex conjugation: Trn[D(σ) ⊗nk=1 Uk]
∗ = Trn[D(σ
−1) ⊗nk=1 U
+
k ]
where the orderings of the Uk factors in the l.h.s. is the same as that of U
+
k
in the r.h.side. The key-observation is that, when ⊗nk=1U
+
k = U˜
⊕nµν
µν , the
substitution Uk → U
+
k can be performed as the conjugation with respect to
(Φ2nµν ⊗ Φ2nµν ) = Φ˜2mµν = Φ˜
−1
2mµν : Φ˜
−1
2mµν · U˜
⊕nµν
µν · Φ˜2mµν = V˜
⊕nµν
µν where
V˜µν = U
+
µ ⊗ Uµ ⊗ U
+
ν ⊗ Uν . This is because, owing to eq. (3.16), Φ2n inter-
changes (either upper or lower) indices between the U⊕n and (U+)⊕n blocks
of U⊕n ⊗ (U+)⊕n . As in eq. (A.5) Γ4n can be substituted by Γ
−1
4n (while
Γ4n commutes with both Φ˜2m and Ψ4n ), all what remains to be proved is
that Ψ4nΦ˜2m = Φ˜2mΨ4n = Ψ
−1
4n , n = 2m . The last identity, owing to the
specific patterns (3.16) and (3.20) of Φ2n and Ψ4n , directly follows from its
reduced m = 2 variant. This completes the justification of (A.6).
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Finally, let us sketch the proof of the basis formula (3.31). To make sure
that the contraction of the σ(±)ρ indices is the same in the both sides of (3.31),
the following decomposition of the index-structure is helpful. Building on the
prescription (3.6), we rewrite the S(nρ) operators D(σ
(±)
ρ ) in the form
D(σ(±)ρ )
{j⊕nρ}
{i⊕nρ}
≡ D(σ(±)ρ )
{j⊕nρµ}...{j⊕nρν }
{i⊕nρµ}...{i⊕nρν }
, µ, ..., ν 6= ρ, (A.7)
where each of the D−1 nρλ -subsets of the indices ( λ 6= ρ ) acts on the asso-
ciated S(nρλ) subspace (3.32) of the enveloping space S(n+) . Let consider
any nρν -subset, associated to σ
(±)
ρ , as the composite block-index j
(±)
ρν . A
direct inspection then reveals that, in both sides of eq. (3.31), for a given µ, ν
the four block-indices j(±)µν , j
(±)
νµ (corresponding to either ρ = µ or ρ = ν ) are
c4 -cyclically contracted according to the pattern (3.19)/(3.20) of ⊗µνΨµν .
As for the ordering of the inner ρ -products in the r.h.s. of (3.31), it should
be deduced from the particular ordering of the |i±(ρ) > -blocks composed
into the elementary subspace (3.21) used to define the D(D − 1)/2 operators
Ψ4nµν . To justify the prescription stated in Section 3, one is to combine the
above analysis with the specified pattern of the ordering in the elementary
D = 2 case (3.29).
B: Tensor representation vs. Regular one.
Let us first derive the identity (2.8). Actually, this equation is nothing but
the transformation of the trace of the tensor D(σ) -representation (2.7) into
that of the canonical regular representation XREG [16] (both associated to
a given S(n) -algebra). Recall that XREG is defined [16] on the vector space
Θ = {σi; σi ∈ S(n)} by the homomorphism S(n) → Mi ∈ End(Θ) of the
S(n) -group into the group of the endomorphisms of Θ : σiσj = σk∆
k
ij →
(M(σi))
k
j ≡ (Mi)
k
j = ∆
k
ij . Here σiσj = σq , and ∆
k
ij = 1 or 0 depending on
whether q = k or q 6= k . Defined in this way, the matrices Mi satisfy the
same relations MiMj =Mq as the origibal S(n) group-elements σi .
To make contact with the tensor representation (2.7), recall [16] first that
χREG(σ) =
∑
R∈Yn
dR χR(σ) = n! δn(σ) , χREG(PRσ) = dRχR(σ), (B.1)
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where tr[M(σ)] ≡ χREG(σ) and PR = dRCR . As for δn(..) , on the S(n) -
group it reduces to the standard Kronecker δ -function: δn(σ) = δ[σ, 1ˆ[n]]
(with 1ˆ[n] being the ’trivial’ unity-permutation of S(n) ). By linearity, it is
then extended to the S(n) -algebra. Finally, rewriting the V = 1ˆ reduction
of the second Frobenius formula (see e.g. [18, 25]) in terms of χREG(CRσ)
Trn[D(σ)] =
∑
R∈Y
(N)
n
χR(σ)χR(V )|V=1ˆ =
∑
R∈Y
(N)
n
dimR χREG(CRσ), (B.2)
and employing the definition (3.9) of Λ(1)n (where the sum runs over the
chiral U(N) irreps R), we arrive at the basic identity (2.8). (Omitting the
P (N)n projector, the latter identity was discussed in [22].)
In conclusion, let us briefly sketch the derivation of eqs. (4.1), (4.4). As
for (4.1), in its l.h.s. we use first (4.3) to substitute dR(n!dimR/dR)
m by
χR((N
nΩn)
m) . Replacing CR =
∑
σ∈S(n) χR(σ
−1)σ/n! , we then combine the
two resulting characters into one
1
n!
∑
σ∈S(n)
∑
R∈Yn
dR χR((N
nΩn)
mP (N)n σ
−1) D(σ) . (B.3)
As [Ωn, σ] = 0, ∀σ ∈ S(n) , for the derivation of (B.3) we used the identity
χR(Ψσ) = χR(σ)χR(Ψ)/dR, ∀ρ ∈ S(n) , if [Ψ, ρ] = 0 (which directly follows
from the possibility [16] to expand any such Ψ , in the center of S(n) , in
terms of the Young projectors Ψ =
∑
R∈Yn ψRPR ). We have used also that
χR(P
(N)
n σ) = χR(σ) or 0 depending on whether or not R ∈ Y
(N)
n . Applying
the completeness condition
∑
σ∈S(n) δn(σ
−1Φ) D(σ) = D(Φ) (where Φ is
any element of the S(n) -algebra) we arrive at the announced result (4.1).
Concerning eq. (4.4), first one is to represent (see e.g. [13]): C2(R) =
(nN + 2χR(Tˆ
(n)
2 )/dr − n
2/N), R ∈ Yn, which is a particular case of the
general relation (E.1). Expanding χR(Tˆ
(n)
2 )/dr (where Tˆ
(n)
2 is defined by
eq. (4.5)) into the preexponent, the derivation of (4.4) is given by a minor
modification of the steps developed in the context of (4.1).
C: Reintroducing the branch points.
Given the generalized covering spaces (GCSs) M˜({σρ}) of TEK (resulting
after the deformation (6.3) of (4.8)), the generalized branched covering spaces
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(GBCSs) of TEK (encoded in the full expression (6.2)) can be reconstructed
reintroducing onto M˜({σρ}) the relevant branch points (BPs). Alternatively,
the GBCSs of TEK are reinterpreted as the GCSs of TEK − {qs} where the
deleted (from TEK ) set of points {qs} is associated to the corresponding
BP permutations ξ{pφ}, τ (kµν)µν in compliance with the homomorphism (6.6).
Then, a particular GBCS of TEK is reproduced from the associated GBC
(of TEK − {qs} ) ’closing’ the temporarily deleted points {ϕ−1(qs)} . At a
given qs , the closure [15, 18] is performed as the mapping of the nφ(s) -set
ϕ−1(qs) ∼= Υφ(s) onto set of points matching with the number of cycles in the
cyclic decomposition of the associated to qs permutation (6.6).
To make the above procedure well-defined, I propose to view TEK as the
homotopy retract of a ’less singular’ 2d cell-complex T ′EK with the same
fundamental group: π1(T
′
EK) = π1(TEK) . As the proposed retraction pre-
serves the basic homomorphism (6.6), the GBCSs of TEK can be consistently
treated as the limiting case of the corresponding GBCSs of T ′EK .
First, let us thicken each ρ -link into an infinitesimally thing cylinder
Z¯ρ = ∩ν 6=ρEρν shared by the D − 1 corresponding 2-tora Eρν . (To match
with the canonical construction [15, 18] of the branch points, (for a given ρ )
all Eρν , ν 6= ρ, can be always adjusted to have the same orientation when
restricted to Z¯ρ .) Complementary, the intersection Z¯+ = ∩ρZ¯ρ = ∪ρνEρν of
the D different cylinders Z¯ρ (or, equivalently, of all the D(D − 1)/2 µν -
tora Eµν ) is thicken into an infinitesimal disc Z¯+ . (Again, all the cylinders
Z¯ρ can be adjusted to have the same orientation when restricted to Z¯+ .)
Choose a base-point p 6= qs, ∀s, (common for all the equivalence classes
of the pathes represented in the constraint (6.5)) in the interior Z+ of Z¯+ .
We require that the location of the set {qs} = ∪φ{q
(φ)
kφ
} complies with
q
(µν)
kµν ∈ (Eµν − (Z¯µ ∪ Z¯ν)) ; q
(ρ)
kρ ∈ (Zρ − Z¯+) ; q
(+)
k+
∈ Z+ , (C.1)
where Zφ is the interior of the closed space Z¯φ, φ ∈ {µν}, {ρ},+ . Also,
the introduced in Section 6 closed branch cuts ̟ρ (inherited from the GCS
of T ′EK ) are supposed to satisfy: ̟ρ ∈ Zρ , while {q
(φ)
kφ
} ∩̟ρ = 0, ∀ρ, ∀kφ .
To reintroduce the branch points onto the GCSs M˜({σρ}) of T ′EK , one
is to consider the additional (to ̟ρ ) branch cuts ̟φ(s) outgoing from the
corresponding points qs of T
′
EK . (Combining all the cuts together, one is
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supposed to arrive at a network Ω = {̟φ(s), ̟ρ} whose global consistency is
ensured by the δn+ -constraint (6.2).) To implement ̟φ(s) , we cut the GCS
M˜({σρ}) along the ϕ−1 -image of ̟φ(s) (starting at qs and terminating
either at some other point qk or, possibly, at an auxiliary vertex of the
network Ω ). Denote α(sk) and β(sk) (with k = 1, ..., nφ(s) ) the resulting
nφ(s) boundaries of the sheets (of M˜({σρ}) ) respectively on the left and on
the right sides of ̟φ(s) . To obtain the GCS of T
′
EK − {qs} corresponding
to the homomorphism (6.6), one is to perform the pairwise identifications
of these boundaries according to the developed prescription (5.9). Matching
with (6.2), one simply substitutes in (5.9): ρ→ s . so that σs is either ξ{pφ}
or τ (kµν )µν depending on the image of the homomorphism (6.6) assigned to a
given branch point qs constrained by (C.1).
D: Counting the generalized coverings.
The proof, that inequivalent spaces M˜ϕ in (6.2) are parametrized by the
equivalence classes (6.7) of the homomorphisms (6.6), appropriately gener-
alizes the analogous proof [26, 15] for the canonical coverings employed in
[13, 18]. First, one is to demonstrate that the relevant inequivalent spaces
M˜ϕ entering (6.2) are uniquely parametrized by certain ⊗µνS(nµν) con-
jugacy classes of the π1(T
′
EK − {qs}|p) subgroups. Then, one proves the
one-to-one correspondence between the latter classes of the subgroups and
the equivalence classes (6.7) of the homomorphisms (6.6). Let us outline the
above proofs with the emphasis on the subtleties novel compared to [26, 15].
To begin with, we observe that (by the same token [26] as in the canonical
case) any subgroup of π1(T
′
EK − {qs}|p) can be viewed as the image
ϕ∗(π1(M˜ϕ − {ϕ
−1(qs)}|p˜)) , p˜ ∈ ϕ
−1(p) ∼= Υn+ , (D.1)
induced by the ϕ -mapping (1.11): M˜ϕ → T ′EK , reconstructed in Section
6.1 and Appendix C. The consistency of (D.1) implies that a given M˜ϕ
yields some branched covering (with n+ -sheets) ’above’ the single site s of
TEK which is ’regularized’, s → Z+ (see eq. (C.1) of Appendix C), into
an infinitesimal disc Z+ of T
′
EK so that p ∈ Z+ . (In contradistinction
to the canonical case, the point p is not allowed to leave Z+ .) Perform a
50
shift of the base-point p˜ ∈ ϕ−1(p) , located on a j th sheet of the branched
covering of Z+ , to p˜
′ ∈ ϕ−1(p) on some other k th sheet along the path ε ∈
M˜ϕ − {ϕ
−1(qs)} . It induces [26] the associated conjugation of the π1(T
′
EK −
{qs}|p) elements (and, hence, its subgroups) with respect to the element
given by the image ϕ(ε) ∈ π1(T ′EK − {qs}|p) of the path ε .
Next, one notes that (similarly to the canonical construction [26]) the
shift ε acts on the n+ -set ϕ
−1(p) ∼= Υn+ as the simple S(n+) -transposition
ψ(ϕ(ε)) ∈ T (n+)2 of the two corresponding entries: j → k, j, k,= 1, ..., n+ .
As a result, ε induces the S(n+) conjugation (6.7) of (6.6) with η = ψ(ϕ(ε))
that can be visualized as the permutation of the two associated sheets of
M˜ϕ . The latter does not necessarily leaves intact the topology of M˜ϕ . The
cutting-gluing technique of Section 6.1 implies that interchanges of the sheets
encoded in the conjugations with η ∈ S(n+)/⊗µν S(nµν) (i.e. between the
nµν -sheet coverings of different µν -tora Eµν of T
′
EK ) should be excluded
when collecting an equivalence class of maps (6.7) corresponding to a given
topology of M˜ϕ .
Consider the ⊗µνS(nµν) conjugacy classes of the π1(T ′EK − {qs}|p) sub-
groups induced by the combination of the elements ϕ∗(ε) which are the
images of those of the shifts ε that connect the sheets within the nµν -sheet
covering of a given torus Eµν of T
′
EK . Taking into account the above dis-
cussion, one readily modifies the canonical construction [26] to prove that
the considered classes of the subgroups are indeed in the 1-to-1 correspon-
dence with the inequivalent generalized covering spaces M˜ϕ − {ϕ−1(qs)} of
T ′EK −{qs} (and, therefore, with inequivalent GBCSs M˜ϕ of T
′
EK ). In par-
ticular, the cutting-gluing rules of Section 6.1 ensure that the mapping from
M˜ϕ to the corresponding classes of the π1(T
′
EK −{qs}|p) subgroups is onto.
Finally, let us reveal the second 1-to-1 correspondence of the former
classes of the subgroups with the equivalence classes (6.7) of the homo-
morphisms (6.6). From above, it is clear that the ψ -images (6.6) of these
π1(T
′
EK −{qs}|p) subgroups can be related by the ⊗µνS(nµν) permutations
corresponding to the interchanges of the sheets separately within each of the
D(D− 1)/2 nµν -sheet coverings associated to particular Eµν -tora of T ′EK .
As a result, akin to the D = 2 case [26, 15], the latter permutations are rep-
resented by the required conjugations (6.7) with η ∈ ⊗µνS(nµν) . Conversly,
equivalent homomorphisms determine equivalent ⊗µνS(nµν) classes of the
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π1(T
′
EK − {qs}|p) subgroups (according to the discussed above construction
of η = ψ(ϕ(ε)) ). Summarizing, it completes the proof of the two asserted
correspondences.
E: The higher Casimirs’ actions.
To derive the generalized form (4.6),(4.7) of Qn(Γ) in (4.4), first one is to
begin with the (Schur-Weyl) duality [18, 14] between the Casimir eigenvalues
Cq(R)
N q−1
=
∑
T{p}∈S(n)
aq(N, n, T{p})
χR(Tˆ{p})
dR
, R ∈ Y (N)n , (E.1)
and the symmetric group characters {χR(Tˆ{p})} (where Tˆ
(n)
{p} ≡ Tˆ{p} is de-
fined by eq. (4.6), while 1 ≤ q ≤ N ). The coefficients aq(...) are defined by
the formular [18, 14] which can be deduced from eq. (4.7) via the substitution:
υ{p}(.., n, N) → aq(N, n, T{p}), s{p}({b˜r}, m, l) → sq(T{p}, m, l), M{p} →
M0(T{p}) . In particular, (keeping n ∼ O(N0) ) the leading term of the
formal 1/N expansion of the p th order Casimir operator reads: Cq(R) =
N q−1(n+O(N−1)), R ∈ Y (N)n , which corresponds in (E.1) to the trivial unity
permutation T{p} = 1ˆ[n] . As for the remaining T{p} 6= 1ˆ[n] contributions, the
branch point interpretation of the l = 0 term in expression like (4.7) is dis-
cussed in the end of Section 5 (in fact sq(T{p}, m, 0) = 0 for m ≥ 2 ). To
interprete a given l ≥ 1 term, first one is to resum the powers nm in terms
of the numbers of inequivalent subdivisions of n objects into two subsets con-
taining t and (n − t) objects: nm =
∑m
t=1 fm,nn!/t!(n − t)! . As a result,
similarly to [14, 18] the latter contributions include (in addition to the T{p}
branch point) the extra collapsed to a point 2d subsurfaces. Being cut out,
these surfaces can be viewed as having genus g = l− [t/2] and 2[t/2] holes.
Finally, to select the admissible class of the functions Γ (defining a given
model (1.1)), one is to require that in the associated large N SC series (1.9)
the factor N2−2h matches with the genus h of the associated worldsheet M˜ .
Then, to ensure eq. (4.7), the admissible polynomial pattern of the function
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Γ should belong to the variety (with M ∈ Z≥1 )
Γ({b˜r}, N, {Cq(R)}) =
∑
M,{qk}
∑
l¯≥[M
2
]
s({b˜r}, {qk}, l¯) N
−2l¯
M∏
k=1
Cqk(R)
N qk−1
, (E.2)
where the (properly weighted by the 1/N factors) l¯ ≥ 1 terms encode the
additional, compared to those encoded in (E.1), collapsed subsurfaces con-
necting a few sheets according to the same rules as for (E.1). In particular,
the pattern (E.2)/(E.1) ensures the existence of the proper ’asymptotics’
(1.6) of Γ(...) defining the bare string tension σ0({b˜r}) (to which only linear
in Cq(R) terms in (E.2) contribute).
Finally, with the help of some elementary identities [13] from the theory of
χR(Tˆ{p}) characters, the generic function (E.2) results in the generic pattern
(4.6) of the generalized operator Qn(Γ) . One can argue [14] that the required
pattern (4.7) of the N-dependence takes place provided, in the standard Fµν -
representation (1.4), the 1/N scaling of the coefficients gr is constrained to
yield the conventional ’t Hooft pattern of the 1/N topological expansion.
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