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Abstract
The symmetries on a group G are the mappings G 3 x −→ gx−1g ∈ G,
where g ∈ G. These symmetries have interesting applications to enumerative
combinatorics and to Ramsey theory. The aim of this thesis will be to present
some important results in these fields. In particular, we shall enumerate the
r-ary symmetric bracelets of length n.
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Chapter 1
Introduction
Combinatorics is a branch of discrete mathematics that can be superficially
described as the mathematics of counting. This is an acutely insightful field
hence many mathematicians, in the past, have found it appealing solely for
its aesthetic and recreational value, however today it has a diverse array of
applications in many scientific disciplines. Combinatorial results and tech-
niques extend into almost every corner of mathematics. The main objectives
of this dissertation is to introduce segments of this field which includes sev-
eral essential results in Ramsey theory.
The English mathematician called Frank Plumpton Ramsey, in 1928, released
the seminal paper [31] and unknowingly spawned a new field of mathematics
called Ramsey theory, named entirely in his honor. Unfortunately, Ramsey
passed away at the young age of 26 before witnessing the impact of his work1.
A detailed survey of the fascinating history behind Ramsey theory can be
1His paper was published posthumously in 1930.
1
found in [37]. Loosely defined, Ramsey theory is a subsidiary of combina-
torics that is concerned with structures that are preserved under partitions.
The classical theorems in this field are noted for their elegance therefore it
is vital for a budding mathematician to study them in order to procure a
certain level of mathematical sophistication.
Ramsey theory can be summarised into a single emphatic question: can one
always find order in chaos? This sounds like a philosophical question so let
us illustrate this question with the following well-known example called the
“Party problem”. Suppose we are required to invite some guests to a party
and we wish to find the smallest number of guests to be invited such that no
less than m guests will already be acquainted or no less than n guests will
not be acquainted. The solutions to m and n are known as Ramsey numbers.
In 1927, the result known as van der Waerden’s theorem was officially pub-
lished by a Dutch mathematician called Bartel Leendert van der Waerden, in
[41] and is another fundamental theorem of Ramsey theory. Van der Waer-
den’s theorem contemplates the colorings of finite sequences and is a direct
consequence of the Hales-Jewett theorem, a more powerful result that looks
at the colorings of arbitrarily large finite dimensional cubes.
A van der Waerden number is the smallest positive integer W = W (k, r)
such that for all n ≥ W , every r-coloring of [n] contains a monochromatic
k-term arithmetic progression. Intuitively, this theorem can be explained as
follows; suppose we partition the set of all positive integers, Z+, into exactly
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two collections, then at least one of these collections must possess arithmetic
progressions of arbitrary lengths. One way of visualising partitioning a set
into r classes is to think of coloring all the elements of the set with r col-
ors, therefore a 2-coloring of the positive integers will yield monochromatic
arithmetic progressions of arbitrary lengths in color 1 or in color 2. This
dissertation aims to present some of the traditional theorems in Ramsey the-
ory such as Ramsey’s theorem, van der Waerden’s theorem, Schur’s theorem,
Rado’s theorem and the Hales-Jewett theorem, among others. For further
study, readers are encouraged to consult [16], [17] and [25].
The theory of color symmetry or symmetric colorings originated as a subject
in the 1950’s where it contributed mightily to the development of crystallog-
raphy. The central ideas of symmetric colorings are simple yet powerful and
has generated many open problems. This dissertation overviews some of the
key concepts of color symmetry.
In particular, this dissertation discusses the colorings of regular n-sided poly-
gons (n-gons). Suppose we are given a regular n-gon whose vertices are col-
ored in finitely many colors, say r, in other words each vertex is assigned one
of r colors. We can quite clearly see that there are rn colorings of this n-gon.
Two colorings, say χ1 and χ2, of a given n-gon are called equivalent if χ2
can be obtained from χ1 by rotating about the n-gon’s center. This relation
is an equivalence relation and each of these equivalence classes is called a
necklace. We use Burnside’s lemma to enumerate the equivalence classes of
r-colorings (necklaces).
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Burnside’s lemma is a combinatorial result in group theory that has a rather
tumultuous history. The lemma was officially stated by Cauchy in 1845, but
William Burnside quoted it in 1897, in his book [11]. Burnside apparently
attributed it to Frobenius and thought it to be a well-known result, therefore
it is also known as the Cauchy-Frobenius lemma. Burnside’s lemma supplies
an elegant formula for counting mathematical objects when their symmetry
needs to be taken into account.
An r-coloring is symmetric if it remains unchanged under some mirror sym-
metry, whose axis passes through the center of a regular n-gon and through
one of its vertices. Formally, a symmetry on a group G is a mapping
G 3 x −→ gx−1g ∈ G, where g ∈ G. An r-coloring of a group G is any
mapping χ : G −→ [r]. An r-coloring is symmetric if χ(gx−1g) = χ(x) for
some g ∈ G.
Counting the number of symmetric colorings and symmetric bracelets poses
a more difficult question that this dissertation attempts to answer. The ap-
proach or method used to compute the number of symmetric colorings is
based on creating the poset of optimal partitions, which is found in [46]. We
will use [4] together with [38] to address the combinatorial theory behind
this method and the resulting material is modified as well as expanded upon
from the articles [43], [45], [46] and [47].
An r-ary bracelet of length n is an equivalence class of r-colorings of vertices
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of a regular n-gon, which considers all the rotations and mirror symmetries
to be equivalent. In particular, we will derive a formula that enumerates the
symmetric r-ary bracelets of length n, found in [44], before proceeding to
the conclusion of this dissertation which will provide an assessment of recent
breakthroughs and open questions relating to this field.
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Chapter 2
Group Theory
This chapter serves as a self-contained introduction to the group theoretical
framework required, which consists of several standard results from group
theory. This chapter is admittedly not exhaustive therefore several proofs
are omitted since they can be found in standard texts such as [14], [23] and
[33]. Intuitively speaking, a group is an abstract mathematical object that
describes symmetry. A more formal definition is given below.
Definition 2.0.1. Let G be a nonempty set and consider the binary opera-
tion ∗, then (G, ∗) is called a group if it satisfies the following conditions.
(1) ∀g, g1, g2 ∈ G, (g ∗ g1) ∗ g2 = g ∗ (g1 ∗ g2), i.e. the operation ∗ is
associative.
(2) There exists an element e in G, called the identity element of G, such
that g ∗ e = e ∗ g, for all g ∈ G.
(3) For each g ∈ G, there exists an element e 6= g1 ∈ G such that
g ∗ g1 = e = g1 ∗ g. Then g1 is called the inverse of g in G, g1 = g−1.
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We use G to denote the group (G, ∗) in general. It is fairly trivial to show
that the identity element and the inverse of each element in G are unique,
see [32]. If the operation ∗ is also commutative i.e. if g ∗ h = h ∗ g, for all
g, h ∈ G, then we call G an abelian or commutative group.
Proposition 2.0.1. Define a0 = e, then for all positive integers n;
(1) an = (a−1)−n and
(2) (ab)−1 = b−1a−1.
Proof. See [23].
The cardinality of the group G is called the order of G, we use |G| to denote
the order of G and if G is a finite group then it will have only a finite number
of elements. The order of a single element e 6= g ∈ G, is the smallest positive
integer n such that gn = e, similarly we denote the order of g by o(g).
Definition 2.0.2. A nonempty subset H of G is called a (proper) subgroup
of G if it is a group in itself i.e. if it satisfies the three group axioms under
the same binary operation that defines G. H is a subgroup of G is denoted
by H 6 G.
Clearly G and {e} both form (improper) subgroups where {e} is known
as the trivial subgroup. If given a nonempty subset H of G and asked to
determine if H is indeed a subgroup of G, one need not check all three group
axioms. It is sufficient for H to satisfy the following subgroup criterion.
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Proposition 2.0.2 (Subgroup Criterion). Let ∅ 6= H ⊆ G and a, b ∈ H. If
ab−1 ∈ H then H 6 G.
Proof. See [32].
Definition 2.0.3. Define a group G[2] = {a ∈ G : a2 = e}, this abelian
group is called the Boolean group of G which is also denoted by B(G). The
definition of G[2] makes it obvious that in G[2] every element is its own
inverse, i.e. a−1 = a, ∀a ∈ G[2]. Furthermore |G[2]| is called the 2-rank of
G.
Boolean groups play an important role in symmetric colorings.
Definition 2.0.4. H 6 G is called a normal subgroup of G, denoted by
H C G, if gHg−1 = H, ∀g ∈ G.
A simple group is a group with only two normal subgroups namely the trivial
subgroup and itself. The centre Z(G) of G is defined as
Z(G) = {x ∈ G : xg = gx ∀ g ∈ G }.
Z(G) is known to be always normal in G. Let z ∈ G, the centralizer of z in
G is defined as
CG(z) = {g ∈ G : zg = gz }.
For x, y ∈ G, the conjugate of x under y is given by xy = y−1xy. The
normalizer of G is defined as
NG(H) = {g ∈ G : gHg−1 = H}.
Clearly if H is normal in G then NG(H) = H.
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2.1 Quotient groups
Definition 2.1.1. Let H 6 G. Then for g ∈ G, the set gH = {gh : h ∈ H}
is called a left coset of H in G. The definition for a right coset Hg is similar.
The number of left cosets and right cosets in G are known to be equal.
Proposition 2.1.1. Let H 6 G then for x, y ∈ G
(1) xH = yH ⇐⇒ y−1x ∈ H,
(2) if xH ∩ yH 6= ∅, then xH = yH and
(3) |xH| = |H| ∀x ∈ G.
Proof. (1) “=⇒” Suppose xH = yH, then for any h1 ∈ H, ∃h2 ∈ H such
that xh1 = yh2 =⇒ y−1x = h2h−11 ∈ H.
“⇐=” Suppose y−1x ∈ H and let y−1x = h0. Now if a ∈ xH, then
a = xh, for h ∈ H =⇒ a = y(y−1x)h = yh0h = yh1 ∈ yH, then
xH ⊆ yH. Similarly yH ⊆ xH and (1) follows.
(2) Suppose xH ∩ yH 6= ∅, then ∃a ∈ xH ∩ yH such that xh1 = a = yh2,
for h1, h2 ∈ H. Then x = yh2h−11 ∈ yH =⇒ xH ⊆ yH and y =
xh1h
−1
2 ∈ xH =⇒ yH ⊆ xH. Hence xH = yH.
(3) Let h1, h2 ∈ H where h1 6= h2 =⇒ xh1 6= xh2. This means that
multiplying the elements of H by x will produce the same number of
elements, i.e., |xH| = |H|.
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Definition 2.1.2. If H 6 G, then the number of left cosets of H is called
the index of H in G and is denoted by [G : H].
Suppose H C G, then the set of all cosets of H in G form a group under the
operation of coset multiplication · defined as follows;
gH · g′H = gg′H.
It is trivial to show that this operation is associative, see [33] for verification.
We denote this group by G/H and it is referred to as the quotient or factor
group. The identity element of this group becomes the coset H and the in-
verse of a coset aH is a−1H. The order simply follows from the definition of
the index, i.e. |G/H| = [G : H].
We conclude this section by stating and proving what is known as the first
major result in group theory.
Theorem 2.1.2 (Lagrange). Let G be a finite group and H 6 G. Then |H|
divides |G| and [G : H] = |G||H| .
Proof. Let |G| = n and let
{x1H, x2H, · · · , xnH}
be the family of all left cosets of H in G. Then
G = x1H ∪ x2H ∪ · · · ∪ xnH.
Since G = {x1, x2, · · · , xn} and e ∈ H, by Proposition 2.1.1 (2), for any
two cosets xiH andxjH, there are only two possibilities;
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xiH ∩ xjH = ∅ or xiH = xjH.
It also follows from Proposition 2.1.1 (3) that all the cosets have |H| elements.
Hence |G| = |H| + |H| + · · · + |H| =⇒ |G| = d|H|, where d ∈ Z+, and the
result follows.
The converse of this theorem is false in general, however when there is a
prime factor p of |G| then the theorem holds true and this result is known as
Cauchy’s theorem.
Theorem 2.1.3 (Cauchy). Let G be a group and suppose that p is a prime
factor of |G|. Then there exists a subgroup of order p in G, equivalently G
contains an element of order p.
Proof. See [23].
2.2 Homomorphisms and Isomorphisms
Informally, homomorphisms are maps from one group to another that pre-
serve group structure.
Definition 2.2.1. Let (G, ∗) and (H, ◦) be groups. A homomorphism is a
map f : G −→ H such that ∀g, h ∈ G,
f(g ∗ h) = f(g) ◦ f(h).
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Proposition 2.2.1. Given a homomorphism f : G −→ H. Then,
(1) f(eG) = eH , where eG and eH refer to the identity elements in G and
H, respectively and
(2) for g ∈ G, f(g−1) = f(g)−1.
Proof. The proof of (1) and (2) are quite trivial and can be found in [33].
The image of homomorphism f is the set Imf = {h ∈ H : f(g) = h, g ∈ G}.
The kernel of f is the set of all elements in G that are mapped to the identity
element of H, formally, Kerf = {g ∈ G : f(g) = eH}.
Example 2.2.1. Let H C G and define φ : G −→ G/H by φ(g) = gH for
g ∈ G. Then it is easy to verify that φ is a homomorphism with kernel H
and it is commonly known as the natural homomorphism.
Proposition 2.2.2. If f : G −→ H is a homomorphism, then Kerf C G.
Proof. Let K = Kerf and k ∈ K. Then f(k) = eG. Now f(gkg−1) =
f(g)f(k)f(g−1) = f(g)f(k)f(g)−1 = eH , for all g ∈ G, therefore gkg−1 ∈
K =⇒ gKg−1 ≤ K and clearly K ≤ gKg−1. Hence K C G.
A homomorphism that is also a bijection is called an isomorphism. We say
that G is isomorphic to H, denoted by G ∼= H, if there exists an isomorphism
f : G −→ H. An automorphism is simply an isomorphism from a group to
itself. The set of all automorphisms forms a group, called the automorphism
group denoted by Aut(G) = {φ : G −→ G : φ is an automorphism}.
Theorem 2.2.3 (First Isomorphism Theorem). Let f : G −→ H be a ho-
momorphism. Then Kerf C G and G/Kerf ∼= Imf .
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Proof. It was already shown in the previous proposition that Kerf C G.
So let K = Kerf and define a homomorphism φ : G/K −→ H as follows
φ(gK) = f(g).
(1) φ is well-defined:
Suppose gK = hK =⇒ gh−1 ∈ K. Then we have that
f(gh−1) = f(g)f(h−1) = eH =⇒ f(g) = f(h) which shows that
φ(gK) = φ(hK).
(2) φ is a homomorphism:
φ(gK · hK) = φ(ghK) = f(gh) = f(g)f(h) = φ(gK)φ(hK).
(3) φ is bijective:
It is clear that Imφ = Imf therefore it remains to show that φ is
injective. So let φ(gK) = φ(hK) =⇒ f(g) = f(h) =⇒ f(h−1g) =
eH =⇒ h−1g ∈ K =⇒ gK = hK. Hence φ is an isomorphism.
It follows from this theorem that a quotient group and a homomorphic image
can be thought of as being equivalent.
2.3 Cyclic groups
Definition 2.3.1. G is called a cyclic group of order n if G = 〈x〉 and xn = e.
Example 2.3.1. Z forms a group under addition. In fact (Z, +) is an infinite
cyclic group.
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Every cyclic group is abelian and we can easily deduce that a subgroup of
an abelian group is normal. Suppose we have two cyclic groups G1 and G2
of the same order, then it can easily be shown that G1 ∼= G2. We use Cn to
denote the general finite cyclic group of order n, although the notation Zn is
also used interchangeably.
Theorem 2.3.1 (Fundamental Theorem of Cyclic Groups). Let G = 〈x〉 be
a cyclic group of order n then;
(1) every subgroup of G is also cyclic and
(2) for each factor k of n, there exists exactly one subgroup of order k,
namely 〈xnk 〉.
Proof. See [33].
Definition 2.3.2. Let n ∈ Z+, the group of integers modulo n forms a finite
abelian group under addition, denoted by Zn, where |Zn| = n. It is important
to note that Zn ∼= Cn.
2.4 Presentations of groups
Sometimes it is advantageous to have a more convenient method of defining
a group, one such method is called a group presentation.
Definition 2.4.1. Let X be a subset of a group G, then 〈X〉 is the subgroup
of all the elements ofG that are expressible as the finite product of elements in
X and their inverses. If G = 〈X〉, then we call the elements in X generators
of the group G and we say that X generates G.
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Example 2.4.1. When 〈X〉 consists of only a single element x ∈ X, 〈X〉 is
written as 〈x〉 and 〈x〉 is a cyclic group, equivalently if an element x generates
a group then 〈x〉 equals the entire group G.
Definition 2.4.2. A relation in a group G is an equation that the generators
of G satisfy.
Definition 2.4.3. Let X be a set of generators of a group G and R be a set
of relations that the generators satisfy. If G can be written as
G = 〈X : R〉,
then this is called a presentation of G.
Example 2.4.2. A cyclic group Cn can be expressed as
Cn = 〈x : xn = e〉,
which is a presentation of Cn with only one generator x and one relation
xn = e.
Example 2.4.3. The non-abelian group of order 8 called the Quaternion
group whose elements are as follows;
Q8 = {±1, ±i, ±j, ±k}
where 1 is the identity element and the relations between elements in Q8 are;
(1) i2 = j2 = k2 = −1,
(2) ij = −ji = k, jk = −kj = i, ki = −ik = j and
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(3) −1 commutes with every element in Q8.
Therefore the presentation of Q8 is
Q8 = 〈a, b : a4 = 1, a2 = b2, b−1ab = a−1〉.
Example 2.4.4 (Presentation of the Dihedral group). The group of all sym-
metries of a regular polygon of n sides (n-gon) is called the Dihedral group,
denoted by Dn. Let us consider the symmetry group of the square which
is D4. Suppose that this square is centered at the origin of the xy-axis so
that its sides are parallel to the x and y axes. The symmetries of the square
(regular 4-gon) are the reflections about the square’s diagonals as well as the
(anticlockwise) rotations by 0,
pi
2
, pi and
3pi
2
radians. A rotation by 0 radians
is clearly the identity e. Let a denote the rotation by
pi
2
radians, then a2 and
a3 become the rotations by pi and
3pi
2
radians, respectively and a4 = e. Let b
denote the reflection about the y-axis, then b2 = e and the following occurs;
(1) ab becomes the reflection about the main diagonal (note that action b
takes place first),
(2) a2b is the reflection about the x-axis and
(3) a3b = ba is the reflection about the other diagonal.
Hence all the symmetries of the square, or all the elements of D4, can be
written with respect to a and b, which implies that a and b are the generators
of D4 and the equations a
4 = e, b2 = e and a3b = ba are the relations of D4.
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Hence the group D4 is given by the presentation
D4 = 〈a, b : a4 = e, b2 = e, a3b = ba〉.
The presentation of every Dihedral group is analogous to this one. In general
the group Dn of order 2n, has two generators namely a, which is the rotation
about
2pi
n
and b, which is the reflection about the y-axis. These generators
yield the relations an = e, b2 = e and ba = an−1b. Thus the presentation of
Dn is
Dn = 〈a, b : an = e, b2 = e, an−1b = ba〉.
Whereas Dn describes the rotational and reflection symmetries of regular
n-gons, Zn depicts the group of only the rotational symmetries of a regular
n-gon.
2.5 Group Actions
Group actions validate the relationship between a group and the symmetries
of an object. It associates the elements of the group to specific transforma-
tions of the object.
Definition 2.5.1. Let G be a group and A be a nonempty set. G is said to
act on A if there exists a map f : G × A −→ A, where (g, a) −→ g · a for
g ∈ G, a ∈ A and g · a ∈ A, such that the following two axioms hold;
(1) e · a = a, ∀a ∈ A and
(2) for all g, h ∈ G and a ∈ A, (g · h) · a = g · (h · a).
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Then the map f is called a left group action of G on A, a right group action
is defined in a similar way. Every group G is known to act on itself if the set
A = G.
Definition 2.5.2. Let X = {1, 2, · · · , n}. The symmetric group, denoted
by Sn, of degree n is the group of all permutations of X. Therefore the order
of Sn is n!.
Example 2.5.1. S3 is the symmetric group of all permutations of the set
{1, 2, 3}. It is the smallest nonabelian group in existence and S3 ∼= D3.
Definition 2.5.3. The alternating group, denoted by An, is the group of all
even permutations of set X = {1, 2, · · · , n}. The order of An is n!2 .
Definition 2.5.4. Let G be a group acting on a nonempty set S. For s ∈ S,
the orbit of s under G is the set
Orb(s) = {g · s : g ∈ G}.
The orbits of S materialize into a partition since the relation s ≡ s′, defined
by s′ = g · s for some g ∈ G and s, s′ ∈ S, is an equivalence relation whose
equivalence classes form the orbits.
Definition 2.5.5. Let G be a group that acts on a nonempty set S. For
s ∈ S, the stabilizer of s in G is the set
Stab(s) = {g ∈ G : g · s = s}.
It is fairly easy to verify that Stab(s) 6 G. Firstly e ∈ Stab(s) by axiom (1)
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of a group action. Now let g, h ∈ Stab(s) then;
s = e · s
= (h−1h) · s
= h−1(h · s)
= h−1s because h · s = s.
So h−1 ∈ Stab(s), therefore (gh−1) · s = g · (h−1s) = g · s = s. Hence gh−1 ∈
Stab(s) and so by the subgroup criterion (Proposition 2.0.2), Stab(s) 6 G.
This is a simple yet useful result since it shows that any set which appears
to be a stabilizer in a group action is guaranteed to be a subgroup as well.
Theorem 2.5.1 (Orbit-Stabilizer Theorem). Suppose G is a group that acts
on a finite set S and let Orb(s) and Stab(s) be the orbit and stabilizer of
s ∈ S respectively, then the size of the orbit is the index of the stabilizer i.e.
|Orb(s)| = [G : Stab(s)] = |G||Stab(s)| .
Proof. Let Stab(s) = H. Now let us define a map f from Orb(s) to the set
of left cosets of H in G i.e. f : Orb(s) −→ G/H. Take y ∈ Orb(s). Then
y = g · s, for some g ∈ G and define f(y) = gH.
f is well-defined:
So g1 · s = g2 · s =⇒ (g−12 g1) · s = s =⇒ g−12 g1 ∈ H =⇒ g1H = g2H. It is
trivially deducible that f is surjective.
f is injective:
Let y1 = g1 · s and y2 = g2 · s and suppose f(y1) = f(y2).
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Then g1H = g2H =⇒ g−12 g1 ∈ H =⇒ (g−12 g1) · s = s =⇒ g1 · s = g2 · s. Thus
y1 = y2. Hence f is a well-defined bijective map and the result follows.
The following lemma is also referred to as the Orbit-Counting Theorem.
Lemma 2.5.2 (Burnside). Let G be a finite group that acts on a set S and
for each g ∈ G, let Sg denote the set of elements in S that are fixed by g,
expressed as Sg = {s ∈ S : g · s = s}. Define S/G to be set of all orbits of
G. Then
|S/G| = 1|G|
∑
g∈G
|Sg|.
Proof.
∑
g∈G
|Sg| = |{(g, s) ∈ G× S : g · s = s}| = ∑
s∈S
|Stab(s)|,
but by the Orbit-Stabilizer theorem
|Orb(s)| = [G : Stab(s)] = |G||Stab(s)| ,
therefore ∑
s∈S
|Stab(s)| = ∑
s∈S
|G|
|Orb(s)| = |G|
∑
s∈S
1
|Orb(s)| .
Notice that S is the disjoint union of all its orbits in S/G =⇒ the sum over
S can be broken up into seperate sums over each individual orbit as follows,∑
s∈S
1
|Orb(s)| =
∑
A∈S/G
∑
s∈A
1
|A| =
∑
A∈S/G
1 = |S/G| =⇒ ∑
g∈G
|Sg| = |G| · |S/G|
and the result follows.
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2.6 Direct and Semidirect products
One of the simplest and most important ways of constructing a new group
from already given ones is by considering the ordered pairs of elements of
these groups.
Definition 2.6.1. Let G1, G2 · · · , Gk be groups. The direct product of these
groups, denoted by G1 × G2 × · · · × Gk, forms a group with elements of
the form (g1, g2, · · · , gk), where gi ∈ Gi for i = 1, · · · , k. And the group
operation on the elements of G = G1 × G2 × · · · × Gk is componentwise
multiplication defined as follows;
(g1, g2, · · · , gk)(g′1, g′2, · · · , g′k) = (g1g′1, g2g′2, · · · , gkg′k).
The group axioms for G are easily verifiable, G is also refered to as the
Cartesian product of the groups G1, G2, · · · , Gk. Each Gi (i = 1, · · · , k),
is called a factor of G and |G| = |G1| |G2| · · · |Gk|. Finite abelian groups
can be completely determined by the direct product of cyclic groups, this
profound result is stated below.
Theorem 2.6.1 (Fundamental Theorem of Finite Abelian Groups). Let G
be a finite Abelian group and let C1, C2, · · · , Cn be unique cyclic groups each
of prime power order, then G is isomorphic to the direct product of these
cyclic groups, in symbols;
G ∼= C1 × C2 × · · · Cn.
Proof. See [33].
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Example 2.6.1. The Klein four group, symbolised by V4, is an abelian group
of four elements, whose presentation is
V4 = 〈a, b : a2 = b2 = e, ab = ba〉.
It is well-known that V4 ∼= D2 and V4 ∼= C2 × C2. In fact, every cyclic group
Cn, where n = pq, is expressible as a direct product of Cp and Cq as long as
p and q are relatively prime.
Definition 2.6.2. Let φ : H −→ Aut(N) be a homomorphism defined as
follows;
φ(h) = φh, ∀h ∈ H.
Where the automorphism φh : N −→ N is defined as
φh(n) = hnh
−1.
The (outer) semidirect product w.r.t φ is the set
H nφ N = {(h, n) : h ∈ H, n ∈ N},
with the operation ∗ on the elements defined as follows;
(h1, n1) ∗ (h2, n2) = (h1h2, n1φh1(n2)).
A group G is the (inner) semidirect product of N by H if the following
conditions are satisfied;
(1) G = NH
(2) N C G and
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(3) H ∩N = e.
Then G = H n N and we say that G is a split extension of N by H. H is
called the complement of N in G and N is called the normal complement of
H in G. The sets N ′ = {(n, eH) : n ∈ N} and H ′ = {(eN , h) : h ∈ H}
are subgroups of G (in fact N ′ C G), where N ′ ∼= N , H ′ ∼= H and G is the
semidirect product of N ′ by H ′.
Definition 2.6.3. Let A be an abelian group, the generalised Dihedral group
of A, denoted by Dih(A) is the semidirect product of A and C2 w.r.t φ,
symbolically
Dih(A) ∼= C2 nφ A.
In fact C2 acts on A by means of φ : C2 −→ Aut(A) which is defined as
follows, for e 6= g ∈ C2,
φg(a) = a
−1, ∀a ∈ A.
The semidirect product is utilized when deriving other well-known prod-
ucts such as the holomorph and the wreath product. For example take
H = Aut(N), then φ : Aut(N) −→ Aut(N). The (semidirect) product
that emerges from this identity map φ is called the holomorph of N .
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Chapter 3
Combinatorics
This chapter provides the unifying framework for the combinatorial theory
covered in the sequel. Partially ordered sets will be introduced together
with their terminology, basic properties and some important examples before
proceeding to the highpoint of this chapter which is the Mo¨bius inversion
theorem. The material proffered corresponds to [38]. Before we venture into
the theory associated with posets, let us address an essential combinatorial
principle.
3.1 Inclusion-Exclusion
The principle of inclusion-exclusion1 is an important tool in combinatorics
that connects the sizes of two finite sets and their union. Simply stated, if
A1 and A2 are two finite sets, then
|A1 ∪ A2| = |A1|+ |A2| − |A1 ∩ A2|.
1Also known as the sieve principle
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The inclusion-exclusion principle can be extended to more than two sets.
Theorem 3.1.1 (Inclusion-Exclusion principle). For nonempty finite sets
A1, A2, · · · , An
|A1 ∪ A2 ∪ · · · ∪ An| =
n∑
i=1
|Ai| −
∑
16i<j6n
|Ai ∩ Aj|+
∑
16i<j<k6n
|Ai ∩ Aj ∩ Ak|
− · · ·+ (−1)n−1 |A1 ∩ · · · ∩ An| . (3.1)
Proof. Suppose that x ∈ A1 ∪ A2 ∪ · · · ∪ An belongs to precisely m of
the individual sets A1, A2 · · · , An. Since x is counted exactly once on the
left-hand side of equation (3.1), it suffices to show that x is counted exactly
once on the right-hand side of (3.1). The number of sets of the form Ai1 ∩
Ai2 ∩ · · · ∩ Aik that x belongs to is
(
m
k
)
, since it is the the number of ways
of choosing k of the sets which contain x. This implies that the right hand
side of (3.1) is counted
(
m
1
)
−
(
m
2
)
+ · · ·+ (−1)m−1
(
m
m
)
many times. By the binomial theorem, for m 6= 0
(
m
0
)
−
(
m
1
)
+ · · ·+ (−1)m
(
m
m
)
= 0
hence (
m
1
)
−
(
m
2
)
+ · · ·+ (−1)m−1
(
m
m
)
=
(
m
0
)
= 1.
Therefore x is counted exactly once on the right-hand side of (3.1).
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3.2 Partitions
A central idea in combinatorics is the partitioning of a set S into nonempty
disjoint subsets.
Definition 3.2.1. Let S be a finite set, a partition of S is the set of subsets
of S given by pi = {A1, A2, · · · , Ak}, with the following conditions;
(1) Ai is nonempty for each i,
(2) Ai ∩ Aj = ∅ if i 6= j and
(3) A1 ∪ A2 ∪ · · · ∪ Ak = S.
Each Ai is called a cell of pi and a partition into k cells is called a k-partition.
Alternatively, a partition may also be defined with respect to an equiva-
lence relation ∼ on a set S, which means that a partition on S is the set of
equivalence classes of ∼ on S.
3.3 Partially Ordered sets
In order theory, a partial order of a set is a binary relation which guarantees
that not every pair of elements in the set need to be related, compared to
a total order, which relates every pair of elements to each other. A partially
ordered set (abbreviated to poset) is composed of a set together with a par-
tial order. The formal definition is given below.
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Definition 3.3.1. Let S be a nonempty set, a poset is an ordered pair
P = (S, ≤), where ≤ is a relation on S that satisfies the following conditions,
for each a, b, c ∈ P ;
(1) a ≤ b (reflexive),
(2) if a ≤ b and b ≤ a, then a = b (antisymmetric),
(3) if a ≤ b and b ≤ c, then a ≤ c (transitive).
Using the symbol ≤ can be confusing so we typically write P = (S, ≤R) to
denote the poset with relation ≤R. We shall now outline some of the basic
definitions and results that accompany partially ordered sets.
Definition 3.3.2. Let P be a poset.
(1) Two elements a, b ∈ P are called comparable if a ≤ b or b ≤ a, otherwise
they are incomparable, denoted as a‖b.
(2) The dual of P is the poset P ∗ on the same set of P but with the partial
order relation reversed i.e. a ≤ b in P ⇐⇒ b ≤ a in P ∗.
(3) If Q ⊆ P with the partial order on Q being such that a ≤ b in Q ⇐⇒
a ≤ b in P . Then we call Q a subposet of P .
(4) An open interval in P is a subposet of P defined by the set
(a, b) = {c ∈ P : a < c < b}.
(5) Similarly, a closed interval in P is a subposet of P defined by the set
[a, b] = {c ∈ P : a ≤ c ≤ b}.
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(6) P is called locally finite if every interval of P is finite.
(7) A subposet I of P is said to be an ideal of P if the following statements
hold;
(i) b ∈ I and a ≤ b =⇒ a ∈ I and
(ii) a, b ∈ I =⇒ ∃c ∈ I such that a ≤ c and b ≤ c.
(8) The minimal ideal that contains a given element a is called a principal
ideal and a is called a principal element of the ideal. The principal
ideal 〈a〉 for principal element a is described by the set
〈a〉 = {c ∈ P : c ≤ a}.
(9) Let a, b ∈ P then b is said to cover a if a < b and there exists no
element c ∈ P such that a < c < b. This cover relation is denoted by
al b.
Finite posets can be represented pictorially by means of a Hasse diagram2.
Definition 3.3.3. Let the elements a, b which belong to finite poset P be
drawn as vertices in a plane such that whenever alb, then b must be located
above a with a straight line drawn connecting a and b. This action is repeated
for all pairs of elements in P for which the relation l holds. The resulting
diagram is called a Hasse diagram.
The same partial order can be represented by differently drawn Hasse dia-
grams therefore Hasse diagrams may be isomorphic to each other. There are
2named after German mathematician Helmut Hasse who popularized their use
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several conventions taken to ensure that “good” Hasse diagrams are produced
from partial orders, see [28].
Definition 3.3.4. Let P and Q be two posets, the direct product
P ×Q = {(a, b) : a ∈ P and b ∈ Q},
forms a poset with the relation ≤ between two elements (a, b), (a1, b1) ∈
P ×Q defined as follows;
(a, b) ≤ (a1, b1)⇐⇒ a ≤ a1 and b ≤ b1.
Example 3.3.1. The set of all partitions of [n] = {1, 2 · · · , n} is denoted by
Πn. Πn can be transformed into a poset if the partial order on the elements
of Πn is defined as follows; let σ, pi ∈ Πn then
pi ≤ σ if every cell of pi is contained in every cell of σ.
The relation ≤ on the partitions of [n] is called a refinement order. For ex-
ample take n = 7 and let pi = {136, 25, 4, 7} and σ = {1346, 257}, then
pi ≤ σ and pi is said to be a refinement of σ. Note that |pi| is used to denote
the number of cells in partition pi, therefore |pi| = 4 and |σ| = 2.
Example 3.3.2. Let G be a finite group. The set of all subgroups of G, PG,
forms a poset P = (PG, ≤R), with the relation ≤R defined as follows;
H ≤R H ′ if H ⊆ H ′ for H, H ′ ∈ PG.
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The set of all subgroups of G also forms a lattice, denoted by L(G). For more
information on this subgroup lattice L(G), consult [39].
Example 3.3.3 (Constructing the Poset of Optimal Partitions (see [24])).
Let G be a finite group with pi being a partition of G. The stabilizer and the
center of pi are defined respectively as
St(pi) = {g ∈ G : ∀x ∈ G, x and xg−1 belong to the same cell of pi} and
Z(pi) = {g ∈ G : ∀x ∈ G, x and gx−1g belong to the same cell of pi}.
A partition pi of G is called an optimal partition if e ∈ Z(pi) and for all
partitions σ of G, where St(σ) = St(pi) and Z(σ) = Z(pi), pi ≤ σ (where ≤
is the refinement order). These optimal partitions of G form a poset under
the relation ≤, which is understood to be the poset of pairs of subsets of G,
(St(pi), Z(pi)), for pi a partition of G and e ∈ Z(pi). Creating the poset of
optimal partitions of G begins with the finest partition pi = {a, a−1 : a ∈ G}
thereafter we use pi to calculate the remaining optimal partitions using the
following proposition.
Proposition 3.3.1. Let pi be an optimal partition of G and suppose X ⊆ G.
Let pi1 be the finest partition of G such that pi ≤ pi1 and X ⊆ St(pi1), also let
pi2 be another finest partition of G such that pi ≤ pi2 and X ⊆ Z(pi2). Then
pi1 and pi2 are also optimal partitions.
Proof. This is trivially deducible from the definition of an optimal partition.
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3.4 The Mo¨bius Function
Let Z1 be the set of all integers greater than or equal to 1 and suppose that
we have in our possession two functions f : Z1 −→ Z and g : Z1 −→ Z that
satisfy,
g(n) =
∑
d|n
f(d)
where d|n means that d divides n. It is possible to derive a formula for
f(n), from the one stated above, through a process called Mo¨bius inversion,
named after its creator August Ferdinand Mo¨bius3 who proposed it in 1832.
It entails finding a function µ such that the following theorem is satisfied.
Theorem 3.4.1. For n ∈ Z1, there exists a function µ : Z1 −→ Z such that
g(n) =
∑
d|n
f(d) ⇐⇒ f(n) = ∑
d|n
µ(n
d
)g(d).
Proof. Refer to [12].
The function µ is found to be
µ(n) =

1, forn = 1
0, if there exists prime p such that p2|n
(−1)k, if n = p1p2 · · · pk where p1, p2 · · · , pk are distinct primes.
The classical number theoretic Mo¨bius inversion formula, stated above, has
an assortment of variations. We will now examine one that is specific to
poset theory.
3Gauss was actually the first to conceive of it 30 years prior to Mo¨bius.
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Definition 3.4.1. Let P be a locally finite poset and consider the set
I(P ) = {α : P × P −→ R : α(x, y) = 0 if x  y}.
For α, β ∈ I(P ) the two operations on I(P ) are defined as follows.
(1) Addition
(α + β)(x, y) = α(x, y) + β(x, y).
(2) Multiplication (also called convolution which is associative)
(α ∗ β)(x, y) =
∑
x≤z≤y
α(x, z)β(z, y). (3.2)
I(P ) forms the incidence algebra over R and if α ∈ I(P ), then α is referred
to as an incidence function.
The multiplicative identity of I(P ) is,
δ(x, y) =

1, ifx = y
0, ifx 6= y
(3.3)
which is identifiable as the Kronecker delta.
Proposition 3.4.2. The multiplicative inverse of a function α ∈ I(P ) exists
⇐⇒ α(x, x) 6= 0 for x ∈ P .
Proof. “⇐=” Suppose α(x, x) 6= 0, then we can define α−1(x, x) = 1
α(x, x)
.
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For x < y, from (3.2), we get
α−1(x, y) = − 1
α(x, x)
∑
x<z≤y
α(x, z)α−1(z, y)
and then by simple computations it is fairly easy to show that
α−1 ∗ α = δ = α ∗ α−1.
“=⇒” Suppose α is invertible. Then α−1 exists and for all x
(α ∗ α−1)(x, x) = α(x, x)α−1(x, x) = 1
by the definition of ∗, hence α(x, x) 6= 0.
Definition 3.4.2. The function in I(P )
ζ(x, y) =

1, ifx ≤ y
0, ifx  y
(3.4)
is called the zeta function.
By the above proposition, the multiplicative inverse of the zeta function exists
in I(P ) and is known as the Mo¨bius function µ of P i.e., ζ−1 = µ. We define
µ recursively by the conditions below
µ(x, y) =

1, ifx = y
0, ifx  y
− ∑
x≤z<y
µ(x, z), ifx < y.
(3.5)
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Theorem 3.4.3 (The Mo¨bius Inversion Formula). Let P be locally finite
poset with Mo¨bius function µ and let α : P −→ R, β : P −→ R. Assume
that all the principal ideals of P are finite, then
β(x) =
∑
y≤x
α(y)⇐⇒ α(x) =
∑
y≤x
µ(y, x)β(y).
Proof. “=⇒”
∑
y≤x
µ(y, x)β(y) =
∑
y≤x
µ(y, x)
(∑
z≤y
α(z)
)
=
∑
z≤y≤x
µ(y, x)α(z)
=
∑
z≤x
α(z)
( ∑
z≤y≤x
µ(y, x)
)
= α(x)
It is possible to show that “⇐=” is true by using exactly the same compu-
tational argument.
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Chapter 4
Ramsey Theory
“complete disorder is impossible”
This philosophical quote, attributed to Theodore Motzkin, thoroughly ex-
presses the governing principle behind Ramsey theory. Although Ramsey
theory is thought to have emerged with Frank Plumpton Ramsey’s1 1928
paper “On a problem of formal logic” [31], which proved his eponymous the-
orem, several Ramseyan-type results predate his work. The first instance of
Ramseyan mathematics is widely known to be Hilbert’s cube lemma which
appeared in 1892 in the paper [22].
The second is attributed to Issai Schur, who in his 1916 paper [34], showed
that in any finite coloring of N, a monochromatic solution x, y and z to
the equation x + y = z, must exist. The generalisation of this result was
published in 1933 by Schur’s PhD student Richard Rado in his thesis [29].
1Ramsey was also accomplished in the fields of economics and philosophy before his
untimely death at age 26.
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The basic idea of Rado’s theorem involves writing x + y − z = 0, so that
this equation becomes a homogeneous linear equation. Rado’s theorem pro-
duces conditions that a system of such equations must satisfy in order for a
monochromatic solution in any r-coloring of N, for r ∈ N, to exist.
In his 1927 paper [41], Bartel Leendert van der Waerden proved that given
any finite coloring of N there exists a k-term monochromatic arithmetic pro-
gression. Van der Waerden’s theorem became one of the pioneering results of
modern Ramseyan mathematics. Under the tutelage of famous mathemati-
cians such as Paul Erdo¨s, who is arguably the most prolific mathematician
of the twentieth century, Ramseyan mathematics has only recently emerged
into the fully realized mathematical field named Ramsey theory.
This chapter explores Ramsey theory in an explicit manner by first providing
a preliminary section, which serves to introduce notation and other founda-
tional requirements of Ramsey theory, before proceeding to state and prove
the classical theorems discussed above. These statements and their proofs
are freely adapted from a number of rudimentary texts such as [16], [17] and
[25].
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4.1 Preliminaries
The following theorem is a generalised version of the basic pigeonhole prin-
ciple, a much celebrated result in mathematics. The infinite version states
that if we partition an infinite set into a finite number of sets, then at least
one of these sets must contain an infinite number of elements. Given below
is a more formalised assertion of this principle.
Theorem 4.1.1 (Generalised Pigeonhole Principle). Suppose we have k
number of elements and r number of sets. If the number of elements par-
titioned into r sets is greater than rk, then there exists a set that contains a
number of elements greater than k.
Proof. We take a set S such that the cardinality of the set S is greater than
rk, |S| > rk. Partition S into r subsets so that S = S1 ∪ S2 ∪ · · · ∪ Sr. It
is required to show that there exists a set Si such that |Si| > k for some i.
We assume that |Si| ≤ k, for all i = 1, · · · r. Now
|S| = |S1 ∪ · · · ∪ Sr| = |S1|+ · · ·+ |Sr| =
r∑
i=1
|Si| ≤ rk
This is clearly a contradiction therefore there must exist at least one i for
which |Si| > k.
Definition 4.1.1. Let S be a set. The function χ : S −→ [r] is called an
r-coloring of S.
Definition 4.1.2. Suppose a coloring χ is constant on a set S, then χ is said
to be monochromatic on S.
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Example 4.1.1. Take a set S = [1, 7] and let χ : [1, 7] −→ {1, 2} be defined
by χ(1) = χ(3) = χ(5) = χ(7) = 1 and χ(2) = χ(4) = χ(6) = 2. Therefore χ
is a 2-coloring of S that is monochromatic on {1, 3, 5, 7} in color 1 and on
{2, 4, 6} in color 2.
The example above illustrates that an r-coloring can be thought of as a
partition of a set S into r subsets, namely Sχ(x) where x ∈ S.
Definition 4.1.3. An arithmetic progression (abbreviated to AP) is a se-
quence of integers in which the difference, q ∈ Z+, between each pair of
consecutive terms is constant. A k-term such sequence is of the form x, x+
q, x+ 2q, · · · , x+ (k − 1)q, for x, k ∈ Z.
Definition 4.1.4. A k-set is a set containing k elements and for a set S,
[S]k denotes the set of all k-sets contained in S i.e.
[S]k = {S1 ⊆ S : |S1| = k}.
Our next objective is to supply a host of definitions pertaining to graph
theory since Ramsey’s theorem is commonly stated in terms of graphs.
Definition 4.1.5. A graph is an ordered pair G = (V, E) consisting of a set
of points V called vertices and a set E of edges, which are pairs of distinct
vertices that are connected by straight lines.
Two vertices of a graph G = (V, E) are called adjacent if they are connected
by an edge whereas two edges of G are called incident if they share a vertex.
Definition 4.1.6. The order of a graph G = (V, E) is the number of vertices
i.e. the cardinality of V . The order of G is denoted by n.
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Definition 4.1.7. Given a graph G = (V, E). A subgraph of G is an ordered
pair G′ = (V ′, E ′), where V ′ ⊆ V and E ′ ⊆ E.
Definition 4.1.8. A graph of n vertices (or of order n) is called a complete
graph if each pair of distinct vertices is connected by an edge, a complete
graph of n vertices is denoted by Kn.
Definition 4.1.9. Suppose each edge of a graph G is assigned a color such
that adjacent edges are differently coloured. Then G is called a (properly)
edge-colored, or just colored graph. If graph G yields a subgraph all of whose
edges is the same color, then it is referred to as a monochromatic subgraph.
Definition 4.1.10. A graph whose edges have been colored with r different
colors is called an r-colored graph.
Definition 4.1.11. If graph G is colored monochromatically in color c then
G is called c-monochrome.
Definition 4.1.12. Let the complete graph with a countably infinite set of
vertices V be denoted by KN. A countably infinite set simply means a set in
which a one-to-one mapping exists between the elements in the set and N.
We will take V = N. Then KN is called a countably infinite (or just infinite)
complete graph.
Definition 4.1.13. A hypergraph is an ordered pair H = (V, E) where V is
a set of vertices and E is a set of nonempty subsets of V called hyperedges.
Hypergraphs are considered to be a generalization of the standard graph
since hypergraphs are graphs with edges that connect an arbitrary number
of vertices whereas graphs connect pairs of vertices.
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Definition 4.1.14. Given a hypergraph H = (V, E), a subhypergraph of H
is an ordered pair H ′ = (V ′, E ′), where V ′ ⊆ V and E ′ ⊆ E.
Definition 4.1.15. The chromatic number of a hypergraph H = (V, E),
denoted by χ(H), is the least integer t such that there exists a function
γ : V −→ [t] for which there exists no e ∈ E and i ∈ [t] such that e ⊆ γ−1(i).
The above definition is somewhat opaque therefore we visualise the function
γ to be a t-coloring of the vertices of H. We take an edge e ∈ E and suppose
all the vertices of e have the same color, then e is called monochromatic.
Then χ(H) = t translates to being the least integer t for which there exists
a t-coloring of V such that there exists no monochromatic edge in E.
We conclude this section by proving the following combinatorial compactness
principle of which there are many variants, here it is asserted in terms of
hypergraphs, which is its most common form. The proof is considered only
when V is countable for hypergraph H = (V, E), proof for arbitrary V
makes use of Tychonoff’s theorem or a suitable equivalent such as the Axiom
of choice and is found in [17].
Theorem 4.1.2 (Compactness Principle Version 1). Let H = (V, E) be a
hypergraph such that E is finite and χ(H) > t. Then there exists a finite
subhypergraph H ′ of H such that χ(H ′) > t.
Proof. Assume that V is countable and w.l.o.g assume that V = N. Define
a subhypergraph of H to be Hn = (Vn, En), for n ∈ N where
Vn = [n] and En = {e ∈ E : e ⊆ [n]}.
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Let χ(Hn) ≤ t∀n ∈ N. Then (by the definition of χ(Hn)) there exists a
function γn : [n] −→ [t] such that no monochromatic edge exists in Hn. Now
consider the images γn(1), where n ∈ Z+. We may deduce by the pigeonhole
principle that there exists some i1 ∈ [t] that occurs an infinite number of
times in H. We argue using proof by contradiction as follows.
(1) Define a map γ∗(1) = i1 and let n1 < n2 < · · · be the indices such that
γ∗ni(1) = i1.
Now consider the images γni(2), where i ≥ 2. As in the previous case, there
exists some i2 ∈ [t] that occurs an infinite number of times in H (by the
pigeonhole principle).
(2) Define a map γ∗(2) = i2 and let n′1 < n
′
2 < · · · be the subsequence of
the ni such that γ
∗
n′i
(2) = i2.
Lastly consider the images γn′i(3), where i ≥ 3. Again there exists some
i3 ∈ [t] that occurs an infinite number of times in H (by the pigeonhole
principle).
(3) Define a map γ∗(3) = i3 and let n′′1 < n
′′
2 < · · · be the subsequence of
the n′i such that γ
∗
n′′i
(3) = i3.
By applying this argument2 (or steps) indefinitely, we may define a map
γ∗ : V −→ [t] such that no monochromatic edge exists in H i.e. ∀n, ∃n′ such
that γ∗(i) = γn′(i). This statement implies, by the definition of χ(H), that
∀e ∈ E and i ∈ [t], e * γ∗−1(i). This is a contradiction to χ(H) > t and
hence the theorem follows.
2This argument is an application of the Ko¨nig infinity lemma.
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The same principle is restated in terms of sets below.
Theorem 4.1.3 (Compactness Principle Version 2). Let r, k ∈ N and let S
denote the family of all finite subsets of N. Suppose that for any r-coloring
of [N]k there exists an S ∈ S such that [S]k is monochromatic. Then there
exists an n0 such that for any r-coloring of [n]
k, n ≥ n0, there exists an
S ∈ S, S ⊆ [n] such that [S]k is monochromatic.
Proof. See [17].
4.2 Ramsey’s Theorem
This section is an exposition of the various forms of Ramsey’s theorem which
is best interpreted in a graph coloring setting, allowing for the complexity
of the theorems to be easily pictured. Ramsey’s theorem possesses many
different constructions, we first consider a graph theoretical construction of
which we present three cases; the two color case, its generalisation to a finite
number of colors and lastly the infinite graph case. After that, we progress
to the finite and infinite versions of Ramsey’s theorem for arbitrary sets.
Theorem 4.2.1 (Ramsey’s Theorem for Two Colors). For a, b ≥ 2, there
exists a least positive integer R(a, b) = n such that every 2-coloring of Kn,
with the colors green and red, yields either a green-monochrome Ka or a
red-monochrome Kb subgraph.
Proof. It is trivially deducible that R(a, 2) = a and R(2, b) = b, ∀a, b ≥ 2
(please consult [6] if unclear). We will prove this statement using induction
on the sum a + b. For a + b < 5, it is trivial. Let a + b = 5 then R(2, 3) =
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R(3, 2) = 3 and we are done. So suppose a+ b ≥ 6, for a, b ≥ 3 and assume
R(a− 1, b) and R(a, b− 1) exist.
Claim 1:
R(a, b) ≤ R(a− 1, b) +R(a, b− 1).
Let R(a− 1, b) + R(a, b− 1) = n and consider a 2-coloring of Kn (in green
and red). Choose a vertex of Kn, say x. We know that there are n− 1 edges
from x to the other vertices. Let A be the cardinality of the set of all green
edges from x and B be the cardinality of the set of all red edges from x.
Then A+B = n− 1.
Claim 2:
Either A ≥ R(a− 1, b) or B ≥ R(a, b− 1).
Suppose A < R(a − 1, b) and B < R(a, b − 1), then A + B ≤ (R(a −
1, b) − 1) + (R(a, b − 1) − 1) = n − 2, which is a contradiction therefore
claim 2 is indeed true. We may now assume, w.l.o.g, that A ≥ R(a −
1, b). Let Vx be the set of vertices connected to x by a green edge. Clearly
|Vx| = A ≥ R(a − 1, b), by definition. By our inductive hypothesis KVx
yields either a green-monochrome Ka−1 subgraph or a red-monochrome Kb
subgraph. If the latter is true then we are done, so suppose the former
statement is true. Then if we connect vertex x to each vertex of Ka−1 we
obtain a green-monochrome Ka subgraph. In both cases we obtain either
a green-monochrome Ka subgraph or a red-monochrome Kb subgraph and
hence by induction the proof is complete.
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R(a, b) is called a Ramsey number, the formal definition is given below.
Definition 4.2.1. A Ramsey numberR(a, b) = n, is the order of the smallest
complete graph Kn which, when 2-colored with colors c1 and c2, yields either
a c1-monochrome Ka or a c2-monochrome Kb subgraph.
Ramsey numbers are intrinsically difficult to find. We will revisit Ramsey
numbers in the next section but before we do so, here is a generalisation of
the above theorem to a finite number of colors.
Theorem 4.2.2 (Finite Version of Ramsey’s Theorem for Graphs). For
a1, a2, · · · , ar ∈ Z+, there exists a least positive integer R(a1, a2, · · · , ar) =
n such that every r-coloring of Kn yields an i-monochrome Kai for color i,
where i = 1, 2, · · · , r.
Proof. As in the previous case, we shall proceed by induction but this time
on the number of colors r. For r = 2 this theorem becomes Theorem 4.2.1.
Assume that this statement is true for r − 1, where r > 2 and make the
following claim.
Claim:
R(a1, a2, · · · , ar) ≤ R(a1, · · · , ar−2, R(ar−1, ar)).
Let R(a1, · · · , ar−2, R(ar−1, ar)) = m, it exists by the inductive hypothesis.
Consider an r-colored graph G of order m. We use the following “color
blindness” argument in which we assume that color r is the same as color
r − 1, therefore G is (r − 1)-colored. By the inductive hypothesis, G yields
either a j-monochrome Kaj subgraph for some color j, 1 ≤ j < r − 1, or a
KR(ar−1, ar) subgraph, monochromatic in color r which is the same as color
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r−1. If the former statement is true then we are done and therefore consider
the latter case. Now from the definition of the Ramsey number R(ar−1, ar),
either a (r− 1)-monochrome Kar−1 or a r-monochrome Kar exists and hence
the result follows.
Definition 4.2.2. A generalized Ramsey number R(a1, a2, · · · , ar) = n ∈
Z+ is the smallest n such that no matter how any r-coloring of Kn is defined,
there is some color i such that there exists an i-monochrome subgraph Kai .
The theorem above proves the existence of such numbers. We will conclude
our exposition of graph Ramsey theory by proving Ramsey’s theorem for a
finite coloring of an infinite graph.
Theorem 4.2.3 (Infinite Version of Ramsey’s Theorem for Graphs). Let
r ∈ Z+, then every r-coloring of KN yields an countably infinite complete
monochromatic subgraph.
Proof. Let χ be an r-coloring of KN. Define the set of all vertices of KN to
be V1 = N and choose a vertex v1 ∈ V1. Regard all the vertices incident to
v1. Since there are a finite number of colors r, an infinite number of these
edges have the same color (by the pigeonhole principle), say c1 ∈ [r]. Now
define
V2 = {v ∈ V1 : v1 < v, χ({v1, v}) = c1}.
where {v1, v} denotes the edge connecting vertices v1 and v. Take v2 to be
the first vertex in V2 and regard all the edges incident to v2. An infinite
number of these edges must have the same color, say c2 ∈ [r]. Define
V3 = {v ∈ V2 : v2 < v, χ({v2, v}) = c2}.
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and take v3 to be the first vertex in V3. By continuing the above process
indefinitely, we get three infinite sequences, namely
(1) V1, V2, V3, · · · ,
(2) v1, v2, v3, · · · and
(3) c1, c2, c3, · · ·
and the following events occur
(1) V1 % V2 % V3 · · · ,
(2) vi is the first vertex in Vi and
(3) for all v ∈ Vk, k > i, the edge χ({vi, v}) = ci, for ci ∈ [r].
An infinite number of colors from the sequence c1, c2, c3, · · · must be the
same, say ci = c ∈ [r]. Define the set Kc = {vi : ci = c}, then Kc forms an
infinite monochromatic complete subgraph of KN.
We shall now embark on a set theoretic interpretation of Ramsey’s theorem.
Theorem 4.2.4 (Infinite Version of Ramsey’s Theorem for Sets). For all
k, r ∈ N and for every r-coloring χ : [N]k −→ [r] of the k-element subsets of
N, there exists an infinite subset S ⊆ N such that all its k-element subsets
have the same colors.
Proof. We break the proof into several cases.
Case 1:
For k = 1 this theorem becomes an infinite version of the basic pigeonhole
principle in which the 1-subsets are simply the elements of N, which is an
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infinite set. Therefore any r-coloring of N will produce a color, say c1, that
occurs an infinite number of times. The c1-colored elements are the elements
contained in the infinite set S and we are done.
Case 2:
Let k = 2. We draw the elements of the set [N]2 as edges of the complete
graph of N vertices, KN, and let χ : [N]2 −→ {1, · · · , r} be any r-coloring
of KN. Call the set of points Y0 = N and then fix a point, say y0 ∈ Y0. We
may deduce by the basic pigeonhole principle that infinitely many of all the
edges that connect y0 with the set of points Y0 − {y0} are colored with the
same color, say c0. Now call that set of points
Y1 = {y ∈ Y0 − {y0} : χ(y0, y) = c0}.
Fix a point in this set y1 ∈ Y1 and repeat the above process. By the basic
pigeonhole principle, infinitely many of all the edges that connect y1 with the
set of points Y1 − {y1} are colored with the same color, say c1 and call that
set of points
Y2 = {y ∈ Y1 − {y1} : χ(y1, y) = c1}.
By repeating this process indefinitely, we obtain an infinite set of points
E = {y0, y1, · · · }. Now the color of any pair of edges {e, e′} ∈ [E]2 that
connects the points of E is wholely dependent on min {e, e′}. Hence we may
define a new coloring
χ∗(e) = χ({e, e′}) where e′ > e ∈ E.
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By the pigeonhole principle, there exists an infinite subset S ⊆ E that is
monochromatic w.r.t χ∗ i.e. χ∗(s) is the same, for all s ∈ S. From the def-
inition of χ∗, this simply means that all {s, s′} ∈ [E]2 have the same color
under χ and hence Ramsey’s theorem for k = 2 is proved.
Case 3:
Let k = 3, we proceed by using the same technique above. Call the set
of points Y0 = N and then fix a point, say y0 ∈ Y0. Using the r-coloring
χ : [N]3 −→ {1 , · · · , r} we define another r-coloring χ0 on the pairs of
Y = Y0−{y0} by χ0({y, y′}) = χ({y0, y, y′}), where y, y′ ∈ Y . By case 2, Y
contains an infinite subset, say Y1, monochromatic in χ0 i.e. χ0(y, y
′) = c1,
for y, y′ ∈ Y1 (y 6= y′). Fix a point y1 ∈ Y1 such that y1 > y0. Any
r-coloring χ1 on the pairs of Y
′ = Y1 − {y1} induces another r-coloring
χ1({y, y′}) = χ({y1, y, y′}), where y, y′ ∈ Y ′. Again by case 2, Y ′ con-
tains an infinite subset, say Y2, monochromatic in χ1 i.e. χ1(y, y
′) = c2, for
y, y′ ∈ Y2 (y 6= y′).
By repeating this process indefinitely we obtain an infinite set of points E =
{y0, y1, · · · } such that the color of any set of edges {e, e′, e′′} ∈ [E]3 that
connects the points of E, is wholely dependent on min {e, e′, e′′}. Hence we
may define a new coloring
χ∗(e) = χ({e, e′, e′′}) where e′′ > e′ > e ∈ E.
By the pigeonhole principle there must exist an infinite subset S ⊆ E that is
monochromatic w.r.t χ∗ i.e. χ∗(s) is the same, ∀s ∈ S. From the definition
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of χ∗, this simply means that all {s, s′, s′′} ∈ [E]3 have the same color under
χ and hence Ramsey’s theorem for k = 3 is proved. The case for any general
value of k can be shown by using the same argument and hence the theorem
follows.
Theorem 4.2.5 (Finite Version of Ramsey’s Theorem for Sets ). For all
k, l, r ∈ N there exists a R(k, l, r) ∈ N called a Ramsey number such that
for all n ≥ R(k, l, r) and any r-coloring of the k-subsets of [n],
χ : [n]k −→ {1, · · · , r}, there exists an l-subset of [n] with all of its k-subsets
being monochromatic.
Proof. This statement follows immediately from the infinite version of Ram-
sey’s theorem (Theorem 4.2.4) coupled with the second version of the com-
pactness principle (Theorem 4.1.3).
4.3 Ramsey Numbers
It was mentioned previously that calculating Ramsey numbers is a gruelling
task therefore it is easier to find bounds for them instead of exact values. This
section provides a requisite table of known Ramsey numbers. This amusing
quote, paraphrased from legendary Hungarian mathematician Paul Erdo¨s,
who is noted for his major contributions to combinatorics and graph theory,
conveys our ineptitude at finding Ramsey numbers.
“Suppose aliens invade the earth and threaten to obliterate it in
a year’s time unless human beings can find the Ramsey number
R(5, 5). We could marshal the world’s best minds and fastest
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computers, and within a year we could probably calculate the
value. If the aliens demanded the Ramsey number R(6, 6), how-
ever, we would have no choice but to launch a preemptive attack.”
A summary of known values and bounds for Ramsey numbers is showcased
in Table 4.1. This table is extracted from Radziszowski’s survey of Ramsey
numbers [30], which remains the most up-to-date list of Ramsey values that
many mathematicians have laboured to find and which also presents bounds
for generalized Ramsey numbers whereas we only consider two color Ramsey
numbers. Please observe that in the following table x − y is used to denote
the interval [x, y], for positive integers x and y.
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ab
3 4 5 6 7 8 9 10 11 12 13 14 15
3 6 9 14 18 23 28 36 40 −
43
46 −
51
52 −
59
59 −
69
66 −
78
73 −
88
4 - 18 25 35−
41
49−
61
56−
84
73−
115
92 −
149
97 −
191
128−
238
133−
291
141−
349
153 −
417
5 - - 43−
49
58−
87
80−
143
101−
216
125−
316
143−
442
157−
1000
181−
1364
205−
1819
233−
2349
261 −
3059
6 - - - 102−
165
113−
298
127−
495
169−
780
179−
1171
253−
3002
262−
4367
317−
6187
317−
8567
401 −
11627
7 - - - - 205−
540
216−
1031
233−
1713
232−
2826
405−
8007
416−
12375
511−
18563
511−
27131
511 −
38759
8 - - - - - 282−
1870
317−
3583
377−
6090
377−
19447
377−
31823
817−
50387
817−
77519
861 −
116279
9 - - - - - - 565−
6588
580−
12677
22325 38832 64864 - -
10 - - - - - - - 798−
23556
45881 81123 - - 1265
Table 4.1: Known values and bounds for Ramsey numbers R(a, b).
4.4 Van der Waerden’s Theorem
This section is devoted to van der Waerden’s definitive theorem. Although
first published in 1927, there is evidence that this result was first conjectured
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by Issai Schur, a few years prior to this, whilst he was working on the distri-
bution of quadratic residues modulo p thereafter van der Waerden became
aware of Schur’s result through a fellow student Pierre Baudet and referred to
it as Baudet’s conjecture. Broadly speaking, it suggests that for any coloring
of the positive integers Z+, an arbitrarily long AP is guaranteed to be found.
Various different proofs of this result can be found, however in this section we
present a purely combinatorial one which complies with van der Waerden’s
original proof in [41], using the “color-focusing technique” adapted from [42]
and [40].
Theorem 4.4.1 (Van der Waerden). Suppose k, r ∈ Z+, then there exists
a least positive integer W (k, r) = n, such that any r-coloring of [n] yields a
monochromatic k-term AP.
W (k, r) = n is called a classical van der Waerden number and naturally this
theorem proves the existence of such values. The proof of the above theorem
proceeds via double induction on k and r and is postponed until after we
address the following proposition, which exhibits this inductive argument.
Proposition 4.4.2. W (3, 2) ≤ 325.
Proof. Let S = [1, 325]. We first 2-color S and then break up S into individ-
ual sets3 each of order 5 obtaining 65 sets in total i.e. S = [1, 5] ∪ [6, 10] ∪
· · · ∪ [321, 325]. Name these sets S1, S2, · · · , S65, respectively. Since each of
the Si’s contains 5 elements, the elements can be 2-colored in one of 2
5 = 32
ways. Therefore by the pigeonhole principle, at least two of the first 33 sets
3Also referred to as blocks.
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are colored in the same way. Name these sets Sa and Sa+d. Since every
element in each set is 2-colored, by the pigeonhole principle, at least two of
the first three elements in each set is monochromatic. Write Sa and Sa+d as
follows;
Sa = {sa;t, sa;t+m, sa;t+2m, sa;t+3m, sa;t+4m},
Sa+d = {sa+d;t, sa+d;t+m, sa+d;t+2m, sa+d;t+3m, sa+d;t+4m}.
Therefore, the two monochromatic elements in Sa become sa;t and sa;t+m.
To illustrate this notation, take Sa = S2 = [6, 10]. Then s2;1 = 6, s2;2 =
7, s2;3 = 8 s2;4 = 9, s2;5 = 10. The two elements, sa;t and sa;t+m, belong
to the first three elements in Sa therefore the difference between them is
either 1 or 2 i.e.m = 1 or m = 2. Now {sa;t, sa;t+m, sa;t+2m} is an AP.
If sa;t+2m is the same color as sa;t and sa;t+m, then we have a monochro-
matic 3-term AP and we are done therefore assume that sa;t+2m is not the
same color as sa;t and sa;t+m. Since Sa and Sa+d are colored in the same
way, sa;t and sa+d;t+m are monochromatic. Now we will consider the set
Sa+2d = {sa+2d;t, sa+2d;t+m, sa+2d;t+2m, sa+2d;t+3m, sa+2d;t+4m}. If sa+2d;t+2m is
the same color as sa;t and sa+d;t+m, we have a monochromatic 3-term AP and
we are done therefore assume that sa+2d;t+2m is not the same color as sa;t and
sa;t+m. Since we are considering only 2-colorings of the elements, sa+2d;t+2m
and sa;t+2m are monochromatic and since Sa and Sa+d are colored in the same
way, sa;t+2m, sa+d;t+2m and sa+2d;t+2m are monochromatic. Therefore, we have
a monochromatic 3-term AP. Hence regardless of the way in which [1, 325]
is 2-colored, a monochromatic 3-term AP exists and the result follows.
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The argument used in the above proof is called “color-focusing” and it is an
example of the double induction technique performed on the number of colors
r and the k number of terms in the AP’s. The above proposition gives a very
loose upper bound for W (3, 2). The exact value of W (3, 2) is 9, proven in
[40].
Definition 4.4.1. Given an r-coloring of Z+ with the number of different k-
term AP’s being t. These k-term AP’s are called color-focused if the following
conditions hold;
(1) each k-term AP is monochromatic,
(2) consider the t different k-term AP’s, none of them must be monochro-
matic in the same color and
(3) the (k + 1)th terms of every AP is equal.
The (k+ 1)th term of the t color-focused AP’s is called the color-focus of the
AP’s.
The following example elucidates this definition.
Example 4.4.1. Consider a 2-coloring of set S = [1, 325] in red and green.
Choose two monochromatic sets S14 = {61, 62, 63, 64, 65} and S33 =
{161, 162, 163, 164, 165}. These two sets do not yield any monochro-
matic 3-term AP. Take two different 2-colorings of the set S53, namely S53 =
{261, 262, 263, 264, 265} and S53 = {261, 262, 263, 264, 265}, in which the
black numbers are left uncolored and may be red or green. The first 2-coloring
of S53 yields the monochromatic 3-term AP {63, 163, 263} and the second
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yields {61, 162, 263}. The color-focus of the two monochromatic 2-term
AP’s is 263.
We now commence with the proof of van der Waerden’s theorem, restated
here for convenience.
Theorem 4.4.3. Suppose k, r ∈ Z+, then there exists a least positive integer
W (k, r) = n, such that any r-coloring of [n] yields a monochromatic k-term
AP.
Proof. We first perform induction on k to show that W (k, r) = n exists, by
showing that it is bounded. Let k = 1. Then the statement is trivially true
i.e. W (1, r) exists. So suppose k ≥ 2 and assume that for any p ≤ k and q,
W (p, q) exists (this is the induction hypothesis for k). We need to show that
W (k+ 1, r) exists for all r in order to complete the inductive argument. We
will prove this using the following claim:
Claim:
For all t ∈ [1, r], there exists a W (t, k, r) = w such that whenever [w] is
r-colored, it yields either a monochromatic (k+1)-term AP in [w], or t color-
focused k-term AP’s in [w].
Proof of claim:
We perform induction on t. Let t = 1. By the induction hypothesis for k,
there exists only one monochromatic k-term AP in [n] therefore it must be
color-focused. Call the color-focus of this AP, x (recall that x must be the
(k+1)th term). Now x ≤ 2n therefore [2n] also yields a color-focused k-term
monochromatic AP. Hence W (1, k, r) = 2n and the claim is true for t = 1,
so let us assume that w exists. In order to complete the induction argument
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we need to show that W (t+ 1, k, r) exists. Firstly let N = 2wW (k, rw) and
then break {1, · · · , N} into individual sets each of length w. Name each of
these sets Si where i denotes the position the set holds in {1, · · · , N} and
since each |Si| = w, we have 2W (k, rw) Si’s in total.
{1, · · · , N} = {1, 2, · · · , w} ∪ {w + 1, w + 2, · · · , 2w)} ∪ · · ·
∪ {N − w + 1, N − w + 2, · · · , N}
= S1 ∪ S2 ∪ · · · ∪ S2W (k, rw).
Now we r-color [N ], since |Si| = w in [N ], there are rw different ways in which
each Si can be r-colored. Suppose any r-coloring of [N ] yields in any of the
Si’s a monochromatic (k+1)-term AP, then we are done therefore assume the
other condition of the claim is true i.e.each Si yields a t color-focused k-term
AP. Consider an rw-coloring of [W (k, rw)], this must yield a monochromatic
k-term AP. Any r-coloring of [wW (k, rw)] produces an rw-coloring of the
set {S1, S2, · · · , SW (k, rw)} since each |Si| = w and is therefore r-colored in
one of rw ways. Hence {S1, S2, · · · , SW (k, rw)} yields k monochromatic sets
Sa, Sa+d, · · · , Sa+(k−1)d whose indices are an AP. Assume that each of these
sets yields a t color-focused k-term AP with color-focus say x. Write each
element of {1, · · · , N} as si;j, where i denotes which set Si it belongs to and
j denotes the position in that set. Label the t color-focused k-term AP’s in
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Sa as follows;
Aa;1 = {sa;u, sa;u+v, · · · , sa;u+(k−1)v}
Aa;2 = {sa;u1 , sa;u1+v1 , · · · , sa;u1+(k−1)v1}
...
Aa;t = {sa;ut , sa;ut+vt , · · · , sa;ut+(k−1)vt}.
The color-focus of these AP’s being sa;f , i.e. sa;u+kv = sa;u1+kv1 = sa;ut+kvt =
sa;f . Sa, Sa+d, · · · Sa+(k−1)d produces monochromatic k-term A.P’s (since
they are colored in the same way). Name them as follows;
Aa;1 = {sa;u, sa;u+v, · · · , sa;u+(k−1)v}
Aa+d;1 = {sa+d;u, sa+d;u+v, · · · , sa+d;u+(k−1)v}
...
Aa+(k−1)d;1 = {sa+(k−1)d;u, sa+(k−1)d;u+v, · · · , sa+(k−1)d;u+(k−1)v}
Aa;2 = {sa;u1 , sa;u1+v1 , · · · , sa;u1+(k−1)v1}
...
Aa+(k−1)d;2 = {sa+(k−1)d;u1 , sa+(k−1)d;u1+v1 , · · · , sa+(k−1)d;u1+(k−1)v1}
...
Aa+(k−1)d;t = {sa+(k−1)d;ut , sa+(k−1)d;ut+vt , · · · , sa+(k−1)d;ut+(k−1)vt}.
Let χ denote the coloring on the elements belonging to each AP, Ai;j. This
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implies that
χ(Aa;1) = χ(Aa+d;1) = · · · = χ(Aa+(k−1)d;1)
χ(Aa;2) = χ(Aa+d;2) = · · · = χ(Aa+(k−1)d;2)
...
χ(Aa;t) = χ(Aa+d;t) = · · · = χ(Aa+(k−1)d;t).
There are t number of AP’s in the k number of sets which yields a t + 1
color-focused monochromatic k-term AP. Choose one particular k-term AP,
P1 = {sa;u, sa+d;u+v, · · · , sa+(k−1)d;u+(k−1)v}
P2 = {sa;u1 , sa+d;u1+v1 , · · · , sa+(k−1)d;u1+(k−1)v1}
...
Pt = {sa;ut , sa+d;ut+vt , · · · , sa+(k−1)d;ut+(k−1)vt}.
The elements in each Pi were picked out of Aj;i, where j ∈ {a, a+d, · · · , a+
(k − 1)d} and i ∈ {1, 2, · · · , t}, therefore each Pi must be monochromatic
and the (k + 1)th term of each of these Pi’s are equal i.e.
sa+kd;u+kv = sa+kd;u1+kv1 = · · · = sa+kd;ut+kvt = sa+kd;f ,
which is the color-focus of these the monochromatic k-term A.P’s. The ele-
ment y ∈ N since N = 2wW (k, rw) (recall that all of these elements come
from the first wW (k, rw) elements). Hence si;f , where i = {a, a+d, · · · , a+
kd}, must have the same color in every set of the monochromatic k-set AP.
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Therefore the color-focuses of Sa, Sa+d, · · · , Sa+(k−1)d also form a monochro-
matic k-term AP, call this color-focus sa+kd;f . Now consider the k-term AP,
sa;f , sa+d;f , · · · , sa+(k−1)d;f . They must each have a different color in each of
the P1, · · · , Pt (from the color-focus definition). Hence sa+kd;f is the color-
focus for the t+ 1 monochromatic k-term AP’s therefore N = W (t+ 1, k, r)
and the claim has been proven by induction.
Since w = W (t, k, r) exists ∀t ∈ [1, r], by taking t = r we have that
W (r, k, r) exists. This implies that in any r-coloring of [W (r, k, r)], ei-
ther an r color-focused k-term AP exists or a monochromatic (k + 1)-term
AP exists. If the second case is true, then we are done therefore assume
that the first case is true. The color-focus of the r k-term AP’s must have
one of r colors therefore one of the r k-term AP’s and this color-focus must
have the same color. The color-focus combined with the r k-term AP forms
a (k + 1)-term AP. Hence by induction we have shown that for k, r ∈ Z+
then there exists a W (k, r) = n ∈ Z+, such that in any r-coloring of [n], a
monochromatic k-term AP exists.
4.5 Van Der Waerden Numbers
Definition 4.5.1. For r, k1, k2, · · · , kr ∈ Z+, a generalised van der Waerden
number 4 W (k1, k2, · · · , kr, r) = n ∈ Z+, is the smallest n such that for every
r-coloring of [n] there exists a ki-term AP monochromatic in color i.
4Also widely known as a mixed van der Waerden number
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Van der Waerden numbers are also computionally tedious to find therefore
few of them have actually been discovered. The table below presents a sum-
mary of a select few classical values, extracted from [21]. The most recent
list of all known mixed van der Waerden numbers is found in [2] together
with a thorough referencing of these values and bounds.
k
r
2 3 4 5 6
3 9 27 76 > 125 > 207
4 35 > 292 > 1048 > 2254 > 9778
5 178 > 965 > 10437 > 24045 > 56693
6 > 1131 > 8886 > 90306 > 246956 > 600486
7 > 3703 > 43855 > 387967 - -
8 > 7484 > 238400 - - -
9 > 27113 - - - -
Table 4.2: Known values and bounds of van der Waerden numbers W (k, r).
The history of results related to finding upper and lower bounds on van der
Waerden numbers is entertaining, two achievements in this field in particular
merit discussion. In 1987, renowned Israeli logician Saharon Shelah stunned
the combinatorial community by discovering an ingenious new proof of the
Hales-Jewett theorem and hence of van der Waerdens theorem, found in
[35]. Shelah’s proof is independent of van der Waerdens original double
induction argument and gives rise to one of the most profound results on
van der Waerden numbers. Before we state it however, some construction is
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required.
Definition 4.5.2. For k ≥ 1, define the following functions
(1) t1(k) = 2k,
(2) t2(k) = t
(k)
1 (1) = 2
k, where t(k) is the composition of t with itself k
times,
(3) t3(k) = t
(k)
2 (1) = 2
2.
. .
2
, where this expression contains k 2’s and
(4) t
(k)
i+1 = t
(k)
i (1), for i ∈ Z+.
These functions clearly display rapid growth. We name t3(k) = Tower(k)
and t4(k) = Wow(k), the Tower and Wow functions, respectively and call
tk(k) = Ack(k) the Ackermann function. This function is credited to Wil-
helm Ackermann, a student of David Hilbert, who first derived it in [1]. There
are many variations of his original function throughout mathematics and it is
considered to be the fastest growing function one can encounter, here it has
been modified for our limited purposes. The bound W (k, 2) ≤ Ack(k) can
be gleaned from van der Waerdens original proof however Shelah improved
this bound with the following theorem.
Theorem 4.5.1 (Shelah). Let k ≥ 2, then
W (k, 2) ≤ Wow(k).
Proof. Refer to [35].
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For many years, distinguished mathematician Ronald Graham had offered
a $1000 cash prize to whomever could prove W (k, 2) ≤ Tower(k). Shelah
was awarded half this prize money for the above result. The second more
powerful result is attributed to Timothy Gowers, who won the Fields Medal
in 1998 for work closely related to his paper [15], in which he developed
Shelah’s bound even further. The theorem below played a considerable role
in him achieving this honour.
Theorem 4.5.2 (Gowers). Let k ≥ 2, then
W (k, 2) ≤ 2222
2k+9
.
Proof. Refer to [15].
Shelah and Gowers both resolved upper bounds for van der Waerden num-
bers, the only lower bound of note was constructed in [10] by Elwyn Berlekamp
in 1968.
Theorem 4.5.3 (Berlekamp). For prime p,
W (p+ 1, 2) ≥ p2p.
Proof. Refer to [10].
4.6 Schur’s Theorem
Issai Schur’s influential paper [34] was inspired by Fermat’s last theorem. In
his original paper he proved that for all m and for suffiently large primes p,
the equation xm + ym = zm(mod p), has a non-trivial solution.
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Theorem 4.6.1 (Schur). For r ∈ Z+, there exists a least positive integer
S(r) = s, such that for any r-coloring of [s], there exists a monochromatic
solution to the equation x+ y = z.
Proof. The proof is an application of Ramsey’s theorem (Theorem 4.2.1) and
is more or less identical to Schur’s original proof. Theorem 4.2.1 asserts that
for an integer R(3, r) = n, any r-coloring of Kn yields a monochromatic
triangle K3. We therefore define a particular coloring of Kn as follows;
(1) label the vertices of Kn using the set {1, 2, · · · , n},
(2) then perform an r-coloring on the set of vertices {1, 2, · · · , n − 1},
i.e.color each vertex v ∈ {1, 2, · · · , n− 1} in one of the r colors,
(3) now perform an edge-coloring on Kn, by taking 2 vertices labeled i and
j, i > j, calling this edge ij and lastly coloring ij and i − j with the
same color.
By Theorem 4.2.1, Kn yields a monochromatic triangleK3. Label the vertices
of this triangle a1, a2, a3, where a1 < a2 < a3, then a2−a1, a3−a2 and a3−a1
all have the same color. Take x = a2− a1, y = a3− a2 and z = a3− a1, then
x+ y = (a2 − a1) + (a3 − a2) = a3 − a1 = z
and the proof is complete.
The set {x, y, z} that satisfies x + y = z is called a monochromatic Schur
triple and S(r) ∈ Z+ are called Schur numbers. This definition is formalised
below.
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Definition 4.6.1. For r ∈ Z+, a Schur number S(r) = s ∈ Z+ is the
smallest s, such that any r-coloring of [s] yields a monochromatic solution to
the equation x+ y = z.
Schur numbers are even more vexing than Ramsey numbers and van der
Waerden numbers to calculate, the table below adapted from [13] delivers
some familiar values whilst [3] tabulates all generalised Schur numbers that
have been found to date.
r 1 2 3 4 5 6 7
S(r) 1 5 14 45 [160, 305] [536, ∞) [1680, ∞)
Table 4.3: Known values and bounds for Schur numbers S(r).
We conclude this section by generalising Theorem 4.6.1, another more com-
pelling generalisation of the same result is referred to as Rado’s theorem,
which we will examine in the next section.
Theorem 4.6.2 (Generalised Schur’s Theorem). Let r ∈ Z+ and select a
color i ∈ [1, r]. There exists a least positive integer S(k1, k2, · · · , kr) = s,
where ki ≥ 3, such that every r-coloring of [s] yields a solution to the equation
x1 + x2 + · · ·+ xkj−1 = xkj (4.1)
that is j-monochrome for color j ∈ [1, r].
Proof. Similar to the proof of Schur’s theorem, this proof is an application
of the generalised Ramsey theorem (Theorem 4.2.2). Let the generalised
Ramsey number R(k1, k2, · · · , kr) = n and consider an r-coloring of [n].
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We utilise the same edge-coloring as in the proof of Theorem 4.6.1 (Schur’s
theorem). By Theorem 4.2.2, this edge-coloring of Kn must yield a Kkj
subgraph that is j-monochrome in some color j ∈ [1, r]. Let a = kj and
denote the vertices of Ka by {v0, v1, · · · , va−1} and define a difference di =
vi − v0 and assume that di−1 < di, ∀i ∈ [2, a− 1]. Now Ka is j-monochrome
therefore the edges e = vi−1vi and e′ = va−1v0 for i ∈ [1, a − 1], are also
j-monochrome. Consider
vi − vi−1 = (di + v0)− (di−1 + v0) = di − di−1, ∀i ∈ [2, a− 1],
therefore di− di−1, d1 and da−1 are all j-monochrome, ∀i ∈ [2, a− 1]. Hence
d1 +
a−1∑
i=2
(di − di−1) = da−1 =⇒ d1 + d2 + · · ·+ di−2 = di−1
for any r-coloring of [n− 1].
4.7 Rado’s Theorem
The generalised Schur’s theorem declares that in any r-coloring of Z+, monochro-
matic solutions to equations of the form
k−1∑
i=1
xi = xk exist for k ≥ 4, this
assertion can be extended to include systems of homogeneous linear equa-
tions over Z i.e. equations of the form
k∑
i=1
aixi = 0, where the coefficients
0 6= ai ∈ Z.
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Definition 4.7.1. Let L be a system of linear homogeneous equations and
r ≥ 1. If there exists a monochromatic solution to L, for every r-coloring of
Z+, then L is said to be r-regular. L is said to be just regular if it is r-regular
∀r ≥ 1.
Schur’s theorem shows that the equation x + y = z is regular, this result
was strengthened by Rado in his 1933 thesis [29]. Here we prove regularity
for single homogeneous linear equations. For a system of such equations
Rado determined a necessary and sufficient condition called the “Columns
Condition” that must be satisfied for regularity to be achieved, confer with
[17] and [29] for a complete proof of this.
Theorem 4.7.1 (Rado’s Single Equation Theorem). Let k ≥ 2 and 0 6= ai ∈
Z, for i ∈ [1, k]. The equation
k∑
i=1
aixi = 0 (4.2)
is regular ⇐⇒ there exists a nonempty set B ⊆ {ai : i ∈ [1, k]} such that∑
b∈B
b = 0.
We detour to the following example to clarify the statement of this theorem
before proving it.
Example 4.7.1. The statement effectively says that equation (4.2) is regular
⇐⇒ there is some nonempty subset of the coefficients ai that add up to 0.
Hence the equation x1 +2x2−3x3 = 0 is regular whereas 2x1 +3x2−4x3 = 0
is not regular.
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Proof. We will first show the “⇐=” statement i.e. we assume, ∀r ≥ 1, there
exists a set B 6= ∅ defined as above with ∑
b∈B
b = 0, then we will show that
(4.2) is r-regular. We will prove this by induction on r but first w.l.o.g take
B = {a1, a2, · · · , am}, where a1 > 0 and |B| = m is maximal. Suppose
m = k, then
k∑
i=1
ai =
∑
b∈B
b = 0.
Therefore we can take xi = 1, for i ∈ [1, k] to be our monochromatic solution
since
k∑
i=1
aixi =
k∑
i=1
ai = 0.
Hence we let m < k =⇒ c =
k∑
i=m+1
ai is nonempty. Now take
x2 = x3 = · · · = xm and xm+1 = xm+2 = · · · = xk. (4.3)
Then (4.2) may be written as
a1x1 + (a2 + a3 + · · ·+ am)x2 + (am+1 + am+2 + · · ·+ ak)xm+1 = 0,
since a1 + a2 + · · ·+ am = 0, (4.2) reduces to
a1(x1 − x2) + cxm+1 = 0. (4.4)
We now begin the induction process.
Let r = 1:
For x1, x2 ∈ Z+, if we take c = x2 − x1 and xm+1 = a1, then we have a
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monochromatic solution to (4.4).
Let r ≥ 2:
Suppose the “⇐=” statement is true, ∀t ∈ [1, r − 1], we will show that it
is true for all r. For all t ∈ [1, r − 1] define µ(t) ∈ Z+ to be smallest µ(t)
such that for any t-coloring of [µ(t)], there exists a monochromatic solution
to (4.2). Clearly the induction hypothesis shows that µ(t) exists. Suppose
w.l.o.g that
m∑
i=1
ai = 0 , for a1 > 0 and m maximal, m 6= k therefore c 6= 0.
Take d =
k∑
i=1
|ai| and µ = µ(r − 1). We will show that µ(r) ≤ dW (µ + 1, r),
where W (µ + 1, r) denotes the van der Waerden number. We need to show
that for any r-coloring of [dW (µ+ 1, r)], a monochromatic solution to (4.2)
exists. Similar to the the case r = 1, assume (4.3) hence equation (4.2)
becomes (4.4). Suppose we have an r-coloring χ of [dW (µ + 1, r)], we will
proceed to find a monochromatic solution to (4.4) i.e. x1, x2 and xm+1 such
that χ(x1) = χ(x2) = χ(xm+1). Remember that 0 6= c =
k∑
i=m+1
ai and
d =
k∑
i=1
|ai| =⇒ 1 ≤ |c| < d. Now choose an f ∈ [1, d] and let χf denote
an r-coloring of [W (µ + 1, r)] such that χf (i) = χ(fi) , ∀i ∈ [W (µ + 1, r)].
This implies that, ∀f ∈ [1, d], there exists a monochromatic set which is
monochromatic w.r.t χf (follows from Theorem 4.4.3), namely
A = {α, α + q, α + 2q, · · · , α + µq}.
This implies that, ∀y ∈ A, y ≤ W (µ+ 1, r). Therefore
χf (α) = χ(fα) = χf (α+q) = χ(fα+fq) = · · · = χf (α+µq) = χ(fα+fµq)
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i.e. the set
fA = {fα, fα + fq, fα + f2q, · · · , fα + fµq}
is monochromatic with respect to χ and ∀y ∈ fA, y ≤ fW (µ + 1, r) =⇒
y ∈ [dW (µ + 1, r)]. Now take f = |c| and e = fα therefore, ∀q ≥ 1, there
exists a monochromatic set (from Theorem 4.4.3),
{e, e+ q|c|, e+ 2q|c|, · · · , e+ µq|c|}
such that e+ µq|c| ≤ dW (µ+ 1, r). Consider the following cases.
Case 1:
If ∃j ∈ [µ] such that χ(jqa1) = χ(e) and if we let |x2 − x1| = jq|c| and
xm+1 = jqa1, then we have a monochromatic solution to (4.4).
Case 2:
If ∃j ∈ [µ] such that χ(jqa1) 6= χ(e), then the set
{qa1, 2qa1, · · · , µqa1} = qa1[µ]
is (r−1)-colored and so we have a monochromatic solution to (4.4). Hence we
have shown the “⇐=” statement. We will now prove the “=⇒” statement
i.e. we assume that
k∑
i=1
aixi = 0 is regular, then we need to show that there
exists a nonempty set B ⊆ {ai : i ∈ [1, k]} such that
∑
b∈B
b = 0. We will make
a contrapositive argument, therefore assume that there exists a1, a2, · · · , ak
such that the elements of no nonempty subset of B sums to 0 and we need to
show that, for r ≥ 1, there exists an r-coloring on Z+ with no monochromatic
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solution to (4.2). We begin by selecting a prime p such that for set C ⊆ {ai :
i ∈ [1, k]}, p - ∑
c∈C
c (p does not divide
∑
c∈C
c). Now C is a finite set so this is
feasible. Take r = p− 1 and define a (p− 1)-coloring, χ : Z+ −→ [p− 1] as
follows; ∀i ∈ Z+, take c to be the largest value such that pc | i, for i ∈ Z+
=⇒ ∃j 6≡ 0 (mod p) such that i = pcj. Then define χ(i) = j ≡ 0 (mod p).
We need to show that (4.2) doesn’t have a monochromatic solution with
respect to χ, therefore we assume that one such solution exists and proceed
to find a contradiction. So call this solution X = {x1, x2, · · · , xk}, that is
v-monochrome w.r.t χ for color v ∈ [1, p − 1]. Then, ∀xi ∈ X, ∃ci, ki such
that xi = p
ci(pki + v). Now c = min {c1, c2, · · · , ck} =⇒
k∑
i=1
aixi = p
c
k∑
i=1
c+ ipci−r(pki + v) = 0
=⇒
k∑
i=1
aip
ti(pki + v) = 0
where ti = ci − c ≥ 0 ,∀i, hence
0 ≡ v
k∑
i=1
ptiai (mod p).
Now since p is prime and p - v and taking ti = 0 =⇒ p |
k∑
i=1
ai. Let C =
{ai : i ∈ [1, k], ti = 0} 6= ∅ but p -
∑
ai∈C
ai, this is a contradiction hence the
“=⇒” statement follows.
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4.8 Hales-Jewett Theorem
We conclude our discourse of Ramsey theory with another fundamental result
called the Hales-Jewett theorem. In 1963, the mathematicians Alfred W.
Hales and Robert I. Jewett, revised van der Waerden’s double induction
proof in [20] to search for monochromatic combinatorial lines in arbitrary
r-colorings of k-dimensional hypercubes [n]k. This quote from [17] perfectly
captures the significance of the result,
“The Hales-Jewett theorem strips van der Waerden’s theorem of
its unessential elements and reveals the heart of Ramsey theory.
It provides a focal point from which many results can be derived
and acts as a cornerstone for much of the more advanced work.”
Only two combinatorial proofs of the Hales-Jewett theorem exist, the original
proof given in [20] and Shelah’s aforementioned proof found in [35]. Stating
the Hales-Jewett theorem first requires some terminology.
Definition 4.8.1. Let k, n ∈ Z+. Then [n]k = [n] × [n] × · · · × [n] (k
times) denotes the set of all k-tuples on [n] i.e. sequences of length k whose
elements belong to [n]. Equivalently, [n]k may be pictured as a k-dimensional
cube whose sides are of length n.
Definition 4.8.2. Take an element y ∈ [n]k, then y = (y1, y2, · · · , yk)
where yi ∈ [n] ,∀i. The element y is called a word of length n written as
y = y1y2 · · · yn.
Definition 4.8.3. A variable word is a word y ∈ ([n] ∪ {?})k, where k ≥ 1
and at least one yi = ? for a fixed value ? ∈ [n].
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Definition 4.8.4. Let l be a variable word and define a word l(i), i ∈ [n],
which is derived by replacing all occurences of ? in l by i.
Definition 4.8.5. A combinatorial line is a set L = {l(i) : i ∈ [n], l is a variable word}.
Example 4.8.1. Take n = 5 and k = 5 and let variable word l = 12 ? 3?.
Then l generates the combinatorial line
L = {12131, 12232, 12333, 12434, 12535}.
Definition 4.8.6. Let χ : [n]k −→ [r] be a coloring. A combinatorial line L
is said to be monochromatic w.r.t χ if χ(l(1)) = χ(l(2)) = · · · = χ(l(n)).
Theorem 4.8.1 (Hales-Jewett). For k, r, n ∈ Z+, there exists a HJ(n, r) =
h ∈ Z+ such that ∀k ≥ h, every r-coloring of [n]k yields a monochromatic
combinatorial line.
Proof. Refer to [16] or [35].
The Hales-Jewett theorem affords us a much simpler way of proving van der
Waerden’s theorem (Theorem 4.4.3) as opposed to the naive proof given ear-
lier.
The Hales-Jewett theorem implies van der Waerden’s theorem:
Proof. Let HJ(k, r) = n and suppose that n = n′(k − 1) + 1. Now define
a map f : [k]n −→ [n], where word y = (y1, y2, · · · , yn) ∈ [k]n and f(y) =
y1, y2, · · · , yn. We then use f to define an r-coloring χ : [k]n −→ [r], where
χ(y) = χ(f(y)), for y ∈ [k]n. This implies that f maps every combinatorial
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line L = {l(1), l(2), · · · , l(k)} into a k-term AP. The difference between any
two variable words in this k-term AP, l(i) and l(i+1), is the same and is equal
to the number of ?’s in l. Therefore by the Hales-Jewett theorem, there exists
a monochromatic combinatorial line that yields a monochromatic k-term AP
and hence the statement of van der Waerden’s theorem follows.
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Chapter 5
Symmetric Colorings
This chapter concentrates on the fundamental results associated with col-
orings related to symmetry. Several formulas for enumerating symmetric
colorings are made manifest from a group theoretic perspective. The results
contained in these chapters are modeled from the authoritative papers [19],
[43], [44], [45], [46] and [47]. Please note that all groups considered henceforth
are finite.
Definition 5.0.7. Let r ∈ N, an r-coloring of a group G is a mapping
χ : G −→ [r]. The set of all r-colorings of G is denoted by rG.
Proposition 5.0.2. Let G be a group and r ∈ N. Then r|G| is the total
number of all r-colorings of G.
Proof. Let χ : G −→ [r], then there are r different ways of assigning one
of the r colors to each of the elements of G, therefore the total number of
different ways of coloring G with r colors is, r × r× · · · ×r, |G| times. Hence
the number of r-colorings of G equals r|G|.
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Definition 5.0.8. Let G be a group with the set X ⊆ G. We call X
symmetric w.r.t an element g ∈ G ⇐⇒ gX−1g = G.
Definition 5.0.9. Let G be a group and take an element g ∈ G. The
symmetry on G w.r.t an element g is a map fg : G −→ G defined as follows,
for x, gx−1g ∈ G,
fg(x) = gx
−1g.
Definition 5.0.10. A coloring χ of a group G is called symmetric if there
exists an element g ∈ G such that ∀x ∈ G, χ(gx−1g) = χ(x). Let r ∈ N.
Then the set of all symmetric r-colorings of G is denoted by Sr(G).
Definition 5.0.11. For r ∈ N and group G, let χ : G −→ [r]. Now define
another coloring χg as follows, for g, x ∈ G,
χg(x) = χ(xg−1).
We may deduce from the above definition that G acts (by means of a right
group action) on rG.
Definition 5.0.12. Consider two colorings of a group G, namely χ and θ.
These two colorings are said to be equivalent if there exists an element g ∈ G
such that ∀x ∈ G, χ(xg−1) = θ(x).
Equivalent, in the above definition, specifies an equivalence relation on rG,
denoted by ∼.
Definition 5.0.13. For r ∈ N and group G, let coloring χ : G −→ [r]. We
write [χ] to denote the orbit of coloring χ and St(χ) to denote the stabilizer
of χ i.e.
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[χ] = {χg : g ∈ G} and St(χ) = {g ∈ G : χg = χ}.
Therefore ∼ also relates the partitioning of the colorings into orbits i.e.
χ ∼ θ ⇐⇒ ∃ g ∈ G such that χ(xg−1) = θ(x) ,∀x ∈ G.
Definition 5.0.14. Each equivalence class of the r-colorings of group G is
called a necklace. The number of all r-ary necklaces of G is denoted by
Nr(G).
Theorem 5.0.3 (Necklace Counting Theorem Version 1). Let r ∈ N and
suppose the group G acts on rG. Then
Nr(G) =
1
|G|
∑
g∈G
r|G:〈g〉|. (5.1)
Proof. The proof utilizes Burnside’s lemma (Lemma 2.5.2). Let χ ∈ rG, since
G acts on rG, there exists a map f : rG × G −→ rG such that f(χ(x), g) =
χg(x) = χ(xg−1), for x, g ∈ G. Therefore the element x is translated into
xg−1 (by f), similarly xg−1 is translated into xg−2. Continuing in this fashion
we can deduce that xg−j is translated into xg−(j+1). Now |〈g〉| = o(g),
therefore the elements of G are permuted into |G : 〈g〉| different cycles and
since each cycle is r-colored, the number of colorings in rG fixed by g is
r|G:〈g〉|. Hence, by Burnsides lemma,
Nr(G) =
1
|G|
∑
g∈G
r|G:〈g〉|.
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Proposition 5.0.4. Any r-coloring which is equivalent to a symmetric r-
coloring is symmetric.
Proof. Let χ, χa ∈ rG, for a ∈ G and let χ and χa be equivalent. Now χa
is symmetric w.r.t g ∈ G, ∀a ∈ G. We are required to show that χ is also
symmetric w.r.t some element in G. Now, for x ∈ G,
χa(gx−1g) = χa(x)
χa(x) = χ(xa−1)
χ(ga−1(xa−1)−1ga−1) = χ(xa−1)
χ(ga−1x−1ga−1) = χ(x).
Therefore χ is symmetric w.r.t ga−1 ∈ G.
The set of all symmetric necklaces is denoted by Sr(G)/ ∼. The following
theorem gives an archetypal formula for computing |Sr(G)| and |Sr(G)/ ∼ |.
Theorem 5.0.5. Let G be an abelian group, then
|Sr(G)| =
∑
X≤G
∑
Y≤G
µ(Y, X)|G/Y |
|B(G/Y )| r
(|G/X|+|B(G/X)|)/2 (5.2)
where B(G) denotes the Boolean group, ≤ denotes the subgroup relation and
|Sr(G)/ ∼ | =
∑
X≤G
∑
Y≤G
µ(Y, X)
|B(G/Y )|r
(|G/X|+|B(G/X)|)/2 (5.3)
where µ(Y, X) denotes the Mo¨bius function on the lattice of subgroups of G.
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Proof. See [19].
This theorem is then generalised in [19] to include arbitrary groups. We must
first construct the poset of optimal partitions of a group G to accomplish this.
In the case of an abelian group G, the poset of optimal partitions coincides
with the subgroup lattice of G.
Theorem 5.0.6. Let P denote the poset of optimal partitions of a group G,
then
|Sr(G)| = |G|
∑
x∈P
∑
y≤x
µ(y, x)
|Z(y)| r
|x| (5.4)
|Sr(G)/ ∼ | =
∑
x∈P
∑
y≤x
µ(y, x)|St(y)|
|Z(y)| r
|x| (5.5)
where µ(x, y) denotes the Mo¨bius function on P .
Proof. See [19].
A particularly interesting case of symmetric colorings of groups is when we
take a finite group G = Zn.
Definition 5.0.15. A regular n-gon is a regular polygon with n sides (for
example a pentagon is a 5-gon). Furthermore, all sides and angles are equal
in a regular n-gon.
We may revise the definitions given previously to affect only a finite abelian
group G. Now G acts on rG (by means of a right group action) as follows,
for g, x ∈ G,
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(g + χ)(x) = χ(x− g).
Definition 5.0.16. Two colorings χ and θ of G are called equivalent if
∃g ∈ G such that χ(x− g) = θ(x) ,∀x ∈ G.
Definition 5.0.17. A (proper) symmetry of G is a mapping fg : G −→ G
such that
fg(x) = g − x,
which is the same as
fg(x) = 2g − x.
Definition 5.0.18. Let χ ∈ rG. Then χ is called symmetric if ∃g ∈ G such
that for g, x ∈ G,
χ(g − x) = χ(x),
which may be alternatively written as
χ(2g − x) = χ(x).
The group Zn can be expressed geometrically as the vertices of a regular
n-gon where an r-coloring is performed on the vertices of this n-gon. Then
the (proper) symmetries of Zn become the reflections of the n-gon about an
axis drawn connecting two of the vertices, passing through the center of the
n-gon. Let χ ∈ rZn , then χ is called symmetric if it is invariant under any
reflection of the n-gon. Suppose we have χ, θ ∈ rZn , these two colorings are
called equivalent if χ may be obtained from θ or θ from χ by any rotation
of the n-gon. We will now impose respective formulas that enumerate the
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colorings of Zn. The following expression for the number of necklaces of Zn
was first derived by Percy MacMahon in [27], hence it is commonly known
as MacMahon’s formula.
Theorem 5.0.7 (Necklace Counting Theorem Version 2). Let n, r ∈ Z+.
The number of necklaces of Zn is
Nr(n) =
(
1
n
)∑
d|n
φ(d)r(
n
d )
where φ denotes the Euler function and d|n means that d divides n.
Proof. Consider rZn , we need to ascertain how many r-colored necklaces of
length n exist. Permuting the vertices of an r-colored necklace by moving
the vertex at position i to position (i + 1) does not change the necklace in
any way. If the n vertices are permuted in this way, then eventually they
must come back to the initial r-coloring. Suppose this occurs after say d
permutations, where d|n. The smallest number of permutations for a come-
back is called the period of the necklace. For example, consider an 3-coloring
of a 6-gon in the colors red (R), blue (B) and green (G). Write the 3-colored
vertices in a string and permute them as follows;
RGBRGB→ BRGBRG→ GBRGBR→ RGBRGB.
Therefore the string RGBRGB has period 3. Now suppose we have an r-
colored string of length n and period d. Counting itself, it has d permutations
before yielding the original r-colored necklace. This r-colored necklace is
unique, since
Nr(n) =
∑
d|n
(
1
d
)
Sd,
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where Sd denotes the number of strings of period d. It is easily deducible
that
Sn =
∑
d|n
Sd,
where Sn denotes the number of strings of length n, but Sn= r
n and so
rn =
∑
d|n
Sd,
by applying Mo¨bius inversion (Theorem 3.4.1)
Sd =
∑
x|n
µ
(
d
x
)
rx.
Hence
Nr(n) =
∑
d|n
(
1
d
)∑
x|n
µ
(
d
x
)
rx
=
(
1
n
)∑
d|n
φ(d)r(
n
d ).
The simplification on the right uses the formula φ(n) =
∑
d|n
µ
(
n
d
)
d, which is
proven in [9].
The following theorem calculates the symmetric colorings of cyclic groups of
order n, denoted by Cn.
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Theorem 5.0.8. Whenever p is prime, d is a divisor of n, m is odd and
l ≥ 1
|Sr(Cn)| =

∑
d|n
d
∏
p|n
d
(1− p)r d+12 , for n odd
∑
d|n
2
d
∏
p| n
2d
(1− p)rd+1, for n = 2lm
(5.6)
and
|Sr(Cn)/ ∼ | =

r
n+1
2 , for n odd
1
2
(
r
n
2
+1 + r
m+1
2
)
, for n = 2lm
(5.7)
Proof. Formula (5.6) is proven in [43] and (5.7) is proven in [44].
The ensuing sections will enumerate the symmetric colorings of select well-
known groups of small order, to demonstrate formulas (5.2) to (5.7). We first
draw the lattice of subgroups L(G) then we construct the poset of optimal
partitions, by employing Proposition 3.3.1.
5.1 Symmetric Colorings of the Klein four
group V4
The total number of r-colorings of V4 is r
4 (observed from Proposition 5.0.2).
Recall that V4 = 〈a, b : a2 = b2 = e, ab = ba〉, V4 ∼= D2 and V4 ∼= C2 × C2.
The lattice of subgroups of V4, L(V4) is drawn below.
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V4
{e, a} {e, b} {e, ab}
{e}
Figure 5.1: Lattice of subgroups of V4
Since V4 is abelian we may utilise Theorem 5.0.5,
|Sr(V4)| = r4 + 3r2(−1 + 1) + r2(2− 1− 1− 1 + 1)
= r4,
|Sr(V4)/ ∼ | = 1
4
r4 + 3r2(−1
4
+
1
2
) + r2(
2
4
− 1
2
− 1
2
− 1
2
+ 1)
=
1
4
r4 +
3
4
r2
=
1
4
r2(r2 + 3).
Hence we have the following proposition.
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Proposition 5.1.1. For r ∈ N,
|Sr(V4)| = r4 (5.8)
and
|Sr(V4)/ ∼ | = 1
4
r2(r2 + 3), (5.9)
therefore all the r-colorings of V4 are symmetric.
Example 5.1.1. Let us take r = 2, then the number of symmetric 2-colorings
of V4, |S2(V4)| = 24 = 16 and |S2(V4)/ ∼ | = 7.
5.2 Symmetric Colorings of the Dihedral group
D3
The total number of r-colorings of D3 is r
6. Formulas for the number of
symmetric r-colorings of D3 will be derived in this section, appropriated
from material in [24]. Recall that D3 = 〈a, b : a3 = e, b2 = e, ba = a−1b〉,
D3 ∼= C3 nC2 and S3 ∼= D3 , this group has 4 nontrivial subgroups depicted
in L(D3), drawn below.
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D3
{e, a, a2}
{e, b} {e, ba} {e, ba2}
{e}
Figure 5.2: Lattice of subgroups of D3
The optimal partitions of D3 together with their respective stabilizers and
centralizers as well as their orders are evaluated below.
(1) The finest partition
pi = {{e}, {b}, {ba}, {ba2}, {a, a2}},
St(pi) = {e}, Z(pi) = {e},
|St(pi)| = 1, |Z(pi)| = 1 and |pi| = 5.
(2) Three partitions of the form
pi = {{e}, {a, a2}, {b, ba}, {ba2}},
St(pi) = {e}, Z(pi) = {e, ba2},
|St(pi)| = 1, |Z(pi)| = 2 and |pi| = 4.
(3) One partition
pi = {{e, a, a2}, {b}, {ba}, {ba2}},
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St(pi) = {e}, Z(pi) = {e, a, a2},
|St(pi)| = 1, |Z(pi)| = 3 and |pi| = 4.
(4) One partition
pi = {{e}, {a, a2}, {b, ba, ba2}},
St(pi) = {e}, Z(pi) = {e, b, ba, a2},
|St(pi)| = 1, |Z(pi)| = 4 and |pi| = 3.
(5) Three partitions of the form
pi = {{e, a, a2}, {b}, {ba, ba2}},
St(pi) = {e}, Z(pi) = {e, a, a2, b},
|St(pi)| = 1, |Z(pi)| = 4 and |pi| = 3.
(6) Three partitions of the form
pi = {{e, b}, {a, a2, ba, ba2}},
St(pi) = {e, b}, Z(pi) = {e, b},
|St(pi)| = 2, |Z(pi)| = 2 and |pi| = 2.
(7) One partition
pi = {{e, a, a2}, {b, ba, ba2}},
St(pi) = {e, a, a2}, Z(pi) = D3,
|St(pi)| = 3, |Z(pi)| = 6 and |pi| = 2.
(8) The coarsest partition
pi = D3,
St(pi) = D3, Z(pi) = D3,
|St(pi)| = 6, |Z(pi)| = 6 and |pi| = 1.
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Let ΠD3 denote the set of all optimal partitions of D3, then |ΠD3 | = 14 and
let P = (ΠD3 , ≤) denote the poset of all optimal partitions of D3. We use
the recursive formula (3.5) to calculate the values of the Mo¨bius function
µ(x, y), for x, y ∈ P .
Computing µ(1, y), for y = 1, 2, 3, 4, 5 :
(1) 6, 6, 1:
µ(1, 1) = 1 (by the definition of µ)
(2) 2, 2, 2 and 3, 6, 2:
µ(1, 2) = − ∑
1≤z<2
µ(1, z) = −µ(1, 1) = −1
(3) 1, 4, 3:
µ(1, 3) = − ∑
1≤z<3
µ(1, z) = −[µ(1, 1) + µ(1, 2)] = 0 (left of Hasse
diagram)
µ(1, 3) = − ∑
1≤z<3
µ(1, z) = −[µ(1, 1) + µ(1, 2)]
= −[−1 + 1] = 0 (right of Hasse diagram)
(4) 1, 2, 4:
µ(1, 4) = − ∑
1≤z<4
µ(1, z) = −[µ(1, 1) + µ(1, 2) + µ(1, 3)]
= −[1− 1− 1 + 0] = 1
(5) 1, 3, 4:
µ(1, 4) = − ∑
1≤z<4
µ(1, z) = −[µ(1, 1) + µ(1, 2) + µ(1, 3)]
= −[1− 1 + 0] = 0
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(6) 1, 1, 5:
µ(1, 5) = − ∑
1≤z<5
µ(1, z) = −[µ(1, 1) + µ(1, 2) + µ(1, 3) + µ(1, 4)]
= −[0 + 0− 1 + 1] = 0.
Lastly we represent P in the form of a Hasse diagram. Please note that
this Hasse diagram includes the parameters |St(pi)|, |Z(pi)| and |pi|, for all
pi ∈ ΠD3 , in the respective vertices and in that order with the corresponding
values of µ(1, y) located below in red.
6, 6, 1
1
2, 2, 2
-1
3, 6, 2
-1
1, 4, 3
0
1, 4, 3
0
1, 2, 4
1
1, 3, 4
0
1, 1, 5
0
Figure 5.3: Hasse diagram of P .
Substituting these parameters into formulas (5.4) and (5.5), we obtain ex-
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pressions for the number of symmetric colorings and symmetric necklaces of
D3.
|Sr(D3)| = |D3|
∑
x∈P
∑
y≤x
µ(y, x)
|Z(y)| r
|x|
= 6
[
r5 + 3r4
(
1
2
− 1
)
+ r4
(
1
3
− 1
)
+ 3r3
(
1
4
− 1
2
− 1
3
+ 1
)
+ r3
(
1
4
− 3
2
+ 2
)
+ 3r2
(
1
2
− 1
2
)
+ r2
(
1
6
− 1
4
− 3
4
+
3
2
+
2
3
− 2
)
+r
(
1
6
− 1
6
− 3
2
+
3
2
)]
= 6
[
r5 − 3
2
r4 − 2
3
r4 +
5
4
r3 +
3
4
r3 − 2
3
r2 + 0r
]
= 6r5 − 13r4 + 12r3 − 4r2
and
|Sr(D3)/ ∼ | =
∑
x∈P
∑
y≤x
µ(y, x)|St(y)|
|Z(y)| r
|x|
= r5 + 3r4
(
1
2
− 1
)
+ r4
(
1
3
− 1
)
+ 3r3
(
1
4
− 1
2
− 1
3
+ 1
)
+ r3
(
1
4
− 3
2
+ 2
)
+ 3r2
(
2
2
− 1
2
)
+ r2
(
3
6
− 1
4
− 3
4
+
3
2
+
2
3
− 2
)
+ r
(
6
6
− 3
6
− 6
2
+
3
2
)
= r5 − 3
2
r4 − 2
3
r4 +
5
4
r3 +
3
4
r3 +
3
2
r2 − 1
3
r2 − r
= r5 − 13
6
r4 + 2r3 +
7
6
r2 − r.
Hence we have the following proposition,
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Proposition 5.2.1. For r ∈ N,
|Sr(D3)| = 6r5 − 13r4 + 12r3 − 4r2 (5.10)
and
|Sr(D3)/ ∼ | = r5 − 13
6
r4 + 2r3 +
7
6
r2 − r. (5.11)
Example 5.2.1. Let us take r = 4. The total number of 4-colorings of D3
is 46 = 4096. Utilising the above proposition,
|S4(D3)| = 6(4)5 − 13(4)4 + 12(4)3 − 4(4)2
= 3520 and
|S4(D3)/ ∼ | = 45 − 13
6
(4)4 + 2(4)3 +
7
6
(4)2 − 4
= 612.
5.3 Symmetric Colorings of the Quaternion
group Q8
The total number of r-colorings of Q8 is r
8. Expressions for the number of
symmetric r-colorings of Q8 are derived in a manner that is precisely identical
to the previous section’s, hence we skip the procedure, which can be found in
[47], and merely state the proposition. Recall that Q8 = {±1, ±i, ±j, ±k}.
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Proposition 5.3.1. For r ∈ N,
|Sr(Q8)| = 4r5 − 3r4 (5.12)
and
|Sr(Q8)/ ∼ | = 1
2
r5 − 1
4
r4 +
3
4
r2. (5.13)
Proof. See [47].
Example 5.3.1. Let us take r = 3. The total number of 3-colorings of Q8
is 38 = 6561. Utilising the above proposition,
|S3(Q8)| = 4(3)5 − 3(3)4
= 729 and
|S3(Q8)/ ∼ | = 1
2
(3)5 − 1
4
(3)4 +
3
4
(3)2
= 108.
5.4 Symmetric Colorings of Cyclic groups Cn
It is a far simpler task to calculate the symmetric colorings for cyclic groups
Cn of order n, using formulas (5.6) and (5.7). The values |Sr(Cn)| and
|Sr(Cn)/ ∼ |, for n = 1, 2, · · · , 20, are summarised in Table 5.1.
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Cn |Sr(Cn)| |Sr(Cn)/ ∼ |
C1 r r
C2 r
2 1
2
(r2 + 1)
C3 −2r + 3r2 r2
C4 −r2 + r3 12(r3 + 1)
C5 −4r + 5r3 r3
C6 −2r2 + 3r4 12(r4 + r2)
C7 −6r + 7r4 r4
C8 −r2 − 2r3 + 4r5 12(r5 + r)
C9 −2r − 6r2 + 9r5 r5
C10 −4r2 + 5r6 12(r6 + r3)
C11 −10r + 11r6 r6
C12 2r
2 − 4r3 − 3r4 + 6r7 1
2
(r7 + r2)
C13 −12r + 13r7 r7
C14 −6r2 + 7r8 12(r8 + r4)
C15 8r − 12r2 − 10r3 + 15r8 r8
C16 −r2 − 2r3 − 4r5 + 8r9 12(r9 + r)
C17 −16r + 17r9 r9
C18 −2r2 − 6r4 + 9r10 12(r10 + r5)
C19 −18r + 19r10 r10
C20 −5r2 − 8r3 − 5r6 + 10r11 12(r11 + r3)
Table 5.1: Symmetric colorings of Cn.
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Chapter 6
Symmetric Bracelets
In this chapter we deliberate the issue of counting the number of symmetric
bracelets. Technically, a bracelet is a necklace that must be equivalent under
rotations and reflections. In other words, one bracelet may be transformed
into another by some rotation and reflection, which is the action of the Di-
hedral group, hence a bracelet may be identified as the orbit of the Dihedral
group’s action. The material in this chapter corresponds to [44].
Definition 6.0.1. The equivalence class of all r-colorings of the vertices of a
regular n-gon, where all rotations and reflections are taken as equivalent, is
called an r-ary bracelet of length n. The number of r-ary bracelets of length
n is denoted by Br(n).
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Theorem 6.0.1 (Bracelet Counting Theorem Version 1). Let n, r ∈ Z+, the
number of r-ary bracelets of Zn is
Br(n) =
1
2
Nr(n) +

1
4
(r + 1)r
n
2 , for n even,
1
2
r
n+1
2 , for n odd.
(6.1)
Proof. Refer to [44].
The distinguishing factor between a necklace and a bracelet is that bracelets
must also be equivalent under reflections. Then the number of symmetric
r-ary bracelets of Zn, denoted by B∗r (n), ends up being the same as the
symmetric necklaces, N∗r (n).
Theorem 6.0.2 (Bracelet Counting Theorem Version 2). Let n, r ∈ Z+.
The number of symmetric r-ary bracelets of Zn is
B∗r (n) = N
∗
r (n) =

1
2
r
n
2 (r + 1), for n even,
r
n+1
2 , for n odd.
(6.2)
Proof. Refer to [44].
Let A be a finite abelian group and let C2 = {e, c : c2 = e} and take
G = Dih(A) = C2nφA. Then [G : A] = 2, G/A = Ac and ca = a−1c ,∀a ∈ A.
Now there exists a (right) group action of G on A defined as follows;
ax = a · x and (ac)x = a · x−1.
The map f : A −→ A, f(a) = ax−1 is called the symmetry on A.
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Let χ ∈ rA, then χ : A −→ [r] and the action of G on A invokes an action
on rA defined as follows;
gχ(x) = χ(g−1x), g ∈ G and a ∈ A.
Now consider a ∈ A, then
aχ(x) = χ(xa−1) and (ac)χ(x) = χ(xa−1).
The map h : χ −→ (ac)χ where (ac)χ ∈ rA, is called the symmetry on rA.
Definition 6.0.2. Let χ ∈ rA, then χ is called symmetric if there exists
a ∈ A such that χ(x) = χ(ax−1) ,∀x ∈ A.
We may now introduce more succinct definitions of necklaces and bracelets
using the above constructions.
Definition 6.0.3. Let χ ∈ rA, Aχ is called the A-orbit of χ and is known as
the r-ary necklace on A. Similarly Gχ, the G-orbit of χ, is the r-ary bracelet
on A.
Definition 6.0.4. The necklace Aχ is called symmetric if there exists a
symmetric γ ∈ Aχ. Similarly the bracelet Gχ is symmetric if there exists a
symmetric δ ∈ Gχ.
Theorem 6.0.3. Let A be a finite abelian group and r ∈ N,
Br(A) =
1
2
Nr(A) +
r
|A|
2
2|A[2]|
(
r
|A[2]|
2 + |A[2]| − 1
)
. (6.3)
Proof. Refer to [44].
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Proposition 6.0.4. For n ∈ Z+,
Zn[2] =

2, for n even
1, for n odd.
Proof. Recall that the Boolean group
Zn[2] = {x ∈ Zn : 2x ≡ 0 (modn)}
=

2, for n even
1, for n odd.
In a special case of formula (6.3), we take A = Zn and combine it with
the above proposition to obtain the standard formula for counting bracelets,
(6.1).
Lemma 6.0.5. Let χ ∈ rA, then the following statements are equivalent;
(1) χ is symmetric,
(2) every t ∈ Aχ is symmetric,
(3) Aχ is symmetric,
(4) Gχ is symmetric,
(5) Gχ = Aχ and
(6) cχ = Aχ.
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Proof. (1)=⇒(2) Choose x, y ∈ A such that xcχ = χ and yχ = t. Therefore
xy2ct = xy2cyχ = xycχ = yxcχ = yχ = t.
(2)=⇒(3) and (3)=⇒(4) are both trivial.
(4)=⇒(5) Choose h ∈ Gχ and x ∈ A such that xch = h. Therefore ∀y ∈ A,
ych = ycxch = yx−1h.
Hence Gh = Ah and since Aχ ⊆ Gχ = Gh = Ah =⇒ Aχ = Ah = Gχ.
(5)=⇒(6) Trivial.
(6)=⇒(1) Choose x ∈ A such that cχ = xχ =⇒ x−1cχ = χ.
Lemma 6.0.6. Let χ ∈ rA and suppose Gχ is not symmetric. Then Gχ =
Aχ ∪ Acχ where Aχ ∩ Acχ = ∅.
Proof. Lemma 6.0.5 shows that Aχ and Acχ are both distinct. It is obvious
that Aχ ∪ Acχ ⊆ Gχ and since (xc)χ = x(cχ) =⇒ Gχ ⊆ Aχ ∪ Acχ, hence
we have that Gχ = Aχ ∪ Acχ.
Proposition 6.0.7. For r ∈ N and a finite abelian group A,
B∗r (A) = N
∗
r (A) = 2Br(A)−Nr(A)
Proof. We may deduce from Lemma 6.0.5 that an r-ary bracelet (G-orbit)
is symmetric ⇐⇒ it is a symmetric r-ary necklace (A-orbit). Specifically
B∗r (A) = N
∗
r (A) and by Lemma 6.0.6, if an r-ary bracelet (G-orbit) is not
symmetric, then it is equal to the disjoint union of two r-ary necklaces (A-
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orbits). Hence
Br(A) = N
∗
r (A) +
1
2
[Nr(A)−N∗r (A)]
=
1
2
[Nr(A) +N
∗
r (A)] .
Therefore
N∗r (A) = 2Br(A)−Nr(A).
Hence the last fundamental result is achieved.
Theorem 6.0.8. For r ∈ N and a finite abelian group A,
B∗r (A) =
r
|A|
2
|A[2]|
(
r
|A[2]|
2 + |A[2]| − 1
)
. (6.4)
Proof. This follows immediately from Proposition 6.0.7 and Theorem 6.0.3.
Substitute A = Zn in (6.4) and we receive the canonical formula for counting
symmetric bracelets, (6.2).
Example 6.0.1. Let us consider V4. Now V4[2] = V4 therefore
B∗r (V4) =
1
4
r2(r2 + 3).
This is identical to |Sr(V4)/ ∼ | = N∗r (V4) from (5.9).
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Chapter 7
Conclusion
This final chapter offers a reflection on the body of results that were covered
in this dissertation. The vital theorems will be implicitly restated and placed
into context within the overall content. Thereafter we seek to overview the
current research and open problems in these fields.
The objectives raised in this thesis were to investigate the symmetries on
groups and their relevance to combinatorics, Ramsey theory and symmet-
ric colorings in particular. Chapter 2 outlined several principle results from
group theory, which formed the backbone of our work in symmetric color-
ings. The focal points of this chapter include Boolean groups, group actions,
the (generalised) Dihedral group and our first significant result, Burnside’s
lemma, Lemma 2.5.2. These topics then played a crucial role in symmetric
colorings.
Chapter 3 aimed to develop some basic combinatorial concepts, an emphasis
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was placed on partially ordered set theory and illustrating posets in Hasse
diagram form. Constructing the poset of optimal partitions, Example 3.3.3,
was another indispensible result to symmetric colorings. Lastly we integrated
poset theory into a discussion on the Mo¨bius function, the highlight of this
was the Mo¨bius inversion formula, Theorem 3.4.3.
Chapter 4 tackled, in its entirety, Ramsey theory. A cohesive analysis of the
classical results that constitute this field was provided. We first detracted
to a preliminary section, which offered some basic graph theory and termi-
nology. This section ended with the combinatorial compactness principle,
Theorem 4.1.3, which was instrumental in proving the finite version of Ram-
sey’s theorem for sets.
Several versions of Ramsey’s seminal theorem were examined, first in a graph
theoretical context and then in terms of sets. Ramsey’s theorem for two col-
ors, Theorem 4.2.1, was proven first and then its generalisation to a finite
number of colors, Theorem 4.2.2, after which an infinite version of this, Theo-
rem 4.2.3 was given. Hence our discourse on graph Ramsey theory ended and
we proceeded to state and prove the infinite Ramsey theorem for sets, The-
orem 4.2.4, the finite version of the same theorem, Theorem 4.2.5, follows
immediately from the infinite version when combined with the aforemen-
tioned compactness principle.
The difficulty of calculating Ramsey numbers was subsequently discussed
and all values and bounds known to date were tabulated in Table 4.1. Van
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der Waerden’s theorem was the next critical result placed under scrutiny.
It was stated and proved using the original double induction argument and
afterwards, following the same procedure as for Ramsey numbers, all known
values and bounds for van der Waerden numbers were also tabulated in Ta-
ble 4.2. We presented two famous results attributed to Shelah and Gowers,
which resolve upper bounds for van der Waerden numbers, Theorems 4.5.1
and 4.5.2 respectively, and Berlekamp’s lower bound, Theorem 4.5.3.
Schur’s theorem was the next traditional result portrayed. The basic form,
Theorem 4.6.1 and then the generalised form, Theorem 4.6.2, was proven
as well as another table supplied, Table 4.3, of known Schur numbers after
which we advanced to a more superior generalisation of Schur’s theorem,
Rado’s single equation theorem, Theorem 4.7.1. This expositional chapter
concluded with the statement of the Hales-Jewett theorem, Theorem 4.8.1,
whose proof was too involved for the scope of this dissertation and there-
fore omitted, we also showed that the Hales-Jewett theorem implies van der
Waerdens theorem.
A thorough investigation of symmetric colorings was given in Chapter 5.
Classical formulas for counting the number of colorings and necklaces on
a finite group G were provided, namely Proposition 5.0.2, Theorem 5.0.3
and Theorem 5.0.7. These formulas were then refined and specialised to
count the number of symmetric colorings and equivalence classes of symmet-
ric colorings (symmetric necklaces). Theorem 5.0.5 counted the number of
symmetric colorings and symmetric necklaces for abelian groups, then Theo-
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rem 5.0.6 generalised this theorem to include all arbitrary groups and lastly
Theorem 5.0.8 specified only cyclic groups.
Thereafter we calculated the symmetric colorings of the groups V4, D3 and
Q8 in order to demonstrate how formulas (5.2) through (5.7) are used. The
lattice of subgroups for V4 and D3 were subsequently drawn in Figures 5.1
and 5.2 as well as the Hasse diagram for D3, Figure 5.3, to help visualise the
calculations. This section was finalised with Table 5.1, which presented the
symmetric colorings of cyclic groups up to order 20, using formulas (5.6) and
(5.7).
Chapter 6 ended our treatment of symmetric colorings with symmetric bracelets.
This chapter proceeded in a similar fashion to the previous one by first giv-
ing standard formulas, Theorems 6.0.1 and 6.0.2, for counting the number
of bracelets for the group Zn and then generalising them in Theorems 6.0.3
and 6.0.8 respectively to include all finite abelian groups.
Colorings is a rich and diverse field in mathematics of which there are many
unsolved problems, [36] chronicles the cutting-edge research done in this area
and the key discoveries that accompany them. Symmetric colorings is widely
regarded as a separate branch of Ramsey theory, whose sphere of influence
extends throughout numerous mathematical disciplines. The principal paper
[7], delivers a survey of results and open problems on symmetric colorings
of algebraic and geometric objects and expounds the general layout of open
problems in this field. This survey is updated in [8], which remains the most
102
significant and available source of unanswered questions in colorings.
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