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Presentación 
Se presenta el proyecto de investigación como opción de grado para ser realizado en el 
programa de ingeniería electrónica de la Universidad del Magdalena, el cual hace parte de la 
propuesta de investigación presentada por el Grupo de investigación de la matemática aplicada 
MAGMA-Ingeniería en el marco de la convocatoria para la presentación de proyectos de 
investigación Fonciencias 2015-2017. 
Se propone la implementación de un controlador neuronal artificial en Arduino, con el fin de 
hacer un seguimiento del punto de máxima potencia de un módulo fotovoltaico y de esta forma 
maximizar la potencia entregada a una carga para condiciones climáticas cambiantes con el 
tiempo.  
El controlador neuronal artificial se presenta como una alternativa al tradicional método de 
Perturbación y Observación (P&O), el cual presenta problemas de estabilidad alrededor del punto 
de operación cuando existen cambios súbitos en las condiciones ambientales a las que esté 
expuesto un módulo fotovoltaico (FV). El controlador será implementado en las plataformas de 
hardware libre Arduino y recibirá como señales de entrada la corriente y el voltaje del módulo 
fotovoltaico. Los resultados obtenidos con el controlador para diferentes condiciones de operación, 
serán enviados al ordenador por medio de módulos inalámbricos de transmisión-recepción.  
Para cumplir con los objetivos de la presente propuesta, se plantean seis fases de trabajo que 
inician con la etapa de investigación y selección de componentes, y finalizan con la evaluación del 
desempeño del controlador neuronal implementado. De este modo, se plantea que esta 
investigación es del tipo proyectiva en virtud de que surge como solución a un problema de tipo 
práctico en un área particular del conocimiento. 
En la fase de evaluación se medirá la eficiencia del controlador neuronal artificial realizando 
pruebas entre dos sistemas FV con las mismas características, con la única diferencia que en un 
sistema se tendrá el controlador Neuronal Artificial y en el otro un controlador con el algoritmo 
de P&O. Para finalizar, se realizará la divulgación de los resultados ante la comunidad académica 
del programa.  
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Planteamiento del Problema 
Descripción del Problema 
Debido a la crisis energética y a los problemas ambientales como la contaminación y el 
calentamiento global, la energía fotovoltaica (FV) se está convirtiendo en una solución muy 
atractiva para lugares con alta densidad solar. Lamentablemente el costo de los módulos FV aún 
es elevado y su eficiencia de conversión sigue siendo baja, puesto que es muy poca la energía solar 
que se aprovecha para convertirla en energía lumínica. Así que para solventar este problema y para 
obtener el máximo rendimiento posible, el diseño de todos los elementos de una instalación FV 
tiene que ser optimizado. 
Existen diferentes alternativas para optimizar el rendimiento de una instalación FV entre las 
que se destacan los seguidores solares, sistemas híbridos y los controladores del punto de máxima 
potencia (MPPT). Estos últimos se encargan de garantizar la mayor potencia disponible a una 
carga; independientemente de las variaciones en las condiciones climáticas. 
Para cumplir con el objetivo de implementar un MPPT, tradicionalmente se ha utilizado el 
método de P&O. Este método presenta problemas de estabilidad y por lo tanto no ha sido el más 
adecuado para obtener el mejor rendimiento de un módulo FV. Surge entonces la necesidad de 
utilizar una técnica de control inteligente basada en redes neuronales artificiales que busque 
mejorar la eficiencia de conversión del módulo FV, evitando los problemas de estabilidad 
alrededor del punto de operación y que se adapte a los cambios climáticos. 
De esta forma, este proyecto se centra en proponer la implementación de un controlador 
neuronal artificial para realizar el seguimiento del punto de máxima potencia de un módulo FV, 
que aproveche las características de las redes neuronales artificiales como aproximadores 
universales y con una estructura altamente paralela que pueden ser procesadas por plataformas de 
hardware libre Arduino. 
Pregunta Problema 
¿De qué manera se puede diseñar e implementar un controlador neuronal artificial, haciendo 
uso de herramientas de hardware libre Arduino, que permita maximizar la potencia entregada por 
un módulo FV a una carga (Batería)? 
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Estado de Desarrollo o Antecedentes 
En este apartado se presentan en orden cronológico un conjunto de antecedentes relacionados 
con las variables de investigación. Para cada antecedente se muestran los autores, objetivo de la 
investigación, metodología, resultados principales y los aportes que se tomarán de cada uno de 
ellos para el presente proyecto. 
(Makhloufi, Khireddine, Abdessemed, & Boutarfa, 2014) En su artículo, “Tracking Power 
Photovoltaic System using Artificial Neural Network Control Strategy.” Revisaron el rendimiento 
de dos métodos P&O Clásico y Redes Neuronales, con respecto al seguimiento del MPP. Esta 
comparación se realizó gracias a modelos elaborados en Matlab-Simulink del módulo solar FV, el 
convertidor Boost, el algoritmo P&O y la red Neuronal. Las simulaciones de ambos métodos 
demostraron que la red neuronal presenta mejores resultados, tales como: muy buen desempeño 
transitorio, reducción tiempo de respuesta, eliminación de fluctuaciones alrededor del MPP, 
rapidez en el régimen transitorio y estabilidad en estado estacionario. Esta investigación se 
utilizará para comparar los resultados del actual proyecto, debido a la similitud en las variables de 
investigación. 
(Chekired, Mahrane, Smara, Guenounou, & Mellit, 2013) En su artículo, “Maximum power 
point tracking using neural networks for stand-alone photovoltaic system” realizaron un nuevo 
algoritmo MPPT, basado en controlador de red neural (NNC), cuya estructura y configuración es 
de tres capas: una capa de entrada, una capa de salida y una capa oculta. Con el fin de mostrar la 
funcionalidad del algoritmo para el desarrollo del controlador neuronal, se aplicó a un sistema 
fotovoltaico independiente para varias condiciones de irradiación y de temperatura. Las pruebas 
realizadas con la NNC demostraron que el sistema permite alcanzar rápidamente el rendimiento 
óptimo con un patrón estable para todos los casos considerados. Las pruebas y resultados 
mostrados en este artículo se tomarán como punto de partida para la actual investigación. 
(Aymen, Romero, Carmona, & Gomand, 2013) En su artículo “Maximum power point tracking 
using P&O control optimized by a neural network approach: a good compromise between 
accuracy and complexity” se trazaron como objetivo mejorar la precisión del control MPPT por 
medio del algoritmo P&O optimizado haciendo uso de una red neuronal, con el fin de conseguir 
un compromiso entre la complejidad y precisión. Realizaron la validación de una celda solar 
simple por medio de Matlab-Simulink, teniendo en cuenta factores como la temperatura y la 
irradiación. Finalmente realizaron simulaciones de 4 tipos de optimizaciones del algoritmo P&O, 
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donde el método basado en redes neuronales presentó resultados más eficientes, menos 
oscilaciones en el MPP y mejor respuesta a cambios de irradiación con respecto al P&O clásico. 
Este antecedente se utilizará como referente para la comparación del control neuronal y el 
algoritmo P&O. 
(Lohmeier, 2011) En su tesis de maestría “Highly Efficient Maximum Power Point Tracking 
Using a Quasi-Double-Boost DC/DC Converter for Photovoltaic Systems” realizó el diseño e 
implementación de un convertidor DC-DC doble Boost, el cual fue gobernado por un controlador 
de perturbación y observación programado en una tarjeta Arduino Uno. Se utilizó Labview para 
la adquisición y procesamiento de las señales de corriente y voltaje. Los resultados obtenidos 
demostraron una mejora en la potencia de salida entregada a una carga fija. La programación 
realizada en Arduino será la base para estructurar el código del microcontrolador programado en 
el presente proyecto.  
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Marco Teórico Conceptual 
Sistema Fotovoltaico 
Un sistema FV está compuesto por un conjunto de bloques o subsistemas, donde el principal 
componente lo constituye un conjunto de Módulos FV cuyo objetivo es generar energía eléctrica 
a partir de la energía solar. Se dividen en dos grandes grupos: sistemas aislados sin conexión a la 
red eléctrica y sistemas conectados a la red. (Gasquet, 2004)  
A continuación se detallan los bloques que componen un sistema FV.  
Generación de energía 
Este bloque está compuesto por un conjunto de módulos FV con sus respectivos soportes 
mecánicos y en algunos casos por un sistema de seguimiento de los rayos del sol. El número de 
módulos que se utilizan en este bloque depende, entre otros factores, de la carga y de la potencia 
de salida del módulo FV. Los módulos FV se encargan de captar la energía solar incidente y 
convertirla en una corriente eléctrica y la forma de conectarlos varía dependiendo de la aplicación, 
de tal forma que se pueden realizar conexiones en serie, en paralelo o serie-paralelo. 
El regulador de carga 
Se encarga de regular la carga de DC proveniente del módulo solar FV, con el fin de que no se 
sobrepase la capacidad de las baterías utilizadas en el sistema. Los reguladores que se utilizan en 
la práctica son los reguladores paralelos, reguladores serie, reguladores de modulación de ancho 
de pulso (PWM) y reguladores DC-DC. Las prestaciones más habituales de los reguladores de 
carga que se utilizan en las instalaciones solares autónomas con banco de baterías son la protección 
contra sobrecarga del acumulador, alarma y desconexión por batería baja. Además de las funciones 
anteriores, los reguladores actuales introducen microcontroladores que analizan el estado de carga 
de las baterías, la temperatura o la potencia, y utilizan esa información para que la unidad de 
control se encargue de modificar las condiciones de la carga. 
Almacenamiento de la energía 
El bloque de almacenamiento está compuesto por un banco de baterías solares que pueden ser 
de plomo-acido o níquel-cadmio. La función de las baterías es acumular la energía que los Módulo 
FV generan diariamente, y así poderla utilizar en horas donde la energía consumida es superior a 
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la generada, como sucede en las noches. Este bloque proporciona un voltaje estable y constante 
independiente de las condiciones de incidencia luminosa lo cual puede ser lo más adecuado para 
el funcionamiento de los aparatos eléctricos. 
El inversor 
El inversor se encarga de convertir la corriente directa de 12V, 24V o 48V que producen los 
módulos FV y almacena la batería, en corriente alterna de 125V o 220V, como lo que normalmente 
se utiliza en los lugares donde llega la red eléctrica tradicional. Los tipos de inversores utilizados 
son los de conmutación natural y forzada de salida escalonada y PWM. Es bueno anotar que todos 
los sistemas FV reales no incluyen todos los componentes aquí citados, pueden existir variaciones 
dependiendo de la aplicación que se esté desarrollando.  
Celda Solar 
Una celda solar es un dispositivo que se encarga de convertir la energía solar en energía eléctrica 
y es el principal componente de un módulo solar FV. Los materiales más utilizados para la 
fabricación de estas celdas solares son el silicio cristalino y el silicio amorfo, con lo cual se 
obtienen voltajes de salida cercanos a los 0,5V. Conectando varias de estas celdas solares en serie 
se obtienen los voltajes de 12V y 24V utilizados en los sistemas fotovoltaicos. (Gasquet, 2004) 
El circuito que modela una celda solar consiste en una fuente de corriente conectada en paralelo 
con un diodo ideal y a su vez conectada con una resistencia serie Rs y una resistencia paralelo Rsh. 
(Ver Figura 1). La resistencia Rs es una resistencia interna de la célula y la resistencia Rsh tiene 
su origen en las imperfecciones en la unión PN de la celda.  
Para una celda solar ideal, compuesta únicamente por la fuente de corriente y el diodo en 
paralelo, se tiene que la resistencia Rsh es infinita y la resistencia Rs es cero. Sin embargo, los 
valores prácticos para estas resistencias varían en el rango de Rs=0.05-0.1Ω y Rp=200-300Ω. 
(Jimenez, 2009) 
La corriente de salida de la celda está dada por la ecuación 1:  
𝐼 = 𝐼𝐿 − 𝐼𝐷 [𝑒
𝑞(𝑉+𝐼𝑅𝑠)
𝑚𝑘𝑇 − 1] −
𝑉 + 𝐼𝑅𝑠
𝑅𝑝
 1 
  
Donde las constantes q y k representan la carga del electrón y la constante de Boltzman 
respectivamente. El valor de T representa la temperatura absoluta de operación de la celda, m es 
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un factor de ajuste de curva o idealización y V e I son el voltaje y la corriente de la carga. Los 
modelos como este tienen la desventaja que requieren métodos iterativos y valores de idealización 
para hacer coincidir las curvas I-V con la de una celda o módulo fotovoltaico específico. (Gil, 
2008) 
 
Figura 1. Modelo de una celda solar con resistencia serie y paralelo 
Fuente: (Gil, 2008) 
Curva I-V en función de la irradiación 
La curva Corriente-Voltaje I-V describe el comportamiento de un módulo FV puesto que asocia 
los valores de I y V para diferentes tipos de cargas. En la figura 2 se presenta una curva típica I-V 
de un módulo FV para valores de irradiación de 400 W m2⁄  y 900 W m2⁄ , donde se evidencia el 
aumento de la corriente a medida que se aumenta el valor de la irradiación. También con la curva 
I-V se puede observar que en los módulos FV existe una región inicial donde la corriente es 
constante para un amplio rango de voltajes, y le sigue una segunda región donde para pequeños 
incrementos de voltajes la corriente disminuye de forma acelerada. 
 
 
Figura 2. Curva I-V en función de la irradiación 
Fuente: (Sánchez, 2008) 
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Curva I-V en función de la temperatura 
La temperatura de operación de un módulo FV afecta tanto a su corriente de cortocircuito como 
a su voltaje de circuito abierto, degradando en mayor porcentaje a éste último. (Ver Figura 3). Para 
una temperatura de referencia de 25°C, la corriente de cortocircuito del módulo FV aumenta en un 
+3.3% a 75°C, mientras que el voltaje de circuito abierto disminuye de forma considerable -16.7% 
a 75°C. Esta situación se traduce en que para la mayoría de los módulos FV un aumento de la 
temperatura de trabajo se ve reflejado en una disminución de la potencia. (Gasquet, 2004) 
 
 
Figura 3. Curva I-V en función de la temperatura 
Fuente: (Sánchez, 2008) 
 
Punto de máxima potencia 
La potencia máxima de salida de un módulo FV se puede lograr modificando la recta de carga. 
Cuando la irradiación solar cambia, el punto de máxima potencia (MPP) también cambia y es 
necesario modificar la recta de carga para seguir operando al Módulo FV en este punto, porque de 
lo contrario no se estará aprovechando toda la potencia disponible. La carga conectada al módulo 
fotovoltaico debe ser capaz de modificar su impedancia para lograr lo anterior. (Ver Figura 4). 
Los valores más importantes que se identifican en la Figura 4 son la corriente de corto circuito 
Isc, el voltaje de circuito abierto Voc, el voltaje óptimo Vpmax, la corriente optima Ipmax y el MPP 
con potencia Pmax. La corriente de cortocircuito es la máxima corriente que produce el módulo FV 
para cierto valor de irradiación y de temperatura, se obtiene cuando los terminales de salida del 
módulo FV se cortocircuitan haciendo el voltaje cero. El voltaje de circuito abierto es el voltaje 
entre los terminales del módulo FV en circuito abierto, es decir, cuando la corriente de salida es 
16 
 
cero y el MPP es la mayor potencia que puede ser extraída de un módulo fotovoltaico a cierta 
irradiación y temperatura y está definido por los valores de Vpmax e Ipmax. 
En la curva P-V de la Figura 4, se puede identificar una región de pendiente positiva, una región 
con pendiente negativa y una pequeña región con pendiente cero. Este hecho será aprovechado en 
el entrenamiento de la red neuronal para realizar el control propuesto en este trabajo de grado. 
Específicamente el controlador se enfocará en encontrar el punto de pendiente cero en la curva P-
V, que es precisamente donde se encuentra el MPP. 
 
 
Figura 4. Punto de máxima potencia de un módulo FV 
Fuente: (Sánchez, 2008) 
 
Máxima potencia de salida 
La potencia de salida de un módulo FV se puede calcular multiplicando los valores 
correspondientes al voltaje y a la corriente. La potencia de salida es cero cuando se trabaja en las 
condiciones de circuito abierto y cortocircuito; por lo tanto si la salida de un módulo FV es 
cortocircuitada, éste no sufre ningún daño. Para determinar el MPP se utilizan algunos valores 
estándares, los cuales son de 1000 W m2⁄  para la radiación solar, y de 25°C para la temperatura. 
La descripción del MPP se facilita utilizando la definición del factor de forma (FF). (Sánchez, 
2008) 
FF =
Pmax
IscVoc
 2 
El máximo valor que puede tomar el FF es 1, por lo tanto entre más cerca se encuentre este 
valor a la unidad, el módulo FV tendrá mejor desempeño. 
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Eficiencia de conversión 
La eficiencia de conversión es la relación entre la energía generada y la energía luminosa 
utilizada para obtenerla. Esta relación se expresa de la siguiente forma: 
ŋ =
Energía Generada
Energía Incidente
x100% 3 
La eficiencia aumenta de forma lineal con el tamaño de la celda solar y con el nivel de 
irradiación solar, y decrece linealmente con la temperatura de operación de la celda. En la 
actualidad, las células solares con mayor eficiencia son las producidas a nivel industrial, las cuales 
tienen una eficiencia de conversión en el rango de 16 a 22.8% (SunPower, 2016). El valor teórico 
máximo para la eficiencia de una célula solar que responde a un rango reducido del espectro 
luminoso, es de alrededor del 25 al 28%, dependiendo del material semiconductor. (Fernández, 
2008) 
Las células solares que utilizan semiconductores mono-cristalinos tienen una eficiencia superior 
a las que utilizan semiconductores poli-cristalinos y amorfos, debido a que las imperfecciones de 
estos últimos disminuyen el número de pares de carga libres para conducir la corriente. 
Sistemas de Control 
En ingeniería resulta común la representación de sistemas y eventos utilizando un modelado 
matemático. La solución a estos modelos permite entender el comportamiento del sistema ante 
ciertos estímulos de entrada. Dependiendo de la aplicación que se esté estudiando, estos modelos 
matemáticos pueden llegar a ser muy complejos y por lo tanto siempre es deseable encontrar un 
modelo más sencillo para lo cual se pueden hacer ciertas consideraciones que permitan analizar 
los sistemas en regiones donde la representación de datos se puede hacer de forma lineal.  
Los sistemas de control actuales son en general no lineales, lo cual ha llevado a que las teorías 
de control avancen de tal forma que existen diferentes técnicas que permiten linealizar sistemas y 
hacer el control de éstos. 
Controladores 
Un controlador es un dispositivo que se encarga de mantener la salida de un sistema de control 
bajo los parámetros de precisión y rapidez de respuesta para los cuales es diseñado. Los 
controladores tradicionalmente utilizados en los sistemas de control son el proporcional P, 
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proporcional integral P-I y el proporcional integral derivativo PID. El controlador PID integra las 
bondades presentes en las acciones proporcional, integral y derivativa. 
Actualmente además de los controladores antes mencionados, existen técnicas de control 
inteligentes basadas en lógica difusa, redes neuronales artificiales, control adaptativo, algoritmos 
genéticos, entre otros, los cuales son ampliamente utilizados en sistemas donde el modelado es un 
proceso complejo y no es preciso. A continuación se presentarán las generalidades de la técnica 
de control inteligente basada en redes neuronales artificiales, puesto que esta será la herramienta 
de control utilizada para la consecución de los objetivos del presente proyecto. 
Principios de Redes neuronales Artificiales 
Las redes neuronales artificiales (RNA) forman un sistema que fue inspirado en las redes 
neuronales biológicas. En la mayoría de los casos, consisten en un conjunto de elementos de 
procesamiento simples, denominados neuronas, las cuales están interconectadas entre sí. La fuerza 
de las interconexiones se cuantifica por medio de pesos de interconexión. Aunque las RNA pueden 
realizar tareas cerebrales propias de los humanos tales como el reconocimiento de patrones, 
reconocimiento del habla; todavía existen procesos que no se pueden modelar debido a la cantidad 
de neuronas, sinapsis inmersas y procesos químicos que intervienen en las actividades cerebrales. 
(Suykens, Vandewalle, & De Moor, 2012) 
Según (Ponce, 2010), una red neuronal se caracteriza por tener un conjunto de unidades de 
procesamiento, en donde cada unidad posee un estado de activación que es igual a su salida. Dichas 
unidades tienen conexiones entre ellas y cada conexión está definida por un peso que determina el 
efecto de una señal de entrada en una unidad. Una red debe poseer una regla de propagación, la 
cual permite establecer la entrada efectiva de una unidad con respecto a entradas externas. El nivel 
de activación es actualizado por una función de activación, la cual se basa en la entrada efectiva y 
la activación anterior. Se necesita un método para reunir información, la regla de aprendizaje. 
En la figura 5 se observa un ejemplo de una red neuronal, está compuesta por 3 partes bien 
diferenciadas: capa de entrada, capas ocultas y capa de salida. Esta red posee 4 entradas, dos capas 
ocultas y dos salidas. 
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Figura 5. Ejemplo red neuronal 
Fuente: (Ponce, 2010) 
Funciones de Transferencia 
Las funciones de transferencia más utilizadas son: Logsig (Comúnmente utilizada en redes 
multicapa), Tansig (Función alterna para ser usada en redes multicapa) y Pureline (Adaptación de 
funciones), aunque podría utilizarse otro tipo de funciones diferenciables (Hudson, Hagan, & 
Demuth, 2016). 
 
Figura 6.  A. Forma general de una neurona. 
 B, C, D. Funciones de transferencia 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
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𝑇𝑎𝑛𝑠𝑖𝑔 =
𝑒𝑥 − 𝑒−𝑥
𝑒𝑥 + 𝑒−𝑥
 
𝑃𝑢𝑟𝑒𝐿𝑖𝑛𝑒 = 𝑥 
𝐿𝑜𝑔𝑠𝑖𝑔 =
1
1 + 𝑒−𝑥
 
RNA para el modelado y control 
El uso de las redes neuronales artificiales para el modelado y control de sistemas no lineales se 
hace atractivo y prometedor gracias a sus propiedades de aproximadores universales, ya que se ha 
demostrado que cualquier función no lineal continua se puede aproximar por una red neuronal 
multicapa que consta de una o más capas ocultas. Otra propiedad interesante es que la red tiene 
una estructura altamente paralela y se compone de muchos elementos de procesamiento con una 
estructura muy simple, lo cual es interesante desde el punto de vista de la implementación. Podría 
implementarse la red utilizando herramientas de hardware dedicado, lo cual provee más velocidad. 
Adicionalmente, las redes tienen muchas entradas y salidas, lo que hace que sean fáciles para 
modelar sistemas de variables múltiples. Se pueden diseñar redes que permitan generalizar datos 
desconocidos y realizar adaptación de pesos en línea. (Suykens, Vandewalle, & De Moor, 2012) 
Plataforma Arduino 
Arduino es una plataforma de código abierto soportada en hardware y software flexible que fue 
creada con el fin de ofrecer un entorno amigable para desarrollar proyectos multidisciplinarios de 
una forma sencilla. Los microcontroladores de Atmel son el cerebro de este tipo de plataformas, 
las cuales son programadas utilizando un lenguaje basado en wiring. (Arduino, 2015) 
Estas tarjetas de desarrollo tienen incorporado un gestor de arranque que permite actualizar el 
código del microcontrolador sin necesidad de un programador adicional. Las tarjetas más 
conocidas son las Arduino Uno, Diecimila, Mega, Due, Leonardo y Nano. (Margolis, 2011) 
En la figura 7 se muestra una de las tarjetas de desarrollo menos robusta, la cual es la Arduino 
Uno; posee como unidad de cómputo y procesamiento a un microcontrolador ATmega328 de 8 
bits, memoria flash de 32KB, memoria RAM estática de 2KB, 6 salidas tipo PWM, 6 entradas 
análogas con resolución de 10 bits, cristal de 16MHz, conexión USB; entre otras características 
que debido a su simplicidad y bajo precio la hacen una de las plataformas más utilizadas para 
realizas aplicaciones sencillas en tiempos reducidos.  
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Figura 7. Tarjeta Arduino Uno 
 Fuente: (Arduino, 2015) 
Algoritmo de Perturbación y Observación (P&O) 
El algoritmo de P&O consiste en perturbar el punto de funcionamiento del módulo fotovoltaico 
aumentando o disminuyendo a pasos el ciclo útil de un convertidor DC-DC y mide la potencia de 
salida fotovoltaica antes y después de la perturbación. Si la potencia aumenta, el algoritmo 
continúa perturbando el sistema en la misma dirección; de lo contrario el sistema es perturbado en 
la dirección contraria. (Elgendy, Zahawi, & Atkinson, 2015)  
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Justificación 
Al implementar un MPPT para un módulo FV utilizando técnicas de control convencionales, 
no se logra aprovechar al máximo la eficiencia de un sistema fotovoltaico. Por lo tanto, se justifica 
desarrollar un controlador que empleando una técnica de control inteligente basada en redes 
neuronales artificiales, que busque mejorar la eficiencia de conversión de la energía de un sistema 
FV. 
Las redes neuronales artificiales permiten trabajar con sistemas no lineales que manejan 
información imprecisa, como es el caso de los sistemas FV donde el voltaje y la corriente de salida 
de un módulo solar FV dependen de parámetros variables tales como la temperatura de operación 
y de la irradiación. Adicionalmente, con las redes neuronales artificiales se obtiene un control más 
robusto y simple que no requiere un conocimiento del modelo exacto del sistema FV, en 
comparación con los métodos tradicionales. 
Desde el punto de vista económico, se sabe que una de las principales limitantes de los sistemas 
FV es el alto costo de los módulos fotovoltaicos. De esta forma, el incremento en la eficiencia de 
un sistema FV se traduciría en un mejor aprovechamiento de los recursos, lo cual para diseños con 
alta demanda de energía conlleva a una reducción significativa del número de Módulos FV 
utilizados y así mismo a una disminución sustancial en los costos de implementación. 
En el ámbito académico, los aportes se verían reflejados en que las entidades de educación 
superior podrían empezar a trabajar proyectos en conjunto con las empresas del sector de las 
energías renovables, con el fin de que se logren realizar sistemas FV cada vez más eficientes y así 
hacer menos costosos y más viables este tipo de proyectos.   
La importancia desde el ámbito social radica en la potencial reducción de costos de 
implementación, buscando de esta forma aportar para que se haga un uso más extensivo de 
sistemas FV en públicos o mercados que normalmente no tienen la oportunidad de acceder a tales 
tecnologías debido a los elevados costos. Adicionalmente, la generalización del consumo de una 
alternativa de energía renovable y eco-eficiente impactaría positivamente el ambiente debido a la 
disminución en el uso de energías convencionales basadas en la explotación de combustibles 
fósiles y otros recursos no renovables. 
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Objetivos 
 
Objetivo General 
Diseñar e implementar un controlador neuronal, haciendo uso de herramientas de hardware libre 
Arduino, que permita maximizar la potencia entregada por un módulo fotovoltaico a una carga 
(Batería). 
Objetivos Específicos 
Definir los sensores, tarjetas de desarrollo y componentes electrónicos que se utilizarán, teniendo 
en cuenta criterios como la confiabilidad, facilidad de programación, capacidad de procesamiento 
y relación costo-beneficio. 
 
Implementar un circuito de conversión DC-DC, que junto con los sensores de tensión y corriente, 
funcione como interfaz entre la carga y el controlador neuronal para el seguimiento del punto 
máximo de potencia.  
 
Determinar las características de la red neuronal artificial que se usará para la implementación del 
controlador neuronal en la plataforma de hardware libre Arduino. 
 
Implementar un circuito que permita enviar y recibir de forma inalámbrica los valores de corriente, 
voltaje y potencia que el módulo FV entrega a la carga.  
 
Diseñar una interfaz gráfica de usuario que permita procesar y graficar los datos provenientes de 
los módulos inalámbricos. 
 
Evaluar el desempeño del controlador para diferentes condiciones de operación del módulo FV.  
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Diseño Metodológico según la naturaleza de la Investigación 
Tipo de Investigación 
Según (Hurtado, 2000) desde el punto de vista holístico los tipos de investigación se clasifican 
en exploratoria, descriptiva, comparativa, analítica, explicativa, predictiva, proyectiva, interactiva, 
confirmatoria y evaluativa. La investigación proyectiva consiste en la elaboración de una propuesta 
que surge como solución a un problema de tipo práctico en un área particular del conocimiento. 
Partiendo de esta definición, la presente investigación es del tipo proyectiva en virtud de que 
propone una solución tecnológica a una problemática determinada relacionada con las 
instalaciones FV. Esta investigación proyectiva se apoyó en un diseño de campo teniendo en 
cuenta que los datos necesarios para la puesta a punto del controlador neuronal serán tomados de 
un sistema FV en funcionamiento. 
Población y Muestra 
Según (Chavez, 2007) la población se define como el universo de la investigación sobre la cual 
se busca extender los resultados, la cual está compuesta por características que le permiten 
distinguir los sujetos, unos de otros. De acuerdo con lo anterior, y tomando como base que en la 
presente investigación se propuso la implementación de un controlador neuronal artificial para un 
módulo FV, la población la conforman los diferentes tipos de módulos FV con potencias en el 
rango de 100W. 
En ese sentido, y teniendo en cuenta que la muestra de una investigación debe estar sujeta a la 
exactitud con la cual el investigador estima plantear el parámetro de la población, la muestra del 
presente proyecto será no probabilística por conveniencia puesto que el módulo FV que se utilizó 
para las pruebas fue elegido a criterio de los investigadores y según la disponibilidad del mismo 
para las pruebas de campo. 
Fases de la Investigación 
Para cumplir con los objetivos específicos se plantearon un conjunto de fases basando la 
constitución y el desarrollo de las actividades en la gestión de proyectos, que es la disciplina que 
permite organizar y administrar recursos de manera tal que se pueda culminar el proyecto dentro 
del alcance, el tiempo y los costos definidos. Por lo tanto se definieron las siguientes fases ajustadas 
a los objetivos específicos: 
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Fase 1. Definición de componentes. 
Se realizó una minuciosa revisión bibliográfica relacionada con las variables de investigación 
del presente proyecto y además se definieron los sensores, componentes electrónicos, módulos de 
comunicación inalámbricos y tarjetas de desarrollo basadas en Arduino que fueron utilizadas para 
la implementación del controlador neuronal. Se tuvieron en cuenta criterios como la confiabilidad, 
facilidad de programación, capacidad de procesamiento y relación costo-beneficio. 
Fase 2. Implementación del convertidor DC-DC. 
En esta fase se realizó el diseño del circuito de conversión DC-DC, tomando en cuenta los 
criterios de diseño y topología del mismo. El convertidor diseñado y los sensores de voltaje y 
corriente, junto con un control óptimo del ciclo útil, permitieron el seguimiento del punto máximo 
de potencia entregado por el módulo fotovoltaico.  
Fase 3. Diseño del controlador neuronal 
Durante esta fase se diseñó el controlador neuronal, para lo cual se definieron las entradas y 
salidas del controlador, topología de la red, algoritmo de entrenamiento o aprendizaje y función 
de transferencia. Para lo anterior, se utilizó el Neural Network Toolbox de Matlab. Además, se 
adquirieron los datos necesarios para realizar el entrenamiento tanto del controlador neuronal, 
como del sensor artesanal, esto por medio del sistema fotovoltaico en funcionamiento. 
Fase 4. Sistema de Transmisión y recepción de datos 
En el transcurso de esta fase se realizó la configuración de los módulos de transmisión y 
recepción inalámbricos, junto con la programación de la tarjeta de hardware libre Arduino con el 
fin de almacenar los valores de corriente, voltaje y potencia que el módulo FV entrega a la carga. 
Dichos datos, fueron recibidos vía puerto USB. 
Fase 5. Interfaz Gráfica  
Se diseñó una interfaz gráfica con diferentes módulos: el primero de ellos puede visualizar 
varias gráficas correspondientes a la respuesta del modelo del módulo solar para diferentes 
condiciones de irradiación y temperatura, el último módulo fue capaz de almacenar los datos que 
fueron transmitidos, para posteriormente graficarlos en curvas características de I-V y P-V, esto 
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contribuyó a que el procesamiento de los datos fuera de mayor eficiencia, comparando el proceso 
con un almacenamiento en una memoria SD. 
Fase 6. Evaluación del sistema 
Finalmente en esta fase se evaluó el desempeño del sistema. Para ello, se realizaron pruebas 
con el controlador neuronal, otras con el algoritmo P&O para diferentes condiciones de operación 
del módulo FV. Los resultados fueron graficados por medio de la interfaz gráfica, luego de 
observar el comportamiento de ambos controladores se emitieron las conclusiones. 
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Alcances y Limitaciones 
El proyecto se centró en el diseño, programación e implementación de un controlador neuronal 
artificial haciendo uso de la plataforma Arduino. Para la medición del voltaje (0v-25v), 
temperatura (-55 oC -150 oC ) y de la corriente (0A-30A) se hizo uso de componentes electrónicos 
y de alguna de las tarjetas de desarrollo existentes para tal fin. Los componentes del convertidor 
pueden soportar los valores de voltaje y corriente que el módulo fotovoltaico seleccionado puede 
suplir, por lo que el convertidor queda limitado a un voltaje máximo de entrada de 25V, una 
corriente máxima de 6A y una potencia máxima entre 65 y 70W. 
El controlador se encargó exclusivamente de hacer un seguimiento del punto de máxima 
potencia de un módulo FV. Las funciones adicionales del sistema de desarrollo fueron las de 
digitalizar, procesar y almacenar en memoria las señales de voltaje, corriente y potencia del 
módulo FV para su posterior análisis. 
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Desarrollo del trabajo. 
Módulo Solar FV 
Modelado del módulo fotovoltaico 
Desde el punto de vista físico un módulo fotovoltaico se encuentra compuesto por células 
interconectadas en serie y paralelo, el número de éstas permite un cambio en los valores de tensión 
y corriente del módulo. Un primer modelo fue obtenido a partir de la célula fotovoltaica, el 
esquema eléctrico que modela la celda se muestra en la figura 8; propuesto y desarrollado por 
(Guasch, 2003) 
 
Figura 8 Modelo celda solar fotovoltaica  
(Fuente: El Autor) 
El circuito muestra una fuente de corriente dependiente de la irradiación, Resistencias de 
pérdidas y un diodo con un factor de idealidad. 
Las ecuaciones 4 a 9  representan el modelo matemático de la celda fotovoltaica (Guasch, 2003).  
𝐼 = 𝐼𝑙 − 𝐼𝑜 (𝑒
𝑉+𝑅𝑆𝐼
𝜂𝑉𝑡 − 1) −
𝑉 + 𝑅𝑆𝐼
𝑅𝑆𝐻
 4 
𝐼𝑙 = 𝐴𝑟𝑒𝑎 ∙ (𝐽𝑆𝐶
𝐺
1000
+ 𝛼𝐽𝑆𝐶(𝑇 − 27)) 5 
𝐼𝑜 =
𝐽𝑆𝐶 ∙ 𝐴𝑟𝑒𝑎 ∙ 𝑇𝑘
3 ∙ 𝑒
−
𝐸𝑔
𝑉𝑡
(𝑒
𝑉𝑂𝐶
𝜂𝑉𝑡
′
− 1) ∙ 3003𝑒
−
𝐸𝑔
′
𝑉𝑡
′
 6 
𝑉𝑡 =
𝐾𝑇𝑘
𝑞
, 𝑉𝑡
′ = 𝑉𝑡|𝑇𝑘=300 7 
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𝐸𝑔 = 𝐸𝑔𝑜 −
𝛼𝑔𝑎𝑝𝑇𝑘
2
𝛽𝑔𝑎𝑝 + 𝑇𝑘
, 𝐸𝑔
′ = 𝐸𝑔|𝑇𝑘=300 8 
𝑇𝑘 = 𝑇 + 273 9 
V: Voltaje generado en la célula (V) 
I: Corriente generada en la célula (A) 
𝜂: Factor de idealidad 
RS y RSH: Resistencias de pérdidas 
Il: Corriente fotogenerada (A) 
Area: Dimensiones de la célula (cm2) 
Jsc: Densidad de corriente de cortocircuito (A/cm
2) 
T: Temperatura de trabajo (oC) 
𝛼Jsc: Factor de temperatura (A/ oC*cm2) 
G: Irradiancia incidente (W/ cm2) 
Io: Corriente de saturación del diodo (A) 
Vt: Tensión térmica (V) 
Eg: Energía del GAP (eV) 
Voc: Tensión en circuito abierto (V) 
Tk: Temperatura (K) 
K: Constante de Boltzmann 
q: Carga del electrón (C) 
𝛼gap y 𝛽gap: Coeficientes de temperatura (eV/K y K) 
Ego: Energía del GAP a 0
 oC 
𝐸𝑔
′ : Valor de Eg a 300 K 
𝑉𝑡
′ : Valor de Vt a 300 K 
 
La solución de la ecuación 4 no se puede obtener por medio de métodos tradicionales, despejar 
la variable I es una tarea difícil, ya que se encuentra de forma implícita dentro de la ecuación, la 
resolución de ésta tiene que hacerse por medio de métodos numéricos; es aquí donde se encontró 
un inconveniente, porque el costo computacional para hallar la solución de la ecuación es 
considerable, y al ser un modelo dinámico incide aún más este factor. Hallar cada uno de los 
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valores de las variables es una tarea adicional, algunos dependen del material con que fue fabricada 
la célula fotovoltaica. 
Un modelo sencillo fue expuesto por (Ortiz, 2006) ecuación 10, donde modela un módulo 
fotovoltaico en vez de una celda. La mayor parte del valor de las variables puede ser extraído de 
la hoja de datos del módulo fotovoltaico, excepto el valor de una constante (b), la cual ayuda al 
ajuste de las curvas I-V y P-V. Tratar de encontrar el valor de esta constante no es fácil por lo que 
(Robles & Villa, 2011) proponen una aproximación válida del modelo, haciendo uso de lo 
expuesto por (Gil, 2008), donde b se encuentra en el rango de 0,01 a 0,18.  
I(V) =
Ix
1 − e(
−1
b )
[1 − e
(
V
bVx
−
1
b)] 10 
Al tomar b como un valor próximo a cero se puede decir que el factor 1 − e(
−1
b
)
 de la ecuación 
10, es aproximadamente igual a 1. 
1 − e(
−1
b ) ≈ 1 
La ecuación que modela el módulo fotovoltaico, puede ser escrita como se muestra en la 
ecuación 11, teniendo en cuenta el factor anterior. 
I(V) = Ix ∙ [1 − e
(
V
bVx
−
1
b)] 11 
Donde Vx representa el voltaje en circuito abierto (ecuación 12), Ix la corriente en cortocircuito 
(ecuación 13), V e I(V) los valores de voltaje y corriente respectivamente, que representan la curva 
característica I-V del  módulo fotovoltaico, para valores de irradiación y temperatura variables. 
Vx = s
Ei
EiN
TCv(T − TN) + sVmax − s(Vmax − Vmin)e
(
Ei
EiN
ln(
Vmax−Vmin
Vmax−Voc
))
 12 
Ix = p
Ei
EiN
[Isc + TCi(T − TN)] 13 
b: Constante característica del módulo FV, modelo de (Ortiz, 2006). 
s: Número de módulos FV en serie. 
p: Número de módulos FV en paralelo. 
Ei: Irradiación incidente en el módulo FV. 
Ein: Constante de irradiación (1000 W/m2). 
T: Temperatura a la que opera el módulo FV. 
Tn: Constante de temperatura (25°C). 
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Voc: Voltaje de circuito abierto. 
Isc: Corriente de cortocircuito. 
Vmax-Vmin: Voltajes de circuito abierto para niveles de irradiación por debajo de 200 W m2⁄  y 
superiores a 1200 W m2⁄  con una temperatura de operación de 25°C. Estos valores están alrededor 
del 85% de Voc para Vmin y el 103% de Voc para el caso de Vmax. (Robles & Villa, 2011) 
TCi: Coeficiente de temperatura de Isc. 
TCv: Coeficiente de temperatura de Voc. 
Simulación módulo fotovoltaico 
Los módulos fotovoltaicos utilizados para el desarrollo del proyecto son de la marca Yingli 
Solar, la cual tiene reconocimiento a nivel mundial. Las especificaciones relevantes para el 
proyecto se pueden observar en las tablas 1 y 2. 
 
Tabla 1. Parámetros eléctricos modulo fotovoltaico  
(Fuente: Hoja de datos del Dispositivo) 
Parámetros eléctricos en condiciones de prueba estándar (STC) 
Nombre del módulo   JS 65 
Tipo de módulo   YL65P-17b ½ 
Potencia de salida 𝑃𝑚𝑎𝑥 W 65 
Tolerancias de potencia de salida ∆𝑃𝑚𝑎𝑥 % +/- 5 
Eficiencia del módulo 𝜂𝑚 % 12.80 
Tensión en 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝𝑝 V 17.50 
Intensidad en 𝑃𝑚𝑎𝑥 𝐼𝑚𝑝𝑝 A 3.71 
Tensión en circuito abierto 𝑉𝑂𝐶 V 21.70 
Intensidad en cortocircuto 𝐼𝑆𝐶 A 4 
STC: 1000 W/m2 de irradiancia, 25ºC de temperatura de célula, espectro AM 1.5g conforme a la EN 60904-3. Reducción media de la eficiencia 
relativa de 3,3% a 200 W/m2 según la EN 60904-1. 
 
Tabla 2. Características térmicas módulo fotovoltaico 
(Fuente: Hoja de datos del Dispositivo) 
Características térmicas 
Temperatura operativa nominal de la célula NOCT oC 46 +/- 2 
Temperatura coeficiente de 𝑃𝑚𝑎𝑥  𝛾 %/ 
oC -0.45 
Temperatura coeficiente de 𝑉𝑂𝐶  𝛽𝑉𝑜𝑐 %/ 
oC -0.37 
Temperatura coeficiente de 𝐼𝑆𝐶  𝛼𝐼𝑠𝑐 %/ 
oC 0.06 
 
32 
 
Teniendo los parametros eléctricos 𝑉𝑚𝑝𝑝, 𝐼𝑚𝑝𝑝, 𝐼𝑆𝐶  𝑦 𝑉𝑂𝐶 , Extraídos de la tabla 1, se pudo 
hallar el valor de b, único valor a calcular en el modelo de Ortiz. Pero antes de hallar el valor de b 
se operó la ecuación 11, para despejar dicha constante. 
Partamos de: 
I(V) = Ix ∙ [1 − e
(
V
bVx
−
1
b)] 14 
Haciendo operaciones sencillas se obtiene: 
1 −
𝐼(𝑉)
𝐼𝑥
= 𝑒
𝑉
𝑏𝑉𝑥
−
1
𝑏 
Aplicando logaritmo natural a ambos lados de la ecuación y efectuando la operación entre las 
fracciones, tenemos: 
𝐿𝑛 (1 −
𝐼(𝑉)
𝐼𝑥
) =
𝑉 − 𝑉𝑥
𝑏𝑉𝑥
 
Ahora nos resta despejar b: 
𝑏 =
𝑉 − 𝑉𝑥
𝐿𝑛 (1 −
𝐼(𝑉)
𝐼𝑥
) ∙ 𝑉𝑥
 
Reemplazando valores Correspondientes: 
𝑉 = 𝑉𝑚𝑝𝑝 = 17.50 V 
𝐼(𝑉) = 𝐼𝑚𝑝𝑝 = 3.71 A 
𝑉𝑥 = 𝑉𝑂𝐶 = 21.70 V 
𝐼𝑥 = 𝐼𝑆𝐶 = 4 A 
Con lo que se obtuvo el valor de b: 
𝑏 = 0.0737561 
Para realizar la simulación del modelo que se obtuvo, se hizo uso del software Matlab y de su 
herramienta para desarrollar interfaces gráficas (Guide), los parámetros que se deben ingresar 
corresponden a la irradiancia, temperatura, número de módulos fotovoltaicos en serie (s) y paralelo 
(p), corriente en cortocircuito (Isc), voltaje en circuito abierto (Voc), Temperatura coeficiente de 
𝑉𝑂𝐶 (Tcv), Temperatura coeficiente de 𝐼𝑆𝐶 (Tci) y la constante calculada b. La hoja de datos muestra 
los valores de Tcv y Tci en porcentajes por lo que se tuvo que calcular el valor de variación de Voc 
e Isc por grado centígrado. Tcv= -0.08029, Tci= 0.0024. 
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Figura 9. Interfaz gráfica Simulación del Modelo 
(Fuente: El Autor) 
Para condiciones estándar de irradiación y temperatura, es decir 1000 W m2⁄  y 25oC, 
respectivamente. Se obtuvieron las curvas presentadas en las figuras 10 y 11. En la tabla 3 se 
presenta una comparación entre los datos del fabricante y el modelo calculado. De esta forma 
validamos el modelo. 
 
Figura 10 Curva I-V para condiciones estándar 
(Fuente: El Autor) 
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Figura 11 Curva P-V para condiciones estándar 
(Fuente El Autor) 
 
Tabla 3. Comparación entre datos del fabricante y el modelo calculado 
(Fuente: El Autor) 
 Datos Fabricante Modelo Error absoluto Error relativo 
𝑉𝑚𝑝𝑝 17.50 17.71 -0.21 -1.2% 
𝐼𝑚𝑝𝑝 3.71 3.66934 0.04066 1.09% 
𝑉𝑂𝐶 21.7 21.7 0 0% 
𝐼𝑆𝐶 4 4 0 0% 
𝑃𝑚𝑎𝑥 65 64.9841 0.0159 0.024% 
 
Se hicieron diferentes simulaciones para valores de irradiación variable 100 W m2⁄  a 
1000 W m2⁄  y temperatura constante (25 oC), los resultados se pueden ver en la tabla 4. Se puede 
apreciar en las figuras 12 y 13, que la irradiación incidente tiene una fuerte influencia en la 
producción de energía eléctrica del módulo fotovoltaico, esto era de esperarse ya que en la 
exposición del primer modelo se observa que un módulo FV puede modelarse como una fuente de 
corriente controlada por la irradiación.  
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Figura 12. Curvas I-V, 25 oC e irradiación variable 
(Fuente: El Autor) 
 
 
Tabla 4. Valores obtenidos para una temperatura constante  
de 25 oC y una irradiación variable 
(Fuente: El Autor) 
Irradiación 
(W/m2) 
Temperatura 
(oC) 
Voc 
(V) 
Isc 
(A) 
Vmpp 
(V) 
Impp 
(A) 
Pmax 
(W) 
100 25 13.72 0.4 11.2 0.366 4.108 
200 25 15.875 0.8 12.96 0.733 9.508 
400 25 18.704 1.6 15.27 1.467 22.405 
600 25 20.297 2.4 16.57 2.201 36.47 
800 25 21.194 3.2 17.3 2.935 50.777 
1000 25 21.7 4 17.71 3.669 64.984 
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Figura 13 Curvas P-V, 25 oC e irradiación variable 
(Fuente: El Autor) 
 
Al observar los coeficientes de temperatura para Voc e Isc, se pudo observar que la variación de 
la corriente es baja en comparación con el voltaje, dicho de otra manera, la temperatura incide muy 
poco en la variación de la corriente de salida, pero si lo hace de manera considerable en la tensión 
de salida del módulo fotovoltaico, esto se puede apreciar en las figuras 14 y 15. Cuyas curvas 
provienen de una irradiación constante de 1000 W/m2 y temperatura variable (30 oC a 80 oC). Los 
resultados se presentan en la tabla 5. 
 
Tabla 5. Valores obtenidos para una irradiación constante de 1000 W/m2  
y una temperatura variable 
(Fuente: El Autor) 
Irradiación 
(W/m2) 
Temperatura 
(oC) 
Voc (V) Isc (A) Vmpp (V) Impp (A) Pmax (W) 
1000 30 21.298 4.012 17.39 3.678 63.973 
1000 40 20.495 4.036 16.73 3.701 61.929 
1000 50 19.692 4.06 16.08 3.722 59.857 
1000 60 18.889 4.084 15.42 3.745 57.756 
1000 70 18.086 4.108 14.76 3.768 55.626 
1000 80 17.284 4.132 14.11 3.789 53.467 
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Figura 14. Curvas I-V, 1000 W m2⁄  y temperatura variable 
(Fuente: El Autor) 
 
 
Figura 15 Curvas P-V, 1000 W/m2 y temperatura variable 
(Fuente: El Autor) 
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Los resultados anteriores ponen de manifiesto que el punto de máxima potencia no es fijado en 
un solo punto y que los factores que obligan a que este punto se mueva son la irradiación incidente 
y la temperatura a la que esté operando el módulo FV.  
Convertidor DC-DC 
El fin último del proyecto fue evaluar el rendimiento del sistema con control neuronal, frente a 
algoritmos clásicos como el P&O, más no escoger el mejor convertidor DC-DC. Para la aplicación, 
el convertidor Buck cubre un amplio rango en las variaciones de irradiación y temperatura (1000 
W/m2 con 25 oC, 220 W/m2  con 25 oC). El rango de operación del convertidor buck se escogió 
para no superar un valor de ciclo útil superior a 0.9.  
La figura 16 muestra el área en que se mueve el punto máximo de potencia, y el área encerrada 
entre las dos líneas negras es donde opera el convertidor Buck. La línea negra más pequeña traza 
una línea casi vertical entre las dos curvas de baja potencia, las cuales presentan un voltaje de 
operación adecuado para no superar un valor de ciclo útil de 0.9. 
 
Figura 16 Área Mpp (0 W m2⁄ − 1000 W m2⁄ ; 25 oC – 80 oC) 
(Fuente: El Autor) 
Diseño del Convertidor DC-DC tipo Buck 
Antes de diseñar el convertidor Buck hay que tener claro cuando éste opera en modo continuo 
o discontinuo. De forma sencilla se puede decir que un convertidor buck opera en modo continuo, 
39 
 
cuando al decaer la corriente del inductor ésta no llega a ser cero, caso contrario ocurre en modo 
discontinuo, ya que la corriente del inductor al decaer llega a ser cero en un intervalo de tiempo. 
Para el diseño del convertidor se tuvo en cuenta los valores de irradiación y temperatura en 
condiciones casi extremas, la primera de ellas con una irradiación de 1000 W/m2 y una temperatura 
de 25 oC, con lo cual se obtuvo en la simulación una Pmax =64.984 W, Vmpp=17.71 V y Impp=3.669 
A. Por otro lado para una temperatura de 25 oC y una irradiación de 220 W/m2  Pmax = 10.697 W, 
Vmpp= 13.25 V y Impp= 0.807 A. 
Diseño (Rashid, 1995) 
Teoría 
 
Figura 17. Esquema Convertidor Buck 
(Fuente: El Autor) 
El voltaje a través del inductor es: 
𝑉𝐿 = 𝐿
𝑑𝑖
𝑑𝑡
 15 
Si se supone que la corriente del inductor aumenta de forma lineal desde la corriente 𝐼1 hasta 𝐼2 
en un tiempo 𝑡1. Teniendo en cuenta que 𝐹 =
 1
𝑇
 , 𝑡1 = 𝐷𝑇 y 𝑡2 = (1 − 𝐷)𝑇, Donde D es el ciclo 
útil. 
𝑉𝑠 − 𝑉𝑜 = 𝐿
 𝐼2 − 𝐼1
𝑡1
= 𝐿
∆𝐼
𝑡1
 → 𝑉𝑠 − 𝑉𝑜 =  𝐿
∆𝐼
𝐷𝑇
→
(𝑉𝑠 − 𝑉𝑜)𝐷
𝐿𝐹
= ∆𝐼 16 
Es decir 
𝑡1 =
 L∆𝐼
𝑉𝑠 − 𝑉𝑜
 17 
Y la corriente del inductor decae desde 𝐼2 hasta 𝐼1 en el tiempo 𝑡2. 
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−𝑉𝑜 =  −𝐿
 ∆𝐼
𝑡2
→ 𝑡2 = 𝐿
 ∆𝐼
𝑉𝑜
→
 𝑉𝑜𝑡2
𝐿
= ∆𝐼 →
 𝑉𝑜(1 − 𝐷)𝑇
𝐿
= ∆𝐼 18 
La componente ondulatoria pico a pico del inductor se define como ∆𝐼 = 𝐼2 − 𝐼1, igualando ∆𝐼 
de las ecuaciones 16 y 18, se obtiene. 
∆𝐼 =
(𝑉𝑠 − 𝑉𝑜)𝐷
𝐿𝐹
=
 𝑉𝑜(1 − 𝐷)𝑇
𝐿
 19 
 
(𝑉𝑠 − 𝑉𝑜)𝐷𝑇
𝐿
=
 𝑉𝑜(1 − 𝐷)𝑇
𝐿
 
(𝑉𝑠 − 𝑉𝑜)𝐷 = 𝑉𝑜(1 − 𝐷) 
𝑉𝑠𝐷 − 𝑉𝑜𝐷 = 𝑉𝑜 − 𝑉𝑜𝐷 
𝑉𝑠𝐷 = 𝑉𝑜 
 
 
 
 
20 
Si se supone un circuito sin pérdidas  
𝑉𝑠𝐼𝑠 = 𝑉𝑜𝐼𝑜 →  𝑉𝑠𝐼𝑠 = 𝑉𝑠𝐷𝐼𝑜 →  𝐼𝑠 = 𝐷𝐼𝑜 → 𝐼𝑜 =
𝐼𝑠
𝐷
 21 
El periodo de conmutación se puede expresar: 𝑇 =
 1
𝐹
= 𝑡1+𝑡2; por medio de las ecuaciones 17 
y 18 se puede decir que: 
𝑇 =
1
𝐹
= 𝑡1+𝑡2 =
 L∆𝐼
𝑉𝑠 − 𝑉𝑜
+ 𝐿
 ∆𝐼
𝑉𝑜
=  
∆𝐼𝐿𝑉𝑜 + ∆𝐼𝐿(𝑉𝑠 − 𝑉𝑜)
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
 
𝑇 =
1
𝐹
= 𝑡1+𝑡2 =
∆𝐼𝐿𝑉𝑜 + ∆𝐼𝐿𝑉𝑠 − ∆𝐼𝐿𝑉𝑜
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
 
𝑇 =
1
𝐹
= 𝑡1+𝑡2 =
∆𝐼𝐿𝑉𝑠
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
 
 
 
 
 
22 
Lo que nos da la componente ondulatoria de pico a pico como 
1
𝐹
=
∆𝐼𝐿𝑉𝑠
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
→  ∆𝐼 =
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
𝐿𝑉𝑠𝐹
 23 
De la ecuación 20 decimos que 𝐷 =
𝑉𝑜
𝑉𝑠
 y de 19 obtenemos 
(𝑉𝑠 − 𝑉𝑜)𝐷 = 𝑉𝑜(1 − 𝐷) 
(𝑉𝑠 − 𝑉𝑜) =
𝑉𝑜(1 − 𝐷)
𝐷
 
(𝑉𝑠 − 𝑉𝑜) =
𝑉𝑠𝐷(1 − 𝐷)
𝐷
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𝑉𝑠 − 𝑉𝑜 = 𝑉𝑠(1 − 𝐷) 
Al reemplazar los valores obtenidos 
𝑉𝑜
𝑉𝑠
 y 𝑉𝑠 − 𝑉𝑜, de las ecuaciones 20 y 19 respectivamente, y 
reemplazarlos en 23 se obtiene 
∆𝐼 =
𝑉𝑠(1 − 𝐷)𝐷
𝐿𝐹
 24 
Al aplicar ley de Kirchhoff al circuito de la figura 17, tenemos que 𝑖𝑙 = 𝑖𝑐 + 𝑖𝑜 y suponiendo 
que la corriente de la componente ondulatoria de la carga ∆𝑖𝑜 es muy pequeña y puede 
despreciarse, tenemos que ∆𝑖𝑙 = ∆𝑖𝑐.  
La corriente promedio del capacitor, que circula entre los tiempos 
𝑡1
2
+
𝑡2
2
=
𝑇
2
   es 𝐼𝑐  =
∆𝐼
4
 , esto 
puede apreciarse en las gráficas de la figura 18. 
El voltaje del capacitor está dado por 𝑉𝑐 =
1
𝐶
∫ 𝑖𝑐𝑑𝑡 + 𝑉𝑐(𝑡 = 0), si pasamos al otro lado de la 
ecuación el voltaje inicial, se obtiene la componente ondulatoria pico a pico del voltaje. Y se evalúa 
la integral de 0 a 
𝑇
2
. 
∆𝑉𝑐 = 𝑉𝑐 − 𝑉𝑐(𝑡 = 0) =
1
𝐶
∫ 𝑖𝑐𝑑𝑡
𝑇
2
0
=
1
𝐶
∫
∆𝐼
4
𝑑𝑡
𝑇
2
0
=
∆𝐼𝑇
8𝐶
=
∆𝐼
8𝐹𝐶
 
∆𝑉𝑐 =
∆𝐼
8𝐹𝐶
 
 
 
25 
Si se sustituye ∆𝐼 de la ecuación 9 en 25 se obtiene 
∆𝑉𝑐 =
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
8𝐿𝐶𝑉𝑠𝐹2
 26 
Mientras que al sustituir ∆𝐼 de 24 en25 el resultado es 
∆𝑉𝑐 =
𝑉𝑠(1 − 𝐷)𝐷
8𝐿𝐶𝐹2
 27 
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Figura 18 Rizo corriente y voltaje  
(Fuente: (Mohan, Undelan, & Robbins, 2009), Edición: El Autor) 
Diseño 
Para obtener el valor del inductor despejamos L de la ecuación 23 
𝐿 =
(𝑉𝑠 − 𝑉𝑜)𝑉𝑜
∆𝐼𝐹𝑉𝑠
 
Por otro lado se utiliza la ecuación 25 para obtener el valor del capacitor. 
𝐶 =
∆𝐼
∆𝑉𝑐8𝑓
 
Diseño del convertidor en el primer caso 
Vs=13.25 V, Pmin = 10.697 W, Vo=12V, Io=0.8914 A, f=20Khz 
∆𝑉 = 0.025 × 12 = 0.3 (Rizo de voltaje de 2.5%) 
∆𝐼 = 0.1 × 0.8914 = 0.08914 (Rizo de corriente de 10%) 
D =
12
13.25
= 0.905 
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𝐿𝑒 =
12(13.25 − 12)
0.08914 × 20𝐾ℎ𝑧 × 13.25
= 634.99𝜇𝐻 
𝐶𝑒 =
0.08914
0.3 × 8 × 20𝐾ℎ𝑧
=
1.66
48000
= 1.85𝜇𝐹 
Diseño del convertidor en el segundo caso 
Vs=17.71v, Vo=12V, Pmax=64.984 W, Io=5.415 A, f=20Khz 
∆𝑉 = 0.025 × 12 = 0.3 (Rizo de voltaje de 2.5%) 
∆𝐼 = 0.1 × 5.415 = 0.5415 (Rizo de corriente de 10%) 
D =
12
17.71
= 0.67 
𝐿𝑒 =
12(17.71 − 12)
0.5415 × 20𝐾ℎ𝑧 × 17.71
= 357.24𝜇𝐻 
𝐶𝑒 =
0.5415
0.3 × 8 × 20𝐾ℎ𝑧
= 11.28 𝜇𝐹 
Simulación 
 
Figura 19 Comportamiento Convertidor (Psim 10 Demo version) 
(Fuente: El Autor) 
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Diseño (Colomo, 2013) 
Teoría 
Teniendo en cuenta los dos estados (encendido y apagado) que proporciona el switcheo del 
transistor mosfet, tendremos que: 
𝑉𝑙 𝑒𝑛 𝑇𝑜𝑛  →  𝑉𝑙 = 𝑉𝑠 − 𝑉𝑜 
𝑉𝑙 𝑒𝑛 𝑇𝑜𝑓𝑓  →  𝑉𝑙 = −𝑉𝑜 
El voltaje medio del inductor está definido por  
𝑉𝑙 =
1
𝑇
∫ 𝑉𝑙𝑑𝑡 =
1
𝑇
(∫ 𝑉𝑙𝑑𝑡
𝑇𝑜𝑛
0
+ ∫ 𝑉𝑙𝑑𝑡
𝑇𝑜𝑛+𝑇𝑜𝑓𝑓
𝑇𝑜𝑛
) 
𝑉𝑙 =
1
𝑇
(∫ (𝑉𝑠 − 𝑉𝑜)𝑑𝑡
𝑇𝑜𝑛
0
+ ∫ −𝑉𝑜𝑑𝑡
𝑇𝑜𝑛+𝑇𝑜𝑓𝑓
𝑇𝑜𝑛
) 
𝑉𝑙 =
1
𝑇
{[(𝑉𝑠 − 𝑉𝑜)𝑇𝑜𝑛] + [−𝑉𝑜(𝑇𝑜𝑛 + 𝑇𝑜𝑓𝑓) + 𝑉𝑜𝑇𝑜𝑛]} 
(Procedimiento corregido) 
Se sabe que el valor medio del voltaje en una inductancia es cero, ya que queda oscilando 
alrededor de este valor, por lo tanto: 
0 = 𝑉𝑠𝑇𝑜𝑛 − 𝑉𝑜𝑇𝑜𝑛 − 𝑉𝑜𝑇𝑜𝑛 − 𝑉𝑜𝑇𝑜𝑓𝑓 + 𝑉𝑜𝑇𝑜𝑛 
0 = 𝑉𝑠𝑇𝑜𝑛 − 𝑉𝑜𝑇𝑜𝑛 − 𝑉𝑜𝑇𝑜𝑓𝑓 → 𝑉𝑠𝑇𝑜𝑛 = 𝑉𝑜(𝑇𝑜𝑛 + 𝑇𝑜𝑓𝑓) →
𝑉𝑠
𝑉𝑜
=
𝑇𝑜𝑛 + 𝑇𝑜𝑓𝑓
𝑇𝑜𝑛
 
𝑉𝑜
𝑉𝑠
=
𝑇𝑜𝑛
𝑇𝑜𝑛 + 𝑇𝑜𝑓𝑓
→
𝑉𝑜
𝑉𝑠
= 𝐷 → 𝑉𝑜 = 𝑉𝑠𝐷 
𝑉𝑜 = 𝑉𝑠𝐷 28 
 
Rizado de corriente 
El voltaje en el inductor está definido por 𝑉𝐿 = 𝐿
𝑑𝑖
𝑑𝑡
 y durante el tiempo de encendido el voltaje 
en el inductor es 𝑉𝑠 − 𝑉𝑜 = 𝐿
𝑑𝑖
𝑑𝑡
 , según la ecuación 28   𝑉𝑜 = 𝑉𝑠𝐷, también se puede decir que: 
𝑑𝐼𝑙 = ∆𝐼𝑙, 𝑇𝑜𝑛 = 𝐷𝑇, 𝑇 =
1
𝐹
. 
Por lo que: 
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𝑉𝑠 − 𝑉𝑜 = 𝐿
𝑑𝑖
𝑑𝑡
→ 𝑉𝑠 − 𝑉𝑠𝐷 = 𝐿
∆𝐼𝑙
𝑇𝑜𝑛
→
𝑉𝑠(1 − 𝐷)𝑇𝑜𝑛
𝐿
= ∆𝐼𝑙 29 
De la ecuación anterior obtenemos: 
𝑉𝑠(1 − 𝐷)𝐷
𝐿𝐹
= ∆𝐼𝑙  30 
El valor máximo de rizado en el inductor se produce cuando la razón de cambio de este con 
respecto al ciclo útil es igual a cero, es decir, 
𝑑∆𝐼𝑙
𝑑𝐷
= 0. Para obtener el valor de ciclo útil que nos 
da el mayor valor de rizado de corriente en el inductor, se deriva la ecuación 30 y se resuelve. 
𝑑∆𝐼𝑙
𝑑𝐷
=
𝑉𝑠[(−𝐷) + (1 − 𝐷)]
𝐿𝐹
=
𝑉𝑠(1 − 2𝐷)
𝐿𝐹
 
0 =
𝑉𝑠(1 − 2𝐷)
𝐿𝐹
= 1 − 2𝐷 → 2𝐷 = 1 → 𝐷 =
1
2
= 0.5 
 
 
31 
El máximo rizado se dará para un ciclo útil de 0.5, por lo que al reemplazar este valor en la 
ecuación 30: 
∆𝐼𝑙𝑀á𝑥 =
𝑉𝑠(1 − 0.5)0.5
𝐿𝐹
=
(𝑉 − 0.5𝑉𝑠)0.5
𝐿𝐹
=
0.5𝑉𝑠 − 0.25𝑉𝑠
𝐿𝐹
=
0.25𝑉𝑠
𝐿𝐹
 
∆𝐼𝑙𝑀á𝑥 =
𝑉𝑠
4𝐿𝐹
 
 
 
32 
Para hallar el valor de ∆𝑉  se hace uso de la figura 18, donde se puede hallar el valor de ∆𝑄, 
que simplemente es el área de un triángulo. 
Tenemos que 𝑄 = 𝐶𝑉 , por lo que ∆𝑄 = 𝐶∆𝑉𝑐 → ∆𝑉𝑐 =
∆𝑄
𝐶
 , se halla ∆𝑄 calculando el área 
sombreada de la figura 9.2.3. 
∆𝑄 =
𝑇
2
∆𝐼𝑙
2
2
=
𝑇∆𝐼𝑙
8
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∆𝑉𝑐 =
∆𝑄
𝐶
=
𝑇∆𝐼𝑙
8
𝐶
=
𝑇∆𝐼𝑙
8𝐶
=
∆𝐼𝑙
8𝐶𝐹
 
∆𝑉𝑐𝑀á𝑥 =
∆𝐼𝑙𝑀á𝑥
8𝐶𝐹
 
 
 
34 
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Tomando el valor de ∆𝐼𝑙𝑀á𝑥 de la ecuación 32 y reemplazando en 34 se tiene 
∆𝑉𝑐𝑀á𝑥 =
𝑉𝑠
4𝐿𝐹
8𝐶𝐹
=
𝑉𝑠
32𝐶𝐿𝐹2
 
∆𝑉𝑐𝑀á𝑥 =
𝑉𝑠
32𝐶𝐿𝐹2
 
 
 
35 
Diseño 
Se utiliza la siguiente ecuación para calcular la corriente nominal de salida, teniendo en cuenta 
la potencia que puede recibirse y el voltaje de salida mínimo. 
𝐼𝑆𝑎𝑙𝑛 =
𝑃𝑛
𝑉𝑆𝑎𝑙𝑚𝑖𝑛
 
Un rizado máximo del 20% 
∆𝐼𝑙𝑀á𝑥 = 𝐼𝑆𝑎𝑙𝑛 × 0.2 
Para calcular el valor del inductor se despeja el valor de L de la ecuación 32. 
∆𝐼𝑙𝑀á𝑥 =
𝑉𝑠
4𝐿𝐹
→ 𝐿 =
𝑉𝑑𝑐
4∆𝐼𝑙𝑀á𝑥𝐹
 
Para hallar el valor del capacitor se toma el circuito LC como un filtro pasabajos de segundo 
orden, donde la frecuencia de corte es diez veces menor a la frecuencia de conmutación 
𝐹𝑐𝑜𝑟𝑡𝑒 =
𝐹
10
 
𝐹𝑐𝑜𝑟𝑡𝑒 =
1
2𝜋√𝐿𝐶
 
𝐶 =
1
(2𝜋)2(𝐿)(𝐹𝑐𝑜𝑟𝑡𝑒)2
 
Diseño del convertidor en el primer caso 
Vs=13.25 V, Pmin = 10.697 W, Is=0.807 A, f=50Khz 
Isaln =
10.697𝑊
10 𝑉
= 1.0697𝐴 
∆𝐼𝑙𝑀á𝑥 = 0.2 × 1.0697 = 0.21394 𝐴 
L =
13.25 𝑉
4 × 0.21394 × 50000
= 309.66 𝜇𝐻 
𝐹𝑐𝑜𝑟𝑡𝑒 =
50000
10
= 500 
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C =
1
(2𝜋)2 × 309.66 𝜇𝐻 × 50002
= 3.27 𝜇𝐹 
Diseño del convertidor en el segundo caso 
Vs=17.71 V, Pmin = 64.984 W, Is=3.669 A, f=50Khz 
Isaln =
64.984 𝑊
10 𝑉
= 6.4984 𝐴 
∆𝐼𝑙𝑀á𝑥 = 0.2 × 6.4984 = 1.299 𝐴 
L =
17.71 𝑉
4 × 1.299 × 50000
= 68.16 𝜇𝐻 
𝐹𝑐𝑜𝑟𝑡𝑒 =
50000
10
= 5000 
C =
1
(2𝜋)2 × 68.16 𝜇𝐻 ×  50002
= 14.86 𝜇𝐹 
Simulación 
 
Figura 20 Comportamiento Convertidor (Psim 10 Demo version) 
(Fuente: El Autor) 
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Diseño (Rogers, 1999) 
Teoría 
 
Figura 21. Esquema convertidor buck  
(Fuente: (Rogers, 1999), Edición: El Autor) 
 
 
Figura  22. Estados ON y OFF  
(Fuente: (Rogers, 1999), Edición: El Autor) 
 
𝑉𝑙 = 𝐿
𝑑𝑖
𝑑𝑡
→ ∆𝐼𝑙 =
𝑉𝑙
𝐿
∆𝑇 36 
La corriente del inductor incrementa durante el estado ON 
∆𝐼𝑙(+) =
(𝑉𝑠 − 𝑉𝐷𝑆 − 𝐼𝑙𝑅𝐿) − 𝑉𝑜
𝐿
𝑇𝑜𝑛 37 
La corriente del inductor decrementa durante el estado OFF 
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∆𝐼𝑙(−) =
𝑉𝑜 + (𝑉𝑑 + 𝐼𝑙𝑅𝐿)
𝐿
𝑇𝑜𝑓𝑓 38 
Simplificamos las dos ecuaciones anteriores asumiendo que 𝑉𝑑, 𝑅𝐿 y 𝑉𝐷𝑆, son muy pequeños, y 
los llevamos a cero. Por lo que: 
∆𝐼𝑙(+) =
(𝑉𝑠 − 𝑉𝑜)
𝐿
𝑇𝑜𝑛 39 
 
∆𝐼𝑙(−) =
𝑉𝑜
𝐿
𝑇𝑜𝑓𝑓 40 
Ahora se igualan los rizados de corriente y se resuelve para 𝑉𝑜, se tiene en cuenta que 𝑇 = 𝑇𝑜𝑛 +
𝑇𝑜𝑓𝑓, 𝐷 =
𝑇𝑜𝑛
𝑇
 y (1 − 𝐷) =
𝑇𝑜𝑓𝑓
𝑇
. 
(𝑉𝑠 − 𝑉𝑜)
𝐿
𝑇𝑜𝑛 =
𝑉𝑜
𝐿
𝑇𝑜𝑓𝑓 → (𝑉𝑠 − 𝑉𝑜)𝑇𝑜𝑛 = 𝑉𝑜𝑇𝑜𝑓𝑓 
𝑉𝑠𝑇𝑜𝑛 − 𝑉𝑜𝑇𝑜𝑛 = 𝑉𝑜𝑇𝑜𝑓𝑓 → 𝑉𝑠𝑇𝑜𝑛 = 𝑉𝑜(𝑇𝑜𝑛 + 𝑇𝑜𝑓𝑓) 
𝑉𝑠𝑇𝑜𝑛 = 𝑉𝑜𝑇 →
𝑇𝑜𝑛
𝑇
=
𝑉𝑜
𝑉𝑠
→ 𝐷 =
𝑉𝑜
𝑉𝑠
 
𝐷 =
𝑉𝑜
𝑉𝑠
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Por medio de la ecuación 39 y teniendo en cuenta que la corriente de salida critica debe ser 
mayor o igual que la mitad del rizado de corriente del inductor, esto es: 
𝑖0(𝑐𝑟𝑖𝑡) ≥
∆𝐼𝑙
2
 
42 
Se puede decir que: 
𝑖0(𝑐𝑟𝑖𝑡) ≥
(𝑉𝑠 − 𝑉𝑜)
𝐿 𝑇𝑜𝑛
2
=
(𝑉𝑠 − 𝑉𝑜)
2𝐿
𝑇𝑜𝑛 
𝐿 ≥
(𝑉𝑠 − 𝑉𝑜)
2𝑖0(𝑐𝑟𝑖𝑡)
𝑇𝑜𝑛 =
(𝑉𝑠 − 𝑉𝑜)
2𝑖0(𝑐𝑟𝑖𝑡)
𝐷𝑇 =
(𝑉𝑠 − 𝑉𝑜)
𝑉𝑜
𝑉𝑠
𝑇
2𝑖0(𝑐𝑟𝑖𝑡)
 
 
 
𝐿 ≥
𝑉𝑜(1 −
𝑉𝑜
𝑉𝑠
)𝑇
2𝑖0(𝑐𝑟𝑖𝑡)
 
     43 
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Al observar la gráfica de la figura  23 se puede decir que la corriente de salida crítica es igual a 
la corriente media del rizado del inductor, si llega a ser menor al valor establecido como crítico, el 
convertidor empezará a operar en modo discontinuo. 
Para hallar el valor del capacitor es el mismo procedimiento con que se obtuvo la ecuación 33, 
donde no se tuvo en cuenta para el diseño del convertidor de ese apartado. 
∆𝑉𝑐 =
∆𝑄
𝐶
=
𝑇∆𝐼𝑙
8
𝐶
=
𝑇∆𝐼𝑙
8𝐶
=
∆𝐼𝑙
8𝐶𝐹
→ 𝐶 ≥
∆𝐼𝑙𝑇
8∆𝑉𝑐
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Figura  23. Corriente de salida critica  
(Fuente: (Rogers, 1999), Edición: El Autor) 
Otra forma simplificada para visualizar el funcionamiento del circuito es considerar el filtro de 
salida como una red pasabajos. Esta es una simplificación válida porque la frecuencia de corte del 
filtro siempre es mucho menor a la frecuencia de conmutación de la fuente. El voltaje de entrada 
aplicado al filtro es la tensión en la unión de Q1, CR1 y L (figura 21), etiquetado como Vc-p. El 
filtro pasa el componente de corriente continua (o promedio) de Vc-p y atenúa en gran medida todas 
las frecuencias superiores a la frecuencia de corte del filtro de salida. Por lo tanto, la tensión de 
salida es simplemente la media de la tensión Vc-p. 
Diseño 
El diseño se efectúa para una potencia y un voltaje máximo, determinados por el punto de 
máxima potencia.  
Vs=17.71 V, Pmax = 64.984 W, Io=5.41 A, f= 20Khz 
Se tiene en cuenta un rizado de corriente del 10% para una corriente de salida máxima. 
∆𝑖𝑙 = 0.1 × 𝐼𝑜(𝑚𝑎𝑥) 
∆𝑖𝑙 = 0.1 × 5.41 = 0.541 𝐴 
Se opera con un porcentaje de rizado en el capacitor del 0.1% 
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∆𝑉 = (0.001)(𝑉𝑜) 
∆𝑉 = (0.001)(12) = 0.012 𝑉 
𝑇𝑠 =
1
𝑓
=  
1
20𝑘ℎ𝑧
= 50 𝜇𝑆  
𝐷𝑢𝑡𝑦 =
12
17.71
= 0.677 
𝑖𝑜(𝑐𝑟𝑖𝑡) =
∆𝑖𝑙
2
=  
0.541
2
=  0.2705 
𝐿 =
𝑉𝑜 × (1 −
𝑉𝑜
𝑉𝑖(𝑚𝑎𝑥)
) × 𝑇𝑠
2𝑖𝑜(𝑐𝑟𝑖𝑡)
 
𝐿 =
12 × (1 −
12
17.71) × 50𝜇𝑆
2 × 0.2705
= 357.57 𝜇𝐻 ≈ 360 𝜇𝐻 
𝑇𝑜𝑛 = 𝐷𝑢𝑡𝑦 × 𝑇𝑠 = 0.677 × 50 𝜇𝑆 = 33.85 𝜇𝑆 
∆𝑖𝑙 =
𝑉𝑖 − 𝑉𝑜
𝐿
× 𝑇𝑜𝑛 =
17.71 − 12
360 𝜇𝐻
× 33.85 𝜇𝑆 = 0.5368 𝐴 
𝐶 =
∆𝑖𝑙 × 𝑇𝑠
8 × ∆𝑉
=  
0.5368 𝐴 × 50 𝜇𝑆
8 × 0.012 𝑉
= 279.63 𝜇𝐹 ≈ 470 𝜇𝐹 
Simulación 
 
Figura 24 Comportamiento Convertidor (Psim 10 Demo version) 
(Fuente: El Autor) 
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Modelado del convertidor DC-DC 
Modelado matemático 
El convertidor de la figura 25 muestra dos elementos de almacenamiento de energía (L, C), dos 
dispositivos (Q, D) que funcionan como switches, mientras uno está abierto (off) el otro se 
encuentra cerrado (on), una fuente de tensión (Vs) y una carga (R). 
 
Figura 25. Diagrama convertidor Buck 
(Fuente: El Autor) 
Los interruptores, por decirlo de una manera, se abren y cierran alternadamente con una 
frecuencia de conmutación PWM. La salida que resulta es una tensión regulada de valor menor 
que la tensión de entrada. El funcionamiento del convertidor dependerá del estado de los 
interruptores y por ende de la señal PWM que los controla. El análisis siguiente está basado en 
(Aurel Pop & Lungu, 2010) 
 
Primer intervalo de tiempo: El transistor está encendido y el diodo apagado. 
Este intervalo de tiempo corresponde al ciclo de trabajo de la señal PWM, la cual permanece 
en estado alto para activar el transistor, en este caso el interruptor Q. El estado del circuito durante 
este tiempo está representado en la siguiente figura. 
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Figura 26. Convertidor Buck, Mosfet en estado ON y Diodo en OFF  
(Fuente: El Autor) 
Haciendo un análisis del estado del circuito reflejado en la anterior figura, para hallar el valor 
de la tensión de salida 𝑉𝑜 y el de la corriente del inductor 𝑖𝑙, se define el valor de la corriente del 
capacitor como: 
𝑖𝑐 = 𝑖𝑙 − 𝑖𝑜 
Es lo mismo: 
𝐶
𝑑𝑉𝑜
𝑑𝑡
= 𝑖𝑙 −
𝑉𝑜
𝑅
 
𝐶
𝑑𝑉𝑜
𝑑𝑡
=
𝑖𝑙𝑅 − 𝑉𝑜
𝑅
 
𝑑𝑉𝑜
𝑑𝑡
=
𝑖𝑙𝑅 − 𝑉𝑜
𝑅𝐶
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También se define el voltaje de la bobina como: 
𝑉𝑙 = 𝑉𝑠 − 𝑉𝑜 
Por lo que se obtiene: 
𝐿
𝑑𝑖𝑙
𝑑𝑡
= 𝑉𝑠 − 𝑉𝑜 
𝑑𝑖𝑙
𝑑𝑡
=
𝑉𝑠 − 𝑉𝑜
𝐿
 
 
 
46 
 
Segundo intervalo de tiempo: el transistor está apagado y el diodo está encendido. 
En el instante en que el transistor cambia su estado de encendido a apagado, la tensión en la 
bobina cambia de polaridad y el diodo cambiará del estado apagado al encendido. La señal PWM 
54 
 
se encuentra en estado bajo. El esquema equivalente del convertidor durante este periodo se 
muestra en la siguiente figura: 
 
Figura 27. Convertidor Buck, Mosfet en estado OFF y Diodo en ON 
(Fuente: El Autor) 
En este periodo el valor de corriente del capacitor se define de igual forma que el estado anterior, 
por lo que: 
𝑑𝑉𝑜
𝑑𝑡
=
𝑖𝑙𝑅 − 𝑉𝑜
𝑅𝐶
 
Lo mismo no ocurre para la tensión de bobina, la cual se define como: 
𝑉𝑙 = 0 − 𝑉𝑜 
Por lo que: 
𝐿
𝑑𝑖𝑙
𝑑𝑡
= −𝑉𝑜 
𝑑𝑖𝑙
𝑑𝑡
=
−𝑉𝑜
𝐿
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Para realizar una definición general de las ecuaciones que modelan los valores de corriente de 
inductor y tensión de salida, en los dos intervalos de tiempo, se observa que para los dos estados 
la ecuación diferencial que modela el voltaje de salida es la misma, y que para los mismos estados 
las dos ecuaciones que nos permiten obtener la corriente de inductor difieren solo en el voltaje de 
entrada. Entonces se puede añadir una variable que permita prescindir del voltaje de entrada 
cuando el valor de la señal PWM se encuentre en estado bajo. Se define S como la variable a 
realizar la función anteriormente definida, en donde su valor sólo será específicamente 0 ó 1. Por 
lo que las ecuaciones quedarán definidas como: 
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𝑑𝑉𝑜
𝑑𝑡
=
𝑖𝑙𝑅 − 𝑉𝑜
𝑅𝐶
 
𝑑𝑖𝑙
𝑑𝑡
=
𝑆𝑉𝑠 − 𝑉𝑜
𝐿
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49 
El modelo obtenido a partir de las ecuaciones 48 y 49 se puede observar en la figura 28. 
 
Figura 28. Modelo matemático en Simulink 
(Fuente: El Autor) 
Modelado físico 
Cuando se habla de modelamiento físico (por decirlo de alguna manera, ya que a final de 
cuentas sigue siendo un modelo matemático), es con referencia a componentes mecánicos, 
eléctricos, electromecánicos, hidráulicos, etc. En el que el comportamiento de cada uno de estos, 
está inmerso en una pieza que se puede arrastrar, soltar e interconectar con otras piezas; y todo 
esto a través de una interfaz de software. 
Es por lo anterior que existe otra forma de obtener el modelo de un circuito, y es haciendo uso 
de programas orientados al modelamiento físico. Matlab-Simulink es un ejemplo de software 
orientado a este estilo, en donde la toolbox SimPowerSystems posee una cantidad considerable de 
componentes orientados a la electrónica de potencia. Otro ejemplo de software, que en particular 
está orientado a la simulación de circuitos de potencia es Plecs; una de sus versiones puede 
integrarse a Matlab-Simulink como una Toolbox. 
En la figura 29 se aprecia el diseño del convertidor buck en la versión de Plecs (Toolbox de 
electrónica de potencia para simulink) 
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Figura 29 Circuito Convertidor Buck realizado en Plecs 
(Fuente: El Autor) 
Simulación Convertidor Buck 
Para observar el comportamiento de los modelos realizados en simulink y Plecs, se realizó la 
simulación respectiva para cada uno de los modelos (figuras 28 y 30), teniendo en cuenta la 
asignación de iguales parámetros (Ciclo útil, frecuencia de conmutación, carga asignada, etc). 
 
Figura 30. Circuito Buck en Plecs y SimPowerSystems de simulink 
(Fuente: El Autor) 
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En la figura 31 se puede observar la respuesta de los modelos del convertidor Buck, donde la 
frecuencia de conmutación es de 20 KHz, ciclo útil de 0.5, la bobina de 400uH, el capacitor de 
500uF y una carga resistiva de 0.5 Ω, Las señales representan la corriente y voltaje en la carga. 
Los valores de los componentes pasivos se relacionan con el cálculo efectuado en el apartado 
“Diseño (Rogers, 1999)”, el cual presentó mejor comportamiento frente a los otros dos diseños. 
La respuesta el convertidor Buck implementado en Plecs es igual que el modelo matemático de 
la figura 28, sabiendo esto y que adicionalmente Plecs es una toolbox dedicada exclusivamente al 
modelamiento y simulación de la electrónica de potencia, entonces se selecciona como herramienta 
para el modelado del sistema de control. 
 
 
Figura 31.  Respuesta del Convertidor Buck  
(Izquierda Plecs, derecha SimPowerSystems) 
(Fuente: El Autor) 
Selección de componentes 
Para llevar a feliz término el proyecto, se evaluaron diferentes componentes, con el fin de 
obtener características acorde al funcionamiento del sistema.  
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Módulo fotovoltaico 
El módulo fotovoltaico no tuvo que ser seleccionado, ya que hacía parte del inventario del grupo 
de investigación de la universidad del Magdalena “MAGMA Ingeniería”, las características se 
pueden apreciar en las tablas 1 y 2, en el apartado donde se modela el comportamiento del mismo 
Tarjeta de desarrollo 
Con el fin de promover el desarrollo de proyectos bajo plataformas de hardware libre, se escogió 
Arduino como uno de los precursores de este movimiento. Arduino posee una gama amplia de 
tarjetas de desarrollo. De la cual se seleccionaron tres tipos de tarjeta, para su evaluación. En la 
tabla 6 se encuentran las características que definen a cada tarjeta. 
Tabla 6. Características Tarjetas Arduino 
(Fuente: Arduino.cc) 
 Arduino UNO Arduino MEGA Arduino DUE 
Microcontrolador ATmega328p Atmega2560 AT91SAM3X8E 
Voltaje de operación 5V 5V 3.3V 
Voltaje de entrada 
(Recomendado) 
7-12V 7-12V 7-12V 
Voltaje de entrada 
(Límite) 
6-20V 6-20V 6-16V 
Pines digitales (I/O) 14 (de los cuales 6 
proporcionan salida 
PWM) 
54 (de los cuales 15 
proporcionan salida 
PWM) 
54 (de los cuales 12 
proporcionan salida 
PWM) 
Pines digitales PWM (I/O) 6 15 12 
Pines analógicos de 
entrada 
6 16 12 
Pines analógicos de salida No posee No posee 2 (DAC) 
Corriente directa por pin 
(I/O) 
20 mA 20 mA 130 mA 
Corriente directa para pin 
de 3.3V 
50 mA 50 mA 800 mA 
Memoria Flash 32 KB, de los cuales 
0.5 KB son utilizados 
por el gestor de 
arranque 
256 KB, de los 
cuales 8 KB son 
utilizados por el 
gestor de arranque 
512 KB todo 
disponible para las 
aplicaciones de 
usuario 
SRAM 2 KB  8 KB 96 KB (dos bancos: 
64KB y 32KB) 
EEPROM 1 KB  4 KB --------- 
Velocidad de reloj 16 MHz 16 MHz 84 MHz 
Largo 68.6 mm 101.52 mm 101.52 mm 
Ancho 53.4 mm 53.3 mm 53.3 mm 
Peso 25 g 37 g 36 g 
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Figura 32. Placas de Desarrollo Arduino 
(Fuente: Arduino.cc; Edición: El Autor) 
 
Las tarjetas de desarrollo Arduino UNO y MEGA, manejan un voltaje de operación similar 
(5V), esto no ocurre con la Arduino DUE, ya que su lógica se basa en un voltaje de 3.3V. En 
Colombia la mayoría de sensores disponibles manejan un voltaje de salida alrededor de los 5V, 
por lo que la elección de esta tarjeta queda descartada. La adaptación de los voltajes lógicos 
acarrearía un mayor gasto. 
 
El número de pines no es un parámetro a tener en cuenta dentro del proyecto, por el contrario 
la capacidad de memoria si debe ser tenida en cuenta, ya que nuestro microcontrolador debe ser 
capaz de emular una red neuronal artificial. Una característica del Arduino MEGA que contribuyó 
a su elección es con respecto al módulo timer/counter, el cual posee dos modos de operación 
adicionales (Modo 14 y 15), que permite la variación de la frecuencia del PWM en un alto rango, 
y no con frecuencias fijas disponibles en otros modos de operación.  
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Figura 33. Modos de operación Timer/Counter atmega328p y atmega2560 
(Fuente: Hojas de datos atmega328p y Atmega2560, Edición: El Autor) 
Módulo inalámbrico 
Dentro de los objetivos del proyecto se planteó la obtención de datos por medio inalámbrico 
(Voltaje, corriente, potencia, etc). Por lo que la elección de los elementos encargados de realizar 
la transmisión y recepción de datos de forma inalámbrica, es parte importante dentro del desarrollo 
del presente proyecto. En la búsqueda de un dispositivo que cumpliera los requisitos necesarios, 
se encontraron dos opciones utilizadas con frecuencia en la elaboración de proyectos de ingeniería. 
Por una parte se encuentra el módulo Bluetooth RN41 y por el otro XBEE Serie 1.  
Tabla 7. Características módulos 
(Fuente: sparkfun.com) 
 Módulo RN41 Módulo XBEE S1 
Tensión de alimentación 3.0V – 3.6V 2.8V – 3.4V 
Banda de frecuencia 2402 MHZ – 2480 MHz ISM 2.4 GHz 
Consumo de Energía 25 mA Promedio 3.3 V 50 mA 
Dimensiones 0,381cmx1,524x4,826 2.438cm x 2.761cm 
Alcance 100 m 90 m 
Potencia de transmisión ≤ 20 dBm 1 mW (0 dBm) 
Corriente de transmisión  65 mA (Típico); 100 mA (Máx) 45 mA (@3.3V) (Máx) 
Sensibilidad ≤ -70 dBm 0.1% BER -92 dBm 1% PER 
Corriente de recepción 35 mA (Típico) ; 60 mA (Máx)  50 mA (@3.3V) 
Tasa de datos interfaz serial 120bps - 921Kbps 1200bps – 250Kbps 
Precio $ 93.300* $ 94.700* 
* Precios pueden variar, dato extraído de https://www.didacticaselectronicas.com 
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Se pueden observar en la tabla 7 características distintivas de los módulos, como potencia de 
transmisión y sensibilidad de la recepción; esta última característica no está definida de forma tal 
que se pueda evaluar una diferencia significativa entre ambos, ya que el tipo de tasa de error y la 
sensibilidad con la que fue medida, son diferentes. En cuanto a costo, la diferencia no es relevante. 
Ambos módulos son configurables, presentando mayor versatilidad el módulo xbee, ya que este 
puede configurarse en redes, punto a punto, punto a multipunto y hasta redes mesh, de forma 
sencilla a través de un software suministrado de forma gratuita por DIGI International Inc. Por esta 
razón, facilidad de configuración, el módulo Xbee se ha seleccionado para el desarrollo del 
proyecto. 
 
Figura 34. Módulo Xbee S1 (Izq.) y Módulo Bluetooth RN41 (Der.) 
(Fuente: didacticaselectronicas.com) 
Convertidor DC-DC 
Para la construcción del convertidor dc-dc tipo buck, es importante seleccionar de forma 
correcta los componentes que lo constituyen. Una mala elección provocará que el circuito funcione 
de forma deficiente. A continuación se detallarán las características de cada componente implicado 
en el convertidor y el motivo de su elección. 
Transistor Mosfet 
El módulo fotovoltaico posee dentro de sus características una potencia máxima de 65W con 
una irradiación incidente de 1000 W/m2  a 25 oC, un voltaje de circuito abierto 𝑉𝑜𝑐 = 21.7 𝑉 y una 
corriente en cortocircuito 𝐼𝑠𝑐 = 4 𝐴. Si se obtiene a la salida del convertidor una potencia alrededor 
de 65W y un voltaje de carga de batería a 12V, se tendrá una corriente de salida 𝐼𝑜 = 5.4 𝐴 ≈ 6𝐴. 
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Con estas características se debe seleccionar el mosfet de conmutación. En la tabla 8 se puede 
observar los transistores de conmutación que cumplen con los requisitos señalados anteriormente. 
Tabla 8. Características transistores Mosfet 
(Fuente: Datasheet Dispositivos, ver anexo c) 
 Parámetros IRFZ44N IRF540N IRFP250N Unidad 
 VDSS 55 100 200 V 
 RDS(on) 17.5m 44m 75m Ω 
 ID 49 33 30 A 
 Temperatura de 
operación 
Hasta 175 
°C 
Hasta 175 
°C 
Hasta    175 
°C 
 
 Fast Switching Si  Si Si  
  Máximo  
ID @ TC = 
25°C 
DC Current Drain, 
VGS @ 10V 
49 33 30 A 
ID @ TC = 
100°C 
DC Current Drain, 
VGS @ 10V 
35 23 21 A 
IDM Pulso de corriente de 
drenaje 
160 110 120 A 
PD @TC = 
25°C 
Disipación de 
potencia 
94 130 214 W 
VGS Voltaje Gate a 
Source 
± 20 ± 20 ± 20 V 
Resistencia Térmica 
RθJC Junction-to-Case 1.5 1.15 0.7 °C/W 
RθCS Case-to-Sink, Flat, 
Greased Surface 
0.5 (Typ.) 0.5 (Typ.) 0.24 (Typ.) °C/W 
RθJA Junction-to-Ambient 62 62 40 °C/W 
 
Para la elección del Mosfet se tendrá en cuenta que tanta potencia se pierde en el estado de 
conducción y su capacidad de disipación. Otras perdidas como en el encendido y apagado no se 
evaluarán. 
La potencia disipada (para el caso del controlador de carga, se tiene como una potencia extraída 
del módulo fotovoltaico, que no es entregada a la carga) en estado de conducción estará dada por 
la ecuación 50. 
𝑃𝐷 = 𝐼𝑜
2 ∗ 𝑅DS(on) ∗ 𝐷 50 
𝐼𝑜  = Corriente de salida 
𝑅DS(on)= Resistencia equivalente entre drenaje y fuente 
𝐷= Ciclo útil 
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Para generalizar la ecuación 50 se tomará el ciclo útil con un equivalente del 100%, por lo que 
la temperatura de juntura será igual a: 
𝑇𝑗 = 𝑇𝑎 + 𝐼𝑜
2 ∗ 𝑅DS(on) ∗ 𝑅θJA 51 
𝑇𝑎= Temperatura ambiente. 
𝑅θJA= Resistencia térmica juntura-ambiente 
Al evaluar los transistores con una corriente máxima de conducción de 6 A, y una temperatura 
ambiente de 30 °C, se obtiene la tabla 9, a partir de las ecuaciones 50 y 51. 
 
Tabla 9. Potencia de disipación y temperatura de juntura sin disipador 
(Fuente: El Autor) 
Parámetros IRFZ44N IRF540N IRFP250N Unidad 
𝑃𝐷 0.63 1.584 2.7 W 
𝑇𝑗 69.06 128.2 138 °C 
 
El irfz44N es el Mosfet de conmutación seleccionado, debido a su baja disipación y baja 
temperatura de juntura, teniendo en cuenta las mismas condiciones que los otros transistores. 
Inductor y capacitor 
La elección de los componentes pasivos que hacen parte del convertidor están ligados al diseño 
que se efectúe, por lo que optar por valores fijos, no es una buena práctica, ya que estos dependerán 
del voltaje, corriente y frecuencia de conmutación del convertidor. 
Lo que se debe tener en cuenta es que puedan funcionar correctamente dentro de los rangos 
establecidos por el módulo fotovoltaico y batería, en lo que respecta a voltaje y corriente. 
Diodo 
Tabla 10. Características diodos  
(Fuente: Hoja de datos de dispositivos) 
 MBRB20150CT MBR2545CTG UGF12 1N5822 Unidad 
VRRM 150 45 500, 600 40 V 
IFRM 10, por diodo 15, por diodo 12 A 3 A 
VF Tj=25 °C 0.85,  (Máx), por diodo 0.82 (Máx), por diodo 1.75 0.525 V 
IR Tj=25 °C 0.2, (máx), por diodo 0.2 (máx), por diodo 0.03 2 mA 
Fast Switching Si Si Si Si  
 
Observando la tabla 10 sólo resta por seleccionar el diodo adecuado, y sin tantas pretensiones  
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se puede seleccionar tanto el MBRB20150CT como el MBR2545CTG, ya que el UGF12, se 
encuentra sobredimensionado en cuanto al voltaje en inversa que soporta. Ambos diodos son 
capaces de manejar altas frecuencias de conmutación y son adecuados para soportar tanto el voltaje 
como la corriente del convertidor reductor, otro opción sería un par de Diodos 1N5822. 
Sensores 
Los sensores son importantes para el correcto funcionamiento del controlador de carga, sin ellos 
no se podría rastrear el punto máximo de potencia, obtener la temperatura del módulo fotovoltaico 
y la radiación incidente sobre este último.   
Sensor de voltaje y corriente 
Los sensores de voltaje y corriente se seleccionaron de tal forma que puedan manejar el rango 
de valores estimado en el sistema. Para obtener valores precisos en la entrada analógica de la placa 
Arduino, se hará uso de componentes con una baja tolerancia de salida. 
Para sensar la tensión, tanto del módulo fotovoltaico como de la batería se utilizará un divisor 
de voltaje, diseñado con resistencias de precisión, con una tolerancia de ± 1%. En el caso de la 
corriente se utilizará el integrado ACS712, sensor de corriente de efecto hall, el cual posee una 
tolerancia a la salida de ± 1.5%. El sensor integrado de corriente de efecto hall en su versión de 30 
Amperios, posee una sensibilidad a la salida de 185mV/A. La hoja de Datos del dispositivo puede 
verse en el anexo c. Para no superar el voltaje lógico de la placa Arduino, el voltaje de entrada del 
divisor de tensión no debe superar los 25V. En la figura 35 se puede observar en versión modular 
los sensores de voltaje y corriente. 
 
Figura 35. Sensor de Corriente (Izq.) y Voltaje (Der.) 
(Fuente: vistronica.com. Edición: El Autor) 
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Sensor de Temperatura 
Tabla 11. Características sensores de temperatura 
(Fuente: Hojas de datos de dispositivos) 
 DS18B20 LM35 
Precisión ±0.5 °C ±0.5 °C (garantizado a 25°C) 
Interfaz Digital One-Wire (un cable) Analógica 
Salida  Programable de 9 a 12 Bits  10mV/°C 
Alimentación 3.0V a 5.5V 4.0V a 30V 
Rango de 
temperatura 
soportado 
-55°C~120°C -55°C~150°C 
 
La Tabla 11 muestra las características de los sensores de temperatura DS18B20 y el LM35; un 
inconveniente que se encontró en este último debido a su tecnología analógica es que se puede 
perder mucha precisión en largos trayectos de medición, por lo que el mejor candidato en este caso 
sería el DS18B20, por su cualidad de permitir sensado de temperatura a largas distancias, esto 
gracias a su interfaz digital One-Wire. 
Dispositivo usado como Carga (Batería) 
Para el almacenamiento de energía se tiene a disposición una batería Netion con una capacidad 
de carga de 9AH, una tensión nominal entre sus bornes de 12V. Este tipo de batería es ampliamente 
utilizada en sistemas de respaldo de energía (UPS) y también en sistemas Fotovoltaicos de tipo 
aislado. 
Implementación Convertidor DC-DC tipo Buck 
Etapa 1: Acondicionamiento de señal PWM 
El primer paso, obtener una señal PWM de nuestra placa Arduino, la cual se ve afectada al 
conectarse directamente al circuito driver, por lo que se necesita adecuar la señal y entregar una 
señal cuadrada limpia al circuito driver. 
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Figura 36. Circuito que permite la adecuación de la señal PWM 
 proveniente de la placa Arduino 
(Fuente: El Autor) 
Para adaptar la señal pwm proveniente de la tarjeta Arduino al circuito driver se implementa un 
seguidor de voltaje, con este se logra un buen acople entre las etapas; posteriormente se realiza 
una comparación de la señal, la cual se establece por medio de las resistencias R1 y R2; finalmente 
se entrega al driver una señal cuadrada, gracias a la compuerta inversora CMOS con activación 
por schmmit Trigger. El circuito puede verse en la figura 36. 
Etapa 2: Circuito Driver 
La fuente (Source) del Mosfet de conmutación del convertidor Buck en un principio se 
encuentra referenciada al voltaje de batería, posteriormente esa referencia podría encontrarse al 
valor del voltaje del módulo fotovoltaico, por lo que el valor del voltaje de gatillo (Gate) debe ser 
mayor a los de referencia, ¿Por qué?, ¿y cuanto mayor debe ser?. Un transistor Mosfet de canal N 
se activa con un voltaje Vgs positivo, que no supere los ±20V para el caso del irfz44n. En la 
práctica el valor de Vgs que permite obtener una salida fiel a la señal de entrada, debe ser igual o 
mayor a 10V, con un voltaje menor el Mosfet tiende a calentarse y deteriorar la señal.  
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Figura 37. Circuito Driver 
(Fuente: El Autor) 
Suponiendo un caso extremo donde el voltaje del módulo fotovoltaico sea igual a 20V, tenemos: 
 𝑉𝑔𝑠 =  𝑉𝑔 – 𝑉𝑠  → 10V =  𝑉𝑔 –  20V → 𝑉𝑔 = 30V 
El voltaje de Gate se obtendrá a partir de un circuito driver, el cual se encuentra diseñado con 
una configuración Totem Pole, la cual es comúnmente usada en la salida de compuertas lógicas 
digitales con tecnología TTL. Un solo transistor es suficiente para activar el Mosfet, mas no es la 
mejor opción, ya que tanto el estado alto y bajo es realizado por el mismo componente, esto puede 
provocar un retraso en la señal de activación, es por esto que se utiliza una configuración Push-
Pull a la salida, donde el trabajo se distribuye entre dos transistores, y las transiciones entre los dos 
estados es mejorada. El circuito driver se presenta en la figura 37. 
La fuente de poder de 30V es adquirida a partir del voltaje de batería, el cual es elevado por un 
convertidor Boost (Ver figura 38), que se ajusta por medio de un potenciómetro lineal. 
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Figura 38. Convertidor Boost 
(Fuente: www.vistronica.com) 
Etapa 3. Construcción del convertidor Buck 
Un factor influyente en el rendimiento del convertidor tiene que ver con la construcción del 
inductor, según el reporte de aplicación de Texas Instruments SLVA157, un inductor presenta dos 
tipos de resistencias de perdidas, una es la Rs que es dependiente de la frecuencia, la otra es la 
resistencia Rdc que se especifica en las hojas de datos del inductor. El tamaño de Rdc influye 
directamente en las subidas de temperatura en la bobina. 
Las pérdidas totales de la bobina consisten tanto en las pérdidas debidas a Rdc como en las 
siguientes componentes dependientes de la frecuencia (Pérdidas por Rs): 
• Pérdidas de material de núcleo (pérdida de histéresis magnética, pérdida de corrientes de 
Foucault) 
• Pérdidas de efecto piel en el conductor (desplazamiento de corriente a altas frecuencias) 
• Pérdidas de campo magnético de los devanados adyacentes (efecto de proximidad) 
• Pérdidas por radiación 
Las componentes de pérdida antes mencionadas se pueden combinar en una resistencia serie 
Rs, la cual se ve representada en el circuito equivalente de la figura 39. Esta resistencia de pérdida 
es responsable de definir la calidad del inductor 
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Figura 39. Circuito equivalente inductor 
(Fuente: El Autor) 
La implementación del convertidor se basa en los cálculos realizados en el apartado “Diseño 
(Rogers, 1999)”, donde la conmutación se realiza a una frecuencia de 20Khz; en la práctica una 
frecuencia muy alta no permitía el correcto funcionamiento del sistema, en los resultados se podrá 
observar una señal deformada del voltaje Vgs a una frecuencia de 100KHz.  
 
Figura 40. Convertidor Buck con sensores de voltaje y corriente 
(Fuente: El Autor) 
 
 
 
 
70 
 
Núcleo Toroidal  
Núcleo de hierro-polvo 
Cada núcleo de hierro-polvo tiene un factor de inducción o índice AL determinado por el 
fabricante. Amidon Corp. es un proveedor de núcleos y especifica AL en μH/100 vueltas, otros 
fabricantes especifican AL en μH/vuelta (ARRL, 2014). 
En la ecuación 52 se muestra como se calcula la inductancia de un inductor toroidal de hierro-
polvo usando la convención de Amidon Corp. para AL cuando se conocen el número de vueltas y 
el material del núcleo: 
𝐿 =
𝐴𝐿 ∗ 𝑁
2
10000
 
𝑁 = 100√
𝐿
𝐴𝐿
 
52 
 
53 
L = inductancia en μH, 
AL = índice de inductancia en μH/100 N (ARRL μH/100N2) 
N = número de vueltas. 
Núcleo de Ferrita 
Aunque son casi idénticos en aspecto general a los núcleos de hierro-polvo, los núcleos de 
ferrita difieren en una serie de características importantes. Compuesto de ferritas de níquel-zinc 
para rangos de permeabilidad más bajos y ferritas de manganeso-zinc para permeabilidades más 
altas, estos núcleos abarcan un rango de permeabilidad de 20 a más de 10000. Los núcleos de 
ferrita a menudo no están pintados, a diferencia de los toroides de hierro-polvo. Los toroides de 
ferrita frecuentemente poseen bordes afilados, mientras que los toroides de hierro en polvo suelen 
tener bordes redondeados. Debido a sus mayores permeabilidades, los valores de AL para los 
núcleos de ferrita son mayores que para los núcleos de hierro-polvo. Amidon Corp. especifica AL 
en mH/1000 vueltas. Otros fabricantes especifican AL en nH/vuelta (ARRL, 2014).  
A continuación se muestran las ecuaciones basadas en la convención de Amidon Corp., para 
los núcleos de ferrita 
𝐿 =
𝐴𝐿 ∗ 𝑁
2
1000000
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𝑁 = 1000√
𝐿
𝐴𝐿
 
 
55 
Dónde 
L = inductancia en mH, 
AL = índice de inductancia en mH/1000 N (ARRL mH/1000 N2) 
N = número de vueltas. 
Fórmulas empíricas 
Los valores de D1, D2 y h se introducen en mm, el valor de L es en uH. 
𝐿 = 0.0002𝜇ℎ𝑁2 ln (
𝐷1
𝐷2
) →  𝐸𝑛 
𝐷1
𝐷2
> 1.75 56 
 
𝐿 = 0.0004𝜇ℎ𝑁2
𝐷1 − 𝐷2
𝐷1 + 𝐷2
→  𝐸𝑛 
𝐷1
𝐷2
< 1.75 57 
Ecuaciones obtenidas empricamente, y extraídas del sitio web coil32.net. Los valores de altura, 
diametro interno y externo, del nucleo toroidal, se ilustarn en la figura 41.  
 
 
Figura 41. Núcleo toroidal, medidas para cálculo empírico 
(Fuente: (coil32, 2017)) 
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Selección núcleo Toroidal 
Se encontró que al utilizar un núcleo de hierro-polvo, afectaba considerablemente el 
rendimiento del convertidor (Problema asociado por pérdidas de Rs), por lo que es necesario un 
núcleo con una permeabilidad alta (Se logra disminuir Rs), reduciendo corrientes parasitas por el 
efecto Foucault. 
Para la construcción del inductor se optó por utilizar un núcleo toroidal de ferrita como el de la 
figura 42. Este debe operar en un rango de frecuencias que abarque los 20KHz. Se hicieron varias 
medidas del inductor con un LCR hasta encontrar que su permeabilidad oscila en los 5000, por lo 
que según Amidon pertenece al tipo de material J, el cual posee una alta densidad de flujo de 
saturación a alta temperatura. Pérdidas bajas del núcleo, gracias a que pueden ofrecer altos factores 
“Q” (Factor de calidad) en el rango de 1 KHz a 1 MHz. Los núcleos de este grupo de materiales 
se usan ampliamente en convertidores de potencia de bajo nivel y transformadores en modo 
conmutado en la gama de frecuencias de 20 KHz a 100 KHz. 
 
Figura 42. Toroide de ferrita 
(Fuente: El Autor) 
Cálculo número de vueltas del Inductor 
Datos: Toroide de ferrita 
𝜇 = 5000  
ℎ = 11.94 𝑚𝑚  
𝐷1 = 25 𝑚𝑚  
𝐷2 = 14.8 𝑚𝑚  
𝐿 = 400 𝑢𝐻  
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 Antes de iniciar el cálculo primero hay que obtener la relación 
𝐷1
𝐷2
 para poder utilizar una de las 
dos ecuaciones empíricas, planteadas con anterioridad. Esto gracias a que se pudo obtener el tipo 
de material asociado al valor de la permeabilidad. 
𝐷1
𝐷2
=
25
14.8
= 1.689 
Como el valor es menor a 1.75, se utilizará la ecuación 57. Por lo que: 
𝐿 = (0.0004)(5000)(11.94)𝑁2
25 − 14.8
25 + 14.8
= (23.88)𝑁2(0.25628) = 6.1199𝑁2 
𝐿 = 6.1199𝑁2 → 𝑁 = √
𝐿
6.1199
= √
400
6.1199
= √65.36 = 8.08 
𝑁 = 8.08 𝑉𝑢𝑒𝑙𝑡𝑎𝑠 
 
Controlador P&O 
Diseño Controlador P&O 
El método de perturbación y observación (P&O), se encarga de encontrar la posición del punto 
de máxima potencia (MPP), esto se logra modificando el porcentaje del ciclo útil de la señal PWM 
que le llega al convertidor dc-dc. La figura 43 muestra las 4 posibles opciones que se pueden 
presentar al intentar encontrar el MPP, siendo el punto 1 la posición anterior y el 2 la posición 
actual, de cada intervalo (A, B, C, D).  
Intervalo A: Potencia disminuye ∆𝑃 = 𝑃2 − 𝑃1 < 0, Voltaje disminuye ∆𝑉 = 𝑉2 − 𝑉1 < 0 
Intervalo B: Potencia disminuye ∆𝑃 = 𝑃2 − 𝑃1 < 0, Voltaje aumenta ∆𝑉 = 𝑉2 − 𝑉1 > 0 
Intervalo C: Potencia aumenta ∆𝑃 = 𝑃2 − 𝑃1 > 0, Voltaje aumenta ∆𝑉 = 𝑉2 − 𝑉1 > 0 
Intervalo D: Potencia aumenta ∆𝑃 = 𝑃2 − 𝑃1 > 0, Voltaje disminuye ∆𝑉 = 𝑉2 − 𝑉1 < 0 
En los intervalos A y C, el porcentaje de ciclo útil debe disminuir, con esto se logra que el 
voltaje del módulo fotovoltaico aumente. Caso contrario sucede en los intervalos B y D, donde el 
porcentaje del ciclo útil debe aumentar para que el voltaje del Módulo Fotovoltaico disminuya.  
 
74 
 
 
Figura 43. Movimientos del Punto máximo de potencia (MPP) 
(Fuente: El Autor) 
 
Figura 44. Diagrama de flujo controlador P&O 
(Fuente: El Autor) 
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Con el diagrama de flujo de la figura 44, se desarrolló un programa en simulink, como el que 
se muestra a continuación: 
 
Figura 45. Controlador P&O desarrollado en simulink 
(Fuente: El Autor) 
Donde el bloque Subsystem1 cumple la función de sensar voltaje y corriente del módulo FV y 
entregar a su salida el diferencial de potencia y voltaje, mientras que el segundo bloque, el cual es 
un módulo de función de matlab, recibe los diferenciales y ofrece a la salida un ciclo útil. 
Neuro-Controlador 
Gracias a las virtudes de las redes neuronales artificiales se pueden construir modelos para 
realizar identificación, predicción y control de sistemas (Pham, D.T., and Liu, X. 1995). Existen 
diferentes modelos de RNA que permiten implementar sistemas de control, tales como: Control 
inverso directo, control interno del modelo, feedforward, control por linealización entrada-salida, 
control óptimo, control aproximado de colocación de polos, control de varianza mínima, control 
predictivo basado en linealización instantánea y control predictivo no lineal (Nørgaard, 2000).  
El control inverso fue seleccionado para realizar la labor de control, debido a que es un método 
utilizado con frecuencia, para mayor referencia (Pham & Liu, 1995).  
Control inverso  
Un enfoque popular en el neurocontrol es entrenar a la red para que emule la inversa del sistema. 
El sistema se utiliza primero para producir datos de entrenamiento para elecciones aleatorias de la 
entrada. Las señales de entrada u(t) y salida y(t) son intercambiadas y la red está entrenada para 
dar una salida u(t), que depende de la entrada y(t) (Sjöberg, Hjalmerson, & Ljung, NO DATA). Se 
puede construir un esquema de control a partir de redes feedforward-estáticas, feedforward-
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dinámicas y recurrentes-dinámicas (Ver anexo A, para observar diferencias). El neurocontrolador 
irá en cascada hacia el sistema a controlar. 
Elección red neuronal 
La red que se implementó en el sistema de control, es del tipo NARX, una red dinámica que 
posee retroalimentación de la salida y retardos de tiempo en la entrada (Ver anexo A). La elección 
del número de retardos de tiempo, número de capas y neuronas, no concibe una regla general, lo 
cual lleva a que el diseñador tenga libertad de elección, sin embargo, se deben tener en cuenta 
aspectos como las funciones de activación. Como la idea era implementar el modelo inverso de un 
sistema dinámico no lineal, para que funcionará como controlador, la opción más viable era una 
red de este tipo, al ver que su salida no varía tan abruptamente. 
Diseño 
A modo general la planta a controlar posee como entrada la variación del ciclo útil de una señal 
PWM, y su salida está dada por la potencia extraída del módulo fotovoltaico, la cual también 
depende de la irradiación incidente y la temperatura a que se encuentre dicho módulo. 
 
Figura 46. Diagrama en bloques del sistema 
(Fuente: El Autor) 
La red NARX se configuró para poseer una entrada (Potencia) y una salida (Duty), una capa 
oculta de 10 neuronas con una función de transferencia Tansig (Tangente sigmoide), una capa de 
salida de una neurona con función de transferencia Pureline. Tanto la señal de referencia como la 
realimentada poseen 4 delays. El algoritmo de entrenamiento utilizado se denomina 
Backpropagation y se le aplicó la optimización “levenberg marquardt”, con esta última se 
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obtuvieron mejores resultados en las pruebas de entrenamiento. Un esquema de la configuración 
puede verse en la siguiente figura: 
 
 
Figura 47. Neurocontrolador, red NARX modelo inverso de la planta 
(Fuente: El Autor, Generado por: Neural Network Toolbox MATLAB/Simulink) 
 
 Datos de entrenamiento 
Los datos fueron capturados y almacenados en hojas de Excel, durante una semana, haciendo 
una variación del ciclo útil desde un 80% hasta un 93.8%, donde se pudo observar que sólo la 
variación desde el 86% hasta el 93.8% era aprovechable para realizar el entrenamiento. Con esto 
se quiere decir que sólo se obtenían valores máximos de potencia en este rango de porcentajes, una 
muestra de la obtención de datos se encuentra en la figura 48. Al finalizar la adecuación de los 
datos se obtuvieron un total de 50931, tanto para valores de potencia como de ciclo útil, por lo que 
fueron 101862 datos utilizados para realizar el entrenamiento del controlador neuronal, basado en 
la inversa de la planta. 
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Figura 48. Muestra de toma de datos,  
Potencia Módulo fotovoltaico (Señal en negro), ciclo útil (Señal en rojo x10) 
(Fuente: El Autor) 
 
Señal de referencia para el controlador neuronal  
La señal de referencia debe indicar la potencia máxima que se puede obtener. Una primera idea 
para obtener esta referencia, era utilizando un sensor de irradiación, el cual junto a la obtención de 
la temperatura del módulo FV, se podría calcular la potencia máxima que podría entregar, según 
el modelado del módulo fotovoltaico. Sin embargo, el aumento del costo del proyecto, llevó a dejar 
a un lado este planteamiento.  
La segunda idea corresponde a un sensor artesanal, por decirlo de alguna manera, ya que a 
través de un módulo fotovoltaico de 0.8 W (sensor fotovoltaico), asequible, y un sensor de 
temperatura, se podría calcular una potencia máxima adquirida, la cual puede variar dependiendo 
del tipo de carga o el estado de carga de la batería. Los datos de: Potencia del módulo FV, voltaje 
y temperatura del sensor fotovoltaico, fueron tomados al mismo tiempo que los datos utilizados en 
el entrenamiento del controlador neuronal. La siguiente figura muestra las gráficas de adquisición 
de datos, durante los días de muestreo. 
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Figura 49. Datos Recolectados, Potencia adquirida (Señal en negro), Temperatura (Señal en 
azul), Voltaje Sensor fotovoltaico (Señal roja) 
(Fuente: El Autor) 
La obtención de la señal de referencia se realizó implementando una red neuronal estática, la 
cual aproxima o estima un valor de potencia, dependiendo de los valores de temperatura y voltaje 
que envíe el sensor fotovoltaico. 
 
Figura 50. Diagrama en bloques obtención señal de referencia 
(Fuente: El Autor) 
La red implementada presenta las mismas particularidades que la red de control, a diferencia 
que no posee retardos de tiempo y señal retroalimentada. Tiene dos entradas (Voltaje, temperatura) 
y una salida (Potencia). Ver figura 51. 
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Figura 51. Red estática, sensor neural 
(Fuente: El Autor, Generado por:Neural Network Toolbox MATLAB/Simulink) 
Entrenamiento e implementación 
Los códigos de entrenamiento y los de implementación tanto en simulink, como en la 
plataforma de hardware libre Arduino, pueden encontrarse en el anexo B. En ambos casos se hizo 
uso de la función de transferencia Tangente sigmoide. 
Un modelo en simulink de ambas redes neuronales, puede verse en la figura 52, esto se hizo 
con fines de prueba ya que los controladores, tanto el P&O, como el basado en RNA, se evaluaron 
en simulink con los mismos criterios, por lo que en ambos casos, la potencia máxima que se puede 
adquirir está representada por el modelo del módulo fotovoltaico, y no por el sensor neuronal. 
 
Figura 52. Modelo implementado en simulink 
(Fuente: El Autor) 
81 
 
Comunicación inalámbrica 
Para establecer una comunicación inalámbrica entre la plataforma Arduino y el PC, se usaron 
dos módulos Xbee, uno de ellos va conectado al Arduino a través de un escudo (Shield de 
expansión) y el otro conectado al PC por medio de un convertidor USB-Serie (Xbee Explorer). 
 
Figura 53. Escudo Xbee Arduino (Izquierda), Xbee Explorer (Derecha) 
(Fuente: www.vistronica.com, www.sigmaelectronica.net, Editado: El Autor) 
 
Es necesario realizar una configuración a los módulos Xbee, para que otras redes Xbee no 
afecten la comunicación entre estos. Dicha configuración se realizó con ayuda del software XCTU 
de distribución gratuita (Digi International). La configuración se realizó conectando el módulo 
inalámbrico al convertidor XBee Explorer, y este último a un puerto USB del PC. Los drivers de 
este convertidor no se instalan de forma automática, por lo que es necesario buscarlos a través de 
la página web oficial del fabricante (FTDI), e instalarlos por medio de un ejecutable o del 
administrador de dispositivos (Mejor opción).  
Configuración Módulos XBee 
Una vez el PC  reconoció el XBee explorer, se procedió a ejecutar el software XCTU y seguir 
los pasos de la figura 54. Donde se añade el puerto que es asignado por el sistema operativo al 
XBee explorer, que a su vez se asocia al módulo Inalámbrico conectado al convertidor. 
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Figura 54. Pasos para añadir módulo XBee al software XCTU 
(Fuente: El Autor) 
Para cambiar un parámetro del XBee, por medio del software XCTU, una vez haya sido 
reconocido, se debe dar click al dispositivo que aparece en la parte izquierda del software, una vez 
hecho esto, se despliega en la parte derecha todas las características que pueden configurarse. 
En la parte  derecha de cada campo de configuración, puede o no aparecer un triángulo de dos 
posibles colores: 
 Azul: El  parámetro ha sido configurado con un valor distinto al que tiene por defecto,  
Verde: El parámetro no ha sido asignado al XBee, por lo que tiene que escribirse oprimiendo 
el botón en forma de lápiz, que está más a la derecha del campo de configuración. 
No hay color: El parámetro asignado al XBee es el que viene por defecto. 
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Figura 55. Pasos para cambiar un parámetro del módulo XBee 
(Fuente: El Autor) 
Función de los parámetros configurados en el presente proyecto 
CH Channel: Este parámetro asigna una banda de frecuencia, dentro del rango utilizado en el 
estándar de los 2.4ghz (Banda libre). Los módulos involucrados en la conexión deben operar en la 
misma banda. El rango que se puede asignar va desde 0x0B hasta 0x1A (16 canales). 
ID PAN ID: Identificador de red de área personal. Los XBee´s sólo pueden comunicarse entre 
sí, si poseen el mismo identificador de red. Rango 0x0 a 0xFFFF 
DH y DL: Direcciones de destino, se configura para establecer la dirección a la cual se va a 
transmitir los datos, es decir, a la dirección fuente de otro XBee. Para mayor facilidad de 
configuración a la dirección alta (DH), no le fue asignada una dirección (Por defecto, cero). Por lo 
que sólo queda DL para asignación de direcciones de destino. 
MY: Cada XBee en una red debe asignar una dirección entre 0x0 y 0xFFFF, que es la dirección 
fuente, o también podría llamarse “mi dirección”. Cualquier XBee que quiera enviar datos, debe 
poseer en la dirección destino, la dirección fuente del XBee al cual se desea transmitir la 
información. 
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A continuación se ilustra en una tabla la configuración que se efectuó a cada módulo XBee: 
Tabla 12. Configuración de parámetros módulos XBee 
(Fuente: El Autor) 
 XBee 1 XBee 2 
CH 1A 1A 
PAN ID 2016 2016 
DH 0 0 
DL 24 25 
MY 25 24 
Interfaz gráfica 
El diseño de la interfaz gráfica se hizo para realizar la obtención de datos y procesamiento de 
estos con mayor facilidad, al ser almacenados en hojas de cálculo, donde la manipulación posterior 
se realizó con mayor rapidez, en caso que se hubiera almacenado cada tipo de dato en archivos .txt 
en una memoria SD. 
Otra forma de aprovechar la construcción de una interfaz gráfica de usuario (Guide), fue la de 
permitir la simulación del comportamiento de un módulo fotovoltaico para diferentes condiciones 
de irradiación y temperatura. Haciendo uso del modelo obtenido. 
 
Figura 56. Ventana Principal de la interfaz gráfica 
(Fuente: El Autor) 
En la figura 56 se observa la pantalla principal que da acceso a los diferentes módulos de la 
Guide. 
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Figura 57. Cálculo valor de ajuste 
(Fuente: El Autor) 
El modelo desarrollado permite obtener las curvas características de cualquier módulo 
fotovoltaico, pero para esto se necesita calcular un valor de ajuste, el cual es obtenido por medio 
de la Guide de la figura 57, donde se ingresan los valores de: Voltaje a circuito abierto, corriente 
en cortocircuito, voltaje y corriente en el punto máximo de potencia. El botón de cálculo, devuelve 
el valor de ajuste que depende de los valores ingresados, mientras que el botón inicio, permite 
retornar a la interfaz principal.  
 
Figura 58. Graficas de I-V y P-V 
(Fuente: El Autor) 
La figura anterior muestra la interfaz que permite graficar hasta 5 diferentes curvas con 
diferentes valores de irradiación y temperatura, el número de gráficas es seleccionable a través de 
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un pop-menú. Pero antes, se deben ingresar los valores correspondientes del módulo o sistema 
fotovoltaico, ya que las curvas pueden representar un sistema de módulos en serie y paralelo, estos 
se ingresan en la interfaz, al igual que el voltaje a circuito abierto, corriente en cortocircuito, 
coeficiente de temperatura tanto del voltaje como de corriente y el valor de ajuste calculado. 
También se observan los valores del punto máximo de potencia, cuando se ha seleccionado el 
número de graficas en 1, a través del pop-menú. 
En la figura 59 se observa una interfaz similar a la vista en la 58, sólo que muestra una sola 
curva I-V y P-V, que varían por medio de dos slider, uno correspondiente a la temperatura y otro 
a la irradiación. Antes de realizar el graficado de las curvas, se deben ingresar valores mínimos y 
máximos de irradiación y temperatura, los cuales sirven para limitar los slider. 
 
Figura 59. Graficas de I-V y P-V de forma dinámica 
(Fuente: El Autor) 
Por último en la figura 60 se encuentra la interfaz encargada de establecer la comunicación 
inalámbrica, adquirir, procesar y graficar los datos sensados por la tarjeta de desarrollo Arduino. 
Una vez establecida la comunicación los datos que son recibidos por puerto USB van siendo 
representados en la interfaz y una vez adquirida la cantidad de muestras establecidas, se almacenan 
en una hoja de Excel. Los datos de la hoja de Excel también pueden ser graficados en la interfaz. 
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. 
Figura 60. Interfaz Datalogger 
(Fuente: El Autor) 
Sistema de control de carga  
Una vez que se desarrollaron cada uno de los módulos en Simulink, Módulo fotovoltaico, 
convertidor  Buck, bloque de referencia del MPP, Controlador Neuronal y P&O. Se construyó un 
sistema para cada tipo de controlador. Tanto para la figura 61 y 62 el bloque 4, representa el mismo 
generador de señales, el cual ofrece a la salida valores variables de irradiación y una temperatura 
constante (50 °C). El bloque 3 es idéntico en ambos sistemas, se compone del modelo del módulo 
fotovoltaico utilizado en el presente proyecto y del convertidor Buck diseñado anteriormente. 
El bloque 2 ofrece a su salida el valor máximo de potencia que se puede adquirir dependiendo 
de las señales de irradiación y temperatura, pero cumple funciones distintas en ambos sistemas, 
mientras que para el controlador P&O no es necesario utilizarlo, ya que solo ilustra gráficamente 
el valor máximo de potencia que se puede obtener; para el controlador neuronal es indispensable, 
ya que es utilizado como valor de entrada del controlador, y obviamente se utiliza de igual forma 
como en el controlador P&O.  
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Figura 61. Diagrama en Simulink Control P&O 
(Fuente: El Autor) 
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Figura 62. Diagrama en Simulink Control Neuronal 
(Fuente: El Autor) 
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El Bloque 1 en las figuras anteriores representa el tipo de controlador implementado. El sensor 
neuronal diseñado en un apartado anterior no fue utilizado en el control neuronal, ya que se quiso 
observar el rendimiento en ambos tipos de controles, con un mismo valor de referencia.  
 
Figura 63A. Respuesta en Simulink controlador P&O 
(Fuente: El Autor) 
 
 
Figura 64A. Respuesta en Simulink controlador Neuronal 
(Fuente: El Autor) 
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En las figuras 63A y 64A se observan las respuestas del controlador P&O y Neuronal, 
respectivamente. La señal cuadrada es la potencia máxima que se puede obtener, mientras que la 
de color azul es la potencia extraída por cada tipo de controlador. En cuanto a la respuesta de cada 
controlador, se pudo ver que el basado en perturbación y observación, alcanza el MPP en la 
mayoría de variaciones de potencia, mientras que el controlador neuronal sólo llega al punto 
máximo de potencia en las potencias bajas. Algo que se debe recalcar del controlador neuronal es 
que a diferencia del P&O, este se entrenó con datos reales, por lo que la potencia de referencia 
para el control neural no representa la potencia máxima que se puede obtener del módulo 
fotovoltaico, sino la potencia máxima extraída en la adquisición de los datos, por lo que el ciclo 
útil depende de esa potencia obtenida.  
La obtención de una base de datos generada y almacenada desde el mismo software de 
simulación (Simulink), utilizando como generador de datos un control P&O. Permite una base de 
datos aún más precisa con respecto al punto de máxima potencia, el rango de potencia y ciclo útil 
en el MPP es estrecho. En las figuras 63B y 63C, se presenta el ciclo útil y la obtención de potencia, 
respectivamente, utilizado un control P&O, mientras que en las figuras 64B y 64C, las señales 
relacionadas con el control neuronal, en ellas se observa un alcance más rápido del MPP, 
comparando este resultado con el control P&O, y un ciclo útil estable sin oscilaciones. Ambos 
tipos de control alcanzan el MPP, en todas las variaciones de irradiación, esto se pudo observar al 
realizar un mayor tiempo de simulación. Una evaluación más objetiva se obtuvo evaluando los dos 
sistemas en campo. 
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Figura 63B. Ciclo útil en Simulink controlador P&O 
(Fuente: El Autor) 
 
 
Figura 63C. Respuesta en Simulink controlador P&O 
(Fuente: El Autor) 
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Figura 64B. Ciclo útil en Simulink controlador Neuronal 
(Fuente: El Autor) 
 
 
Figura 64C. Respuesta en Simulink controlador Neuronal 
(Fuente: El Autor) 
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Resultados 
Componentes 
La red neuronal pudo ser implementada en la plataforma de hardware libre Arduino, 
específicamente en la tarjeta Arduino Mega, sin mayores inconvenientes, ocupando el programa 
un 4% de la capacidad de la memoria Flash, mientras que ocupó un 20% de la memoria SRAM 
con respecto a las variables globales. Un valor agregado que contribuyó al rendimiento del sistema, 
tiene que ver con la generación de la señal PWM, ésta se reprodujo a partir del hardware interno 
del microcontrolador y no por software. 
Una prueba entre el Mosfet irfp250n y el irfz44n, permitió evaluar el rendimiento del sistema, 
obteniendo mayores pérdidas por calentamiento del irfp250n. La configuración y puesta en marcha 
de los módulos inalámbricos fue relativamente sencilla. La respuesta de los sensores fue la 
esperada, dejando a un lado las fluctuaciones provocadas por la conmutación del voltaje. Sin 
embargo, el sensor digital de temperatura, por periodos de tiempo, envíaba de forma intermitente 
datos erróneos de lectura, específicamente -127, esto podría deberse a que la trama de bits llegaba 
incompleta, por lo que la rutina de lectura de esta trama, genera un valor indicando una lectura 
fallida. Para solucionar este problema, se instaló un segundo sensor, el lm35, para recibir una 
lectura de temperatura, en caso que el sensor digital fallara.  
 
Convertidor DC-DC 
La señal PWM generada por la placa Arduino fue afectada por el convertidor DC-DC, la señal 
tomada con osciloscopio se observa en la figura 65. 
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Figura 65. Salida Arduino 
(Fuente: El Autor) 
Una de las perdidas obtenidas en el convertidor, apartando a la generada por el inductor con 
nucleó de baja permeabilidad, está asociada a la alta frecuencia. El voltaje Gate-Source (Vgs) a 
una frecuencia de 100KHz se ilustra en la figura 66. 
 
Figura 66. Voltaje Gate-Source a una frecuencia de 100KHz 
(Fuente: El Autor) 
Una señal amorfa como la mostrada en la anterior figura, genera alinealidades y una respuesta 
imprevisible, por parte del convertidor.  
Para resolver el problema de la salida PWM de la placa Arduino y obtener buenos resultados a 
la salida del convertidor Buck, se efectuaron diferentes etapas. En la primera se acondicionó la 
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señal, haciendo un acople de impedancia y luego un circuito comparador, la salida se muestra en 
la siguiente figura. 
 
Figura 67. Salida Comparador 
(Fuente: El Autor) 
Como se puede observar en la figura anterior, todavía la señal generada no era adecuada para 
activar el circuito driver de la siguiente etapa, por lo que se utilizó un inversor CMOS con 
activación Schmitt Trigger, esto permite la generación de una señal cuadrada limpia, como la 
observada en la figura 68. 
 
Figura 68. Salida inversor CMOS, Schmitt Trigger 
(Fuente: El Autor) 
La segunda etapa es el circuito driver, el cual actúa como un inversor, y es alimentado por el 
convertidor Boost con una tensión de 30V. La salida del driver el cual representa la entrada al Gate 
del Transistor Mosfet, se muestra en la figura 69, donde se observa una señal cuadrada sin 
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alteraciones, y representa un voltaje entre 0 y 30V, invertido con respecto a la salida de la primera 
etapa. 
 
Figura 69. Salida Driver 
(Fuente: El Autor) 
En la medición del Voltaje Gate-Source, se observa una señal mejor generada, con respecto a 
la señal de 100KHz, donde el Voltaje Vgs se encuentra dentro del rango estipulado en el diseño 
del convertidor (>10V, <20V). 
 
Figura 70. Voltaje Vgs 
(Fuente: El Autor) 
En la última etapa, convertidor Buck, se obtiene un voltaje dc con un rizado muy pequeño.  
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Figura 71. Salida Convertidor buck 
(Fuente: El Autor) 
 
Neurocontrolador 
La variación continua a través del tiempo del ciclo útil de la señal PWM, entre un 86% y un 
93.8%, generó la gráfica de potencia extraída del módulo fotovoltaico, que se representa en color 
azul en la figura 72, donde el número en su cresta representa el día en el cual se tomó la muestra. 
Los días 2, 3, 4, y 6, representan datos muestreados desde las 8:00 am hasta las 4:00 pm. El día 5 
desde el meridiano hasta las 4:00 pm, El día 7 tuvo una interrupción desde las 9:00 am hasta las 
10:30 aproximadamente. En el día primero se obtuvieron datos discontinuos. 
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Figura 72. Respuesta sensor neuronal de potencia 
(Fuente: El Autor) 
Como primer paso se entrenó la red utilizada como sensor de potencia, donde sus entradas 
corresponden al voltaje del módulo FV de 0.8 W y la temperatura. Dicho entrenamiento generó la 
gráfica de potencia de color rojo de la figura anterior. Se hicieron varios intentos, modificando 
capas y numero de neuronas, sin obtener un valor de potencia mayor al mostrado anteriormente. 
La continua variación del nivel de potencia extraído del módulo FV, a causa de la variación del 
valor del ciclo útil, generó una especie de potencia promedio a la salida de la red entrenada como 
sensor. Esta apreciación puede observarse en la figura 73, donde a los datos muestreados se le 
efectuaron un promedio con sus valores adyacentes (Gráfica de color azul), y la respuesta del 
entrenamiento a partir de estos datos, generó la gráfica de color rojo, la cual posee un símil a la de 
la figura 72. 
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Figura 73. Respuesta sensor neuronal realizando promedio de datos 
(Fuente: El Autor) 
La salida del controlador neuronal no posee variaciones abruptas, una toma al azar de su 
respuesta, teniendo como entrada las variaciones de potencia de los datos muestreados, se ilustra 
en la figura 74. Puede observarse que la salida es fiel al valor del ciclo útil utilizado en ese 
momento. La señal azul representa a la salida del controlador neuronal, mientras que la roja 
constituye al valor del ciclo útil de los datos muestreados. 
 
 
Figura 74. Respuesta Controlador Neuronal 
(Fuente: El Autor) 
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Comunicación inalámbrica 
Para verificar el enlace entre los módulos XBee una vez fueron configurados, se realizó un test 
de rango, por medio del software XCTU de Digi International. La prueba consiste en enviar varios 
paquetes de datos por un XBee local, los cuales son devueltos por un XBee remoto, que pueden 
ser recibidos en el dispositivo local con una sensibilidad, que depende de la distancia y línea de 
vista de los módulos involucrados. 
 
Figura 75. Dirección MAC del Dispositivo Local y Remoto 
(Fuente: El Autor) 
El test de rango configurado es del tipo Loopback, donde se enviaron 30 paquetes y se 
recibieron en el dispositivo local con diferentes valores de sensibilidad, a causa de las variaciones 
de las distancias entre los módulos y su línea de vista. La grafica de la sensibilidad con el que cada 
paquete fue recibido, se muestra en la figura 76. 
 
Figura 76. Test de Rango 
(Fuente: El Autor) 
EL estado final de la prueba, determinó una eficiencia del 100% con respecto al envío y 
recepción de los 30 paquetes. Y se finalizó con una sensibilidad del dispositivo local de -48 dBm 
Ver figura 77. 
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Figura 77. Final del Test 
(Fuente: El Autor) 
La puesta en marcha del sistema inalámbrico como datalogger, fue sencilla, ya que al verificar 
el enlace entre los módulos, sólo restaba insertarlos en sus respectivos adaptadores, por decirlo de 
alguna manera. Uno de ellos conectado al pc por medio del convertidor USB-Serie y el otro al 
Arduino Mega a través del shield Xbee (Verificar que el Switch se encuentre en la posición Xbee, 
esto garantiza la transmisión inalámbrica). El resultado es un sistema inalámbrico que se trabaja 
de la misma forma que un sistema cableado en Arduino, sólo que el puerto “COM” asociado a la 
comunicación Serial, está definido por el convertidor USB-Serie. 
Interfaz gráfica 
Los resultados del diseño de la interfaz gráfica, fueron los esperados, obteniendo una interfaz 
con retoque minimalista y agradable a la vista. A continuación se ilustra cada módulo y sus 
respectivas respuestas, con respecto a la acción requerida. 
 
Figura 78. Cálculo valor de ajuste B 
(Fuente: El Autor) 
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En la figura 78 se puede observar el cálculo del valor de ajuste b, el cual coincide con el valor 
obtenido en el desarrollo del modelo. 
 
Figura 79. Gráficos I-V y P-V 
(Fuente: El Autor) 
En la figura anterior se muestran 5 diferentes curvas, correspondientes a valores de irradiación 
desde 1000W/M2 hasta 200 W/M2, y una temperatura constante de 25 °C. Los valores ingresados 
a la interfaz corresponden al módulo fotovoltaico utilizado en el presente proyecto de 
investigación. 
 
Figura 80. Gráfico I-V y P-V de forma dinámica 
(Fuente: El Autor) 
104 
 
La imagen de la figura 80 corresponde a la interfaz de usuario que permite la simulación de 
cualquier módulo fotovoltaico de forma dinámica, mostrado curvas I-V y P-V que varían con 
respecto a los slider de irradiación y temperatura. 
 
Figura 81. Gráficos datos Muestreados 
(Fuente: El Autor) 
Por último se tiene en la figura 81 la interfaz de usuario que permitió almacenar en hojas de 
cálculo, los datos muestreados a través de la plataforma Arduino. En la figura se graficaron los 
datos muestreados de Potencia (Módulo fotovoltaico, Negro), temperatura (Blanco) y voltaje del 
sensor (Verde). 
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Evaluación Neurocontrolador 
En pruebas de campo se utilizó el módulo fotovoltaico de la figura 83, que debe tener una 
inclinación con un ángulo 𝜃𝑍, el cual es un ángulo entre la línea zenith (perpendicular a la tierra) 
y la irradiación directa del sol. Este índica que tanto debe inclinarse el módulo fotovoltaico desde 
la línea zenith hasta obtener una incidencia perpendicular del sol. 
 
Figura 82. Angulo 𝜃𝑍 
(Fuente: El Autor) 
Para hallar el ángulo de inclinación es necesario saber la latitud de la zona y calcular el ángulo 
de declinación, el último está dado por la siguiente ecuación: 
𝛿(𝑛) = 23.45𝑠𝑒𝑛 (360
(284+𝑛)
365
)    Ecuación de Cooper (1969) 
Fuente (Solarweb, 2017) 
En los días de finales de febrero e inicios de marzo, el ángulo de declinación está dado por 
𝛿(𝑛) = −8.29°. Para calcular el ángulo de inclinación tenemos: 𝜃𝑍 = ∅ − 𝛿 (Arrieta, Olmos, 
Izquierdo, & álvarez, 2012), donde ∅ indica la latitud del lugar, para este caso ∅ =  11.24° (Santa 
Marta, Colombia - dateandtime.info). Por lo que 𝜃𝑍 = 11.24° − (−8.29°) = 19.53°. La UPME 
recomienda un valor mayor a 10°, para evitar acumulación de agua y otros. 
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Figura 83 Sistema Fotovoltaico 
(Fuente: El Autor) 
 
Figura 84. Prototipo del Controlador de carga 
(Fuente: El Autor) 
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El prototipo con el cual se realizaron las pruebas puede verse en la figura 84, y el color asignado 
a cada tipo de dato muestreado, se ilustra en la figura 85. 
 
Figura 85. Colores asignados a las  
gráficas de los datos sensados 
(Fuente: El Autor) 
La figura 86 ilustra la comparación más importante de las tres obtenidas durante el proceso de 
adquisición de datos, como puede observase existe un rango donde las condiciones de operación 
son similares, el voltaje del sensor artesanal es igual en ambos casos, por lo que la potencia extraída 
en ambos controladores debe ser correspondiente a este valor, la tensión de batería en los sistemas 
evaluados presenta una pequeña diferencia, siendo el voltaje de batería en el sistema de control 
neural, un poco mayor. La diferencia de temperatura en ambos sistemas es apreciable, presenta 
mayor temperatura el sistema con control neuronal.  
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Figura 86. Muestra 1 Control Neuronal VS Control P&O 
(Fuente: El Autor) 
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Una vez comparadas las condiciones que afectan de una forma u otra la obtención de potencia 
del módulo fotovoltaico en la figura 86, se concluye que sólo el factor voltaje de batería puede 
afectar el aprovechamiento de la potencia disponible. La temperatura, para este caso no influye en 
la comparación del rendimiento, ya que esta afecta directamente al voltaje de salida del sensor 
artesanal, y como se puede apreciar este valor es similar en ambos casos, sólo se presenta un valor 
de tensión mayor al iniciar el rango que presenta iguales condiciones, es por esto que el controlador 
neuronal entrega mayor potencia a la batería que el control basado en P&O, mientras transcurre el 
tiempo los valores de tensión del sensor, se igualan, por lo que la tensión de batería es la que afecta 
ahora la obtención de potencia del módulo fotovoltaico. Se sabe que a mayor tensión de batería, el 
estado de carga es mayor, por lo que la resistencia interna aumenta su impedancia, impidiendo que 
el valor de corriente suministrada sea mayor. La potencia suministrada a la batería por el sensor 
neuronal, cuando el valor de tensión del sensor es igual en ambos casos, oscila alrededor de los 
50W, mientras que la potencia entrega a la batería por medio del controlador P&O oscila entre los 
52W y 53W. Al evaluar la muestra 1, No se encontraron diferencias significativas en el 
rendimiento de los controladores. 
La figura 87 se presenta para mostrar cómo afecta el voltaje de batería en la obtención de la 
potencia disponible, sin embargo, se observa al inicio de la adquisición de los datos que el 
controlador P&O entrega mayor potencia a la batería en condiciones similares de operación, 
aunque la diferencia no es considerable. Se puede apreciar que al existir una disminución del 
voltaje de batería al aplicar una carga, la potencia adquirida se eleva, mientras que al quitar la 
carga y elevarse el voltaje de batería, la potencia obtenida decae. También se puede ver en la figura 
87 como la potencia obtenida decae abruptamente, de igual forma que la irradiación incidente que 
se pude representar por el valor de tensión del sensor. 
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Figura 87. Muestra 2 Control Neuronal VS Control P&O 
(Fuente: El Autor) 
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Figura 88. Rango de similitud de condiciones de la muestra 1 
(Fuente: El Autor) 
La figura 88 muestra un extracto de la muestra 1, donde las señales cyan y amarilla, representan 
al voltaje del sensor con control por red neural y P&O, respectivamente. Mientras que las señales 
roja y blanca representan el valor del ciclo útil, para cada tipo de controlador. 
 
Figura 89. Zoom valores de ciclo útil de la figura 10.6.7 
(Fuente: El Autor) 
Por medio de la figura 89 se puede deducir, porque el controlador basado en P&O suministra 
una potencia un poco mayor a la batería, con respecto al control basado en redes neuronales. Esto 
es gracias a que el controlador P&O alcanza un mayor valor de ciclo útil, sin embargo, presenta 
fluctuaciones que se representan en pérdidas de potencia. Por el contrario el ciclo útil del 
controlador neuronal permanece estable durante todo el intervalo de muestreo.  
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Conclusiones 
Las características técnicas del controlador de carga, son inherentes al Módulo fotovoltaico 
implementado, por lo que la potencia máxima estará fijada en 65W, con una tensión de entrada 
máxima de 21.7V, y una corriente de carga máxima de 6A. 
Los componentes seleccionados funcionaron de forma adecuada, obteniendo bajas perdidas en 
el convertidor, esto por la baja Rds (On) y capacidad de disipación del transistor mosfet. La 
comunicación inalámbrica efectúa un enlace en el envío y recepción de datos entre el PC y la 
plataforma Arduino, la cual pudo procesar y soportar todos los requerimientos exigidos. 
El convertidor Buck se constituyó en una parte importante del proyecto, por lo que se 
profundizó en la búsqueda de una respuesta eficiente, obteniendo bajas pérdidas por conmutación 
y aquellas relacionadas con la resistencia equivalente Rs, la cual es dependiente de la frecuencia. 
Donde se establece un valor de conmutación con una frecuencia de 20KHz y un valor de 
permeabilidad (5000) del toroide de ferrita, lo bastante alta para disminuir o eliminar el efecto 
Foucault y obtener bajas pérdidas por Rs. La alta frecuencia, pruebas realizadas a 100, 200 y 
300KHz, genera distorsión en la señal de conmutación del transistor mosfet, por lo que no se 
obtiene una respuesta correcta por parte del convertidor. La baja permeabilidad del núcleo de 
ferrita, provoca recalentamiento de la bobina, ocasionando pérdidas considerables en el 
convertidor de potencia. 
 El controlador neuronal se basó en una red dinámica recurrente, con una entrada y una salida, 
potencia y ciclo útil respectivamente. Dicha red presenta excelente respuesta ante sistemas de 
comportamiento dinámico. La señal de referencia del controlador neuronal, se obtuvo por medio 
de la construcción de un sensor artesanal, basado en un módulo fotovoltaico de 0.8W y un sensor 
de temperatura, a partir de la adquisición de los datos, se entrenó una RNA-estática tipo 
feedforward, que posee dos entradas (Temperatura, voltaje módulo 0.8W) y una salida, ésta 
representa la potencia que se puede obtener, teniendo en cuenta los datos muestreados. El 
entrenamiento de la red estática (red utilizada como sensor) produjo una salida un poco por debajo 
del valor deseado, no alcanzó los valores máximos de potencia, sino una especie de valor promedio 
del valor de las potencias muestreadas. Un muestreo con un rango de potencia más específico 
dentro del MPP, hubiera generado mejor respuesta de la red estática, utilizada como referencia del 
controlador neuronal. 
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La fácil configuración de los módulos Xbee, permitió la puesta en marcha del sistema 
inalámbrico, sin presentar inconvenientes, esto muestra la versatilidad de este tipo de módulos. En 
cuanto a la comunicación inalámbrica que enlaza el dispositivo de control y el Computador, se 
puede decir que es útil cuando se desea visualizar información en pantalla desde cualquier lugar, 
teniendo en cuenta la sensibilidad de la transmisión y recepción.  
El diseño de una interfaz gráfica de usuario permitió la obtención, procesamiento y 
visualización de los datos muestreados de forma eficiente. Gracias a esto se pudo evaluar el 
rendimiento del convertidor Buck y del controlador neuronal. La visualización de la respuesta de 
cualquier módulo fotovoltaico por medio de una interfaz gráfica de usuario, representa una buena 
herramienta para futuras investigaciones, relacionadas con la energía fotovoltaica. 
A grandes rasgos no existe diferencia significativa entre ambos controladores evaluados, 
control basado en redes neuronales y control P&O, sin embargo, se entrega a batería una cantidad 
un poco mayor de potencia por parte del control P&O que la suministrada por el controlador 
neuronal, esto se debe a que el primer controlador alcanza un porcentaje de ciclo útil mayor que el 
controlador neural. Pero, la gran desventaja del Control por Perturbación y Observación, es la 
continua oscilación del ciclo útil, lo cual acarrea pérdida de potencia, caso opuesto ocurre con la 
salida del controlador neuronal, donde presenta una señal estable a lo largo del tiempo. Un 
entrenamiento del sensor y controlador neuronales, con datos alrededor del MPP, podrían generar 
mejores resultados, aunque es importante recalcar lo obtenido a partir de datos con un margen 
bastante amplio alrededor del punto de máxima potencia. 
Las características de aproximadores universales de las redes neuronales artificiales, permitió 
la implementación de un control que sigue el MPP de un módulo fotovoltaico en particular, bajo 
la plataforma de hardware libre Arduino. En donde los sensores, adquisición, procesamiento y 
visualización de datos, permitieron obtener redes neuronales utilizadas como sensor de potencia y 
controlador de carga, entrenadas por medio de código generado en la Toolbox NNTool de Matlab. 
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Recomendaciones 
Para futuros proyectos sobre Controladores con RNA, obtener datos que oscilen dentro de los 
valores óptimos de control, no ampliar demasiado el margen de datos. Esto permitirá que en el 
entrenamiento, se obtengan mejores resultados. Un sistema de control neuronal basado en RNA 
con entrenamiento en línea, es un buen camino a seguir. Ya que este tipo de entrenamiento 
permitiría construir sistemas adaptativos y que en teoría puedan aprender y corregir perturbaciones 
del sistema de control, ocasionadas por datos de entrenamiento no adquiridos en un entrenamiento 
previo. 
El controlador de carga fue elaborado para obtener la máxima potencia posible que se puede 
extraer de un módulo fotovoltaico, tener en cuenta los ciclos de carga de una batería, voltaje en el 
ciclo de uso, voltaje en Standby, etc. Después de haber cargado la batería hasta un voltaje igual o 
cercano al de ciclo de uso, es recomendable continuar la carga con voltaje constante, puede ser 
igual al de Standby. Es recomendable que el voltaje en carga sea mayor que el de ciclo de uso, 
sólo al realizar mantenimiento a la batería, ya que esto ocasiona que los ácidos tiendan a hervir, 
permitiendo desprender el sulfato adherido a las placas. 
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Anexos 
Anexo A: Redes Neuronales 
Ejemplo Redes Neuronales 
Los siguientes ejemplos de redes neuronales, Feedforward estáticas, Feedforward  dinámicas y 
recurrentes dinámicas, están basados en el manual de usuario de la Toolbox de matlab sobre redes 
neuronales (Hudson, Hagan, & Demuth, 2016) 
Se presentan dos tipos de redes dinámicas las que poseen alimentación hacia adelante y las que 
tienen retroalimentación. Antes de observar el comportamiento a la salida de cada tipo de red, se 
crea un vector de impulsos P, el cual es la señal que será utilizada como entrada en los ejemplos 
siguientes. 
p = {0 0 1 1 1 1 0 0 0 0 0 0};   
Luego graficamos: 
stem(cell2mat(p))  
 
Figura A1 Señal de impulsos 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
Ejemplo 1: Red Estática 
Creando una red lineal simple con una capa, una neurona, ningún bias, y un peso de 2: 
net = linearlayer; 
net.inputs{1}.size = 1; 
net.layers{1}.dimensions = 1; 
net.biasConnect = 0; 
net.IW{1,1} = 2; 
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view(net) 
 
Figura A2 Red estática  
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
La respuesta de la red a la señal de impulsos p, se ilustra en la figura A3 
a = net(p); 
stem(cell2mat(a)) 
 
Figura A3 Respuesta red estática, a la señal de impulsos p  
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
La salida de la red en cualquier tiempo depende sólo del valor de entrada en ese tiempo. 
Ejemplo 2: Red Dinámica FeedForward 
Creamos una red dinámica, pero ésta no tiene retroalimentación (Red no Recurrente). 
net = linearlayer([0 1]); 
net.inputs{1}.size = 1; 
net.layers{1}.dimensions = 1; 
net.biasConnect = 0; 
net.IW{1,1} = [1 1]; 
view(net) 
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Figura A4 Red dinámica no recurrente 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
Al simular la respuesta de la red dinámica no recurrente, se obtiene la respuesta de la figura A5 
a = net(p); 
stem(cell2mat(a)) 
 
Figura A5 Respuesta red dinámica no  
recurrente, a la señal de impulsos p 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
Se dice que la red dinámica tiene memoria, ya que su respuesta en un punto cualquiera no 
depende del valor de entrada actual, sino en uno o varios valores anteriores. La red de la figura A4 
al no poseer retroalimentación, sólo una cantidad de valores de entrada retrasados en el tiempo, 
afectarán la respuesta de la red. En la figura A5  se puede ver que la respuesta a la señal de pulsos 
dura un paso más allá del tiempo de duración de los pulsos. Esto es debido a que la entrada posee 
sólo un retardo de tiempo. 
Ejemplo 3: Red Dinámica Recurrente 
Consideremos ahora una red recurrente-dinámica sencilla, donde el retardo de tiempo sólo está 
presente en la retroalimentación, la red se muestra en la siguiente figura. 
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Figura A6 Ejemplo sencillo red dinámica recurrente 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
Creando la red dinámica recurrente: 
net = narxnet(0,1,[],'closed'); 
net.inputs{1}.size = 1; 
net.layers{1}.dimensions = 1; 
net.biasConnect = 0; 
net.LW{1} = .5; 
net.IW{1} = 1; 
view(net) 
 
Figura A7 Red Dinámica Recurrente 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
Graficando respuesta: 
a = net(p); 
stem(cell2mat(a)) 
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Figura A8 Respuesta red dinámica recurrente 
(Fuente: (Hudson, Hagan, & Demuth, 2016)) 
En la figura A8 es notable que el tiempo de respuesta es mayor en comparación a una red 
feedforward dinámica. Según (Hudson, Hagan, & Demuth, 2016), para redes neuronales lineales, 
una feedforward dinámica, es considerada como una respuesta al impulso finito (FIR), ya que la 
respuesta se volverá cero en una cantidad finita de tiempo. Mientras que las redes recurrentes son 
consideradas como respuestas al impulso infinito (IIR), ya que  su respuesta al impulso puede 
decaer a cero (si la red es estable), pero nunca ser igual a cero. Para una red no lineal la respuesta 
al impulso no se puede definir. Una aplicación principal de las redes neuronales artificiales es en 
sistemas de control. Las redes dinámicas son más potentes que las estáticas, pero más difíciles de 
entrenar. 
De Matlab a Arduino 
Para trasladar una red neuronal entrenada en Matlab a un sistema microcontrolado, en este caso 
a la plataforma Arduino. Es necesario generar las redes sin bloques de normalización de datos, 
aunque Matlab utiliza esta normalización para realizar cálculos de forma eficiente, los resultados 
al trasladarlos a la plataforma Arduino, pueden no ser los esperados. Puede ocurrir que al impedir 
la generación de bloques de normalización, a matlab le tome mucho tiempo realizar el 
entrenamiento, o que debido al bajo valor del gradiente, llegue a tomarle pocos ciclos de 
entrenamiento, y se obtenga una respuesta ineficiente.  
A continuación una secuencia  de imágenes para visualizar los valores de los pesos sinápticos, 
lo mismo se realiza para las bias o sesgo. 
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Figura A9. Bloque generado a partir de la toolbox NNTool de Matlab 
(Fuente: El Autor) 
Hacer click en la flecha ubicada en la parte inferior izquierda del bloque de la figura A9 para 
observar su estructura. Luego de esto se puede ver cómo está compuesto el bloque (figura A10), 
verificar en el bloque de procesamiento tanto de entrada como de salida, que no existe 
normalización o procesamiento de datos. Vamos a continuar el ejemplo con la capa 1 de la 
siguiente figura, se hace doble click en la capa.  
 
Figura A10. Estructura del bloque de la figura A9 
(Fuente: El Autor) 
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Figura A11. Estructura de la capa 1 y 2 de la figura A10 
(Fuente: El Autor) 
 
En la figura A11 el bloque 1 representa el vector de retardos, uno destinado a la entrada y el 
otro a la salida que es realimentada, por lo que se define como una red dinámica recurrente con 4 
retardos de tiempo, tanto en la entrada como en la señal realimentada. El bloque 2 contiene los 
pesos y realiza operaciones matemáticas, el bloque  3 contiene el sesgo o bias, el 4 una función 
suma y el 5 la función de transferencia, en este caso la función tangente sigmoide. 
Al hacer click al primer módulo del bloque 2, se obtiene la red de la figura A12. 
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Figura A12 Red bloque 2 de la figura A11 
(Fuente: El Autor) 
El bloque 1 de la anterior figura realiza una multiplicación uno a uno del vector de entrada 
(retardos y entrada), con los pesos calculados durante el entrenamiento, luego el resultado de cada 
multiplicación se suma, y se obtiene la salida de ese bloque. La función asociada a este bloque 1, 
se denomina dotproduct, y se define como  y = sum(conj(u1).*u2). Al seguir los mismos 
procedimientos que realiza Matlab para crear una red neural, es sencillo llevarlo a Arduino 
implementando vectores.  
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Anexo B: Códigos 
Entrenar Sensor Neuronal 
clear all 
clc 
%% 
[FileName Path]=uigetfile({'*.xlsx'},'Archivo Excel Entrenar Sensor'); 
base=xlsread(FileName); 
sim1=length(base); 
Duty2   = [base(1:sim1,1)']; 
Voltaje2   = [base(1:sim1,2)']; 
Corriente2 = [base(1:sim1,3)']; 
Potencia2 = [base(1:sim1,4)']; 
Voltaje1   = [base(1:sim1,5)']; 
Corriente1 = [base(1:sim1,6)']; 
Potencia1 = [base(1:sim1,7)']; 
Voltaje3   = [base(1:sim1,8)']; 
Temperatura1   = [base(1:sim1,9)']; 
Temperatura2   = [base(1:sim1,10)']; 
  
%max(Voltaje3) 
%max(Temperatura1) 
p=[Voltaje3;Temperatura1]; 
t=[Potencia2]; 
%% 
net=newff(p,t,[10],{'tansig','purelin',{}},'trainlm','learngdm','mse'); 
  
net.inputs{1}.processFcns = {'removeconstantrows'};%,'mapminmax'}; 
net.outputs{2}.processFcns = {'removeconstantrows'};%,'mapminmax'}; 
%view(net) 
[net]=train(net,p,t); 
% [net,tr,y,e]=adapt(net,p,t); 
%% 
a = sim(net,p); 
hold on 
plot(t,'b'); 
plot(a,'r'); 
hold off 
%% 
gensim(net); 
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Entrenar Controlador Neuronal 
Código generado por NNTool de Matlab y modificado 
clear all; 
close all; 
clc; 
  
%% Neuro control versión 2: 
% Control inverso. 
% El objetivo es diseñar una RNA con dinámica inversa a la planta. 
%  
%% Input: 
  
[FileName Path]=uigetfile({'*.xlsx'},'Archivo Excel Entrenar Sensor'); 
base=xlsread(FileName); 
sim1=length(base); 
Duty2   = [base(1:sim1,1)']; 
Voltaje2   = [base(1:sim1,2)']; 
Corriente2 = [base(1:sim1,3)']; 
Potencia2 = [base(1:sim1,4)']; 
Voltaje1   = [base(1:sim1,5)']; 
Corriente1 = [base(1:sim1,6)']; 
Potencia1 = [base(1:sim1,7)']; 
Voltaje3   = [base(1:sim1,8)']; 
Temperatura1   = [base(1:sim1,9)']; 
Temperatura2   = [base(1:sim1,10)']; 
  
% voltaje=dat1(:,1)'; 
% corriente=dat1(:,2)'; 
% potencia=dat1(:,3)'; 
% cicloutil=dat1(:,4)'; 
  
% p=[voltaje;corriente;potencia]; 
% t=cicloutil; 
%% Input & Target 
  
% for i=1:length(Voltaje2) 
%     A = mat2cell([Potencia2(i)]);%([Voltaje2(i); 
Corriente2(i);Potencia2(i)]);%  
%     panelInput(i) = A; 
% end 
  
% [X,T] = simplenarx_dataset; 
% load pollution_dataset.MAT 
panelInput =num2cell(Potencia2); 
panelTarget = num2cell(Duty2); 
  
inputSeries = panelInput; 
targetSeries = panelTarget; 
  
% inputSeries = X; 
% targetSeries = T; 
  
%% Create a Nonlinear Autoregressive Network with External Input 
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inputDelays = 1:4; 
feedbackDelays = 1:4; 
hiddenLayerSize = 10; 
net = narxnet(inputDelays,feedbackDelays,hiddenLayerSize); 
  
% Choose Input and Feedback Pre/Post-Processing Functions 
% Settings for feedback input are automatically applied to feedback output 
% For a list of all processing functions type: help nnprocess 
% Customize input parameters at: net.inputs{i}.processParam 
% Customize output parameters at: net.outputs{i}.processParam 
net.inputs{1}.processFcns = {'removeconstantrows'};%,'mapminmax'}; 
net.inputs{2}.processFcns = {'removeconstantrows'};%,'mapminmax'}; 
  
% Prepare the Data for Training and Simulation 
% The function PREPARETS prepares timeseries data for a particular network, 
% shifting time by the minimum amount to fill input states and layer 
states. 
% Using PREPARETS allows you to keep your original time series data 
unchanged, while 
% easily customizing it for networks with differing numbers of delays, with 
% open loop or closed loop feedback modes. 
[inputs,inputStates,layerStates,targets] = 
preparets(net,inputSeries,{},targetSeries); 
  
%% Setup Division of Data for Training, Validation, Testing 
% The function DIVIDERAND randomly assigns target values to training, 
% validation and test sets during training. 
% For a list of all data division functions type: help nndivide 
net.divideFcn = 'dividerand';  % Divide data randomly 
% The property DIVIDEMODE set to TIMESTEP means that targets are divided 
% into training, validation and test sets according to timesteps. 
% For a list of data division modes type: help nntype_data_division_mode 
net.divideMode = 'value';  % Divide up every value 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
  
%% Choose a Training Function 
% For a list of all training functions type: help nntrain 
% Customize training parameters at: net.trainParam 
net.trainFcn = 'trainlm';  % Levenberg-Marquardt 
  
%% Choose a Performance Function 
% For a list of all performance functions type: help nnperformance 
% Customize performance parameters at: net.performParam 
net.performFcn = 'mse';  % Mean squared error 
  
%% Choose Plot Functions 
% For a list of all plot functions type: help nnplot 
% Customize plot parameters at: net.plotParam 
net.plotFcns = {'plotperform','plottrainstate','plotresponse', ... 
  'ploterrcorr', 'plotinerrcorr'}; 
  
%% Train the Network 
[net,tr] = train(net,inputs,targets,inputStates,layerStates); 
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%% Test the Network 
outputs = net(inputs,inputStates,layerStates); 
errors = gsubtract(targets,outputs); 
performance = perform(net,targets,outputs); 
  
%% Recalculate Training, Validation and Test Performance 
trainTargets = gmultiply(targets,tr.trainMask); 
valTargets = gmultiply(targets,tr.valMask); 
testTargets = gmultiply(targets,tr.testMask); 
trainPerformance = perform(net,trainTargets,outputs); 
valPerformance = perform(net,valTargets,outputs); 
testPerformance = perform(net,testTargets,outputs); 
  
%% View the Network 
view(net) 
  
%% Plots 
% Uncomment these lines to enable various plots. 
% figure, plotperform(tr) 
% figure, plottrainstate(tr) 
% figure, plotregression(targets,outputs) 
% figure, plotresponse(targets,outputs) 
% figure, ploterrcorr(errors) 
% figure, plotinerrcorr(inputs,errors) 
  
%% Simulation 
output= sim(net,inputs,inputStates); 
output = cell2mat(output); 
  
hold on; 
% plot(potencia,output) 
% plot(potencia,cicloutil, 'r') 
plot(output) 
plot(Duty2, 'r') 
%% Closed Loop Network 
% Use this network to do multi-step prediction. 
% The function CLOSELOOP replaces the feedback input with a direct 
% connection from the outout layer. 
netc = closeloop(net); 
netc.name = [net.name ' - Closed Loop']; 
view(netc) 
[xc,xic,aic,tc] = preparets(netc,inputSeries,{},targetSeries); 
yc = netc(xc,xic,aic); 
closedLoopPerformance = perform(netc,tc,yc); 
  
% Early Prediction Network 
% For some applications it helps to get the prediction a timestep early. 
% The original network returns predicted y(t+1) at the same time it is 
given y(t+1). 
% For some applications such as decision making, it would help to have 
predicted 
% y(t+1) once y(t) is available, but before the actual y(t+1) occurs. 
% The network can be made to return its output a timestep early by removing 
one delay 
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% so that its minimal tap delay is now 0 instead of 1.  The new network 
returns the 
% same outputs as the original network, but outputs are shifted left one 
timestep. 
nets = removedelay(net); 
nets.name = [net.name ' - Predict One Step Ahead']; 
view(nets) 
[xs,xis,ais,ts] = preparets(nets,inputSeries,{},targetSeries); 
ys = nets(xs,xis,ais); 
earlyPredictPerformance = perform(nets,ts,ys); 
%% 
gensim(netc); 
 
Código Arduino controlador Neuronal 
Código Arduino del controlador de carga basado en redes neuronales 
#include <avr/io.h> 
  #include <Arduino.h> 
  #include <math.h> 
  #include <Wire.h> 
  #include <OneWire.h> //Se importan las librerías 
  #include <DallasTemperature.h> 
  #define Pin 2 //Se declara el pin donde se conectará la DATA 
  OneWire ourWire(Pin); //Se establece el pin declarado como bus para la 
comunicación OneWire 
  DallasTemperature sensors(&ourWire); //Se instancia la librería 
DallasTemperature 
 
  static const int pinFPWM = 45; 
  double Duty = 0.9; 
  int PinVoltajeP = A0;     
  int PinCorrienteP = A1;     
  int PinCorrienteB = A2; 
  int PinVoltajeB = A3; 
  int PinSensorP = A4; 
  int PinSensorT = A5; 
  double dato=0; 
  double potenciaS=0; 
  double voltaje=0; 
  double voltajeB=0; 
  double voltajeS=0; 
  double voltajeT=0; 
  double corriente=0; 
  double corrienteB=0; 
  double potencia=0; 
  double temperaturaS=0; 
  double temperatura=0; 
  double sumavoltaje = 0; 
  double sumavoltajeB = 0; 
  double sumavoltajeS = 0; 
  double sumavoltajeT = 0; 
  double sumacorriente = 0; 
  double sumacorrienteB = 0; 
  double aux1=0; 
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  //double deltaD = 0.01875; //Para 300KHz 
  //double deltaD = 0.00625; //Para 100KHz 
  //double deltaD = 0.003125; //Para 50KHz 
  double deltaD = 0.00125; //Para 20KHz 
  //double deltaD = 0.000625; //Para 10KHz 
  //double deltaD = 0.0003125; //Para 5KHz 
  int frec=800; // 16MHZ/300KHz=53---16MHz/100KHz=160---16MHz/50KHz=320---
16MHz/20KHz=800---16MHz/10KHz=1600---16MHz/5KHz=3200 
 
  int valor; 
char comando; 
char funcion; 
int a=4; 
//Pesos Red Neuronal Sensor 
//Capa oculta 
double capa_s1[10][2] = { 
                  {4.374356,-0.981079}, 
                  {-0.539828,0.012861}, 
                  {4.142616,-1.561642}, 
                  {-2.834731,3.400632}, 
                  {-25.333180,-0.799801}, 
                  {4.352584,0.809326}, 
                  {2.736363,-3.480275}, 
                  {3.532404,2.668729}, 
                  {-1.551299,-4.146500}, 
                  {4.303044,-1.041059}, 
                  }; 
double capa_s1_aux[10][2];                 
double bias_s1[10]={-4.440033,0.361952,-2.459549,1.475729,-
0.690687,0.491909,1.475729,2.459549,-3.443369,4.427188}; 
double salida_s1[10]; 
double salida_s1_aux[10]; 
//Capa de salida 
double capa_s2[10]={-2.923258,-30.362868,-2.566049,3.246265,-
3.590747,2.702523,-3.452283,3.433685,-1.777298,-2.784702}; 
double bias_s2=2.336044; 
 
//Pesos Red Neuronal Controlador 
//Capas ocultas 
double capa_c11[10][4] = { 
                  {0.000509,-0.011709,0.026348,-0.014694}, 
                  {-0.009009,0.005780,-0.016181,0.005743}, 
                  {-0.025586,0.022471,-0.028829,0.030862}, 
                  {-0.047186,0.008061,-0.008602,0.050862}, 
                  {-0.020976,0.004428,-0.019771,0.023807}, 
                  {-0.059892,0.016274,-0.006373,0.060023}, 
                  {0.012197,0.010096,-0.020275,-0.023527}, 
                  {-0.007718,0.023190,-0.028629,0.007992}, 
                  {-0.033344,-0.016733,-0.019232,0.024592}, 
                  {-0.006622,0.007756,-0.023086,0.015672} 
                  }; 
double capa_c11_aux[10][4]; 
double capa_c12[10][4] = { 
                  {1.210969,-21.529728,1.576573,-12.505258}, 
                  {16.810520,14.436898,9.215834,0.062555}, 
                  {-9.678582,21.047821,-16.921916,14.855208}, 
                  {-21.650384,-17.580655,18.207826,20.441348}, 
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                  {13.207574,28.900657,-5.356472,15.383183}, 
                  {13.924703,-11.382828,-24.018967,21.576292}, 
                  {-19.807679,-11.368980,-21.046538,-12.515754}, 
                  {21.604660,-12.184038,19.208294,-5.000430}, 
                  {6.882929,-19.168309,-20.165158,-21.909329}, 
                  {-1.247352,18.551127,20.724837,-2.071765} 
                  }; 
double capa_c12_aux[10][4]; 
double bias_c1[10] = {27.276171,-34.640244,-8.383086,0.453254,-46.474834,-
0.476213,59.974112,-21.431344,47.280616,-33.301136}; 
double salida_c1[10]; 
double salida_c1_aux[10]; 
double salida_c11[10]; 
double salida_c12[10]; 
//Capa de salida 
double capa_c2[10] = {-0.018236,0.012013,-0.029089,-
0.021866,0.006541,0.024828,-0.000541,0.009341,0.000446,0.024604}; 
double bias_c2 = 0.901503; 
 
// variables para calculo de la red de control 
 
double delaypotencia[4]={40,40,40,40}; 
double delayduty[4]={Duty,Duty,Duty,Duty}; 
 
#if defined(ARDUINO_ARCH_SAMD) 
// for Zero, output on USB Serial console, remove line below if using 
programming port to program the Zero! 
#define Serial SerialUSB 
#endif 
 
 
void setup() { 
  Serial.begin(9600); 
  sensors.begin(); //Se inician los sensores 
  pinMode(3, OUTPUT); 
  digitalWrite(3, LOW); 
 
      // Activar el pin como salida 
      pinMode(pinFPWM, OUTPUT); 
      // FPWM modo 14, no-invertido, escalado 1 
      TCCR5A = _BV(COM5B1) | _BV(WGM51); 
      TCCR5B = _BV(WGM53) | _BV(WGM52) | _BV(CS50);// | _BV(CS50); 
      //Frecuencia 
      ICR5=frec;  //fPWM=300KHz (Period = 3.333us Standard). 4999 es para 
50 Hz. 3200 5k. 800 20k. 320 50k. 160 100k. 
      // Duty-cycle 
      //OCR5B = 1; // Valor para el Compare Match 
      // Iniciar 
      TCNT5 = 0; 
      OCR5B=Duty*frec; 
establecer();  
} 
 
void loop() { 
   if(funcion=='p'){ //Inicio condicion 
 
      if(comando=='a'){ 
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      digitalWrite(2,LOW); 
     establecer(); 
      funcion=='otro'; 
      }       
 
  sensors.requestTemperatures(); //Prepara el sensor para la lectura 
  temperaturaS=sensors.getTempCByIndex(0); //Se lee la temperatura en 
grados Celsius 
  delay(1000); 
 
//llamar red neuronal, sensor y controlador 
sensado(); 
 
        if(temperaturaS==-127){ 
          temperatura=voltajeT; 
        } 
        else  
        { 
         temperatura=temperaturaS;  
        } 
 
sensor_neural(); 
aux1=4; 
retardos(); 
controlador_neural(); 
   
  OCR5B=Duty*frec; 
   
      Serial.println("d"); 
      Serial.println("2"); 
      Serial.println(Duty*1000); 
      Serial.println("v"); 
      Serial.println("2"); 
      Serial.println(voltaje*1000); 
      Serial.println("c"); 
      Serial.println("2"); 
      Serial.println(corriente*1000); 
      Serial.println("v"); 
      Serial.println("1"); 
      Serial.println(voltajeB*1000); 
      Serial.println("c"); 
      Serial.println("1"); 
      Serial.println(corrienteB*1000); 
      Serial.println("v"); 
      Serial.println("3"); 
      Serial.println(voltajeS*1000); 
      Serial.println("t"); 
      Serial.println("1"); 
      Serial.println(temperaturaS*1000); 
      Serial.println("t"); 
      Serial.println("2"); 
      Serial.println(voltajeT*1000); 
      Serial.println("p"); 
      Serial.println("1"); 
      Serial.println(potenciaS*1000); 
       
     // delay(250); 
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      Serial.flush();//limpiamos el serial. 
       
  } //fin condicion 
} 
 
///FUNCIONES IMPLEMENTADAS 
 
///////////////////////////////////////////////////////////////////////////
////////// 
void sensado(){  
   for(int i = 0; i<40; i++) { 
     sumacorriente = sumacorriente + (0.073982 * analogRead(PinCorrienteP) 
- 37.5); //37.5 cálculo, 37.878 tanteo 
     sumavoltaje = sumavoltaje + analogRead(PinVoltajeP)*0.024414; 
     sumacorrienteB = sumacorrienteB + (0.073982 * 
analogRead(PinCorrienteB) - 37.5); //37.5 cálculo, 37.878 tanteo 
     sumavoltajeB = sumavoltajeB + analogRead(PinVoltajeB)*0.024414; 
     sumavoltajeS = sumavoltajeS + analogRead(PinSensorP)*0.024414; 
     sumavoltajeT = sumavoltajeT + analogRead(PinSensorT)*0.0048828125; 
     delay(1); 
//Fórmula sensado corriente 
//Amperios=(0.0048828125 * analogRead(PinCorrienteP)- vcc/2)/(0.066) : 30A 
sensibilidad sensor 
   } 
    
  corriente=sumacorriente/40; 
  voltaje=sumavoltaje/40; 
  corrienteB=sumacorrienteB/40; 
  voltajeB=sumavoltajeB/40;   
  voltajeS=sumavoltajeS/40; 
  //voltajeS=3.2; 
  voltajeT=sumavoltajeT*2.5; 
  sumacorriente=0; 
  sumacorrienteB=0; 
  sumavoltaje=0; 
  sumavoltajeB=0; 
  sumavoltajeS=0; 
  sumavoltajeT=0; 
} 
 
///////////////////////////////////////////////////////////////////////////
//////// 
void sensor_neural(){ 
  for(int i = 0; i<10; i++) { 
      for(int j = 0; j<2; j++) { 
        if(j==0){ 
        capa_s1_aux[i][j]=(capa_s1[i][j])*(voltajeS); 
        } 
        if(j==1){ 
        capa_s1_aux[i][j]=(capa_s1[i][j])*(temperatura); 
        } 
      } 
      salida_s1_aux[i]=(capa_s1_aux[i][0]+capa_s1_aux[i][1]+bias_s1[i]);   
   
  } 
   
  aux1=1; 
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  sacar_tan(); 
  potenciaS=0; 
  for(int i = 0; i<10; i++) { 
     salida_s1[i]=(salida_s1[i])*(capa_s2[i]); 
     potenciaS=potenciaS+salida_s1[i]; 
  } 
    potenciaS=potenciaS+bias_s2;// Salida final 
} 
 
/////////////////////////////////////////////////////////////////////////// 
void controlador_neural(){ 
  for(int i = 0; i<10; i++) { 
      for(int j = 0; j<4; j++) { 
        if(j==0){ 
        capa_c11_aux[i][j]=(capa_c11[i][j])*(delaypotencia[0]); 
        capa_c12_aux[i][j]=(capa_c12[i][j])*(delayduty[0]); 
        } 
        if(j==1){ 
        capa_c11_aux[i][j]=(capa_c11[i][j])*(delaypotencia[1]); 
        capa_c12_aux[i][j]=(capa_c12[i][j])*(delayduty[1]); 
        } 
        if(j==2){ 
        capa_c11_aux[i][j]=(capa_c11[i][j])*(delaypotencia[2]); 
        capa_c12_aux[i][j]=(capa_c12[i][j])*(delayduty[2]); 
        } 
        if(j==3){ 
        capa_c11_aux[i][j]=(capa_c11[i][j])*(delaypotencia[3]); 
        capa_c12_aux[i][j]=(capa_c12[i][j])*(delayduty[3]); 
        } 
      } 
      salida_c11[i]=capa_c11_aux[i][0]+capa_c11_aux[i][1]+capa_c11_aux[i][2
]+capa_c11_aux[i][3];  
      salida_c12[i]=capa_c12_aux[i][0]+capa_c12_aux[i][1]+capa_c12_aux[i][2
]+capa_c12_aux[i][3]; 
      salida_c1_aux[i]=salida_c11[i]+salida_c12[i]+bias_c1[i];    
  } 
 
  aux1=2; 
  sacar_tan();  
Duty=0; 
     for(int i = 0; i<10; i++) { 
     salida_c1[i]=(salida_c1[i])*(capa_c2[i]); 
     Duty=Duty+salida_c1[i]; 
  } 
    Duty=Duty+bias_c2;// Salida final Controlador 
} 
 
////////////////////////////////////////////////////////////////////////// 
void retardos(){ 
  if(aux1==4){ 
      for(int i = 3; i>0; i--) { 
      delaypotencia[i]=delaypotencia[i-1]; 
      delayduty[i]=delayduty[i-1]; 
       }  
      delaypotencia[0]=potenciaS; 
      delayduty[0]=Duty;      
   } 
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    aux1=0; 
  } 
////////////////////////////////////////////////////////////////////////// 
void sacar_tan(){ 
 
  if(aux1==1){ 
  for(int i = 0; i<10; i++) { 
     
    if (salida_s1_aux[i]>22){ 
      dato=22; 
    } 
    if(salida_s1_aux[i]<-75){ 
      dato=-75; 
    } 
    if(salida_s1_aux[i]>-75 && salida_s1_aux[i]<22){ 
      dato=salida_s1_aux[i]; 
    } 
 
    salida_s1[i] = (exp(dato)- exp(-1*(dato)))/(exp(dato)+ exp(-1*(dato))); 
  } 
  aux1=0; 
  } 
   
  if(aux1==2){ 
  for(int i = 0; i<10; i++) { 
     
    if (salida_c1_aux[i]>22){ 
      dato=22; 
    } 
    if(salida_c1_aux[i]<-75){ 
      dato=-75; 
    } 
    if(salida_c1_aux[i]>-75 && salida_s1_aux[i]<22){ 
      dato=salida_c1_aux[i]; 
    } 
salida_c1[i] = (exp(salida_c1_aux[i])- exp(-
1*(salida_c1_aux[i])))/(exp(salida_c1_aux[i])+ exp(-1*(salida_c1_aux[i]))); 
  } 
  aux1=0; 
  } 
} 
 
/////////////////////////////////////////////////////////////////////// 
void establecer() { 
  while (Serial.available() <= 0) { 
    Serial.println(a);    
    //Serial.println('4.32v1'); //52 46 51 50 118 49 --- 30257 
    delay(50); 
  } 
} 
 
////////////////////////////////////////////////////////////////////// 
void serialEvent(){ 
  if (Serial.available()){ 
    delay(50);  //esperemos a que se terminen de recibir 
    comando=Serial.read();  //leemos el primer datos byte- 
    if(comando=='o' || comando=='p'){ 
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      funcion=comando; 
      digitalWrite(2, HIGH); 
    } 
  } 
} 
 
Modelo del módulo fotovoltaico 
function Iv = modelopanel(Ei,T,V) 
s=1; % número paneles en serie 
p=1; % número paneles en paralelo 
Ein= 1000; % constante de irradiación 
Tn= 25; % constante de temperatura 
b= 0.0737561; % parámetro de ajuste 
Isc= 4; % corriente de cortocircuito 
Voc= 21.7; % voltaje de circuito abierto 
TCv= -0.08029; % coeficiente de voltaje 
TCi= 0.0024; % coeficiente de corriente 
Vmax= Voc*1.03; 
Vmin= Voc*0.5; 
Ix= p*(Ei/Ein)*(Isc+(TCi*(T-Tn))); 
Vx= (s*(Ei/Ein)*(TCv)*(T-Tn))+(s*Vmax)-((s*(Vmax-
Vmin))*(exp((Ei/Ein)*(log((Vmax-Voc)/(Vmax-Vmin)))))); 
Vi=V; 
Iv= ((Ix/(1-(exp(-1/b))))*(1-(exp((Vi/(b*Vx))-(1/b))))); 
 
 
 
Figura A13 Implementación modelo módulo fotovoltaico en un bloque de función 
(Fuente: El Autor) 
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Anexo C: Hojas de datos 
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