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Synopsis 
The increasing high standards of fruit quality expected by the agricultural export market of 
South Africa has reached a stage that fruit must be accurately graded in a short a time as 
possible. This thesis describes colour systems and methods to grade the fruit automatically 
via the clustering and classification methods. After investigating several approaches to 
automatically sort fruit based on colour, an image processing approach was taken. The 
colours on the fruit (specifically apples) were analyzed, by capturing a colour image of the 
fruit and analyzing the pixels in the image. 
Several colour representation systems were investigated and they are: colours represented by 
spectral power distributions and spectral reflectance curves; the CIE 1931 XYZ tristimulus 
values; the CIE 1931 x ,y ,z chromaticity coordinates; the CIE 1960 L, u, v uniform chromaticity 
scale (UCS); the Munsell colour wheel of hue, value and chroma (HVC); the L*u*v* system; 
the L *a*b* system; the Red, Green and Blue (RGB) system; and the hue, saturation and 
intensity (HSI) perceptual colour representations. In addition, several clustering and 
classification techniques were investigated and they are: the supervised methods of Parametric 
Bayesian classification and minimum Euclidean distance classification; and the unsupervised 
methods of the K-means algorithm and the ISODATA classification approach. 
The ICS Texicon computer spectrophotometer (ICS Texicon Spectraflash Manual (1991)) was 
used to check the performance of most of the colour systems described by analyzing apple 
sample colours. It was observed that all the colour systems described are capable of 
adequately representing the colours on a fruit. However, the L*u*v*, L*a*b*, and HSI were 
among the better colour systems investigated. The HSI colour system was chosen for further 
investigation since colours could be perceptually understood and adequately represented in this 
space, also transformation to this colour space proved to be fast. 
An HSI system was developed based on several existing transformations from RGB. It was 
found that one method was sufficient to evaluate hue (H), two methods could be used to 
represent saturation (S), and two methods could be used to evaluate intensity (I). Methods 
of using these features to represent the colours on apple images revealed that the H feature 
combined with the I feature (calculated as an average of RGB) was one of the best feature 
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combinations to use. Clustering and classification results using unsupervised and supervised 
methods, confirmed that the H-1 feature combination was ideal in, most cases, for accurate 
colour segmentation and hence grading of the fruit images. 
The main conclusion that can be made is that if lighting conditions ·allow for a uniformly 
illuminated fruit sample then the H-1 feature combination, together with previously set up 
colour classes, will allow for a fast and. accurate classification of fruit. 
It is therefore recommended that the automated fruit inspection system implements a hardware 
transformation to the H and I features. The colour classes for classification should be 
provided as a selection of colour palettes in terms of the H-1 feature combination. For each 
cultivar run there should be specific palettes to represent the colour class into which the fruit 
should be graded. 
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CHAPfER 1 
Introduction 
n Colour is attractive and interesting to everyone. Consequently, control of colour is 
important to all producers, buyers, sellers, and users of coloured materials. In various 
ways, colour is an indication of freshness, quality, or other desirable (or undesirable) 
characteristics of goods. To assure acceptability, saleability, and favourable price -
especially in contracts and monitoring of conformance to specifications - numerical 
expression of colour is greatly superior to verbal descriptions. Disagreements 
concerning words or visual comparisons with samples are all too likely and frequent. 
Such disagreements underlie much unpleasantness and loss in commerce in consumer 
goods. Such loss of money and goodwill must amount to billions of dollars per year, 
world wide. 
n Persistent efforts to substitute measurements of colour for visual judgement have 
marked the twentieth century. Because visual perception of small colour differences 
is so acute, the requirements for accuracy and world-wide reproducibility of colour 
measurements have been severe. Only during the last half century have practical 
spectrophotometers with adequate accuracy been available." (MacAdam (1981), 
preface). 
In order to understand the measurement of colour, an introduction to colour vision and to 
fundamental colour reproduction with respect to human vision and machine vision must first 
be given. 
Human Vision 
The human eye contains receptors that collect light from surfaces that absorb 
illuminant light and reflect the unabsorbed light. In the eye the retina contains the rods 
and cones which are the visually sensitive elements. The cones are concentrated at 
the fovea, this region provides the most acute vision allowing one to perceive the 
finest detail. The cones are responsible for what is known as photopic vision, that is 
they allow one to perceive colour, and they require a relatively high level of stimulus 
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J. introduction 
before they can become operative. 
The rods are more sensitive than cones, and are spread throughout the retina except 
for the foveal region. Rods are used in scotopic vision - which cannot discriminate 
fine detail since groups of rods have a common connection to the optic nerve. 
Scotopic vision may also be termed dark-adapted vision, and it has no colour 
sensation associated with it. The spectral sensitivity of scotopic vision is represented 
by the dashed curve in Figure 1.1, while the solid curve - also known as the V (} .. ) 
curve refers to conditions of photopic vision (Einhorn (1990a)). 
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Figure 1.1: The spectral sensitivity of the eye. Dashed curve is scotopic 
(rod) vision, the solid (V(A)) curve is photopic (cone) vision • 
. The characteristics of colour vision differ even among persons with normal colour 
vision. If different laboratories or countries used different visual data for interpretation 
of the significance of measurements obtained from spectrophotometers, the need for 
interchangeably reproducible colour specifications would be subverted. To forestall 
that danger, the International Commission on Illumination (CIE) recommended data 
that characterize a standard observer for colorimetry. Related to those data, a 
coordinate system for maplike representation of the results of colour measurements 
was recommended at the same time (1931) by the CIE. Methods for using the CIE 
data and coordinate system constitute the subject of colorimetry. 
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1. Introduction 
Machine Colour Vision 
Machine colour vision in this context refers to instruments that measure colour, and 
interpret the colour as a certain value or vector of values. The colour is generally 
interpreted as a set of tristimulus values x, y and z which are measured from the 
reflectance data of an illuminated surface, also observer data may be used if the values 
are to represent human observation at specific field widths. The CIE (1931) standard 
colorimetric system is based on 2° purely foveal (cones) observations. A CIE (1964) 
supplementary colorimetric system, based on observations on a 10° field, differs 
somewhat from the former which is most commonly used. 
(Wyszecki and Stiles (1967) p270) 
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Figure 1. 2: Spectral tristimulus values per watt of indicated wavelengths, for 
CIE 1931 standard observer. These values for the spectrum are the CIE 1931 
colour-matching data 
Tristimulus values refer to a weighting of three primary colours (e.g. red, green and 
blue) in such a way that any colour can be matched to some combination of these 
primaries. The tristimulus values that were adopted by the CIE for various spectrum 
colours are represented graphically in Figure 1.2. The curves of x(.l..), y(.l..), z(.l..) in 
Figure 1.2 indicate the amount of each of the CIE primaries that is required to match 
the colour of one watt of radiant power of the indicated wavelengths. (MacAdam 
(1981) Chl). 
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1. Introduction 
Although the choice of primaries is essentially immaterial, the interpretation of CIE 
tristimulus values gives one some idea of the characters of those primaries. The value 
x (which is conventionally designated x(l) in the case of the spectrum colours) 
represents the amount of a reddish primary that has higher saturation than any 
obtainable red. The value of Y (or y(l) for a spectrum colour) represents the amount 
of a green primary that is considerably more saturated but of the same hue as the 
spectrum colour whose wavelength is 520 nm. The value z (or z(l)) represents the 
amount of a blue primary that is considerably more saturated than, but of the same 
hue as, the spectrum colour whose wavelength is 477 nm. 
The mechanism briefly described above for colour measurement enables one to measure the 
colour of any sample and to relate this colour measurement to what would normally be seen 
by a human observer. There have, however, been several drawbacks of the CIE (1931) colour 
standard with respect to some industrial colour repres ntation applications. A multitude of 
colour representation systems have since been developed, each having its own advantages for 
being specific to certain colour representation applications. With all the different colour 
languages that now exist it is difficult to choose one single colour system for a specific colour 
application. 
There are two major criteria for industrial colour inspection systems, namely speed and 
accuracy. For the project about to be described in this thesis, one of the main objectives was 
to find such a colour system for the real-time accurate classification of fruit on an automated 
inspection system. The fruit to be graded is aimed specifically for the high standards of the 
South African export market. Existing colour inspections systems produced overseas have 
several drawbacks which promoted the design of a new South African designed colour 
inspection system. The drawbacks of existing devices are that: if the system was accurate it 
was also slow (about one fruit per second); if the system was fast (real-time classification) 
then a large percentage of products inspected were classed inaccurately, since the system 
would only give an average value of the objects colour; and most systems were expensive to 
import and maintain, costing over a quarter million rand (van Zyl (1991)). 
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J. Introduction 
When designing the colour inspection system the following must be accounted for: 
• For accurate colour analysis the system must firstly store an image of the object. 
This image must then be processed by segmenting the colours in the scene. This data 
must then be compared to model samples, to hence classify the colour of the object. 
• The system should be able to account for non-uniformity of a colour distributed on 
the objects surface and background. 
• The system must allow for rapid colour identification, and sorting of the object into 
its appropriate grade (classification within lOOms is required). In terms of fruit 
sorting, the system must be able to distinguish between fruits of the same cultivar. 
• Optimum lighting of the object being analyzed is required. i.e. the problem of gloss 
and the types of lamps to be used should be considered. 
• Colours which may be just distinguishable by the human eye may not be 
distinguished by some colour measurement methods, hence accurate colour 
measurement is required by the system. 
• The system must be able to function independent of surrounding factory 
disturbances, such as dust, electric fields, etc. 
• The system must be designed as cost effectively as possible. 
The objectives of this thesis are: 
•To describe various methods of representing colour, and provide examples of where 
related existing technology categorises colour for industrial applications. 
• To determine from experimental results, the advantages and disadvantages of 
perceptual colour spaces over other colour representation systems, and hence find a 
colour system that can adequately represent the colours in a single fruit. 
• To provide the theory behind several colour systems so that their fundamental 
transformation equations could be implemented in hardware, and so that a formal 
comparison can be made between the different colour systems. 
• To determine from experimentation the best colour sorting features of the 
,' perceptual HSI colour space with the intention of providing a fast and accurate colour 
representation of the objects being inspected. 
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1. Introduction 
• To provide several theoretical solutions to the colour inspection problem, by using 
clustering and classification theory. 
• To determine from experimentation, the best colour parameters and colour 
segmentation techniques needed for the on-line colour inspection of specific fruit 
cultivars. 
• To provide sufficient theory, algorithms and a software simulation of the eventual 
hardware system so that final hardware implementation can be based on these 
solutions. 
• To make recommendations for the eventual colour inspection system and state 
alternative solutions. 
The colour systems described in this thesis are limited t  those described by material 
researched by the author in 1991. It was discovered recently, however, that there is a colour 
system which will apparently be made an international industrial standard for textiles and 
other industries associated with colour matching. The system is the CMC standard which has 
recently been developed in the U.K by the Colour Measurement Committee of the Society 
of Dyes and Colourists (Burke (1992)). This thesis does not provide indications of the time 
it takes to process algorithms or calculate colour segmentation data for the eventual hardware 
system. Instead rough estimate  of processing times are given by software used on a 16MHz 
386 computer with no co-processor. 
In this thesis chapter 2 will introduce the colour systems considered for the colour inspection 
system. These colour systems range from spectral reflectance representation, to general colour 
spaces involving the CIE tristimulus values, to perceptual colour spaces which involve the 
hue, saturation and intensity components. Chapter 2 will also provide examples of where the 
colour spaces have been applied in existing colour technology. 
Chapter 3 will then use most of the colour systems described in chapter 2, in an experimental 
comparison between the colour systems. The experimentation involves the use of the ICS 
Texicon computer spectrophotometer colour analyzer (property of Woolworths, Cape Town), 
and results are compared for apple samples observed under two types of lighting (CWF and 
TL84) and at two observation field angles (2° and 10°) . 
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I. Introduction 
In chapter 4 reasons are given as to why the HSI colour system was chosen for subsequent 
experimentation. This chapter then provides further theoretical insight into the many ways of 
transforming from the RGB to the HSI colour space. This chapter ends with experimental 
results. These results show the many features and combinations of features that can be used 
to represent the colours in a colour image. 
Based on a selection of the fewest features that best represent the colours in a sample image, 
chapter 5 aims to describe several clustering and classification theories. The theories include 
both supervised and unsupervised clustering methods, and examples are given to illustrate 
how these theories can result in the colour classification of fruit. 
In chapter 6 experimental results are shown. The_se results aim to show that certain 
classification techniques work well on some colour feature representations, and not so well 
on other colour features. This chapter, in presenting the experimental results, inherently 
presents the final results of this thesis. 
The final chapter draws conclusions from the previous chapters and makes recommendations 
for the final automated colour inspection system. 
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CHAPfER2 
Colour Systems 
Techniques 
2.1~ Introduction 
and Representation 
Colour representation has, until recently, been a psychological interpretation to human 
observers. Colour evaluation has been transformed from an art into a science in the past 25 
years (Galloway (1989)). Colours were generally described in words. Since there has been 
a need to accurately describe a colour in terms of a value, several colour systems have been 
developed. There is not one system which has been made a rigid universal standard. 
There are predominantly two major methods of representing a colour or set of colours using 
numerical values. Each of these representations have further variations which result in a 
multitude of different colour systems being available. According to Niblack (Niblack (1986) 
p32) more than 20 may be found in the literature on colour and colorimetry. 
The first method of colour representation uses spectral reflectance, or power distribution, 
with associated wavelengths (reflectance is the ratio of amount of light reflected divided by 
the amount incident). A spectrophotometer is the instrument used to colour match sample 
categories by measuring reflectances of the visible spectrum wavelengths. The second 
method is by way of combining controlled amounts of primary colour sources. The primaries 
consist of at least red, green and blue. By calibrating the controls, the amount of each 
primary can be recorded. The unknown colour can then be specified by those amounts. These 
are known as the tristimulus values, where each number represents the amount of one of the 
primary stimuli. A colorimeter is the instrument used to colour match the tristimulus values 
of the samples by using filters. 
A combination between the two above mentioned colour measuring systems, results in a 
multifilter colorimeter. This instrument contains a set of narrow band filters, which allows 
one to measure the whole spectrum. This spectrum is then used to calculate the appropriate 
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2. Colour Systems and Representation Techniques 
colour coordinates. Multifilter colorimeters facilitate the analysis of the colour spectrum in 
greater detail than with three filter devices, but less detail than with spectrophotometers. 
In this chapter, section 2.2 serves as a general introduction to colour spaces. These include 
the standard CIE XYZ tristimulus coordinates, the x, y chromaticity coordinates, and general 
perceptual colour spaces. Before any detail is given on these colour spaces, section 2.3 is 
used to explain how colour is represented using spectral reflectance and spectral power 
distribution curves. Section 2.4 then explains colour representation in terms of equivalent 
stimuli. This is a more detailed analysis of the colour spaces introduced in section 2.2. At the 
end of sections 2.3 and 2.4 there are examples of where the colour representation systems 
discussed, are used. 
2.2. General Colour Spaces 
A colour space is a coordinate system designed to allow colours to be measured and 
quantitatively specified. From tristimulus colour theory, a three dimensional space is 
necessary, but various choices for the three coordinates are possible. Three general forms of 
colour space are: 
1) Tristimulus Coordinates 
A rectangular space in which the three coordinates, called tristimulus values, give the 
amount of each of three fixed primaries. The recommended set of primaries are the 
CIE 1931 XYZ primaries, but other sets may be used. It is customary to set the scale 
factor so that ( 1, 1, 1) gives a reference white. 
2) Chromaticity Coordinates 
The (x,y) -chromaticity coordinates are derived from the tristimulus coordinates 
(X, Y ,Z). To fully specify a colour, its luminance Y must be specified in addition to 
its chromaticity. 
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2. Colour Systems and Representation Techniques 
3) Perceptual Colour Spaces 
These are colour spaces based on perceptual parameters such as hue, purity, 
brilliance, brightness, and saturation. Many different perceptual colour spaces have 
been defined, and a representative form is shown in Figure 2.1. 
Some chromaticity and perceptual colour spaces are 
defined so that the perceptual difference between two 
colours is given (approximately) by the Euclidean distance 
between the colours. In this case, the spaces are called 
uniform colour spaces. Within these three general types 
of colour spaces, many specific spaces may be defined. 
Those investigated are given after the following section. 
saturation 
Figure 2.1: The form of a 
typical perceptual colour 
space. 
2.3. Colour Represented by Spectral Power Distributions and Spectral Reflectance 
In this section the spectrophotometric specification of colour is explained by way of an 
example. Consider an object coated with a paint that would commonly be called green. Let 
this sample be illuminated by a suitable source of light. A prism is placed so as to disperse 
the light that falls on the sample into its spectral components - violet, blue, green, yellow, 
orange, and red. Consider only a single component - the violet for example. It is evident that 
a surface cannot reflect more violet light than falls upon it. 
An inherent property of coloured surfaces is that they reflect, in different proportions, 
components of the spectrum. A spectrophotometer measuring the reflectance on a region of 
the green object may give the following reflectances (from MacAdam (1981) p3): 
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2. Colour Systems and Representation Techniques 
Spectral Region Reflectance Wavelength Ranges 
Violet 0.11 400 - 450 nm 
Blue 0.28 450 - 490 nm 
Green 0.33 490 - 560 nm 
Yellow 0.17 560 - 590 nm 
Orange 0.12 590 - 630 nm 
Red 0.06 630 - 700 nm 
This subdivision of the visible spectrum into six broad regions is arbitrary, since the colour 
of the spectrum varies without abrupt change with wavelength. The reflectance measurements 
for six spectral regions, although useful as an illustration of the principle underlying 
spectrophotometric analysis, does not define the colour of a reflecting surface with sufficient 
prec1s1on. 
The method of colour representation using statistical pattern recognition (by Parkkinen and 
Jaaskelainen (1987)), is based on reflectance measurements at intervals in the spectrum. 
Colour recognition is obtained by a statistical pattern recognition method, called the subspace 
method. In this article it is shown that colour spectra can be accurately reconstructed using 
a few principle spectra. It also shows that this method is capable of discriminating samples 
which are inseparable using chromaticity coordinate (x,y) matching (i.e. filter matching). In 
addition the system can be as fast as conventional three parameter systems. This is because 
of easy optical implementation of the algorithm using optical information processing 
principles. 
Statistical pattern recognition uses· the · principles of spectrophotometry for colour 
representation, but is as fast as three-filter colorimetry. 
In general, the more wavelengths at which the reflectance is measured at, the greater the 
colour recognition precision. However, more time is needed for such a process. Sufficient 
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2. Colour Systems and Representation Techniques 
reflectance measurements results in a spectrophotometric curve (see Figure 2.2). 
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Figure 2.2: Spectral reflectance curve of a typical green paint. The 
dashed vertical line indicates the dominant wavelength. In this case, the 
dominant wavelength is 506 nm, which is bluish green. 
The curve accurately defines the property of the sample that was roughly described by the 
data in the preceding tabulation. Every possible colour can be represented on a chart of this 
type. For example, a perfectly white surface, which reflects completely all of the visible 
radiation that falls upon it, would be represented by a horizontal line at the top of tbe chart. 
Similarly, an absolutely black surface would be represented by a horizontal line at the bottom. 
It is possible to isolate a unique signature of the colour surface (Ho, Funt and Drew (1990)), 
by separating the colour signal into its illumination and surface reflectance components. The 
authors present a 'separation' algorithm for achieving colour constancy and theorems 
concerning its accuracy. Colour constancy means the recovery of perceived surface colour 
from the strengths of three receptor values representing cone responses of the visual system 
(or R:GB responses of a colour camera) independent of the light illuminating the object. 
Humans have a property or behaviour of colour vision called chromatic adaption. This 
adaption allows one to experience colour constancy. For example, blue objects illuminated 
with daylight or any other usual quality of illumination (such as.fluorescent or incandescent 
light) always appear blue, yellow objects yellow' white objects white, and other objects 
almost appear to have the same hues as they do in daylight. If one could achieve colour 
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2. Colour Systems and Representation Techniques 
constancy in an automated colour recognition system, the effects of gloss (illuminant 
reflectance) can be removed. One method to extract the spectral power distribution of an 
object, so as to have a colour signature independent of the illuminating source, is described 
as follows: 
The relative spectral distribution of power of the illuminating source must be 
measured. This is done by using a prism to disperse the light into a spectrum and 
isolating each spectral region in tum. The amount of energy present in each region 
can thus give a spectral power distribution of the illuminant. Instruments for such 
measurements are called spectroradiometers. 
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A filter which, when used with a tungsten lamp, provides a source that is a close 
approximation to average daylight. The spectral distribution of energy in this source 
is shown by the curve in Figure 2.3. At the meeting of the International Commission 
on illumination (Commission Internationale de l 'Eclairage, CIE) in 1931, the 
representatives of the various countries adopted a source that has this distribution of 
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2. Colour Systems and Representation Techniques 
energy as an international standard of illumination to be used for the purposes of 
colorimetry except when special conditions dictate the use of other sources. This 
standard is known as CIE illuminant C. 
If light that has the spectral quality of illuminant C falls on the surface of green paint 
whose spectral reflectances are represented by the curve in Figure 2.2, the spectral 
distribution of the energy reflected into the eye of an observer is obtained by 
multiplying, at each wavelength, the value shown in Figure 2.3. by the corresponding 
value in Figure 2.2. The result is shown in Figure 2.4. 
Because the curve in Figure 2.3 is relatively flat, the shape of the new curve differs only 
slightly from that of Figure 2.2. This example illustrates the principle that multiplying at each 
wavelength the incident energy by the reflectance of the surface gives the distribution of 
energy in the light reflected by the surface. 
The advantages of spectrophotometry and spectroradiometry are as follows: 
The spectral reflectance curve of a material constitutes a permanent record that does not 
· require preservation of a sample colour. Furthermore, the units in which the curve is 
expressed are universally understood and accepted (i.e. nanometres for wavelength). In 
addition, the curve may contain more information than can be obtained by visual examination. 
Applications of Spectral Information 
The analysis of colour images (Wandell (1987)) uses the advantage that spectral curves 
contain more information than can be obtained by visual examination. These images are 
obtained by using a computer based frame grabber with a colour camera. An overview is 
given below of the work by Wandell (1987) and Healey (1989) which describes applications 
of the spectral components of colour images. 
Wandell' s work describes the colour analysis of images based on two principles. First, image 
data are represented with respect to the separate physical factors, surface reflectance and 
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2. Colour Systems and Representation Techniques 
spectral power distribution of the ambient light, that give rise to the colour of the object. 
Second, the encoding is made efficient by using a basis expansion for the surface spectral 
reflectance and spectral power distribution of ambient light that takes advantage of the high 
degree of correlation across the visible wavelengths normally found in such functions. 
Within this framework, the same basic methods can be used to analyze image data into 
estimates of the spectral power distribution and surface spectral reflectances, which gave rise 
to the colour signal. This method is useful for the identification of material surface spectral 
reflectance when the lighting cannot be completely controlled. That is, ambient light (e.g. 
gloss) is accounted for by analyzing the image sequentially by dividing it into overlapping 
spatial areas. 
Wandell concludes that the ability to use object surface reflectance rather than grey-level 
image intensity in which surface and light information are not clearly distinguishable, 
becomes an important aid in the development of visual inspection systems that are robust with 
respect to ambient lighting. However, the time to process the image for classification, may 
be slow. 
Healey (1989) developed a colour metric that can be applied to images sensed using red, 
green and blue (RGB) filters. Healey transforms the sensor measurements into the spectral 
power distribution (l(x,y,J..)) of the light entering the camera (x and y are coordinates on the 
image plane and J.. is wavelength). This is to account for the infinite number of combinations 
of filters and cameras that might be used to obtain RGB values. Since (for example) different 
'red' filters placed in front of different CCD cameras will give different R values for the 
same incident light. 
The metric thus accounts for the spectral properties of the camera and filters and their noise 
characteristics . The metric also is insensitive to geometric variations in the scene. 
Colours. can be compared using the colour distance function derived, which is an estimate of 
the distance between normalized spectral power distributions. Components of this distance are 
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2. Colour Systems and Representation Techniques 
weighted to account for sensor noise properties. An example is given which shows that using 
the metric, distances between colour patches on an image of a chart of 24 matte patches, can 
be used to compare colours on an image. 
The metric is useful for detecting colour edges , classifying intensity edges, and estimating 
colour variations within an image region. The problem with this system is that it is 
computationally expensive . 
In general, spectrophotometers are not suitable for industrial environments with high and 
unstable temperatures, dust, moisture, dirt or electric fields. In addition, spectrophotometers 
are only capable of analyzing small (about 12mm diameter) areas accurately. If a detailed 
colour analysis of products on an assembly line is required, then the more viable solution 
would be to use a colour camera with hardware to capture the scene. The colours in this 
scene can then be analyzed in terms of their spectral components (as shown by Wandell 
(1987) and Healey (1989)). In the next section, alternative colour representation methods will 
be described. These colour systems may also be viable alternatives in which to analyze colour 
scenes. 
2.4. Colour Representation in Terms of Equivalent Stimuli 
Spectrophotometry depends only on measurements of the wavelength of light and 
measurements of reflectance or transmittance, both of which can be determined with 
accuracy. Although tristimulus values do not provide so much information as 
spectrophotometric data, they are adequate for colour matching and can be derived from 
spectrophotometric data by a straight forward computational procedure (MacAdam (1981) 
Ch5). The X, Y, and Z tristimulus values serve as the basis for locating a sample in any 
model of colour space, and therefore provide a fundamental basis for a language of colour. 
Two samples having identical tristimulus values would lie at the same point in a model and 
would be a visual match. Two samples which have different tristimulus values would lie at 
different points, and would not appear to match. 
It is also possible to transform these tristimulus values into an approximation of the spectral 
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2. Colour Systems and Representation Techniques 
power distribution of light entering the camera (Healey (1989)), thereby allowing colour 
variation within image regions to be estimated. 
This section gives a more detailed explanation of the colour spaces introduced in section 2.2. 
The colour spaces that are described are the CIE chromaticity coordinates, the RGB colour 
system, the Munsell colour system, and the L*u*v* and L*a*b* colour systems. Finally 
described are the perceptual colour systems derived from algorithms and matrix 
transformations using RGB. 
2.4.1. The CIE Chromaticity Coordinates For Colour Representation
Instead of matching and comparing colours with spectral curves, a major simplification was 
made to this cumbersome colour system. In 1931 the standard CIE chromaticity diagram was 
created (see Figure 2.5). Chromaticity defines colour ratios by a purely additive system in 
normalized form. The CIE 1931-XYZ tristimulus values of a colour can be obtained by the 
following methods: 
• from the colour's spectral power distribution curve (MacAdam (1981) Ch5), 
• by colour matching with a colorimeter (Einhorn ( 1990b)), 
• or (if the colour is from a monitor image) by a matrix transformation from a 
monitors RGB values representing the colour. The matrix is derived from the 
chromaticities (i.e. thex andy standard values) of the three primary phosphor colours. 
For example the NTSC colour chromaticity standard adopted in U.S.A. and Japan 
(Tajima (1983), Burger and Gillies (1989)). 
A normalisation of the tristimulus values yields the chromaticity coordinates x,y,z: 
x y 
X= X+Y+Z y X+Y+Z z= Z =1-x-y X+Y+Z 
(2.1) 
Though the XYZ system is adequate for accurate colour description, Euclidean distances in 
XYZ space do not correspond to colour differences as perceived by humans. It is well known 
that the green part in the (x,y) chromaticity diagram is much exaggerated . This type of 
chromaticity diagram, however is often used for computerized colour image processing 
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(Wyszecki and Stiles (19 7) p.4 I 
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Figure 2.5: 1931 CIE chromaticity diagram with spectrum locus, purple line, 
the chromaticity points of CIE standard sources A, B, c, and certain domains 
recommended for signal lights. 
because of its convenience (Tajima (1983)). 
2.4.2. The RGB Colour System 
The varying intensities of light on the red, green or blue phosphors of a colour monitor or 
camera outputs, result in colour representation by RGB values. A linear transformation from 
RGB to XYZ is given (shown later in section 3.3.5). It appears that this transformation is 
similar to that derived for the colour signal c in Brainard and Wandell (1990), where colour 
images are calibrated. Hence, the colour signal is a vector of the tristimulus values XYZ. One 
way of representing a complete set of colour shades, including intensities,· is to use the 3D 
RGB cube, as shown in Figure 2.6 (Burger and Gillies (1989) p332). 
The cube is in the positive quadrant and the primary colours are the variables along the axes. 
The maximum intensities for all three primary colours can be normalised to the range 0 to 
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Figure 2.6: The RGB colour cube is an alternative representation of the 
additive model of a colour monitor. The intensities are not normalized and 
the cube contains all realizable colour. 
1. In general, for computer based systems, each primary can be represented with 8 bits, 
giving 256 different intensity levels for each primary. Since there are three primaries, it is 
possible to form 2563 (over 16 million) different colours on a colour monitor. According to 
Burger and Gillies (1989) the human eye can distinguish approximately 128 different hues. 
For each hue, around 20 to 30 different saturations may be seen as different colours. The 
human eye is also capable of distinguishing between 60 to 100 different brightness (or 
intensity) levels. Therefore the eye can distinguish approximately 350 000 different colour 
shades. Hence, in terms of fruit colour sorting, differences unseen to human eye may be 
noticed by a device using the RGB colour system. The rest of this section highlights where 
the RGB system has proved to be useful in colour recognition processes. 
Applications of the RGB colour system 
Healey (1989) and Wandell (1987) use the RGB values (from colour images) as tristimulus 
values to represent the colour signal to be analyzed as a spectral power distribution. The 
reason they keep with the spectral curve idea, is so that the R, G and B phosphor (or filter) 
spectral distributions are calibrated out of the image information. This means that any camera 
or monitor will represent an image the same way on each device, whereas if the RGB spectral 
curves are not accounted for, each monitor or camera will have a slightly different 
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2. Colour Systems and Representation Techniques 
representation of an image. This effect can be seen in a television store, where no two 
monitors show the exact same colours of the same picture. 
If only one monitor and one camera were to be used for on line colour classification, then 
there would be no need to calibrate out the RGB spectral curves. Since the RGB spectral 
cur"Ves would be a constant throughout classification, the timely spectral distribution 
representation of an image need not be used. Classification could be based purely on the RGB 
colour system. 
An application using the RGB system is given by Ludman et al. (1987). They use the RGB 
values as a basis for colour object identification by monochromatic binary correlation. The 
authors describe a real-time polychromatic image correlator that uses a magnetooptic (MO) 
spatial light modulator (SLM) device for pattern recognition based on both the colour and 
shape of an input object. The object tested was uniformly coated with one colour. The 
proposed system utilizes a multichannel spectral matched spatial filter employed in a binary 
coherent optical correlator. Input colour images are transformed into binary colour coded 
coherent images by a colour grating. The colour encoded images are read out by a charged 
coupled device (CCD) interfaced with a MO SLM. The colour encoded binary images are 
then processed by a multichannel joint spectral matched spatial filter synthesized by 
monochromatic light. Recent advances in the design of SLMs have led to the development 
of real time optical pattern recognition systems with potential applications in automatic 
inspection. 
Another application of the RGB system is given by Keller et al. (1986). They demonstrate 
a technique for colour image analysis of food. The analysis of each colour image is based on 
histogram analysis of the three primary colour components (RGB). Their experimentation was 
on analyzing steak and how well cooked the inside of the steak was. The results show that 
this method is more sensitive to actual colour distribution of the meat analyzed than a 
previous temperature measuring method. As. expected the shape of the histogram of the red 
component provided the most distinctive features for separating the various levels of cooked 
steaks, with the shape of the blue component providing the least differences. 
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2. Colour Systems and Representation Techniques 
A further application using the RGB system is given by Eklundh et al. (1980). They show 
three approaches to reducing errors in colour pixel classification. The methods use the RGB 
pixel components as features for classification. The first method is a postprocessing approach 
using iterated reclassification based on comparison between the class of the pixel and the 
classes of the pixel's neighbours. The second method is the preprocessing approach using 
iterated smoothing, by averaging pixels with selected neighbours, prior to classification. The 
third method is by relaxation, which is a probabilistic classification of pixels followed by 
iterative probability adjustment. In experiments using a colour image of a house, the 
' 
relaxation approach gave a markedly superior performance, by eliminating 4 to 8 times as 
many errors as the other methods did. 
The RGB system, which is the simplest and the most practical does show promise as a colour 
system for on-line fruit sorting, provided all ~hree colour components are used in the 
classification process. 
2.4.3. The Munsell Colour System 
The Munsell system provides a perceptually uniform colour space defined in the three 
attributes called H (hue), V (value}, and C (chroma) which are determined on human 
perceptual experience of object colours. Hue (H) is the attribute of a colour perception 
denoted by red (R), yellow (Y), green (G), blue (B), purple (P), and so on. The major hues 
consist of R, Y, G, B, P, and the five half way hues of YR, GY, BG, PB, and RP. Each 
major hue is divided into 10 points, and then the total 100-point hue scale is arranged at 
perceptually equal spacing as a hue circle (see Figure 2.7). Value (V) corresponds to 
lightness. The scale gives 10 perceptually equal steps ranging between ideal black (V =0) and 
ideal white (V = 10). Chroma (C) is similar to saturation or purity, and represents the amount 
of grey in the colour with the same lightness. 
Tajima (1983) states that the Munsen system is widely applied in industry. However, because 
of the cylindrical property, it is complicated to compute a colour difference between two 
given colours in the Munsell system. Tajima (1983) along with Wyszecki and Stiles (1967) 
and MacAdam (1981), mention thallno mathematical expression exists for the transformation 
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Figure 2.7: Munsell's cylindrical arrangement of colours. Constant-value 
scales of chroma are shown on horizontal lines in radial planes of constant 
hue, RP and Y. Constant-chroma scales of value are vertical. 
from XYZ to Munsell. Tables do exist in which every Munsell colour is written in XYZ 
values. It is necessary to retrieve X, Y, Z values in the table which are closest to available 
X, Y, Z values and get corresponding Munsell values by means of interpolation. Therefore, 
the Munsell system does not suit high speed computer graphics. 
In contradiction to the above paragraph, Tominaga (1986) refers to a mapping method he 
developed to transform the observed colour signals to the Munsell colour space. From this, 
the perceptual attributes of a colour image can be predicted quantitatively. The histograms 
of the three attributes are then analyzed, based on a recursive thresholding method, for image 
segmentation. This operation corresponds to the recursive detection of compact clusters in a 
colour specification space. Experimental results demonstrated the feasibility of the proposed 
method. Although colour images could be segmented fairly accurately, the method did not 
seem appropriate for real time colour analysis. 
2.4.4. The CIE L*u*v* and CIE L*a*b* Colour Systems 
To employ human eye sensitivity for computer processing, a mathematical expression is 
necessary in which calculated colour differences approximate those sensed by human eyes. 
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2. Cowur Systems and Representation Techniques 
Such a mathematical system is called a uniform colour scale. In general, it is uniform colour 
spaces that allow for the Euclidean distance between two points to represent their colour 
difference. The CIE L*u*v* system (Figure 2.9) and CIE L*a*b* (Figure 2.10) system are 
such systems which are recommended by CIE for colour difference evaluation use. Since the 
L *u *v* system is the newer system and seems to approximate the colour difference sensed 
by humans more closely, this system is. recommended by Tajima (1983) for computer 
graphics. The L *, u*, v* uniform colour system used by Tajima is almost identical to the 
1964 CIE U*, V*, W* system described in Wyszecki & Stiles (1967) p460. This system is 
an updated version of the 1960 CIE-Uniform Chromaticity Scale (UCS) Lu v system (Figure 
2.8). Both systems are simple transformations of the CIE tristimulus values (X, Y, and Z) 
(to be shown in chapter 3). 
The L*u*v* and L*a*b* systems are similar in that L* (lightness) is calculated the same way 
for both systems, u* and a* are the chromaticity variation from green to red, and v* and b* 
are the chromaticity variation from blue to yellow. Both systems reference a standard white 
illuminant. The main differences between the L*u*v* and L*a*b* systems are that u* and v* 
both account for the lightness L* whereas a* and b* are independent of L*. The L*a*b* 
system is recommended for viewing under reflected light, while the L *u*v* system is 
recommended for viewing additive sources (such as a colour monitor) (Robertson (1988)). 
By using only the u* value, a linear scale for colours on, say, apples (greens, yellows, and 
reds) could be investigated. Computation time could hence be greatly reduced since one value 
(u*) would represent a colour instead of three values (RGB). In general, however, conversion 
from RGB to L*u*v* is considered computationally expensive if carried out by software. 
However, high speed conversions can be accomplished by hardware, using combinations of 
large scale integrated (LSI) circuit conversion tables and adders. 
The L *, a*, b* system is a colour difference system more suited to industry because of 
computation speed (its derivation will be given in chapter 3). The following highlights 
applications of this colour system. 
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2. Colour Systems and Representation Techniques 
Applications of the L *a*b* colour system 
\ Celenk and Smith (1986) use the L*a*b* system for colour image segmentation by clustering 
and parametric-histogramming. The recursive procedure described, tends to integrate the 
fundamental operation mechanism of human colour perception with the statistical data analysis 
concept of mathematical pattern recognition. It detects the image clusters efficiently and 
determines their boundaries correctly. At every iteration step, the algorithm detects the most 
prominent cluster or mode and all of its spectral neighbours in the uniform colour space. In 
order to make the detection process computationally efficient, it first approximates the 
underlying clusters by fitting some circular cylindrical volume elements. This best estimates 
the three-dimensional (3-D) colour distributions of these clusters in accordance with the 
colour perception mechanism of the eye. That is, the boundaries of each volume element are 
composed of two constant luminance planes, two constant circular chroma cylinders, and two 
constant angular hue planes. Each is derived from the sequentially constructed 1-D zero-, 
first-, and second-order parametric histograms of the cylindrical coordinates (i.e., L *: 
Lightness, H0: Jiue, C*: Chroma) of the uniform L *a*b* colour space. 
Celenk and Smith (1986) conclude that for colour segmentation. the colour system should 
implicitly satisfy the condition that numerical differences in feature space should be directly 
proportional to perceptual differences in the human visual system. The L *a*b* system 
satisfies such a criterion. 
Robertson (1988), Miller and Delwiche (1989), Galloway (1989), and Uehira and Komiya 
(1990) are other authors who have used the CIE L*a*b* colour system for their colour 
analysis work. Their criterion for using the colour system is the same as that given in the 
above paragraph by Celenk and Smith (1986). The L *a*b* system: 
•has been used with a user interface for the effective use of perceptual colour spaces 
in data displays (Robertson (1988)); 
•has been the colour system used for a peach grading system. classifying at one peach 
per second (Miller and Delwiche (1989)); 
•has been the colour system used on the ACS CHROMA- Quality Control System 
which is a tool for setting tolerances for colour approval and for running Pass/Fail 
evaluations on batches in production (Galloway (1989)); 
2-18 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
2. Colour Systems and Representation Techniques 
•has been used with gradient-index (GRIN) rod lenses for determining pattern edge 
colour differences in colour images (Uehira and Komiya (1990)). 
2.4.5. More Perceptual Colour Systems 
The transformations from RGB via the tristimulus values XYZ to the L*a*b* or L*u*v* or 
Munsell colour systems can generally be considered as complex and time consuming. The 
L *_ systems require at least a cube root operation and the Munsell system may require 
interpolation for accuracy. It has been found that in many cases the precise properties of the 
colour space are n:ot needed (Niblack (1986)). Other colour spaces such as the HSI, HSV, 
HLS and HYC systems have been defined that are similar to perceptual colour spaces and 
have simple computational transformations. 
The following definitions must first be clarified (Rossotti (1983)): 
HUE : is the primary sensation of colour (e.g. blueness, or greenness) and 
varies with any change in dominant wavelength. It is generally 
measured as an angle. Hue representative symbols are H, h, ore. 
SATURATION : 
INTENSITY: 
(or CHROMA) is the extent to which a wavelength dominates the light, 
or th  colour purity. Saturation representative symbols are S or C. 
(or VALUE, or LIGHTNESS, or BRIGHTNESS, or LUMINANCE) 
is the degree of brightness. The so called 'natural' or 'achromatic' 
colours, black, grey and white, are of zero saturation, and differ from 
each other only in brightness. Intensity representative symbols are I, 
V, Lor Y. 
The rest of this section highlights the features of some other perceptual colour systems 
investigated. These systems can be divided into two main areas. The first system is colour 
transformation algorithms that derive perceptual colour spaces from the RGB system. The 
second system is an extension of the first, where matrices are derived from the colour 
transformation algorithms. These matrices operate on the RGB system to obtain HSI 
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2. Colour Systems and Representation Techniques 
perceptual colour systems. 
2. 4. 5.1. Colour transformation algorithms available for computer programs 
Various methods exist in which one may intuitively derive a perceptual colour space and then 
relate this to an algorithm for a computer program. Burger and Gillies (1989) p335 derive 
the HSV model in such a manner. To relate the RGB model with more intuitive colour 
concepts of hue, saturation and brightness (value), it is necessary to realize that any three 
absolute intensities (RED, GREEN, BLUE) can be produced by the sum of a pure colour 
(hue) and a white light. Saturation expresses the relative magnitude of the pure colour and 
the white components. Since white light contains equal portions of RED, GREEN and BLUE, 
a white component can be determined from the minimum of the three components of any 
colour: 
RED,.. = GREENW = BLUE,., = MIN(RED,GREEN,BLUE) 
The pure colour is the mixture of at most two primary colours and can be calculated by the 
following expressions: 
REDh = RED - MIN(RED,GREEN,BLUE)_ 
GREENh = GREEN - MIN(RED,GREEN,BLUE) 
BLU~ = BLUE - MIN(RED,GREEN,BLUE) 
The index 'h' indicates pure hue and at least one of these components will be equal to 0. 
The HSV model can be represented by a hexagonal cone, as shown in Figure 2.11. Colour, 
or hue, is defined by an angle with red being at angle 0°, yellow at 60°, green at 120°, and 
so on. A simple intuitive formula is used for the calculation of the hue angle for pure colours 
(which contain no more than two primaries). For example, between red and green: 
Hue angle = (120.GREEN) I (REDh + GREENh) in degrees 
When GREENh = 0. red (hue = 0°) is obtained, when REDh = 0, green (hue = 120°) is 
obtained and when REDh = GREENh, yellow (hue = 60°) is obtained. Similar expressions 
are derived for the five other sides of the hexagon. 
Although it would be possible to calculate the saturation value defined by the CIE curve, a 
much simpler formula is used for the value of the saturation in this intuitive model: 
Saturation = 1 - ( MIN(RED,GREEN;BLUE) I MAX(RED.GREEN,BLUE) ) 
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v 
Cyan 
Figure 2.11: The HSV representation showing a hexagonal cone with the white 
or gray shades lying on the vertical axis. Colour is represented by an angle 
and constant value by a horizontal plane. 
Saturation in the HSV model is similar to purity , being equal to 1 for pure colours and 0 for 
white. However, its value is not exactly equivalent to the saturation values defined by the 
CIE diagram. The brightness value, Value, is expressed simply by the intensity of the 
maximum component: 
Value = MAX(RED,GREEN,BLUE) 
There are similarities between the RGB colour cube and the HSV hexicube. For example, the 
top hexagonal facet of the hexicube is a mapping of the three facets of the cube that adjoin 
the axes (pure hues with maximum intensities) on to a planar hexagon. 
Tektronix (in Burger and Gillies (1989) p337) developed another system called the HLS 
model, which is similar to the HSV model, but a double cone is used with the black and 
white points placed at the two apexes of the double cone. This is similar to the HLS system 
recommended for computer graphics by the Graphics Standards Committee, Siggraph, ACM. 
The algorithm is given in Niblack (1986) p62. Furthermore software examples and program 
code are given in Niblack ( 1986) p205 for RGB to HSI and vice versa conversions. These 
transformation algorithms can be incorporated into integrated circuits, thus yielding hardware 
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2. Colour Systems and Representation Techniques 
chips capable of RGB transformations to perceptual colour spaces and vice versa. For 
example, Data Translations Incorporated give the equations used in their DT7910 RGB to HSI 
conversion chip (Data Translation Manual and Morrissey-Golas (1989)). 
2.4.5.2. Matrix transformations from RGB to HSI 
a) b) 
G 
I 
Figure 2 .12: HSI coordinates within the RGB cube: (a) The I, vl, and v2 axes 
in the RGB cube, and (b) converting from vl and v2 to H and s. 
It has been shown that several algorithms exist in order to derive, as simply as possible, a 
perceptual colour space from RGB components. An even simpler approach would be to have 
a single matrix transformation to convert from RGB to an HSI colour space. This would 
result in more efficient software code. In general this matrix can be derived from some of the 
algorithms mentioned above or from Figure 2.12. 
The RGB cube shown in Figure 2.12 represents all possible colours available for display on 
an RGB monitor. From the geometry the HSI coordinates can be placed within the RGB 
cube. Intensity I is measured along the central R=G=B diagonal of the colour cube. Hue 
H and saturation S are polar coordinates in the plane perpendicular to the I diagonal. 
The transformations are all similar in that they involve a (3x3) matrix multiplication to the 
(3xl) RGB column vector. This result yields the (3xl) (l,vl,v2) column vector. Where I is 
2-22 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
2. Colour Systems and Representation Techniques 
intensity and vl, v2 are line vectors which make a Hue angle and Saturation radius. Some 
examples of matrices which have been derived and used are given below. 
Examples and Applications of RGB to HSI Transformations Using Matrices: 
According to Niblack (1986) p59, if H is set to zero in the direction of blue, the 
transformation equations may be derived from the Figure 2.12. The intensity axis I is 
R=G=B, the vector vl is orthogonal to I in the plane of I and B, and v2 is the vector I cross 
vl to complete the orthogonal system. The transformation is : 
[ 
I l [ 1/3 1 /3 1 /31 (R] 
vl = -1/VS -1/VS 2/VS G 
v2 1/VS -2/VS O B 
(2.2) 
v 1 and v2 are converted to a polar coordinate system giving H and S to complete the 
transformation: 
(2.3) 
Were His in the range o0 to 360°. 
Lehar and Stevens (1984) give a slightly different matrix transformation to (2.2) that allows 
the RGB cube to be tilted to form a regular hexagon (in the Hue/Saturation plane) as if the 
cube were viewed down the R=G=B diagonal line. Their work involves using this 
transformation for enhancing digital colour chromaticity whilst reducing processing time. In 
this method, colour image data are encoded into a greatly reduced subset of colours (from 
2563 to 256 colours) for convenient storage and display. Processing can thus be done on this 
set, or look up table (LUT), of colours rather than the pixel data values, resulting in 
chromaticity adjustments that can be viewed interactively (an example is given as to how the 
object of interest can be enhanced and surrounding unwanted scene totally removed from the 
image). A colour reassignment from RGB to HSI results in a classified or colour-enhanced 
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2. Colour Systems and Representation Techniques 
image. A fractal curve (the Peano curve), mapping the three dimensions of colour space to 
one dimension, is used for encoding the image. Applications for this method include colour 
enhancement, extraction of features from complex scenes, and classification of multispectral 
images. 
Ramirez in Niblack (1986) p60 presents another matrix transformation that accounts for the 
luminosities of the phosphors of an NTSC standard monitor. Now the intensity is given as 
the luminance signal Y. As in PAL Colour Tv (1967), .the adding of colour signals to make 
white light must be done in the proportion 0.31: 0.59: 0.11 (red: green: blue). This ratio now 
allows the intensity to fit more to the V(I..) response curve of the human eye (Figure 1.1). 
Benson (1986) in Slaughter and Harrell (1987) also provides a different RGB to HSY 
transformation, and here too the NTSC monitor phosphors are accounted for. Slaughter and 
Harrell (1987) use this transformation in developing a colour vision system for robotic orange 
harvesting. The system segments a scene image into possible orange pixels and background 
pixels. The criterion used to classify orange and non orange pixels, is based on upper and 
lower experimentally determined thresh lds on hue and saturation. The luminance signal Y, 
is used in a feedback loop to control the aperture on the camera analyzing the scene. Since 
real time vision guidance in robotic fruit harvesting requires high speed image processing 
techniques, the colour segmentation algorithm they describe has potential for this application, 
particularly if implemented in hardware. 
The reason why there are no standard RGB to HSI conversion matrices (and vice versa) is 
because each transformation matrix was developed with particular spectral reflectance curves 
of R, G and B in mind, and with an arbitrary colour Hue as the 0 degree starting angle (~ 
blue in the case of figure 2.12). The matrix transformations introduced in this chapter will 
be dealt with in more detail in the chapter 4, where the effect of each transformation can be 
compared. 
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2. Colour Systems and Representation Techniques 
2.5. Some colour sensine devices known to be available 
The CS70 series intelligent colour sensor (Yamatake-Honeywell Manual), Protea laboratories 
colour analyzer (Roper (1992)), The IMAGE-CLD colour module (Matrox Image Series), and 
The ICS Texicon computer spectrophotometer (ICS Texicon Spectraflash Manual (1991)) are 
colour analysis devices know to be imported to South Africa. They all have the features of 
being able to analyze any coloured object, with some or all of the colour representation 
systems described in this chapter. Their major drawback, however, is that they all analyze 
(except the IMAGE-CLD) only one patch (between 8 and 20 mm diameter) on the object. The 
sensor head must either be in contact with the object, or placed a set distance from the object. 
Hence, when considering an automatic on line fruit sorting machine, if a detailed colour 
analysis is required of the total fruit skin, the above mentioned devices may not prove useful 
in such a situation. However, a device such as the ICS Texicon computer spectrophotometer, 
is ideal for experimental analysis into which colour system best represents fruit colour. Such 
an experiment will be covered in the next chapter. Further experimental results given in later 
chapters, will use and transform the RGB values given by· images captured with the Matrox 
MVP-AT frame grabber (Matrox MVP-AT User's Manual (1989)). The IMAGE-CLD can 
output RGB, HSI or YIQ signals associated with pixels on an image, whereas the MVP-AT 
only outputs the RGB signal associated with the pixels. The MVP-AT was used since it is a 
considerably cheaper module than the IMAGE-CLD. 
This chapter has introduced several colour representation methods. All of these methods have 
been investigated with the intention of finding one that will be the most appropriate system 
for automatic fruit sorting. It has been shown that spectral reflectance and spectral power 
distribution curves offer more detail in colour representation than any of the three coordinate 
colour systems. . However, systems such as the CIE chromaticity coordinates and RGB 
provide sufficient colour representation. The L *u*v* and L *a*b* colour systems are ideal if 
colours are to be matched by Euclidean distances. In addition, the HSI and other perceptual 
colour spaces are generally easier to derive and represent colour adequately. All colour 
systems can eventually be derived from the CIE XYZ tristimulus values. The next chapter 
analyzes the performance of most of the colour systems described here, by identifying certain 
colour regions of a fruit. 
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CHAPTER3 
Experimental Comparisons Between Colour 
Representation Systems 
3.1. Introduction 
One of the main objectives for the project being described, is to find a colour system that can 
adequately represent colour differences in a single fruit. A major criterion for choosing the 
( colour system is that the colours should be classified in real time. Hence, before the 
classification process can take place, the colours of the scene must first be represented by 
some colour space in r~ time. This may involve hardware which transforms each colour 
observed to the adequate and more processable colour representation. 
The main emphasis on fruit colour sorting for this project is to sort out the grades of a 
particular cultivar. Obvio_usly if the fine detail between colour grades can be determined, then 
sorting between different cultivars such as red, green and yellow apples, should be a trivial 
task. 
This chapter gives a comparison of most of the colour representation systems highlighted in 
chapter 2. The comparisons are made by using experimental results measured on the ICS • 
Texicon colour analyzer (property of Woolworths, Cape Town). This apparatus was used to 
measure spectral power distributions, and X, Y, Z tristimulus values. The device gave the 
colour reading for samples placed on a 12mm diameter aperture (see Figure 3.1). The ICS 
Texicon colour analyzer could also simulate various types of lighting conditions. In the two 
experiments that were conducted, the CWF (Cool White Fluorescent) and TL84 (a fluorescent 
light with better colour rendering) lighting conditions were chosen. These lighting conditions 
were to simulate different store display lightings. Colours observed in a large field (within 
10 degrees subtended from the eye) and colours observed in a small field (within 2 degrees 
subtended from the eye) appear slightly different (Wyszecki and Stiles (1967)). This 
phenomenon was accounted for in the experiments, since the colour analyzer allowed for the 
readings to be taken at small field and large field observations. 
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3. Experimental Comparisons Between Colour Representation Systems 
How the spectrophotometer works: A sample is placed against the measuring aperture (1). Th 
aperture is an opening in the wall of a white integrating sphere (2). Light from the Xenon flashl 
(3) passes through a 065 filter to give daylight simulation. The filter wheel (5) permits ultraviolet cut 
off. The sample beam (6) measures the reflected light from the sample, and the reference bea 
measures the reflected light from the sphere wall. Light reflected from the sample passes down th 
sample beam to the sample analyzer (8), where light is split into its spectral components by 
diffraction grating; the diode array records simultaneously the intensity of the light at specifi 
·wavelengths. At the same time, light passes down the reference beam from the sphere wall into th 
reference analyzer (9), which is identical to the sample analyzer. The specular port or gloss trap (10) 
can be used to include or exclude the gloss component of any measured sample. Lens ( 11) is used to 
focus the sample beam onto smaller sample areas. The microprocessor in the spectrophotomete 
processes the measurements and transmits the reflectance data to the computer. 
--
--
(1~ 
OIFFAACTION 
GRATING 
MPUTER 
Figure 3.1: A simplified diagram of the Spectraflash, which is the hardware 
used with the ICS Texicon colour analyzer (ICS Texicon Spectraflash Manual 
(1991)). 
The first experiment was to demonstrate that green and red apple cultivars can be easily 
distinguished. The method involved a comparison between six grade one apples consisting of 
three apple cultivars. Namely two Granny Smiths, two Golden Delicious, and two Red 
Starkings. The spectral power distribution curve, and tristimulus values were measured at 
similar positions for each fruit (position A on Figure 3.2). The comparative results are given 
in section 3.2. The chromaticity coordinates are also given for the two lighting conditions 
(CWF and TL84) and the two viewing fields (2° and 10°). By way of mathematical 
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3. Experimental Comparisons Between Colour Representation Systems 
·A==i 12mm 
E 
Figure 3.2: Positions on a Granny Smith apple observed through the 12mm 
diameter aperture of the res Texicon computer spectrophotometer. 
transformation, the X, Y, and Z tristimulus values measured were used to calculate .the colour 
coordinates of the previously mentioned colour spaces in chapter 2. Since, all colour spaces 
can distinguish between red, green and yellow, the comparison between the green and red 
cultivars was considered trivial, hence, values corresponding to other colour spaces were 
calculated, but are not shown for this experiment. 
The second experiment involves a comparison between the different shades of green on a 
single Granny Smith apple. The aim of the experiment was to determine if all the colour 
representation methods discussed could equally and effectively distinguish between the green 
shades. The method involved taking spectral power curves and tristimulus readings for six 
positions on a grade one Granny Smith apple (see Figure 3.2). For each position the results 
were given for two lighting conditions (namely CWF and TL84) and for large field (10°) and 
small field (2°) observations. Section 3.3 gives the calculations used to determine, from the 
XYZ tristimulus values, the: 
• CIE 1931 x,y chromaticity coordinates; 
• CIE 1960 UCS,u,vvalues: 
• L *u*v* values and L *a*b* values; 
• RGB values; 
• and HSI values. 
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3. Experimental Comparisons Between Colour Representation Systems 
Section 3.3 also gives the comparative results of this experiment. This chapter ends with a 
summary diagram of the relationships between the colour systems and a discussion on the 
results obtained. 
3.2. Comparative Results of Colour Systems Representin2 Three Cultivars 
The three apple cultivars being compared in this section are: green Granny Smith; green 
Golden Delicious; and red Starking. The two oldest colour systems are used inc this 
experiment, namely spectral power distribution curves and chromaticity coordinates derived 
from tristimulus values. Only these two colour systems were chosen since the ICS Texicon 
colour analyzer automatically produced results in these colour representations. In addition, 
this experiment was aimed at illustrating that the oldest colour representation systems are 
good for distinguishing between different hues (like red and green) but are not ideal for 
distinguishing between similar hues (like pale and dark green). The next experiment in section 
3. 3 will be using most of the colour systems described in chapter 2 in order to find a colour 
system to distinguish between similar hues. 
3.2.1 Spectral Power Distribution Curves for Six Apples 
The spectral power distribution curves (i.e. independent of source lighting) of Figure 3.3 
distinguish the A position (see Figure 3.2) for-two Granny Smiths, two Golden Delicious, and 
two Starking apples. 
Observations 
The first grade apples chosen for each cultivar were virtually identical in appearance. The 
spectral power curves confirm this fact, since the shapes of the curves for each cultivar are 
similar. The green curves of the Granny Smiths, and Golden Delicious (Figures 3.3a and 
3.3b ) are undoubtably different to the red curves of the Starkings (Figure 3.3c ). All the 
green apples observed have a prominent spectral peak at about 560nm. It is thus difficult to 
distinguish between the two green cultivars. However, the curves for the Granny Smiths tend 
to drop off sharper to the right of their peaks, compared to the Golden Delicious curves. This 
observation suggests that the Granny Smiths have less yellow, and are thus greener than the 
Golden Delicious, which is true. 
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3. Experimental Comparisons Between Colour Representation Systems 
3.2.2. Chromaticity Coordinates for Six Awles 
The colour response of the normal human eye, namely that of the C.I.E. standard observer, 
can be represented by the ratio of three integrals of the weighted spectrum. The three 
tristimulus values X, Y, Z are defined by: 
X = f P()..)x()..)d).. 
A. 
Y = f P()..)y()..)d).. (3.1) 
A. 
Z = f P()..)z()..)d).. 
A. 
Where P()..) is the radiant power of the light emitted from the object under consideration as 
a function of the wavelength J.., and x(.A.), y(J..), z(.A.) are weighting coefficients called spectral 
tristimulus values shown in Figure 1.2. The y(.A.) function has been chosen to be identical 
with the V(J..) function. Hence Y is proportional to the photometric amount of radiation. The 
ratio of the tristimulus values is of main interest. Hence if the sum of the tristimulus values 
is used 
s = x + y + z, 
then the chromaticity coordinates (x,y,z) can be formed: 
x = XIS ; y = Y IS ; z = ZIS 
By their definition x + y + z = 1 . 
It is usual to substitute the continuous integral signs in equations (3.1) with a summation sign. 
The XYZ tristimulus values can then be calculated by using values from P(J..), x(J..), y(J..), and 
z(J..) at intervals of Al for the visible spectrum (i.e. use ).. from 380nm to 720nm ). The 
experiments using the ICS Texicon colour analyzer calculate the tristimulus values for A .A. 
equal to 20nm. Obviously, if Al was smaller, say lnm, then the corresponding X, Y, and 
Z values would be proportionally much larger than the X, Y, and Z values calculated for Al 
at 20nm. ·The magnitudes of the XYZ values will only become important for L *u *v*, 
L*a*b*, and RGB colour system calculations derived from X, Y. and Z. This fact does not 
affect the x, y, and.:: values since they are calculated using the ratios of the XYZ tristimulus 
values. 
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3. Experimental Comparisoru Between Colour Representation Systems 
Table 3.1 shows the tristimulus values and corresponding chromaticity coordinates for the six 
apples used in the experiment, and their values under two different lighting conditions and 
two viewing fields. Figure 3.4 shows corresponding relative positions of the chromaticities 
for the six colours. 
Table 3.1: Chromaticity coordinates for 2 Granny Smiths (GS), 2 Golden Delicious (GD) and 2 Starkings (ST). 
Lighting Apple 
CWF-2 GSl 
GS2 
GDl 
GD2 
STl 
STI 
CWF-10 GSl 
GS2 
GDl 
GD2 
STl 
STI 
0.50 
0.48 
0.46 
0.44 
>- 0.42 
0.40 
0.38 
0.36 
0.34 
0.36 
x y Lighting Apple 
0.416377 0.4725 Tl..84-2 GSl 
0.414608 0.484273 GS2 
0.430767 0.479248 GDl 
0.431521 0.469659 GD2 
0.494782 0.359876 STl 
0.501945 0.408831 STI 
0.433942 0.45701 TI..84-10 GSl 
0.433591 0.466639 GS2 
0.448543 0.463581 GDl 
0.448038 0.455259 GD2 
0.494009 0.35717 STl 
0.50882 0.401375 STI 
TL84 (x,y) 
CWF (x,y) 
I~ I"= 
I .... "i 
I GS••i -~ I o< i 0 i l i i~ 
... 
' 
1' ! I 
I I 
I ~ 
' I 
Jx I I 
' i I .... ' i i 
0.38 0.40 0.42 0.44 0.46 0.48 0.50 
x 
.A. CWF-2 
o TL84-10 
+ CWF-10 * TL84-2 
x TL84 (x,y) • CWF (x,y) 
x y 
0.412626 0.481196 
0.406283 0.497365 
0.42982 0.484405 
0.433694 0.472079 
0.527872 0.350102 
0.530328 0.392189 
0.428292 0.467078 
0.424255 0.480697 
0.445361 0.470588 
0.447581 0.459754 
0.524461 0.350325 
0.532552 0.389156 
0.384 0.37 
0.379 0.366 
I =ti 
t~ST1 
0.52 0.54 
Figure 3.4: The colour positions for the six apples (GSl, GS2 1 GDl, GD2, STl 
and ST2) on the (x,y) chromaticity plane6 for two lighting conditions (CWF and TL84) and two viewing fields (2o and 10 ). 
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3. Experimental Comparisons Between Colour Representation Systems 
Observations 
If one can picture the points shown in Figure 3.4 on the chromaticity chart of Figure 2.5, one 
can see that the green chromaticity coordinates are quite distinct from the red. It is also 
almost possible to distinguish between the greens of the Granny Smiths (GSl and GS2) and 
the Golden Delicious (GDl and GD2). One can also notice the trend, that the relative 
positions of the fruit colours remain in a similar pattern for each of the CWF and TL84 
lighting conditions, under each of the viewing field angles. A viewing angle from 2° to 10° 
tends to shift the greens from lower x values to higher ones and from higher y values to lower 
ones, whereas the red values of the Starkings (STl and ST2) remain almost invariant to the 
viewing field angle. Note that the chromaticity coordinates of TL84 and CWF illuminants are 
also shown in Figure 3.4. They are very close on the x,y plane and hence similar in colour, 
however this fact does not show that TL84 has better colour rendering abilities than CWF. 
What does show that TL84 renders colour better than CWF is that all colours viewed under 
TL84 have a wider spread in the x and y directions, than those colours viewed under CWF 
lighting. From these observations one may conclude that viewing colours under TL84 at a 
small field angle (2°) yields a maximum spread between greens and reds. 
3.3. Comparative Results of Colour Systems Representine; Six Positions on a Granny 
Smith Apple 
This section compares seven colour system representations of the six colour positions shown 
in Figure 3.2. Colour representation using spectral power distribution curves is first 
presented. Next, the chromaticity coordinates for each of the six positions are compared. The 
remaining colour systems to be compared are calculated from the measured XYZ tristimulus 
values, and they are the: CIE 1960 UCS (u,v) coordinates; L*u*v* values; L*a*b* values; 
RGB values ;and HSI values. Each colour system is used to represent the positions under two 
types of lighting (C\VF and TL84) and for two observation fields, namely the small field (2°) 
and the large field ( 10°). 
3.3.1. Spectral Power Distribution Curves for Six Positions 
Figure 3.5 shows the spectral curves for the six positions A,B,C.D,E and F on a Granny 
Smith apple (given in Figure 3.2). 
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Figure 3.5: Spectral power distribution curves for the six positions: A, B, C, D, E 
and F on the Granny Smith apple shown in Figure 3.2. 
Observations 
The curves of Figure 3.5 indicate that the different positions on the fruit analyzed, have 
differing spectral components to one another. The curves show that positions A,C,E and F 
have power peaks at about 560nm, hence they are greener than positions B and D. A 
subtraction between any two curves from one another could be a method to find colour 
differences between two colours at every wavelength. 
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3. Experimental Comparisons Between Colour Representation Systems 
3.3.2. CIE 1931 Chromaticity Coordinates for Six Positions 
Table 3.2 contains the XYZ tristimulus values and x,y chromaticity coordinates for the six 
positions on a Granny Smith apple. These values were calculated by normalizing the XYZ 
tristimulus values produced from the ICS Texicon colour analyzer: The calculation uses 
equations (2.1). Figure 3.6 uses this table of results to show how the six colour positions 
vary on the CIE 1931 chromaticity chart. The figure also shows how the lighting conditions 
and viewing fields shift the coordinates for the six positions. 
Table 3.2: Tristimulus values and chromaticity coordinates for the six apple positions shown in Figure 3.2. 
Lighting Position x y z x y 
CWF_2 A 27.56 31.28 7.35 0.416 0.473 
B 12.31 12.46 3.55 0.435 0.440 
c 24.36 26.89 6.76 0.420 0.464 
D 6.87 7.18 2.56 0.414 0.432 
E 20.46 23.60 4.71 0.420 0.484 
F 28.38 31.41 9.38 0.410 0.454 
CWF_lO A 28.97 30.51 7.28 0.434 0.457 
B 12.78 12.20 3.57 0.448 0.427 
c 25.53 26.25 6.76 0.436 0.448 
D 7.16 7.06 2.58 0.426 0.420 
E 21.55 22.95 4.67 0.438 0.467 
F 29.75 30.76 9.38 0.426 0.440 
TL84_2 A 27.32 31.86 7.03 0.413 0.481 
B 12.55 12.41 3.40 0.443 0.438 
c 24.28 27.24 6.44 0.419 0.470 
D 6.96 7.20 2.46 0.419 0.433 
E 20.15 24.16 4.50 0.413 0.495 
F 28.30 31.86 8.97 0.409 0.461 
11.84_10 A 28.49 31.07 6.96 0.428 0.467 
B 12.86 12.18 3.41 0.452 0.428 
c 25.22 26.59 6.43 0.433 0.457 
D 7.17 7.09 2.46 0.429 0.424 
E 21.08 23.48 4.45 0.430 0.479 
F 29.41 31.19 8.96 0.423 0.448 
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3. Experimental Comparisons Between Colour Representation Systems 
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LEGEND OF LIGHTING AND VIEWING OONDmONS SIMULATED I ... CWF_2 + CWF_10 * TL84_2 D TL84_10 
Figure 3.6: The CIE 1931 chromaticity distribution of the 6 apple position 
colours: A, B, C, D, E and F given in table 3.2, for CWF and TL84 lighting at 
2° and 10° field observations. 
Observations 
From Figure 3~6 it appears that the relative distribution pattern between the six positions is 
mostly independent of the lighting conditions. As observed in section 3.2.2, a viewing angle 
from 2° to 10° tends to shift the greens from lower to higher x values and from higher to 
lower y values. Also the relative coordinate position spacing between the six colours tends 
to increase from the CWF to the TL84 lighting conditions. However, it is possible to deduce 
by observing the six colour positions on the chromaticity chan, that the colour at E is 
greenest and that at B is reddest (or brownest), independent of the lighting and viewing 
conditions. It is difficult to perceptually compare the colours shmvn at F, A, C, and D using 
the x,y coordinates. 
3.3.3~ CIE 1960 Uniform Chromaticity Scale (UCS) Coordinates for Six Positions 
The CIE 1960 UCS coordinates (u, v) are a transformed version of the CIE 1931 chromaticity 
coordinates (x,y). The transformation is given in equation (3.2) (Wyszecki and Stiles (1967)). 
4x 
u = -----
6y 
v = --~-- (3.2) 
-2x+12y+3 -2x+12y+3 
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3. Experimental Comparisons Between Colour Representation Systems 
This transformation is aimed at providing a more uniform distribution of colours, by reducing 
the large green section of the CIE chromaticity chart (Figure 2.5) and enlarging the small 
yellow and red sections of the chart. Table 3.3 gives the results of this transformation, and 
Figure 3. 7 shows how the six colour positions vary on the CIE 1960 UCS chart. 
Table 3.3: The CIE 1960 UCS chromaticity coordinates for the six apple positions shown in Figure 3.2. 
lighting Position u v lighting Position u v 
CWF_2 A 0.212 0.362 1L84_2 A 0.208 0.363 
B 0.235 0.356 B 0.240 0.356 
c 0.218 0.360 c 0.215 0.361 
D 0.225 0.352 D 0.228 0.353 
E 0.211 0.364 E 0.204 0.366 
F 0.215 0.357 F 0.212 0.359 
CWF_lO A 0.228 0.360 1L84 10 A 0.221 0.362 
B 0.248 0.354 B 0.250 0.355 
c 0.232 0.358 c 0.228 0.360 
D 0.237 0.351 D 0.237 0.352 
E 0.227 0.363 E 0.218 0.364 
F 0.229 0.355 F 0.224 0.357 
0.368 i 
0.366 i i 
·I 
0.364 E~ O· A I * +' 0.362 1~.a *c ·4 
0.360 c .. i !F c~ > +C 0.358 ! * 
F.A. I F -0.356 B,. io<" i F+f 0.354 I 
i 0 I o,.. * 0.352 ~ I +D 0.350 
0.2 0.21 0.22 0.23 0.24 0.25 0.26 
u 
LEGEND OF LIGHTING AND VIEWING CONDmONS SIMULATED I ... CWF_2 + CWF_10 * TL84_2 0 TL84 10 
Figure 3. 7: The CIE 1960 UCS chromaticity distribution of the 6 apple position 
colours: A, B, C, D, E and F given in table 3.3 .. for CWF and TL84 lighting at 
20 and lOO field observations. 
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3. Experimental Comparisons Between Colour Representation Systems 
Observations 
From Figure 3. 7 it can be seen that the different lighting conditions and viewing fields shift 
the six green colours across the u, v plane. For example, position A moves from a higher to 
a lower v value and a lower to a higher u value from TL84 to CWF and from 2° to 10° 
observation fields respectively. However, the relative positions between the colours remain 
in the same pattern. As u increases colours move from greens to reds. This single variable 
is able to show that from position E to A to ,F the colours get less green and more yellow, 
and the russet part at C lies more yellow than the brown parts of the base (D) and stem (B) 
of the apple. The v values vary slightly between the colours compared with the u values, 
since an increasing v shows the change of colours from blue to yellow. 
3.3.4. The L*u*v* and L*a*b* Colour Coordinates for Six Positions 
Two colours represented in the L*a*b* and L*u*v* systems are compared by measuring the 
Euclidean distances between them. For the L *u*v* system this can be given as (MacAdam 
(1981)): (3.3) 
where 
L* = 116(Y/Y0) 113 -16 
U* = 13L*( 4X 4Xo ) 
X+15Y+3Z X0 +15Y0 +3Z0 
(3.4) 
( 
gy 9Y. ) V* .= 13L* 0 
X+15Y+3Z X0 +15Y0 +3Z0 
The constants Xo, Y 0 and Z0 are the tristimulus values corresponding to the standard 
illuminating source. Since the ICS Texicon manuals available did not provide such values 
for the CWF and TL84 lighting sources, an estimated calculation was made for the values1• 
1 The calculation used the values of L*, a*, b*, X. Y and Z which were given by the ICS Texicon 
colour analyzer. By using the L*a*b* formula and these values for colour samples under CWF, and TL84 
lighting, the corresponding X0 , Y 0, and Z0 values could be derived for the respective illuminant. 
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3. Experimental Comparisons Between Colour Representation Systems 
These values are estimated as: 
Xo = 132.97 Y0 = 128.64 Zo = 89.63 for CWF and 
X0 = 134.00 Y0 = 128.96 Z0 = 85.87 for TL84. 
The variables X, Y and Z are the tristimulus values of the colour samples, illuminated by the 
same source. The differences between their values of L*, u*, and v* are designated aL*, 
au*, and av*. 
In terms of the CIE Luv formula, the metric hue angle is given by: 
(3.5) 
The L *a*b* formula for colour differences is written in terms of the same constants Xo, Y0 , 
Z0 , variables X, Y, Zand L *, 
where 
a•= s,(~r-(:.rl 
b· = 20~( :.r- l ~ri 
In terms of the CIE Lab. formula, the metric hue angle is: 
(3.6) 
(3.7) 
(3.8) 
Table 3.4 gives the L*, u*, v*, H~v• a*, b*, and W.b values for the six apple positions under 
the 2 different types of lighting and viewing field conditions. Figures 3.8 and 3.9 give the 
corresponding positions of the values in the u*, v* plane and the a*, b* plane respectively. 
3-14 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
3. Experimental Comparisons Between Colour Representation Systems 
Table 3.4: The L*u*v*, L*a*b* and corresponding hue values for the six apple positions shown in Figure 3.2 
Ughting Position L* u• v• a• b* H~v ~b 
CWF-2 A 56.40 -11.52 33.78 -16.21 37.95 -71.18 -66.87 
B 37.27 3.12 18.32 -3.46 23.68 80.33 -81.69 
c 52.84 -7.34 29.99 -12.80 34.20 -76.24 -69.49 
D 28.33 -1.26 11.80 -4.88 15.30 -83.93 -72.32 
E 49.91 -11.41 32.47 -16.21 38.74 -70.64 -67.30 
F 56.50 -9.59 28.78 -13.74 30.77 -71.57 -65.94 
CWF-10 A 55.80 -0.21 31.55 -8.67 37.20 -89.62 -76.88 
B 36.90 9.29 16.88 0.99 22.91 61.17 87.52 
c 52.29 2.81 27.82 -5.95 33.26 84.24 -79.86 
D 28.08 3.25 10.75 -1.22 14.72 73.19 -85.25 
E 49.30 -0.79 30.30 -8.90 37.90 -88.50 -76.79 
F 56.00 0.70 26.62 -6.84 29.90 88.49 -77.12 
TL84-2 A 56.79 -16.82 33.84 -19.45 38.66 -63.57 -63.29 
B 37.16 4.78 17.24 -2.06 23.49 74.51 -85.00 
c 53.08 -10.80 29.79 -14.83 34.77 -70.08 -66.90 
D 28.34 -1.05 11.31 -4.54 15.25 -84.69 -73.41 
E 50.38 -17.62 32.77 -20.21 39.60 -61.74 -62.97 
F 56.79 -13.34 28.71 -15.97 31.31 -65.07 -62.97 
TL84-10 A 56.18 -6.80 31.81 -12.69 37.90 -77.93 -71.49 
B 36.83 9.36 16.14 1.22 22.85 59.89 86.94 
c 52.53. -1.97 27.86 -8.84 33.86 -85.96 -75.37 
D 28.11 2.49 10.53 -1. 71 14.86 76.71 -83.45 
' 
E 49.75 -7.97 30.78 -13.47 38.80 -75.48 -70.85 
F 56.27 -4.37 26.77 -9.91 30.46 -80.73 -71.97 
Observations 
The u*v* and a*b* planes, which are modifications of the CIE 1960 UCS u, v plane, illustrate 
more clearly what was observed in the previous section on the u, v plane. There is still the 
trend that a 2° to a 10° field view shifts the colours to a redder tinge (i.e. in this case by 
shifting points from lower to higher u* or a* values and from higher to lower v* orb* values 
respectively). Also, in these two colour spaces the colours obseryed under TL84 lighting give 
a wider spread than those viewed under CWF lighting. For most conditions the single 
variable u * or a* shows that E is greenest. and from A to F to C colours get more yellow 
and that at D the colour is less brown than B. 
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Figure 3.8: The u*,v* plane showing the 6 apple position colours: A, Bd c, D, 
E and F given in table 3.4, for CWF and TL84 lighting at 2° and 10 field 
observations. 
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Figure 3.9: The a*,b* plane showing the 6 apple position colours: A, B~ C, D, 
E and F given in table 3.4, for CWF and TL84 lighting at 2° and 1ou field 
observations. 
However, the H~v or H~b values shown in table 3.4 give a more accurate account of the 
relative colour positions. This is because, for example, u* will detect that A is greener than 
E in the CWF _ 2° condition which is not true, but by H~v for A being less than H~v for E, the 
H~v value correctly accounts for E being greener than A. The maximum hue angle difference 
is between positions E and B under condition TL84_10°. This angle difference is 44.7° in the 
u*v* plane and only 22.2° in the a*b* plane. In general the spread between colour positions 
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3. Experimental Comparisons Between Cowur Representation Systems 
is much larger on the u*v* plane, than on the a*b* plane. This could be because the u* and 
v* formulae are dependent on the luminance value L *whereas a* and b* are independent of 
L*. Table 3.4 provides the information that with the L* variable, lightness increases from 
positions D, B, E, C, A to F, which is perceptually correct. A point to notice is that the u*, 
v*, a* and b* values all account for the lighting sources tristimulus values X0 , Y0 and Z0 in 
their formulae. It can be seen, however, that this fact does not make the u*, v*, a*, and b* 
values eliminate the effects of the different lighting sources. 
3.3.5. The RGB Values for Six Positions 
RGB values are those used to represent each pixel in an image displayed on a colour monitor. 
However, one can transform to and from the XYZ tristimulus values and RGB values, if the 
chromaticities of each of the Red, Greeri, and Blue phosphors are known. For example, the 
chromaticities of the NTSC colour television system standard (and also the PAL system which 
is derived from NTSC) are: xR = 0.67 YR = 0.33 
XG = 0.21 YG = 0.71 
XB = 0.14 YB= 0.08 
The' luminance signal Y is formed from the outputs of the camera corresponding to the red, 
green and blue components of the scene and is equivalent to their sum in the following 
proportions (PAL Colour Tv ( 1967)): 
Since by definition 
hence 
Y = 0.31R + 0.59G + 0. llB 
x/X = y/Y = z!Z, 
X = (x/y)Y and Z = (z/y)Y 
If the chromaticity ratios are defined as: K = x/y and ~ = z/y, 
then 
(X) I KR Ka Ks ](R) Y = 0.31 0.59 0.11 G 
z ~R ~G ~B B 
(3.9) 
hence by matrix inversion and substitution of the RGB phosphor chromaticities into the above 
equation, the RGB values can be given as: 
(
Rl (0.62 0.17 
G = 0.31 0.59 
B 0 0.066 
o.1a)-1[x) 
0.11 y 
1.02 z 
(3.10) 
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3. Experimental Comparisons Between Colour Representation Systems 
One is mainly interested in observing the relative positions of the RGB represented colours. 
From the above equations, each primary is dependent on the magnitudes of the X, Y and Z 
values. Since the magnitudes of the XYZ values are quite arbitrary, the RGB values of table 
3.5 would not be a true representation of the RGB values for a 24 bit colour monitor. A 
multiplying factor (of say 2) would be needed to raise the RGB table values to a suitable level 
of colour representation on an RGB monitor. Table 3.5 gives the R, G and B values for the 
six positions on the Granny Smith apple viewed under CWF and TL84 lighting at 2° and 10° 
observation fields. Figure 3.10 shows the values of table 3.5 (not corrected for RGB monitor 
display) on the GR plane and Figure 3.11 shows the values on the GB plane. 
Table 3.5: The R, G, and B values for the six apple positions shown in Figure 3.2. 
Lighting Position R G B 
CWF-2 A 33.56 34.46 4.98 
B 15.68 12.38 2.68 
c 29.97 28.94 4.75 
D 8.48 7.34 2.04 
E 24.93 26.36 2.91 
F 34.47 33.82 7.01 
CWF-10 A 36.60 3!.53 5.10 
B 16.69 11.40 2.76 
c 32.48 26.51 4.91 
D 9.08 6.81 2.09 
E 27.30 23.99 3.03 
F 37.35 31.17 7.18 
TL84-2 A 32.91 35.86 4.57 
B 16.20 12.05 2.55 
c 29.74 29.73 4.39 
D 8.66 7.29 l.94 
E 24.12 27.79 ~.61 
F 34.20 34.81 6.54 
Tl.84-10 A 35.51 33.13 4.68 
B 16.89 11.28 :.61 
c 31.82 27.50 4.52 
D 9.11 6.86 l.97 
E 26.22 25.52 :.71 
F 36.62 32.38 6.69 
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Figure 3.10: The R,G plane showing the 6 apple position colours: A, a6 c, D, E and F given in table 3.5, for CWF and TL84 lighting at 2° and 10 field 
observations. 
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Figure 3.11: The B,G plane showing the 6 apple position colours: A, B C, D, 
E and F given in table 3.5, for CWF and TL84 lighting at 2° and 106 field 
observations. 
Observations 
As in the previous colour space observations, the relative colour positions maintain the same 
pattern under the different lighting and viewing field conditions. The 2° and TL84 illuminated 
colour positions both tend to have less red, more green and slightly less blue components than 
the 10° field and CWF illuminated observed positions respectively. This is to be expected 
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3. Experimental Comparisons Between Colour Representation Systems 
since the TL84- spectral power curve has a large peak at the green wavelength (Burke (1992)). 
It is difficult to perceptually realize the colour positions using only one primary variable. For 
example, the green variable G suggests position A is greenest and D is the least green, which 
is not true in terms of actual colour. However, the R and G components together suggest that . 
E has the most green component over red, i.e. the largest green/red ratio, compared with any 
other position, hence E must be the greenest. Similarly by using the green/red ratio the 
remaining positions can be correctly identified. If one uses the green/blue ratio, the positions 
can (as with green and red) be correctly identified perceptually. 
3.3.6. HSI Values for Six Positions 
In chapter 2 a matrix transformation was given (equation (2.2)) that used Niblack's (1986) 
formula to convert from RGB to HSI. In this experiment Lehar and Stevens' (1984) matrix 
transformation is used, as this gave a regular hexagon of colour distribution in the H,S plane, 
whereas Niblack' s was slightly irregular. Chapter 4 will illustrate in more detail the 
differences between the various HSI derivations. The vectors ml and m2 (which make up the 
hue (H) and saturation (S) values) and the intensity (I) are derived from: 
[ 
I l [ 1/3 1/3 1/3 )[R] 
ml = 2/../6 -1/.,/6 -1/.,/6 G 
m2 0 1/{2 -1/{2 B 
(3.11) 
where, after amendments to Lehar and Stevens (1984) incorrect definitions: 
H = tan-1(ml/m2) 
(3.12) 
In the observations stated in section 3.3.5 for RGB values, it was noted that the green/red 
ratio or green/blue ratio, was capable of perceptually classifying the six colour positions. This 
HSI system in fact makes it easier to compare RGB components by rotating the RGB cube 
with the above transformation. The Hue value, in this case, now does the task of comparing 
the amount green over both the red and blue components simultaneously. 
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3. Experimental Comparisons Between Colour Representation Systems 
Table 3.6 gives the ml, m2, H, S and I values for the six positions on the Granny Smith 
apple observed under CWF and TL84 lighting and at 2° and 10° observation field angles. 
Figure 3.12 illustrates how the colour positions vary on the H, S plarie by using the ml and 
m2 coordinates. 
Table 3.6: The vectors ml and m2 and derived HSI values for the six apple positions of Figure 3.2. 
Lighting Position m2 ml H s I 
CWF 2 A 20.85 11.30 28.47 23.71 24.33 
B 6.86 6.66 44.15 9.56 10.25 
c 17.10 10.72 32.08 20.18 21.22 
D 3.75 3.10 39.57 4.86 5.95 
E 16.58 8.40 26.87 18.59 18.07 
F 18.96 11.47 31.18 22.16 25.10 
CWF 10 A 18.69 14.93 38.62 23.92 24.41 
B 6.10 7.84 52.11 9.94 10.28 
c 15.27 13.69 41.89 20.51 21.30 
D 3.34 3.78 48.54 5.04 5.99 
E 14.82 11.26 37.23 18.62 18.11 
F 16.96 14.84 41.18 22.54 25.23 
TL84_2 A 22.12 10.36 25.10 24.43 24.45 
B 6.71 7.26 47.26 9.89 10.27 
c 17.92 10.35 30.02 20.69 21.28 
D 3.78 3.31 41.15 5.02 5.96 
E 17.80 7.28 22.26 19.23 18.17 
F 19.99 11.04 28.92 22.84 25.18 
TL84 10 A 20.12 13.56 33.97 24.26 24.44 
B 6.13 8.12 52.94 10.17 10.26 
c 16.25 12~91 38.46 20.75 21.28 
D 3.46 3.83 47.93 5.17 5.98 
E 16.13 9.88 31.50 18.91 . 18.15 
F 18.17 13.95 37.52 22.90 25.23 
Observations 
Figure 3.12 shows that a 2° field gives values that are larger in ml and smaller in m2, than 
10° field view values ( this is similar to the previous colour space observations). Colour 
positions are more spread out over the m 1 m2 plane when viewed under TL84 lighting 
compared with those values viewed under CWF lighting. Neither ml nor m2 singularly 
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Figure 3.12: The ml,m2 plane shows the 6 apP.le position colours given in table 
3.6, for CWF and TL84 lighting at 2° and 10° fields. The radial lines produce 
hue angles with m2. 
describe the colour positions, however, the hue value gives a sufficiently accurate account that 
position Eis greenest and from A, F, C, D, to B the colour gets less green and more brown. 
From table 3. 6 the maximum hue angle difference of 21. 4 ° is found between positions E and 
B under condition TL84_10°. Saturation, which is the length of the radial lines shown in 
Figure 3.12, shows the purity of each colour position, with position A the most pure (or 
saturated) and D the least. The intensity value I in table 3.6, as with L* in table 3.4 suggests 
that lightness increases from positions D, B, E, C, A to F. The perceptual values of H, S and 
I thus agree with the human ability to perceptually distinguish between similar colours. 
3.4. Summary and Discussion of the Results Shown by The Various Colour Systems 
Figure 3.13 is a chart that shows the relationships between all the colour systems discussed 
in chapter 2 and in this chapter. One can see that colours are represented by spectral 
distributions using a spectrophotometer instrument. The XYZ tristimulus values are usually 
the result of colour matching using a colorimeter, and the RGB colour components are the 
output of a colour RGB video camera (or colour CCD). Each connecting line in the figure 
represents a mathematical operation that must be carried out in order to achieve the required 
colour system. 
3-22 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
3. Experimental Comparisons Between Colour Representation Systems 
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Figure 3.13: Summary diagram representing the inter-relationships between all 
colour systems discussed. Each connecting line represents a mathematical 
transition. 
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3. Experimental Comparisons Between Colour Representation Systems 
Lighting conditions and v1ewmg angles shift the values of observed colour positions, 
however, the pattern of their positions relative to each other remains almost invariant to such 
changing conditions. A lighting system that allows for good colour rendering (TL84), as 
opposed to one with bad colour rendering (CWF), will increase the relative separation 
between values on the same colour space plane. A 2° viewing angle, as opposed to a 10° field 
tends to allow the colour positions to become more green in appearance. This can be 
explained by the photopic response curve of the eye (Figure 1.1), with a 2° field giving a 
larger peak at the green wavelengths than that of a 10° field. 
All the colour representation systems used in the two experiments show that each is capable 
of uniquely distinguishing colours. In the case of spectral curves, one variable - the spectral 
power, is needed to describe a single colour at all visible wavelengths. The other colour 
spaces require at most, two variables to distinguish between colours. Some colour spaces like 
the CIE 1960 UCS (u,v), the L*u*v* and the L*a*b* systems could distinguish between 
green and red with only one variable, namely the u, u*, or a* value respectively. The 
L*u*v*, L*a*b* and HSI colour spaces could enable one to recognise any colour using the 
single variable of hue. Lightness or intensity and saturation were further variables that could 
be used to adequately distinguish between colours as humans perceive the colours. 
From the experimental results given in this chapter any of the colour systems described could 
be used for the proposed automated fruit sorter. The next chapter will give reasons why the 
HSI perceptual colour system was chosen for the automatic fruit sorting task. The chapter will 
also give a comparison between the various RGB to HSI transformations, and the 
development of a new HSI system based on previous transformations, will be shown. The 
new HSI system is aimed at being ideal for the automatic fruit sorting device. 
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CHAPfER4 
Further Experimentation With The HSI 
Colour Systems 
4.1. Introduction 
In chapter 3 experimental results showed that generally any of the colour systems described, 
are capable of distinguishing similar colours (namely the greens on an apple) and colours 
which are quite different (namely red and green apples). It was also found that the better 
colour spaces were those which produced a hue value, since these spaces allowed for a 
perceptual understanding how the actual values related to the colours they represented. The 
L*a*b* and the L*u*v* colour spaces were among the best systems for representing similar 
greens, since their hue values covered a large range. However, the HSI system was equally 
capable of distinguishing the greens even though the hue range was narrower. The HSI 
system was chosen for further experimentation, with the intention of using it in the eventual 
hardware that will be used to automatically sort fruit. The following are reasons why the HSI 
system was chosen over the other colour systems: 
1) The HSI system is able to distinguish between similar colours; 
2) The operations to convert from RGB to HSI involve simple multiplications of 
values to constants (in a matrix or equation form). If each of the H, S, and I values 
are represented by a byte (i.e. 256 different levels for each value) then the time to 
convert from RGB to HSI is at its minimum, since most floating point operations are 
removed. Systems such as L*a*b* and L*u*v* require a conversion from RGB to 
XYZ and then, eventually a conversion to their system values, using cube root 
operations as well. This means transformations to such colour systems are slower than 
to the HSI system. Speed is a major criterion for automated sorting in real time, hence 
the HSI system would be a more viable colour system to use. 
3) The HSI system stems from the human ability to describe colour perceptually, thus 
automated fruit sorting can be made to simulate how humans sort fruit. 
4) The HSI · system is not rigid, hence by manipulating the matrix values for the 
transformation, certain colour regions can be made larger than others. This is good 
if say the green hue range needs to be made more spread out. 
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4. Further Experimentation With The HSI Colour System 
The ai~ of this chapter is to formally compare various RGB to HSI transformations, with the 
intention of using the best HSI system in an experiment to represent fruit colours. This 
chapter also intends to illustrate fruit skin colours represented by various combinations of the 
H, S and I components. This chapter begins by describing the theory involved in the several 
RGB to HSI transformations. The experimental set up for capturing and displaying the colour 
scenes is then described. From the theory several colour feature components are chosen to 
represent three apples in a colour analysis experiment. The aim of the experiment was to find 
the fewest and the best features that best describe the colour variations on the fruits. A final 
overview and discussion of the experimental results concludes this chapter. 
4.2. The Various RGB to HSI Transformations Used for Experimentation 
From the literature researched there has been no formal comparison between the various 
methods of converting colours represented by RGB to the perceptual HSI systems. It appears 
that if a certain colour transformation produced adequate results then no other transformation 
was sought out to yield a better result. 
In this section several RGB to HSI transformations will be compared, from which one will 
be derived for use in further experimental colour feature analysis. There are seven RGB to 
HSI transformations used in this section which are based on those given by Niblack ( 1986), 
Ramirez (1986), Lehar and Stevens (1984), Benson (1987), and Morrissey-Golas (1989). 
These transformations were introduced in section 2.3.5. The transformation equations given 
below were used in a software program to produce the colour figures given in this section 
(Function drawdisc() in the program listing given in Appendix A). The program calculated 
and plotted the vl and v2 components for all combinations of the 256 levels of the R, G and 
B colour values. The result was an H-S plane with intensity increasing perpendicularly from 
the plane outwards (see Figure 2.12a). 
For the following transformations the definitions of H and S are common, where: 
H = tan- 1(~) 
(4.1) 
S = Jvi 2 +v2 2 
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4. Further Experimentation With The HSI Cowur System 
Were H is in the range 0° to 360°. Hue (H) and Saturation (S) are in fact the polar 
coordinates of the vector components vl and v2. The vector components and the intensity I 
are the variables that are shaped according to different linear combinations of the primary 
colours (R, G, and B). The seven RGB to HSI matrix transformations are given below. 
From Niblack (1986): 
[
I l [ 1/3 1/3 1/31 (R] 
vl = -1/./6 -1/./6 2/./6 G 
v2 1 /./6 -2/./6 O B 
(4.2) 
Figure 4.1 shows the vl and v2 components of this transformation forming the irregular 
hexagonal shape of the H-S plane. 
From Ramirez in Niblack (1986): 
r:i] = (-.1~~5 
lv2 .445942 
.59 
-.207424 
-.445942 
.11 l (Rl .31~889 l~ (4.3) 
Figure 4.2 shows the vl and v2 components of this transformation forming a version of the 
H-S plane that is aimed at making the intensity perceptually more uniform over such a plane. 
This transformation tilts that of Figure 4.1 to try to achieve a uniform intensity over the H-S 
plane. According to Niblack Figures 4.1 and 4.2 show that the tilted plane version more 
nearly corresponds to the idea of constant intensity. The difference between calculating I as 
in (4.2) compared with (4.3) will be shown more clearly in section 4.4. 
From Benson (1986) in Slau[htler an[d Harrell (1987): l l I .299 .587 .114 (R 
vi = .596 -.275 -.321 G 
v2 .212 -.523 .311 B 
(4.4) 
Figure 4.3 shows the vl and v2 components of this transformation forming an irregular 
hexagonal H-S plane with the intensity component aimed at being perceptually uniform over 
the plane. 
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Figure 4.1: The vl and v2 components forming the H-S plane based on the 
transformation given by Niblack (1986). 
Figure 4.2: The vl and v2 components forming the 'tilted' H-S plane based on 
the transformation given by Ramirez in Niblack (1986 ). 
Figure 4.3: The vl and v 2 components forming the H-S plane based on the 
transformation given by Benson in Slaughter and Harrell (1987 ) . 
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Figure 4.4: The vl and v2 components forming the H-S plane based on the 
transformation given by Lehar and Stevens (1984). 
Figure 4.5: The vl and v2 components forming the H-S plane based on the 
transformation given by equation (4.8) and (4.1). 
Figure 4.6: The Vl and V2 components forming the H-S plane using equations 
(4.8), (4.1) for H, (4.6) for Sand (4.9) for Vl and V2. 
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Figure 4.7: The Vl and V2 components forming the 'tilted ' H-S plane based on 
the transformation given by Ramirez in Niblack (1986). 
Figure 4.8: The H-I plane for a constant saturation of 128 derived from the 
transformation given by equat i ons (4.8) and (4.1). 
Figure 4.9: The H-I plane f or a constant saturation of 20 derived from the 
transformation given by equat i ons (4.8) and (4.1). 
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4. Further Experimentation With The HSI Cowur System 
From Lehar and Stevens (1984): 
( 
I l [ 1/3 1 /3 1 /31 [R] 
vi = 2//6 -1//6 -1//6 G 
v2 O 1/./2. -1/./2. B 
(4.5) 
Figure 4.4 shows the vl and v2 components of this transformation forming the regular 
hexagonal shape of the H-S plane. 
From the Data Translation Manual and Morrissey-Golas (1989) there are three equations that 
describe the operation of the DT7910 RGB to HSI chip converter. The equations can be 
interpreted as: 
where 
I= R+G+B 
3 
s = 1 - min(R,G,B) 
I 
H = - 1- *(90°-atan(F/../3)) 
360° 
F = (2R - G - B) I (G - B) 
and H is a 10 bit value from 0 to 1, and S is a 10 bit value from 0 to 1. 
It can be shown that if 
and 
v 1 = (2R - G - B) I v'3 
v2 = G - B 
(4.6) 
then H can be interpreted as being similar to that in equation (4.1). From these equations a 
matrix transformation can be written as: 
(4.7) 
If a scaling factor of 1/v'2 is used on the matrix of equation (4. 7) then vl and v2 become 
equal to the vl and v2 of equation (4.5) (Lehar and Stevens (1984)). In fact any scaling factor 
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4. Further ExperimentatiDn With The HSI Colour System 
would only affect the saturation value if the saturation was calculated as a vector distance with 
S = v'(vl 2 + v22). 
If a scaling factor of v'3/2 is used on the matrix of equation (4.7) then S as a vector sum 
would allow a maximum saturation of 255, as opposed to 294 with no scaling factor, and 209 
with the scaling factor of l!v'2. Hence if maximum saturation were to be represented with an 
8 bit integer, the effect of v'3/2 on equation ( 4. 7) and a combination of the intensity value 
would give: 
( 
I l [1 /3 1 /3 1 /3 ) (BJ 
vl - 1 - 5 - 5 G 
v2 0 /3/2 -/3/2 R 
(4.8) 
Where Hand S are given in equation (4.1). 
Figure 4.5 shows the vl and v2 components of this transformation (4.8). The regular hexagon 
is larger than Figure 4.4 produced by equation (4.5), because of the effect of the scaling 
factor chosen. It is important to note that by interchanging B and R from (4.5), equation 
(4.8) allows for blue to be the 0° hue instead of red. In this HSI system all fruit ranging from 
bluish green to purplish red could lie between the hue angles of 52° and 308° respectively. 
This means that the 360 levels of hue can be mapped to 256 levels. This allows the hue value 
to be represented by an 8 bit integer, without reducing the accuracy obtainable with 360 
different hues. The intention of the new derived RGB to HSI transformation equation (4.8) 
is that if it is implemented in hardware, it will be faster than the DT7910 chip. 
All the above RGB to HSI transformations use the saturation value as a vector distance. The 
figures show that with saturation evaluated in this form, the H-S plane is generally hexagonal. 
The transformations can be conceptualized as different rotations and warpings of the RGB 
cube. It also appears that arbitrary colours can be chosen for the 0° hue starting angle. Some 
of the transformations represent intensity (I) as a simple average of the RGB values, other 
transformations weight the RGB values in the form 0.3: 0.59: 0.11. The effect of calculating 
intensity by these two methods will be shown by the results given from the experiments 
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4. Further Experimentation With The HSI Colour Sysrem 
covered later in this chapter. 
An alternative way of calculating saturation, instead of using a vector sum, is given in 
equation (4.6). This is the method used by the DT7910 RGB to HSI chip converter. This 
saturation is calculated by dividing the minimum value of red, green and blue by the intensity 
I, and subtracting the result from 1. If this saturation value is multiplied by 255 then an 8 bit 
integer could still represent the S value. Saturation calculated in this way yields a cylinder 
instead of a rotated RGB cube. The new vector components V 1 and V2 can be calculated 
using the new saturation value S and the hue value H from (4.8) and (4.1) : 
VJ = Scos(H) 
V2 = Ssin(H) 
(4.9) 
Figure 4.6 shows the H-S plane as a disc made up of the Vl and V2 vector components, 
using the transformation equation (4.9). Figure 4. 7 shows another H-S plane made up of the 
Vl and V2 components of (4.9), where His derived from equation (4.3) with (4.1) and Sis 
from (4.6) - this transformation aims at accounting for an even intensity over the H-S plane. 
It should be noted that saturation will always be at a maximum when any of the R, G or B 
values is zero, whereas in the previous vector sum calculation of S, saturation is maximum 
only at the six facets of the hexagon. The experimental results given later in this chapter aim 
to decide which of the S calculations best represents the saturation value. 
The H-I plane is another way of viewing how the above transformations manipulate the RGB 
values of colour pixels. Only the H-I plane resulting from equations (4.8) and (4.1) is given 
. 
here, since the other transformations yield a similar effect. Figure 4.8 shows the H-I plane 
for a constant saturation (S) of 128. The result is effectively a two dimensional development 
of a cylinder of radius 128 (pixels) projected into the centre of the H-S plane of Figure 4.5. 
Note that if the constant saturation was chosen close to zero, then the I range would increase. 
Figure 4. 9 shows how the I range increases for the smaller constant saturation value of 20. 
The maximum intensity range of 0 to 255 is when S is 0. 
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4. Further Experimentation With The HSI Colour System 
4.3. The Experimental Set Up for Capturine Fruit Imaees 
In order to test and experiment with the RGB to HSI transformations discussed in section 4.2, 
an image capturing set up was needed. 
Lights 
White 
Diffusing 
Plane 
White 
Background 
RGB 
Camera 
~ 
Sample 
8X512X512 
FIGB Dalll 
: : 0 
i ! I. 'D MVP-AT 1 ' 0 Fnirnognbmr I ., 0 
' 
'. ,' 0 
' . 
RGB 
Monitor 
16Mhz 
386PC 
Figure 4.10: The experimental set up for capturing and displaying the sample 
scene. 
Figure 4.10 illustrates the image capturing set up used for laboratory experimentation. The 
lay out to set up the scene for image capture consists of: 
• an RGB colour camera with an adjustable red/blue tint knob. The JVC TK-870E 
colour video camera was used. This camera is equipped with a solid state CCD 
(Charge Coupled Device) image pickup element (JVC Instruction Book); 
• sufficient lighting to provide good colour rendering. This consisted of four lighting 
elements, namely two 12v, 50w tungsten halogen lamps and two 230v, 60w 
incandescent light bulbs, placed equidistantly around the camera; 
• a white paper diffusing plane to remove any gloss patches that may have been 
caused by the lighting elements; 
• a white background for the real fruit samples. Generally the fruit samples were 
analyzed from standard colour charts which had colour pictures of fruit grades on a 
white background. 
• a black box enclosing the camera and scene set up, so that ambient light would not 
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4. Further Experimentation With The HSI Colour System 
affect the colour of the samples. 
•and a Colour Analysis Prototype Package which was developed to interact between 
the MVP-AT colour frame grabber, the 16MHz 386 computer, and the Philips RGB 
colour monitor. This software which was developed for general colour analysis is 
given as a program listing in Appendix A. 
The fruit samples used for two of the experiments described in this chapter, were taken from 
the Unifruit Co. colour charts for Granny Smith, Golden Delicious and Red Starking apples. 
The image captured and displayed by the MVP-AT board used four frame buffers. Each 
buffer was 512x512 pixels and each pixel consisted of a 24 bit colour value, namely: 8 bits 
for each pixel in the red buffer (buffer O); 8 bits for each pixel in the green buffer (buffer l); 
and 8 bits for each pixel in the blue buffer (buffer 3). Buffer 2 contained an overlay image 
which could be used to show (by using an overlay mask) the region on the image being 
processed. When analyzing the colour features of the fruit it was found that to segment the 
fruit from its background a simple thresholding technique was sufficient. If the background 
of the fruit was white then the blue frame buffer was used for thresholding. 
In the proposed industrial colour inspection system, an accurate boundary of the fruit will be 
provided, using a more sophisticated method than just thresholding the fruit from its 
background. In the laboratory set up (Figure 4.10) the colours in the fruit sample -could be 
analyzed by sampling every colour pixel in the fruit image (i.e. line by line) or by taking a 
specified number of lines in the fruit so that a smaller sample set of pixels could be chosen 
to represent the colours in the fruit. In the experiments that follow the number of alternate 
lines used for sampling the colour pixels in the fruit images will be mentioned. 
4.4. Analyzin~ the Colour Features of Three Different Apples 
4.4.1. The Colour Features to be Used For Experimentation 
In this section the three fruit to be analyzed are: a green Golden Delicious, a yellow/green 
Golden Delicious with russeting, and a green Granny Smith with a large red blemish (see 
Figure 4.11). In this figure the image of apple (a) was c2.ptured from the greenest Golden 
Delicious shown on the Unifruit Co. colour chart for Golden Delicious colours (shown later 
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4. Further Experimentation With The HSI Colour System 
in Plate 1). Note that the glossy highlights that are seen on the fruit were present on the 
actual picture sample and is not due to the experimental lighting set up. The image of apple 
(b) was captured from a real Golden Delicious with russeting, the stalk end is shown in the 
figure. The image of apple (c) was captured from the Unifruit Co. colour chart for various 
pink blush sizes on a Granny Smith apple. 
a) b) 
c) 
Figure 4.11: The fruit colours to be analyzed: (a) green Golden Delicious (b) 
yellow Golden Delicious with russeting ( c) green Granny Smith with large 
blemish. 
The aim of the experiment is to find which feature or combination of features best represent 
the colours on the fruit. The intention is to find the fewest features to accurately describe the 
fruit colour. The features that were investigated are: 
the red plane (R), 
the green plane (G), 
the blue plane (B), 
the hue plane (H) from equations (4.8) and (4.1), 
the hue histogram (H vs number of pixels in the plane). 
the saturation plane (S 1) from equations ( 4. 8) and ( 4. 1). 
the saturation plane (S2) from equation (4.6), 
the intensity plane (Il) from equation (4.8), 
and the intensity plane (12) from equation (4.3). 
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4. Further Experimentation With The HSI Colour System 
The feature combinations that were investigated are: 
the H-Sl plane made up of the vl and v2 components from equations (4.8) and (4.1), 
the H-S2 plane made up of the Vl and V2 components from equation (4.9), 
and the H-11 plane from equations (4.8) and (4.1). 
For the purpose of displaying the single feature planes of R, G, B , H, S 1, S2, I 1 and 12 each 
of the features were made up of a grey level from 0 to 255 (0 being black and 255 being 
' 
white). The plane consisted of all the pixels in the region of the image being analyzed. 
Hence, for example, a dark region on the plane for the red feature indicated there was not 
much red in that region, whereas a light region on the plane for the red feature indicated a 
good concentration of red component in that region. For hue, a dark region indicated blue, 
thus 0 is blue, 60 is cyan, 120 is green, 180 is yellow, 240 is red, and 255 is a purplish red. 
The hue histogram was also used in the experiment since it was a method of observing the 
frequency of pixels in the region of interest, having the same hue values. 
4.4.2. Results of the Single Colour Features and Colour Feature Combinations for the Three 
Apples 
The following figures and observations refer to the colour features of the three apples shown 
in Figure 4. 11. In some cases the grey level or colour reproduction of the image feature 
planes presented in the figures is not of the same high quality as the same images observed 
on the RGB. monitor. In such cases the described observations should provide adequate 
descriptions of the images. 
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a) R plane b) G plane c) B plane d) H plane 
d) Sl plane e) S2 plane f) Il plane g) I2 plane 
h) the Hue histogr 
Figure 4.12: The single colour features of a green Golden Delicious 
a) the H-Sl plane 
b) the H-S2 plane 
c) the H-Il plane 
Figure 4.13: The colour feature combinations of a green Golden Delicious 
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4. Further E:rperimentati,on With The HSI Cowur System 
Observations on the green Golden Delicious 
The colour image used in this experiment is shown in Figure 4.11 (a). From Figure 4.12, the 
green plane is slightly brighter than the red plane, with virtually no blue component, 
indicating a green fruit. The hue plane is constant, except at the stalk end, where the lighter 
region suggests the colour is more red (or brown) than the rest of the fruit. The hue 
histogram was obtained by sampling and displaying every 10 lines in the fruit region, whereas 
all other images represented in Figures 4.12 and 4.13 show all the pixels in the fruit region. 
The histogram shows that hue ranges from 152° to 239° and peaks at 170°. The high 
concentration of colours near the hue peak suggest the uniformity of colour over the fruit. 
The S 1 plane (saturation evaluated as a vector sum) is fairly uniform over the fruit except at 
the regions on the fruit where the gloss regions are lightest. The S 1 plane shows these gloss 
regions as darker than the surrounding fruit region. The S2 plane is similar to the S 1 plane, 
however the contrast in the S2 plane is noticeably much more vivid. The 11 plane (intensity 
evaluated as the average of the RGB components) shows what one would expect to see if the 
colour image of the fruit were to be displayed in black and white. Here the gloss and the 
darker region by the stalk all appear in this plane. The 12 component (intensity calculated as 
a weighted sum of each of the RGB components) is similar over the fruit image plane to the 
11 component, however the contrast on the 12 plane is slightly better than the 11 plane. 
From Figure 4.13 pixels on the H-Sl plane are in a more concentrated cluster than the pixels 
on the H-S2 plane. This shows why the contrast on the S2 plane is better than on the S 1 plane 
in Figure 4.12. It can still be seen, however, that no matter which S plane is used, the actual 
hue colour spread for the fruit is still the same - narrow. The base of the clusters show the 
browner parts of the stalk, but the saturation values for this region are fairly intermediate (see 
H-Sl plane) or mainly saturated (as in the H-S2 plane). 
The H-Il plane shows that for the lower intensities by the stalk the hue value is larger 
(browner). The colour plot does not show the low intensities very well though. The H-11 
cluster for the green of the fruit is fairly tight, indicating the uniformity of the green over the 
fruit. 
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a) R plane b) G plane c) B plane d) H plane 
d) 81 plane e) 82 plane f) Il plane g) I2 plane 
h) the Hue histogr 
Figure 4.14: The single colour features of a yellow Golden Delicious with 
russeting 
a) the H-81 plane 
b) the H-82 plane 
c) the H-Il plane 
Figure 4 .15: The colour feature combinations of a yellow Golden Delicious with 
russeting 
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4. Further Experimentation With The HSI Colour System 
Observations on the yellow Golden Delicious with Russeting 
The fruit used in this experiment was a real Golden Delicious with russeting and several small 
brown spots (Figure 4.11 (b)). From Figure 4.14 the green plane shows the edge of the 
russeting more clearly than the red plane. Both the red and green plane are similar in grey 
level and together with the darkness of the blue plane, suggest the apple is yellow and the 
russeting is a darker yellow. The hue plane, although not shown clearly in Figure 4.14 (e), 
is lightest at the stalk region, less light at the russeting and fairly uniform over the rest of the 
apple. The hue histogram contains pixels sampled every 11 lines in the fruit image and shows 
that hue values spread from 183° to 239°. The main peak is at 192°, and a smaller less 
obvious peak for the russeting is at 210°. All other images represented in Figures 4.14 and 
4.15 show all the pixels in the fruit region. 
The S 1 plane shows a large saturation range in Figure 4.14 (f) with the russeting boundary 
not clearly defined. The S2 plane, however tends to show that most of the darker areas 
around the stalk and russet are totally saturated. The reason for grey level distribution 
showing mainly maximum saturation in S2 is because the blue values in most of the apple are 
zero (see equation (4.6) for calculation of S2). The I1 and 12 planes show equally well the 
intensity over the fruit, however the contrast between grey levels is slightly better on the 12 
plane than on the I 1 plane. As expected the intensity drops from the unblemished fruit skin 
to the russeting and brown markings, and intensity is lowest at the stalk. 
From Figure 4.15 pixels are more concentrated on the H-Sl plane compared to those on the 
H-S2 plane. However, both planes show that maximum saturation is observed on this fruit 
image. This could mean that the lighting was too bright when this particular image was 
captured. Both planes also show the slightly redder pixel spread referring to the russeting. 
The H-Il plane shows the narrowness of the hue spread over the fruit, but with the intensity 
component, the darker regions of the russeting and stem appear to cluster beside the main 
yellow components of the fruit. 
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a) R plane b) G plane c) B plane d) H plane 
d) Sl plane e) S2 plane f) I1 plane g) I2 plane 
h) the Hue histogr 
Figure 4.16: The single colour features of a green Granny Smith with a large 
blemish 
a) the H-Sl plane 
b) the H-S2 plane 
c) the H-Il plane 
Figure 4.17: The colour feature combinations of a green Granny Smith with a 
large blemish. 
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4. Further Experimentation Wiih The HSI Colour System 
Observations on the green Granny Smith with a large blemish 
The fruit used in this experiment has a large red/brown blemish called pink blush and is 
shown in Figure 4.11 (c). From Figure 4.16, the red plane is fairly uniform and does not 
show the region of pink blush. The green plane however, has less green component where 
the blemish is present. The blue plane, as expected for the green/red fruit is dark indicating 
little or no blue component. The hue plane clearly distinguishes the red blemish from the rest 
of the green apple, this is indicated by the light shading on the darker shading of Figure 4.16 
(d). The hue histogram (pixel samples taken every second line in the fruit image) shows that 
hue ranges from 159° to 229° with three distinct peaks at hue values of 174°, 196° and 213°. 
The S 1 plane shows that the blemish region is slightly less saturated than the rest of the fruit. 
This is shown by the dark region on the slightly less dark region of Figure 4.16 (e). In the 
case of the S2 plane the image is as if the whole S 1 plane has been made brighter. The S2 
plane makes it difficult to distinguish the blemish from the surrounding fruit. 
As in the previous two experiments the I1 plane shows a black and white version of the 
colour fruit and the I2 plane is a slightly better contrast enhanced version of the 11 plane.In 
both cases the blemish is darker than the surrounding fruit. 
From Figure 4.17 as before, the pixels on the H-Sl plane are more concentrated in the Sl 
direction, than the pixels in the S2 direction on the H-S2 plane. These planes show (more 
clearly than the grey level planes of Sl and S2 in Figure 4.16) that the red of the fruit is only 
slightly less saturated than the green. The H-Il plane, however shows that the red blemish 
is of decidedly less intensity than the remaining green of the fruit. 
4.5. Overview and Discussion 
Any of the RGB to HSI transformations given in section 4.2 could have been used for the 
experiment described in this chapter. However, one such transformation (using equations 
(4.1) and (4.8)) along with secondary variations on the S and I formulae, were used to 
identify the colour features of fruit images. The results from the experiments shown in this 
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4. Further ExperimentatiDn With The HSI Colour System 
chapter reveal that certain single colour features are capable of identifying certain aspects of 
the colour on a fruit. 
The hue value gives the actual colour distributions on the fruit and is capable of distinguishing 
the red blemishes on a green fruit. The II plane shows less contrast than the I2 plane between 
the varying intensities of the fruit. However, the II plane is still capable of identifying the 
blemish regions as darker areas in the fruit. The pixel saturations in the S 1 plane are not as 
well spread as those in the S2 plane. Both saturation plane values, however, appear to be 
dependent on the position and colour of the lighting on the fruit. Saturation appears to be only 
sightly dependent of the actual colour distribution on the fruit, but in general the saturation 
component is quite variable over a uniformly illuminated sample. 
From the above overview, one may conclude that since saturation is so lighting dependent, 
that the Hand I features best describe the colour distribution over the fruit image. However, 
the vl and v2 or Vl and V2 vector components may also be capable of classifying fruit 
colours, since the so called H-S plane appears to form identifiable clusters using the vector 
components (vl and v2). In the next chapter clustering and classification theory will be 
discussed using mainly the Hand 11 feature combinations given in this chapter. In chapter 
6 experimental results based on some of this classification theory will be given, using most 
of the features and feature combinations given in this chapter. The eventual aim is to confirm 
whether or not H and I are suitable features to be used in the grading of fruit. 
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CHAPfERS 
Clustering and Classification Methods For 
Colour Sorting 
5.1. Introduction 
This chapter sets out to describe some of the clustering and classification techniques available 
for image data. The data to be used will be derived from colour pixels in fruit images. The 
ultimate goal is to classify the fruit into an appropriate grade. 
For most green and red apple samples experimented with, it seems that a natural cluster 
forms within a certain region of the Hue, Saturation, Intensity (HSI) cylinder. For green 
apples (Granny Smiths and Golden Delicious) the hue of image pixels vary from 120° to 240° 
and the intensity of image pixels vary from 0 to 255. The fruit pixel's position within this 
boundary is very dependent on the colour and positioning of the lighting. 
The objective in statistical image classification is : Given a set of objects, assign each object 
to one of a set of classes. In terms of fruit classification the objects are the fruit and the 
classes are the colour grades of the fruit. Alternatively, the objects could be the pixels in the 
fruit image, and the classes are the various types of markings and colorations of the fruit 
image. This latter alternative will be used in describing the supervised and unsupervised 
algorithms. 
Why cluster and classify? It has already been shown that fruit may be classified without 
clustering. The number of pixels with hues within a user specified hue range, over the whole 
fruit pixel area, gives a percentage coverage of specified hue on the fruit image. The 
clustering of fruit image pixels on a hue-intensity (H-1) 2-D plane gives almost immediate 
classification of the fruit - to the human eye. That is, a tight cluster with a narrow hue range 
and narrow intensity range, suggests that the fruit is of high grade since it has almost uniform 
colour (Figure 5. la). An H-1 plane with almost two clusters visible suggests the fruit is not 
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5. Clustering and Classification Methods For Colour Sorting 
uniformly one colour but may contain a blemish (see Figures 5.lc, 5.ld). The upper and 
lower limits of the hue and intensity axes shown in Figures 5. lb(ii),c(ii) and d(ii) are 
represented, for clarity, as either a colour or high and iow, respectively. The actual values 
of these limits can be read off the corresponding 2-D plots. The vcilues which are shown 
within the upper and lower limits of the Hand I axis in the 3-D plots corresponds to the peak 
colour in each scatter plot. 
The human eye is able to recognise the clusters and hence classify the fruit in real time. It 
is thus hoped that the use of clustering and classification algorithms on the fruit image will 
achieve the goal of accurate classification in as near to real time as possible. 
In the first sections a pixel p will have associated value v, where this value is considered as 
multi-band data, v.Titten as a vector: 
The elements (v1 and v2) of v are features of hue (H) and intensity (I). Note that v1 and v2 
should not be confused with the vector components v 1 and v2 which are used to derive the 
H and S values from RGB, as shown in the previous chapter. The H and I features were 
preliminary choices which, by experimentation shown in chapter 4, suggested they were 
among the best representation of pixel values in the fruit. Saturation was another feature 
considered, as were the vector components vl and v2. This chapter will only explain 
clustering and classification theory and examples, by using the H and I features. This chapter 
also shows that the mean hue (Have), hue variance (Hvar), mean intensity (lave), and 
intensity variance (Ivar) for all pixels in a fruit can also be used in the fruit classification 
process. A fruit F can be represented as the vector : 
Have 
F = Hvar 
lave 
Ivar 
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5. Clustering and Classification Methods For Colour Sorting 
There are two fundamental categories of classification methods : supervised and unsupervised. 
In the supervised methods, the user "supervises" the process by initially selecting some pixels 
from each class. From these, the classification algorithm determines what each class "looks 
like", and then assigns each pixel of the image to one of the classes. In the unsupervised 
methods, the classes are determined within the algorithm by locating clusters in pixel space 
(~the H-1 plane), and assuming each cluster corresponds to a class. The problem becomes 
one of cluster identification. A final step in the unsupervised case, which must be done by 
the user, is to decide which clusters represent which physical classes such as good parts of 
an apple, blemishes, stalk, etc. 
Sections 5. 2 and 5. 3 cover the theory behind selected supervised and unsupervised 
classification methods, respectively. Section 5.4 uses this the ry in examples that predict the 
outcome of such classification methods used on fruit images. This chapter ends with an 
overview and discussion. 
5.2. Supervised Classification 
In this section two main supervised classification methods will be discussed. They are the 
complex parametric Bayesian classification and the simplistic minimum distance classification 
methods. 
5. 2. 1. Parametric Bayesian Classification 
Parametric Bayesian classification is derived from Bayesian Maximum Likelihood 
Classification (Niblack (1986b), Duda and Hart (1973), van Ryzin (1977)). Consider a 
blemished green apple image. If the one band data of hue only is used then a simple decision 
rule based on the hue histogram can be used: 
Assign all pixels above a certain hue as class blemish. 
Assign all below to unblemished. 
Here the decision rule is just a threshold. The problem becomes more interesting as the 
number of classes and bands increases. The Bayesian Maximum Likelihood method is one 
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5. Clustering and Classification Methods For Colour Sorting 
way to derive the decision rules. As one looks again at the apple image, several areas are 
known to be blemishes and several known to be unblemished. These are called training 
areas, because they will be used to "train" the classifier. A normalised histogram based on 
hue could be made for each training area. For example Hhist" and Hhistb for the unblemished 
' 
and blemished histograms respectively. 
In theory, each training area will have an associated probability with it. For example, assume 
that fruit being sorted by an automatic colour fruit sorter has 20% chance q(b) of having a 
blemish. This probability would thus weight all blemish pixels in a blemish histogram. In 
addition the 80% probability q(u) weighting to unblemished pixels would reduce the unblem-
ished histogram. 
By including the a priori probabilities to weight the histogram curves, the following decision 
rule is made : 
For v the value of pixel p, assign p to blemished if q(b)Hhistb is greater than 
q(u)Hhist". Assign p to unblemished otherwise. 
This is the basic maximum likelihood -decision rule. It can be extended to multiple classes, 
and multiple bands . The two bands of hue and intensity give the 2-dimensional histograms 
in Figure 5 .1 (ii) which are seen as 3-D surface plots. 
In using Bayes Decision rule, the result of Bayes Formula is used: 
q(i Iv) = q(v I i)q(i) 
q(v) 
The terms used are: 
q(i): 
q(v I iJ: 
The a priori probability, assumed known before classification starts, that any 
pixel belongs to class i. Namely q(u) and q(b) of values 80% and 20% 
respectively in the above example. 
The probability of v given i. This is estimated from the normalised histogram 
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5. Clustering and Classification Methods For Colour Sorting 
of class i. It is the class conditional probability density function for class i, or 
the probability that a pixel from class i has value v. 
The probability of i given v. It is the probability that a pixel with value vis 
in class i. 
q(v): The sum of the q(v I i) over all i. This is simply a normalization factor and 
is not a probability. Since it is the same for all i it can be ignored. 
Bayes maximum likelihood rule can now be stated as : 
Assign pixel p to class i for which q(i I v) is maximum. 
By ignoring the constant q(v) Bayes rule can be rewritten as: 
g(i I v) = q(v I i)q(i) 
The conceptual steps thus needed to classify an image are: 
1. Select training areas for each candidate class. These are areas known to contain pixels 
in the class. In general the more training data per class the better, since this should 
give a truer representation of the class histogram. 
2. Compute then dim nsional histogram for the training data for each class, where n is 
the number of features, and normalise the histograms, giving HhistJv). Use these as 
estimates of the conditional probability density functions q(v I i) giving the probability 
that a pixel has value v given it belongs to class i. There is one q(v I i) for each of 
the classes. 
3. Estimate the a priori probabilities q(i) and use them to scale the q(v I i). 
4. Classify each pixel in the image by computing, for each class i, g(i I v) = ·q(v I i)q(i). 
To classify the pixel, assign it to the class i for which g(i I v) is maximum. 
Steps 1, 2, and 3 are done once, then step 4 is applied to each pixel in the image to produce 
the output or segmented image. 
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5. Clustering and Classification Methods For Colour Sorting 
Implementing q(v I i) on a computer can done two ways. Firstly it can be estimated from the 
normalised n dimensional histogram over the training data. If there are m possible pixel 
values per band and n bands, each q(v I i) requires a table of size Trt' and a c class problem 
requires tables of size cmn. For the fruit classing problem let there be 4 classes, 2 bands (hue 
and intensity) with pixel values from 0 to 255 in each band then about 32K of computer 
memory is needed (4x2562). Memory partitioning becomes more cumbersome as the number 
of bands and classes increases. 
The second method to compute q(v I i) is to assume that it is a Gaussian distribution. Hence 
in the one dimensional case(~ hue) the parameters that must be estimated are the mean and 
standard deviation of the distribution,· for each class i of training data. In the n dimensional 
case, to perform the classification of an image using this parametric form, the training data 
must be used to compute the n dimensional mean and the n x n covariance matrix Ei for each 
class (Gleb (1982) gives a useful definition of the covariance matrix). 
It can be shown that using Gaussian distributions and some simplifications that g(i I v) can 
be expressed in the following form: (Niblack (1986b)) 
(5.1) 
The expression: (v- mi)TEi'1(v - mi) is usually referred to as the Mahalanobis distance, namely 
· the distance from v to mi weighted by Ei·1• 
Equation (5.1) is the form normally used in computer implementations, and in this case, p 
is assigned to the class for which g(i I v) is minimum. This now covers the complete method 
for doing a parametric Bayesian classification. 
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5. Clustering and Classification Methods For Colour Sorting 
5.2.2. Minimum Distance Classification 
The Bayesian maximum likelihood classifier of the previous section is probably the most 
common method used to classify multi-band image data. It is fairly computationally 
expensive to run, and in the parametric form using the Gaussian assumption for class 
distributions is sometimes troublesome. Other classification methods are possible, and to 
define an alternative classifier, the main requirement is to define the deci~ion rules. One class 
of decision rules are "minimum distance" rules. 
Let mi be the mean value of the pixels in training class i. In an n feature problem, mi is a 
point (or vector) in n dimensional space. Minimum distance classifiers assign a pixel to the 
class i for which the distance from the pixel value v to mi is minimum. Different distance 
measures may be used. These different measures have various theoretical or computational 
advantages. The formulae for two common ones are: 
a) EUCLIDEAN DISTANCE 
(5.2) 
In the example of fruit classification: 
n = 2 bands 
i = 1 . . 4 classes 
v1 = H pixel value at band 1 
pixel value (lt band 2 
It can be shown that (5.2) is a special case of the parametric Bayesian classifier (5.1), 
in which the features are statistically independent, with equal variances, and the a 
priori probabilities are equal. 
b) Ll or "City Block" DISTANCE 
d(v,mJ = I V1 - mil I + .. . + I vn - min I 
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5. Clustering and Classification Methods For Colour Sorting 
Both distance measurements given in a) and b) are computationally faster than Bayesian 
classification but may sacrifice classification accuracy. Because the variances are used in the 
parametric Bayesian classifier but not the minimum distance, the Bayesian method will be 
more accurate. If the square root is not taken in the minimum distance equation of 5.2 then 
acquiring the value of d2 (v, mJ is now faster and easier to calculate and can still represent 
minimum distances. Consequently, this modified form of the Euclidean distance measurement 
was the formula used for classification in the experimental results that are shown in the next 
chapter. 
5.3. Unsupervised Classification 
Methods of unsupervised classification attempt to find clusters in the distribution of the pixels 
in pixel space (i.e. the features associated with a pixel form a pixel space, for example the 
H-I plane is a two dimensional pixel space for pixels represented with H and I features). 
Although clusters are often fairly easy for a human to identify in one and two dimensional 
plots, their centres and boundaries are difficult to identify mathematically. Cluster analysis 
is a field of study used to identify clusters mathematically. This section states the K-means 
algorithm (Niblack (1986b), Duda and Hart (1973), SAS/STAT User's Guide (1990)) and the 
ISODATA (Ball and Hall (1965)) unsupervised classification methods. 
5.3.1. K - Means Algorithm 
The K-means algorithm is an iterative clustering method. Expressed in terms for image data, 
' 
it has the following steps. Initially the user supplies a set of means, or cluster centres, m1, m1, 
m3, ••• (and thus implicity the number of classes). Each m; is a vector inn dimensional pixel 
space: 
1. For each pixel in the image, assign the pixel to the class whose mean is closest. (one 
of the minimum distance formulae in section 5.2.2 could be used). 
2. Recompute the mean of each class as the average of the pixels assigned to it. 
3. If any of the class means has changed significantly, go to step 1. Otherwise stop. 
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5. Clustering and Classification Methods For Colour Sorting 
' 
5.3.2. ISODATA 
ISODATA (Iterative Self Organising Data Analysis Techniques), is the name of a K-means 
type of algorithm that includes parameters to allow classes to be split and merged. The 
additional parameters are: 
1. A threshold on the minimum distance between two cluster centres, so that two cluster 
centres close together are merged. 
2. A threshold on the standard deviation within each band for each class, so that a cluster 
with too much variability is split in two. One way of doing the splitting is to define 
two new cluster centres at some given distance (another parameter) on either side of 
the old mean in the band of maximum standard deviation. 
3. A minimum number of pixels in a cluster. Clusters with less than this minimum are 
dropped and their pixels assigned to other clusters (or a single cluster for all 
unclassified pixels). This avoids many small clusters. 
4. A maximum number of clusters which can be merged at any iteration. This is needed 
to avoid over-merging. 
Even with these parameters, be t results are usually obtained when running this unsupervised 
classifier in a supervised mode. Iri this case, after each iteration, the user views the results, 
adjusts parameters to control the splitting and merging, and stops the iterations when 
satisfactory classes have been obtained. 
Ball and Hall (1965) illustrate, in great detail, the capabilities of using ISODATA. It is 
generally found that at most six iterations are required for adequate cluster classification. 
The advantage of an unsupervised classification such as ISODA TA is that it tends to identify 
clusters in the pixel space that are numerically separable, whereas the advantage of supervised 
classification is that the classes that are used are meaningful to the user. The methods may 
be combined by using the unsupervised clustering to check the numerical separability of the 
user defined classes prior to the supervised run. The next section will give examples of how 
the theory cover in this section can be applied to fruit image classification. 
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5. Clustering and Classification Methods For Colour Sorting 
5.4. Examples of Theoretical Classification Methods 
The subsections that follow aim to give some feel as to how the theory discussed in the earlier 
sections of this chapter can be applied to fruit classification. Throughout this section, the 
classification methods proposed will be illustrated on 10 hypothetical Granny Smith apple 
samples. In some cases these apples will be used as training data. It must be noted that more 
apple samples should be used if the proposed industrial inspection system is to test the 
methods described below. 
Each apple has an associated letter identifying it. The apples are divided into four classes but 
only three grades : 
3 First Grade pure green apples 
3 Second Grade slightly yellow apples 
2 Third Grade green apples with small red/brown blemishes 
2 Third Grade green apples with large red/brown blemishes 
5 .4.1. Two Level Clustering Based on Minimum Distance 
(a,b,c) 
(d,e,t) 
(g,h) 
(i,j) 
It is evident that there are two approaches or steps to sort on fruit colour. The first step is 
to identify what the distribution is of pixels in the fruit image. The second step takes the 
result of the pixel distributions and decides the class (or grade) of the fruit using some 
decision rule. 
The two steps can be called two levels of clustering. The first level (Figure 5.2 (a)) is 
represented as a 2-D plot of pixel hue versus intensity for all apple samples. The mean hue 
(Have) and mean intensity (lave) for each apple can be assumed to represent the result of each 
apple's pixel distributions. 
The second level of clustering (Figure 5.2 (b)) is to split the results of the pixel distributions 
(ie the means) based on a minimum distance criterion. Once the training data has defined 
the classes, any apple hue and intensity mean can classify the apple to the class with the 
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5. Clustering and Classification Methods For Colour Sorting 
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Figure 5.2: The two levels of clustering with 10 apple samples (a) level 1, 
(b) level 2. 
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5. Clustering and Classification Methods For Co/,our Sorting 
nearest Have and lave. Hence each point in the level two cluster represents a fruit F of the 
form: 
F =[Have] lave 
This classification method is simple, quick and easy to implement. Foreseeable problems on 
accuracy do exist. There will be large amounts of overlap with points in the level 2 
clustering and hence classes may not be easily distinguished. For example, a fruit with 
equally large areas of green and brown (Third Grade) will have a mean point very close to 
a fruit which is mainly yellow (Second Grade). The method of classifying with variances 
(Section 5.4.3.) attempts to resolve this problem. But first section 5.4.2 will illustrate 
examples that use level 1 clustering and classification. 
5.4.2. Classifying Using K-means and ISODATA 
Let the training data be the a priori means of specific browns, yellows, and greens. Hence 
three classes are initially set up. (see Figure 5.3). 
--
• 3 
-........... --'-"""' - ...... .. 
• 2 
• 1 
,. 
• • .. tll .. 
-
Figure 5.3: Three classes initially set up on the H-I plane. This is a priori 
data for use in the ISODATA iterations of figures 5.3.1 and 5.3.2. 
The example in Figure 5. 3 .1, illustrates the classification of an unblemished green apple using 
the K-means with ISODATA iterations. The first iteration adjusts the mean point of each 
class, according to the pixel distributions. The class boundaries are then redefined. It is 
shown that the apple can be classed accurately after three iterations. 
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... 
• 3 
• 2 
-
a) Place pixels of apple on H-I plane 
--
'· 
• 3 
ii .. ,. -
-c) Adjusted means from b) and 
redefinition of class boundaries. 
NOTE: class 3 would have been 
eliminated (tc:ofew elements), 
..... 
• 3 t.;;-
-
-
bl adjusted means from a) and 
redefinition of class 
boundaries. 
--
-d) Merge class 1 & 2 if hue 
separation is small, and 
redefine new mean as class 
1 (since new mean is near-
est to a priori class 1 
mean). only one class 
remains. Hence the fruit 
is graded as class 1. 
Figure 5 .3 .1: An example using ISODATA to classify an unblemished green apple • 
--
. 3 
• 2 
-
-
a) Place pixels of apple on H·I plane, 
using three a priori class means. 
--
-c) Adjusted means from b) and 
redefinition of class boundaries. 
... 
-
-bl adjusted means from a) and 
redefinition of class 
boundaries. 
--
-
-d) Merge class 1 & 2 if hue 
separation is small, and 
redefine new mean as class 
1 (since new mean is near-
est to a priori class 1 
mean). Two classes remain, 
no further iteration is 
needed. A class 3 present 
means the apple is of low 
grade. 
Figure 5.3.2: An example using ISODATA to classify a green apple with a brown 
blemish. 
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5. Clustering and Classification Methods For Colour Sorting 
The example in Figure 5.3.2, illustrates the classification of a green apple with a brown 
blemish. It is shown that iteration with K-means and ISODATA, yields an accurately classed 
apple after three iterations. 
The examples show that the iterative process can be used to indicate the classes of pixels on 
the fruit images. From this information the fruit can thus be graded. This method has the 
problem that a whole iterative process must be carried out for each fruit image, in order to 
classify it. It appears that previous classifications do not help in reducing the number of 
iterations for any subsequent classifications. This method is therefore not efficient, although 
it may class fruit accurately. 
5.4.3. Classifying Using Variance Data 
From section 5.4.1. it is apparent that level 2 clustering is not sufficient if each point in the 
cluster is being represented by a mean hue and mean intensity for a fruit. The problem here 
is class overlapping. 
By experimentation it can be shown that there are threshold standard deviation values between 
the different classes of apple images. The thresholds on variance for hue-intensity bands could 
be between: 
1. a uniformly coloured fruit (small variance); 
2. a uniformly coloured fruit with a small uniformly coloured blemish (large variance); 
3. a non-uniformly coloured fruit (largest variance). 
Hence to avoid the overlapping problem further features should be added to each point at the 
level 2 cluster. It seems that variance in hue and intensity are good features to consider. 
Each point now in the cluster space is changed from: 
Have 
F = [Have] to F = Hvar 
lave lave 
Ivar 
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5. Clustering and Classification Methods For Colour Sorting 
Clustering and classifying with four feature bands may be difficult to represent conceptually. 
However, the example below attempts to show that the overlap problem may be removed, by 
using the four band vector. 
Example: Minimum Distance Classification With 4 Bands. 
Assume the 10 apples samples described earlier are used, and that the means and 
variances for their hue and intensity pixel values are calculated. The result is the four 
class clusters as in Figure 5.2 (b) but now in 4 dimensions. 
An apple can now be classed once its four parameters are calculated. The minimum 
Euclidean distance of that 4 dimensional point, to each of the four class means will 
result in the apple hopefully being correctly classed. ie from equation (5.2): 
d(F,mJ= ./((Have - mil)2+(Hvar - m;7)2+(lave - m;3)2+(Ivar - m;.J2) 
where m; is the mean point for all n points in class i. This new point in the cluster 
space can now be used to update the class means as in the K-means and ISODATA 
algorithms. 
The 4 dimensional point representation of a fruit could be more accurately classed using the 
equation for parametric Bayesian classification (equation (5.1)). Now the 4x4 covariance 
matrix for each class must be used. One may predict that accurate classification is possible 
with this method. However, the calculation time for equation (5.1) may be too great, if one 
thinks of the time to calculate the 4x4 covariance matrix, followed by the Mahalanobis 
distance and finally the parametric classification into one of the four classes. 
This method shows that high computation speed must be sacrificed for greater classification 
accuracy, in the automated fruit sorting process. 
5-16 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
5. CltLStering and Classification Methods For Colour Sorting 
5.4.4. Speed and Accuracy Using Parametric Bayesian Classification. ISODATA and Hue 
Variance 
Classification speed would increase if one could reduce the voluminous calculations of the 4 
band representation of a fruit point in 4 dimensional space. From experimental observation, 
it seems that hue and intensity are independent bands for a fruit image. Hence, if a fruit were 
classified only on average hue and hue variance, the result would be a point in 2 dimensional 
space for each fruit sampled. It is hoped that this 2-D representation is a more accurate 
representation of a fruit than the 2-D representation with mean hue and intensity. 
Using this new 2-D fruit representation on the level two clustering method, the 10 apple 
samples should be classed as in Figure 5.4. 
Mean 
Hue 225 i 
200 
175 
d 
• 
2 
' 0 .. 
• 
-·---·--· 
b 
•• 
c 0 l 
• .. 
-- -·-·-- .. / 
... 
75 
h 
• 3 
0 
• 
150 
g 
I 
225 
i 
• 4 
~·.j 
300 Hue 
Variance 
Each letter labels a fruit point F - (Have, Hvar). 
Each number labels a point which is the vector mean 
of fruit points in that class boundary. 
Figure 5. 4: Level 2 clustering of 10 apples using the mean and variance of the 
hue pixel values for each fruit. 
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5. Clustering and Classification Methods For Colour Sorting 
It is now possible to iteratively update the classes with more fruit samples. The K-means and 
ISODATA algorithms can be used for this iteration. Since only two bands are now used as 
compared to four previously, classification speed should increase. 
/ \ 
/ '. 
/ \ 
-
~) Initially placing fruit point F in the previously formed 
classes, generated by K-means and ISODATA iterations. 
\ 
\ 
~-
-
bl New mean in class 3 is computed. From this the new class 
boundaries are generated. If necessary, classes affected 
by the new boundaries, must have there means recomputed. 
In this case classes remain fairly stable. The fruit is thus 
classed as 3 after only one iteration. 
Figure 5.5: An example of classing fruit F (a green apple with small blemish) 
using Hue mean and variance, and the K-means algorithm with ISODATA. 
In the above example of Figure 5.5, the attempt is to classify a green apple with a small 
blemish, given that training data has formed the four classes given in Figure 5.4. Although 
not illustrated in this example. one must remember that if the standard deviation for a certain 
class was too large then the vector mean for the class would be split (!SODA TA step 2). The 
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5. Clustering and Classification Methods For Colour Sorting 
result would be a new class. Hence by this method classes not yet considered by the user 
could be detected. 
A few hundred apple samples can be used as training data to find as many classes as required 
(or as possible). The classes produced could be so well defined that only minimum Euclidean 
distance classification need be used on sorting subsequent fruit. 
It is predicted that the following data would be adequate for use in the proposed industrial 
inspection system : 
1. the mean hue of the fruit to be classed, 
2. the hue variance of the fruit to be classed, and 
3. the vector mean for each class mfHave,Hvar]. 
In chapter 6 section 6. 6 experimental results will reveal the actual out come of using the 3 
data variables given above. If, however, further accuracy is required then the parametric 
Bayesian classification rule can be used (equation (5.1)). Thus the Mahalanobis distance must 
be used and the covariance matrix Ei for each class i of points must be found, where: 
1 
:E. = -
I n-1 n 
n 
L (Havei-mi1)2 
j=1 
L (Hvarj-mi2)(Havej-mil) 
"=1 
n 
L (Havej-mil)(HvarFmd 
j=1 
n L (Hvarj-mi2)2 
j=1 
Only by experimentation, will the trade off between classification speed and classification 
accuracy be found. The next chapter will provide experimental results which use the 
minimum Euclidean distance supervised classification method and unsupervised K-means 
algorithm given in this chapter, to colour segment and hence classify fruit images. 
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5. Clustering and Classification Methods For Colour Sorting 
5.5. Overview and Discussion 
Various clustering and classification techniques have been covered in this chapter. Some 
methods may or may not be suitable for the grading of fruit. It has been shown that the 
variance and covariance matrix of pixel hues and intensities in a fruit image, play an 
important role in establishing accurate fruit classification. 
Using the Mahalanobis distance, calculated from hue means and variances of fruit classes, 
seems like a method which would lead to the most accurate classification of fruit. However, 
this method may not be optimal for speed. The alternative is to use minimum Euclidean 
distances from fruit point representations (made of Have and Hvar), to class vector means. 
The primary goal of clustering and classification is to classify fruit in as short a time possible, 
and as accurately as possible. The next chapter gives the experimental results of some of the 
classification methods discussed in this chapter. The experiments aim to verify the 
classification predictions given by some of the examples in this chapter. 
5-20 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
SVR 
DFB 
1 
7 
GOLDEN DELICIOUS-APPELS/APPLES 
KLEUR COLOUR 
2 
8 
PLATE 1. 
STEL A 28 
SET • 
3 
9 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
J 
) 
ll 
.L 
'.) 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
-
J ) 
a: 
:J 
9 
0 
u 
a: 
::; 
w 
....J 
~ 
LO 
N 
CJ) 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
CHAPTER 6 
Experimental Results of Colour 
Classification Methods 
6.1. Introduction 
The experimental results given in this chapter use several apple samples to test some of the 
supervised and unsupervised classification theory covered in chapter 5. 
In order to test unsupervised clustering classifications two software packages were investi-
gated. Statgraphics (Statgraphics User's Guide (1987)) is a statistical graphics system and runs 
on IBM and compatible PC, XT and AT computers. The package is relatively easy to use but 
could· not be used in this research as the cluster analysis programs available could only 
operate on small arrays of data (a feature could not have more than 140 observations). The 
Statistical Analysis Software (SAS) package, which is available on the UCT Vax and offers 
a large suite of cluster analysis functions, was selected for use (SAS/STAT User's Guide 
(1990)). 
Two SAS functions that are of particular interest are 'Cluster' and 'Fastclus'. The 'Fastclus' 
function was the one used for experimentation and analysis. A listing of the SAS program 
developed (HICLUSMEAN.SAS) is given in Appendix B. The advantages of this function 
are that: it allows for each feature to contain over 10 000 observations; it performs a faster 
cluster classification on large data sets than any other SAS function; it performs seeded K-
means clustering; initial cluster seeds can be user defined or automatically found; and the 
number of classes to be found must be specified. 
The HICLUSMEAN.SAS program took as input, files containing the Hue (H), Saturation (Sl 
or S2), and Intensity (Il) features. These files were generated from the colour analysis 
program CAPP (see Appendix A) for fruit images of between 7000 and 30000 pixels in area. 
In most cases the area refers to the number of pixels within the fruit image, sampled every 
second line. The HICLUSMEAN.SAS program could optionally find class centroids for any 
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6. Experimental Resu/Js of Colour Classification Methods 
combination of the three features input. The useful output generated was a file containing the 
class centroids and a graphics screen scatter plot (in two or three dimensions) of selected 
features showing how the pixels were classed. 
Unsupervised clustering gave a feel in most cases as to where class centroids might be in the 
pixel scatter plots. The number of classes to be found was anything from two to five. 
In the supervised classification approach, several small average colour regions were defined 
on the fruit or on colour pixel plots, to represent corresponding class centroids. The pixels 
in the fruit image were then classed by minimum Euclidean distances to the user defined class 
centroids. Function 'classifyO' in module APPCLUS.C of the CAPP software (Appendix A) 
implements the squared version of the minimum Euclidean distance calculation. 
The colour of lighting on the fruit samples is a major factor that affects the positions of the 
class centroids. In this chapter the first section illustrates how lighting colour can have an 
affect on cluster centroids with particular reference to the change in average hue of the same 
fruit under different lighting colours. A simple calibration technique is given. In most of the 
sections that follow the feature combinations that are used to test the clustering classifications 
are: H only; Hand I; H, SI and I; H, S2 and I; Hand SI; and Hand S2. 
Section 6.3 · gives the experimental results of several feature combinations involved in 
unsupervised and supervised classification of the colours of a Granny Smith with russeting. 
The class centroids derived from the fruit are used on further russeting and pink blush 
samples. 
Section 6.4 gives the results of supervised classification on nine colour types of Golden 
Delicious apple colours. In section 6.5 the results are given for unsupervised and supervised 
colour segmentation techniques on several red Starking apples. Section 6.6 gives the manual 
clustering results of the hue variance (Hvar) and hue average (Have) for several green apple 
samples with russeting, pink blush or sunburn. The final section gives a guide to the average 
run times for the classification results, and an indication of the errors involved in the results. 
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6. Experimental Resu/Js of Colour Classification Methods 
6.2. Calibratin& the Li&htin& Conditions 
The colour of light illuminating the fruit samples is of major importance if the colour 
distribution over a sample is to be found. In order for results to be consistent and unvarying 
with time, a specific standard calibration colour must be used at the beginning of a colour 
analysis session. A simple manual calibration technique will be given towards the end of this 
section. 
One method to adjust the lighting conditions is by adjusting how the camera observes the 
conditions. On the camera is a red/blue tint adjustment knob. A blue tint tends to simulate 
diffused sunlight lighting conditions, and a red tint tends to simulate warm incandescent lamp 
lighting. A compromise between red and blue tint generally has a neutral effect. Figure 6.1 
shows the effect of these tint colours on a white matte sheet of paper. One can see the colour 
of the white pixels distributed on the hue/saturation plane calculated from the vectors vl and 
v2 (see chapter 4). 
Figure 6.1: The H-S plane (of Figure 4.5) showing the pixels of a white sheet 
for the camera setting of a) a blue tint, b) a red/blue tint and, c) a red 
tint. 
The effect of observing colour objects under a blue or red/blue tint are shown in Table 6.1. 
This table gives the average hue, average saturation (calculated as a vector distance) and 
average intensity (calculated as the average of the RGB components) for the 9 golden 
delicious colour standards given in Plate 1. One can see that a blue tint tends to decrease 
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6. Experimental Results of Colour Classification Methods 
saturation and intensity levels but increase the hue range (154° to 184°) over the 9 fruit 
colours, whereas the red/blue tint generally gives larger saturation and intensity averages and 
a smaller hue range (178° to 201°). 
Table 6.1: Average HSI values for 9 class colours of Golden Delicious viewed 
under a blue and a red/blue tint. 
Golden Delicious Average colour coqxinent of fruit Average colour component of fruit 
colour class viewed under a blue tint viewed under a red/blue tint 
H s I H s I 
1 154 84 51 178 96 107 
2 164 83 63 186 110 125 
3 168 61 53 190 114 140 
4 169 79 86 192 132 151 
5 174 91 99 194 139 150 
6 179 115 97 196 147 147 
7 181 115 96 197 160 150 
8 182 115 98 200 164 159 
9 184 110 76 201 177 153 
All the experiments that follow were conducted using the red/blue tint. This is because even 
though the hue range is small for red, yellow and green images under this tint condition, the 
experimental results showed that colour segmentation is possible under lighting conditions that 
·are not completely ideal. 
A simple method to manually calibrate for a set colour lighting condition for each 
experimental run, is as follows: 
1) Capture an image of a white sheet with the tint knob at a red/blue setting. 
2) Obtain the average H, S and I components for the region that will be used in 
subsequent experimental colour analysis. 
3) Compare the hue average to an originally set hue value. 
If the hue average is lower than the set value (i.e. more red) then adjust the tint knob 
slightly towards the blue end and repeat from step 1. 
If the hue average is higher than the set value (i.e. more blue) then adjust the tint 
knob slightly towards the red end and repeat from step 1. 
If the hue average is within a desired proximity of the set hue value then calibration 
is complete. 
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6. Experimental Resuhs of Colour Classification Methods 
Obviously the above calibration method can be made to incorporate the saturation and 
brightness adjustments on the camera. Eventually the calibration method could be automated 
using a hardware control loop. 
The experimental results in this chapter use a white calibration setting of 241° for hue, 28 for 
saturation and 196 for intensity. 
To classify the grade of a fruit one method would be to observe the percentage distribution 
of a certain colour. Hence, if one observed the percentage distribution of the brown from 
russeting, a small value would indicate little russeting, and a large value would indicate a 
large russeting size. In addition a concentration factor giving the largest peripheral length of 
each class observed, would indicate if the class were concentrated in one region (large 
concentration factor) or scattered over the image (small concentration factor). In the results 
that follow, percentage distributions will be given for each class, and in most ~ses, figures 
containing a colour segmented image will show the concentration or distribution of the class. 
It should be noted that all images used in the experiments were taken from a windowed region 
at the top centre of the scene viewed by the camera. The light at the base of this 188x229 
pixel window was slightly brighter than at the top. In general this uneven lighting did not 
a!fect the experimental results except in certain cases which used the intensity (I) or saturation 
(S 1) features. In these cases it will be stated how the lighting affected the results. 
6.3. Colour Classification of Granny Smiths with Russeting 
In this section, unsupervised and supervised classification results are given for a sample 
Granny Smith with russeting (fruit 7 on Plate 2). In all cases, four classes were chosen for 
colour segmentation of the fruit image. Four classes were used since the human eye could 
easily distinguish four colour types on the fruit, namely the green and yellow on the fruit 
skin, brown on the russeting, and dark brown at the stalk. 
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6. F.xperimental Results of Colour Classification Methods 
6.3.1. Unsupervised Colour Segmentation of a Granny Smith with Russeting 
The following unsupervised clustering results were obtained using the SAS program whose 
listing is given in Appendix B. The unsupervised clustering technique is a K-means approach 
using automatically detected centroid seeds. Four features are used in six different 
combinations to show how segmentation is affected by the feature combinations. The features 
used are H, Sl (saturation calculated as a vector distance), S2 (saturation as ratio of the 
minimum RGB component to intensity I), I (intensity as the average of RGB). 
Table 6.2 gives the centroid coordinates for various feature combinations (H, H-I, H-Sl-I, 
H-Sl, H-S2, H-S2-I) and percentage distributions for each of the four classes. Figure 6.2 
shows the effect of colour segmentation on Granny Smith 7 (Plate 2) for each case. Figure 
6.3 shows how the classes are distributed on the pixels for the H-I plane. 
Table 6.2: Unsupervised class centroids and percentage distribution of colour 
classes for Granny Smith 7 with russeting (Plate 2) 
Colour a) Class centroids using b) Class centroids using c) Class centroids using 
class one feature and percen- two features and percen- three features and percen-
nuiber tage coverage of each tage coverage of each tage coverage of each 
class (Figure 6.2a> class (Figure 6.2b) class (Figure 6.2c) 
H % area H I % area H S1 I % area 
1 175 32.5 174 100 25.6 175 88 104 32.8 
2 180 54.2 180 123 59.5 180 115 124 51.5 
3 198 11.6 198 91 13.5 198 84 91 14.0 
4 223 1.8 223 39 1.5 222 43 41 1.6 
Colour d) Class centroids using e) Class centroids using f) Class centroids using 
class two features and percen- two features and percen- three features and percen-
nuiber tage coverage of each tage coverage of each tage coverage of each 
class (Figure 6.2d) class (Figure 6.2e) class (Figure 6.2f) 
H S1 % area H S2 % area H S2 I % area 
1 177 92 45.2 180 134 40.2 180 155 116 68.9 
2 180 122 37.9 181 164 56.9 182 116 112 17.3 
3 196 83 15. 1 216 109 2.7 200 140 78 13.5 
4 222 43 1.8 223 238 0.2 224 221 24 0.3 
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6. Experimental Resu/Js of Colour Classification Methods 
a) c) 
d) f) 
CLASS : 3 4 e) 
Figure 6.2: 4 class unsupervised colour segmentation of Granny Smith 7 with 
russeting (Plate 2) for each of the feature combinations a) H b) H-I c) H-Sl-I 
d) H-Sl e) H- S2 f ) H- S2-I 
H 
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Figure 6.3: Unsupervised segmentat ion using K-means iteration on the H and I 
features of pixels in Granny Smith 7 (Plate 2). The class centroids are given 
in Table 6.2b. 
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6. Experimental Results of Colour Classification Methods 
Observations for unsupervised classification of Granny Smith 7 
The cluster classes shown in the scatter plot of Figure 6.3 correspond to the classes found by 
the FASTCLUS function in the program listing given in Appendix B. The four classes clearly 
define the colour pixels for the H-I colour segmented image (Figure 6.2c). Note that the 
unsupervised CLUSTER numbers (Figure 6.3) have been changed to appropriate CLASS 
numbers (Figure 6.2), where CLUSTER 1 was changed to CLASS 2, CLUSTER 2 was 
changed to CLASS 3, CLUSTER 3 was changed to CLASS 4, and CLUSTER 4 was changed 
to CLASS 1. 
In order to determine the best feature combination that most accurately segments a fruit 
image, one must compare the fruit image of Granny Smith 7 on Plate 2 to the colour 
segmented images in Figure 6.2. All feature combinations except those that use the S2 
feature, accurately segment out the stalk region with class 4. From the figure the H-S2 feature 
combination gives the worst segmentation as the russeting region is not detected. The other 
5 feature combinations do detect the russeting region with class 3. One can see that class 3 
most accurately defines the russeting region and boundary using feature combinations H, H-I 
and H-S 1-I. These three feature combinations also allow for class 2 to detect the yellow part 
of the fruit and class 1 to define the greener part of the fruit. The accuracy to which the hue 
(H) feature defines the green/yellow boundaries and the accuracy to which the H-I or H-Sl-I 
features define these boundaries, is very subjective. Feature combinations using intensity I 
(namely Figure 6.2 b) and c)) allow for an accurate representation of the apple boundary, 
whereas the other feature combinations may include an incorrect detection of class 3 at the 
fruit boundary. 
From the unsupervised classing of Granny Smith 7, one may conclude that H-I or H-Sl-I 
feature combinations allow for the most accurate segmentation of the image into four classes. 
The H feature alone and H-Sl combination are also fairly good for segmentation but not as 
accurate as those feature combinations which include the I feature. Feature combinations using 
S2 are generally not very accurate for colour segmentation that best represents how the 
human eye would segment the image. 
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6. Experimental Results of Colour Classification Methods 
6.3.2. Supervised Colour Segmentation of a Granny Smith with Russeting 
One can manually select the centroids by eye estimation of where class centroids are on the 
H-I or H-S plots or on the H histogram. These centroid estimates in most cases are just as 
good as those found by the SAS program given in the appendix. In the following experiment 
a pixel plot of the H versus I features of each pixel in the Granny Smith 7 image was 
displayed on the RGB Philips monitor. The Hand I features were recorded for four regions 
that best represented class centres to the eye. Table 6.3 shows these class centroid values and 
the corresponding percentage distribution of the class over the fruit image (Granny Smith 7 
on Plate 2). Figure 6.4 shows the four class distributions over the fruit image. 
Table 6.3: Manually select ed class 
centres from the H-I pixel plot of 
pixels in Granny Smith 7 (Plate 2) 
Colour Class centroids using two 
class features and percentage cove-
msrbers rage of each class (Figure 
6.4) 
H I % area 
1 175 106 42 .8 
2 183 131 42 .3 
3 202 92 13 .6 
4 231 30 1.3 
Figure 6. 4: 4 class colour segmen-
tation of Granny Smith 7 using super-
vised centroids from an H-I pixel 
plot given in Table 6.3. 
If one compares the results of Table 6.3 to the SAS program generated H-1 centroids of Table 
6.2b, the class centroids are in fact quite similar. The segmented images for these two H-1 
results are also similar, with the russeting boundary being equally well defined. For this case 
the results of supervised and unsupervised classification have shown to be similar. 
Another method to manually find cluster classes (supervised classification) is to select small 
regions on the actual image, that contain the class colour required. In this case four regions 
were selected, namely: a green region (class l); a yellow region (class 2); a brown russeting 
region (class 3); and a dark stalk end region (class 4). These sample regions are 25 pixels in 
area and result in centroids that are calculated from the average of the feature components for 
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6. Experimental Resull.s of Colour Classification Methods 
that area. Table 6.4 gives the results of percentage area distribution of these classes for H-1, 
H-Sl-1, and H-S2-I feature combinations. Figure 6.5 shows the distributions of the classes 
on the Granny Smith 7 image. Note that the class regions selected· for the centroids are 
superimposed on the colour segmented images shown in the figure. 
Table 6.4: Supervised class centroids direct from the image of Granny Smith 
7 with russeting (Plate 2) and percentage distribution of colour classes 
Colour a) Class centroids using b) Class centroids using c) Class centroids using 
class two features and percen- three features and per- three features and percen-
nlJ!ber tage coverage of each centage coverage of each tage coverage of each 
class (Figure 6.5a) class (Figure 6.5b) class (Figure 6.5c) 
H I % area H S1 I % area H S2 I % area 
1 162 97 26.2 162 75 97 27.5 162 125 97 24.0 
2 180 135 55.7 180 134 135 45.8 180 167 135 52.4 
3 199 91 16.7 199 84 91 25.3 199 147 91 22.7 
4 235 33 1.4 235 28 33 1.5 235 86 33 0.9 
a) b) c) 
Figure 6.5: Segmentation into 4 supervised classes direct from the Granny 
Smith 7 image. Class centroids contain the feature combinations a) H-I b) H-
Sl-I and c) H-S2-I 
Observations for supervised classification of Granny Smith 7 
The three segmented images shown in Figure 6.5 reveal that manually selecting the 4 classes 
yields acceptably segmented colours for the Granny Smith 7 skin. Segmentation using the H-1 
feature combination gives very similar results to segmentation using H-I centroids manually 
chosen from the H-I scatter plot, and unsupervised H-I detected centroids. Segmentation using 
H-Sl-I features (Figure 6.4b) shows too much incorrectly classed class 3 regions and hence 
appears to be less accurate than the unsupervised result in Figure 6.2c. However, 
segmentation using the H-S2-I features appears to produce an adequate colour classing in the 
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6. Experimental Resu/Js of Colour Classification Methods 
supervised case (Figure 6.4c) compared with the unsupervised case (Figure 6.2t). In general, 
however, the H-I feature combination still appears to produce the most accurately segmented 
image of Granny Smith 7. 
6.3.3. Testing the Unsupervised Class Centroids of Granny Smith 7 with Russeting on Other 
Fruit Samples 
This subsection aims to show that the colour classes set up for one fruit can work sufficiently 
well on other fruit, for colour segmentation purposes. Only the Hand HI feature combina-
tions are used to illustrate this. The class centroids generated by unsupervised classification 
of Granny Smith 7 (Plate 2) are used on two other Granny Smiths on that Plate namely, 
Granny Smiths 1 and 12. These fruit have smaller and larger russeting patches than Granny 
Smith 7, respectively. The class centroids are also tested on the Granny Smith with pink blush 
shown in Figure 4.1 lc. Table 6.5 gives the percentage distributions of each of the four colour 
classes on each of the three fruit. Figure 6.6 shows some of the colour segmented fruit 
images based on the results in Table 6.5. 
LASS 
2 
3 
4 
H 
H-1 
Granny Smith 1 
a) 
b) 
Granny Smith 12 
c) 
d ) 
Granny Smith with 
pink blush 
e) 
f) 
Figure 6. 6: 4 uns.upervised class centroids for features H and H-I from Granny 
Smith 7 used to segment three fruit images: Granny Smiths 1 and 12 and Granny 
Smith with pink blush (see F i gure 4.llc). 
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6. Experimental Results of Colour Classification Methods 
Table 6.5: Unsupe rvise d class c e ntroids from Granny Smith 7 with russeting 
(Plate 2) used on Granny Smiths 1 and 12 and Granny Smith with pink blush 
(Fig. 4.llc) 
a) Granny Smith 1 i) Class centroids using one ii) Class centroids using two fea-
(Plate 2) feature and percentage coverage tures and percentage coverage of 
of each class (Figure 6.6a) each class (Figure 6.6b) 
Class Number H % area H I % area 
1 175 81.7 174 100 45.4 
2 180 15.5 180 123 51.4 
3 198 2.1 198 91 2.4 
4 223 0. 7 223 39 0.8 
b) Granny Smith 12 i) Class centroids using one ii) Class centroids using two fea -
(Plate 2) feature and percentage coverage tures and percentage coverage of 
of each class (Figure 6.6c) each class (Figure 6.6d) 
Class Number H % area H I % area 
1 175 19.5 174 100 11. 0 
2 180 34.9 180 123 48.7 
3 198 42.8 198 91 39.1 
4 223 2.8 223 39 1.2 
c) Granny Smith with i) Class centroids using one ii) Class centroids using two fea-
pink blush (Figure feature and percentage coverage tures and percentage coverage of 
4.11c) of each class (Figure 6.6e) each class (Figure 6.6f) 
Class Number H % area H I % area 
1 175 0.6 174 100 3.2 
2 180 29.7 180 123 47.9 
3 198 20.5 198 91 48.8 
4 223 49.1 223 39 0.2 
Observations for unsupervised class centroids on different Granny Smith apple images 
If one looks at Figure 6.6 and Plate 2 then one will notice that Granny Smiths 1 and 12 are 
fairly well colour segmented using only the hue (H) feature. The H-I feature combination 
tends to allow for a more accurate colour segmentation (i.e. an accurate class boundary 
definition) of the images. In Figure 6.6e the pink blush region is accurately defined by the 
magenta of class 4 using only the H feature. However, the H-I feature combination segments 
the pink blush region accurately with the red of class 3. One can see that the classes set up 
from using the colours from a fruit with russeting are sufficient for detecting pink blush 
regions if one considers pink blush to be a similar blemish to russeting. Clearly if more 
classes were defined, then pink blush could be described by segmentation classes as being 
different to the russeting colour. 
6-12 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
6. Experimental Results of Cowur Classification Methods 
6.4. Colour Classification of 9 Golden Delicious Classes 
It has been shown in the previous results on fruit with russeting and pink blush, that the hue 
(H) feature alone produces sufficient colour segmentation. Adding more features in some 
cases simply increases classing accuracy. In addition unsupervised classification is not 
necessary if classes can be visually determined. 
It was found that unsupervised K-means classification of the 9 Golden Delicious colour classes 
(Plate 1) generally produced unsatisfactory results using feature combinations such as H-1 and 
H-Sl-I. However, classification into 9 classes using H alone resulted in the 9 classes being 
adequately distinguished. 
In this section only the results of supervised classification into the 9 colour classes will be 
described. This is because obtaining supervised classes is faster than the unsupervised 
approach, and the results for supervised classing should prove that this approach is sufficient 
to determine the 9 colour classes. 
Each supervised class was taken by averaging the features (H, S 1, and I) associated with all 
pixels sampled in each Golden Delicious of Plate 1. This produced nine classes made up of 
three features. The class centroids are given in Table 6. lb, which are the average feature 
components of each of the 9 Golden Delicious fruit viewed under a red/blue tint. A further 
. 
class (class 10) was made in order to account for stalk colour. This class was taken from 
measuring the average stalk colour of Golden Delicious 9 (Plate 1). The 10 class centroids 
are given in Table 6.6. Table 6. 7 shows the results of these class distributions over the 9 
Golden Delicious images, for feature combinations of H, H-I and H-S 1-I. Figure 6. 7 shows 
the colour segmented images for three of these 9 images under the three different feature 
combinations. Feature combinations of H and S 1 or H and S2 were not used because of the 
lighting dependence of pixel saturation values. Already the H-S 1-I feature classes shown on 
the segmented images in Figure 6. 7c reveal the effect of the glossy highlights on the colour 
apple chart in Plate 1. 
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6. Experimental Resu/J.s of Colour Classification Methods 
Table 6.6: Supervised class centroids for 10 class colours to be used in 
classifying the 9 Golden Delic ious apples in Plate 1. 
Colour class Average feature 
m.rnbers COll1Xlnents of class 
colour viewed under a 
red/blue tint 
H s I 
1 178 96 107 
2 186 110 125 
3 190 114 140 
4 192 132 151 
5 194 139 150 
6 196 147 147 
7 197 160 150 
8 200 164 159 
9 201 177 153 
10 248 48 92 
Observations for supervised classification of Golden Delicious images 
Table 6. 7 shows a general trend, that the highest class percentage distributions usually 
correspond to the Golden Delicious with that same class number. For example, Golden 
Delicious 2 has the highest percentage distribution of class two (segmentation class colour 
yellow in Figure 6. 7a), i.e. 80.6% using the H feature, 59.9% using the H-1 feature 
combination, and 54.9% using the H-S 1-1 feature combination for colour segmentation of the 
image. This trend is best shown when only the H feature is used for colour segmentation. 
One can see from Figure 6. 7a that using H only results in an adequate classing of Golden 
Delicious 2, 5 and 8. The H only feature tends to be only slightly sensitive towards the fruit 
image edge (about 6 pixels in from the defined boundary) and slightly sensitive at the glossy 
highlights. However, considering that the hue range between the 9 fruit classes is small (178° 
to 201°) and that some classes only differ by one degree of hue, Table 6.7 and Figure 6.7a 
show that the H feature alone is adequate for distinguishing between the classes. 
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6. Experimental Resulrs of Colour Classification Methods 
Table 6.7: Colour segmentation results for the 9 fruit images of Plate 1, 
using percentage class distributions for three feature combinations (H, H-I, 
and H-Sl-I) 
Fruit classed Feature com- Percentage [%] area of each class covered on the fruit 
from Plate 1 bi nations image. (NOTE: pixels from the images are sampled every 2 
used from the l ines.) 
classes in 
Table 6.6. 
1 2 3 4 5 6 7 8 9 10 
H 91.4 3.4 0.9 0.8 0.7 0.2 0.3 0.3 2.0 0.1 
Golden Deli- H-1 87.2 9.6 1.9 0.4 0 0. 1 0 0 0 0.7 
cious 1 H-S1-I 73 .4 23 . 5 0.8 0 0 0 0 0 0 2.3 
H 0. 1 80.6 14.7 2.0 1.2 0.3 0.5 0.3 0.3 0 
Golden Deli- H-1 16 .9 59 .9 19.3 2.4 0.3 0.7 0.2 0. 1 0. 1 0.1 
cious 2 H-S1-I 13 .8 54.9 21.9 3.2 3.2 3.0 0 0 0 0.3 
H 0 1.8 51.6 31. 7 7.6 1.4 1. 7 0.9 3.3 0 
Golden Deli- H-1 0.6 25.0 52.4 8. 1 3.6 5.4 0.9 3.0 0.5 0.4 
ci ous 3 H-S1-I 1. 9 18.2 39.7 17. 1 12. 1 10. 1 0 0 0 1.0 
H 0 0 37.0 48.3 8.5 1.8 2. 1 1. 1 1. 1 0 
Golden Deli- H-1 0 0.8 30.8 42.3 8.4 9.5 1.3 6.3 0.7 0 
cious 4 H-S1-I 0.2 1 .5 21.8 19.4 21. 7 23.0 12.0 0 0. 1 0.4 
H 0 0 0.9 19.5 51. 7 12.6 7.9 3.2 4.0 0.2 
Golden Deli- H-1 0.6 6. 7 27.6 10.4 18.3 25.2 2.9 6.2 1. 6 0.4 
ci ous 5 H-S1-I 0.8 3.3 13.2 7.7 9.3 35.5 28.2 0.4 0.9 0.7 
H 0 0 0 0 14.5 35.8 35.9 7.8 5.8 0.1 
Golden Deli - H-1 0.3 10.9 23.4 0. 1 2.0 47.5 8.2 5.7 1. 7 0.4 
cious 6 H-S1-I 1. 2 5.8 8.8 4.2 3.6 22.4 24.8 0 28.2 0.9 
H 0 0 0 0 0 0.9 47.4 34.5 17.0 0.2 
Golden Deli- H-1 0 4.6 11.3 0 0 30.4 27.7 11 .0 14.9 0.2 
cious 7 H-S1-I o. 1 1. 1 7.6 5.2 2.9 8.5 22.0 2.0 50.3 0.2 
H 0 0 0 0 0 0 6. 1 47.6 45.7 0.6 
Golden Deli - H-1 0 0.5 5.2 0 0 21.3 7.6 36.3 28.4 0.7 
cious 8 H- S1-I 0. 1 0.25 5.2 5.8 3.4 3.3 4.9 10.2 66.2 0.7 
H 0 0 0 0 0 0 7. 5 37.7 54.4 0.4 
Golden Deli- H-1 0 0.4 2.5 0 0 29.0 19.0 14. 1 34.6 0.4 
cious 9 H-S1-I 0 0. 1 3.3 4.0 2.4 3.6 6.1 3 .4 76.5 0.5 
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lass Golden Delicious 2 Golden Delicious 5 Golden Delicious 8 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
b) H-I 
c) H-Sl-I 
Figure 6.7: Colour segmentation of three Golden Delicious fruit images (2, 5, 
and 8) from Plate 1 into 10 classes. a) H classification b) H-I classification 
c) H-Sl-I classification 
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6. Experimental ResulLs of Col.our Classification Methods 
On introducing the I feature, H-I segmentation becomes more sensitive to the glossy 
highlights and the non-uniformity of the light over the fruit (Figure 6. 7b). With the saturation 
component, H-Sl-I segmentation clearly defines the gloss and shows an undefined boundary 
around the fruit image at an average of 15 pixels from the edge. One can see, however, that 
the gloss patches and fruit boundary were ignored then the majority of pixels in each of the 
3 apple images chosen would correspond to the class chosen for the fruit. 
6.4.1. Testing the Supervised Class Centroids from the 10 Golden Delicious Colours on a 
Real Fruit Sample 
In this subsection the 10 classes given in Table 6.6 were used to try and classify a real 
Golden Delicious apple with russeting. The fruit image used in this experiment is shown in 
chapter 4 Figure 4.1 lb. As before, three feature combinations (H, H-I, and H-Sl -I) are used 
to show that colour segmentation varies according to what feature combinations are used. 
Table 6. 8 shows the percentage distributions of each colour class over the real fruit image, 
and Figure 6. 8 illustrates these class distributions on colour segmented images of the real 
Golden Delicious fruit image. 
Table 6. 8: Pe rcentage clas s distribution res ults for the real Golden Delicious 
fruit image in Figure 4.llb, s egme nted with cla ss centroids from Ta ble 6.6 
Feature combina- Percentage [%] area of each class covered on the f ruit image. (NOTE: 
tions used from the pixels from t he images are saflllled every 2 lines . ) 
classes in Table 
6.6. 
1 2 3 4 5 6 7 8 9 10 
H 0 9 .0 29 . 1 25 . 5 13.9 3.4 4.4 3. 7 10.7 0.3 
H-1 19 . 2 25 . 5 28 . 9 8.8 6.3 6.3 0.4 0.7 o. 1 3.2 
H-S1-I 7.3 9.8 6.0 1.5 1.2 11.1 12 . 0 0 47.3 3.8 
Observations for supervised classification of a real Golden Delicious image 
Table 6.8 and Figure 6.8 show clearly that a fruit image can be classed quite differently 
depending on what features are used. The H feature suggests the fruit is mainly class 3 with 
a good coverage of class 4. The blue areas of class 5 (Figure 6.8a) generally indicate the 
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6. Experimental Resu/Js of Colour Classification Methods 
a) b) c) 
Figure 6.8: Colour segmentation of a real Golden Delicious (Figure 4.llb) into 
10 classes using supervised class centroids consisting of features a) H, b) 
H-I and c) H-Sl-I 
brown markings on the fruit. The 10. 7 % of class 9 refers to the russeting area and small 
shadow region on the lower left of the fruit. 
The H-I feature combination clearly defines the stalk as class 10, but now the russeting and 
shadow is indicated as class 1. Table 6.6, which contains the class centroids used for this 
segmentation, shows that class 1 (the greenest class) has the lowest intensity. Hence, since, 
the russeting and shadow are of lowest intensity they are classed by the H-I feature 
combination as class 1. Figure 6.8b also shows that the region on the fruit nearest the camera, 
has the greatest intensity (classes 4, 5 and 6). It should be noted that for this case the intensity 
feature is dominating over the hue feature for this minimum Euclidean distance segmentation 
using the H and I components. 
Figure 6. Sc shows that the lighting was quite bright on the fruit , which lead to most of the 
fruit being a saturated colour. Since Table 6.6 shows that the class centroid for highest 
saturation is class 9 (S 1 = 177), 4 7. 3 % of the fruit is covered with this class. 
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6. Experimental Resu/Js of Colour Classification Methods 
This experiment shows that the present lighting distribution is not adequate for accurate 
colour segmentation, if the I and SI components are to be used. In this case the colour 
segmentation given by the H feature alone should result in the most accurate colour classing 
of the fruit pixels. 
Since the lighting conditions are different for the real fruit compared with the lighting on the 
fruit colour charts , the intensity and saturation components generally contribute to a colour 
classification of the real fruit that is lighting dependent and therefore inaccurate. 
Out of five human observers, three classed the real fruit colour as being similar to Golden 
Delicious 4, one classed the real fruit as Golden Delicious 5, and one classed the fruit as 
Golden Delicious 6. The comparisons were done under fluorescent light (CWF). The hue 
feature classed the fruit as mainly class 3 and 4 under a mixture of incandescent and tungsten 
halogen light. Generally one should not compare the results of the human to the machine 
classification. This may be because lighting conditions are different so comparing human and 
machine classifications should be meaningless , also the machine classification would always 
be consistent in classing colours under a specific lighting condition. 
6.5. Colour Classification of Red Starking Classes 
In this section , unsupervised and supervised classification results are given for a sample Red 
Starking apple (fruit 6 on Plate 3). In the unsupervised cases, four classes were chosen for 
colour segmentation of the fruit image. This was to see if unsupervised classification could 
detect more than the two main colours the human eye could detect. In the supervised cases 
only two classes were chosen , namely one representing the greens and yellows on the fruit 
(class 1) and one representing the reds on the fruit image (class 2). These supervised classes 
are then used to colour segment other Starking images. 
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6. Experimental Resu/Js of Colour Classification Methods 
6.5.1. Unsupervised Colour Segmentation of a Red Starking 
The following results were obtained usmg the SAS program whose listing is given m 
Appendix B. The unsupervised clustering technique is a K-means approach using 
automatically detected centroid seeds. Three features are used in four different combinations 
to show how segmentation is affected by the feature combinations. The features used are H, 
Sl (saturation calculated as a vector distance), and I (intensity calculated as the average of 
RGB). 
Table 6.9 gives the centroid coordinates for the various feature combinations (H, H-I, H-Sl, 
and H-S 1-I) and percentage distributions for each of the four classes on the Starking 6 image 
(Plate 3). Figure 6.9 shows the effect of colour segmentation on Starking 6 for each case. 
Figure 6.10 shows how the classes are distributed for the fruit image pixels on the H-I plane. 
Table 6.9: Unsupervised clas s centroids and percentage distribution of colour 
classes for Starking 6 (Plate 3) 
Colour a) Class b) Class centroids c) Class d) Class centroids 
class centro ids using using two features centroids using using three features 
m.mber one feature and and percentage two features and and percentage 
percentage coverage of each percentage coverage of each class 
coverage of each cl ass (F igure coverage of each (Figure 6.9d) 
class (Figure 6.9b) cl ass (Figure 
6.9a) 6.9c) 
H % area H I % area H S1 % area H S1 I %area 
1 213 29.4 216 124 25.4 219 124 63.8 219 121 11 0 57.8 
2 222 48. 1 220 104 38.9 225 112 30.5 225 90 117 7.7 
3 231 22. 1 227 81 17.6 229 80 5. 1 226 120 87 31.6 
4 248 0.4 230 99 18.1 243 53 0.6 239 63 95 1.0 
Observations for unsupervised classification of Starking 6 
Note that the H-I plot (Figure 6.10) gives a CLUSTER number to each plot , as generated by 
the FASTCLUS function in Appendix B. The clusters have been renamed to more appropriate 
numbers where CLUSTER 1 represents CLASS 3, CLUSTER 2 represents CLASS 2, 
CLUSTER 3 represents CLASS 1, and CLUSTER 4 represents CLASS 4. 
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6. Experimental Results of Colour Classification Methods 
a) b) 
c) d) 
2 3 4 
Figure 6.9: 4 class unsupervised colour segmentation of Starking 6 (Plate 3) 
f or each of the feature combinations a) H b) H-I c) H-Sl d) H-Sl-I 
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Figure 6.10: Unsupervised segmentation using K-means i teration on the H and 
I features of pixels in Starking 6 (Plate 3). The class centroids are given 
i n Table 6 . 9b. 
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6. Experimental Results of Colour Classification Methods 
In these experimental results one can see the true effect of the features on a fruit that is 
illuminated without gloss or major shadow effects. If one considers classes 1 and 2 as 
representing the green/yellow parts of the Starking and classes 3 and 4 as the red/brown parts 
of the fruit image, then the H feature gives a fairly rough segmentatiori of the colours (Figure 
6.9a). Introducing the I feature allows for a clearer definition of the red and green striations 
(Figure 6.9b). The H-Sl feature combination detects most of the red on the fruit as class 2 
and the green as class 1 (Figure 6.9c). The H-S 1-I feature combination reveals a boundary 
of class 2 due to the effect of the S 1 component but most of the red striations are detected 
due to the effect of the I component (Figure 6.9d). 
In general it appears that hue gives an adequate representation of the colour distribution on 
the fruit. The intensity feature, improves on the boundary definition between the different 
classes on the fruit. The saturation feature shows the lighting effect on the fruit , which in this 
case saturation is fairly uniform and high over the central region of the fruit image, but low 
at about a 6 pixel thick boundary around the fruit. 
6.5.2. Supervised Colour Segmentation of Starking 6 (Plate 3) 
The H-I plane of Figure 6.10 contains a tight elliptically shaped scatter plot of all the sampled 
pixels in the Starking 6 image. Finding four class centroids in this plot is manually quite 
difficult, since there are no observable distinct clusters within the scatter plot. The hue range 
is in fact quite narrow (204° to 255°) with a majority of the pixels clustering around a hue of 
217°. It was found that two classes were sufficient to segment the Starking image. The first 
class was determined by averaging the feature components in a 25 pixel area on a 
green/yellow region on the Starking 6 image. The second class was determined by averaging 
the feature components in a 25 pixel area on a red region of the fruit image. Table 6.10 
shows the coordinates of the features representing the supervised classes. Table 6.11 shows 
the results of these class distributions over a set of six of the Starking apple images from Plate 
3, for feature combinations of H, I and H-1. Figure 6.11 shows some of the colour 
segmented images resulting from the three different feature combinations used to segment 
Starking images 1, 2, 5, 6, 10 and 11 from Plate 3. Note that only one image is shown of 
Starkings 1 and 11 (Figures 6.1 la and 6.111), two images are shown for each of Starkings 
6-22 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
6. Experimental Resulls of Colour Classification Methods 
2 and 10, and three images are shown for each of Starkings 5 and 6. The values in Table 
6.1 1 should be sufficient to represent the concentrations of classes in those images not shown. 
Table 6 .10: Supervised class centroids for 2 class colours (derived from 
Starking 6) to be used in classifying the Starking apples in Plate 3. 
Colour class Average feature c~nents of class 
m.1rbers colour viewed under a red/blue tint 
H S1 I 
1 204 125 138 
2 234 125 67 
Table 6.11: Colour segmentat i on results for Starking images 1, 2, 5, 6, 10, 
and 11 of Plate 3, using percentage class distributions for three feature 
combinations (H, I, and HI) 
Fruit classed from Feature cOl!bination Percentage [%] area of each class covered on the 
Plate 3 s used from the cla fruit image. (NOTE: pixels from the images are 
sses in Table 6. 10. saflllled every 2 lines.) 
1 2 
H 0 100 
Starking 1 I 5.0 95.0 
H-I 2.3 97.7 
H 1.4 98.6 
Starking 2 I 23.7 76.3 
H-I 16.4 83.6 
H 25.6 74.4 
Starking 5 I 72.3 27.7 
H-1 65.8 34.2 
H 40.2 59.8 
Starking 6 I 55.5 44.5 
H-1 52.4 47.6 
H 73.2 26.8 
Starking 10 I 72.7 27.3 
H-1 74.0 26.0 
H 95.9 4.1 
Starking 11 I 95.2 4.8 
H-1 95.7 4.3 
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a) Starking l using I 
feature 
d) Starking 5 using I 
feature 
g) Starking 6 using I 
feature 
j) Starking 10 using H 
feature 
CLASS: 1 '.! 
6. Experimental Resu/J.s of Colour Classification Methods 
b) Starking 2 usmg I 
feature 
e) Starking 5 using H 
feature 
h) Starking 6 using H 
feature 
c) Starking 2 using H-l 
features 
t) Starking 5 using H-1 
features 
i) Starking 6 using H-1 
features 
k) Starking 10 using H-1 I) Starking 11 using H-1 
features features 
Figure 6.11: Two class supervised classification of six Starking images from 
Plate 3. The classification features used are H, I and H-I. 
6-24 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
6. Experimental Resulls of Cowur Classification Methods 
Observations for supervised classification of 6 Starking images 
If one compares the images segmented by two classes (green and red) in Figure 6.11 to the 
actual images they represent in Plate 3, one can see that it is possible to distinguish between 
Starkings 1 and 2 and Starkings 10 and 11. However, the distinction between Starkings 5 and 
6 is less obvious. 
The general trend in the colour segmented images is that the I feature alone will always detect 
most of the red striations. The H feature alone generally detects more red than is actually 
visible on the fruit , and the striation boundaries are not clearly defined. The H-1 feature 
combination gives the most accurate colour segmentation that best represents how the human 
eye would segment the images between red and green. 
It should be noted that if the class centroids for the I feature were changed to a slightly lower 
value then more of the red striation would appear in the two class segmented images. For 
example, such a change could mean lowering class 1 of I from 138 to 131 and class 2 of I 
from 67 to 60 (see Table 6.10). Similarly, to decrease the amount of red detected using the 
H only feature then lowering just the centroid of class 2 from 234° to say 220° would yield 
a more accurate H only colour segmentation. 
From the above observations one can deduce that it is possible to obtain an accurate colour 
segmentation of Starkings using just two classes and one feature (preferably intensity instead 
of hue). However, if it is known that there are more than two main colours on the fruit (other 
than red and green) then more classes can be used and the H-1 feature combination would 
give the most accurate colour segmentation of the fruit. 
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6. Experimental Resu/Js of Colour Classification Methods 
6.5.3. Testing the 4 Unsupervised and 2 Supervised Class Centroids from Starking 6 on a 
Real Starking Fruit Sample 
One side view of a real Starking apple (see Figure 6.12) was used to check if the 4 
unsupervised and 2 supervised class centroids set up earlier, could classify this image of the 
real fruit. The results of the class percentage distributions over the image are given in Table 
6.12. Figure 6.13 gives the unsupervised and supervised class segmented representations of 
the real fruit image shown in Figure 6.12. 
Table 6.12: Percentage class distribution results for the real Starking fruit 
image in Figure 6.12, segment ed with unsupervised class centroids from Table 
6.9 and supervised class cent roids from Table 6 . 10 
Colour a) Unsupervised class cent roids using Colour b) Supervised class centroids using 
class H and H- 1 features and percentage class H and H-1 features and percentage 
nuit>er coverage of each class (F igure 6.13a m.1rber coverage of each class (Figure 
and Figure 6.13b) 6.13c and Figure 6.13d) 
H % area H I % area H % area H I %area 
1 213 17.4 216 124 9.2 1 204 23.9 204 138 22.0 
2 222 33.2 220 104 21.3 2 234 76.2 234 67 78.0 
3 231 47.9 227 81 50. 1 
4 248 1.6 230 99 19.3 
Observations for the unsupervised and supervised classing of the real Starking image. 
The results of colour segmentation of the real fruit , given in Table 6.12 and shown in Figure 
6.13 , confirm the final deductions mentioned in the observations of the supervised 
classification of six Starkings. The H feature alone gives a generally rough colour 
segmentation of the real Starking (Figure 6.13a and 6.13c). In both the supervised and 
unsupervised results (Figure 6.13b and 6.13d) it appears that the H-I feature combination 
yields a better colour segmentation than the H only results. One can see that the two class 
supervised segmentation produces an adequate result (Figure 6.13d), however, the four 
classes in the unsupervised segmentation (Figure 6.13b) yield a superior result, where more 
of the lighter red striations are detected . 
One must remember that if a colour segmentation using say four classes and the H-I feature 
combination is used in the final grading of the fruit , one knows from observing the pixel 
distributions of the classes over the fruit that segmentation is sufficiently accurate. Hence, one 
only needs to grade according to the percentage distributions of each class. 
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6. Experimental Results of Cowur Classification Methods 
Figure 6.12: A side view image of a real Starking apple to be colour segmented 
with supervised and unsuperv i sed classes 
(i) H (ii) H-1 
a) 
b) 
Figure 6.13: Colour segmentat i on of a real Starking : a ) 4 class unsupervised 
colour segmentation for feature combinations i) H ii) H-I; b) 2 class 
supervised segmentation for features i) H and ii) H-I 
6-27 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
6. Experimental Resu/Js of Colour Classification Methods 
6.6. The Gradin1: of Fruit Ima1:es usin1: Hue Avera1:es and Variance 
The previous sections in this chapter have all presented colour segmentation results of fruit 
skin colours. The fruit can be graded by determining the percentage coverage of a certain 
colour class over the area of the fruit observed. In this section, the results of an alternative 
method of grading are given. These results aim to show that fruit (Granny Smiths in this 
experiment) can be graded using the average hue (Have) and hue variance (Hvar) of all pixels 
sampled in the fruit image. 
The results given in Table 6.13 and shown in Figure 6.14 are used to indicate that it is 
possible to numerically distinguish between Granny Smiths with russeting, pink blush and 
sunburn. Iterative clustering techniques, such as those described in section 5 .4., are not used 
on these results. In this case a simple manual clustering method shows that the different types 
of Granny Smiths can be identified. The Golden Delicious hue averages and variances shown 
in Table 6.13 and Figure 6.14 are used to show that the Hvar and Have values for each 
relatively uniformly coloured Golden Delicious are quite distinguishable from the varying 
coloured Granny Smiths. 
Oi 
> J: 
350.00 
300.00 
250.00 
200.00 
150.00 
100.00 
50.00 
... x 
... 
_:------
.. 
.:J ::J ~ ..... -0.00----.,...--------....,......~---..---.-----t 
160.00 170.00 180.00 190.00 200.00 21 o.oo 220.00 
Have 
I : GDcotour GSsunbum + GSrusset x GS 7 "' GSpinkbtush & GS BZ 
Figure 6.14: Points representing the Granny Smith (GS) and Golden Delicious 
(GD) fruit images by average hue and hue variance for each fruit (see Table 
6.13) 
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6. Experimental Results of Colour Classification Methods 
Table 6.13: Hue averages (Have) and variances (Hvar) for various Granny smith 
fruit image samples with russeting, pink blush, and sunburn, and the 9 Golden 
Delicious fruit images of Plate 1. 
Fruit image Have Hvar Fruit image Have Hvar 
GSrusset: 1n 96 GDcolour: 1 178 24 
GS_1 174 63 2 186 5 
GS_12 190 145 3 190 14 
180 82 4 192 5 
GS_7 182 99 5 194 8 
6 196 7 
GSpinkblush: 199 125 7 197 4 
194 83 8 200 13 
207 98 9 201 11 
193 173 
GS_B7 204 316 
GSsunburn: 179 23 
182 16 
187 19 
187 8 
Observations on Fruit Grading with Have and Hvar values 
Figure 6.14 shows that it is possible to manually separate 12 different fruit based on their 
Have and Hvar values. The 12 fruit consist of Granny Smiths in which 4 have russeting, 4 
have pink blush, and 4 have sunburn. One will notice in Table 6.13 that the hue variance is 
larger for the Granny Smith with large russeting (GS_12) compared to the Granny Smith with 
small russeting (GS_ 1 ). This verifies that fruit with larger blemishes have larger variance in 
hue. Figure 6.14 shows that below a hue of about 192° the Granny Smiths with russeting and 
sunburn are represented, where those apples with russeting all have hue variances larger than 
about 50. The apples with pink blush have generally redder hue averages all higher than 192° 
and hue variances also greater than about 50. One can see that, in comparison, the Golden 
Delicious without blemishes, have a hue average ranging from 178° to 201° and hue variances 
that are less than 25. 
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6. F.xperimental Results of Colour Classification Methods 
Two other apples have been added to Table 6.13 after the 12 Granny Smiths were manually 
segmented. The fruit images are GS_7 (Granny Smith 7 ,shown in Plate 2) and GS_B7 
(Granny Smith with pink blush shown in Figure 4. llc). One can see from Figure 6.14 that 
these two fruit have been appropriately classed into the manually defined class boundaries for 
Granny Smiths with russeting and Granny Smiths with pink blush. 
From the above observations one can deduce that the Have and Hvar features are adequate 
for general grading of the fruit. Obviously this approach may be faster than pixel by pixel 
colour segmentation of the fruit, but it would not be as accurate. An approach that may yield 
the most accurate grading of the fruit would be one that uses both the pixel by pixel colour 
segmentation classing and the Have and Hvar classing methods. 
6. 7. Guide to Run Times and Errors in the Results 
All of the above experimentation was performed on a 16MHz 386 IBM compatible P.C. with 
no co-processor. The windowed area was on average 188x229 (43052) pixels in which image 
processing took place. On average the number of pixels sampled from the fruit image in the 
window was 15000 pixels. Each pixel would be transformed from its RGB components to 
HSI components using equations 4.1 and 4.8. 
It takes on average 600ms to read from an array, the H, S and I components of each sampled 
pixel and obtain the average, variance, maximum and minimum values of each of these 
components. 
It takes on average 1 to 2 minutes to colour segment into 10 classes using two features, an 
image of about 15000 sampled pixels. This segmentation process involves: 
1) transforming each pixel from RGB to HSI, 
2) finding the pixels class by determining its feature components minimum distance 
to the set class centroids with the same feature components. 
3) calculating the percentage distribution of each class in the sampled image and 
4) displaying the segmented image on an overlay to the actual image. 
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6. Experimental Resu/Js of Colour Classification Methods 
According to Celenk and Smith (1986), the L*a*b* system requires 2 to 9 minutes (using the 
DEC PDP-10 system) to colour segment an image. This time is slow, and should not really 
be compared to the times give~ by the 386 machine. However, an investigation into testing 
the colour segmentation process using DSP chips and hardware RGB to HSI converters, 
should reveal that run times will be greatly reduced. 
The main error inherent in the experimental laboratory set up is the noise associated with each 
pixel before the image is grabbed. In a test to check the extent of the associated noise the 
following procedure and result shows the errors associated with reading each pixel feature: 
Ten images were grabbed of the same image. This image was of the Golden Delicious 
1 shown in Plate 1. For each image grabbed the average H, S 1 and I features were 
calculated for the fruit region. It was calculated that the ten images gave an average 
H value of 180 ± 2 , an I value of 111 ± 2 and an S 1 value of 102 + 2 overall. 
This noise can be considered as white noise and should be considered when results are taken 
in the proposed industrial inspection system. 
Other errors experienced are those due to uneven lighting on the fruit. This resulted in gloss 
spots and shadows around the edges. Under these lighting conditions errors in hue values can 
usually be detected within a 6 to 20 pixel boundary around the fruit. The saturation feature 
« 
generally indicates these gloss and shadow regions as having low saturation values. 
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CHAPTER 7 
Conclusions and Recommendations 
7 .1. Conclusions 
From the findings, theory and experimental results described in this thesis, several 
conclusions can be made, that fulfil the thesis objectives set out in chapter 1. 
All colour representation systems can be derived from the CIE 1931 XYZ tristimulus values. 
Two main colour representation systems are spectral distribution curves and colour 
represented as equivalent stimuli. All these colour systems have been used in various colour 
representation applications, and hence, are worth considering for an on-line colour inspection 
system. 
Experimental results with a computer spectrophotometer show that colours can be represented 
by: spectral power curves; the CIE 1931 x,y chromaticity coordinates; the CIE 1960 UCS u, v 
values; L*u*v* values; L*a*b* values; RGB values; and HSI values. Each of these colour 
systems has shown to be viable for a colour inspection system in terms of adequately 
representing colours. However, the HSI system was chosen for further investigation since it 
related to the human perceptual understanding of colour, and transformation to this colour 
space was sufficiently fast. 
There is no standard HSI colour representation system, each system is generally tailored from 
an RGB system to suite a specific application. Hence, an HSI system was derived from 
considering seven RGB to HSI transformations. Experimental results showed that various 
combinations of the H, S, and I values could be used to represent all colour pixels in a fruit 
image. Hence, a method was needed to find which features best classify the pixels and hence 
grade the fruit. 
The H and I features were used to describe several clustering and classification theories. The 
fastest classification methods were required for experimentation, hence classifications based 
on minimum Euclidean distances were chosen. 
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7. Conclusions and Recommendations 
A colour calibration of the lighting system is needed if results are to be consistent for 
comparisons. The more pure white the light is, the larger and better the colour distribution 
is over the fruit. 
Finding class centroids by the unsupervised K-means method and supervised selection of 
colour sample areas, generally produced similar results. It was found that the H-I and H-Sl-I 
feature combinations were best for colour segmenting Granny Smith apples with russeting into 
4 classes. The H feature alone, using 10 classes allowed for the best classification of Golden 
Delicious apples. However, if the lighting conditions on the fruit images sampled did not 
produce glossy highlights, then the H-I and H-Sl-I feature combinations would have given 
better classifications. The I feature alone gave adequate colour segmentation of Starking 
apples into two classes. This classing was generally better than using the H feature alone. 
However, if 4 classes were used then the H-I feature combination would allow for a better 
colour segmentation of the fruit image. The Have and Hvar features allow for an adequate 
and quick method of grading a fruit cultivar. 
Several conclusions relating to the H, S, and I features can be made. The hue range for most 
fruit is narrow (less than 50°). This means that the H feature alone is able to classify the fruit 
for general colour and not fine markings. In some cases the H feature identifies blemishes but 
not sufficiently well. 
Saturation calculated as a vector distance (S 1) is a good feature for detecting the lighting 
distribution on the fruit. Saturation with hue seems to be of little use in detecting actual 
colour and blemishes. However, the H-S 1-I feature combination yields accurate colour 
segmentation results in some cases, but usually this feature combination is very sensitive 
towards the lighting distribution. 
Inte~sity is of great importance if clearly defined boundaries are required of markings and 
blemishes. In general the H-I feature combination produces the best results if lighting is 
evenly distributed over the fruit. 
The theory and algorithms given in the chapters, and the listing of the colour analysis 
prototype package in Appendix A, complete the objectives set out for this thesis. 
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7. Conclusions and Recommendations 
7 .2. Recommendations 
Based on the findings given in the chapters and on the conclusions made, the following 
recommendations can be made. 
• The HSI colour system should be used for the automated industrial colour inspection 
system. A hardware implementation of equations (4.8) and (4.1) should be made for 
RGB to HSI conversion, if it is found that the DT7910 RGB to HSI converter is too 
slow. 
• An automated lighting calibration system must be developed based on the method 
described in section 6. 2. Lighting conditions should be evenly distributed over the 
fruit, and the lighting colour should be as near to absolute white as possible. 
• Two methods to grade the fruit should be implemented. The first is to have predefined 
colour palettes from which classes can be selected. These classes will be specific to 
each cultivar to be passed through the inspection system. Pixels sampled from a 
captured fruit image are classed according to a minimum Euclidean distance to each 
selected class centroid, using the H-1 feature combination. The pixel distribution for 
each class will determine the grade of the fruit. 
The second method to implement is that from each fruit image the hue average (Have) 
and hue variance (Hvar), must be determined. By classing the fruit to the nearest 
predefined classes of Have and Hvar the grade of the fruit will be determined. 
7.3. Future Outlook and Further Recommendations 
This project has only dealt with the classification of one view of several fruit images. To 
increase the accuracy in determining the over all colour distribution on a whole fruit, several 
views of the fruit must be used. The proposed colour inspection system could use the colour 
grading methods described above for each view of the fruit. However, care must be taken not 
to use multiple views of the same region. 
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7. Conclusions and Recommendations 
The vector components vl and v2 that result in the polar coordinates of Hands, are other 
features that should be investigated in combination with the I feature, in the colour 
segmentation and classification methods. In addition the new CMC colour standard should be 
investigated, since it may become an industrial standard (Burke (1992)). 
An alternative colour system that should be investigated are the chrominance signals given 
in the PAL system transmission of colour signals (PAL Colour Tv (1967)). In the PAL 
system three colour signals are needed to carry all the colour information; the luminance 
signal (Y) is one, the chrominance signals are the other two. The chrominance signals are 
obtained by subtracting the luminance signal from the colour signals for red (R) and blue (B). 
This thesis was concerned with the RGB output signal from a colour camera, hence, PAL 
signals were generally not considered. It is important to note that if the PAL signal is used 
there is a band effect that is caused from the phase alternating of the colour signal on alternate 
lines displayed. This band effect causes consecutive lines to appear alternately darker and 
lighter than what is normally interpreted by an observer. This band effect is averaged out 
when the lines are viewed by the human observer and a uniformly coloured area will appear 
uniform to the observer. This banding effect would have to be accounted for if the PAL 
chrominance signals were to be used in a colour inspection system. 
If the proposed colour insp ction system is to use neural network technology then according 
to Traven (1991) a one-layer network (without lateral interaction) can be used. He uses the 
network with 32 hidden units, using the class conditional densities of the chromaticities (i.e. 
vector components v 1 and v2) as input to the network. His results showed that it was possible 
to identify green, red and orange fruit in an image. Further investigation into neural networks 
for colour classification are beyond the scope of this thesis. 
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APPENDIX A 
The CAPP User's Guide and Program 
Listing 
A.l. Introduction 
The Colour Analysis Prototype Package (CAPP) is a software tool developed in the Electrical 
Engineering department at the University of Cape Town. The software was developed using 
an exploratory programming approach to gain an insight as to how fruit colours (or any 
colour image) can be analyzed and hence classified. 
CAPP was written in Microsoft C Version 6.0. It uses the Microsoft C libraries and the 
IMAGER-AT libraries. The IMAGER-AT is the software used as an interface to the MVP-
AT colour frame grabber board. The minimum hardware requirements for CAPP are an IBM 
compatible AT with a 286 microprocessor with a hercules graphics card, an RGB colour 
monitor, an RGB colour video camera, and the MVP-AT colour frame grabber board 
designed by Matrox Inc. 
The following features make ,CAPP a useful tool in analyzing any colour image: 
• the letter driven menu system provides a useful interface for using the IMAGER-
AT software utilities for general image input and output and frame buffer handling. 
• the RGB pixels of the image can be interpreted as having the associated features of 
hue (H), saturation (S), and intensity (I). These are the features used in the colour 
analysis routines. 
• H, S, and I histograms, H versus S, and H versus I colour plots of the pixels in 
user defined areas·of interest can reveal a greater insight into the distributions of the 
colours in the image. 
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A. The CAPP User's Guide and Program Listing 
• A cursor can reveal the RGB and HSI values at any position in the image, and a 
line profile can be drawn for any feature between any two points in the image. 
• Colour segmentation is possible in three ways. Firsty, by defining threshold levels 
within the histogram of a certain feature. Secondly, by using user selected colour class 
centroids for clustering by minimum distances. Finally, it is possible to use centroids 
determined by unsupervised clustering to segment the image by minimum distances. 
Section A.2. is a user's guide to the software, by way of an example to classify the colours 
on an image. Section A.3. gives a general program design and recommendations are made 
in order to develop this software further. A listing of the CAPP program code ends this 
Appendix. 
A.2. CAPP User's Guide 
A example will be used to illustrate the procedures needed to capture and colour segment an 
image. Most routines that are not used in this example are self explanatory since the main 
menu provides comments as to what the routine should do. In the example the set up will be 
assumed to be the same as in Figure 4.10. An image of a single fruit on a white background 
will be captured. Statistics about each feature within the fruit will be given and the image will 
be colour segmented by supervised minimum distance classification into 4 classes using the 
H and I features of the pixels representing the fruit. 
Inherently this example will act as a guide to the stages needed for an automated colour 
sorting process. The key strokes available for each option will be given in O and the key 
pressed will be in bold. Observations will be given in (). Typing ca pp at the DOS prompt 
will execute the program. If the program has initialised the MVP-AT board correctly then a 
series of red bars should appear across the RGB monitor screen. This indicates that all frame 
buffers are now full. The stages to follow in the example are now shown. 
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• 
A. The CAPP User's Guide and Program Listing 
STAGE O: Clear all frame buffers (c 6] 
STAGE 1: Obtain a 3x512x512x8 bit colour image by 
a) Image grabbing (i <enter>] or 
b) Load a colour RGB image into a buffer [l 6] 
STAGE 2: Get an area of interest (g] - arrow keys move the 
window, [ s] toggles window steps of 1 or 2 o, [ f] 
toggles fixing the top left corner of the window, 
<enter> returns to main menu with the area chosen. 
(the red window will now disappear). 
STAGE 3: Average out the PAL band effect if a colour processor 
was used to convert a PAL signal from the camera to 
the RGB components. (a] 
STAGE 4: Threshold the fruit region of interest so as to 
isolate the pixels within the fruit region from the 
background. [t] 
STAGE 4.1: 
STAGE 4.2: 
STAGE 4.3: 
STAGE 4.4: 
STAGE 4.5: 
Enter an integer of the · threshold level [ 80 
<enter>]. Select the type of background black or 
white [b, w], and choose the number of alternate 
lines to sample pixels [2 <enter>] (the larger 
the number of alternate lines the smaller the 
sample set of pixels is). (horizontal red lies 
will be drawn as a mask over the area 
thresholded) . If this threshold was not 
sufficient then repeat this stage .[y, n]. 
If the threshold was sufficient then there is the 
option to generate the H, s, and I planes and 
view statistical data about the features in the 
fruit. [y,n] ([n] brings up the main menu). 
' Option to generate HSI planes to the screen or to 
the files HUE.DAT for H feature, SAT.DAT for S 
feature, and INTENSIT.DAT for the I feature.(1,2] 
(the red overlay will turn multi-coloured and 
frame buffer 2 will now contain the I plane. 
Primary statistical data such as the HSI means, 
maximums and minimums are given). The files 
generated data can be used in an unsupervised 
clustering program HICLUMEAN. SAS using the SAS 
software on the UCT VAX. 
Option to view more statistical data [y,n]. (More 
data showing the variances, skewness, and 
covariance matix of the H and I features are 
given. This data could eventually be used in 
Parametric Bayesian classification, or Have vs 
Hvar classification (see Chapter 5) .) 
Option to write array to file HBYI.DAT of 2-D 
histogram for H vs I [y, n]. This array can be 
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STAGE 4.6: 
STAGE 4.7: 
A. The CAPP User's Guide and Program Listing 
viewed three dimensionally with the software 
package 3-D BOEING.(see Figure 5.l(ii)) 
Option to segment the H feature by manually 
defining threshold levels in the feature. (for 
example finding the distribution between 3 
defined levels in the H feature) [y,n). 
Option to show on the console screen a scatter 
plot of sampled pixels plotted with their H 
feature vs their I feature. (see Figure 5.l(i)) 
[y,n). 
STAGE 5: Toggle the overlay mask of the threshold region on or 
off for viewing purposes [mm]. 
STAGE 6: With the overlay mask on press (u] to cluster and 
classify the fruit image. 
STAGE 6.1: 
STAGE 6.2: 
STAGE 6.3: 
STAGE 6.4: 
STAGE 6.5: 
Select how centroids should be found. Centriods 
from a file can be previously written user 
supervised centroids or centroids generated by 
unsupervised classification (HICLUSMEAN.SAS from 
the VAX) . Centroids can also be selected from the 
image [f,i] . 
Enter number of classes to use (4 <enter>). 
Enter number of features to use (2 <enter>]. 
Enter label of features 1 and 2 [h i] 
(a small window will appear at the centre of the 
monitor) Move the window to an area to average 
out the features and hence provide class 1 with 
its feature values (<arrows> <enter>]. This stage 
will be repeated for each of the 4 classes -
remember that ( f] toggles fixing the top left 
corner of the window, and (s] toggles the step 
size of 1 or 20. 
(There are 15 different colours available for the 
classes, the first 4 should appear repectively in 
the centroid sample windows as: green, yellow, 
red and magenta. Once all four classes are 
selected the overlay containing the fruit will 
linearly read each pixel beneath the overlay and 
place its class colour in the overlay. The final 
overlay will show the colour segmentation of the 
fruit. The console screen will show the 
percentage distribution of each of the classes 
spread over the fruit image.) From these 
distributions the grade of the fruit can hence be 
deduced. 
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A. The CAPP User's Guide and Program Listing 
A.3. Promm Desim 
Since CAPP is only a prototype there is room for program optimisation and further 
development. In its present state CAPP was developed using an exploratory programming 
methodology, that is, as funtions were needed they were added to appropriate modules. 
CAPP.MAK is a project make file which contains the module files which build the CAPP 
program, CAPP.EXE is the executable file for the program. 
The main data structures used are 'typedef struct' structures for holding general statistics and 
for holding top left and bottom right window coordinates. General one dimensional and two 
dimensional arrays are used for holding H, S, and I features associated with each sampled 
pixel. 
The hierarchical structure of the program is shown in Figure A.1. This figure shows the 
module files and the communication links between them. In the program listing that follows 
the purpose of each module is given at the beginning of the module~ and before each function 
a description of that function is given. 
APPPLOT.C APPCLUS.C 
NRUTIL.C APPUTIL.C APPGRAPH.C 
Figure A.1: Hierarchy diagram of the modules used in CAPP, the 
Colour Analysis Prototype Package. 
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A. The CAPP User's Guide and Program Listing 
A.4. Recommendations 
It would not be advisable to add more functions to the CAPP program by linking in more 
routines. Instead, if a general Colour Analysis Package is to be made then the code should 
be rewritten more efficiently. The file modules should contain functions which are specifically 
related to that function name. 
In some cases floating point operations are used with floating point values of H, S, and I. In 
order to reduce computation times these values should be kept strictly as short integers. 
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 c
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 c
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 D
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 c
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 m
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m
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 c
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ra
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 m
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 c
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 c
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 d
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c
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 c
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 p
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 p
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 l
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ea
k;
 
/*
 o
pt
io
ns
 a
re
 g
lo
ba
l 
v
a
rs
 *
/ 
sy
st
em
("c
on
ma
nd
");
 b
re
ak
; 
lo
ad
fi
le
();
 b
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 b
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w
ind
ow
 -
w
ind
ow
 o
f 
th
e 
a
re
a
 o
f 
in
te
re
st
 
ST
AT
S. 
-
gl
ob
al
 d
at
a 
ab
ou
t 
th
e 
a
re
a
s 
o
f 
w
ind
ow
 a
nd
 t
he
 f
ru
it
 r
e
gi
on
 
an
d 
th
e 
pe
ak
s 
o
f 
th
e 
H,
 
s 
an
d 
I 
fe
at
ur
es
. 
.
 
RE
QU
IRE
ME
NT
S: 
fu
nc
tio
ns
 '
th
re
sh
ol
d'
 a
nd
 •
pl
ot
• 
m
u
st
 
be
 u
se
d 
be
fo
re
 1
di
sp
da
ta
1 
lo
ng
 t
o
ta
o
i;
 
/*
 
fl
oa
t 
a
pp
le
to
w
in
; 
/*
 
fl
oa
t 
H
to
w
in
,S
to
w
in
,It
ow
in
; 
/*
 
fl
oa
t 
H
to
ap
p,
St
oa
pp
,It
oa
pp
; 
/*
 t
o
ta
l 
a
re
a
 o
f 
in
te
re
st
 
*
/ 
ra
ti
o 
o
f 
in
ap
pl
e 
a
re
a
 
to
 t
ot
ao
i 
*
/ 
HS
I 
ra
ti
o 
to
 w
ind
ow
 a
re
a
 
*
I 
HS
I 
ra
ti
o 
to
 i
na
pp
le
 a
re
a
 
*
/ 
to
ta
oi
 =
 (lo
ng
)(w
ind
ow
->
x1
 -
w
in
do
w
->
x2
)*(
lon
g)(
wi
nd
ow
->
y1
 -
w
in
do
w
->
y2
); 
a
pp
le
to
w
in
 =
 (f
loa
t)S
TA
TS
.ao
ap
ple
 / 
to
ta
oi
 ;
 
H
to
w
in
 =
 
(fl
oa
t)S
TA
TS
.m
ax
Hc
ou
nt 
/ 
to
ta
o
i;
 
H
to
ap
p 
=
 
(fl
oa
t)S
TA
TS
.m
ax
Hc
ou
nt 
/ 
ST
A
TS
.ao
ap
pl
e;
 
St
ow
in
 =
 (f
loa
t)S
TA
TS
.m
ax
sc
ou
nt 
/ 
to
ta
o
i;
 
St
oa
pp
 =
 (fl
oa
t)S
TA
TS
.m
ax
Sc
ou
nt 
/ 
ST
A
TS
.ao
ap
pl
e;
 
lto
w
in
 =
 
(fl
oa
t)S
TA
TS
.m
ax
ico
un
t /
 
to
ta
o
i;
 
It
oa
pp
 =
 (fl
oa
t)S
TA
TS
.m
ax
lco
un
t /
 S
TA
TS
.ao
ap
pl
e;
 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
("
--
Im
ag
e 
S
ta
ti
st
ic
s 
-
-
\n
\n
")
· 
pr
in
tf
("
To
ta
l 
a
re
a
 
pr
oc
es
se
d 
=
%
ld
\n
11
,
to
ta
o
i);
 
pr
in
tf
("
To
ta
l 
fr
ui
t 
re
gi
on
 u
se
d 
=
%
ld
\n
",S
TA
TS
.a
oa
pp
le
); 
pr
in
tf
( "
Fr
ui
t 
re
gi
on
 
=
%
f%
%
\n\
n"
, a
pp
le
to
w
in
*1
00
); 
pr
i n
tf
("H
ue
 [,
...e
ll 
=
 
%f
%%
 o
f 
to
ta
l 
a
re
a
\n
",
 ST
AT
S.m
ax
H 1
 H
to
w
in
*1
00
); 
pr
in
tf
("
 
=
 
%f
%%
 o
f 
fr
ui
t 
a
re
a
\n
\n
",
H
to
ap
p*
1u
0)
; 
pr
in
tf
("
Sa
tu
ra
tio
n 
[,...
ell 
=
 
%f
%%
 o
f 
to
ta
l 
ar
ea
\n
",S
TA
TS
.m
ax
S 1
St
ow
in
*1
00
); 
pr
in
tf
("
 
=
 
%f
%%
 o
f 
fr
ui
t 
a
re
a
\n
\n
",
St
oa
pp
*1
u0
); 
pr
in
tf
("
ln
te
ns
ity
 C
Y.e
ll 
=
 
%f
%%
 o
f 
to
ta
l 
a
re
a
\n
11
,
ST
A
TS
.m
ax
l,l
to
w
in
*1
00
); 
3 
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4 
pr
in
tf
("
 
=
 %
f%
% 
o
f 
fr
ui
t 
a
re
a
\n
\n
",
lto
ap
p*
10
0)
; 
pr
in
tf
("
\n
Pr
es
s 
a 
ke
y .
.
•
 "
); 
ge
tc
h(
); 
} 
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/*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
 
*
 
MO
DU
LE
: 
AP
PP
LO
T 
*
 
*
 
AU
TH
OR
: 
G.
Ka
y 
*
 
*
 
DE
SC
RI
PT
IO
N:
 c
o
lo
ur
 p
lo
ts
 o
f 
gr
ap
hs
 a
n
d 
HS
I 
di
sc
s 
to
 m
o
n
ito
r 
*
 
*
 
CO
NT
AI
NS
: 
*
 
ge
ta
pp
le
 
*
 
pl
ot
s 
*
 
dr
aw
di
sc
 
*
 
ch
oo
se
xf
or
m
 
.
 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
#i
nc
lu
de
 1
1 a
pp
co
m
.h
11
 
#i
nc
lu
de
 11
a
pp
ty
pe
.c
11
 
#d
ef
in
e 
TR
UE
 1
 
#d
ef
in
e 
FA
LS
E 
0 
#d
ef
in
e 
ro
w
 
51
2 
#d
ef
in
e 
c
o
l 
51
2 
/*
**
**
**
**
**
**
**
* 
GL
OB
AL
 P
AR
AM
ET
ER
S 
FO
R 
PL
OT
 I
N
IT
IA
LI
ZA
TI
ON
S*
**
**
**
**
**
**
**
*/
 
in
t 
x
o
rg
=2
56
, 
yo
rg
=3
86
; 
/*
 x
 a
n
d 
y 
o
ri
gi
n 
fo
r 
H
 v
s 
S 
pl
ot
 
*
/ 
in
t 
x
o
rg
H
=2
4,
 
yo
rg
H
=1
5;
 
/*
 x
 
an
d 
y 
o
ri
gi
n 
fo
r 
H
 v
s 
#p
ix
el
s 
*
/ 
in
t 
x
o
rg
S=
24
, 
yo
rg
S=
15
· 
/*
 x
 a
n
d 
y 
o
ri
gi
n 
fo
r 
s 
v
s 
#p
ix
el
s 
*
/ 
in
t 
x
o
rg
l=
24
, 
yor
gl=
29~
; 
/*
 x
 
an
d 
y 
o
ri
gi
n 
fo
r 
I 
v
s 
#p
ix
el
s 
*
/ 
/*
**
**
**
**
**
**
**
**
**
**
* 
e
x
te
rn
al
 f
un
ct
io
ns
 r
e
qu
ir
ed
 *
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
fl
oa
t 
hu
ec
al
c(
flo
at
 m
1, 
fl
oa
t 
m
2);
 
fl
oa
t·
sa
tc
al
c(
flo
at
 m
1, 
fl
oa
t 
m
2, 
in
t 
R,
 
in
t 
G,
 
v
o
id
 R
GB
to
V1
V2
(in
t u
se
pi
x,
un
si
gn
ed
 l
on
g 
pi
x,
 in
t 
*
V
2);
 
in
t 
B
); 
*
R
,in
t 
*
G
,in
t 
*
B
,f
lo
at
 *
V
1,
fl
oa
t 
v
o
id
 s
e
gm
en
t(i
nt
 H
Sl
[l,
in
t 
s
iz
e)
; 
/*
**
**
**
**
**
**
**
**
**
**
**
**
**
FU
NC
TI
ON
 C
O
D
E*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
*/
 
v
o
id
 g
et
ap
pl
e(
in
t 
pf
lg
,i
nt
 c
ho
ic
e,
w
in
co
or
ds
 *
pr
oc
w
in
do
w
) 
I*
 A
IM
: 
To
 r
e
a
d 
in
 p
ix
el
s 
fro
m
 e
ac
h 
o
f 
th
e 
3 
r,
 
g,
 b
 b
uf
fe
rs
, 
an
d 
pl
ot
 
{ *
 
ea
ch
 p
ix
el
 a
c
c
o
rd
in
g 
to
 c
ho
ic
e.
 
Th
e 
re
d,
 g
re
en
 a
n
d 
bl
ue
 c
o
m
po
ne
nt
s 
a
re
 
in
 F
BO
, 
FB
1, 
FB
3 
re
sp
 
*
 
*
 
th
e 
m
as
k 
o
f 
in
 a
pp
le
 r
e
gi
on
 i
s 
in
 F
B2
 
*
 
CA
LL
S: 
R
G
B
to
V
1V
2,
hu
ec
al
c,
sa
tc
al
c,
se
gm
en
t 
*
 
IN
PU
TS
: 
pfl
~ 
-
fl
ag
 t
o
 d
o 
pl
ot
s 
o
r 
ju
st 
sh
ow
 d
at
a 
*
 
c
ho
ic
e 
-
u
s
e
rs
 
ke
ye
d 
in
pu
t 
*
 
pr
oc
w
in
do
w
 -
pr
oc
es
si
ng
 w
ind
ow
 o
f 
in
te
re
st
 
*
/ r 
u
n
si
gn
ed
 l
on
g 
pi
x;
 
fl
oa
t 
V1
, V
2; 
in
t 
R,
G
,B
; 
fl
oa
t 
H
,S
; 
in
t 
k,
j; 
in
t 
*
H
ar
y,
y;
 
I*
 t
he
 p
ix
el
 c
o
lo
ur
 *
/ 
I*
 v
e
c
to
rs
 t
o 
m
ak
e 
H
 a
n
d 
s 
*
/ 
I*
 b
uf
fe
rs
 o
f 
le
ng
th
 c
o
l 
*
/ 
/*
 p
er
ce
pt
ua
l 
c
o
lo
ur
s 
o
f 
th
e 
pi
xe
l 
*
/ 
/*
 l
oo
p 
c
o
u
n
te
r 
*
/ 
/*
 H
ar
yC
yl
=h
ue
 a
rr
a
y 
o
f 
pi
xe
l 
o
c
c
u
rr
e
n
c
e
s*
/ 
in
t 
*
Sa
ry
,*
la
ry
,x
; 
in
t 
x
s
ta
rt
,x
st
o
p,
ys
ta
rt
,y
st
op
; 
x
s
ta
rt
 =
 
pr
oc
w
in
do
w
->
x1
; 
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2 
x
st
op
 
=
 
pr
oc
w
 n
do
w-
>x
2 
ys
ta
rt
 =
 
pr
oc
w
 n
do
w-
>y
1 
ys
to
p 
=
 
pr
oc
w
 n
do
w-
>y
2 
/*
 a
re
a
 o
f 
in
te
re
st
in
g 
re
gi
on
 *
/ 
H
ar
y 
=
 
(in
t 
*
)c
al
lo
c(
36
0,
siz
eo
f( 
n
t))
 
Sa
ry
= 
(in
t 
*
)c
al
lo
c(
25
6,
siz
eo
f( 
n
t))
 
la
ry
 =
 
(in
t 
*
)c
al
lo
c(
25
6,
siz
eo
f( 
n
t))
 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
("
Pr
oc
es
sin
g •
•
•
 \n
")
; 
I*
 
n
it
 a
l 
se
 a
rr
a
y 
to
 0
 *
/ 
/*
 
n
it
 a
l 
se
 a
rr
a
y 
to
 0
 *
I 
I*
 
n
it
 a
l 
se
 a
rr
a
y 
to
 0
 *
/ 
fo
r 
(j=
ys
tar
t 
; 
j 
<
 
ys
to
p 
; 
j++
) 
{ 
fo
rC
k=
xs
ta
rt
; 
k 
<
 
x
st
op
; 
k+
+) 
{ o
pm
od
e 
(0
,2
); 
/*
pr
oc
es
s 
th
e 
li
ne
*/
 
if
(p
ix
rC
k,
j) 
!=
 O
x0
0) 
/*
 c
he
ck
 i
f 
in
 a
pp
le
 *
/ 
{ 
oe
mo
de
(~
,6
>;
 
.
 
I*
 m
ax
 
pi
xr
 =
 
O
xf
ff
ff
f 
*
/ 
pi
x=
 p
ix
r(K
,J)
; 
RG
Bt
oV
1V
2C
TR
UE
,pi
x 
&R
,&
G,
&B
,&
V1
,&
V2
); 
/*
pr
 i n
tf
( "
V1
=%
f, V
2=
%
f, 
j ='Y
.d, 
k=
Y.
d, 
R=
'Y.
d, 
G=
'Y.
d, B
='Y
.d\
n"
, V
1, 
V2
, j
, k
, R
, G
, B
); *
 / 
sw
itc
h(
ch
oi
ce
) 
{ c
a
se
 
1
41
: 
/*
 H
 v
s 
s 
*
/ 
{ 
H
 =
 
hu
ec
al
cC
V
1,
V
2);
 
s 
=
 
sa
tc
al
cC
V
1,
V
2 1
R
,G
,B
); 
pi
xw
Cx
or
g+
(in
t)c
e1
l(S
*c
os
(H
*3
.14
15
92
7/1
80
)) 
,
 
yo
rg
-C
in
t)c
eil
CS
*s
in
( 
H
*3
.1
41
59
27
/1
80
)) 
/ 
pi
x)
; 
br
ea
K
; 
} ca
se
 
1
51
: 
/*
 H
 v
s 
I*
/ 
{ 
y 
=
 
Ci
nt
)(h
ue
ca
lc(
V1
,V
2>
>;
 
/*
 
x
 
=
 
(R
+G
+B
)/3
; 
/*
 
pi
xw
(x
or
gl 
+
 y
,y
or
gl
 +
 x
,p
ix
); 
br
ea
k;
 
ho
ri
zo
nt
al
 h
ue
 y
 
a
x
is
 
*
/ 
v
e
rt
ic
al
 i
nt
en
si
ty
 x
 a
x
is
 *
/ 
} ca
se
 
1
11
: 
/*
 H
 v
s 
pi
xc
ou
nt
 *
/ 
{ } 
y 
=
 
C
in
t)(
hu
ec
alc
(V
1,V
2)
) 
; 
H
ar
yC
yl 
+
+
; 
if
(p
flg
==
1
11
) 
pi
xw
(xo
rgH
+H
ary
[y]
,yo
rgH
-12
0+
y,p
ix)
; 
br
ea
k;
 
·
 
c
a
se
 
'
2
':
 /
* 
S 
v
s 
pi
xc
ou
nt
 *
/ 
{ } 
y 
=
 
C
in
t)(
sa
tca
lc(
V1
,V
2,R
,G
,B
)) 
Sa
ry
[y
] 
+
+
; 
if
(p
flg
==
'1
') 
pi
xw
(x
or
gS
+S
ary
[y
l,y
or
gS
-3
0+
y,p
ix)
; 
br
ea
k;
 
c
a
se
 
1
31
: 
/*
I 
v
s 
pi
xc
ou
nt
 *
/ 
{ } 
y 
=
 CR
 +
 
G
 + 
B
)/3
; 
la
ry
[y
] 
+
+
; 
if
C
pf
lg
==
'1
'>
 p
ix
w
C
xo
rg
l+
la
ry
C
yl
,y
or
gI
-5
0+
y,
pi
x)
; 
br
ea
k;
 
de
fa
ul
t 
: 
br
ea
k;
 
..
. 
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}/
* 
en
d 
sw
itc
h 
*
/ 
}/*
en
d 
if
*/
 
}/*
en
d 
fo
r 
k*
/ 
}/*
en
d 
fo
r 
j* I
 
sw
itc
h(
 ch
oi
ce
) 
{ 
c
a
se
 
1
11
: 
{ 
/*
 C
al
cu
la
te
 s
ta
ts
 *
/ 
ST
AT
S.m
ax
H 
=
 
O;
 
ST
AT
S.
m
ax
Hc
ou
nt 
=
 
O;
 
fo
r 
(y=
O;
y<
36
0;y
++
) 
{ i
f 
( H
ar
y[y
] I
 =0
) 
pr
in
tf
("H
ue
 er.
ct] 
=
r.
d\
t"
, y
 I H
ar
y[
y]
); 
if
 (
Ha
ry[
y] 
>
 
ST
AT
S.
m
ax
Hc
ou
nt)
 
{ 
Pa
ge
 
3 
ST
AT
S.
m
ax
Hc
ou
nt
=H
ar
yC
yl
; 
ST
AT
S.m
ax
H=
y; 
/*
 t
he
 h
ue
 v
a
lu
e 
w
ith
 t
he
 m
ax
 
c
o
u
n
t*
/ 
} } pr
in
tf
(11
\nH
ue
cr.
c1
1 
ha
s 
m
ax
 
co
u
n
t 
%d
11
,S
TA
TS
.m
ax
H,
ST
AT
S.
m
ax
Hc
ou
nt
); 
se
gm
en
t(H
ary
,36
0)
; 
/*
 d
ef
in
e 
le
ve
ls
 f
or
 %
 hu
e 
co
v
er
ag
e 
*
/ 
br
ea
k;
 
} ca
se
 
1 2
1
: 
<
 
!*
 C
al
cu
la
te
 s
ta
ts
 *
/ 
ST
AT
S.m
ax
s 
=
 
O;
 
ST
AT
S.
m
ax
Sc
ou
nt 
=
 
O;
 
fo
r 
Cy
=O
;y
<2
56
;y
++
) 
} 
{ i
f 
(S
ary
 [y
] !
 =O
) 
pr
 i n
tf
( "S
A r
cr
.c
11
 =
r.
ct
\t"
 I y
 I S
ar
y [
y] 
) ; 
if
 (
Sa
ry
[y
] 
>
 
ST
AT
S.
m
ax
Sc
ou
nt
) 
{ } } 
ST
A
TS
.m
ax
Sc
ou
nt
=S
ar
y[y
J; 
ST
AT
S.m
ax
S=
y; 
pr
in
tf(
"\n
SA
TC
%d
l 
ha
s 
m
ax
 
co
u
n
t 
%
d"
,S
TA
TS
.m
ax
S,
ST
AT
S.
m
ax
Sc
ou
nt
); 
se
gm
en
t(S
ary
,25
6)
; 
br
ea
k;
 
c
a
se
 
1 3
1
: 
<
 
!*
 C
al
cu
la
te
 s
ta
ts
 *
/ 
ST
AT
S.m
ax
i 
=
 
O;
 
ST
A
TS
.m
ax
lco
un
t 
=
 
O;
 
fo
r 
Cy
=O
;y
<2
56
;y
++
) 
} 
{ i
f 
(la
ry
[y
] !
 =
O) 
pr
 i n
tf
 ( 11
 I N
TE
N 
cr
.c1
1 =
r.
d\
t"
 I y
 I I
 ar
y[
y]
 ) ;
 
if
 (
la
ry
[y
J 
>
 
ST
A
TS
.m
ax
lc
ou
nt
) 
{ } } 
ST
A
TS
.m
ax
lc
ou
nt
=l
ar
y[
yl;
 
ST
AT
S.
m
ax
l=
y;
 
pr
in
tf(
"\n
IN
TE
N 
C%
c:IJ
 
ha
s 
m
ax
 
co
u
n
t 
r.c
111
,ST
AT
S.m
ax
1 
,
ST
A
TS
.m
ax
ic
ol
m
t);
 
se
gm
en
t(I
ar
y,
25
6)
; 
br
ea
k;
 
de
fa
ul
t:
 b
re
ak
; 
} 
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fre
eC
H
ar
r>
; 
fr
ee
cs
ar
y>
; 
fr
ee
C
ia
ry
>;
 
}/*
en
d 
ge
ta
pp
 e
*
/ 
v
o
id
 p
lo
ts
(w
in
co
or
ds
 *
pr
oc
w
in
do
w)
 
Pa
ge
 
4 
/*
 A
IM
: 
in
te
rf
ac
e 
to
 s
e
le
ct
in
g 
a 
pl
ot
 o
f 
H
 v
s 
S 
o
r 
I;
 
*
 
dr
aw
s 
th
e 
a
x
is
 f
or
 t
he
 s
e
pa
ra
te
 p
lo
ts
. 
H,
S 
o
r 
I 
v
s 
pi
xc
ou
nt
 
*
 
CA
LL
S: 
c
le
an
,g
et
ap
pl
e 
*
 
IN
PU
TS
: 
pr
oc
w
in
do
w 
-
pr
oc
es
si
ng
 w
ind
ow
 o
f 
in
te
re
st
 
*
I 
{ 
n
t 
c
ho
ic
e;
 
n
t 
pf
lg
; 
n
t 
ch
an
ge
; 
/*
 p
lo
tt
in
g 
o
pt
io
n 
*
/ 
/*
pl
ot
 f
la
g 
1
11
=
pl
ot
 1
01
=
c
a
lc
ul
at
e*
/ 
/*
 o
pt
io
n 
to
 c
ha
ng
e 
po
si
tio
n 
o
f 
gr
ap
h 
on
 
s
c
re
e
n
*
/ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
 ("-
-PL
OT
TIN
G 
OP
TI
ON
S-
-
\n
\n
")
 • 
pr
in
tfC
"O
: 
S
ta
ti
st
ic
al
 c
a
lc
ul
at
io
n;
 o
n
ly
\n
">
; 
pr
in
tf
(11
1:
 S
cr
ee
n 
pl
ot
s 
an
d 
s
ta
ti
st
ic
al
 c
a
lc
ul
ti
on
s 
C
sl
ow
)\n
");
 
pf
lg
 =
 
ge
tc
he
();
 
if
((p
flg
!=
1 0
1
>&
&
cp
flg
!=
1 1
1
))
 
re
tu
rn
; 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
 C"
--
PL
OT
TI
NG
 O
PT
IO
NS
--
\n
\n
11
);
 
pr
in
tf
C
"1
: 
Hu
e 
v
s 
No
. 
o
f 
pi
xe
ls
 w
ith
 t
ha
t 
hu
e\
n"
); 
pr
in
tf
(11
2:
 S
at
ur
at
io
n 
v
s 
No
. 
o
f 
pi
xe
ls
 w
ith
 t
ha
t 
sa
tu
ra
ti
on
\n
")
; 
pr
in
tf
(11
3:
 I
nt
en
si
ty
 
v
s 
No
. 
o
f 
pi
xe
ls
 w
ith
 t
ha
t 
in
te
ns
ity
\n
">
; 
if
(p
flg
==
' 1
1
) 
{ 
pr
in
tf
(11
4:
 H
ue
 v
s 
Sa
tu
ra
tio
n 
s
c
a
tt
er
 p
lo
t\
n"
); 
pr
in
tf
("
5:
 H
ue
 v
s 
In
te
ns
it
y 
s
c
a
tt
er
 p
lo
t\n
">
; 
) ch
oi
ce
 =
 
ge
tc
he
();
 
i f
(p
flg
==
 1 1
1
) 
sw
itc
h 
(c
ho
ice
) 
{ 
c
a
se
 
1
41
: 
<
 p
ri
nt
f("
\n
Ch
an
ge
 o
ri
gi
n 
o
f 
pi
xe
l 
pl
ot
 (
y/
n)
:"
); 
ch
an
ge
 =
 ge
tc
he
();
 
if
 (
ch
an
ge
==
 1
y1
) 
{ 
pr
in
tf
("
\n
x 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 
"
>
; 
sc
a
n
f ( 
11
r.
d11
,
 
&
xo
rg
 >;
 
pr
in
tf
("
\n
y 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 "
>
; 
sc
a
n
f( 1
1 r
.c
t11
,
 
&
yo
rg
); 
) 
/*
 
c
le
an
(x
or
g-
25
6 1
c
o
l,y
or
g-
15
5,
 y
or
g 
+
 1
55
);*
/ 
/*
 p
lo
t 
H
 vs
 
S 
a
x
is
 *
/ 
op
m
od
e 
C1
,3>
; 
/*
bl
ue
 l
in
e*
/ 
m
o
v
e(x
or
g,y
or
g)
; 
rli
ne
C 
35
,0
 >
; 
op
mo
de
 (
1,
 1>
; 
/*
gr
ee
n 
li
ne
*/
 
m
ov
e 
Cx
or
g,
yo
rg
); 
rl
in
e(
 -
35
 -
60
 >
; 
op
m
od
e 
(1
,0
); 
/*
re
d 
li
ne
*/
 
m
ov
e 
(x
or
g,y
or
g)
; 
rl
in
e(
 -
35
,6
0 
>;
 
m
ov
e 
(x
or
g 
+
 5
0,
yo
rg
); 
gt
ex
tC
1,
24
,11
HU
E=
an
gle
 f
ro
m
 b
lu
e 
a
x
is
")
; 
m
ov
e 
Cx
or
g 
+
 5
0,
yo
rg
 +
 1
4)
; 
gt
ex
t(1
,21
,"S
AT
= 
di
st
 f
ro
m
 o
ri
gi
n"
); 
br
ea
k;
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} 
c
a
se
 
'
5'
: 
<
 I*
 H
 vs
 
I 
s
c
a
tt
er
 p
lo
t 
*
/ 
pr
in
tf
("\
nC
ha
ng
e 
o
ri
gi
n 
o
f 
pi
xe
l 
pl
ot
 C
y/
n)
:")
; 
c
ha
ng
e=
 g
et
ch
e(
); 
if
 (
ch
an
ge
 =
=
 
'
y
') 
<
 p
ri
nt
f("
\n
x 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 
"
>
; 
sc
a
n
f( 
11
r.
d1
1 
&
xo
rg
l) •
 
pr
in
tf
("
\n
y 
v
a
lu
e 
~f 
o
ri
gi
n 
=
 
"
>
; 
sc
an
fC
11
%d
11
,
&
yo
rg
l);
 
} 
/*
 
c
le
an
(x
or
gI
-2
4,
co
l,y
or
gl
-1
5,
 
o
pm
od
e(1
,1)
; 
yo
rg
l 
+
 1
55
>;
*/
 
} 
m
o
v
e
(x
or
gI
-1
6,y
or
gI
+5
); 
gt
ex
t(1
,2
,"0
")
; 
m
o
v
e
(x
or
gl,
yo
rg
I-2
>;
 
gt
ex
tC
1,
1,
"0
">
; 
m
ov
e(x
org
1 6
yo
rg
l);
 
rl
in
e(
35
9"
 >
; 
rl
in
e(
O 
-
.
));
 
rm
o
v
ec
-1
6,
0)
; 
gt
ex
t(1
,1
0,
"3
59
 
H
ue
">
; 
m
ov
e 
C
xo
rg
l,y
or
gl
); 
rm
o
v
e(1
80
"0
); 
rl
in
e(
O 
-
.
));
 
rm
o
v
ec
-1
6,
0)
; 
gt
ex
tC
1,
3,
"1
80
11
);
 
m
ov
e 
(x
or
gl
,y
or
gl
); 
rl
in
e(
0,
18
0)
; 
rl
 in
eC
-3
 0
); 
rm
o
v
e
(-2
0,-
1)
· 
gt
ex
t(1
 3
,11
18
01
1
);
 
rm
o
v
ec
-1
6,
 -6
0)
; 
gt
ex
t(1
,1
,"I
">
; 
m
o
v
e
c
x
o
rg
l,y
or
gl
); 
br
ea
k;
 
c
a
se
 
'1
1
: 
<
 /*
 H
 v
s 
pi
xe
ls
 a
x
is
 *
/ 
pr
in
tf
("
\n
Ch
an
ge
 o
ri
gi
n 
o
f 
pi
xe
l 
pl
ot
 C
y/
n)
:")
; 
c
ha
ng
e=
 g
et
ch
e(
); 
/*
 
if
 (
ch
an
ge
==
 'Y
') 
{ 
pr
in
tf
("
\n
x 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 
11
);
 
sc
a
n
f( 
11
r.c
t11
,
 
&x
or
gH
 >;
 
pr
in
tf
("
\n
y 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 
"
>
; 
sc
a
n
f C
 11 r
.d
11
,
 
&
yo
rg
H
); 
} 
c
le
an
(x
or
gH
-2
4,c
ol
,yo
rg
H-
15
, 
o
pm
od
e(1
,1)
· 
m
o
v
e(x
org
H-
22
,yo
rgH
+5
); 
gt
ex
t(1
,3
,"1
20
11
);
 
m
o
v
e(x
org
H,
yo
rgH
-2>
; 
gt
ex
t(1
,1
,"0
">
; 
m
o
v
e(x
org
H,
yo
rgH
); 
rli
ne
C4
50
.tO
>;
 
rl
in
e(
0,
-.)
); 
rm
o
v
e
(-1
6,0
)· 
gt
ex
t(1
 3
 "
4S
01
1
)
; 
rm
o
v
ec
-2
56
,0
>(
 
gt
ex
t(1
,7
,11
#P
1x
el
s"
); 
m
ov
e 
(x
or
gH
,yo
rg
H)
; 
rl
 in
e(O
, 1
20
); 
yo
rg
H 
+
 1
50
); 
*
/ 
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ge
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m
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Pa
ge
 
6 
rl
in
e(
-3
 0
)· 
rm
o
v
e
c
-2
6,
-b
· 
gt
ex
t(1
 3
,11
24
61
1
>;
 
rm
o
v
ec
-1
6,
 -5
0)
; 
gt
ex
t(1
,1
,"H
")
; 
m
o
v
e(x
org
H,
yo
rgH
); 
br
ea
k;
 
} 
c
a
se
 
'
2
':
 <
 /*
 S
 v
s 
pi
xe
ls
 a
x
is
*/
 
pr
in
tfC
"\
nC
ha
ng
e 
o
ri
gi
n 
o
f 
pi
xe
l 
pl
ot
 (
y/
n)
:"
); 
ch
an
ge
 =
 
ge
tc
he
C>
; 
} 
c
a
se
 
1
31
: 
C 
if
 (
ch
an
ge
==
 '
y
') 
{ 
pr
in
tf
 (11
\n
x 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 
"
>
; 
sc
a
n
f C
 11 r
.d
11
,
 
&
xo
rg
S);
 
} 
pr
in
tf
("
\n
y 
v
a
lu
e 
o
f 
o
ri
gi
n 
=
 
"
); 
sc
a
n
f( 
11
r.
d1
1
,
 
&
yo
rg
S);
 
/*
 c
le
an
(O
,co
l,0
,1
63
);*
/ 
op
m
od
eC
1, 
1)
· 
m
o
v
e(x
org
S-
22
,yo
rgS
+5
); 
gt
ex
t(1
,2
,"3
0"
); 
m
o
v
e(x
org
S,y
org
S-
2>
; 
gt
ex
t(1
,1
,"0
")
; 
m
o
v
e(x
org
S,y
org
S)
; 
rli
ne
(4
50
"0
>;
 
rl
in
e(
O,
-.l
); 
rm
o
v
e(-
16
,0)
· 
gt
ex
t(1
 3
,"
4S
0"
); 
rm
o
v
ec
-2
50
,0
); 
gt
ex
t(1
,7
,11
#P
ix
el
s11
);
 
m
ov
e 
Cx
or
gS
,y
or
gS
); 
rl
 in
eC
O"
 15
0)
; 
r
l i
ne
(-.
) O
>; 
rm
o
v
e
(-2
0,-
1)
; 
gt
ex
t(1
 3
,11
18
01
1 )
; 
rm
o
v
ec
-1
6,
-5
0)
; 
gt
ex
tC
1,
1,
"S
");
 
m
o
v
e(x
org
S,y
org
S)
; 
br
ea
k;
 
/*
 I
 v
s 
pi
xe
ls
 a
x
is
 *
/ 
pr
in
tf
("\
nC
ha
ng
e 
o
ri
gi
n 
o
f 
pi
xe
l 
pl
ot
 C
y/
n)
:">
; 
c
ha
ng
e=
 g
et
ch
eC
); 
if
 (
ch
an
ge
==
 '
y
') 
<
 p
ri
nt
fC
"\
nx
 v
a
lu
e 
o
f 
o
ri
gi
n 
=
 "
>
; 
sc
a
n
f C
 11 r
.d
11 
&x
or
g I
 ) ; 
} 
pr
in
tf
C
"\
ny
 v
al
ue
 o
f 
o
ri
gi
n 
=
 
"
); 
sc
a
n
f C
 11 r
.d
11
,
 
&y
or
g I
); 
I*
 c
le
an
(O
,co
l,2
60
,ro
w)
; 
*
/ 
op
m
od
eC
1, 
1)
· 
m
o
v
e(x
or
gI
-2
2,y
or
gI
+5
); 
gt
ex
t(1
,2
,"5
0"
); 
m
o
v
e
(x
or
gl
,yo
rg
l-2
); 
gt
ex
t(1
,1
,"0
")
; 
mo
ve
(x
or
gl
~y
or
gl
);
 
rl
in
e(
45
0,
u)
; 
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rl
 in
e(
0 1
-
3)
; 
rr
n
o
v
e
(-1
6,0
)· 
gt
ex
t(1
 3
,"4
SO
">
; 
rm
o
v
eC
-Z
50
,0>
; 
gt
ex
t(1
,7
,"#
Pi
xe
ls"
); 
m
ov
e 
(x
or
gl
,y
or
gl
); 
rl
 in
ec
o,
 18
0>
; 
rl
in
e(
-.)
 0
); 
rm
o
v
e
c
-2
6,
-1
); 
gt
ex
t(1
,3
,"2
30
")
; 
rr
n
o
v
e(-
16
, -
60
); 
gt
ex
t(1
, 1
,''
I"
>;
 
m
o
v
e
(x
or
gl
,yo
rg
l);
 
br
ea
k;
 
de
fa
ul
t 
: 
re
tu
rn
; 
>;
 
ge
ta
pp
le
(p
flg
,ch
oi
ce
,pr
oc
wi
nd
ow
); 
} 
' 
Pa
ge
 
7 
v
o
id
 d
ra
w
di
sc
(fl
oa
t m
at
[3
J (
3]
) 
/*
 A
IM
 :
 
Dr
aw
s 
to
 t
he
 m
o
n
ito
r 
a 
di
sc
 o
f 
hu
e 
v
s 
s
a
tu
ra
ti
on
 a
t 
o
ri
gi
n 
25
6,
25
6 
*
 
CA
LL
S: 
hu
ec
al
c(
) 
*
 
IN
PU
TS
: 
m
at
(3J
 (3
] 
-
th
e 
RG
B 
to
 H
SI 
tr
an
sf
or
m
at
io
n 
m
a
tr
ix
 
*
/ { 
u
n
si
gn
ed
 l
on
g 
r,
g,
b;
/*
 i
nt
en
si
ty
 l
ev
el
 c
o
u
n
te
rs
 *
/ 
in
t 
v
1,
v2
; 
/*
 x
 y
 c
o
o
rd
s 
on
 
th
e 
s
c
re
e
n
*
/ 
fl
oa
t 
V1
,V
2;
 
/*
 v
e
c
to
rs
 m
ak
in
g 
up
 H
 an
d 
S 
*
/ 
fl
oa
t 
H,
S 
I;
 
u
n
si
gn
ed
 l
on
g 
pi
x;
 
/*
 t
he
 p
ix
el
 c
o
lo
ur
 *
'! 
fo
r 
(r=
O;
r<
25
6;r
++
 
) 
{ f
or
 C
g=
O;
g<
25
6;g
++
 
>
 
fo
r 
Cb
=O
;o<
25
6;b
++
 
{ 
} 
>;
 
!*
 
V1
 
=
 
(m
at(
1J
CO
J*
b 
+
 m
at
C1
JC
1J
*g
 +
 m
at
C1
JC
2J
*r
>;
 
V2
 =
 
(m
at(
2J
 C
OJ
*b
 +
 m
at
(2J
 C
1J
*g
 +
 m
at
[2
J C
2J
*r
); 
H
 =
 
hu
ec
al
c(V
1,V
2>
; 
I 
=
 
Cr
+g
+b
)/3
; 
i f
 (
 I =
=
O) 
S=
O;
 
e
ls
e 
s 
=
 
25
5 
*
 
(1 
-
m
in
(m
in
(r,
g)
0m
in
C
r,
b)
)/I
); 
v1
 
=
 
25
6 
+
 (i
nt
)(S
*c
os
(H
*3
.14
15
92
7/
18
 >
>;
 
v2
 =
 25
6 
-
(in
t)(
S*
sin
(H
*3
.14
15
92
7/
18
0)
); 
pi
x 
=
 
b*
25
6*
25
6 
+
 g
*2
56
 +
 r
; 
pi
xw
(v
1,v
2,p
ix
>;
 
fo
r 
(b=
O;
b<
25
6;b
+=
32
) 
{ f
or
 (
g=
O;
g<
25
6;g
+=
32
) 
fo
r 
Cr
=O
;r<
25
6;
r+
=3
2) 
{ 
v1
 =
 
25
6 
+
 (i
nt
)c
ei
l(m
at
C1
J C
OJ
*b
 +
 m
at
[1
J C
1J
*g
 +
 m
at
(1J
 C
2J
*r
>;
 
v2
 =
 
25
6 
-
(in
t)c
ei
l(m
at
[2
J [
OJ
*b
 +
 m
at
[2
JC
1J
*g
 +
 m
at
C2
l C
2J
*r
>;
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Pa
ge
 
8 
} 
*
! 
>; 
pi
x 
=
 b*
25
6*
25
6 
+
 g
*2
56
 +
 r
; 
pi
xw
(v
1,v
2,p
ix
); 
}/*
en
d 
dr
aw
di
sc
*/
 
v
o
id
 d
ra
w
H
lp
la
ne
(fl
oa
t X
IC
31
 (3
1) 
/*
 
AI
M
: 
To
 d
ra
w 
to
 t
he
 R
GB
 m
o
n
ito
r 
th
e 
Hu
e 
vs
 
In
te
ns
it
y 
pl
an
e 
*
 
CA
LL
S: 
n
on
e 
*
 
IN
PU
TS
: 
th
e 
HS
I 
to
 R
GB
 m
a
tr
ix
 X
IC
3J
 (3
] 
*
! 
C 
fl
oa
t 
pi
=3
~1
41
59
26
53
59
; 
in
t 
H
,S
, I
; 
in
t 
R,
G,
B{
· 
u
n
si
gn
ed
 
on
g 
pi
x;
 
} 
in
t 
x
st
ar
t=
12
7,
ys
ta
rt
=6
0;
 
fl
oa
t 
V1
, V
2; 
/*
 c
o
o
rd
s 
on
 
m
o
n
ito
r 
to
 d
raw
 t
he
 H
-1 
pl
an
e 
*
/ 
pr
in
tf
("
\n
En
te
r 
Sa
tu
ra
tio
n 
le
ve
l: 
"
>
; 
sc
an
f("
%d
11
,&
S)
; 
fo
r(H
=3
59
; 
H>
=O
· 
H
--
) 
fo
r(l
=O
; 
1<
2S
6 
; 
I+
+) 
{ 
V1
= 
S 
*
 
co
sC
H
*C
Cf
lo
at
)p
i/1
80
));
 
V2
= 
S 
*
 
si
nC
H
*C
C
flo
at
)p
i/1
80
));
 
B
 =
 
( 
n
t)(
XI
 [0
] C
OJ
*I 
+
 X
l[O
J [
1J*
V1
 +
XI
CO
J C
2J
*V
2) 
G
 =
 
( 
n
t)(
XI
 C1
l C
OJ
*I 
+
 X
I C
1l 
C1
l*V
1 
+X
I C
11 
C2
J*
V2
) 
R
 =
 
( 
n
t)(
XI
 (2
1 [
OJ
*I 
+
 X
I C
2J 
C1
l*V
1 
+X
I C
2][
2J*
V2
) 
if
 ((
R<
=25
5)&
&C
G<
=25
5)&
&C
B<
=25
5)&
&C
R>
=O
>&
&C
G>
=O
>&
&C
B>
=O
>>
 
{ } 
>:
 
pi
x 
=
(u
ns
ign
ed
 lo
ng
)R
 +
 ((
un
sig
ne
d 
lo
ng
)G
«8
) 
+
 ((
un
sig
ne
d 
lo
ng
)B
«1
6)
; 
o
pm
od
e(0
,6)
; 
pi
xw
(x
sta
rt+
l,y
sta
rt+
35
9-
H,
pi
x>
; 
v
o
id
 c
ho
os
ex
fo
rm
(in
t 
fr
am
eb
uf
fe
r) 
/*
 
AI
M
: 
To
 s
e
le
ct
 f
ro
m
 s
ix
, 
an
 
RG
B 
to
 H
SI 
tr
an
s·
fo
rm
at
io
n 
m
at
rix
 
*
 
CA
LL
S: 
dr
aw
di
sc
().
 
{ *
 
IN
PU
T:
 
fr
am
eb
uf
fe
r 
-
to
 d
raw
 d
is
c 
to
. 
*
/ 
/*
 N
ib
la
ck
 1
98
6*
/ 
fl
oa
t 
MC
3J 
[31
 =
 
C 
.
33
33
33
33
, 
.
33
33
33
33
, 
-
.
40
82
48
29
, 
-
.
40
82
48
29
, 
.
40
82
48
29
, 
-
.
81
64
96
58
, 
/*
Le
ha
r 
&
 S
te
ve
ns
 1
98
4*
/ 
.
33
33
33
33
, 
.
81
64
96
58
, 
.
0 
>:
 
fl
oa
t 
XC
31 
(31
 =
 
C 
.
33
33
33
33
, 
.
33
33
33
33
, 
.
33
33
33
33
, 
.
81
64
96
58
, 
-
.
40
82
48
29
, 
-
.
40
82
48
29
, 
.
o 
! 
.
70
71
06
78
, 
-
.
70
71
06
78
 
>;
., 
/*
Ra
m
ire
z 
in
 N
ib
la
ck
 1
98
6 
(ti
lte
d 
v
e
rs
io
n 
o
f 
N
ib
la
ck
 1
9H
O*
/ 
fl
oa
t 
PC
3J
 C
31 
=
 
{ 
.
3 
,
 
.
59
 
,
 
.
11
 
.
 
,
 
·
.
10
54
65
 
I 
·
.
20
74
24
 
I 
.
31
28
89
 
I 
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PP
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I*
 
*
I 
.
44
59
42
 
' 
-
.
44
59
42
 
/*
Be
ns
on
 i
n 
Sl
au
gh
te
r 
&
 H
ar
re
ll 
19
87
*/
 
fl
oa
t 
H
 [3]
 [3
1 
=
 
{ 
.
29
9 
,
 
.
58
7 
.
59
6 
' 
-
.
27
5 
.
21
2 
' 
-
.
52
3 
/*
DT
79
10
 R
GB
 t
o 
HS
I 
c
o
n
v
e
rs
io
n 
c
hi
p*
/ 
fl
oa
t 
F[
3] 
[3]
 =
 
{ 
.
33
33
33
 
,
 
.
33
33
33
 
1.
54
70
05
 
' 
-
.
57
73
5 
.
0 
' 
1.
0 
' 
fl
oa
t 
F[
3] 
[3]
 =
 
{ 
.
33
33
33
 
; 
.
33
33
33
 
1.
0 
' 
-
.
5 
.
0 
.
11
4 
-
.
32
1 
.
31
1 
}; 
' 
.
33
33
33
 '
 
-
.
57
73
5 
,
 
-
1.
0 
>; 
.
33
33
33
 ,
 
,
 
-
.
5 
,
 >;
 
.
0 
.
86
60
25
 
,
 
-
.
86
60
25
 >
; 
/*
in
ve
rs
e 
o
f 
DT
79
10
 c
hi
p 
si
m
ul
at
io
n 
*
/ 
fl
oa
t 
Fl
[3
][3
] 
=
 
{ 
1.
0,
 
.
66
66
7,
 
.
O 
,
 
1.
0,
 -
.
33
33
3,
 
.
57
73
5£
 
1.
0,
 -
.
33
33
3,
 -
.
57
73
, 
>;
 
c
ha
r 
*
l i
ts
tr
; 
in
t 
li
t;
 
/*
 t
he
 i
nt
en
si
ty
 l
ev
el
 *
/ 
in
t 
c
h;
 
/*
 c
ho
ic
e 
*
/ 
Pa
ge
 
9 
o
u
tp
at
h(
fra
m
eb
uf
fe
r,-
1,
0,
0)
; 
o
pm
od
e(O
,fr
am
eb
uf
fer
); 
I*
 S
el
ec
t 
1/
0 
m
od
e 
*
I 
I*
 
pr
in
tf
("
En
te
r 
in
te
ns
it
y 
le
ve
l 
fo
r 
c
o
lo
ur
 d
is
c 
co
 t
o
 2
55
): 
"
>
; 
ge
ts
(l
its
tr
)(
 
li
t=
 a
to
i(l
1t
st
r)
; 
*
I 
_
cle
ar
sc
re
en
(_G
CL
EA
RS
CR
EE
N)
; 
pr
in
tf
("
--
RG
B 
to
 H
SI 
m
a
tr
ix
 t
ra
ns
fo
rm
at
io
ns
 f
or
 H
-S
 p
la
ne
 -
-
\n
")
; 
pr
in
tf
("
\n
 
[1
] 
N
ib
la
ck
 1
98
61
1
)
; 
pr
in
tf
("
\n
 
C2
l 
N
ib
la
ck
 '
ti
lt
ed
' 
19
86
 "
); 
pr
in
tf
("
\n
 
[3]
 L
eh
ar
 &
 St
ev
en
s 
19
84
 "
); 
pr
in
tf
("
\n
 
[4]
 S
la
ug
ht
er
 &
 H
ar
re
ll 
19
87
 "
>
; 
pr
in
tf
(11
\n
 
[5]
 D
T7
91
0 
RG
B 
to
 H
SI 
c
o
n
v
e
rt
er
 c
hi
p"
>;
 
pr
in
tf
("
\n
\n
--
H-
1 
pl
an
e 
si
m
ul
at
io
n 
w
ith
 R
GB
 -
-
"
>
; 
pr
in
tf
("
\n
 
[6]
 D
T7
91
0 
RG
B 
to
 H
SI 
c
o
n
v
e
rt
er
 c
hi
p"
); 
pr
in
tf
("
\n
\n
 
En
te
r 
tr
an
sf
or
m
 n
u
m
be
r:"
); 
ch
 =
 
ge
tc
he
();
 
sw
itc
h 
(ch
> 
{ } 
c
a
se
 
1
11
 
dr
aw
di
sc
(M
); 
br
ea
k;
 
c
a
se
 
1
21
 
dr
aw
di
sc
(P
); 
br
ea
k;
 
c
a
se
 
1 3
1 
dr
aw
di
sc
(X
); 
br
ea
k;
 
c
a
se
 
1 4
1 
dr
aw
di
sc
(H
); 
br
ea
k;
 
c
a
se
 
1 5
1 
dr
aw
di
sc
(F
); 
br
ea
k;
 
c
a
se
 
1
61
 
dr
aw
H
lp
la
ne
(F
I);
 b
re
ak
· 
de
fa
ul
t 
br
ea
k;
 
}/*
en
d 
ch
oo
se
xf
or
m
*/
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Pa
ge
 
!*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
 
*
 
MO
DU
LE
: 
AP
PC
LU
S 
*
 
*
 
AU
TH
OR
: 
G.
Ka
y 
*
 
*
 
DE
SC
RI
PT
IO
N:
 d
o 
su
pe
rv
is
ed
 c
lu
st
er
in
g 
an
d 
c
o
lo
ur
 s
e
gm
en
ta
tio
n,
 o
r 
ta
ke
 
*
 
c
e
n
tr
oi
ds
 g
en
er
at
ed
 f
ro
m
 u
n
su
pe
rv
is
ed
 c
lu
st
er
in
g 
(fr
om
 S
AS
 
*
 
on
 
th
e 
VA
X),
 a
n
d 
pe
rf
or
m
 c
o
lo
ur
 s
e
gm
en
ta
tio
n 
o
f 
fr
ui
t 
re
gi
on
 
*
 
CO
NT
AI
NS
: 
ge
tc
la
ss
f i
 
*
 
s
e
le
ct
ca
ls
se
s 
*
 
ge
tc
lu
sm
ea
n 
*
 
c
la
ss
if
y 
*
 
c
lu
sd
is
pl
ay
 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 <
st
di
o.
h>
 
<
l i
m
its
.h
> 
<
st
dl
 ib
.h
> 
<
st
ri
ng
.h
> 
<
gr
ap
h.
h>
 
"
im
2t
o3
.h
"-
"
de
bu
ga
t.h
" 
"
a
pp
ty
pe
.c
" 
"
n
ru
ti
l.
h1
1 
/*
P
re
fi
x 
MV
P-A
T 
fu
nc
tio
ns
 w
ith
 '
im
' 
*
/ 
/*
 M
VP
-A
T 
de
bu
g 
in
fo
rm
at
io
n 
*
/ 
#d
ef
 n
e 
SQ
(a)
 (
(a
)*
(a
)) 
#d
ef
 n
e 
TR
UE
 1
 
#d
ef
 n
e 
MA
XF
EA
T 
3 
/*
m
ax
im
um
 n
um
be
r 
o
f 
fe
at
ur
es
 i
.e
. 
H
,S
,I 
*
/ 
·
 
/*
**
**
**
**
**
**
**
**
**
**
* 
e
x
te
rn
al
 f
un
ct
io
ns
 r
e
qu
ir
ed
 *
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
fl
oa
t 
hu
ec
al
c(
flo
at
 m
1, 
fl
oa
t 
m
2>
; 
fl
oa
t 
s
a
tc
al
c(
flo
at
 m
1, 
fl
oa
t 
m
2, 
in
t 
R,
 
in
t 
G,
 
in
t 
B
); 
v
o
id
 R
GB
to
V1
V2
(in
t u
se
pi
x,
un
si
gn
ed
 l
on
g 
pi
x,
 in
t 
*
R
,in
t 
*
G
,in
t 
*
B
,f
lo
at
 *
V
1,
fl
oa
t 
*
V
2);
 
/*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
 F
UN
CT
IO
N 
CO
DE
 *
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
v
o
id
 g
et
cl
as
sf
i(i
nt
 c
1 
in
t 
*
n
o
fc
la
ss
es
, 
in
t 
*
*
c
e
n
tr
oi
d,
 i
nt
 *
fe
at
, 
in
t 
*
n
o
fe
at
) 
/*
 
AI
M
: 
To
 g
et
 a
 
re
gi
on
 o
f 
in
te
re
st
 a
n
d 
a
v
e
ra
ge
 t
he
 H
,S
,I 
fe
at
ur
es
 i
n 
th
e 
*
 
re
gi
on
. 
{ *
 
IN
PU
TS
: 
c 
-
th
e 
c
la
ss
 t
o 
w
hi
ch
 t
he
 m
ea
n 
H,
S 
I 
m
u
st
 
be
 f
ou
nd
 
*
 
n
o
fc
la
ss
es
-
th
e 
nu
m
be
r 
o
f 
c
la
ss
es
 t
o 
be
 s
e
le
ct
ed
 b
y 
th
e 
u
se
r 
c
e
n
tr
oi
d 
-
a
rr
a
y 
w
he
re
 s
e
le
ct
ed
 f
ea
tu
re
s 
a
re
 
st
or
ed
 f
or
 e
ac
h 
c
la
ss
 
fe
at
 
-
a
rr
a
y 
o
f 
n
u
m
be
rs 
in
di
ca
tin
g 
u
se
r 
se
le
ct
ed
 f
ea
tu
re
s 
*
 
*
 
n
o
fe
at
 
-
nu
m
be
r 
o
f 
fe
at
ur
es
 t
o
 u
se
 
*
 
OU
TP
UT
: 
c
e
n
tr
oi
d 
-
u
pd
at
ed
 a
rr
a
y 
fo
r 
c
la
ss
 c
 
*
 
CA
LL
S: 
in
it
 a
o
i 
a
o
i, 
(in
 m
o
du
le 
AP
PU
TI
L) 
*
 
RG
Bt
oV
1V
Z, 
hu
ec
al
c,
 s
a
tc
al
c 
(in
 m
od
ul
e 
AP
PR
OC
) 
*
! w
in
co
or
ds
 *
c
la
ss
w
in
; 
in
t.
xt
,y
t(x
b,
yb
( 
u
n
si
gn
ed
 
on
g 
p1
x;
 
in
t 
x
,y
; 
lo
ng
 a
o
cl
as
sw
in
=O
; 
in
t 
R,
G
1B
,H
,S
,I;
 
fl
oa
t 
V
1,V
2· 
lo
ng
 H
ca
ve
=O
, 
Sc
av
e=
O,
 
in
t 
i;
 
/*
 c
la
ss
 w
ind
ow
 c
o
o
rd
in
at
es
 *
/ 
/*
 t
op
 l
ef
t,&
 b
ot
to
m
 r
ig
ht
 c
o
o
rd
s 
o
f 
c
la
ss
 w
ind
ow
 *
/ 
!*
 i
nd
ex
 t
o
 p
ix
el
s 
in
 c
la
ss
 w
ind
ow
 *
/ 
!*
 a
re
a
 
o
f 
c
la
ss
 w
ind
ow
 *
/ 
lc
av
e=
O
; 
/*
 H
,S
(I 
c
la
ss
 a
v
e
ra
ge
s 
fo
r 
c
la
ss
w
in
*/
 
/*
 i
nd
ex
 t
o
 s
e
 e
c
te
d 
fe
at
ur
es
 i
n 
c
e
n
tr
oi
d 
*
/ 
·
 
..
 
-
·
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Pa
ge
 
2 
} 
in
t 
c
a
v
e
[3
J; 
/*
 H
,S
,I 
av
er
ag
es
 o
f 
c
e
n
tr
o
id
*/
 
/*
A
ll
oc
at
e 
st
or
ag
e 
fo
r 
c
la
ss
 w
ind
ow
 c
o
o
rd
in
at
es
*/
 
c
la
ss
w
in
 =
 
(w
inc
oo
rd
s 
*
) 
m
a
llo
c(
siz
eo
f(w
in
co
or
ds
));
 
in
it
 a
o
i(c
las
sw
in
,25
0,2
50
,25
5,2
55
); 
/*
 I
ni
ti
al
is
e 
c
la
ss
 w
in
. 
c
o
o
rd
in
at
es
*/
 
w
hi
le
(a
oi
(c
las
sw
in
,2
) 
!=
 1
>;
 
/*
ge
ts
 x
t,
yt
,x
b,
yb
 
on
 
•
e
n
te
r'
*
/ 
x
t 
=
 
c
la
ss
w
 n
->
x1
 
yt
 =
 
cl
as
sw
 n
->
y1
 
x
b 
=
 
c
la
ss
w
 n
->
x2
 
yb
 =
 
c
la
ss
w
 n
->
y2
 
fo
r 
<y
=y
t 
; 
y 
<
 y
b 
; 
y+
+) 
( 
fo
r(x
=x
t 
; 
x
 
<
 x
b 
; 
x+
+) 
{ 
/*
pr
oc
es
s 
th
e 
li
ne
*/
 
} 
} 
ao
cl
as
sw
in
++
; 
o
pm
od
e(0
,6)
; 
/*
 m
ax
 
pi
xr
 
pi
x 
=
 
pi
xr
(x
,y
); 
RG
Bt
oV
1V
2(T
RU
E,p
ix,&
R,&
G,&
B,&
V1
,&
V2
); 
H
 =
 
C
in
t)h
ue
ca
lc(
V1
,V
2)
; 
S 
=
 
Ci
nt
)sa
tca
lcC
V1
,V
2,R
,G
,B
); 
I 
=
 
(R
+G
+B
)/3
; 
H
ea
ve
+=
 C
lon
g)H
 
Sc
av
e 
+=
 
Cl
on
g)S
 
le
av
e 
+=
 
(lo
ng
)! 
o
pm
od
e(0
,2)
; 
pi
xw
(x
,y
,c)
; 
ca
v
e[O
l 
=
 
ca
v
e 
[1 
l 
ca
v
e 
C2
l 
( 
n
t)(
Hc
av
e/a
oc
las
sw
 n
) 
( 
n
t)(
Sc
av
e/a
oc
las
sw
 n
) 
( 
n
t)(
lca
ve
/ao
cla
ss
w 
n
) 
O
xf
ff
ff
f 
*
I 
fo
r 
(i=
1;
 i
<=
(*
no
fe
at)
; 
i+
+)
 
c
e
n
tr
oi
d[
c]
 C
il=
 c
a
v
e
[f
ea
t[i
ll;
 !
* 
a
dju
sti
ng
 so
 
th
at
 c
e
n
tr
oi
ds
 f
ir
st
 a
rr
a
y*
/ 
!*
 e
le
m
en
ts
 a
re
 
th
os
e 
se
le
ct
ed
 b
y 
u
se
r 
*
/ 
pr
 n
tf
("
\n
\n
 A
re
a 
o
f 
pr
 n
tf
("\
nH
ue
 
pr
 n
tf
("
\n
Sa
tu
ra
tio
n 
pr
 n
tf
("
\n
ln
te
ns
ity
 
fr
ee
(c
las
sw
in
); 
c
la
ss
 w
ind
ow
 =
 
%
ld
11
,
a
o
c
la
ss
w
in
); 
c
la
ss
 m
ea
n
=
 
%d
11
,
c
a
v
e
[O
l);
 
c
la
ss
 m
ea
n 
=
 
'1.d
11
,c
av
eC
1l
 );
 
c
l a
ss
 m
ea
n 
=
 
'1.d
11
,
 
ca
v
e 
C2
l ) 
; 
in
t 
*
*
s
e
le
ct
cl
as
se
s(
in
t *
n
o
fc
la
ss
es
, 
in
t 
*
n
o
fe
at
, 
in
t 
*
fe
at
) 
!*
 
AI
M
: 
To
 a
llo
w
 t
he
 u
se
r 
to
 s
e
le
ct
 a
 
nu
m
be
r 
o
f 
re
gi
on
s 
w
ho
se
 a
v
er
ag
es
 
*
 
m
ak
e 
up
 c
lu
st
er
 c
e
n
tr
oi
ds
. 
*
 
IN
PU
TS
: 
n
on
e 
*
 
OU
TP
UT
S: 
n
o
fc
la
ss
es
 -
nu
m
be
r 
o
f 
u
se
r 
se
le
ct
ed
 c
la
ss
es
 
*
 
n
o
fe
at
 
-
nu
m
be
r 
o
f 
u
se
r 
se
le
ct
ed
 f
ea
tu
re
s 
*
 
fe
at
 
-
a
rr
a
y 
o
f 
nu
m
be
rs 
in
di
ca
tin
g 
se
le
ct
ed
 f
ea
tu
re
s 
to
 u
se
 
*
 
RE
TU
RN
S: 
c
e
n
tr
oi
d 
-
th
e 
c
e
n
tr
oi
d 
a
rr
a
y 
o
f 
se
le
ct
ed
 f
ea
tu
re
s 
*
 
CA
LL
S: 
ge
tc
la
ss
f i
 
*
! 
{ 
in
t 
c
, 
i;
 
/*
 i
nd
ex
 t
o 
c
la
ss
es
, f
ea
tu
re
s*
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in
t 
*
*
c
e
n
tr
oi
d;
 
/*
 c
la
ss
 c
e
n
tr
oi
d 
fro
m
 i
m
ag
e 
*
/ 
pr
in
tf
("
\n
En
te
r 
n
lll
lb
er
 o
f 
c
la
ss
es
 t
o 
s
e
le
ct
 :
 
"
>
; 
.
 
sc
a
n
f (
"%
cl"
, n
o
fc
 la
ss
es
); 
pr
in
tf
("
\n
En
te
r n
u
n
be
r 
o
f 
fe
at
ur
es
 t
o 
u
se
 
(eg
 3
, 
fo
r 
H
,S
,I
) 
: 
"
>
; 
sc
a
n
f(
11
%d
" 
n
o
fe
at
)• 
/*
 
fe
at
 =
 
c
ln
t 
*
>
m
al
lo
c(
siz
eo
f(i
nt
)*
(*
no
fe
at+
1)
);*
/ 
fo
r 
(i=
1;
 i
<=
(*
no
fe
at)
; 
i+
+)
 
·
 
{ 
pr
in
tf
("
\n
En
te
r 
la
be
l 
fo
r 
fe
at
ur
e 
%d
 C
h/
s/
i):
 11
,
i)
; 
sw
itc
h(
ge
tch
e(
)) 
{ 
br
ea
k 
br
ea
k 
br
ea
k 
Pa
ge
 
3 
} 
c
a
se
 
'
h'
 
c
a
se
 
•
s•
 
c
a
se
 
'
i'
 
de
fa
ul
t 
fe
at
[il
=O
 
fe
at
[il
=1
 
fe
at
C
il=
2 
br
ea
k;
 
/*
!!
! 
w
ill
 h
av
e 
to
 a
cc
o
u
n
t 
fo
r 
e
rr
o
rs
*
/ 
} 
c
e
n
tr
o
id
=
 i
m
at
ri
x(
1,
*n
of
cl
as
se
s,1
,*
no
fe
at
); 
fo
r(c
=1
 ;
 
c
<
=
*
n
o
fc
la
ss
es
; 
c+
+
) 
{ 
pr
in
tf
("
\n
Se
le
ct
 a
 
re
gi
on
 t
o
 a
v
e
ra
ge
 f
or
 a
 
c
la
ss
 c
e
n
tr
oi
d 
'Y.
d 
:"
,c
>
; 
ge
tc
la
ss
fi
(c
,n
of
cl
as
se
s,c
en
tro
id
,fe
at
,n
of
ea
t);
 
/*
 g
et
 c
la
ss
 m
ea
n 
fr
o 
m
 im
ag
e 
*
/ 
} re
tu
rn
 (
ce
nt
ro
id
); 
} in
t 
*
*
ge
tc
lu
sm
ea
n(
in
t *
n
o
fc
la
ss
es
, 
in
t 
*
n
o
fe
at
1 
in
t 
*
fe
at
) 
I*
 
AI
M
: 
to
 g
et
 c
lu
st
er
 m
ea
ns
 
(o
r c
la
ss
 c
e
n
tr
oi
ds
) 
fro
m
 a
 
da
ta
 f
il
e 
*
 
ge
ne
ra
te
d 
by
 a
 
c
lu
st
er
 r
o
u
tin
e 
on
 
SA
S 
(VA
X 
so
ft
w
ar
e)
 
*
 
IN
PU
TS
: 
da
ta
 f
ro
m
 f
il
e 
*
 
OU
TP
UT
S: 
n
o
fc
la
ss
es
 -
th
e 
nu
m
be
r 
o
f 
c
la
ss
es
 r
e
a
d.
 
*
 
n
o
fe
at
 
-
th
e 
nu
m
be
r 
o
f 
fe
at
ur
es
 r
e
a
d.
 
*
 
fe
at
 
-
a
rr
a
y 
o
f 
n
u
m
be
rs 
in
di
ca
tin
g 
th
e 
fe
at
ur
es
 t
o 
u
se
 
*
 
RE
TU
RN
S: 
c
e
n
tr
oi
d 
-
th
e 
a
rr
a
y 
o
f 
c
la
ss
es
 b
y 
fe
at
ur
es
 f
or
 c
la
ss
 c
e
n
tr
oi
ds
 
*
 
CA
LL
S: 
n
o
n
e 
*
I { 
FI
LE
 *
fp
cl
us
; 
/*
po
in
te
r 
to
 f
il
e 
c
o
n
ta
in
in
g 
c
e
n
tr
o
id
s*
/ 
c
ha
r 
fi
le
na
m
e[
50
l=
"c
lu
sm
ea
n.
da
t";
 
c
ha
r 
li
ne
[8
0l
; 
/*
 l
in
e 
ho
ld
in
g 
HS
I 
fe
at
ur
e 
v
a
lu
es
*/
 
c
ha
r 
s
tr
in
g[
20
l; 
/*
st
ri
n
g
 o
f 
in
te
ge
r 
v
a
lu
e*
/ 
in
t 
*
*
c
e
n
tr
oi
d;
 
/*
 a
rr
a
y 
o
f 
m
ea
n 
fe
at
ur
es
 f
or
 e
ac
h 
c
la
ss
 *
/ 
in
t 
fe
at
ur
e;
 
/*
 i
nd
ex
 t
o
 n
u
m
be
rs 
o
f 
fe
at
ur
es
 *
/ 
in
t 
c
la
ss
; 
/*
 l
in
e 
n
o
. 
o
f 
in
pu
t 
da
ta
*/
 
in
t 
i,
j;
 
/*
 i
nd
ex
 t
o
 l
in
e(
 o
r 
fe
at
ur
e)
 &
 st
ri
ng
 r
e
s
p.
*/
 
pr
in
tf
("
\n
\n
En
te
r 
fi
le
na
m
e 
o
f 
c
lu
st
er
 m
ea
ns
 
: 
"
>
; 
ff
lu
sh
(s
td
in
); 
ge
ts
(f
i l
en
am
e);
 
if
( 
C
fp
cl
us
 =
 
fo
pe
n(
fi 
le
na
m
e,
"r
t"
))=
= 
NU
LL
 
) 
{ 
pr
in
tf
("
\n
 E
RR
OR
: 
u
n
a
bl
e 
to
 o
pe
n 
fi
le
")
; 
re
tu
rn
 (N
UL
L);
 
} *n
o
fc
la
ss
es
=O
; 
*
n
o
fe
at
 =
 
O;
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4 
w
hi
le
( 
fg
et
sC
lin
e,
80
,f
pc
lu
s) 
!=
NU
LL
 )
 
C
*n
of
cl
as
se
s)+
+;
 
fs
ee
k(f
pc
lus
,0,
SE
EK
_S
ET
>; 
/*
re
tu
rn
 t
o 
th
e 
s
ta
rt
 o
f 
th
e 
fi
le
*
/ 
fg
et
s(
lin
e,
80
,fp
cl
us
); 
/*
de
te
rm
in
e 
fro
m
 t
he
 f
ir
st
 l
in
e 
th
e 
n
o
fe
at
 *
/ 
i=
O·
 
w
h i
 { e
 
( 
li
ne
 [ i
] 
! =
 
•
 \n
 • 
{ 
i+
+;
 
if
 ( 
(( 
l i
 ne
 [ i
] =
=
' 
' 
) 11
 (l
in
e [
 i l 
=
=
' 
\n
' »
&&
Cl
 i n
e 
Ci 
-
11
 ! 
=
 •
 
•
 ) 
C*
no
fe
at
)+
+;
 
} 
o
f 
th
e 
fi
le
 *
/ 
fs
ee
k(
fp
clu
s,0
,S
EE
K 
SE
T);
 
/*
 r
e
tu
rn
 t
o 
th
e 
s
ta
rt
 
pr
in
tf
(11
\n
 %
d 
c
la
ss
es
 r
ea
d 
11
,
*
n
o
fc
la
ss
es
); 
pr
in
tf
("
\n
 'Y.
d 
fe
at
ur
es
 r
ea
d1
1 1
*
n
o
fe
at
); 
/*
 
fe
at
=(
in
t 
*
)m
all
oc
(si
ze
of
(in
t)*
(*
no
fe
at+
1)
); 
*
/ 
fo
r 
(i=
1;
 i
<=
(*
no
fe
at)
; 
i+
+) 
} 
{ } 
pr
in
tf
("
\n
En
te
r 
la
be
l 
fo
r 
fe
at
ur
e 
%d
 C
h/
s/
i):
 11
,
 
i);
 
sw
itc
h(
ge
tch
e(
)) 
{ } 
c
a
se
 
'
h'
 
fe
at
[i]
=O
; 
br
ea
k;
 
c
a
se
 
'
s
' 
fe
at
[il
=1
; 
br
ea
k;
 
c
a
se
 
'
i'
 
fe
at
C
il=
2;
 b
re
ak
; 
de
fa
ul
t 
br
ea
k;
 
/*
!!
! 
w
ill
 h
av
e 
to
 a
cc
o
u
n
t 
fo
r 
e
rr
o
rs
*
/ 
c
e
n
tr
o
id
= 
im
at
ri
x(
1,
*n
of
cla
ss
es
,1
,*
no
fe
at)
; 
c
la
ss
=1
· 
w
hi
le
( 
1
fg
et
s(
lin
e,8
0,
fp
cl
us
) 
!=
NU
LL
 )
 
/*N
UL
L 
in
di
ca
te
s 
en
d 
o
f 
fi
le
*
/ 
{ 
fe
at
ur
e=
O
; 
} 
i=
O·
 
j=O
~ 
w
hi
le
< 
li
ne
[i
l!
='
\n
') 
{i
f(
 l
in
eC
il 
!=
 
•
 
'
) 
{ 
s
tr
in
g[
j] 
=
 
li
ne
[i
l; 
j+
+;
 
} el
se
 
{ 
if
( 
(i!
=O
> 
&&
 (
lin
e[
i-1
1 
!=
 1
 
'>
 
) 
{ 
st
ri
ng
[jl
=O
; 
fe
at
ur
e+
+;
 
c
e
n
tr
oi
dC
cl
as
s] 
[fe
at
ur
e]
 =
 
a
to
i(s
tri
ng
); 
} j=O
; 
}/*
en
d 
e
ls
e*
/ 
i+
+•
 
if
 (
 (
 li
ne
 [ i
] =
=
' 
\n
' )&
&C
lin
e [
 i -1
 l 
! =
 •
 
•
 ) )
 
{ 
st
ri
ng
[jl
=O
; 
fe
at
ur
e+
+;
 
} 
c
e
n
tr
oi
dC
cl
as
sl
 C
fe
at
ur
el
 =
 
a
to
i(s
tri
ng
); 
} cl
as
s+
+;
 
fc
lo
se
(fp
cl
us
)( 
re
tu
rn
( 
c
e
n
tr
oi
d 
); 
v
o
id
 c
la
ss
if
y(
wi
nc
oo
rd
s 
*
pr
oc
w
in
do
w
,in
t 
*
*
c
e
n
tr
oi
d,
 i
nt
 n
o
fc
la
ss
es
, 
in
t 
n
o
fe
at
, 
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n
t 
*
fe
at
) 
/*
 
AI
M
: 
Ta
ke
s 
a
s 
in
pu
t 
th
e 
c
la
ss
 c
e
n
tr
oi
ds
 a
rr
a
y.
 F
or
 e
ac
h 
pi
xe
l 
in
 t
he
 
*
 
o
v
e
rl
ay
 m
as
k,
 
th
e 
n
e
a
re
st
 c
e
n
tr
oi
d 
is
 t
he
 c
la
ss
 o
f 
th
at
 p
ix
el
 • 
.
 *
 
C
la
ss
es
 a
re
 w
ri
tt
en
 a
s 
a 
le
ve
l 
o
f 
gr
ey
 i
n 
th
e 
o
v
e
rl
ay
 b
uf
fe
r.
 
{ *
 
IN
PU
TS
: 
c
e
n
tr
oi
d 
-
a
rr
a
y 
o
f 
c
la
ss
es
 f
ea
tu
re
 m
ea
ns
 
*
 
n
o
fc
la
ss
es
 
-
nu
m
be
r 
o
f 
c
la
ss
es
 
*
 
n
o
fe
at
 
-
nu
m
be
r 
o
f 
fe
at
ur
es
 d
et
ec
te
d 
*
 
fe
at
 
-
a
rr
a
y 
o
f 
n
u
m
be
rs 
in
di
ca
tin
g 
u
se
r 
se
le
ct
ed
 f
ea
tu
re
s 
*
 
pr
oc
w
in
do
w 
-
c
o
o
rd
in
at
es
 o
f 
w
ind
ow
 o
f 
re
gi
on
 t
o 
c
la
ss
if
y 
*
 
CA
LL
S: 
ge
tc
lu
sm
ea
n,
 s
e
le
ct
cl
as
se
s,
 c
la
ss
if
y.
 
*
! 
in
t 
i;
 
!*
 i
nd
ex
 t
o 
fe
at
ur
es
 *
/ 
lo
ng
 *
di
st
 ;
 
/*
 
lo
ng
 m
in
di
st
; 
lo
ng
 *
a
o
c
la
ss
; 
lo
ng
 a
om
as
k=
O;
 
in
t 
c
la
ss
if
ie
d;
 
in
t 
c
; 
a
rr
a
y 
o
f 
di
st
an
ce
s 
fro
m
 c
la
ss
 c
e
n
tr
oi
ds
 t
o 
c
u
rr
e
n
t 
pi
x*
/ 
I*
 t
he
 n
e
a
re
st
 c
la
ss
 b
y 
di
st
an
ce
 *
/ 
/*
 a
rr
a
y 
o
f 
a
re
a
 
fo
r 
ea
ch
 c
la
ss
 *
/ 
!*
 a
re
a
 
o
f 
th
e 
o
v
e
rl
ay
 m
as
k 
*
/ 
/*
 t
he
 c
la
ss
 t
o 
w
hi
ch
 t
he
 p
ix
el
 i
s 
c
la
ss
if
ie
d 
*
/ 
/*
 i
nd
ex
 t
o 
c
la
ss
es
 *
/ 
in
t 
x
1,
y1
,x
2,
y2
; 
in
t 
x
,y
; 
u
n
si
gn
ed
 l
on
g 
pi
x;
 
fl
oa
t 
V1
, V
2; 
!*
 w
ind
ow
 t
op
 a
n
d 
bo
tto
m
 c
o
o
rd
s 
*
/ 
!*
 i
nd
ex
 t
o 
pi
xe
l 
in
 a
o
i 
*
/ 
!*
 p
ix
el
 r
e
a
d 
*
/ 
in
t 
R 1
G,
B(·
 
in
t 
p1
xv
a 
ue
[M
AX
FE
AT
J; 
!*
 H
,S
, I
 
!*
 H
,S 
ho
ri
zo
nt
al
 a
nd
 v
e
rt
ic
al
 v
e
c
to
rs
*/
 
!*
 c
o
lo
ur
 c
o
m
po
ne
nt
s 
o
f 
pi
x 
*
/ 
pi
xe
l 
fe
at
ur
es
 w
hi
ch
 w
ill
 b
e 
gi
ve
n 
*
/ 
di
st
 =
 
Cl
on
g 
*
)m
all
oc
(si
ze
of
(lo
ng
)*
Cn
of
cla
ss
es
+1
));
 
a
o
c
la
ss
 =
 
(lo
ng
 *
)c
all
oc
Cn
of
cla
ss
es
+1
,si
ze
of
(lo
ng
));
 
x1
 
=
 
pr
oc
w
 n
do
w-
>x
1;
 
x2
 =
 
pr
oc
w
 n
do
w-
>x
2;
 
y1
 
=
 
pr
oc
w
 n
do
w-
>y
1;
 
y2
 =
 
pr
oc
w
 n
do
w-
>y
2;
 
/*
 a
re
a
 
o
f 
in
te
re
st
in
g 
re
gi
on
 *
/ 
pr
in
tf
 C
"\n
 P
ro
ce
ss
in
g 
in
to
 %
d 
c
la
ss
es
" ,
n
o
fc
l a
ss
e
s)
; 
fo
r 
Cy
=y
1 
; 
y 
<
 y
2 
; 
y+
+) 
{ 
fo
rC
x=
x1
 
; 
x
 
<
 x
2 
; 
x
+
+
) 
{ o
pm
od
e 
(0
,2
); 
ifC
pi
xr
C
x,
y)
 !
= 
Ox
00
) 
{ 
ao
m
as
k+
+;
 
/*
pr
oc
es
s 
th
e 
li
ne
*/
 
/*
 c
he
ck
 i
f 
in
 a
pp
le
*/
 
op
m
od
eC
0,6
>;
 
/*
 m
ax
 
pi
xr
 =
 
O
xf
ff
ff
f 
*
/ 
pi
x 
=
 
pi
xr
cx
,y
>;
 
RG
Bt
oV
1V
2C
TR
UE
,pi
x,&
R,
&G
(&
B,&
V1
1&
V2
); 
pi
xv
al
ue
[O
J 
=
 
C
in
t)h
ue
ca
 c
CV
1,
V~
>;
 
pi
xv
al
ue
[1
J 
=
 
(in
t)s
atc
alc
(V
1,V
2,R
,G
,B
); 
pi
xv
al
ue
[2
J 
=
 
CR
+G
+B
)/3
; 
m
in
di
st
 =
 
LO
NG
_M
AX
; 
/*
pe
rf
or
m
 u
n
sq
ua
re
 r
o
o
te
d 
m
in
in
um
 E
uc
lid
ea
n 
di
st
an
ce
 o
n 
ea
ch
 c
e
n
tr
oi
d 
to
 p
ix
 
e
l 
re
a
d*
/ 
n
tr
o
id
*/
 
fo
r 
Cc
 =
 
1;
 c
<
=
n
o
fc
la
ss
es
; 
c+
+
) 
/*
 f
in
d 
m
in
di
st
 f
ro
m
 p
ix
el
 t
o 
ea
ch
 c
e
 
{ 
di
 st
 [c
l =
O;
 
!*
 i
ni
ti
al
is
e 
di
st
an
ce
 t
o 
0 
*
/ 
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6 
fo
r 
(i 
=
 
1;
 
i 
<=
 
n
o
fe
at
; 
i+
+)
 
{ 
di
st
[c
] 
+=
 
SQ
((l
on
g)
(ce
ntr
oid
Cc
l [
i] 
-
pi
xv
al
ue
[fe
at
Ci
ll)
);/
* 
ac
 
co
u
n
t 
fo
r 
n
o
. 
o
f 
fe
at
ur
es
*/
 
/*
 
pr
in
tf(
"fe
at[
%
dJ
=r
.d 
pi
xv
al
[fe
at
Ci
ll=
r.d
 d
is
tC
r.d
J=
%
ld
\n
",
i,f
ea
t[i
 
l,
 p
ix
va
lu
e[
fe
at
[iJ
J,c
,d
is
t[c
J>
; 
*
/}
 
} 
} 
} 
if
(d
ist
[c
] 
<
 m
in
di
st
) 
C 
m
in
di
st
 =
 
di
st
[c
J;
 
c
la
ss
if
ie
d 
=
 
c
; 
} 
} ao
c
la
ss
[c
la
ss
ifi
ed
]+
+;
 
o
pm
od
e(0
,2>
; 
pi
xw
cx
,y
,c
la
ss
if
ie
d>
; 
pr
in
tf
("
\n
\n
 A
re
a 
o
f 
m
as
k 
=
 
%
ld
11
,a
o
m
as
k>
; 
pr
in
tf
("
\n
\n
 C
LA
SS
 N
O
.\t
 A
RE
A\
t 
PE
RC
EN
TA
GE
 A
RE
A"
); 
fo
r 
Cc
 =
 
1;
 c
<
=
n
o
fc
la
ss
es
· 
c+
+
) 
pr
in
tf
C
"\
n 
ro
d 
\t
 %
(d
\t 
%f
%%
11
,
c
,a
o
c
la
ss
C
cl
 ,C
10
0*
Cf
lo
at
)ao
cla
ssC
cl/
ao
ma
s 
k)
); 
} 
pr
in
tf
("
\n
\n
 P
re
ss
 a
 
ke
y 
to
 c
o
n
tin
ue
 •.
•
 "
); 
ge
tc
hO
; 
fr
ee
(d
is
t);
 f
re
e(
ao
cl
as
s)
; 
v
o
id
 c
lu
sd
is
pl
ay
(w
in
co
or
ds
 *
pr
oc
w
in
do
w)
 
/*
 A
IM
: 
To
 u
se
 
SA
S 
ge
ne
ra
te
d 
c
lu
st
er
 m
ea
ns
 
o
r 
u
se
r 
de
fin
ed
 c
lu
st
er
 m
ea
ns
 
*
 
to
 d
is
pl
ay
 a
n 
o
v
e
rl
ay
 s
ho
w
in
g 
th
e 
se
gm
en
te
d 
(c
las
se
d)
 d
at
a.
 
*
 
IN
PU
TS
: 
pr
oc
w
in
do
w 
-
th
e 
pr
oc
es
si
ng
 w
ido
w 
o
f 
in
te
re
st
 
*
 
CA
LL
S: 
ge
tc
lu
sm
ea
n,
 s
e
le
ct
cl
as
se
s,
 c
la
ss
if
y 
*
/ 
<
 
in
t 
*
*
c
e
n
tr
oi
d;
 /
* 
a
rr
a
y 
o
f 
c
la
ss
 c
e
n
tr
oi
d 
m
ea
ns
 
*
/ 
in
t 
fea
t[M
AX
FE
AT
+1
l 
; 
/*
ar
ra
y 
c
o
n
ta
in
in
g 
nu
m
be
rs 
re
fe
ri
ng
 t
o 
fe
at
ur
es
 t
o 
u
s 
e
*
/ i
nt
 c
,f
; 
/*
 i
nd
ex
 t
o 
c
la
ss
 a
n
d 
fe
at
ur
e 
el
em
en
ts
 o
f 
c
e
n
tr
o
id
*/
 
in
t 
n
o
fc
la
ss
es
=O
; 
/*
 n
um
be
r 
o
f 
c
la
ss
es
 *
/ 
in
t 
n
o
fe
at
=O
; 
/*
 n
um
be
r 
o
f 
fe
at
ur
es
 *
/ 
in
t 
c
ho
ic
e;
 
/*
ge
t 
c
e
n
tr
oi
ds
 f
ro
m
 F
il
e 
o
r 
Im
ag
e*
/ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
(11
-
-
C
lu
st
er
 A
na
ly
si
s-
-11
)·
 
.
 
pr
in
tf
("
\n
\n
 R
ea
d 
c
la
ss
 c
e
n
tr
oi
ds
 f
ro
m
 F
il
e 
o
r 
se
le
ct
 f
ro
m
 I
m
ag
e 
C
f/
i)?
 "
); 
c
ho
ic
e 
=
 
ge
tc
he
();
 
sw
itc
h(
ch
oi
ce
) 
{ 
c
a
se
 
'
f'
:/
*
 k
ee
p 
re
ad
in
g 
u
n
ti
l 
c
o
rr
e
c
t*
/ 
c
a
se
 
'
i'
: w
hi
le
 C
 (c
en
tro
id
= 
ge
tc
lu
sm
ea
n(
&n
of
cla
ss
es
,&
no
fe
at,
fe
at)
) 
br
ea
k;
 
c
e
n
tr
o
id
= 
se
le
ct
cl
as
se
sC
&
no
fc
la
ss
es
,&
no
fe
at
,fe
at
); 
br
ea
k;
 
de
fa
ul
t 
: 
re
tu
rn
; 
} 
v
 
fo
r 
Cc
=1
;c
<=
no
fc
la
ss
es
;c
++
) 
fo
r 
C
f=
1;
f<
=n
of
ea
t;f
++
) 
NU
LL
); 
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<
 p
ri
nt
f(
11
\n
ce
nt
ro
id
[%
d]
 cr
.c
tJ=
%d
11
,
c
,f
,c
en
tr
oi
d[
c]
 [f
] >
; 
/*
 
pr
in
tf
C
" 
fe
atc
r.c
t1
=r
.ct
11
,
f,
fe
at
[f
l >
; 
*
I 
} 
c
la
ss
if
y(
pr
oc
wi
nd
ow
,ce
nt
ro
id
,n
of
cla
ss
es
,n
of
ea
t,f
ea
t);
 
fr
ee
_i
m
at
ri
x(
ce
nt
ro
id
,1
,n
of
cla
ss
es
,1
,n
of
ea
t);
 
/*
 
fr
ee
(fe
at
); 
*
/ 
re
tu
rn
; 
} 
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/*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
*
 
MO
DU
LE
: 
AP
PP
RO
C.
C 
*
 
*
 
AU
TH
OR
: 
G.
Ka
y 
..
 
*
 
DE
SC
RI
PT
IO
N:
 
*
 
*
 
th
e 
pr
oc
es
si
ng
 m
o
du
le 
u
si
ng
 g
en
er
al
 i
m
ag
e 
pr
oc
es
si
ng
 r
o
u
tin
es
 
an
d 
c
o
lo
ur
 a
n
a
ly
si
s 
tr
an
sf
or
m
at
io
ns
. 
*
 
CO
NT
AI
NS
: 
*
 
se
gm
en
t 
*
 
HS
ito
RG
B 
*
 
hu
ec
al
c 
*
 
s
a
tc
al
c 
*
 
RG
Bt
oV
1V
2 
*
 
c
a
lc
H
Sl
pl
an
es
 
*
 
th
re
sh
 
*
 
av
gP
AL
 
*
 
l i
ne
hi
st
 
*
 
pi
xo
i 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
#i
nc
lu
de
 11
ap
pc
om
.h
11
 
#i
nc
lu
de
 11
a
pp
ty
pe
.c
11
 
#i
nc
lu
de
 "
a
pp
de
fn
.c
" 
#i
nc
lu
de
 11
n
ru
ti
l.
h1
1 
/*
 n
u
m
er
ic
al
 r
e
c
ip
e 
fo
r 
m
a
tr
ix
 a
ll
oc
at
io
n 
an
d 
s
ta
ts
 *
/ 
/**
**
**
**
**
**
**
**
**
**
**
**
GL
OB
AL
 P
AR
AM
ET
ER
 O
PT
IO
NS
**
**
**
**
**
**
**
**
**
**
**
**
**
**
/ 
e
x
te
rn
 i
nt
 s
a
to
pt
io
n 
; 
/*
 0
 =
 
s
a
t 
a
s 
v
e
c
to
r 
di
st
, 
1=
 a
s 
rg
b 
ra
ti
o 
to
 i
nt
en
si
ty
* 
I /*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
FU
NC
TI
ON
 C
OD
E*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
*/
 
v
o
id
 s
e
gm
en
t(i
nt
 H
Sl
[J
,in
t 
s
iz
e)
 
I*
 A
IM
: 
to
 s
eg
m
en
t 
th
e 
pa
ss
ed
 a
rr
a
y 
HS
I 
(ie
 H
,S 
o
r 
I) 
o
f 
s
iz
e 
s
iz
e,
 i
nt
o 
*
 
·
v
a
ri
ou
s 
le
ve
ls
. 
*
 
Th
e 
pi
xe
l 
co
u
n
t 
be
tw
ee
n 
le
ve
ls
 i
s 
th
en
 g
iv
en
 a
s 
th
e 
%
 ar
e
a
 
c
o
v
e
re
d 
{ *
 
by
 t
hi
s 
se
gm
en
t. 
*
 
IN
PU
TS
: 
HS
I 
·
 
a
rr
a
y 
c
o
n
ta
in
in
g 
th
e 
hi
st
og
ra
m
 o
f 
H,
 S
 o
r 
I 
o
f 
fr
ui
t 
re
gi
on
 
*
 
si
ze
-
m
ax
 
ra
n
ge
 o
f 
fe
at
ur
e 
i.
e.
 3
60
 f
or
 H
, 
25
5 
fo
r 
S
or
 I
 
*
 
CA
LL
S: 
u
se
s 
th
e 
gl
ob
al
 S
TA
TS
 s
tr
u
ct
u
re
. 
*
I i
nt
 y
=O
; 
in
t 
m
in
y,
m
ax
y;
 
!n
t 
ye
sn
o;
 
m
t 
lev
nu
m
; 
in
t 
i •
 
in
t 
•
le
ve
l;
 
lo
ng
 *
se
gs
um
; 
o
pm
od
e(1
,1)
; 
/*
 i
nd
ex
 t
o 
HS
I 
a
rr
a
y 
*
/ 
/*
 t
he
 l
ow
er
 a
n
d 
u
pp
er
 b
ou
nd
s 
fo
r 
th
e 
HS
I 
re
gi
on
 *
/ 
/*
 r
e
sp
on
se
 *
/ 
/*
 n
um
be
r 
o
f 
le
ve
ls
 *
/ 
/*
 i
nd
ex
 t
o 
le
ve
l 
an
d 
se
gs
um
 *
/ 
/*
 a
rr
a
y 
o
f 
le
ve
l 
v
a
lu
es
 *
/ 
/*
 a
rr
a
y 
o
f 
su
m
 
o
f 
pi
xe
ls
 i
n 
ea
ch
 s
eg
m
en
t 
*
/ 
dr
aw
m
od
e(2
); 
/*
 u
se
d 
to
 p
ut
 a
 
do
t 
on
 
th
e 
y 
a
x
is
 w
he
re
 l
ev
el
s 
a
re
 *
/ 
/*
ge
tt
in
g 
m
ax
y 
an
d 
m
in
y 
*
/ 
w
hi
le
 C
HS
IC
yJ
 
=
=
 
0) 
y+
+;
 
m
in
y 
=
 
y;
 
fo
r( 
y=
m
in
y;
 y
<s
iz
e 
·
y+
+)
 
{ 
if
( 
(H
SI 
Cy
] 
I=
 O
)!&
CH
Sl[
y+
1] 
=
=
 
0
))
 
m
ax
y 
=
 
y;
 
} 
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2 
pr
in
tf
("\
n\
nS
eg
me
nt
 b
etw
ee
n 
Cr.
cl] 
an
d 
c:r
.cJJ
 
(y
/n
) 
? 
11
,
m
in
y,
m
ax
y);
 
ye
sn
o 
=
 
ge
tc
he
();
 
w
hi
le
(y
es
no
 =
=
 
'y
'>
 
{ /
* 
ge
tt
in
g 
th
e 
le
ve
ls
 *
/ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
("
·· 
Le
ve
l 
Se
gm
en
ta
tio
n 
·
·
\n
\n
">
; 
pr
in
tf
("
En
te
r 
nu
m
be
r 
o
f 
le
ve
ls
 .b
etw
ee
n 
[%
dl 
an
d 
Cr.
ell 
: 
11
,
m
in
y,
m
ax
y);
 
sc
a
n
f ( 
11
r.d
11
,
 
&
 l e
v
n
u
m
); 
le
ve
l 
=
 
(in
t 
*
)c
all
oc
((l
ev
nu
m+
2)
,si
ze
of
(in
t>
>;
 
se
gs
um
= 
(lo
ng
 *
)c
all
oc
((l
ev
nu
m+
1)
,si
ze
of
(lo
ng
));
 
le
ve
l [
0] 
=
 
m
in
y;
 
le
ve
l[l
ev
nu
m 
+
 1
1 
=
 
m
ax
y; 
fo
r 
(i=
1;
 i
 <
 (l
ev
nu
m+
1);
 i
++
) 
{ } 
pr
in
tf
(11
\nL
ev
elC
:r.
cJ
1 
=
 
"
,
 i
);
 
sc
a
n
f(
11
:r.
d11
,
&
le
ve
l [
i] 
>;
 
/*
 l
ev
el
[i+
1l
 m
us
t 
al
w
ay
s 
be
> 
le
ve
l[i
]*
/ 
I*
 m
ar
k 
on
 
Hu
e 
a
x
is
 *
/ 
I*
 
if
(si
ze
==
36
0)
 
*
I 
{ 
fo
r(i
=O
; 
i<
 (
lev
nu
m+
2);
 i
++
) 
{ 
'm
o
v
e(x
or
gH
·2,
yo
rg
H-
12
0+
lev
elC
iJ)
; 
do
t(
);
} 
} fo
r 
Ci
=O
; 
i 
<
 (l
ev
nu
m+
1);
 i
++
) 
{ } 
fo
r(y
= 
le
ve
lC
il;
 y
 <
 l
ev
el
[i+
1]
 ;
y+
+)
 
/*
no
ni
nc
lu
si
ve
 s
u
m
m
in
g*
/ 
se
gs
um
[il
 +
= 
H
SI
Cy
l; 
if(
i=
=l
ev
nu
m)
 s
eg
su
m
[i]
 +
= 
H
Sl
[m
ax
yl;
 
/*
in
cl
ud
e 
u
pp
er
 b
ou
nd
*/
 
pr
in
tf
(11
\n
[%
d] 
to
 
cr.
c11
 
=
 
%
ld 
pi
xe
ls
",
le
ve
l[i
],l
ev
el
[i+
1J
,se
gs
um
[i]
); 
pr
in
tf
("
 (%
f%%
 o
f 
fr
ui
t 
a
re
a
)",
((f
lo
at)
se
gs
um
[il
/S
TA
TS
.ao
ap
pl
e)
*1
00
); 
pr
in
tf
("\
n\
nS
eg
me
nt
 b
etw
ee
n 
er
.e
ll 
an
d 
er
.e
ll 
(y
/n
) 
? 
11
,
m
in
y,
m
ax
y);
 
ye
sn
o 
=
 
ge
tc
he
();
 
/*
 m
ar
k 
do
ts
 o
ff
 H
ue
 a
x
is
 *
/ 
I*
 
if
(si
ze
==
36
0)
 
{ 
fo
r(i
=O
; 
i<
 (
lev
nu
m+
2)·
 i
++
) 
{ 
m
o
v
e(x
or
gH
-2
,yo
rg
H+
lev
el[
il)
; 
do
t(
);
} 
} 
*
/ 
fr
ee
(le
ve
l);
 f
re
e(s
eg
su
m)
; 
}/
* 
en
d 
w
hi
le
*/
 
}/*
en
d 
se
gm
en
t*
/ 
v
o
id
 H
Sl
to
RG
B(
vo
id)
 
/*
 
AI
M
: 
To
 c
o
n
v
e
rt
 f
ro
m
 H
SI 
to
 R
GB
 u
si
ng
 t
he
 i
nv
er
se
 m
at
rix
 t
ra
ns
fo
rm
 
*
 
IN
PU
TS
: 
n
o
n
e 
*
 
CA
LL
S: 
n
on
e 
*
I 
{ 
/*
in
ve
rs
e 
o
f 
Le
ha
r 
&
 S
te
ve
ns
*/
 
/*
 
fl
oa
t 
XI
 [3
1 C
3l 
=
 
{ 
1.
0,
 
.
81
64
96
58
, 
.
O 
*
/ 
1.
0,
 -
.
40
82
48
29
, 
.
70
71
06
78
, 
1.
0,
 -
.
40
82
48
29
, 
-
.
70
71
06
78
 
>;
 
/*
in
ve
rs
e 
o
f 
DT
79
10
 c
hi
p 
si
m
ul
at
io
n 
*
/ 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
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15
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Fi
le
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m
e:
 A
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Pa
ge
 
3 
fl
oa
t 
XI
 C
3l 
[3]
 =
 
{ 
1.
0,
 
.
66
66
7,
 
.
0 
,
 
1.
0,
 -
.
33
33
3,
 .
57
73
5t
 
1.
0,
 -
.
33
33
3,
 -
.
57
73
, 
};
 
fl
oa
t 
pi
=3
.1
41
59
26
53
59
; 
in
t 
ch
=O
; 
/*
 c
o
n
tin
ue
 c
ho
ic
e*
/ 
in
t 
H
,S
,I
; 
in
t 
R,
G
1B
; 
fl
oa
t 
V1
, V
2; 
u
n
si
gn
ed
 l
on
g 
in
t 
x
,y
; 
/*
no
rm
al
is
ed
 i
te
rm
ed
ia
te
 v
e
c
to
rs
 m
ak
in
g 
up
 H
an
d
s*
/ 
pi
x;
/*
 t
he
 p
ix
el
 c
o
lo
ur
 *
/ 
!*
 c
o
u
n
te
rs
 t
o 
pl
ot
 t
he
 R
GB
 r
e
pr
es
en
ta
tio
n 
o
f 
H
SI
*/
 
w
hi
le
( 
ch
 !
= 
27
) 
/*
 2
7 
is
 t
he
 <
es
c>
 
c
ha
ra
ct
er
*/
 
{ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
>; 
pr
in
tf
("
 E
nt
er
 H
ue
 i
nt
eg
er
 C
0-
36
0):
 "
>
; 
sc
a
n
f(
11
%d
11
,&
H)
; 
pr
in
tf
("
 E
nt
er
 S
at
ur
at
io
n 
in
te
ge
r(0
-2
56
): 
"
>
; 
sc
a
n
t C
 11 Y
.cl1
1
,
 
&s
 >;
 
pr
in
tf
("
 E
nt
er
 I
nt
en
si
ty
 i
nt
eg
er
(0
-2
56
): 
"
>
; 
sc
a
n
f(
11
%d
11
,
&
I);
 
V1
= 
S 
*
 
c
o
sC
H
*C
C
flo
at
)p
i/1
80
));
 
V2
= 
S 
*
 
si
n(
H*
CC
flo
at)
pi
/1
80
));
 
B
 =
 
( 
n
t)(
XI
 CO
l C
Ol
*I 
+
 X
I C
Ol 
C1
l*V
1 
+X
I C
O] 
C2
l*V
2) 
G
 =
 
( 
n
t)(
XI
 [1
] [
0]*
1 
+
X
I [
1]
 C
1l*
V1
 +
XI
 C
1l 
C2
l*V
2) 
R
 =
 
C 
n
t)(
XI
C2
l C
Ol
*I 
+
 X
IC
2l 
C1
l*V
1 
+X
IC
2l 
C2
l*V
2) 
pr
in
tf
("
\n
R 
=
 
%
d\t
G 
=
 
Y.
cl\
tB
 =
 
Y
.cl
\n
",R
,G
,B
); 
pr
in
tf
(11
V1
 
=
 
%
f\t
V
2 
=
 
%
f\n
"t
V
1,
V
2)
; 
if
 C
CR
>2
55
>l
l<
G>
25
5>
I l
<B
>2
5,>
> 
pr
in
tf
("
\n
 C
ol
ou
r 
e
x
te
nd
s 
o
u
t 
o
f 
RG
B 
c
u
be
, 
he
nc
e 
c
a
n
n
o
t 
be
 d
is
pl
ay
ed
")
; 
e
ls
e 
{ 
.
 
!*
 
pi
x 
=
 
(u
ns
ign
ed
 lo
ng
)R
 +
 2
56
*(
un
sig
ne
d 
lo
ng
)G
 +
 2
56
*2
56
*(u
ns
ign
ed
 l
on
g)
B;
* 
I } 
} 
pi
x 
=
(u
ns
ign
ed
 lo
ng
)R
 +
 (
(u
ns
ig
ne
d 
lo
ng
)G
<<
8) 
+
 ((
un
sig
ne
d 
lo
ng
)B
<<
16
); 
pr
in
tf
("
\n
 P
ix
el
 v
a
lu
e 
fro
m
 R
GB
 i
s 
=
 
%
lu
11
,
pi
x)
; 
o
pm
od
e(0
,6)
; 
fo
r(x
=O
;x 
<
 4
0;
x+
+)
 
{ 
fo
r~
y=
Oj
Y 
<
 4
0;
y~
+)
 
p1
xw
(47
2+
x,y
,p1
x>
; 
} 
pr
in
tf
(11
\n
\n
\n
PR
ES
S 
AN
Y 
KE
Y 
TO
 C
ON
TI
NU
E, 
(<
esc
> 
to
 q
ui
t) 
•
•
 "
); 
ch
 =
 
ge
tc
h(
); 
}/*
en
d 
w
hi
le
*/
 
fl
oa
t 
hu
ec
al
c(
flo
at
 m
1, 
fl
oa
t 
m
2) 
/*
 
AI
M
: 
to
 c
a
lc
ul
at
e 
th
e 
hu
e 
v
a
lu
e 
a
s 
an
 
a
n
gl
e 
*
 
IN
PU
TS
: 
m
1 
-
th
e 
ho
ri
zo
nt
al
 v
e
c
to
r 
co
m
po
ne
nt
 
*
 
m
2 
-
th
e 
v
v
e
rt
ic
al
 v
e
c
to
r 
co
m
po
ne
nt
 
*
 
RE
TU
RN
S: 
hu
e 
-
th
e 
de
ri
ve
d 
hu
e 
v
a
lu
e 
*
 
CA
LL
S: 
n
o
n
e 
*
I 
{ 
fl
oa
t 
pi
=3
.1
41
59
26
53
59
; 
fl
oa
t 
hu
e·
 
fl
oa
t 
a
n
gl
e;
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4 
ifC
m
1=
=0
) 
{ 
if(
m2
>0
) 
hu
e 
=
 
90
; 
e
ls
e 
if(
m2
<0
) 
hu
e.
= 
27
0;
 
e
ls
e 
1f
(m
2=
=0
> 
hu
e 
=
 
O;
 
} el
se
 
{ 
a
n
gl
e 
=
 
at
an
(m
2/m
1)
*1
80
/pi
; 
if
 C
Cm
1>
0)&
&C
m2
<0)
) 
hu
e 
=
 
36
0 
+
 a
n
gl
e;
 
} e
ls
e 
if
 C
m1
<0
} 
hu
e 
=
 
18
0 
+
 a
n
gl
e;
 
e
ls
e 
hu
e 
=
 
a
n
gl
e;
 
re
tu
rn
 (
hu
e)
; 
} 
/*
 a
cc
o
u
n
t 
fo
r 
di
vi
si
on
 b
y 
0 
*
/ 
/*
 d
ef
au
lt 
fo
r 
u
n
de
fin
ed
 h
ue
*/
 
fl
oa
t 
sa
tc
al
cC
fl
oa
t 
m
1, 
fl
oa
t 
m
2, 
in
t 
R,
 
in
t 
G,
 
in
t 
B) 
!*
 
AI
M
: 
to
 c
a
lc
ul
at
e 
th
e 
sa
tu
ra
ti
on
 o
f 
a 
c
o
lo
ur
 
*
 
IN
PU
TS
: 
sa
to
pt
io
n 
-
th
e 
gl
ob
al
 o
pt
io
n 
gi
ve
n 
in
 a
pp
m
ai
n.
c,
 
*
 
v
e
c
to
rs
 m
1 
an
d 
m
2 
fo
r 
sa
to
pt
io
n 
0,
 
*
 
RG
B 
co
m
po
ne
nt
s 
fo
r 
sa
to
pt
io
n 
1 
*
 
RE
TU
RN
S: 
th
e 
de
ri
ve
d 
sa
tu
ra
ti
on
 v
a
lu
e 
*
 
CA
LL
S: 
n
on
e 
*
/ {
 
»
; 
} 
sw
itc
h(
sa
to
pt
io
n)
 
{ ca
se
 0
 
re
tu
rn
(sq
rt(
m1
*m
1 
+
 m
2*
m
2))
; 
c
a
se
 
1 
ifC
CR
==
G)&
&C
G=
=B
)&
&C
B=
=O
)) 
re
tu
rn
(O
); 
e
ls
e 
re
tu
rn
C2
55
.0
*C
1.
0 
-
Cf
lo
at
)(3
*m
in(
mi
nC
R,
G)
,m
inC
G,
B)
))/
(R
+G
+B
) 
de
fa
ul
t:
 p
rin
tf(
"\n
ER
RO
R:
 i
n 
fu
nc
tio
n 
sa
tc
al
c"
); 
re
tu
rn
(O
J; 
} 
v
o
id
 R
GB
toV
1V
2C
int
 u
se
pi
x,
un
si
gn
ed
 l
on
g 
pi
x,
 in
t 
*
R
,in
t 
*
G
,in
t 
*
B
,f
lo
at
 *
V
1,
fl
oa
t 
*
V2
) 
!*
 A
IM
: 
If
 u
se
pi
x 
is
 T
RU
E 
c
o
n
v
e
rt
 t
he
 i
nc
om
m
ing
 p
ix
el
 (
pi
x)
 t
o 
RG
B 
co
m
po
ne
nt
s 
*
 
an
d 
v
e
c
to
rs
 V
1 
&
 V
2, 
e
ls
e 
ju
st 
u
se
 
th
e 
RG
B 
co
m
po
ne
nt
s 
to
 g
iv
e 
th
e 
*
 
H,
S 
v
e
c
to
rs
 V
1 
an
d 
V2
 w
ith
 a
 
m
a
tr
ix
 t
ra
ns
fo
rm
at
io
n 
{ *
 
IN
PU
TS
: 
se
e
 A
IM
 
*
OU
TP
UT
S:
 R
, 
G,
 B
, 
V1
, 
V2
, 
-
th
e 
fe
at
ur
es
 d
er
iv
ed
 f
ro
m
 t
he
 i
np
ut
 v
al
ue
 p
ix
 
*
 
CA
LL
S: 
n
o
n
e 
*
/ 
/*
 
/*D
T7
91
0 
RG
B 
to
 H
SI 
co
n
v
er
si
on
 c
hi
p*
/ 
fl
oa
t 
XC
3J 
[31
 =
 
{ 
.
33
33
33
 
,
 
.
33
33
33
 
1.
54
70
05
 
,
 
-
.
57
73
5 
,
 
.
33
33
33
 ,
 
-
.
57
73
5 
,
 
.
0 
.
 
1.
0 
-
1.
0 
}; 
"
 
Un
ive
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ty 
of 
Ca
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5 
*
! 
fl
oa
t 
X
[3]
 [3
] 
=
 
C 
.
33
33
33
 
1.
0 
.
33
33
33
 
-
.
5 
.
86
60
25
 
.
33
33
33
 
.
o 
-
.
5 
,
 
,
 
-
.
86
60
25
 }
; 
/*
Le
ha
r 
&
 St
ev
en
s 
19
84
*/
 
I*
 
fl
oa
t 
X
[3l
 [3
1 
=
 
C 
.
33
33
33
33
, 
.
33
33
33
33
, 
.
33
33
33
33
, 
.
81
64
96
58
, 
-
.
40
82
48
29
, 
-
.
40
82
48
29
, 
*
I 
.
0 
.
 
.
70
71
06
78
, 
-
.
70
71
06
78
 
>;
 
} 
if(
use
pix
==
TR
UE
> 
{ 
*R
 =
 
pi
x 
&
 Ox
OO
OO
ff;
 
/*
 r
e
d 
v
a
lu
e 
m
as
k 
*
/ 
*G
 =
 
Cp
ix
 &
 Ox
OO
ffO
O>
 >
>
 
8;
 
*B
 =
 
(p
ix
 &
 O
xf
f0
00
0) 
>
>
 
16
; 
} *V
1 
=
(X
[1]
 [O
l**
B 
+
 X
[1]
 [1
]**
G 
+
 X
[1]
 [2
]*
*R
); 
*V
2 
=
CX
[2]
 [O
]**
B 
+
 X
[2]
 [1
J**
G 
+
 X
[2l
 [2
J*
*R
); 
v
o
id
 c
a
lc
H
Sl
pl
an
es
(in
t 
x
1,
in
t 
y1
,i
nt
 x
2,
in
t 
y2
,i
nt
 ju
mp
) 
!*
A
IM
: 
To
 c
a
lc
ul
at
e 
th
e 
H
,S
,I 
v
a
lu
es
 f
or
 e
ac
h 
pi
xe
l 
in
 t
he
 t
hr
es
ho
ld
 m
as
k 
*
 
re
gi
on
. 
Th
es
e 
pl
an
es
 w
il
l 
si
m
ul
at
e 
th
e 
v
a
lu
es
 g
iv
en
 f
ro
m
 h
ar
dw
ar
e 
*
 
an
d 
st
or
ed
 i
n 
bu
ff
er
s.
 T
he
 p
la
ne
s 
ca
n
 
be
 w
ri
tt
en
 t
o 
fi
le
 (
fo
r 
u
se
 
in
 
*
 
th
e 
SA
S 
so
ft
w
ar
e 
Co
n 
th
e 
VA
X),
 o
r 
to
 t
he
 f
ra
m
e 
bu
ff
er
s.
 
*
 
G
en
er
al
 s
ta
ti
st
ic
s 
ca
n
 
be
 g
iv
en
 a
bo
ut
 t
he
 f
ea
tu
re
 p
la
ne
s 
H,
 
S,
 a
n
d 
I.
 
*
 
Ti
m
e 
to
 g
et
 t
he
se
 s
ta
ti
st
ic
s 
is
 g
iv
en
. 
: 
O
pt
io
ns
 a
re
 g
iv
en
 t
o 
se
gm
en
t 
th
e 
pl
an
es
 a
n
d 
dr
aw
 H
 v
s 
I 
s
c
a
tt
er
 p
lo
ts
. 
o
f 
in
te
re
st
 
*
 
IN
PU
TS
: 
-
th
e 
to
p 
le
ft
 a
nd
 b
ot
to
m
 r
ig
ht
s 
c
o
o
rd
in
at
es
 o
f 
th
e 
a
re
a
 
*
 
-
th
e 
jum
p 
v
a
lu
e 
fo
r 
a
lt
en
at
e 
n
o
. 
o
f 
sc
a
n
 
li
ne
s 
*
 
-
th
e 
a
re
a
 
o
f 
th
e 
m
as
k 
fro
m
 '
lo
ng
 S
TA
TS
.ao
ap
pl
e' 
*
 
OU
TP
UT
S: 
n
o
n
e.
 
*
 
CA
LL
S: 
R
G
B
to
V
1V
2,
hu
ec
al
c,
sa
tc
al
c,
se
gm
en
t,a
pp
gr
ap
h,
 
*
 
m
om
en
t[ 
s
ta
ts
2-
d,
 
im
at
ri
x,
 f
re
e_
im
at
ri
x,
 
*
 
u
se
s 
g 
o
ba
l 
ST
AT
S 
s
tr
u
ct
u
re
 
*
! 
{ 
jn
t o
pt
jon
; 
in
t 
ch
o1
ce
; 
in
t 
re
tu
rn
va
l=
O
; 
in
t 
x
,y
; 
in
t 
p1
xc
nt
=1
; 
u
n
si
gn
ed
 l
on
g 
pi
x;
 
fl
oa
t 
V1
, V
2; 
in
t 
R,
G
,B
; 
in
t 
H
,S
[I;
 
in
t 
*
Hp
 a
n
e
,*
Sp
la
ne
,*
lp
la
ne
; 
lo
ng
 H
co
un
t=
O;
 
lo
ng
 l
co
un
t=
O
; 
lo
ng
 S
co
un
t=
O
; 
I*
 w
ri
te
 t
o 
fi
le
 o
r 
to
 m
o
n
ito
r 
HS
I 
pl
an
es
*/
 
!*
 d
ra
w 
s
c
a
tt
er
 p
lo
t 
o
r 
n
o
t 
*
/ 
!*
 O
=o
ka
y, 
1,
2,
3=
m
em
or
y 
pr
ob
le
m
*/
 
/*
 i
nd
ex
 t
o
 p
ix
el
 i
n 
ao
i 
*
/ 
/*
 i
nd
ex
 t
o 
pi
xe
l 
co
u
n
t 
in
 m
as
k 
*
/ 
!*
 p
ix
el
 r
e
a
d 
*
/ 
!*
 H
,S 
ho
ri
zo
nt
al
 a
nd
 v
e
rt
ic
al
 v
e
c
to
rs
*/
 
!*
 c
o
lo
ur
 c
o
m
po
ne
nt
s 
o
f 
pi
x 
*
/ 
/*
 v
a
lu
es
 f
or
 H
SI 
pl
an
es
 o
n 
m
o
n
ito
r 
*
/ 
/*
 H
,S
,I 
pl
an
es
 w
hi
ch
 w
ill
 b
e 
gi
ve
n*
/ 
!*
ev
en
tu
al
ly
 f
ro
m
 h
ar
dw
ar
e*
/ 
/*
a 
co
u
n
t 
o
f 
a
ll
 h
ue
 v
a
lu
es
 t
o 
gi
ve
 H
av
e*
/ 
fl
oa
t 
H
av
e,
H
ad
ev
,H
sd
ev
,H
sv
ar
,H
sk
ew
,H
cu
rt;
 
fl
oa
t 
la
ve
,la
de
v,
ls
de
v,
ls
va
r,
ls
ke
w
,lc
ur
t;
 
fl
oa
t 
Sa
ve
; 
!*
 t
he
 a
v
e
ra
ge
 h
ue
 &
 st
at
s*
/ 
!*
 t
he
 a
v
e
ra
ge
 i
nt
ns
ty
 &
 st
at
s*
/ 
c
ha
r 
x
la
be
l[8
0J
; 
c
ha
r 
yl
ab
el
[8
0l
; 
c
ha
r 
ti
tl
e[
80
l; 
in
t 
*
H
hi
st
; 
in
t 
*
*
H
by
l; 
!*
 a
rr
a
y 
o
f 
hu
e 
hi
st
og
ra
m
 *
/ 
/*
 a
rr
a
y 
o
f 
ac
cu
m
u
la
te
d 
H
 by
 I
 v
a
lu
es
 *
/ 
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in
t 
H
m
ax
=O
,H
m
in
=3
60
,lm
ax
=O
,lm
in=
25
5,S
m
ax
=O
,S
m
in=
25
5; 
in
t 
h
,i
,j;
 
/*
 i
nd
ex
es
 t
o 
th
e 
Hb
yl 
a
rr
a
y*
/ 
in
t 
H
by
lp
ea
k=
O,
 H
pe
ak
=O
 
lp
ea
k=
O
· 
FI
LE
 *
fp
ar
ea
,*
fp
H
,*
fp
l,1
fp
S,
*f
pH
by
l; 
s
tr
u
ct
 d
os
tim
e 
t 
tim
O,
 
tim
1;
 
fl
oa
t 
ti
m
ed
if
f;
 
/*
 t
im
in
g 
be
fo
re
 &
 af
te
r 
pr
oc
es
s 
*
/ 
if
( 
(H
pla
ne
=(
int
 *
)ca
llo
c(C
int
)(S
TA
TS
.ao
ap
ple
+1
),s
ize
of
(in
t))
)=
=N
UL
L 
) 
re
tu
rn
 
v
a
l=
1·
 
if
( 
(S
pla
ne
=(
 in
t 
*
)ca
llo
c((
int
)(S
TA
TS
.ao
ap
ple
+1
),s
ize
of
(in
t))
)=
=N
UL
L 
) 
re
tu
rn
 
v
a
l=
2·
 
if
( 
C
lp
la
ne
=(
in
t *
)ca
llo
c((
int
)(S
TA
TS
.ao
ap
ple
+1
),s
ize
of
(in
t))
)=
=N
UL
L 
>
 r
e
tu
rn
 
v
al
=3
; 
if
 (
re
tu
rn
vo
ll=
O)
 
C 
pr
in
tf(
"\n
ER
RO
R:
 O
ut 
o
f 
m
em
or
y 
on
 
th
is
 s
iz
e 
a
re
a
 o
f 
in
te
re
st
")
; 
sw
itc
h(
re
tu
rn
va
l) 
-
-
{ ca
se
 
1:
 b
re
ak
; 
c
a
se
 
2:
 f
re
e(
Hp
lan
e)
; 
br
ea
k;
 
c
a
se
 3
: 
fr
ee
(H
pl
an
e)
; 
fr
ee
(S
pl
an
e)
; 
br
ea
k;
 
} 
pr
in
tf
("
\n
 
St
at
is
ti
ca
l 
re
s
u
lt
s 
w
ill
 n
o
t 
be
 g
iv
en
 a
nd
 H
SI 
v
a
lu
es
 w
ill
 r
e
p 
la
ce
 R
GB
 v
a
lu
es
")
; 
/*
 o
u
t 
o
f 
m
em
or
y 
o
pt
io
n 
to
 r
e
pl
ac
e 
RG
B 
w
ith
 H
SI 
an
d 
no
 
s
ta
ts
 *
/ 
pr
in
tf
("
\n
 W
rit
in
g 
H
 to
 b
uf
fe
r 
0,
 S
 t
o 
bu
ff
er
 1
, 
I 
to
 b
uf
fe
r 
3.
 "
); 
fo
r 
Cy
=y
1 
; 
y 
<
 
y2
 ;
 
y=
y+
jlJl
ll>
) 
{ 
fo
r(x
=x
1 
; 
x
 
<
 
x2
 ;
 
x+
+) 
{ o
pm
od
e 
(0
,2>
; 
if
C
pi
xr
(x
,y
) 
!=
 0
) 
{ 
o
pm
od
e(0
,6)
; 
/*
pr
oc
es
s 
th
e 
li
ne
*/
 
/*
 c
he
ck
 i
f 
in
 a
pp
le
*/
 
/*
 m
ax
 
pi
xr
 =
 
O
xf
ff
ff
f 
*
/ 
pi
x 
=
 
pi
xr
(x
,y
); 
RG
Bt
oV
1V
2C
TR
UE
[pi
x 1
&R
(&
G,&
B,&
V1
,&V
2>;
 
H
 =
 
(in
t)h
ue
ca
 c
(V
1,
V~
);
 
o
pm
od
e(0
,0)
; 
pi
xw
(x
,y 
H
); 
S 
=
 
C
in
t)s
atc
alc
(V
1,v
2,R
,G
,B
); 
o
pm
od
e(0
,1)
; 
pi
xw
(x
,y,
S)
; 
I 
=
 
(R
+G
+B
)/3
; 
o
pm
od
e(0
,3)
; 
pi
xw
(x
,y
,I)
; 
c
o
lo
ur
 o
f 
m
as
k 
o
pm
od
e(0
,2>
; 
pi
xw
(x
,y,
(in
t)(
.3*
R+
.59
*G
+.
11
*B
));
 
to
 L
um
in
an
ce
 Y
*/ 
} el
se
 
{ 
} 
} 
} 
pr
in
tf
("
\n
\n
Ch
oo
se
 (
1)
 R
ep
la
ce
 R
GB
 p
la
ne
s 
w
ith
 H
SI 
pl
an
es
 o
r\
n 
RG
B 
pl
an
es
 a
n
d 
w
ri
te
 H
SI 
pl
an
es
 t
o 
fi
le
 :
 
"
); 
o
pt
io
n 
=
 
ge
tc
he
()·
 
pr
in
tf
("
\n
\n
Ca
lc
ul
at
in
g 
H,
S 
an
d 
I 
pl
an
es
 i
n 
th
e 
m
as
k .
.
•
 "
); 
sw
itc
h(
op
tio
n)
 
{ 
/*
 c
ha
ng
e 
(2
) 
Le
av
e 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
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7 
c
a
se
 
'
1'
 :
 
pr
in
tf
("
\n
 W
ri
tin
g 
H
 to
 b
uf
fe
r 
0,
 s
 t
o 
bu
ff
er
 1
, 
I 
to
 b
uf
fe
r 
3.
 "
); 
fo
r 
(y=
y1
 ;
 
y 
<
 y
2 
; 
y=
y+
jum
p) 
{ 
.
 
fo
r(x
=x
1 
; 
x
 
<
 x
2 
; 
x
+
+
) 
{ o
pm
od
e 
(0
,2
); 
if
(p
ix
r(
x,
y)
 !
= 
0)
 
{ 
/*
pr
oc
es
s 
th
e 
li
n
e*
/ 
/*
 c
he
ck
 i
f 
in
 a
pp
le
 *
/ 
/*
 m
ax
 
pi
xr
 =
 
O
xf
ff
ff
f 
*
/ 
o
pm
od
eC
0,
6);
 
pi
x 
=
 
pi
xr
(x
,y
); 
RG
Bt
oV
1V
2C
TR
UE
,pi
x 1
&R
,&
G,
&B
[&
V1
l&
V2
); 
H
pl
an
e[
pi
xc
nt
] 
=
 
(1
nt
)h
ue
ca
 c
(V
1,V
2);
 
op
m
od
e(0
10
); 
pi
xw
cx
,y
,H
pl
an
eC
pi
xc
nt
l);
 
Sp
la
ne
[p
1x
cn
t] 
=
 
(in
t)s
atc
alc
(V
1,
V2
,R
,G
,B
); 
op
m
od
e(0
1
1)
; 
pi
xw
(x
,y,
Sp
lan
eC
pi
xc
nt
l);
 
lp
la
ne
[p
1x
cn
t] 
=
 
(R
+G
+B
)/3
; 
o
pm
od
e(0
,3)
; 
pi
xw
(x
,y
,lp
lan
eC
pi
xc
nt
l>
; 
o
pm
od
e(0
,2>
; 
pi
xw
(x
,y,
(in
t)(
.3*
R+
.59
*G
+.
11
*B
));
 
c
o
lo
ur
 o
f 
m
as
k 
to
 L
lim
in
an
ce
 Y
*/ 
pi
xc
nt
++
; 
) 
) 
) br
ea
k;
 
c
a
se
 
1 2
1 
: 
if
((f
pa
re
a 
=
 
fo
pe
n(
"a
re
a.d
at
11
,
11
w
11
)
)
 
=
=
 
NU
LL
) 
re
tu
rn
va
l=
S;
 
if
((f
pH
 =
 
fo
pe
n(
"h
ue
.d
at"
,"w
"))
 =
=
 
NU
LL
) 
re
tu
rn
va
l=
5;
 
if
((f
pS
 =
 
fo
pe
n(
"s
at
.d
at
","
w"
)) 
=
=
 
NU
LL
) 
re
tu
rn
va
l=
5;
 
if
 ((
fp
l 
=
 
fo
pe
n(
 "i
nt
en
si
ty
 .d
at
",
 "w
"))
 =
=
 
NU
LL
> 
re
tu
rn
va
l=
5;
 
if
(re
tu
rn
va
l 
!=
 0
) 
{ 
pr
in
tf(
"\n
ER
RO
R:
 u
n
a
bl
e 
to
 w
ri
te
 d
at
a 
.
da
t 
fi
le
s"
>
; 
ge
tc
h(
); 
re
tu
rn
; 
) fp
ri
nt
f(f
pa
re
a,
11
%
ld 
11
,
ST
A
TS
.a
oa
pp
le
); 
fo
r 
(y=
y1
 ;
 
y 
<
 y
2 
; 
y=
y+
jum
p) 
{ 
fo
r(x
=x
1 
; 
x
 
<
 x
2 
; 
x
+
+
) 
{ 
I*
 p
ro
ce
ss
 t
he
 l
in
e*
/ 
/*
 c
ha
ng
e 
op
m
od
e 
(0
,2
); 
if
C
pi
xr
C
x,
y)
 !
= 
0)
 
{ 
/*
 c
he
ck
 i
f 
in
 a
pp
le
 *
/ 
) 
o
pm
od
e(0
,6)
; 
pi
x 
=
 
pi
xr
(x
,y
); 
RG
Bt
oV
1V
2(T
RU
E,p
ix 1
&R
,&
G,
&B
[&
V1
l&
V2
); 
H
pl
an
eC
pi
xc
nt
] 
=
 
(1
nt
)h
ue
ca
 c
(V
1,V
2);
 
fp
ri
nt
f(
 fp
H,
 "%
d\
n"
 1 H
pl
an
e C
pi
xc
nt
l) •
 
Sp
la
ne
C
pi
xc
nt
] 
=
 
(1
nt)
sa
tca
lcC
V1
,V
Z,
R,
G,
B>
; 
fp
ri
nt
fC
fp
S,
 11 r
.d
\n
11
,
 
Sp
la
ne
Cp
i x
c
n
tl
); 
lp
la
ne
C
pi
xc
nt
] 
=
 
CR
+G
+B
)/3
; /*
 m
ax
 
pi
xr
 =
 
O
xf
ff
ff
f 
*
/ 
fp
ri
nt
f(
 fp
l,
 11 r
.d
\n
",
 !p
la
ne
 C
pi
xc
nt
l);
 
o
pm
od
e(0
,2)
· 
pi
xw
(x
,y
,Ip
lan
eC
pi
xc
nt
l>
; 
pi
xc
nt
++
; 
) 
.
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) br
ea
k;
 
de
fa
ul
t 
: 
re
tu
rn
; 
) 
/*
 e
n
d 
sw
itc
h*
/ 
H
hi
st
=C
in
t 
*
)c
al
lo
cC
36
0,
siz
eo
f(i
nt
));
 /
*u
se
d 
fo
r 
se
gm
en
ta
tio
n*
/ 
/*
 c
a
lc
ul
at
ed
 a
v
e
ra
ge
 h
ue
 *
/ 
pr
in
tf
C
"\
nC
al
cu
la
tin
g 
Hu
e, 
Sa
tu
ra
tio
n 
&
 In
te
ns
it
y 
s
ta
ti
st
ic
s •
•
•
 "
); 
do
s 
ge
tti
m
eC
&
tim
O
); 
To
r(p
ix
cn
t=
1;
 p
ix
cn
t<
=S
TA
TS
.ao
ap
pl
e 
; 
pi
xc
nt
++
) 
{ ) i
f(H
pl
an
e[
pi
xc
nt
] 
<
 H
m
in)
 H
m
in
=H
pl
an
e[p
ixc
ntl
; 
if(
Hp
lan
cC
pix
cn
tl 
>
 H
ma
x) 
H
m
ax
=H
pl
an
cC
pi
xc
nt
l; 
H
co
un
t 
+=
 
Cl
on
g)
Hp
lan
eC
pix
cn
tl;
 
if
((O
 <
=
lp
la
ne
C
pi
xc
nt
l)&
&C
lpl
an
e[p
ixc
ntl
 <
!m
in
)) 
lm
in
=l
pl
an
eC
pi
xc
nt
l; 
ifC
C2
55
 >
=
lp
la
ne
Cp
ix
cn
tJ)
&&
Cl
pla
ne
Cp
ixc
ntl
 >
!m
ax
)) 
lm
ax
=l
pl
an
e[
pi
xc
nt
l; 
!c
ou
nt
 +
= 
(lo
ng
)lp
la
ne
[p
ix
cn
tl;
 
if
((O
 <
=
Sp
la
ne
[p
ixc
ntl
>&
&C
Sp
lan
eC
pix
cn
tl 
<
 S
m
in
)) 
Sm
in
=S
pl
an
eC
pi
xc
nt
l; 
ifC
C2
55
 >
=
Sp
la
ne
[p
ixc
ntl
)&
&C
Sp
lan
eC
pix
cn
tl 
>
 S
m
ax
)) 
Sm
ax
=S
pl
an
e[p
ixc
ntl
; 
Sc
ou
nt
 +
= 
(lo
ng
)S
pl
an
eC
pi
xc
nt
J; 
Ha
ve
 =
 
((f
loa
t)H
co
un
t)/
ST
AT
S.
ao
ap
ple
; 
la
ve
 =
 
(C
flo
at)
lco
un
t)/
ST
AT
S.
ao
ap
pl
e; 
Sa
ve
 =
 
CC
f l
oa
t)S
co
un
t)/
ST
AT
S.
ao
ap
ple
; 
do
s 
ge
tti
m
e(&
tim
1)
; 
pr
in
tfC
"\
n\
n\
t\t
A
ve
ra
ge
\tM
ax
ifT
ll.
11
1\
tM
in
im
i.n
");
 
pr
in
tf
( 
"
\n
H
ue
\t\
t%
5 .
2f
\tr
.d
\tr
.d
11
,
 
H
av
e, 
Hm
ax
, H
m
in
); 
pr
in
tf
( 
"
\n
Sa
tu
ra
t i
on
\ t%
5 .
2f
\tr
.d
\tr
.d
11
,
 
Sa
ve
, S
ma
x, 
Sm
in
); 
pr
in
tf
 C
 
"
\n
ln
te
ns
i t
y\
t%
5 .
2f
\t
r.
d\
 tr.
d1
1
,
 
la
ve
, l
m
ax
1 
I m
in
); 
tim
ed
if
f 
=
C
fl
oa
t)(
tim
1.m
in
ut
e)
*6
0.0
 +
 C
flo
at
)(t
1m
1.s
ec
on
d)
 +
 C
fl
oa
t)(
tim
1.
hs
e 
c
o
n
d)
/1
00
.0 
-
Cf
 lo
at
)(t
im
0.
mi
nu
te)
*6
0.
0 
-
C
flo
at
)(t
im
O.
se
co
nd
) 
-
Cf
 lo
at
)(t
im
O.
hs
e 
c
o
n
d)
/1
00
.0 
; 
) 
pr
in
tf
( 
"
\n
Ti
m
e 
to
 g
et
 s
ta
ti
st
ic
s 
=
 
%f
 s
e
c
s"
, 
ti
m
ed
if
f);
 
pr
in
tf
("
\n
\n
Vi
ew
 m
or
e 
s
ta
ti
st
ic
al
 r
e
s
u
lt
s 
Cy
/n
) 
? 
"
>
; 
c
ho
ic
e 
=
 
ge
tc
he
();
 
if
 (
ch
oi
ce
==
'y'
) 
{ i
f((
Hm
ax
<H
mi
n) 
I I
Ci
m
ax
<l
m
in
)) 
{p
rin
tf(
"\n
Er
ro
r 
in
 s
iz
in
g"
); 
ge
tc
h(
); 
e
x
it
(1
); 
m
o
m
en
tC
H
pl
an
e,C
in
t)S
TA
TS
.ao
ap
ple
,&
Ha
ve
,&
Ha
de
v,&
Hs
de
v,&
Hs
va
r,&
Hs
ke
w,
&H
cu
rt)
;/ 
*
 
ge
t 
s
ta
ts
 f
or
 H
ue
 *
/ 
pr
in
tf
("
\n
\tA
ve
ra
ge
 \t
St
dd
ev
 
\tV
ar
ia
nc
e\
tS
ke
w
 
"
); 
pr
in
tf
(11
\n
H
ue
\t%
f\t
%
f\t
%
f\t
%
f11
 
H
av
e,
H
sd
ev
,H
sv
ar
,H
sk
ew
); 
m
o
m
en
t(l
pla
ne
,C
int
)S
TA
TS
.ao
ap
p[
e,&
lav
e,&
lad
ev
,&
lsd
ev
,&
1s
va
r,&
lsk
ew
,&
lcu
rt)
;/ 
*
 
ge
t 
s
ta
ts
 f
or
 I
nt
en
si
ty
*/
 
pr
in
tf
(11
\n
ln
tn
st
y\
t%
f\
t%
f\
t%
f\
t%
f11
,
Ia
ve
[Is
de
v,
lsv
ar
,ls
ke
w)
; 
s
ta
ts
2 
d(
Hp
lan
e,l
pla
ne
,(i
nt)
ST
AT
S.
ao
ap
p 
e
); 
) 
-
/*
 c
o
n
st
ru
ct
in
g 
H
 by
 I
 a
rr
a
y 
*
/ 
pr
in
tf
("
\n
\n
Ca
lc
ul
at
in
g 
a
rr
a
y 
o
f 
Hu
e 
v
s 
In
te
ns
it
y 
.
.
.
 "
); 
Hb
yl 
=
 
im
at
rix
CH
m
in
,H
m
ax
,lm
in
,Im
ax
); 
fo
r(h
=H
mi
n;h
<=
Hm
ax
;h+
+) 
/*
 i
ni
ti
al
is
e 
Hb
yl 
*
/ 
fo
r(i
=l
mi
n;
i<
=l
ma
x;
i+
+)
 
Hb
yl 
Ch
l C
il 
=
O;
 
fo
r 
(j=
1; 
l"<
=C
in
t)S
TA
TS
.ao
ap
ple
 ;
 
j++
) 
ifC
CH
p 
an
eC
jJ>
=5
2>
&&
CH
pla
ne[
j]<
=3
07
)) 
{ 
Un
ive
rsi
ty 
of 
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pe
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} 
} 
H
by
l[H
pl
an
e[
jll
 C
lp
la
ne
[j]
]+
+;
 
/*
ac
cu
m
ul
at
e 
a
t 
H
,I 
po
si
ti
on
*/
 
if
(H
by
l[H
pl
an
e[
jll
 C
lp
la
ne
[j]
] 
>=
 
H
by
lp
ea
k) 
{ 
H
by
lp
ea
k 
=
 
H
by
l[H
pl
an
e[
j]]
 C
lp
la
ne
[jl
l; 
Hp
ea
k 
=
 
H
pl
an
eC
jl; 
!p
ea
k=
 I
pl
an
e[
jl;
 
} H
hi
st
C
H
pl
an
e[
j]]
++
; 
/*
 a
cc
u
m
u
la
te
 h
ue
 h
is
to
gr
am
 *
/ 
pr
in
tf
("
\n
Pe
ak
 o
f 
%d
 a
t 
Hu
e 
=
 
)'.c
l 
,
 
pr
in
tf
("
\n
W
rit
e 
H
 by
 I
 f
il
e 
(y
/n
): 
c
ho
ic
e 
=
 
ge
tc
he
();
 
if
(c
ho
ice
==
'y'
> 
In
te
ns
it
y 
=
 
r.c
111
,
 
Hb
yl 
pe
ak
, H
pe
ak
, I
 pe
ak
); 
II
);
 
{ } 
if
((f
pH
by
l 
=
 
fo
pe
n(
"h
by
i .
da
t11
,
11
w
11
)
)
 
=
=
 
NU
LL
) 
re
tu
rn
va
l=
5;
 
if
(re
tu
rn
va
l 
I=
 0
) 
{ 
pr
in
tf(
"\n
ER
RO
R:
 u
n
a
bl
e 
to
 w
ri
te
 d
at
a 
.
da
t 
fi
le
s"
>
; 
ge
tc
h(
); 
re
tu
rn
; 
} fo
r 
Ch
=H
mi
n; 
h<
=H
ma
x 
; 
h+
+) 
{ 
fo
r(i
=I
mi
n;
 i
<=
Im
ax
 ;
i+
+)
 
fp
ri
nt
f(f
pH
by
I,
11
r.
d,
11
,H
by
l C
hl 
[i]
 >;
 
fp
ri
nt
f(f
pH
by
I, 
11
\n
")
; 
} fc
 lo
se
( fp
Hb
yl 
) ; 
!*
 s
eg
m
en
t 
hu
e 
ra
n
ge
 *
/ 
se
gm
en
t(H
his
t,3
60
>;
 
I*
 d
ra
w
 s
c
a
tt
er
pl
ot
 o
f 
H
 v
s 
I 
*
/ 
pr
in
tf
("
\n
\n
Dr
aw
 s
c
a
tt
er
 p
lo
t 
o
f 
H
 v
s 
I 
(y
/n
) 
? 
11
)
; 
c
ho
ic
e 
=
 
ge
tc
he
C>
; 
if
C
ch
oi
ce
 =
=
 
'Y
') 
{ s
tr
cp
y(
yl
ab
el
,11
Hu
e 
va
~u
es
")
· 
-
s
tr
cp
y(
xl
ab
el
,11
In
te
ns
1t
y 
v
a
lu
es
">
; 
s
tr
cp
y(
tit
le
,"
Sc
at
te
r 
pl
ot
 o
f 
H
 v
s 
I 
v
a
lu
es
 f
or
 r
e
gi
on
 o
f 
in
te
re
st
">
; 
a
pp
gr
ap
hC
H
pl
an
e,
Ip
la
ne
,C
in
t)S
TA
TS
.ao
ap
pl
e,y
lab
el,
xl
ab
el,
tit
le>
; 
} if
(o
pt
io
n=
='
1')
 
{ 
fc
lo
se
C
fp
ar
ea
); 
fc
lo
se
(fp
H)
; 
fc
lo
se
(fp
I>
; 
fc
lo
se
(fp
S)
; 
} 
fr
ee
(H
pla
ne
>;
 f
re
e(
Sp
lan
e)
; 
fr
ee
(lp
lan
e>
; 
fr
ee
(H
hi
st)
; 
fr
ee
 i
m
at
rix
(H
by
l,H
mi
n,H
ma
x,I
mi
n,I
ma
x)
; 
}/
*e
oo
el
se
*/
 
v
o
id
 t
hr
es
h(
wi
nc
oo
rd
s 
*
pr
oc
w
in
do
w
) 
!*
 A
IM
: 
To
 t
hr
es
ho
ld
 o
n
e 
o
f 
th
e 
c
o
lo
ur
 b
uf
fe
rs
 (
re
d 
if
 b
ac
kg
ro
un
d 
is
 b
la
ck
 
*
 
an
d 
bl
ue
 i
f 
ba
ck
gr
ou
nd
 i
s 
w
hi
te
) 
to
 p
ro
du
ce
 a
 
m
as
k 
*
 
w
hi
ch
 c
o
n
ta
in
s 
th
e 
fr
ui
t 
re
gi
on
s 
CF
Fh
) 
an
d 
0 
if
 n
o
t 
in
 t
he
 f
ru
it
. 
*
 
To
 c
a
lc
ul
at
e 
th
e 
v
a
lu
e 
o
f 
th
e 
gl
ob
al
 v
a
lu
e 
ST
A
TS
.ao
ap
pl
e. 
*
 
E
ve
nt
ua
lly
 t
he
 b
ou
nd
ar
y 
o
f 
th
e 
fr
ui
t 
sh
ou
ld
 b
e 
gi
ve
n 
in
st
ea
d 
o
f 
*
 
de
te
rm
in
in
g 
th
e 
bo
un
da
ry
 w
ith
 a
 
th
re
sh
ol
d.
 
*
 
*
 
IN
PU
TS
: 
pr
oc
w
in
do
w 
•
 
th
e 
pr
oc
es
si
ng
 w
ind
ow
 o
f 
in
te
re
st
 
*
 
ST
A
TS
.ao
ap
pl
e 
·
 
th
e 
a
re
a
 o
f 
th
e 
th
re
sh
ol
de
d 
re
gi
on
 (
ar
ea
 o
f 
a
pp
le
) 
*
 
CA
LL
S: 
c
a
lc
H
Si
pl
an
es
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*
! { 
n
t 
n
t 
n
t 
n
t 
n
t 
n
t 
n
t 
x
s
ta
rt
,x
st
o
p,
ys
ta
rt
,y
st
op
; 
j,k
; 
/*
 a
re
a
 o
f 
in
te
re
st
 *
/ 
le
ve
l;
 
/*
 t
hr
es
ho
ld
 l
ev
el
 *
/ 
jum
p=
1· 
bac
kgr
~d;
 
in
l i
m
it;
 
c
ho
ic
e 
=
 
'
n
';
 
/*
ju
mp
 to
 a
lt
er
na
te
 n
o
. 
o
f 
sc
an
 
lin
es
*/
 
/*
 t
he
 b
ac
kg
ro
un
d 
c
o
lo
ur
 o
f 
b 
o
r 
w
 *
/ 
/*
bo
ol
ea
n 
fo
r 
in
 t
he
 t
hr
es
h 
li
m
it
*/
 
!*
 •
y•
 
if
 t
hr
es
ho
ld
 w
as
 
s
a
ti
sf
ac
to
ry
*/
 
x
s
ta
rt
 
x
st
op
 
ys
ta
rt
 
ys
to
p 
=
 pr
oc
w
in
do
w-
>x
1 
pr
oc
w
in
do
w
->
x2
 
pr
oc
w
in
do
w-
>y
1 
pr
oc
w
in
do
w
->
y2
 
/*
 a
re
a
 
o
f 
in
te
re
st
in
g 
re
gi
on
 *
/ 
w
hi
le
 (
ch
oi
ce
==
 '
n
') 
{ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
~T
AT
S.
ao
ap
pl
e-
= 
O;
 
!*
 a
re
a
 
o
f 
th
e 
in
ap
pl
e 
re
gi
on
 *
/ 
pr
in
tf
("
En
te
r 
th
re
sh
ol
d 
le
ve
l:
")
; 
sc
a
n
f (
11
)'.d
11
 ,
& 
le
ve
l);
 
pr
in
tf
("
\n
Th
re
sh
ol
d 
a
ga
in
st
 w
hi
te
 o
r 
bl
ac
k 
ba
ck
gr
ou
nd
 C
w/
b) 
? 
"
); 
ba
ck
gr
nd
 =
 
ge
tc
he
();
 
pr
in
tf
("
\n
En
te
r 
nu
m
be
r 
o
f 
a
lt
er
na
te
 s
c
a
n
 
lin
es
 :
 
"
); 
sc
a
n
fc
11
r.
d1
1
,&
jum
p>
; 
if
(ju
mp
 >
 (y
sto
p-
ys
ta
rt)
 )
 
{ 
pr
in
tfC
"E
RR
OR
: 
jum
p 
st
ep
 i
s 
o
u
t 
o
f 
ra
n
ge
 o
f 
w
ind
ow
 h
ei
gh
t"
); 
ge
t c
h(
); 
c
o
n
tin
ue
; 
} if
((b
ac
kg
rn
d=
=1
w
'>
llC
ba
ck
gr
nd
==
1
b1
))
 
{ p
ri
nt
f(
"\
n 
Th
re
sh
ol
di
ng
 i
n 
pr
oc
es
s .
.
.
 "
); 
op
m
od
e 
(2 
2)
; 
c
le
ar
 (
2,6
>;
 
/*
 c
le
ar
 o
v
e
rl
ay
 b
uf
fe
r 
fi
rs
t 
*
/ 
fo
r 
(j=
ys
tar
t 
; 
j <
 y
st
op
 ;
 
j=j
+ju
mp
) 
{ f
or
(k
=x
sta
rt;
 k
 <
 x
st
op
; 
k+
+) 
/*
pr
oc
es
s 
li
ne
*/
 
} 
{ 
if
(b
ac
kg
rn
d=
='w
') 
{ 
op
m
od
eC
0,3
>;
 
in
li
m
it
 =
 
C
pi
xr
(k
,j)
 <
le
ve
l);
 
} el
se
 
<
 
op
m
od
e(O
,O
>; 
in
li
m
it
 =
 
Cp
ix
rC
k,
j) 
>
 l
ev
el
); 
} if
( i
nl
 im
i t
) 
{ 
op
m
od
eC
0,2
>;
 
pi
xw
(k
,j,
 O
xf
f);
 
ST
A
TS
.ao
ap
pl
e+
+;
 
} el
se
 
{ 
o
pm
od
e(0
,2)
; 
pi
xw
(k
,j,
 O
xO
>; 
) } } 
/*
 c
ho
os
e 
bl
ue
 b
uf
fe
r 
*
/ 
/*
 c
ho
os
e 
re
d 
bu
ff
er
 *
/ 
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e
ls
e 
br
ea
k;
 
pr
in
tf
("
\n
\n
Ar
ea
 o
f 
m
as
k 
=
 
%
ld 
pi
xe
ls
"(S
TA
TS
.ao
ap
ple
>;
 
pr
in
tf
("
\n
\n
\.l
as
 t
hr
es
ho
ld
 l
ev
el
 s
u
ff
ic
ie
nt
 (
y/
n)
 ?
 "
>
; 
.
 
c
ho
ic
e 
=
 
ge
tc
he
();
 
I*
 
ifC
ST
A
TS
.a
oa
pp
le
>3
27
67
l) 
*
/ 
/*
N
B
!!
!!
 s
in
ce
 s
c
a
tt
er
 p
lo
ts
 c
a
n
 o
n
ly
 t
 
ak
e 
u
n
si
gn
ed
 s
ho
rt
 n
o
. 
o
f 
po
in
ts
 (
32
76
7) 
*
/ 
!*
 
{ pr
in
tf(
"\n
\nE
RR
OR
: 
m
as
k 
re
gi
on
 m
u
st
 
be
 <
= 
32
76
7 
fo
r 
s
c
a
tt
er
 p
lo
ts
")
; 
op
m
od
eC
2 
2)
; 
c
le
ar
(2
,0
); 
pr
in
tf
(11
\n
Pr
es
s 
an
y 
ke
y 
to
 r
e
de
fi
ne
 a
n
 
a
re
a
_
o
f_
in
te
re
st
 ••
•
 11
);
 
ge
tc
h(
); 
re
tu
rn
; 
} 
*
/ 
}/*
en
d 
w
hi
le
*/
 
); 
pr
in
tf
("
\n
Si
m
ul
at
e 
HS
I 
pl
an
e,
 c
a
lc
ul
at
e 
s
ta
ti
st
ic
s,
 d
ra
w
 s
c
a
tt
er
pl
ot
 C
y/
n) 
? 
11
 
if
 C
 C
ch
oi
ce
=g
et
ch
e(
)) 
=
=
 
'Y
' 
) 
c
a
lc
H
Sl
pl
an
es
(x
sta
rt,
ys
ta
rt,
xs
to
p,
ys
to
p,
ju
mp
); 
}/*
en
d 
th
re
sh
 *
/ 
v
o
id
 a
v
gP
A
LC
w
in
co
or
ds
 *
pr
oc
w
in
do
w
) 
/*
 
AI
M
: 
To
 a
v
e
ra
ge
 o
u
t 
a
lt
er
na
te
 l
in
es
 i
n 
th
e 
im
ag
e 
o
f 
R,
G 
&
 B
 f
il
es
 
{ *
! 
so
 a
s 
to
 e
li
m
in
at
e 
th
e 
ba
nd
 e
ff
ec
t 
gi
ve
n 
by
 a
 d
ec
od
ed
 P
AL
 s
ig
na
l 
CA
LL
S: 
n
o
n
e 
n
t 
x
s
ta
rt
,x
st
o
p,
ys
ta
rt
,y
st
op
; 
/*
 a
re
a
 
o
f 
in
te
re
st
 *
/ 
n
t 
fb
uf
[3
l 
=
 
C
0,
1,
3)
 ; 
n
t 
pi
xi
nt
en
; 
/*
 i
nt
en
si
ty
 o
f 
a 
pi
xe
l 
*
/ 
n
t 
i,
j,k
; 
x
s
ta
rt
 
x
st
op
 
ys
ta
rt
 
ys
to
p 
pr
oc
w
 n
do
w-
>x
1 
=
 
pr
oc
w
 n
do
w-
>x
2 
=
 
pr
oc
w
 n
do
w-
>y
1 
pr
oc
w
 n
do
w-
>y
2 
pr
in
tf
("
Av
er
ag
in
g 
in
 p
ro
ce
ss
 ••
•
 "
); 
fo
rC
i=
O
; 
i<
3;
 
i+
+)
 
{ 
op
m
od
e 
(0
,fb
uf
Ci
l);
 
fo
r(
j 
=
 
ys
ta
rt
; 
j 
<
 y
st
op
 ;
 
j=
j+
2)
 
{ 
fo
r 
C
k=
xs
ta
rt
; 
k 
<
 x
st
op
; 
k+
+) 
{ 
/*
 a
re
a
 
o
f 
in
te
re
st
in
g 
re
gi
on
 *
/ 
pi
xi
nt
en
 =
 
C
pi
xr
(k
,j)
 +
 p
ix
rC
k,
j+
1)
)/2
; 
pi
xw
(k
,j,
pi
xi
nt
en
>;
 
pi
xw
(k
,j+
1,p
ixi
nte
n>
; 
} 
} 
} 
}/
*e
nd
 av
gP
AL
 *
/ 
v
o
id
 l
in
eh
is
tC
in
t 
x
1,
in
t 
y1
,i
nt
 x
2,
in
t 
y2
) 
/*
 
AI
M
: 
To
 d
ra
w
 t
he
 R
,G
,B
,H
,S
 o
r 
I 
di
st
ri
bu
ti
on
 a
lo
ng
 a
 
gi
ve
n 
li
ne
 s
ta
rt
in
g 
*
 
a
t 
Cx
1,
y1
) 
an
d 
e
n
di
ng
 a
t 
C
x2
,y
2)
. 
Th
e 
fu
nc
tio
n 
u
se
s 
th
e 
M
VP
·A
T 
*
 
fu
nc
tio
n 
•
rv
e
c
to
r'
 
to
 r
e
a
d 
in
 t
he
 R
,G
 a
n
d 
B
 c
o
m
po
ne
nt
s 
on
 
th
e 
li
ne
 
*
 
IN
PU
TS
: 
se
e
 A
IM
 
*
 
CA
LL
S: 
R
G
B
to
V
1V
2,
hu
ec
al
c,
sa
tc
al
c,
ap
pg
ra
ph
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*
! 
{ 
in
t 
in
t 
in
t 
*
R
lin
e,
*G
lin
e,
*B
lin
e;
 
/*
 R
,G
,B
 l
in
e 
a
rr
a
ys
*/
 
*
H
lin
e,
 *
Sl
in
e,
*I
li
ne
; 
/*
 H
,S
,I 
li
ne
 a
rr
a
ys
*/
 
ig
in
*/
 
*
pi
xn
o;
 
/*
 l
in
ea
r 
a
rr
a
y 
o
f 
pi
xe
l 
n
lJ'
lb
er
s 
fro
m
 t
he
 l
in
e 
o
r 
fl
oa
t 
V1
, V
2; 
/*
 H
,S 
v
e
c
to
rs
 *
/ 
/*
th
e 
li
ne
 l
en
gt
h 
in
#
 p
ix
el
s 
(la
st
 p
ix
 i
s 
n
o
t 
i 
in
t 
le
ng
th
; 
n
c
lu
de
d)
*/
 
in
t 
i ·
 
in
t 
c
ho
ic
e=
'd
' ·
 
in
t 
v
ie
w
va
l; 
' 
c
ha
r 
va
ln
am
eC
BO
l; 
c
ha
r 
x
la
be
lC
80
]; 
c
ha
r 
tit
le
C
B
O
l; 
/*
 i
nd
ex
 t
o 
po
si
tio
n 
o
f 
pi
xe
l 
on
 
li
ne
*/
 
/*
 d
ra
w 
da
ta
 o
r 
gr
ap
hs
 
*
/ 
/*
vi
ew
 v
a
lu
e 
be
in
g 
r,
g,
b,
h,
s,
i 
*
/ 
/*
 t
ex
t 
la
be
l 
fo
r 
y 
a
x
is
 *
/ 
!*
 t
ex
t 
la
be
l 
fo
r 
x
 a
x
is
 *
/ 
!*
 t
ex
t 
la
be
l 
fo
r 
ti
tl
e 
*
/ 
le
ng
th
 =
 
m
ax
Ca
bs
Cx
2-
x1
),a
bs
Cy
2-y
1>
>; 
/*
 l
en
gt
h 
is
 a
ls
o 
gi
ve
n 
a
t 
R
lin
eC
O
l,G
lin
eC
O
l,e
tc
. 
*
/ 
R
lin
e 
=
(i
nt
 *
)c
al
lo
c(
(le
ng
th
+1
),s
iz
eo
f(i
nt
));
 
G
lin
e 
=
 
(in
t 
*
)c
al
lo
cC
(le
ng
th
+1
),s
iz
eo
f(i
nt
));
 
B
li
ne
=
 (
in
t 
*
)c
al
lo
c(
(le
ng
th
+1
),s
iz
eo
f(i
nt
>>
; 
H
lin
e 
=
 
(in
t 
*
)c
al
lo
c(
(le
ng
th
+1
),s
iz
eo
f(i
nt
));
 
S
ti
ne
=
 (
in
t 
*
)c
al
lo
c(
(le
ng
th
+1
),s
iz
eo
f(i
nt
));
 
I l
in
e=
 (
in
t 
*
)c
al
lo
c(
(le
ng
th
+1
),s
iz
eo
f(i
nt
));
 
pi
xn
o 
=
 
(in
t 
*
)c
al
lo
c(
(le
ng
th
+1
),s
iz
eo
f(i
nt
));
 
op
m
od
e 
(2
,0>
; 
/*
 p
ro
ce
ss
in
g 
m
od
e 
on
 
re
d 
bu
ff
er
 *
/ 
rv
e
c
to
r(F
BO
,R
lin
e,x
1,y
1,x
2,y
2)
; 
/*
 r
ea
d 
v
e
c
to
r 
Cf
ra
m
bu
ffe
r,w
or
k 
bu
ff
er
*/
 
/*
 
in
it
ia
l,
fi
na
l 
c
o
o
rd
s) 
*
/ 
op
m
od
e 
(2
,1>
; 
rv
e
c
to
r(F
B1
,G
lin
e,x
1,
y1
,x
2,
y2
); 
op
m
od
e 
(2
,3
); 
rv
e
c
to
r(F
B3
,B
lin
e,x
1,
y1
,x
2,
y2
); 
pi
xn
oC
Ol
=O
; 
/*
 
pr
in
tf
 ("R
 C'Y
.dJ 
=
'Y
.d\
tG
 C'
Y.d
J =
'Y.
d\ 
tB
 C
r.cf
] =
'Y
.d\
n"
, 0
, R
l i
ne
 [0
] ,
0,
 G
l i
ne
 [0
], O
, B
lin
e C
O]
); 
*
/ 
pr
in
tf
("
\n
 C
al
cu
la
tin
g 
R,
G
,B
,H
,S
 a
nd
 I
 v
a
lu
es
 ..
.
 "
); 
fo
r(i
=1
 ;
i<
(le
ng
th
+1
) 
; 
i+
+) 
{ 
RG
Bt
oV
1V
2C
FA
LS
E,
0,
&
Rl
in
eC
il,
&
G
lin
eC
il,
&
Bl
in
eC
il,
&
V
1,
&
V
2);
 
H
lin
eC
il 
=
 
Ci
nt
)hu
ec
alc
CV
1,V
2>
; 
/*
ig
no
re
 H
,S
,ll
in
eC
O
J 
*
/ 
Sl
in
eC
il 
=
 
C
in
t)s
atc
alc
(V
1,
V2
,R
lin
eC
iJ,
Gl
in
eC
il,
Bl
in
eC
il)
; 
ll
in
eC
il
 =
 
(R
lin
eC
iJ+
Gl
in
eC
il+
Bl
in
eC
iJ)
/3
; 
pi
xn
oC
il 
=
 
i;
 
} 
w
hi
le
 (
(c
ho
ice
==
'd'
>I
 l<
ch
oi
ce
==
'g
'))
 
{ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
("
--
H
is
to
gr
am
s 
o
f 
li
ne
 c
o
n
ta
in
in
g 
r.d
 p
ix
el
s 
-
-
\n
\n
11
,
 
le
ng
th
); 
pr
in
tf
(11
Sh
ow
 d
at
a 
o
r 
gr
ap
hs
 o
n 
th
is
 s
c
re
e
n
 (
d/
g)
 ?
\n
 "
); 
c
ho
ic
e 
=
 
ge
tc
h(
); 
if
 (
(c
ho
ice
!=
1 d
1
)&
&C
ch
oic
e!=
1
g1
))
 
br
ea
k;
 
if
 (
ch
oi
ce
==
'd'
) 
{ 
fo
r(i
=1
; 
i<
(le
ng
th
+1
); 
i+
+) 
{ 
pr
in
t f
 C
 "R
 C%
dl 
=
'Y.
d 
G
 C'Y
.dl 
=
'Y.
d 
B
 C'Y
.d] 
=
%d
 
H
 C'Y
.dl 
=
'Y.
d 
S C
'Y.d
l =
'Y.
d 
I c
r.d
J =
r.
d\
n"
\ 
f 
i ,
R
l i
ne
[i]
, i
 ,G
l i
ne
C
il,
 i ,
B
l i
ne
[i]
, i
 ,H
l i
ne
C
il,
 i ,
SL
 in
eC
il,
 i,
 1 l
 in
eC
il 
>;
 
1f
(((
i'Y
.20
)=
=0
>I
 l<
i=
=l
en
gt
h)
) 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
05
/2
2/
19
92
 
15
:0
8 
Fi
le
na
m
e:
 A
PP
PR
OC
.C
 
Pa
ge
 
13
 
} 
{ } 
pr
in
tf
("
\n
\n
 C
on
tin
ue
 ?
 ..
.
 \n
">
; 
ge
tc
hO
; 
}/
* 
en
d 
fo
r 
i 
*
/ 
}/
* 
en
d 
if
 c
ho
ic
e 
d*
/ 
if
 (
ch
oi
ce
==
 '
g
') 
{ } 
pr
in
tf
("
\n
\n
\n
 V
iew
 d
is
tr
ib
ut
io
n 
o
f 
R,
G
,B
,H
,S
 o
r 
I 
? 
"
>
; 
v
ie
w
va
l 
=
 
ge
tc
he
C>
; 
st
rc
py
(x
la
be
l,"
Pi
xe
l 
m
.m
be
r 
fro
m
 L
in
e 
o
ri
gi
n"
>;
 
sw
itc
h 
(v
iew
va
l) 
{ 
c
a
se
 
'
r
':
 
c
a
se
 
'
g
':
 
c
a
se
 
1
b1
: 
c
a
se
 
1
h1
: 
c
a
se
 
•
s
•:
 
c
a
se
 
'
i'
: 
de
fa
ul
t 
: 
} 
st
rc
py
(v
aln
am
e,"
Re
d"
); 
s
tr
cp
y(
tit
le
,"R
ed
 V
al
ue
 D
is
tr
ib
ut
io
n 
A
lo
ng
 T
he
 L
in
e"
); 
a
pp
gr
ap
h(
Rl
in
e,p
ix
no
,L
en
gt
h,
va
ln
am
e,x
lab
el,
tit
le)
; 
br
ea
k;
 
st
rc
py
(v
aln
am
e,"
Gr
ee
n"
>;
 
s
tr
cp
y(
tit
le
,"G
re
en
 V
al
ue
 D
is
tr
ib
ut
io
n 
A
lo
ng
 T
he
 L
in
e"
)• 
a
pp
gr
ap
h(
Gl
in
e,p
ix
no
,L
en
gt
h,
va
ln
am
e,x
lab
el,
tit
le)
; 
br
ea
k;
 
st
rc
py
(v
aln
am
e,"
Bl
ue
");
 
s
tr
cp
y(
tit
le
,"B
lu
e 
V
al
ue
 D
is
tr
ib
ut
io
n 
A
lo
ng
 T
he
 L
in
e"
); 
a
pp
gr
ap
h(
Bl
in
e,p
ix
no
,L
en
gt
h,
va
ln
am
e,x
lab
el,
tit
le)
; 
br
ea
k;
 
st
rc
py
(v
aln
am
e,
11
Hu
e11
)
; 
s
tr
cp
y(
tit
le
,"H
ue
 V
al
ue
 D
is
tr
ib
ut
io
n 
A
lo
ng
 T
he
 L
in
e"
>;
 
a
pp
gr
ap
h(
Hl
in
e,p
ix
no
,L
en
gt
h,
va
ln
am
e,x
lab
el,
tit
le)
; 
br
ea
k;
 
st
rc
py
(v
aln
am
e,"
Sa
tu
ra
tio
n"
>;
 
s
tr
cp
y(
tit
le
,"S
at
ur
at
io
n 
V
alu
e 
D
is
tr
ib
ut
io
n 
A
lo
ng
 T
he
 L
in
e"
); 
a
pp
gr
ap
h(
Sl
in
e,p
ix
no
,L
en
gt
h,
va
ln
am
e,x
lab
el,
tit
le)
; 
br
ea
k;
 
st
rc
py
(v
al
na
m
e,"
ln
te
ns
ity
")
; 
s
tr
cp
y(
tit
le
,"
ln
te
ns
ity
 V
alu
e 
D
is
tr
ib
ut
io
n 
A
lo
ng
 T
he
 L
in
e"
); 
a
pp
gr
ap
h(
lli
ne
,p
ix
no
,L
en
gt
h,
va
ln
am
e,x
la
be
l,t
itl
e)
; 
br
ea
k;
 
br
ea
k;
 
}/
*e
nd
 w
hi
le
*/
 
fr
ee
(R
lin
e)
; 
fr
ee
(G
lin
e)
; 
fr
ee
(B
lin
e)
; 
fr
ee
(H
lin
e)
; 
fr
ee
(S
lin
e)
; 
fr
ee
(ll
in
e)
; 
v
o
id
 p
ix
oi
C
vo
id
) 
I*
 A
IM
: 
To
 g
iv
e 
th
e 
R
,G
,B
,H
,S
,I 
v
a
lu
es
 o
f 
a 
pi
xe
l 
th
at
 i
s 
e
n
c
lo
se
d 
in
 a
 
*
 
re
c
ta
ng
le
 w
he
n 
th
e 
m
as
k 
v
ie
w
 i
s 
o
n
. 
Ar
ro
w 
ke
ys
 m
ov
e 
th
e 
c
u
rs
o
r 
{ *
 
o
v
e
r 
th
e 
pi
xe
l 
o
f 
in
te
re
st
, 
s 
st
ep
s 
th
e 
c
u
rs
o
r 
20
 o
r 
1 
pi
xe
l.
 
*
 
IN
PU
TS
: 
pi
x 
·
 
th
e 
v
a
lu
e 
re
a
d 
fro
m
 a
 
pi
xe
l 
se
en
 o
n 
th
e 
m
o
n
ito
r 
*
OU
TP
UT
S:
 
to
 t
he
 s
c
re
e
n
 t
he
 R
,G
,B
,H
,S
,1
 v
a
lu
es
 o
f 
th
e 
pi
xe
l 
(p
ix
). 
*
CA
LL
S:
 
Li
ne
hi
st,
sc
an
co
de
,R
G
Bt
oV
1V
2,
 h
ue
ca
lc
, 
s
a
tc
al
c 
*
I en
um
 
{SM
AL
L, 
LA
RG
E} 
in
cr
em
en
t; 
in
t 
e
x
it
; 
in
t 
re
tu
rn
va
lu
e;
 
in
t 
ke
yc
od
e;
 
in
t 
L i
ne
dr
w
; 
in
t 
s
te
p 
=
 
1;
 
s
ta
ti
c 
in
t 
x
=
25
6, 
y=
25
6;
 
in
t 
n
x
, 
n
y;
 
in
t 
xm
ar
k 
ym
ar
k( 
u
n
si
gn
ed
 l
on
g 
pi
x;
 
in
t 
R,
G
,B
; 
/*
 b
oo
lea
n,L
in
ed
rw
=T
RU
E 
m
ea
ns
 
dr
aw
 a
 
L
in
e*
/ 
/*
 S
ta
rt
in
g 
in
cr
em
en
t 
fo
r 
bo
x 
m
ov
em
en
t 
*
/ 
/*
 O
ld
 c
o
o
rd
in
at
e 
v
a
lu
es
 *
/ 
/*
 N
ew
 c
o
o
rd
in
at
e 
v
a
lu
es
 *
/ 
I*
 m
ar
k 
th
e 
o
ri
gi
n 
o
f 
th
e 
dr
aw
n 
li
n
e*
/ 
/*
 p
ix
el
 v
a
lu
e 
c
o
n
ta
in
in
g 
8 
bi
t 
R,
G 
&
 B
*/
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fl
oa
t 
V1
, V
2; 
in
t 
H
,S
,I;
 
o
pm
od
e(1
,2>
; 
dr
aw
m
od
e(2
); 
in
cr
em
en
t 
=
 
SM
AL
L; 
e
x
it
 =
 
FA
LS
E; 
Li 
n
ed
rti
 =
 
FA
LS
E; 
nx
=
x;
 
ny
=y
; 
/*
 s
e
t 
gr
ap
hi
cs
 m
od
e 
*
/ 
I*
 d
raw
 i
n 
XO
R 
m
od
e 
*
/ 
ifC
Cx
==
25
6)&
&C
y=
=2
56
)) 
{ 
m
o
v
e
(x
-1
,y-
1)
; 
re
c
t(x
+1
,y+
1)
; 
/*
 D
raw
 i
ni
ti
al
 r
e
qu
ir
ed
 r
e
c
ta
ng
le
 *
/ 
} do
 
{ 
ke
yc
od
e 
=
 
sc
a
n
c
o
de
();
 
sw
itc
h 
(ke
yc
od
e) 
{ c
a
se
 E
SC
 
: 
ifC
Li
ne
dr
w=
=T
RU
E) 
c
a
se
 R
ET
UR
N 
{ 
o
pm
od
e(1
,2>
; 
m
o
v
e(x
ma
rk,
ym
ark
); 
L i
ne
(x
,y
); 
x
 =
 
x
m
ar
k;
 
r =
 
ym
ar
k· 
in
ed
rw
 =
1
FA
LS
E; 
} el
se
 
{ e
x
it
 =
 
TR
UE
; 
re
tu
rn
va
lu
e 
=
 
O;
 
} br
ea
k;
 
if(
lin
ed
rw
==
FA
LS
E)
 
{ 
lin
ed
rw
 =
TR
UE
; 
xm
ar
k=
 x
; 
ym
ark
= 
Yi
 
} el
se
 
/*
er
as
e 
pr
ev
io
us
 l
in
e*
/ 
/*
 r
e
tu
rn
 t
o 
si
ng
le
 c
u
rs
o
r*
/ 
{ 
lin
eh
is
t(x
ma
rk
,ym
ar
k,x
,y)
; 
e
x
it
 =
 
TR
UE
; 
c
a
se
 U
AR
RO
W 
c
a
se
 D
AR
RO
W 
re
tu
rn
va
lu
e 
=
 
1;
 
} br
ea
k;
 
if
 (
(y
·st
ep
) 
<
 
0) 
n
y 
=
 
51
2 
+
 (y
 -
s
te
p)
; 
e
ls
e 
_
 
n
y 
=
 
y 
·
 
st
ep
; 
br
ea
k;
 
if
 (
(y
+s
tep
) 
>
 
51
1) 
ny
 =
 
(y
 +
 s
te
p)
 · 
51
2;
 
e
ls
e ny
 =
 
y 
+
 s
te
p;
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c
a
se
 L
AR
RO
W 
: 
c
a
se
 R
AR
RO
W 
c
a
se
 S
TE
P 
de
fa
ul
t 
} 
br
ea
k;
 
if
 (
(x
·st
ep
) 
<
 
0)
 
nx
 
=
 
51
2 
+
 x
 
-
st
ep
; 
e
ls
e nx
 
=
 
x
 
-
s
te
p;
 
br
ea
k;
 
if
 (
(x
+s
tep
) 
>
 
51
1) 
nx
 
=
 
x
 +
 s
te
p 
-
51
2;
 
e
ls
e nx
 .
=
 
x
 +
 s
te
p;
 
br
ea
k;
 
if
 (
inc
rem
en
t 
=
=
 
LA
RG
E) 
{ } 
e
ls
e { } 
s
te
p 
=
 
1;
 
in
cr
em
en
t 
=
 
SM
AL
L; 
~t
ep
 =
 
20
; 
in
cr
em
en
t 
=
 
LA
RG
E; 
br
ea
k;
 
pu
tc
ha
r(B
EL
L)
; 
o
pm
od
e(1
,2>
; 
ifC
lin
ed
rw
==
FA
LS
E)
 
{ 
!*
 F
in
e 
s
te
p 
*
/ 
I*
 C
oa
rs
e 
s
te
p 
*
/ 
m
o
v
e
(x
-1
,y-
1)
; 
re
c
t(x
+1
,y+
1)
; 
/*
 e
ra
se
 
th
e 
pr
ev
io
us
 b
ox
 c
u
rs
o
r 
*
/ 
} x
 
=
 
n
x
; 
y 
=
 
n
y;
 
m
o
v
e
(x
·1,
y·1
>;
 
re
c
t(x
+1
,y+
1)
; 
e
ls
e/
*
 l
ine
dr
w=
=T
RU
E 
*
/ 
{ 
m
o
v
e(x
ma
rk,
ym
ark
); 
l i
ne
cx
, y
); 
x
 
=
 
n
x
; 
y 
=
 
n
y;
 
m
o
v
e(x
ma
rk,
ym
ark
>; 
l i
ne
(x
,y
); 
} op
m
od
eC
0,
6);
 
/*
 r
ed
ra
w
 c
u
rs
o
r 
a
t 
ne
w
 
po
si
ti
on
 *
/ 
/*
er
as
e 
pr
ev
io
us
 l
in
e*
/ 
/*
 r
ed
ra
w
 l
in
e 
a
t 
ne
w
 
po
si
ti
on
*/
 
pi
x 
=
 
pi
xr
(x
,y
>;
 
RG
Bt
oV
1V
2(
TR
UE
(p
ix
i&
R~
&G
,&
B,
&V
1,
&V
2)
; 
H
 =
 
(in
t)h
ue
ca
 cC
V 
,V
~)
; 
S 
=
 
C
in
t)s
atc
alc
CV
1,V
2,R
,G
,B
); 
I 
=
 
CR
+G
+B
)/3
; 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf(
"('
Y.
d,'
.Y
.a)
\n\
n"
 x
,y
); 
pr
!n
tf
("
R 
=
 
%
d\n
G 
=
 
%
d\n
B 
=
 
%
d\
n\
n"
,R
,G
,B
); 
pr
in
tfC
"H
 =
 
%
d\n
S 
=
 
'.
Y.
d\n
l 
=
 
'.
Y
.d
\n
\n
",H
,S
,I)
; 
>
w
hi
le
 (
ex
it 
!=
TR
U
E)
; 
/*
 
re
tu
rn
(re
tu
rn
va
lu
e)
;*
/ 
} 
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**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
 
*
 
MO
DU
LE
: 
AP
PU
TI
L 
*
 
*
 
AU
TH
OR
: 
G.
Ka
y 
*
 
*
D
ES
CR
IP
TI
ON
: 
Th
is
 m
od
ul
e 
c
o
n
ta
in
s 
ge
ne
ra
l 
u
ti
li
ty
 r
o
u
tin
es
 u
si
ng
 t
he
 
*
 
MV
P-A
T 
fu
nc
tio
ns
. 
Th
es
e 
a
re
 m
ai
nl
y 
sc
re
e
n
 h
an
dl
in
g 
an
d 
ge
ne
ra
l 
*
 
I/
0 
u
ti
li
ti
es
. 
*
 
CO
NT
AI
NS
: 
*
 
c
le
ar
bu
ff
 
*
 
c
le
an
 
*
 
*
 
*
 
*
 
*
 
*
 
*
 
e
ra
se
 
a
dj
us
to
lu
t 
m
as
kv
iew
 
ch
an
ge
op
 
v
ie
w
bu
ff
 
in
it_
ao
i 
zo
om
 
*
 
c
u
t_
pa
st
e 
*
 
ao
i 
*
 
sc
an
co
de
 
*
 
c
o
lo
gr
ab
 
*
 
lo
ad
fi
le
 
*
 
s
a
v
e
fi
le
 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
#i
nc
lu
de
 11
ap
pc
om
.h
11
 
#i
nc
lu
de
 11
a
pp
ty
pe
.c
11
 
#i
nc
lu
de
 "
a
pp
de
fn
.c
" 
/**
**
**
**
**
**
**
**
**
**
**
**
*G
LO
BA
L 
OP
TI
ON
 P
AR
AM
ET
ER
S*
**
**
**
**
**
**
**
**
**
**
**
**
**
/ 
e
x
te
rn
 i
nt
 s
a
to
pt
io
n 
; 
/*
0 
=
 
s
a
t 
a
s 
v
e
c
to
r 
di
st
, 
1=
 a
s 
rg
b 
ra
ti
o 
to
 i
nt
en
si
ty
*/
 
/**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
*F
UN
CT
IO
N 
CO
DE
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
/ 
v
o
id
 c
le
ar
bu
ff
(v
oi
d)
 
/*
 A
IM
: 
to
 c
le
ar
 a
 
sp
ec
if
ie
d 
fra
m
e 
bu
ff
er
 
*
 
IN
PU
TS
: 
fra
m
e 
bu
ff
er
 t
o 
c
le
ar
 
{ *
I in
t 
fr
am
eb
uf
fe
r;
 
/*
fr
am
e 
O
=r
ed
,1
=g
re
en
,2
=o
ve
rla
y 1
3=
bl
ue
, 
4=
0 
an
d 
1,
 5
=2
 a
nd
 3
, 
6=
u,
1,
2 
an
d 
3 
*
/ 
o
pm
od
e(2
, 0
); 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
C
"E
nt
er
-f
ra
m
e 
bu
ff
er
 t
o 
c
le
ar
 C
0,
1,
2,
3,
4,
5 
o
r 
6)
: 
"
); 
sc
a
n
f(
11
%d
11
,
&
fr
am
eb
uf
fe
r);
 
if
 C
fr
am
eb
uf
fe
r 
=
=
 
6)
 
<
 c
le
ar
 (
4,0
>;
 c
le
ar
C
5,
0)
; 
} 
e
ls
e cl
ea
r 
(fr
am
eb
uf
fe
r,0
); 
}/
* 
en
d 
c
le
ar
bu
ff
 *
/ 
v
o
id
 c
le
an
(in
t x
t,
in
t 
xb
1
in
t 
yt
,i
nt
 y
b) 
/*A
IM
: 
To
 c
le
an
 a
 
sp
ec
if
ie
d 
w
ind
ow
 t
o
 b
la
ck
 i
n 
fra
m
e 
bu
ff
er
 6
 
*
IN
PU
TS
: 
to
p 
le
ft
 a
n
d 
bo
tto
m
 r
ig
ht
 c
o
o
rd
in
at
es
 o
f 
w
ind
ow
 t
o 
c
le
an
 t
o 
bl
ac
k.
 
*
/ 
{ 
in
t 
i;
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} 
/*
 r
e
pl
ac
es
 a
ff
ec
te
d 
pi
xe
ls
 w
ith
 b
la
ck
 *
/ 
I*
 b
la
ck
 *
/ 
op
m
od
e 
(1 
0>
; 
dr
aw
m
od
e(O
); 
se
tc
ol
or
<O
>;
 
fo
r 
C i
 =O
 • 
i <
4 •
 
( 
' 
I 
i+
+
) 
o
pm
od
e(1
,i)
; 
m
o
v
e(x
t y
t);
 
fr
ec
t(x
b,
 yb
); 
} se
tc
ol
or
(O
xf
fff
); 
o
pm
od
eC
0,
6);
 
/*
 s
e
t 
ba
ck
 t
o 
w
hi
te
 *
/ 
v
o
id
 e
ra
se
(w
inc
oo
rd
s 
*
pr
oc
w
in
do
w
) 
/*
 A
IM
: 
to
 e
ra
se
 a
re
a
 
ab
ov
e, 
be
lo
w
, 
le
ft
 o
r 
ri
gh
t 
o
f 
pr
oc
es
si
ng
 
*
 
IN
PU
TS
: 
pr
oc
w
in
do
w 
-
th
e 
pr
oc
es
si
ng
 w
ind
ow
 o
f 
in
te
re
st
 
w
ind
ow
 
*
 
CA
LL
S: 
e
ra
se
. 
*
I 
( 
in
t 
ch
; 
/*
 c
ho
ic
e 
o
f 
a
re
a
 
to
 e
ra
se
 *
/ 
} 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
(11
1:
 E
ra
se
 a
re
a
 
ab
ov
e 
w
ind
ow
 o
f 
in
te
re
st
\n
\n
")
; 
pr
in
tf
(11
2:
 E
ra
se
 a
re
a
 
be
lo
w 
w
ind
ow
 o
f 
in
te
re
st
\n
\n
")
; 
pr
in
tf
("
3:
 E
ra
se
 a
re
a
 
le
ft
 o
f 
w
ind
ow
 o
f 
in
te
re
st
\n
\n
">
; 
pr
in
tf
("
4:
 E
ra
se
 a
re
a
 
ri
gh
t 
o
f 
w
ind
ow
 o
f 
in
te
re
st
\n
\n
")
; 
c
h=
ge
tc
he
();
 
sw
itc
h(
ch
) 
( }
 ca
se
 
1
21
 
cl
ea
n(
0,c
ol,
pr
oc
wi
nd
ow
->
y2
,ro
w)
; 
c
a
se
 
1
11
 
c
le
an
(0
,co
l,0
,pr
oc
wi
nd
ow
->
y1
); 
c
a
se
 
1
31
 
cl
ea
n(
0,p
ro
cw
ind
ow
->
x1
,0,
ro
w)
; 
c
a
se
 
1
41
 
c
le
an
(p
ro
cw
ind
ow
->
x2
,co
l,0
,ro
w)
; 
de
fa
ul
t 
br
ea
k;
 
br
ea
k;
 
br
ea
k;
 
br
ea
k;
 
br
ea
k;
 
v
o
id
 a
dj
us
to
lu
t(v
oi
d)
 
/*
 A
IM
: 
To
 u
se
 
an
 
MV
P-A
T 
m
ac
ro
 
to
 a
dju
st 
th
e 
LU
T 
o
f 
th
e 
o
v
e
rl
ay
 m
as
k. 
Th
er
e 
*
 
a
re
 
15
 c
o
lo
ur
s 
a
ss
ig
ne
d 
to
 e
v
er
y 
15
 l
ev
el
s 
fro
m
 0
 t
o 
25
5,
 f
or
 p
ix
el
s 
*
 
in
 t
he
 o
v
e
rl
ay
 o
f 
fr
am
eb
uf
fe
r 
2.
 
*
 
Co
lo
ur
s 
a
re
:1
=g
re
en
, 
2=
ye
llo
w
, 
3=
re
d,
 4
=m
ag
en
ta
, 
S=
bl
ue
, 
6=
cy
an
, 
*
 
7=
da
rk
gr
ee
n,
 8
=b
ro
wn
, 
9=
da
rk
re
d,
 1
0=
da
rk
m
ag
en
ta
, 
11
=d
ar
K
bl
ue
, 
( *
 
12
=d
ar
kc
ya
n,
 1
3=
da
rk
gr
ey
, 
14
=l
ig
ht
gr
ey
, 
15
=w
hi
te
. 
*
 
IN
PU
TS
: 
n
o
n
e.
 
*
 
OU
TP
UT
S: 
a
dju
ste
d 
o
v
e
rl
ay
 L
UT
 v
a
lu
es
. 
*
/ 
BY
TE
 o
r[
15
]~
(0
,0
xf
f,
Ox
ff
,O
xf
f,
O,
O,
O,
Ox
7f
,O
x7
f,
Ox
7f
10L
O,
Ox
3f
,O
x7
f,
Ox
ff
}~
 
BY
TE
 o
g[
15
l-C
0x
ff,
Ox
ff,
O,
O,
O,
Ox
ff,
Ox
7f
10
x3
f,O
,O
LO
,u
xr
f,O
x3
f,O
x7
f,O
 
}, 
BY
TE
 o
b[
15
l=
CO
,O
,O
,O
xf
f,O
xf
f,O
xf
f,0
,0,
u,O
x7
f,O
xr
f ,O
x7
f,O
x3
f ,
O
x7
f,O
 
>; 
/*
 o
v
e
rl
ay
 r
,g
,b
 L
UT
 a
rr
a
ys
 *
/ 
u
n
si
gn
ed
 i
nt
 o
s
tr
t[1
5l
; 
/*
ov
er
la
y 
w
or
k 
bu
ff
er
 s
ta
rt
 a
dd
re
ss
*/
 
BY
TE
 b
kl
C2
56
l,b
kh
C2
56
J; 
/*
ba
ck
gr
ou
nd
 r
,g
,b
 L
UT
 C
low
 b
yt
e)
 a
nd
 h
i 
by
te
 l
oc
at
 
io
ns
*/
 
/*
 
~n
si
~n
ed
 i
nt
 b
kh
lC
25
6l
; 
/*
ba
ck
gr
ou
nd
 l
o 
an
d 
hi
 
by
te
s*
/ 
in
t 
i;
 
o
pm
od
e(0
,2>
; 
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fo
r(i
=O
;i<
25
6·i
++
) 
*
I !_*
 
pi
xw
(1
00
+i
,Z
56
,(u
ns
ign
ed
 l
on
g)
i);
 
&
os
trt
=O
; 
*
I 
&
or
 =
 
Ox
20
; 
&o
g 
=
 
Ox
30
; 
&o
b 
=
 
Ox
40
· 
&
bk
l 
=
 
Ox
20
00
; 
&b
kh
 =
 
Ox
30
00
; 
&
bk
hl
= 
Ox
10
0;
 
) 
o
pm
od
e(2
,0)
; 
sc
a
lin
g(
0,
0(
25
5 1
25
5,
bk
hl
); 
/*
a
t 
lo
ca
ti
on
 1
00
, 
0-
25
5 
ra
m
p 
fo
r 
25
6 
le
ve
ls
*/
 
c
w
b(
bk
hl,
bk
 ,
bk
n,
25
6)
;/*
 p
ut
 t
hi
s 
n
o
rm
al
 r
am
p 
a
t 
lo
ct
io
n 
20
00
 *
/ 
o
lu
tl
ay
(1
1
o
r,
o
g,
ob
,b
kl
,b
kl
,b
kl
); 
/*
pl
ac
e 
1n
 t
he
 
o
u
tp
ut
 o
v
e
rl
ay
 L
UT
 (
1)
 t
he
 o
v
e
rl
ay
 R
GB
 L
UT
 
lo
ca
tio
ns
 
(2
0,
30
,4
0)
 a
n
d 
th
e 
ba
ck
gr
ou
nd
 i
m
ag
e 
RG
B 
LU
T 
lo
ca
tio
ns
 (
al
l 
a
t 
20
00
)*
/ 
s
lu
t(1
,1
6>
; 
/*
se
le
ct
 o
u
tp
ut
 p
al
et
te
 f
or
 L
UT
 *
/ 
o
u
tp
at
h(
6,
-1
,2
,1
); 
/*
di
sp
la
y 
im
ag
e 
w
ith
 o
v
e
rl
ay
*/
 
v
o
id
 m
a
sk
vi
ew
(in
t *
M
AS
K) 
t•
 A
IM
: 
To
 t
og
gl
e 
v
ie
w
in
g 
o
f 
th
e 
o
v
e
rl
ay
 m
as
k.
 T
hi
s 
fe
at
ur
e 
e
n
a
bl
es
 
*
 
o
r 
di
sa
bl
es
 v
ie
w
in
g 
o
f 
th
e 
fr
ui
t 
u
n
de
r 
th
e 
no
n 
de
st
ru
ct
iv
e 
m
as
k 
*
 
IN
PU
TS
: 
MA
SK
 -
in
di
ca
tin
g 
th
e 
o
v
e
rl
ay
 i
s 
sh
ow
in
g 
(0
) 
o
r 
n
o
t 
(1
) 
*
 
OU
TP
UT
S: 
MA
SK
 
*
! 
{ ) 
if
 (*
MA
SK
==
1) 
{ 
o
u
tp
at
h(
6,
-1
,2
,2
>;
 
*M
AS
K 
=
 
O·
 
) 
,
 
e
ls
e 
{ 
o
u
tp
at
hC
6,
-1
,0
,0
); 
*M
AS
K 
=
 
1;
 
} 
/*
 s
ho
w 
th
e 
m
as
k 
*
/ 
!*
 d
on
t 
sh
ow
 t
he
 m
as
k 
*
/ 
v
o
id
 c
ha
ng
eo
p(
vo
id)
 
!*
 
AI
M
: 
to
 c
ha
ng
e 
in
it
ia
ll
y 
se
tu
p 
o
pt
io
ns
 e
.g
. 
ch
oo
se
 o
pt
io
n 
o
f 
m
et
ho
d 
to
 
{ *
 
c
a
lc
ul
at
e 
s
a
tu
ra
ti
on
. 
Co
ul
d 
be
 e
x
te
nd
ed
 t
o 
ch
an
ge
 w
ind
ow
 s
e
t 
u
ps
 
*
 
an
d 
a
lt
er
na
ti
ve
 I
 c
a
lc
ul
at
io
ns
. 
*
 
IN
PU
TS
: 
sa
to
pt
io
n 
-
a 
gl
ob
al
 v
a
ri
ab
le
 d
ef
in
ed
 i
n 
ap
pm
ai
n.
c 
*
 
OU
TP
UT
S: 
sa
to
pt
io
n 
-
a
lt
er
ed
 o
r 
n
o
t 
·
 
*
I 
in
t 
c
ho
ic
e;
 /
* 
u
se
rs
 
c
ho
ic
e 
v
a
lu
e 
*
/ 
c
le
ar
sc
re
en
C
 G
CL
EA
RS
CR
EE
N);
 
pr
in
tf
("
--
G
lo
ba
l 
O
pt
io
ns
 -
-
"
>
; 
pr
in
tf
("
\n
\n
 S
at
ur
at
io
n 
o
pt
io
n 
=
 
r.c
111
,
 
s
a
to
pt
io
n)
; 
pr
in
tf
("
\n
\n
\n
 N
ew
 s
a
tu
ra
ti
on
 o
pt
io
n 
(O
:v
ec
to
r 
di
st
, 
1:R
GB
 r
a
ti
o 
to
 I
) 
=
 
"
); 
c
ho
ic
e 
=
 
ge
tc
he
();
 
sw
itc
h 
(c
ho
ice
) 
{ 
c
a
se
 
1
01
 
: 
sa
to
pt
io
n 
=
 
O;
 b
re
ak
; 
c
a
se
 
1
11
 
: 
sa
to
pt
io
n 
=
 
1;
 b
re
ak
; 
05
/2
2/
19
92
 
15
:0
9 
Fi
le
na
m
e:
 A
PP
UT
IL
.C
 
Pa
ge
 
4 
de
fa
ul
t 
: 
br
ea
k;
 
) 
) vo
id
 v
ie
w
bu
ff
(v
oi
d)
 
!*
 A
IM
: 
to
 v
iew
 a
 
sp
ec
if
ie
d 
fr
am
eb
uf
fe
r 
{ *
 
IN
PU
TS
: 
fro
m
 k
ey
bo
ar
d,
 u
se
r 
sp
ec
if
ie
d 
fr
am
eb
uf
fe
r 
*
 
OU
TP
UT
S: 
th
e 
sp
ec
if
ie
d 
bu
ff
er
 t
o 
th
e 
RG
B 
m
o
n
ito
r 
sc
re
e
n
. 
*
/ in
t 
fr
am
eb
uf
fe
r; 
o
pm
od
e(2
,0>
; 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
("
Th
e 
pr
es
en
t 
de
fa
ul
t 
v
ie
w
in
g 
is
 F
B6
 w
ith
 o
v
e
rl
ay
 F
B
2\
n\
n"
); 
pr
in
tf
C
"E
nt
er
 f
ra
m
e 
bu
ff
er
 t
o 
v
iew
 (
0,
1,
2,
3 
o
r 
6)
: 
"
); 
sc
a
n
f C
 11 r.
c1
11
 ,
&
fr
am
eb
uf
fe
r);
 
o
u
tp
at
h(
fra
m
eb
uf
fe
r,-
1,
 0
, 
0)
; 
pr
in
tf
("
\n
Pr
es
s 
an
y 
ke
y 
to
 r
e
tu
rn
 t
o 
de
fa
ul
t 
v
ie
w
in
g .
•
•
 "
); 
ge
tc
hO
; 
}/*
en
d 
v
ie
w
bu
ff
*/
 
v
o
id
 i
ni
t 
a
o
i(w
inc
oo
rd
s 
*
pr
oc
w
in
do
w
,in
t 
x
t,
in
t 
yt
,i
nt
 x
b,
in
t 
yb
) 
/*
A
IM
 :
 
In
it
ia
li
se
s 
th
e 
da
ta
 p
ro
c.
 w
in
. 
co
o
rd
s 
to
 a
 
s
e
t 
an
 
a
re
a
 
{ ) *
 
o
f 
in
te
re
st
 
*
 
IN
PU
TS
 :
 
Po
in
te
r 
to
 s
tr
u
ct
u
re
 c
o
n
ta
in
in
g 
pr
oc
-
w
in
. 
c
o
o
rd
in
at
es
 
*
 
to
pl
ef
t 
c
o
o
rd
in
at
es
 a
nd
 b
ot
to
m
 r
ig
ht
 c
o
o
rd
in
at
es
 
*
 
OU
TP
UT
S: 
No
ne
 
*
! pr
oc
w
in
do
w
->
x1
 =
 
x
t;
 
pr
oc
w
in
do
w
->
y1
 =
 
yt
; 
pr
oc
w
in
do
w-
>x
2 
=
 
x
b;
 
pr
oc
w
in
do
w-
>y
2 
=
 
yb
; 
v
o
id
 z
oo
m
(M
OD
E) 
/*
 A
IM
: 
To
 z
oo
m
 
o
n
to
 a
n
 
a
re
a
 
sp
ec
if
ie
d 
in
 c
o
n
tin
uo
us
 g
ra
b 
m
od
e 
(3
) 
*
 
o
r 
pr
oc
es
si
ng
 m
od
e 
(2
). 
Ar
ro
w 
ke
ys
 m
ov
e 
th
e 
w
ind
ow
 t
o 
zo
om
, 
*
 
zo
om
s 
on
 
8x
 m
a
gn
if
ic
at
io
n,
 <
es
c>
 
qu
its
_ 
*
 
IN
PU
TS
: 
MO
DE
 -
se
e
 A
IM
 
*
CA
LL
S:
 
in
it
 a
o
i, 
a
o
i.
 
*
/ 
-
{ 
w
in
co
or
ds
 *
zo
om
w
in
; 
in
t 
x
t,
yt
; 
!*
 z
oo
m
 
w
ind
ow
 c
o
o
rd
in
at
es
 *
/ 
<
En
te
r>
 
in
t 
sh
ow
; 
!*
 t
op
 l
ef
t 
co
o
rd
s 
o
f 
zo
om
 
w
ind
ow
 *
/ 
/*
 s
ho
w 
=
1 
m
ea
ns
 
c
o
n
tin
ue
, 
sh
ow
=O
 m
ea
ns
 
e
x
it
 *
/ 
!*
 
pr
in
tf
C
"\
nS
te
p 
m
od
e 
on
 
th
e 
w
ind
ow
 m
us
t 
be
 u
se
d"
); 
*
/ 
op
m
od
e 
(M
OD
E,6
); 
!*
A
ll
oc
at
e 
st
or
ag
e 
fo
r 
zo
om
 
w
ind
ow
 c
o
o
rd
in
at
es
*/
 
zo
om
w
in 
=
 
(w
inc
oo
rd
s 
*
) 
m
a
llo
c(
siz
eo
f(w
in
co
or
ds
));
 
in
it
 a
o
i(z
oo
mw
in
12
40
,2
40
,2
80
L2
80
); 
/*
 I
ni
ti
al
is
e 
zo
om
 
w
in
. 
c
o
o
rd
in
at
es
*/
 
w
hi
le
C(
sh
ow
 =
 
ao
1C
zo
om
wi
n,
FB
~>
> 
!=
 0
) 
/*
ge
ts
 x
t 
yt
 *
/ 
{ 
x
t 
=
 
zo
om
w
in
->
x1
; 
yt
 =
 
zo
om
w
in
->
y1
; 
pa
n(
xt
); 
s
c
ro
ll
(y
t)·
 
o
u
tz
oo
m
(8
,S
); 
Un
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ge
tc
hO
; 
o
u
tz
oo
m
(1
,1)
; 
pa
n(
O)
; 
.
 
s
c
ro
ll
 CO
>; 
} 
} fr
ee
(zo
om
wi
n>
; 
v
o
id
 c
u
t 
pa
st
e(
vo
id
) 
/*
 A
IM
: 
To
 c
u
t 
a 
re
c
ta
ng
le
 f
ro
m
 a
 
sp
ec
if
ie
d 
fra
m
e 
bu
ff
er
 a
nd
 p
as
te
 i
t 
to
 
{ *
 
an
y 
o
th
er
 f
ra
m
e 
bu
ff
er
 
*
 
IN
PU
TS
: 
u
se
rs
 
sp
ec
if
ie
d 
w
ind
ow
 (
arr
ow
 k
ey
s),
 a
n
d 
fra
m
e 
bu
ff
er
s.
 
*
 
OU
TP
UT
S: 
th
e 
pa
st
ed
 r
e
gi
on
 o
n
to
 t
he
 s
pe
ci
fi
ed
 r
e
gi
on
 
*
CA
LL
S:
 
in
it
 a
o
i, 
a
o
i. 
~
 
-
w
in
co
or
ds
 *
cu
tw
in
( 
/*
 c
u
tt
in
g 
w
ind
ow
 c
o
o
rd
in
at
es
 *
/ 
w
in
co
or
ds
 *
pa
st
ew
1n
; 
/*
 p
as
tin
g 
w
ind
ow
 c
o
o
rd
in
at
es
 *
/ 
in
t 
sb
uf
t 
db
uf
; 
/*
 s
o
u
rc
e
 a
nd
 d
es
ti
na
ti
on
 f
ra
m
e 
bu
ff
er
s 
*
/ 
in
t 
x
t=
1,
4,
 y
t=
17
; 
/*
 t
op
 l
ef
t 
co
o
rd
s 
o
f 
cu
tw
in
 *
/ 
in
t 
x
b=
34
2,
 y
b=
24
6;
 
/*
 b
ot
to
m
 r
ig
ht
 c
o
o
rd
s 
o
f 
c
u
tw
in
*/
 
in
t 
x
d,
 y
d;
 
/*
 t
op
 l
ef
t 
co
o
rd
s 
o
f 
pa
st
ew
in
*/
 
c
u
tw
in
 =
 
(w
inc
oo
rd
s 
*
)m
all
oc
(si
ze
of
(w
in
co
or
ds
));
 
pa
st
ew
in
 =
 
Cw
in
co
or
ds
 *
)m
all
oc
Cs
ize
of
(w
in
co
or
ds
));
 
o
pm
od
e(2
,6)
; 
in
it
_a
oi
(c
ut
wi
n,
xt
,y
t,x
b,
yb
>;
 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
!n
tf
("
--
C
ut
tin
g 
an
d 
Pa
st
in
g 
-
-
"
>
; 
pr
in
tf
(11
\n
\n
En
te
r 
fra
m
e 
bu
ff
er
 t
o 
c
u
t 
re
c
ta
ng
le
 f
ro
m
 C
O, 
1,
2,
3)
 :
 
"
>
; 
sc
a
n
f(
11
%d
11
,
&
sb
uf
); 
op
m
od
e(2
1
sb
uf
)( 
w
hi
le
(ao
1(
cu
tw
1n
,sb
uf
)!=
1>
; 
x
t 
=
 
cu
tw
in
->
x1
; 
yt
 =
 
cu
tw
!n
->
y1
; 
x
b 
=
 
cu
tw
1n
->
x2
; 
yb
 =
 
cu
tw
in
->
y2
; 
pr
in
tf
(11
\n
En
te
r 
fra
m
e 
bu
ff
er
 t
o
 p
as
te
 r
e
c
ta
ng
le
 t
o 
(0
,1
,2
,3
) 
: 
"
>
; 
sc
a
n
f(
11
%d
11
,&
db
uf
>;
 
in
it
 a
o
i(p
as
te
wi
n,
xt
,y
t,x
b,
yb
>;
 
op
mo
Cl
e(2
1d
bu
f);
 
w
hi
le
(a
o1
(p
as
tew
in
,db
uf
)l=
1)
; 
xd
 =
 
pa
st
ew
in
->
x1
; 
yd
 =
 
pa
st
ew
in
->
y1
; 
o
pm
od
e(2
,6)
; 
pi
xb
ltC
sb
uf
,x
t,y
t,x
b,
yb
,d
bu
f,
xd
,y
d,
0,
1)
; 
/*M
VP
AT
 f
un
ct
io
n 
c
a
ll
*
/ 
fr
ee
(c
ut
wi
n)
; 
fr
ee
(p
as
tew
in
); 
} in
t 
a
o
i(w
inc
oo
rd
s 
*
w
in
do
w,
 
in
t 
fr
am
eb
uf
fe
r) 
I*
 A
IM
 
: 
En
ab
le
s 
th
e 
u
se
r 
to
 s
e
t 
th
e 
re
qu
ir
ed
 s
iz
e 
o
f 
th
e 
MV
P-A
T 
*
 
pr
oc
es
si
ng
 w
ind
ow
. 
Ar
ro
w 
ke
ys
 m
ov
e 
th
e 
w
ho
le 
w
ind
ow
 a
t 
st
ep
s 
o
f 
*
 
20
 
s=
to
gg
le
 o
f 
st
ep
s 
be
tw
ee
n 
1 
o
r 
20
1 
f=
to
gg
le
 t
o 
fi
x 
o
r 
*
 
re
le
as
e 
to
p 
le
ft
 c
o
rn
e
r,
 
<
en
te
r>
to
 q
u1
t 
w
ith
 d
es
ir
ed
 a
re
a
 
o
bt
ai
ne
d 
*
 
IN
PU
TS
 :
 
Po
in
te
r 
to
 s
tr
u
ct
u
re
 c
o
n
ta
in
in
g 
pr
oc
. 
w
in
. 
c
o
o
rd
in
at
es
 
*
 
Fr
am
e 
bu
ff
er
 t
o 
be
 s
e
t.
 G
lo
ba
l 
#d
ef
in
it
io
ns
 o
f 
ke
y 
v
a
lu
es
. 
*
 
RE
TU
RN
S: 
re
tu
rn
va
l 
-
0,
 o
r 
1 
in
di
ca
tin
g 
<
es
c>
 
o
r 
<
en
te
r>
. 
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{ *
 
CA
LL
S 
*
/ 
sc
an
co
de
. 
en
um
 
{O
N, 
OF
F} 
fi
xc
oo
rd
s;
 
en
um
 
{SM
AL
L, 
LA
RG
E} 
in
cr
em
en
t; 
/*
 
en
um
 
{T
RU
E, 
FA
LS
E} 
bo
ol
ea
n;
 *
/ 
I 
n
t 
e
x
it
; 
n
t 
re
tu
rn
va
lu
e;
 
n
t 
ke
yc
od
e·
 
n
t 
s
te
p 
=
 
ZO
; 
in
t 
o
x
1,
 o
x
2,
 o
y1
, 
o
y2
; 
in
t 
n
x
1,
 n
x
2,
 n
y1
, 
n
y2
· 
in
t 
in
cx
1,
 
in
cy
1 1
 
in
cx
Z,
 
BY
TE
 r
ow
bu
ff
1C
51
~J
; 
/*
 S
ta
rt
in
g 
in
cr
em
en
t 
fo
r 
bo
x 
m
ov
em
en
t 
*
 
/*
 O
ld
 c
o
o
rd
in
at
e 
v
a
lu
es
 *
/ 
/*
 N
ew
 c
o
o
rd
in
at
e 
v
a
lu
es
 *
/ 
in
cy
2;
 /*
 
/*
 
/*
 
/*
 I
nc
re
m
en
ta
l 
di
re
ct
io
n 
v
a
lu
es
*/
 
B
uf
fe
rs
 f
or
 s
to
ri
ng
 t
he
 s
id
es
 o
f 
th
e 
*
/ 
BY
TE
 r
o
w
bu
ff2
C5
12
J; 
re
c
ta
ng
le
, 
in
di
ca
tin
g 
th
e 
a
re
a
 
o
f 
*
/ 
BY
TE
 c
o
lb
uf
f1
C5
12
J; 
in
te
re
st
. 
Ma
x 
ao
i 
is
 t
hu
s 
51
2x
51
2 
*
/ 
BY
TE
 c
o
lb
uf
f2
C5
12
J; 
ox
1 
oy
1 
ox
2 
oy
2 
=
 
w
 n
do
w-
>x
1 
w
 n
do
w-
>y
1 
w
 n
do
w-
>x
2 
w
 n
do
w·
>y
2 
/*
 I
ni
ti
al
is
e 
ao
i 
c
o
o
rd
in
at
es
*/
 
o
pm
od
e(M
OD
E1
,fra
me
bu
ffe
r);
 
dr
aw
m
od
e(2
); 
/*
 d
raw
 i
n 
XO
R 
m
od
e 
*
/ 
fi
xc
oo
rd
s 
=
 
OF
F; 
in
cr
em
en
t 
=
 
.
LA
RG
E; 
e
x
it
 =
 
FA
LS
E; 
do
 { 
op
m
od
e(M
OD
EO
,fra
me
bu
ffe
r); 
ro
w
r(o
x1
,oy
1,o
x2
·ox
1+
1,r
ow
bu
ff1
> 
ro
w
r(o
x1
,oy
2,o
x2
-o
x1
+1
,ro
wb
uf
f2
) 
c
o
lr
(o
x1
,oy
1,o
y2
-o
y1
+1
,co
lbu
ff1
) 
c
o
lr
(o
x2
,oy
1,o
y2
-o
y1
+1
,co
lbu
ff2
) 
o
pm
od
e(M
OD
E1
,fra
me
bu
ffe
r);
 
m
o
v
e(o
x1
,oy
1);
 
re
c
t(o
x2
,oy
2)
; 
/*
 S
et
 1
/0
 m
od
e 
*
/ 
/*
 S
et
 g
ra
ph
ic
s 
m
od
e 
*
/ 
/*
 D
raw
 r
e
qu
ir
ed
 r
e
c
ta
n
gl
e*
/ 
in
cx
1 
=
 
O·
 
in
cy
1 
=
 
O·
 
ke
yc
od
e 
=
's
c
a
n
c
o
de
();
 
sw
itc
h 
(ke
yc
od
e) 
in
cx
2 
O;
 
in
cy
2 
=
 
O;
 
/*
 S
et
 i
nc
re
m
en
ts
 *
/ 
{ c
a
se
 
ES
C 
c
a
se
 R
ET
UR
N 
c
a
se
 U
AR
RO
\J 
e
x
it
 =
 
TR
UE
; 
re
tu
rn
va
lu
e 
=
 
O;
 
br
ea
k;
 
e
x
it
 =
 
TR
UE
; 
re
tu
rn
va
lu
e 
=
 
1;
 
br
ea
k;
 
if
 (
fix
co
or
ds
 =
=
 
OF
F) 
if
 (
(o
y1
-st
ep
)<
0)
 
pu
tc
ha
r(B
EL
L)
; 
e
ls
e { } 
e
ls
e 
in
cx
1 
=
 
O;
 
in
cy
1 
=
 
in
cx
2 
=
 
O;
 
in
cy
2 
/*
E
rr
or
 -
in
va
lid
 s
te
p*
/ 
-
st
ep
; 
-
st
ep
; 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
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if
 (
(o
y2
-st
ep
)<
oy
1)
 
pu
tc
ha
r(B
EL
L)
; 
e
ls
e { 
in
cx
1 
=
 
O;
 
in
cy
1 
=
 
O;
 
in
cx
2 
=
 
O;
 
in
cy
2 
=
 
-
s
te
p;
 
} 
br
ea
k;
 
c
a
se
 D
AR
RO
W 
: 
if
 C
fix
co
or
ds
 =
=
 
OF
F) 
c
a
se
 L
AR
RO
W 
c
a
se
 R
AR
RO
W 
c
a
se
 P
LA
CE
 
if
 (
(o
y2
+s
tep
)>
51
1)
 
pu
tc
ha
r(B
EL
L)
; 
e
ls
e { 
jnc
x1
 =
 
O;
 
jnc
y1
 =
 
st
ep
; 
1n
cx
2 
=
 
O;
 
1n
cy
2 
=
 
st
ep
; 
} 
e
ls
e if
 C
Co
y2
+s
tep
)>5
11
) 
pu
tc
ha
r(B
EL
L)
; 
e
ls
e { 
in
cx
1 
=
 
O;
 
in
cy
1 
=
 
O;
 
in
cx
2 
=
 
O;
 
in
cy
2 
=
 
st
ep
; 
} 
br
ea
k;
 
if
 C
fix
co
or
ds
 =
=
 
OF
F) 
if
 C
Co
x1
-s
te
p)<
0) 
pu
tch
ar
CB
EL
L)
; 
e
ls
e { } 
e
ls
e 
in
cx
1 
=
 
-
st
ep
; 
in
cy
1 
in
cx
2 
=
 
-
st
ep
; 
in
cy
2 
if
 C
Co
x2
-st
ep
)<o
x1
> 
pu
tc
ha
r(B
EL
L)
; 
e
ls
e {
 
O;
 
O;
 
in
cx
1 
=
 
O;
 
in
cy
1 
=
 
O;
 
in
cx
2 
=
 
-
st
ep
; 
in
cy
2 
=
 
O;
 
} 
br
ea
k(
 
if
 C
f1
xc
oo
rd
s 
=
=
 
OF
F) 
if
 C
Co
x2
+s
tep
)>5
11
) 
pu
tc
ha
r(B
EL
L)
; 
e
ls
e { } 
e
ls
e 
in
cx
1 
=
 
st
ep
; 
in
cy
1 
=
 
O;
 
in
cx
2 
=
 
st
ep
; 
in
cy
2 
=
 O
; 
if
 (
(o
x2
+s
tep
)>
51
1)
 
pu
tc
h(B
EL
L)
; 
e
ls
e { } 
in
cx
1 
=
 
O;
 
in
cy
1 
=
 
O;
 
in
cx
2 
=
 
st
ep
; 
in
cy
2 
=
 
O;
 
br
ea
k(
 
: 
if
 (f
1x
co
ord
s=
=O
FF
) 
fi
xc
oo
rd
s 
=
 
ON
; 
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} 
c
a
se
 S
TE
P 
de
fa
ul
t 
} 
e
ls
e 
fi
xc
oo
rd
s 
=
 
OF
F; 
br
ea
k;
 
if
 (
inc
rem
en
t =
=
 
LA
RG
E) 
{ } 
e
ls
e { } 
!!
te
p 
=
 
1;
 
in
cr
em
en
t 
=
 
SM
AL
L; 
st
ep
 =
 
20
; 
in
cr
em
en
t 
=
 
LA
RG
E; 
br
ea
k;
 
pu
tch
ar
CB
EL
L)
; 
op
m
od
e(M
OO
EO
,fra
me
bu
ffe
r>;
 
ro
w
w
(ox
1,o
y1
,ox
2-o
x1
+1
,ro
wb
uff
1) 
ro
w
w
(ox
1,o
y2
,ox
2-o
x1
+1
,ro
wb
uff
2) 
co
lw
(o
x1
,oy
1,o
y2
-o
y1
+1
,co
lbu
ff1
) 
co
lw
(o
x2
,oy
1,o
y2
-o
y1
+1
,co
lbu
ff2
) 
nx
1 
=
 
ox
1 
+
 i
nc
x1
; 
ny
1 
=
 
oy
1 
+
 i
nc
y1
; 
nx
2 
=
 
ox
2 
+
 i
nc
x2
; 
ny
2 
=
 
oy
2 
+
 i
nc
y2
; 
ox
1 
=
 
n
x
1;
 
oy
1 
=
 
n
y1
; 
ox
2 
=
 
n
x
2;
 
oy
2 
=
 
n
y2
; 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
i n
tfC
11
cr
.c
t, 
r.
a>
; e
r.c
t, 
r.c
t>
" ,
n
x
1 
,n
y1
 ,n
x
2,
 n
y2
); 
} 
w
hi
le
 (
ex
it 
!=
TR
U
E)
; 
/*
 F
in
e 
st
ep
 *
/ 
/*
 C
oa
rs
e 
st
ep
 *
/ 
/*
 S
et
 1
/0
 m
od
e 
*
/ 
/*
 E
ra
se
 r
e
c
ta
ng
le
 *
/ 
w
ind
ow
->
x1
 =
 
n
x
1;
 
w
ind
ow
->
y1
 =
 
n
y1
; 
w
ind
ow
->
x2
 =
 
n
x
2;
 
w
ind
ow
->
y2
 =
 
n
y2
; 
re
tu
rn
(re
tu
rn
va
lu
e)
; 
I*
 S
av
e 
ao
i 
c
o
o
rd
in
at
es
 *
/ 
in
t 
sc
an
co
de
(v
oid
) 
/*
 A
IM
 
.
: 
Fu
nc
tio
n 
to
 r
e
tu
rn
 t
he
 s
ca
n
 c
o
de
 o
f 
a 
pr
es
se
d 
ke
y 
( } *
 
IN
PU
TS
 :
 
No
ne
 
*
 
OU
TP
UT
S: 
Sc
an
 c
o
de
 r
e
tu
rn
ed
 i
n 
AH
 r
e
gi
st
er
 
.
, u
n
io
n 
RE
GS
 i
re
g;
 
ir
eg
.x
.a
x 
=
 
Ox
OO
; 
in
t8
6(
0x
16
,&
ire
g,&
ire
g)
; 
re
tu
rn
(ir
eg
.h
.ah
); 
/*
 F
un
tio
n 
OO
h 
*
/ 
/*
BI
O
S 
ke
yb
oa
rd
 s
e
rv
ic
e 
ro
u
tin
e 
16
h.
*/
 
/*
 S
ca
n 
co
de
 c
o
n
ta
in
ed
 i
n 
AH
 r
e
gi
st
er
 *
/ 
!*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
/ 
/*
 
-
-
-
-
1/
0 
RO
UT
IN
ES
 -
-
-
-
*
/ 
/*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
/ 
v
o
id
 c
o
lo
gr
ab
(v
oi
d)
 
/*
A
IM
: 
to
 g
ra
b 
a 
c
o
lo
ur
 i
m
ag
e 
w
hi
ch
 h
as
 t
he
 f
ol
lo
w
in
g 
c
a
bl
es
 a
tt
ac
he
d 
•
 
to
 t
he
 M
VP
AT
: 
*
 
(O)
RE
D 
\ __
 
Un
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*
 
(1)
GR
EE
N 
*
 
(2)
BL
UE
 
*
 
C3
)SY
NC
: c
o
m
po
si
te
 s
ig
na
l 
*
 
pr
es
si
ng
 a
n
y 
ke
y 
w
ill
 g
ra
b 
th
e 
im
ag
e 
*
 
IN
PU
TS
: 
an
y 
ke
y 
to
 g
ra
b 
th
e 
im
ag
e 
*
I 
{ 
op
m
od
eC
2,6
>;
 
/*
 
di
sf
or
m
at
(1
,1
,0
); 
*
/ 
/*
se
ts
 m
o
n
ito
r 
to
 1
2.
5M
hz
,in
te
rla
ce
d,
Eu
ro
pe
an
*/
 
sy
nc
(0
,0
); 
sy
nc
 (
1,
1)
; 
/*
pr
es
en
t 
MV
PA
T 
is
 d
if
fi
cu
lt
 t
o
 s
yn
c 
*
I 
sy
nc
CO
,O
>;
 s
yn
c 
C1
,1
>;
 
in
m
od
e 
C2
>; 
op
m
od
e 
(3
,6
); 
ch
an
 (
2)
; 
o
u
tp
at
h 
C6
i 
-
1,
 0
, 
O>
; 
v
id
eo
 c
1 6
 1>
; 
c
s
ta
rt
 C
 );
 
c
gr
ab
 C
-1
>;
 
pr
in
tf
C
"\
nP
re
ss
 a
n
y 
ke
y 
to
 g
ra
b 
im
ag
e .
•
•
 \n
")
; 
ge
tc
hO
; 
c
gr
ab
(O
); 
/*
 
o
pm
od
e(2
,6)
; 
*
/ 
/*
 
di
sf
or
m
at
(0
,1
,1
);*
/ 
/*
re
se
t 
m
o
n
ito
r 
ba
ck
 t
o
 1
0M
hz
,in
te
rla
ce
d,
A
m
er
ic
an
*/
 
} vo
id
 l
oa
df
ile
(v
oi
d)
 
I*
 A
IM
 :
 
Lo
ad
s 
a 
fi
le
 i
nt
o 
th
e 
gi
ve
n 
fra
m
e 
bu
ff
er
 o
f 
th
e 
MV
P-A
T 
*
 
IN
PU
TS
: 
u
se
r 
sp
ec
if
ie
d 
fr
am
eb
uf
fe
r, 
an
d 
fi
le
 n
am
e.
 
*
I 
{ } 
in
t 
fr
am
eb
uf
fe
r; 
c
ha
r 
fi
le
na
m
e[
50
l; 
c
ha
r 
*
fn
pt
r;
 
/*
P
oi
nt
er
 t
o 
fi
le
na
m
e*
/ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
>; 
pr
in
tf
("
En
te
r-f
ra
m
e 
bu
ff
er
 f
or
 f
il
e 
(0
,1
,2
,3
 o
r 
6)
: 
"
>
; 
sc
a
n
f(
11
%d
11
1&
fr
am
eb
uf
fe
r);
 
fn
pt
r 
=
 
&
f1
len
am
eC
Ol
; 
pr
in
tf
C
"\
nE
nt
er
 f
il
e 
to
 b
e 
di
sp
la
ye
d 
: 
"
>
; 
ff
lu
sh
C
st
di
n)
; 
ge
ts
(fn
pt
r>
; 
o
u
tp
at
h(
fra
m
eb
uf
fe
r,-
1,
0,
0)
; 
o
pm
od
e(O
,fr
am
eb
uf
fer
); 
if
 C
fr
om
di
sk
(fn
ptr
)!=
1)
 
{ 
pr
in
tf
("
Er
ro
r 
re
a
di
ng
 %
s\n
11
,
fn
pt
r)
; 
pr
in
tf
("
Pr
es
s 
a 
ke
y 
to
 r
e
tu
rn
 t
o 
m
en
u 
.
•
.
 "
); 
ge
tc
hO
; 
/*
 S
el
ec
t 
1/
0 
m
od
e 
*
/ 
} 
v
id
eo
(1
,1
); 
/*
 E
na
bl
e 
di
sp
la
y 
an
d 
v
ie
w
 b
uf
fe
r 
c
o
n
te
nt
s 
*
/ 
v
o
id
 s
a
v
e
fi
le
(v
oi
d)
 
/*
A
IM
 :
 
Sa
ve
s 
th
e 
c
o
n
te
nt
s 
o
f 
th
e 
re
qu
ir
ed
 f
ra
m
e 
bu
ff
er
 t
o 
a 
di
sk
 f
il
e.
 
*
 
IN
PU
TS
: 
u
se
r 
sp
ec
if
ie
d 
fr
am
eb
uf
fe
r 
an
d 
fi
le
 n
am
e.
 
*
/ 
{ 
in
t 
fr
am
eb
uf
fe
r;
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} 
c
ha
r 
fi
le
na
m
e[
50
l; 
c
ha
r 
*
fn
pt
r;
 
/*
Po
nt
er
 t
o 
fi
le
na
m
e*
/ 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
); 
pr
in
tf
C
"E
nt
er
-f
ra
m
e 
bu
ff
er
 f
or
 f
il
e 
(0
, 1
,2
,3
 o
r 
6)
: 
"
>
; 
sc
a
n
f(
11
r.
d1
1
,
&
fr
am
eb
uf
fe
r);
 
fn
pt
r 
=
 
&
fil
en
am
e[O
l; 
pr
in
tf
("
Sa
ve
 c
o
n
te
nt
s 
o
f 
fra
m
e 
bu
ff
er
 ro
d 
to
 :
 
11
,
fr
am
eb
uf
fe
r>
; 
ff
lu
sh
(st
di
n>
; 
ge
ts
(fn
pt
r);
 
o
pm
od
e(O
,fr
am
eb
uff
er)
; 
/*
 S
el
ec
t 
I/
0 
m
o
de
*/
 
to
di
sk
(fn
pt
r);
 
'-
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**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
 
*
 
MO
DU
LE
: 
AP
PG
RA
PH
 
*
 
.
*
 
AU
TH
OR
: 
G.
Ka
y 
*
 
*
D
ES
CR
IP
TI
ON
: 
Dr
aw
s 
gr
ap
hs
 o
f 
R
,G
,B
,H
,S
,I 
to
 t
he
 I
BM
 c
o
m
pa
tib
le
 s
c
re
e
n
 
*
 
*
 
CO
NT
AI
NS
: 
*
 
ap
pg
ra
ph
 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 
#i
nc
lu
de
 <
m
al
lo
c.
h>
 
<
st
di
o.
h>
 
<
ct
yp
e.
h>
 
<
m
at
h.
h>
 
<
co
ni
o.
h>
 
<
st
ri
ng
.h
> 
<
gr
ap
h.
h>
 
<
pg
ch
ar
t.h
> 
<
st
dl
 ib
.h
> 
<
tim
e.
h>
 
/*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
*F
UN
CT
IO
N 
CO
DE
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
/ 
v
o
id
 a
pp
gr
ap
h(
in
t y
da
ta
[J
,in
t 
x
da
ta
C
l,i
nt
 l
en
gt
h,
ch
ar
 *
yl
ab
el
,c
ha
r 
*
x
la
be
l,c
ha
r 
*
 
ti
tl
e)
 
/*
 A
IM
: 
Dr
aw
 g
pa
ph
s 
(o
r 
s
c
a
tt
er
 p
lo
ts
) 
u
si
ng
 M
S 
c
ha
rt
 r
o
u
tin
es
 o
f 
a
rr
a
y 
o
f 
*
 
yd
at
a 
(v
alu
e 
o
f 
th
e 
li
ne
 i
n 
R
,G
,B
,H
,S
, 
o
r 
I) 
fo
r 
'
le
ng
th
' 
nu
m
be
r 
o
f 
{ *
 
po
in
ts
. 
*
 
IN
PU
TS
: 
yd
at
a 
-
a
rr
a
y 
o
f 
po
in
ts
 f
or
 t
he
 y
 a
x
is
 
*
 
x
da
ta
 -
a
rr
a
y 
o
f 
po
in
ts
 f
or
 t
he
 x
 
a
x
is
 
*
 
le
ng
th
-
th
e 
nu
m
be
r 
o
f 
po
in
ts
 u
se
d 
in
 t
he
 a
bo
ve
 a
rr
a
ys
. 
*
 
yl
ab
el
-
ya
xi
s 
la
be
l 
(e
g.
Re
d,
Gr
ee
n,
Bl
ue
,H
ue
,S
atu
ra
tio
n,
ln
ten
sit
y 
la
be
ls
 
*
 
x
la
be
l-
x
 a
x
is
 l
ab
el
. 
*
 
ti
tl
e 
-
la
be
l 
o
f 
gr
ap
h 
*
 
OU
TP
UT
S: 
gr
ap
h 
to
 t
he
 s
re
e
n
. 
*
I 
c
ha
rt
en
v 
en
v
; 
fl
oa
t 
fa
r 
*
ne
w
y;
 
fl
oa
t 
fa
r 
*
ne
w
x;
 
in
t 
i;
 
in
t 
re
tu
rn
va
l=
O
; 
/*
 t
o
 c
o
n
v
e
rt
 
in
t 
a
rr
a
ys
 t
o 
fl
oa
t 
a
rr
a
ys
 f
or
*/
 
t*
 p
lo
tt
in
g 
w
ith
 M
S 
ro
u
tin
es
 
*
/ 
/*
 i
nd
ex
 t
o 
a
rr
a
ys
 
*
/ 
/*
 O
=o
ka
y 
1,
2=
ou
t 
o
f 
m
em
or
y 
on
 
fl
oa
t 
c
o
n
v
e
rs
io
n*
/ 
if
( 
! 
se
tv
id
eo
m
od
e( 
MA
XR
ES
MO
DE
 )
 )
 
C 
pr
in
tf(
"\n
ER
RO
R:
-u
na
ble
 to
 i
ni
ti
al
iz
e 
gr
ap
hi
cs
 m
o
de
");
 
re
tu
rn
; 
} if
((n
ew
y 
=
 
(f
lo
at
 f
ar
*)
_f
m
al
lo
c(
le
ng
th
*s
iz
eo
f(f
lo
at
 f
ar
)))
==
NU
LL
) 
re
tu
rn
va
l=
1 
if
((n
ew
x 
=
 
(f
lo
at
 f
ar
*>
_f
m
al
lo
c(
len
gt
h*
siz
eo
f(f
lo
at 
fa
r))
)=
=N
UL
L)
 r
e
tu
rn
va
l=
2 
pr
in
tf
("
\n
\n
Co
nv
er
tin
g 
H,
S 
an
d 
I 
pl
an
es
 i
n 
th
e 
m
as
k 
to
 f
lo
at
s •
•
•
 "
>
; 
if
 (
re
tu
rn
va
l!=
O)
 
C 
pr
in
tf(
"\n
ER
RO
R:
 O
ut 
o
f 
m
em
or
y 
on
 
th
is
 s
iz
e 
a
re
a
 
o
f 
in
te
re
st
")
; 
sw
it
ch
(re
tu
rn
va
l) 
-
-
{ c
a
se
 
1 :
 
br
ea
k;
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I } 
c
a
se
 2
: 
fr
ee
(n
ew
y)
; 
br
ea
k;
 
} ge
tc
h(
); 
} el
se
 
{ f
or
 (
i=O
; 
i<
le
ng
th
 ;
 
i+
+)
 
{ 
ne
w
yC
il 
=
(f
lo
at
 )
yd
ata
[i+
1l
; 
/*
ad
d 
1 
to
 i
 t
o 
e
lim
in
at
e 
yd
at
aC
O
l*
/ 
ne
w
xC
il 
=
 
(fl
oa
t 
)x
da
ta[
i+
1l
; 
/*
xd
at
a 
s
ta
rt
 a
t 
1 
an
d 
en
d 
a
t 
'le
ng
th
 -
11
*
 
} pr
in
tf
("
\n
\n
 A
bo
ut 
to
 d
ra
w 
s
c
a
tt
er
pl
ot
. •
.
 "
>
i 
_
pg
_i
ni
tc
ha
rt
();
 
/*
 I
ni
ti
al
iz
e 
c
ha
rt
 s
ys
te
m
 
/*
 S
in
gl
e-
se
ri
es
 s
c
a
tt
er
 c
ha
rt
 *
/ 
_
pg
_d
ef
au
ltc
ha
rt
( 
&
en
v, 
_
PG
_S
CA
TT
ER
CH
AR
T, 
_
PG
_P
OI
NT
ON
LY
 )
; 
s
tr
cp
yC
en
v.
xa
xi
s.
ax
is
ti
tl
e.
ti
tl
e,
xl
ab
el
); 
s
tr
cp
y(
en
v.
ya
xi
s.a
xi
st
itl
e.
tit
le
(y
la
be
l);
 
st
rc
py
( 
e
n
v
.m
a
in
ti
tl
e.
ti
tl
e,
 t
it
 e
 
>;
 
if
(_
pg
_c
ha
rts
ca
tte
r( 
&
en
v, 
ne
w
x,
 
ne
w
y, 
le
ng
th
 )
) 
{ 
*
/ 
se
tv
id
eo
m
od
e( 
DE
FA
UL
TM
OD
E 
); 
pr
in
tf(
"\n
\nE
RR
OR
: 
U
na
bl
e 
to
 d
raw
 s
c
a
tt
er
 p
lo
t 
w
ith
 s
o
 
m
an
y 
v
a
lu
es
");
 
ge
tc
h(
); 
} }
 el
se
 
{ g
et
ch
O
; 
c
le
ar
sc
re
en
( 
GC
LE
AR
SC
RE
EN
 >
; 
-
se
tv
id
eo
m
od
e(
-D
EF
AU
LT
MO
DE
 >
; 
}-
-
fr
ee
(n
ew
y)
; 
fr
ee
(ne
wx
>;
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/*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
*
 
MO
DU
LE
: 
NR
UT
IL
 
*
 
*
 
AU
TH
OR
S: 
..
 
V
et
te
rl
in
g 
W
.T
., 
Te
uk
ol
sk
y 
S.
A
., 
Pr
es
s 
W
.H
., 
Fl
an
ne
ry
 B
.P
., 
fro
m
 1
N
lll
le
ric
al
 R
ec
ip
es
 i
n 
C:
 T
he
 A
rt 
o
f 
Sc
ie
nt
if
ic
 C
om
pu
tin
g•
 
(1
98
8)
, C
am
br
id
ge
 U
ni
ve
rs
ity
 P
re
ss
. 
*
 
*
 
*
 
G.
Ka
y. 
*
DE
SC
RI
PT
IO
N:
 U
ti
li
ti
es
 f
or
 m
em
or
y 
a
ll
oc
at
io
n 
an
d 
s
ta
ti
st
ic
al
 c
a
lc
ul
at
io
ns
. 
*
 
Th
is
 m
od
ul
e 
c
o
n
ta
in
s 
se
le
ct
ed
 n
u
m
er
ic
al
 r
e
c
ip
es
 f
or
 C
. 
*
 
A
 fu
nc
tio
n 
fo
r 
2 
di
m
en
si
on
al
 s
ta
ti
st
ic
s 
is
 a
ls
o 
gi
ve
n.
 
*
 
*
 
CO
NT
AI
NS
: 
*
 
n
re
rr
o
r 
-
e
rr
o
r 
m
es
sa
ge
 d
is
pl
ay
 f
un
ct
io
n 
*
 
im
at
ri
x 
-
fu
nc
tio
n 
to
 a
ll
oc
at
e 
m
em
or
y 
fo
r 
an
 
in
te
ge
r 
m
a
tr
ix
 
*
 
fr
ee
 i
m
at
ri
x 
-
fr
ee
s 
th
e 
m
em
or
y 
o
f 
th
e 
m
a
tr
ix
 a
ll
oc
at
ed
. 
*
 
m
om
en
ts 
-
ge
ne
ra
l 
s
ta
ti
st
ic
s 
fo
r 
a 
si
ng
le
 a
rr
a
y 
o
f 
da
ta
 
*
 
s
ta
ts
2 
d-
Tw
o 
di
m
en
si
on
al
 s
ta
ts
 f
or
 H
 an
d 
I 
fe
at
ur
es
 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
.*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
/ 
#i
nc
lu
de
 <
m
al
lo
c.
h>
 
#i
nc
lu
de
 <
st
di
o.
h>
 
#i
nc
lu
de
 <
m
at
h.
h>
 
/**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
*F
UN
CT
IO
N 
CO
DE
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
*/
 
v
o
id
 n
re
rr
o
r(e
rro
r 
te
x
t) 
c
ha
r 
e
rr
o
r 
te
x
tC
l;
-
{ 
-
) 
v
o
id
 e
x
it
()
; 
fp
ri
nt
f(
st
de
rr
,11
N
um
er
ic
al
 R
ec
ip
es
 r
u
n
-t
im
e 
e
rr
o
r 
•
.
•
 \n
")
; 
fp
ri
nt
f(
st
de
rr
,11
%
s\n
11
,
e
rr
o
r 
te
x
t);
 
fp
ri
nt
f(
st
de
rr
,11 
•
•
•
 n
ow
 
e
x
it
in
g 
to
 s
ys
te
m
 ••
•
 \n
")
; 
e
x
it
(1
); 
in
t 
*
*
im
at
ri
x(
nr
l,n
rh
,n
cl
,n
ch
) 
in
t 
n
rl
,n
rh
,n
cl
,n
ch
; 
{ } 
in
t 
i,
 **
m
; 
m
=
(in
t *
*
)m
all
oc
((u
ns
ig
ne
d)
 (
nr
h-
nr
l+
1)
*s
iz
eo
f(i
nt
*)
); 
if
 (
!m
) 
n
re
rr
o
r("
al
lo
ca
tio
n 
fa
il
ur
e 
1 
in
 i
m
at
ri
xO
">
; 
m
 -
=
 
n
rl
; 
fo
r(i
=n
rl;
i<
=n
rh
;i+
+)
 {
 
} 
m
Ci
l=
Ci
nt
 *
)m
all
oc
((u
ns
ig
ne
d)
 (
nc
h-
nc
l+
1)
*s
iz
eo
f(i
nt
));
 
if
 (
!m
[il
) 
n
re
rr
o
r("
al
lo
ca
tio
n 
fa
il
ur
e 
2 
in
 i
m
at
ri
x(
)"
); 
m
Ci
l 
-
=
 
n
c
l; 
re
tu
rn
 m
; 
v
o
id
 f
re
e 
im
at
ri
x(
m
,n
rl,
nr
h,
nc
l,n
ch
) 
?n
t 
*
*
m
; 
-
in
t 
n
rl
,n
rh
,n
cl
,n
ch
; 
{ 
in
t 
i;
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2 
} 
fo
r(i
=n
rh
;i>
=n
rl;
i--
) 
fr
ee
((c
ha
r*
) 
Cm
Ci
l+
nc
l))
; 
fr
ee
((c
ha
r*
) 
Cm
+n
rl>
>;
 
v
o
id
 m
o
m
e
n
t(d
ata
,n,
av
e,a
de
v,s
de
v,s
va
r,s
ke
w,
cu
rt)
 
in
t 
n
; 
in
t 
da
ta
[]
; 
fl
oa
t 
*
a
v
e
,*
a
de
v,
*s
de
v,
*s
va
r,*
sk
ew
,*
cu
rt;
 
{ } 
in
t 
j; 
fl
oa
t 
s
,p
; 
if
 (
n 
<=
 
1) 
n
re
rr
o
r("
n 
m
us
t 
be
 a
t 
le
as
t 
2 
in
 M
OM
EN
T"
); 
s=
O.
O;
 
fo
r 
(j=
1;j
<=
n;j
++
) 
s 
+=
 
(f
lo
at
)(
da
ta
[j]
); 
*
a
v
e
=
s/
n;
 
*
ad
ev
=C
*s
va
r)=
(*s
ke
w)
=(
*c
urt
)=
O.
O;
 
fo
r 
(j=
1;j
<=
n;j
++
) {
 
} 
*
ad
ev
 +
= 
fa
bs
(s
=(
flo
at
)(d
at
a(
j])
-(*
av
e)
); 
*
sv
a
r 
+=
 
(p
=s
*s
); 
*
sk
ew
 +
= 
Cp
 *
=
 
s>
; 
*
c
u
rt
 +
= 
(p
 *=
 
s
); 
*
ad
ev
 /
= 
n
; 
*
sv
a
r 
/=
 (
n-
1)
; 
*
sd
ev
=s
qr
t(*
sv
ar
); 
if
 (
*s
va
r) 
{ 
*
sk
ew
 /
= 
(n
*(
*s
va
r)*
(*
sd
ev
));
 
*
c
u
rt
=
(*
cu
rt)
/(n
*(
*s
va
r)*
(*
sv
ar
))-
3.
0;
 
} 
e
ls
e 
n
re
rr
o
r("
No
 s
ke
w
/k
ur
to
si
s 
w
he
n 
v
a
ri
an
ce
= 
0 
(in
 M
OM
EN
T)"
); 
v
o
id
 s
ta
ts
2 
d(
in
t 
H
da
ta
(],
in
t 
ld
at
a(
l,i
nt
 n
) 
/*
 A
IM
: 
To
 p
ro
vi
de
 m
ea
n
s,
 
v
a
ri
an
ce
s,
 c
o
v
a
ria
nc
e 
m
at
rix
 (
de
ter
mi
na
nt 
&
 in
ve
rs
e)
 
*
 
IN
PU
T:
 
-
tw
o 
da
ta
 a
rr
a
ys
 H
da
ta
, 
!d
at
a,
 &
 th
er
e 
si
ze
 n
 
*
I 
{ 
in
t 
j; 
fl
oa
t 
H
su
m
,ls
um
,H
lsu
m
; 
fl
oa
t 
H
av
e,H
su
m
sq
; 
fl
oa
t 
la
ve
,ls
um
sq
; 
fl
oa
t 
H
va
r,
lv
ar
,H
lv
ar
; 
fl
oa
t 
de
tH
lc
ov
; 
fl
 oa
t 
HI
 co
v 
C2
l (
2] 
,
 i n
vH
 I c
ov
 C2
J (
2] 
; 
if
 (
n 
<=
 
1) 
n
re
rr
o
r("
n 
m
us
t 
be
 a
t 
le
as
t 
2 
in
 s
ta
ts
2 
d"
); 
H
su
m
=(l
sum
)=(
Hl
sum
)=(
Hs
um
sq)
=(l
sum
sq)
=O
.O
; 
-
fo
r 
(j=
1;j
<=
n;j
++
) 
{ 
Hs
um
 +
= 
C
fl
oa
t)(
Hd
ata
(j]
); 
!s
um
+=
 (
flo
at
)(l
da
ta
Cj
l);
 
Hl
su
m
 +
= 
C
fl
oa
t)H
da
ta(
j]*
ld
ata
(jJ
; 
Hs
um
sq
 +
= 
C
fl
oa
t)H
da
ta[
jJ*
Hd
ata
(jJ
; 
lsu
m
sq
 +
= 
C
fl
oa
t)l
da
ta
(jJ
*l
da
taC
jl;
 
} H
av
e=
Hs
um
/n;
 
la
ve
=l
su
m
/n
; 
Hv
ar
 =
 
(H
sum
sq 
-
n
*
H
av
e*
H
av
e)/
(n-
1);
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} 
Iv
ar
 =
 
(ls
um
sq
 -
n
*
Ia
ve
*I
av
e)/
(n
-1
>;
 
H
lv
ar
= 
(H
lsu
n 
-
n
*
H
av
e*
Ia
ve
)/(
n-
1>
; 
H
lco
v[O
l [
Ol
=H
va
r; 
H
lco
v[Q
] [
1]
=(
Hl
co
v[1
] [
0] 
)=
Hl
va
r; 
H
lc
ov
[1]
 C
1l
=I
va
r; 
de
tH
ic
ov
 =
 
H
va
r*
lv
ar
 -
H
lv
ar
*H
lv
ar
; 
in
vH
lco
vC
Ol
 C
Ol 
=
 
lv
ar
/d
et
H
lc
ov
; 
in
vH
lco
v[O
] [
1] 
=
 
(in
vH
lco
vC
1l 
[0
]) 
=
 
-
H
lv
ar
/d
et
H
lc
ov
; 
in
vH
lc
ov
[1
] [
1] 
=
 
H
va
r/d
et
H
lc
ov
; 
pr
in
tf
("\
nH
ue
 m
ea
n 
=
 
%
f"
,H
av
e);
 
pr
in
tf
("
\n
ln
t m
ea
n 
=
 
%f
11
,
la
ve
); 
pr
in
tf
("\
nC
ov
ar
ian
ce
.m
atr
ix
 =
 
\n
%
f\t
%
f\n
%
f\t
%
f11
,
H
va
r,
H
lv
ar
,H
lv
ar
,lv
ar
); 
pr
in
tf
("\
nD
ete
rm
in
an
t 
=
 
%f
11
,
de
tH
lc
ov
); 
pr
in
tf
("
\n
ln
ve
rs
e 
c
o
v
a
ri
an
ce
 m
a
tr
ix
= 
\n
%
f\t
%
f\n
%
f\t
%
f11
,
\
 
inv
Hl
co
vC
OJ
 C
OJ
, in
vH
lco
vC
Ol
 C
1l,
 in
vH
lco
vC
1J
 C
OJ
, i
nv
Hl
co
vC
1J
 [1
1 )
; 
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!*
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
*
 
HE
AD
ER
: 
AP
PC
OM
.H 
*
 
*
 
DE
SC
RI
PT
IO
N:
 H
ea
de
r 
fo
r 
m
o
du
les
 u
si
ng
 c
om
m
on
 
#i
nc
lu
de
s 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
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APPENDIX B 
The HICLUSMEAN.SAS Program Listing 
The program HICLUSMEAN.SAS is used to take the feature files of HUE.DAT, SAT.DAT, 
and INTENSIT.DAT which are generated by the CAPP program. HICLUSMEAN when used 
in the SAS environment will generate a file containing the unsupervised class centroids which 
are determined by the processing function F ASTCLUS. The program is capable of generating 
other items of interest, such as 2- and 3- dimensional graphic scatter plots of the pixels with 
there accociated CLUSTER value. 
One should note that CLUSTER is the classification given to each pixel by the F ASTCLUS 
routine. These CLUSTER centroids are in no particular order. When the CLUSTER centroids 
are written to a file CLUSMEAN.DAT then the centroids are entered with the centroid hue 
values placed in ascending order. This ordering of the centroids is referred to as CLASS 
numbers when this file is used in the CAPP cluster and classification function. 
This program was written in the SAS statistical programming language on the U.C.T VAX. 
The following program listing shows an example which uses the H, S, and I features of the 
pixels associated with Granny Smith 7 (see Plate 2), generated by the CAPP program. In this 
example unsupervised clustering with the H and I features provides a file 'clusmean.dat' 
containing the CLASS centroid values used in Figure 6.2b. The example also shows how the 
H-1 CLUSTER plot of Figure 6.3 was generated. This figure was a graphics screen dump of 
the H-I plot. The code listing is now shown. 
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B. The HICLUSMEAN.SAS Program Listing 
!******************************************************************************************************** 
PROGRAM HICLUSMEAN.SAS 
AUTHOR G.Kay 
DATE 1991 
DESCRIPTION: The purpose of this program is to provide the class centroids for the unsupervised K·means 
classification of features associated with sa111>led colour pixels. 
This program runs in the SAS environment on the UCT VAX. To start, type •sas' at the S 
prompt. The 386 PC terminal can be used as terminal type 'VT320' the graphics screen should 
then be called TEK4010, alternatively the TEK4107 or TEK4207 graphics terminals should be 
used. 
At the SAS program Command prompt retrieve the file by typing 'include hiclusmean.sas•. 
One can then edit the file names of the feature data to correspond to those features to 
be classified. Code which is within comment marks (i.e. between*/ and/*) can be activated 
by deleting the comment marks. The number of clusters to be found can be specified by 
editing the •maxc' value in PROC FASTCLUS. The number of variables to be used in the 
unsupervised classification can be be specified by entering the variable name in the •var• 
list of PROC FASTCLUS. These variables selected should be placed in the PROC SORT routine, 
in the PUT cluster routine and in the PROC GPLOT routine. Typing •submit' (or 1 <F3>' on 
a VT320) at the command prompt will execute the program. 
*********************************************************************************************************/ 
/*--Select Global graphics options otherwise SAS default options will be used--*/ 
/*GOPTIONS reset=global gunit=pct border ftext=swissb htitle=6 htext=3;*/ 
/*-----------Option to print the graph produced to file plot1.GSF--------------*/ 
/* GOPTIONS device=tek4107 hpos=O vpos=O vsize=3.50 hsize=3.50 
gsfmode=replace 
rotate=portrait 
gsfname=plot1 
handshake=none; 
*/ 
/*-----Obtain feature data from files and store them in the 'hbyi' data set----*/ 
DATA hbyi; 
FILENAME hue 1 EEE:[KYXGAR01Jhue.dat;9 1 ; 
INFILE hue; 
INPUT H; 
FILENAME intensit 1EEE:CKYXGAR01lintensit.dat;9 1 ; 
INFILE intensit; 
INPUT I; 
FILENAME sat 'EEE: CKYXGAR01]sat2.dat;9'; 
INFILE sat; 
INPUT S; 
/*------------------Various Routines for the data read in----------------------*/ 
/*PROC FSVIEW DATA=hbyi;*/ 
/*PROC PRINT DATA=hbyi; */ 
/*PROC MEANS DATA=hbyi; */ 
/*PROC PLOT DATA=hbyi; * 
!* PLOT H * I ; */ 
/*RUN; *I 
/*--view, change or add variables--*/ 
/*-·print data read to OUTPUT screen--*/ 
/*-- means, and stddev of data variables ··*/ 
/*-- ascii plot of the data --*/ 
/*--FASTCLUS routine to do unsupervised clustering of •var' data and put the --*/ 
/*--cluster centroids into DATA type clusmean----------------------------------*/ 
PROC FASTCLUS DATA=hbyi out=hbyi maxc=4 mean=clusmean noprint 
var H I; 
title 1 FASTCLUS Analysis'; /*--labels for OUTPUT data--*/ 
title2 •of colour pixels on Granny Smith 71 ; 
RUN; 
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B. The HlCLUSMEAN.SAS Program Listing 
/*------------- Reduce l"IUll:>er of data points by removing duplicates -----------*/ 
PROC SORT nodup; 
by H I ; 
RUN; 
/*----Print the centroid values 
PROC PRINT data=clusmean; 
DATA NULL ; 
SET clusmean; 
FILE clusmean; 
to ClJTPUT screen and to file •clusmean.dat•----*/ 
/*--Print cluster means to OUTPUT--*/ 
/*-- don't create a data set ·-----*/ 
PUT cluster 1-3 H 5-11 I 13-19; /*--Positions to put •cluster• centroid in file*/ 
RUN; 
/*--2-D Graphic scatter plot of variables with shaped symbols for the cluster--* 
*--points·----------·---------------------------------------------------------*/ 
PROC GPLOT DATA=hbyi; 
symbol1 v=star c=wnite; 
symbol2 v=square c=white; 
symbol3 v=x c=white; 
symbol4 v=plus c=wnite; 
PLOT H*I=cluster; 
RUN; 
/*--Give the •cluster• value assigned to each point a shape and colour for the·* 
*--3-D graphs, and put these new values into DATA set •clusshap•--------------*/ 
DATA clusshap; 
LENGTH SHAPEVAL $ 8 COLORVAL $ 8; /*--cluster symbol representation··*/ 
SET hbyi; /*--use existing data set and add shape variable--*/ 
IF cluster=1 THEN DO SHAPEVAL='spade'; COLORVAL='blue•; END; 
IF cluster=2 THEN DO SHAPEVAL= 1club 1 ; COLORVAL='green•; END; 
IF cluster=3 THEN DO SHAPEVAL= 1diamond 1 ; COLORVAL='red'; END; 
IF cluster=4 THEN CO SHAPEVAL='heart'; COLORVAL='yellow'; END; 
RUN; 
/*--3-D Graphic scatter clot of variables shaped in the clussao Data set-------*/ 
!* PROC G3D DATA=clussnao; 
scatter H*S=I/ snaoe=SHAPEVAL color=COLORVAL; 
RUN; */ 
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