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Abstract 
 
The global carbon cycle is a central part of the climate system which forms a direct link 
between human activity and climate change. This thesis presents my contribution to the field 
of research into the global carbon cycle with complex numerical models and its use to inform 
climate mitigation policy.  
 
Firstly, I present work I led to build, configure and apply the Hadley Centre Earth System 
Model, HadGEM2-ES, that successfully delivered the CMIP5 simulations. Then I present 
work that led to the design of the next generation of coupled carbon cycle intercomparison 
experiments. The aim of these experiments is to understand and quantify future century-
scale changes in land and ocean carbon storage and fluxes and their impact on climate 
projections. A set of ESM simulations was devised, with a common protocol, which all 
participating modelling centres should follow. 
 
A theoretical framework is commonly used to quantify carbon cycle feedbacks. I played an 
active role in its recommended use and definitions of terms. A feedback analysis I performed 
of future carbon cycle projections formed a central component of the IPCC’s Fifth 
Assessment Report. This is the first time that that the IPCC carbon cycle chapter had a 
section devoted to the feedbacks and future projections from coupled carbon cycle ESMs.  
 
Finally, I present three specific applications of my research and their relevance to climate 
mitigation policy. 1) I was the first to define the concept of committed ecosystem changes 
and demonstrate that ecosystems may continue to respond for many years or decades after 
climate is stabilised, leading to the recommendation that such committed change should be 
included in definitions of dangerous climate change. 2) I performed the first Earth System 
model analysis of the carbon emissions reductions required to follow the RCP pathways 
leading to the IPCC AR5 statement that, “For RCP2.6, an average 50% emission reduction 
is required by 2050 relative to 1990 levels”. 3) My research on carbon cycle feedbacks, 
especially the response of the carbon cycle to low CO2 pathways, found that models predict 
significant weakening, or even potential reversal, of natural carbon sinks in response to 
removal of CO2, which potentially hinders the effectiveness of the negative emissions.  
 
My research presented in this thesis has been influential in setting international research 
priorities in this field. It continues to inform global negotiations on climate mitigation policy. 
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Figure 1. The global carbon cycle, showing stores and fluxes of carbon between the 
atmosphere and land/ocean reservoirs. Black text and arrows denote the natural 
baseline from circa 1850, and red arrows and text the present day human 
perturbation to the carbon cycle. Reproduced from Ciais et al., 2013, IPCC AR5 
WG1, Ch.6, figure 6.1. 
 
Figure 2. Additional CO2 that remains in the atmosphere due to the climate 
feedback simulated by the 11 models taking part in the first C4MIP intercomparison 
(Friedlingstein et al., 2006). The study included seven coupled climate-carbon 
cycle GCMs (solid lines) and four Earth system models of intermediate complexity 
(EMICs: dashed lines). 
 
Figure 3. Schematic representation of the 3D grid structure of GCMs. Using Met 
Office Hadley Centre models as an example the figure shows the horizontal spacing 
of (usually) rectangular grids, and vertical stacking of gridboxes. The horizontal grid 
is commonly regular in latitude and longitude, although irregular grids are 
increasingly common, especially in ocean models. Vertical grids are often irregular 
and can be framed in terms of height or pressure coordinates in the atmosphere, and 
depth or density coordinates in the ocean. 
 
Figure 4. Chronology of GCM complexity showing how different sub-components 
have been added over time since the mid-1970s. The size of the symbol for each 
process denotes how increased complexity of process representation has also 
increased within each component. Reproduced from IPCC AR5 Ch.1 (Cubasch et al., 
2013), figure 1.13. 
 
Figure 5. Comparison of response and feedback terms in the physical climate 
system (top portion) and the carbon cycle (bottom portion). Redrawn from Gregory 
et al. (2009; figure 2) who construct an analysis framework that allows all these 
terms, both physical and biogeochemical to be expressed in common units of Wm-
2K-1, and so for the first time they could be quantitatively compared side-by-side. 
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climate (γ: bottom panel). Because β and γ can be treated as additive in the linear 
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Reproduced from IPCC AR5 figure 6.22. 
 
Figure 9. CMIP5 multi-model mean projections of cumulative carbon uptake by land 
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(defined here as 1850). Panels b-e show results up to 2100 from the four RCP 
scenarios (see Glossary). Standard deviation of model results and full model range 
are shown in green and blue bars on the right-hand side of each panel. Black bars 
on panel (a) denote the estimated equivalent real-world uptake up to 2005. 
Reproduced from IPCC AR5 figure 6.24. 
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four RCP scenarios. Blue bars denote the land carbon uptake simulated directly by 
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Figure 11. Schematic representation of (a) emissions-driven and (b) concentration-
driven experiments (see Glossary). 
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(2000) used IS92a (blue line), the first C4MIP (Friedlingstein et al., 2006) used 
SRES A2 (green line) and CMIP5 simulations drew on both 1% per annum increase 
(red line: Arora et al., 2013; Ciais et al., 2013) and RCP8.5 (yellow line: 
Friedlingstein et al., 2014; Collins et al., 2013). Note 1% per annum increase 
nominally begins in 1850 but plotted here relative to 1960 for ease of comparison on 
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(black dashed line). 
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Figure 14. TCRE: the transient climate response to cumulative carbon emissions. 
Black solid arrows show how to read off from a climate target (global mean 
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Black dashed arrows show the uncertainty in this quantity, seen here as the width of 
the orange plume which originates from the spread of results from CMIP5 model 
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1. Introduction 
1.1. The carbon cycle and why it matters 
There is a natural cycling of carbon: known as the global carbon cycle (see, e.g. 
overview description by Prentice et al., 2001). Carbon exists in the atmosphere 
mainly in the form of carbon dioxide (CO2) as well as in smaller quantities as 
methane, carbon monoxide and other trace gases. This carbon is constantly cycled 
through nature: it is absorbed by plants on land, via photosynthesis, falls to the 
ground as plants die or tissues senesce and is returned back to the atmosphere as 
this organic matter is decomposed by microbes and bacteria. Similarly, in the ocean 
CO2 dissolves in sea water, chemically dissociates into carbonate and bicarbonate 
ions and can be assimilated by marine plankton also through photosynthesis. Some 
carbon is also transported down rivers into coastal seas and out into the ocean 
(Battin et al., 2009). 
 
The components of the global carbon cycle including the big stores and flows of 
carbon are shown in Figure 1 (black arrows and text). Large amounts of carbon are 
stored on land: approx. 450-650 billion tonnes in living plants and about 2000 billion 
tonnes as organic matter in soils. Additional organic matter is frozen in permafrost, 
potentially a similar amount again (approximately 1700 billion tonnes). Published 
estimates vary on the magnitudes of some of these stores, but the figure shows the 
latest assessment from the IPCC (Ciais et al., 2013). 
 
The ocean is an even bigger store of carbon, containing tens of trillions of tonnes. 
Much of this is in the deep ocean which circulates slowly and has been isolated from 
the atmosphere for many decades but even the surface waters which constantly 
exchange CO2 with the atmosphere hold up to 1000 billion tonnes of carbon. 
 
The carbon is not static and is constantly being exchanged between these large 
stores. Approximately 100 billion tonnes every year are exchanged between the land 
and the atmosphere and a similar amount between the ocean and the atmosphere. 
These are sizeable fractions of the carbon stores themselves (in the region of 10-
20% of the carbon stored in biomass or in the surface oceans). This demonstrates 
what an active and dynamic system the global carbon cycle is. It is in constant 
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activity in a way that has profound implications for the Earth, its biogeochemistry and 
its inhabitants. 
 
 
Figure 1. The global carbon cycle, showing stores and fluxes of carbon between the atmosphere 
and land/ocean reservoirs. Black text and arrows denote the natural baseline from circa 1850, 
and red arrows and text the present day human perturbation to the carbon cycle. Reproduced 
from Ciais et al., 2013, IPCC AR5 WG1, Ch.6, figure 6.1. 
 
Figure 1 also shows, highlighted in red, the reason why the carbon cycle is of crucial 
interest and importance for climate science. We know, and have known since the 
very early work of Tyndall and Arrhenius (Tyndall, 1861; Arrhenius, 1896), that CO2 
is a greenhouse gas. In fact, it represents the strongest climate warming of all 
human perturbations to our planet (Myhre et al., 2013). While the natural carbon 
cycle constantly exchanges large amounts of carbon between land, ocean and 
atmosphere, the effect of human activity has been almost entirely one-way. We have 
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put CO2 into the atmosphere (through our actions of deforestation and burning fossil 
fuel), but this is not fully compensated for by removal processes – thus leading to a 
long-term build-up of CO2 above the levels that existed just a couple of hundred 
years ago. 
 
At an annual scale, fossil fuel emissions are less than 10% of global plant 
productivity on land. Therefore, it is readily apparent the power of nature – a 10% 
change in the natural carbon fluxes would be comparable to the effects of human 
activity. In fact, we know that the natural carbon cycle has changed as a result of this 
human perturbation: the amount of CO2 in the atmosphere has increased from about 
280ppm (589 PgC in the figure) to now more than 400ppm (850 PgC). Yet this is 
only about half of the carbon we have emitted. The global carbon cycle therefore has 
played a crucial role in redistributing some of our emissions into land and ocean 
carbon stores, i.e. in mitigating climate change (Le Quéré et al., 2016). As a result, 
we will see about half of the climate change that may have happened had it not been 
for the natural carbon cycle. These natural sinks are caused by the elevated CO2 
from human activity, but are themselves sensitive to climate change. As CO2 
continues to increase due to our emissions we expect the subsequent climate 
change to affect nature’s ability to continue to absorb it. 
 
Over many years, climate science has been active in communicating robust scientific 
evidence to governments and decision makers to inform environmental policy. In 
response to this, the UN implemented a Framework Convention on Climate Change 
(the UNFCCC, see Glossary) with the express purpose of “preventing dangerous 
anthropogenic interference with the climate system”. The WMO and UNEP (see 
Glossary) commissioned an Intergovernmental Panel on Climate Change (the IPCC) 
as an international body which periodically assesses state-of-the-art science in a 
way designed to be accessible by, and useful to, policy makers and international 
climate negotiations. 
 
At the Met Office Hadley Centre, I have performed and led research to address key 
scientific questions to which policy makers require answers, and framed the 
outcomes of fundamental underpinning research in order to extract maximum use for 
policy. The nature of the carbon cycle, by forming a direct link from human emissions 
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of CO2 to climate change means it can directly and powerfully contribute to climate 
mitigation policy. If we are to properly plan how society must adapt to cope with and 
limit climate change it is vital to understand how much carbon is taken up; how, 
where, when and why this has happened; and how this may (or may not) continue in 
the future. For this reason, there is a large body of research into the global carbon 
cycle and its interaction with climate. I have been privileged to be part of this 
research community for 20 years. In this thesis I present my most important 
contributions to this field.  
 
1.2. History of coupled climate-carbon cycle modelling 
Since the early 1990s an increasing number of studies has suggested the potential 
for a climate feedback onto the carbon cycle whereby carbon released due to 
warming would further elevate atmospheric CO2 and amplify climate change 
(Jenkinson et al., 1991; Schimel et al., 1994; Kirschbaum, 1995). Such feedbacks 
became the focus of studies using numerical models of land and ocean carbon 
cycles. 
 
Dynamic global vegetation models (DGVMs – see Glossary) were used to study the 
impact of rising CO2 and climate on the land carbon cycle (Kicklighter et al., 1999; 
Cramer et al., 2001; McGuire et al., 2001). There is strong empirical evidence for 
elevated CO2 leading to higher rates of photosynthesis (Field et al., 1995; Lloyd and 
Farquhar, 1996). The DGVMs were in consensus that rising CO2 would thus 
stimulate additional vegetation growth and storage of carbon in terrestrial 
ecosystems. Likewise, warming climate would accelerate decomposition of dead 
organic matter, may also reduce vegetation productivity in some (mainly tropical) 
ecosystems and may extend the growing season in high-latitude ecosystems. 
 
In the ocean, there was also a model consensus that warming would lead to reduced 
carbon uptake (Prentice et al., 2001), due to both reduced solubility in warmer 
waters and reduced rate of transport of carbon to the deep due to more stratified 
surface waters (Bacastow, 1993; Sarmiento et al., 1998; Joos et al., 1999). The role 
of ocean biology and the buffering capacity of the ocean were also seen to be 
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important and not well constrained or represented in models (Sarmiento and Le 
Quéré, 1996). 
 
Many studies examined spatial variability in carbon sinks using both modelling and 
empirical techniques. For example, Field et al. (1998) mapped global net primary 
production (NPP) on land and in the ocean; Takahashi et al. (2002) mapped global 
ocean pCO2 and Sabine et al. (2004) mapped anthropogenic carbon stored in the 
ocean. Uptake of carbon was found to be particularly large in the North Atlantic due 
to deep mixing of surface waters and strong biological activity (Watson et al., 1991) 
and also in the Southern Ocean where mixing with deep water and surface wind 
speeds are both strong (Sabine et al., 2004). 
 
These land and ocean experiments found potentially high sensitivity of the carbon 
cycle to environmental forcing but were not able to simulate the full effect of this 
feedback onto climate. Intermediate complexity models were able to simulate this 
feedback (Joos et al., 1999; Prentice et al., 2001) but lacked spatial detail in their 
climate response. So by the end of the 1990s some modelling groups were 
beginning to couple interactive land and ocean carbon cycle modules to their climate 
models. Early studies (e.g. Cox et al. 2000; Friedlingstein et al., 2001; Thompson et 
al., 2004) were able to recreate an experimental setting more like the real world 
where a forced climate change affected natural carbon sinks and stores which in turn 
affected changes in atmospheric CO2 and hence climate. But they also showed that 
there were substantial differences in the sensitivities of these new models. 
 
The desire to understand and reduce this uncertainty led to a multi-model 
intercomparison activity with these fully coupled models (C4MIP: Coupled Climate-
carbon cycle model intercomparison – see Glossary), with an agreed simulation and 
analysis protocol. Results were documented in the first C4MIP intercomparison 
paper, (Friedlingstein et al., 2006; Denman et al., 2007) which quantified the 
feedback components across 11 models for a common CO2 emissions scenario. All 
models agreed qualitatively that the sign of the carbon-climate feedback was 
positive; a positive feedback is one that acts to amplify the initial signal/perturbation 
– i.e. climate change acts to reduce net uptake by offsetting land and ocean carbon 
sinks caused by the increasing CO2. All models predicted continued carbon uptake 
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by the oceans, and most by the land also, due to higher atmospheric CO2, but the 
strength of the natural land and ocean sinks was reduced due to the effects of 
climate change. This resulted in an increase in atmospheric CO2 which amplified the 
initial climate change (Figure 2). 
 
 
 
Figure 2. Additional CO2 that remains in the atmosphere due to the climate feedback simulated 
by the 11 models taking part in the first C4MIP intercomparison (Friedlingstein et al., 2006). 
The study included seven coupled climate-carbon cycle GCMs (solid lines) and four Earth 
system models of intermediate complexity (EMICs: dashed lines). 
 
This first intercomparison study of coupled climate-carbon cycle models (C4MIP) 
heralded the emergence of a new capability in climate modelling. No longer did 
climate models solely address the response of the climate system to projected CO2 
concentration, but now they could simulate the evolution of CO2 concentration that 
results from anthropogenic carbon emissions. The end-to-end chain from emissions 
to concentration to climate change, and back to concentrations by representing 
feedbacks of climate impacts on ecosystems led to these models becoming known 
as “Earth System Models” or ESMs (see Glossary). This new capability opened up 
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opportunity for much greater policy relevance and advice. However, the large 
quantitative model spread in the feedback and its sensitivity components hinders the 
usefulness of these models to policy makers. Aside from my role in pioneering these 
early developments, my work over the last decade has therefore been to try to 
understand and reduce the sources of this uncertainty, and to try to extract maximal 
utility from existing models through careful experimental design and framing of 
results. 
 
1.3. Structure of thesis 
My thesis is divided into 5 chapters. The chapters describe a logical progression 
from (1) the background and history of carbon cycle modelling, (2) the building of 
models and design of coordinated experiments, (3) feedback analysis of models to 
understand their behaviour and how analysis of model results contributed to the 
IPCC’s Fifth Assessment Report, (4) Some specific model applications to inform 
mitigation policy and (5) main conclusions and discussion of next steps for carbon 
cycle research. Chapters 2-4 are built around key published studies that I have 
contributed to the field since 2009. In each chapter I first briefly outline how the 
science has evolved over the last decade, and describe my specific contribution to 
this field, before focusing on my recent paper(s). My full publication record from 20 
years of research in this field is attached as an Appendix. Throughout this thesis, 
references of which I was an author or co-author are highlighted in bold. 
 
Chapter 2 focusses on the process of building a coupled climate-carbon cycle model 
and planning its use in international, coordinated, multi-model experiments. So-
called “MIP”s are Model Intercomparison Projects, which involve modelling centres 
around the world performing the same specified experiment with their model in order 
to facilitate comparison of results across many models. See the Glossary for a list 
and description of MIPs and CMIP generations. In this chapter I present work that I 
led: i) to configure and apply the HadGEM2-ES model to the CMIP5 experimental 
design (Jones et al., 2011), and ii) to design the multi-model carbon cycle 
experiments for the next round of intercomparison: CMIP6 (Jones et al., 2016a). 
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In chapter 3 I present my role in developing feedback frameworks and their 
application to understand how the models behave and how we can understand the 
causes of differences between them in order to try to reduce the uncertainty. Here I 
also present my contribution as a lead-author to the IPCC’s Fifth Assessment 
Report. Working Group 1’s carbon cycle chapter (Chapter 6, Ciais et al., 2013) 
included a section on “Projections of Future Carbon and Other Biogeochemical 
Cycles” which I led. My analysis of coupled climate modelling was central to the key 
results from that IPCC section and in turn informed priorities for further model 
developments. 
 
In chapter 4 I present applications of coupled climate-carbon cycle modelling which I 
have led. Specifically: i) the development of the new concept of “committed 
ecosystem changes” with an example of the Amazon forest (Jones et al., 2009); ii) 
the presentation of future carbon cycle changes in terms of “compatible emissions” 
required to achieve certain climate targets (Jones et al., 2013); and iii) an analysis 
of how the carbon cycle may behave dynamically under low CO2 concentration 
pathways which are now a central part of global climate policy since the Paris 
Agreement was adopted in 2015 (Jones et al., 2016b). 
 
Finally, Chapter 5 includes a summary of my contribution to this field of research and 
briefly discusses future research priorities, including how the uncertainty that arises 
from model spread hinders the full potential of these models to inform climate 
mitigation policy and therefore the growing need for evaluation and constraint of the 
models.  
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2. Building and applying coupled climate-carbon cycle models 
Numerical modelling is the central scientific technique used to address questions on 
climate change and the carbon cycle. The models used have evolved over decades 
into extremely complex tools. Therefore, they cannot be treated as a “black box” that 
can be simply applied: it is essential that scientific expertise in the use of these 
models ensures they are applied and interpreted appropriately. In this chapter I 
describe the role I have played in developing such models and applying them. This 
chapter is based around my first author papers describing HadGEM2-ES 
implementation for CMIP5, and preparation of experimental design for CMIP6. 
 
2.1. Anatomy of climate models 
Climate modelling relies on numerical models of the atmospheres and oceans in 
order to simulate the behaviour of the climate system, gain understanding of 
dynamical and physical processes and make projections of future changes. The 
most complex models, which embody the most complete representation of the 
climate system are known as General Circulation Models (GCMs; see Glossary). 
This term explicitly describes that they have spatially resolved representation of the 
fluid dynamics of the atmosphere and/or ocean. They represent a description of the 
state of the atmosphere or ocean around the world, split into a number of points on a 
three-dimensional grid (see Figure 3). The models use numerical discretisation of 
fluid dynamics equations to simulate how the atmosphere or ocean evolves in time. 
The models also represent physical (or chemical or biological) processes that 
operate at grid scale (“resolved”) or at scales smaller than the model grid (“sub-grid” 
or “parametrised”). 
 
The level of detail that can be represented is limited by the available computational 
resource. These models are extremely intensive in terms of computational demand 
and so in order to perform a simulation for many decades or centuries they typically 
use a grid spacing of the order of 1 degree (approximately 100km grid spacing in 
mid-latitudes). Even so a climate simulation from pre-industrial (1850) to 2100 can 
take many weeks on a state-of-the-art super computer. As high performance 
computing has evolved, this resolution has increased so that finer level detail can be 
included, and so also has the degree of complexity in the processes to be 
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represented (see e.g. Pope et al., 2007). Computational expense remains a limiting 
factor on our ability to model the Earth System. 
 
 
Figure 3. Schematic representation of the 3D grid structure of GCMs. Using Met Office Hadley 
Centre models as an example the figure shows the horizontal spacing of (usually) rectangular 
grids, and vertical stacking of gridboxes. The horizontal grid is commonly regular in latitude and 
longitude, although irregular grids are increasingly common, especially in ocean models. Vertical 
grids are often irregular and can be framed in terms of height or pressure coordinates in the 
atmosphere, and depth or density coordinates in the ocean. 
 
Figure 4 shows how the complexity of GCMs has evolved over the last 40 years. In 
the late 1990s we began to develop coupled GCMs with interactive carbon cycle 
components. I played a large role in developing the first such model, HadCM3LC, 
which was used for the simulations presented in Cox et al. (2000). This study first 
proposed the positive climate carbon cycle feedback, the vulnerability of large-stocks 
of soil carbon to warming, and the vulnerability of the Amazon rainforest to future 
dieback. My role included setting up the fully coupled model, and testing and tuning it 
so that the individual components and the coupled system performed well. I used its 
internal variability and response to volcanic eruptions to understand the processes of 
carbon cycle sensitivity, on land and in the ocean, to climate perturbations (Jones et 
al., 2001; Jones and Cox, 2001a) and to constrain model parameters of soil 
respiration sensitivity to temperature (Jones and Cox, 2001b). The IPCC Third 
	 18	
assessment report (labelled TAR in Figure 4) was published in 2001 and its carbon 
cycle chapter (Prentice et al., 2001) included only brief discussion of early coupled 
carbon cycle GCM results. 
 
By the Fifth Assessment Report (AR5), it was common among GCMs to have 
interactive climate-carbon cycle components and the carbon cycle chapter of IPCC 
Working Group 1 (Chapter 6; Ciais et al., 2013) had a whole section, which I led, 
devoted to future projections with these models.  
 
 
Figure 4. Chronology of GCM complexity showing how different sub-components have been 
added over time since the mid-1970s. The size of the symbol for each process denotes how 
increased complexity of process representation has also increased within each component. 
Reproduced from IPCC AR5 Ch.1 (Cubasch et al., 2013), figure 1.13. 
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Over time these models have become known as Earth System Models (ESMs). In 
this context, an ESM can be understood to mean a coupled GCM with an interactive 
carbon cycle and throughout this thesis, the phrase “ESM” should be understood in 
that context. Here I describe my role in ESM developments from TAR to AR5. 
 
2.2. Building HadGEM2-ES for CMIP5 
In 2009 I was active in planning modelling activity for the IPCC’s Fifth Assessment 
report. It was clear that many modelling centres would have coupled ESMs and 
would use them for the standard CMIP5 simulations (Taylor et al., 2012; see 
Glossary), and so I ensured that the CMIP5 experimental design included carbon 
cycle simulations and analysis. At the Met Office Hadley Centre, I was manager of 
the carbon cycle group where we developed a new model, called HadGEM2, in order 
to perform the CMIP5 simulations. The development of the physical aspects of the 
model, from HadGEM1, are described in Martin et al., (2011), and the development 
of the coupled carbon cycle components (that therefore define HadGEM2-ES, “earth 
system”, from HadGEM2-AO, “atmosphere-ocean”) is presented in Collins et al. 
(2011). HadGEM2-ES also included representation of atmospheric composition in 
the form of aerosols and tropospheric chemistry (see Martin et al., 2011, figure 1 
and table 1). 
 
Here I present how I led work that produced a fully tested set-up of HadGEM2-ES 
and successful delivery of CMIP5 simulations. Even though HadGEM2-ES had been 
built, the work to test and configure it to perform the CMIP5 simulations, to run the 
model, and to process and publish the output data involved 37 authors from 16 
different institutes across 4 continents. This process of configuring the model is 
documented in my paper, Jones et al. (2011), which forms the body of this section. 
The simulations took over 1 year to run on the Met Office super computer, and in 
total, more than 50 TB of data was published 
(http://www.metoffice.gov.uk/research/news/cmip5). 
 
CMIP5 represented a coordinated attempt to define a common modelling protocol in 
order to facilitate comparison of complex ESM experiments and thus avoid the 
impacts of arbitrary decisions. However, by necessity there may still be a number of 
	 20	
subjective decisions required when elements of the experimental protocol are not 
applicable to a certain model or model configuration. 
 
Detailed scientific understanding is therefore required of the intended use of the 
model in order to ensure it is fit for purpose. Some of the components of HadGEM2-
ES are simulated interactively rather than being prescribed as external boundary 
conditions. For example, it includes interactive tropospheric chemistry and hence 
can simulate the evolution of atmospheric methane and ozone concentration in 
response to meteorological conditions and emissions of reactive gases. Therefore, 
atmospheric composition may not exactly follow the CMIP5-prescribed values. In our 
experiments we forced the surface methane concentrations to follow the CMIP5 
values in order to reduce any model drift away from the scenarios, while still allowing 
for differences in CH4 concentrations in the free atmosphere away from the surface. 
We also investigated the sensitivity of the model to forcing from different greenhouse 
gases and were able to simplify the treatment of 27 halocarbon species into two 
aggregate species: “equivalent CFC-12” and “equivalent HFC-134a”, representing all 
gases controlled under the Montreal and Kyoto protocols, respectively (Jones et al., 
2011, section 3.3). 
 
Additionally, by prescribing anthropogenic disturbance in addition to simulated, 
dynamic vegetation we risked diverging from the intended impact of the prescribed 
land-use change. For example, if the model initially simulates too much or too little 
forest in a region to be deforested then the impact of this deforestation on both 
carbon storage and physical surface properties will be too great or too little. We 
mitigated this risk in the emission-driven experiments by overwriting the land-use flux 
seen by the atmosphere by the CMIP5-prescribed land-use emissions dataset.  
 
This enhanced, process-based functionality of the model is a benefit – the rationale 
behind developing such a complex earth system model is precisely to study these 
interactions and allow them to change consistently with future climate in a way not 
possible with prescribed concentrations. But it highlights the care and caution 
required to configure and perform such complex scientific experiments. 
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Abstract. The scientific understanding of the Earth’s cli-
mate system, including the central question of how the cli-
mate system is likely to respond to human-induced pertur-
bations, is comprehensively captured in GCMs and Earth
SystemModels (ESM). Diagnosing the simulated climate re-
sponse, and comparing responses across different models, is
crucially dependent on transparent assumptions of how the
GCM/ESM has been driven – especially because the im-
plementation can involve subjective decisions and may dif-
fer between modelling groups performing the same experi-
ment. This paper outlines the climate forcings and setup of
Correspondence to: C. D. Jones
(chris.d.jones@metoffice.gov.uk)
the Met Office Hadley Centre ESM, HadGEM2-ES for the
CMIP5 set of centennial experiments. We document the pre-
scribed greenhouse gas concentrations, aerosol precursors,
stratospheric and tropospheric ozone assumptions, as well as
implementation of land-use change and natural forcings for
the HadGEM2-ES historical and future experiments follow-
ing the Representative Concentration Pathways. In addition,
we provide details of how HadGEM2-ES ensemble members
were initialised from the control run and how the palaeo-
climate and AMIP experiments, as well as the “emission-
driven” RCP experiments were performed.
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1 Introduction
Phase 5 of the Coupled Model Intercomparison
Project (CMIP5) is a standard experimental protocol
for studying the output of coupled ocean-atmosphere general
circulation models (GCMs). It provides a community-based
infrastructure in support of climate model diagnosis, val-
idation, intercomparison, documentation and data access.
The purpose of these experiments is to address outstanding
scientific questions that arose as part of the IPCC Fourth
Assessment report (AR4) process, improve understanding
of climate, and to provide estimates of future climate
change that will be useful to those considering its possible
consequences and the effect of mitigation strategies.
CMIP5 began in 2009 and is meant to provide a frame-
work for coordinated climate change experiments over a five
year period and includes simulations for assessment in the
IPCC Fifth Assessment Report (AR5) as well as others that
extend beyond the AR5. The IPCC’s AR5 is scheduled to be
published in September 2013. CMIP5 promotes a standard
set of model simulations in order to:
– evaluate how realistic the models are in simulating the
recent past,
– provide projections of future climate change on two
time scales, near term (out to about 2035) and long term
(out to 2100 and beyond), and
– understand some of the factors responsible for differ-
ences in model projections, including quantifying some
key feedbacks such as those involving clouds and the
carbon cycle.
A much more detailed description can be found on the
CMIP5 project webpages (see URL 1 in Appendix A) and
in Taylor et al. (2009).
There are a number of new types of experiments proposed
for CMIP5 in comparison with previous incarnations. As in
previous intercomparison exercises, the main focus and effort
rests on the longer time-scale (“centennial”) experiments,
including now emission-driven runs of models that include
a coupled carbon-cycle (ESMs). These centennial experi-
ments are being performed at the Met Office Hadley Centre
with the HadGEM2-ES Earth System model (Collins et al.,
2011; Martin et al., 2011); a configuration of the Met Of-
fice’s Unified Model. Figure 1 outlines the main experiments
and groups them into categories. The inner circle denotes
“core” priority experiments with tier 1 (middle circle) and
tier 2 (outer circle) having successively lower priority. Ex-
periments are split between climate projections (blue), ide-
alised experiments aimed at elucidating process understand-
ing in the models (yellow), model evaluation, including pre-
industrial control runs and historical experiments (red), and
additional experiments for models with a coupled carbon cy-
cle (green).
In the following, we briefly describe HadGEM2-ES ESM,
which is documented in detail in Collins et al. (2011).
HadGEM2-ES is a coupled AOGCM with atmospheric reso-
lution of N96 (1.875  ⇥ 1.25 ) with 38 vertical levels and an
ocean resolution of 1  (increasing to 1/3  at the equator) and
40 vertical levels. HadGEM2-ES also represents interactive
land and ocean carbon cycles and dynamic vegetation with an
option to prescribe either atmospheric CO2 concentrations or
to prescribe anthropogenic CO2 emissions and simulate CO2
concentrations as described in Sect. 2. An interactive tropo-
spheric chemistry scheme is also included, which simulates
the evolution of atmospheric composition and interactions
with atmospheric aerosols. The model timestep is 30min
(atmosphere and land) and 1 h (ocean). Extensive diagnos-
tic output is being made available to the CMIP5 multi-model
archive. Output is available either at certain prescribed fre-
quencies or as time-average values over certain periods as
detailed in the CMIP5 output guidelines (see URL 2 in Ap-
pendix A).
The CMIP5 simulations include 4 future scenarios re-
ferred to as “Representative Concentration Pathways” or
RCPs (Moss et al., 2010). These future scenarios have
been generated by four integrated assessment models (IAMs)
and selected from over 300 published scenarios of future
greenhouse gas emissions resulting from socio-economic
and energy-system modelling. These RCPs are labelled ac-
cording to the approximate global radiative forcing level in
2100 for RCP8.5 (Riahi et al., 2007), during stabilisation af-
ter 2150 for RCP4.5 (Clarke et al., 2007; Smith and Wigley,
2006) and RCP6 (Fujino et al., 2006) or the point of maxi-
mal forcing levels in the case RCP3-PD (van Vuuren et al.,
2006, 2007), with PD standing for “Peak and Decline”. The
latter scenario has previously been known as RCP2.6, as ra-
diative forcing levels decline towards 2.6Wm 2 by 2100.
Note that these radiative forcing levels are illustrative only,
because greenhouse gas concentrations, aerosol and tropo-
spheric ozone precursors are prescribed, resulting in a wide
spread in radiative forcings across different models.
The experimental protocol involves performing a histori-
cal simulation (defined for HadGEM2-ES as 1860 to 2005)
using the historical record of climate forcing factors such as
greenhouse gases, aerosols and natural forcings such as solar
and volcanic changes. The model state at 2005 is then used
as the initial condition for the 4 future RCP simulations. Fur-
ther extension of the RCP simulations to 2300 is also imple-
mented as detailed in the RCP White Paper (see URL 3 in
Appendix A) and Meinshausen et al. (2011).
Many of these experiments require technical implementa-
tion by means of either or both of the following:
– time-varying boundary conditions such as concentra-
tions of greenhouse gases or emissions of reactive
chemical species or aerosol pre-cursors. These may be
given as single, global-mean numbers, or supplied as
2-D or 3-D fields of data,
Geosci. Model Dev., 4, 543–570, 2011 www.geosci-model-dev.net/4/543/2011/
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(c) Malte Meinshausen after K. E. Taylor (2009)
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Fig. 1. Schematic of CMIP5 centennial simulations, adapted from Taylor et al. (2009) with each experiment being represented by an area
that is proportional to the experiment’s length in model years. The inner circle denotes “core” priority experiments with tier 1 (middle circle)
and tier 2 (outer circle) having successively lower priority. Experiments are split between climate projections (blue), idealised experiments
aimed at elucidating process understanding in the models (yellow), model evaluation, including pre-industrial control runs and historical
experiments (red), and additional experiments for models with a coupled carbon cycle (green). See CMIP5 project webpage (Appendix A)
for more detailed information. (D&A: detection and attribution, ECP: extended RCP simulations to 2300).
– code changes to alter the scientific behaviour of the
model, such as to decouple various feedbacks and in-
teractions (e.g. the “uncoupled” carbon cycle experi-
ments).
This paper presents in detail the technical aspects of how
these model forcings are implemented in HadGEM2-ES. It
is not our intention here to present scientific results from the
experiments. This analysis will be left for subsequent work.
The CMIP5 experiments performed with HadGEM2-ES
are listed in Table 1 along with the relevant forcings for
each experiment. How these forcings are then implemented
is detailed in the following sections with Sect. 2 describing
the atmospheric CO2 concentrations for the concentration-
driven runs as well as the CO2 emission assumptions for the
emission-driven experiments. Section 3 details the boundary
conditions of atmospheric concentrations of the other well-
mixed greenhouse gases. Tropospheric and stratospheric
ozone assumptions are detailed in Sect. 4. Section 5 de-
tails the treatment of aerosols, while Sect. 6 documents that
applied to land use pattern changes. Natural forcings, both
solar and volcanic, are described in Sect. 7. Apart from these
recent history, centennial 21st century and longer-term ex-
periments, we describe as well the setup for the palaeocli-
matic runs in Sect. 8. The more general issue of how the en-
semble members are branched off the control run is described
in Sect. 9, and Sect. 10 concludes. A list of URL locators for
websites holding relevant data is included as an Appendix.
2 Carbon dioxide
2.1 CO2 concentration
For simulations requiring prescribed atmospheric CO2 con-
centrations, a single global 3-D constant provided as an an-
nual mean mass mixing ratio was used – linearly interpolated
in the model at each timestep. This prescribed CO2 concen-
tration is then passed to the model’s radiation scheme, and
constitutes a boundary condition for the terrestrial and ocean
www.geosci-model-dev.net/4/543/2011/ Geosci. Model Dev., 4, 543–570, 2011
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Table 1. Overview of CMIP5 experiments and their prescribed boundary conditions, i.e., atmospheric concentrations or emissions. This
Table lists the climate forcings required to be changed from the control run (Experiment 3.1) in order to set-up and perform each CMIP5
experiment. The presence of a cross denotes that that forcing is changed, and is documented in the section listed in the column title. An
absence of a cross does not mean that forcing is missing, but that it is kept the same as in the control run.
Experiment Experiment 2.1. CO2 2.2. CO2 3. well-mixed 4. 5. 6. Land 7. 8.
numbera name concentration emissions GHGb Ozone Aerosols Use Naturalc geophysicald
3.1 Pre-industrial control e X X X X X X
3.2(E)f historical X X X X X X
3.3(E) AMIP X X X X Xg X
3.4 Mid-Holocene X X X X h
3.5 LGM X X X X X
3.6 Last Millennium X X X g X
4.1, 4.2, 4.3, 4.4 RCP projections to 2100 X X X X X X
4.1L, 4.2L, 4.3L RCP extensions to 2300 X X X X X X
5.1 ESM control X i
5.2, 5.3 ESM historical/RCP X X X X X X
6.1 Idealised 1% X
6.3, 6.3 E Idealised 4⇥CO2 X
5.4(1), 5.5(1) Carbon-cycle decoupled
1%
X
5.4(2), 5.5(2) Carbon-cycle decoupled
Historical/RCP4.5
X X X X X X
7.1 (E) D&Aj Natural X
7.2 (E) D&A GHG X X
7.3 D&A “individual”
LU – only
X
a experiments are numbered as per Centennial experiments (Table B in Taylor et al., 2009). We explicitly don’t consider the idealised SST experiments 6.2, 6.4, 6.5, 6.6, 6.7,
6.8 which will be documented elsewhere. b “well mixed GHG” here covers CH4, N2O, and halocarbons, but not CO2 which is treated in Sect. 2. “Ozone” covers tropospheric
and stratospheric and includes emissions of pre-cursor gases which affect tropospheric ozone (see Sect. 4) c “natural” forcing covers both solar and volcanic changes (Sect. 7) d
“geophysical” here is taken to include changes in: prescribed ice sheet extent (incl. height), land-sea mask, ocean bathymetry. e the control run does have “forcing” in that we
prescribe several things to be constant. The relevant sections describe how each climate forcing is set up for the control run. The Table then lists aspects which differ from the
control (either by being time varying in scenarios, or by being held constant at different values such as in the 4⇥CO2 simulation). f “(E)” denotes that an initial-condition ensemble
is required for these experiments. Section 9 describes how the initial conditions are derived. g land-use in the AMIP and last millennium experiments is described in their respective
Sects. (9.2, 8.3) rather than the land-use Sect. 6. h palaeoclimate orbital forcing is described in Sect. 8 rather than under solar forcing in Sect. 7.1. i The “ESM control” simulation
actually has an absence of forcing as CO2 is simulated in this experiment, not prescribed. j “D&A” stands for detection and attribution.
carbon cycle. The oceanic partial pressure of CO2, pCO2, is
always simulated prognostically from this, i.e. it is not itself
prescribed.
The CO2 concentrations used were taken from the CMIP5
dataset (see URL 4 in Appendix A). The historical part of
the concentrations (1860–2005) is derived from a combi-
nation of the Law Dome ice core (Etheridge et al., 1996),
NOAA global mean data (see URL 5 in Appendix A) and
measurements from Mauna Loa (Keeling et al., 2009). Af-
ter 2005, CO2 concentrations recommended for CMIP5 were
calculated for the 21st century from harmonized CO2 emis-
sions of the four IAMs that underlie the four RCPs. Be-
yond 2100, these concentrations were extended, so that the
CO2 concentrations under the highest RCP, RCP8.5, sta-
bilize just below 2000 ppm by 2250. Both the medium
RCPs smoothly stabilize around 2150, with RCP4.5 stabi-
lizing close to the 2100 value of the former SRES B1 sce-
nario (⇠540 ppm). The lower RCP, RCP3-PD, illustrates a
world with net negative emissions after 2070 and sees de-
clining CO2 concentrations after 2050, with a decline of
0.5 ppmyr 1 around 2100 (see Fig. 2). These CO2 concen-
trations are prescribed in HadGEM2-ES’s historical, AMIP,
RCP simulations and the carbon-cycle uncoupled experi-
ments. The detection and attribution experiments with time
varying CO2 also use these values, but the detection and at-
tribution experiments with fixed CO2 levels use a constant,
pre-industrial value of 286.3 ppm. This CMIP5 dataset also
provides the CO2 concentration used for the pre-industrial
control simulation (taken here to be 1860AD), which is
286.3 ppm. CO2 for the palaeoclimate simulations is de-
scribed in Sect. 8. More details on the CMIP5 CO2 con-
centrations and how they were derived are provided in Mein-
shausen et al. (2011).
Aside from these centennial simulations, idealized exper-
iments are performed with HadGEM2-ES for CMIP5 in or-
der to estimate, inter alia, transient and equilibrium climate
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Fig. 2. Well mixed GHG concentrations used for concentration driven simulations: (a) CO2, (b) CH4, (c) N2O, (d) halocarbons. Plotted are
historical observed concentrations (black lines), and the four RCPs as well as their extensions beyond 2100 (RCP8.5: red; RCP6: yellow;
RCP4.5: green; RCP3-PD: blue). See Meinshausen et al. (2011) for further details. Note that the x-axis beyond 2100 is compressed.
sensitivity and the climate-carbon cycle feedback. For the
idealised annual 1% increase in CO2 concentration, we
start from the control-run level of 286.3 ppm in 1859 up to
4⇥CO2 (1144 ppm) after 140 yr (Experiment 6.1). Equiva-
lently, our instantaneous quadrupling to 4⇥CO2 uses a con-
centration of 1144 ppm in order to allow diagnosis of short-
term forcing adjustments and equilibrium climate sensitivi-
ties (Experiment 6.3).
2.1.1 Decoupled carbon cycle experiments
Using additional code modifications to the appropriate mod-
ules of the HadGEM2-ES model, it is possible to decouple
different carbon-cycle feedbacks. For the decoupled carbon
cycle experiments (5.4, 5.5) we decoupled the climate and
carbon cycle in 2 different ways. The C4MIP intercompar-
ison exercise (Friedlingstein et al., 2006) defined an “UN-
COUPLED” methodology in which only the carbon cycle
component responded to changes in atmospheric CO2 lev-
els. Gregory et al. (2009) additionally describe the coun-
terpart experiment where only the model’s radiation scheme
responds to changes in CO2. Gregory et al. (2009) recom-
mend performing both experiments (as the results may not
combine linearly to give the fully coupled behaviour) and la-
belling such experiments in terms of what is rather than is
not coupled.
www.geosci-model-dev.net/4/543/2011/ Geosci. Model Dev., 4, 543–570, 2011
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Hence we performed the biogeochemically coupled
(“BGC”) experiments (5.4) in which the models biogeo-
chemistry is coupled (i.e., the biogeochemistry modules re-
spond to the changing atmospheric CO2 concentration) and
the radiation scheme is uncoupled (and uses the preindustrial
level of CO2 which is held constant) and also radiatively cou-
pled (“RAD”) experiments (5.5) in which the model’s radia-
tion scheme is allowed to respond to changes in atmospheric
CO2 levels, but the biogeochemistry components (land veg-
etation and ocean chemistry and ecosystem) use a constant
CO2 level, again set to the preindustrial value. Both decou-
pled experiments can be achieved with single simulations in
which time-varying or time-fixed values of CO2 are used as
input data to the respective sections of model code. We per-
formed both BGC and RAD experiments for the idealised
(1%) and transient, multi-forcing (historical/RCP4.5) sce-
narios.
2.2 CO2 emissions
2.2.1 Emissions data
In addition to running with prescribed atmospheric CO2 con-
centrations, HadGEM2-ES can be configured to run with
a fully interactive carbon cycle. Here, atmospheric CO2
is treated as a 3-D prognostic tracer, transported by atmo-
spheric circulation, and free to evolve in response to pre-
scribed surface emissions and simulated natural fluxes to and
from the oceans and land. This approach is required for
the “Emission-driven” simulations (5.1–5.3) shown in green
in Fig. 1, and it also allows additional model evaluation by
comparison with flask and station measuring sites such as at
Mauna Loa (e.g. Law et al., 2006; Cadule et al., 2010).
A 2-D timeseries of total anthropogenic emissions was
constructed by summing contributions from fossil fuel use
and land-use change. For the historical simulation, annual
mean emissions from fossil fuel burning, cement manufac-
ture, and gas-flaring were provided on a 1  ⇥ 1  grid from
1850 to 1949 (Boden et al., 2010), with monthly means from
1950 to 2005 (Andres et al., 2011). For the RCP8.5 simula-
tion, the harmonized fossil fuel emissions for 2005 to 2100
were used (as available in the RCP database, see URL 6
in Appendix A). The land use change (LUC) emissions are
based on the regional totals of Houghton (2008), which were
provided as annual means of the period 1850–2005. Within
each of the ten regions the emissions were linearly weighted
by population density on a 1  ⇥ 1  grid (for more informa-
tion, see URL 7 in Appendix A). These population data were
also used by Klein Goldewijk (2001) and are linearly interpo-
lated between the years 1850, 1900, 1910, 1920, 1930, 1940,
1950, 1960, 1970, 1980, and 1990. After the year 1990 popu-
lation density is assumed to stay constant. Additionally, high
population density was set to a limit of 20 persons per km2 to
avoid large emissions in urban centres. The weighting with
population data inhibits land use change emissions in deserts
and high northern latitudes, which improves the latitudinal
distribution of the emissions. However, the method is insuf-
ficient to provide realistic local land use change emissions
(e.g. in tropical forests).
The gridded (1  ⇥ 1 ) fossil fuel and land-use emissions
data, originally provided as a flux per gridbox, were con-
verted to flux per unit area, then regridded as annual means
onto the HadGEM2-ES model grid. A small scaling adjust-
ment was made after regridding to ensure the global totals
matched those of the 1  ⇥ 1  data exactly. Future emissions
were not provided with spatial information so we scaled the
2005 geographical pattern for fossil-fuel and land-use emis-
sions to give the correct global total into the future. The
CO2 emissions are updated daily in the model by linearly
interpolation between the annual values (or monthly, from
1950–2005). HadGEM2-ES has the functionality to inter-
actively simulate land-use emissions of CO2 directly from a
prescribed scenario of land-use change and simulated vegeta-
tion cover and biomass (see Sect. 6). However, the model has
not been fully evaluated in this respect, so for CMIP5 exper-
iments we disable this feature and choose rather to prescribe
reconstructed land-use emissions from Houghton (2008). By
simulating changes in carbon storage due to imposed land
use change, but imposing land-use CO2 emissions to the at-
mosphere from an external dataset we introduce some degree
of inconsistency in this simulation. Work is required to eval-
uate and improve the simulation of land-use emissions so that
they can be used interactively in such simulations in the fu-
ture.
The uncertainty in annual land-use emissions of ±0.5GtC
(cf. Le Que´re´ et al., 2009) is relatively large compared
to the total land use emissions (an estimated 1.467GtC in
2005, Houghton, 2008). The RCP scenarios have been
harmonised towards the average LUC emission value of
all four original IAM emission estimates, i.e., 1.196GtC
in 2005. This is substantially lower than the value calcu-
lated by Houghton (2008) of 1.467GtC in the same year,
although still within the uncertainty. The climate-carbon
cycle modelling community preferred to use the original
Houghton (2008) estimates for historical emissions. A
smooth transition between the historical and the RCP simula-
tions was ensured by scaling the last five years of the histori-
cal LUC emissions to factor in a linearly-increasing contribu-
tion from the harmonised RCP values. In 2001 the two val-
ues were combined in the ratio 80%:20% (Houghton: RCP),
followed by 60%:40% in 2002, and so on until 0%:100%
(i.e. the RCP value) in 2005, as shown in Fig. 3.
By rescaling the Houghton (2008) data between 2000 and
2005 to merge smoothly with the RCP value in 2005, we
lower total emissions in this period by 0.94GtC compared to
the original Houghton estimates (Table 2). In the presence of
fossil emissions of more than 40GtC in this period this dif-
ference is small. Total emissions and the relative contribution
of fossil fuel and LUC are shown in Fig. 4.
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Fig. 3. Global land use emissions data during the transition
from the historical simulation to the RCP 8.5 simulation. The
Houghton (2008) land use emissions data (black line) were scaled
to meet the RCP data (blue line), resulting in the red line with trian-
gles, which replaced the black line during 2000–2005.
2.2.2 Carbon conservation
In the emissions-driven experiments, conservation of carbon
in the earth system is required. The concentration of atmo-
spheric CO2 influences the carbon exchange with the oceans
and terrestrial biosphere. Any drift in atmospheric CO2 will
modify these fluxes accordingly, and thereby impact the land
and ocean carbon stores as well as the climate itself. While
the transport of atmospheric tracers in HadGEM2-ES is de-
signed to be conservative, the conservation is not perfect
and in centennial scale simulations this non-conservation be-
comes significant. This has been addressed by employing
an explicit “mass fixer” which calculates a global scaling of
CO2 to ensure that the change in the global mean mass mix-
ing ratio of CO2 in the atmosphere matches the total flux of
CO2 into or out of it each timestep (Corbin and Law, 2011).
Figure 5 demonstrates HadGEM2-ES’s ability to conserve
atmospheric CO2, following implementation of the mass
fixer scheme described here. The evolution of the atmo-
spheric CO2 burden calculated by the model matches almost
exactly the accumulation over time of the CO2 flux to the at-
mosphere. The lower panel of Fig. 5 shows the difference
between the two. This residual difference is most likely ex-
plained by changes in the total mass of the atmosphere in
HadGEM2-ES over time, since CO2 mass mixing ratio is
conserved rather than CO2 mass. CO2 is chemically inert
in HadGEM2-ES so all of the changes in its concentration
are driven by surface emissions or sinks.
Fig. 4. Total CO2 emissions used to force HadGEM2-ES for the
emissions-driven historical and future RCP8.5 simulation. Total
CO2 emissions (black) and the individual components of fossil fuel
emissions (blue) and LUC emissions (green).
3 Non-CO2 well mixed greenhouse gases
Specification of the following non-CO2 well-mixed green-
house gases is required in HadGEM2-ES: CH4, N2O and
halocarbons. For the control run, historical and RCP simula-
tions they are implemented as described below and shown in
Fig. 2. The CO2 emissions-driven experiment and the histor-
ical/RCP decoupled carbon cycle experiments also use these
time varying values, as do the AMIP runs and the detection
and attribution experiments which require time variation of
GHGs. GHG concentrations during the palaeo-climate sim-
ulations are described in Sect. 8.
3.1 CH4 concentration
Atmospheric methane concentrations were prescribed as
global mean mass mixing ratios. For experiments with time-
variable CH4 concentrations (historical RCP experiments),
these were linearly interpolated from the annual concen-
trations for every time step of the model. These interpo-
lated CH4 concentrations were then passed to the tropo-
spheric chemistry scheme in HadGEM2-ES (United King-
dom Chemistry and Aerosols: UKCA, O’Connor et al.,
2011). Within UKCA, the surface CH4 concentration was
forced to follow the prescribed scenario and surface CH4
emissions were decoupled. CH4 concentrations above the
surface were calculated interactively, and the full 3-D CH4
field was then passed from UKCA to the HadGEM2-ES ra-
diation scheme.
As CH4 concentrations were only prescribed at the sur-
face, CH4 in HadGEM2-ES above the surface is free to
evolve in a non-uniform structure and may differ from pre-
scribed, well-mixed historical or RCP CH4 concentrations.
The impact of passing a full 3-D CH4 field fromUKCA to the
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Table 2. Definition of the manner in which the Houghton (2008) land use emissions data (H08) and RCP data were combined in years 2000
to 2005. The last two columns show how the cumulative emissions from the original H08 data compare with those of the rescaled data, the
latter being 0.94GtC lower over the period considered.
Year H08 contribution RCP contribution H08 value, RCP value, Rescaled value,
Cumulative emissions
(fraction) (fraction) TgC yr 1 TgC yr 1 TgC yr 1 from 2000 onwards, TgC
H08 Rescaled
2000 1 0 1409.9 1149 1409.9 1409.9 1409.9
2001 0.8 0.2 1385.4 1158.4 1340 2795.3 2749.9
2002 0.6 0.4 1517.7 1167.8 1377.74 4313 4127.64
2003 0.4 0.6 1513.2 1177.2 1311.6 5826.2 5439.24
2004 0.2 0.8 1534.9 1186.6 1256.26 7361.1 6695.5
2005 0 1 1467.3 1196 1196 8828.4 7891.5
Fig. 5. The evolution of atmospheric CO2 in HadGEM2-ES. Daily atmospheric CO2 amount (top panel) simulated by HadGEM2-ES (red
line), overlaid with the initial atmospheric burden plus the cumulative sum of CO2 into the atmosphere (dashed green line). The lower panel
shows the difference between the two.
radiation scheme rather than passing a uniform concentration
everywhere was evaluated in a present-day atmosphere-only
configuration of the HadGEM1 model (Johns et al., 2006;
Martin et al., 2006). The full 3-D CH4 field lead to the extra-
tropical stratosphere being cooler by 0.5–1.0 K, thereby re-
ducing the warm temperature biases in the model (O’Connor
et al., 2009).
The CH4 concentrations used were taken from the recom-
mended CMIP5 dataset. For the historical period (1860 to
2005), these were assembled from Law Dome ice core mea-
surements reported by Etheridge et al. (1998) and prepared
for the NASA GISS model (see URL 8 in Appendix A).
Beyond 1984, concentrations were provided by E. Dlugo-
kencky and from the global NOAA/ESRL global monitoring
network (see URL 9 in Appendix A). For more details, see
Meinshausen et al. (2011). Figure 2b shows CH4 concen-
trations over the historical period (1860 to 2005) and for the
RCP scenarios up to 2300. This dataset also provided the
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CH4 concentration used in the pre-industrial control simula-
tion (taken here to be 1860AD) which was 805.25 ppb.
3.2 N2O concentration
Atmospheric N2O concentrations were prescribed as a time
series of annual global mean mass mixing ratios in the cen-
tennial CMIP5 simulations, as described in Meinshausen et
al. (2011). The annual concentrations were linearly interpo-
lated onto the time steps of HadGEM2-ES and passed to the
model’s radiation scheme. Figure 2c shows the N2O concen-
trations for the 4 RCPs over the historical period and from
the RCPs from 2005–2300. This dataset also provided the
N2O concentration used in the pre-industrial control simula-
tion (taken here to be 1860AD) which was 276.4 ppb.
3.3 Atmospheric halocarbon concentration
Atmospheric concentrations of halocarbons were prescribed
as a time series of annual global mean concentrations in the
centennial multi-forcing CMIP5 simulations and interpolated
linearly to the model’s time steps. The future concentrations
of halocarbons controlled under the Montreal Protocol are
primarily based on the emissions underlying the WMO A1
scenario (Daniel et al., 2007) – calculated with a simpli-
fied climate model MAGICC, taking into account changes
in atmospheric lifetimes due to changes in tropospheric OH-
related sinks and stratospheric sinks due to an enhancement
of the Brewer-Dobson circulation (Meinshausen et al., 2011).
The CMIP5 dataset provided concentrations of 27 halocar-
bon species, more than GCMs generally represent separately
(for example, HadGEM2-ES explicitly represents the radia-
tive forcing of 6 of these species). The data is therefore also
supplied aggregated into concentrations of “equivalent CFC-
12” and “equivalent HFC-134a”, representing all gases con-
trolled under the Montreal and Kyoto protocols, respectively.
These equivalent concentrations were used in HadGEM2-ES
(Fig. 2d). Halocarbon concentrations were set to zero for the
pre-industrial control run.
The CMIP5 “equivalent” concentrations of CFC12 and
HFC134a were derived by simply summing the radiative
forcing of individual species and assuming linearity of the
relationship between the concentration and radiative forc-
ing for a single species and additivity of multiple species.
To quantify the difference between using equivalent CFC-12
and HFC-134a and the full set of possible species a set of five
test simulations was completed:
1. Control: halocarbons assumed zero, CO2 at 1⇥CO2
(286.3 ppm).
2. Halocarbons assumed zero, CO2 at 2100 RCP8.5 con-
centrations (936 ppm).
3. Halocarbons assumed constant at 2100 RCP8.5 concen-
trations (aggregated as CFC-12eq and HFC-134Aeq),
CO2 at 1⇥CO2.
4. Halocarbons assumed constant at 2100 RCP 8.5 con-
centrations with Montreal species split (i.e., CFC-11,
CFC-12, CFC-113 and HCFC-22, remaining gases
aggregated as CFC-12eq and HFC-134Aeq), CO2 at
1⇥CO2.
5. Halocarbons assumed constant at RCP 8.5 2100 con-
centrations with Kyoto species split (i.e., HFC-134a and
HFC125 and remaining gases aggregated as CFC-12eq
and HFC-134Aeq), CO2 at 1⇥CO2.
Upward and downward fluxes of longwave radiation were
saved on all vertical levels in the atmosphere after the first
model timestep (so that the meteorology is identical). It
should be noted that species not available in HadGEM2-ES
are combined into either HFC-134a or CFC-12 according to
their classification. Species are combined into equivalent
HFC-134a and CFC-12 by summing their radiative forcing
consistently with the CMIP5 methodology. Figure 6 shows
excellent agreement between the “equivalent” gases and the
more detailed representation from experiments 3, 4, 5 above.
Zonal mean differences are within 1mWm 2 everywhere
showing that the use of 2 CFC equivalent species in CMIP5
is justified.
4 Ozone
4.1 Tropospheric ozone pre-cursor emissions and
concentrations
Tropospheric ozone (O3) is a significant greenhouse gas due
to its absorption in the infrared, visible, and ultraviolet spec-
tral regions (Lacis et al., 1990). It has increased substan-
tially since pre-industrial times, particularly in the northern
mid-latitudes (e.g. Staehelin et al., 2001), which has been
linked by various studies to increasing emissions of tropo-
spheric O3 pre-cursors: nitrogen oxides (NOx = NO + NO2),
carbon monoxide (CO), methane (CH4), and non-methane
volatile organic compounds (NMVOCs; e.g. Wang and Ja-
cob, 1998). As a result, the tropospheric chemistry configu-
ration of the UKCA model (O’Connor et al., 2011) was im-
plemented in HadGEM2-ES and used in all CMIP5 simula-
tions to simulate the time evolution of tropospheric O3 inter-
actively rather than having it prescribed. The UKCA chem-
istry scheme includes a description of inorganic odd oxy-
gen (Ox), nitrogen (NOy), hydrogen (HOx), and CO chem-
istry with near-explicit treatment of CH4, ethane (C2H6),
propane (C3H8), and acetone (Me2CO) degradation (includ-
ing formaldehyde (HCHO), acetaldehyde (MeCHO), peroxy
acetyl nitrate (PAN), and peroxy propionyl nitrate (PPAN).
It makes use of 25 tracers and represents 41 species, which
participate in 25 photolytic reactions, 83 bimolecular reac-
tions, and 13 uni- and termolecular reactions. Wet and dry
deposition is also taken into account. Emissions from sur-
face sources and aircraft were prescribed as monthly mean
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Fig. 6. Zonal-mean net tropopause forcing in which halocarbons
controlled under the Montreal and Kyoto Protocol are represented
as one equivalent species each, CFC-12 and HFC-134a, respectively
(black line). The sensitivity tests with Montreal gases split into
individual species (red line) and Kyoto gases split into individual
species (green line) show a close agreement.
fields and lightning emissions were computed interactively.
A full description and evaluation of the chemistry scheme
in HadGEM2-ES can be found in O’Connor et al. (2011).
Although transport and chemistry were calculated up to the
model lid, boundary conditions were applied within UKCA.
In the case of O3, it was overwritten in those model levels
which were 3 levels (approximately 3–4 km) above the di-
agnosed tropopause (Hoerling et al., 1993) using the strato-
spheric O3 concentration dataset described in Sect. 4.2. It is
this combined O3 field which is then passed to the model’s
radiation scheme. Furthermore, oxidation of sulphur diox-
ide and dimethyl sulphide (DMS) into sulphate aerosol (de-
scribed in Sect. 5) involves hydroxyl (OH), hydroperoxyl
(HO2), hydrogen peroxide (H2O2), and O3, whose con-
centrations are provided to the model’s sulphur cycle from
UKCA.
No prescribed tropospheric ozone abundance data were
used within HadGEM2-ES. Instead, the tropospheric evolu-
tion of ozone was simulated using surface and aircraft emis-
sions of tropospheric ozone precursors and reactive gases. It
is these emissions, rather than tropospheric ozone concen-
trations which are held constant in the pre-industrial control
simulation. For the palaeoclimate simulations, the same pre-
industrial emissions are also used as described in Sect. 8.
For the historical and future simulations (including the emis-
sions driven and decoupled carbon cycle experiments, and
AMIP runs) a time-varying data set of emissions is used.
As the time evolution of tropospheric ozone is simulated
rather than prescribed, it may diverge from historical or RCP
supplied tropospheric ozone (Lamarque et al., 2011). The
emissions data used by HadGEM2-ES has been supplied for
CMIP5 by Lamarque et al. (2010) and by the IAMs for the
4 RCPs. Speciated surface emissions were provided for the
following sectors: land-based anthropogenic sources (agri-
culture, agricultural waste burning, energy production and
distribution, industry, residential and commercial combus-
tion, solvent production and use, land-based transportation,
and waste treatment and disposal), biomass burning (forest
fires and grass fires), and shipping. They were valid for
the specific year provided with a time resolution of 10 years
in the case of anthropogenic and shipping emissions but as
decadal means for biomass burning. This was considered
appropriate for biomass burning emissions due to their sub-
stantial inter-annual variability both globally and regionally
(Lamarque et al., 2010). All surface emissions were provided
as monthly means on a 0.5  ⇥ 0.5  grid. In the case of air-
craft emissions, they were provided as monthly means on a
0.5  ⇥ 0.5  horizontal grid and on 25 levels in the vertical,
extending from the surface up to 15 km.
For the UKCA tropospheric chemistry scheme used in
HadGEM2-ES, surface emissions for the following species
were considered: C2H6, C3H8, CH4, CO, HCHO, Me2CO,
MeCHO, and NOx. For the CMIP5 simulations, the spa-
tially uniform surface CH4 concentration is prescribed (as
described in Sect. 3.1), and hence the surface CH4 emissions
are essentially redundant in this case. For each species the
provided emissions were re-gridded onto the model’s N96
grid (1.75  ⇥ 1.25 ). A small adjustment was made after re-
gridding to ensure the global totals matched those of the orig-
inal data.
For emissions of C2H6, it was decided to combine all
C2 species (C2H6, ethene (C2H4), and ethyne (C2H2)) and
treat as emissions of C2H6. These were each converted to
kg(C2H6)m 2 s 1, added together, and then regridded. For
C3H8, the C3 species (propane and propene (C3H6)) were
similarly combined and treated as emissions of C3H8.
For CO, emissions from land-based anthropogenic
sources, biomass burning, and shipping were taken for the
historical period from Lamarque et al. (2010). These were
added together and re-gridded on to an intermediate 1  ⇥ 1 
grid in terms of kg(CO)m 2 s 1. Oceanic CO emissions
were also added (45 Tg(CO) yr 1), and their spatial and tem-
poral distribution were provided by the Global Emissions
Inventory Activity (see URL 10 in Appendix A), based on
distributions of oceanic VOC emissions from Guenther et
al. (1995). In the absence of an isoprene (C5H8) oxidation
mechanism in the UKCA tropospheric chemistry scheme
used in HadGEM2-ES, an additional 354 Tg(CO) yr 1 was
added based on a global mean CO yield of 30% from C5H8
from a study by Pfister et al. (2008) and a global C5H8 emis-
sion source of 506 TgC yr (Guenther et al., 1995). It is dis-
tributed spatially and temporally using C5H8 emissions from
Guenther et al. (1995) and added to the other monthly mean
emissions on the 1  ⇥ 1  grid before regridding.
For HCHO emissions, the monthly mean land-based an-
thropogenic sources were combined with monthly mean
biomass burning emissions from Lamarque et al. (2010) for
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the historical period and re-gridded. Similar processing was
applied to the future emissions supplied by the IAMs for the
4 RCPs.
For MeCHO, the monthly mean NMVOC biomass burn-
ing emissions from Lamarque et al. (2010) for the his-
torical period were used. Using different emission fac-
tors from Andreae and Merlet (2001) for grass fires, tropi-
cal forest fires, and extra-tropical forest fires, emissions of
NMVOCs were converted into emissions of MeCHO (i.e.
kg(MeCHO)m 2 s 1). Surface emissions of Me2CO were
taken from land-based anthropogenic sources and biomass
burning from Lamarque et al. (2010, 2011). These were
added together and re-gridded on to an intermediate 1  ⇥ 1 
grid in terms of kg(Me2CO)m 2 s 1. Then, the dominant
source of Me2CO from vegetation was added, based on a
global distribution from Guenther et al. (1995) and scaled to
give a global annual total of 40.0 Tg(Me2CO) yr 1. The to-
tal monthly mean emissions were then re-gridded on to the
model’s N96 grid. For future emissions, the processing was
identical.
Finally for NOx surface emissions, contributions from
land-based anthropogenic sources, biomass burning, and
shipping from Lamarque et al. (2010) were added together
and re-gridded on to an intermediate 1  ⇥ 1  grid in terms
of kg(NO)m 2 s 1. Added to these were a contribu-
tion from natural soil emissions, based on a global and
monthly distribution provided by GEIA on a 1  ⇥ 1  grid
(see URL 10 in Appendix A), and based on the global em-
pirical model of soil-biogenic emissions from Yienger and
Levy II (1995). These were scaled to contribute an additional
12 Tg(NO) yr 1. A similar approach was adopted when pro-
cessing the future emissions. All emissions provided were
processed as above for the years supplied and a linear inter-
polation applied between years to produce emissions for ev-
ery year. Figure 7 shows the time evolution of tropospheric
O3 pre-cursor surface emissions over the 1850–2100 time
period. After 2100, tropospheric ozone precursor emissions
were kept constant.
In the case of NOx emissions, 3-D emissions from aircraft
were also considered. These were supplied as monthly mean
fields of either NO or NO2 on a 25 level (L25) 0.5⇥ 0.5
grid by Lamarque et al. (2010) for the historical period. For
HadGEM2-ES we used the NO emissions. They were first
re-gridded on to an N96⇥L25 grid and then projected on
to the model’s N96⇥L38 grid, ensuring that the global an-
nual total emissions were conserved. A similar approach was
adopted when processing the future emissions.
No additional coding in the HadGEM2-ES or UKCAmod-
els was necessary for the treatment of tropospheric ozone
pre-cursor emissions. The only code change was required
for the Detection and Attribution “greenhouse gases only”
simulation (7.2). In this case, the UKCA model was modi-
fied to maintain the global mean surface CH4 concentration
at pre-industrial levels i.e. 805.25 ppb. This was to ensure
that the increase in CH4 concentration as seen by the radi-
ation scheme did not affect concentrations of tropospheric
oxidants, thereby influencing the rate of sulphate aerosol for-
mation.
4.2 Stratospheric ozone concentration
HadGEM2-ES requires stratospheric ozone to be input as
monthly zonal/height ancillary files. CMIP5 recommends
the use of the AC&C/SPARC ozone database (Cionni et al.,
2011) which covers the period 1850 to 2100 and can be used
in climate models that do not include interactive chemistry.
The pre-industrial dataset consists of a repeating seasonal cy-
cle of ozone values, and this is also used for the palaeocli-
mate simulations described in Sect. 8. For the historical and
future simulations (including the emissions driven and de-
coupled carbon cycle experiments, and AMIP runs) a time-
varying data set of stratospheric ozone is used.
The historical part of the AC&C/SPARC ozone database
spans the period 1850 to 2009 and consists of separate strato-
spheric and tropospheric data sources. The future part of
the AC&C/SPARC ozone database covers the period 2010 to
2100 and seamlessly extends the historical database also in-
cluding separate stratospheric and tropospheric data sources
based on 13 CCMs that performed a future simulation until
2100 under the SRES A1B GHG scenario.
The AC&C/SPARC ozone is provided on pressure levels
between 1000-1 hPa. The UK National Centre for Atmo-
spheric Science (NCAS) has produced an updated version
of the SPARC ozone dataset as follows.
A multiple-linear regression was performed on the his-
torical raw pressure-level data between 1000-1 hPa consis-
tent with the Randel and Wu (1999) method used to con-
struct the timeseries. The ozone was then represented as:
O3(t)= a⇤SOL + b⇤EESC + seasonal cycle + residuals. For
consistency, the indices of 11-yr solar cycle (SOL) and total
equivalent chlorine (EESC) are identical to those used to pre-
pare the original dataset. The SOL index is a 180.5 nm time-
series provided by Fei Wu at NCAR. The standard SPARC
ozone dataset which extends into the future does not include
solar cycle variability post-2009. For production of a dataset
extending into the future including an 11-yr ozone solar cy-
cle, the solar regression index is used to build a future time
series consistent with a repeating solar irradiance compiled
by the Met Office Hadley Centre (see Sect. 7.1) and is mod-
elled as a sinusoid with a period of 11 yr, with mean and
max-min values corresponding to solar cycle 23 normalised
against the 180.5 nm timeseries used in the historical ozone.
There is no solar ozone signal in the high latitudes.
The data were then horizontally interpolated onto a N96
grid. Vertical interpolation was achieved by hydrostati-
cally mapping the SPARC ozone data from pressure surfaces
onto pressure surface equivalent levels corresponding to the
height-based grid used by HadGEM2-ES using a scale height
of 7 km.
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Fig. 7. Tropospheric ozone pre-cursor surface emissions over the historical period (1850–2005) and over the future period (2005–2100) from
the 4 RCPs: RCP3-PD (blue), RCP4.5 (green), RCP6 (yellow), and RCP8.5 (red). The methane (CH4) emissions shown do not include a
contribution from wetlands.
5 Tropospheric aerosol forcing
HadGEM2-ES simulates concentrations of six tropospheric
aerosol species: ammonium sulphate, fossil-fuel black car-
bon, fossil-fuel organic carbon, biomass-burning, sea-salt,
and mineral dust aerosols (Bellouin et al., 2007; Collins et
al., 2011). Although an ammonium nitrate aerosol scheme
is available to HadGEM2-ES, it was still in its developmen-
tal version when CMIP5 simulations started, hence nitrate
aerosols are not included in the CMIP5 simulations. In addi-
tion, secondary organic aerosols from biogenic emissions are
represented by a fixed climatology. All aerosol species can
exert a direct effect by scattering and absorbing shortwave
and longwave radiation, and a semi-direct effect whereby this
direct effect modifies atmospheric vertical profiles of tem-
perature and clouds. In HadGEM2-ES all aerosol species,
except fossil-fuel black carbon and mineral dust, also con-
tribute to both the first and second indirect effects on clouds,
modifying cloud albedo and precipitation efficiency, respec-
tively. Changes in direct and indirect effects since 1860
are termed aerosol radiative forcing. The magnitude of this
forcing depends on changes in aerosols, which are due in part
to changes in emissions of primary aerosols and aerosol pre-
cursors. Changes in emission rates are either derived from
external datasets or due to changes in the simulated climate.
Here we document how any changes in emission rates are
implemented in the HadGEM2-ES CMIP5 centennial exper-
iments. In the control run we specify a repeating seasonal
cycle of 1860 emissions, and this is also used in the palaeocli-
mate simulations (Sect. 8). Historical and future simulations
(including the emissions-driven and decoupled carbon cycle
experiments and AMIP runs) use time-varying emissions as
described in this section.
In HadGEM2-ES sea-salt and mineral dust aerosol emis-
sions are computed interactively, whereas emission datasets
drive schemes for sulphate, fossil-fuel black and organic car-
bon, and biomass aerosols. Unless otherwise stated, datasets
are derived from the historical and RCP time series prepared
for CMIP5. All non-interactive emission fields are interpo-
lated by the model every five simulated days from prescribed
monthly-mean fields. Timeseries of non-interactive emis-
sions are shown in Fig. 10. Aircraft emissions of aerosol
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Fig. 8. Annual mean climatology of ozone volume mixing ration
(ppmv) for 1979–2003.
precursors and primary aerosols are not included in the
model.
The sulphur cycle, which provides concentrations of
ammonium sulphate aerosols, requires emissions of sul-
phur dioxide (SO2) and dimethyl-sulphide (DMS). Sulphur
dioxide emissions are derived from sector-based emissions.
Emissions for all sectors are injected at the surface, except
for energy emissions and half of industrial emissions which
are injected at 0.5 km to represent chimney-level emissions.
Sulphur dioxide emissions from biomass burning are not in-
cluded. The model accounts for three-dimensional back-
ground emissions of sulphur dioxide from degassing volca-
noes, taken from Andres and Kasgnoc (1998). This rep-
resents a constant rate of 0.62 Tg[S] yr 1 on a global av-
erage, independent of the year simulated and is not part
of the implementation of volcanic climate forcing which
we discuss in Sect. 7.2. Similarly, land-based DMS emis-
sions do not vary in time and give 0.86 Tg yr 1 (Spiro et
al., 1992). Oceanic DMS emissions are provided interac-
tively by the biogeochemical scheme of the ocean model as a
function of local chlorophyll concentrations and mixed layer
depth (based on Simo and Dachs, 2002). In an objective
assessment against ship-board and time-series DMS obser-
vations, the HadGEM2-ES interactive ocean DMS scheme
performs with similar skill to that found in the widely used
Kettle et al. (1999) climatology (Halloran et al., 2010).
The primary differences between the model-simulated and
the climatology-interpolated surface ocean DMS fields are;
lower model Southern Hemisphere summer Southern Ocean
DMS concentrations, higher model annual equatorial DMS
concentrations, and a reduced model seasonal cycle ampli-
tude. Oxidation of sulphur-dioxide and DMS into sulphate
aerosol involves hydroxyl (OH), hydroperoxyl (HO2), hy-
drogen peroxide (H2O2), and ozone (O3): concentrations for
those oxidants are provided by the tropospheric chemistry
scheme.
Fig. 9. Timeseries of column ozone (in Dobson Units, DU)
for global annual mean (black line), 60  S–90  S September–
November mean (red line) and 60  N–90  N February–April mean
(blue line).
Emissions of primary black and organic carbon from fossil
fuel and biofuel are injected at 80 m. Emissions of biomass-
burning aerosols are the sum of the biomass-burning emis-
sions of black and organic carbon. Grassfire emissions are
assumed to be located at the surface, while forest fire emis-
sions are injected homogeneously across the boundary layer
(0.8 to 2.9 km).
Sea-salt emissions are computed interactively over open
oceans at each model time step from near-surface (10m)
wind speeds (Jones et al., 2001). Mineral dust emissions
are also interactive, and depend on near-surface wind speed,
land cover and soil properties. The scheme is described in
Woodward (2011). It is based on that designed for HadAM3
(Woodward, 2001) with major developments including the
modelling of particles up to 2mm in the horizontal flux,
threshold friction velocities based on Bagnold (1941), a mod-
ified version of the Fe´can et al. (1999) soil moisture treatment
and the utilisation of a preferential source multiplier similar
to that described in Ginoux et al. (2001).
Finally, secondary organic aerosols from biogenic emis-
sions are represented by monthly distributions of three-
dimensional mass-mixing ratios obtained from a chemistry
transport model (Derwent et al., 2003). These distributions
are constant for all simulated years.
6 Land-use and land-use change
The HadGEM2-ES land-surface scheme incorporates the
TRIFFID DGVM (Cox, 2001), and as such simulates inter-
nally the land cover (and its evolution) in response to climate
(and climate change). Hence we do not directly impose pre-
scribed land-cover or vegetation types, but rather provide a
fractional mask of anthropogenic disturbance as a boundary
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Fig. 10. Tropospheric aerosol precursors and aerosol primary emissions over the historical period (1860–2005), and future period (2005–
2100) for 4 RCPs: RCP3-PD (blue), RCP4.5 (green), RCP6.0 (yellow), RCP8.5 (red).
condition to the dynamic vegetation scheme. Previous Met
Office Hadley Centre coupled climate-carbon cycle simula-
tions (e.g. Cox et al., 2000; Freidlingstein et al., 2006) used
a static (present day) agricultural mask. However the dy-
namic vegetation scheme, TRIFFID has now been updated
to allow time-varying land-use distributions in the CMIP5
simulations.
TRIFFID represents the fractional coverage in each grid
cell of 5 plant functional types (PFTs: broadleaf tree, needle-
leaf tree, C3 grass, C4 grass, shrub) and also bare soil. Pre-
scribed fractions of urban areas, lakes and ice are also in-
cluded from the IGBP land cover map (Loveland et al., 2000)
and do not vary in time. The summed fractional coverage of
crop and pasture is provided as a time-varying input. Within
a grid box tree and shrub PFTs are excluded from this frac-
tion allowing natural grasses to grow and represent “crops”.
Abandonment of crop land removes this constraint on trees
and shrubs but we do not specify instant replacement by these
woody PFTs, but rather their regrowth is simulated by the
model’s vegetation dynamics. If woody vegetation cover re-
duces because of a land use change, vegetation carbon from
the removed woody PFTs goes partially to the soil carbon
Table 3. Allocation of aboveground displaced carbon to the differ-
ent wood products pools, based on the values given in McGuire et
al. (2001, Table 3) but recalculated to be applied to just the above-
ground carbon flux.
1 yr 10 yr 100 yr
Broadleaf tree 60% 30% 10%
Needleleaf tree 60% 40% 0%
Shrub 80% 20% 0%
pool and partially to a series of wood products pools. These
wood products pools have turnover rates of 1, 10 and 100 yr
and are not sensitive to environmental conditions. The frac-
tion of vegetation carbon directed into the wood products
pool is proportional to the ratio of above ground and be-
low ground carbon pools ((leaf carbon + stem carbon)/root
carbon). Distribution of disturbed biomass into the different
carbon pools depends on the vegetation type consistent with
McGuire et al. (2001) and is shown in Table 3.
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HadGEM2-ES is therefore able to simulate both biophysi-
cal and biogeochemical effects of land-use change as well as
natural changes in vegetation cover in response to changing
climate and CO2. In this version of the model only anthro-
pogenic disturbance in the form of crop and pasture is rep-
resented. Data on within-grid-cell transitions due to shifting
cultivation or the impact of wood harvest are not yet used. As
described in Sect. 2.2, CO2 emissions from land-use change
can be simulated by HadGEM2-ES but are not used interac-
tively in the emissions driven experiment.
The biophysical impacts of land use change include the di-
rect effect of changes to surface albedo and roughness due to
land-cover change and also changes to the hydrological cy-
cle due to changes in evapotranspiration and runoff. There
is also an indirect physical effect due to changes in surface
emissions of mineral dust caused by changes in bare soil frac-
tion, windspeed and soil moisture, which has a radiative ef-
fect in the atmosphere.
Historic and future simulations (including the emissions-
driven and decoupled carbon cycle simulations and AMIP
runs) use time varying disturbance from the Hurtt et
al. (2011) dataset described below. The pre-industrial con-
trol simulation uses an agricultural disturbance mask, fixed
in time at 1860 values in this same dataset. The natural
and GHG detection and attribution simulations (7.1, 7.2) also
use a fixed, pre-industrial land-use disturbance mask, but the
land-use only simulations (7.3) use the time varying histor-
ical data as in the full historical simulation. For the mid-
Holocene and LGM experiments, there is no agricultural dis-
turbance (which therefore differs from the control run where
a pre-industrial disturbance mask is used). The Last Millen-
nium and AMIP simulations do not use the dynamic vegeta-
tion scheme of HadGEM2-ES and instead directly prescribe
land-cover as described in Sects. 8 and 9, respectively.
The historical land use data is based on the HYDE
database v3.1 (Klein Goldewijk et al., 2010, 2011), whilst
the future RCP land use scenarios were produced by the
respective IAMs and are thus internally consistent with the
socio-economic storylines and carbon emissions of the sce-
narios. A harmonization manipulation was performed, as
described in Hurtt et al. (2009, 2011), that attempts to pre-
serve gridded and regional IAM crop and pasture changes
as much as possible while minimizing the differences in
2005 between the historical estimates and future projections
(Fig. 11). The harmonization procedure employs the Global
Land-use Model (GLM) that ensures a smooth and consis-
tent transition in the harmonization year, grids (or re-grids)
the data when necessary, spatially allocates national/regional
wood harvest statistics, and computes all the resulting land-
use states and transitions between land-use states annually
from 1500–2100 at half-degree (fractional) spatial resolu-
tion, including the effects of wood harvesting and shifting
cultivation. Both historical and future scenarios were made
available at 0.5  ⇥ 0.5  resolution with annual increments
and were downloaded (see URL 11 in Appendix A).
Fig. 11. Fractional coverage of anthropogenic disturbance, defined
as the sum of crop and pasture, for the historical period 1860–2005,
and up to 2100 following the 4 RCP scenarios, RCP3-PD (blue),
RCP4.5 (green), RCP6 (yellow) and RCP8.5 (red).
The crop and pasture fraction is re-gridded onto the
HadGEM2-ES grid using area average re-gridding. Crop and
pasture are then combined to produce a combined “agricul-
ture” mask (Fig. 12). It is assumed crop and pasture both
mean “only grass, no tree or shrub”. This assumption is
simplistic as in some regions of the world “pasture” refers
to rangeland where animals are allowed to graze on what-
ever natural vegetation exists there (which may include trees
and shrub). Similarly, woody biofuel crops are treated (er-
roneously in this case) as non-woody crops. As noted by
Hurtt et al. (2011), the definition and reporting of biofuel
differs even within the IAMs producing the 4 RCP scenarios.
However, the necessary data to avoid these problems are not
available and we expect the impact of any inconsistency to
be minor. It remains an outstanding research activity to im-
prove past and present reconstructions of land-cover which
can account for temporally and regionally varying changes
in definitions and terminology.
Our approach of allocating displaced woody biomass into
product pools which subsequently release CO2 to the atmo-
sphere means that our definition of “land use CO2 flux” that
will be reported in this diagnostic is rather limited – it will
not contain any subsequent changes in soil carbon for ex-
ample, nor will it capture any effects of agricultural aban-
donment and regrowth. This diagnostic, therefore, should
be seen as a part of the complex system of land-use carbon
fluxes. A more complete picture of the impact of land-use
change on carbon storage in HadGEM2-ES would require
further simulations as discussed in Arora and Boer (2010).
For example calculations could be made with offline simula-
tions of the land-surface model, or two different GCM sim-
ulations (with and without land-use changes) and diagnosing
the differences between them. It is vital when reporting or
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Fig. 12. Historical land use presented as fractional anthropogenic
disturbance at (a) 1860 and (b) 2005.
analysing land-use emissions from such models, or compar-
ing between different models or techniques that the precise
methodology is described to avoid misunderstanding. It re-
mains a research priority to formally define methodologies
for reporting simulated land-use fluxes.
An additional uncertainty in reporting the land use car-
bon fluxes is that the wood products pools are assumed to
be zero everywhere at 1860 whilst the terrestrial carbon cy-
cle (carbon content and vegetation fractions) have been run
to equilibrium with 1860 climate and anthropogenic distur-
bance. Changes in land use cover prior to 1860 involve land
use expansion and hence both direct emissions prior to 1860
and some legacy emissions post-1860 due to inputs of dis-
turbed biomass to the soil carbon. No attempt has been made
to include these effects in our output but future work will
assess and quantify this effect.
7 Natural climate forcing
HadGEM2-ES can simulate the climate response to two as-
pects of natural climate forcing: changes in solar irradiance
and stratospheric volcanic aerosol. In the control experiment
these forcings are kept constant in time. For the historical
experiments (including the emissions-driven and decoupled
carbon cycle simulations and AMIP runs) they are varied due
to observed reconstructions. For simulations of future peri-
ods, where natural forcings are not known, they are varied as
described here to minimise the impact of possibly incorrect
assumptions about the natural forcings. See Sect. 8 for de-
tails on the solar and volcanic forcings applied to the palaeo-
climate simulations.
7.1 Total solar irradiance
The way the model deals with variations in total solar irra-
diance (TSI) is the same as in earlier generations of Hadley
Centre models, HadCM3 (Stott et al., 2000; Tett et al., 2002)
and HadGEM1 (Stott et al., 2006). Annual mean variations
in TSI are partitioned across the six shortwave spectral bands
(0.2–10 µm) to estimate the associated spectral changes with
TSI variations (Lean et al., 1995a). With the changes across
the spectral bands the Rayleigh scattering and ozone absorp-
tion properties are also varied. See Stott et al. (2006) for
further details.
The TSI data used for the historic period were recom-
mended by CMIP5 (Lean et al., 2009 -L09) and are cre-
ated from reconstructions of solar cycle and background
variations in TSI. The solar cycle component is produced
from a multiple regression of proxy measures of bright and
dark regions of the Sun with satellite reconstructions of TSI
(Fro¨hlich and Lean, 2004). Background variations in TSI are
produced from a model of solar magnetic flux incorporating
historic sunspot numbers (Wang et al., 2005). The annual
mean TSI was processed to force the mean of the 1700–2004
period to be the same as the model control solar constant
value (1365Wm 2).
The annual mean TSI and variations across the UV, vis-
ible and IR bands are shown in Fig. 13. For comparison
the TSI used in previous model simulations are also shown.
The TSI now recommended for use in CMIP5 studies is con-
sistent with the latest assessment of TSI variations by the
IPCC’s Fourth Assessment report – AR4 – (Forster et al.,
2007) which estimated the solar radiative forcing to be 50%
of that given in the previous report. The increase in TSI for
L09 between the Maunder minimum in the 17th century and
the average over the last 2 solar cycles of the 20th century
is 1.11Wm 2. This compares to 2.73Wm 2 for the TSI
used in the HadGEM1 simulations (Stott et al., 2006) and
2.95Wm 2 in the HadCM3 simulations (Stott et al., 2000).
7.2 Stratospheric volcanic aerosol
How HadGEM2-ES incorporates changes in stratospheric
volcanic aerosol is the
same as in the HadGEM1 model (Stott et al., 2006).
Aerosols in the troposphere are linked to emission sources
and sulphur and chemistry feedbacks. Aerosols in the
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Fig. 13. Annual mean solar irradiance variations used in the historic
model simulation (L09 - Lean et al., 2009). (a) Total solar irradi-
ance. Also shown are the TSI used in previous model simulations,
LBB95 (Lean et al., 1995b) used in HadCM3 (Stott et al., 2000) and
SK03 (Solanki and Krivova, 2003) used in HadGEM1 (Stott et al.,
2006). Solar irradiance averaged over (b) the ultraviolet band (200–
320 nm), (c) the two visible bands (320–690 nm), and (d) infrared
bands (690–1190, 1190–2380, and 2380–10 000 nm). Percentages
are given with respect to the solar constant (1365Wm 2), and as-
sociated distribution across the shortwave spectral bands.
stratosphere are separated from these processes and are
prescribed. Stratospheric aerosol concentrations are var-
ied across four equal area latitudinal zones on a monthly
timescale. The aerosol is distributed vertically above the
tropopause such that the mass mixing ratio is constant across
the levels. In this version of the model, volcanic aerosol is
not related to, and does not interact with, other simulated
aerosol behaviour.
The dataset used for the historic period was monthly
stratospheric optical depths, at 550 nm, from 1850 to 2000
(Sato et al., 1993, see URL 12 in Appendix A) which was
averaged over the four equal area latitudinal zones and con-
verted into aerosol concentrations (Stott et al., 2006 and fig-
ures therein).
In a previous study (Stott et al., 2006) the data was ex-
tended past 2000 by continuing an assumed 1 yr timescale
decay, from 1997, to a minimum and then keeping con-
centrations constant. There is some evidence that back-
ground aerosol concentrations are not as low as this as-
sumes (Thomason et al., 2008). Also future volcanic
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Fig. 14. Monthly global mean stratospheric optical depth as used
in this study and what was included in the HadGEM1 simulations
(Stott, 2006), for the period 1990–2040.
activity is likely to introduce further aerosol into the strato-
sphere. There was no specific CMIP5 recommendations,
apart from suggesting that the same concentration of strato-
spheric aerosol is present in the future simulations as in the
control (Taylor et al., 2009), being aware of any step-change
in aerosol.
The future dataset of optical depth is constructed as fol-
lows. The 1 yr decay timescale constructed for the post 1997
period appears to give a break point in the data. We re-
construct the data, to remove the break point, from 1997 to
2002 by continuing the decay timescale of 3.3 yr seen in the
1995–1997 period of the data. A value of stable observed
optical depth at 1020 nm since 2000 was found to be 0.001
(Thomason et al., 2008). As optical depth is estimated to
vary inversely with wavelength, this suggests a minimum of
global stratospheric aerosol optical depth of 0.002 at 550 nm,
approximately 20 times more than used in the HadGEM1
study. During the period 2020–2040 concentrations were
increased to match those in the control simulation (optical
depth 0.0097). This compromise was an attempt to balance
the lack of knowledge of when large eruptions would occur
in the future with the unlikely possibility of no major vol-
canic eruptions significantly influencing aerosol amounts in
the stratosphere for 100 yr. The global mean of the strato-
spheric optical depth is shown in Fig. 14, compared with
what was used in the HadGEM1 simulation.
8 Palaeoclimate boundary conditions, including
geophysical changes
In order to complete the palaeo-climate simulations (3.4–3.6)
a number of modifications need to be made to the model.
The mid-Holocene simulation (3.4) required GHG concen-
trations of CH4 (650 ppb) and N2O (270 ppb), and halocar-
bon concentrations of zero (as in the pre-industrial control
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Fig. 15. Mid-Holocene changes in monthly TOA solar insolation
relative to the present day, as a function of latitude as supplied by
PMIP3 and calculated within HadGEM2-ES.
simulation). Stratospheric Ozone and pre-cursor emissions
of tropospheric ozone remain the same as the pre-industrial
control run, as do concentrations of CO2 and the land sea
mask. Because tropospheric Ozone is calculated interac-
tively in HadGEM2-ES, Ozone concentrations in the palaeo
simulations may not be identical to those in the pre-industrial
control simulation: it is the pre-cursor emissions which we
keep the same as the control run. This is also the case for
dust and ocean DMS emissions which are simulated interac-
tively and may differ due to changes in the simulated climate
or vegetation cover.
8.1 Mid-Holocene (6 kya)
In the mid-Holocene, Earth’s orbit differed from present day
affecting the timing and magnitude of solar energy reach-
ing the surface. Orbital parameters were modified to corre-
spond to those required by the PMIP3 protocol (see URL 13
in Appendix A). Figure 15 shows the monthly anomalies of
Fig. 16. Land sea masks used by HadGEM2-ES. Modern and mid-
Holocene land points are denoted by white and additional LGM
land points by grey. Black points denote points that are ocean in all
simulations.
TOA SW radiation relative to the present day for the offi-
cial PMIP3 requirements (black) and as calculated within
HadGEM2-ES (red). The land use disturbance mask is set
to zero everywhere for the mid-Holocene thus assuming that
there is no human activity which would displace forests in
any location.
8.2 Last glacial maximum (LGM, 21 kya)
The LGM simulation (3.5) setup requires major changes to
the geophysical state of the land and ocean bed. This sim-
ulation has not yet been performed and some of these mod-
ifications are ongoing. The land sea mask and orography
are changed to increase ice sheet volumes and to represent
the associated decreased sea level. The bathymetry of the
ocean model is also changed to reflect the decreased sea-
level. Figure 16 shows how the land-sea mask changes. GHG
concentrations are prescribed as, CO2 of 185 ppm, CH4 of
350 ppb, N2O of 200 ppb. Halocarbons are zero (as in the
pre-industrial control setup) and O3 is treated the same as
in the pre-industrial control run by using the same strato-
spheric ozone concentrations and tropospheric ozone pre-
cursor emissions. Boundary condition files were downloaded
from the PMIP3 website (see URL 13 in Appendix A). Or-
bital parameters will be changed to the required configuration
and the river routing ancillary will also be manually updated
to take into account changes in the land sea mask and ensure
that all rivers flow into the ocean rather than terminating at a
land-point.
8.3 Last Millennium (800AD–present)
Different from the centennial simulation, in the Last Millen-
nium simulation no anthropogenic disturbance is used to up-
date the land cover boundary conditions. Instead the land
cover is updated from historical land cover reconstruction
data from Pongratz et al. (2008, hereafter P08). The origi-
nal data are on a grid of 0.5  ⇥ 0.5  and provide the spatial
distribution of 14 vegetation types from the present day back
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Table 4. Mapping of the P08 land classes into HadGEM2-ES veg-
etation types.
Classification Classification
in P08 in MOSES2
Tropical evergreen forest Broadleaf trees
Tropical deciduous forest Broadleaf trees
Temperate evergreen broadleaf forest Broadleaf trees
Temperate/boreal deciduous broadleaf forest Broadleaf trees
Temperate/boreal evergreen conifers Needle leaf trees
Temperate/boreal deciduous conifers Needle leaf trees
Raingreen shrub Shrubs
Summergreen shrub Shrubs
C3 natural grasses C3 grasses
C4 natural grasses C4 grasses
Tundra multiple mapping
Crop multiple mapping
C3 pasture C3 grasses
C4 pasture C4 grasses
to year 800AD. The vegetation types in the P08 database are
mapped into the 5 TRIFFID vegetation classes. The details
of the reclassification are shown in Table 4. In case of no
one-to-one mapping, the following rules are applied:
– C3/C4 pasture is treated as natural C3/C4 grass.
– Tundra is treated as mixture of shrubs, grass and bare
soil. The mixture is chosen to match as close as possible
the distribution obtained in Essery et al. (2003) in tundra
regions for the present time.
– Crops are treated as in Essery et al. (2003), as a mixture
of C3/C4 grass and soil. The ratio between C3 and C4
grass is used as threshold to discriminate between C3
and C4 grass to be used in crop.
After the application of inland water mask and ice mask,
the unclassified fraction of each grid cell is filled with the
soil land class. For the urban land class we used the
data from HYDE3.1 (Klein Goldewijk et al., 2010, 2011).
The data provide the urban/built-up area on a grid cell of
0.083  ⇥ 0.083 . We used local area-averaging interpolation
to regrid HYDE 3.1 data into the P08 grid. In the coastal
areas only the grid cells where at least 30% of the origi-
nal data showed urban coverage were considered as urban.
The half-degree historical land cover data is then re-gridded
onto the HadGEM2-ES grid using area average re-gridding.
Figure 17 shows the total woodland (needle leaf+broad leaf
trees) reduction with respect to year 800 respectively in year
1000, 1500 and 1990 on the HadGEM2 grid.
For the volcanic forcing we use the reconstruction
of aerosol optical depth (AOD) provided by Crowley et
al. (2008) and we maintain the same latitudinal distribution
as described in Sect. 7.2. The reconstruction is based on ice-
core records from Antarctic and Greenland calibrated based
Fig. 17. Changes in fractional area coverage of woodland (broad
leaf+needle leaf tree) in year 1000AD, 1500AD and 1990AD with
respect to the year 800AD. Data from Pongratz et al. (2008) regrid-
ded on HadGEM2-ES grid.
on the Pinatubo eruption and is validated by comparison
to the 20th century instrumental records. The data closely
match the Sato et al. (1993) reconstruction for the 20th cen-
tury. Figure 18 shows the volcanic aerosol optical depth at
0.55 µm integrated across the lower stratosphere between 15
and 25 km for the 4 latitudinal bands from the year 800 to
2000.
For the solar forcing up to 1810 we implemented the data
of Steinhilber et al. (2009), a Total Solar Irradiance (TSI)
reconstruction based on the cosmogenic radionuclide 10Be
measured in ice cores. The TSI was calculated using the
observed correlation between open solar flux and TSI de-
rived by Fro¨hlich (2009). Because cosmogenic nuclide based
reconstructions do not perfectly match the instrumentally
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Fig. 18. Reconstructed stratospheric volcanic aerosol optical depth
at 550 nm since year 800. From Crowley et al. (2008), for four
different latitudinal bands.
observed TSI changes from 1976 onwards, for the period
1810–2000 we used the solar reconstruction of Wang et
al. (2005), which is based on a flux transport model of the
open and closed flux which used the observed sunspot record
as the main input. For consistency between the two forc-
ings, the Steinhilber et al., reconstruction was normalised to
the Wang et al., values from 1976–2006 and also had a syn-
thetic 11 yr cycle overlaid, according to the PMIP3 guide-
lines (Schmidt et al., 2011). To get the two different recon-
structions to match up, a linear combination of the Wang et
al., reconstruction with background and without background
was used so that the mean values of the two reconstructions
were identical between 1810 and 1820. Eventually the whole
TSI has been normalized to a mean value over the whole pe-
riod of 1365Wm 2. The forcing over the total duration of the
simulation runs is shown in Fig. 19, with different colours to
highlight the two reconstructions used.
UKCA is included in these simulations allowing the sim-
ulation of a 3-D methane field and interaction with O3 and
aerosols, but with the concentrations of well-mixed GHGs
CO2, CH4 and N2O prescribed. The set up follows the
PMIP3 standard (Schmidt et al., 2011): data over the post-
1860 industrial period (Hansen and Sato, 2004) are linked
with splines through the ice core results of the last 2 millen-
nia.
Fig. 19. Reconstruction of total solar irradiance since year 850AD.
The black line indicates data from Steinhilber et al. (2009), the red
line data from Wang et al. (2005).
For the pre-1860 period, black carbon aerosols are set to
zero, while the biomass burning is kept constant at the pre-
industrial, 1860 value.
9 Ensemble initialisation
9.1 HadGEM2-ES coupled model historical simulations
(3.2E)
CMIP5 requests initial-condition ensembles of simulations
of some experiments in order to be able to estimate any com-
ponent of apparent changes in climate which may be due to
internal variability in the model. In order to produce an en-
semble of initial condition members for the historical simu-
lations it is necessary to somehow perturb the initial condi-
tions. A standard technique for this is simply to choose dif-
ferent points on the control run from which to take the initial
conditions for a simulation. GCMs possess sufficient sensi-
tivity to initial conditions that for even a small perturbation,
their day-to-day weather will soon diverge. But they may
also possess some long-term “memory” which may mean en-
semble members taken too close together in the control sim-
ulation, or from widespread but similar initial states, are not
fully independent.
Extensive evidence exists from previous long control sim-
ulations showing simulated climate possesses large-scale
variations on decadal to centennial timescales (Delworth et
al., 1993; Delworth and Mann, 2000; Latif et al., 2004;
Knight et al., 2005). Typically, these variations are asso-
ciated with the principal modes of decadal variability of
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the climate system – the Atlantic Multidecadal Oscillation
(AMO) (Enfield et al., 2001) and the Pacific Decadal Oscilla-
tion (PDO), sometimes referred to as the Interdecadal Pacific
Oscillation (IPO) (Power et al., 1999). The AMO is a North
Atlantic-centred mode in which sea surface temperatures
(SSTs) vary coherently within the basin on multidecadal to
centennial timescales, and which can have far reaching cli-
mate impacts (Knight et al., 2006). The PDO/IPO has a char-
acteristic pattern of anomalously warm and cool SSTs in the
Pacific Ocean that resembles a modified El Nin˜o pattern, and
typically has a shorter timescale of about two decades (Kwon
and Deser, 2007). So-called “perfect model” experiments
(Collins and Sinha, 2003), in which sections of model con-
trol simulations are repeated after small initial perturbations,
demonstrate the potential for multidecadal oceanic processes
to provide a long-term memory of the initial state. This is un-
desirable as we would like the ensemble mean to provide an
unbiased estimate of the model’s response to imposed forc-
ings. In terms of the initialisation of the transient simula-
tions from the model control described here, this implies that
care needs to be taken in choosing a sufficient range of initial
states with respect to decadal modes.
North Atlantic and Pacific patterns of the decadal-
centennial variability in the HadGEM2-ES control simula-
tion were derived from a principal component analysis of
low-pass filtered simulated annual mean SST data in each
basin. The filter half-power timescales were chosen to pre-
serve only the decadal and longer components of the variabil-
ity. The patterns derived bear a strong resemblance to those
seen in observations (Parker et al., 2007). Projecting these
patterns from 500 yr of the control run against the low-pass
filtered SST fields, indices of Atlantic and Pacific decadal
variability were derived (Fig. 20). The Atlantic index (la-
belled “AMO”) has considerable variability on decadal to
centennial timescales, whereas the Pacific mode (labelled
“IPO”) tends towards variations on shorter timescales. De-
spite long-term variability, neither index exhibits a long-term
drift.
Figure 21 shows the trajectory of the control model in the
space defined by these two indices, as well as the points
at which the ensemble members of the transient simulation
were initialised. We wanted to retain an objective method for
selecting initial conditions rather than using this metric to
subjectively choose years from the control run. As such we
select initial conditions at 50 yr intervals from the control run
(as indicated by red dashed lines in Fig. 20), and use these in-
dices of long-term variability to monitor whether these initial
states are independent as desired. The range of initial states
selected possesses an average that is close to zero compared
to the variability in both indices. This indicates that there is
no mean signal of the AMO or IPO in the initial conditions,
giving confidence that the net long-term signal from the ini-
tial state has been minimised in the transient ensemble. We
note that the 4 ensemble members chosen span a reasonable
range of the IPO variability but a relatively narrow range of
Fig. 20. Evolution of the AMO and IPO indices in the HadGEM2-
ES pre-industrial control simulation. Vertical red lines show 50-yr
intervals chosen as interval between ensemble member initial con-
ditions. 4 ensemble members have been performed to date.
AMO variability, clustered close to zero. Future work may
explore the response of extra ensemble members which start
from deliberately chosen high or low AMO states.
9.2 Atmosphere only model (AMIP) simulations (3.3E)
Traditionally, AMIP experiments (Gates, 1992) comprise the
atmosphere-only version of a GCM forced only by time-
varying fields of prescribed sea-surface temperatures (SSTs)
and sea-ice. The atmospheric component of GCMs generally
includes the land-surface model which means that surface
properties such as soil temperature and moisture are simu-
lated in AMIP experiments, but the land-cover would be pre-
scribed from a climatology and held constant in time.
For CMIP5 the AMIP experiments, 3.3(E), use time-
varying datasets of SST and sea-ice at monthly resolution
as recommended by CMIP5 (Hurrell et al., 2008). The ex-
periment design also recommends time varying forcing of
the other climate drivers such as GHGs, aerosols and natural
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Fig. 21. HadGEM2-ES control run evolution in AMO/IPO phase
space. Red dots show 50-yr intervals used for four existing
HadGEM2-ES historical ensemble members. The blue dot shows
the mean position of these four initial conditions.
forcing as imposed in the coupled historical simulation, 3.2.
For ESMs such as HadGEM2-ES which include dynamic
vegetation there is a decision to make regarding whether to
prescribe or simulate the land cover, and if the latter how
to initialise it for the start of the AMIP period (1979–2010).
For the HadGEM2 AMIP simulations we chose to prescribe
the land cover, but from a time-varying dataset to represent
the impact of historical changes in anthropogenic land use.
The land-cover dataset was derived from the IGBP present-
day climatology (Loveland et al., 2000) and reconstructions
of anthropogenic land-use from the HYDE3 dataset (Klein
Goldewijk et al., 2010) as processed for CMIP5 by Hurtt et
al. (2011). It is thus consistent with the land-use changes im-
posed in the fully coupled HadGEM2-ES simulations with
dynamic vegetation (see Sect. 6). Historical land-use and fu-
ture projections (see URL 11 in Appendix A) and the dataset
of crop, pasture and urban area in version 1 used to con-
struct time varying land cover. Land cover in HadGEM2 con-
sists of nine surface types; broadleaf trees, needleleaf trees,
C3 grass, C4 grass, shrubs, urban, water, soil and ice (Es-
sery et al., 2003). Consistent with our use of this data in
the HadGEM2-ES simulations, here crop and pasture are as-
sumed to be a combination of C3 and C4 grass. Using the
fractions of C3 and C4 grasses derived from the IGBP cli-
matology, crop and pasture are converted into C3 and C4
grass. Changes due to time-variant C3, C4 grass and urban
area are matched by removing equally distributed fractions
of broadleaf, needleleaf tress and shrubs in order to conserve
the total vegetated fraction of each grid cell. Water, soil, and
ice are represented by the IGBP climatology. As a result of
the atmosphere-only version of HadGEM2 having a different
land-cover and different surface climatology it was decided
to retune the mineral dust emissions scheme to enable better
Table 5. Initial perturbation date and technique for the HadGEM2-
ES AMIP ensemble members.
AMIP Initial Initialensemble condition perturbationmember
1 From previous Atmos
atmosphere-only run
2 2001 from #1 Atmos + surface
3 2001 from #1 Atmos
4 2008 from #3 Atmos + surface
5 2008 from #4 Atmos + surface
simulation of present day dust emissions. No other parame-
ter changes were made from the fully coupled HadGEM2-ES
simulations.
As long-term memory in coupled GCMs is mainly due to
ocean processes it was not necessary to separate AMIP en-
semble member initial conditions by 50 years in the control
run. Rather, in order to initialise the 5 HadGEM2 AMIP en-
semble members we chose to perturb the initial conditions in
2 different ways (Table 5). Firstly we could take the atmo-
spheric (including land surface) state from part-way through
a previous AMIP simulation (perturbation method listed as
“atmos and surface” in Table 5), or secondly we could reset
the land-surface state back to climatological values (listed
as “atmos”). As recommended in the CMIP5 experimental
design, we used a mix of the two approaches. For all exper-
iments, there was a 3-month spin-up period from September
to December 1978. In such atmosphere-only experiments we
expect the atmospheric state to adjust rapidly (< 1month) to
the prescribed SST and sea-ice boundary conditions. How-
ever, the land surface could exhibit memory on seasonal or
longer timescales (Koster and Suarez, 2001). Hence these
two approaches to initialising AMIP ensemble members can
be later analysed as two sub-ensembles to assess the impor-
tance of land-surface state for predictability on seasonal to
decadal timescales.
10 Discussion and concluding comments
Arbitrary or subjective decisions in experimental design can
cause differences in results which hamper attempts to quan-
tify and understand model spread and uncertainty in future
climate projections. CMIP5 represents a coordinated attempt
to define a common modelling protocol by which modelling
centres worldwide can abide, in order to facilitate compari-
son of complex GCM experiments and thus avoid the impacts
of subjective decisions. However, by necessity there may still
be a number of subjective decisions required when elements
of the experimental protocol are not applicable to a certain
model or model configuration. It is our hope that any such
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occurrences with HadGEM2-ES will not have a large impact
on the interpretation of the results, but we discuss here for
completeness some possible impacts.
In the HadGEM2-ES earth system model (Collins et al.,
2011), some of the components of the earth system are
now simulated interactively by the model rather than be-
ing prescribed as external boundary conditions. For exam-
ple, HadGEM2-ES includes interactive tropospheric chem-
istry and hence can simulate the evolution of atmospheric
methane and ozone concentration in response to meteorolog-
ical conditions and emissions of reactive gases. Therefore at-
mospheric composition may not follow exactly the CMIP5-
prescribed values. In our experiments we have forced the
surface methane concentrations to follow the CMIP5 values
in order to reduce any model drift away from the scenarios,
but there may still be differences in CH4 concentrations in
the free atmosphere away from the surface.
Similarly, simulated tropospheric ozone may not follow
the exact CMIP5-prescribed concentrations. In general, we
see this enhanced, process-based functionality of the model
as a benefit – the rationale behind developing such a complex
earth system model is precisely to study these interactions
and allow them to change consistently with future climate
in a way not possible with prescribed concentrations. But
we do acknowledge that these differences also represent a
divergence from the precise CMIP5 protocol which should
be borne in mind during subsequent multi-model analysis.
Other areas where a divergence may occur due to the struc-
ture of the ESM include land-use forcing and set-up of detec-
tion and attribution experiments.
By prescribing anthropogenic disturbance in addition to
simulated, dynamic vegetation we risk diverging from the
intended impact of the prescribed land-use change. For ex-
ample, if the model initially simulates too much or too little
forest in a region to be deforested then the impact of this de-
forestation on both carbon storage and physical surface prop-
erties will be too great or too little. We mitigate the risk of
this impact in the emission-driven experiments by overwrit-
ing the land-use flux seen by the atmosphere by the CMIP5-
prescribed land-use emissions dataset. However, the issue
remains for any biophysical effect of land-use change. Fu-
ture work is required to quantify the impact of this effect.
Detection and attribution studies aim to attribute changes
in observed climate to driving processes. Model experiments
are designed to do this by varying or holding constant sep-
arate forcings such as natural, greenhouse gases or aerosols.
In this way the characteristic spatial or temporal patterns of
response to each forcing can be derived and an optimal scal-
ing found to best match observations. The scaling is then
used to deduce if the signal for the forcing is detected and if
the scaled response is consistent with the original signal, thus
providing confidence for an attribution statement. In GCMs
to date the distinction between, say, natural and greenhouse
gas forcing is clear, and it is easy in the model to hold one
fixed whilst varying the other. However, in an ESM where
simulated GHG concentrations (such as methane or ozone)
or aerosols may respond to climate, this distinction becomes
slightly blurred. If natural forcings affect atmospheric pro-
cesses which alter GHG or aerosol amounts then should these
be allowed to vary or not in the “natural” detection and attri-
bution experiment? Or should the HadGEM2-ES “natural”
simulations be forced to solely consider the direct radiative
effects of the natural forcings?
In the HadGEM2-ES natural experiment we varied the TSI
and stratospheric volcanic aerosol concentrations as per the
historical simulation, kept all other emissions/concentrations
the same as in the control simulation and allowed the earth
system processes to vary as normal. We decided on a more
complicated set up for the GHG only forced run. Concentra-
tions of the greenhouse gases (CO2, CH4, N2O and the halo-
carbon species) were prescribed throughout the atmosphere
for the radiation scheme. However, prescribing the methane
seen by the chemistry scheme would influence the chemistry
and thus species like ozone, which we did not want to be var-
ied in this experiment. So in the interactive chemistry part
of the model, the set up was as in the control, i.e. methane
emissions at surface and concentrations in the atmosphere as
in the control simulation. This “chemistry methane” does not
interact with the radiation scheme. Our choice to do this was
therefore a pragmatic compromise between the ESM part of
the model and the needs of a detection and attribution study.
In this paper we have documented how we have imple-
mented the CMIP5 experimental protocol for the centennial
simulations in the Met Office HadGEM2-ES earth system
model. We have successfully set-up and performed the ex-
periments as described here and will make the results avail-
able via the PCMDI multi-model database. We hope these
will form a valuable contribution to the CMIP5 modelling
activity.
Appendix A
List of URLs / websites
1. The main CMIP5 web page
http://cmip-pcmdi.llnl.gov/cmip5/index.html
2. CMIP5 output guidelines
http://cmip-pcmdi.llnl.gov/cmip5/output req.
html
3. The RCP White Paper: document 8 at:
http://cmip-pcmdi.llnl.gov/cmip5/modeling
documents.html
4. The CO2 concentrations used were taken from the
CMIP5 dataset
http://cmip-pcmdi.llnl.gov/cmip5/forcing.html
5. NOAA global mean CO2 data
ftp://ftp.cmdl.noaa.gov/ccg/co2/trends/
co2 annmean gl.txt
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6. RCP database
http://www.iiasa.ac.at/web-apps/tnt/RcpDb
7. Information on gridding of land use CO2
emissions data
http://www.mpimet.mpg.de/en/
wissenschaft/land-im-erdsystem/
wechselwirkung-klima-biogeosphaere/
landcover-change-emission-data.html
8. Global mean CH4 data
http://data.giss.nasa.gov/modelforce/ghgases/
Fig1B.ext.txt
9. The global NOAA/ESRL global monitoring
network
ftp://ftp.cmdl.noaa.gov/ccg/ch4/flask/month/
10. Global Emissions Inventory Activity (GEIA)
http://www.geiacenter.org/inventories/present.
html
11. UNH land use data
http://luh.unh.edu
12. Monthly stratospheric optical depths, at 550 nm,
from 1850 to 2000 (Sato et al., 1993)
http://data.giss.nasa.gov/modelforce/strataer/
13. PMIP3 protocol and data
https://pmip3.lsce.ipsl.fr/wiki/doku.php/pmip3:
index
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2.3. C4MIP experimental design for CMIP6 
I am a co-chair of the Coupled Climate Carbon Cycle MIP (C4MIP; www.c4mip.net ) 
and over the last three years I have led scientific planning of the next generation of 
coupled climate-carbon cycle experiments. 
 
Processes in the natural carbon cycle currently remove approximately half of 
anthropogenic emissions of CO2, helping to reduce the magnitude and rate of 
climate change. The primary scientific focus of C4MIP is therefore to understand and 
quantify future century-scale changes in land and ocean carbon storage and fluxes 
and their impact on climate projections. In order to achieve this, we have devised a 
set of ESM simulations, with a common protocol, which modelling centres should 
follow. To enhance clarity and to reduce computational demand, I ensured that we 
chose a minimum set of targeted simulations to achieve our three goals of evaluation, 
understanding and prediction. They comprise: 
• Evaluation through historical experiments. The only way to evaluate models is 
to try to make them behave realistically over a period with available 
observations. Simulations from pre-industrial (circa 1850) to present day allow 
models to be tested for their simulation of properties such as vegetation cover 
and land and ocean carbon fluxes. Evaluation will draw on a range of 
observations including in-situ and remote sensed and focus on both long-term 
trends and variability and document the progress of models since CMIP5. 
• Feedback quantification and process understanding through idealized 
experiments. The carbon cycle response during the historical period is a 
complex interaction of responses to multiple forcings including rising CO2 
levels, changing climate and changes in land-use, diffuse light and nutrient 
deposition. It is impossible to easily separate the role of these different factors, 
so factorial experiments will be carried out to separate the sensitivity to 
individual forcings. See chapter 3.1 for more details on the feedback 
framework we will apply. 
• Prediction and projection using future scenarios. Projections of future climate 
and carbon cycle will be used to quantify changes in carbon storage and 
hence quantify the atmospheric CO2 concentration and related climate 
change for a given set of CO2 emissions, or, conversely, to diagnose the 
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emissions compatible with a prescribed atmospheric CO2 concentration 
pathway. Section 4.3 describes the importance of better understanding 
carbon cycle behaviour under future pathways of low CO2 levels. 
Quantification and understanding of uncertainty, informed by the spread of 
results across multiple models, is an essential aspect of C4MIP. 
 
C4MIP is an endorsed CMIP6 activity, meaning that at least eight climate modelling 
centres around the world have committed to perform its experiments. It will focus on 
the coupled Earth system, comprising land–atmosphere–ocean physical realms and 
both the terrestrial and marine carbon cycle components. Offline studies of land only 
or ocean only will complement our analyses but are outside the specific remit of 
C4MIP. I have also been influential in the design and planning of land-use 
simulations that will contribute to the Land Use Model Intercomparison Project 
(LUMIP; Lawrence et al., 2016). 
 
The construction of CMIP6 is presented in Eyring et al., (2016), and there is a 
special issue of the journal Geoscientific Model Development to document the 
associated MIPs (http://www.geosci-model-dev.net/special_issue590.html). My 
contribution, through leading C4MIP, is central to the plans for CMIP6 to address 
questions of how the Earth system responds to forcing and what this means for 
future climate change. The careful description of the planned experimental design 
and specification of the desired model outputs is laid out in the C4MIP 
documentation paper which I led (Jones et al., 2016a) and which forms the rest of 
this section. 
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Abstract. Coordinated experimental design and implemen-
tation has become a cornerstone of global climate modelling.
Model Intercomparison Projects (MIPs) enable systematic
and robust analysis of results across many models, by reduc-
ing the influence of ad hoc differences in model set-up or ex-
perimental boundary conditions. As it enters its 6th phase,
the Coupled Model Intercomparison Project (CMIP6) has
grown significantly in scope with the design and documenta-
tion of individual simulations delegated to individual climate
science communities.
The Coupled Climate–Carbon Cycle Model Intercompar-
ison Project (C4MIP) takes responsibility for design, docu-
mentation, and analysis of carbon cycle feedbacks and in-
teractions in climate simulations. These feedbacks are poten-
tially large and play a leading-order contribution in determin-
ing the atmospheric composition in response to human emis-
sions of CO2 and in the setting of emissions targets to sta-
bilize climate or avoid dangerous climate change. For over
a decade, C4MIP has coordinated coupled climate–carbon
cycle simulations, and in this paper we describe the C4MIP
simulations that will be formally part of CMIP6. While the
climate–carbon cycle community has created this experimen-
tal design, the simulations also fit within the wider CMIP ac-
tivity, conform to some common standards including docu-
mentation and diagnostic requests, and are designed to com-
plement the CMIP core experiments known as the Diagnos-
tic, Evaluation and Characterization of Klima (DECK).
C4MIP has three key strands of scientific motivation and
the requested simulations are designed to satisfy their needs:
(1) pre-industrial and historical simulations (formally part
of the common set of CMIP6 experiments) to enable model
evaluation, (2) idealized coupled and partially coupled sim-
ulations with 1% per year increases in CO2 to enable di-
agnosis of feedback strength and its components, (3) future
scenario simulations to project how the Earth system will re-
Published by Copernicus Publications on behalf of the European Geosciences Union.
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spond to anthropogenic activity over the 21st century and be-
yond.
This paper documents in detail these simulations, explains
their rationale and planned analysis, and describes how to
set up and run the simulations. Particular attention is paid to
boundary conditions, input data, and requested output diag-
nostics. It is important that modelling groups participating
in C4MIP adhere as closely as possible to this experimental
design.
1 Introduction
Over the industrial era since about 1750, it is estimated
that cumulative anthropogenic carbon emissions from fos-
sil fuels and cement (405± 20 PgC) and land-use change
(190± 65 PgC) have been partitioned between the atmo-
sphere (255± 5 PgC), the ocean (170± 20 PgC), and the
terrestrial biosphere (165± 70 PgC) (values to the nearest
5 PgC, from Le Quéré et al., 2015). The carbon uptake by
land and ocean, since the start of the industrial era, has thus
slowed the rate of increase of atmospheric CO2 concentration
in response to anthropogenic carbon emissions. Had the land
and ocean not provided this “ecosystem service”, the atmo-
spheric CO2 concentration at present would be much higher.
The manner in which the land and ocean will continue to
absorb anthropogenic carbon emissions has both scientific
and policy relevance. Understanding the future partitioning
of anthropogenic CO2 emissions into the atmosphere, land
and ocean components, and the resulting climate change, ac-
counting for biogeochemical feedbacks requires a full Earth
system approach to modelling the climate and carbon cycle.
The primary focus of the Coupled Climate–Carbon Cy-
cle Model Intercomparison Project (C4MIP; http://www.
c4mip.net) is to understand and quantify future century-scale
changes in land and ocean carbon storage and fluxes and their
impact on climate projections. In order to achieve this, a set
of Earth system model (ESM) simulations has been devised.
As a consequence of the very high computational demand on
modelling centres to perform a multitude of simulations for
many different intercomparison studies as part of CMIP6, we
have carefully chosen a minimum set of targeted simulations
to achieve C4MIP goals. They comprise
– idealized experiments, which will be used to separate
and quantify the sensitivity of land and ocean carbon
cycle to changes in climate and atmospheric CO2 con-
centration;
– historical experiments, which will be used to evaluate
model performance and investigate the potential for us-
ing contemporary observations as a constraint on future
projections;
– future scenario experiments, which will be used to
quantify future changes in carbon storage and hence
quantify the atmospheric CO2 concentration and related
climate change for a given set of CO2 emissions, or,
conversely, to diagnose the emissions compatible with
a prescribed atmospheric CO2 concentration pathway.
The simulations are designed to complement those requested
in the CMIP6 Diagnostic, Evaluation and Characterization of
Klima (DECK) and the CMIP6 historical simulation (Eyring
et al., 2016a). They also align closely with simulations per-
formed as part of ScenarioMIP (O’Neill et al., 2016) by
quantifying the role of carbon cycle feedbacks in the evolu-
tion of atmospheric CO2 due to anthropogenic carbon emis-
sions. Synergies with other MIPs are discussed in Sect. 2.
C4MIP simulations and analyses will play a major role
contributing to the WCRP Carbon Feedbacks in the Cli-
mate System – Grand Challenge (http://www.wcrp-climate.
org/gc-carbon-feedbacks). This is the third generation of
C4MIP following the first coordinated experiments described
in Friedlingstein et al. (2006) and the carbon cycle simula-
tions that formed part of CMIP5 (Taylor et al., 2012).
In this paper we first briefly describe the scientific ra-
tionale and motivation for the C4MIP simulations and then
carefully document the experimental protocol in Sect. 3.
Modelling groups intending to participate in C4MIP should
follow the design described here as closely as possible. Par-
ticular attention should be given to the set-up of bound-
ary conditions in terms of atmospheric CO2 concentration
or emissions and which aspects of the model experience
changes in the fully coupled or partially coupled simulations.
Output requirements (diagnostics) are also carefully docu-
mented in Sect. 4.
Along with our science motivation (Sect. 2), we highlight
initial plans for the analyses of the carbon cycle and its inter-
actions with the physical climate system. Modelling groups
will be invited to contribute to the primary C4MIP analysis
papers. We anticipate, and hope, that many further studies
and analyses will also be conducted throughout the climate–
carbon cycle research community and that these simulations
provide a valuable resource to further carbon cycle research.
2 Background and science motivation
2.1 C4MIP history
The potential for a climate feedback on the carbon cycle
whereby carbon released due to warming would further el-
evate atmospheric CO2 and amplify climate change was
first discussed in the late 1980s–early 1990s (e.g. Lashof
et al., 1989; Jenkinson et al., 1991; Schimel et al., 1994;
Kirschbaum, 1995; Sarmiento and Le Quéré, 1996). On the
land side, dynamic global vegetation models were used to
study the impact of rising CO2 and climate change on the
carbon cycle (Cramer et al., 2001). There was a strong model
consensus that rising CO2 would stimulate additional vege-
tation growth and storage of carbon in terrestrial ecosystems,
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likewise warming climate would accelerate decomposition of
dead organic matter and may also reduce vegetation produc-
tivity in some (mainly tropical) ecosystems (Prentice et al.,
2001). Similarly for the ocean, there was also a model con-
sensus that warming would lead to reduced carbon uptake
(Prentice et al., 2001). This was due to both reduced solu-
bility in warmer waters and reduced rate of transport of an-
thropogenic carbon to the deep ocean as a consequence of in-
creasing stratification and shutdown of meridional overturn-
ing circulation. The processes behind the former (carbonate
chemistry and solubility) were reasonably well understood
(Bacastow, 1993), but the latter was much more uncertain
being sensitive to the underlying ocean model circulation
(Maier-Reimer et al., 1996; Sarmiento et al., 1998; Joos et
al., 1999). The role of ocean biology and the buffering ca-
pacity of the ocean were also seen to be important and not
well constrained or represented in models (Sarmiento and Le
Quéré, 1996).
These “offline” land and ocean experiments found poten-
tially high sensitivity of the carbon cycle to environmental
forcing but were not able to simulate the full effect of this
feedback onto climate. By the end of the 1990s some mod-
elling groups were beginning to implement interactive car-
bon cycle modules in their physical climate models. These
early studies (e.g. Cox et al., 2000; Friedlingstein et al., 2001;
Dufresne et al., 2002; Thompson et al., 2004) were able to
recreate an experimental setting more like the real world
where a climate change forced by anthropogenic CO2 emis-
sions would affect natural carbon sinks and stores, which in
turn would affect changes in atmospheric CO2 and hence cli-
mate.
It soon became apparent from the first publications that
there were substantial differences in the sensitivities of these
new models. The desire to understand and reduce this un-
certainty led to the development of a linearized feedback
framework to diagnose the sensitivity of different parts of
the system and their contribution to the overall feedback
(Friedlingstein et al., 2003), and also of a multi-model inter-
comparison activity (C4MIP: Coupled Climate–Carbon Cy-
cle Model Intercomparison; Fung et al., 2000). The result
was the first C4MIP intercomparison paper, (Friedlingstein et
al., 2006), which quantified the feedback components across
11 models for a common CO2 emissions scenario. All mod-
els agreed qualitatively that the sign of the carbon–climate
feedback was positive – i.e. the interaction of the carbon cy-
cle with climate led to reduced carbon uptake and hence an
increase in atmospheric CO2, which amplified the initial cli-
mate change. However, there was large quantitative model
spread in the total feedback and its sensitivity components.
Initial analysis of the causes of this uncertainty concluded
that the land played a greater role than the ocean, in partic-
ular its sensitivity to climate. Regionally, the tropics were
seen to be particularly different between models (Raddatz
et al., 2007), bearing in mind that none of these models in-
cluded representation of permafrost carbon. The CMIP5 ex-
perimental design for carbon cycle feedback diagnosis (Tay-
lor et al., 2012) closely followed the C4MIP protocol. Mod-
elling centres around the world contributed results to CMIP5
and their analysis led to many key papers including a special
collection of 15 papers published in the Journal of Climate
(http://journals.ametsoc.org/topic/c4mip).
The C4MIP activity under CMIP5 was central to Working
Group 1 of the IPCC 5th Assessment. Several of the main
findings from C4MIP studies were included in the Summary
for Policymakers of WG1, such as the positive feedback be-
tween climate and carbon cycle – “climate change will af-
fect carbon cycle processes in a way that will exacerbate the
increase of CO2 in the atmosphere”; the impact of elevated
CO2 on ocean acidification – “further uptake of carbon by
the ocean will increase ocean acidification”; the emissions
compatible with given CO2 concentrations – “by the end of
the 21st century, [for RCP2.6] about half of the models in-
fer emissions slightly above zero, while the other half infer
a net removal of CO2 from the atmosphere”; and the very
policy relevant relationship between cumulative CO2 emis-
sions and global warming – “cumulative emissions of CO2
largely determine global mean surface warming by the late
21st century and beyond”.
2.2 Key science motivation and analysis plans for
C4MIP
The key science motivations behind C4MIP are (1) to quan-
tify and understand the carbon-concentration and carbon–
climate feedback parameters which respectively, capture the
modelled response of land and ocean carbon cycle compo-
nents to changes in atmospheric CO2 and the associated cli-
mate change; (2) to evaluate models by comparing histori-
cal simulations with observation-based estimates of climato-
logical states of carbon cycle variables, their variability, and
long-term trends; (3) to assess the future projections of the
components of the global carbon budget for different scenar-
ios, including atmospheric CO2 concentration, atmosphere–
land and atmosphere–ocean fluxes of CO2, diagnosed CO2
emissions compatible with future scenarios of CO2 path-
way and crucially to provide new estimates of the cumu-
lative CO2 emissions compatible with specific climate tar-
gets. In light of the COP21 Paris agreement (https://unfccc.
int/resource/docs/2015/cop21/eng/l09r01.pdf), these experi-
ments will quantify carbon cycle feedbacks in low emissions
scenarios and inform cumulative budgets consistent with a
1.5 or 2  C stabilization objective.
Relative to CMIP5 there are three key areas where we ex-
pect CMIP6 models to have made substantial progress and
hence may cause significant differences in the simulated re-
sponse of the carbon cycle to anthropogenic forcing.
i. In CMIP5, only two participating ESMs included a land
surface component (CLM4) that explicitly considered
constraints of terrestrial N availability on primary pro-
duction and net land carbon storage (Lindsay et al.,
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2014; Tjiputra et al., 2013). An increasing number of
land models now include a prognostic representation of
the terrestrial N cycle and its coupling to the land C cy-
cle (Zaehle and Dalmonech, 2011). Some of these prog-
nostic N cycle representations are expected to be used
in land components of ESMs participating in CMIP6.
Coupling of carbon and nitrogen dynamics changes the
response of the terrestrial biosphere to global change in
four ways: (1) it generally reduces the response of net
primary production and carbon storage to elevated lev-
els of atmospheric CO2 because of an increasing limit of
nitrogen availability for carboxylation enzymes and new
tissue construction; (2) it allows for changes in plant al-
location in response to changing nutrient availability;
(3) it generally decreases net ecosystem C losses as-
sociated with soil warming, because increased decom-
position leads to increased plant N availability, which
can potentially increase plant productivity and C stor-
age in N-limited ecosystems; and (4) it alters primary
production due to anthropogenic N deposition and fer-
tilizer application, which may regionally enhance net C
uptake. The magnitude of each of these processes is un-
certain given strong natural gradients in the natural N
availability in ecosystems and sparse ecosystem data to
constrain these models (Thornton et al., 2009; Zaehle et
al., 2014; Meyerholt and Zaehle, 2015) but offline anal-
ysis of CMIP5 simulations suggests significant overes-
timation of terrestrial carbon uptake in models that ne-
glect the role of nitrogen (Wieder et al., 2015; Zaehle et
al., 2015). The new generation of models will provide
a more comprehensive assessment of the attenuating ef-
fect of nitrogen on carbon cycle dynamics compared to
CMIP5 and in particular provide a better constrained
estimate of the carbon storage capacity of land ecosys-
tems.
ii. In CMIP5, all land models used a single-layer, verti-
cally integrated representation of soil biogeochemistry
(Luo et al., 2016). Such an approach necessarily ignores
vertical variation in soil carbon turnover times, which
can be very important in governing ecosystem carbon
storage. This omission is most notable in the extreme
case of permafrost soils, where there exists a depth at
which soils remain frozen year-round and, because of
the abrupt change in decomposition rates in frozen vs.
unfrozen soils, otherwise highly decomposable carbon
can be preserved indefinitely until it is thawed. The
majority of global soil carbon is in permafrost-affected
ecosystems, which creates the possibility for permafrost
climate feedbacks (Burke et al., 2013). Some of the
models in CMIP6 are expected to include representa-
tion of permafrost soil carbon dynamics, either explic-
itly by representing soil biogeochemistry along the full
soil depth axis (Koven et al., 2013), or by means of
reduced-complexity methods to incorporate permafrost
dynamics. IPCC Fifth Assessment Report (AR5) con-
cluded that permafrost carbon release was likely, and
therefore would increase the climate–carbon cycle feed-
back, but with low confidence in the magnitude (Ciais et
al., 2013). Assessing the role of this process in govern-
ing fully coupled climate feedbacks will be an important
contribution to CMIP6.
iii. Representation of ocean dynamics in the ESMs is an-
other important constraint affecting the oceanic carbon
uptake and storage. There is evidence that by shifting
to an eddy-permitting grid configuration of the ocean
general circulation model, the representation of some
key features of oceanic circulation, such as the interior
water-mass properties and surface ocean current sys-
tems, are improved (Jungclaus et al., 2013). The in-
creased horizontal resolution of the underlying ocean
model has a positive impact on the performance of the
marine biogeochemistry model in the deeper layers (Ily-
ina et al., 2013). Spatial resolution of some ESMs is
expected to increase as they move into CMIP6. The
increased resolution of the oceanic components of the
ESMs is expected to have some explicit advantages for
projections of the oceanic carbon uptake. First, it al-
lows us to estimate the role of previously unresolved
small-scale ocean hydrodynamical process on projec-
tions of marine biogeochemistry. Second, by improving
the representation of coastal processes and ocean–shelf
exchange, their contribution to the global carbon cycle
can be assessed.
2.2.1 Carbon cycle feedback parameters
The first key motivation for C4MIP is to document the
changes in magnitude of the feedback parameters that char-
acterize the response of the carbon cycle and their spread
across models through time. In this respect, C4MIP aims
to calculate the magnitude of the carbon-concentration and
carbon–climate feedbacks in a manner similar to Friedling-
stein et al. (2006) or Arora et al. (2013) and as discussed in
Sect. 3.1 using results from the idealized 1% per year in-
creasing CO2 experiments.
The 1pctCO2 experiment has gained recognition as a stan-
dard CMIP simulation and it is one of the DECK simulations
for CMIP6 (Eyring et al., 2016a). The 1pctCO2 experiment
is now routinely used to characterize the transient climate
response (TCR) defined as the change in globally averaged
near-surface air temperature at the time of CO2 doubling as
well as the transient climate response to cumulative emis-
sions (TCRE) defined as change in globally averaged near-
surface air temperature per unit cumulative CO2 emissions
at the time of CO2 doubling (Gillett et al., 2013). In addi-
tion, since the 1pctCO2 simulation does not include the con-
founding effects of changes in land use, non-CO2 greenhouse
gases, and aerosols it provides a clean controlled experiment
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with which to compare carbon–climate interactions across
models. Its backwards compatibility enables direct compari-
son of models with previous generations, which has been hin-
dered previously as the scenario-dependence of the feedback
metrics has prevented a like-for-like comparison (Gregory et
al., 2009).
C4MIP will use partially coupled simulations to isolate
and quantify the sensitivity of carbon cycle components to
climate and CO2 separately and also the potentially large
non-linear combination of these two components (Gregory
et al., 2009; Schwinger et al., 2014). Simulations with only
the carbon cycle model components experiencing rising CO2
(biogeochemically (BGC) coupled) and the radiation model
components experiencing rising CO2 (radiatively (RAD)
coupled) are used to quantify the carbon-concentration and
carbon–climate feedbacks. Spatial patterns of these metrics
can also be calculated (e.g. Roy et al., 2011; or Fig. 6.22 of
the last IPCC WG1 assessment report Ciais et al., 2013) to
establish areas of model agreement or disagreement.
2.2.2 Evaluation of global carbon cycle models
The historical simulations will be used for evaluation of the
components of the carbon cycle (ocean and terrestrial car-
bon fluxes, anthropogenic carbon storage in the ocean, at-
mospheric CO2 growth rate and variability). ESMs have in-
creased rapidly in complexity but evaluation has not kept
pace. Some evaluation of the carbon cycle was already per-
formed in CMIP5 (e.g. Anav et al., 2013; Bopp et al., 2013;
Hoffman et al., 2014), highlighting significant biases in key
quantities in many ESMs. There is increasing need to develop
evaluation techniques and activities, applied consistently and
routinely across models, at both fine scales (process-level,
“bottom-up” evaluation) and large scales (system-level, “top-
down” evaluation”), as well as using complementary data
streams relating to (bio)physical and biogeochemical pro-
cesses to evaluate the ensemble of simulated processes (e.g.
Luo et al., 2012; Foley et al., 2013).
Evaluation of ocean carbon cycle components of ESMs
has been classically based on the use of the monthly sur-
face pCO2 climatology of Takahashi et al. (2009), derived
from more than 3 million in situ ocean pCO2 measurements,
as in Pilcher et al. (2015) for an evaluation of pCO2 sea-
sonality of the CMIP5 ESMs. This evaluation is comple-
mented by the use of additional climatological gridded prod-
ucts, as in Anav et al. (2013), with model–data comparison
for related physical variables (e.g. mixed layer depth) or bi-
ological variables (e.g. net primary production). In the past
few years, ESM evaluation has extended in many directions,
making use of advanced observation-based gridded products
(e.g. the three-dimensional distribution of anthropogenic car-
bon in the ocean from Khatiwala et al., 2013) and ocean
databases with millions of in situ point measurements (e.g.
with the Surface Ocean CO2 Atlas (SOCAT) as in Tjiputra et
al. (2014) for CMIP5 ESMs), or developing new techniques
for model–data comparisons (e.g. water-mass framework; Iu-
dicone et al., 2011).
In the coming years, the increasing complexity of marine
biogeochemical schemes used in ESMs will call for more ad-
vanced model–data comparison strategies. These will include
the use of new data sets, such as biomass data for plank-
ton functional types (MAREDAT; Buitenhuis et al., 2013)
or ocean distribution of the micro-nutrient iron (Tagliabue et
al., 2012).
Evaluations of land surface components of ESMs have of-
ten used gridded flux products (e.g. Bonan et al., 2011; Anav
et al., 2013; Piao et al., 2013) obtained by extrapolating the
FLUXNET measurement network of biosphere–atmosphere
exchanges (e.g. Jung et al., 2011), for instance to constrain
modelled spatial and seasonal distribution of gross primary
production (GPP). Such products are convenient for such
model evaluations because those are available at a resolu-
tion comparable to that of the models and because they re-
tain the pertinent patterns of the observed fluxes while ab-
stracting from measurement noise, local site representative-
ness and other possible site-specific features. Yet it is impor-
tant to bear in mind the limitations of the “upscaled” flux and
stock products and to tailor the model evaluation to robust
patterns that the individual products are ideally suited for. In-
sights may also be gained from evaluation of functional pat-
terns and sensitivities to certain climate forcing variables. For
example the spatial sensitivity of GPP with mean annual pre-
cipitation in the water-limited domain, and the temperature
sensitivity of ecosystem respiration (Mahecha et al., 2010).
While data-model comparisons of fluxes are important,
they alone cannot constrain longer-term dynamics and asso-
ciated climate–carbon cycle feedbacks. In addition, consider-
ation of residence times is crucial, which together with car-
bon fluxes jointly determine the stores. Analysis of CMIP5
ESMs revealed unacceptably large errors in land carbon
stores (both in living biomass and soil organic matter) (Anav
et al., 2013). Future simulation results were found to depend
on the initial conditions as well as the model sensitivity to
changes (Todd-Brown et al., 2014) and therefore better eval-
uation and constraint of carbon stores is seen as vital. Xia
et al. (2013) showed the importance of residence time in de-
termining carbon stores and Carvalhais et al. (2014) showed
the mismatch between CMIP5 ESMs and an observationally
derived data set of land-carbon residence times. As more ob-
servations become available (Saatchi et al., 2011; Baccini et
al., 2012; Avitabile et al., 2015; FAO, 2012; Batjes et al.,
2012; Hengl et al., 2014) as well as data constrained prod-
ucts such as residence time (Bloom et al., 2016), we stress
the importance of rapid development and application of eval-
uation techniques to ESMs.
Carbon isotopes (carbon-13 and carbon-14) provide
unique insights into the mechanisms and timescales of car-
bon cycling. Differences between the isotopic fractionation
of carbon from dissolution in the ocean and from photo-
synthetic assimilation on land have enabled atmospheric ob-
www.geosci-model-dev.net/9/2853/2016/ Geosci. Model Dev., 9, 2853–2880, 2016
2858 C. D. Jones et al.: The Coupled Climate–Carbon Cycle Model Intercomparison Project
servations of the 13C / 12C ratio ( 13C) in atmospheric CO2
to be used in differentiating land and ocean carbon fluxes
(Ciais et al., 1995; Joos et al., 1998; Rubino et al., 2013).
The perturbation of the 14C /C ratio (114C) in atmospheric
CO2 from nuclear weapons testing in the 1950s and 60s has
provided a valuable tracer of carbon turnover rates in ter-
restrial carbon pools (Trumbore, 2000; Naegler and Levin,
2009), and the rates of air–sea exchange and ocean mixing,
including constraints on ocean CO2 uptake (Matsumoto et
al., 2004; Sweeney et al., 2007; Graven et al., 2012). Inte-
gration of carbon isotopes into ESMs is an emerging activity
and we request the reporting of carbon isotopic variables for
the first time in C4MIP. Carbon isotopes are also included in
OMIP (Orr et al., 2016). ESMs that simulate carbon isotopes
are requested to report fluxes and stocks of carbon isotopes
in their land and ocean components. This will enable com-
parison between models currently simulating carbon isotopes
and their evaluation by observations, as well as encourage
future development of carbon isotopes in ESMs. Simulation
of carbon isotopes in C4MIP is expected to provide novel in-
sights on ocean mixing and air–sea exchange, marine ecosys-
tem change, plant water use efficiency and stomatal closure
especially during drought periods, and terrestrial carbon res-
idence times.
Historical simulations will be needed to explore poten-
tial emergent constraints from observations on the future re-
sponse of the carbon cycle, with a particular focus on car-
bon cycle feedbacks. Recent studies showed the potential of
observed interannual CO2 variability to constrain the future
tropical land carbon cycle sensitivity to climate change (Cox
et al., 2013; Wenzel et al., 2014).
In the same way that Earth system modelling has become
an internationally collaborative activity involving shared ex-
pertise and development of tools, we also expect that evalu-
ation techniques will evolve in this way. Community evalu-
ation activities such as ILAMB (http://www.ilamb.org/) and
ESMValTool (Eyring et al., 2016b) look likely to become in-
creasingly useful for addressing the complexities of multi-
model ESM evaluation.
2.2.3 Future projections of the components of the
global carbon budget
While idealized experiments are useful for intercompari-
son of climate–carbon interactions across multiple models,
they do not take into account the effect of non-CO2 GHGs,
aerosols, and land-use change, all of which affect the be-
haviour of the carbon cycle in the real world. In contrast, the
scenarios considered by the ScenarioMIP are internally co-
herent in all aspects of anthropogenic forcings. Within each
socio-economic storyline, changes in fossil fuel CO2 emis-
sions are consistent with those in aerosols emissions, N depo-
sition, and changes in land-use areas, all of which are based
on plausible assumptions of demographic and economic de-
velopment in the future. This plausibility is of special interest
to policymakers. Scenarios also indicate the range of possi-
ble future developments and opportunities for mitigation and
adaptation; this information is used widely in climate impact
analyses.
The scenario simulations, therefore, provide more realis-
tic conditions compared to the idealized 1% experiments due
to their plausibility of anthropogenic forcings as well as the
longer timescale over which the CO2 increase occurs. Since
shared socio-economic pathway (SSP) scenarios include all
forcings, their climate and biogeochemical effects are able
to influence the atmosphere–surface carbon exchange for
both land and ocean components. Emission-driven historical
and the future SSP5-8.5 simulations replicate a more real-
istic model setting where ESMs are directly forced by an-
thropogenic CO2 emissions, allowing for the carbon cycle
feedbacks to impact on atmospheric CO2 and simulated cli-
mate change. These will be compared with the concentration-
driven equivalents in ScenarioMIP and additionally will form
a baseline control experiment for analysis of alternative fu-
ture land-use scenarios in LUMIP (Lawrence et al., 2016).
The proposed biogeochemically coupled versions of the
historical and future SSP5-8.5 in Sect. 3.1, in which CO2
induced warming is not accounted for, when compared to
their fully coupled versions will allow us to investigate the
effect of CO2 induced warming on atmosphere–land and
atmosphere–ocean CO2 fluxes over the 20th and 21st century
and beyond (Randerson et al., 2015). An important objective
with these simulations will be to identify how land and ocean
contributions to feedbacks and compatible emissions evolve
century by century from sustained increases in ocean heat
content and thawing of permafrost soils.
ScenarioMIP (O’Neill et al., 2016) acknowledges scien-
tific and policy interest in a scenario with a substantial over-
shoot in radiative forcing during the 21st century. As such
they include a tier-2 concentration-driven scenario called
SSP5-3.4-OS: an overshoot pathway, which follows SSP5-
8.5 up to 2040, followed by aggressive mitigation to reduce
emissions to zero by about 2070, and by substantial nega-
tive global emissions thereafter. The carbon cycle response
to peak-and-decline CO2 levels is likely to differ from the
response to continued strong increases in CO2. The 21st
century airborne fraction from CMIP5 models varied sub-
stantially between RCPs, with RCP2.6 in particular having
a much lower airborne fraction than the 20th century or
other RCPs (Jones et al., 2013). However, to date there have
been no coordinated experiments to quantify the carbon-
cycle feedback components in such a scenario. Hence, for
C4MIP we include a BGC simulation of the SSP5-3.4-OS
scenario.
2.3 Links to and requirements from other MIPs
The Ocean Model Intercomparison Project (OMIP; Griffies
et al., 2016; Orr et al., 2016) will provide a baseline for
assessment of ocean component model biogeochemical and
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historical carbon uptake fidelity. Ocean carbon cycle analy-
sis has previously been conducted under the OCMIP (Ocean
carbon-cycle model intercomparison project) intercompari-
son (Orr et al., 2001). In response to the WGCM (Work-
ing Group on Coupled Modelling) request, the OMIP and
OCMIP have been merged under the OMIP umbrella. One
main objective of OMIP is to coordinate CMIP6 ocean di-
agnostics including ocean physics, inert chemical tracers,
and biogeochemistry for all CMIP6 simulations that include
an ocean component. The second objective is to perform a
global ocean–sea-ice simulation forced with common atmo-
spheric data sets. In this way, ocean models including online
biogeochemistry components will be part of “Path-II” sim-
ulation, (whereas “Path-I” is designated to models without
the biogeochemistry). Within OMIP, ocean-only simulations
will be performed as described in Griffies et al. (2016).
Analysis of changes in terrestrial carbon stocks for histor-
ical and future scenarios as result of changes in atmospheric
CO2, climate, and land-use and land-use-induced land cover
change (LULCC) will be done in coordination with LUMIP
(Lawrence et al., 2016). The emission-driven future scenario
performed within C4MIP serves as control simulation for
LUMIP. By replacing the LULCC forcing of SSP5-8.5 by the
one from SSP1-2.6 under otherwise identical forcings the ef-
fect of LULCC can thus be isolated. This also implies that
output provided for the emission-driven simulation should
account for the additional requirements of LUMIP such as
tile-level reporting of variables. Offline land-surface process
studies form part of LS3MIP (van den Hurk et al., 2016) and
offline simulations to quantify the contemporary land carbon
budget are performed under the TRENDY intercomparison
(Sitch et al., 2015).
The scientific scope of the Detection and Attribution in-
tercomparison (DAMIP) includes attempting some observa-
tional constraint on the transient climate response to cumu-
lative emissions (TCRE) (Gillett et al., 2016), whose assess-
ment is also an important target of C4MIP. Collaborative op-
portunities exist between C4MIP and DAMIP for analyses of
TCRE with C4MIP covering carbon cycle aspects of the his-
torical runs. Furthermore, results from DAMIP analysis runs
will provide insights on the mechanism of fluctuations of
past CO2 growth rate. Synergies also exist between DAMIP
and LUMIP, and also RFMIP (Radiative Forcing Model In-
tercomparison Project), regarding the biophysical effects of
land-use change.
3 C4MIP Experiments
3.1 Overview of simulations and their purpose
The C4MIP protocol for CMIP6 builds on DECK and his-
torical CMIP6 simulations, which are documented in detail
in Eyring et al. (2016a). The following experiments are not
formally C4MIP simulations but are considered prerequisite
simulations for C4MIP analyses:
– CMIP DECK pre-industrial control simulation (piCon-
trol), with specified CO2 concentration (“concentration
driven”).
– CMIP DECK pre-industrial control simulation (esm-
piControl), with interactively simulated atmospheric
CO2 (“emissions driven”, but with zero emissions).
– CMIP DECK 1% per year increasing CO2 simulation
(1pctCO2) initialized from pre-industrial CO2 concen-
tration until quadrupling. In C4MIP terminology this is
“fully coupled” meaning that both the model’s radiation
and carbon cycle components see the increasing CO2
concentration.
– CMIP6 concentration-driven historical simulation for
1850–2014 (historical).
– CMIP6 emissions-driven historical simulation with
interactively simulated atmospheric CO2 (esm-hist)
forced by anthropogenic emissions of CO2. Other forc-
ings such as non-CO2 GHGs, aerosols, and land-
cover change are being prescribed as in the CMIP6
concentration-driven historical simulation.
These simulations are documented in detail in Eyring et
al. (2016a), but here we emphasise some carbon-cycle-
specific aspects and requirements.
The simulations specifically identified as C4MIP simula-
tions are separated into two tiers. We require only a minimal-
istic two experiments for C4MIP tier-1 analysis. These are
– biogeochemically coupled version of the 1% per year
increasing CO2 simulation (1pctCO2-bgc);
– emissions-driven future scenario based on the SSP5-8.5
scenario (esm-ssp585).
The rationale for these two required simulations is that they
form a minimum set of outputs required to quantify the
climate–carbon cycle feedback in a model and to simulate the
full effects of this feedback on future climate under a high-
end emissions scenario. The emissions scenario also provides
a control for the LUMIP esm-ssp585-ssp126Lu simulation.
Further simulations are then requested under C4MIP tier-
2, which allow a more complete investigation of the feedback
components, their non-linearities, their sensitivity to nitrogen
limitations (if included in the model) and the role of their
effects on future scenarios including sustained CO2 increases
and a peak-and-decline in forcing. It is highly desirable that
as many of these as possible are performed to accompany the
tier-1 simulations. They are divided into two categories:
i. Idealized simulations
– RAD version of the 1% per year increasing CO2
simulation (1pctCO2-rad);
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– COU (fully coupled) 1% per year increas-
ing CO2 simulation with nitrogen deposition
(1pctCO2Ndep);
– BGC version of the 1% per year increas-
ing CO2 simulation with nitrogen deposition
(1pctCO2Ndep-bgc).
ii. Scenario simulations
– biogeochemically coupled version of the
concentration-driven historical CMIP6 simu-
lation (hist-bgc);
– biogeochemically coupled version of the
concentration-driven future SSP5-8.5 scenario
(ssp585-bgc);
– biogeochemically coupled version of the
concentration-driven future extension of the
SSP5-8.5 scenario (ssp585-bgcExt);
– biogeochemically coupled version of the
concentration-driven future SSP5-3.4-over scenario
(ssp534-over-bgc);
– biogeochemically coupled version of the
concentration-driven future extension of the
SSP5-3.4-over scenario (ssp534-over-bgcExt),
Note that 1pcCO2Ndep and 1pcCO2Ndep-bgc are only
applicable to models whose simulation will be affected by
the deposition of reactive nitrogen either due to terres-
trial or marine nitrogen cycle effects on carbon fluxes and
stores. Similarly, the biogeochemically forced scenario sim-
ulations (ssp585-bgc and ssp534-over-bgc) are only required
if the coupled ScenarioMIP counterpart has been performed
(ssp585 and ssp534-over). If computing resource limits the
number of simulations performed we recommend prioritis-
ing ssp585-bgc over ssp534-over-bgc.
The simulations required for C4MIP are summarized in
Table 1 and the CO2 concentration is shown schematically in
Fig. 1 in the context of the CMIP6 DECK, historical simu-
lations, and the ssp585 future scenario, which is a tier 1 ex-
periment of the ScenarioMIP (O’Neill et al., 2016). Table 2
shows the main simulations from other MIPs, which form
crucial counterparts to C4MIP simulations. The rest of this
section documents detailed instructions on how to set up and
perform the C4MIP simulations. Detailed definitions of the
output requirements are listed in Sect. 4.
3.2 Experimental details
3.2.1 Model requirements and spin-up
To participate in C4MIP a climate model must have the ca-
pability to run with an interactive carbon cycle. This means
it must simulate both terrestrial and marine carbon cycle pro-
cesses, and it must simulate the exchange of CO2 between
the land/ocean and the atmosphere in order to prognostically
Figure 1. Relation of C4MIP simulations to CMIP6 DECK and his-
torical simulations and the ssp585 and ssp5-34-over future scenario
simulation proposed for the ScenarioMIP. Note that at the time of
preparing this manuscript the details of the SSP5-3.4-OS-Ext exten-
sion to 2300 are not available; hence, it could not be included in the
figure, but it is still requested as a C4MIP tier-2 simulation.
simulate the evolution of atmospheric CO2. Some C4MIP
simulations prescribe a concentration of CO2 in the atmo-
sphere as a boundary condition and simulate the changes in
carbon fluxes and stores in response. Other simulations pre-
scribe emissions of CO2 to the atmosphere (from human ac-
tivity) as an external forcing and require the model to also
simulate the evolution of atmospheric CO2. A model must
be able to run in both these configurations in order to per-
form the C4MIP simulations. The evolution of atmospheric
CO2 concentration can be simulated by assuming that CO2 is
completely well mixed with the same globally averaged con-
centration everywhere in space or by transporting CO2 as a
three-dimensional tracer. This choice is up to the modelling
groups. Throughout this document we refer to the former –
prescribing atmospheric CO2 concentration as a boundary
condition – as a “concentration-driven” simulation, and the
latter – prescribing emissions and in turn simulating the CO2
concentration – as an “emissions driven” simulation. IPCC
AR5 WG1 Ch.6 Box 6.4 described the use of these config-
urations in some detail (Ciais et al., 2013). Figure 6.4 from
that Box is reproduced here for reference (Fig. 2). Although
the same terminology (concentration-driven or emissions-
driven) can be applied to aerosols or non-CO2 GHGs this
paper focuses only on CO2.
Before beginning the simulations described below, a
model must be spun-up to eliminate any long-term drift in
carbon stores or fluxes. Indeed, it has been shown recently
that the large diversity in spin-up protocols used for marine
biogeochemistry in CMIP5 ESMs contribute to large model-
to-model differences in simulated fields, and that drifts have
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Table 1. Summary of the C4MIP tier-1 and tier-2 simulations. Simulations can be “concentration driven” or “emissions driven” as described
in the text. Coupling mode refers to which model components see changes in atmospheric CO2.
Category Type of scenario Emission or
concentration
driven
Coupling mode Simulation
years
Short name
Tier 1
1%BGC Idealized 1% per year
CO2 only, BGC mode
C driven CO2 affects
BGC
140 1pctCO2-bgc
SSP5-8.5 SSP5-8.5 up to 2100 E driven Fully coupled 85 esm-ssp585
Tier 2
1%RAD Idealized 1% per year
CO2 only, RAD mode
C driven CO2 affects
RAD
140 1pctCO2-rad
1%COU-Ndep Idealized 1% per
year CO2 only, fully
coupled, increasing
N-deposition
C driven Fully coupled 140 1pctCO2Ndep
1%BGC-Ndep Idealized 1% per year
CO2 only, BGC mode,
increasing
N-deposition
C driven CO2 affects
BGC
140 1pctCO2Ndep-bgc
Hist/SSP5-8.5-
BGC
Historical+SSP5-8.5
up to
2300, BGC mode
C driven CO2 affects
BGC
165
85
200
hist-bgc, ssp585-bgc
and ssp585-bgcExt
SSP5-3.4-
Overshoot-
BGC
SSP5-3.4-OS up to
2300 in BGC mode
C driven CO2 affects
BGC
60 (from 2040–
2100)
200
ssp534-over-bgc,
ssp534-over-bgcExt
potential implications on model performance assessments
in addition to possibly aliasing estimates of climate change
impacts (Séférian et al., 2016). Separate spin-up simula-
tions should be performed for both concentration-driven
and emission-driven configurations. There are many possi-
ble techniques to ensure that a model’s carbon fluxes and
pools exhibit minimal drift. These include simply performing
very long simulations, running components offline from the
coupled system, numerical acceleration techniques or semi-
analytical schemes such as described by Xia et al. (2012).
The choice of technique is up to the modelling groups and
there is no requirement to submit data from the spin-up pe-
riod, but a proper documentation of the spin-up technique
and duration is required. The test of whether a model is spun-
up properly and exhibits minimal drift will be based on the
performance of the piControl simulation. It is suggested that
the model first be spun-up in concentration-driven mode and
this state can be used as an initial basis for the emission-
driven spin-up.
Our definition of an acceptably small drift in a properly
spun-up model is that land, ocean, and atmosphere carbon
stores each vary by less than 10 PgC/century (i.e., a long-
term average  0.1 PgC yr 1). This is broadly equivalent to
an atmospheric CO2 drift of less than about 5 ppm/century.
We suggest that a drift smaller than this value is highly de-
sirable but this value is a guideline. Exceeding this drift in
the control run may preclude a model from being included
in a C4MIP analysis, but we would expect that decision to
be made on a case-by-case basis. For example, a large ocean
drift in a concentration-driven experiment may not preclude
analysis of land carbon fluxes and vice-versa. We also stress
that being within these drifts is a minimum but not necessar-
ily sufficient quality condition. Regional patterns and drifts
of stores and fluxes will also be assessed and depending on
the analysis may preclude inclusion of a given model’s re-
sults.
For simulations of carbon isotopes, spin-up times of many
thousands of years or the use of an equivalent fast spin-up
technique may be required to eliminate drift, particularly for
carbon-14 in ocean carbon and soil carbon. The spin-up tech-
nique is left to the modellers’ discretion.
3.2.2 DECK piControl and historical
The pre-industrial control run (piControl) is a required simu-
lation of the CMIP DECK, and a prerequisite simulation for
participating in C4MIP. The run begins from a spun-up state
as described above and all forcings should continue to be ap-
plied as per the spin-up. The global land and ocean carbon
stores should not drift by more than 10 PgC/century each.
The length of the pre-industrial control run should be at least
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Table 2. Summary of key simulations from CMIP6 DECK, historical or other MIPs on which C4MIP analysis will rely. The emissions-driven
control and historical runs in particular are entry card requirements for C4MIP.
Type of
simulation
Simulation name Owning MIP Notes
Control
piControl DECK Prescribed pre-industrial CO2 concentration
esm-piControl DECK Prognostically simulated atmospheric CO2
concentration; required if performing any
emissions-driven simulations for C4MIP
Idealized
1pctCO2 DECK Forms essential counterpart for C4MIP BGC
and RAD 1% simulations
Historical
historical CMIP6 historical
esm-hist CMIP6 historical Prognostically simulated atmospheric CO2
concentration; required if performing any
emissions-driven simulations for C4MIP; pro-
vides starting point for C4MIP emissions-
driven SSP5-8.5
Future
scenarios
ssp585, ssp585ext ScenarioMIP Essential counterpart for SSP5-8.5-BGC de-
coupled simulation and its extension to 2300
ssp534-over,
ssp534-over -ext
ScenarioMIP Essential counterpart for SSP5-3.4-over-bgc de-
coupled simulation and its extension to 2300;
branches from SSP5-8.5 at 2040
esm-ssp585-
ssp126Lu
LUMIP Same as esm-ssp585 except uses SSP1-2.6 land
use (afforestation scenario)
equal to any simulation for which it will serve as the control
simulation thereby allowing correction for model drift. The
piControl run must be run for both concentration-driven and
emission-driven configurations of the model. In both cases
all forcings should be held constant at pre-industrial levels as
described in the CMIP DECK documentation. The only dif-
ference between concentration-driven and emission-driven
control runs is that the emission-driven simulation simulates
atmospheric CO2 internally in response to natural fluxes of
carbon from land and ocean, whereas in the concentration-
driven case atmospheric CO2 concentration is specified. No
anthropogenic fossil fuel emissions of CO2 should be applied
to the model during this control run, and fixed pre-industrial
land-use should be imposed. The simulated atmospheric CO2
in esm-piControl should therefore remain stable, with drifts
below 5 ppm/century.
The CMIP6 historical run, a CMIP6 required simula-
tion, must be performed in both concentration-driven and
emission-driven configurations for participation in C4MIP.
It is expected that the historical simulation would begin
from the same starting point as the pre-industrial control
run (Fig. 3). This nominally is set as 1 January 1850. We
note though that this neglects the small but non-zero ef-
fect of pre-1850 land-use changes (see e.g., Pongratz et al.,
2009; Sentman et al., 2011). Some modelling groups might
therefore opt for an earlier starting date or perform addi-
tional offline land-surface simulations in order to account
for pre-1850 land cover change. This would mean though
that the control and historical simulations begin from dif-
ferent states and with different trends and this should there-
fore be very clearly documented. The protocol for the his-
torical simulation is documented in detail in the CMIP6
paper (Eyring et al., 2016a). Here we stress the need for
the emission-driven historical run (esm-hist) to also be per-
formed as an “entry card” for C4MIP. The only difference be-
tween concentration-driven and emission-driven simulations
is the treatment of atmospheric CO2. All other forcings must
be identical in both simulations. The concentration-driven
simulation will use historical atmospheric CO2 concentration
provided by CMIP6.
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Figure 2. Schematic representation of carbon cycle numerical ex-
perimental design. Concentration-driven (left) and emissions-driven
(right) simulation experiments make use of the same Earth system
models (ESMs), but configured differently. Concentration-driven
simulations prescribe atmospheric CO2 as a pre-defined input to
the climate and carbon cycle model components. Compatible emis-
sions can be calculated from the output of the concentration-driven
simulations. Emissions-driven simulations prescribe CO2 emissions
as the input, and atmospheric CO2 is an internally calculated state
variable within the ESM. Adapted from Ciais et al. (2013). Solid
arrows depict internal data flow within the model, dashed arrows
depict data output from the model.
The emission-driven simulation will use anthropogenic
CO2 emissions documented here. Model groups have a
choice over the treatment of land-use forcing as described
below.
– Fossil fuel emissions: CMIP6 will provide gridded, an-
nual CO2 emissions from burning of fossil fuels, from
the beginning of 1850 to the end of 2014 for the his-
torical simulation and through to the end of 2100 for
ssp5-8.5. See Sect. 3.3.1.
– Land-use carbon emissions: there are two allowable op-
tions:
– If possible, drive the model with the CMIP6 land-
use forcing (Hurtt et al., 2016; http://luh.umd.edu/
_LUH2/LUH2_1.0h/) and the model simulates its
own CO2 emissions (including both from deforesta-
tion and uptake from regrowth) to/from the atmo-
sphere as an internal process. In this case the only
external input of carbon to the system is fossil fuel
emissions.
– If that is not possible for the model, then
C4MIP will provide land-use carbon emissions; see
Sect. 3.3.1.
Figure 3. Schematic representation of model spin-up followed by
control and historical simulations through 2014. The interactive
CO2 pre-industrial control should ideally have a drift of less than
5 ppm/century.
3.2.3 Idealized 1% simulations
A concentration-driven simulation with a 1% per year in-
crease in atmospheric CO2 concentration beginning from
pre-industrial is a required simulation of the DECK. In
C4MIP there are further variants of this 1% simulation de-
signed to quantify the concentration-carbon and climate–
carbon feedback parameters (Friedlingstein et al., 2006;
Arora et al., 2013).
The tier-1 C4MIP simulation 1pctCO2-bgc requires the
simulation to be repeated but with a change to the model
set-up such that only the model’s carbon cycle compo-
nents (both land and ocean) respond to the increase in CO2,
whereas the model’s radiation code uses a constant, pre-
industrial concentration of CO2. This simulation was previ-
ously known as “Uncoupled” in Friedlingstein et al. (2006),
and was re-named “Biogeochemically coupled” by Gregory
et al. (2009). All other forcings must be identical to the
DECK 1pctCO2 simulation.
A tier-2 C4MIP simulation 1pctCO2-rad is the counterpart
of 1pctCO2-bgc. It requires the simulation to be repeated but
with a change to the model set-up such that only the model’s
radiation code sees the increase in CO2 and the model’s car-
bon cycle components (both land and ocean) see a constant,
pre-industrial concentration of CO2. This simulation was not
performed in Friedlingstein et al. (2006), and was termed
“Radiatively coupled” by Gregory et al. (2009). All other
forcings must be identical to the DECK 1pctCO2 simula-
tion. Although this simulation is in tier-2 we strongly encour-
age all modelling groups to perform it as the non-linearities
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of biogeochemical and radiative response can be large (e.g.
Schwinger et al., 2014).
For models with a nitrogen cycle, there are two fur-
ther 1% simulation variants requested as C4MIP tier-2:
1pctCO2Ndep and 1pctCO2Ndep-bgc. These can be run if
the model includes either land- or marine nitrogen cycle in
a way that changes carbon uptake and storage. If the input
of reactive nitrogen to the model will not affect the car-
bon cycle, then there is no need to perform these simula-
tions. If changes in nitrogen deposition will affect either
land or ocean carbon uptake then these simulations are re-
quested. 1pctCO2Ndep and 1pctCO2Ndep-bgc are parallel
to the 1pctCO2 and 1pctCO2-bgc simulations but with the
addition of a time-varying deposition of reactive nitrogen
(see Sect. 3.3.3).
3.2.4 Scenario simulations
Concentration-driven scenario simulations, which follow on
from the end of the concentration-driven historical simula-
tion, are performed under ScenarioMIP. In C4MIP we re-
quest simulations that complement some of these.
Under C4MIP tier-1, we request an emission-driven
esm-ssp585 simulation, which parallels the ScenarioMIP
concentration-driven SSP-5-8.5 simulation. This simulation
should begin from the end point of the emissions-driven his-
torical simulation (1 January 2015). As with the historical
simulation the only difference from the concentration-driven
counterpart should be the treatment of atmospheric CO2,
which is simulated within the model driven by prescribed
emissions. SSP8.5 gridded fossil fuel emissions will be pro-
vided as will SSP8.5 land-use forcing and land-use CO2
emissions. Models should implement these in the scenario
run in exactly the same manner as they did in the emission-
driven historical simulation.
Under C4MIP tier-2, we also request a biogeochemically
coupled (BGC) version of the concentration-driven SSP5-
8.5, ssp585-bgc and ssp585-bgcExt. As with the 1pctCO2-
bgc simulation, this run should be performed with only the
carbon cycle components (land and ocean) seeing the pre-
scribed increase in atmospheric CO2. The model’s radiation
scheme should see fixed pre-industrial CO2. All other non-
CO2 forcings should be applied in an identical way to the
ScenarioMIP SSP5-8.5 and SSP5-8.5ext simulations. If pos-
sible this simulation should be extended to 2300, as should
its counterpart from ScenarioMIP, as one of the priority fo-
cus areas for analysis is on long-term processes such as ocean
carbon and heat uptake and permafrost loss (e.g., Randerson
et al., 2015).
3.3 Forcings and inputs
3.3.1 CO2 concentrations and anthropogenic CO2
emissions
For concentration-driven simulations, atmospheric CO2
should be prescribed as a globally well-mixed value provided
by CMIP6. The CMIP6 paper (Eyring et al., 2016a) and a
range of papers in the GMD CMIP6 Special Issue will docu-
ment the forcings in more detail. The data will be made avail-
able from the CMIP6 and PCMDI webpages (http://www.
wcrp-climate.org/wgcm-cmip/wgcm-cmip6, https://pcmdi.
llnl.gov/search/input4mips). For emissions-driven simula-
tions, atmospheric CO2 should be simulated prognostically
by the model. External boundary conditions of anthro-
pogenic CO2 emissions will be provided and should be used
as follows:
– In esmPIcontrol, the emissions-driven control run, at-
mospheric CO2 should be simulated by the model but
no external emissions should be added during this sim-
ulation.
– Fossil fuel emissions should be used for the emissions-
driven historical and future scenario simulations.
C4MIP will provide gridded, annual CO2 emissions
from burning of fossil fuels, from the beginning of 1850
to the end of 2014 for the historical simulation and
through to the end of 2100 for ssp5-8.5. They will be
provided on land points on a 1  ⇥ 1  grid. It is up to
model groups to re-grid or interpolate these emissions
to suit their own model. Global annual totals must be
conserved and must match the global annual totals of
the gridded data provided. Conserving the global annual
total is more important than the spatial patterns of emis-
sions.
– C4MIP strongly recommends that land-use carbon
emissions are simulated internally by applying the land-
use forcing by Hurtt et al. (2016). In the event that this
is not possible in a model, C4MIP will provide annual
land-use carbon emissions mainly based on the results
of two bookkeeping models: BLUE (Hansis et al., 2015)
and Houghton (Houghton et al., 2012). For the years
1850 to 2010 the average result of these two bookkeep-
ing models defines the global emission rate, whereas the
spatial distribution of the emissions is taken solely from
BLUE at a 0.5  resolution. This approach provides in-
put emissions more spatially consistent with the land-
use forcing applied to models than population-weighted
spatial patterns used in CMIP5. For the years 2010 to
2014 the global land-use emission rate is specified by
the Global Carbon Project (Le Quéré et al., 2015) and
the spatial pattern is that of BLUE at the year 2010. At
the time of writing this C4MIP protocol, future land-use
scenarios have not yet been processed within LUH2.
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Our intention is that for the future scenarios we will
provide gridded land-use emissions using global totals
from the scenario and the spatial pattern either provided
from the scenario or from the BLUE spatial pattern for
2010. As with fossil fuel emissions, it is up to model
groups to re-grid or interpolate these emissions to suit
their own model. Global annual totals must be con-
served and must match the global annual totals of the
gridded data provided.
3.3.2 Land-use and land-use-induced land cover
change
LULCC affects climate via two aspects in CMIP6 simula-
tions. In both concentration-driven and emission-driven sim-
ulations LULCC alters the distribution of vegetation cover-
ing the land surface, with consequences for the exchange
of heat, water, and momentum with the atmosphere. Its ef-
fects on terrestrial carbon stocks allow us to infer LULCC
emissions, more accurately labelled the “et LULCC flux”
(Brovkin et al., 2013). In emission-driven simulations the
net LULCC flux influences the atmospheric CO2 concentra-
tion, contributing to subsequent carbon cycle feedbacks (e.g.,
Strassmann et al., 2008; Arora and Boer, 2010; Pongratz et
al., 2014).
The LULCC forcing for the historical simulations will be
based on the protocol and forcing data provided by CMIP6
for the DECK and the historical CMIP6 simulations. LULCC
is kept fixed at its pre-industrial state for all 1pctCO2 simu-
lations (fully coupled, biogeochemically and radiatively cou-
pled versions). It is essential that the biogeochemically cou-
pled simulations required for C4MIP of the historical and fu-
ture SSP simulations and their extensions to 2300 use iden-
tically the same LULCC forcing as for the parallel Scenari-
oMIP simulations.
3.3.3 N deposition
Models including a nitrogen cycle are encouraged to use a
consistent set of forcings of anthropogenic nitrogen depo-
sition as drivers for the respective ocean and land biogeo-
chemical components. Rates of speciated nitrogen deposi-
tion at the land and ocean surface are not available from ob-
servations and so need to be determined by models. C4MIP
will coordinate with CCMI to provide gridded, time-varying
fields of nitrogen deposition from chemistry transport models
(CTMs) for use as driving inputs in C4MIP simulations (http:
//www.met.reading.ac.uk/ccmi/?page_id=375). This will be
provided partitioned into four categories of wet or dry and
oxidized or reduced N deposition velocities at the bottom of
the atmosphere. If a model requires more or fewer categories
or species of nitrogen deposition then it is up to the model
group to produce these. When aggregating or disaggregating
components of deposition the total amount of reactive nitro-
gen should be conserved. Inputs into the land biosphere de-
pend on vegetation characteristics, and these aspects should
be dealt with by the individual model groups.
C4MIP simulations should use N deposition fields as fol-
lows:
– Pre-industrial control (piControl and esm-piControl)
should use time-invariant, but spatially explicit, N de-
position appropriate to 1850. This is so that there are no
discontinuities in carbon pools or fluxes at the beginning
of the historical simulation.
– Historical (historical, esm-hist, hist-bgc) and future
scenarios (esm-ssp585, ssp585-bgc, ssp585-bgcExt,
ssp534-over-bgc, ssp534-over-bgcExt) should use the
provided time-varying N-deposition data derived from
CTM simulations. It is essential that all C4MIP simu-
lations use identically the same N-deposition fields for
the C4MIP simulations as the parallel DECK, historical
and ScenarioMIP simulations.
– The idealized simulations (1pctCO2, 1pctCO2-bgc,
1pctCO2-rad) should also use the time-invariant pre-
industrial N deposition as used in the control runs, as
CO2 is the only time-varying forcing in these experi-
ments.
– For the first time, C4MIP requests additional ideal-
ized simulations (1pctCO2Ndep, 1pctCO2Ndep-bgc)
designed to quantify the effect of N deposition on the
carbon–climate and carbon-concentration interactions.
These simulations should use an idealized scenario of
time-varying N deposition as follows. A scenario will
be generated by adding to the pre-industrial base-line
the geographically explicit difference between the year
2100 SSP5-8.5 N deposition scenario and pre-industrial
values, such that the relative growth rates of N deposi-
tion and CO2 match and the global total N deposition
at the time when atmospheric CO2 concentrations reach
the SSP5-8.5 value for the year 2100 correspond to the
year 2100 N deposition total. C4MIP will generate these
fields of N deposition and make them available as an-
nual fields to be applied in these idealized simulations.
If the ESM simulates atmospheric chemistry and composi-
tion and therefore provides N deposition internally, then this
can be used in place of a prescribed field of N deposition for
the control, historical, and scenario simulations. However, ir-
respective of whether an ESM generates N deposition or not,
for the 1% idealized simulations, it is preferable to use the
provided fields as anomalies, which should be added to the
ESM’s pre-industrial N-deposition fields.
The provided N-deposition data will cover both land and
ocean, but we acknowledge that some models have their own
established sources of reactive nitrogen to the oceans and to
change this would require costly repeat-spinup simulations.
So it is left to the model groups’ discretion how to apply N
deposition to the ocean. If a source other than that provided
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Figure 4. Carbon isotopes in atmospheric CO2 for the historical
period 1850–2014. Data for  13C is from Law Dome, South Pole
(Rubino et al., 2013), and Mauna Loa (Keeling et al., 2001) and
includes smoothing of the observations. Data for 114C are com-
piled from Levin et al. (2010) and other sources (I. Levin, personal
communication, 2016), following a similar data set used by Orr et
al. (2000).
by C4MIP is used this should be documented and made avail-
able to aid analyses.
3.3.4 Carbon isotopes
Models including carbon isotopes ( 13C and114C) in land or
ocean realms are encouraged to simulate and report variables
relating to carbon isotopes for control, historical, and future
scenario simulations.
For historical concentration-driven runs (piControl, histor-
ical and hist-bgc), atmospheric  13CO2 and 114CO2 forcing
based on observations will be provided (Fig. 4). The atmo-
spheric forcing data sets will be available at the C4MIP web-
site. We also plan to make available atmospheric forcing data
for carbon isotopes for the ssp585 scenario and for other sce-
narios and extensions using a simple carbon cycle model, fol-
lowing Graven (2015).
Carbon isotopes are only requested to be simulated in land
and ocean model components using the provided histori-
cal or future atmospheric forcing data sets for  13CO2 and
114CO2. It is not requested that atmospheric  13CO2 and
114CO2 be simulated by ESMs, even for emission-driven
simulations of atmospheric CO2.
3.3.5 Other forcings
If the model requires any other external forcing not docu-
mented here, for example deposition of phosphorous, then it
is at the model groups’ discretion how to provide it. In the
case of a model with an interactive phosphorous cycle, we
recommend the forcing data are prepared in a way analogous
to the nitrogen deposition described above. We recommend
modelling groups to contact C4MIP for more details if this
is applicable. Any additional forcings must be documented
through the CMIP meta-data process or in the appropriate
model description paper.
4 Output requirements
It is vital for accurate analysis and model intercomparison
that every model adheres to the definitions of each output
variable in order for a like-for-like comparison to be made. In
this section we describe in detail each requested output vari-
able. The data request will be documented separately (by the
WGCM Infrastructure Panel; https://www.earthsystemcog.
org/projects/wip/) and will list the required variables output
for each CMIP6 simulation along with their precise variable
names, description, and required units. Here we aim to de-
scribe each variable so that its implementation and use are
made consistent across all models and analyses.
4.1 Land
4.1.1 Land carbon cycle variables
The primary aim of C4MIP is to compare the aspects of
the global carbon cycle and its response to environmental
changes across the participating ESMs. To achieve this ob-
jective, it is essential that all carbon stocks and fluxes are
reported so that total amount of carbon in the system can
be tracked and their conservation checked. To achieve this,
compulsory tier-1 diagnostics have been defined that close
the carbon cycle as simply as possible. Desirable tier-2 diag-
nostics should also be reported where possible, which allow
for more detailed analysis by breaking down tier-1 output
into sub-components.
Land carbon pools: tier-1
Figure 5 shows the requested carbon cycle stores over land.
Tier-1 variables are intended to be simple but still capture the
total land carbon store. Tier-2 variables provide the same in-
formation as the tier-1 variables but in more detail. As shown
in Fig. 5 the total carbon can be calculated from tier-1 vari-
ables and is not the combined sum of tier-1 and tier-2 vari-
ables.
The carbon stored in the vegetation–litter–soil system
is simply represented by tier-1 variables, cVeg, cLitter,
and cSoil respectively. For models that do not repre-
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Figure 5. (a) Requested tier-1 and tier-2 variables representing land carbon pools. Although not a land carbon quantity, atmospheric CO2
is shown here for completeness. (b) Detailed view of the tier-2 breakdown for soil carbon by vertical level (cSoilLevels) and by soil carbon
pool (cSoilPools).
sent a vertical discretization of soil carbon, all soil car-
bon should be reported simply as cSoil. Additionally
in tier-1 for models with vertically discretized soil car-
bon, we request output on the vertical distribution above
and below 1m depth (cSoilAbove1m, cSoilBelow1m).
These should be reported in addition to cSoil, such that
cSoil=cSoilAbove1m+cSoilBelow1m. The rationale for re-
questing this is the availability of several observation-based
data sets that report soil organic matter content to 1m depth.
It is important that any evaluation of cSoil outputs against
observed data sets makes use of the appropriate depth of soil
in both the observations and model outputs.
A fourth pool, cProduct, represents the carbon stored in
product pools (harvested wood, paper products, furniture,
etc.) as a result of anthropogenic land-use change. The to-
tal carbon stored per unit area on land is then simply:
cLand= cVeg+ cLitter+ cSoil+ cProduct (1)
Some models may not explicitly simulate a litter pool distinct
from their soil carbon pool. In this case cLitter should be re-
ported as zero. We would normally expect cProduct to be
non-zero in simulations that include anthropogenic land-use
or land-use change. Hence, for the idealized 1% per year in-
creasing CO2 simulations (biogeochemically, radiatively or
fully coupled) we would expect models to report cProduct =
0. For models whose land-use fluxes contribute straight to the
atmosphere and/or to their litter or soil carbon pools, but not
to the product pools, cProduct = 0 should also be reported
for historical and scenario simulations. Obviously, for mod-
els that do not simulate the effect of LULCC on the carbon
cycle, cProduct will also be expected to be zero.
Land carbon pools: tier-2 vegetation and litter carbon
Tier-2 output variables allow for more detailed breakdown
and analysis of their parent carbon stores. They are sub-
components of their parent tier-1 variables, and not addi-
tional stores. For example, the vegetation carbon pool can
be represented by carbon in the leaf, stem, and root as well
as possibly other (e.g. fruit) components. For models that re-
port these tier-2 variables, the total amount of carbon per unit
area should be identical to the tier-1 variable, i.e.
cVeg= cLeaf+ cStem+ cRoot+ cOther. (2)
The same applies for the litter carbon pool, which is re-
quested to be broken down into coarse woody debris (cLitter-
CWD) and above- and below-surface litter (cLitterSurf, cLit-
terSubSurf) pools. When a model has a continuous profile of
litter with depth, take above and below 10 cm as the defini-
tion of above and below the surface. CWD here is assumed
to be on the surface.
Land carbon pools: tier-2 soil carbon
For CMIP5 the soil carbon pool was requested to be di-
vided into components with fast, medium, and slow turnover
timescales. However, this distinction was not found useful
by the community and as a result was not used in many anal-
yses. For CMIP6, we request a breakdown in two different
ways (Fig. 5b). First, models with a vertical structure to their
soil carbon are requested to report total soil carbon for each
soil layer. In the same way as soil moisture or temperature,
this should be reported as a multi-level output, cSoilLevels.
As the structure for this may vary between models, it is es-
sential that the model is thoroughly documented. The sum
of soil carbon over all cSoilLevels should be identical to the
total cSoil tier-1 variable.
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Table 3. Summary of tier-2 data request of carbon pools and fluxes by sub-grid land cover fraction.
Portion of gridbox Pools Fluxes
treeFrac cVegTree, cLitterTree, cSoilTree gppTree, nppTree, raTree, rhTree
shrubFrac cVegShrub, cLitterShrub, cSoilShrub gppShrub, nppShrub, raShrub, rhShrub
grassFrac cVegGrass, cLitterGrass, cSoilGrass gppGrass, nppGrass, raGrass, rhGrass
cropFrac cVegCrop, cLitterCrop, cSoilCrop gppCrop, nppCrop, raCrop, rhCrop
pastureFrac cVegPast, cLitterPast, cSoilPast gppPast, nppPast, raPast, rhPast
Most soil carbon models represent multiple soil carbon
pools (such as fast or slow turnover, or decomposable and
resistant organic material). In order to be able to diagnose
and evaluate the turnover rates of carbon within the terrestrial
system, we make a second tier 2 request to report individual
soil carbon pools (Fig. 5b, lower panel). It is also required
to report the turnover rate (tSoilPools: defined as 1/residence
time) for each pool. The pool-flux structure of each model
should be fully documented in its model description paper.
This output will enable reduced complexity approaches (e.g.
Xia et al., 2013) to recreate and analyse the soil carbon dy-
namics within each model. The sum of soil carbon over all
cSoilPools should be identical to the total cSoil tier-1 vari-
able.
Land carbon pools: tier-2 carbon on sub-grid tiles
A final tier-2 breakdown is required to report the main stores
and fluxes separately for different land cover types. The LU-
MIP data request (Lawrence et al., 2016) requests carbon
pools and fluxes for four land cover types: crop, pasture,
primary and secondary land (combined as one tile), and ur-
ban. For C4MIP we additionally request a breakdown of car-
bon pools and fluxes within “primary and secondary” land
onto tree, shrub, and grass separately. Section 4.1.4 describes
the C4MIP requested output of land cover fractions. Carbon
pools (cVeg, cLitter and cSoil) and fluxes (gpp, npp, ra, rh)
are therefore requested on the treeFrac, shrubFrac, grassFrac,
cropFrac, and pastureFrac fractions shown in Fig. 11. Table 3
lists all of these requests.
Land carbon fluxes
Equally important to the land carbon pools are the fluxes go-
ing into and out of them, which will allow us to gain insight
into how the pools have changed and why. For ease of under-
standing, we have adopted a convention for newly defined
variables that a carbon pool is prefixed by a “c” (as in cVeg
or cSoil) and a flux by an “f” (as in fLandToOcean). Some
existing variables (e.g. gpp and npp) do not conform to this
but are considered to be well known and do not need to be
changed.
Figure 6 shows the variables requested for terrestrial car-
bon fluxes. Similar to land carbon pools, the objective of tier-
1 fluxes is to capture the primary system behaviour, and tier-
Figure 6. Requested tier-1 and tier-2 variables representing land
carbon fluxes. The colours of the arrows correspond to the type of
flux. The orange arrows represent “natural” fluxes that represent
pathways of carbon exchange between the land and atmosphere.
These natural fluxes would generally be expected to be non-zero in
all simulations. The brown arrows represent fluxes associated with
anthropogenic disturbance between land pools or between the land
and the atmosphere. These fluxes would be expected to be non-zero
in simulations that implement anthropogenic land-use change based
on land-use change scenarios. The yellow arrows represent internal
fluxes within the veg–litter–soil system. Finally, the blue arrow rep-
resents carbon loss from land to the ocean, which may be a subset
of leached carbon, although not all models may simulate this flux.
2 fluxes provide breakdown within the tier-1 fluxes allowing
for a more detailed analysis. The directions of the arrows in-
dicate the sign convention of the flux, which is considered
positive in the direction in which the arrows are pointing. For
example, gross primary productivity (gpp) is positive down-
wards indicating flux of carbon from the atmosphere to the
vegetation, whereas autotrophic respiration (ra) is positive
upwards indicating flux of carbon from the vegetation to the
atmosphere.
Gross primary productivity is the flux of carbon from the
atmosphere to the vegetation that is associated with photo-
synthesis. Net primary productivity (npp) represents the car-
bon uptake by vegetation after the autotrophic respiration (ra)
costs have been taken into account (npp= gpp  ra). Both ra
and npp are sub-divided into tier-2 outputs representing flux
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from the leaf, stem, and root, components respectively, plus
also a category “other”, which should include all the compo-
nents (if any) reported under cOther tier-2 carbon pool. Also,
similar to land surface pools, the sum of the tier-2 fluxes must
be identical to their parent tier-1 flux.
npp= nppLeaf+ nppStem+ nppRoot+ nppOther (3)
Heterotrophic respiratory flux (rh) and CO2 emissions as-
sociated with natural wildfires (fFireNat) represent carbon
loss from the land carbon stores to the atmosphere. rh is re-
quested to be sub-divided into its tier-2 components from the
litter and soil pools. Similarly, fFireNat is sub-divided into
fire CO2 emissions from vegetation and litter carbon pools.
Note, that fFireNat should not include CO2 emissions from
fires associated with anthropogenic land-use change.
Anthropogenic land-use change or land management can
result in transfer of carbon out of the vegetation, litter and
soil carbon pools either directly to the atmosphere (fAnthDis-
turb) or to the product pool. fAnthDisturb is proposed to be
split into fluxes due to land-cover change (fDeforestToAt-
mos) or management (fHarvestToAtmos), if this distinction
is made in the model. Anthropogenic fires, associated with
LUC, should be included in fAnthDisturb. Fluxes into the
product pool should similarly be reported as either fDefor-
estToProduct or fHarvestToProduct. Decomposition of car-
bon in the product pool represents a carbon flux back to the
atmosphere (fProductDecomp).
Due to the complexity of the processes involved, espe-
cially in the treatment of land use and management, and the
growing complexity in the manner in which LUC is repre-
sented in the models, it is possible that this simple frame-
work may not be completely compatible with all models. It
is simply not possible to define in advance of CMIP6 a frame-
work that may cover every possible flux in every model. Our
request is, therefore, that all fluxes of carbon are reported
somewhere, in the best possible way that they may fit within
the framework shown in Fig. 6, and not missed. This will
ensure conservation of carbon within the reported variables.
An example of differences in model structure and pro-
cesses is the manner in which litter from the vegetation pool
is transferred to the soil carbon pool. Some models simulate
litter fall from vegetation into the litter pool and then sub-
sequent assimilation into the soil carbon pool. Some mod-
els may also simulate this flux directly from vegetation to
soil carbon. In either case tier-2 breakdown of the litterfall
flux due to senescence (normal turnover) and mortality is
requested; this breakdown is expected to help to diagnose
changes in turnover time of the litter and soil carbon pools.
Figure 6 also forms the basis of carbon conservation prop-
erties that must be obeyed by the reported outputs. These in-
clude the manner in which fluxes should add up and that the
rate of change of carbon in carbon pools must be equal to the
sum of fluxes going in and out of the pools, or equivalently
changes in pools must be equal to the sum of time integral of
the fluxes into and out of the pools.
gpp= npp+ ra (4)
d cVeg
dt
= npp  fVegLitter  fVegSoil  fAnthDisturb (5)
  fDeforestToProduct  fHarvestToProduct  fVegFire
d cLitter
dt
= fVegLitter  fLitterSoil  fLitterFire  rhLitter (6)
d cSoil
dt
= fLitterSoil+ fVegSoil  rhSoilfLandToOcean (7)
d cProduct
dt
= fDeforestToProduct (8)
+ fHarvestToProductfProductDecomp
We define a new variable, netAtmosLandCO2Flux, which
is the total flux of CO2 from the land to the atmosphere. It
should encompass every flux from land to atmosphere so that
the total from each model can be compared without having to
know model details of which component fluxes to sum. Due
to differences in naming convention, we have chosen not to
call this NBP (net biome productivity). This is an essential
tier-1 variable requested from all C4MIP simulations.
4.1.2 Land nitrogen cycle variables
Figures 7 and 8 summarize the requested terrestrial nitrogen
pools and flux variables from models that include a repre-
sentation of terrestrial nitrogen cycle and its coupling to the
terrestrial carbon cycle. The nitrogen pools are designed to
parallel their corresponding carbon stores as closely as pos-
sible, giving primarily the storage of nitrogen in the vegeta-
tion (nVeg), litter (nLitter), and soil organic matter (nSoil)
pools. Additionally, we are requesting mineral nitrogen in
soil (nMineral), which is sub-divided into tier-2 variables
representing ammonium (nMineralNH4) and nitrate (nMin-
eralNO3) mineral nitrogen. We do not envisage much inter-
est in the nProduct variable (nitrogen stored in anthropogenic
product pools), but it is required as a tier-1 output in order to
close the nitrogen budget and ensure mass conservation of
analyses. There will also be likely little interest in separat-
ing nLitter into its tier-2 components nLitterCwd, nLitterSurf
and nLitterSubSurf but these variables are being requested
for consistency with their carbon counterparts.
Requested fluxes associated with the flow of nitrogen over
land are summarized in Fig. 8 and differ more from their car-
bon counterparts than do the carbon and nitrogen pools. As
with the pools, all fluxes should be reported somewhere in
order to be able to close nitrogen cycle budget over land and
ensure mass conservation of analyses. As with carbon fluxes,
the sign convention of the flux is considered positive in the
direction in which the arrows are pointing
Nitrogen enters the terrestrial ecosystems either through
anthropogenic inputs (which can be either atmospheric de-
position, fNdep, or fertilizer input fNfert) or through bio-
logical fixation (fBNF). Flows between vegetation, litter, and
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Figure 7. Requested tier-1 and tier-2 variables representing land
nitrogen pools.
soil organic N pools mirror the carbon fluxes, but with addi-
tional terms that represent inorganic mineral nitrogen uptake
by vegetation (fNup) and the net mineralization flux, i.e. the
difference between gross mineralization and immobilization,
from the dead litter and soil organic matter pools to the min-
eral nitrogen pool (fNnetmin). fNnetmin should be reported
as positive into the nMineral pool. Negative values of fNnet-
min then imply net immobilization.
The tier-1 variables that represent the loss of nitrogen
from the primary terrestrial pools of vegetation, litter and
soil organic matter include fluxes due to anthropogenic dis-
turbance: either into the LUC product pool (fNproduct) or
loss direct to the atmosphere fNAnthDisturb and loss from
the mineral nitrogen pool (fNloss). In order to conserve ni-
trogen, all losses of N must be reported into one of these
variables. fNloss may be further sub-divided (if represented
in the model) into tier-2 outputs of gaseous loss to the atmo-
sphere (fNgas) and loss of dissolved organic and inorganic
nitrogen through leaching (fNleach), i.e. fNloss = fNgas +
fNleach. If represented in the model, fNgas can be split into
that due to fire and non-fire. A further breakdown of tier-2
fluxes is also requested, if available, but these do not nec-
essarily have to add up to the tier-1 flux value: fNOx and
fN2O are components (but do not necessarily have to add up
to fNgas) and may be of interest for evaluation activities or
coupling to atmospheric chemistry models. fNLandToOcean
may be a subset of fNleach and is of interest for studying the
impact of terrestrial nitrogen cycle on coastal ocean ecosys-
tems.
4.1.3 Land physical variables
While most variables representing the land surface physical
state and water fluxes will likely be requested by the land sur-
face, snow, and soil moisture model intercomparison project
Figure 8. Requested tier-1 and tier-2 variables representing land
nitrogen fluxes.
(LS3MIP, van den Hurk et al., 2016) and land-use model
intercomparison project (LUMIP, Lawrence et al., 2016),
C4MIP requests some basic land surface physical variables
as well. These include soil moisture and temperature, vegeta-
tion leaf area index (LAI) and height, and basic water fluxes.
Physical state variables
Figure 9 shows the state variables requested that characterize
the physical vegetation structure (through leaf area index and
vegetation height) and the physical state of the soil (through
the soil moisture and temperature of a model’s soil layers).
The only tier-1 state variable requested for vegetation
structure is LAI, which represents the area of leaves per unit
area of ground. Vegetation height may also be considered
an important evaluation metric but this is requested as tier-
2 variable. It is likely more useful to distinguish vegetation
height by vegetation type, i.e. by tree, shrub, grass, and crop.
If this distinction is not made or unavailable in a model then
only the grid-averaged vegetation height may be reported.
Soil moisture and temperature are requested as tier-1 vari-
ables to be able to analyse carbon and moisture fluxes to-
gether and to identify the role of the physical state of the
soil conditions on carbon stores and fluxes. The total, liquid,
and frozen soil moisture contents are aggregated and disag-
gregated in various ways as shown in Fig. 9 and described
below:
– soil temperature (tsl) is requested for each model level
– soil moisture is requested as
– total soil moisture content (sum of frozen and liq-
uid) in the top 10 cm, mrsos;
– total (mrsol), liquid (mrsll) and frozen (mrsfl) soil
moisture content at each model level;
Geosci. Model Dev., 9, 2853–2880, 2016 www.geosci-model-dev.net/9/2853/2016/
C. D. Jones et al.: The Coupled Climate–Carbon Cycle Model Intercomparison Project 2871
Figure 9. Requested state variables that characterize the physical vegetation structure and the physical state of the soil.
Figure 10. Requested land surface hydrological flux variables.
– column integrated total (mrso), liquid (mrlso) and
frozen (mrfso) soil moisture contents.
Additionally, a total water diagnostic, mrtws, is requested as
tier-2 variable. This includes all soil moisture as reported
above (mrso) but additionally includes water from other
stores such as sub-grid lakes, aquifers, or rivers if they are
represented in the model.
Physical water fluxes
Figure 10 summarizes the small number of land surface hy-
drological fluxes being requested. As with the carbon and
nitrogen fluxes the sign convention is shown by the direction
of the arrows.
– prveg represents precipitation intercepted by the
canopy, and evspsblveg represents evaporation from the
canopy leaves (including sublimation).
– evspsblsoi represent evaporation from bare soil, and in-
cludes sublimation.
– tran represents transpiration flux of moisture through
the vegetation and out of the leaf stomata.
Models may represent runoff in multiple ways. The runoff
variables requested here are distinct from river/stream flow
variables, which other MIPs may request. Runoff is repre-
sented in depth units (kgm 2 s 1), while river/stream flow
represents volume of water per unit time generated by inte-
grating runoff from upstream grid cells (m3 s 1). mrros rep-
resents the surface runoff from each grid cell, and mrro rep-
resents the total runoff (including from the surface, the sub-
surface and any drainage through the base of the soil model).
4.1.4 Land cover state variables
Figure 11 summarizes the land cover variables requested
from all models. As with other requested variables, these
are categorized as simpler tier-1 variables, which represent
the primary land cover types, while the tier-2 variables fur-
ther break down the tier-1 variables into more detail. Tier-
1 land cover variables are required from all models so that
the land cover is completely described. Where possible mod-
elling groups are requested to provide the additional details
through tier-2 variables. It is important that the combined to-
tals of tier-2 variables agree with their tier-1 counterparts.
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Figure 11.Requested land cover variables. Sea fraction is assume to
be fixed, so must be reported under “climatology”. Fractions must
sum to 1 for every grid cell (including the sea fraction). Fractions
are per grid cell, not per land area.
A grid cell is described in terms of vegetation fractional
coverage (vegFrac), fractional coverage of bare soil (bare-
soilFrac), and a residual term (residualFrac) that may include
fractional coverage of urban areas, sub-grid-scale lakes, and
stony outcrops. For grid cells at the continental edges, a frac-
tion of the grid cell may also be covered by open ocean/sea.
The vegFrac is further subdivided into fractional coverage
by trees (treeFrac), shrubs (shrubFrac), grasses (grassFrac),
crops (cropFrac), and pasture (pastureFrac). Crop and pas-
ture fractions are the same as those requested by LUMIP
(Lawrence et al., 2016). Tree, shrub, and grass fractions rep-
resent additional detail within the LUMIP tile called “pri-
mary and secondary land”. All land cover must be reported,
such that
VegFrac+ baresoilFrac+ residualFrac+SeaFrac= 1, (9)
treeFrac+ shrubFrac+ grassFrac+ cropFrac (10)
+ pastureFrac= VegFrac.
The tier-2 land cover variables follow the separation of
trees based on their leaf structure (broadleaf and needleleaf)
and leaf phenology (evergreen and deciduous) as treeFrac-
NdlEvg, treeFracNdlDcd, treeFracBdlEvg, treeFracBdlDcd.
The fractional coverage of grasses, crops, and pasture is sep-
arated into C3 and C4 variants based on their photosynthetic
pathway. Tier-2 totals should sum to be identical to their tier-
1 counterparts. For example
treeFracNdlEvg+ treeFracNdlDcd (11)
+ treeFracBdlEvg+ treeFracBdlDcd= treeFrac,
grassFracC3+ grassFracC4= grassFrac. (12)
Figure 12. Fire and wetland variables. Other than burntFractionAll,
all other variables are requested as tier 2 variables.
4.1.5 Auxiliary land cover fractions and fluxes
Figure 12 shows auxiliary land cover diagnostics and fluxes
that may be reported. The additional land cover types are
fractions of a grid cell related to a biogeochemical process
that models may specifically simulate. These include burned
area (burntFractionAll) and wetland fraction (wetlandFrac).
burntFractionAll is expected to include burned area from
all natural and anthropogenic processes (anthropogenic fires,
and land-use change and management-related fires). wet-
landFrac is expected to include natural wetlands (dynami-
cally calculated in the model or specified) including any area
of rice paddies if it is explicitly represented. Both the burnt
and wetland fractions must be reported as the fraction of
the grid cell and not as fraction of the land or vegetation
area. Where models also estimate natural methane wetland
emissions from the wetland fraction these can also be re-
ported (wetlandCH4prod) and must include emissions from
rice paddies (if represented) to make methane emissions con-
sistent with the reported wetland fraction. If models simulate
methane uptake by soils then this may be reported as wet-
landCH4cons. The net land-to-atmosphere methane flux is to
be reported as wetlandCH4. Models that simulate methane
emissions from wetlands and/or rice paddies may explicitly
simulate the depth to the water table and this may also be
reported as waterDpth. Positive values of waterDpth indicate
that the water table is below the ground surface and nega-
tive values indicate that the water table is above the ground
surface.
4.2 Ocean diagnostics
Ocean biogeochemical stores and fluxes are described below.
As with the land, it is important that all carbon stocks are re-
ported so that total carbon can be tracked and conservation
checked. Figures 13–16 show the requested diagnostics. Tier-
1 diagnostics are intended to be simple and capture the whole
ocean carbon cycle, while tier-2 diagnostics repeat tier-1 but
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Figure 13. Ocean carbon cycle pools (blue boxes) and fluxes (yellow arrows) with associated processes. Where appropriate, pools are
grouped into components like particulate organic carbon (POC).
in more detail. As such the total carbon is the sum of tier-
1 and not the combined sum of tier-1 plus tier-2. The main
(tier-1) processes considered are (1) gas exchange with the
atmosphere that requires modelling the coupled cycle of al-
kalinity, and (2) biological processes coupling the carbon cy-
cle with nitrogen, phosphorus, iron, silicon nutrients. These
biological processes are centred around phytoplankton-based
primary production of organic carbon, ecosystem modula-
tion through zooplankton grazing and higher trophic inter-
actions, sinking of organic material out of the 100m ref-
erence level (nominal euphotic zone depth), and recycling
of nutrients. Additional mechanisms working at the process
level may include: biodiversity among phytoplankton, zoo-
plankton and bacteria, dissolved organic carbon cycling, oxy-
gen cycling and its modulation of remineralization and den-
itrification, N2 fixation/denitrification, flexibility in the stoi-
chiometry among elements, sediment interactions, silicifica-
tion, calcification, lithogenics, mineral ballasting of sinking
material, aspects of iron cycle modulation through scaveng-
ing and the role of ligands, phytoplankton mortality by aggre-
gation, and viruses. The integral of a particular tracer XXX
over model vertical levels is IntXXX, and the total time rate
of change of tracer XXX is diagnosed as FddtXXX. Simi-
larly, the time rate of change due to the sum of all biologi-
cal terms acting on tracer XXX is diagnosed as FbddtXXX.
XXXs is the surface value of XXX.
The ocean ecosystem in ESMs typically comprises up to
five phytoplankton functional groups: diazotrophs, which can
fix N2 but may take up nitrate or ammonia as well depend-
ing on the model formulation, diatoms, which take up silicate
to form opal tests, calcareous phytoplankton, which take up
dissolved carbonate and alkalinity to form calcite, or arago-
nite tests, picophytoplankton, and miscellaneous phytoplank-
ton in which any other phytoplankton groups are combined.
Zooplankton groups may be separated by size into microzoo-
plankton, mesozooplankton, and macrozooplankton. Com-
bined with bacteria and detritus, these pools form the par-
ticulate organic carbon pool. Carbon stores in each of these
sub-components are requested as tier-2 (Fig. 14) and should
sum to be identical to their tier-1 counterparts.
As shown in Fig. 15, phytoplankton growth consumes dis-
solved organic carbon and nutrients in the presence of light to
form particulate organic carbon and oxygen through primary
production (i.e. intPb), some of which is exported (i.e. expC).
For each phytoplankton group, the degree of limitation by
light (i.e. limIrrdiat), nitrogen (i.e. limNdiat), and iron (i.e.
limFediat) availability can be diagnosed. For each elemental
cycle the external sources (i.e. FSC) and removal (i.e. FRC)
can be diagnosed. As model implementation of multiple fac-
tor limitation is very model dependent, limitation terms for
light and nutrients should be diagnosed in a manner consis-
tent with model implementation. For each model participant,
it will be important to document how combinations of limita-
tion terms should be combined, multiplicatively, as the min-
imum, or otherwise
Chemistry associated with the carbon system and gas ex-
change is kept track of through the variables provided in
Fig. 16. Cycles include the full carbon system associated
with dissolved inorganic carbon and alkalinity as well as ad-
ditional components relevant to specific tracer analysis such
as the natural carbon system that is unaffected by anthro-
pogenic CO2, and simplified abiotic dissolved inorganic car-
bon and abiotic alkalinity used for simulation of radiocarbon
(dissic14C, dissic14Cabio).
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Figure 14. Ocean ecosystem carbon pools in terms of chlorophyll-
based and carbon-based phytoplankton functional groups, zoo-
plankton size groups, bacteria, detritus, and dissolved organic car-
bon. As with land carbon diagnostics, the tier-2 requests are sub-
components of the tier-1 aggregate quantities. For example, ZooC
should report the total carbon pool in zooplankton. The sum of
the tier-2 components ZooMicro, ZooMeso and ZooMisc should be
identical to the tier-1 total. They are not additional pools to it.
Figure 15. Phytoplankton growth and export variables by phyto-
plankton group and by associated elemental cycle including exter-
nal sources and removal. Export refers to the export flux due to sink-
ing.
4.3 Carbon isotopes
Carbon isotopes are not simulated in all models and have
not been requested or used before in C4MIP analyses. For
CMIP6 we request that any model that simulates isotopes of
carbon (13 or 14) either on land or in the ocean report them
in the same way as the tier-1 carbon outputs.
Figure 17 shows carbon isotope diagnostics, which are re-
quested. These represent stocks of carbon-13 and carbon-14
in both land and ocean reservoirs and their exchange fluxes
with the atmosphere. Net air–sea fluxes of carbon-13 and
Figure 16. Ocean chemistry including the suite of carbon system
tracers and those undergoing gas exchange.
Figure 17. Carbon isotope diagnostics. Only report for models sim-
ulating isotopes. We define c13Land=c13Veg+c13Litter+c13Soil
and likewise for c14Land. As for cSoil, models with vertical dis-
cretization should also report above and below 1m separately as
c13SoilAbove1m and c13SoilBelow1m and likewise for c14.
carbon-14 and dissolved inorganic of carbon-13 and carbon-
14 concentrations in the ocean are requested. On land, fluxes
of carbon-13 and carbon-14 associated with gross primary
productivity, autotrophic respiration, and heterotrophic respi-
ration, and stocks of carbon-13 and carbon-14 in vegetation,
litter, and soil are requested. The same units used for car-
bon should be used for carbon-13 and carbon-14. Stocks and
fluxes of carbon-14 should be normalized with the standard
14C /C ratio, Rs, of 1.176⇥10 12 (Karlen et al., 1968). This
means that reported stocks and fluxes of carbon-14 should be
divided by Rs.
Decay of carbon-14 should use the currently accepted half-
life of 5700± 30 years. In ocean models, carbon-14 can be
run as an abiotic variable (Orr et al., 2000) or integrated
into marine ecosystem carbon cycling. If carbon-14 is run as
an abiotic variable, abiotic dissolved inorganic carbon con-
centrations and abiotic carbon air–sea fluxes must also be
reported. For carbon-13 in the ocean, we request only net
air–sea fluxes of carbon-13 and carbon-13 in DIC. We do
not request variables related to carbon-13 in phytoplankton
or carbon-13 fluxes between DIC and phytoplankton, even
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though ocean models including carbon-13 are likely to in-
clude marine ecosystem cycling of carbon-13. More detail on
implementing carbon isotopes in ocean models for CMIP6
can be found in Orr et al. (2016).
5 Conclusions
Processes in the natural carbon cycle currently remove ap-
proximately half of anthropogenic emissions of CO2, help-
ing to reduce the magnitude and rate of climate change. How
these processes may change in the future in response to envi-
ronmental changes and direct human forcing is uncertain.
As an endorsed activity of CMIP6, C4MIP will contribute
coordinated simulations and analyses targeted at 3 key car-
bon cycle areas.
– Feedback quantification through idealized simulations.
Here we hope to better understand and quantify the sen-
sitivity of land and ocean carbon uptake to key environ-
mental changes, and in particular the impact of climate
change on carbon uptake.
– Model evaluation through analysis of historical simula-
tions. Here we hope to build trust in projections through
process-based and top-down evaluation, advancing our
understanding of the strengths and weakness of ESMs
and documenting progress since CMIP5.
– Future projections of climate and CO2 under scenar-
ios of CO2 emissions. Here we hope to better project
the future response to anthropogenic activity through
CO2 emissions-driven simulations that allow for the full
range of feedbacks to operate from CO2 emissions to
the evolution of atmospheric CO2 and the associated cli-
mate response.
C4MIP will focus on the coupled Earth system, compris-
ing land–atmosphere–ocean physical realms and both the ter-
restrial and marine carbon cycle components. Offline studies
of land only or ocean only will complement our analyses but
are outside the specific remit of C4MIP.
Over the last 2 years the C4MIP community has devised
a compact and efficient set of numerical experiments to be
performed with ESMs to address the above questions. In this
paper we have documented the rationale and set-up of these
simulations and the required outputs. This therefore consti-
tutes the C4MIP contribution to CMIP6.
6 Data availability
As with all CMIP6-endorsed MIPs, the model output from
the C4MIP simulations described in this paper will be dis-
tributed through the Earth System Grid Federation (ESGF).
The natural and anthropogenic forcing data sets required for
the simulations will be described in separate invited con-
tributions to this special issue and made available through
the ESGF with version control and digital object identifiers
(DOIs) assigned. Links to all forcings data sets will be made
available via the CMIP Panel website.
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3. Feedback analysis and carbon cycle projections 
3.1. A linearised carbon cycle feedback framework and its application 
At a very broad level, the global carbon cycle can be characterised by two strong 
and opposing responses: how it responds to rising atmospheric CO2 and how it 
responds to a changing climate (Prentice et al., 2001). Firstly, as CO2 increases, 
natural carbon sinks act to take up carbon from the atmosphere – on land primarily 
due to CO2 fertilisation and improved water use efficiency of plants (Lloyd and 
Farquhar, 1996), and in the ocean due to chemical dissolution in sea water because 
atmospheric CO2 concentration exceeds the surface ocean pCO2 (Broecker et al., 
1979). Secondly, increasing CO2 – a greenhouse gas - causes a warming of the 
climate and this climate change also affects natural carbon sinks. Regional 
responses to climate change can vary, but at a global level enhanced decomposition 
of dead organic matter and increased ecosystem respiration on land, and 
stratification and reduced solubility of CO2 in the ocean act to reduce natural sinks. 
 
In order to derive a feedback framework for the carbon cycle, we also need to 
consider how sensitive the climate system is to increasing CO2, and so to 
characterise the system we have three sensitivities: i) how CO2 itself directly drives 
carbon sinks; ii) how CO2 affects climate; and iii) how climate change modifies 
carbon sinks. A simple linearised framework can thus be derived with three 
parameters to measure the strength of each of these sensitivities: 
 
Alpha, α = how CO2 affects the climate. 
Defined in terms of global mean 
temperature as the warming per ppm of 
CO2 increase.  
 
!" = α	!&'(    (1) 
 
Beta, β = how CO2 affects carbon sinks. 
Defined as the carbon sink per ppm of 
CO2 increase when only CO2 increases 
but not temperature. 
 
!& = β	!&'(  (2) 
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Gamma, γ = how climate affects carbon 
sinks. Defined as the carbon sink per 
degree of global temperature increase 
when only climate changes and not 
CO2. 
!& = γ	!"      (3) 
 
When CO2 and climate change together 
these are assumed to be additive. The 
limitation of this assumption is 
discussed later. 
!& = β	!&'( + 	γ	!"   (4) 
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I performed the simulations with the Hadley Centre model, HadCM3LC, which 
contributed to the first C4MIP intercomparison (Friedlingstein et al., 2006) to try to 
understand why different models projected different future CO2 concentration. The 
feedback metrics cannot all be measured by a single simulation because land and 
ocean carbon stores respond to both CO2 and climate so a single simulation cannot 
distinguish β and γ. Therefore, as well as a fully coupled (“COU”) simulation, a 
second simulation, called “uncoupled” (“UNC” - see Glossary) was performed in 
which the rising CO2 concentration did not exert a radiative forcing on climate so that 
∆T was zero and only the sensitivity to CO2 (β) acted on the carbon stores (eqn 5). 
The assumption was made that β was invariant across simulations and therefore 
could be subtracted from the fully coupled run to diagnose γ (eqn 6). 
 , = ∆./01∆.23/01          (5) 
 4 = ∆.15/67∆.23/01∆815/         (6) 
 
According to feedback theory (e.g. Hansen et al., 1984; Bates, 2007), a feedback 
gain can be used to calculate the feedback factor, or total amplification of an initial 
perturbation. If the gain, g, is the amplification of the signal for one loop of the 
feedback circuit, then the full amplification factor, G, can be found by Taylor 
expansion as the sum of the infinite series 1+g+g2+g3+…, giving simply: 
 9 = ∆.2315/∆.23/01 = ::6;        (7) 
 
where ∆CO2UNC represents the change in atmospheric CO2 without climate feedback 
and ∆CO2COU with the feedback. Therefore, for positive g in the range 0-1, 
∆CCOU>∆CUNC: i.e. a positive feedback from climate amplifies the level of CO2 in the 
atmosphere. If g>=1 then the system would be unstable and lead to a runaway 
positive feedback. The analysis by Friedlingstein et al. (2006) showed how the α, β, 
γ metrics could be combined to calculate this system gain, g: < = 6=>:?7          (8) 
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A stronger climate response, α, or stronger (more negative) carbon cycle response 
to climate, γ, lead to stronger (more positive) gain, g, whilst stronger carbon cycle 
response to CO2, β, reduces the gain, g. 
 
As noted above, climate typically reduces carbon uptake and so the value of γ as 
simulated by models are negative, which in turn implies a positive climate-carbon 
cycle feedback. This linear framework was defined by Friedlingstein et al. (2003) and 
became widespread after it was used to measure the multi-model response of the 
first C4MIP simulations (Friedlingstein et al., 2006). 
 
 
The derivation of this feedback framework and its application to a pair of simulations 
with and without climate change was based on feedback theory applied to physical 
climate modelling (Hansen et al., 1984; Bony et al., 2006). However, it masked some 
important differences between climate and carbon cycle feedbacks and maybe led to 
over-emphasis of research and analysis on the climate effects, γ, at the expense of 
the response to CO2, β. 
 
There are some clear similarities between feedbacks in the physical climate system 
and the carbon cycle system that helped the community derive the carbon cycle 
feedback framework. If something acts to modify the top-of-atmosphere energy 
balance of the planet (such as reduced outgoing radiation due to the greenhouse 
effect) then this causes more energy to flow into the atmosphere. The planet warms 
in response which in turn increases the amount of outgoing energy. The emissivity of 
the planet scales with the fourth power of its temperature (sT4; Boltzmann’s Law) 
and so this represents a very strong negative (stabilising) response, known as the 
black-body response, or “Planck response”. It is based on very well established 
fundamental laws of physics and is known to high precision. 
 
On top of this stabilising response there are many feedbacks within the climate 
system caused by physical components responding to the change in global 
temperature. The response of clouds is commonly acknowledged to be the largest 
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and most uncertain but others include ice and snow-albedo feedbacks, water vapour 
or atmospheric lapse rate (Bony et al., 2006, Soden et al., 2008).  
 
All these feedbacks act to modify the basic response and determine the overall 
climate response to the energy perturbation – resulting in the system’s “climate 
sensitivity”. From models, we believe the sum total of these feedbacks is positive (i.e. 
they amplify the climate sensitivity). However, there is a large spread between 
models, including in some regions the sign of feedback, resulting in substantial 
uncertainty in global equilibrium climate sensitivity (ECS, see Glossary). IPCC AR5 
assess a likely range of 1.5-4.5oC per doubling of CO2 (Collins et al., 2013) but this 
range has not changed or narrowed substantially over many years (see Box 12.2 of 
Collins et al., 2013). 
 
In a similar way, if additional CO2 is introduced to the atmosphere (e.g. by 
anthropogenic burning of fossil fuels or deforestation) then the carbon cycle system 
responds by removing some of this by natural carbon sinks on land and in the 
oceans. This is what we measure as β in the feedback framework: the carbon cycle 
response to CO2. It is a strong negative (stabilising) response and is analogous to 
the Planck response in the physical climate system. 
 
As with the climate system a multitude of feedbacks operate to modify this response. 
Plant growth, organic matter decomposition, ocean circulation and CO2 solubility all 
respond to climate change. Models tend to agree that on a global scale these 
feedback terms are positive (amplifying) feedbacks. In other words, there is a model 
consensus that γL and γO are negative. At smaller scales, however, the sign as well 
as the magnitude can be uncertain. It should be noted here that the definition of γ 
(for land and for ocean) is in terms of global mean temperature, but implicitly 
includes therefore changes in other climate quantities such as precipitation, radiation 
or ocean circulation. These can also vary regionally and affect the sign of feedbacks 
at small scales. 
 
This similarity between carbon cycle and climate feedbacks led early analyses to 
focus on the positive feedbacks in the system. These were analogous to the climate 
feedbacks and were the primary drivers of uncertainty in the climate carbon cycle 
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gain, g. However, this masked a very significant difference between the two systems. 
In the climate system, the stabilising negative Planck feedback is very well known 
and almost all the uncertainty in climate sensitivity derives from the atmospheric 
feedbacks. However, in the carbon cycle case, the stabilising negative response is 
not quantitatively well known but largely neglected in early studies. I co-developed 
the analysis (Gregory et al. 2009) which showed that in fact it is both stronger and 
more uncertain than the carbon cycle response to climate (Figure 5). We concluded 
that carbon cycle feedbacks should be explicitly separated and discussed as 
“climate-carbon” (how climate affects carbon sinks: γ) and “concentration-carbon” 
(how CO2 affects carbon sinks: β) terms. Both of these terms exhibit substantial 
spread across models, on land and in the oceans, and require research to reduce 
the uncertainties.  
 
 
Figure 5. Comparison of response and feedback terms in the physical climate system (top 
portion) and the carbon cycle (bottom portion). Redrawn from Gregory et al. (2009; figure 2) 
who construct an analysis framework that allows all these terms, both physical and 
biogeochemical to be expressed in common units of Wm-2K-1, and so for the first time they could 
be quantitatively compared side-by-side. The black-body, or Planck response (black bar), 
combines with physical climate feedbacks (pale grey) to form the “climate resistance” (dark grey), 
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which is related to the climate feedback parameter but includes the effect of ocean heat uptake. 
The concentration-carbon and climate-carbon feedbacks (blue bars) refer to the carbon cycle 
response to CO2 concentration and climate (β and γ) respectively, but also expressed in the 
same common units of Wm-2K-1.  
 
This framework can be expanded to other biogeochemical feedbacks. At my 
suggestion as a reviewer, Arneth et al., (2009) adopted the same approach to 
present a synthesis of a range of biogeochemical feedbacks in common units. In 
IPCC AR5 I expanded on this further to develop figure 6.20 (in AR5 chapter 6; which 
is reproduced and explained further in section 3.2, Figure 6).  
 
 
Limitations of the feedback framework 
 
These metrics have become widely adopted for coupled carbon cycle models, 
although their application has not always been consistent. The original C4MIP 
analysis of Friedlingstein et al. (2006) was based on emissions-driven simulations 
(see Glossary). This meant that all models simulated different CO2 concentration 
levels from each other, but also CO2 differed between the coupled and uncoupled 
simulations from each model. The assumption that β would be constant between 
runs was therefore not strictly true. I performed simulations where CO2 increased at 
different rates (0.5% per year, 1% per year and 2% per year), and in Gregory et al. 
(2009) we showed that scenario-dependence of metrics, especially β, was not 
negligible. Since Gregory et al. (2009) it has therefore been recommended that 
experiments to diagnose feedback metrics use concentration driven simulations to 
ensure the same CO2 is seen across runs and across models. 
 
Secondly, Friedlingstein et al. (2006) assumed linearity of β and γ so that γ could 
be diagnosed by subtracting the β effect from fully coupled runs. As a result of our 
analysis in Gregory et al. (2009) I proposed that for CMIP5 (Taylor et al., 2012) an 
extra uncoupled simulation was performed so that β and γ could both be isolated 
and not need to be reconstructed. Following our recommendation from Gregory et 
al. (2009) these were named according to which process was coupled, rather that 
which process was uncoupled. Accordingly, “biogeochemical coupled” simulations 
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(BGC) measure the β term and “radiatively coupled” (RAD) simulations measure the 
γ term (see Glossary). Arora et al. (2013) used these simulations to diagnose β and 
γ from CMIP5 simulations.  
 
However, in Schwinger et al. (2014) we demonstrated that due to non-linearities in 
the system, especially strong in the ocean, these approaches give different results 
for γ. For the ocean, the effect of climate on its own (with the carbon cycle 
experiencing constant pre-industrial CO2) is to reduce ocean carbon storage and 
outgas CO2, but this is a fairly slow process as the warming has to penetrate to deep 
ocean levels. However, when climate changes in parallel to CO2 rise, the effect of 
climate is to inhibit the uptake of new carbon. This inhibition acts more quickly via 
surface ocean temperature and circulation and hence the climate change has a 
much bigger effect. In other words, it is easier to reduce uptake of new carbon than 
to cause the ocean to release existing carbon. Therefore, γ measured as the 
difference between BGC and fully coupled simulations is significantly bigger than γ 
measured from a single RAD simulation.  
 
Hence neither the β nor γ values derived from CMIP5 models by Arora et al. (2013) 
are directly comparable to that from Friedlingstein et al. (2006). The β values are 
not comparable because β is particularly sensitive to the rate of change of CO2 in the 
scenario and CMIP5 used a (faster) 1% CO2 rise compared to the SRES-A2 
scenario used by Friedlingstein et al. (2006). The γ values are not comparable 
because they use different methods and therefore diagnose different quantities (RAD 
vs COU-BGC respectively). This effect plays a role in the fact that CMIP5 diagnosed 
β and γ values were systematically smaller than seen in C4MIP. As an IPCC lead 
author, I wrote the section of AR5 carbon cycle chapter (Ciais et al., 2013) which 
assessed the implications of these results (see section 3.2). Randerson et al. (2015) 
show the importance of timescales, and how these interact with ocean inertia, 
concluding that over multiple centuries the ocean plays an increasingly important 
contribution to the global carbon cycle response. 
 
In light of this, I recognised that the latter definition (defining γ from COU-BGC 
simulations) is more appropriate as it measures the impact of climate in a situation 
where CO2 is rising – this is the sensitivity which we want to know. In the real world, 
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CO2 is rising and causing an ocean sink of carbon and we want to know what impact 
climate change may have on this sink. Hence for the next generation of C4MIP 
(Jones et al., 2016a; and chapter 2.3 of this thesis) I recommend going back to the 
original definition of γ as being diagnosed between COU – BGC simulations. 
 
3.2. My contribution to the IPCC Fifth Assessment Report 
From 2011 to 2013 I was a lead author for the writing of the carbon cycle chapter of 
the IPCC 5th Assessment Report (AR5). The carbon cycle chapter (chapter 6 of 
Working Group 1; Ciais et al., 2013) comprised several sections, and my role was 
to lead the assessment of section 6.4 on “Projections of future carbon and other 
biogeochemical cycles”. I performed much of the analysis and writing in that section 
and designed and produced many of the figures. Here I present how my analysis of 
coupled climate carbon cycle models contributed to the IPCC AR5 Carbon cycle 
chapter. Figure and table numbers cited here refer to those from the AR5 WG1 
(Chapter 6; Ciais et al., 2013). Fellow lead author Laurent Bopp contributed most of 
the expertise on ocean carbon cycle results, so here I focus mainly on the terrestrial 
carbon cycle assessment which I led. Some quotes are also taken from the chapter 
executive summary which highlight the contributions made by carbon cycle 
modelling to the key IPCC conclusions. 
 
For the first time the IPCC WG1 carbon cycle chapter had a section devoted to the 
feedbacks and future projections from coupled carbon cycle ESMs. The section 
begins with an overview of biogeochemical feedbacks assessed from across the 
literature. To create Figure 6.20 (reproduced here in Figure 6), I compiled a 
synthesis of these and showed the carbon cycle response to climate and CO2 were 
the largest and most uncertain components. I then compiled results to compare 
carbon cycle feedbacks between C4MIP generations and this revealed some 
interesting features (figure 6.21, reproduced here in Figure 7): notably the mean 
response of both land and ocean to both CO2 and climate were all smaller in CMIP5 
than from Friedlingstein et al. (2006). 
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Figure 6. A synthesis of biogeochemical feedbacks with climate. Based on the quantification 
techniques derived in Gregory et al. (2009) applied to CMIP5 models and also drawing on the 
review by Arneth et al. (2009). Reproduced from IPCC AR5 figure 6.20. 
 
Differences in experimental design and the rate of change of forcing in the scenario 
used make inferences from this result inconclusive (see discussion in section 3.1). 
Additionally, the small but differing sample of models also makes reliable comparison 
difficult between different generations of C4MIP simulations – with the exception of 
two outliers (UMD and HadCM3LC) in C4MIP and the models with terrestrial 
nitrogen cycle in CMIP5, the land response was not substantially different (Figure 7). 
This underlines the need for systematic diagnosis of feedback metrics in a common 
experimental framework. 
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Figure 7. Summary of carbon cycle feedback metrics from C4MIP (Friedlingstein et al., 2006) 
and CMIP5 models. Reproduced from IPCC AR5 figure 6.21. 
 
Building on the analysis of Roy et al. (2011) I helped create spatial maps of land and 
ocean sensitivities (figure 6.22, reproduced here in Figure 8) showing general 
consensus of positive β values everywhere, but changes in the sign of γLand towards 
high latitudes. All models simulate global aggregate γLand and γOcean to be negative 
(i.e. reduced carbon storage in response to warmer climate). However, most 
terrestrial models simulated positive γLand (i.e. increased carbon storage in a warmer 
climate) at high latitudes as enhanced growth in temperature limited ecosystems 
outpaced enhanced turnover of soil organic carbon. The inclusion of nitrogen cycling 
and permafrost however may change these results in future. 
“There is high confidence that climate change will partially offset increases in 
global land and ocean carbon sinks caused by rising atmospheric CO2.” [Ch.6, 
Executive Summary] 
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Figure 8. Global maps of CMIP5-simulated sensitivity to CO2 (β: top panel) and to climate (γ: 
bottom panel). Because β and γ can be treated as additive in the linear feedback framework, 
results can be analysed at the level of individual gridboxes. Reproduced from IPCC AR5 figure 
6.22. 
 
I processed and compiled CMIP5 historical land and ocean simulations which 
showed considerable spread (figure 6.24, reproduced here in Figure 9). CMIP5 
multi-model mean carbon uptake since pre-industrial was projected as 10 PgC for 
land and 140 PgC for ocean which agrees well with 5±40 PgC and 140±25 PgC 
respectively from historical estimates (IPCC AR5 table 6.12). Projections into the 
future showed reasonable levels of consensus for ocean carbon uptake across 
models and scenarios, but a much wider uncertainty for land, with model-spread 
comparable in magnitude to scenario-spread. 
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“With very high confidence, ocean carbon uptake of anthropogenic CO2 
emissions will continue under all four Representative Concentration Pathways 
(RCPs) through to 2100, with higher uptake corresponding to higher 
concentration pathways. The future evolution of the land carbon uptake is much 
more uncertain ...” [Ch.6, Executive Summary]  
As a result of this I set up a secondment at the Met Office to perform an ANOVA 
analysis (“analysis of variance”) of the sources of inter-model spread (Hewitt et al., 
2016). This analysis showed that especially on land, the uncertainty is dominated by 
model differences whereas in the ocean it is dominated by the spread across 
different scenarios. 
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Figure 9. CMIP5 multi-model mean projections of cumulative carbon uptake by land (green) and 
ocean (blue). The top panel shows simulated results since pre-industrial (defined here as 1850). 
Panels b-e show results up to 2100 from the four RCP scenarios (see Glossary). Standard 
deviation of model results and full model range are shown in green and blue bars on the right-
hand side of each panel. Black bars on panel (a) denote the estimated equivalent real-world 
uptake up to 2005. Reproduced from IPCC AR5 figure 6.24. 
 
The most important aspect of the projections was to infer the fossil fuel emissions 
required to achieve certain prescribed CO2 trajectories – so called “compatible 
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emissions” (Jones et al., 2013). In 2006 I first established the concept of 
“compatible” or “permissible emissions” - see section 4.2 of this thesis for a complete 
description of this technique. For IPCC AR5, I repeated this analysis for CMIP5 
models for the four Representative Concentration Pathways (RCPs – see Glossary) 
in order to quantify emissions reductions to meet climate targets. 
“Taking climate and carbon cycle feedbacks into account, we can quantify the 
fossil fuel emissions compatible with the RCPs. .... For RCP2.6, an average 50% 
(range 14 to 96%) emission reduction is required by 2050 relative to 1990 levels.” 
[Ch.6, Executive Summary] 
 
Uncertainties and missing processes 
 
My contribution to the IPCC AR5 carbon cycle chapter then went on to consider 
some processes which are not commonly represented in CMIP5 ESMs. 
 
Nitrogen cycle. Nutrient availability, especially of nitrogen, plays an important role in 
moderating the amount of carbon which can be stored in biomass and soils. Future 
changes in climate and deposition of reactive nitrogen from human activity will both 
alter the amount of available nitrogen for plant growth but this was not represented in 
most ESMs participating in CMIP5. The two models which do incorporate treatment 
of this process (CESM1-BGC and NorESM-ME which both do so by using the CLM4 
land surface model) show clearly much smaller sensitivity to both climate and CO2 
(grey dots in Figure 7). N-limitation reduces the ability of plants to benefit from 
elevated CO2 (reduced β), but climate enhances N mineralization and may stimulate 
plant growth in N-limited systems (reducing the magnitude of γ, and of the positive 
climate-carbon cycle feedback) (Denman et al., 2007). I suggested and co-designed 
the analysis at a gridpoint level (Zaehle et al., 2015) which quantified the reduction 
in possible land carbon storage calculated as a result (figure 6.35, reproduced here 
in Figure 10). A similar analysis by Weider et al. (2015) came to similar conclusions. 
Across all scenarios, when accounting for inferred N-limitation, the CMIP5 mean land 
carbon uptake was reduced by 100-200 PgC. 
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“It is very likely, based on new experimental results {6.4.6.3} and modelling, that 
nutrient shortage will limit the effect of rising atmospheric CO2 on future land 
carbon sinks” [Ch.6, Executive Summary] 
 
 
Figure 10. Land carbon sink up to 2100 simulated by CMIP5 models for each of the four RCP 
scenarios. Blue bars denote the land carbon uptake simulated directly by the models, while the 
red bars denote the uptake that can occur once the requirement for additional nitrogen has been 
accounted for. Reproduced from IPCC AR5 figure 6.35. 
 
Permafrost. Northern permafrost-affected soils contain 1100-1700 PgC (Ciais et al., 
2013; Hugelius et al. 2014), which is stabilized by being frozen and is thus 
vulnerable to decomposition with warming. None of the models in either C4MIP or 
CMIP5 considered the dynamics of carbon in permafrost layers, and thus may 
systematically underestimate the potential carbon loss. The timing and magnitude of 
eventual carbon losses, and whether the carbon is lost as CO2 or CH4, are highly 
uncertain and depend on the decomposition rate of thawed carbon, whether thawing 
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soils become wetter or drier upon thawing and nitrogen dynamics of permafrost soils 
(Burke et al., 2013; Koven et al., 2015; Schuur et al., 2015).   
 “There is high confidence that reductions in permafrost extent due to warming 
will cause thawing of some currently frozen carbon. However, there is low 
confidence on the magnitude of carbon losses through CO2 and CH4 emissions 
to the atmosphere” [Ch.6, Executive Summary] 
 
Vegetation dynamics and committed changes. Although anthropogenic land use 
change is commonly accepted as a primary driver of terrestrial carbon cycle 
changes, natural vegetation dynamics are not often represented in ESMs. Only two 
GCMs in the original C4MIP (Friedlingstein et al., 2006) and three in CMIP5 
simulated the time evolution of the fractional coverage of vegetation types. I 
designed the analysis which we published in Davies-Barnard et al. (2015) that 
showed, however, the effect on carbon storage is comparable between land cover 
change induced by climate-change and that due to land-use-change. A specific issue 
is that of timescales – ecosystems may respond quickly in terms of carbon fluxes but 
only very slowly in terms of their species composition (Smith and Shugart, 1993). 
The model I helped develop in the late 1990s, HadCM3LC, did include vegetation 
dynamics and in Jones et al. (2009) I first introduced the concept of “committed 
ecosystem changes” showing how ecosystems may continue to respond for many 
decades after climate stabilisation (see section 4.1 for more details). My analysis for 
IPCC AR5 showed that CMIP5 models exhibited substantial post-2100 changes, 
especially in high-latitude ecosystems. 
“Long-term changes in vegetation structure and induced carbon storage 
potentially show larger changes beyond 2100 than during the 21st century as the 
long time scale response of tree growth and ecosystem migrations means that by 
2100 only a part of the eventual committed change will be realized” [Ch.6, section 
6.4.9, figure 6.38] 
Vegetation dynamics are crucial also for simulating biophysical as well as 
biogeochemical (carbon storage) effects, as these direct changes to the land surface 
properties can be as important for local climate as the carbon stored or released (de 
Noblet et al. 2012; Davies-Barnard et al., 2014; Brovkin et al., 2013). 
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4. Model applications to inform mitigation policy 
4.1. Committed impacts on ecosystems 
Components of the Earth System affected by climate change will respond on 
timescales from seconds or minutes (such as clouds or plant stomata response to 
changes in light, vapour pressure deficit or temperature) to centuries or millennia 
(such as ice sheets or thermal expansion of the deep ocean). For some components, 
these timescales are slower than the current rate of climate change and hence the 
system response lags behind the degree of global warming. Thus, when the climate 
is stabilised these systems are not yet in equilibrium and continue to respond into the 
future. The long-term committed changes of physical components such as sea level 
rise and ice sheet melt, which have timescales of many decades or centuries, have 
been studied (Wigley, 1995; Gregory et al., 2006). Ecosystems have been less 
studied in this respect but it is likely that they also exhibit slow timescales and 
therefore long-term commitments.  
 
In my paper in 2009 (Jones et al., 2009) which forms the rest of this section, I used 
a coupled climate–vegetation model to show that the global terrestrial biosphere 
continues to change for decades after climate stabilisation and may even be 
committed to long-term change before any response is observable. The paper 
focusses on a case-study of the Amazon forest and finds that the risk of significant 
loss of forest cover in Amazonia rises rapidly for a global mean temperature rise 
above 2oC.  
 
Ecosystem commitments do not just include dieback. A warmer future climate may 
enable northward expansion of the Boreal forest into present tundra regions 
(Scholze et al., 2006; Sitch et al., 2008) as it has done in past, warmer climates 
(Foley et al., 1994; Macdonald et al., 2008). My paper also showed significant 
committed increases in high-latitude tree cover following climate stabilisation at 2oC. 
In this case, although the eventual changes are large, the realised changes at the 
time of first reaching 2oC are small because the timescale of forest response is many 
centuries. 
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In a News and Views review of the paper, published in Nature Geoscience, Plattner 
(2009) said, “Jones and colleagues have demonstrated that committed ecosystem 
changes can be large and will need to be taken into account, for example, when 
projecting regional climate change, assessing dangerous levels of climate change or 
discussing future mitigation policies.” 
 
Given that large-scale changes in ecosystem extent inevitably have a long timescale 
to fully adjust to a changed climate, the concept of ecosystem commitments is robust 
although the magnitude and even sign of commitment will vary regionally and 
between models. This has significant implications for both ecosystem services and 
terrestrial carbon storage. The conclusion is that such committed ecosystem 
changes must be considered in the definition of dangerous climate change, and 
subsequent policy development to avoid it. 
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Committed terrestrial ecosystem changes due to
climate change
Chris Jones*, Jason Lowe, Spencer Liddicoat and Richard Betts
Targets for stabilizing climate change are often based on
considerations of the impacts of different levels of global
warming, usually assessing the time of reaching a particular
level of warming. However, some aspects of the Earth system,
such as global mean temperatures1 and sea level rise due to
thermal expansion2 or themelting of large ice sheets3, continue
to respond long after the stabilization of radiative forcing.
Here we use a coupled climate–vegetation model to show
that in turn the terrestrial biosphere shows significant inertia
in its response to climate change. We demonstrate that the
global terrestrial biosphere can continue to change for decades
after climate stabilization. We suggest that ecosystems can
be committed to long-term change long before any response
is observable: for example, we find that the risk of significant
loss of forest cover in Amazonia rises rapidly for a global
mean temperature rise above 2  C. We conclude that such
committed ecosystem changes must be considered in the
definition of dangerous climate change, and subsequent policy
development to avoid it.
Future climate change and the carbon cycle are tightly coupled4.
Many studies (such as refs 5, 6) have now shown positive
feedbacks that amplify climate change, reduce the natural uptake of
carbon and influence global emissions pathways to stabilization7,8.
On the timescale of 1 or 2 centuries, the contribution to this
feedback is likely to be greater from the terrestrial biosphere than
from the ocean carbon cycle6. Rising temperature enhances soil
decomposition and together with reductions in rainfall, may also
reduce plant productivity in large regions. Changes in climate may
also alter the important biomes—especially tropical and boreal
forests9. Climate impacts are often summarized for policy makers
as a table of impact magnitude against global mean warming (for
example, the Stern Review10). However, a significant limitation is
that some of the impacts are taken from model simulations at
the instant the temperature is reached, and fail to account for
subsequent impacts as slowly responding parts of the system fully
respond to the given change.
The increase in global mean temperature due to increasing
greenhouse gas concentrations lags behind the radiative forcing
that causes it because of the thermal inertia of the system1. For
present-day climate, this committed rise has been predicted to be
between 0.25 and 0.5  C (ref. 11). Other components of the climate
system also show committed change. Sea level rise from thermal
expansion seems likely to increase for several centuries to millennia
following stabilization of radiative forcing2,11, and the contribution
to sea level rise frommelting of the Greenland ice sheet is also likely
to continue long after radiative forcing is stabilized3,12. Terrestrial
ecosystemsmight also show committed change behaviour following
stabilization of forcing because changes in both vegetation cover
and carbon storage are likely to lag behind that of temperature
and rainfall. Hence, we introduce the new concept of committed
Met Office Hadley Centre, Exeter EX1 3PB, UK. *e-mail: chris.d.jones@metoffice.gov.uk.
ecosystem change and examine the extent to which biomes may
be committed to significant changes in response to climate forcing
before they can be observed.
The Intergovernmental Panel on Climate Change Second
Assessment Report noted that climate change is expected at a
rapid rate compared with forest ecosystem timescales13 but neither
subsequent IPCC Assessment reports nor the published literature
have discussed the implications of this statement in terms of
committed changes to important ecosystems. We present examples
from the Amazon and boreal forests to show how important such
committed changes may be.
The Met Office Hadley Centre climate carbon cycle model,
HadCM3LC, is one of only a few coupled general circulation
model (GCM)–dynamic vegetation models. Previous analysis14,15
has examined the large-scale loss of Amazon forest simulated by
this model in response to transient scenarios of climate change.
Other studies that examined tropical ecosystem response under
climate change simulations from a range of climate models16,17
and using a range of vegetation models (some with a greater
degree of species diversity)9 also showed reductions in tropical
forest cover, especially in Amazonia. Observational studies have
also shown the vulnerability of the Amazon forest to drought18.
Although HadCM3LC produces greater regional climate change
and die-back than some offline model studies, other models
do project changes that, although less extreme, are qualitatively
similar9 (see Supplementary Information). All of these studies,
however, have focused on the period of changing forcing rather
than behaviour subsequent to stabilization. We study here the
long-term committed changes (see the Methods section and
Supplementary Information).
Figure 1 shows a comparison of the realized and committed
vegetation cover in a region of the Amazon forest (we consider
the region of land within the area defined by 40  W–70  W and
15  S–5  N, as shown in Fig. 2). Figure 1a shows fractional forest
cover in this region as it changes in time. Figure 1b shows the
same data but shown as degree of die-back plotted against global
mean temperature above pre-industrial. It is clear that the forest
cover in the equilibrium simulations (dashed line) is significantly
lower than the dynamic state. This indicates that at any time the
forest is showing only a portion of the level of die-back it will
eventually reach. For example, by 2050 when die-back begins to be
observed in the transient simulation, the forest is already committed
to eventually losing 50%of its area even without further increases in
forcing (Fig. 2). This is roughly the same loss as seen in the transient
simulations, with increasing forcing, by 2100 (Fig. 1). By 2100, even
though only a third of tree cover has gone, the forest is committed to
almost complete loss in this region. The solid line can be considered
as the impact when a particular level of warming is first reached. The
dashed line is the eventual impact after warming is sustained at the
stabilization temperature for a long period of time.
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Figure 1 |Dynamic and equilibrium Amazon forest extent throughout the
simulations. a, Fractional tree cover (represented as fractional coverage of
broadleaf trees in the region 40 –70  W, 15  S–5  N) as it evolves
dynamically through the SRES A2 simulation and the committed state
corresponding to each year. b, The same information plotted as the
percentage of complete die-back as a function of global mean temperature
rise above pre-industrial (defined as 0 for the original, pre-industrial forest
cover, and 100 for complete loss of tree cover in this region).
There seems to be a temperature below which the equilibrium
state of the forest is approximately constant, but above which the
equilibrium forest cover declines steadily with changing climate.
This point could be seen as a threshold beyond which some degree
of loss of Amazon forest is inevitable. Beyond this point there is
no sudden transition from ‘forest’ to ‘no forest’, rather a gradual
increase in the level of future committed die-back: the impacts are
more progressive than sudden.
Our results also show that the forest may be committed to some
degree of die-back before any is observed. For example, if climate
forcing was stabilized at 2050, when tree cover fraction is virtually
unchanged from the present day, a significant die-back would still
occur subsequently over the next 100–200 years (see Supplementary
Fig. S3). This has serious implications for any definition of
dangerous climate change, as it means that stabilization of climate
does not necessarily mean stabilization of climate impacts. It may
not become apparent for some time when a threshold of committed
change has been passed.
A further aspect of such committed changes is to consider the
potential of the system to recover. Experiments to assess recovery
of ecosystems under a return to pre-industrial global climate
showed that forests did indeed have the potential for recovery but
only on very long (multi-century) timescales (see Supplementary
Information). This has implications for temperature-overshoot
scenarios. First, from an impacts perspective, once the full change
in forest cover has been achieved, the length of time that society
has to exist without the forest may be so long that the change is,
for practical purposes, irreversible. Second, as the amount of forest
cover feeds back on to global atmospheric CO2 concentration, the
long recovery implies that the slow regrowth will make it more
difficult to lower CO2 concentrations and make it more difficult to
approach a safe level of CO2 andwarming from above19.
The concept of committed ecosystem changes applies equally to
other biomes and to forest expansion as well as die-back although
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Figure 2 |Geographical distribution of Amazon forest tree cover at 2050.
a,b, Realized (a) and committed (b) states represented as fractional
coverage of broadleaf trees simulated by the model. The black rectangle
shows the region used for calculating mean forest cover.
the response/lag times and impact on carbon storage might be
different20,21. Figure 3 shows equivalent results for the boreal forest.
Using tree cover between 45  and 80  N as a simple measure of
northern latitude forest expanse, the dynamic solution shows a
steady, but slow, increase in coverage up to the year 2100. Much
of this is an intensification of tree cover in existing areas of forest,
which occurs more rapidly than an expansion of the treeline.
By 2100 we also see a northward expansion of forest cover. The
committed state shows much greater expansion, by more than a
factor of 3, by 2100. The large difference between realized and
committed expansion is due to the slow timescales of areal changes.
The boreal forest region is expected to experience greater than
average warming over the twenty-first century22 and is a region
where tree growth is generally more limited by temperature than
precipitation. As most GCMs agree qualitatively on warming across
high-latitude land areas, it may be expected that results here
are more robust across different models (see further discussion
in Supplementary Information). Boreal forest expansion has
also been seen in other vegetation models9 and in response
to other climate models16. Pollen records and tree mortality
observations indicate that previous warm periods in the mid-
Holocene and medieval warm period did experience greater
northward extent of boreal forest23.
Considering long-timescale changes in ecosystems also has
implications for multi-gas mitigation policies owing to the direct
physiological effect of CO2 on vegetation24. As ecosystems are also
responding to changes in CO2 concentration, future ecosystem
commitments will probably depend not only on the stabilization
of radiative forcing, but also the relative contribution of CO2 and
non-CO2 greenhouse gas mitigationmeasures. For a given radiative
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Figure 3 |Dynamic and equilibrium boreal forest extent throughout the
simulations. The solid line shows the fractional tree cover (represented as
fractional land coverage of both broadleaf and needleleaf trees in the region
45 –80  N) as it evolves dynamically through the SRES A2 simulation and
the dashed line shows the committed state corresponding to each year.
forcing, CO2 and non-CO2 gases can lead to very different impacts
on ecosystems24. Elevated CO2 levels may aid forest resilience (for
example, through improved water use efficiency25), implying that
non-CO2 reductions may be more effective at reducing committed
ecosystem damage. However, quantifying this effect requires much
more research. There are also implications for forestry practices,
as degraded forest further compounds the risk of committed loss
owing to increased vulnerability to fires following disturbance26.
We have introduced the implications of the hitherto uncon-
sidered application of the concept of committed changes to the
terrestrial ecosystem. Although these results are from a single
model and hence subject to quantitative uncertainty, we believe
the concept of committed changes in the terrestrial biosphere is
likely to be robust. The terrestrial biosphere can respond slowly to
large, regional-scale forcing, but may not always be in equilibrium
with that forcing at any point in time, leading to subsequent
commitments to significant future change for decades or centuries
following stabilization of forcing. There is a threshold beyondwhich
some die-back is committed and this commitment rises markedly
for greater global temperature rise. In our model this threshold
is below 2  C, a threshold often used by policy makers in their
definition of dangerous climate change27, although the quantitative
nature of our results carries significant uncertainty. Any subsequent
recovery is on such a long timescale as to make the die-back effec-
tively irreversible on human timescales of the next 1–2 centuries.
There has been little or no discussion within the climate or
ecosystem research communities on the concept of commitments
to ecosystem change due to climate change. Our intention is to draw
attention to committed ecosystem changes as an issue requiring
serious consideration, and one that requires study with more than a
single model. With increasing policy focus on climate mitigation
and stabilization of climate change, quantifying such committed
changes will make valuable contributions to our understanding
of dangerous climate change, and to aiding development of
mitigation policies. We argue that committed ecosystem changes,
in addition to realized changes, should be considered in any
definition of dangerous climate change. Weighing the cost of
emissions reductions against the cost of climate damage may
lead to very different conclusions for terrestrial ecosystems if
committed ecosystem changes are considered in preference to the
usual transient response.
Methods
HadCM3LC is a coupled climate/carbon cycle GCM including a dynamic
vegetation model. It is able to reproduce many aspects of observed change such
as the twentieth-century temperature and CO2record28, observed sensitivity of
CO2 to El Nino and large volcanic eruptions29. We base our experiments here
on the coupled HadCM3LC transient CO2-only simulation of C4MIP (ref. 6).
This experiment enables us to assess the transient response of ecosystems to the
business-as-usual SRES A2 emissions scenario30. The changes throughout this
experiment give us a projection of the state of the biosphere at any given time
during the simulation. We will refer to such a state as the ‘dynamic’ or ‘realized’
state—that is, the state that occurs at a point in time as the system evolves but
is not necessarily in steady state or in equilibrium with ambient climate or CO2
levels. Owing to long timescales of response of vegetation, we use an accelerated
equilibration technique (see Supplementary Methods) to determine the eventual
biosphere state if the forcing was held constant at a given point in time.We will refer
to this as the ‘equilibrium’ or ‘committed’ state. The difference between the two is
therefore ameasure of the un-realized but committed change.
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1. Methods 
HadCM3LC experiments to assess the transient nature of climate change and 
feedbacks with the carbon cycle already exist, such as those contributed to the C4MIP 
intercomparison
1
. These give us a projection of the state of the biosphere at any given 
point in time during these simulations. We will refer to such a state as the “dynamic” 
or “realised” state – i.e. the state that occurs at a point in time. But of course, we do 
not know if the biosphere is in equilibrium with climate or CO2 levels as these 
simulations evolve. Due to long timescales of response of vegetation, it is likely that a 
substantial lag exists and the biosphere is not in equilibrium with the climate. We 
want to be able to also diagnose what such an equilibrium would be at each point – 
i.e. what would the eventual biosphere state look like if the forcing was held constant 
at any stage. We will refer to this as the “equilibrium” or “committed” state. 
 
The C4MIP 1860-2100 SRES A2 transient climate change simulation was taken as a 
baseline and then at 19 stages, as shown in figure S1, experiments were branched off 
with fixed CO2 concentrations at each point to predict the equilibrium state of the 
terrestrial biosphere for that climate/CO2 state. Using an efficient numerical spin-up 
technique
2
, these experiments were able to reach this equilibrium after just 25 years of 
simulation each. At 2050 a dynamic simulation was also branched off for 200 years in 
order to both analyse the timescale of realising committed change and to test that it 
gave the same results as the accelerated equilibrium technique from the same point.  
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Figure S1. Schematic representation of experimental design. The black line 
represents the transient SRES A2 scenario from the C4MIP experiment, and 
the red lines denote short equilibrium simulations branched off from this at 
certain intervals. The blue line denotes a long, dynamic simulation at fixed 
CO2 levels branched from the baseline simulation at 2050 in parallel to the 
equilibrium simulation from that point. The vertical axis represents 
atmospheric CO2 concentration (ppm). 
 
During each equilibrium simulation the atmosphere-ocean component of the GCM 
evolves in exactly the same way as for dynamic vegetation, but now the vegetation 
cover and terrestrial carbon pools are asynchronously coupled to the climate model so 
that they use accumulated fluxes over each 5-year climate period and then an implicit 
timestep allows a Newton-Raphson type of approach to equilibrium with that 
simulated climate
2
. Figure S2 shows this technique successfully reaches steady state 
in simulated vegetation cover and temperature. This approach damps the impact of 
inter-annual climate variability, but it cannot be completely removed. Figure S2(b) 
shows the Amazonian surface air temperature in the equilibrium simulations 
smoothed for display with a 5 year running mean. Simulations later in the 21
st
 century 
are progressively warmer than earlier simulations but variability causes some degree 
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of overlap and this results in simulated vegetation cover not changing completely 
monotonically in time as shown in figure 3. 
During the 25 year equilibrium simulations the local climate will respond to any 
changes in the vegetation cover, and thus the eventual state will not be just the 
equilibrium vegetation cover for the climate condition at the branched point, but will 
also include the vegetation response to any subsequent changes in local climate due to 
local biophysical feedbacks on albedo and the hydrological cycle
3
.  
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Figure S2. Evolution of model simulated quantities during each of the 25-year 
equilibrium simulations to determine the committed ecosystem state. (a) 
Amazonian forest cover, (b) surface air temperature. Both panels show results 
from the region 40-70oW, 15oS-5oN. Data in panel (b) have been smoothed for 
display purposes with a 5-yr running mean due to interannual variability. 
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It may be expected that for each simulation branched off from a transient SRES A2 
scenario there may be subsequent local changes in climate due to the biophysical 
feedbacks from changes in forest cover, and also a further global temperature rise due 
to the committed warming of the climate system to the stabilised radiative forcing. 
During the 25 year equilibrium simulations some, but not all, of this committed global 
warming will be realised. During the 25 year equilibrium run from 2050 global 
temperature increased by 0.38K, whereas during the 200 year dynamic run from the 
same point it increased by 0.72K (both with CO2 concentration held fixed at 560ppm). 
Locally, within our Amazonian region, land temperature and precipitation changed by 
+1.33K and -31% in the 25 year equilibrium run and by +2.03K and -46% in the 200 
year dynamic run. We conclude that the 25 year equilibrium run only realises about 
half of the global mean temperature commitment from stabilising CO2 at 2050 and 
about two thirds of the subsequent change in Amazonian temperature and 
precipitation. The simulated Amazon forest fractions after 25 years of equilibrium run 
(35%) and after 200 years of dynamic run (21%) are similar in distribution (not 
shown), although the magnitude of dieback is greater in the dynamic run due to 
further committed climate change not realised at 2050. This demonstrates that the 
equilibrium runs successfully produce a reliable simulation of equilibrium vegetation 
cover but without including all of the effects of the further committed climate change 
which is only realised by running dynamically for much longer and which we would 
not want to consider as part of the ecosystem commitment itself. 
 
For each of these 19 points we know both the “dynamic” ecosystem state that is 
realised as the full model evolves, and also the equilibrium “committed” state that it 
would reach in time. The difference between the two is therefore a measure of the un-
realised but committed change. 
 
2. Mechanisms of ecosystem change 
2.1 Amazon dieback 
Given the potentially important nature of projected possible dieback of large areas of 
the Amazon forest, it is important to understand the processes which cause this in the 
models and how model uncertainties determine the possible likelihood and extent of 
dieback. 
6 NATURE GEOSCIENCE | www.nature.com/naturegeoscience
SUPPLEMENTARY INFORMATION DOI: 10.1038/NGEO555
 
Published assessments of the future of the Amazon forest show that both warming and 
drying in the region may contribute to reduced vegetation productivity. Whilst 
decreases in precipitation lead to reduced soil moisture, warmer temperatures also 
reduce soil moisture and have a direct impact on vegetation productivity (D. Galbraith 
et al., “Quantifying the contributions of different environmental factors to predictions 
of Amazonian rainforest dieback in three dynamic global vegetation models 
(DGVMs)”, submitted manuscript). In particular the response of plant respiration to 
warming is an important determinant of the vegetation carbon balance, but this is 
highly uncertain
4
. 
 
Climate projections from a range of GCMs for the IPCC’s 4
th
 Assessment Report 
show consistent warming across the Amazonian region
5
. Changes in precipitation are 
more varied but with a consistent decrease in dry season rainfall in the South and East 
of the region. The HadCM3 model predicts a drying sufficient to cause widespread 
loss of forest and Malhi et al.
6
 note that this may be more reliable than other models 
given HadCM3’s better than average simulation of present day climate. Warming in 
addition to the drying would further decrease soil moisture and increase moisture 
stress on the vegetation. Stomatal closure under elevated CO2 and eventual dieback of 
the forest both further reduce precipitation
3
.  
 
Dry season changes in precipitation are thought to be the most significant for the 
forest
5
, and are determined by changes in tropical Atlantic sea-surface temperatures 
which cause a shift in the ITCZ
7
. Biophysical feedbacks from loss of forest may be 
particularly important in the dry season when a higher percentage of precipitation is 
from recycled water
5
. HadCM3 captures changes in 20
th
 Century July-October 
rainfall
8
, and simulates a realistic present day Amazonian climate although it has a 
tendency to be slightly too dry during the dry season
9
.  
 
Also, Pacific SST anomalies may cause a reduction in wet season rainfall enough to 
inhibit recharge of the enhanced dry-season soil moisture deficit
10
. Amazon forest net 
productivity therefore is reduced by temperature and precipitation driven drying of the 
soil and by the direct effect of temperature on productivity. Increases in water use 
efficiency due to elevated CO2 levels are insufficient to offset this
6
. 
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A recent study
11
 presents simulations of future vegetation cover from 4 dynamic 
vegetation models and show a consensus that all 4 produce some loss of Amazon 
forest when driven by the HadCM3LC patterns of climate change. Two independent 
vegetation model studies with LPJ
12
 and CPTEC-PVM
13
 driven by climate output 
from a range of climate models conclude a significant risk of future loss of forest in 
the Amazonian region. The LPJ model investigations
11,12
 in particular are interesting 
as LPJ includes greater species diversity than HadCM3LC. Different degrees of 
drying in Amazonia could lead to changes in forest structure away from rainforest 
towards seasonal forest
6
 – a phenomena not able to be represented in HadCM3LC 
with just one broadleaf tree functional type. However LPJ (which represents tropical 
broadleaf evergreen and raingreen trees, and temperate broadleaf evergreen and 
summergreen trees) does also simulate loss of forest under the HadCM3LC future 
climate projection
11
. 
 
2.2 Boreal expansion 
Boreal forests are projected to experience future warming greater than the global 
average
14
. In these ecosystems, vegetation productivity is generally more limited by 
temperature than by precipitation and so a warming climate may be expected to 
increase productivity
15,16
, although increased productivity may not necessarily 
increase NEP or carbon storage due to parallel increases in respiration
15
 and fire or 
pest disturbance
16
. However, increased productivity may lead to an increase in tree 
growth and eventual expansion of the Boreal forest treeline
17,18
. 
 
There is palaeo evidence of Boreal forest expansion in previous warm periods
17
. 
Pollen records for the Holocene thermal maximum (10,000-3,000 years ago) and 
analysis of dead trees from the medieval warm period (AD 800-1300) both indicate 
further northward extent of forest than at present. 
 
Simulated increases in tree cover are due to both increased concentration of trees in 
already forested regions and areal expansion of the forest itself. The former can occur 
rapidly as is observed at present
17
. The latter takes longer and is the reason for the 
significant difference between realised and committed expansion. During the 
Holocene changes in treeline lagged the changes in climate by centuries, but not 
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millennia
17
. 21
st
 century climate is projected to change much more rapidly than 
occurred during the Holocene. 
 
High-latitude tree growth is largely controlled by growing season temperatures and is 
much less sensitive to winter temperature
19
. In our dynamic simulation, summer 
(June-August) temperatures between 45 and 80
o
N rose by 5.5K between the 1990s 
and 2090s. 
 
This is a region where agreement between models is high. The IPCC 4
th
 Assessment 
Report shows a consensus of marked warming in this latitude zone across climate 
models
20
. Studies have shown increases in northern forest extent for several 
vegetation models
11
 and several climate models
12
. Biophysical feedbacks mean that 
Boreal forest expansion will also affect the local climate, in this case through 
decreases in albedo. As forested surfaces are darker than the tundra they would 
replace, especially during periods of snow cover
21
, expansion produces additional 
warming and hence a positive feedback on climate change
22
.  
 
3. Timescale of dieback and recovery 
Following stabilisation of greenhouse gas concentrations at 2050, forest cover in our  
Amazonia region declines steadily before stabilising at about 20% tree cover (figure 
S3), exceeding slightly the committed dieback level shown in figure 1 due to further 
committed warming as described above. This rate of dieback equates to 
approximately 2x10
6
 ha yr
-1
 for the region shown in figure 2, which is almost half of 
the present day rate of deforestation across the whole of South America of about 4.3 
x10
6
 ha yr
-1
 (ref. 23). Even following stabilisation of CO2 at 2050 subsequent dieback 
is comparable in rate to current deforestation activity. 
 
A further aspect of such committed changes is to consider the potential of the system 
to recover. We have shown that stabilisation of climate forcing is not sufficient to 
allow the forest to recover – in fact further dieback occurs, but are ecosystem changes 
reversible if climate and CO2 could be returned to pre-industrial conditions? 
Using techniques similar to those used to study the reversibility of the Greenland ice 
sheet deglaciation
24
 the equilibrium vegetation state from 2050 and 2100 was 
transplanted into a pre-industrial control run of the model and allowed to evolve for 
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100 years. The results show that recovery is possible but very slow (figure S3b). The 
solid lines show the timescale for the forests to begin to recover. The dashed line 
shows the pre-industrial level of forest cover. After 100 years of dynamic simulation 
the forest only recovers by a relatively small amount, so two further simulations were 
performed to simulate the equilibrium vegetation cover under pre-industrial 
conditions starting from the 2050 and 2100 committed forest state. 
 
Even though in both cases (even for almost complete lack of initial tree cover) the 
simulated forest recovers to its pre-industrial level of around 70-75% in this region 
(40-70
o
W, 15
o
S-5
o
N), the striking feature of the dynamic simulations is the slowness 
of the rate of recovery in contrast to the rate of forest loss after stabilisation at 2050. 
Starting from the 2050 (2100) committed state the forest in this region has recovered 
only about 20% (4%) of the lost tree cover in 100 years. This phenomenon has been 
analysed before
25,26
. The local biophysical feedbacks between forest cover and 
climate reduce precipitation with respect to undisturbed pre-industrial climate and 
thus slow recovery of the forest. Here, imposing the 2050 surface land-cover state on 
1860 climate increases annual mean temperature in this region by 0.3K and reduces 
precipitation by 11%. For the 2100 vegetation state the region is initially 0.9K warmer 
and 23% drier. This vegetation impact on local climate slows forest recovery 
significantly below the simple timescale for regrowing trees in a fixed climate. Forest 
and climate have to recover hand-in-hand to the pre-perturbation conditions. 
Despite possible non-linearities in the rate of forest recovery it is clear that such 
recovery is on multi-century timescales.  
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Figure S3. Timescale of dynamic Amazon dieback compared with recovery. 
(a) Evolution of Amazonian forest cover from the 2050 dynamic state when 
the model is run forwards dynamically for 200 years with fixed atmospheric 
composition at 2050 levels. (b) Forest recovery when climate is returned to 
pre-industrial conditions. The vegetation state from the committed 
NATURE GEOSCIENCE | www.nature.com/naturegeoscience 11
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experiments at 2050 (black) and 2100 (red) was re-introduced into an 1860 
climate state experiment and run dynamically for 100 years. The dashed line 
shows the pre-industrial level of forest cover. The crosses show eventual 
equilibrium forest cover from two further simulations using the rapid 
equilibration technique.
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4.2. Compatible emissions and carbon budgets 
Perhaps the most common question required for mitigation policy is “by how much 
do we need to reduce our carbon emissions?”. It is well accepted that deep and 
rapid emissions cuts are required in order to stand any chance of achieving the 
UNFCCC’s goal of avoiding dangerous interference with the climate system, but in 
order to develop quantitative and measurable policy targets we must quantify the 
emissions compatible with any climate goal. 
 
Early carbon cycle simulations quantified the effect of climate on natural carbon 
sinks and directly answered the question “how much climate change do we get for 
given emissions?” (Friedlingstein et al., 2006). In 2005, as part of a conference on 
Avoiding Dangerous Climate Change, I presented work which turned the question 
around: “how much emissions reductions are required to lead to a given climate 
change?”. This re-framing of the question allowed basically the same results to be 
presented in a much more useful way (Jones et al., 2006a). The concept is 
illustrated in Figure 11: if we know an emissions scenario then we can provide this 
as an input to the models, which then simulate natural land and ocean carbon sinks 
in response to the CO2 and climate change allowing us to calculate the projected 
CO2 rise (panel a). Conversely if we know a CO2 pathway that we wish to follow we 
can prescribe that as an input to the models. They again simulate the behaviour of 
the natural carbon sinks and this time that allows us, by mass balance, to calculate 
the compatible anthropogenic emissions (panel b). 
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Figure 11. Schematic representation of (a) emissions-driven and (b) concentration-driven 
experiments (see Glossary). 
 
The technique itself was not new – for example IPCC Third Assessment Report 
(Prentice et al., 2001) showed results from the Bern and ISAM models that simulated 
terrestrial and ocean sinks in response to prescribed CO2 pathways and deduced the 
“implied emissions” to stabilise CO2 at different levels. But my work was the first time 
this had been done in a coupled carbon cycle GCM with fully interactive climate and 
carbon cycle feedbacks. Jones et al. (2006a) and subsequent work and discussion 
with the UK government played a role in informing the UK Committee on Climate 
Change and their stated goal to reduce UK carbon emissions by 80% by 2050. 
 
This approach allowed direct quantification of the anthropogenic emissions which 
would lead to the chosen CO2 concentration pathway (Jones et al., 2006a; Jones et 
al., 2006b; Matthews, 2006). I performed the application of this diagnosis to the 
CMIP5 models, and this formed one of the significant outcomes of the IPCC AR5 
carbon cycle chapter (see section 3.2 of this thesis). In my paper (Jones et al., 
2013), which forms the remainder of this section, we show how this analysis was 
performed for the CMIP5 ensemble for the four RCP scenarios. Although the 
technique can be (and is) applied to any scenario, it is for the low scenarios (here 
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RCP2.6 and RCP4.5) which the results are of most policy relevance. The analysis 
was featured in the Met Office Hadley Centre science brochure presented in Paris at 
COP21 (21st Conference of the Parties to the UNFCCC) in 2015 and informed the 
negotiations that led to the Paris Agreement (http://www.metoffice.gov.uk/climate-
guide/science/uk/cop/cop21). 
 
Jones et al. (2013) examined the compatible emissions to follow RCP2.6 in 
particular and addressed the question of how much emissions reductions would be 
required (leading to the IPCC statement “For RCP2.6, an average 50% (range 14 to 
96%) emission reduction is required by 2050 relative to 1990 levels”), and also that 
there was a good chance that emissions must be globally negative before the end of 
the century (six out of ten models studied required global emissions to be negative 
on average from 2080 to 2100). The concept of, and implications of, the need for 
negative emissions is discussed in more detail in the next section, 4.3, of this thesis. 
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ABSTRACT
The carbon cycle is a crucial Earth system component affecting climate and atmospheric composition. The
response of natural carbon uptake to CO2 and climate change will determine anthropogenic emissions
compatible with a target CO2 pathway. For phase 5 of the CoupledModel Intercomparison Project (CMIP5),
four future representative concentration pathways (RCPs) have been generated by integrated assessment
models (IAMs) and used as scenarios by state-of-the-art climate models, enabling quantification of com-
patible carbon emissions for the four scenarios by complex, process-based models. Here, the authors present
results from 15 such Earth system GCMs for future changes in land and ocean carbon storage and the im-
plications for anthropogenic emissions. The results are consistent with the underlying scenarios but show
substantial model spread. Uncertainty in land carbon uptake due to differences among models is comparable
with the spread across scenarios. Model estimates of historical fossil-fuel emissions agree well with re-
constructions, and future projections for representative concentration pathway 2.6 (RCP2.6) and RCP4.5 are
consistent with the IAMs. For high-end scenarios (RCP6.0 and RCP8.5), GCMs simulate smaller compatible
emissions than the IAMs, indicating a larger climate–carbon cycle feedback in the GCMs in these scenarios.
For the RCP2.6 mitigation scenario, an average reduction of 50% in emissions by 2050 from 1990 levels is
required but with very largemodel spread (14%–96%). Themodels also disagree on both the requirement for
sustained negative emissions to achieve the RCP2.6 CO2 concentration and the success of this scenario to
restrict global warming below 28C. All models agree that the future airborne fraction depends strongly on the
emissions profile with higher airborne fraction for higher emissions scenarios.
1. Introduction
The global carbon cycle has long been known to be
a crucial component of future climate change, closely
linking anthropogenic CO2 emissions with future changes
in atmospheric CO2 concentration and hence climate
(e.g., Prentice et al. 2001). Including the carbon cycle as
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an interactive component in comprehensive climate
models has become common, and the Coupled Carbon
Cycle Climate Model Intercomparison Project (C4MIP;
Friedlingstein et al. 2006) presented results of 11 such
models. All models participating in the C4MIP study
showed an increase in future atmospheric CO2 concen-
tration for the same anthropogenic emissions because of
positive feedbacks of climate on natural carbon sinks
(albeit neglecting nitrogen cycle processes). However,
this comparison of models also showed large quantitative
uncertainty in the magnitude of this effect. This large
range in future carbon uptake seen between models also
exists because of parameter uncertainty within single
models (Booth et al. 2012).
Such coupled climate–carbon cycle models simulate
the natural exchange of carbon by the land and ocean
with the atmosphere and thus provide a predictive link
between emissions and atmospheric concentrations of
CO2. In emissions-driven simulations such as in C
4MIP,
these models calculate changes in atmospheric CO2
concentration given a scenario of emissions. They can
also be used to compute the emissions required to follow
a prescribed concentration pathway (Jones et al. 2006;
Matthews 2006; Plattner et al. 2008). This method has
become widespread and was recommended by Hibbard
et al. (2007) as the experimental design for phase 5 of
the Coupled Model Intercomparison Project (CMIP5;
http://cmip-pcmdi.llnl.gov/cmip5/index.html) and has
subsequently been used to present compatible emis-
sions from individual models for the CMIP5 scenarios
(Arora et al. 2011). Johns et al. (2011) also used this
approach to quantify the uncertainty in compatible
emissions across an ensemble of models that had per-
formed simulations under the same CO2 pathway.
The latest generation of state-of-the-art Earth system
general circulation models (ES-GCMs) has recently
been used to carry out simulations of a new set of sce-
narios for CMIP5 (Taylor et al. 2012; Moss et al. 2010).
The CMIP5 simulations include four future socioeco-
nomic scenarios referred to as representative concen-
tration pathways (RCPs; Moss et al. 2010; van Vuuren
et al. 2011): RCP2.6, RCP4.5, RCP6.0, and RCP8.5.
These future scenarios include a CO2 concentration
pathway computed to be consistent with anthropogenic
carbon emissions as generated by four integrated as-
sessment models (IAMs). The RCPs are labeled ac-
cording to the approximate global radiative-forcing
level at 2100 with CO2 concentrations reaching 421, 538,
670, and 936 ppm, respectively (Fig. 1a). The RCP2.6
CO2 pathway peaks at a concentration of 443 ppm at
2050 before declining in the latter half of the century
and is alternatively known as RCP3 peak and decline
(RCP3PD).
Within the socioeconomic scenarios that drive the
RCPs, representation of climate policy has been in-
cluded to enable the scenario to achieve the target ra-
diative forcing by 2100. A simple climate–carbon cycle
model was then used to calculate atmospheric CO2
concentration from the scenario emissions (Meinshausen
et al. 2011). IAMs’ estimates of future economic activi-
ties, including land-use changes, are driven by simpli-
fied, often regional models of future climate and carbon
cycle, which are substantially different from those in ES-
GCMs. The complexity and high degree of uncertainty
in resolving biosphere–climate interactions (Friedlingstein
et al. 2006; Johns et al. 2011) makes it important to es-
tablish consistency between the two modeling frame-
works. A key step in establishing consistency between
the frameworks is the comparison of compatible emis-
sions diagnosed from the CMIP5 CO2 concentration–
driven ES-GCM experiments, to the emissions generated
by the IAMs.
FIG. 1. RCP scenarios of (a) atmospheric CO2 concentration and
(b) anthropogenic land-use change for the historical period and
future RCP scenarios. Plotted for the land-use scenarios are the
fractions of global land area occupied by crops (dashed lines),
pasture (dotted–dashed lines), and their total (solid lines).
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Especially of interest for very low mitigation scenarios,
such asRCP2.6, are quantification of short-term emissions
reductions required and the question of whether the
scenario is achievable without the requirement of long-
term globally negative emissions, which might only be
possible with the use of large-scale deliberate carbon
dioxide removal and storage. Use of the CMIP5 range of
ES-GCMs also enables us to estimate the uncertainty in
the compatible emissions to follow a given radiative-
forcing pathway. The process of scenario development is
intended to be iterative (Moss et al. 2010), so these re-
sults will inform subsequent development and calibra-
tion of IAMs.
Land-use change has a profound influence on both
biophysical features of the land and also its carbon
storage, adding 156 PgC to the atmosphere from 1850
to 2005. Past land-use changes have been influential
in emitting CO2 to the atmosphere (Houghton 2008;
Denman et al. 2007) and future changes in land use will
continue to strongly perturb the terrestrial carbon cycle
and may also be used deliberately to try to mitigate
climate change through reduced emissions (e.g., REDD;
Gullison et al. 2007). Land-use trajectories in the four
RCP scenarios show very distinct trends and cover a
wide range of projections (see Fig. 1b). The area of
cropland and pasture increases in RCP8.5, mostly driven
by an increasing global population, but cropland area
also increases in the RCP2.6, despite a smaller pop-
ulation increase, as a result of increased bioenergy
production used for climate mitigation. RCP6.0 shows
an increasing use of cropland but a decline in pasture
land. RCP4.5 is the only scenario to show a decrease in
global cropland. There is not a monotonic progression
from ‘‘low’’ to ‘‘high’’ land use through the scenarios in
the same way that there is for radiative forcing and the
impact of this will be shown to be important for future
changes in the fraction of emissions taken up by land.
Land-use emissions of CO2 are fundamentally different
from fossil-fuel emissions, which add a new supply of
CO2 to the atmosphere–land–ocean system, whereas
land-use emissions merely relocate carbon from one
component to another within this system.We describe in
the methods section (section 2) that, when diagnosing
permissible emissions from ES-GCMs, fossil-fuel emis-
sions can be easily diagnosed as changes in the total
carbon held in the simulated atmosphere–land–ocean
system. Land-use emissions, however, are harder to di-
agnose within the ES-GCMs.
Section 2 describes the models and methods used in the
analysis and section 3 presents results of future changes in
land and ocean carbon uptake and the diagnosed com-
patible fossil-fuel emissions and their airborne fraction.
Discussion and conclusions follow in section 4.
2. Experiments and methods
a. CMIP5 experimental design
The CMIP5 experimental design is described in
Taylor et al. (2012) and was discussed in Hibbard et al.
(2007). The simulations presented here are the future
(twenty-first century) RCP simulations (CMIP5 experi-
ments 4.1–4.4), which are ‘‘concentration driven’’ rather
than ‘‘emissions driven.’’ In these simulations, the time
evolution of atmospheric CO2 is specified and the sim-
ulated exchange of carbon between the atmosphere and
the underlying land and ocean allows us to diagnose
anthropogenic emissions that are compatible with the
prescribed concentration pathway. This approach has
been used before for simplified models (e.g., Prentice
et al. 2001), but CMIP5 is the first time it has been used for
a coordinated set of experiments for multiple ES-GCMs.
The CMIP5 models are run using prescribed inputs
of atmospheric CO2 (Fig. 1a), other greenhouse gases,
aerosols, and natural forcings such as solar and volcanic
aerosol emissions. Scenarios of land-use change are
also available (Fig. 1b), but their implementation differs
considerably between models or, in two cases considered
here, is not represented at all.
b. Compatible emissions diagnosis
Studies that have used this approach in the past to es-
timate compatible emissions have only discussed the
resulting emissions in the context of total anthropogenic
emission and not a breakdown into fossil or land-use
emissions (Jones et al. 2006; Matthews 2006; Plattner
et al. 2008). The models used in those studies did not
include any direct effect of land use or humandisturbance
on land carbon storage or land-cover characteristics, and
so diagnosis of total emissions was all that could be ach-
ieved. For the CMIP5 simulations, many models now
include representation of the effect of land-use distur-
bance on the terrestrial carbon cycle making, in principle,
diagnosis of emissions possible from both fossil-fuel use
and land-use change. However, because of a multitude of
different land-use processes being included or excluded
from different models and the number of different pos-
sible definitions of ‘‘land-use emission,’’ it is very difficult
to clearly present land-use emissions from these simula-
tions. Arora and Boer (2010) discuss some of the issues
and challenges of defining and quantifying uncertainty in
land-use emissions. In the appendix, we show that, re-
gardless of difficulties in diagnosing the land-use emission
component, the simulations can be used to diagnose the
fossil-fuel component of the compatible emissions and
compare with IAM/RCP values.
For the combined atmosphere–land–ocean system,
the rate of change of carbon may be written as
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dCTot
dt
5
dCA
dt
1
dCL
dt
1
dCO
dt
5EF , (1)
where CTot5CA1CL1CO is the sum of carbon in the
atmosphere, land, and ocean components (the latter
including seafloor sediments) and EF is an external ad-
dition of carbon into the atmosphere such as from an-
thropogenic fossil-fuel burning. The equations for the
atmosphere, land, and ocean are
dCL
dt
5FL5FL,NAT2ELUC
dCO
dt
5FO
dCA
dt
5FA1EF
52FL2FO1EF
52FL,NAT2FO1 (EF 1ELUC) (2)
where (FL1FO)52FA are the fluxes between the at-
mosphere and the underlying land and ocean, taken to
be positive into the components. The atmosphere–land
CO2 flux is made up of natural atmosphere–land CO2
flux FL,NAT and anthropogenic land-use change ELUC
components and total emissions ET are thus given by
ET 5EF 1ELUC.
Integrating Eqs. (1) and (2) from initial time to t gives
DCTot5DCA1DCL1DCO5
ðt
0
EF dt5
~EF , (3)
where ~EF is the cumulative fossil-fuel input to the sys-
tem. Division by ~EF yields all terms in fractional form
fA1 fL1 fO5 1, (4)
where fA is the airborne fraction of cumulative fossil-
fuel emissions and fL and fO are fractional cumulative
fossil-fuel emissions taken up by the land and ocean.
The land-use scenario and how it is implemented in ES-
GCMs affects the land carbon pools and thus the di-
agnosed EF, but land-use emissions themselves cannot
be measured from these simulations alone. To diagnose
ELUC it would be necessary to repeat the simulations
without land-use disturbance and compare the different
evolution ofCLwith andwithout land use (see, e.g., Arora
and Boer 2010). This definition of ELUC would be differ-
ent from the direct deforestation emissions that some
models can diagnose and also differs in definition from
historical reconstructions such as by Houghton (2008),
who uses a constant (non-time-varying assumption of T
and CO2) baseline condition against which to measure
emissions. Not all the ES-GCMs use the full range of
information available from the land-use change scenarios
such as wood harvest projections, subgrid-scale shifting
cultivation, or representation of primary and secondary
forests; these processes can have a bigger impact than the
choice of RCP land-use scenario (Hurtt et al. 2011).
To diagnose carbon emissions from land-use additional
ES-GCM experiments will be necessary. These experi-
ments therefore are a research priority and are the focus
of the Land-Use and Climate, Identification of Robust
Impacts (LUCID)–CMIP5 experiment (Brovkin et al.
2013). From here on, this paper deals only with the di-
agnosed fossil-fuel emissions. It remains an important
research gap to be able to quantify land-use carbon
emissions from these ES-GCMs in a reliable, consistent,
and well-defined way.
c. Model output data
Land surface models typically partition carbon into
various pools such as different types of living tissue or
ages of soil carbon or harvested/stored wood products.
To facilitate intercomparison, the CMIP5 data request
was for models to aggregate their own component pools
into four common outputs, whose short network Com-
mon Data Form (NetCDF) output names are as follows:
d cVeg, carbon stored in living biomass (both above and
below ground);
d cSoil, carbon stored as dead organic matter in mineral
soils;
d cLitter, freshly dropped dead organic carbon before it
is incorporated into the soil carbon; and
d cProduct, carbon stored in wood products (including
anything from paper to furniture).
In our analysis we make use of standard CMIP5 out-
put from the Program for Climate Model Diagnosis
and Intercomparison (http://pcmdi3.llnl.gov/esgcet/home.
htm) as provided by themodels listed in Table 1. Not all
models have performed all the RCP simulations, so we
use data available at the time of writing as listed in
Table 1. Not all models include all of these pools, but
for each model the total terrestrial carbon CL is cal-
culated as the sum of all available land pools.
All but two of these models (INM-CM4.0 and BCC-
CSM1.1) include representation of anthropogenic land-
use change in these simulations.While data are available
for these two models, which would allow calculation of
compatible emissions, the influence of land-use on ter-
restrial carbon stores as described above means this
would not allow a like-for-like comparison. Hence, we
have shown results from these models for comparison as
dashed lines in figures showing land and ocean carbon
changes, but we omit them from the comparison of
compatible emissions.
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TABLE 1. List of models and institutes contributing to CMIP5whose data have been used for this analysis. Not all models have performed all scenarios. The table lists the data available at
the time of preparation of this analysis. Here, [y] denotes that model data were available but that the model did not include representation of land-use change.
Modeling center Model name Model expansion Historical RCP2.6 RCP4.5 RCP6.0 RCP8.5
Beijing Climate Center (BCC) BCC-CSM1.1 BCC Climate System Model 1.1 [y] [y] [y] [y] [y]
Canadian Centre for
Climate Modelling and Analysis (CCCma)
CanESM2 Second Generation Canadian Earth System Model y y y y
National Science Foundation (NSF)–U.S.
Department of Energy (DOE)–National
Center for Atmospheric Research (NCAR)
CESM1-BGC Community Earth System Model 1 y y y
National Oceanic and Atmospheric
Administration (NOAA) GFDL
GFDL-ESM2G GFDL Earth System Model 2G y y y y y
NOAA GFDL GFDL-ESM2M GFDL Earth System Model 2M y y y y y
Met Office Hadley Centre (MOHC) HadGEM2-ES Hadley Centre Global Environmental Model version 2
Earth System configuration
y y y y y
MOHC HadGEM2-CC Hadley Centre Global Environmental Model version 2
Carbon Cycle configuration
y y y
Institute of Numerical Mathematics (INM) INM-CM4.0 INM Coupled Model version 4.0 [y] [y] [y]
L’Institut Pierre-Simon Laplace (IPSL) IPSL-CM5A-LR IPSL Coupled Model version 5A, low resolution y y y y y
IPSL IPSL-CM5A-MR IPSL Coupled Model version 5A, medium resolution y y y y
IPSL IPSL-CM5B-LR IPSL Coupled Model version 5B, low resolution y y y
Japan Agency for Marine-Earth Science and
Technology, Atmosphere and Ocean
Research Institute (The University of
Tokyo), and National Institute for
Environmental Studies, Center for Climate
System Research (CCSR)
MIROC-ESM Model for Interdisciplinary Research on Climate Earth
System Model
y y y y y
CCSR MIROC-ESM-CHEM Model for Interdisciplinary Research on Climate Earth
System Model, atmospheric chemistry coupled version
y y y y y
Max Planck Institute for Meteorology (MPI) MPI-ESM-LR MPI Earth System Model, low resolution y y y y
Norwegian Climate Centre (NCC) NorESM1-ME Norwegian Earth System Model 1 y y y y y
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The initial size of these pools is poorly constrained by
observations and varies substantially across models, with
preindustrial vegetation and soil carbon ranging from 410
to 890 PgC and from 500 to 2930 PgC, respectively, across
models. Todd-Brown et al. (2013) have evaluated soil
carbon simulations from CMIP5 models and find a wide
range of model abilities to recreate observed distributions
of soil carbon. In our analysis, it is changes in storage that
are important for diagnosing compatible emissions. It is
not yet known to what extent errors in the initial state
have an influence on future projections.
For ocean carbon storage, we use the CMIP5 reported
values of air-to-sea flux fgco2 and integrate this over time
to give a change in ocean storage. For atmospheric CO2,
we use the globally uniform concentration (ppm) provided
by the RCP scenarios and multiply it by 2.12 PgC ppm21
to obtain the atmospheric carbon burden CA (PgC).
3. Results
a. Changes in land carbon uptake and storage
Figure 2 shows changes in the total land carbon stor-
age (Fig. 2a) and individual changes in vegetation and
soil (Figs. 2b,c), where we have combined here cSoil and
cLitter. Carbon stored in wood products is generally
small (less than 10 PgC) and so contributes little to
the total storage or its changes for most models. The
exceptions are the Geophysical Fluid Dynamics Labo-
ratory (GFDL) models, which include more detailed
treatment of land-use transitions and also consideration
of land-use changes from 1700 to 1850, leading to greater
cProduct values. There is a large spread in model re-
sponse for both historical and future periods. Most
models show a decline since preindustrial due to in-
creasing areas of deforestation, followed by a recovery
in the final decades of the twentieth century, attributed
mainly to CO2 fertilization. This is in qualitative agre-
ement with observational estimates (Trudinger et al.
2002), although there is much uncertainty over the
magnitude. All models that include land-use changes
show some decline in vegetation carbon at least in the
early part of the simulation, but those which exclude
land-use change (INM-CM4.0 and BCC-CSM1.1) sim-
ulate a steady increase in land carbon during the twen-
tieth century. Spread of changes in land carbon storage
across the models, which represent land-use change,
ranges from 2124 to 150 PgC by 2005, consisting of
FIG. 2. Changes in (top) total land carbon store, (bottom left) vegetation carbon, and (bottom right) soil carbon
(defined as cSoil1 cLitter) for the CMIP5 models. An observationally derived estimate of net changes (Arora et al.
2011) is shown by the vertical pink bar in (top).Dashed lines represent output fromES-GCMswithout representation
of land-use change (INM-CM4.0 and BCC-CSM1.1).
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from2151 to127 PgC from vegetation and from231 to
1120 PgC from soil (including litter) carbon.
Arora et al. (2011) estimate the observation-based
cumulative historical (1850–2005) land carbon uptake,
which is difficult to observe directly, as 211 6 47 PgC
(i.e., a source to the atmosphere) as the residual of the
observed change in atmospheric carbon burden and
cumulative fossil-fuel emissions based on the CMIP5
dataset and observation-based estimates of cumulative
ocean carbon uptake based on Sabine and Feely (2007)
up to 1999 and extended to 2005 using values from
Denman et al. (2007). The wide range in historical land
carbon uptake among models is the result of intermodel
uncertainty in both the strength of the CO2 fertilization
effect (Arora et al. 2013) as well as differences in the
manner they implement land-use change. This estimate
of net land carbon change is very close to themultimodel
mean of 219 PgC, and the range encompasses 9 out of
13 models (Fig. 2), although this cannot be partitioned
into changes in vegetation and soil carbon separately.
Only one model falls outside twice this observa-
tional uncertainty: GFDL-ESM2M simulates a loss of
124 PgC.
Cumulative land carbon uptake for the future duration
shows similar large intermodel spread, which overwhelms
the interscenario spread. Figure 3 shows each scenario
separately, anomalized relative to 2005 to better show
the future changes in each scenario clearly. ForRCPs 2.6
and 8.5, which both include increasing areas of land use
in their scenario, four models project decreases in future
land carbon storage, although most models project an
increase. For RCPs 4.5 and 6.0, whose scenarios include
decreasing areas of land use, all models agree on future
increases in land carbon storage, although with large
spread, with RCP4.5 showing the largest values of land
carbon accumulation.
At present, it is not easy to quantify the impact of land
use on the terrestrial carbon cycle within a single model
without carrying out multiple simulations. These simu-
lations are being carried out by some groups as part of
the LUCID–CMIP5 activity but are not part of the
standard CMIP5 protocol (Brovkin et al. 2013).
b. Changes in ocean carbon uptake and storage
Whether expressed as annual fluxes (Fig. 4, top) or
cumulative changes in inventory (Fig. 4, bottom), ocean
carbon storage shows a consistent picture for each RCP
across most ES-GCMs. Oceanic uptake is driven pri-
marily by DpCO2 (the gradient of CO2 concentration
between atmosphere and ocean), so for higher CO2
FIG. 3. As in Fig. 2a, but from 2005, shown separately for each RCP scenario. Individual models are denoted in
separate colors for comparison across scenarios. Dashed lines represent output from ES-GCMs without represen-
tation of land-use change (INM-CM4.0 and BCC-CSM1.1).
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concentration pathways all models simulate greater
ocean carbon uptake. Observationally constrained esti-
mates for cumulative oceanic uptake from 1850 to 2005
are 125 6 25 PgC [based on the Ocean Carbon-Cycle
Model Intercomparison Project (OCMIP) process-based
global ocean biogeochemical models forced by ob-
served meteorological fields; C. Le Qu!er!e 2012, per-
sonal communication] and 141 6 27 PgC (Arora et al.
2011). These estimates of net oceanic uptake are very
close to the multimodel mean of 127 PgC and the
combined range (100–168 PgC) encompasses 13 out of
15 models (Fig. 4). CanESM2 falls just below this range
with 95.3-PgC uptake, and INM-CM4.0 falls outside
twice this observational uncertainty with 198-PgC up-
take. INM-CM4.0 also falls outside the envelope of
behavior of the other models and has significantly large
interannual variability (see Fig. 4). Analysis of the rea-
sons for this is beyond the scope of this study, but we
note that INM-CM4.0 is excluded from our compatible
emissions comparison as described above owing to it
not representing land-use change.
Under increasing rates of CO2 rise in the RCP8.5
scenario, models simulate continuing increases in oce-
anic carbon for most of the century before beginning to
level out by 2100, whereas for the peak-and-decline
RCP2.6 scenario uptake reduces to close to zero. In the
RCP4.5 scenario, atmospheric CO2 initially exceeds that
in the RCP6.0 and hence so do ocean carbon fluxes, al-
though by 2100 uptake under RCP6.0 has increased to
exceed that in RCP4.5.
Unlike for cumulative land uptake, intermodel spread
within a scenario is typically smaller than the inter-
scenario spread of the model means and so the clusters
of simulations for each scenario tend not to overlap
much. This is in agreement with feedback analysis of the
idealized 1% yr21 CO2 simulations by Arora et al.
(2013). They show that the differences in the modeled
responses of the carbon budget to changes in CO2 and
climate are 3–4 times larger for the land components
than the ocean components and that the CMIP5 gen-
eration of ES-GCMs appear to show closer consensus in
their future oceanic uptake than did the C4MIP carbon
cycle models, although the experimental design differs
slightly.
c. Compatible fossil-fuel emissions
Figure 5 and Table 2 present the diagnosed compati-
ble fossil-fuel emissions based on Eqs. (1) and (2) for the
historical and the twenty-first century from the CMIP5
ES-GCMs. For both the twentieth and twenty-first cen-
turies, the multimodel mean fossil-fuel emissions from
the ES-GCMs compare well with the observation-based
FIG. 4. Changes in annual (top) oceanic carbon uptake and (bottom) cumulative uptake since
1850 from the CMIP5models. An observationally derived estimate of net changes (Arora et al.
2011; C. LeQu!er!e 2012, personal communication) is shown by the vertical pink bar in (bottom).
For consistency with Figs. 2 and 3, dashed lines represent output from ES-GCMs without
representation of land-use change (INM-CM4.0 and BCC-CSM1.1). For better visibility of the
near past and the twenty-first century, the x axis begins here at 1950.
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estimates for the historical period and with the emis-
sions the four IAMs generated for each scenario. In the
high-end scenarios, RCP8.5 and to a lesser extent RCP6.0,
the CMIP5 models on average project lower compatible
emissions than the IAMs. This indicates that the sensi-
tivity to climate warming, which leads to reduced natural
carbon uptake (Friedlingstein et al. 2006; Arora et al.
2013), is stronger in ES-GCMs than in the IAMs under
higher levels of climate change.
The RCP pathways of CO2 concentration were gener-
ated using the Model for the Assessment of Greenhouse-
Gas-Induced Climate Change (MAGICC6) calibrated to
represent the median of CMIP3 climate models and
C4MIP carbon cycle responses (Meinshausen et al. 2011).
Friedlingstein et al. (2012, manuscript submitted to
J. Climate) show a similar systematic difference be-
tween the RCP CO2 concentrations and the CMIP5
models in the emissions-driven RCP8.5 simulation and
attribute this to greater ocean uptake in the MAGICC6
calibration, caused by one or two models in the C4MIP
ensemble having excessive ocean carbon uptake. The
CMIP5 models show greater consensus in ocean uptake
and this may explain the difference between CMIP5
compatible emissions and the RCP CO2 pathways.
The RCP2.6 scenario represents an aggressive miti-
gation scenario aimed at limiting global radiative forcing
to be as low as possible by 2100. Here, we assess results
from the 10 ES-GCMs that performed this scenario in
the context of the achievability of the scenario in terms
of the emissions reduction required to follow the CO2
concentration pathway. We look at implied at mid-
century emissions reductions targets and the longer-
term implications for the eventual level of emission
reductions required by the end of the century. Table 3
shows the compatible fossil-fuel emissions as simulated
by the models for decades centered on 1990 and 2050 for
RCP2.6, along with the percentage reduction in emis-
sions required by 2050 from 1990 levels to achieve the
RCP2.6 peak-and-decline pathway. There is a very large
spread in the required percentage reductions by 2050,
with values ranging from 14% to 96% for the available
models. The average 2050 emissions from these models
show a requirement for 50% reductions from the aver-
age 1990 emissions.
A key question is whether or not global net negative
emissions are required to achieve the target CO2 path-
way in this scenario. Because of interannual variability
(largely in the land uptake), many models simulate
occasional negative fossil-fuel emissions in some years
by 2100, but a more relevant measure is the require-
ment for long-term average negative emissions. The 10
CMIP5 models analyzed here disagree on this (Fig. 6a).
FIG. 5. Compatible fossil-fuel emissions from CMIP5 models
for the historical period (black) and the four RCP scenarios for
the twenty-first century (colors). (top) Time series of annual
emissions: the thick solid lines denote the multimodel mean and
the thick dashed lines the historical andRCP scenarios. Individual
model estimates are shown in the thin lines. (bottom) Cumulative
emissions for historical (1850–2005) and twenty-first century
(2006–2100). The left-hand bars in each pair show the cumulative
emissions from the historical reconstruction or from the RCP
scenario as generated by IAM models, and the right-hand bars
the CMIP5 multimodel mean. Black/gray circles show individual
model values.
TABLE 2. Compatible fossil-fuel emissions for the historical pe-
riod and future scenarios as provided by IAMs and as simulated by
CMIP5 models. Values (PgC) are rounded to the nearest whole
number, and are for the following periods: 1850–2005 (historical)
and 2006–2100 (RCPs). The standard deviation across models as
well as the full minimum–maximum model range is also given.
CMIP5 models
Obs/IAM Mean 6 1s Min–max range
Historical 313 303 61 194–394
RCP, 2006–2100 2.6 325 322 106 189–469
4.5 786 831 155 640–1068
6.0 1217 1107 153 872–1308
8.5 1907 1734 209 1448–1959
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To follow the prescribed decrease in atmospheric CO2
from 443 to 421 ppm, 6 out of 10 models (CanESM2,
GFDL-ESM2G,GFDL-ESM2M,MIROC-ESM-CHEM,
MIROC-ESM, and BCC-CSM1.1) simulate the need for
negative emissions on average from 2080 to 2100 while
the other 4 (HadGEM2-ES, IPSL-CM5A-LR, IPSL-
CM5A-MR, and MPI-ESM-LR) achieve the scenario
without the need for sustained negative emissions.
Model CanESM2 projects a requirement for sustained
negative emissions from as early as 2060. The six models
projecting negative emissions (paler blue in Fig. 6) are
consistently lower and with an earlier peak than the four
models that do not. They are slightly below the 1990s
observed emissions, while the four models projecting
sustained positive emissions are slightly above the 1990s
estimate. Hence, there is no clear observational con-
straint onwhich set ofmodels ismore likely to be reliable.
Figure 6b demonstrates additionally if following the
RCP2.6 concentration pathway also achieves the com-
monly cited climate target of restricting warming below
28C above preindustrial levels. The vertical axis shows
the peak twenty-first-century warming and the hori-
zontal axis the average fossil-fuel emission level for
the final 20 yr, 2080–2100. As described above, some
models show a requirement for net negative emissions
and some do not. Similarly, somemodels simulate global
temperature increase above 28C and some below. Two
models, HadGEM2-ES and MPI-ESM-LR, predict that
global temperatures can be kept below 28C warming
without the need for negative emissions. Three models,
CanESM2 and the two MIROC-ESM variants, show
that even with global negative emissions global tem-
peratures may still exceed 28C.
It remains uncertain therefore, both whether or not
the RCP2.6 concentration pathway will restrict global
temperatures to below 28C above preindustrial. It is
also uncertain whether this concentration pathway is
achievable without the need for active carbon seques-
tration to globally exceed residual fossil-fuel carbon
emissions.
d. Future changes in the airborne fraction
The airborne fraction (AF) of anthropogenic CO2
emissions is commonly quoted as an instantaneous
quantity as the ratio of the change in atmospheric CO2
for a year to the emissions in that year, although it can
also be calculated as a cumulative fraction over a longer
TABLE 3. Compatible fossil-fuel emissions for the two decades
centered on 1990 (1985–95) and 2050 (2045–55) for the 10 models
that have supplied enough data to calculate compatible emissions
for the RCP2.6. The final column shows the percentage reduction
from 1990 levels required by 2050 to achieve the RCP2.6 CO2
concentration pathway.
Model
1990s
emissions
2050s
emissions
%
reduction
CanESM2 5.15 1.66 68
GFDL-ESM2G 5.16 3.11 40
GFDL-ESM2M 6.16 3.71 40
HadGEM2-ES 5.67 3.05 46
IPSL-CM5A-LR 6.52 4.76 27
IPSL-CM5A-MR 7.15 4.55 36
MIROC-ESM-CHEM 5.75 0.54 91
MIROC-ESM 4.69 0.17 96
MPI-ESM-LR 6.23 5.38 14
BCC-CSM1.1 5.12 2.30 55
Model mean 5.76 6 0.8 2.92 6 1.8 50
Historical 6.4 6 0.5
FIG. 6. Compatible fossil-fuel emissions for the peak-and-decline
RCP2.6 scenario. (a) Plotted with 10-yr smoothing from CMIP5
models: CanESM2, GFDL-ESM2G, GFDL-ESM2M, MIROC-
ESM-CHEM, MIROC-ESM, and NorESM1-ME require sustained
negative emissions beyond 2080 and are shown in paler blue dotted–
dash lines, and HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5A-MR,
andMPI-ESM-LR are shown in darker blue dashed lines. Historical
fossil-fuel emissions for the 1990s are shown by the black and yellow
bar. (b) The 20-yr end-of-century average compatible emissions
(2080–2100) (x axis) against peak twenty-first-century warming,
defined as maximum of 10-yr running mean above preindustrial
(y axis).
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period. The airborne fraction can be calculated relative to
fossil-fuel emissions (as per Keeling et al. 1995) or more
commonly relative to total anthropogenic (fossil 1 land
use) emissions (e.g., Denman et al. 2007; Le Qu!er!e et al.
2009). The observedAFhas been relatively constant apart
from interannual variability for several decades since di-
rect CO2 observations began in the late 1950s (Keeling
et al. 1995; Denman et al. 2007). Recent studies have
claimed a small but measurable upward trend is now de-
tectable in the observations (Canadell et al. 2007; Le
Qu!er!e et al. 2009), although uncertainty in land-use emis-
sionsmakes this detection difficult (Knorr 2009).AF is not
simply a constant property of the climate–carbon cycle
system but depends strongly on the emissions pathway.
Faster increase in emissions implies higher airborne
fraction since the land and ocean carbon sinks are unable
to keep up with the rate of emissions. Consequently, any
deviation from the historical near-exponential increase
in anthropogenic emissions may be expected to lead to
significant changes in AF (Raupach et al. 2008).
Because of the difficulties of diagnosing land-use
emissions consistently from CMIP5 models, we present
here explicitly the fossil-fuel AF fA [see Eq. (4)] calcu-
lated from prescribed changes in atmospheric CO2 and
the compatible fossil-fuel emissions from the ES-GCMs
presented in section 3c. To prevent large interannual var-
iability affecting our results (especially the case for sce-
narios where emissions become very small or even zero or
negative), we calculate a cumulative fA over the period
1990–99 and also over 2006–2100 for the four RCPs.
The 1990s value can be compared with observational
estimates, which we calculate as 0.49 (average CO2 in-
crease of 3.15 PgC yr21 and fossil-fuel emissions of
6.4 PgC yr21 for the 1990s). The CMIP5 multimodel
mean is 0.52 6 0.07 (range of 0.45–0.65), with 9 of 13
models falling between 0.45 and 0.55 (Fig. 7).
Figure 7 shows the change of fA from the 1990s to the
twenty-first century from the CMIP5models for the four
RCPs. The figure also shows land and oceanic uptake
fractions of fossil fuel fL and fO, which are defined
FIG. 7. (top) Changes in (a) airborne, (b) land, and (c) ocean fraction of compatible fossil-fuel emissions. Multimodel mean,6 standard
deviation, and range shown by stars and thick and thin vertical lines, respectively, for 1990s (black) and four RCPs (colored). Obser-
vational estimate for 1990s is shown as black dots. RCP values are calculated as cumulative over the twenty-first century (defined forRCPs
as 2006–2100). (bottom) The changes in each uptake fraction shown for individual models (each dot is a separate model).
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similarly as the fractional uptake of the compatible
emissions by land or ocean [Eq. (4)].
A notable feature of the simulations is that during the
course of each simulation fA can vary markedly over the
twenty-first century relative to the 1990s. It evolves very
differently for different scenarios and even simulated by
the same model may increase or decrease, depending on
the scenario. From a present-day average value of 0.52
(cf. 0.49 estimated from observations), the models sim-
ulate values ranging from 0.18 to 0.82 over the twenty-
first century. As may be expected from the theoretical
grounds discussed above, in the CMIP5 simulations the
lower RCP pathways give rise to lower AF and higher
CO2 concentrations lead to higher AF. All models
simulate a decrease in AF for RCP2.6 and all but one
simulate a decrease for RCP4.5. All models simulate an
increase for RCP8.5. RCP6.0 has on average very small
change with four models simulating an increase in AF
and three simulating a decrease. Model mean values for
the twenty-first-century airborne fraction for each sce-
nario are as follows: 0.30 for RCP2.6; 0.42 for RCP4.5;
0.57 for RCP6.0; and 0.69 for RCP8.5. The emissions
pathway is the leading order cause of changes in AF
having a greater effect than the climate effect on the
carbon cycle. Although there is much model spread in
magnitude and change of AF, every model agrees on
the order of fA across scenarios: RCP8.5 . RCP6.0 .
RCP4.5 . RCP2.6.
Figure 7b shows future changes in the land fraction of
emissions. There is much model spread in this quantity,
in part related to the treatment of land-use in these
models and in part to how vegetation and soil carbon
dynamics are represented in them. Out of 13 models, 11
simulate an increase in fL for RCP4.5 by on average 0.11
because of a decrease in both crop fraction and pasture
fraction and the associated increase in forest area. The
RCP6.0 scenario includes a decrease in pasture area but
an increase in crop fraction, which combine to give very
little change in the average land uptake fractionwith five
models showing an increase and two showing a decrease.
RCP8.5 has large-scale future increases in crop and
pasture leading to suppression of the land sink and
a small decrease in fL. A total of 12 out of 13 models
agree on a decrease in fL for RCP8.5. This demonstrates
the importance of land use for the future terrestrial
carbon store and that this may be of comparable im-
portance to the response of terrestrial carbon to climate
or increased CO2. RCP2.6 has generally the smallest
increase in land carbon (Fig. 3a) and much lower
compatible emissions than the other scenarios. This
combination of smaller numbers in both the numerator
and denominator in the land-fraction ratio leads to
a much bigger model spread for this scenario with some
models showing a large increase and some a large de-
crease in fL.
Figure 7c shows twenty-first-century ocean carbon
uptake fraction fO. For two scenarios, RCP6.0 and
RCP8.5, there is a common signal across models of re-
duction in the ocean uptake fraction and small spread
across models (consistent with ocean fluxes discussed in
section 3b). RCP4.5 has a mixed signal with four models
simulating an increase in ocean uptake fraction and nine
simulating a decrease. RCP2.6 is a clear outlier in fO
behavior, showing a large increase for all models. Sig-
nificant model spread can be seen in the RCP2.6 ocean
fraction and is explained in this case, not by model
spread in oceanic uptake, but by model spread in the
compatible emissions. Remember that fO is defined as
the ratio of changes in ocean carbon to compatible
emissions, which themselves are sensitive to land uptake
changes. Hence, in this analysis, where compatible emis-
sions are diagnosed from simulations with prescribed
atmospheric CO2 pathways, uncertainty in land uptake
manifests itself as uncertainty in the fraction of emis-
sions taken up by the ocean even though it does not
directly affect the oceanic uptake amount.
4. Conclusions
The global carbon cycle, as well as its response to
changing climate and CO2 concentrations, determines
future anthropogenic emissions permitted to follow
any given CO2 pathway and is therefore of relevance to
both the scientific and policy communities. The CMIP5
modeling activity provides a coordinated protocol for
climate modeling centers to perform concentration-
driven simulations for the four representative con-
centration pathways with state-of-the-art Earth system
GCMs in order to diagnose the compatible emissions.
Here, we present results from 15 such models although
each model may only currently have provided a sub-
set of the required data and scenarios. Compatible
fossil-fuel emissions are calculated for 13 models that
represent anthropogenic land-use change in their sim-
ulations.
The concentration-driven framework for model simu-
lations reduces spread in climate projections by pre-
venting feedback from the carbon cycle onto atmospheric
CO2 and hence climate, but it produces spread in
emissions (e.g., see Fig. 2 of Hibbard et al. 2007). The
compatible emissions thus derived include uncertainty
from all processes (climate, climate–carbon, and carbon
concentration) but without these processes operating
as fully interactive feedbacks. The emissions-driven
framework for model simulations allows full end-to-end
uncertainty in CO2 and climate with fully interactive
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feedbacks (Friedlingstein et al. 2012, manuscript sub-
mitted to J. Climate).
We have shown that there is significant model spread
in the diagnosed compatible emissions, dominated by
projections of land carbon changes, due in part to the
diverse response of land carbon cycle models to changes
in CO2 and climate and widely different treatments of
land-use change.We recommend that particular effort is
required to better evaluate and improve terrestrial car-
bon cycle stocks in ES-GCMs. Anav et al. (2013) show
a very wide range of vegetation and soil carbon stores
simulated and, although there is not a one-to-one re-
lation between present stocks and future changes, it is
clearly a priority for ES-GCMs to better represent the
magnitude of carbon amounts before we can have con-
fidence in projections of future changes.
We find that land carbon storage may increase or de-
crease in future dependent on scenario and the treatment
of future land-use change, although most models simu-
late an increase for most scenarios. The spread in land
carbon uptake among models is as high as across the
RCP scenarios. Models largely agree that ocean carbon
storage will increase under all scenarios, with higher
atmospheric CO2 driving greater ocean carbon uptake.
Projections of ocean carbon changes show much greater
agreement than projections of land carbon changes.
Overall, uncertainty in concentration scenario is the
major cause of uncertainty in emissions (and airborne
fraction) and not uncertainty in climate–carbon cycle
processes.
CMIP5 simulated compatible fossil-fuel emissions for
the historical period (303 6 61 PgC) agree closely with
historical estimates (313 PgC), as do CMIP5 model
mean uptake amounts for the land and ocean indi-
vidually. CMIP5 Earth system GCMs also show close
agreement with the low RCPs (RCP2.6 and RCP4.5).
For RCP6.0 and especially RCP8.5 they simulate sys-
tematically lower carbon uptake and therefore lower
compatible emissions than the RCP scenarios generated
by the MAGICC6 model calibrated to CMIP3 climate
and C4MIP carbon cycle GCMs.
Compatible emissions for the four RCPs (defined for
the period 2006–2100) range from 332 to 1734 PgC for
RCP2.6–RCP8.5. For the period 2000–50, model-mean
cumulative emissions range from 337 PgC for RCP2.6 to
602 PgC for RCP8.5, with RCP4.5 and RCP6.0 having
very similar totals over this period of 523 and 453 PgC,
respectively. RCP6.0 exceeds RCP4.5 later in the cen-
tury. For RCP2.6 models simulate a requirement on
average for 50% emissions reductions by 2050 relative
to 1990 levels but with very large model spread in this
measure from 14% to 96%. The Integrated Model to
Assess the Global Environment (IMAGE), which
generated the RCP2.6 scenario, projected the need for
globally negative emissions from 2070 to 2100 in order to
achieve the peak-and-decline CO2 pathway. We find
that 6 out of 10 complex Earth system models also
simulate a need for negative emissions, while 4 do not.
Future airborne fraction, averaged over the twenty-
first century, is found to be strongly dependent on the
anthropogenic emissions scenario as are the fractions of
emissions taken up by land and ocean. All models agree
that the higher the atmospheric CO2 scenario, the higher
the airborne fraction and the lower the ocean uptake
fraction. The land uptake fraction is sensitive to both the
CO2 and climate scenario but also strongly depends on
the land-use change assumed, which is not necessarily
related to global CO2 levels. Out of 13 models, 11 agree
that the mid–low CO2 scenario, RCP4.5, has the highest
land-uptake fraction during the twenty-first century
because of decreases in areas of agriculture and in-
creases in forest extent. Increases in land-use areas in
RCP2.6 and RCP8.5 lead to reduced land-uptake frac-
tions in these scenarios.
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APPENDIX
Diagnosing Emissions from Changes in Carbon
Stores
Figure A1 shows schematically how the carbon pools
that are represented in these models respond to fossil-
fuel emissions and emissions from land-use/land-cover
change. We regard the atmosphere–land–ocean system
as a closed system here, as none of these models repre-
sent the longer-term fluxes due to rock weathering, vol-
canism, etc. Thus, without perturbation, the total system
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FIG. A1. Schematic demonstrating the difference between fossil and land-use CO2 emissions in a closed atmosphere–
land–ocean system. (top) Fossil-fuel emissions represent an addition of new carbon to the system, initially to the at-
mosphere, but after redistribution between the component reservoirs the total perturbed amount is conserved. (middle)
Land-use emissions represent an initial movement of carbon from the land to atmosphere with zero net change in the
system. Even after redistribution, between the components the net change remains zero.When both fossil and land-use
emissions are present, they combine such that the total carbon in the system only changes by the fossil-fuel input, with
land-use emissions again having no net impact on the system total.
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carbon, CTot5 CA1 CL1 CO, remains constant in time:
DCTot 5 0. By using ocean flux to diagnose changes in
ocean storage, sedimentation, which is included in some
models can be seen as an internal partitioning within
a generic ‘‘ocean carbon’’ pool in this analysis.
The top panel of Fig. A1 shows the evolution of the
system in response to fossil-fuel emissions: when fossil
fuel is added, the total system carbon increases byEF: all
of which is initially in the atmosphere. After some finite
time the system has responded (not necessarily reaching
equilibrium) by repartitioning the added carbon among
its reservoirs, but the total system carbon has not
changed and, relative to the unperturbed state, DCTot5
EF. The same is true for a transient, continued (but time
varying) emission. At any point in time, the rate of
change of total carbon is given by the emission rate Eff
and the total change in system carbon by the cumulative
emission,
dCTot
dt
5Eff
DCTot5
ðt
0
Eff dt .
Conversely, the middle panel of Fig. A1 shows the
system response to a land-use change. In this case, some
externally forced disturbance event acts to repartition
some of the land carbon initially into the atmosphere,
such that DCL 5 2ELUC and DCA 5 ELUC. Initially,
DCO is zero, and so the total system carbon is un-
changed, DCTot 5 0. After some time, the system may
respond to move carbon between the reservoirs (e.g.,
DCOmay change), but overallDCTot5 0. In other words,
land-use change may represent a strong perturbation to
the land carbon and ultimately to all the three reservoirs
individually, but as a closed system it does not change
the total amount of carbon. Note that in each case the
fossil or land-use emissions may be positive or negative:
removal (such as through forest regrowth or deliberate
carbon dioxide removal) as well as emission is treated in
conceptually the same way.
The bottom panel of Fig. A1 shows the response to
both fossil and land-use emissions together. Although
the specific effects of the emissions (and indeed any
changes in climate) on the individual carbon reservoirs
may not be the simple sum of the two sources of emis-
sions, the net effect on the system total carbon is simply
that due to fossil emissions: DCTot 5 EF. The land-use
emissions have had no net effect on the total carbon in
the system.
This schematic represents how the CMIP5 ES-GCMs
behave in ‘‘emissions driven’’ simulations and how the
real world behaves on time scales where other long-term
sources/sinks of carbon can be neglected (typically up to
a few centuries). However, for the ‘‘concentration driven’’
simulations analyzed here, the system is not balancing
and conserving carbon in this way. Emissions do not
exist as an input to the system, but rather the evolution
ofCA is forced to follow a predefined pathway used as an
input to the models. Here, CL and CO respond to this
concentration and also to any changes in climate and in
response to prescribed land-use disturbance but do not
affect CA itself. In this case the system total carbon
evolves in time: DCTot 6¼ 0. By analogy to the schematic
in Fig. A1a, we can see that the time evolution of DCTot
is the fossil-fuel emissionEF and not the totalEF1ELUC.
In other words, in order to recreate the CO2 concen-
tration pathway in an emissions-driven setup, one would
prescribe this diagnosed emission as the fossil-fuel input
to the system. In these simulations, therefore, the effect
of land use will be to perturb the land carbon cycle and
to affect how carbon is partitioned between the three
reservoirs.
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4.3. Paris agreement and low CO2 pathways 
A development from the concept of compatible emissions was the link between 
climate warming and total emissions of carbon. Initially there was a lot of focus on 
how to derive specific pathways to achieve a long-term temperature goal. Wigley et 
al. (1996) derived the “WRE” scenarios (so-called after the authors, Wigley, Richels 
and Edmonds) and these were slightly different from the “S” (stabilisation) scenarios 
of Enting et al. (1994). Some were idealised conceptual pathways based on smooth 
mathematical functions, others involved assumptions about smooth rates of 
decrease of fossil fuel dependence, or followed existing scenarios until a given date 
before diverging onto a stabilisation pathway. The result was that constraints from 
physical sciences (climate and carbon cycle feedbacks) became intricately mixed 
with constraints from technological and socio-economic communities (such as 
infrastructure lock-in and maximal rates of decarbonisation). In 2009 two papers 
presented the idea that the two could be separated by noting that the degree of 
global warming was much more closely linked to the total (cumulative) carbon 
emissions than it was to the time profile or pathway of the emissions. I was a co-
author on a study by Allen et al. (2009) which, along with a similar study by 
Matthews et al. (2009), both demonstrated this and discussed how this would 
simplify the mitigation problem: the climate-carbon cycle system would determine the 
total carbon emissions compatible with a climate target, but then social sciences and 
available technology could determine the most cost-optimal method of achieving this. 
This former quantity – the total carbon emissions compatible with a target – can 
therefore be seen as a budget. The world has a quantifiable “carbon budget” which it 
can “spend”. The timing of how we spend (burn) it does not strongly affect the 
eventual warming, and so it is a societal choice whether we spend our budget in the 
near term or save more for future generations. 
 
Now that nations have adopted the Paris Agreement, which entered into force in 
November 2016, the requirement to quantify carbon budgets for low climate targets 
has grown. IPCC AR5 assessed a total carbon budget of 790 PgC to likely (66% 
chance) remain below 2oC, of which 565 PgC has already been emitted by 2016 (Le 
Quéré et al., 2016). However, the uncertainty in the remaining carbon budget to 
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achieve 1.5 or 2oC is very large – of the order of 100s PgC. This large uncertainty 
hinders the potential usefulness to policy makers of quantified carbon budgets. 
 
Earth System Modelling therefore has a clear and high priority remit to address and 
reduce this uncertainty. To date almost all carbon cycle modelling and feedback 
analysis has focussed on high, monotonic CO2 scenarios (see Figure 12): from 
IS92a (Cox et al., 2000) to SRES-A2 (Friedlingstein et al., 2006) to the RCP8.5 
and 1% idealised experiments of CMIP5 (Arora et al., 2013; Friedlingstein et al., 
2014). In contrast, RCP2.6 peaks CO2 at 443 ppm by 2050, just 40ppm above 2016 
levels. Although we know that the carbon cycle may behave differently under low 
scenarios such as RCP2.6, very little specific feedback analysis has been conducted 
on low stabilisation or peak-and-decline scenarios. 
 
 
Figure 12. CO2 concentration scenarios widely used for carbon cycle simulations – previous 
analysis has focused on rapid/monotonic increase. For example, Cox et al. (2000) used IS92a 
(blue line), the first C4MIP (Friedlingstein et al., 2006) used SRES A2 (green line) and CMIP5 
simulations drew on both 1% per annum increase (red line: Arora et al., 2013; Ciais et al., 2013) 
and RCP8.5 (yellow line: Friedlingstein et al., 2014; Collins et al., 2013). Note 1% per annum 
increase nominally begins in 1850 but plotted here relative to 1960 for ease of comparison on 
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this schematic figure. A more relevant scenario which should be used is RCP2.6 (black dashed 
line). 
 
Scenarios which achieve 2oC almost always rely on large amounts of active CO2 
removal from the atmosphere. For example, RCP2.6 which peaks at 443 ppm before 
declining to 420ppm by 2100 cannot be achieved by natural carbon sinks alone 
(Jones et al., 2013), and requires active removal of CO2 from the atmosphere by 
human activity (van Vuuren et al., 2011). This is known as carbon dioxide removal 
(CDR) or negative emissions techniques (NETs) – see Glossary. It seems inevitable 
therefore that future emissions scenarios will deviate very strongly indeed from 
continued exponential increase and therefore that the future airborne fraction may 
depart from its historical value of approximately half. Crucial questions to address, 
therefore, are how the carbon cycle responds to negative emissions and whether or 
not climate-carbon cycle feedbacks behave in the same way as under high CO2 
scenarios.  
 
A key requirement for low carbon pathways is to quantify the effectiveness of 
negative emissions technologies which will be strongly affected by carbon cycle 
feedbacks (see chapter 3). I led an analysis, Jones et al. (2016b) which forms the 
rest of this section in which we explore the carbon cycle response to a low overshoot 
scenario (RCP2.6). We found that ESMs suggest significant weakening, even 
potential reversal, of the ocean and land sinks under future low emission scenarios. 
In the same way that sinks respond to positive emissions (by absorbing more carbon 
from the atmosphere) they may respond to negative emissions by absorbing less. 
This behaviour is expected and has been described before in intermediate 
complexity models (e.g. Cao and Caldeira, 2010). In this paper, we see it 
consistently in CMIP5 ESM simulations of RCP2.6. For the RCP2.6 concentration 
pathway, models project land and ocean sinks to weaken to 0.8±0.9 and 1.1±0.3 
PgCyr−1 respectively for the second half of the 21st century and to −0.4±0.4 and 
0.1±0.2 PgCyr−1 respectively for the second half of the 23rd century. 
 
The analysis was featured in the Met Office Hadley Centre science brochure 
presented at COP22 (22nd Conference of the Parties to the UNFCCC) in 2016 
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(http://www.metoffice.gov.uk/climate-guide/science/uk/cop/cop22). Weakening of 
natural carbon sinks in response to removal of CO2 hinders the effectiveness of the 
negative emissions. The paper concludes that “Failure to accurately account for 
carbon cycle feedbacks which increase the need for such negative emissions may 
strongly and adversely affect the feasibility of achieving these targets.” 
Environ. Res. Lett. 11 (2016) 095012 doi:10.1088/1748-9326/11/9/095012
LETTER
Simulating the Earth system response to negative emissions
CD Jones1, P Ciais2, S JDavis3, P Friedlingstein4, TGasser2,5, GPPeters6, J Rogelj7,8, DP vanVuuren9,10,
J GCanadell11, ACowie12, RB Jackson13,M Jonas14, EKriegler15, E Littleton16, J A Lowe1, JMilne17,
G Shrestha18, P Smith19, ATorvanger6 andAWiltshire1
1 MetOfﬁceHadley Centre, FitzRoyRoad, Exeter, EX1 3PB,UK
2 Laboratoire des Sciences duClimat et de l’Environnement, CEACNRSUVSQ,Gif-sur-Yvette, France
3 Department of Earth SystemScience, University of California, Irvine, USA
4 College of Engineering,Mathematics and Physical Sciences, University of Exeter, Exeter EX4 4QE,UK
5 Centre International de Recherche en Environnement etDéveloppement, CNRS-PontsParisTech-EHESS-AgroParisTech-CIRAD,
F-94736Nogent-sur-Marne, France
6 Center for International Climate and Environmental Research—Oslo (CICERO), Gaustadalléen 21,NO-0349Oslo, Norway
7 Energy Program, International Institute for Applied Systems Analysis, Schlossplatz 1, A-2361 Laxenburg, Austria
8 Institute for Atmospheric andClimate Science, ETHZurich,Universitätstrasse 16, 8092 Zurich, Switzerland
9 PBLNetherlands Environmental Assessment Agency, TheNetherlands
10 Copernicus Institute for SustainableDevelopment, Utrecht University, TheNetherlands
11 Global CarbonProject, CSIROOceans andAtmosphere Research, GPOBox 3023, Canberra, AustralianCapital Territory 2601, Australia
12 NSWDepartment of Primary Industries, University ofNewEngland, ArmidaleNSW2351, Australia
13 Department of Earth SystemScience,Woods Institute for the Environment and Precourt Institute for Energy, StanfordUniversity,
Stanford, CA 94305,USA
14 Advanced SystemsAnalysis Program, International Institute for Applied Systems Analysis, Schlossplatz 1, A-2361 Laxenburg, Austria
15 Potsdam Institute for Climate Impact Research (PIK), POBox 60 12 03,D-14412 Potsdam,Germany
16 University of East Anglia, NorwichResearch Park,NorwichNR4 7TJ, UK
17 StanfordUniversity 473ViaOrtega, Stanford, CA 94305-2205,USA
18 USCarbonCycle Science Program,USGlobal Change Research Program,Washington, DC 20006,USA
19 Institute of Biological and Environmental Sciences, University of Aberdeen, 23 StMacharDrive, Aberdeen, AB24 3UU,UK
E-mail: chris.d.jones@metofﬁce.gov.uk
Keywords: climate, carbon cycle, earth system, negative emissions, carbon dioxide removal,mitigation scenarios
Supplementarymaterial for this article is available online
Abstract
Natural carbon sinks currently absorb approximately half of the anthropogenicCO2 emitted by fossil
fuel burning, cement production and land-use change.However, this airborne fractionmay change in
the future depending on the emissions scenario. An important issue in developing carbonbudgets to
achieve climate stabilisation targets is the behaviour of natural carbon sinks, particularly under low
emissionsmitigation scenarios as required tomeet the goals of the ParisAgreement. A key requirement
for low carbonpathways is to quantify the effectiveness of negative emissions technologieswhichwill be
strongly affected by carbon cycle feedbacks.Hereweﬁnd that Earth systemmodels suggest signiﬁcant
weakening, even potential reversal, of the ocean and land sinks under future low emission scenarios.
For the RCP2.6 concentration pathway,models project land and ocean sinks toweaken to 0.8±0.9
and 1.1±0.3GtC yr−1 respectively for the secondhalf of the 21st century and to−0.4±0.4 and
0.1±0.2GtC yr−1 respectively for the secondhalf of the 23rd century.Weakening of natural carbon
sinkswill hinder the effectiveness of negative emissions technologies and therefore increase their
required deployment to achieve a given climate stabilisation target.We introduce a newmetric, the
perturbation airborne fraction, tomeasure and assess the effectiveness of negative emissions.
1. Introduction
In the recently adopted UN Paris Agreement on
climate change, countries agreed to focus international
climate policy on keeping global mean temperature
increase well below 2 °C above pre-industrial levels
and pursue actions to further limit warming to 1.5 °C
(UNFCCC 2015). Scenarios consistent with such
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targets typically require large amounts of carbon
dioxide removal (Clarke et al 2014, Gasser et al 2015,
Rogelj et al 2015), achieved by deliberate human
efforts to remove CO2 from the atmosphere. Negative
emissions technologies (NETs) are therefore present
in the majority of scenarios that give a more than 50%
chance of limiting warming to below 2 °C (Fuss
et al 2014) and all scenarios that give more than a 50%
chance of staying below 1.5 °C (Rogelj et al 2015).
In low emission pathways, the presence of NETs
offsets continued positive emissions from fossil fuels
and land-use change to strongly reduce the anthro-
pogenic input into the atmosphere. In some cases it
even reverses the sign so that the effect of human activ-
ity is a net ﬂow out of the atmosphere (‘net negative
emissions’). Gasser et al (2015) stress the need to sepa-
rately quantify the magnitude of continued positive
emissions and the amount of carbon removed by
negative emission technologies.
Fuss et al (2014) called for renewed efforts to
develop a consistent and comprehensive narrative
around NETs and the need to develop a framework for
examining implications of NETs in a wider context.
Smith et al (2016) reviewed costs and biophysical limits
associated with different NET technologies. Research
into NETs needs to address both demand-side (how
much NETs are required?) and supply-side (howmuch
NETs are possible?) questions. This paper speciﬁcally
explores the Earth system responses to different
amounts of negative emissions. Understanding of the
behaviour of natural carbon sinks is crucial to quantify
thedemand forNETs to achieve climate targets.
Although the natural carbon cycle is now com-
monly represented in Earth system models (ESMs),
there has been little speciﬁc analysis of the behavior of
different components of the carbon cycle when forced
by net negative emissions. Previous analysis of CMIP5
ESMs has shown that approximately half of themodels
require globally net negative emissions for CO2 to fol-
low the RCP2.6 pathway (Jones et al 2013). Tokarska
and Zickfeld (2015) used an ESM of intermediate
complexity to simulate the response to a range of
future NET scenarios. It is known that redistribution
across natural carbon stocks weakens the effect of
negative emissions on atmospheric CO2 (see e.g. Cao
and Caldeira 2010, Matthews 2010, Ciais et al 2013,
MacDougall 2013). Reducing the amount of CO2 in
the atmosphere reduces the natural carbon sinks due
to the fact that vegetation productivity will decrease
when CO2 decreases and that ocean CO2 uptake will
also decrease with decreasingCO2.
In this paper, we assess the impact on the global
carbon cycle across different time horizons and con-
sider different balances of emissions and ﬂuxes, and
how the natural carbon cycle responds. For this, we
use, for the ﬁrst time, CMIP5 model simulations to
quantify how the Earth system may respond to NETs,
and how this response may depend on the state of the
climate and the background scenario.
We stress the need to know quantitatively what
happens to this redistribution of carbon under speciﬁc
scenarios in order to both plan the requirement for
NETs, and to understand their effectiveness and any
implications or side effects. Despite the fact that they
lack some important processes such as permafrost car-
bon, process-based and spatially explicit ESMs remain
an essential tool for this exploration. Reducing uncer-
tainty in projected carbon sinks behaviour, especially
under low emissions scenarios, is a pressing research
priority.
Section 2 of this paper draws on existing CMIP5
ESM simulations of the RCP2.6 scenario, extended to
2300 with sustained global negative emissions, and
section 3 makes use of a simple climate-carbon cycle
model to explore the scenario dependence of the
response of carbon sinks to negative emissions.
2. Earth system response over time
The contemporary carbon cycle can be summarised at
a global scale: human activity puts CO2 into the
atmosphere, natural sinks remove about half of those
emissions and the remainder accumulates in the
atmosphere such that atmospheric CO2 concentra-
tions increase (ﬁgure 1). Since pre-industrial times,
human activity has always resulted in net positive
emissions to the atmosphere, leading to an increase of
atmospheric CO2 concentration, from about 288 to
400 ppm over the last 150 years or so. Natural
ecosystems, both land and oceans, have been persis-
tent sinks of CO2 (Le Quéré et al 2015).We will build
on ﬁgure 1 throughout this paper to depict schemati-
cally how the carbon cycle responds to carbon dioxide
removal.
Different types of anthropogenic activity have dif-
ferent effects on the Earth system and carbon pools.
Figure 2 shows schematically how each pool is affected
by direct anthropogenic activity and subsequent redis-
tribution between pools. We restrict consideration
here to those carbon pools which respond on time-
scales up to a few centuries. By this we mean the
atmosphere; the land vegetation and near surface (top
metre or so) soil organic matter but not deep perma-
frost or geologically stored carbon; and the ocean store
of dissolved (organic or inorganic) carbon and bio-
mass in various forms of plankton, but not ocean
sediments.
Land-use change, mainly in the form of deforesta-
tion, was the ﬁrst major human perturbation to the
carbon cycle (Le Quéré et al 2015). Its net result was to
move carbon from the land pool (L) to the atmosphere
(A) (shown in ﬁgure 2(a)). Over time, natural sinks
redistributed part of this additional carbon in the
atmosphere between the other pools. Atmospheric
CO2 (A) increases, but the total mass of carbon (A+L
+O) is not changed.
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Since about 1950, the burning of fossil fuel repre-
sents a larger source of CO2 to the atmosphere than
land-use change and this has a different effect on the
carbon cycle (ﬁgure 2(b)) because carbon originating
from a separate reservoir is introduced, ﬁrstly to the
atmosphere and subsequently partly redistributed
between the land and ocean. A major difference from
land-use emissions is that the total amount of carbon
in the atmosphere-land-ocean system increases. This
is depicted in ﬁgure 2 by an increased size of the pie
chart in row b relative to the original size, shown by the
dotted circle.
Figure 2 then shows two possible ways of obtaining
carbon-neutral energy. The ﬁrst is through use of bioe-
nergy (ﬁgure 2(c)) whereby carbon is ﬁrst drawn down
from the atmosphere by vegetation growth and stored
in biomass (arrow ‘1’ in ﬁgure 2(c)) before this biomass
is burned to release energy, releasing the stored carbon
back to the atmosphere (arrow ‘2’ in ﬁgure 2(c)). We
note that the drawdown of carbon into vegetation may
have occurred many years prior to the burning of the
fuel, and so the concept of bioenergy being carbon neu-
tral is not necessarily true on short timescales (Cher-
ubini et al 2011). The fourth row in ﬁgure 2 then shows
how fossil fuel can be burned, but can be brought to
being approximately carbon neutral by using carbon
capture and storage technology (CCS). In reality not all
the carbon will be captured (IPCC 2005, Benson
et al 2012), and some may escape during the capture,
transport and ultimate storage processes, but con-
ceptually the ﬁgure captures the intention of CCS to
enable low-carbon fossil fuel use.
Now we consider the role of NETs. If CO2 is
removed from the atmosphere and stored in land
vegetation and soils (e.g. by afforestation) then the
total amount of carbon (A+L+O) does not change
and in the context of this ﬁgure, this is just a form of
land-use change. However, if the NET employed
stores the carbon in a geological formation (or deep
ocean or inert soil pool), as depicted in ﬁgure 2(e),
then the size of the active carbon cycle is reduced
(smaller pie chart in row e). The ﬁgure shows two spe-
ciﬁc activities: bioenergy with carbon capture and sto-
rage (BECCS) removes carbon from the atmosphere
via the land (arrows 1 and 2)whereas direct air capture
removes it directly from the atmosphere. Other NETs
could also be depicted in a similar way but we show
just two here for clarity. In the sameway that additions
to the atmosphere lead to redistributions of carbon to
land and ocean, removal from the atmosphere also
leads to redistribution between the three pools (Cao
andCaldeira 2010).
2.1. Research questions
All these anthropogenic activities have substantially
different effects on the Earth system, but one common
theme (except for CCS in an idealised case) is the
redistribution of carbon between reservoirs, which
continues for some time after the initial activity. For all
actions depicted inﬁgure 2, the long-term response (in
the right hand columns) differs from the immediate
effect shown in the left-hand column. In order to
understand the impact of any action we need to
quantitatively understand how this redistribution will
operate at the process level. The natural carbon sinks
that drive this redistribution are affected by the
prevailing climate and CO2 concentration and also
historical changes in their environmental conditions.
In scenarios where CO2 growth slows and CO2
concentration either stabilizes, or even peaks and
Figure 1. Summary of changes in the global carbon budget since 1870. (Redrawn based on http://folk.uio.no/roberan/img/
GCP2015/PNG/s15_Waterfall_sources_and_sinks.png). Atmospheric CO2 concentration has changed from about 288 ppm in 1870
to 397 in 2014 due to emissions from fossil fuel burning and land-use change and natural sinks on land and ocean. For consistency
with later analysis we introduce a bar to thisﬁgure to represent NETs, but itsmagnitude over this period has been zero. For full details
of the global carbon budget see LeQuéré et al (2015).
3
Environ. Res. Lett. 11 (2016) 095012
declines, then natural sinks may behave rather differ-
ently than currently where concentration is always on
the rise. The airborne fraction of emissions (AF) has
been approximately constant for many decades now
but this is not a fundamental behaviour of the Earth
system, but largely a result of near-exponential growth
in carbon emissions (Raupach 2013, Raupach
et al 2014). AF may change markedly in the next cen-
tury dependent on the scenario of anthropogenic
emissions. Jones et al (2013) showed strong changes in
the land and ocean uptake fraction for the 21st century
compared with the 20th century. Beyond 2100, we
may expect further changes and qualitatively different
behaviour of the land and ocean sinks.
Long simulations using ESMs provide a quantita-
tive understanding of the multiple trade offs and com-
peting factors within the Earth system. Here we
explore a case study of RCP2.6 (van Vuuren et al 2011)
using simulations from CMIP5 ESMs. This scenario is
the only high mitigation scenario that has been
Figure 2. Schematic representation of how the carbon cycle system responds to anthropogenic activity. Each rowdepicts the initial
action and the subsequent response of the system in terms of distribution of carbon between three pools: atmosphere (A), land (L) and
ocean (O). As explained in the text, we do not include pools that only respond on very long timescales such as geological carbon or
ocean sediments. The sizes of the three pools are not to scale (for example the ocean carbon pool ismuch bigger than the other two).
The ﬁve rows depict different anthropogenic activities in an approximate chronological sequence as discussed in the text: (a) land use
change; (b) fossil fuel burning; (c) bioenergy (without carbon capture); (d) carbon capture and storage (CCS) applied to fossil fuel
burning; (e)negative emission technologies (NETs)with BECCS andDAC shown as examples and described in the text. In rows (b)
and (e) the dotted circle on the right-hand pie chart denotes the original size of the pie chart from the left hand side.
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simulated by multiple ESMs—it shows emissions
peaking at just over 10 GtC yr−1 in 2020, then declin-
ing, becoming net negative during the 2080s. The
reduction in global emissions is driven partly by
reduced fossil fuel use and partly by the introduction
of BECCS as early as 2020. The total NETs deployed
during the 21st century is much bigger than the
amount of global net negative emissions after 2080. An
extension to the scenario exists which assumes con-
stant emissions (of −0.42 GtC yr−1) from 2100 until
2300 (Meinshausen et al 2011).
Here we look at the available CMIP5 models
(table 1)which extended their simulations up to 2300.
A ﬁfth model, BCC-CSM1.1, also performed this
simulation, but without land-use change as a forcing
of the land carbon cycle meaning that its land carbon
response is therefore very different from the other
models (see ﬁgure 2(a) of Jones et al 2013) and so we
do not include it here.
2.2. Results
In this section we present the results following a
narrative beginning with anthropogenic emissions
and leading through to the simulated land and ocean
sinks and their resulting effect on atmospheric CO2.
The methods section of the supplementary informa-
tion explains how we derive these results from the
CMIP5 concentration-driven simulations and howwe
construct the ﬁgures shown here. We start by showing
the RCP2.6 CO2 pathway and the simulated land and
ocean carbon ﬂuxes by the 4 ESMs as well as the
IMAGE integrated assessment model which generated
the RCP2.6 scenario (ﬁgure 3).
The emissions, CO2 concentration and simulated
response of land and ocean sinks are detailed in table
S1. The behaviour of the simulated carbon sinks is as
expected from ﬁgure 1; as anthropogenic emissions
increase (not shown), natural sinks increase to absorb
approximately half of this, and therefore atmospheric
CO2 increases. For comparison, theMAGICC calcula-
tions (Meinshausen et al 2011) have been added in
ﬁgure 3(b), showing consistent results. This provides
conﬁdence that IAM calculations (using MAGICC)
are able to simulate similar dynamics over time to the
current state-of-the-art descriptions of the carbon
cycle in ESMs.
During the 21st century, anthropogenic NETs
alongwith othermitigation activities come into play in
the scenario and gradually reduce and eventually
reverse anthropogenic total input from strong positive
emissions to weak positive and then a global negative
emission. The land and ocean sinks do not respond to
the instantaneous emission rate but to the history of
the land and ocean carbon reservoirs and level of
atmospheric CO2 and climate change above pre-
industrial levels. To illustrate this clearly we analyze
the simulations in 50 year sections and calculate the
multi-model mean response. Figure 4 shows quantita-
tively the balance between the various components as
they evolve in time:
• 2000–2050. The application of NETs begins but
anthropogenic activity remains dominated by posi-
tive emissions (ﬁgure 4(a)). Land and ocean sinks
persist. The AF remains close to half of emissions
andCO2 concentration continues to rise.
• 2050–2100. Fossil fuel emissions decline and NETs
grow further in this scenario. The anthropogenic
total is still positive but much smaller (ﬁgure 4(b)).
Natural sinks persist—a little reduced but still
absorbing carbon due to past history and therefore
CO2 begins to decrease, despite the anthropogenic
total still being positive.
• 2100–2150. NETs exceed fossil inputs and human
activity removes more CO2 than it emits at a global
scale (ﬁgure 4(c)). During this ﬁrst 50 years of
anthropogenic net carbon removal, the natural
sinks weaken signiﬁcantly due to the rapid decrease
in atmospheric CO2. Hence there is an atmospheric
CO2 reduction due to the combination of net
negative anthropogenic emissions and land and
ocean still absorbing carbon, however not as strong
as might have been expected if strong natural sinks
had persisted.
• 2150–2200 and on to 2250. Behaviour is qualita-
tively similar to ﬁgure 4(c), but now natural sinks
have weakened further and CO2 decrease is slowed.
Towards 2250 natural sinks are all but gone. In fact 3
out of 4 ESMs simulate a reversal of the land carbon
sink to become a source.
• 2250–2300. In the ﬁnal stage the land and ocean
system has become a net source of CO2. Most ESMs
still simulate the ocean as a sink, but the overall
(land plus ocean) ﬂux is positive (ﬁgure 4(d)). The
atmospheric CO2 decrease is weakened as the
natural carbon cycle is releasing carbon to the
atmosphere, working in the opposite direction to
the anthropogenic removal viaNETs.
In summary, these results show a clear succession
of events: from 2000 to 2050 the emergence of NETs
has a slowing effect on anthropogenic emission but the
Table 1. List ofmodels andmodelling centres contributing to
CMIP5whose data has been used for this analysis. In terms of their
climate and carbon cycle response under RCP2.6, thesemodels
represent a reasonable span ofmodel spread from theCMIP5
ensemble (see the supplementary information or for example ﬁgure
6(b) of Jones et al 2013).
Modelling centre Model name
CanadianCentre for Climatemodelling and
analysis (CCCma)
CanESM2
MetOfﬁceHadleyCentre (MOHC) HadGEM2-ES
Institut Pierre-Simon Laplace (IPSL) IPSL-CM5A-LR
Max Planck Institute forMeteorology (MPI-M) MPI-ESM-LR
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general balance is not changed from the historical per-
iod; from 2050 to 2100 natural sinks outweigh (still
positive) anthropogenic emissions and CO2 begins to
fall; from 2100 to 2250 NETs exceed fossil emissions
and human activity is a global negative emission;
ﬁnally, from 2250 to 2300 natural sinks saturate and
reverse and oppose any further removal.
3. State and scenario dependence of the
Earth system response
We know that natural carbon sinks and the AF of
emissions are sensitive to climate change and behave
differently under different future scenarios. It is there-
fore important to understand how the effectiveness of
NETs may also differ depending on the scenario
against which they are applied. In this section we look
at the range of Earth system responses to different
levels of negative emissions when applied under
different climate andCO2 scenarios.
To this endwe perform new simulations as pertur-
bations to the RCP set of projections. Using theHadley
Centre Simple Climate-Carbon Model widely used in
previous studies (Jones et al 2003, 2006, House
et al 2008, Huntingford et al 2009—see SI for more
details) we quantify the effect of the level of past
emissions and climate change on the effectiveness of
different levels ofNETs.
We take each of the four RCP emissions scenarios
as a baseline and apply on top of them four idealised
scenarios of additional negative emissions
(ﬁgure 5(a)). The negative emissions scenarios we
impose all begin in 2020 and comprise:
(a) Constant removal of 1GtC yr−1.
(b) Constant removal of 4GtC yr−1.
(c) A linear increase in removal from 1 GtC yr−1 in
2020 up to 4 GtC yr−1 in 2080 followed by
sustained 4GtC yr−1 removal until 2100.
(d) The same as (c) but reversed in time to remove 4
GtC yr−1 from 2020 to 2040 and then gradually
reduce the removal rate to 1GtC yr−1 by 2100.
The total CO2 removal for the 2020–2100 period
under these idealised scenarios is 80 and 320 GtC
under the ﬁrst two and 230 GtC for the last two. The
idealisedNET proﬁles are added to the four RCP emis-
sions scenarios (ﬁgure 5(b)). The simple model is run
in emissions-driven conﬁguration taking these emis-
sions as input and simulating the response of natural
Figure 3.RCP2.6 scenario andCMIP5 simulated carbon ﬂuxes. (a)RCP2.6CO2 concentration pathway; (b) total (land plus ocean)
carbon ﬂux fromCMIP5 ESMs; (c) and (d) land and ocean ﬂuxes separately. FourCMIP5 ESMswere used (listed in table 1) and results
are shown as 10 year smoothed ﬂuxes. The black line shows themulti-ESMmean and the dashed black line in (b) shows theMAGICC
results for the RCP2.6 scenario (used by the IMAGE IAM in creating RCP2.6). The sign convention is to plot the land and ocean as
positive for a ﬂux to the atmosphere and negative to represent a sink. Vertical dotted lines show 50 year time periods used to aggregate
results discussed in the text.
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sinks and atmospheric CO2 concentration
(ﬁgure 5(c)). Here we explore the effect of the applied
negative emission and to what extent the Earth-system
response depends on the magnitude or time proﬁle of
theNET or the state or scenario of background climate
andCO2.
Figure 5(c) shows the obvious result that with
additional NETs applied to each scenario, the simu-
lated CO2 is reduced. But the degree of reduction var-
ies signiﬁcantly between scenarios. For example, the
same 320 GtC removal results in reduced atmospheric
CO2 by 178, 211, 237 and 274 GtC for RCP2.6 to
RCP8.5 respectively. It is clear that the effectiveness of
negative emissions varies depending on the scenario
and the state of the Earth system. It is therefore desir-
able to deﬁne a new metric that can measure this
dependence.
The AF is a commonly usedmetric and we adopt it
here to allow a ﬁrst analysis of the results. It can be
deﬁned as an instantaneous value as the ratio of a sin-
gle year rise in CO2 divided by that year’s emissions, or
a long-term cumulative quantity deﬁned as the change
over many years of CO2 divided by the cumulative
emissions over that period. When considering either
emissions close to zero or CO2 changes that can
change sign, then the former deﬁnition is not always
well behaved orwell deﬁned, and sowe adopt the latter
deﬁnition (hereafter named the cumulative airborne
fraction, CAF).
Table 2 shows the cumulative emissions and their
impact on atmospheric CO2 for the scenarios with and
without added negative emissions over the 80 year per-
iod from 2020–2099. The table shows the CAF for the
un-modiﬁed RCP scenarios, and then also for each
modiﬁed scenario. A detailed derivation of the terms
shown in table 2 is given in the supplementary
information.
The CAF of the original RCP scenarios varies
markedly across RCPs, with RCP2.6 having a small
fraction of cumulative emissions remaining in the
atmosphere for the 2020–2099 period (only 15%)
while the other RCPs have a higher fraction of cumula-
tive emissions remaining in the atmosphere, ranging
from 48% for RCP4.5 to 72% for RCP8.5 (column 7 in
table 2, and see SI text and ﬁgure S3). This is consistent
with previous studies (Ciais et al 2013, Jones
et al 2013). When we look at the CAF under the mod-
iﬁed scenarios (column 8) we ﬁnd two things. For
Figure 4.The four stages of succession of the differing balance betweenﬂux components. As for ﬁgure 1 the bars show changes in
atmospheric CO2 (ppm) due to that emission orﬂux. Each panel shows a selected 50 year period from theRCP2.6 simulations to
analyze the changing balance of the ﬂux components. Due to small differences between the compatible emissions diagnosed from the
four ESMs and the emissions in the scenario each 50 year period does not balance precisely (see SI for details).
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RCP2.6 the values vary hugely between the three addi-
tional NET scenarios (ﬁgure S3e). This is because
either or both the cumulative emissions or the change
in atmospheric CO2 are negative and this leads to
changes in sign of CAF and values greater than one
because the denominator in the deﬁnition is small. For
RCP6 and RCP8.5 (and to some extent for RCP4.5)we
ﬁnd an opposite result—the CAF is rather insensitive
to the CO2 removal and stays close to the value from
the un-modiﬁed scenario. In either case this metric
therefore is not very useful as a measure of either the
effect of the negative emission on the Earth system or
of the Earth systemon the negative emission.
We also calculate the fraction of the CO2 removal
which has remained out of the atmosphere—i.e. the
AF of the negative emission (ﬁnal column of table 2;
ﬁgure S3 panels m–p). For each RCP this metric is
rather insensitive to the amount of removal and is dif-
ferent from (and generally bigger than) the CAF of the
RCP itself for the same period. This means that the
effect of NETs on atmospheric CO2 in the long term is
more closely controlled by the background scenario
and level of climate change than by the amount of
NETs themselves. Comparing the ramped removals
with different time proﬁles of the same cumulative
amount we see that the response is not strongly affec-
ted by the removal pathway. Tokarska and Zickfeld
(2015) also calculated a CAF of their carbon removal
and found it to be less dependent on the amount of
removal than a CAF based on total emissions. Here we
have shown that this property applies across the full
range of RCP scenarios. We argue that this perturba-
tion AF (PAF) is therefore a more suitable metric to
assess the efﬁciency of NET than the CAF of the emis-
sions from a single simulation.
This result has several signiﬁcant implications.
Firstly, that it is meaningful to deﬁne an AF of a per-
turbed emission on top of a background scenario in
order to measure the effect on atmospheric CO2 of the
additional emission or removal. Secondly, this PAF is
not the same as theAFof the background scenario itself.
Hence, if it is desired to calculate the effect of adding or
removing an amount of carbon on top of an existing
scenario, then knowing the AF of the scenario does not
help—one must calculate the AF of the extra carbon
removed instead, i.e. the PAF. Thirdly, though, the PAF
from a given scenario is rather insensitive to themagni-
tude and timing of additional emission. This may be
expected when the additional emission is a small frac-
tion of the total emitted carbon for the scenario, but it
appears to hold here too even for RCP2.6when the total
carbon removal is bigger than the cumulative emission
in the underlying scenario. This means that once a PAF
has been calculated relative to a scenario it can be
approximately applied to other perturbations about
that scenario to estimate their eventual impact.
Figure 5. SimulatedCO2 concentration under four RCP emissions scenarios with added idealised proﬁles of CO2 removal fromNETs.
The top panels show the inputs to themodel: (a) the idealisedNETproﬁles and (b) the total anthropogenic emissionswhen these
NETs are added to the RCP emissions scenarios. RCP emissions (solid lines)with the idealisedNETs added (dashed lines). The bottom
panel (c) shows the resulting atmospheric CO2 simulated by the simple carbon cyclemodel.
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Table 2.Cumulative emissions and changes in atmospheric CO2 for the simplemodel simulations of the original andmodiﬁed RCPswith additionalNET scenarios added. The cumulative airborne fraction (CAF) is calculated for the
scenarios and also just for theNET components as described in the text.*The deﬁnition and calculation of thesemetrics is explained inmore detail in the SI.
RCP
scenario
IdealisedNET
proﬁle/GtC yr−1
RCP cumulative emis-
sion (2020–2099)/GtC
Cumulative addi-
tionalNE/GtC
Cumulative total emis-
sion (2020–2099)/GtC
Change in atmo-
spheric CO2/GtC
CAFof back-ground
RCP* (2020–2099)
CAFofmodiﬁed RCP *
withNET (2020–2099)
Perturbation-AF of the
additional negative emis-
sion *
RCP2.6 243 37 0.15
−1 −80 163 −10 −0.06 0.6
−4 −320 −77 −141 1.83 0.57
−1 to−4 −230 13 −101 −7.8 0.6
−4 to−1 −230 13 −86 −6.6 0.55
RCP4.5 663 316 0.48
−1 −80 583 261 0.45 0.7
−4 −320 343 105 0.3 0.67
−1 to−4 −230 433 155 0.35 0.7
−4 to−1 −230 433 169 0.39 0.66
RCP6.0 1060 649 0.61
−1 −80 980 588 0.6 0.78
−4 −320 740 412 0.55 0.75
−1 to−4 −230 830 470 0.56 0.78
−4 to−1 −230 830 483 0.58 0.74
RCP8.5 1764 1265 0.72
−1 −80 1684 1195 0.71 0.89
−4 −320 1444 991 0.68 0.87
−1 to−4 −230 1534 1061 0.69 0.89
−4 to−1 −230 1534 1071 0.70 0.86
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4. Conclusions
Other studies have outlined various socio-economic
costs, biophysical limits and implications of different
NETs (Fuss et al 2014, Smith et al 2016, William-
son 2016). Here we have shown how NETs interact
with the physical climate-carbon cycle system. Our
analysis of the Earth system response to negative
emissions has provided new insights and identiﬁed
future research priorities.
Our results contribute to the need to quantify the
interactions between the climate, carbon cycle and
anthropogenic NETs in determining future redis-
tribution of carbon between atmosphere, land and
ocean reservoirs. By viewing the scenarios and the
evolution of carbon sinks and sources in a sequence of
phases we have revealed qualitatively different beha-
viour of the Earth system at different points in time.
The combined effect of anthropogenic and natural
sources and sinks can change over time, sometimes
resulting in positive and sometimes negative changes
in atmospheric CO2 concentration. The behavior of
atmospheric CO2 is not predictable from the instanta-
neous anthropogenic emission alone, but requires
knowledge of past emissions and Earth system state.
For example, CMIP5 simulations following the
RCP2.6 pathway to 2300 exhibited periods where
atmospheric CO2 decreased despite ongoing net posi-
tive emissions from anthropogenic activity. Con-
versely, later in the scenarios, natural sinks weakened
and even reversed, especially on land, and offset the
effects of globally negative anthropogenic emissions.
We found signiﬁcant state-dependence of the
Earth system behaviour in response to NETs. Our
results showed that the effect of NETs on atmospheric
CO2 is more closely controlled by the background sce-
nario and level of climate change than by the amount
or timing of NETs themselves. We propose a new
metric, the PAF, deﬁned as the ratio of CO2 reduction
to the amount of NETs applied. This metric can be
used to transfer model results that quantify the effect
ofNETs under a given scenario to estimate the effect of
different levels ofNETs against the same scenario.
Simpliﬁed climate-carbon cycle models, calibrated
against complex ESMs and often used in IAMs for sce-
nario generation are capable of reproducing this beha-
viour at a global scale. Thismeans that existing IAMs are
not systematically wrong in their estimates of NETs
required within scenarios. However, large uncertainty
remains, due primarily to model spread in the simula-
tion of future carbon sinks and this hinders robust deter-
minationof carbonbudgets tomeet climate targets.
ESMs still lack some important processes such as
the role of nutrient cycles thatmay limit future land car-
bon storage (Zaehle et al 2015), burning of old land car-
bon stocks (e.g. peat ﬁres in Indonesia, Lestari
et al 2014) or release of carbon from thawing perma-
frost (Schuur et al 2015). The latter in particular has
potentially signiﬁcant impacts on the requirement for
negative emissions, as once released from thawed per-
mafrost it would take centuries to millennia for the
same carbon to re-accumulate, making it effectively
irreversible on human timescales (MacDougal
et al 2015). Uncertainty also exists on the strength and
persistence of concentration-dependent carbon uptake,
especially on land (so-called ‘CO2 fertilisation’). IPCC
5th Assessment Report assessed ‘low conﬁdence on the
magnitude of future land carbon changes’ (Ciais
et al 2013). It is increasingly important to bring observa-
tional constraints to bear to reduce this uncertainty
especially focusing on low emissions scenarios.
It is increasingly clear that negative emissions
could be very important in achieving ambitious cli-
mate targets, and in fact many scenarios rely on them
to do so. Failure to accurately account for carbon cycle
feedbacks which increase the need for such negative
emissions may strongly and adversely affect the feasi-
bility of achieving these targets. We lack important
understanding about the costs and implications of
negative emissions, and also knowledge related to the
Earth-system dynamics. It is vital to address these
knowledge gaps in order to quantify the requirement
for, and implications of negative emissions.
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Methods: use of CMIP5 ESMs and processing of concentration-driven scenario 
simulations. 
 
Section 2 of the main text analyses results from CMIP5 Earth system model simulations. Although we 
can only draw on 4 models here they span a reasonable spread in the bigger multi-model ensemble 
which is available up to 2100. The models span global temperature rise at 2100 from 1.8 to 2.4 K 
above pre-industrial and 2080-2100 global emissions from -1.1 to +1.4 GtC yr-1. 
 
Table S1 shows the observed and RC2.6 scenario values for anthropogenic emissions broken down 
into gross positive (fossil fuel and land-use change emissions) and gross negative (NETs) terms, and 
changes in atmospheric CO2 expressed in units of ppm as commonly reported and also converted into 
GtC for direct comparison with other rows in the table. Also shown are the model results from the 
four CMIP5 ESMs and from the MAGICC model, which is the simple climate model used to convert 
IAM emissions into atmospheric CO2 concentrations (Meinshausen et al., 2011). 
 
CMIP5 experimental design includes coupled climate-carbon cycle simulations which are both 
concentration-driven and emissions-driven (see e.g. Box 6.4 of Ciais et al., 2013). However, only 
concentration-driven simulations were extended past 2100 with multiple ESMs, and so our analysis 
draws on those results. In these numerical experiments the CO2 concentration pathway is prescribed 
as a boundary condition for the models which then simulate the land and ocean carbon fluxes. From 
these we diagnose the compatible anthropogenic emissions as the emission that would have been 
required to drive the changes in CO2 given the simulated land and ocean fluxes. This allows us to 
compare simulations for the same CO2 concentration pathway across multiple models and infer how 
the Earth system responds over time to changes in the rates of emissions and sinks.  
 
Figure 3(a) in the main text shows the prescribed atmospheric CO2 concentration from the RCP2.6 
scenario which is used as input to all the ESMs. Panels (b)-(d) then show the land and ocean fluxes 
which are simulated by the models in response to this prescribed concentration scenario.  
 
Figure 4 in the main text uses the waterfall format of figure 1 to depict the changes in time of the 
different components of the global carbon budget under the RCP2.6 extension to 2300. To construct 
this figure, we took data from different sources as follows. In each panel: 
• The first bar in each panel shows the atmospheric CO2 concentration at the start of the 50-year 
period. In the case of panel (a) this is the observed concentration for the year 2000, and for 
the other panels it is taken from the RCP2.6 scenario. 
• To this we add the anthropogenic emissions from the scenario averaged over the 50-year 
period. These are shown by the second and third bar in each panel and represent the split 
between positive emissions due to fossil fuel and land-use change, and negative emissions 
due to NETs. 
• The next two bars show the simulated land and ocean carbon uptake averaged over the 50-
year period and averaged across all four ESMs. In the figure we just show the model mean, 
but the full model range can be seen in figure 3, panels (c) and (d). Table S1 lists the mean 
and standard deviation across models for each 50-year period. 
• The final bar shows the atmospheric CO2 concentration that would result from this balance of 
fluxes at the end of the 50-year period. Because we have mixed the emissions from the 
IMAGE integrated assessment model with the sinks from the CMIP5 ESMs the calculated 
change in CO2 does not match precisely the CO2 pathway prescribed from the scenario. For 
example, panel (a) shows a CO2 concentration for 2050 of 450ppm, whereas panel (b) shows 
the scenario value for 2050 of 443 ppm. This difference is because the CO2 in the scenario 
was derived using the MAGICC model. Figure 3(b) shows that the land and ocean combined 
sink simulated by MAGICC is close to, but not identical to, the ESM mean. 
 
 
 
  
Table S1. CO2 concentration and simulated response of land and ocean sinks for the RCP2.6 and the 4 CMIP5 ESMs. All values are averages over each 50 
year period, expressed as mean fluxes or rates of change in GtC per year (except the penultimate row which is ppm per year). First 3 rows, labeled as 
“Anthropogenic” are from the RCP2.6 scenario. The CMIP5 entries are the mean and standard deviation over the 4 models listed in table 1of the main text. 
The MAGICC natural flux is inferred as the difference between the RCP2.6 scenario emissions and CO2 concentration. 
 
  Historical period RCP2.6 
Source  1850-1900 1900-1950 1950-2000 2000-2050 2050-2100 2100-2150 2150-2200 2200-2250 2250-2300 
Observed / 
scenario 
Anthropogenic fossil 
and land-use emission 
/ GtC yr-1   
0.88 1.88 5.67 7.98 3.53 2.69 2.69 2.69 2.69 
Anthropogenic NET / 
GtC yr-1 
0 0 0 -0.58 -2.61 -3.11 -3.11 -3.11 -3.11 
Anthropogenic total / 
GtC yr-1 
0.88 1.88 5.67 7.4 0.92 -0.42 -0.42 -0.42 -0.42 
           
Observed / 
scenario 
Change in 
atmospheric CO2  / 
ppm yr-1 
0.24 0.30 1.16 1.48 -0.44 -0.43 -0.31 -0.24 -0.22 
Change in 
atmospheric CO2  / 
GtC yr-1 
0.51 0.64 2.46 3.14 -0.93 -0.91 -0.66 -0.51 -0.47 
           
CMIP5 
ESMs 
Land flux / GtC yr-1 0.08 ± 0.21 0.18 ± 0.14 -0.38 ± 0.16 -1.66 ± 1.22 -0.83 ± 0.91 -0.43 ± 1.41 -0.06 ± 0.80 0.22 ± 0.56 0.36 ± 0.39 
ocean flux / GtC yr-1 -0.31 ± 0.15 -0.60 ± 0.21 -1.37 ± 0.22 -2.32 ± 0.35 -1.13 ± 0.34 -0.54 ± 0.30 -0.32 ± 0.24 -0.23 ± 0.22 -0.10 ± 0.20 
natural (land plus 
ocean) total flux / GtC 
yr-1 
-0.23 ± 0.20 -0.42 ± 0.12 -1.75 ± 0.30 -3.97 ± 1.52 -1.96 ± 1.10 -0.98 ± 1.40 -0.38 ± 0.76 -0.01 ± 0.45 0.27 ± 0.27 
MAGICC MAGICC natural 
(land plus ocean) total 
flux / GtC yr-1 
-0.32 -1.21 -3.20 -4.60 -1.69 -0.50 -0.24 -0.10 -0.04 
  
Documenting the simple climate-carbon cycle model 
To explore the scenario dependence of the cumulative airborne fraction (CAF) of negative emissions 
we use a simple climate-carbon cycle model that has been documented and used elsewhere (e.g. Jones 
et al., 2003; 2006; House et al., 2008; Huntingford et al., 2009). 
 
Jones et al. (2003) and Jones et al. (2006) describe the model in detail. Briefly, it comprises a global 
box model of climate and the carbon cycle. For the land carbon cycle GPP is simulated as a 
Michaelis-Menton function of CO2 and a quadratic function of temperature. GPP leads to an increase 
in vegetation carbon which turnover to form soil carbon which itself respires to the atmosphere. The 
ocean carbon cycle is represented by an impulse response function after Joos et al., (1996). 
 
Simple model parameters used for this study are very close to those used in Jones et al. (2003), and 
close to the most likely of the frequency distributions shown in figure 4 of Jones et al. (2006). We 
adopt here: q10 =2 for both soil and plant respiration, CI_half=350 which corresponds to CA_half of 
437.50 ppm (based on a ratio of internal to atmospheric CO2 of CI:CA=0.8). d2GPP/dT2 = -0.006 K-2 
and dGPP/dT=0 which leads to a Topt=0. In this configuration it closely mimics the HadCM3LC 
model. 
 
The model was first tested for the four RCP scenarios in concentration driven mode using CO2 forcing 
data used in CMIP5. From these simulations we can infer the compatible emissions that would be 
required to follow the prescribed CO2 pathway. Figure S1 shows the emissions diagnosed from these 
simulations compared with the emissions from the RCPs. Agreement is very close. 
 
 
Figure S1. Compatible CO2 emissions diagnosed from concentration-driven simple model simulations (solid 
lines) compared with those from the RCPs (dashed lines). RCP2.6 (top left), RCP4.5 (top right), RCP6.0 (lower 
left), RCP8.5 (lower right). 
 
A second test is to perform these simulations in emissions-driven mode, forcing the model with the 
RCP CO2 emissions and simulating the atmospheric concentration. Figure S2 shows close agreement, 
although the simple model projects slightly too high CO2 compared with the RCP pathway for all four 
scenarios.  
 
  
 
Figure S2. Atmospheric CO2 concentration simulated in emission-driven simple model simulations (solid lines) 
compared with those from the RCPs (dashed lines). RCP2.6 (top left), RCP4.5 (top right), RCP6.0 (lower left), 
RCP8.5 (lower right). 
  
Deriving cumulative airborne fraction metrics 
Section 3 of the main text describes results from some cumulative airborne fraction metrics used to 
quantify the impact on the Earth system of the additional NETs applied to the RCP scenarios. Figure 
S3 shows the scenario of emissions applied and the derivation of the cumulative airborne fraction 
metrics. Each row of the figure shows the same quantity, but arranged from left to right for each 
scenario: RCP2.6 (blue lines); RCP4.5 (green); RCP6.0 (yellow); RCP8.5 (red). 
 
The top row (panels a-d) shows the cumulative emissions from 2020 with the un-modified RCP 
scenario in solid lines, and the scenarios with additional NETs in dashed lines. The values by 2100 are 
shown in table 2 of the main text, in columns 3 and 5. 
 
The second row (panels e-h) shows the cumulative airborne fraction (CAF) of the simulations. This is 
defined as the change in atmospheric CO2 since 2020 in each simulation divided by the cumulative 
emission since 2020. Un-modified RCP scenarios are shown by solid lines, and the scenarios with 
additional NETs in dashed lines. The values by 2100 are shown in table 2 of the main text, in columns 
7 and 8. As described in the main text it is particularly the case for RCP2.6 that this measure varies 
markedly and can change rapidly in both magnitude and sign especially if the cumulative emissions 
change sign. In this case the simulation with a constant 4 GtC yr-1 of NETs achieves negative 
cumulative emission at 2080 and this drives a singularity in the cumulative airborne fraction defined 
here. 
 
The third row (panels i-l) shows the reduction in atmospheric CO2 between the 4 modified (additional 
NETs) simulations and the un-modified RCP simulation. Although the form of these results appears 
similar for all RCPs, the magnitude differs.  
 
The fourth row (panels m-p) shows the cumulative airborne fraction of the NETs. This is defined as 
the difference in CO2 between the two simulations (with and without the additional NETs) divided by 
the cumulative emissions to that year. This is referred to in the main text as the “perturbation airborne 
fraction” (PAF) and the values by 2100 are shown in table 2 of the main text, in column 9. This 
quantity differs from that of the second row because it is calculated from the change in CO2 
concentration for the same year between simulations rather than the change in CO2 between years in a 
single simulation.  
 
  
 
Figure S3.Cumulative emissions and airborne fraction metrics from RCP simulations with additional NETs. (a-d) cumulative emissions since 2020; (e-h) cumulative airborne 
fraction; (i-l) resulting change in atmospheric CO2 concentration; (m-p) perturbation airborne fraction. See SI text for full details. 
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5. Concluding comments 
In the wake of the Paris Agreement it is clearer than ever that climate science has a 
central role to play in helping the world achieve its ambitious goals of avoiding 
dangerous climate change and limiting global warming well below 2oC. But the 
science advice required has changed and focusses now on how to shape our socio-
economic and technological development in a way that decouples economic growth 
from intensive fossil fuel use and CO2 emissions. 
 
Quantifying carbon budgets is a vital part of this because international negotiations 
and agreements need to know the emissions reductions compatible with climate 
goals and the consequences if these budgets are exceeded. Increasing focus is also 
placed on the need for cross-disciplinary co-operation and research to avoid 
unintended consequences and trade-offs of policy actions and to exploit co-benefits. 
For example, policies that aim to reduce CH4 and black-carbon aerosol emissions 
have immediate benefits on local air quality as well as longer term benefits for 
climate. Conversely reliance in scenarios on widespread adoption of bioenergy 
(either with or without carbon capture and storage), without considering the impacts 
on agricultural land and crop production, risks major unintended disruption to global 
food security. The UN’s Sustainable Development Goals (SDGs – see Glossary) 
provide a framework for ensuring future sustainable development within which 
addressing climate change is just one strand alongside others such as eradicating 
poverty and ensuring adequate food, water and energy supplies for all. 
 
The discussion around negative emissions technologies (NETs) is therefore an 
important and truly cross-disciplinary one, and one where carbon cycle research is 
central. Field and Mach (2017) recently made a call to “rightsize” carbon dioxide 
removal: whilst achieving the goals of the Paris Agreement without negative 
emissions may appear almost impossible to achieve, relying on massive deployment 
of currently untested technology also appears hugely risky. This is firstly because it 
may not be successful on the required scale, and secondly because it may diminish 
efforts to reduce emissions thereby locking us into a pathway of higher CO2 or 
committed to the unintended trade-offs of NETs. In a scientific area with a rapidly 
expanding and diverse literature it will be increasingly important to distinguish 
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between what can be termed “demand side” and “supply side” aspects of the 
negative emissions debate. This is something that many published studies do not 
explicitly discuss. For example, quantifying carbon budgets compatible with climate 
targets is essential to quantify the demand for negative emissions (“how much NET 
is required?”). Conversely, numerical modelling of the land-surface and ecosystems, 
and their response to CO2, climate and human management, is needed to quantify 
the capacity of technologies such as BECCS to supply NETs (“how much negative 
emission is possible?”). Carbon cycle and Earth System science contributes to both 
sides of this debate (Figure 13), and must also engage with socio-economic and 
technology research to understand the possible co-benefits or unintended side-
effects of NETs. By more careful framing of our research outputs we can attempt to 
answer the question “can supply [of NETs] meet demand?” and hence we can begin 
to know how to “rightsize” the negative emissions in policy relevant scenarios. This 
PhD has contributed strongly to defining the appropriate level of demand needed for 
different stabilisation targets (Chapter 4; Jones et al., 2013; Jones et al., 2016b). 
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Figure 13. Schematic representation of the need to consider both "demand" and "supply" of 
NETs. It illustrates how cross-disciplinary research is required to know if the supply can meet the 
demand required to achieve climate targets. 
However, while quantification of carbon budgets (and potential demand for negative 
emissions) to achieve global climate targets has been a major component of this 
PhD, and is a vital aim of our research, the persistent uncertainty in results is a major 
hindrance in informing climate policy. The near-linear relationship between global 
warming and cumulative emissions was one of the new and innovative outcomes of 
the IPCC AR5 WG1 report. The high-profile figure SPM.10 (reproduced here, Figure 
14) showed this relationship – known as TCRE: the Transient Climate Response to 
cumulative carbon Emissions (see Glossary). 
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Figure 14. TCRE: the transient climate response to cumulative carbon emissions. Black solid 
arrows show how to read off from a climate target (global mean temperature on the y-axis) to see 
the compatible carbon budget (on the x-axis). Black dashed arrows show the uncertainty in this 
quantity, seen here as the width of the orange plume which originates from the spread of results 
from CMIP5 model simulations. 
 
The spread of model results means that the uncertainty in carbon budgets is large – 
possibly as large as the budget itself. The IPCC Synthesis report (IPCC, 2014) 
summarises this in their table 2.2, showing the budgets to achieve different global 
targets at different levels of probability. The huge (100s PgC) difference between the 
carbon budgets associated with different confidence levels for the same target 
introduces a confusion and disagreement which international negotiators must 
overcome. This is an additional dimension of uncertainty that needs to be described, 
in parallel with that of uncertainties in the climate response to given atmospheric 
greenhouse gas concentration pathways. 
 
The priority is clear therefore: reduce this uncertainty. Carbon cycle science must be 
central to this. As described throughout this thesis, my contribution to coupled 
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climate-carbon cycle modelling has been instrumental in getting this far. I played a 
major role in building the first coupled carbon cycle GCM and in analysis of its first 
results. These studies gave new insights into the coupled system and guided 
subsequent development of models and more importantly the international co-
operation and coordination of carbon cycle modelling. I have led development and 
application of the Met Office Hadley Centre Earth System Model, HadGEM2-ES to 
the major CMIP5 modelling activity and led the subsequent analysis of results for 
IPCC AR5. I have developed ways of framing the research outcomes to be more 
relevant and highlighted the long-term risks of committed climate changes on 
ecosystems. 
 
Looking forward, these priorities will inform the direction of research, including the 
Carbon Feedbacks Grand Challenge of the World Climate Research Programme 
(WCRP: https://www.wcrp-climate.org/grand-challenges/gc-carbon-feedbacks – see 
Glossary). A recent review by the WCRP (Marotzke et al., 2017) identified three key 
summary questions for climate science. The first one, and most relevant to this PhD, 
being “where does the carbon go?”, highlighting the high priority of carbon cycle 
research, especially into carbon sinks. The other two questions are: “How does 
weather change with climate?” and, “How does climate influence the habitability of 
the Earth and its regions?”, highlighting the crucial role for physical climate 
processes and the need to see our research through the lens of impacts on people 
and therefore sustainability.  
 
Specific research activities underway at the moment gives cause for optimism that 
we can make tangible progress in reducing uncertainty in the coming years. Firstly, 
there is growing recognition of the need for more thorough evaluation of 
biogeochemical processes in ESMs. Foley et al. (2013) clearly distinguish between 
“top-down”, or system-level evaluation, and “bottom-up” or process-level evaluation. 
The former is required to ensure models get the right answer and the latter to ensure 
that they do so for the right reasons. A particular problem with carbon cycle 
feedbacks is the fine balance between the large and opposing effects of climate and 
CO2. Whilst it is vital to continually refine our modelling of the underlying processes, 
the top-down view is also required to help judge if the resulting balance between 
them is also robust. We also know that there are some leading order terms not yet 
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included in CMIP ESMs – for example the role of nutrient cycles in moderating 
terrestrial carbon storage (Zaehle et al., 2015; Weider et al., 2015) and the potential 
for large amounts of organic carbon being released from thawed permafrost (Burke 
et al., 2013; Chadburn et al., 2017). As we progress towards increasing complexity in 
ESMs we must ensure the careful evaluation of these new processes keeps pace 
with that development. As a Research Theme leader in the ongoing CRESCENDO 
project (https://www.crescendoproject.eu) I am leading the work of three 
workpackages that focus on process evaluation of land and marine biogeochemical 
cycles and atmospheric trace gases and aerosols. Through closer collaboration with 
the remote sensing community and in-situ process observations experts, we can 
make significant progress in our ability to evaluate our ESMs. 
 
Secondly, there is exciting progress in the field of “emergent constraints”. Emergent 
constraints harness the potential of observations of present day behaviour to 
constrain future projections by using quantitative relationships between short-term 
and long-term responses across a range of models. For example, the seminal work 
of Hall and Qu (2006) found a constrainable relationship between the seasonal cycle 
of snow cover and its long-term climate-albedo feedback. More recently some 
carbon cycle emergent constraints have been developed using the interannual 
variability and changes in seasonal cycle of atmospheric CO2 to constrain tropical 
land carbon response to climate (Cox et al., 2013) and extra-tropical land carbon 
response to CO2 (Wenzel et al., 2016) respectively. Two outstanding aspects 
relating to the use of emergent constraints are (i) that we need to find a way to 
combine multiple constraints, and (ii) that the constraint be applied to quantities of 
importance. For example, simply constraining tropical land carbon “gamma” is of 
limited use per se unless we can translate this constraint into, say, reduced 
uncertainty in TCRE or compatible carbon budgets. I am working at the forefront of 
efforts to develop an analytical framework to bring together multiple partial 
constraints across the Earth System to apply to TCRE. 
 
These advances, taking forward research presented in this PhD, and in tandem with 
my leadership of C4MIP ahead of the next IPCC report, will enable more careful 
evaluation of the coupled carbon cycle models, process understanding of the 
feedbacks and sensitivities, and more relevant choice of scenarios for future 
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projections. In this way, quantitative carbon cycle modelling will continue to be of 
direct relevance in informing climate mitigation policy. 
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Glossary 
 
Assessment Report (AR) (of the IPCC). Approximately every 5-7 years the IPCC 
publishes an Assessment Report summarizing the key knowledge in the areas of 
climate change. The report spans three working groups: WG1 on the physical 
science basis, WG2 on impacts and vulnerability, and WG3 on mitigation of climate 
change. The first AR (FAR) was published in 1990, the second (SAR) in 1996, the 
third (TAR) in 2001, fourth (AR4) in 2006 and the fifth (AR5) in 2013. The sixth 
Assessment Report (AR6) is scheduled to be published in 2021. 
 
Biogeochemically coupled (BGC). A technical term when used in the context of 
climate-carbon cycle feedback diagnosis. See “carbon cycle coupling” for full 
description. 
 
Carbon cycle coupling. In order to measure the effect of a single change on the 
climate or carbon cycle, ESMs can be configured to disable some of the processes 
within them so that individual responses can be isolated. In “fully coupled” (“COU”) 
climate-carbon cycle simulations both climate and CO2 will affect land and ocean 
carbon sinks. To separate these terms, the models can be changed so that only the 
biogeochemistry experiences the effects of CO2 (termed “biogeochemically coupled” 
(BGC) by Gregory et al. (2009) and originally termed “uncoupled” (“UNC”) by 
Friedlingstein et al. (2006)); the models can also be configured so that only the 
radiation component of the model experiences changes in CO2 (termed “radiatively 
coupled” (RAD) by Gregory et al., 2009). 
 
Carbon dioxide removal (CDR). See Negative emissions. 
 
C4MIP. Coupled climate-carbon cycle model intercomparison project (see also MIP). 
A comparison of coordinated simulations by carbon cycle GCMs. See 
www.c4mip.net. 
 
Coupled Model Intercomparison Project (CMIP). See also MIP. The use of 
coordinated multi-model intercompariosns has become widespread and in particular 
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the use of coupled (here meaning atmosphere-ocean) GCMs intercomparison 
projects. CMIP is an activity established under the World Climate Research 
Programme (WCRP) to coordinate coupled modelling across climate research 
centres around the world (Meehl et al. 2005). Results are usually made freely 
available for download by researchers anywhere around the world. The activity is 
independent from IPCC but is usually coordinated so that a major intercomparison is 
scheduled and completed ahead of each Assessment Report (see AR). After CMIP3 
delivered results for assessment by AR4, the labels of CMIP generations were 
changed to synchronise with IPCC reports, so that CMIP5 was the modelling activity 
which fed into AR5. The next generation of CMIP will be CMIP6 (Eyring et al., 2016), 
and it is planned that these simulations will be available for assessment in AR6. 
 
Concentration-driven. A configuration of a carbon cycle model experiment in which 
the atmospheric concentration of CO2 is prescribed as an external forcing or 
boundary condition to the model. See Box 6.4 of Ciais et al. (2013) for fuller details. 
 
Dynamic global vegetation model (DGVM). A class of numerical model which 
simulates the exchange and storage of carbon and water between land and 
atmosphere by representing the behaviour of vegetation. Commonly vegetation is 
split into discrete Plant Functional Types (PFTs) such as broadleaf or needleleaf 
trees.  
 
Emissions-driven. (see also “Concentration-driven”). A configuration of a carbon 
cycle model experiment in which the atmospheric concentration of CO2 is simulated 
by the model as a prognostic variable which can evolve in response to external 
forcing of anthropogenic emissions of CO2. See Box 6.4 of Ciais et al. (2013) for 
fuller details. 
 
Equilibrium climate sensitivity (ECS). The change in global average surface 
temperature, due to a doubling of atmospheric CO2 simulated by a climate model 
when it has been run for a sufficiently long period for all the components to reach a 
new steady state, and the resulting increase in outgoing long-wave radiation of a 
warmer planet balances the reduced outgoing radiation absorbed by the CO2. 
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Earth System Model (ESM). For the purposes of this thesis, a class of numerical 
model which has a GCM at its core but also represents an interactive carbon cycle 
both on land and in the ocean. 
 
General circulation model (GCM). A class of numerical model which is formed 
around a 3D representation of the world and simulates the evolution of the 
atmosphere or ocean by numerically solving discretized equations of fluid dynamics. 
 
HadCM3LC. Hadley Centre Coupled Model, version 3, low-resolution, carbon cycle. 
A configuration of the Met Office Unified Model developed in the late 1990s. It was 
based on the HadCM3 climate model (Gordon et al., 2000), but with an interactive 
carbon cycle. In order to accommodate the added complexity of an ocean carbon 
cycle its horizontal resolution was reduced from 1.25x1.25 degrees to 2.5x3.75 
degrees. It was the first coupled climate-carbon cycle GCM, and was used for the 
simulations published by Cox et al. (2000) and many subsequent publications 
including Jones et al. (2009). 
 
HadGEM2-ES. Hadley Centre Global Environment Model, version 2, Earth System 
configuration. A configuration of the Met Office Unified Model developed in 2010. It 
was based on the HadGEM2 climate model (Martin et al., 2011), but with an 
interactive carbon cycle and atmospheric chemistry (Collins et al., 2011). It was 
configured and used to perform the CMIP5 simulations as described by Jones et al. 
(2011). 
 
Intergovernmental Panel on Climate Change (IPCC). A United Nations body, 
founded in 1988, which evaluates climate change science. It assesses research on 
climate change and synthesises it into major Assessment Reports (AR) every 5–7 
years 
 
Model Intercomparison Project (MIP). A coordinated set of numerical simulations 
performed by multiple models following a common protocol. By ensuring that all 
models perform the same experiments with the same input data, the results can be 
more rigorously interpreted as they depend much less on individual modelling 
centre’s choices. 
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Negative emissions techniques (NETs). Also known as CDR. Deliberate and 
direct removal of CO2 from the atmosphere by human activity. Such techniques 
include direct capture of CO2 from air by chemical means, sequestration in soil 
through biochar, enhanced weathering of rocks, the use of bioenergy with carbon 
capture and storage or enhanced uptake in the ocean. 
 
Radiatively coupled (RAD). A technical term when used in the context of climate-
carbon cycle feedback diagnosis. See “carbon cycle coupling” for full description. 
 
Representative Concentration Pathways (RCPs). A set of four scenarios of 
greenhouse gas concentrations adopted by the IPCC for its Fifth Assessment Report. 
They are taken from the Integrated Assessment literature and aim to span 
approximately 10th to 90th percentiles of levels of radiative forcing at 2100. The RCPs 
are labelled by this radiative forcing: e.g. RCP2.6 achieves 2.6 Wm-2 of global 
radiative forcing by 2100. The others are RCP4.5, RCP6.0 and RCP8.5. 
 
Sustainable Development Goals (SDGs). The UN has adopted 17 goals that 
together form a framework to guide future development and to try to ensure single 
goals are not achieved at the expense of others. The goals include an end to poverty 
and hunger and improving access to health and education for all. The full set are 
listed and described here: http://www.un.org/sustainabledevelopment/sustainable-
development-goals/  
 
Transient climate response to cumulative carbon emissions (TCRE). The 
change in global average temperature that results from the emission of a given mass 
of CO2 into the atmosphere. This quantity accounts for the response of the carbon 
cycle as well as the response of the climate to CO2 and as such is a more 
generalized form of climate sensitivity. 
 
Uncoupled. A technical term when used in the context of climate-carbon cycle 
feedback diagnosis. See “carbon cycle coupling” for full description. 
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United Nations Environment Programme (UNEP). An agency of United Nations 
and coordinates its environmental activities. 
 
United Nations Framework Convention on Climate Change (UNFCCC). An 
international treaty established in 1992 to “stabilise greenhouse gas concentrations 
in the atmosphere at a level that would prevent dangerous anthropogenic 
interference with the climate system”. Amongst other agreements, it established the 
Kyoto Protocol in 1997 and the Paris Agreement in 2015. 
 
World Climate Research Programme (WCRP). Established in 1980 by the WMO to 
coordinate international research to further the fundamental understanding of the 
climate system. 
 
WCRP Grand Challenges. Recently established areas of emphasis for climate 
research regarded as top priorities for the coming decade. They include a Grand 
Challenge on “carbon feedbacks in the climate system”. 
 
World Meteorological Organisation (WMO). As a specialized agency of the United 
Nations, WMO is dedicated to international cooperation and coordination on the 
state and behaviour of the Earth’s atmosphere, its interaction with the land and 
oceans, the weather and climate it produces, and the resulting distribution of water 
resources (source: https://public.wmo.int/en/our-mandate/what-we-do). 
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