Introduction
We will follow the notation from [2, 3] . All digraphs G = (V, E) considered in this note are finite and simple. A digraph G is called 3-free if G has no directed cycle of length at most three. A digraph is acyclic if it has no directed cycles. For a digraph G, let β(G) denote the minimum cardinality of a set X ⊂ E(G) such that G \ X is acyclic, and let γ(G) be the number of missing edges of G (that is, the number of unordered pairs of nonadjacent vertices.) In 2008, Chudnovsky, Seymour, and Sullivan [2] made the following conjecture. Conjecture 1.1 (Chudnovsky, Seymour, and Sullivan) If G is a 3-free digraph, then
In support of the above conjecture, Chudnovsky, Seymour, and Sullivan [2] showed that β(G) ≤ γ(G). Recently, Dunkum, Hamburger, and Pór [3] improved the result to β(G) ≤ 0.88γ(G). Conjecture 1.1 is closely related to the following special case of a conjecture by Caccetta and Häggkvist [1] .
Conjecture 1.2 (Caccetta and Häggkvist)
Any digraph on n vertices with minimum outdegree at least n/3 contains a directed triangle.
Chudnovsky, Seymour, and Sullivan [2] commented that proving Conjecture 1.1 may provide some useful information towards proving Conjecture 1.2. To see this, their partial result (β(G) ≤ γ(G)) on Conjecture 1.1 has been applied by Hamburger, Haxell, and Kostochka [4] to improve a result of Shen [6] on Conjecture 1.2. Recently, the same partial result was also applied by Hladký, Král', and Norine [5] who used the theory of flag algebras to prove the currently best result in this direction, namely, any digraph on n vertices with minimum outdegree at least 0.3465n contains a directed triangle. In this note, we prove that β(G) ≤ 0.8616γ(G).
Proof of the Main Result
In this section, we follow the ideas in [2, 3] for partitioning the vertex set of a digraph. For each vertex v in G, let A(v) and B(v) be the set of out-neighbors and the set of in-neighbors of G, respectively. Then there are no edges from A(v) to B(v); or else, G would contain a directed triangle. Let g(v) be the number of missing edges between A(v) and B(v).
Dunkum, Hamburger, and Pór [3] .) The following two lemmas are due to Dunkum, Hamburger, and Pór [3] .
, then for some vertex v there exists a partition V 1 , V 2 , {v} where the number of missing edges is at least (1+µ) times the number of decycling edges.
for a vertex v, then there exists a partition V 1 , V 2 , {v} where the number of missing edges is at least (1 + µ) times the number of decycling edges.
Let e(v) be the number edges from C A(v) to C B(v) . The next lemma is a modification of Lemma 2.2. The proof of Lemma 2.3 is quite similar to the proof of Lemma 2.2 in [3] . To make the note self-contained, we include a proof.
Proof. Following the ideas in [3] , we partition the vertex set of G into V 1 , V 2 , {v} as follows. First let B(v) ⊆ V 1 and A(v) ⊆ V 2 . Second, for any u ∈ C(v), let k v (u) (resp. l v (u)) be the number of vertices w ∈ A(v) (resp. w ∈ B(v)) with wu ∈ E(G) (resp. uw ∈ E(G)), and further let u ∈ V 1 if l v (u) > k v (u) and let u ∈ V 2 otherwise. Denote the two subsets of C(v) by C A(v) and C B(v) ; that is, 
To count the number of decycling edges, we see that there are three types of decycling edges: edges from A(v) to C B(v) , edges from C A(v) to B(v), and edges from C A(v) to C B(v) . The number of decycling edges of the first two types is M . Recall that e(v) is the number of edges from C A(v) to C B(v) . So the total number of decycling edges is M + e(v). If
and we are done. Now we may suppose
By (1) and (2),
from which Lemma 2.3 follows.
Theorem 2.4 Let µ be a positive real satisfying the four inequalities:
Then there exists a vertex v and a partition V 1 , V 2 , {v} where the number of missing edges is at least (1 + µ) times the number of decycling edges.
Proof. By Lemmas 2.1, we may assume that
.
which implies that there exists some vertex v such that
By Lemmas 2.3, we may also assume that
Combining (3) with (4),
Since e(v) ≤ t(v), we obtain
The proof is now broken into two cases: 
