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Abstract
Li et al. introduced coded distributed computing (CDC) scheme to reduce the communication load in general distributed
computing frameworks such as MapReduce. They also proposed cascaded CDC schemes, where each output function is computed
multiple times. Such schemes achieved the fundamental trade-off between computation load and communication load on homo-
geneous computing networks, where all the nodes have the same storage, computing and communication capabilities. However,
these schemes require exponentially large numbers of input files and output functions when the number of computing nodes gets
large. In this paper, we give a construction of cascaded CDC schemes based on placement delivery arrays (PDAs), which was
introduced to study coded caching schemes. Consequently, based on known results of PDAs, several infinite classes of cascaded
CDC schemes could be obtained. We show that, in many cases, L
LLi
≤ 2.1, where L and LLi are the communication loads of
our new scheme and the scheme derived by Li et al. Most importantly, the number of output functions in all the new schemes
are only a factor of the number of computing nodes, and the number of input files in our new schemes is much smaller than that
of input files in CDC schemes derived by Li et al.
Index Terms
Coded distributed computing, MapReduce, placement delivery array
I. INTRODUCTION
W Ith the amount of data being generated increasing rapidly, large scale distributed computing is becoming very relevant.The MapReduce [4], Hadoop [1] are of the popular distributed computing frameworks, and have wide application
in many areas, for instance, [5], [7], [8], [10], [11], [13], [14], [20]. In such frameworks, in order to compute the output
functions, the computation consists of three phases: map phase, shuffle phase and reduce phase. In the map phase, distributed
computing nodes process parts of the input data files locally, generating some intermediate values according to their designed
map functions. In the shuffle phase, the nodes exchange the calculated intermediate values among each other, in order to obtain
enough values to calculate the final output results by using their designed reduce functions. In the reduce phase, each node
computes its designed reduce functions by using the intermediate values derived in the map phase and the shuffle phase.
Coded distributed computing (CDC) introduced in [9] is an efficient approach to reduce the communication load in the
distributed computing framework. The authors in [9] characterized a fundamental tradeoff between “computation load” in the
map phase and “communication load” in the shuffle phase on homogeneous computing networks, i.e., all the nodes have the
same storage, computing and communication capabilities. All the schemes mentioned in this paper are based on homogeneous
networks, unless otherwise specified. Furthermore, [9] proposed a CDC scheme with N =
(
K
r
)
input files and Q =
(
K
s
)
output
functions, where K is the total number of computing nodes, r is the average number of nodes that map each file, and s is the
number of nodes that compute each reduce function.
Obviously, the number of input files N =
(
K
r
)
and the number of output functions Q =
(
K
s
)
increase too quickly with K to
be used in practice when K is large. There are a few works paying attention to reducing the values of N and Q, for instance,
[6], [16], [18]. However, the number s of nodes that compute each reduce function in most of the known schemes is a certain
value, for example, s = 1 in the schemes in [6] and [18], s = 1 or s = t where t|K, i.e., t is a factor of K, in the schemes
in [16]. We list these known CDC schemes in Table I.
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2TABLE I: Some known CDC schemes
Schemes and Parameters
Number of
Nodes K
Computation
Load r
Replication
Factor s
Number of
Files N
Number of Reduce
Functions Q
Communication
Load L
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s
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TABLE II: New CDC schemes
Schemes and Parameters
Number of
Nodes K
Computation
Load r
Replication
Factor s
Number of
Files N
Number of Reduce
Functions Q
Communication
Load L
Scheme 1, K, r, s ∈ N+
with 1 ≤ r, s ≤ K K r s
(K
r
)
K
gcd (K,s)
s
r
(1− r
K
)
Scheme 2, K, t, s ∈ N+
with t ≥ 2, t|K and s ≤ K K t s (
K
r
)r−1 K
gcd (K,s)
s
r−1 (1− rK )
Scheme 3, K, t, s ∈ N+
with t ≥ 2, t|K and s ≤ K K K − t s (
K
r
− 1)(K
r
)r−1 K
gcd (K,s)
s
r−1 (1− rK )
However, in practice, the reduce functions are desired to be computed by multiple nodes, which allows for consecutive
MapReduce procedures as the reduce function outputs can act as the input files for the next MapReduce procedures [21]. Such
a kind of CDC schemes is always called cascaded CDC scheme.
In this paper, we focus on cascaded CDC schemes with smaller numbers of input files and output functions.
1) Based on placement delivery array (PDA), which was introduced to construct coded caching schemes in [17], we propose
a construction of cascaded CDC schemes. That is, given a known PDA, one can obtain a class of cascaded CDC schemes.
We list three classes of new schemes in Table II.
2) The number of output functions in all the new schemes are only a factor of the number of computing nodes K, and the
number of input files in our new schemes is exponentially smaller in K than that of the scheme in [9].
3) From the construction in this paper, we can obtain the schemes in [18], i.e., our new schemes include the schemes in [18]
as a special case. In addition, our new schemes include some schemes in [6], [9] and [16] as a special case.
The rest of this paper is organized as follows. In Section II, we formulate a general distributed computing framework. In
Section III, a construction of cascaded CDC schemes is proposed. In Section IV, we analyse the performance of our new
schemes from the construction in Section III,. Finally conclusion is drawn in Section V.
II. PRELIMINARIES
In this section, we give a formulation of our problem. In this system, there are K distributed computing nodes K =
{0, 1, . . . ,K − 1}, N files W = {w0, w1, . . . , wN−1}, where wn ∈ F2D of length D for a given positive integer D for any
n ∈ {0, 1, . . . , N−1}, and Q output functions Q = {φ0, φ1, . . . , φQ−1}, where φq : FN2D → F2B for any q ∈ {0, 1, . . . , Q−1},
which maps all the files to a bit stream uq = φq(w0, w1, . . . , wN−1) ∈ F2B of length B for a given positive integer B. The
goal of node k (k ∈ K) is responsible for computing a subset of output functions, denoted by a set Qk ⊆ Q.
As illustrated in Fig. 1 from [9], we assume that each output function φq , q ∈ {0, 1, . . . , Q − 1}, decomposes as:
φq(w0, w1, . . . , wN−1) = hq(gq,0(w0), gq,1(w1), . . . , gq,N−1(wN−1)), where
1) The “map” function gq,n : F2D → F2T , n ∈ {0, 1, . . . , N − 1}, maps the file wn into the intermediate value (IVA)
vq,n , gq,n(wn) ∈ F2T for a given positive integer T .
2) The “reduce” function hq : FN2T → F2B , maps the IVAs in {vq,n | n ∈ {0, 1, . . . , N − 1}} into the output value
uq = hq(vq,0, vq,1, . . . , vq,N−1).
Following the above decomposition, the computation proceeds in the following three phases.
3Fig. 1: Illustration of a two-stage distributed computing framework
• Map Phase. For each k ∈ K, node k computes gq,n for q ∈ {0, 1, . . . , Q − 1} and wn ∈ Wk, where Wk ⊆ W is the
subset of files stored by k, i.e., node k locally computes a subset of IVAs
Ck = {vq,n | φq ∈ Q, wn ∈ Wk}.
• Shuffle Phase. Denote Qk, k ∈ K, as the subset of output functions which will be computed by node k. In order to obtain
the output value of φq where φq ∈ Qk, node k needs to compute hq(vq,0, vq,1, . . . , vq,N−1), i.e., it needs the IVAs that
are not computed locally in the map phase. Hence, in this phase, the K nodes exchange some of their computed IVAs.
Suppose that node k creates a message Xk = ϕk(Ck) of some length lk ∈ N, using a function ϕk : F|Ck|2T → F2lk . Then
it multicasts this message to all the other nodes, where each node receive it error-free.
• Reduce Phase. Using the shuffled messages X0, X1, . . . , XK−1 and the IVAs in Ck it computed locally in the map phase,
node k now could derive (vq,0, vq,1, . . . , vq,N−1) = ψq(X0, X1, . . . , XK−1, Ck) for some function ψq : F2l0 ×F2l1 × . . .×
F2lK−1 × F|Ck|2T → FN2T where φq ∈ Qk. More specifically, node k could derive the following IVAs
{vq,n | φq ∈ Qk, n ∈ {0, 1, . . . , N − 1}},
which is enough to compute output value uq = hq (vq,0, vq,1, . . . , vq,N−1).
Define the computation load as r =
∑K−1
k=0 |Mk|
N and communication load as L =
∑K−1
k=0 lk
QNT , i.e., r is the average number of
nodes that map each file and L is the ratio of the total number of bits transmitted in shuffle phase to QNT . Li et al. [9] gave
the following optimal computation-communication function.
L∗(r, s) =
min{r+s,K}∑
l=max{r+1,s}
(
K−r
K−l
)(
r
l−s
)(
K
s
) l − r
l − 1 , (1)
where K is the number of nodes, r is the computation load and s is the number of nodes that compute each reduce function.
Moreover, the authors proposed some schemes achieving the above optimal computation-communication function.
Lemma 1: ([9]) Suppose that K, r, and s are positive integers. Then there exists a CDC scheme with K nodes, N =
(
K
r
)
files and Q =
(
K
s
)
output functions, such that the communication load is
LLi(r, s) =
min{r+s,K}∑
l=max{r+1,s}
(
K−r
K−l
)(
r
l−s
)(
K
s
) l − r
l − 1 ,
where r is the computation load and s is the number of nodes that compute each reduce function.
For convenience, the above CDC schemes are called Li-CDC schemes in this paper.
III. A NEW CONSTRUCTION OF CDC SCHEMES
In this section, we will give a construction of cascaded CDC schemes by using placement delivery array which was introduced
by Yan et al. [17] to study coded caching schemes.
Definition 1: ([17]) Suppose that K,N,Z and S are positive integers. P = (pi,k), i ∈ {0, 1, . . . , N − 1}, k ∈ {0, 1, . . . ,
K−1}, is an N×K array composed of a specific symbol “∗” and positive integers 0, 1, · · · , S−1. Then P is a (K,N,Z, S)
placement delivery array (PDA for short) if
41) the symbol “ ∗ ” occurs exactly Z times in each column;
2) each integer appears at least once in the array;
3) for any two distinct entries pi1,k1 and pi2,k2 , pi1,k1 = pi2,k2 = u is an integer only if
a. i1 6= i2, k1 6= k2, i.e., they lie in distinct rows and distinct columns; and
b. pi1,k2 = pi2,k1 = ∗, i.e., the corresponding 2× 2 subarray formed by rows i1, i2 and columns k1, k2 must be of the
following form (
u ∗
∗ u
)
or
(
∗ u
u ∗
)
.
A (K,N,Z, S) PDA P is g-regular, denoted as g-(K, N, Z, S) PDA, if each integer in {0, 1, . . . , S − 1} occurs exactly
g times in P.
Example 1: We can directly check that the following array is a 3-(6, 4, 2, 4) PDA:
P4×6 =

0 1 2 3 4 5
0 ∗ ∗ 0 ∗ 1 2
1 ∗ 0 ∗ 1 ∗ 3
2 0 ∗ ∗ 2 3 ∗
3 1 2 3 ∗ ∗ ∗

The concept of a PDA is a useful tool to construct coded caching schemes, for instance, [2], [3], [15], [17]. Recently, Yan
et al.[18], [19] used PDAs to construct CDC schemes with s = 1, where s is the number of nodes that compute each reduce
function.
Lemma 2: ([18]) Suppose that there exists a g-(K,N,Z, S) PDA with g ≥ 2. Then there exists a CDC scheme satisfying
the following properties:
1) it consists of K distributed computing nodes K = {0, 1, . . . , K − 1}, N files and Q = K output functions Q =
{φ0, φ1, . . . , φQ−1};
2) node k, where k ∈ K, is responsible for computing φk;
3) the computation load is r = KZN and the number of IVAs multicasted by all the nodes is
gS
g−1 .
In the above scheme, the numbers of nodes and files are corresponding to the numbers of columns and rows of the PDA,
respectively. Furthermore, node k, k ∈ {0, 1, . . . ,K − 1}, is responsible for computing φk, i.e., distinct nodes are responsible
for computing distinct output functions. So the number Q of output functions and the number of nodes are the same, i.e.,
Q = K. In order to obtain the main results of this section, the property that some nodes are responsible for computing the
same output function is needed.
Example 2: Consider the 3-(6, 4, 2, 4) PDA P4×6 in Example 1. By using P4×6, we will construct a CDC scheme with
K = 6 nodes {0, 1, 2, 3, 4, 5}, N = 4 files {w0, w1, w2, w3}, Q = 2 output functions {φ0, φ1} (note that Q = K = 6 in
Lemma 2).
• Map phase. For each k ∈ {0, 1, 2, 3, 4, 5}, node k stores the files in
Wk = {wn | n ∈ {0, 1, 2, 3}, pn,k = ∗ }, (2)
i.e.,
W0 = {w0, w1},W1 = {w0, w2},W2 = {w1, w2},
W3 = {w0, w3},W4 = {w1, w3},W5 = {w2, w3}.
• Shuffle phase. For each k ∈ {0, 1, 3, 4}, node k is responsible for computing φ0, i.e., it need to obtain output value
u0 = h0(v0,0, v0,1, v0,2, v0,3). For each k ∈ {2, 5}, node k is responsible for computing φ1. That is, node k is responsible
for computing φqk , where (q0, q1, q2, q3, q4, q5) = (0, 0, 1, 0, 0, 1). We take node 0 as an example, i.e., in order to compute
5the output value u0, node 0 should obtain all the IVAs in {v0,n | n ∈ {0, 1, 2, 3}}. Since node 0 stores w0 and w1, it
can locally compute the IVAs in
{v0,n | n ∈ {0, 1}}. (3)
Since p2,0 = 0, node 0 can derive v0,2 from the following subarray P0 formed by the rows the rows i1, i2, i3 and columns
k1,k2,k3, where pi1,k1 = pi2,k2 = pi3,k3 = 0.
P0 =

0 1 2
0 ∗ ∗ 0
1 ∗ 0 ∗
2 0 ∗ ∗

Observe P0. From (2), pn,k = ∗ means that the node k can locally compute vqk,n. So, from P0, we know that node 0, 1
and 2 do not know vq0,2 = v0,2, vq1,1 = v0,1 and vq2,0 = v1,0, respectively. Divide v0,2, v0,1 and v1,0 into 2 disjoint
segments, respectively, i.e.,
v0,2 = (v
1
0,2, v
2
0,2), v0,1 = (v
0
0,1, v
2
0,1), v1,0 = (v
0
1,0, v
1
1,0).
For a segments vkq,n, the superscript k represents the node that can locally compute this IVA, which implies the segment
vkq,n will be transmitted by node k. That is
– node 0 multicasts the message v00,1
⊕
v01,0 to nodes 1 and 2,
– node 1 multicasts the message v10,2
⊕
v11,0 to nodes 0 and 2.
– node 2 multicasts the message v20,2
⊕
v20,1 to nodes 0 and 1.
Since node 0 can compute v1,0 and v0,1 locally, it can derive v10,2 and v
2
0,2 from the messages v
1
0,2
⊕
v11,0 multicasted by
node 1 and v20,2
⊕
v20,1 multicasted by node 2, respectively. This implies that node 0 can obtain v0,2 = (v
1
0,2, v
2
0,2). By
using similar method, node 0 can obtain v0,3. Together with the known IVAs in (3), node 0 can obtain all the IVAs in
{v0,n | n ∈ {0, 1, 2, 3}}. Similarly, node k, k ∈ {1, 3, 4} can obtain all the IVAs in {v0,n | n ∈ {0, 1, 2, 3}} and node k,
k ∈ {2, 5} can obtain all the IVAs in {v1,n | n ∈ {0, 1, 2, 3}}.
• Reduce phase. By using the IVAs derived in map phase and shuffle phase, for each k1 ∈ {0, 1, 3, 4} and k2 ∈ {2, 5},
node k1 and k2 can compute output values u0 and u1, respectively. Since each node stores 2 files, the computation load
is r = 2×6N =
2×6
4 = 3. For each integer u ∈ {0, 1, 2, 3}, the number of IVAs multicasted by the nodes from Pu is 12 × 3.
So the total number of IVAs multicasted by all the nodes is 4× 12 × 3 = 6.
Lemma 3: Suppose that there exists a g-(K,N,Z, S) PDA with g ≥ 2. Then there exists a CDC scheme satisfying the
following properties:
1) it contains K distributed computing nodes K = {0, 1, . . . , K−1}, N files and Q output functionsQ = {φ0, φ1, . . . , φQ−1},
where Q ≤ K;
2) node k is responsible for computing φqk , where φqk ∈ Q;
3) the computation load is r = KZN and the number of IVAs multicasted by all the nodes is
gS
g−1 .
We now pay our attention to the proof of Lemma 3. Given a g-(K,N,Z, S) PDA P = (pn,k), n ∈ {0, 1, . . . , N − 1},
k ∈ {0, 1, . . . ,K−1}, we can construct a CDC scheme with K nodes K = {0, 1, . . . ,K−1}, N filesW = {w0, w1, . . . , wN−1}
and Q output functions Q = {φ0, φ1, . . . , φQ−1}, where node k ∈ K is responsible for computing φqk such that φqk ∈ Q and
∪k∈Kφqk = Q.
• Map phase. Node k, where k ∈ {0, 1, . . . ,K − 1}, stores the files in
Wk = {wn | n ∈ {0, 1, . . . , N − 1}, pn,k = ∗}. (4)
Hence the node k can compute the IVAs in the set ⋃
pn,k=∗
vqk,n. (5)
6We can also obtain the computation load
r =
∑K−1
k=0 |Wk|
N
=
∑K−1
k=0 Z
N
=
KZ
N
.
• Shuffle phase. Note that node k, where k ∈ {0, 1, . . . , K − 1}, is responsible for computing the output function
φqk . According to the definition of g-regular, each integer u ∈ {0, 1, . . . , S − 1} occurs g times in P. Suppose that
pi1,k1 = pi2,k2 = . . . = pig,kg = u. From condition 3) of Definition 1, the subarray of P
u formed by the rows
i1, i2, . . . , ig and columns k1, k2, . . . , kg is of the following form:
Pu =

k1 k2 · · · kg
i1 u ∗ · · · ∗
i2 ∗ u · · · ∗
...
...
...
...
ig ∗ ∗ · · · u
. (6)
Suppose that node kj , j ∈ {1, 2, . . . , g}, is responsible for computing φqkj . Divide vqkj ,ij into g − 1 segments, i.e.,
vqkj ,ij = (v
k1
qkj ,ij
, . . . , v
kj−1
qkj ,ij
, v
kj+1
qkj ,ij
, . . . , v
kg
qkj ,ij
). (7)
The superscript kl, l ∈ {1, 2, . . . , g}, of a segment means that such a segment will be transmitted by kl. For any
l ∈ {1, 2, . . . , g}, the node kl multicasts the following message:⊕
t∈{1,2,...,g}\{l}
vklqkt ,it
. (8)
Hence the number of IVAs multicasted by the nodes k1, k2, . . . , kg is gg−1 for the integer u. Since there are S integers in
{0, 1, . . . , S − 1}, the total number of IVAs multicasted by all the nodes are gSg−1 .
In order to show the correctness of the scheme in the reduce phase, we now prove that for any j ∈ {1, 2, . . . , g}, the
node kj will obtain the IVAs vqkj ,ij from P
u in (6), where pij ,kj = u.
1) Since pi1,k1 = pi2,k2 = . . . = pig,kg = u, according to the definition of a PDA, for any j ∈ {1, 2, . . . , g}, we have
pit,kj = ∗ for any t ∈ {1, 2, . . . , g} \ {j}. Then node kj stores file wit from (4), which implies that it can locally
compute vqkl ,it for any l ∈ {1, 2, . . . , g}. So kj can compute vqkt ,it for any t ∈ {1, 2, . . . , g} \ {j}.
2) We take k1 as an example, i.e., node k1 will obtain the IVA vqk1 ,i1 . According to (7), it need segments v
k2
qk1 ,i1
, vk3qk1 ,i1
,
. . . , v
kg
qk1 ,i1
. For the segment vk2qk1 ,i1 , from (8), node k2 multicasts the message
⊕
t∈{1,3,4,...,g} v
k2
qkt ,it
. From 1), k1
can compute vqkt ,it for any t ∈ {2, 3, . . . , g}, which implies it can locally compute vk2qkt ,it for any t ∈ {3, 4, . . . , g}.
So the node k1 can obtain the segment vk2qk1 ,i1 from the message
⊕
t∈{1,3,4,...,g} v
k2
qkt ,it
multicasted by k2. Similarly,
the node k1 can obtain the segment vklqk1 ,i1 for any l ∈ {3, 4, . . . , g} from the message
⊕
t∈{1,2,...,g}\{l} v
kl
qkt ,it
multicasted by kl. Now the node k1 recovers the IVA
vqk1 ,i1 = (v
k2
qk1 ,i1
, vk3qk1 ,i1
, . . . , v
kg
qk1 ,i1
).
Similarly, for any j ∈ {2, 3, . . . , g}, node kj could recover vqkj ,ij from Pu in (6) .
• Reduce phase: Consider node k, where k ∈ {0, 1, . . . ,K − 1}. Since the node k is responsible for computing φqk , it
needs to know the IVAs in the set
{vqk,n | n ∈ {0, 1, . . . , N − 1}}
= (
⋃
pn,k=∗
vqk,n)
⋃
(
⋃
pn,k 6=∗
vqk,n).
From (5), the node k can locally compute
⋃
pn,k=∗
vqk,n. Hence it only needs to derive
⋃
pn,k 6=∗
vqk,n. For any pn,k 6= ∗,
there exists an integer u ∈ {0, 1, . . . , S−1} such that pn,k = u. From the shuffle phase, the node k can get the IVA vqk,n
from Pu in (6). That is node k can derive all the IVAs in
⋃
pn,k 6=∗
vqk,n.
Next, we will use Lemma 3 to derive some cascaded CDC schemes where the parameter s of such schemes is a positive
integer such that s > 1.
7Theorem 1: Suppose that there exists a g-(K,N,Z, S) PDA with g ≥ 2. Then for any positive integer s with s ≤ K,
there exists a cascaded CDC scheme consisting of K distributed computing nodes, N files and Q = Kgcd (K,s) output functions
such that the computation load is r = KZN and the communication load is L =
gsS
(g−1)KN .
Remark 1: Applying Theorem 1 with s = 1, the scheme is the same as the scheme in Lemma 2. That is, the schemes in
Theorem 1 include the schemes in [18] as a special case.
The rest of the section is devoted to the proof of Theorem 1. Given a g-(K,N,Z, S) PDA P = (pi,k), i ∈ {0, 1, . . . , N−1},
k ∈ {0, 1, . . . ,K−1}, we can construct a CDC scheme with K nodes K = {0, 1, . . . ,K−1}, N filesW = {w0, w1, . . . , wN−1}
and Q = Kgcd (K,s) output functions Q = {φ0, φ1, . . . , φQ−1}.
• Map phase. Node k, where k ∈ {0, 1, . . . ,K − 1}, stores the files in
Wk = {wn | n ∈ {0, 1, . . . , N − 1}, pn,k = ∗}, (9)
Hence the node k can compute the IVAs in the set
⋃
pn,k=∗
vqk,n. We can also obtain the computation load
r =
∑K−1
k=0 |Wk|
N
=
∑K−1
k=0 Z
N
=
KZ
N
.
• Shuffle phase. Node k, where k ∈ {0, 1, . . . ,K − 1}, is responsible for computing a subset of output functions
Qk = {φ<ke>Q , φ<ke+1>Q , . . . , φ<(k+1)e−1>Q}, (10)
where e = sQK and < a >b is the least non-negative residue of a modulo b for any positive integers a and b. We can
directly check that |Qk| = e and each output function is computed exactly s times.
We divide the processes into e steps such that in the ith step, 1 ≤ i ≤ e, node k ∈ K is responsible for computing
φ<ke+i>Q . Then in such a step, by using Lemma 3, the node k can derive enough numbers of IVAs for computing
φ<ke+i>Q and the number of IVAs multicasted by all the nodes is
gS
g−1 . There are e steps, thus the total number of IVAs
multicasted by all the nodes is gSeg−1 . So the communication load is
L =
gSe
g−1
QN
=
gS sQK
g−1
QN
=
sgS
(g − 1)KN .
Example 3: The following array is a 4-(10, 5, 3, 5) PDA.
P5×10 =

0 1 2 3 4 5 6 7 8 9
0 ∗ ∗ ∗ ∗ ∗ ∗ 0 1 2 3
1 ∗ ∗ ∗ 0 1 2 ∗ ∗ ∗ 4
2 ∗ 0 1 ∗ ∗ 3 ∗ ∗ 4 ∗
3 0 ∗ 2 ∗ 3 ∗ ∗ 4 ∗ ∗
4 1 2 ∗ 3 ∗ ∗ 4 ∗ ∗ ∗

From Theorem 1, for s = 4, we can construct a CDC scheme with K = 10 nodes K = {0, 1, . . . , 9}, N = 5 files
W = {w0, w1, w2, w3, w4}, Q = Kgcd(K,s) = 5 functions Q = {φ0, φ1, φ2, φ3, φ4}. Then, according to (9) and (10),
W0 = {w0, w1, w2},W1 = {w0, w1, w3},
W2 = {w0, w1, w4},W3 = {w0, w2, w3},
W4 = {w0, w2, w4},W5 = {w0, w3, w4},
W6 = {w1, w2, w3},W7 = {w1, w2, w4},
W8 = {w1, w3, w4},W9 = {w2, w3, w4},
8e = sQK = 2, and
Q0 = {φ0, φ1},Q1 = {φ2, φ3},
Q2 = {φ4, φ0},Q3 = {φ1, φ2},
Q4 = {φ3, φ4},Q5 = {φ0, φ1},
Q6 = {φ2, φ3},Q7 = {φ4, φ0},
Q8 = {φ1, φ2},Q9 = {φ3, φ4}.
We divide the processes into e = 2 steps.
• In the first step, node k, where k ∈ {0, 1, . . . , 9}, is responsible for computing φ<ke>Q = φ<2k>5 . We list them in Table
III. By using Lemma 3, node k, k ∈ {0, 1, . . . , 9} can derive enough IVAs for computing φ<2k>5 .
TABLE III: The first step of shuffle phase
Node 0 1 2 3 4 5 6 7 8 9
output function φ0 φ2 φ4 φ1 φ3 φ0 φ2 φ4 φ1 φ3
• In the second step, similar to the first step, node k, k ∈ {0, 1, . . . , 9} can derive enough IVAs for computing φ<ke+1>Q =
φ<2k+1>5 . We list them in Table IV.
TABLE IV: The second step of shuffle phase
Node 0 1 2 3 4 5 6 7 8 9
output function φ1 φ3 φ0 φ2 φ4 φ1 φ3 φ0 φ2 φ4
So node k, k ∈ {0, 1, . . . ,K − 1} can compute the output functions in Qk. The computation load is r = 10×35 = 6. The total
number of IVAs multicasted by all the nodes is 13 × 4× 10 = 403 .
IV. PERFORMANCE
From Theorem 1, we can directly obtain CDC schemes from known PDAs. We list some known results on g-(K,N,Z, S)
PDAs in Table V, where t|K represents that t is a factor of K. The interested readers can be reffered to [2], [3], [15], [17]
for more known results about PDAs .
A. The first new scheme
Let P be a (t+1)-(K,
(
K
t
)
,
(
K−1
t−1
)
,
(
K
t+1
)
) PDA from [12] (the PDA in the second row of Table V). From Theorem 1, for any
positive integer s ≤ K, one can obtain a CDC scheme, say Scheme 1, with K nodes, N = (Kt ) files and Q = Kgcd (K,s) output
functions, where s is corresponding to the number of nodes that compute each output function. Furthermore, the computation
load is
r =
KZ
N
=
K
(
K−1
t−1
)(
K
t
) = t,
TABLE V: Some known results on PDAs
References and Parameters g K N Z S
[12], K, t ∈ N+
with 1 ≤ t ≤ K − 1 t+ 1 K
(K
t
) (K−1
t−1
) ( K
t+1
)
[17], K, t ∈ N+
with t ≥ 2 and t|K t K (
K
t
)t−1 (K
t
)t−2 (K
t
)t − (K
t
)t−1
[17], K, t ∈ N+
with t ≥ 2 and t|K K − t K (
K
t
− 1)(K
t
)t−1 (K
t
− 1)2(K
t
)t−2 (K
t
)t−1
9and the communication load is
L1(r, s) =
sgS
(g − 1)KN =
s(t+ 1)
(
K
t+1
)
((t+ 1)− 1)K(Kt )
=
s
t
(1− t
K
) =
s
r
(1− r
K
).
Note that if s ≥ rKK−r , we have L1(r, s) = sr (1− rK ) ≥ 1. In this case, the nodes do not need to transmit coded messages.
Instead, each IVA can be multicasted by one node which can compute the IVA locally. By using this method, the communication
load L1(r, s) = 1. So the communication load is L1(r, s) = min{ sr (1− rK ), 1}.
1) Optimality: When s = 1 and 1 ≤ r < K − 1, (1) can be written as
L∗(r, 1) =
min{r+1,K}∑
l=max{r+1,1}
(
K−r
K−l
)(
r
l−1
)(
K
1
) l − r
l − 1
=
min{r+1}∑
l=max{r+1}
(
K−r
K−l
)(
r
l−1
)(
K
1
) l − r
l − 1
=
1
r
(1− r
K
)
Obviously, the communication load L1(r, 1) = 1r (1 − rK ) of Scheme 1 achieves the optimal computation-communication
trade-off.
Remark 2: In this case, one can directly check that our scheme is the same as the scheme with s = 1 proposed in [9].
When 1 ≤ s ≤ K and r = K − 1, from (1), we have
L∗(K − 1, s) =
min{K−1+s,K}∑
l=max{K−1+1,s}
(
K−(K−1)
K−l
)(
K−1
l−s
)(
K
s
) l − (K − 1)
l − 1
=
min{K}∑
l=max{K}
(
K−(K−1)
K−l
)(
K−1
l−s
)(
K
s
) l − (K − 1)
l − 1
=
s
K − 1(1−
K − 1
K
)
=
s
r
(1− r
K
)
So in this case, the communication load of Scheme 1 achieves the optimal computation-communication trade-off.
Remark 3: One can show that the number of output functions in Scheme 1 much smaller than that of output functions in
Li-CDC scheme. The number of output functions in Li-CDC scheme is QLi =
(
K
s
)
, while the number of output functions in
Scheme 1 is Q1 = Kgcd(K,s) . For example, if s = K/w where w is a factor of K, then QLi =
(
K
K/w
)
and Q1 = Kgcd(K,K/w) = w,
respectively. We list the cases w = 2 and w = 3 when 2 ≤ K ≤ 20 in Table VI and in Table VII, respectively.
TABLE VI: The numbers of output functions in Li-CDC scheme and Scheme 1 when K is even and s = K2
Number of
Node K
QLi =
(K
s
)
Q1 =
K
gcd(K,s) K QLi Q1
2 2 2 12 924 2
4 6 2 14 3432 2
6 20 2 16 12870 2
8 70 2 18 48620 2
10 252 2 20 184756 2
2) Comparison: For the other values of K, r and s, we conjecture that H1(r, s) =
L1(r,s)
L∗(r,s) ≤ 2. Unfortunately, the structure
of the formula L∗(r, s) =
min{r+s,K}∑
l=max{r+1,s}
(K−rK−l)(
r
l−s)
(Ks )
l−r
l−1 is too complex to prove this conjecture. However, we could find out
some values of K, r and s satisfying that H1(r, s) =
L1(r,s)
L∗(r,s) ≤ 2.
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TABLE VII: The numbers of reduce functions in Li-CDC scheme and Scheme 1 when 3|K and s = K3
Number of
Node K
QLi =
(K
s
)
Q1 =
K
gcd(K,s) K QLi Q1
3 3 3 12 495 3
6 15 3 15 3003 3
9 84 3 18 18564 3
Theorem 2: For any positive integers K, r and s with r, s ≤ K ≤ 1000, H1(r, s) = L1(r,s)L∗(r,s) ≤ 2.
Proof. With the aid of a computer, one can find out that H1(r, s) ≤ 2 holds for all the positive integers K, r and s with
r, s ≤ K ≤ 1000. Here we only list some cases in Table VIII. For the other cases, we omit it and the interested readers may
contact the author for a copy.
TABLE VIII: The ratio of L1(r, s) to L∗(r, s) with K = 16
Computation
Load r
Replication
Factor s
Communication
Load L∗(r, s)
Communication
Load L1(r, s)
H1(r, s) =
L1(r,s)
L∗(r,s)
1 0.2708 0.2708 1.0000
3 2 0.4333 0.5417 1.2500
3 0.5388 0.8125 1.5086
3 0.3293 0.4125 1.2528
5 5 0.4540 0.6875 1.5143
7 0.5406 0.9625 1.7804
5 0.2555 0.3125 1.2233
8 8 0.3579 0.5000 1.3971
10 0.4125 0.6250 1.5150
Remark 4: For the parameters K, r and s satisfying the conditions in Theorem 2, the communication loads of Scheme
1 are slightly lager than those of Li-CDC scheme. However, similar to Remark 3, one can show that the number of output
functions in Scheme 1 much smaller than that of output functions in Li-CDC scheme.
We also prove there exist some values of K, r and s such that H1(r, s) =
L1(r,s)
L∗(r,s) ≤ 2 by using theoretical analysis.
Lemma 4: For any positive integers K, r and s with r ≥ s and K ≥ 3rs(7r−s+1)8(r−s+1) , H1(r, s) = L1(r,s)L∗(r,s) ≤ 2.
The proof of Lemma 4 could be found in Appendix A.
By using Lemma 4, we can provide a method to show H1(r, s) ≤ 2 for some positive integers s, r and K. More specifically,
given positive integers r and s, one can find out an integer K(r, s), such that H1(r, s) ≤ 2 if K ≥ K(r, s). For K < K(r, s),
with the aid of a computer, one may check that whether H1(r, s) ≤ 2 holds. We take the following result as an example.
Theorem 3: Suppose that K, r and s are positive integers. If s ≤ r ≤ 8 and r ≤ K, then H1(r, s) = L1(r,s)L∗(r,s) ≤ 2.
Proof. We divided the proof into two parts.
1) (r, s) 6= (8, 8). We take (r, s) = (2, 2) as an example. According to Lemma 4, for any positive integer K ≥ 3rs(7r−s+1)8(r−s+1) =
19.5, H1(r, s) ≤ 2 holds. For any positive integer K < 19.5, we can obtain H1(r, s) ≤ 2 from Theorem 2. Similarly, we
can prove H1(r, s) ≤ 2 holds for any other pairs (r, s).
2) (r, s) = (8, 8). According to Lemma 4, for any positive integer K ≥ 3rs(7r−s+1)8(r−s+1) = 1176, H1(r, s) ≤ 2 holds. For any
positive integer K ≤ 1000, we can obtain H1(r, s) ≤ 2 from Theorem 2. For any positive integer 1000 < K < 1176,
with the aid of a computer, one can show that H1(r, s) ≤ 2 holds.
This completes the proof.
Remark 5: It is easy to see that for all the parameters satisfying the conditions in Theorem 3, the communication loads
of Scheme 1 are slightly lager than those of Li-CDC scheme. while the number of output functions in Scheme 1 much smaller
than that of output functions in Li-CDC scheme. Here we only list some some cases in Table IX, where QLi and Q1 are the
numbers of output functions in Li-CDC scheme and Scheme 1, respectively.
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TABLE IX: The numbers of output functions in Li-CDC scheme and Scheme 1
Number of
Node K
Computation
Load r
Replication
Factor s
QLi =
(K
s
)
Q1 =
K
gcd(K,s)
3 2 120 8
16 5 4 1820 4
8 6 8008 8
3 2 190 10
20 5 4 4845 5
8 6 38760 10
B. The second new scheme
LetP be a t-(K, (Kt )
t−1, (Kt )
t−2, (Kt )
t−(Kt )t−1) PDA from [17] (the PDA in the third row of Table V). From Theorem 1, for
any positive integer s ≤ K, one can obtain a CDC scheme, say Scheme 2, with K nodes, N = (Kt )t−1 files and Q = Kgcd (K,s)
output functions, where s is corresponding to the number of nodes that compute each output function. Furthermore, the
computation load is
r =
KZ
N
=
K(Kt )
t−2
(Kt )
t−1 = t,
and the communication load is
L2(r, s) =
sgS
(g − 1)KN =
st((Kt )
t − (Kt )t−1)
(t− 1)K(Kt )t−1
=
s(K − t)
(t− 1)K =
s
r − 1(1−
r
K
).
Similar to the communication load of Scheme 1, it is possible that L2 = sr−1 (1 − rK ) > 1. By using similar method,
we could have L2(r, s) = min{ sr−1 (1 − rK ), 1}. Obviously, the communication load in Scheme 2 is slight larger than the
communication load in Scheme 1, i.e., L2 = sr−1 (1− rK ) > sr (1− rK ) = L1. Hence, similar to Scheme 1, we can also prove
the following results.
Theorem 4: Suppose that K ≥ 5, r and s are positive integers satisfying that K ≥ s and r ≥ 2 is a factor of K. Then
H2(r, s) =
L2(r,s)
L∗(r,s) ≤ 2.1 holds if one of the following conditions is satisfied:
1) K ≤ 1000;
2) r ≥ s+ 2 and K ≥ (111r−15s−111)rs44r−40s−44 ;
3) s+ 2 ≤ r ≤ 10.
The proof of Theorem 4 is included in Appendix B.
Furthermore, we can show that the number of files in Scheme 2 is much smaller than that of files in Li-CDC scheme. To
do this, we need the following lemma.
Lemma 5: ([17]) For fixed rational number a ∈ (0, 1), let K ∈ N+ such that aK ∈ N+, when K →∞,(
K
aK
)
∼ e
K(a ln 1a+(1−a) ln 11−a )√
2piK(a− a2) .
From Lemma 1, the number of files in Li-CDC scheme is
(
K
aK
)
, where aK = r. So according to Lemma 5, the number of
files in Li-CDC scheme is (
K
aK
)
∼ e
K(a ln 1a+(1−a) ln 11−a )√
2piK(a− a2)
when K →∞. On the other hand, the number of files in Scheme 2 is (Kr )r−1, which is exponentially smaller in K than the
number of files in Li-CDC scheme.
Remark 6: From Theorem 4, the communication load of Scheme 2 is slight lager than that of Li-CDC scheme. However,
the number Kgcd(K,s) of output functions in Scheme 2 is much smaller than the number
(
K
s
)
of output functions in Li-CDC
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scheme. Furthermore, according to the above discussions, the number of files in Scheme 2 is exponentially smaller in K than
the number of files in Li-CDC scheme.
C. The third new scheme
Let P be a (K − t)-(K, (Kt − 1)(Kt )t−1, (Kt − 1)2(Kt )t−2, (Kt )t−1) PDA from [17] (the PDA in the forth row of
Table V). From Theorem 1, for any positive integer s ≤ K, one can obtain a CDC scheme, say Scheme 3, with K nodes,
N = (Kt − 1)(Kt )t−1 files and Q = Kgcd (K,s) output functions, where s is corresponding to the number of nodes that compute
each reduce function. Furthermore, the computation load is
r =
KZ
N
=
K(Kt − 1)2(Kt )t−2
(Kt − 1)(Kt )t−1
= K − t,
and the communication load is
L3(r, s) =
sgS
(g − 1)KN =
s(K − t)(Kt )t−1
(K − t− 1)K(Kt − 1)(Kt )t−1
=
st
(K − t− 1)K =
s(K − r)
(r − 1)K =
s
r − 1(1−
r
K
).
We note that the communication load of Scheme 3 is equal to that of Scheme 2, i.e., L3 = sr−1 (1− rK ) = L2, which implies
that H3(r, s) =
L3(r,s)
L∗(r,s) =
L2(r,s)
L∗(r,s) = H2(r, s). So we can prove the following results by using the same method as the proof
of Theorem 4.
Theorem 5: Suppose that K ≥ 5, r and s are positive integers satisfying that s ≤ K , r ≤ K − 2 and K − r is a factor
of K. Then H3(r, s) =
L3(r,s)
L∗(r,s) ≤ 2.1 holds if one of the following conditions is satisfied:
1) K ≤ 1000;
2) r ≥ s+ 2 and K ≥ (111r−15s−111)rs44r−40s−44 ;
Since the proof of Theorem 5 is the same as the proof of Theorem 4-1) and 2), we omit it here. The difference between
Theorem 4 and Theorem 5 is the range of the computation load r. In Theorem 4, r is a factor of K, while K − r is a factor
of K in Theorem 5.
Remark 7: Similar to the discussions of Scheme 2, the communication load of Scheme 3 is slight lager than that of
Li-CDC scheme. However, the number of output functions in Scheme 3 is much smaller than the number of output functions
in Li-CDC scheme, and the number of files in Scheme 3 is exponentially smaller in K than the number of files in Li-CDC
scheme.
V. CONCLUSION
In this paper, we paid our attention to cascaded CDC schemes on homogeneous computing networks. We showed that,
comparing the well known Li-CDC scheme, our new schemes have not only smaller number of input files, but also smaller
number of output functions. It is worth noting that the number of output functions in our new scheme are only a factor of the
number of computing nodes.
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APPENDIX A:PROOF OF LEMMA 4
Recall that the positive integers K, r and s satisfy r ≥ s and K ≥ 3rs(7r−s+1)8(r−s+1) .
Firstly, consider the communication L∗(r, s) of Li-CDC scheme. Since
K ≥ 3rs(7r − s+ 1)
8(r − s+ 1) =
3rs
8
(7 +
6s− 6
r − s+ 1)
≥ 21
8
rs > r + s,
(11)
we have
L∗(r, s) =
min{r+s,K}∑
l=max{r+1,s}
(
K−r
l−r
)(
r
l−s
)(
K
s
) l − r
l − 1
=
1(
K
s
) r+s∑
l=max{r+1,s}
(
K − r
l − r
)(
r
l − s
)
l − r
l − 1
≥ 1(
K
s
)(K − r
s
)(
r
r
)
s
r + s− 1
=
s(K − r)(K − r − 1) · · · (K − r − s+ 1)
(r + s− 1)K(K − 1) · · · (K − s+ 1) .
Then
H1(r, s) =
L1(r, s)
L∗(r, s)
≤ s(K − r)
Kr
(r + s− 1)K(K − 1) · · · (K − s+ 1)
s(K − r)(K − r − 1) · · · (K − r − s+ 1)
=
r + s− 1
r
(K − 1) · · · (K − (s− 1))
(K − (r + 1)) · · · (K − (r + s− 1)) .
(12)
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In order to evaluate the above value of H1(r, s), the following lemma is needed.
Lemma 6: Suppose that K, a1, a2, . . . , an are positive integers with K > ai, 1 ≤ i ≤ n, and (K − a1)(K − a2) · · · (K −
an) = K
n − b1Kn−1 + b2Kn−2 + . . .+ (−1)n−1bn−1K + (−1)nbn. For any 1 ≤ h ≤ n− 1,
1) bh+1 ≤
∑
1≤i≤n ai
h+1 bh;
2) bh+1Kn−h−1 ≤ bhKn−h holds if K ≥
∑
1≤i≤n ai
h+1 .
Proof. Firstly, we will prove the first result. It is not difficult to know that bh =
∑
1≤i1<i2<···<ih≤n ai1ai2 · · · aih and bh+1 =∑
1≤i1<i2<···<ih+1≤n ai1ai2 · · · aih+1 . Then
bh+1 =
∑
1≤i1<i2<···<ih+1≤n
ai1
ai2
· · · aih+1
=
1
h + 1
∑
1≤i1<i2<···<ih+1≤n
(h + 1)ai1
ai2
· · · aih+1
=
1
h + 1
∑
1≤i1<i2<···<ih≤n
ai1
ai2
· · · aih
∑
ij∈{1,...,n}\{i1,i2,...,ih}
aij
=
1
h + 1
∑
1≤i1<i2<···<ih≤n
ai1
ai2
· · · aih (
∑
ij∈{1,...,n}
aij
−
∑
ij∈{i1,i2,...,ih}
aij
)
≤
∑
1≤i≤n ai
h + 1
bh
That is bh+1 ≤
∑
1≤i≤n ai
h+1 bh.
If K ≥
∑
1≤i≤n ai
h+1 , together with the above result, we have
bh+1K
n−h−1 ≤
∑
1≤i≤n ai
h+ 1
bhK
n−h−1
= (bhK
n−h)
∑
1≤i≤n ai
K(h+ 1)
≤ bhKn−h.
This completes the proof.
By using Lemma 6,
(K − 1) · · · (K − (s− 1))
=Ks−1 −
∑
1≤i1≤s−1
i1K
s−2 +
∑
1≤i1<i2≤s−1
i1i2K
s−3
+ . . .+ (−1)s−1
∑
1≤i1<i2<...<is−1≤s−1
i1i2 . . . is−1
≤Ks−1 −
∑
1≤i1≤s−1
i1K
s−2 +
∑
1≤i1<i2≤s−1
i1i2K
s−3
≤Ks−1 −
∑
1≤i≤s−1
iKs−2 +
∑
1≤i≤s−1 i
2
∑
1≤j≤s−1
jKs−3
=Ks−1 − s(s− 1)
2
Ks−2 +
s2(s− 1)2
8
Ks−3,
(13)
where the second and the third formulas from last come from Lemma 6-1) and Lemma 6-2), respectively. Similarly, by using
Lemma 6-2),
(K − (r + 1)) · · · (K − (r + s− 1))
≥Ks−1 −
∑
r+1≤i1≤r+s−1
i1K
s−2
=Ks−1 − (2r + s)(s− 1)
2
Ks−2.
(14)
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So, according to (12), (13), (14),
H1(r, s) ≤ r + s− 1
r
(K − 1) · · · (K − (s− 1))
(K − (r + 1)) · · · (K − (r + s− 1))
≤ r + s− 1
r
Ks−1 − s(s−1)
2
Ks−2 + s
2(s−1)2
8
Ks−3
Ks−1 − (2r+s)(s−1)
2
Ks−2
=
r + s− 1
r
8K2 − 4s(s− 1)K + s2(s− 1)2
8K2 − 4(2r + s)(s− 1)K
=
r + s− 1
r
(1 +
8r(s− 1)K + s2(s− 1)2
8K2 − 4(2r + s)(s− 1)K )
(15)
Since r ≥ s, we have
8r(s− 1)K < 8rsK,
− 4(2r + s)(s− 1)K > −4(2r + r)sK = −12rsK.
Since rs < K from (11),
s2(s− 1)2 ≤ r2s2 < rsK.
Hence
H1(r, s) <
r + s− 1
r
(1 +
8rsK + rsK
8K2 − 12rsK )
=
r + s− 1
r
(1 +
9rs
8K − 12rs )
≤ r + s− 1
r
(1 +
9rs
8 3rs(7r−s+1)8(r−s+1) − 12rs
)
= 2,
where the second formula from last holds since K ≥ 3rs(7r−s+1)8(r−s+1) .
This completes the proof.
APPENDIX B: PROOF OF THEOREM 4
With the aid of a computer, one can show that H2(r, s) ≤ 2.1 holds for all the positive integers satisfying condition 1) of
Theorem 4.
Similar to the processes obtaining (15), one can obtain that
H2(r, s) ≤ r + s− 1
r − 1 (1 +
8r(s− 1)K + s2(s− 1)2
8K2 − 4(2r + s)(s− 1)K )
Since r ≥ s+ 2 and K ≥ (111r−15s−111)rs44r−40s−44 , we have rs < K. Then
s2(s− 1)2 ≤ r2s2 < rsK.
We also obtain that
8r(s− 1)K < 8rsK,
− 4(2r + s)(s− 1)K > −4(2r + r)sK = −12rsK.
Hence
H1(r, s) <
r + s− 1
r − 1 (1 +
8rsK + rsK
8K2 − 12rsK )
=
r + s− 1
r − 1 (1 +
9rs
8K − 12rs )
<
r + s− 1
r − 1 (1 +
9rs
8 (111r−15s−111)rs44r−40s−44 − 12rs
)
= 2.1
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So H2(r, s) ≤ 2.1 holds for all the positive integers satisfying condition 2) of Theorem 4.
We now consider the condition 3) of Theorem 4. We take (r, s) = (4, 2) as an example. According to Theorem 4-2) for
any positive integer K ≥ (111r−15s−111)rs44r−40s−44 = 46.62, H2(r, s) ≤ 2.1 holds. For any positive integer K ≤ 46, we can obtain
H2(r, s) ≤ 2.1 from Theorem 4-1). Similarly, we can prove H2(r, s) ≤ 2.1 holds for any other pairs (r, s) satisfying condition
3) of Theorem 4.
This completes the proof.
