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“If you think something is true, you should try as hard as you can to disprove it.
Only then can you really get the truth and not fool yourself."
Derek Muller

Exploring new applications for QTAIM and its
complementarity with other methods
by David FERRO COSTAS
Resumen
La concepción de molécula como una colección de átomos con propiedades
transferibles que interactúan entre ellos es la base de la química conceptual.
Sin embargo, aun es hoy el día en el que no se ha descrito de forma unánime
el átomo-en-la-molécula, siendo su definición rigurosa un desafío dentro del
mundo de la química. Diferentes intentos se han llevado a cabo desde el ad-
venimiento de la teoría cuántica, siendo claramente notable la aportación de
Richard F. W. Bader y colaboradores. Lo que al principio fue una definición
basada puramente en la topología de la densidad electrónica, acabó dando lu-
gar a su teoría cuántica de átomos en moléculas (“quantum theory of atoms
in molecules” o QTAIM), donde Bader justifica, a partir de razonamientos me-
canocuánticos, la transcendencia y necesidad de una partición inducida por la
topología de la densidad electrónica. Así, los átomos definidos dentro de la
QTAIM están limitados por una superficie de flujo cero en el gradiente de la den-
sidad electrónica, definición que otorga un conjunto de propiedades deseables
a los mismos como, por ejemplo, la definición de una energía cinética única o
la aparición de un teorema del virial atómico, entre otras.
No es improbable que la teoría de Bader no de lugar a la verdadera definición
del átomo dentro de una molécula, si es que realmente es posible conservar la
entidad atómica a nivel molecular, pero es, desde luego, un interesante eslabón
en la cadena que nos llevaría a dicha definición.
El hecho de ser capaces de asociar nuestros átomos con dominios específicos nos
ayuda a destapar el velo que impedía definir, de forma precisa, muchos de los
vii
conceptos cualitativos embebidos en el mundo de la química. De esta manera,
el análisis topológico se convierte en una herramienta imprescindible dentro de
la química moderna. De hecho, muchos conceptos usados hoy en día han sido
influenciados por ideas que emanan de la aproximación topológica (“topolo-
gical approach” o TA), como son las regiones de “core”, de pares solitarios, o
de enlace, enlaces de di-hidrógeno, enlaces de halógeno, localización y deslo-
calización electrónica, etc. Así, en esta tesis se abordan diversos conceptos y
fenómenos químicos, analizándolos través de la teoría de Bader, lo que permite
ampliar y mejorar el conocimiento de los mismos.
El primer concepto abordado es el de electronegatividad (normalmente de-
notada por el símbolo χ). Conceptualmente, la electronegatividad mide la
“apetencia” de un átomo por la densidad electrónica. Cuando dos átomos se
enlazan, aquel de mayor electronegatividad atrae con mayor efectividad los
“electrones de enlace”, lo que da lugar a enlaces polarizados y a cargas atómi-
cas parciales. Sin embargo, las definiciones cuantitativas más conocidas de
esta propiedad atómica (dadas por científicos como Pauling, Mulliken, Allred-
Rochow, Sanderson, Allen, etc.) se basan en parámetros energéticos y no en
una medida directa del desplazamiento de densidad de carga electrónica. Por
ejemplo, Pauling definió la diferencia de electronegatividad entre dos átomos A
y B,∆χAB = χA−χB, mediante la diferencia entre la energía del enlace A-B, E bAB,
y la energía de enlace predecida mediante la aditividad de la de los enlaces A-A
y B-B, [E bAA+ E
b
BB]/2:
∆χ2AB = E
b
AB −
E bAA+ E
b
BB
2
mientras que Mulliken propuso su famosa media aritmética del potencial de
ionización del átomo (IP) y su afinidad electrónica (EA):
χA =
I PA+ EAA
2
Considérese ahora el orbital de enlace de una molécula diatómica AB, φAB,
acompañado de su número de ocupación, NAB. Es posible definir, con el uso
de la QTAIM, la contribución individual de cada átomo a dicho enlace a través
de:
N iAB = NAB
∫
Ωi
|φAB|2dr
donde Ωi representa el átomo i (A o B) en la molécula. Si ambos átomos están
dotados de la misma electronegatividad (sistema covalente ideal), es de esperar
que NAAB = N
B
AB = NAB/2. De esta forma, una desviación respecto de estás igual-
dades es un reflejo de un valor de ∆χAB distinto de cero. Si, por ejemplo, el
átomo A es el más electronegativo, puede escribirse:
NAAB =
NAB
2
+ f (∆χAB) N
B
AB =
NAB
2
− f (∆χAB)
donde f es una medida de la influencia de ∆χAB en la partición atómica del
enlace. Ha de notarse que, si ∆χAB es lo que realmente provoca la desviación
respecto de la idealidad, f debe ser una función monótona creciente con ∆χAB.
De esta manera, los valores de f para distintos enlaces pueden usarse como una
medida de la diferencia de electronegatividad entre distintos pares de átomos.
Sin embargo, puede ocurrir que el valor de NAB no sea igual para todos los
enlaces, lo que genera la necesidad de una medida relativa del desplazamiento
de carga. Una posible solución consiste en la definición del índice gAB, dado
por:
gAB =
f (∆χAB)
NAB/2
=
NAAB − N BAB
NAAB + N
B
AB
ya que es una cantidad adimensional y, además, está restringida al intervalo [-
1,+1]. De esta forma, el cálculo de gAB para distintos enlaces permite evaluar el
efecto topológico normalmente asociado a la electronegatividad. Es importante
destacar que otras definiciones de enlace son también susceptibles de dicha par-
tición, como es el caso de los dominios de enlace definidos por la función de
localización electrónica (“electron localization function” o ELF).
El índice gAB se ha calculado en diversos enlaces A-H de compuestos hidroge-
nados, permitiendo comprobar el efecto de la variación periódica del átomo A.
De acuerdo con las expectativas químicas, el índice gAB exhibe propiedades pe-
riódicas: aumenta al movernos de un periodo de la tabla periódica al siguiente,
mientras que disminuye al bajar en un grupo.
Una vez confirmada la habilidad del índice gAB para describir la electronegativi-
dad de los átomos implicados en el enlace, se ha usado para corroborar declara-
ciones cualitativas relacionadas con la electronegatividad efectiva del átomo de
C en diversos sistemas prototípicos. Así, se encuentra que en un enlace C-H, el
átomo de C se vuelve más electronegativo en esa dirección de enlace cuando sus
otros 3 enlaces se alejan del mismo. Este resultado está profundamente rela-
cionado con la tensión de anillo asociada a cicloalcanos de pequeño tamaño.
El segundo concepto estudiado viene dado por las famosas estructuras de Lewis,
que han acompañando a los químicos desde principios del siglo XX. El uso de for-
mas de Lewis es extenso y se recurre a ellas constantemente cuando se quieren
explicar muchos comportamientos moleculares, como mecanismos de reacción
o efectos de sustituyentes en sistemas conjugados, entre otros ejemplos.
Las ideas de Lewis fueron tan bien recibidas por la comunidad química que se
intentaron preservar incluso tras el nacimiento de la mecánica cuántica. Así, la
teoría de enlace valencia (“valence bond” o VB), consecuencia de la teoría de
resonancia de Pauling, describe la función de ondaΨ como una superposición de
funcionesφi, cada una de ellas describiendo una estructura de Lewis individual.
Dentro del marco de la QTAIM, también es posible encontrar una conexión con
las formas de Lewis. El hecho de poder dividir las poblaciones atómicas en
contribuciones electrónicas localizadas y deslocalizadas recuerda, en parte, al
modelo de Lewis, donde se hacía distinción entre los electrones de enlace (deslo-
calizados) y el resto de ellos (localizados). De esta manera, los valores de los
índices de localización y deslocalización de la QTAIM serían consecuencia de
la importancia relativa de las diversas estructuras de Lewis que describen el
sistema molecular. Muchos autores apuntan que la forma más adecuada de
proveer a estas famosas estructuras de una expresión física es a través de la
densidad de pares, como se hace, por ejemplo, en la QTAIM.
Teniendo estas dos herramientas para reflejar la importancia de diversas estruc-
turas de Lewis, parece obligatorio el realizar una comparación. El ejemplo más
sencillo sería el del hidrógeno molecular, H2. La función de VB más trivial que
puede ser construida es aquella asociada a la superposición de la estructura co-
valente, H:H, y las dos relacionadas con las formas iónicas, H−H+ y H+H−. El
cálculo de los índices de localización y deslocalización para estas estructuras da
lugar a resultados incompatibles. Por un lado, las formas iónicas contribuyen
tanto o más que la covalente al índice de deslocalización, que se considera una
medida del orden de enlace. Por otro, y como consecuencia de lo anterior, la
deslocalización del sistema global aumenta al incrementar la contribución de
la estructuras iónicas en la función de onda Ψ. Claramente, las estructuras de
Lewis descritas en la teoría VB no están dotadas de las propiedades QTAIM de-
seadas.
La limitación anterior motiva la extracción de la contribución de cada estructura
de Lewis en términos de la QTAIM. Para ello, puede imaginarse una estructura
de Lewis como una matriz (Li): mientras los elementos diagonales definen la
población de cada átomo, los términos diagonales vienen dados por el número
de pares electrónicos compartidos entre cada par de átomos. Considerando la
molécula como una suma ponderada de estructuras de Lewis, más que como
una superposición de ellas, se podría escribir L =
∑
i wiLi, donde wi mide la
importancia de la i-ésima forma de Lewis y L es la matriz del sistema molecular
compuesta por las poblaciones QTAIM y los correspondientes indices de deslo-
calización entre cada par de átomos. Si consideramos despreciables los coefi-
cientes wi asociados con las estructuras menos importantes, puede llegarse a un
sistema de tantas ecuaciones como incógnitas (los coeficientes wi), de donde se
puede extraer la importancia de las estructuras de Lewis más significantes. Es-
tos coeficientes, obtenidos a partir de la QTAIM son denominados coeficientes
de Lewis adaptados a la QTAIM, o coeficientes Q-ALE.
Para comprobar la fiabilidad de tal proceso para extraer la importancia de cada
estructura de Lewis, se han calculado estos coeficientes en varios sistemas y pro-
cesos típicos en el mundo de la química, como son procesos de rotura de enlaces,
la influencia de la diferencia de electronegatividad, la resonancia pi en el catión
alilo, la modificación de la distribución electrónica como consecuencia del cam-
bio de disolvente/medio, o el efecto de un campo eléctrico y de un ión sobre la
densidad pi del benceno. En todos los casos, se encuentran comportamientos
aceptables para dichos coeficientes Q-ALE, lo que refuerza la conexión entre las
estructuras de Lewis y diversos parámetros definidos dentro de la QTAIM. Entre
las distintas conclusiones obtenidas en este estudio, destaca el hecho de que
la resonancia asociada al esqueleto σ no es, para nada, despreciable. Este re-
sultado puede ser el origen de las distintas controversias encontradas entre las
conclusiones cualitativas basadas en el modelo de resonancia y los resultados
cuantitativos obtenidos con la QTAIM, dado que las primeras suelen obtenerse
excluyendo la resonancia σ.
Como tercer tema de esta tesis aparecen los estados electrónicos excitados. La
importancia de estos es obvia cuando nos damos cuenta de que se encuentran
involucrados en procesos tan importantes a nivel biológico como la fotosíntesis
o como la foto-estabilidad del ADN, crucial a la hora de evitar la formación de
tumores como consecuencia del daño por luz. Sin embargo, obtener funciones
de onda aceptables para la descripción de estos estados requiere niveles de cál-
culo costosos, por encima de Hartree-Fock. Afortunadamente, el desarrollo en
hardware de los últimos años está permitiendo la realización de dichos cálculos
en sistemas cada vez más grandes, lo que se traduce en el auge de trabajos que
involucran dichos sistemas excitados. Pese a todo, no son muchos los estudios
topológicos que analizan la estructura electrónica de dichos estados.
La propia QTAIM es una de las razones para la escasez de dichos estudios topológi-
cos en estados excitados ya que, tradicionalmente, se consideró como una teoría
para moléculas en su estado electrónico fundamental. Este prejuicio histórico
procede de las dificultades del proceso topológico para definir correctamente
los átomos en estados excitados, como es el caso del átomo de H en su estado
2s. Sin embargo, una gran clase de moléculas presentan estados excitados sin
atractores de la densidad electrónica no nucleares, situación dada en el caso
anterior. Por ello, puede considerarse que la extensión de la QTAIM a estados
excitados no es realmente inválida.
En esta tesis se ha analizado la paradigmática transición n→ pi∗ del formalde-
hído. En primer lugar se han estudiado las variaciones en las poblaciones elec-
trónicas átomicas y en los términos energéticos intra- e inter-átomicos que acom-
pañan al proceso de excitación electrónica vertical y a la posterior relajación nu-
clear, la cual se ha dividido en dos etapas: la relajación manteniendo la simetría
Cs del sistema y la piramidalización del C.
Se encuentra que en la excitación al singulete excitado npi∗, los átomos del
enlace carbonílico se estabilizan y, en consecuencia, las interacciones entre am-
bos son menos efectivas. Este hecho está de acuerdo con la idea de poblar el
orbital pi∗CO y también indica que la naturaleza del enlace CO ha cambiado. Cu-
riosamente, el alargamiento del enlace CO que tiene lugar en el estado excitado
concierne principalmente un desplazamiento de densidad electrónica de tipo σ,
y no de tipo pi, como podría deducirse de la nomenclatura orbitálica. Además,
la piramidalización del átomo de C puede entenderse como un proceso de ro-
tura de la simetría de la densidad electrónica, que viene acompañada de una
reducción en la repulsión electrón-electrón entre el C y el O.
Por otro lado, también se ha abordado la distribución de electrones entre las
diversas cuencas átomicas del sistema. Para ello se ha combinado la función
de distribución de los electrones (“electron distribution function” o EDF) con el
hueco de Fermi promediado sobre dominios (“domain-averaged Fermi hole” o
DAFH). De manera interesante, ese estudio da lugar a resultados que pueden
aplicarse no solo a estados excitados. Por ejemplo, se encuentra que el “link” σ
contribuye más al indice de deslocalización del enlace CO que el “link”pi, lo cual
se puede explicar perfectamente usando razonamientos estadísticos. Por otro
lado, también se aclara un importante error de concepto que normalmente se
comete en química: poblar un orbital antienlazante no implica, necesariamente,
una disminución del índice de deslocalización entre los átomos enlazados. Más
curiosa resulta aun la concepción propuesta para la transición al primer estado
excitado. No solo puede considerarse como un proceso en el que un electrón
salta de un par solitario del oxígeno al orbital pi∗ del enlace CO, sino que puede
ser interpretado como una rotación de 90 grados de ese electrón del par soli-
tario.
Para finalizar, se ha estudiado mediante métodos topológicos el llamado efecto
Z en centros sp2. Este se encuentra en moléculas tales como ácidos carboxílicos,
esteres, amidas secundarias, y sistemas similares, y se define como la preferen-
cia conformacional de la unidad X=C-Y-R (por ejemplo, en un ácido carboxílico,
X=Y=O y R=H) por la disposición Z, en la que X y R están enfrentados. Para
este efecto se han dado diferentes explicaciones en la bibliografía, pero, debido
a su similitud con el efecto anomérico, se suele aceptar para ambos la misma in-
terpretación: una interacción hiperconjugativa entre el par solitario del átomo
Y y el orbital σ∗CX . Sin embargo, varios estudios han mostrado que la interac-
ción hiperconjugativa no es el mejor modelo para entender el efecto anomérico.
Un ejemplo es el trabajo de Yirong Mo (Nat Chem, 2010, 2, 666–671), que ha-
ciendo uso de la teoría de enlace valencia encuentra que el efecto anomérico
se entiende mejor en términos de interacciones electrostáticas. Además, el mo-
delo hiperconjugativo no puede ser aplicado a sistemas de importancia bioló-
gica, como son proteínas o el ácido peptidonucleico. El átomo de N adyacente
al enlace carbonílico enestos sistemas, al igual que en amidas secundarias, no
presenta un par solitario que se pueda deslocalizar en el orbital σ∗CO. Es, por
tanto, necesario buscar otra explicación para justificar esta preferencia confor-
macional.
A través de las herramientas disponibles en la “Quantum Chemical Topology”
(QCT), se ha estudiado el sistema más sencillo que presenta la preferencia Z: el
ácido fórmico. El análisis de la variación de distintas propiedades a lo largo
de la rotación rígida desde el conformero E hasta la conformación Z da lu-
gar a resultados casi indiscutibles: de existir, la interacción hiperconjugativa
tiene muy poco peso en la preferencia conformacional. Tanto la evolución de
las poblaciones atómicas, como de la deslocalización electrónica en la unidad
OCO, así como otras magnitudes, están de acuerdo con el papel jugado por la
resonancia pi en la barrera de rotación, pero esto no sucede con la resonancia
σ de la interacción hiperconjugativa. Además, el esquema de átomos cuánticos
interactuando (IQA) demuestra que los términos energéticos encerrados en la
unidad OCO no favorecen la disposición Z y que la preferencia por esta puede
ser mejor entendida como una interacción entre el hidrógeno ácido y el oxígeno
carbonílico. Esta interacción, básicamente de origen clásico, puede extenderse
perfectamente a los sistemas biológicos previamente comentados.
Para finalizar, puede considerarse la serie de moléculas HCX-OH, con X= O,
S, Se. En ellas, se cambia en átomo X, que es uno de los involucrados en la
interacción que favorecía la conformación Z. Dado que la población atómica de
X aumenta al ir de O a Se, es de esperar que la interacción con el hidrógeno ácido
(que posee una significante carga positiva) sea más favorable. De esta forma se
espera que la preferencia por la disposición Z aumente al pasar de O a Se. Por
otro lado, si se tiene en cuenta un razonamiento hiperconjugativo, es de esperar
que la interacción entre el par solitario y el orbital σ∗CX sea menos favorable
al avanzar en la serie, por lo que el efecto Z sería menos pronunciado. Los
cálculos muestran que la preferencia por la conformación Z es mayor al pasar
de O a Se, de acuerdo con la interacción X· · ·H y en contra de las expectativas
hiperconjugativas.
De esta forma, se expande el uso de la QTAIM a estados electrónicos excitados y
a la obtención de factores de peso que evalúan la importancia de las estructuras
de Lewis. Además, esta teoría se complementa con otros métodos de análisis
de la densidad electrónica, como son la ELF o los orbitales naturales localiza-
dos definidos dentro del método de orbitales naturales de enlace (NBO). Fi-
nalemente, se hace uso de la teoría de Bader para analizar un efecto químico
concreto, como es la preferencia Z en centros sp2.
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“Science is not a body of knowledge, nor a be-
lief system, it is just a term which describes hu-
man kind’s incremental acquisition of understand-
ing through observation.”
Tim Minchin
1
The game begins: Preface
We can state, almost without any doubt, that curiosity is the basis of science vo-
cation. Certainly, science also requires discipline and hard work, but the desire
of knowing is the driving force in a good research. That is why I would like to
tackle this thesis differently to the standard way: let us consider it as a game,
where curiosity plays the significant role. In this manner, we need to define the
basic elements of this game: the rules, the player and the goal.
The rules: any game consists of a set of rules that has to be fulfilled, and this
thesis is not an exception. Concretely, it is at this point where the quantum
theory of atoms in molecules, QTAIM [1], makes its spectacular appearance: the
player/s will be only allowed to define the atoms of his/their systems according
to this rule. The suitability of this rule is, sometimes, discussed by the players
1
2 Chapter 1. Preface
of this game and even by the spectators. However, why do we not just have fun
instead of arguing about the convenience of the established rules?
The player: according to game terminology, we could say that this game presents
both local and online modes. The local one would be set in the kingdom of Vigo,
whereas the online mode would allow the main player to collaborate with other
players around the world. In this thesis, only the exotic world of Ciderland (also
called “Asturies”) and Beerland (aka Vienna) were available. In this manner,
this manuscript would be the result of the adventures and misadventures of a
youth who finished its basic formation in the alchemy guild (modernly known
as Chemistry).
The goal: our young alchemist is thirsty of knowledge about some basic (and
no so basic) concepts. He thinks they are not properly understood and he wants
to master them in order to get a superior rank (PhD).
In this manner, we have the main player, namely the author of this manuscript,
the motivation of the game, viz. curiosity, and the rule governing the evolution
of the game, the QTAIM.
“It took less than an hour to make the atoms, a
few hundred million years to make the stars and
planets, but five billion years to make man!”
George Gamow
2
The goals: Introduction
The adventure of our little hero starts: he has to overcome different quests in
order to be promoted to a higher rank in the guild. The way to tackle such
quests and the achievements obtained in them will be evaluated by the guild
Committee of Wise Men.
In this chapter, we will present the different topics (quests) that will be the
essence of this PhD thesis. They list as follows:
Quest #1: A topological estimator for the electronegativity
The effect of the electronegativity difference on the bond electron density will be
analyzed here. The main goal consists in the definition of a novel electronega-
tivity estimator [2], which will measure the direct effect of the electronegativity
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difference in the distribution of the bond electron density. This topological en-
tity will be tested in different paradigmatic systems [2, 3]. To accomplish such
an undertaking, the QTAIM [1] will be combined with two common methods
to define bonds in molecules: the electron localization function [4, 5] and the
natural localized molecular orbitals [6].
Quest #2: The contribution of Lewis structures from QTAIM
Lewis structures are present in a lot of reasonings in the world of chemistry.
His ideas about the molecular bonding structure took root so much that it is
necessary to find ways of retaining them within the modern theories. For this
reason, developping new strategies to procure the importance of each Lewis
structure is certainly of interest. The main aim of this part consists in relating
diverse quantities defined within the QTAIM to such structures and to measure,
through them, the relevance of the considered Lewis structures [7, 8].
Quest #3: Enriching the chemical knowledge about excited states
Diverse analyses included within quantum chemical topology have shown to
be very valuable to understand key concepts in the Chemistry of ground state
molecules. However, studies analyzing them in electronically excited states
(EES’s) are actually scarce. Indeed, QTAIM is usually thought of as a theory
of ground state molecules. In this chapter, it will be shown that QTAIM is ver-
satile enough to deal with EES’s and how the results can expand their simple
molecular orbital conception [9, 10].
Quest #4: The z-effect through topological eyes
This last chapter of results will concern a conformational preference of biological
interest: the z effect [11]. The QTAIM, combined with other tools of quantum
topological analysis, will be used to study the origin of this preferred nuclear
arrangement in the simplest structure displaying z preference, the formic acid
[12–14]. This z effect is normally explained by invoking a hyperconjugative
interaction. One of the goals of this chapters consists in showing that such an
interaction plays no leading role in this conformational effect.
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With our goals defined, it is time to give way to the main content of this dis-
sertation. The third chapter encompass the rules of the game, as well as their
consequences. Chapters four to seven include the discussion about the previ-
ous quests. Finally, chapter eight gathers the most important conclusions of this
thesis.

“There is nothing that living things do that can-
not be understood from the point of view that they
are made of atoms acting according to the laws of
physics.”
Richard P. Feynman
3
Our hero’s skills: Background
information and theory
It is time to get serious. The hilarious beginning of this thesis (Preface and
Introduction) does not imply we can skip the physical background needed to
understand this work. We need to get our hand dirty for a moment.
This chapter will include the essential concepts that are really needed to un-
derstand this thesis. In my humble opinion, there is no need for bringing back
concepts as Hartree-Fock (HF), Density Functional Theory (DFT), or post-HF
methods, as they are known by all computational chemists, they can be found
in almost every book of general quantum chemistry [15–17], and they would
make this chapter boring and filled with unnecessary information.
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Anyhow, following the thread of initial history, we could consider this chapter
as a summary including the knowledge needed by the player to overcome the
quests we will discuss later on.
3.1 Topology induced by scalar fields
Among the different topologies that can be defined in the Rn spaces, it is of
interest the topology induced by a gradient dynamical system (GDS). As mathe-
matical formalities can be found in different books (for example, that of Hirsch
and Smale [18]), let us just analyze a simple example for the sake of simplicity.
We can consider the scalar function V : R2 → R plotted in Figure 3.1a, with
its projection onto the XY plane in Figure 3.1b. This function is, basically, the
sum of four different Gaussian functions centered at the corners of a square.
The GDS associated to V is given by the vector field ∇V (Figure 3.1c) and the
trajectories of this dynamical system are defined by the system of differential
equations r˙ = ∇V , whose solution can be written in terms of the parametric
curves:
r(t) = r(t0) +
∫ t
t0
d t∇V (r(t)) (3.1)
Each “trajectory” must originate or end up either at a point where ∇V = 0, or
at infinity. In Figure 3.1c, we observe how the trajectory, started at the X mark,
ends up at the bottom right maximum.
The previous fact is, actually, of interest: a (x , y) point can be ascribed to one
of the four maxima of our function according to its trajectory. To understand
the consequences of this, we can now consider a bunch of random points in
R2, as those shown in Figure 3.2a. We can calculate each individual trajectory
according to equation 3.1 and group them using the endpoint of the path as
a clustering criteria. The result, shown in Figure 3.2b, clearly points towards
the division of R2 in four subsets, called basins of attraction. The special points
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FIGURE 3.1: Shape of our chosen function, V : R2→ R, in 3D (a) and its bidi-
mensional projection onto the XY plane (b). A random point is also considered
(X) in (b). Its trajectory, according to eq 3.1, is shown in (c), together with the
gradient field associated to V .
defining the separation between attraction basins (blue dotted line in Figures
3.2b and 3.2c) constitute their separatrices, S(r). A trajectory initiated at any
point of S(r) does not end in any maxima of V (x , y), due to the fact that the
vector ∇V is tangent to the surface of an attraction basin at every point. This
property can be written as:
∇V (r) · n(r) = 0 ∀r ∈ S (3.2)
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where n is the normal to the surface. Its integrated version leads to the famous
“zero-flux condition”: ∮
S
ds∇V (r) · n(r) = 0 (3.3)
FIGURE 3.2: One thousand random points in the domain of our function (a)
and their corresponding trajectories (b), which present a given colour depend-
ing on their endpoint. Colour codes set as follows: red for tr, cyan for tl,
green for br, and black for bl - with b, t, l, and r being bottom, top, left, and
right, respectively. In subfigure (c), the random points shown in (a) exhibit the
colour ascribed to the endpoint of their trajectory. Finally, dotted blue lines in
(b) and (c) represent the separatrices of the system.
In this manner, a given field V : Rn → R can be used to induce an exhaustive
topological partition of Rn into V attraction basins, whose delimiting surfaces
fulfill the zero-flux condition in its gradient vectors.
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3.2 Condensing information: reduced density ma-
trices
In the world of Quantum Mechanics, the information needed to describe the
state of a system of N particles is contained in its wavefunction, Ψ(x1, ..., xN ), or,
equivalently, in its N -body (or von Neumann N th-order) density matrix [19, 20],
defined by the product:
ΓN (x1, ..., xN ; x
′
1, ..., x
′
N ) = Ψ(x1, ..., xN )Ψ
∗(x ′1, ..., x
′
N ) (3.4)
where the asterisk denotes complex conjugation and x is understood as a com-
bined space-spin coordinate x i = (ri,σi). Of particular interest is the diagonal
of this general object, ΓN (x1, ..., xN ),† inasmuch as the probability of finding, si-
multaneously, particle 1 in the differential element dx1, particle 2 in dx2, ...,
and particle N in dxN is given by ΓN (x1, ..., xN )dx1...dxN .
Although we deal with many-electrons systems, we are normally interested in
probability functions referring to a few particles at a time. This leads us to p-th
order “reduced” density matrices (p-RDMs), defined as:
Γ
(p)
N (yp; y
′
p) =
N !
(N − p)!
∫
dτp+1 ΓN (yp,τp+1; y
′
p,τp+1) (3.5)
with yp =

x1, ..., xp
	
and τp+1 =

xp+1, ..., xN
	
. Notice that, although the sym-
bol Γ is being used (normally associated to Löwdin’s normalization [21]), we
are considering McWeeny normalization criteria for the p-RDMs.
In general, chemists are only interested in the first and second order RDMs, as
nature was kind enough to provide us with electrons that can be described with
two-particle interactions only. In this context, two functions related to these
† It is obtained when x ′i = x i for all the electrons (i ranging from 1 to N). Thus, we have
ΓN (x1, ..., xN ) = ΓN (x1, ..., xN ; x1, ..., xN ).
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RDMs stand out. The first one is the so-called (spinless) electron density:
ρ(r1) =
∑
σ1
Γ
(1)
N (x1) = N
∑
σ1
∫
dτ2ΓN (x1,τ2) (3.6)
which is the probability per unit volume of finding an electron in dr1 at point
r1, regardless of spin. It is, possibly, one of the most important functions in
Quantum Chemistry, as it can be experimentally measured by X-ray crystallog-
raphers. The second one is spinless electron pair density, also known as the pair
function:
ρ2(r1, r2) =
∑
σ1,σ2
Γ
(2)
N (x1, x2) =
N(N − 1)
2
∑
σ1,σ2
∫
dτ3ΓN (x1, x2,τ3) (3.7)
which determines the probability of (any) two electrons being found simulta-
neously at points r1 and r2 with any combination of spins. This function tells
us how the motions of two different electrons are correlated as a result of their
interactions.
3.3 Two chemically important scalar fields
In the first section of this chapter, we have understood how a given scalar func-
tion V : Rn→ R can be used to divide the set of points defining Rn into different
subsets. Which points are clustered together into the same subset depends on
the topology of V . At this point, it should be obvious that meaningful scalar
functions should induce meaningful partitions. On the other side, the previous
section has clarified that all the information of our system is contained into its N -
body density matrix. Interestingly, its “reduced” versions are normally enough
for most of our chemical purposes. Thence, gathering together these ideas, we
may infer that scalar fields constructed from RDMs must carry chemical and
physical information, as well as its induced topology.
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Here, we will show how the 1-RDM and the 2-RDM can be used to split R3
into entities with chemical significance. Whereas the 1-RDM plays its role in
the wonderful world of the induced topology through the electron density, the
2-RDM does it by following the road paved by the electron localization function
(ELF). These two well-known scalar fields are (probably) the most notorious in
Quantum Chemical Topology (QCT [22]).
3.3.1 The electron density
The topology induced by the electron density (equation 3.6) is the cornerstone
of Bader’s theory of atoms in molecules [1, 23–25]. The form assumed by the
distribution of charge in the molecule is the physical manifestation of the forces
acting within the system. Concretely, the attractive force exerted by the nuclei
is responsible for the single most important topological property exhibited by a
molecular charge distribution of a many-electron system: ρ(r) exhibits (in gen-
eral) local maxima only at the positions of the nuclei. As an example, the elec-
tron density of BH3 in its molecular plane is plotted in Figure 3.3a, where each
of the four maxima is located at a nuclear position.‡ With all the ρ-attractors
localized, the next step consists of obtaining the separatrices of our dynamical
system. They are represented in Figure 3.3b, where we can confirm that each
attraction basin contains but one (and only one) nucleus. In this fashion, recog-
nizable atomic forms are created within the charge distribution of the molecule:
we are in the presence of “atomic basins”.
This elegant procedure to define the atoms-in-the-molecule is, in essence, simple
and intuitive. Moreover, atoms defined in such a manner exhibit interesting
properties, but we will return to this subject later (Section 3.4).
‡ This is not exactly true: the attractor of each hydrogen basin is not exactly located at the
corresponding nuclear position. This is due to the fact that hydrogen nucleus is a weak electron
density attractor.
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FIGURE 3.3: Topology induced by ρ in the BH3 molecule. The electron density
in the molecular plane is shown in (a) whereas the atomic basin separatrices
(zero-flux surfaces) are shown in (b). Isosurfaces of ρ > ρbcp, ρ = ρbcp and
ρ < ρbcp (top to bottom) are shown in (c).
To conclude this subsection, let us discuss about the intuitiveness of this atomic
definition by analyzing the ρ isosurfaces plotted in Figure 3.3c. The upper iso-
surface, characterized by a large value of ρ, is divided into four independent
pseudo-spheres, each one containing one nucleus. It seems natural to associate
the electron density enclosed by each sphere to the corresponding trapped nu-
cleus. This atomic classification of the electron density holds until the four
spheres merge (middle case). The critical density for which a pair of “atomic-
spheres” first bond each other define a special point in R3. It is known as bond
critical point (bcp) and, if we are to define the atoms as clearly bounded enti-
ties, we have no alternative but to consider it as part of the separation between
the bonded atoms. As we move into larger ρ isosurfaces (bottom one in Figure
3.3c), more points would form part of this separation which delimits the molec-
ular atoms. This is, exactly, how atoms are defined when the topology induced
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by ρ is invoked.
3.3.2 The electron localization function
The electron localization function (ELF) [4, 5] was introduced by Becke and
Edgecombe as a “simple measure of electron localization in atomic and molec-
ular systems” [4]. In order to understand this function, we first need to define
the same-spin pair probability function:
Dσ(r1, r2) = Γ
(2)
N ([r1,σ], [r2,σ]) (3.8)
It corresponds to the probability of finding simultaneously one electron at r1
and another at r2, both with the same spin σ. Thus, the same-spin conditional
probability function§ can be written as:
Pσ(r2|r1) = Dσ(r1, r2)
ρσ(r1)
(3.9)
where ρσ(r1) = Γ
(1)
N (r1,σ). Using it, we can obtain the conditional probability
of finding a same-spin electron at a distance s of the electron at r1. This involves
taking a spherical average on a sphere of radius s around r1, S(s, r1):
pσ(s|r1) = 14pi
∫
S(s,r1)
dSPσ(r2|r1) (3.10)
where the integration is done for the r2 spatial coordinate. For small values of
s, the Taylor expansion of pσ(s|r) takes the form [4]:
pσ(s|r) = 13

1
2
∇2r′Dσ(r, r′)r′=r
ρσ(r)

︸ ︷︷ ︸
Cσ(r)
s2 +O (s3) (3.11)
§ It is the probability of finding a σ-spin electron at r2 knowing that there is one σ-spin
electron at r1.
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The coefficient of s2 (except for the one-third factor), Cσ(r), tells us how large
the same-spin conditional probability function is at each point in space. There-
fore, it is considered an inverse measure of localization: the smaller this mag-
nitude is, the more likely that an electron avoids electrons of equal spin. This
amount can be calibrated with Cσ(r) for the homogeneous electron gas of the
same density, C0
σ
(r), giving rise to the adimensional ELF kernel:
χELF(r) =
Cσ(r)
C0
σ
(r)
(3.12)
As a consequence of the “inverse relationship”, and also in order to get a rea-
sonable scaled quantity, the ELF (η) is defined as the Lorentzian projection of
the ELF kernel:
η(r) =
1
1+χ2ELF(r)
(3.13)
Interestingly, the ELF was originally introduced assuming a Hartree-Fock for-
mulation. In that situation, Cσ(r) is given by:
[Cσ(r)]
HF = τσ(r)− 14
|∇ρσ(r)|2
ρσ(r)
(3.14)
where the positive-definite kinetic energy density, τσ, is just
∑
i|σ |∇φi|2, whose
summation is restricted to the φi molecular orbitals of σ spin.
As an example, the ELF topology in the water molecule is depicted in Figure
3.4a. We can recognize five attractors in the ELF topology, each one giving rise
to an ELF basin (3.4b). Its attraction basins remind the standard Lewis structure
for the water molecule. Clearly, one of the basins represents the oxygen (1s)
core electrons, whereas two of them accounts for the two oxygen lone pairs.
Finally, the remaining basins describe the electrons involved in the two O-H
bonds.
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FIGURE 3.4: Topology induced by the electron localization function (ELF) in
the H2O molecule. On the one hand, ELF isoline maps in the two symmetry
planes of the molecule and an ELF isosurface of 0.905 are shown in (a). On
the other hand, the five ELF basins, limited by ρ = 0.05 au, are depicted in
(b).
3.4 Our rule for atoms: why QTAIM?
The topology induced by ρ is the foundation of Richard Bader’s Quantum The-
ory of Atoms in Molecules (QTAIM). According to him, an atom, free or bounded,
is defined as the union of a ρ-attractor and its associated basin. However, al-
though reasonable, a topological criteria should not be enough to properly de-
fine the atoms in a molecule. Fortunately, there do exist deep theoretical reasons
that justify Bader’s definition of an atom. Concretely, Bader and co-workers have
shown that the topology induced by ρ comes from generalizing the Quantum
Theory to subsystems in R3. His interesting argumentation can be found in his
delightful book [1] as well as in diverse of his addictive manuscripts [24–26].
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Analyzing in detail Bader’s ideas is out of the scope of this dissertation, but we
can list some of the interesting properties exhibited by its atomic basins.
3.4.1 Well-defined kinetic energy
Two plausible kinetic energy densities (KED) can be defined for a system of
N-electrons. The first one is the Schrödinger KED, given by:
K(r) = − ħh
2
4m
 ∇2 +∇′2 Γ (1)(r, r′)|r=r′ (3.15)
whereas the second one, called gradient KED, is defined as follows:
G(r) = − ħh
2
2m
∇∇′Γ (1)(r, r′)|r=r′ (3.16)
These two quantities are related by L(r), the Laplacian of the electron density,
as follows:
K(r)− G(r) = − ħh
2
4m
∇2ρ(r)︸ ︷︷ ︸
L(r)
(3.17)
The integration over a region of the space Ω yields:∫
Ω
drK(r) =
∫
Ω
drG(r)− (ħh2/4m)
∮
dS(Ω)∇ρ(r) · n(r) (3.18)
where the integral over the surface bounding the region Ω arises from Gauss’
theorem. There are two straightforward cases for which the surface integral
will always vanish yielding an equality in the kinetic energy expectation values:
(i) when the integral is taken over all the space and (ii) when the region Ω is
bounded by a surface of zero flux in the gradient vector of the charge density
(equation 3.3).
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In this manner, the kinetic energy of the topologically defined atom, T (Ω), is a
well defined quantity, T (Ω) = K(Ω) = G(Ω), in correspondence with the total
system (the molecule) result.
3.4.2 Atomic virial theorem and atomic energy
The virial of a system is defined to be the average:
V = 
−r∇bV (r)= 
r · bF(r) (3.19)
When F is the Ehrenfest force acting on the electrons, V represents the potential
energy of the electrons. Interestingly, when dealing with a stationary state, the
hypervirial theorem [27] leads to V = −2〈bT 〉.
If the force exerted on the electron density at a point in space is considered, a
local form of the virial theorem can be obtained [1]:
V (r) = (ħh2/4m)∇2ρ(r)− 2G(r) (3.20)
and, integrating the r coordinate for the atomic basin Ω, we get:
V (Ω) = −2T (Ω) (3.21)
which is identical to the virial theorem for a total system (the negative of twice
the average kinetic energy of the electrons equals the virial of the forces exerted
on them).
The energy of an atom in a molecule, Ee(Ω), is purely electronic in origin and is
defined as:
Ee(Ω) = T (Ω) +V (Ω) = −T (Ω) = 12V (Ω) (3.22)
Like other atomic properties defined within the QTAIM framework, the sum of
these energies in a system equals the total electronic energy, Ee =
∑
Ω Ee(Ω).
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Notice that the molecular energy is given, in fact, by:
E =
®bT +∑
i
ri ·ÒFi¸︸ ︷︷ ︸
electrons
+
∑
α
Xα ·cFα︸ ︷︷ ︸
nuclei
= Ee + En (3.23)
where Xα stands for Cartesian coordinates of the nucleus α and Fα for the forces
acting on it. When there are no forces acting on any of the nuclei in the system
(equilibrium configuration), the nuclear energy of the system (En) vanishes and
the sum of the energy of the atoms equals the total molecular energy.
It is important to notice that a spatial partitioning of the total energy is not a
trivial problem, because it requires a partitioning of the potential energy contri-
butions. Fortunately, the virial theorem identifies the potential energy with the
virial of the forces exerted on the electrons which, unlike the energy, are local
[28].
3.4.3 Reasonable and well-behaved electron populations
The electron population associated to a region Ω is given by:
N(Ω) = NΩ =
∫
Ω
ρ(r) (3.24)
When these regions are atomic basins, it is also possible to deal with atomic
charges, defined by:
q(Ω) = qΩ = ZΩ − NΩ (3.25)
where ZΩ is the corresponding nuclear charge enclosed within the atomic basin.
Interestingly, Bader’s atoms present reasonable atomic charges and they also
reproduce expected trends in prototypical systems. Thus, for example, hydro-
gen charges in methane, ammonia, water, and hydrogen fluoride are -0.062,
+0.373, +0.619, and +0.757 au, respectively (at HF/cc-pVDZ level). These
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values agree with the increasing electronegativity of the heteroatom in the se-
ries.
3.4.4 Transferability
The cornerstone of conceptual chemistry is that some properties attributed to
atoms and functional groups are transferable from one molecule to another. This
observation provides a basis for group additivity schemes and it is exemplified
by the constancy of group contributions to thermodynamic and spectroscopic
properties. Different properties defined for Bader’s atoms (as atomic popula-
tions, energies, dipole moments, volumes, etc.) have demonstrated to be trans-
ferable among different molecules [23], which strengthens Bader’s definition
of atom. Thus, the topological atoms exhibit the very properties of additivity
and transferability that are the operational essentials to the concept of atoms in
molecules.
3.4.5 Bond paths and molecular graphs
Each topological feature of ρ(r), whether it be a maximum, a minimum, or a
saddle point, has associated with it a critical point (cp) denoted by the coor-
dinate rc where ∇ρ(rc) = 0. Among the different kind of critical points that
can be found, there are two which clearly stand out: the nuclear critical points
(ncps) and the bond critical points (bcps). All the curvatures of ρ at a ncp are
negative, meaning that ρ is a local maximum at rncp. However, two curvatures
are negative (ρ is a maximum in the plane defined by the two associated axes)
and one is positive (minimum along that axis) for a bcp.
As it was previously indicated (section 3.3.1), a bcp is found between every pair
of ncps (normally at nuclear positions) which, on chemical considerations, are
considered to be “bonded” to one another. Interestingly, a pair of trajectories
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originated at a bcp terminate at the neighboring attractors. This two trajectories
define a line known as “bond path” [29, 30]. It links the basins of neighboring
nuclei and its electron density is a maximum with respect to any neighboring
line.
The set of bond paths linking pairs of neighboring attractors, with its associated
bcps, is known as “molecular graph” and it gets rise to a molecular structure
without requiring arbitrary definitions of chemical bond. Some examples can
be found in Figure 3.5. This recovery of a chemical structure in terms of a
property of the charge distribution is a very remarkable and important result
within Bader’s theory.
FIGURE 3.5: Molecular graphs for water (a), ethane (b), and cyclohexane (c).
Small red spheres along the bond paths represent the position of the bond
critical points.
3.5 The electronic delocalization
If electrons were uncorrelated particles, the pair density of a system of N elec-
trons would be given by:
ρunc2 (r1, r2) =
N − 1
N
ρ(r1)ρ(r2) (3.26)
Consequently, the difference between ρ2 and ρ
unc
2 accounts for the effects asso-
ciated to the electron correlation. In connection to this idea, it is common to
Chapter 3. Background information and theory 23
find ρ2 divided into Coulomb and exchange-correlation components:
ρ2(r1, r2) = ρ(r1)ρ(r2) +ρ
xc
2 (r1, r2) (3.27)
where the Coulomb contribution is given precisely by ρ(r1)ρ(r2).
In his QTAIM, Bader defined two interesting quantities related to the exchange-
correlation term [31, 32] through the FΩΩ′ integrals, given by:
FΩΩ′ =
∫
Ω
dr1
∫
Ω′
dr2ρ
xc
2 (r1, r2) (3.28)
The first quantity is the so-called localization index of the basin Ω, defined by
λΩ = −FΩΩ. It offers a measure of the average number of electrons located in
the basin Ω. The second one is the delocalization index between two atomic
basins Ω and Ω′, δΩΩ′ = −FΩΩ′ − FΩ′Ω, and it measures the number of electrons
delocalized between the two atomic basins.
Furthermore, these two definitions are related to the average number of elec-
trons associated to Ω:
NΩ = λΩ +
1
2
∑
Ω′ 6=Ω
δΩΩ′ (3.29)
This decomposition of NΩ into localized and delocalized parts provides an in-
teresting bridge connecting quantum chemistry to Lewis structures [8, 33–35].
3.6 Interacting Quantum Atoms
The partition of the three-dimensional space into atomic domains also implies
the partition of scalar functions defined in R3. Thus, the electron density of our
system can be rewritten as a sum of the electron density of each basin:
ρ(r) =
∑
Ω
ρΩ(r) (3.30)
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where ρΩ(r) = ρ(r) if r ∈ Ω and ρΩ(r) = 0 otherwise.
Since the non-relativistic Born-Oppenheimer molecular Hamiltonian contains
only one and two particle terms, the total energy of a molecule may be obtained
from just the spin-free 1-RDM, ρ(r; r′), and the pair density, ρ2(r, r′). If we are
able to get a consistent partition of these functions using exclusively the well-
defined partition of ρ(r) into atomic densities, we would achieve a partition of
the total energy. A solution to this old problem [36] was proposed by Li and
Parr almost thirty years ago [37]. Following these authors, we can define the
atomic weighting functions (AWFs) as:
wΩ(r) =
ρΩ(r)
ρ(r)
(3.31)
and concretely, for QTAIM, we get:
[wΩ(r)]
AIM =
¨
1 if r ∈ Ω
0 elsewhere
«
(3.32)
Using these weighting functions, we can partition the spin-free 1-RDM in the
form:
Γ
(1)
N (r; r
′) =
∑
Ω
wΩ(r
′)Γ (1)N (r; r′) =
∑
Ω

Γ
(1)
N (r; r
′)

Ω
(3.33)
A very similar scaling is done to partition the pair function, this time, with a
double scaling for electrons 1 and 2:
ρ2(r1, r2) =
∑
Ω
∑
Ω′
wΩ(r)wΩ′(r
′)ρ2(r1, r2) =
∑
Ω
∑
Ω′
[ρ2(r1, r2)]ΩΩ′ (3.34)
These ideas lead to a partition of all the energy components into intra- and
interatomic contributions [38]:
E =
∑
Ω

TΩ + V
ne
Ω
+ V ee
Ω
︸ ︷︷ ︸
Enet (Ω)
+
1
2
∑
Ω
∑
Ω′ 6=Ω

V nn
ΩΩ′ + V
ne
ΩΩ′ + V
ne
Ω′Ω + V
ee
ΩΩ′
︸ ︷︷ ︸
Eint (Ω,Ω′)
(3.35)
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where V ne accounts for the nucleus-electron attraction and both V ee and V nn
represent the electron-electron and the nucleus-nucleus repulsions. The collec-
tion of all the terms taking place exclusively in one atomic atom defines the net
energy for an atom, Enet , whereas those terms including two different atomic
basins give rise to the interaction energy, Eint .
According to equation 3.35, a molecular system can be analyzed in terms of its
constituent elements (atoms) and their interactions. This point of view resem-
bles the traditional conception of chemistry before the introduction of quantum
mechanics and it does not invoke orbital definitions.
3.7 Our little bit to the Topological Approach
The superposition of ELF basins upon the QTAIM partition allows us to un-
derstand an atomic basin, Ω, as a set of sub-basins with chemical significance.
Thereby, the electron population of an atomic basin can be split into different
terms:
NΩ =
M∑
i
N(Ci ∩Ω) +
M∑
i
∑
k
N(Vki ∩Ω) + 12
∑
i
∑
j 6=i
∑
k
N(Vki− j ∩Ω) (3.36)
where M is the number of nuclei, N(B ∩Ω) represents the contribution of the
ELF basin B to the population of the atomic basin Ω, Ci is the core basin of atom
i, V ki is the k-th ELF monosynaptic basin of atom i (i.e. a lone pair of electrons),
and V ki− j is the k-th ELF disynaptic basin representing the i − j bond.¶
In the ideal situation, according to the traditional chemical picture of a molecule,
each QTAIM atomic basin would be composed of the corresponding set of core
and monosynaptic basins (ω represents the nucleus associated to the Ω basin),
¶Valence basins are defined by their synaptic order: monosynaptic when connected only to
one core basin, disynaptic when connected to two core basins, et cetera.
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TABLE 3.1: ELF∩QTAIM scheme for fluoromethanol (Hm and H′m represents
the two methylene hydrogens, whereas the hydroxyl one is detoned by HOH).
Columns and rows represent electron density and ELF basins, respectively.
Oxygen and fluorine monosynaptic ELF basins are merged in a single super-
basin: VA =
∑
kV
k
A for A = O, F. Values are in au and the symbols “·” stand for
populations smaller than 0.001 au.
Bi \ Ω j C Hm H′m O HOH F
∑
j Bi ∩Ω j
CC 2.093 · · · · · 2.093
CO · · · 2.124 · · 2.124
CF · · · · · 2.138 2.138
VO 0.002 · · 4.735 · · 4.737
VF 0.001 · · · · 6.797 6.798
VC−Hm 1.138 0.962 · 0.004 · 0.011 2.115
VC−H ′m 1.138 · 0.962 0.004 · 0.011 2.114
VC−O 0.385 · · 0.993 · · 1.378
VC−F 0.184 · · · · 0.678 0.863
VO−HOH · · · 1.226 0.411 0.001 1.637∑
i Bi ∩Ω j 4.940 0.962 0.962 9.085 0.411 9.636 25.997
and of the contribution of all the disynaptic basins involving ω:
N(Ω) = N(Cω) +
∑
k
N(Vk
ω
) +
∑
j 6=ω
∑
k
N(Vk
ω− j ∩Ω) (3.37)
If this situation is fulfilled, this ELF∩QTAIM scheme narrows down to the distri-
bution of ELF disynaptic basins between the corresponding two atomic basins.
As an example, Table 3.1 presents this partition for the syn conformer of fluo-
romethanol (F-CH2-OH). We observe how each core ELF basin contributes ex-
clusively to the corresponding atomic basin. Lone pairs also show ideal be-
havior, as they are mainly confined in their corresponding QTAIM basin. This
ideal trend is nearly found for disynaptic basins: they basically contribute to the
atoms involved in the corresponding bond. Only C-H disynaptic basins have a
non-negligible (but still of minor importance) contribution in the F atomic basin
(0.011 au).
“Why, sir, there is every probability that you will soon
be able to tax it.”
Michael Faraday’s reply to the minister of finance
when asked of the practical value of electricity
4
Quest 1: A topological estimator for
the electronegativity
In this chapter, we will analyze the distribution of the electron density associa-
ted to a bond. Using our rule for atoms (QTAIM), we will split this density into
atomic contributions, allowing us to quantitatively evaluate the topological ef-
fect of the electronegativity difference in the given bond. From this partition
of the bond, we will be able to define a topological index which is related to
the electronegativity. We will evaluate its behavior, mainly focusing our efforts
in the periodic trends exhibited by hydrogen containing compounds. Moreover,
the relation between hybridization and electronegativity will be also investi-
gated using our novel index.
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The content of this chapter is collected in the following articles [2, 3]:
- “Electronegativity estimator built on QTAIM-based domains of the bond
electron density”
AUTHORS: D. Ferro-Costas, I. Pérez-Juste and R. A. Mosquera.
STATUS: Published in J.Comput.Chem. (2014, 35, 978–985).
- “Exploring the versatility of the gCH topological electronegativity estima-
tor”
AUTHORS: D. Ferro-Costas, N. Ramos-Berdullas and R. A. Mosquera.
STATUS: Published in Comput.Theor.Chem. (2015, 1053, 85–89).
Electronegativity Estimator Built on QTAIM-Based Domains
of the Bond Electron Density
David Ferro-Costas, Ignacio Perez-Juste, and Ricardo A. Mosquera*
The electron localization function, natural localized molecular
orbitals, and the quantum theory of atoms in molecules have
been used all together to analyze the bond electron density
(BED) distribution of different hydrogen-containing compounds
through the definition of atomic contributions to the bonding
regions. A function, gAH, obtained from those contributions is
analyzed along the second and third periods of the periodic table.
It exhibits periodic trends typically assigned to the electronegativ-
ity (v), and it is also sensitive to hybridization variations. This func-
tion also shows an interesting S shape with different v-scales,
Allred–Rochow’s being the one exhibiting the best monotonical
increase with regard to the BED taken by each atom of the bond.
Therefore, we think this v can be actually related to the BED distri-
bution.VC 2014 Wiley Periodicals, Inc.
DOI: 10.1002/jcc.23574
Introduction
Electronegativity (v) is one of the most important and useful
concepts within chemistry. Lots of definitions can be found for
it, from the one found in the IUPAC Gold Book[1] (the power of
an atom to attract electrons to itself ) to those found in books
of general chemistry (as, e.g., “the ability of an atom to attract
toward itself the electrons in a chemical bond,” given by
Chang; or “an atom’s ability to compete for electrons with
other atoms to which it is bonded,” given by Petrucci
et al.).[2,3] Despite the immensity of possible definitions that
can be found, all of them give rise to the same idea: the com-
parison between vA and vB is somehow a measure of how
much of the A AB bond electron density (BED) is taken by (or
attracted to) each of the atoms involved in it.
Different scales of v were proposed throughout the years,
Pauling[4] being one of the first to provide a fully quantified
scale for its measurement [Pauling’s Electronegativity (PE)], on
the basis of thermal data interpreted through simple quantum
mechanical arguments.[a] In his scale, the difference of electro-
negativity between two atoms, A and B (vA2vB5v
B
A), depends
on the difference between the bond energy of the AAB bond,
EbAB , and that predicted from additivity considering AAA and
BAB covalent bonds, ðEbAA1EbBB Þ=2, as indicated in eq. (1)
(bond energies in eV). Usually, the value for H (vH52:20, given
by Huggins in 1953)[9] is assigned as the basis of the scale of
relative electronegativities.[10]
vA2vBð Þ25 EbAB2
EbAA1E
b
BB
2
 
(1)
Together with PE, other two scales are of great popularity: Mul-
liken’s and Allred–Rochow’s electronegativities (ME and A-RE,
respectively). On one hand, Mulliken[11] proposed the arithmetic
mean of the ionization potential (IP) and the electron affinity (EA),
eq. (2), as a good measure of the ability of an atom to attract elec-
trons to itself. As Mulliken did, it is of importance to point that
these two magnitudes are not those of the ground state of the
atom, but those of the valence state. According to this definition,
an electronegativity value can be given to an atom depending on
the valence state it assumes in a molecule.
vA5
IP A1EA A
2
(2)
Conversely, Allred and Rochow related v to the force of
attraction between a nucleus and an electron from a bonded
atom,[12] through the use of the effective nuclear charge (Zeff )
experienced by valence electrons, and the covalent radius, rcov,
as shown in eq. (3) (rcov in A˚).
vA5 0:359 
Zeff
r2cov
1 0:744 (3)
It is remarkable that, within the framework of the concep-
tual density functional theory (DFT),[13] Mulliken’s electronega-
tivity arises as a finite-difference approximation[14] of the
definition given by Iczkowski and Margrave,[15] shown in eq.
(4), where E is the energy of the system, N is the total number
of electrons, and v is the external potential. However, this elec-
tronegativity differs from the original given by Mulliken
because, as it is restricted to the ground states, it only involves
the IP and the EA of ground state atoms.
This article was published online on 9 March 2014. An error was subse-
quently identified. This notice is included in the online and print versions
to indicate that both have been corrected on 24 March 2014.
D. Ferro-Costas, I. Perez-Juste, R. A. Mosquera
Departamento de Quımica Fısica, Universidade de Vigo, Facultade de
Quımica, Lagoas-Marcosende s/n, 36310, Vigo, Galicia, Spain
E-mail: mosquera@uvigo.es
Contract/grant sponsor: Spanish Ministry of Economy; contract/grant
number: CTQ2010-21500
VC 2014 Wiley Periodicals, Inc.
[a]Contrary to popular belief, there are two scales of electronegativities[5]
preceding Pauling’s one: the V/S scale[6,7] of Worth Rodebush and the Ionic
Potential scale[8] of Groves Cartledge.
978 Journal of Computational Chemistry 2014, 35, 978–985 WWW.CHEMISTRYVIEWS.COM
FULL PAPER WWW.C-CHEM.ORG
Chapter 4. A topological estimator for the electronegativity 29
v52
oE
oN
 
v
(4)
From a chemical point of view, Mulliken’s original definition
based on the valence states of the atom is more versatile, as it
allows obtaining diverse electronegativity values for the same
atom, reflecting the effect of different chemical surroundings.
This versatility can be also obtained through the definition of the
orbital electronegativity for the atomic orbital i.[16] This is done
by replacing the total number of electrons by the corresponding
orbital occupation number Ni in eq. (4). Particularly, the electrone-
gativity considering a single occupied atomic orbital i is obtained
using the IP and the EA of the corresponding orbital, IPi and EAi,
in eq. (2). This magnitude is introduced as a measure of the
potential of the orbital to attract and to withhold electrons.[17]
Thus, the use of hybrid orbitals could be intuitively equivalent to
the consideration of valence states in the original ME.
We want to highlight that the scales previously introduced
here are, basically, based on energetic considerations and
none of them is directly related to the amount of BED belong-
ing to a certain atom. As a consequence, the relationship
between electronegativity difference and BED distribution
could be actually considered imprecise.
In this work, we explore two possible ways to measure
directly the ability of an atom to attract the BDE to itself and, as
a consequence, to check if vBA is physically related to the BED
distribution. For such a purpose, we make use of a partitioning
scheme of the three-dimensional space using a combination of
both electron localization function (ELF)[18,19] and quantum
theory of atoms in molecules (QTAIM)[20,21] basins, presented in
a recent work.[22] Furthermore, we also use a scheme based on
natural localized molecular orbitals (NLMOs)[23] and QTAIM. We
think that the use of both schemes could supply pertinent data
to assess if electronegativities and BED are actually related.
It is noteworthy that a similar attempt was performed in the
framework of the natural bond orbital (NBO) theory by Weinhold
and Landis,[24] through the definition of their ionicity parameter
for the AAB bond, iAB.
[25] This parameter is said to measure the
polarity of the rAB NBO bond and it has been nicely related to
the electronegativity difference between A and B.
Electronegativity and Electron Populations
Topological partition and ELF \ QTAIM scheme
Mathematically, the vector field of a scalar function h : R3
! R can be used to split its domain (R3) into basins of attrac-
tion by following the trajectory of $hðrÞ for each point of R3.
The surface around an attractor displaying a zero flux in the
gradient vector of the scalar function, eq. (5), defines the limits
(separatrix) of the basin for the attractor. In this manner, h
gets rise to a disjoint and complete division of the R3 domain
into a set of h-basins limited by the condition shown in eq.
(5), where n(r) is the normal vector to the surface S.
$hðrÞ  nðrÞ50 8r 2 S !
ð
S
$hðrÞ  nðrÞds50 (5)
The QTAIM provides a partition of R3 with physical signifi-
cance, obtained after the generalization of the action principle
to a subsystem of some total system.[26] In this case, the h sca-
lar function is the electron density q and its attraction basins
are identified with atoms in the molecule. These basins, nor-
mally designed by X, are called atomic basins within the
QTAIM framework. It is really of importance to remark that this
division (with h5q) arises from the laws of quantum mechan-
ics and, therefore, eq. (5) is not the only simple topological
condition in this situation.
Conversely, when the ELF[18]* is used as h, basins usually
associated to regions with different pairs of electrons in a mol-
ecule are obtained. In general, these basins are classified as
core (containing a nucleus different from H) and valence
basins (without nucleus or with a H one). The last ones are
also defined through their synaptic order: monosynaptic (VA,
representing an A lone pair of electrons), disynaptic (VAAB ,
bond between A and B atoms) and so forth.
As both QTAIM and ELF partitions are disjoint and com-
plete, their superposition leads to the definition of regions
with chemical significance within atomic domains (and, simi-
larly, to atomic regions inside ELF basins). As a result, the
electron population of a VAAB bond basin (NAB) can be
expressed by atomic contributions, as shown in eq. (6), M
being the number of atomic basins.† In simple cases, eq. (6)
can be reduced to eq. (7) (a simple scheme is shown in Fig.
1) with almost negligible error, as confirmed in a previous
work.[22]
NAB5N VAAB \ X1 [    [ Xk [    [ XM½ ð Þ5
XM
k51
NkAB (6)
NAB ﬃ NAAB1NBAB5NA[BAB (7)
NLMO \ QTAIM scheme
NLMO procedure is a direct extension of the NBO method.[24]
Each NLMO closely resembles a parent NBO and, unlike the
latter, they are a valid solution of the Hartree–Fock equations.
Figure 1. Scheme of the QTAIM contributions to the disynaptic AAB basin,
eq. (7). For the sake of simplicity, the magnitudes NðVAAB Þ and NðVAAB
\XkÞ are written as NAB and NkAB , respectively.
*The ELF function is defined as gðrÞ5 11 DrðrÞ=D0rðrÞ
 2h i21
, where Dr is
the Laplacian of the conditional pair probability calculated from a single deter-
minantal wave function and D0r corresponds to a uniform electron gas with
spin-density equal to the local value.
†For the sake of simplicity, the magnitudes NðVAAB Þ and NðVAAB \ XkÞ are
written as NAB and N
k
AB , respectively.
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Moreover, as they are also natural molecular orbitals (i.e., they
diagonalize the first-order reduced density matrix).‡ NLMOs
provide a partition of the electron density of the system, qðrÞ,
in terms of pairs-of-electrons densities with chemical signifi-
cance, as shown in eq. (8). In it, /loci represents the ith occu-
pied NLMO, whereas qi is the electron density of this orbital,
which integrates to its occupation number, Ni.
qðrÞ5
Xocc
i
Nij/loci ðrÞj25
Xocc
i
qiðrÞ (8)
On the other side, as NLMOs are said to adopt the bonding
pattern of a localized Lewis structure, they can be used to rep-
resent core, bonds, lone pairs and so forth. Thus, although
NLMO and ELF partitions of qðrÞ display a different nature
(fuzzy vs. disjoint, respectively), they are two sides of the same
coin: both describe different “chemical regions” of the
molecule.
Let us now consider an AAB bond characterized by the /locAB
orbital. As this orbital is basically localized between A and B
nuclei, its electron population (two electrons when dealing
with monodeterminantal wave functions in closed-shell sys-
tems) is mainly recovered when integrating in the XA [ XB
region. In this situation, the approximation shown in eq. (9),
where NAAB represents the A-atomic contribution of NAB anew,
is fulfilled.
NAB5
ð
qAB dr ﬃ
ð
XA[XB
NAB j/locAB j2dr5NA[BAB 5NAAB 1NBAB (9)
Electronegativity and the gAB index
Let us consider a bond between atoms A and B (described
through an ELF basin or a NLMO). In general, as indicated in
previous sections, the bond regions can be described through
two QTAIM contributions: one for each atom of the bond [eqs.
(7) and (9)]. When both atoms have the same electronegativity,
both QTAIM contributions are expected to be equal. This is,
NAAB5N
B
AB5N
A[B
AB =2. However, the electronegativity difference
between them (vBA5vA2vB) is said to cause a nonhomogene-
ous distribution of the BED, so that there is a variation of elec-
tron population (DNAB ) with regard to the system with vBA50.
Therefore, NAAB will be given by eq. (10), where a minus sign
would replace the plus one for NBAB .
NAAB5
NA[BAB
2
1DNAB (10)
If it is, indeed, possible to define a magnitude for atoms
that can be used in molecules to get knowledge about how
the BDE is distributed (i.e., basically, what we expect from the
electronegativity), DNAB should depend, then, on vBA. Taking
into account eq. (10) and that NAAB 2 0;NA[BAB
 	
, an adimen-
sional quantity restricted to the [21, 11] interval, hereafter
called gAB index, can be defined:
gAB5
2DNAB
NA[BAB
5
NAAB2N
B
AB
NAAB1N
B
AB
(11)
This index inherits the DNAB dependence on vBA and,
although we ignore the analytical form of gAB in terms of vBA,
its value should increase monotonically with it. The obvious
problem here is that these electronegativities, if they really
exist, are unknown. However, if others (e.g., Pauling’s one) pos-
sess the intrinsic ability to describe the BED distribution, a rela-
tionship with gAB should be found.
Hydrogen compounds as a reference: the gAH index
As stated above, H is the arbitrary reference in some electro-
negativity scales (as in Pauling’s one). Thus, it is (at least)
tempting to use hydrogen compounds to check the relation
between electronegativity scales and the BED distribution indi-
cated by the gAB index (with B5H). Therefore, closed-shell
hydrogen compounds (AHn) have been used to get gAH for
second and third period elements.
As we checked in other work,[22] QTAIM hydrogen basins
are, in general, contained within ELF disynaptic AAH basins
(XH  VAAH ). In the same vein, the electron density inside the
hydrogen atomic basin is mostly described by the AAH bond
NLMO. As a direct consequence, NHAAH ’ NH in both ELF
\QTAIM and NLMO \ QTAIM schemes, this approximation
being more accurate in the first case.§ With this in mind, it is
straightforward to obtain the approximated relationship
between gAH and the QTAIM atomic charge of hydrogen (qH)
shown in eq. (12), where DAH is given by eq. (13).
gAH ﬃ ð12NHÞ1NH 12 2
NA[HAH
 
5qH2DAH (12)
DAH5
NH
NA[HAH
22NA[HAH
 
(13)
If DAH is close to zero, it can be also stated that gAH ’ qH.
This situation is achieved when: (i) the AAH BED mostly
belongs to A (this is, NH=N
A[H
AH close to zero), what should hap-
pen when A is a very electronegative atom; and/or (ii) the
AAH BED population contained within A and H atoms is close
to two electrons. In general, one or both conditions are nearly
fulfilled for both schemes and replacing the gAH index by the
atomic charge of the hydrogen could be taken as a low
computational-cost approach. From this point of view, the gAH
index recalls in behavior the NBO ionicity for hydrogen com-
pounds (iAH),
[25] which is basically equal to the hydrogen NBO
charge. Thus, the difference between gAH and iAH would be,
basically, given by the one between QTAIM and NBO hydrogen
‡This is true in monodeterminantal wave functions. When dealing
with post-HF wave functions (as CI ones), NLMOs are not natural molecular
orbitals.
§For ELF \ QTAIM , the difference between NH and NHA2H is smaller than
0.1%, excluding particular cases (F and Si with HF/6–31G) where the small size
of the basis set produces an spurious ELF basin inside the QTAIM hydrogen.
For NLMO \ QTAIM , the relative differences are larger, reaching 11% in some
cases.
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populations. In this point, it has to be stressed that, in general,
approximating gAB by qB does not hold when B is involved in
more than one bond.
In the low computational-cost approach, both ELF \ QTAIM
and NLMO \ QTAIM are reduced to the same scheme (obtain-
ing qH with QTAIM). However, we consider worthy the effort
involved in eq. (11) for both analysis, not only to prevent the
effects introduced by the large number of approximations but
also to check up the different descriptions of bonding regions
given by ELF and NLMOs methodologies. In fact, DAH values
can be as large as 0.19 and 0.09 au for ELF \ QTAIM and
NLMO \ QTAIM , respectively. Thus, although the trends shown
by gAH and qH are similar, this approximation can introduce
important relative errors in the determination of the actual
value of gAH.
Computational Details
Computation of NAAB and N
B
AB values in both schemes
As indicated in a previous work,[22] QTAIM and ELF basins
were obtained using the near-grid method with boundary
refinement step[27] through the Multiwfn software.[28] For each
hydrogen compound (AHn, A being the central atom of which
we want to know gAH), all its QTAIM or ELF basins present the
same grid of points, centered (in general) in the A atom. The
standard grid used is a 15 3 15 3 15 bohr3 cube, with a grid
spacing in each axis of 0.02 bohr (grid parameters used in
each system is shown in the Supporting Information). Each
basin is defined by a value of 1 or 0 in every point, depending
on whether or not the point belongs to the basin. Therefore,
each basin is basically characterized by a 0/1 array. The prod-
uct of its value for the X basin by the one for the ith ELF
basin (Ci) at a certain point indicates if it belongs (1) or not
(0) to the Ci \ X region, ending up in the definition of a new
0/1 vector for that region.
The population of every Ci \ X fragment was carried out by
elementary numerical integration of the electron density, as
shown in eq. (14), where Vk is the volume associated to the
kth point of the grid (composed by a number of points equal
to np), qðrkÞ is the averaged value of the electron density†† at
rk , and ð0=1Þi;Xk is the 0/1 vector, which defines whether or
not the kth point belongs to Ci \ X.
NðCi \ XÞ ﬃ
Xnp
k51
ð0=1Þi;Xk  qðrkÞ  Vk (14)
In contrast with ELF basins, bonding NLMOs are defined for
the whole molecular space, although they display negligible
values outside their particular bond regions. Thus, due to the
formally fuzzy nature of these molecular orbitals, the atomic
contributions for each bond can be integrated using, exclu-
sively, the QTAIM grid. Standard QTAIM programs, as the AIM-
PAC package,[29] use Gaussian quadrature techniques for
integrating properties within QTAIM atomic basins. Therefore,
for the NLMO \ QTAIM scheme, Gaussian quadrature integra-
tion is performed, within each QTAIM atomic basin, using the
electron density associated to the bonding NLMO [/loci $ qi ,
eq. (8)] instead of the total electron density.
In all cases, total electron populations were recovered by
ELF \ QTAIM fragments within 0.003 au and by NLMO\
QTAIM within 0.001 au.
The computational treatment of ELF basins is, by far, more
complicated and expensive than the use of NLMOs, particularly
for atoms presenting electron lone pairs.
Computational levels
HF and DFT (B3LYP, LDA, and M06) monodeterminantal meth-
ods were used to fully optimize closed-shell hydrogen com-
pounds of the second and third periods (omitting noble
gases). 6-31G(d,p), 6-31111(2d,2p) 6d, and aug-cc-pVTZ basis
sets were used with HF and B3LYP methods to check the basis
set size effect, while only the second one [6-31111(2d,2p) 6d]
was used with LDA and M06 methods.
All calculations were carried out using the Gaussian 09 pro-
gram.[30] Besides the software described in the previous sec-
tion, the AIMPAC package of programs[29] was also used for
the analysis of the electron density.
Approximations shown in eqs. (7) and (9) are fulfilled within 0.002
au (ELF \ QTAIM ) and 0.109 au (NLMO \ QTAIM ), respectively.
Results and Discussion
Analysis of the gAH index
Regardless of the variety of gAH values obtained from both
schemes and using different computational levels (Tables 1
and 2), we highlight the presence of common general trends
and that the relative dispersion is only of relevance for those
atoms whose electronegativity is very close to that of H (C
and S). Thus, gAH basically follows the expected patterns for
electronegativity in the periodic table: increases across both
periods and decreases when we go down in a group (Fig. 2).
As exceptions, we find that gNaH and gMgH are slightly bigger
than gLiH and gBeH; and that, in DFT calculations (excepting
M06), g
NaH
> g
MgH
.
We find that, in general, gAH values obtained with DFT
methods are more positive than those obtained at HF levels.
The only exceptions are those chemical elements whose gAH is
clearly positive: N, O, F, and Cl. Regarding the basis set size, it
affects similarly to ELF \ QTAIM and NLMO \ QTAIM schemes.
However, this effect does not follow any clear trend.
Looking at the discrepancies arising from ELF and NLMO
methodologies, we observe:
 In all the cases, NLMOs enhance, with regard to ELF, the
part of the BED taken by A (Fig. 2). This trend is espe-
cially noticeable in nonmetal elements, while this differ-
ence does not reach 0.07 in metals.
††The integration of qðrÞ in each region was carried out with a multilevel
refinement. This is, when the value of q (in au) at a point is in the range
(0.1,0.5], (0.5,1.0] or ð1:0;1Þ, its value is averaged calculating it in 27, 125, or
343 points homogeneously distributed in the volume associated to the origi-
nal point. Points where qðrÞ < 0:1 au remain unchanged.
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 NA[BAB values obtained through NLMO \ QTAIM are much
closer to two electrons (from 1.89 to 2.00 au) than the
corresponding ELF ones (from 1.24 to 1.99 au). Thus,
results obtained using NLMOs should better resemble the
classical picture of the chemical bond.
We find of great importance the fact that both ELF and
NLMOs partitions of the electron density (despite of their dif-
ferent nature—disjoint vs. fuzzy) provide so similar trends for
the evolution of the gAH and, consequently, of the BED distri-
bution across the periodic table. This is, therefore, a good
example where two different points of view about chemical
structure provide analogous results.
Electronegativities versus gAH
The gAH index exhibits a nice “S” shape (Fig. 3) with the three
scales here considered (Pauling’s, orbital-based Mulliken’s and
Allred–Rochow’s). Among the three, Allred–Rochow’s scale cor-
relate best with the bond-charge asymmetry measure pro-
vided by gAH. Moreover, we also note that the “S” shape
exhibited by gAH versus vAH plots agrees to the Allred’s state-
ment: “For small electronegativity differences of the bonded
atoms, the ionic character increases steadily with increasing
electronegativity difference. However, if (vA2vB) is large, a fur-
ther increases in the magnitude of (vA2vB) will not greatly
change the ionic character.”[10] Regarding our scheme, gAB
replaces what Allred called “ionic character” in the previous
sentence.
Our gAH values were also compared to the Weinhold and
Landis’ ionicity parameter at the B3LYP/6-31111(2d,2p) 6d
level of theory (Fig. 4). Both gAH and iAH predict a similar
behavior for the hydrogen-containing compounds for the
more electronegative atoms. In contrast, iAH values are more
sensitive than gAH ones to metal variation along the hydride
series. This result for gAH lies on the weak electron density
attractor ability of the H nucleus. Because of that, when con-
fronting hydrogen to more electropositive atoms, its basin eas-
ily gets swamped, which results in small variation in the gAH
values.
Table 1. Value of the gAH function for second and third period elements at different levels of calculations obtained throughout the ELF \ QTAIM
scheme.
HF B3LYP LDA M06
A Bs1 Bs2 Bs3 Bs1 Bs2 Bs3 Bs2 Bs2 gAH SD
Li 20.92 20.92 20.93 20.91 20.90 20.90 20.89 20.91 20.91 0.01
Be 20.89 20.88 20.88 20.87 20.85 20.84 20.83 20.86 20.86 0.02
B 20.73 20.72 20.73 20.67 20.63 20.64 20.55 20.63 20.66 0.06
C 20.07 20.05 20.05 20.03 20.02 20.02 0.04 20.02 20.03 0.03
N 0.36 0.33 0.36 0.32 0.29 0.31 0.32 0.29 0.32 0.02
O 0.55 0.57 0.59 0.47 0.47 0.49 0.49 0.49 0.51 0.05
F 0.67 0.70 0.72 0.57 0.60 0.62 0.61 0.64 0.64 0.05
Na 20.85 20.85 20.86 20.78 20.75 20.76 20.72 20.82 20.80 0.05
Mg 20.84 20.83 20.84 20.78 20.77 20.78 20.73 20.78 20.79 0.03
Al 20.81 20.80 20.82 20.76 20.75 20.76 20.71 20.75 20.77 0.04
Si 20.73 20.74 20.76 20.69 20.66 20.69 20.60 20.66 20.69 0.05
P 20.64 20.58 20.64 20.56 20.47 20.53 20.39 20.48 20.54 0.08
S 20.33 20.22 20.37 20.15 20.17 20.12 20.10 20.20 20.21 0.09
Cl 0.12 0.10 0.22 0.10 0.04 0.14 0.08 0.03 0.11 0.06
Bs1, Bs2 and Bs3 are 6-31G(d,p), 6-31111(2d,2p)6d, and aug-cc-pVTZ, respectively. Averaged value (gAH ) and standard deviation (SD) are also shown.
Table 2. Same as Supporting Information Table 6 for the NLMO \ QTAIM scheme.
HF B3LYP LDA M06
A Bs1 Bs2 Bs3 Bs1 Bs2 Bs3 Bs2 Bs2 gAH SD
Li 20.90 20.90 20.90 20.88 20.88 20.88 20.87 20.89 20.89 0.01
Be 20.86 20.85 20.85 20.84 20.82 20.82 20.80 20.83 20.83 0.02
B 20.70 20.68 20.69 20.63 20.59 20.60 20.52 20.59 20.63 0.06
C 20.03 20.01 20.01 0.02 0.02 0.03 0.08 0.02 0.02 0.03
N 0.41 0.40 0.42 0.39 0.37 0.39 0.40 0.38 0.40 0.02
O 0.65 0.66 0.68 0.60 0.60 0.61 0.62 0.62 0.63 0.03
F 0.78 0.80 0.81 0.72 0.75 0.76 0.76 0.77 0.77 0.03
Na 20.80 20.80 20.80 20.71 20.69 20.71 20.66 20.77 20.74 0.05
Mg 20.79 20.79 20.79 20.74 20.73 20.73 20.69 20.74 20.75 0.04
Al 20.77 20.77 20.78 20.72 20.71 20.72 20.67 20.72 20.73 0.04
Si 20.72 20.70 20.72 20.65 20.62 20.64 20.56 20.62 20.65 0.05
P 20.52 20.48 20.54 20.43 20.36 20.42 20.27 20.37 20.42 0.08
S 20.14 20.04 20.19 0.03 0.03 0.05 0.10 0.02 20.02 0.09
Cl 0.30 0.30 0.36 0.30 0.29 0.34 0.34 0.30 0.32 0.02
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BED splitting in AAB bonds
In the previous section, vHA values were confirmed to be
actually related to gAH ones. Thus, as gAH exhibits the proper-
ties ascribed to the electronegativity, it is tempting to explore
the possibilities associated to this index. One question easily
arises: “Could gAH and gBH indices provide any information
about how the AAB BED is split atomically?” In plain English,
can we state that “if gAH > gBH , then gAB > 0?”
It is straightforward that gAB 6¼ gAH2gBH , due to the fact
that, by definition, gAB is contained within the [21,11] inter-
val, whereas the difference is in [22,12]. However, both gAH
and gBH measure the ability of A (and B) to attract to itself the
BED of a AAH (BAH) bond. Then, if the chemical nature of an
AAB bond is alike AAH and BAH bonds and if gAB increases
monotonically with vBA, a qualitative prediction about the gAB
sign can be obtained from them, as illustrated in Table 3.
Therefore, gAH values could be considered as a kind of
“electronegativity” scale based on hydrogen compounds, as
they also indicate which atom of a certain bond acquires more
BED.
Effect of the hybridization on gAH
As usual electronegativity scales just contain one value for
each chemical element, transferability could be expected as a
desirable property for v. When relating electronegativity to
BED atomic partitioning, we realize that complete transferabil-
ity is an unreachable limit, as it was demonstrated[31] by
extending the Hohenberg–Kohn theorem[32] to open sys-
tems.[33] Moreover, electronegativity also depends on the
chemical environment. In fact, it is well known that
vCðspÞ > vCðsp 2Þ > vCðsp 3Þ. We think it can be of interest to
check how gAH behaves when dealing with an atom in differ-
ent hybridizations. Ethane, ethene, and ethine are typically
ascribed in bibliography as clear examples of sp3, sp2, and sp
hybridization for C atom, respectively. For a B3LYP/6-
31111(2d,2p) 6d level of calculation, gCH was obtained from
the corresponding CAH bonds. As expected, gCH increases as
the s character does. Thus, its values are 20.02, 0.06, and 0.24
for ethane, ethene, and ethine, respectively, using the ELF
\QTAIM scheme (0.1, 0.5, and 0.18 with NLMO \ QTAIM ).
Figure 2. Averaged values of gAH obtained from ELF \ QTAIM and NLMO\
QTAIM schemes for the elements here studied (represented by their
atomic number, ZA).
Figure 3. Plots of gAH versus electronegativity. A sigmoid function, defined
by gAH5a  tanh b1vHA
 
1c, was fitted to data points. Mulliken’s scale val-
ues are based on orbital electronegativities and taken from the Bergmann
and Hinze’s review.[17] [Color figure can be viewed in the online issue,
which is available at wileyonlinelibrary.com.]
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Conclusions
Two computational schemes based, respectively, on splitting
ELF basins and NLMOs, with QTAIM atomic separatrices, are
proposed to evaluate how the BED is atomically divided in
hydrogen compounds. Both schemes provide the same chemi-
cal picture of the system, despite using partitions of different
nature (fuzzy vs. disjoint) to describe two-electron regions in
molecules. We note that the NLMO \ QTAIM scheme is much
less expensive in terms of computational efforts.
Both ELF \ QTAIM and NLMO \ QTAIM schemes were used
to compute values for the gAH index, which measures the
amount of AAH BED taken by atom A. This function follows
the expected patterns for electronegativity across the periodic
table. Moreover, it is a monotonically increasing function with
regard to the A-RE. This indicates that A-RE values are the
most concordant, among the common electronegativity scales
here considered, to describe the AAH BED splitting predicted
by the schemes here proposed. Furthermore, pairs of gAH and
gBH values allow to predict which atom attracts more BED in a
AAB bond of similar chemical nature. Finally, gCH values com-
puted for compounds with different C hybridization increase
as the s character does.
Although a pair of gAH and gBH values cannot be used to quan-
titatively predict the BED distribution of a certain AAB bond, we
observe that gAH values exhibit properties typically ascribed to
electronegativities and, therefore, they could be considered as
another electronegativity scale based on hydrogen compounds.
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a b s t r a c t
The topological analysis of functions endowed with chemical meaning has provided deep insights into
the nature of the chemical bond for over thirty years. Actually, the combination of Bader’s quantum
atoms with an electron density partitioning scheme capable of distinguishing bonding regions can be
used to measure the atomic distribution of the bond electron density. The analysis of these atomic con-
tributions allowed us to deﬁne the gAB index for a given A–B bond, which indeed is related to the effective
electronegativity difference of the atoms involved in the bond. In this work, we check some qualitative
statements regarding C effective electronegativity through the calculation of the gCH index in different
prototypical systems. Thus, we conﬁrm that gCH actually reproduces the expected trends for electroneg-
ativity evolution due to geometry variations and electronic effects caused by chemical functionalization.
Moreover, the comparison of gCH values for different systems indicates that this index can also be used as
an approximate transferability estimator.
 2014 Elsevier B.V. All rights reserved.
1. Introduction
Whereas electronegativity (v) scales were mainly designed on
the basis of assigning one number to every element, actually, the
ﬂexibility of this multidimensionally deﬁned basic concept of
Chemistry has given rise to consider different electronegativities
for the same element depending on its molecular environment,
what could be called ‘‘local electronegativities’’. Thus, it is well
known that electronegativity increases when the s character of
atom hybridization rises, e.g. the carbons of acetylene are reported
as more electronegative than those of ethane in textbooks. More-
over, sets of non equivalent spn hybrids involved in localized
molecular orbitals (LMOs), where n is not an integer but a real
number, can be deﬁned for each particular geometry adopted in
the surroundings of a certain atom A. Thus, Eq. (1) relates a certain
bond angle, a, (larger than 90) with the ni and nj p-indices
assigned to the hybrid atomic orbitals (AOs) of atom A that are
included in each of the two LMOs deﬁning the bond angle [1].
ﬃﬃﬃﬃﬃﬃﬃﬃ
ninj
p ¼ secðaÞ ð1Þ
As a consequence, more closed H–C–H bond angles in an alkane
indicate that p AOs of carbon participate more in the involved
C–H LMOs, pointing to a reduction in the electronegativity
difference between C and H with regard to wider H–C–H angles.
Therefore, we could say that small-ring cycloalkanes (where H–C–
H angles can reach ca. 114) are made by carbon atoms with
enhanced electronegativity. This qualitative argument is the corner-
stone of Wiberg’s explanation for the origin of the strain energy and
the lack of approximate transferability of methylene groups from
alkanes to cycloalkanes [2].
Atomic domains deﬁned through the Quantum Theory of Atoms
in Molecules (QTAIM) [3,4] combined with bond domains deﬁned
via the electron localization function (ELF) [5,6] or natural LMOs
(NLMOs) [7], have allowed the recent introduction of a new elec-
tronegativity estimator [8] based on how the bond electron density
(BED) is split into the atoms connected by a chemical bond. This
quantity, designed as gAB index for a certain A–B bond, clearly
depends on the molecular environment. As H is the arbitrary
reference chosen in diverse scales, such as Pauling’s one [9], the
performance of gAH indices was studied in closed-shell hydrogen
compounds. In this paper we want to test if gCH indices are able
to reproduce, and provide quantitative values, for the above com-
mented expected trends for local electronegativities. To this end
we compute gCH indices for the small cycloalkanes series, for
diverse C3v distorted geometries of methane and for long chain
parent and functionalized linear alkanes.
http://dx.doi.org/10.1016/j.comptc.2014.09.002
2210-271X/ 2014 Elsevier B.V. All rights reserved.
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2. Computational and theoretical details
All the items explored in this work are appropriately described
at the Hartree–Fock (HF) level. For this reason, the electron densi-
ties for our systems, obtained with the Gaussian 09 program [10],
were calculated at that level using the 6-311++(2d,2p) 6d basis set.
As indicated in the introduction, the angle ai (deﬁned as the
angle in the moiety H–C–i, Fig. 1) has an impact in the s-character
of the C hybrids and, therefore, in the electronegativity difference
between C and H. As a consequence, the electronegativity differ-
ence associated to a given C–H bond shall depend on the three a
angles it is involved in. Consequently, along the whole work we
will associate an average angle, ah i, to any C–H bond (Fig. 1).
2.1. gCH index in the NLMO \ QTAIM scheme
When a given C–H bond is described by a /locCH NLMO, its electron
population (NCH , equal to two electrons with monodeterminantal
wave functions in closed-shell systems) can be nearly recovered
by integrating the NLMO electron density within the space deﬁned
by both C and H QTAIM basins (XC [XH). This is:
NCH ’ NCH
Z
XC[XH
j/locCHj2dr ¼ NCCH þ NHCH ð2Þ
where NCCH and N
H
CH are the C and H atomic contribution to NCH ,
respectively. An example of this partition is shown in Fig. 2, where
the atomic contributions for one of the C–H bonds in methane,
represented by a NLMO, are depicted.
In order to relate these contributions to the electronegativity
difference, let us consider two atoms of the same electronegativity
(A and B such that DvAB ¼ 0) which will form a bond (A–B). In such
a situation, both QTAIM contributions to the population of the cor-
responding NLMO should be identical. This is NAAB ¼ NBAB ¼ NA[BAB =2.
From a chemical view, a deviation from this behavior is associated
to values of DvAB different from zero. Concurrently, it can be
written:
NAAB ¼
NA[BAB
2
þ f ðDvABÞ ð3Þ
where f ðDvABÞ describes the inﬂuence of DvAB in the current value of
NAAB (Fig. 3). Although we are not aware of the analytic form of the f
function, it is expected for f to be a monotonically increasing
function of DvAB. This statement is based on the own deﬁnition of
electronegativity: ‘‘the power of an atom to attract electrons to
itself’’ [11] or, equivalently, the larger the electronegativity of A
(with regard to B), the greater the amount of bond electron density
belonging to A. With this function, an adimensional quantity, the
gAB index, restricted to the 1;þ1½  interval, can be deﬁned:
gAB ¼
f ðDvABÞ
NA[BAB =2
¼ N
A
AB  NBAB
NAAB þ NBAB
ð4Þ
This index measures the relative amount of BED, initially associated
to B (before the formation of the bond), which is taken by A. More-
over, it inherits the f dependence on DvAB. In this context, we
remind that electronegativity is understood as the ability of an
atom to attract toward itself the electrons in a chemical bond
[12–14]. However, along history quantitative scales of electronega-
tivity were proposed on the basis of energy properties (Pauling’s [9],
Mulliken’s [15], conceptual DFT [16], etc.), due to the absence of
measurements of the BED splitting. Nevertheless, we leverage the
fact that both atomic and bonding domains can be deﬁned to
actually calculate this splitting and, consequently, propose a
topological index (gAB) exhibiting properties typically ascribed to
electronegativities.
Both atomic contributions to NCH were obtained by performing
Gaussian quadrature integration with the AIMPAC package of
programs [17,18] within each QTAIM atomic basin using the
electron density associated to the C–H bonding NLMO. For more
information about the deﬁnition of this topological electronegativ-
ity index, we refer the reader to one of our recent works [8].
2.2. Getting deeper into the relationship between gAB and DvAB
Having once reached this point, we think it is worth to add
some comments in order to avoid possible misunderstandings. As
it was kindly indicated by one reviewer, the electronegativity
equalization principle (EEP) [19,20] prevents us to talk about the
electronegativity difference between two atoms in a molecule.
However, this principle arises from the energy-based deﬁnition
of electronegativity given by Mulliken in 1934 [15] (and, equiva-
lently, from that given in the conceptual DFT [16]). It should be
obvious that there is no reason for an EEP within the context of
other deﬁnitions for electronegativity. Moreover, taking as an
incentive the topic of this special issue, we are interested in getting
a connection between the electron density topology exhibited by a
given bond and the electronegativity difference between the
bonded atoms, without restricting ourselves to energy-based deﬁ-
nitions. Actually, we will contemplate only the classic deﬁnition
that can be found in any single textbook of General Chemistry,
which is completely compatible with that of IUPAC Gold Book
[11]: the electronegativity of an atom is a measure of how this
atom will attract to itself the electron density participating in a
bond. We also notice that without the EEP, the charge transferenceFig. 1. Scheme for the deﬁnition of the ai angles.
Fig. 2. QTAIM-based atomic contributions of the C–H NLMO in methane.
Fig. 3. Schematic deﬁnition of f ðDvABÞ.
86 D. Ferro-Costas et al. / Computational and Theoretical Chemistry 1053 (2015) 85–89
38 Chapter 4. A topological estimator for the electronegativity
taking place in the formation of a bond cannot be longer under-
stood as a process to equalize the electronegativity of the bonded
atoms, but actually as the form the system has to compensate this
difference. In the same fashion, it would not be incorrect to talk
about the electronegativity difference in a given bond, as no equal-
ization has taken place.
In order to better understand what the gAB index is measuring,
let us consider, momentarily, that an exclusive value of electroneg-
ativity can be associated to a given atom and that this atom also
has this value in a molecule. In principle, this idea is not far-
fetched, as we are not using a deﬁnition of electronegativity which
leads to an EEP. Evidently, the BED distribution of a given bond, A–
B, does not depend exclusively on the electronegativity difference
between the two atoms, but also depends on the nature of the
substituents attached to A and to B. Thus, for example, the BED dis-
tribution for the C–H bond in methane is different from that in tri-
ﬂuoromethane. On the other side, for ﬁxed substituents, the A–B
BED also varies if we modify the angle (with regard to A–B) of
the remaining bonds involving A or B, as we will show in Sec-
tion 3.2. Evidently, these modiﬁcations in the A–B BED distribution
are accompanied by variations in the value of the gAB index. Thus, a
pair of bonded atoms (A, B) can present different values of the gAB
index, even if each atom is endowed only with one electronegativ-
ity, due to the chemical nature of the systems attached to A and B
(substituent effect) and to the geometric disposition of these sys-
tems (which could be associated to a hybridization effect). Conse-
quently, gAB collects all these effects and this would lead to the idea
of different ‘‘effective electronegativities’’ for the same atom. In
this manner, the idea that a sp2 C displays higher (effective) elec-
tronegativity than a sp3 C can be retained.
The previous interpretation is the one we give to the electro-
negativity effect on the BED distribution. However, for those who
cling the conceptual DFT perspective, the gAB index should be con-
sidered as a measure of the starting difference of electronegativity
between two atoms, A and B, which are in the appropriate states to
form the bond (for example, a sp2 state, a sp3 state, et cetera).
Finally, and for the sake of simplicity, we will talk henceforth
about the electronegativity of an atom, instead of its effective
electronegativity.
3. Results and discussion
3.1. Topological electronegativity in cycloalkanes
As a consequence of the strain exhibited by small cycloalkanes,
the geometrical features of their methylene groups depend on the
number of atoms deﬁning the cycle (nc). Geometry variation
among different cycloalkanes may affect, for example, the s : p
ratio in the methylene carbon hybrid AOs. Thus, and taking into
account the effect of the s character on the carbon electronegativ-
ity, we should expect depleted C electronegativity when increasing
the size of the cycle.
The previous statement can be topologically corroborated
through the computation of gCH for the methylene group in small
cycloalkanes, where the ring strain can be of importance
(3 6 nc 6 7). As Fig. 4 illustrates, its behavior, obtained for the
completely optimized structures as well as for the Dnh restricted
ones, suits the expected decreasing trend with the number of car-
bon atoms. Thus, when ah ih i closes from 116.8 in cyclopropane to
112.6 in cyclobutane, gCH experiences its most substantial
decrease along the series. In contrast, the variation of gCH is almost
negligible (-4  104) between cyclohexane (108.6) and cyclohep-
tane (107.7).
Interestingly, values of gCH for each cycle decrease when going
from the Dnh arrangement to the relaxed one (Fig. 4), whereas
ah ih i increases in this process (Fig. 5). In this manner, the gCH index
prevents us to use the qualitative rule ‘‘the wider the angle, the
greater the electronegativity difference’’ in processes involving
nuclear arrangements far from minimum energy structures which
combine diverse kinds of distortions.
3.2. Bond angle distortion
In order to avoid interferences among different effects, we
decided to analyze distorted C3v methane structures. This allows
us to get the sole impact of the a angle in gCH , free of secondary
effects such as those associated, for example, to different substitu-
ents. The excellent behavior plotted in Fig. 6 indicates that, as the
hydrogens associated to the CH3 moiety approach each other, the
electronegativity difference between the carbon and the axial H
increases. On the basis of this trend, it is tempting to think that,
as the three C–H bonds are placed farther from the axial hydrogen
(hereby a increases), this one sees the carbon atom more ‘‘naked’’.
This would imply an increase in the carbon ability to attract the
electron density situated along and around the axial axis, which
would be reﬂected in greater values of the axial gCH.
As a curiosity, we also studied polycycles with platonic-like
molecular structures (stars in Fig. 6). For these molecules, each
C–H bond is situated, as the axial C–H bond in the distorted meth-
ane, along a C3 rotational axis. Not surprisingly, the three mole-
cules display a similar behavior to that of the distorted methane.
Moreover, and according to expectations, Fig. 6 allows us to
conclude that, for a given value of a, tertiary carbon atoms are
Fig. 4. Dependence of gCH with the number of C atoms in cycloalkanes. For each
molecule, the standard minimum and its Dnh structure are considered. Data
corresponds to the HF/6-311++(2d,2p) 6d level of calculation.
Fig. 5. Variation of ah ih i with the number of C atoms in the cycle (nc).
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endowed with a lower electronegativity (measured through gCH)
than the methane carbon.
3.3. Transferability of gCH
In a recent paper [8], we conclude that, in a lot of situations, gCH
can be approximated by the atomic charge of the hydrogen atom
(qH). As a consequence of this low computational-cost approach,
we should expect gCH inheriting most of the features associated
to the hydrogen charge. For example, previous papers [2,21–23]
have made extensive use of qH in studies of approximated transfer-
ability in diverse homologous series. For this reason, we check that,
effectively, gCH values can be also employed as a transferability
estimator. Concretely, Fig. 7 shows the variation of gCH along the
C-skeleton of a long-chain alkane and alcohol. This example illus-
trates that the topological electronegativity index reproduces,
indeed, all the hitherto established transferability trends for these
series [2,21,22]. Moreover, the evolution of gCH allow us to extract
information about how C electronegativity varies along C-skele-
tons. Thus, for alkanes, the evolution of gCH indicates that, as
noticed by Wiberg et al. [2], the carbon atom of the terminal
methyl groups is more electronegative than that of methylene
groups. Here, we also observe that carbons in b to a hydroxyl group
exhibit similar electronegative as terminal methyl carbons (Fig. 7).
Another interesting transferability trend reproduced by gCH is
the vanishing of functional group effects beyond ﬁve bonds (from
e-C onward). It should be also commented that the difference
between gCH values for the alkane and the alcohol for the f-C is
below its reliability limit, assuming 103 au as that of integrated
electron populations of a given basin.
We want to highlight that these gCH values, together with those
of previous sections, quantitatively conﬁrm the qualitative idea
presented by Wiberg et al. in one of their works [2], where they
claimed that the non-transferability of the methylene carbon
between cycloalkanes with non-negligible ring strain is due to
the different carbon electronegativity along the series. Actually,
the values of gCH for the cycloalkanes presented in Fig. 4 are in
the range 0.007 to 0.050, whereas those for n-alkane methylenes
exhibit a value of 0.052.
4. Conclusions
In a previous work we propose the deﬁnition of an index, gAB,
which arises from a topological analysis of the electron density
and gives a measure of the electronegativity difference in the A–
B bond. In this work, we tested the gCH index for C–H bonds in dif-
ferent prototypical systems to quantitatively corroborate some
qualitative statements associated to the C electronegativity. Con-
cretely, we conﬁrm that the ring strain in cycloalkanes has an
important impact in the C electronegativity, increasing it as the
cycle size reduces. Moreover, in virtue of the analysis of distorted
C3v methane molecules, which should reproduce the sole effect
of the H–C–R angle in the C electronegativity, it seems that the
farther the C substituents are from the C–H bond, the greater the
ability of C to attract the bond electron density to its atomic basin
and, consequently, the higher its electronegativity.
On the other hand, regarding long-chain alkanes and alcohols,
we checked that, in point of fact, the gCH index reproduces the
expected trends for electronegativity evolution due to electronic
effects caused by chemical functionalization. Moreover, gCH exhib-
its transferability properties, which allows us to conﬁrm it as an
approximate transferability estimator. Finally, gCH values indicate
that the local electronegativity of terminal methyl carbons is
similar to that of b-methylenes in alcohols.
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“In some sort of crude sense, which no
vulgarity, no humor, no overstatement
can quite extinguish, the physicists have
known sin; and this is a knowledge which
they cannot lose.”
J. Rober Oppenheimer
5
Quest 2: The contribution of Lewis
structures from QTAIM
To grasp the behavior of a given molecule, it is frequent to propose its chemically
important Lewis dot structures (LDSs) as a starting point. This naïve approach
to the electronic structure is normally invoked to explain or deduce the reactivity
of a chemical compound. For such a reason, huge efforts were made to retain
Lewis structures within modern theories of electronic structure. The common
and original method including them is the Valence Bond (VB) theory, but also
QTAIM magnitudes can be related to Lewis forms, through the use of the pair
density (the simplest quantity bearing information about the electron pairs).
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Analyzing a simple example, the H2 molecule, we will show that there can be
incompatibilities between QTAIM indices and their qualitative expectations for
LDSs defined according to VB. This will lead us to the definition of QTAIM-
adapted Lewis (Q-ALE) coefficients, which measure the relevance of each LDS.
We will test this new method for inferring the importance of LDSs in diverse
systems and processes.
As in the previous chapter, the content of this one is also collected in two articles
[7, 8]:
- “When valence bond wave functions are analyzed through QTAIM: Con-
ceptual incompatibilities in H2”
AUTHORS: D. Ferro-Costas and R. A. Mosquera.
STATUS: Published in Chem.Phys.Lett. (2015, 618, 83–88).
- “Revisiting Lewis dot structure weightings: a pair density perspective”
AUTHORS: D. Ferro-Costas and R. A. Mosquera.
STATUS: Published in Phys.Chem.Chem.Phys. (2015, 17, 7424–7434).
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a  b  s  t  r  a  c  t
Hydrogen  molecule  was  chosen,  for  simplicity,  to  analyze  its valence  bond  (VB)  wave  function  with  the
Quantum  Theory  of  Atoms  in  Molecules  (QTAIM).  We  ﬁnd  that  the  usual  association  of  its covalent  and
ionic contributions  to individual  Lewis  structures  does  not  agree  with  the  localization  and  delocaliza-
tion  indices  between  both  hydrogens  deﬁned  within  the QTAIM  framework.  Concretely,  we  analyzed
the  dependence  of  both  indices  with  the  internuclear  distance  and  with  different  ionic/covalent  rela-
tive  weightings.  The  results  indicate  that  QTAIM  localization  and  delocalization  indices  should  not  be
estimated  from  interpretations  of the VB  wave  function  in terms  of the  Lewis  model.
© 2014  Elsevier  B.V.  All  rights  reserved.
1. Introduction
The representation of an atom as a cubical object, given by
Gilbert N. Lewis in 1916 [1], led to the idea of shared electrons as the
cornerstone of what would become known as the covalent bond.
The intuitive method proposed by Lewis allowed understanding
the electronic distribution in atoms and molecules. Concretely, the
well-known Lewis dot structures are representations of the dif-
ferent ways to link these cubical atoms and distribute the shell
electrons among the corners of the cubes (an example is depicted in
Fig. 1). The extreme structures (as those in Fig. 1) are endowed with
so-called formal atomic charges (qf), which are used in the descrip-
tion, comparison and assessment of different Lewis dot structures.
This formal charge, for each atom in the Lewis representation of the
molecule, is deﬁned as:
qf = Nval − Nunsh −
Nsh
2
(1)
where Nval is the number of valence electrons in a free atom of the
element, Nunsh is the number of unshared electrons in the ‘shell’,
and Nsh is the total number of electrons in bonds the correspond-
ing atom has with another. Despite its qualitative nature, Lewis’
theory is still present in modern textbooks (due to its simplicity
and predictive power) and it has given rise to important concepts
in Chemistry.
∗ Corresponding author.
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As a matter of fact, Lewis’ point of view of the chemical bond was
so tantalizing that, only two years after the formulation of the fun-
damental equation in quantum mechanics by Erwin Schrödinger in
1926 [2], Linus Pauling developed his resonance theory [3], combin-
ing the pair bonding ideas of Lewis and the Heitler–London theory
[4], leading off to the ‘modern valence bond (VB) theory’ [5]. Within
this theory, the molecular electronic wave function,  , is described
as a superposition of i functions, where each one is said to describe
an individual Lewis structure:
 =
∑
i
ci i (2)
Along these lines, the description of the electronic structure
in terms of Lewis forms could be retained inside the quantum
mechanics thanks to the valence bond theory. However, it is of
importance to remark that when the wave function is expanded
as a combination of eigenfunctions of a given operator Â, associ-
ated to a physical observable A, the norm square of each expansion
coefﬁcient gives us the probability that we  measure the observable
to be in the particular eigenvalue. The i VB basis functions are not
eigenfunctions of any physical observable and, consequently, the
VB coefﬁcients lack physical signiﬁcance, although it is true that
they are endowed with chemical sense. From this point of view,
the wonderfulness of the VB theory is that it provides us with an
easy methodology to construct a basis set of functions with chem-
ical signiﬁcance which will be used, together with the variational
method, to get a good approximation for the eigenfunctions of the
electronic Hamiltonian of the system.
In contrast, the development of the Quantum Theory of Atoms
in Molecules (QTAIM) [6–8] provided the physical expression for
http://dx.doi.org/10.1016/j.cplett.2014.10.075
0009-2614/© 2014 Elsevier B.V. All rights reserved.
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Fig. 1. Extreme tautomeric forms for the I2 molecule based on Lewis’ cubical atom
theory. According to Lewis, there are an inﬁnity of positions (tautomeric forms)
representing a lesser or greater degree of polarity between A and C. Each single dot
structure only represents one of the numerous tautomeric forms.
the Lewis model of electronic structure through the pair density.
The localization and delocalization indices deﬁned within this the-
ory (˝ and ı˝˝′ , respectively, where  ˝ and ˝′ represent different
atomic basins) enable one to compare the number of localized and
bounded electron pairs present in a molecule with a pairing struc-
ture predicted by the classical Lewis model, as nicely shown by
Fradera et al. [9]. Bearing in mind that certain ˝ and ı˝˝′ values
could be associated to each Lewis structure, their computed val-
ues obtained for a given system could be an indication about the
contribution of those individual structures.
Thus, whereas VB constructs the bridge between the Lewis the-
ory and the quantum theory using chemical-based considerations,
QTAIM chooses a more physically sound path. Actually, both the-
ories have been previously used together in other studies, where
several QTAIM parameters, like the electron density and its Lapla-
cian at diverse bond critical points (bcp and ∇bcp, respectively),
have been analyzed in the light of VB theory, allowing the def-
inition of covalent, ionic and resonance contributions for them
[10]. Nevertheless, although both VB and QTAIM connections to
Lewis theory seem to be well-founded, we will show here why
estimating the values of the QTAIM localization and delocalization
indices considering the Lewis dot structures associated to the basis
functions employed in the VB wave function yields incorrect val-
ues of these magnitudes. Actually, there are examples where the
predicted QTAIM atomic populations and localization and delocal-
ization indices of a molecule, taking into consideration the assumed
importance of its hybrids of resonance, do not ﬁt the actual values
[11,12].
For this task, we will consider the H2 molecule by virtue of its
simplicity. A simple VB wave function for this system is:
H2 = ccov cov + cion ion (3)
where  cov and  ion would represent the covalent (H−H) and the
polarized (:H H and H H:) Lewis forms, respectively. Considering the
corresponding Lewis dot structures, we would associate a value of
1 to ıH,H′ for | cov|2 and a value of 0 for the | ion|2 term, whereas an
intermediate value would be associated to the superposition terms
( ∗cov ion and ∗ion cov). Thus, for example, values greater than 0 for
ıH,H′ would be identiﬁed to an increasing contribution of the cova-
lent structure. However, we will show that the expected QTAIM
properties associated to the basis functions of the VB wave function
do not correspond to the previous values and, consequently, the
current values of both ˝ and ı˝˝′ do not evolve as expected with
the covalent:ionic ratio. This simple case illustrates that incompat-
ibilities between both VB and QTAIM visions of the molecule in
terms of Lewis dot structures reside in the erroneous association of
QTAIM values to individual i functions describing particular Lewis
dot structures.
2. Deﬁnition of localization and delocalization indices
within the QTAIM
In the early 1960s, Richard F.W. Bader started the development
of what would turn into his well-known Quantum Theory of Atoms
in Molecules [6]. This theory deﬁnes proper open systems corre-
sponding to the basins of attraction of the electron density (),
i.e. they are delimited by surfaces having zero ﬂux in the gradient
vector ﬁeld of the electron density:
∇(r) · n(r) = 0 ∀r ∈ S (4)
with n(r) being the normal vector to the surface S. As a consequence
of this condition, these open systems (normally designed as ˝)
own unique quantum mechanical properties, as the deﬁnition of
a unique electronic kinetic energy, the satisfaction of an electronic
virial theorem, and some variational properties [6,13–15].
The topology of  in R3 is deﬁned by the attractive ﬁeld exerted
by the nuclei to such an extent that each of its attraction basins
contains, generally, one nucleus. This fact, together with the bevy
of properties exhibited by  ˝ basins (such as approximate transfer-
ability), heralds their association with the atoms in the molecule.
The QTAIM disjoint division of R3 results in the splitting of (r)
into atomic contributions, as described in:
(r) =
∑
A
A(r) =
∑
A
wA(r)(r) (5)
with wA being the atomic weighting function (AWF) of the ˝A
atomic basin, deﬁned as:
wA(r) =
{
1 if r ∈ ˝A
0 elsewhere
(6)
This division of the electron density leads to the partition of the
total number of electrons (N) into atomic contributions (NA for the
atomic basin ˝A):
N =
∫
(r)dr =
∑
A
∫
wA(r)(r)dr =
∑
A
∫
˝A
(r)dr =
∑
A
NA (7)
Moreover, two chemically meaningful quantities can be deﬁned
within the QTAIM framework in terms of FAB integrals, which are
obtained when the exchange-correlation component of the second-
order reduced density matrix,  xc(r1, r2), is integrated over ˝A
(electron 1) and ˝B (electron 2) atomic basins [7]:
FAB =
∫
˝B
dr2
∫
˝A
dr1xc(r1, r2) (8)
The ﬁrst quantity is the so-called delocalization index, ıAB,
which measures the number of shared electron pairs between ˝A
and ˝B:
ıAB = −(FAB + FBA) = −2FAB (9)
whereas the second one, known as the localization index (A), gives
the amount of localized electrons within an individual basin ˝A:
A = −FAA = −
∫
˝A
∫
˝A
dr1dr2xc(r1, r2) (10)
Consistently, these two  deﬁnitions are related to the average
number of electrons associated to ˝A by:
NA = −FAA −
∑
B /=  A
FAB = A +
1
2
∑
B /=  A
ıAB (11)
Thus, QTAIM provides a bridge between Lewis structures and
the electronic wave function, by the extraction of these properties
from the molecular electronic wave function.
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2.1. Localization and delocalization operators
The three quantities previously described (NA, A and ıAB) can
be deﬁned, in the QTAIM framework, as the expectation values
associated to different operators.
On the one hand, the analytical expression for the atomic pop-
ulation operator is:
N̂A = N · wA(r1) (12)
On the other hand, and considering the equality:
N(N − 1)
∫ ∫
wA(r1)wB(r2) (r1, r2)dr1dr2 = NANB + FAB (13)
where  (r1, r2) is the square of the electronic wave function inte-
grated over the spin coordinates of all the electrons () and over
the Cartesian coordinates of all electrons but two:
 (r1, r2) =
∫
d
∫
drN · · ·
∫
dr3 ∗ (14)
we easily ﬁnd the operators associated to the localization:
̂A = N2A − N(N − 1) · wA(r1)wA(r2) (15)
and delocalization indices:
ı̂AB = 2NANB − 2N(N − 1) · wA(r1)wB(r2) (16)
It is straightforward to show that the three operators are related
by the expression:
N̂A + N[NA − N̂A] = ̂A +
1
2
∑
 ˝ /=  ˝A
ı̂A˝ (17)
3. QTAIM applied to H2 VB resonance forms
3.1. Expectation values for VB wave functions
For a given electronic wave function,  , the expectation value
associated to a multiplicative operator Ô(r1, r2) is given by:
〈O〉 = 〈 |Ô| 〉 =
∫ ∫
Ô (r1, r2)dr1dr2 (18)
If now we consider the VB expansion of the wave function (Eq.
(2)), it can be written:
〈O〉 =
∑
j
|cj|2Ojj +
∑
i /=  j
∑
j
c∗i cjOij (19)
where Oij is:
Oij =
∫
Ôij(r1, r2)dr1dr2 (20)
with:
ij(r1, r2) =
∫
d
∫
drN · · ·
∫
dr3  ∗i  j (21)
According to Eq. (19), the expectation value for Ô contains
two different contributions: ﬁrst, the |cj|2-weighted average of the
expectation value for each individual VB structure (Ojj); second, the
terms associated to the superposition of different VB basis func-
tions (Oij). We  notice that the ﬁrst contribution is not actually the
weighted arithmetic mean, due to the fact that VB basis functions
are not necessarily orthogonal and, consequently,
∑
j|cj|2 is not 1,
but:∑
j
|cj|2 = 1 −
∑
i /=  j
∑
j
c∗i cj〈 i| j〉 (22)
Fig. 2. Nomenclature of the atomic orbitals used for the valence bond description
of  the H2 molecule.
As a consequence, the use of plain coefﬁcients to ascribe weights
to VB structures can lead to interpretation problems. Thus, other
deﬁnitions for structural weights have also been proposed as, for
example, Chirgwin–Coulson weights (wj , Eq. (23)) [16], which are
generally used in recent VB literature [17].
wj = |cj|2 +
∑
i /=  j
c∗i cj〈 i| j〉 (23)
With them, Eq. (19) can be written as:
〈O〉 =
∑
j
wjOjj +
∑
i /= j
∑
j
c∗i cj[Oij − 〈 i| j〉Ojj] (24)
where the ﬁrst contribution is a proper wj-weighted arithmetic
mean, whereas the second part would account for the so-called
resonance effects.
3.2. VB wave function for H2
As indicated in the introduction, we  will consider two kinds
of contributions to the total wave function of the dihydrogen
molecule. The ﬁrst one is the covalent resonance form, resulting
from placing1 one electron in the left-hand hydrogen and another
electron in the right-side one, whereas the second one describes
both ionic situations (−H H+ and +H H−). This is:
VB(1, 2) =
[
1 + S2
( + S)2 + (1 + S)2
]1/2
[ cov(1, 2) +  · ion(1, 2)]
(25)
where S is the overlap integral between the left-side and right-
side 1s atomic orbitals (Fig. 2) and the variable  accounts for the
contribution of the polarized resonance forms in the total wave
function. When both the covalent and the ionic structures present
the same weighting,  = 1, we face the well-known Hartree–Fock
description.
The corresponding spinless probability distribution,  VB, is
given by:
VB(r1, r2) =
1 + S2
( + S)2 + (1 + S)2
[cov + 2ion + 2cov,ion]
(26)
with:
1 For the sake of concision, we consider the simplest case, where we exclusively
populate 1s atomic orbitals (Fig. 2). This formalism could be easily generalized to
extended-basis descriptions.
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Fig. 3. Electron density contour and gradient lines for H2 in the XY plane. The
separatrix between both hydrogen basins is also indicated.
cov(r1, r2) =
∫
| cov|2d1d2
= 1
2(1 + S2) [sR(r1)sL(r2) + sL(r1)sR(r2)]
2 (27)
ion(r1, r2) =
∫
| ion|2d1d2
= 1
2(1 + S2) [sR(r1)sR(r2) + sL(r1)sL(r2)]
2 (28)
cov,ion(r1, r2) =
∫
 ∗cov iond1d2
= 1
2(1 + S2) [[s
2
R(r1) + s2L (r1)]sR(r2)sL(r2)
+  sR(r1)sL(r1)[s2R(r2) + s2L (r2)]] (29)
where sR (sL) denotes the 1s atomic orbital centered in the right
(left) hydrogen nucleus.
3.3. Applying QTAIM operators
Due to the symmetry of the system, the QTAIM zero-ﬂux surface
[6] separating both hydrogen basins is obviously perpendicular to
the internuclear line (YZ plane in Fig. 3). Consequently, for a point
r in the three-dimensional space, we have:
r = (x, y, z) ∈ ˝L if x < 0
r = (x, y, z) ∈ ˝R if x > 0 (30)
where ˝L and ˝R represent the left-side and the right-side hydro-
gen basins (Fig. 3).
Before continuing, it is useful to deﬁne the quantity I˝AB:
I˝AB =
∫
˝
sA(r)sB(r)dr (31)
As a consequence of the symmetry of the system, the next rela-
tionships rise trivially:
IRRR = ILLL
IRLL = ILRR
IRRL = ILRL =
S
2
(32)
Fig. 4. H–H distance dependence for both localization and delocalization indices in
the covalent resonance form.
3.3.1. The covalent resonance form
Now that we have deﬁned both the VB wave function for H2 and
the operators associated to the atomic population, the localization
index and the delocalization index between two space-regions, it is
possible to obtain the contributions arising from the three terms of
the VB description of the system. The ﬁrst one to be analyzed is the
covalent function, which is said to represent the covalent Lewis dot
structure H:H. As expected, the electronic populations (obtained
from the operator described in Eq. (12)) of both hydrogen atoms is
1 au:
NcovR = NcovL =
∫ ∫
N̂Lcovdr1dr2 = N
∫ ∫
˝L
covdr1dr2 = 1 (33)
regardless of the nuclear distance (R). Conversely, the covalent con-
tribution to the localization and delocalization indices does depend
on the distance, as they depend on S and on the I˝AB quantities:
covL =
∫ ∫
̂Lcovdr1dr2 = 1 −
1
2
[
S2 + 4ILRRILLL
1 + S2
]
= covR (34)
ıcov =
∫ ∫
ı̂LRcovdr1dr2 =
S2 + 4ILRRILLL
1 + S2 = 2 · (N
cov
L − covL ) (35)
Concretely, this dependence with the distance between hydro-
gens is represented in Figure 4. It can be observed that at the
dissociation limit (R→ ∞),  the atomic population of each hydro-
gen is totally localized in the corresponding basin (covL → 1 and
ıcovLR → 0). However, at the nuclear overlapping limit (R → 0), both
contributions to the atomic electron population equalize (covL →
0.5 and ıcovLR /2 → 0.5). This fact does not support identifying  cov
exclusively with the individual H:H Lewis dot structure. Actually,
the behavior of cov goes from the one associated to ·H H· (or also to
the combination of the polarized −H H+ and +H H− forms) at R→ ∞
to that of the actual H:H (at the limit R → 0). Although this result
seems obvious, it is normally omitted when it comes to understand
the behavior of a given system in terms of the VB contributions.
3.3.2. The ionic resonance form
In the case of  ion, we  observe an exchanged behavior between
L and ıLR with regard to the covalent case (Fig. 5). Thus, the ionic
term of the VB wave function also presents features that can be
ascribed to H:H in the R → 0 limit. As the internuclear distance
increases, the localization index decreases, while the delocaliza-
tion index shows the opposite trend. This means that for ion, the
atomic electron populations are totally delocalized when both H
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Fig. 5. H–H distance dependence for both localization and delocalization indices in
the  ionic resonance form.
nuclei are inﬁnitely separated, fact that clearly does not remind of
the polarized Lewis dot structures (−H H+ and +H H−). This delocal-
ized behavior at huge R is actually inherit from the two  individual
ionic functions in  ion, representing −H H+ and +H H−, and not
from their superposition. Moreover, around the experimental bond
length we observe that the ionic VB function displays higher delo-
calization index than the covalent one, whereas the opposite trend
is observed for the localization index (Figs. 4 and 5).
We  remark that the contribution of the ionic functions employed
in the VB expansion of the wave function to the delocalization index
between atoms is not necessary negligible. Thus, one should be
careful when trying to interpret the bond properties of a molec-
ular system in terms of Lewis dot structures considering its VB
weightings.
3.3.3. The covalent–ionic superposition
The remaining term in  VB is the one associated to the super-
position of both  cov and  ion. The evolution of the average value
for the localization and delocalization indices is shown in Figure 6.
At very small distances (R → 0), the superposition term exhibits the
same values of L and ıLR as  cov and  ion, whereas its inﬂuence to
both indices vanishes as the internuclear distance increases.
Fig. 6. H–H distance dependence for both localization and delocalization indices in
the  covalent–ionic superposition state.
Fig. 7. Inﬂuence of the ionic polarized forms in the localization index.
Fig. 8. Inﬂuence of the ionic polarized forms in the delocalization index.
3.3.4. Inﬂuence of the covalent:ionic ratio in the QTAIM indices
In the introduction, we  indicated that, on the basis of identify-
ing terms of the VB wave function with individual Lewis structures,
a rise in the value of delocalization index should be expected if
the covalent:ionic ratio increases. In the previous sections, we
observed that, for a given internuclear distance greater than zero,
the ionic contribution  ion exhibits greater values for ıLR than  cov
(Figs. 4 and 5). This foresees what could be considered a serious
surprise in terms of chemical intuition: the more relevant the ionic
term in the VB wave function is, the larger L (Fig. 7) and the smaller
ıLR (Fig. 8).
Therefore, and as it was  also indicated in previous subsections,
the evolution of both L and ıLR indicates that the direct associa-
tions of cov to the individual H:H Lewis dot structure and of ion
to −H H+ and +H H− are inexact in terms of the QTAIM descrip-
tion and can lead to inconsistencies between both QTAIM and VB
interpretations of a chemical system.
4. Conclusion
In this work, mathematical expressions for localization () and
delocalization (ı) indices of the covalent ( cov) and ionic ( ion)
terms of the VB wave function for H2 were deduced. These VB con-
tributions for both indices exhibit trends that are not compatible
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with those usually expected for the corresponding Lewis dot struc-
tures. Moreover, we observe important contributions to  and ı
indices due to the non-orthogonality between the ionic and the
covalent parts of the VB wave function. According to the previous
facts, the association of  cov to the H:H Lewis structure and  ion
to:H H and H H: in the VB framework is not appropriate, unless
in terms of their assumed QTAIM values. Furthermore, the non-
orthogonality between cov and ion plays a signiﬁcant role in the
QTAIM-interpretation of the VB wave function, as the superposition
term arises from it.
In plain English, the concepts of covalent and ionic resonance
structures should be taken with care when transferred to real space
theories of the chemical bond. Thus, as an example, the results here
presented for H2 indicate that the estimation of its QTAIM localiza-
tion and delocalization indices from qualitative interpretations of
the VB wave function in terms of the Lewis model can lead to wrong
values.
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Revisiting Lewis dot structure weightings: a pair
density perspective
David Ferro-Costas* and Ricardo A. Mosquera
A method based on a real space partitioning to measure the importance of Lewis structures is proposed
in this work. A matrix containing diverse QTAIM atomic and diatomic properties endowed with
significance within a Lewis structure framework is expanded in terms of what we call Lewis-structure
matrices. Each of these matrices flawlessly describes an individual resonance structure and its associated
linear expansion coeﬃcient (Q-ALE coeﬃcient) indicates the importance or convenience of the given
Lewis structure. These coeﬃcients were inspected looking at their evolution in a series of usual
chemical issues. Among all the results, we find of interest that s resonance structures in systems with
p electrons are more important than normally expected, which justifies why the qualitative predictions
arising from the application of the resonance model and the quantitative results based on QTAIM
properties are sometimes discrepant. Likewise, we observe that the variation of the dielectric constant of
the medium aﬀects the p resonance to a greater extent than it does the s one. Other interesting results
in this manuscript are connected to homolytic dissociation of diatomic molecules, periodic trends in
hydrogen compounds, and polarization of aromatic systems as a consequence of their interaction with
electric fields and with diverse ions.
1. Introduction
One of the most fruitful and fundamental concepts within
chemistry is that of a ‘‘chemical bond’’.1 Paradoxically, as other
fundamental concepts, it lacks a unique and precise definition
and it has been the subject of a huge collection of studies, the
seminal contribution being the cubical atom theory presented
by Lewis in 1916.2 Within the framework of this theory, a shared
electron pair was the key step in the formation of a chemical bond.
This point of view led to diagrams that show the bonding between
atoms of a molecule and the lone pairs of electrons that may exist
in the molecule. These diagrams, called Lewis dot structures
(LDSs) and constructed according to a certain set of rules, allowed
predicting geometry, polarity and reactivity of inorganic and
organic compounds. Due to this obvious and immense impact
on chemistry, Lewis theory became one of its most important
milestones. So it is that, nowadays, LDSs define the language used
in the description of chemical transformations. Thus, from the
simplest chemical change to those routes designed to synthesize
complex molecules of biological importance, Lewis structures
have played (and still play) a crucial role in.
Indeed, most of the behaviors exhibited by any functional
group are explained and understood in terms of its diﬀerent
LDSs. As an illustration of the predictability power associated
with LDSs, the textbook example of the carbonyl group can be
analyzed. On the basis of chemical intuition, it seems legitimate
to propose this group as a combination of mainly two Lewis
structures: the covalent CQO and the ionic C+–O? (Fig. 1a).
Accordingly, two straightforward consequences emerge from this
description: (i) its bond strength should be greater than that of an
alcohol group (from the CQO LDS) and (ii) the carbonyl carbon
should be prone to suffer a nucleophilic addition reaction due
to its partial positive charge inherited from the C+–O? LDS.
Unquestionably, both properties of the carbonyl group are well-
known experimental facts, which emphasizes the predictability
potential of LDSs. Equally important would be the meaningful
example of benzene, whose electronic structure is usually defined
through the two famous Kekule´ structures (Fig. 1b). The considera-
tion of only one of them would lead to a ring with two different
Fig. 1 Most important Lewis structures and the corresponding composite
resonance hybrid for (a) the carbonyl group and (b) the benzene molecule.
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kinds of edges (C–C and CQC), precluding the actual D6h symmetry
of the system. Moreover, the consideration of different LDSs is
hugely used to predict substituent effects on p conjugated systems
such as benzene. A slew of excellent examples about the importance
of Lewis structures to understand chemical reactivity and structure
can be found in any general or advanced text of chemistry.3–6
Lewis ideas took root so much in the world of chemistry that it
was necessary to find ways of retaining them within the modern
theories and conceptions about the molecular electronic structure.
In fact, his ideas even survived the advent of quantum mechanics,
whose fundamental wave equation was formulated in 1926.7 Since
that date, only two years were needed to develop the resonance
theory,8 where Linus Pauling combined the pair bonding ideas
of Lewis together with the Heitler–London theory9 and some
concepts from the discussion presented by Werner Heisenberg
about stationary states of the helium atom,10 where the word
‘‘resonance’’ made its first appearance in the world of quantum
mechanics. Within Pauling theory, and in analogy to Lewis ideas,
the molecular electronic wave function, C, is described as a
superposition of ci functions, each one describing a LDS:
C ¼
X
i
cici (1)
However, this direct connection between LDSs and quantum
mechanics vanishes as soon as the molecular orbital (MO)
philosophy is employed. In the framework of this theory, the
first attempts to preserve the Lewis point of view were based on
localized molecular orbitals.11–14 Although promising, they are, as
any other MOs, mono-electronic functions and, consequently, they
present no information about the physical role of electron pairs in
chemical bonds. From amore general point of view, and regarding
the total wave function instead of its components, other authors
pointed out that the proper connection between Lewis ideas and
the quantum world would be better performed through the use
of the pair density, the simplest quantity bearing information
about the electron pairs.† Concretely, the first systematic
analysis of the relation between the pair density and the chemical
bond was performed by Bader,15,16 who studied the fluctuation
in the average population of regions defined within a molecule,
expressed entirely in terms of the pair density. Actually, his
well-known delocalization index (dAB) grants a measure of the
electron sharing between OA and OB regions, whereas his
localization index (lA) is related to the amount of electrons
localized in OA.17 An important group of studies describes the
connection between dAB values for a molecule and its standard
Lewis structure, as those of Ponec and Fradera.18–20
Motivated by this train of thought, we considered of interest
to analyze the pair density coming from a valence bond wave
function in terms of these localization and delocalization
indices.21 The simplest case to confront was the H2 molecule
described by a combination of two individual ci valence bond
states (eqn (1)): one associated with H:H (ccov) and another
(cion) with the combination of ionic LDSs (:HH and HH:). Contrary
to expectations, the evolution of both l and d for the individual
Lewis states with the internuclear distance and for the total wave
function with the relative ionic/covalent weighting did not follow
the expected trends. Consequently, the association of an individual
resonance state ci with a given Lewis structure is actually inexact,
unless in terms of the number of localized and delocalized pairs of
electrons, magnitudes that seem to be the inexorable bridge
between classical Lewis structures and the quantum world.
As a consequence of this shortcoming, it is necessary to develop
an alternative strategy to procure the importance of each LDS in a
certain compound. In this work, we obtain LDS weightings that
allow reproducing Bader’s localization and delocalization indices
and whose behavior is analyzed in diﬀerent systems and processes,
such as bond cleavages, application of an electric fields, p-ion
interactions, or the variation of the bulk relative permittivity. We
find that these weightings follow the expected trends and, with
them, it will be possible to understand a chemical system as an
actual combination of Lewis structures.
2. Theoretical details
2.1. A Lewis perspective for the fluctuation of the electron
population
For a given Lewis structure, it seems straightforward to identify
which electron pairs are delocalized between atoms and which
pairs are localized in a single one. This trivial classification,
together with the definition of the formal atomic charges of
a Lewis structure, has a delightful implication: the formal
amount of electrons associated with each atom of a molecule
consists of two diﬀerent contributions, one accounting for the
pairs of electrons that are localized in each atom, the other
indicating the number of pairs which fluctuate between a given
atom and the rest of them.
A similar division scheme can be obtained in the quantum
world, as Bader indicated in his quantum theory of atoms in
molecules (QTAIM).17 Specifically, the fluctuation in the average
number of electrons for a region O, L(O), is defined as:
LðOÞ ¼ LO ¼ N2ðOÞ ? NðOÞ
? ?2 (2)
and it can be expressed entirely in terms of the pair density.
This function, denoted by r(r1,r2), is defined as:‡
r r1; r2ð Þ ¼
NðN ? 1Þ
2
ð
ds1
ð
ds2
ð
dt3 . . .
ð
dtNC?C (3)
which allows writing N2ðOÞ as:22
N2ðOÞ ¼ 2
ð
O
dr1
ð
O
dr2r r1; r2ð Þ þ
ð
O
dr1r r1ð Þ (4)
while %N(O), which defines the average number of electrons in
the region O, takes the form:
NO ¼ NðOÞ ¼
ð
O
dr1r r1ð Þ (5)
† It is of importance to remember that the Lewis model describes the electronic
structure of a molecule in terms of electron pairs, with this being the reason of
why the pair density may play a crucial role. ‡ si denotes a product of spin (si) and space (ri) coordinates and dsi = dsidri.
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where the electron density r(r1) is:
r r1ð Þ ¼ 2N ? 1
ð
dr2r r1; r2ð Þ (6)
In order to simplify the expression for the fluctuation, it is
convenient to define the quantity FOO:
FOO ¼ 2
ð
O
dr1
ð
O
dr2r r1; r2ð Þ ? NO
? ?2 (7)
In this manner, eqn (2) can be rewritten as:
?FOO = %NO ? L(O) (8)
Bearing in mind the localized/delocalized ideas from the
Lewis model, it is tempting to identify the quantity ?FOO to
the amount of electrons localized within the region O, due to
the fact that it is the diﬀerence between the average number of
electrons belonging to O and its fluctuation. Consequently, this
magnitude is commonly known as the localization index for
the region O, lO = ?FOO. As an illustration, we can consider the
whole space as our region of interest (O = R3). Undoubtedly, the
fluctuation of the average electronic population is zero and,
consequently, all the electrons contained in O are completely
localized, as is also indicated by lO = %NO. Conversely, when the
region O defines an atom in a molecule which is bonded to
other atoms, its localized electron population will be smaller
than its average population. To measure the number of electron
pairs involved in a given bond, we can consider an isolated A–B
bond. As a consequence of the isolation, the fluctuation in OA +
OB is zero but, as indicated, L(OA) and L(OB) would differ from
such a value, in as much as electrons fluctuate between both
atoms. In fact, it can be written as:
L(OA + OB) = NA + NB + FAA + FBB + 2FAB = L(OA) + L(OB) + 2FAB
(9)
with:
FAB ¼ 2
ð
OA
dr1
ð
OB
dr2r r1; r2ð Þ ?NANB (10)
As the fluctuation for the whole system is zero, the individual
atomic fluctuations are collected in ?2FAB. For this reason,
this quantity is called the delocalization index, dAB = ?2FAB,
and measures the amount of electrons fluctuating between OA
and OB.
In this manner, through the definition of the fluctuation around
%N (O) for a given regionO and the localized/delocalized classification
of the electron pairs based on the Lewis model, the magnitudes
lA and dAB can be endowed with a chemical meaning.
The argumentation described above can be easily generalized
to an arbitrary number of atoms.
2.2. Mathematical representation of Lewis dot structures
In a Lewis structure, a covalent bond between two atoms is
normally depicted as a straight line connecting the corresponding
atoms. In this manner, the bonding structure of a given LDS is
equivalent to an undirected multigraph, g = (V,E), with V being
the nonempty set of atoms and E being a multiset of unordered
pairs of bonded atoms. Consequently, the covalent bond skeleton
of a given Lewis structure can be described unequivocally by its
corresponding adjacency matrix (some examples are depicted
in Fig. 2a). As this matrix describes the covalent bonds in the
LDS, we will refer to it as the bonding matrix or B.
However, the covalent skeleton is not the only feature of a
given LDS. It is also characterized by its intrinsic distribution
of formal charges. Consequently, to completely describe a
LDS, we also need a (diagonal) matrix which accounts for such
a distribution. We could use, indistinctly, atomic electron
populations or atomic charges (qO = ZO ? NO, with ZO being
the atomic number of the nucleus contained in O) for defining
this matrix (giving rise to the population matrix, N, and to the
charge matrix, Q, respectively). These two matrices are inter-
related through the diagonal matrix of the corresponding
atomic numbers Z, which remains invariant in all the Lewis
structures of a given system (Z = Q + N). For the sake of
simplicity, we will consider, in most of the cases, the Q matrix
for describing the electronic distribution of a given LDS.
It is important to notice that self-loops lack of sense in the
graph representation of a Lewis structure. Hence, the diagonal
elements of B are always zeros. Consequently, the information
enclosed in both B and Qmatrices can be compacted in a single
matrix L = B + Q. Each ‘‘Lewis-structure matrix’’ L defines
flawlessly each Lewis dot structure for a given system (some
examples in Fig. 2b and c).
2.3. QTAIM-adapted Lewis coeﬃcients
In the previous section we defined the ‘‘Lewis-structure matrix’’
of a given LDS. Whereas atomic charges define the diagonal
elements, the number of electron pairs involved in the bond
Fig. 2 Some Lewis structures and the corresponding matrices: (a) exam-
ples of bonding matrices, (b) generation of the structure matrix from the
bonding and the charge matrices, and (c) structure matrices for the Lewis
resonance forms associated with a double bond.
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between each pair of atoms is collected in the corresponding
oﬀ-diagonal element. In terms of QTAIM, a Lewis-structure
matrix for the system (Ls = Qs + Bs) can be also defined if we
consider QTAIM atomic charges (Qs) and delocalization indices
(Bs). As our goal is to understand, whenever possible, the most
important features of the molecular electronic structure in
terms of LDS’s, it is chemically appealing to assume (although
not rigorously founded) that this Lewis-structure matrix for the
system can be expressed as a linear combination of structure
matrices associated with individual LDS’s. This is:
Ls ¼
X
j
wjLj (11)
with wj being a coeﬃcient which measures the importance of
the j-th Lewis dot structure.
As Ls is the sum of two matrices, we can split the previous
equation into two, one associated with the bonding matrix:
Bs ¼
X
j
wjBj (12)
and another associated with the charge matrix:
Qs ¼
X
j
wjQj (13)
We note that an equivalent equation would be obtained if we
used the population matrix instead of the charge matrix:
Ns ¼
X
j
wjNj (14)
If the description in terms of the Q matrix is equivalent to that
of N, the wj coeﬃcients should remain invariant whatever
representation is chosen. Consequently, if we sum both
eqn (13) and (14), we obtain a normalization-like condition
for the wj coeﬃcients:
Z ¼ Qs þNs ¼
X
j
wj Qj þNj
? ?
|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
Z
!
X
j
wj ¼ 1 (15)
where we leveraged the fact that the sum of the two matrices
generates the diagonal matrix Z, which is obviously the same in
each individual LDS. As these coeﬃcients are obtained in terms
of QTAIM quantities, we will refer to them as QTAIM-adapted
Lewis coeﬃcients, or just Q-ALE coeﬃcients.
In general, we are not interested in reproducing the whole
Ls matrix, but only some QTAIM properties of it. According
to eqn (11), each chosen QTAIM descriptor involved in Ls is
given by:
Lsð Þik¼
X
j
wj Lj
? ?
ik (16)
The consideration of as many equations (including the normal-
ization condition) as Lewis structures gives rise to a system of
linear equations, which can be expressed all together through
matrix notation as:
A = D?w (17)
where A is the column vector formed by the Ls chosen elements,
the corresponding (Lj)ik elements are collected in the D square
matrix, and w is the column vector of Q-ALE coeﬃcients.
Therefore, the latter is obtained through:
w = D?1?A (18)
2.4. On the negative value of Q-ALE coeﬃcients
Let us imagine a neutral diatomic molecule, AB, with B bearing
higher electronegativity. In this case, we would instinctively
describe its Ls matrix through two Lewis-structure matrices:
Lcov, associated with A–B, and L?, identified with A+B? (Fig. 2b):
Ls = wcovLcov + w?L? (19)
The resolution of this equation yields wcov = dAB and w? = qA
and, bearing in mind the normalization conditions (eqn (15)), a
restriction is imposed on qA + dAB: it has to be equal to 1.
However, real systems do not fulfill this condition generally
and, consequently, the other ionic resonance structure (A?B+)
has to be explicitly considered§ in order to avoid this constraint
on the system. Positive coeﬃcients for this LDS can be used to
reduce the charge of A without aﬀecting dAB and, consequently,
situations where qA + dAB o 1 would be described. On the
contrary, negative w8 values are needed to mimic systems
where qA + dAB 4 1.
More specifically, if we consider now the three resonance
structures to reconstruct Ls, it can be found that the wj coeﬃcients
are given by:
wcov = dAB (20a)
w? ¼
1? dABð Þ þ qA
2 (20b)
w? ¼
1? dABð Þ ? qA
2 (20c)
Diﬀerent regions can be defined depending on the values of the
coeﬃcients:
(a) All the coeﬃcients are positive (wi4 0 8i). Systems in this
region verify dAB + qA o 1. Setting the perfect sharing with no
electron transfer as a reference (d0AB = 1, q0A = 0), reductions in the
delocalization index in this region are greater than the charge
transference to the electronegative atom (d0AB ? dAB 4 qA ? q0A).
Fig. 3a presents, in terms of a curved arrow formalism, an
example for this situation. In it, the electron density withdrawn
in a partial cleavage of the perfectly shared bond is distributed
between the two atoms, the one receiving more amount being
the most electronegative. The total homolytic cleavage of a A–B
bond is an extreme situation in this region, where the pair of
electrons is equally distributed between the two atoms.
(b) wcov, w? 4 0 whereas w8 = 0. In this situation, the
reduction in the delocalization index matches with the charge
transference to B (1 ? dAB = qA). It corresponds to the arche-
typical situation of a perfect heterolytical cleavage, where the
amount of electron density withdrawn from the bond goes
§ Actually, it is implicitly considered due to the fact that the matrices for the two
ionic structures are not linearly independent (L? = ?1?L8, where ? refers to A+B?
and 8 alludes to A?B+; see Fig. 2b).
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entirely towards the most electronegative atom (Fig. 3b). The
perfectly shared bond, with dAB = 1 and no charge transference,
is also placed in this region.
(c) wcov, w? 4 0 but w8 o 0. Here, the reduction in the
delocalization index (1 ? dAB) is bounded to the [0,qA) interval.
An example of this situation is depicted in Fig. 3c, where the
transference to the electronegative atom does not come exclu-
sively from the electron density withdrawn from the perfectly
shared bond, but also from the other atom.
(d) wcov 4 1 and w8o 0. In this situation, dAB4 1 and w? can
be either positive (dAB o 1 + qA) or negative (dAB 4 1 + qA). The
values of Q-ALE coeﬃcients indicate that resonance structures
involving more than one bond should be considered.
Thus, although the Q-ALE coeﬃcients present a normaliza-
tion condition (eqn (15)), their individual values can be either
positive or negative and, hence, they should not be interpreted as
relative probabilities. However, whereas there is no logistic
problem with positive values, negative ones could be considered
preposterous from a chemical point of view. From our perspec-
tive, they are just an indication of the obvious limitations
associated with the chosen LDS’s to properly describe the system
(as previously exemplified in the description of the diﬀerent
regions). In this manner, negative values are an indication
about the inadequacy associated with the set of LDS’s normally
employed to characterize a molecule. Concretely, a change in
the LDS basis can solve this problem, as we will show in a
subsequent section.
3. Results
Wewill present here some results in a series of selected prototypical
systems and processes. In general, all the concepts explored in
this article are appropriately described at the Hartree–Fock
level. We only use the Full Configuration Interaction (FCI)
methodology to properly describe the bond dissociation in
HF and LiH molecules. Whereas Hartree–Fock wave functions
are obtained with Gaussian 0923 and analyzed using the AIMPAC
package of programs,24,25 calculations associated with the FCI
methodology were performed using MOLCAS26 and the associated
localization and delocalization indices were obtained using the
PROMOLDEN code.27
3.1. LiH and FH bond cleavage
Among the tests that Q-ALE coeﬃcients should overcome, one
of them is the proper description of a bond cleavage. For that,
we will analyze two cases: LiH and FH. The first is considered
basically an ionic molecule typically described by the Li+H?
LDS, while the second is considered a polarized covalent
molecule, with both F–H and F?H+ being of great importance.
In both cases, the homolytic dissociation should lead to the
?A H? (with A being Li or F) LDS or, equivalently, to both A?H+
and A+H? LDSs contributing equally to the molecule, as the
sum of their Lewis-structure matrices is equivalent to that
associated with ?A H?. It is important to note that, using Lewis
structures, it is not possible to discriminate between the dis-
sociated ground state and an excited state coming from the
appropriate combination of ionic structures.
In these cases, eqn (17) takes the form:
1
qH
d
0
@
1
A ¼
1 1 1
0 1 ?1
1 0 0
0
@
1
A
wcov
w?
w?
0
@
1
A (21)
where the first row of D accounts for the normalization condi-
tions. The solution of this system of linear equations is actually
shown in eqn (20), with qA and dAB being qLi and dLiH for LiH
and qH and dHF for HF. The evolution of the three Q-ALE
coeﬃcients is plotted in Fig. 4a and 5a. It can be seen how at
Fig. 3 Diﬀerent regions that can be defined in accordance with the values
of wcov, w? and w8 for dAB r 1 a.u.
Fig. 4 Evolution of the Q-ALE coeﬃcients for LiH along its homolytic cleavage: (a) using the Li–H, Li+H? and Li?H+ LDS’s, (b) changing the basis of LDS’s
in order to get all wi coefficients positive. The values were calculated at the FCI/6-31G** level of theory.
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short bond distances, as chemically expected, the LiH is
basically described by the ionic Li+H? LDS whereas, for
FH, both F–H and F?H+ structures contribute with similar
importance. In the dissociation limit, the contribution of the
covalent A–H structure tends to zero, whereas both ionic Q-ALE
coefficients equate to represent the homolytic cleavage.
In both cases, we observe that the A?B+ resonance structure
(Li?H+ and H?F+) is endowed with a negative Q-ALE coeﬃcient
at short nuclear distances. However, its absolute value is not very
large (o0.10) and, consequently, the picture given by the triad
A–B, A+B?, and A?B+ could be considered chemically acceptable.
Nevertheless, this picture could be improved. If we consider a
dative-like structure at short distances, where a bond exists
and the two atoms are still characterized by an atomic charge
(A+ ’ B?), in lieu of the A?B+ LDS, we find that the three Q-ALE
coefficients present a positive value (Fig. 4b and 5b).
3.2. The eﬀect of the electronegativity diﬀerence
In a previous work,28 we corroborated the impact that the
electronegativity diﬀerence between bonded atoms has on the
topological distribution of their bond electron density. Actually,
the result agrees with a well-known statement in chemistry: the
larger the diﬀerence in electronegativity between two atoms
involved in a chemical bond, the more ionic (or polar) the
bond is.29 Hence, if Q-ALE coeﬃcients really own the ability of
bringing the Lewis picture of the molecular structure close to
the world of the quantummechanics, they should behave according
to this rule. In order to test such a skill, we analyze the bond of
elements of the second to the fourth period (excluding noble
gases and transition metals) with H, concretely in closed-shell
hydrogen compounds (AHn).
For the sake of simplicity, we only contemplate the covalent
(H–AHn?1) and the two ionic (H+?AHn?1 and H?+AHn?1) Lewis
structures, associated exclusively to one of the A–H bonds.
Evidently, these LDSs describe the population of the H atom
and of the AHn?1 moiety, and likewise the delocalization index
between H and the AHn?1 fragment. Results are illustrated
in Fig. 6, where it is clear that the ionic coefficients present
periodic trends: the H?+AHn?1 participation seems to decrease
across a period from left to right and while going down a
group. The opposite behavior along a period is found for the
H+?AHn?1 LDS. We also notice that the ionic structures have
almost no contribution in the case of CH4. This property can be
undoubtedly ascribed to the small electronegativity difference
between C and H atoms.
Moreover, the importance of each Lewis structure presents a
clear connection to the electronegativity diﬀerence between A and
H, as indicated in Fig. 7, where Q-ALE coeﬃcients are represented
against the Allred–Rochow electronegativity.¶ Therefore, these
coefficients based on the pair density function seem to behave,
once again, according to the rules governing chemistry.
Finally, we want to remark that the objective of this section
is to corroborate that periodic trends are fulfilled by the Q-ALE
coeﬃcients. Consequently, we were not concerned about the
problems associated with negative values, which were discussed
in previous sections.
Fig. 5 Evolution of the Q-ALE coeﬃcients for HF along its homolytic cleavage: (a) using the H–F, H+F? and H?F+ LDS’s, (b) changing the basis of LDS’s in
order to get all wi coefficients positive. Atomic populations and delocalization indices were obtained from the FCI/6-31G wave function.
Fig. 6 Relevance of the ionic Lewis structures in closed-shell hydrogen
compounds (with regard to the covalent structure) across the periodic
table. Data are derived from HF/6-311++G** approximate wave functions.
¶ This electronegativity scale has been chosen in accordance with one of our
previous studies,28 where we found that this scale, among the standard ones,
provides the best reproduction of the bond electron density distribution.
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3.3. The p-resonance in the allyl cation
The Lewis structures associated with p-resonance are widely used in
chemistry and they are one of the cornerstones to understand
chemical reactivity and molecular stability of diverse systems. For
example, the allyl cation is known by its relative stability and by its
reactivity through the terminal C atoms. Both facts are explained in
terms of the two resonance forms represented in Fig. 8.
The QTAIM population analysis of this system at the
HF/6-311++(2d,2p) 6d level of theory provides interesting results:
although the terminal CH2 groups own a positive charge of
+0.366 a.u., the inner CH moiety is also characterized by a large
group charge (+0.267 a.u.). This distribution of the positive charge
is not contemplated in the previously considered resonance struc-
tures and could be understood as a mismatch between the
resonant conception of the allyl cation and the vision provided
by the QTAIM. On the basis of these results, one could expect no
reliability for the Q-ALE coeﬃcients, as QTAIM seems not to
represent the chemistry of the system. However, if we consider
both s and p electronic structures separately, we find agreement
between both the resonance model and QTAIM results.
At the HF level, we observe that the electronic structure
associated with the p contribution can be perfectly reconstructed
through the two classical structures for the allyl cation (bottom
of Fig. 9). In this manner, the resonance forms usually proposed
to describe the p structure are in agreement with the Q-ALE
coeﬃcients. In contrast, the positive charge on the CH moiety is
inherited from the resonance in the s structure. We highlight,
firstly, that the set of standard resonance structures presents
negative Q-ALE coeﬃcients, which indicates that the proposed
resonance structures are not totally reliable to describe the s
skeleton. Secondly, it is obvious that the deviations with regard
to the expected result stem from the s structure. Thus, it can be
stated that the resonance of the s electronic skeleton is more
important than normally expected and should not be ignored.
In our opinion, this example can be the foundation to break
a long controversy between widespread qualitative chemical
interpretations based on the resonance model (RM) and quan-
titative studies carried out with the QTAIM for p-systems. The
origins of discrepancies hitherto reported can be traced back to
the arbitrary and capricious way the RM is usually applied,
neglecting the importance of the s resonance structures in
systems with p electrons.
3.4. Influence of the environment
Sometimes, a certain behavior of a molecule, such as a parti-
cular reaction, can be mainly ascribed to the features presented
Fig. 7 Dependence of Q-ALE coeﬃcients for AHn compounds with
the Allred–Rochow electronegativity difference. While the covalent
coefficient seems to follow a gaussian trend, ionic contributions better
fit a sigmoid evolution.
Fig. 8 Most important p-resonance forms for an allyl cation.
Fig. 9 Q-ALE coeﬃcients associated with s and p resonance structures. Numbers in italic correspond to the delocalization index between the moieties
CH2 and CH, whereas electron populations are printed above each moiety. Data obtained from HF/6-311++(2d,2p) 6d calculations. The existence of two
equivalent LDS structures with the same Q-ALE coeﬃcient is indicated as (?2).
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in one of its LDSs. In these situations, having information
about how contributions of Lewis structures vary can be crucial
to, for example, favor one reaction path over another. Actually,
the modification in the polarity of the reaction medium is a
frequently used technique in chemistry.
In this section, we will analyze the influence of the relative
permittivity of the medium (er) in the Q-ALE coeﬃcients for
two simple molecules, hydrogen fluoride and formaldehyde.
To carry out such an undertaking, we will use the polarizable
continuum model (PCM),30,31 implemented in the Gaussian
09 code.
In the case of hydrogen fluoride, we consider the three Lewis
structures ascribed to a single bond (see previous sections). We
observe that the Q-ALE coeﬃcients for F+H? do not change
significantly with er and, moreover, its value is also negligible
(absolute value ca. 0.083). With regard to the significant ionic
structure, F?H+, Fig. 10 illustrates how its contribution is even
more significant as er enlarges. This result is consistent with
the observed increase in the molecular dipole moment.
Concerning formaldehyde, we also performed a s/p division,
as previously done for the allyl cation. Results for the diﬀerent
contributions in the gas phase show that the Q-ALE coeﬃcients
are in line with the characteristic polarity of the CO bond
(Fig. 11). It is interesting to note that the resonance structure
associated with the CO cleavage where the oxygen withdraws
the bond pair presents a larger relative Q-ALE coeﬃcient (with
regard to the correspondent perfectly shared bond) in the s
distribution than in the p one. Therefore, the s skeleton is
more prone to suﬀer the eﬀects of the electronegativity diﬀer-
ence between the bonded atoms.
With regard to the change in the solvent permittivity, we notice
that the contribution of the p ionic structure with a negatively
charged oxygen rises (Fig. 12). Similarly, those LDSs characterized
by the ionic H+C? cleavage increase their participation. Again, the
growing importance of these structures agrees to the fact that the
dipole moment of the molecule increases with er. The evolution
of the Q-ALE coeﬃcients with increased solvent permittivity
also reveals another interesting trend: the contribution of the p
structures are more aﬀected by the solvent dielectric constant
than the s ones. This can be related to the fact that whereas s
electron density is more confined among the nuclei, the p one can
be distorted by external fields in a more eﬃcient way.
3.5. The influence of an electric field
In recent works, N. Ramos-Berdullas et al., inspired by advances
in the field of molecular electronics, have considered diﬀerent
aromatic chains connected diﬀerently to metal structures,32
confirming interesting experimental trends: when the contact
took place through a methylene linker, the conductance of the
molecular junction increased;33 if the phenyl rings were in
direct contact with the metal structure, it decreased.34 Wisely,
they explained this finding using models based on resonance
Kekule´ structures polarized at the contacts, contributing with a
more chemical and deep comprehension to the field of mole-
cular electronics. Their new and clear study exemplifies the
importance of Lewis structures in modern scientific fields.
In this section, we will consider the benzene molecule subjected
to an electric field, in order to ascertain that Q-ALE coeﬃcients
for the p-LDSs behave according to expectations. This electric
field, ranging from 0.00 to 0.02 a.u., is applied in the direction
defined by one of the C2 axis of rotation of benzene which
contains no atoms. In order to analyze the evolution of the
Q-ALE coeﬃcients, we will consider, exclusively, the p contribution
to the delocalization indices between the following pairs of CH
moieties: 2–3, 5–6, 1–4, 2–5, and 3–6 (see Fig. 1 for numbering).
According to that, eqn (17) can be written as follows:
dp2;3
dp5;6
dp1;4
dp2;5
dp3;6
0
BBBBBBBBBB@
1
CCCCCCCCCCA
¼
1 0 1 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0
BBBBBBBBBB@
1
CCCCCCCCCCA
wK1
wK2
wD1
wD2
wD3
0
BBBBBBBBBB@
1
CCCCCCCCCCA
(22)
with wK1 and wK2 accounting for Kekule´ LDSs, whereas wD1 to
wD3 refer to Dewar ones.
Fig. 10 Evolution of the F?H+ importance with regard to the relative
permittivity of the medium. Isosurfaces of 0.001 a.u. (green) and ?0.001 a.u.
(red) for r(er) ? r(er = 1) confirm the rise in the contribution of the ionic
structure. Data obtained from HF/cc-pVTZ calculations.
Fig. 11 Importance of diﬀerent Lewis dot structures for formaldehyde
in the gas phase. A mapped surface of the total electrostatic potential
(at r = 0.01 a.u. isosurface) is also shown. Data obtained from HF/cc-pVTZ
calculations. The existence of two equivalent LDS structures with the same
Q-ALE coeﬃcient is indicated as (?2).
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We observe that Q-ALE coeﬃcients reproduce an important
well-known chemical fact (Fig. 13): the preeminence of Kekule´
resonance structures with regard to Dewar ones. Actually, in the
absence of an electric field, each Dewar structure contribute to
the system with a coeﬃcient of ca. 0.10, whereas individual
Kekule´ forms are endowed with a Q-ALE coeﬃcient of ca. 0.35.
With regard to the electric field, as it increases, the electron
density flows to the left side (see Fig. 13). Consequently, the
Kekule´ resonance form, which allows the accumulation of p
electron density in the left side of the molecule, increases its
Q-ALE coeﬃcient, whereas the one locating it at the right
side, decreases. Moreover, we notice that none of the Dewar
resonance structures favors C2–C3 over C5–C6 (in terms of double
bond) or vice versa. This justifies why the Q-ALE coefficients for
Dewar forms vary to a lesser degree than Kekule´ ones.
3.6. Interaction of an aromatic system with an ion
In this section we examine another type of perturbation over
the aromatic benzene ring: its interaction with a cation and
with an anion. Similar to the previous section, we will consider
Fig. 12 Influence of er in the Q-ALE coeﬃcients associated with formaldehyde Lewis structures. Only those structures whose Q-ALE coeﬃcients vary, in
absolute value, more than 0.005 are shown. Data obtained from HF/cc-pVTZ calculations.
Fig. 13 Influence of the electric field in Kekule´ and Dewar Q-ALE coeﬃcients for benzene. Isosurfaces of 0.002 a.u. (orange) and ?0.002 a.u. (gray)
for the variation of the electron density with regard to the benzene molecule in the absence of an electric field are also shown. Data obtained from
HF/cc-pVTZ wave funtions.
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the two Kekule´ and the three Dewar structures, also through the
same QTAIM properties. Concretely, we will analyze how the
description of the benzene varies when the ion is situated along
the line defined by a C2 axis of rotation containing no atoms, as
indicated in Fig. 14.
In both situations (cation and anion), we observe that Kekule´
structures are those subjected to more changes, as happened when
an electric field was applied. Moreover, the overall behavior of each
Q-ALE coeﬃcient does not seem to depend on the nature of the ion,
although the origin in its evolution is certainly diﬀerent. For the
cation, represented by Li+, the attraction generated by the positive
charge polarizes the benzene p electron cloud towards the cation.
Consequently, the resonance form displaying the double bond in
the best location for this charge transference decreases. Oppositely,
when an anion (modeled by F?) interacts with the benzene ring, the
deformation has its origin in repulsive interactions. Thus, resonance
structures presenting an accumulation of electron density near
the anion decrease their Q-ALE coeﬃcient.
4. Conclusions
In this work, we have presented an approach to ponder the
importance of Lewis resonance structures from real space
analyses based on the quantum theory of atoms in molecules.
For this purpose, we have defined a matrix containing a set of
QTAIM accessible properties with a well defined intuitive value
for each Lewis dot structure (such as atomic charges and
delocalization indices). Intuitively, we have assumed that this
matrix can be obtained as a linear combination of equivalent
matrices, each one defining an individual Lewis structure.
The coeﬃcients involved in such a linear expansion, Q-ALE
coeﬃcients, point to the importance of each Lewis structure.
In order to analyze the performance of these Q-ALE coeﬃcients,
we have tested them in diﬀerent systems. Firstly, the analysis of
these coeﬃcients in diatomic systems allowed us to interpret their
negative values, which could be considered preposterous a priori.
Actually, negative coeﬃcients indicate that the chosen Lewis basis
is not really able to describe the system from a chemical perspec-
tive, although it does so from amathematical point of view. In this
manner, we observed that the A–B, A+B? and A?B+ basis to
describe both LiH and HF molecules fails at shorts distances
and that another basis of Lewis structures needs to be invoked,
where a dative-like bond between charged atoms is needed.
The evolution of the Q-ALE coeﬃcients shows the expected
tendency along the homolytic cleavage of HF and LiH and we have
also observed periodic trends in the ionic Q-ALE coeﬃcients
associated with diverse hydrogen compounds. Moreover, the
allyl cation was used to analyze both s and p contributions to
the resonance of the electronic structure. This system allows
concluding that controversies between qualitative conclusions
based on the resonance model (RM) and quantitative results
obtained within the QTAIM framework can be probably associated
with the resonance in the s skeleton, whose eﬀects are normally
ignored when the RM is invoked. The eﬀect of the dielectric
constant of the solvent has been also analyzed through FH and
formaldehyde molecules. Once again, the behavior of the Q-ALE
coeﬃcients behaves according to chemical expectations, increasing
the contribution of the ionic form when the permittivity increases.
Moreover, we have also observed that the solvent permittivity
aﬀects the resonance of the p structure more than the s one.
Finally, polarization eﬀects were also examined considering the
distortion of the benzene electron distribution by an external
electric field or by the approach of an ion (Li+ or F?). The
evolution of Q-ALE coeﬃcients mimics the expected polariza-
tion trends also in these cases.
We think that this work brings concepts of two worlds of
chemistry together (Lewis structures and real space partition-
ing) through the formulation of a practical scheme to evaluate
the importance of the diﬀerent composing Lewis structures
in a molecule.
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Fig. 14 Variation of the Q-ALE coeﬃcients for the interaction of Li+ (top)
and F? (bottom) with benzene. Both the benzene geometry and the distance
between ion and the benzene plane (1.881 Å for Li+ and 3.094 Å for F?) are
frozen in the values obtained for the C6v optimized structure of [AC6H6]+
(A being the corresponding ion) at the HF/cc-pVTZ level of calculation.
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Life is full of mysteries, yeah,
But there are answers out there
And they won’t be found
By people sitting around
Looking serious
And saying “isn’t life mysterious?”
Extract from Storm, a poem by Tim Minchin
6
Quest 3: Enriching the chemical
knowledge about excited states
Electronically excited states (EESs) are of great interest in the realm of che-
mistry. Actually, photo-induced processes are basic to life itself through pho-
tosynthesis and EESs are involved in the stability of DNA and its capability to
avoid photo-damage, which can end up in tumorigenesis. Unfortunately, such
states lack exhaustive studies of their electronic structure, which can be crucial
to understand their chemical behavior and properties.
Under this scenario, it is tempting to expand our rule for atoms (QTAIM), usually
thought as a theory for ground state molecules, to study these states. With the
analysis of the paradigmatic n→ pi∗ electronic transition for formaldehyde, we
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will evidence that QTAIM is versatile enough to deal with these EESs and that
results can expand their simple molecular orbital conception, improving the
chemical knowledge about them.
This topological study of EESs is included in two articles [9, 10] and they define
the content of this exciting chapter:
- “Beyond the molecular orbital conception of electronically excited states
through the quantum theory of atoms in molecules”
AUTHORS: D. Ferro-Costas, A. Martín Pendás, L. González, and R. A. Mos-
quera.
STATUS: Published in Phys.Chem.Chem.Phys. (2014, 16, 9249–9258).
- “Revisiting the carbonyl n→ pi∗ electronic excitation through topological
eyes: expanding, enriching and enhancing the chemical language using
electron number distribution functions and domain averaged Fermi holes”
AUTHORS: D. Ferro-Costas, E. Francisco, A. Martín Pendás, and R. A. Mos-
quera.
STATUS: Accepted at Phys.Chem.Chem.Phys. (2015).
Note: Supporting information for the first article can be found in Appendix A.
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Beyond the molecular orbital conception of
electronically excited states through the quantum
theory of atoms in molecules†
David Ferro-Costas,a A´ngel Martı´n Penda´s,b Leticia Gonza´lezc and
Ricardo A. Mosquera*a
We show that the use of the quantum theory of atoms in molecules (QTAIM) in electronically excited states
allows expanding the knowledge that the molecular orbital (MO) framework provides about electronic
rearrangements. Despite that historical prejudice seemed to preclude the use of QTAIM beyond the
electronic ground state, this paper evidences that QTAIM is versatile enough to deal with excited states.
As an example, the paradigmatic n - p* electronic transition of formaldehyde is analyzed. Using QTAIM,
an energy partition of excited state energies into atomic and diatomic energies is carried out for the first
time. This partition shows that upon electronic excitation the atoms of the CO bond experience a
stabilization in their net energies, accompanied by a destabilization in their interaction, a fact which is in
accordance with the idea of populating an antibonding p* MO. The associated C–O bond elongation in
the np* state does not involve a change in the p atomic populations – as one would expect from a
p* orbital – but in the s ones. Moreover, it is also found that the np* state is characterized by a weaker
C–O interaction energy in comparison to that in the electronic ground state. In order to strengthen this
interaction, the electron–electron repulsion between C and O is reduced via a symmetry-breaking of
the electron density, causing the C pyramidalization. A topological analysis based on the Laplacian of the
electron density and on the electron localization function (ELF) reveals that the n - p* transition can be
visualized as a rotation of 901 of the oxygen lone pairs.
1 Introduction
Understanding the nature of electronically excited states is
fundamental to disciplines ranging from basic synthetic organic
and inorganic chemistry to nanotechnology and biology. Photo-
induced processes are basic to life itself through photosynthesis,
and it has become increasingly clear that many biologically
important molecules have been subjected to strong natural
selection favoring their photostability.1 A theoretical approach
to these problems has traditionally been hindered due to diﬃ-
culties in solving the time-independent Schro¨dinger equation for
states diﬀerent from the ground state. However, computational
advances in the last decade have started reverting the situation
and, with the introduction of multireference methods and
the developments in linear scaling techniques,2 ab initio pre-
dictability in excited states for moderately sized systems can be
reached.3
Conspicuously, despite the increasing wide black-box avail-
ability of computational methods to aid practicing chemists,
most experiments are designed and/or interpreted in terms of a
set of rules that were introduced to understand chemical bonding
in electronic ground states. Some of these rules are based on
the one-electron approximation inherent to one-determinant
descriptions as, for example, the use of molecular orbital (MO)
arguments to understand reactivity pathways. Unfortunately,
this approximation is sometimes poor, especially in the case of
electronic excited states. It is for this reason that a working
framework to understand chemical bonding in excited states
still needs to be appropriately developed.
Any chemical bonding paradigm for excited states must be
able to tackle multireference systems and, as a consequence,
it cannot rely on a fixed set of one-electron functions (orbitals).
Mainstream ground state chemical bonding theory is still domi-
nated by MO thinking (an intrinsically one-electron scheme). As
such, more than often, it oﬀers results strongly dependent on the
method used to obtain the approximated wave function because
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MOs are not invariant under orbital transformations. One
textbook example is the description of the CQC double bond
in ethylene. While the Pipek–Mezey localization method4 pro-
vides a representation based on one s MO and one p orbital,
the Boys localization method5,6 describes the bond by two
equivalent banana bond orbitals. Such a situation could be,
in a certain way, confusing for some practicing chemists.
A possible way out to this ambivalence is to rewrite chemical
bonding theory in terms of orbital invariant quantities. These
objects can be obtained in terms of reduced density matrices
(RDMs), either in position or momentum space. As the
chemist’s language is developed in the physical space, most
of the implementations proposed so far are based on r depen-
dent RDMs, and these methods are collectively known as real
space theories of chemical bonding.
RDMs depend on spin-spatial coordinates and lack atomic
information intrinsic to orbitals. Fortunately, Richard F. W.
Bader paved the road by showing how atomic, and in general,
chemically meaningful regions may be extracted from the RDMs7,8
by examining the topology induced by the electron density, r. This,
so-called Quantum Theory of Atoms in Molecules (QTAIM), has
provided deep insights into the nature of the chemical bond for
over thirty years, and its methods have been widely generalized to
develop what is called Quantum Chemical Topology (QCT).9
QTAIM thinking satisfies all of the requirements previously
commented: it is invariant under orbital transformations, all of
its descriptors are equally defined and obtained for one deter-
minant or correlated wave functions (thus providing a smooth
procedure to understand how correlation aﬀects bonding), and
it includes an exact energy partitioning into atomic and inter-
atomic contributions.10
Traditionally, QTAIM is thought of as a theory of ground
state molecules. This historical prejudice roots to the diﬃculties
of the topological procedure to properly define atoms in simple
excited states, like the 2s H atom, for which each attraction basin
of r, i.e. each of its local maxima, defines a quantum atom in the
theory. A similar situation is found in the ground state of some
molecules, e.g. in Li2, which displays a non-nuclear maximum of
the electron density at the internuclear midpoint.11However, the
controversy on ground state non-nuclear maxima is now over,
their existence related to important concepts like F-centers in
ionic solids.12 Despite that a large class of chemically important
molecules do not show excited states with non-nuclear attrac-
tors, the use of QTAIM to aid understanding of excited state
processes is scarce.13–17
To our knowledge, this paper is the first in performing an
energetic partition scheme based on QTAIM regions that allows
us to understand physically the evolution of the charge density
and geometry of a molecule upon excitation. This type of
analysis can be extremely helpful to explain, in an orbital
invariant language, photophysical and photochemical phenomena.
As a practical example, a paradigmatic process in photochemistry,
the n - p* electronic transition, has been selected. A simple
but very well studied molecule, formaldehyde, is chosen to
illustrate how QTAIM can explain the molecular changes that
take place after the electronic excitation. Three electronic states
will be analyzed: the ground state S0 and the first singlet S1 and
triplet T1 states. In the traditional MO language, S1 and T1 are
understood as one-electron excitations from a non-bonding MO
centered at the oxygen atom (the n lone pair) to the C–O
antibonding p* orbital. According to textbook MO machinery,
populating the p* MO weakens the C–O double bond and this
manifests as a lengthening of the bond. Concurrently, the
hybridization of the C atom changes from sp2-like to sp3 leading
to a C pyramidalization in any of the two S1 and T1 excited
states.18 In this work we shall show the ability of the QTAIM to
cope with excited states and we will carefully monitor the QTAIM
interpretation against the traditional MO explanation, to corre-
late both views as much as possible.
2 Methodology
2.1 Basic descriptors of the quantum theory of atoms
in molecules
Bader and coworkers showed that the topology induced by the
electron density, r(r), comes from generalizing the quantum
mechanics to subsystems in R3. These subsystems (O) are
associated with the atoms in the molecule and they are referred
as ‘‘atomic basins’’. In the following, the QTAIM descriptors
employed in this paper are briefly revised. Further information
can be found in ref. 7, 8 and 19.
Some elements of chemical structure can be identified with
critical points of r(r). For example, critical points exhibiting three
negative curvatures are called nuclear critical points (NCPs), as
they are normally placed at, or close to, the position of the nuclei.
Critical points with two negative curvatures (and one positive) are
called bond critical points (BCPs). The line of locally maximum
density linking two NCPs define what is known as the bond path
and its presence implies that the corresponding atoms are
bonded to one another. The interaction between a given pair of
atoms bonded is characterized according to the properties of the
electron and energy densities at the BCP.
Two interesting descriptors are defined at the BCP. One is the
electron density at that point, rBCP, and it is related to the strength
of the bonding. The second is the ellipticity, e, which measures
the extent to which density is preferentially accumulated in a
given plane containing the bond path, and it is defined as follows
eBCP ¼ l1l2
? 1; with l1j j ? l2j j (1)
where l1 and l2 are the eigenvalues of the Hessian matrix
associated with the eigenvectors which form a plane perpendi-
cular to the bond path. If l1 = l2 then e = 0 and the bond is
cylindrically symmetrical – a situation that can be found e.g. at
the C–C bonds of ethane and ethine. As such, eBCP has been
related to the p character, providing reasonable results for most
of single and double bonds between carbons.
The average number of electrons associated with the atomic
basin O, N(O), can be obtained by
NðOÞ ¼
ð
O
rðrÞdr (2)
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These atomic electron populations are usually transformed into
net atomic charges by
q(O) = Z ? N(O) (3)
where Z is the nuclear charge of the corresponding atom.
Moreover, it can be shown that N(O) can be split into two kinds
of terms:
NðOÞ ¼ lO þ
1
2
X
O0aO
dO;O 0 (4)
The term lO is associated exclusively to O and is called
localization index. The terms related to the pair of basins, dO,O0,
are called delocalization indices and measure the number of
electrons shared between O and O0.
2.2 Energy partition
Within the Born–Oppenheimer approximation, the expected
value for the molecular electronic energy, E, is given by:
E = hC|Hˆ|Ci = T + Vne + Vee + Vnn (5)
where Hˆ is the Hamiltonian of the system, T is the kinetic
energy, Vne is the nucleus–electron attraction, and Vee and
Vnn are, respectively, the electron–electron and the nucleus–
nucleus repulsions.
All these quantities can be written in terms of the electron
density of the system, r(r):
Vne ¼ ?
XM
a¼1
ð ZarðrÞ
Ra ? rj j
dr (6)
Vcoul ¼
1
2
ðrðr1Þrðr2Þ
r2 ? r1j j
dr1dr2 (7)
the spin-free first order RDM, g(r,r0):
T ¼ ?12
ð
r0!r
r2g r; r0ð Þdr (8)
and the exchange–correlation component of the diagonal sec-
ond order RDM, Gxc(r1,r2):
Vxc ¼
1
2
ðGxc r1; r2ð Þ
r2 ? r1j j
dr1dr2 (9)
where r, r1 and r2 represent electron coordinates; M is the
number of nuclei; and Za and Ra are the charge and the position
vector of the a nucleus. The total electron–electron repulsion,
Vee, is split into a classic Coulomb term (Vcoul, eqn (7)) and
another term associated with the exchange–correlation of the
system (Vxc, eqn (9)):
Vee = Vcoul + Vxc (10)
As QTAIM provides a partition of the three-dimensional
space into atomic basins, the electron density is also suscep-
tible of partitioning into atomic contributions:
rðrÞ ¼
X
O
rOðrÞ ¼
X
O
wOðrÞrðrÞ (11)
where O represents an atomic basin and the function wO is
defined, for the QTAIM partition, by
wOðrÞ ¼
1 if r 2 O
0 elsewhere
(
(12)
Likewise, the RDMs can be also partitioned as
gðr; r0Þ ¼ gðr; r0Þ
X
O
wOðr0Þ ¼
X
O
gOðr; r0Þ (13)
Gxc r1; r2ð Þ ¼
X
O
X
O 0
wO r1ð ÞwO0 r2ð ÞGxc r1; r2ð Þ
¼
X
O
X
O0
GOO 0xc r1; r2ð Þ
(14)
allowing for a whole division of the molecular energy into atomic
and diatomic terms.10 For instance, using eqn (13) in (8), we obtain:
T ¼
X
O
?12
ð
r0!r
r2gðr; r0ÞwOðr0Þdr ¼
X
O
TðOÞ (15)
Similarly, through eqn (11), Vne is given by
Vne ¼
X
O
XM
a¼1
ð
O
?ZarðrÞ
Ra ? rj j
dr ¼
X
O
XM
a¼1
Vneða; OÞ (16)
Finally, the electron–electron repulsion results in:
Vee ¼
X
O
VcoulðO; OÞ þ VxcðO; OÞf g|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
VeeðO;OÞ
þ 12
X
O
X
O0aO
VcoulðO; O0Þ þ VxcðO; O0Þf g|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
VeeðO;O0Þ
(17)
where the Coulomb components are:
VcoulðO; OÞ ¼
1
2
ð
O
ð
O
r r1ð Þr r2ð Þ
r2 ? r1j j
dr1dr2 (18)
VcoulðO; O0Þ ¼
ð
O
ð
O0
r r1ð Þr r2ð Þ
r2 ? r1j j
dr1dr2 (19)
and the exchange–correlation:
VxcðO; OÞ ¼
1
2
ð
O
ð
O
Gxc r1; r2ð Þ
r2 ? r1j j
dr1dr2 (20)
VxcðO; O0Þ ¼
ð
O
ð
O0
Gxc r1; r2ð Þ
r2 ? r1j j
dr1dr2 (21)
Once the partition of all the energetic terms associated with
the operators comprising the Hamiltonian of the system is
done, diﬀerent terms can be grouped. The collection of all the
terms that takes place exclusively in one atomic basin results in
the definition of the net energy for that atom, Enet,
Enet(O) = T(O) + Vne(o,O) + Vee(O,O) (22)
where o represents the nucleus that belongs to the O basin.
Similarly, the interaction energy (Vint) between 2 atoms can be
defined according to the equation,
Vint(O,O 0) = Vnn(o,o 0) + Vne(o,O 0) + Vne(o 0,O) + Vee(O,O 0)
(23)
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for O a O 0 and o a o0. The introduction of both kinds of
energies (net and interaction) into eqn (5) yields the chief equation
of the interacting quantum atoms (IQA) energy partition scheme:
E ¼
X
O
EnetðOÞ þ 12
X
O
X
O0aO
VintðO; O0Þ (24)
According to this equation, a molecular system can be analysed
in terms of its constituent elements (atoms or even groups of
them) and their interactions. This point of view resembles the
traditional conception of chemistry before the introduction of
quantum mechanics and it does not invoke orbital definitions.
2.3 Computational details
All the geometries have been optimized using the Complete Active
Space Self Consistent Field (CASSCF) procedure20 with an active
space of 12 electrons distributed in 10 MOs. The active space is
depicted in Fig. 1 and comprises three s, s* pairs, the pCO, pCO*
orbital pair, and two lone pairs of electrons of the oxygen atom. For
computational sake, the IQA scheme10 has been performed using
the wave function corresponding to a more modest CASSCF(4,3)
method (restricted to the most relevant lone pair of O and the p, p*
pair of MOs – see Fig. 1). The energies of each state are computed
state-specific. An analysis of the electronic wavefunctions obtained
with the (12,10) and (4,3) active spaces reveals that the main
configurations contributing to the state are the same. In all
cases, the basis set employed is the cc-pVTZ.21 All the geometries
and energies were obtained using the MOLCAS 7.8 program.22
The Molden2AIM23 software has been used for the generation of
wfn files, needed to carry out the QTAIM analysis of the electron
density. This analysis has been done using the AIMPAC package of
programs,24 as well as using the PROMOLDEN code,10 developed by
the Quantum Chemistry group of Oviedo University. Additionally,
the MULTIWFN software25 was used to obtain the Laplacian of the
r function (r 2r) and the Electron Localization Function (ELF).26
3 Results
3.1 Geometries
In order to study the evolution of the S1 and T1 excited states
step by step, a total of five geometries, associated with critical
points in diﬀerent potential energy surfaces (PES), have been
considered. Fig. 2 shows the equilibrium geometry in the electronic
ground state S0 (denoted as min S0) and the optimized S1 (min S1)
and T1 (min T1) minima. As it can be seen, the optimized S1
and T1 minima show pyramidalized C atoms and C–O bonds
elongated with respect to the ground state by ca. 0.14 Å. To separate
the effect of elongation and pyramidalization, constrained planar
optimizations have also been performed in each electronic excited
state ( planar S1 and planar T1). The latter C2v geometries corre-
spond to structures with an imaginary vibration frequency
associated with the loss of planarity. The relative energy of each
critical point in each PES is collected in Table 1. As expected the
energy of T1 is smaller than that of S1 for each geometry.
3.2 QTAIM analysis in the excited state
To understand which processes are taking place upon excita-
tion, it is illustrative to analyse the charge density separately in
(a) the vertical electronic excitation, (b) the lengthening of the
C–O and (c) C pyramidalization steps.
(a) Vertical transition to the excited state. In Fig. 3 the
variation of the electron density function, Dr(r), associated with
the S0 - S1 excitation process is depicted. The electron density
is mainly depleted (shown in red) from the surroundings of the
oxygen atom. This depletion is basically equivalent to the r(r)
associated with a non-bonding orbital. This electron density is
then gained (green) by both the C and O atoms, but there is no
electron density between the atoms—a fact that can be asso-
ciated with the idea of populating a pC–O* MO. As one can see,
the analysis of Dr(r), which is invariant with regard to MO
rotations, naturally provides the same understanding about the
charge distribution upon excitation, as the MO theory.
Fig. 4a shows the reorganization of the atomic electron popu-
lations in the vertical excitation. As expected, the most important
change takes place in the C–O moiety, where the oxygen transfers
0.293 electrons to the carbon basin.
The electron density can be also expanded in terms of the
natural MO wi:
rðrÞ ¼
X
i
nijwiðrÞj2 ¼
X
a2s
najwaðrÞj2 þ
X
b2p
nbjwbðrÞj2 (25)
where ni is the occupation number of the natural MO wi.
As also shown in eqn (25), the natural MOs can be grouped
Fig. 1 Natural molecular orbitals of formaldehyde included in the CASSCF(12,10) active space; here, exemplary for the S0 state. The subset selected for
the subsequent CASSCF(4,3) single point calculations is in the blue box.
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according to their symmetry (s or p) and, consequently,
the atomic electron population can be split into s and p
contributions:
NsðOÞ ¼
X
a2s
na
ð
O
waðrÞj j2dr (26)
It should be emphasized that Ns and Np come from the MO
framework and thus they are not physical observables. How-
ever, their analysis may still be useful in chemical bonding
theory. Moreover, it is interesting to analyze them if we want to
find the parallelism between QTAIM results and MO concepts.
The s–p partitioning of the atomic population in the S0 state is
shown in Table 2, together with their variations, DN, upon
vertical excitation. Overall, one ‘‘s electron’’ is converted into
one ‘‘p electron’’ in the electronic excitation. While O loses
0.759 au from its s distribution, both C and O increase their p
electronic population to 0.484 and 0.466, respectively (i.e. larger
at the C, as expected from the antibonding character of the
MO). This means that around 60% of the oxygen electronic
population involved in the electronic transition still belongs to
its basin. Similarly, it can be seen that around 40% of the
electronic population gained by the C comes from the H atoms,
indicating that the transition is not completely described by an
nO - pCO* transition.
Also interesting is to follow the change in the electron
density and the ellipticity at the bond critical points7 (Table 3).
The nO - p* electronic transition produces an increase of the
electron density in the C basin, implying a larger electronic
repulsion to its environment. As a consequence, the electron
density at the BCP of diﬀerent bonds in which the carbon is
involved decreases. Important to note is that although rBCP
decreases in the three bonds, only the C–O bond distance
increases after excitation (see Fig. 2), clearly illustrating that
the DrBCP between two electronic states is not enough to predict
the geometric reorganization taking place upon excitation.
Fig. 2 Equilibrium geometries of formaldehyde in the S0, S1 and T1 electronic states, as well as planar structures in the S1 and T1 excited states. Bond
distances in Å and the H–C–H angle in degrees.
Table 1 Relative energies (eV) of formaldehyde obtained at the
CASSCF(12,10)/cc-pVTZ level of theory
S0 S1 T1
min S0 0.00a 4.52 4.26
planar S1 0.66 4.00 3.79
min S1 1.07 3.94 3.67
planar T1 0.58 4.01 3.78
min T1 1.12 3.96 3.66
a Energy of ?114.04552 au.
Fig. 3 (a) Top view and (b) side view of the electron density variation,
Dr(r), in the vertical electronic excitation S0- S1. Isosurfaces of ?0.025 au
and isolines of ?0.001, ?0.002, ?0.004, ?0.008, and ?0.020 au are
shown (positive in green, negative in red).
NpðOÞ ¼
X
b2p
nb
ð
O
wbðrÞj j2dr (27)
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In passing we note that correlations between rBCP and the
bond length should only be done within the same kind of
chemical bonds and an electronic excitation does not assure
that bonds in different electronic states share the same chemical
nature.
The ellipticity increases in both C–O and C–H bonds, in
agreement with the fact that the electron density is accumu-
lated at both sides of the molecular plane over the C atom,
implying that the electron density distribution along the bonds
is less cylindrical. This is also a clear example where the asso-
ciation of the ellipticity (or, in general, properties emerging
from the electron density) with the bond order (or concepts
related to the orbital conception) can be dangerous.
The results of the energy partition following the IQA scheme
are collected in Table 4. The first column refers to the change
in energies for the vertical excitation. Accordingly, in the S1
excited state the net energies of C and O decrease whereas the
interaction between them, DVint(C,O), becomes very much
repulsive (1131 kJ mol?1). As O is negatively charged in the
ground state (charge qO = ?1.118 au), the withdrawal of
electron density from its basins upon excitation stabilizes the
atom through the reduction of the electron–electron repulsion
in its basin. At the same time, the C in S0 is positively charged
(qC = +1.150 au) and the increment of its atomic electron
population increases its nucleus–electron attraction.‡ However,
this redistribution of the electron density also intensifies the
electron–electron repulsion between both basins (C–O), desta-
bilizing the interaction between them. It can be also of interest
to sum up all the inter-atomic interaction energies depending
on r(r) in what we call a classical potential, Vclas, defined as
Vint ? Vxc (recall eqn (21) and (23)). The variation of Vclas for the
CO pair (998.9 kJ mol?1) is pretty close to the one obtained by
employing a point-charge model (around 877 kJ mol?1). The
same agreement is obtained for the C–H bond (35.1 kJ mol?1 vs.
ca. 65 kJ mol?1). Moreover, a DVxc(C,O) of 132.5 kJ mol?1 after
vertical excitation (see Table S1 in the ESI†) indicates that an
important part of the CQO double bond breaks. In summary,
it can be seen that the stabilization of the individual atoms
comprised in the bond and destabilization of the interaction,
making the bond strength weaker, is in line with the idea of
populating an antibonding MO.
Using the CASSCF(4,3) wave function employed in the IQA
scheme, localization and delocalization indices7 can be obtained
(Table 5).§ In the ground state, the most important diﬀerences,
comparing the expected values of the ideal Lewis structure for
the formaldehyde, are found in C and O atoms (lC, lO, and dC,O).
These diﬀerences can be basically justified considering the other
resonance form of the CQO bond (C+–O?). Upon excitation, the
localization indices (l) follow the total basin electron popula-
tions (cf. Table 2). Since oxygen suffers a loss of electron density,
it becomes less prone to share it, decreasing dC,O. This behavior
is again the one expected according to the orbital interpretation
because the p* MO should entail a reduction in the bond order.
Indeed, dC,O = 1.098 au for S1 is close to the expected value for a
single bond. Therefore, the evolution of l and d values could be
taken as an indication of the partial heterolytic cleavage of the p
bond upon vertical electronic excitation. As shown in Table 5,
the electrons delocalized in the bond now become localized in
one of the two atoms (C).
As it has been previously reported,28 a change in dO,O0
accompanying vertical excitation may be used, in general, to
predict the evolution of the corresponding bond length. Thus,
dC,O decreases (?0.199 au) and dC,H increases (0.022 au) upon
electronic excitation, facts which can be directly related to a stretch
and a shrink of the C–O and C–H bonds, respectively (Fig. 2).
Fig. 4 Reorganization of the electron density (au) from min S0 (in S0 state) to min S1 (in S1) in (a) the vertical electronic excitation S0 - S1 in the min S0
geometry, (b) the lengthening of the C–O bond in the excited state, and (c) the pyramidalization of the carbonyl carbon.
Table 2 Atomic populations for the S0 state (total as well as s and p
components) and their change after the vertical S0 - S1 electronic
excitation. All values are in au and referred to the min S0 geometry
NS0 NsS0 NpS0 DN DN
s DNp
C 4.850 4.365 0.484 0.489 0.006 0.484
O 9.118 7.629 1.489 ?0.293 ?0.759 0.466
H1/H2 1.016 1.001 0.015 ?0.098 ?0.122 0.023
S 16.000 13.997 2.003 0.000 ?0.996 0.996
‡ The variation experienced by Enet(C) in this vertical electronic excitation may be
basically assigned to a charge transfer term. Thus, DEnet roughly corresponds to
?IP(C)?DN(C), where IP(C) is the ionization potential of the isolated atom. For
example, using the IP experimental value for C (11.26 eV), we get an estimated
DEnet(C) value of ?523 kJ mol?1, which satisfactorily compares with our com-
puted value shown in Table 4 (?606 kJ mol?1). This approximation also holds for
processes (b) and (c); however, it does not provide good estimations for negatively
charged atoms (using electron aﬃnities), where the deformation of the basin
plays a more significant role. More details can be found in ref. 27.
§ The active space used in these calculations introduces correlation basically in
the CO moiety, which is the most important one for our purposes. This means,
dC,O is smaller than the one from Hartree–Fock (HF), while dH,H and dC,H are very
close to those obtained from HF description. Then, the value of 1.297 au for CO is
clearly a polarized double bond with correlation, whereas 0.908 au is a single C–H
bond without correlation.
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(b) Lengthening of the C–O bond in the S1 excited state.
After vertical excitation, the nuclei are subjected to new forces
and, as a consequence, a geometrical reorganization occurs
(in this case the C–O bond elongates and the C pyramidalizes,
see min S1 in Fig. 2). In this section we shall analyse energies
and populations obtained within the bond elongation only, i.e.
at the planar S1 geometry.
The atomic electron population reorganizations that occur
in the C–O elongation process are shown in Fig. 4b. The oxygen
transfers the electron density to the C basin (as expected when
the C–O bond is breaking, since at an infinite C–O distance O
should be neutral). A detailed analysis of the s and p popula-
tions reveals that the nature of the electronic reorganization is
practically s (Table 6). Delocalization indices (Table 5) indicate
that, in this process, the C–O bond order is reduced to a value
of 0.995 au. Thus, elongation breaks the double bond, homo-
lytically in the p distribution, as no significant changes are
observed in p populations, and partially heterolytically in the
s one.
During the C–O bond elongation process, important changes in
the values of rBCP and eBCP are not observed, with the exception of
the electron density in the C–O bond, which obviously decreases as
a consequence of the C–O bond cleavage (Table 3).
In the IQA scheme (Table 4) the same trends found in the
excitation process are observed: stabilization of C and O net
energies and destabilization in their interaction energies.
This is again in agreement with the fact that the antibonding
character of the p* MO is responsible for the elongation.
However, our analysis indicates that the lengthening of the
C–O bond is not accompanied by a transfer of the p electron
density, but a s one.
(c) Pyramidalization of the C atom in the S1 excited state.
The electron density reorganization accompanying the pyramid-
alization (see Fig. 4c) is negligible in comparison with the other
Table 5 Expected values for the localization (l, diagonal values) and the delocalization (d) indices for the Lewis standard structure of formaldehyde at S0,
the calculated values for S0 atmin S0 geometry, and the change of these indices for the S0- S1 excitation, C–O bond elongation and C pyramidalization.
All values are in au and calculated at the CASSCF(4,3)/cc-pVTZ level of theory
lO & dO,O0 C O H1 H2
S0 Lewis C 4.000
O 2.000 7.000
H1 1.000 0.000 0.500
H2 1.000 0.000 0.000 0.500
S0 at min S0 C 3.305
O 1.297 8.389
H1 0.908 0.112 0.458
H2 0.908 0.112 0.051 0.458
S0 - S1 at min S0 C 0.559
O ?0.199 ?0.222
H1 0.022 0.007 ?0.088
H2 0.022 0.007 ?0.019 ?0.088
min S0 - planar S1 in the S1 state C 0.147
O ?0.103 ?0.033
H1 0.029 ?0.036 0.001
H2 0.029 ?0.036 0.000 0.001
planar S1 - min S1 in the S1 state C ?0.064
O ?0.016 0.006
H1 ?0.006 0.010 0.032
H2 ?0.006 0.010 0.002 0.032
Table 3 Electron density r (au) and ellipticity e at the bond critical point (BCP) of C–O and C–H bonds. The absolute values refer to the S0 state at the
min S0 geometry while variations are calculated for (a) the vertical excitation S0 - S1, (b) the C–O bond elongation, and (c) the C pyramidalization
rBCPS0 eBCPS0
(a) (b) (c)
DrBCP DeBCP DrBCP DeBCP DrBCP DeBCP
C–O 0.41953 0.124 ?0.01196 0.015 ?0.10505 0.023 0.00227 ?0.064
C–H 0.28318 0.021 ?0.02414 0.067 0.01912 ?0.004 ?0.00239 ?0.030
Table 4 Changes in the intra-atomic net energies and the inter-atomic
interaction energies (kJ mol?1) for the processes (a), (b), and (c) considered
in Fig. 4. The data correspond to the CASSCF(4,3)/cc-pVTZ level of theory
calculation
(a) (b) (c)
DEnet(C) ?606.0 ?290.2 57.8
DEnet(O) ?203.1 ?398.4 10.5
DEnet(H1)a 37.7 ?9.7 ?10.1
DVint(C,O) 1131.4 654.5 ?62.2
DVint(C,H1)a 36.8 ?32.0 ?5.9
DVint(O,H1)a ?43.8 28.1 11.8
DVint(H1,H2) 16.1 0.0 ?6.6
a Same as H1 for H2.
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two processes. Since the total atomic populations remain
almost invariable, the localization and delocalization indices
(Table 5) as well as the ellipticity and the electron density at the
BCPs (Table 3) hardly change. Despite being small, it is inter-
esting to note that the variation of the ellipticity at the BCP in
the C–O bond (from 0.162 au at planar S1 to 0.097 at min S1) is
associated with a larger s character, in agreement with the idea
that the C atom acquires sp3-like hybridisation.
The IQA energy partition (Table 4) for pyramidalization does
not show any remarkable stabilization. The most important
term arises from the C–O interaction, which behaves oppositely
to the excitation and C–O bond elongation processes. This
stabilization, however, is in line with a deformation of the C
electron density to reach a sp3-like hybridisation that occurs to
make the bond stronger. In terms of IQA energies this is
reflected as a destabilization in Enet and a stabilization in Vint.
In order to understand why the C pyramidalises, it is useful
to look at the terms that define Vint (recall eqn (17) and (23))
which are collected in Table S3 of the ESI.† As it can be seen,
the origin of the C–O stabilization is due to the reduction in the
electron–electron repulsion between both atomic basins. Thus,
the driving force of the pyramidalization seems to be the
reduction of the initial electron–electron repulsion introduced
by the vertical excitation (Table S1, ESI†). This repulsion has its
origin (see above) from the p contribution of the electron
density (see Fig. 3).
For the sake of simplicity, let us consider the ideal spherical
out-of-plane p electron densities shown in Fig. 5. Taking into
consideration only the large interatomic interactions (that is,
interactions between spheres in the same side of the plane)
depicted as double red arrows, we find that: (i) the r with
p-symmetry in the planar conformation (II) gives rise to V pee p
2nm between C and O bonds (being n and m the electronic
charge of the spheres); (ii) after distortion of the p distribution,
upon transferring certain a and b amounts of electron density
(with a,b Z 0) across the plane (as indicated in the imaginary
state III), repulsion decreases, since V pee p 2(nm ? ab);¶ and
(iii) due to the distortion, the local geometric environment of
the atoms is modified, causing the pyramidalization of the
atom (IV). In plain English, a symmetry-breaking in the electron
density reduces the electron–electron repulsion.
In addition, Vclas and Vxc values for the C–O pair (?71 kJ
mol?1 and 8.8 kJ mol?1, respectively) indicate that this process
is governed by classical energy terms.
3.3 Comparison between S1 and T1
In the previous section, an analysis of the changes undergone
by formaldehyde after excitation from S0 to S1 has been done.
A similar study can be done for the T1 state, at the planar T1 and
min T1 geometries, and the results obtained are very similar
(Table S4, ESI†).
In Fig. 6, the Dr(r) function between the T1 and S1 states is
shown at planar S1 geometry. The triplet state is characterized
by a larger population at the C basin, which has mainly p
character (Table 7). This means that the p population of C and
O basins are more ‘‘alike’’ in the triplet state than in the singlet
(0.964 and 1.967 au vs. 1.006 and 1.920 au, for C and O basins,
Table 7). According to the mechanism described in Fig. 5, larger
repulsions between C and O are expected in T1 and the
pyramidalization in the triplet state should be slightly larger.
Indeed, the HHOC dihedral angle for min S1 is 22.8 degrees
while it is 26.9 degrees for min T1.
Diﬀerences in IQA energetic terms (at planar S1 geometry) are
all smaller than 5.0 kJ mol?1 in absolute value (Table S5, ESI†),
with the exception of the Enet(C), whose change is?18.1 kJ mol?1.
This is due to the increase in the nucleus–electron attraction in
the C basin.
3.4 Laplacian of the electron density in the excited states
In QTAIM, the Laplacian of the electron density, r 2r(r), is
typically used to recover the main features of the Lewis and
Valence-Shell Electron-Pair Repulsion (VSEPR) models.29
Similarly, the electron localization function (ELF)26 is known
for its ability to analyze the distribution of electron pairs in the
molecule. However, the usual formulation of the ELF is only
well defined for monodeterminatal wave functions, while r 2r(r)
can be obtained at any level of theory.
Isosurfaces of the Laplacian of the electron density of S0 atmin
S0 and of S1 at min S0 and min S1 (Fig. 7) show two interesting
facts. First, upon vertical electronic excitation, ther 2ro 0 region
typically associated with the O lone pairs rotates 90 degrees
around the C–O bond. And second, during the pyramidalization,
a r 2r o 0 region (not associated with any bond) appears in the
surroundings of the C atom. The isosurfaces of T1 at min S0 and
min T1 are identical to those of S1 and therefore not shown.
Table 6 Atomic populations for the S1 state (total as well as s and p
components) at the min S0 geometry and their change in the C–O bond
elongation. All values are in au
NS1 NsS1 NpS1 DN DNs DNp
C 5.339 4.371 0.968 0.170 0.174 ?0.004
O 8.826 6.871 1.955 ?0.179 ?0.190 0.011
H1/H2 0.918 0.880 0.038 0.004 0.008 ?0.004
S 16.000 13.001 2.999 0.000 0.000 0.000
Fig. 5 Scheme of the pyramidalization of the carbonyl carbon. This
process takes place in order to reduce the repulsion between the out-of-
plane electron densities at C and O. ¶ In this situation, V pee is proportional to (n + a)(m ? b) + (n ? a)(m + b).
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In order to visualize the ELF not only in the S0 state but also in
the excited state of formaldehyde, we analyzed the T1 state, which
can be described with one Slater determinant in an unrestricted
Hartree–Fock (UHF) formulation. This is in this case justified
because the S1 and T1 states exhibit similar properties and thus,
the ELF analysis may be extended ‘‘mutatis mutandis’’ to describe
also the S1 state. Interestingly, the two facts observed withr 2r(r) are
also reproduced by the topology of the ELF,30 as observed in Fig. 8.
It is of importance to point that according to the traditional
nomenclature of the S0 - S1 transition (n - p*), it is expected
that the electron density of the lone pairs is transformed into
that of a p* MO. As it is shown here, the topological analysis of
r (both QTAIM or ELF) enriches this description, showing that
this conversion is caused by a rotation of the r associated with
the O lone pairs, what could be interpreted as that the ‘‘s’’ lone
pairs become ‘‘p’’ lone pairs and this triggers a concomitant
weakening of the C–O double bond.
The rotation of the O lone pairs is very relevant, as it appears in
a huge number of photophysical processes. It seems reasonable
that the O lone pairs are in a s disposition due to the presence of
the C–O double bond in the S0 state, even if it maximizes the
repulsion between C–H bonding pairs and the O lone pairs. In the
S1 electronic arrangement, the repulsion between the O lone pairs
and the C–H bonding pairs is minimized.
4 Conclusions
The main conclusions may be summarized as follows:
? The QTAIM has proved to be versatile enough to be applied
to systems in their electronic excited states, generating results
that are in line with firmly-established chemical facts and
interpretations. Moreover, QTAIM results have not only been
useful as those coming from MO concepts, but even capable of
adding details of electronic rearrangements that are not easily
deduced from the MO framework.
Fig. 6 rT1 ? rS1 at the planar S1 geometry. Isosurfaces of ?0.002 and
?0.0007 au and isolines of ?0.0001, ?0.0002, ?0.0004, ?0.0008, and
?0.001 au are shown (positive in green and negative in red.)
Table 7 Atomic populations for S1 and T1 states (total as well as s and p components) at the planar S1 geometry and their diﬀerence (T1 minus S1). All
values are in au
NS1 NsS1 NpS1 NT1 NsT1 NpT1 DN DN
s DNp
C 5.509 4.545 0.964 5.556 4.551 1.006 0.048 0.005 0.042
O 8.647 6.680 1.967 8.617 6.697 1.920 ?0.030 0.017 ?0.047
H1/H2 0.922 0.888 0.035 0.913 0.877 0.037 ?0.009 ?0.011 0.002
S 16.000 13.001 2.999 16.000 13.001 2.999
Fig. 7 r 2r isosurfaces (?0.4 au and ?2.0 au; positive in yellow, negative in violet) obtained from the electron density of the S0 (at min S0) and S1 (at min
S0 and min S1) states. The electron density was obtained at a CASSCF(12,10)/cc-pVTZ level of theory.
Fig. 8 0.85 au ELF isosurface for the the S0 (at min S0) and T1 (at min S0
and min T1) states. The ELF was obtained at the UHF/cc-pVTZ level of
theory.
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? Excitation to the singlet np* state is accompanied by the
stabilization of the individual atoms of the carbonyl bond but
with a destabilization of the interaction between them. This fact
is in accordance with the idea of populating a p* MO, being also
an indication that the nature of the C–O bond has changed.
? The energy partitions associated with the vertical excita-
tion and the lengthening of the carbonyl bond show the same
trend, which could be also ascribed to the antibonding char-
acter of the pC–O* MO. However, the C–O bond lengthening
does not involve a change in the p contribution of the atomic
populations, but in the s one.
? The pyramidalization of the C atom can be understood as a
breaking of the symmetry of the electron density in order to
reduce the electron–electron repulsion between C and O basins.
? The analysis of the electron density (through QTAIM and
ELF) reveals that the n- p* transition may be also understood as
a rotation of the oxygen lone pairs to a p disposition, accompanied
by a synchronous weakening of the C–O double bond.
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Revisiting the carbonyl n→pi∗ electronic excitation
through topological eyes: expanding, enriching and
enhancing the chemical language using electron number
distribution functions and domain averaged Fermi holes
David Ferro-Costas1*, Evelio Francisco2, Ángel Martín Pendás2, and Ricardo A. Mosquera1
Abstract
The theory of chemical bonding is underdeveloped in electronic excited states, even in small molecules.
Fortunately, real space tools may be used to offer rich images of simple excitation processes, as it is
shown in this work. The statistics of the electron populations, through a fruitful combination of electron
distribution functions (EDFs) and domain averaged Fermi holes (DAFHs), was used to enlighten our
chemical knowledge of a paradigmatic process: the n→pi∗ excitation in formaldehyde. Interestingly, our
results are perfectly compatible with an alternative perception of the electronic transition: the rotation of
one averaged-electron in the oxygen lone pair. This topological model does not require inter-orbital jumps
to explain the final electron distribution and, in our humble opinion, this fact makes it, to some extent,
more realistic. Finally, other far-reaching conclusions emerge smoothly from our analysis: (i) the σ link
may contribute less to the total bond order (as measured by the delocalization index) of a polar double
bond than the pi one; (ii) populating an antibonding orbital does not necessarily imply decreasing the
bond order of its corresponding bond.
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1. Introduction
The power of real space tools to analyze chemical
bonding problems is, after several decades of ac-
tive and intense research, out of question.[1] Topo-
logical approaches, collectively known as Quan-
tum Chemical Topology (QCT),[2] provide orbital
invariant indicators that depend neither on the
theoretical level, in the case of computational
approaches, nor on the experimental techniques
used to construct them. It is this property that
makes QCT unique among the chemist’s interpre-
tative toolbox, on the one hand, but also the root
of some of its problems, on the other. Without or-
bitals, i.e. without effective electrons, the predic-
tive models that lie at the very heart of chemical
intuition vanish in thin air, and alternative propos-
als, we admit, appear at a slow pace. While this
gap closes, recourse to QCT compliant method-
ologies that reintroduce electrons may open new
avenues in chemical bonding studies.
Common to many QCT analyses is the exhaus-
tive topological partition of the real space induced
by a given invariant field. Well known examples
are the atomic partition provided by the electron
density (ρ), which forms the basis of the Quan-
tum theory of atoms in molecules (QTAIM) de-
veloped by R. F. W. Bader and coworkers;[3,4] or
the partition induced by the electron localization
function (ELF) of Becke and Edgecombe[5] which
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was shown to isolate atomic cores, together with
bonding and lone pair domains in a landmark
study by Savin and Silvi.[6] Once a partition of
the space is selected, effective electrons may be
reintroduced through several procedures.
One possibility is to appeal to the statistical
distribution of electrons in the chosen domains.
Statistical thinking is at the core of quantum me-
chanical orthodoxy, but it has been mostly aban-
doned in chemical reasoning. Chemists are fa-
miliar, for instance, with average atomic electron
populations, but hardly think in the probability
of finding a given partition of the N electrons of
a molecule in those atomic regions. The statis-
tics of that distribution is accessible through the
squared modulus of the wave function, and leads
to electron distribution functions (EDFs).[7–11] If
we use QTAIM atomic domains, each partition of
the N electrons leads to a real space resonance
structure (RSRS), resembling a classical Pauling
resonance structure. Through EDFs and RSRS’s,
integer electrons return to QCT, and new concepts
appear that help us to redefine and enhance tra-
ditional concepts of chemical bonding theories.
A second possibility is to coarse-grain the ex-
change-correlation density in a spatial domain.
This is the basis of the Domain averaged Fermi
hole analysis (DAFH) proposed by R. Ponec.[12,13]
Diagonalization of the DAFH leads to a set of
one-electron functions, or domain natural orbitals
(DNOs), that have been shown to provide vivid
images of how electrons localize and delocalize in
molecules. DNOs are usually close to the standard
orbital picture, thus building bridges between the
two worlds. It has also been shown that, at the
single-determinant level, DNOs may be under-
stood as statistically independent electrons that
reconstruct the full molecular EDF,[14] so that a
deep link exists between the two techniques. An
analysis of the meaning of DAFHs in the case
of correlated wave functions has also been re-
ported.[15]
The information that can be extracted from
these electron recovering techniques is extremely
wide and, as previously indicated, it can be used
to close (or at least decrease) the predictive gap of
many QCT analyses. In this work we will focus on
what we can learn from the combined used of EDF
and DAFH analyses in formaldehyde. We will scan
two- and three-basin distribution functions, pay-
ing attention to the decomposition of the former
into a direct product of two-center two-electron
(2c,2e) links which will be, whenever possible,
related to the eigenvectors of the DAFHs. This
prototypical system will allow us to strengthen
concepts related to the σ/pi distribution, as well
as to refute properties which are standardly, and
wrongly, associated to the population of antibond-
ing orbitals. Moreover, we will not limit ourselves
to the ground state and, as an example, the first
singlet excited state will be also analyzed (S1). It
is really noteworthy that, although statistically-
based analysis included within QCT have shown
to be very valuable to understand key concepts
in the Chemistry of ground state molecules, stud-
ies analyzing them in electronically excited states
(EES’s) are actually scarce. Indeed, QTAIM is
usually thought of as a theory of ground state
molecules and the historical prejudice, based on
the appearance of non-nuclear attractors (NNA’s)
in naïve models of excited states, seemed to pre-
clude the use of QTAIM beyond the electronic
ground state.[16] However, it is of importance to
notice that a large class of chemically important
photochemical processes involves excited states
which do not show NNA’s. As a matter of fact, we
have found in a previous work[17] that QTAIM is
versatile enough to deal with EES’s and that its
results can expand its simple molecular orbital
conception. Thus, the present work is a natural
sequel of our previous research.[17]
The paper is organized as follows. First we
devote a Section to present our basic methods.
After considering the computational conditions
of our calculations in Section 3 we will discuss
our results, first showing the two-basin EDF and
DAFH analysis for the ground state, and then
generalizing it to the S1 and T1 excited states.
After a brief consideration of 3-basin EDFs, we
close by enumerating the conclusions of our work.
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2. Methodology
2.1 m-basin EDF
Let us consider an exhaustive partition of R3 into
m disjoint domains Ωk (i.e. ∪mk=1Ωk =R3). Given
an N -electron molecular wave functionΨ(1,...,N),
the probability of finding simultaneously n1 elec-
trons within Ω1, n2 within Ω2, ..., and nm within
Ωm (with
∑m
k=1nk =N such that nk ∈N≥0 ∀k), is
given by:[7]
pS =N
∫
D
|Ψ|2dr1dr2 · · ·drN (1)
where S = {n1,n2, · · · ,nm} defines an individual
RSRS, N accounts for the indistinguishability of
electrons
N = N !/Πmi=1ni! (2)
and D is a multidimensional domain in which the
first n1 electrons are integrated over Ω1, the sec-
ond n2 electrons overΩ2, etc. Notice that, for a N -
electron system divided into m domains, the num-
ber of pS probabilities (i.e. the number of RSRS’s)
is given by NS(N ,m) = (N +m−1)!/(N !(m−1)!)
and this set of NS probabilities defines the EDF
of the system. If these pS values are ordered
in some prescribed way, they can be gathered
into an EDF vector pN . Thus, for example, for
a A-B 2-center EDF, we could choose a Tartaglia-
like order for the pN vector components: pN = 
p(nA=N ,nB=0),p(nA=N−1,nB=1), ...,p(nA=0,nB=N)

.
The importance of analyzing the EDF of a sys-
tem can be associated, in part, to the definition of
diverse important concepts in chemical bonding
theory in terms of the m-basin probabilities. Thus,
for instance, the average electron population of
a molecular fragment, 〈nA〉, is given by the inte-
gral of the electron density ρ(r) over the target
domain, but it can be also obtained from the EDF
terms as the next equation illustrates:∫
ΩA
ρ(r)dr= 〈nA〉=
∑
nA
nApnA (3)
where pnA represents the probability of finding
nA electrons in the domain A whereas the rest
of the electrons (N −nA) lie in the complement
region. The pnA probabilities define a two-basin
pN EDF vector, which can be easily obtained from
the general m-basin pN vector according to:
pnA =
∑
nB ,...,nm
pnA,nB ,...,nm (4)
such that
∑m
k=B nk = N −nA.
In the same vein, the delocalization index (DI)
between two fragments A and B (δAB), which
provides us with a measure of the number of elec-
tron pairs shared between the two fragments, is
defined as:
δAB =−2
∫
ΩA
∫
ΩB
ρxc2 (r1,r2)dr1dr2 (5)
where ρxc2 is the spin-less exchange-correlation
pair density. In terms of the EDF, it can be shown
that this magnitude can be obtained as:
δAB = 2[〈nA〉〈nB〉−〈nAnB〉] =
= 2
∑
nA
nApnA
∑
nB
nBpnB −
∑
nA,nB
nAnB · pnA,nB

(6)
where the probability pnA,nB can be straightfor-
wardly obtained from the general m-basin pN
vector, as it was also previously done for the pnA
probabilities.
2.2 (2c,2e) links and the two-basin EDF
Often we may be interested only in the bond-
ing between a given domain Ω, defined in the
molecule, and its complement, Ω′=R3−Ω. More-
over, the definition of as many domains as atoms-
in-the-molecule is accompanied by a huge num-
ber of RSRS’s, whereas the consideration of only
two regions decreases this to NS(N ,2) = (N +2−
1)!/(N !(2−1)!) = N +1. This reduction allows
for an easier and interesting analysis of the bonds
between regions. Actually, if we demand each
bond (for a system of two-centers and multiple
two-electron bonds) to be independent of the oth-
ers, we can decompose any p2n EDF vector (with
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2n= N) into the direct product of n p2 vectors
(i.e. two-electron bonds):[18]
p2n=⊗ni=1pi2 (7)
Generally, this decomposition is not unique, i.e.
eq 7 admits different solutions, and, consequently,
various sets of p2 vectors can regenerate the orig-
inal p2n EDF vector. Finding the most physically
meaningful solution is not always trivial and the
chemical knowledge about the system can play a
crucial role in such a case.
Each of these individual (2c,2e) links consists
of three components: p2,0, p1,1, and p0,2. As the
sum of the three adds to one, we only have two
independent variables and, consequently, each
p2 vector can be characterized through two pa-
rameters. A possible choice[18] for them is tak-
ing as first parameter the probability that one
of the bonding electrons lies within domain Ω,
pi= p(Ω) = p2,0 + p1,1/2. This is equivalent to
choosing the electron charge transfer towards
basin Ω (q= 2pi−1). The second parameter may
now be chosen as the correlation factor f , that
measures the statistical dependence of the elec-
trons in the space and is given by:
f =
p1,1
2pi(1−pi) −1 (8)
This parameter is the analogue of the standard
f (r1,r2) used in density matrix theory to express
the pair density in terms of the one-body den-
sity: ρ2(r1,r2) =ρ(r1)ρ(r2)(1+ f (r1,r2)). Inter-
estingly, f classifies (2c,2e) links into three cat-
egories: (i) bonds with statistically independent
electrons ( f = 0), (ii) bonds with electrons neg-
atively correlated in space ( f > 0), where the
location of an electron in the domain Ω reduces
the probability of finding another electron in the
same region, and (iii) bonds with positively cor-
related electrons ( f < 0).
With these two parameters, the delocalization
index between the two domains associated to the
(2c,2e) link takes the form:
δΩΩ′ = (1− f )(1−q2) (9)
and, consequently, covalency vanishes at either
the q = 1 or f = 1 limits. Moreover, the sum
of these individual (2c,2e) delocalization indices
reconstructs the total δΩΩ′ , associated to the orig-
inal p2n:
δΩΩ′(p2n) =δΩΩ′(⊗ni=1pi2) =
=
n∑
i=1
δΩΩ′(pi2) =
n∑
i=1
(1− fi)(1−q2i )
(10)
Hence, the contribution of each pair of averaged
electrons to the delocalization index can be known
as long as we consider that each (2c,2e) link is
independent of the others, as it is implicitly as-
sumed by all physical and chemical traditions.
2.3 DAFH analysis
The correlation in the position of two electrons
can be summarized in the exchange-correlation
density hole, ρhole(r2|r1), which is the difference
between the electron density at r2 and the con-
ditional density of an electron being at r2 when
another is known to be at r1:
ρhole(r2|r1) =ρ(r2)− ρ2(r1,r2)
ρ(r1)
(11)
where it is of importance to point that we are con-
sidering the McWeeny normalization criterion[19]
for the spinless second order density matrix:
ρ2(r1,r2)=N(N−1)
∫
|Ψ|2dσ1dσ2dx3...dxN
(12)
where x i accounts for both spatial (ri) and spin
(σi) coordinates of the i-th electron.
Unfortunately, the exchange-correlation hole
presents a dependence on the reference electron
at r1. Fixing the reference electron at a single
point is problematic[12] and, in order to deal with
such a dependence, Ponec introduced the DAFH,
which coarse-grains it by averaging the position of
the reference electron over a given spatial domain,
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generating a more useful and realistic picture.
Thus, we have:
ρholeΩ (r2) =ρ(r2)−
∫
Ω
ρ2(r1,r2)dr1∫
Ω
ρ(r1)dr1
(13)
and the charge-weighted DAFH (or just DAFH
hereinafter) is defined, then, as:
GΩ(r2) = NΩρ
hole
Ω (r2) (14)
where NΩ is the average electron population asso-
ciated to the domain Ω. Interestingly, the DAFH
can be expressed in a simpler form through the
exchange-correlation (xc) part of the second or-
der density matrix (ρxc2 ) as:
GΩ(r2) =
∫
Ω
ρxc2 (r1,r2)dr1 (15)
With this, it is useful to decompose this func-
tion into one electron contributions. Firstly, we
can expand ρxc2 in terms of the natural or canoni-
cal spin-orbitals (χi ’s) of the molecule as follows:
ρxc2 (r1,r2)=
M∑
i jkl
ηi jklχi(r1)χ j(r1)χk(r2)χl(r2)
(16)
where the summation limit for the four indices
extend to the total number of spin-orbitals (M)
and the ηi jkl terms are expansion coefficients.
According to it, GΩ acquires the form:
GΩ(r2) =
M∑
kl
χk(r2) ·
 
M∑
i j
ηi jklS
Ω
i j
!
·χl(r2) =
=
M∑
kl
χk(r2) ·GΩkl ·χl(r2)
(17)
where the SΩi j quantities, equal to
∫
Ω
χi(r)χ j(r)dr,
are the atomic overlap matrix (AOM) elements.
The diagonalization of the previous linear form
gives rise to:
GΩ(r2) =
M∑
k
nΩk |φΩk (r2)|2 (18)
where nΩk is the occupation number of the corre-
lated domain natural orbital (DNO) φΩk for the
domain Ω. Due to the fact that the Fermi holes as-
sociated with a region are largely localized in the
same region, the eigenvectors (φΩk ’s) and eigen-
values (nΩk ’s) of the G
Ω matrix provide a specific
and extremely rich source of structural informa-
tion of the corresponding fragment, such as how
electrons are internally distributed within a group,
and how they delocalize towards others. Nor-
mally, these DAFH eigenvectors are subjected to
an isopynic localization,[20] but this transforma-
tion is not performed here for the sake of conve-
nience, as these orbitals maintain the canonical
nature and they can be related to (2c,2e) EDF
links.
In terms of the DAFH, the delocalization index
between the two domains is given by:
δΩΩ′ =
∫
Ω′
GΩ(r)dr+
∫
Ω
GΩ
′
(r)dr (19)
and, considering its DNO’s, we get:
δΩΩ′ =
M∑
k
nΩk
∫
Ω′
|φΩk (r)|2dr+
+
M∑
k
nΩ
′
k
∫
Ω
|φΩ′k (r)|2dr
(20)
Taking into account that DNO’s are normalized
and defining sΩk =
∫
Ω
|φΩk (r)|2dr, the previous equa-
tion can be written as:
δΩΩ′ =
M∑
k
nΩk
 
1− sΩk

+
M∑
k
nΩ
′
k

1− sΩ′k

(21)
Thus, the delocalization index can be expanded in
terms of individual contributions, each one asso-
ciated to a single DNO without crossed-terms be-
tween them. In this manner, similarities between
DAFH and EDF analysis rise, as both provide us
with a chemically-meaningfully decomposition of
the delocalization index.
2.4 EDF and DAFH relationship
In the absence of electron correlation, it is well-
known that the DAFH decomposition can be used
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to reconstruct the exact EDF.[14] Specifically, the
occupation number of a given DNO nΩi measures
the probability, for the effective electron described
by this orbital, of being in the region Ω. Thus,
each φΩi DNO is endowed with a one-particle
EDF vector pi1 = (n
Ω
i ,1−nΩi ). Consequently, the
total (2c,2ne) EDF can be expressed as:
p2n=
⊗ni=1pi1	α⊗⊗ni=1pi1	β (22)
where we clearly separate the set of DNO’s associ-
ated to α and to β electrons.∗ However, consider-
ing the Lewis vision of the electronic structure, it
is better to analyze the total EDF in terms of pairs
of electrons, in order to understand the bonding
structure. For closed-shell systems, it seems chem-
ically intuitive to group the electrons of different
spin associated to the same DNO. Doing so, the
i-th DNO can be now related to a pi2 distribution
defined by:
pi2 =

pi1
	
α
⊗pi1	β =
=
 
[nΩi ]
2,2nΩi [1−nΩi ],[1−nΩi ]2
 (23)
Obviously, each of these pi2 distributions is charac-
terized by a null f parameter, which indicates that
the two electrons defining the Lewis pair associ-
ated to a given DNO are statistically independent.
As previously indicated, the set of (2c,2e) links
used to reconstruct the general pN EDF vector
is, in general, not unique (eq 7). Fortunately,
the DAFH analysis provides an interesting set
of (2c,2e) links, where each element can be en-
dowed with a chemical nature based on orbitals.
Unfortunately, this property does not hold for
multi-determinant wave functions. In such cases,
the ith eigenvector of the matrix associated to
GΩ is not equal, in general, to the corresponding
one of its complementary region (GΩ
′
). More-
over, for multi-determinant wave functions, the
set of DNO’s consists of more orbitals than elec-
trons, preventing the association of an individual
pi1 vector to each DNO in order to regenerate the
total EDF. As we will demonstrate, the combined
∗ For the sake of simplicity, we are considering systems
with the same number of α and β electrons
used of both EDF and DAFH analyses in multi-
determinant cases may be satisfactorily used to
enlighten the statistical analysis of the EDF with
the widespread chemical terminology.
3. Computational details
EDF and DAFH analysis for the ground and first
electronically excited states of formaldehyde (S0,
S1, and also T1) were performed for diverse wave
functions computed at the CCSD optimized ground
state geometry. The S0 wave function was ob-
tained using the Hartree-Fock (HF) level and the
state-specific (SS) version of the Complete Active
Space Self-Consistent Field (CASSCF)[21] method.
Several active spaces (AS’s), enumerated below,
were employed:
• AS-I, comprising two electrons and the oxy-
gen lone pair (l p) and pi∗CO orbitals. This is
a (2e,2o) active space.
• AS-II, which is also a (2e,2o) active space,
this time including the pair of piCO and pi
∗
CO
orbitals.
• Our third choice (AS-III) corresponds to the
merge of the previous ones. Namely, a (4e,3o)
space involving the pair piCO/pi∗CO and the
oxygen lone pair.
• Finally, AS-IV adds the σCO/σ∗CO duo to the
AS-III, giving rise to a (6e,5o) active space.
Since we are interested in the comparison of the
S1 excited and the S0 ground states, we have de-
cided to analyze both through the state-averaged
(SA) version of the CASSCF method. This choice
is important in order to obtain a balanced de-
scription which does not favor one state over the
other. The active spaces employed in this case
are the same previously described with the ex-
ception of AS-II, for it cannot describe the npi∗CO
nature of the S1 excited state.
† With regard to
the triplet state, T1, only the restricted open-shell
Hartree–Fock (ROHF) wave function was obtained.
† We want to notice that the n in the standard npi∗CO
notation accounts for the oxygen lone pair (l p).
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All the atomic overlap matrices were obtained
with PROMOLDEN[22] and used as input to the
EDF code,[11] in order to perform the EDF analy-
sis. A code developed also by the Quantum Chem-
istry group of Oviedo University was employed
for the analysis of the DAFH.
HF, ROHF and CCSD calculations were per-
formed withGaussian (v09),[23] whereasMol-
cas (v7.8) was used for CASSCF ones. The basis
set employed in all the calculations is the triple-
zeta Dunning basis set cc-pVTZ.[24]
4. Results
4.1 Two-basin EDF and DAFH analyses of ground
state formaldehyde
In this section we will consider the division of
the system into two fragments: Ω and its comple-
ment Ω′. As formaldehyde presents four QTAIM
atomic basins, we can define five different par-
titions in its C2v optimal arrangement. For the
sake of simplicity, we will analyze exclusively one
of those, as similar interpretations are obtained
from the rest of them. According to traditional
knowledge, the fragment involved in more bonds
is the C atom and, consequently, we consider that
the division defined by the C basin (Ω=ΩC) and
its complement (Ω′=ΩO∪ΩH1∪ΩH2) is the most
attractive.
The eight different DNO’s arising from the
DAFH decomposition at the HF level are depicted
in Figure 1 and each of them is accompanied by
three numbers, which describe the associated p2
distribution: q, f and the contribution of the or-
bital to the total δΩΩ′ (eq 21). We observe that
three of them are extremely localized (as indi-
cated by the absolute value of the q parameter,
|q| ∼ 1), which clearly resemble the 1sO, 1sC and
2sO orbitals. Two DNO’s account, basically, for
the bond between the C basin and the two H
basins of the Ω′ region. Whereas one of these two
bonds is polarized toward the C atom (a1 symme-
try), the other (b2 symmetry) is polarized, almost
in the same amount, to the hydrogens. Thus, on
average, each individual C-H bond presents a neg-
ligible charge transfer (slightly directed towards
C), which is in accordance with the hydrogen
atomic population (0.991 au). With regard to the
CO bond, we observe that both the σCO and piCO
orbitals are strongly polarized towards O (more
than half an electron each) and, as a consequence,
their contribution to δΩΩ′ is smaller than 1.0 au
each.
Here we observe that the contribution to the
delocalization index is greater for the pi orbital
(0.6455 au) than for the σ one (0.5263 au). This
interesting result can be easily rationalized in
terms of electron distributions. As previously in-
dicated, each DNO is characterized by a pi1 vec-
tor. This vector is defined by a probability nΩi for
the electron being in Ω. The delocalization in-
dex of the corresponding pi2 distribution is given
by δ= 4nΩi (1−nΩi ), which presents a maximum
at nΩi = 1/2 (Figure 2). Thus, at the HF level,
the σ and the pi contribution to the delocaliza-
tion index between identical fragments (for ex-
ample, in H2CCH2) are identical and equal to 1.0
au. However, in heteronuclear bonds, nΩi 6= 1/2
and the more nΩi departs from this value, the
smaller its contribution to the delocalization in-
dex. It seems reasonable to think that orbitals
describing the σ bond experience more intensely
the effect of the electronegativity difference than
pi orbitals (as we have observed in a previous
work[25]). Consequently, for a given AB double
bond, the value of nΩpi should be closer to 0.5
than nΩσ (for formaldehyde, n
Ω
piCO
=0.202 whereas
nΩσCO = 0.156) and, consequently, in heteronu-
clear double bonds the pi orbital contributes more
to the delocalization between the bounded frag-
ments. Finally, we also observe that the oxygen
lone pair, although greatly localized in the oxygen
basin, also contributes significantly (0.053 au) to
the delocalization index.
At this point, we want to highlight two points.
Firstly, the decomposition of the delocalization
index between Ω and Ω′ does not present crossed
terms when DNO’s are employed (i.e., sΩi j= s
Ω′
i j =0
for i 6= j, where sΩi j=


φi|φ j

Ω
). In general, canon-
ical orbitals arising from standard HF calculations
present nonzero values for sΩi j and, consequently,
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Figure 1. DNOs for formaldehyde at the HF/cc-pVTZ level of calculation. The triad of numbers in
each orbital corresponds, in order, to the q and f parameters associated to the corresponding p2
distribution, and to the contribution to the delocalization index (in italic) between the C basin and its
complement.
Figure 2. Variation of the DNO contribution to the delocalization index (δ) between the domain Ω and
its complement (Ω′) with regard to its occupation number (n). The parabolic behavior results from
the association of a p2 vector to the DNO in closed-shell HF calculations.
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the delocalization index does not depend, exclu-
sively, on sΩii terms. Thus, pure σCO and piCO
contributions to the delocalization index can be
invoked when working with DNO’s. Secondly,
these DNO’s are not as extremely localized, in a
QTAIM basin or between a pair of QTAIM basins,
as they look like in the Figure. Thus, for example,
the two DNO’s associated to the C-H bonds are
not only defined in the ΩC ∪ΩH1∪ΩH2 region,
but also in ΩO. Consequently, the estimation of
δCH using these orbitals would generate a value
of 0.9664 au, whereas the actual value is smaller
(0.8981 au). This limitation is a consequence
of the 2-basin character of the DAFH analysis,
which decomposes the electron density lying in a
real region Ω and in its complementary fragment,
and clearly indicates a non-negligible three-center
contribution.
As pointed out in the Methodology section,
the DAFH analysis is equivalent, at the HF level,
to the decomposition of the total EDF distribution
(in this case, the p16 vector) into a direct product
of p2 distributions. However, we show here that
it is normally common and sufficient to deal with
a lower-order distribution vector in order to ac-
count for the bonding links between the Ω and Ω′
real space fragments. Thus, for example, more
than 99.99% of the probability is collected in a p8
vector. The decomposition of this vector provides
us with a similar picture of the bonding between
the fragments. However, the four (2c,2e) links
obtained in this manner present negative values
for the f parameter (Table 1). This fact should be
taken into account if partial EDFs are considered:
their analysis can generate bonds with negatively
( f > 0) or positively ( f < 0) correlated electrons
even for closed-shell systems described at a HF
level, where the full picture would generate bonds
with statistically independent electrons ( f = 0 for
each link). However, when the omitted p2 distri-
butions are characterized by zero δ values, the
spurious values for the f parameter disappear, as
it can be seen from the p14 case in Table 1, where
the same picture (as with p16) of statistically in-
dependent (2c,2e) links is regenerated.
Now that the 2-basins analysis is clear at the
HF level, we can analyze the effect of electron cor-
relation in both the DAFH and EDF analyses. It is
important to realize that, for multiconfigurational
wave functions, the total EDF cannot be restored
from the DAFH analysis of the system. Conse-
quently, attributing an orbital nature (in terms of
the DAFH decomposition) to each p2 arising from
the EDF distribution is, hence, not longer strict.
Nonetheless, as we will see, the values of the de-
localization index contribution of each DNO and
the delocalization index associated to each p2 can
be clearly related for AS-I to AS-IV and, therefore,
we will preserve the orbital nature to endow the
p2 vectors with chemical significance.
The contribution of each DNO to the delocal-
ization index is shown in Table 2. We observe
that, for a SS-CASSCF(2,2) calculation includ-
ing the oxygen lone pair and the pi∗ orbital in
the active space (AS-I), the contribution associ-
ated to the pi∗CO is really small and that the dif-
ferences with regard to the HF calculation (Fig-
ure 1) are basically negligible, except for that of
piCO, which increases 0.0024 au. Interestingly,
despite the fact that an antibonding orbital has
been introduced in the active space, the delocal-
ization index between Ω and Ω′ slightly increases
from 3.1630 au (at HF level) to 3.1658 au. This
result is conceptually important and one of the
messages of this contribution: populating an an-
tibonding orbital does not necessarily decreases
the delocalization index between the correspond-
ing bonded atoms. The decrease appears when
the population is removed from orbitals which
contribute more to the bond. In this case, the oxy-
gen lone pair decreases its population in order
to introduce the pi∗CO orbital and it is perfectly
feasible that the antibonding orbital contributes
more than the lone pair to the electron delocaliza-
tion. The opposite result can be obtained through
a SS-CASSCF(2,2) calculation including the piCO
orbital instead of the oxygen lone pair (AS-II), in
which case the delocalization index between the
two regions decreases, indeed, to 3.0945 au. As
it can be foreseen from the previous results, the
consideration of the three orbitals (AS-III: l pO,
piCO and pi
∗
CO) barely modifies the AS-II results.
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Table 1. Set of q and f values associated to the p2 distributions arising from the decomposition of p8
to p14 EDF vectors. The decomposition of the p16 vector is shown in Figure 1.
p8 p10 p12 p14
q f q f q f q f
p12 -0.179 -0.003 -0.183 0.000 -0.183 0.000 -0.183 0.000
p22 0.187 -0.005 0.184 0.000 0.184 0.000 0.184 0.000
p32 -0.486 -0.034 -0.630 -0.012 -0.595 0.000 -0.595 0.000
p42 -0.779 -0.100 -0.661 0.027 -0.689 0.000 -0.688 0.000
p52 0.033 0.928 -0.972 0.001 -0.973 0.000
p62 0.998 0.000 0.998 0.000
p72 -0.999 0.000
When we move to more elaborated active spaces
(such as AS-IV), we clearly observe how electron
correlation affects more (2c,2e) links. Specifi-
cally, both the σCO and piCO p2 links describe
now two negatively correlated electrons. Inter-
estingly, we observe how the electron correlation
is still well localized, as it does not spread its in-
fluence to (2c,2e) links which are not included
in the active space. And what we feel even more
important, the correlation factor associated to the
oxygen lone pair orbital is basically zero. This
is a topological indication that the inclusion of
the corresponding orbital in the active space is,
certainly, not worthy. In the same manner, the
correlation factor is more relevant for the piCO p2
vector than for the σCO one, which indicates that,
in this system, electronic correlation plays a more
significant role in the pi electronic skeleton.
4.2 An statistically idyllic picture of the transi-
tion to the (npi∗)1 state
After understanding the EDF distribution in the
ground state of formaldehyde, we are prepared
to go a step further: the analysis of electroni-
cally excited states. Concretely, our target is the
first singlet excited state (S1) of formaldehyde,
normally denoted by (npi∗)1. However, before
analyzing any actual result, it is of interest to con-
sider an idyllic picture of the electronic transition
to (npi∗)1 and to discuss its properties.
As pointed out before, the S1 state of formalde-
hyde is normally invoked as (npi∗)1. This nota-
tion, based on a molecular orbital language, im-
plies the next approximations: (i) the electronic
excitation S0→ S1 brings into play just a single
electron (on average) without influencing the rest
of them to a large extent, (ii) after the transition,
the electron which was described by the oxygen
lone pair orbital is now described by the pi anti-
bonding molecular orbital associated to the car-
bonyl bond. From a statistical point of view, both
approximations would imply the modification of a
single p1 vector of those conforming the p16 EDF
vector. From a simple chemical perspective, each
electron defining the oxygen lone pair should be,
basically, localized in the oxygen atom, which
allows us to write (within this model picture)
pl p1 = (0,1). In this manner, the actual lone pair
would be given by pl p2 = (0,1)⊗(0,1) = (0,0,1).
After the electronic excitation, one of these p1 dis-
tributions changes. For the statistical description
of the pi∗CO electron, we can consider a general
vector p1 = (a,1− a), where a accounts for the
amount of the electron which is transferred to
the C basin. In accordance, we can consider two
limiting cases here: one where the electron is
essentially located in the C basin (a→ 1 ), and
other where the electron can be found equally
within both atoms (a→ 1/2). A third possibility,
where we would locate the electron within the
oxygen basin (a→ 0), lacks chemical meaning.
With the previous model distributions, we are
in a position to analyze the effect of the electronic
transition. Before it ocurring, the (2c,2e) distribu-
tion described by the lone pair is characterized by
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Table 2. Contribution of each DNO to the delocalization index between Ω and its complementary region
for SS-CASSCF wave functions (the nature of the active orbitals is indicated between square brackets).
The set of p2 distributions which corresponding δ values resemble most the DAFH decomposition are
also shown. For each of them, the δ value and the q and f parameters are also indicated.
CASSCF(2,2) [lp,pi∗] CASSCF(2,2) [pi,pi∗]
i φi nature δ
i
ΩΩ′ δ(p
i
2) q
i f i δi
ΩΩ′ δ(p
i
2) q
i f i
1 1sO 0.0000 0.0000 -1.0000 0.0000 0.0000 0.0000 -1.0000 0.0000
2 2sO 0.0017 0.0017 -0.9992 0.0000 0.0017 0.0017 -0.9992 0.0000
3 1sC 0.0038 0.0038 0.9981 0.0000 0.0038 0.0038 0.9981 0.0000
4 l pO 0.0534 0.0527 -0.9733 0.0000 0.0519 0.0519 -0.9737 0.0000
5 σCO 0.5260 0.5260 -0.6885 0.0000 0.5233 0.5233 -0.6904 0.0000
6 piCO 0.6479 0.6489 -0.5928 -0.0003 0.5678 0.5817 -0.5027 0.2216
7 σCH2 (a1) 0.9663 0.9663 0.1835 0.0000 0.9689 0.9689 0.1765 0.0000
8 σCH2 (b2) 0.9664 0.9664 -0.1832 0.0000 0.9633 0.9633 -0.1916 0.0000
9 pi∗CO 0.0002 - - - 0.0139 - - -
10 σ∗CO - - - - - - - -
CASSCF(4,3) [lp,pi,pi∗] CASSCF(6,5) [lp,σ,σ∗,pi,pi∗]
i φi nature δ
i
ΩΩ′ δ(p
i
2) q
i f i δi
ΩΩ′ δ(p
i
2) q
i f i
1 1sO 0.0000 0.0000 -1.0000 0.0000 0.0000 0.0000 -1.0000 0.0000
2 2sO 0.0017 0.0017 -0.9991 0.0000 0.0044 0.0013 -0.9993 -0.0002
3 1sC 0.0038 0.0038 0.9981 0.0000 0.0030 0.0031 0.9984 0.0000
4 l pO 0.0524 0.0514 -0.9740 -0.0001 0.0548 0.0464 -0.9765 -0.0002
5 σCO 0.5231 0.5231 -0.6906 0.0000 0.4915 0.5275 -0.6657 0.0526
6 piCO 0.5685 0.5835 -0.5015 0.2205 0.5628 0.5307 -0.4947 0.2973
7 σCH2 (a1) 0.9688 0.9688 0.1766 0.0000 0.9696 0.9697 0.1741 0.0000
8 σCH2 (b2) 0.9634 0.9635 -0.1910 0.0000 0.9631 0.9631 -0.1922 0.0000
9 pi∗CO 0.0141 - - - 0.0001 - - -
10 σ∗CO - - - - -0.0096 - - -
the parameters qGS =−1 and fGS = 0, where the
subscript GS makes reference to the ground state.
Once the electronic transition takes place, the
(2c,2e) links changes to pnpi
∗
2 =(0,1)⊗(a,1−a)=
(0,a,1−a), which corresponds to qES = a/2 and
fES = a/(2−1) (ES accounting for the target ex-
cited state). The variation in the delocalization
index between the C basin and its complement is,
then, given by ∆δ= δES−δGS = 2a(1−a) (see
eq 9). In this manner, we have arrived to an-
other interesting and unexpected result: the elec-
tronic excitation, according to the idyllic (npi∗)1
notation, should be accompanied by an increase
(for 0 ≤ a ≤ 1) of the delocalization index be-
tween the carbon atom and its complementary
domain (∆δΩΩ′ > 0). Nevertheless, it is perfectly
known[17] that the delocalization index decreases
upon electronic excitation, a fact that lies also
in line with the CO distance increase observed
when going to the S1 excited state. This is why
our result is unexpected, but... why is it interest-
ing? Firstly, we have considered an statistically
vision of the electronic transition in terms of its
commonly used basic molecular orbital descrip-
tion. In terms of it, it is chemically appealing
to state that the delocalization index should de-
crease, as an antibonding orbital is being popu-
lated. But... should the delocalization index re-
ally decrease as a consequence of such an event?
Is then our statistical reasoning wrong? The an-
swer to both questions is actually “No” and the
proof is quite straightforward: the delocalization
index increases at the SA-CASSCF(AS-I) level (see
next subsection). In this calculation only both the
lone pair and the pi∗CO orbitals define the active
space and the output wave function is basically
described by one configuration which resembles
(we could almost say that corresponds to) our
model picture. Only when the active space com-
prises more orbitals (see next subsection) does
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the delocalization index decrease. Therefore, the
textbook reasoning normally invoked to under-
stand this electronic transition is incorrect, but
leads to the correct answer (a decrease of δCO).
This substantiates our claim that our result is in-
teresting: it exemplifies how sometimes we (the
chemistry community) tend to endow some chem-
ical entities with a wrong meaning but, due to
the (fortuitous) fact that the final result corre-
sponds to the observed behavior, the concept is
not revised/redefined or questioned.
The final idea of this subsection, supplements
our previous simple result: the population of an
AB antibonding orbital does not imply a decrease
in the delocalization index between the A and
B domains. Thus, in the simple case of the SA-
CASSCF(AS-I) calculation, the antibonding or-
bital contributes more to δΩΩ′ than an electron
described by an oxygen lone pair orbital and, con-
sequently, δΩΩ′ increases at this level of theory.
4.3 Two-basin EDF and DAFH analysis of S1 and
T1 states of formaldehyde
Although the effect of the electronic excitation to
S1 on the two-basin EDF looks similar regardless
the chosen active space (Figure 3), actually the
model picture is only approximately recovered
with AS-I, as previously indicated. Roughly, its
corresponding EDF distribution is displaced, upon
excitation, one electron to increasing values of
nC , leading to an increase of one electron in the
C electron population expected value (concretely,
0.906 au). Taking the a parameter of the previous
section as the increase of NΩ, we obtain an idyllic
∆δ= 0.170 au, which is close to the actual com-
puted value, 0.142 au. Nevertheless, this model
does not hold for more elaborated active spaces
(as AS-III and AS-IV), where the transfer of elec-
tron density to the C basin does not increase the
delocalization index (Table 4).[17]
The next logical step in this section would be
the analysis of the (2c,2e) link decomposition of
the EDF, associating each of these links to an or-
bital entity: the DAFH eigenvectors. However,
due to the multideterminant description of the
S1 state through CASSCF calculations, its EDF
cannot be reconstructed exactly from the DAFH
eigenvalues, not even using the modest AS-I. In-
terestingly, both S1 and the first triplet state, T1,
are characterized by the same basic orbital na-
ture: a n→ pi∗CO transition.[17] Furthermore, a
sufficiently good one-determinant approximation
to the wave function of the T1 state of two-α
unpaired electrons can be obtained through the
ROHF method. Hence, the EDF of T1 can be de-
composed into (2c,2e) links with DAFH signifi-
cance and this identification can be extrapolated
to the S1 case, in order to better understand its
EDF.
The diagonalization of the DAFH for αα-T1
gives rise to nine α-DNO’s and seven β-DNO’s
(Figure 4). Comparing them with those for the
ground state (Figure 1), we may understand the
electronic transition according to two alternative
models:
• Inter-Orbital Jumping (IOJ) model (Fig-
ure 5a). This corresponds to the well estab-
lished interpretation of the transition. The
β electron in the oxygen lone pair jumps to
the α pi∗ spin-orbital. After the transition,
the set of α-spinorbitals contains one elec-
tron in a pi orbital and another in the pi∗.
The DAFH machinery is known to provide
valence states of the atoms[12] and this is a
clear example: when both orbitals are popu-
lated, Pauli’s principle forces a combination
of both the pi and pi∗ orbitals and localizes
the electrons, one within each basin, giving
rise to electron topological distributions re-
minding the pz atomic orbitals (denoted as
l ppiC and l p
pi
O in Figure 4). On the other side,
no antibonding orbital is included in the β-
spinorbital set, and the β-contribution to
the pi bond remains almost invariant.
• Electron Density Rotation (EDR) model
(Figure 5b). The distribution of one electron
described by a l pO orbital can be considered
to rotate 90 degrees (giving rise to the l ppiO).
Concomitantly, the electron density of the
piCO is transferred towards the carbon basin,
as a consequence of the new repulsion in
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Figure 3. Two-basin EDF distributions for the ground and the first singlet excited states of formaldehyde
at the SA-CASSCF(AS-I)/cc-pVTZ level of calculation. In general terms, the distribution for the excited
state seems to be displaced one electron to the left. A plot including the three active spaces (AS-I,
AS-III and AS-IV) is included in the upper-left corner.
the “pi cloud”. This transference gives rise
to an electron in a C lone pair orbital (l ppiC ).
We want to highlight that both models are plausi-
ble interpretations to understand the electronic
transition and they are perfectly compatible. While
IOJ can be considered as the “classical” model
based on the standard interpretation, the EDR
model presents a more attractive image from the
topological point of view (see below).
Finally, we notice that one electron of the
σCH2 (a1) is slightly polarized towards oxygen,
as a consequence of the electron density defi-
ciency caused by the rotation/jumping of one
lone pair electron. Its description can be written
as σCH2 +κ · l pO, where |κ|<< 1.
As chemically expected, those orbitals not in-
volved in the previous process can be matched
up in five pairs, each one sharing the same DAFH
eigenvalue (those in the αβ box of Figure 4). The
rest of them can be paired according the previous
steps: (l pO,l p
pi
O), (piCO,l p
pi
C ) and (σCH2 ,σCH2 +
κ · l pO)b2. In this manner, we can observe the
effect of the electronic excitation in each original
(2c,2e) link (Table 3), quantifying the effect of
each of the above steps on chemical bonding.
Upon excitation, the q and δ parameters for
the links with f = 0 (associated to those DNO’s
with the same DAFH eigenvalue) are almost iden-
tical and differences do not exceed 0.04 in q and
0.02 in δ. Interestingly, although the DNO topol-
ogy of one averaged electron corresponding to
the oxygen lone pair rotates 90 degrees, its effect
on the charge and on the correlation factor is neg-
ligible (Figure 1 and Table 3). In our opinion, the
fact that no correlation is introduced in the oxy-
gen lone pair chemically supports the fact that the
excitation can be better interpreted as a rotation
instead of as a n→pi∗CO transition, as we observed
in a previous work.[17] However, whereas the ro-
tation observed in this previous work (with the
ELF analysis) seems to be associated to the two
electrons of the oxygen lone pair, the DAFH anal-
ysis throws light on this process, indicating that
only one of the two averaged electrons actually
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Figure 4. DNOs for the αα T1 state of formaldehyde at the ROHF/cc-pVTZ level of calculation. Each
orbital inside the αβ box is related to a pi2 distribution (these α and β spin-DNO’s are equivalent and
present the same DAFH eigenvalue), whereas those in boxes α and β only correspond to one average
electron each (i.e., a pi1 = (n
Ω
i ,1−nΩi ) distribution).
a)  Inter-Orbital Jumping (IOJ)
b)  Electron Density Rotation (EDR)
DAFH
e--e- REPULSION
Figure 5. Inter-Orbital Jumping and Electron Density Rotation models for understanding the S0→ S1
transition in formaldehyde.
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Table 3. Orbital nature of the (2c,2e) links (EDF decomposition) according to the DAFH analysis (see
Figure 4 for DNO nomenclature) of the T1 state described at ROHF level. The (q, f ,δ) triad associated
to each p2 distribution is also shown, as well as the q parameter variations with regard to those of S0
described at HF level (Figure 1).
pi j2 = p1(φi)⊗p1(φ j) (nΩi ,nΩj ) qi j fi j δi j q(T1)−q(S0)
[1sO]α⊗[1sO]β (0.0000 , 0.0000) -1.0000 0.0000 0.0000 0.0000
[2sO]α⊗[2sO]β (0.0006 , 0.0006) -0.9988 0.0000 0.0024 0.0004
[1sC]α⊗[1sC]β (0.9990 , 0.9990) 0.9980 0.0000 0.0040 -0.0001
[l pO]α⊗[l ppiO]α (0.0132 , 0.0136) -0.9732 0.0000 0.0529 -0.0001
[σCO]α⊗[σCO]β (0.1513 , 0.1513) -0.6973 0.0000 0.5137 -0.0090
[l ppiC ]
α⊗[piCO]β (0.8167 , 0.1201) -0.0633 0.4872 0.5107 0.5321
[σCH2]
α⊗[σCH2]β(a1) (0.6111 , 0.6111) 0.2223 0.0000 0.9506 0.0386
[σCH2]
α⊗[σCH2 +κ · l pO]β(b2) (0.4425 , 0.4254) -0.1321 0.0003 0.9823 0.0510
rotates. The biggest effect of the excitation corre-
sponds to the piCO link. This link is the only one
characterized with a significant (and large) cor-
relation factor. Therefore, the correlation effects
associated to the electronic transition concentrate
in a single (2c,2e) link. Its delocalization index
decrease notoriously (-0.1348 au) and accounts
for 92% of the total ∆δΩΩ′ (-0.1464 au). Finally,
the polarization of one of the electrons of the
σCH2 (b2) link produces a small effect in its p2
distribution parameters, even in the correlation
factor, which remains close to zero ( f = 0.0003).
With the orbital character associated to each
(2c,2e) link in the T1 state, we are in disposition
to understand the S1 EDF decomposition. As we
can see in Table 4, we can find a decomposition
of the p16 distribution which reminds the DAFH
one associated to T1 for each active space. The
similarity of values between them indicates that
the electronic nature of both S1 and T1 is actually
similar. Moreover, in both S0 and S1, correlation
effects are basically concentrated on the pi link,
except in the AS-IV, where the σCO link is also
characterized by a significant correlation factor.
We consider that there is no need of presenting
more exhaustive analyses here, as the data show
the same trends found for the excitation to the
triplet state, with the exception of the previously
indicated increase of the δΩΩ′ found for the mod-
est AS-I space.
Finally, to close this subsection, we have a
few words related to the electronegativity varia-
tion upon excitation. The gΩΩ′ electronegativity
index,[26,27] which is a measure of the effective
electronegativity difference between Ω and Ω′ for
a given bond, is defined as:
gΩΩ′ =
NΩ
ΩΩ′−NΩ′ΩΩ′
NΩ
ΩΩ′+N
Ω′
ΩΩ′
(24)
where NΩ
ΩΩ′ and N
Ω′
ΩΩ′ account for the Ω and Ω
′
contributions, respectively, of electron population
associated to the target bond between both do-
mains. EDF analyses allow for an immediate de-
composition of this index. Thus, the distribution
of the two electrons associated to the i-th (2c,2e)
bond defines a g i
ΩΩ′ according to:
g iΩΩ′ =
2pii−(2−2pii)
2pii+(2−2pii) = 2pii−1= qi (25)
and we notice that, interestingly, the qi value asso-
ciated to the pi2 distribution actually corresponds
to the gΩΩ′ electronegativity index. Moreover, as
these (2c,2e) links are quite localized between
two atomic basins (according to the shape of the
corresponding DNO), we can approximate the
value of qi to the index describing the electroneg-
ativity difference between the atoms involved in
the described bond. Thus, we observe that the
qi values associated to the a1 and b2 C-H bonds
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Table 4. Two-center two-electron distributions, described by the (q, f ,δ) triad, generated in the
decomposition of the p16 distribution for S0 and S1, both described with the state averaged version
of the CASSCF methodology at different active spaces. Their orbital correspondence is based on the
similarities with the DAFH analysis of the HF and ROHF wave functions of S0 and T1.
AS-I AS-III AS-IV
Ground State (S0)
q f δ q f δ q f δ
1sO -1.0000 0.0000 0.0000 -1.0000 0.0000 0.0000 -1.0000 0.0000 0.0000
2sO -0.9993 0.0000 0.0015 -0.9992 -0.0001 0.0016 -0.9993 0.0002 0.0015
1sC 0.9978 0.0000 0.0043 0.9979 0.0000 0.0042 0.9984 0.0000 0.0033
l pO -0.9745 0.0000 0.0503 -0.9757 0.0000 0.0479 -0.9754 -0.0001 0.0487
σCO -0.7174 0.0000 0.4853 -0.7085 0.0000 0.4980 -0.6731 0.0503 0.5195
piCO -0.6639 -0.0009 0.5597 -0.4412 0.2513 0.6029 -0.4491 0.3331 0.5324
σCH2(b2) -0.2051 0.0000 0.9579 -0.1927 0.0000 0.9628 -0.1954 0.0000 0.9618
σCH2(a1) 0.1535 0.0000 0.9764 0.1642 0.0000 0.9730 0.1595 0.0000 0.9746∑
iδΩΩ′(p
i
2): 3.0354 3.0906 3.0417
Excited State (T1)
q f δ q f δ q f δ
1sO -1.0000 0.0000 0.0000 -1.0000 0.0000 0.0000 -1.0000 0.0000 0.0000
2sO -0.9987 0.0000 0.0025 -0.9987 0.0000 0.0025 -0.9988 0.0000 0.0023
1sC 0.9982 0.0000 0.0036 0.9981 0.0000 0.0038 0.9983 0.0000 0.0034
l pO⊗ l ppiO -0.9660 0.0001 0.0668 -0.9714 0.0002 0.0563 -0.9711 0.0003 0.0570
σCO -0.6699 0.0000 0.5512 -0.6794 0.0000 0.5385 -0.6796 0.1338 0.4662
l ppiC ⊗piCO 0.0195 0.3627 0.6370 -0.1039 0.5454 0.4497 -0.0734 0.5097 0.4876
σCH2(b2) -0.1383 0.0010 0.9799 -0.1408 0.0002 0.9800 -0.1426 0.0001 0.9795
σCH2(a1) 0.2529 0.0000 0.9361 0.2268 0.0000 0.9485 0.2233 0.0000 0.9501∑
iδΩΩ′(p
i
2): 3.1770 2.9793 2.9463
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in S1 (or in T1) increase with regard to S0, as
well as the associated to the pi CO bond (Tables
3 and 4). Consequently, we can state that the
relative electronegativity of C has increased upon
excitation.
4.4 3-basin EDF and DAFH analysis of formalde-
hyde
In previous sections we have seen that the dis-
tribution of electrons between different domains
can be understood in terms of orbitalic entities.
This achievement was possible thanks to the re-
lationship between the two-basin EDF and the
DAFH eigenvalues and eigenvectors for monode-
terminantal systems. However, an EDF analysis
is not only useful when the orbital language is
present. Not all the information in the realm of
Chemistry is endowed with an orbital significance
and, concretely, the efforts made so far in the
field of the topological approaches have shown
that many chemical properties can be understood
without invoking orbitals. As an example, this
final discussion section concerns the analysis of a
three-basin EDF, where an interesting theoretical
processes will be analyzed and where EDF results
will not be related to any orbital entity.
Considering the ΩC , ΩO and ΩH1∪ΩH2 do-
mains, the three-basin EDF shown in Figure 6
arises. In it, the EDF probabilities are grouped ac-
cording to the number of electrons in ΩH1∪ΩH2
(nHH), giving rise to “sub-EDFs” within the gen-
eral EDF. Each of them defines a distribution of
16−nHH electrons between two domains: ΩC and
ΩO. The five sub-EDF’s plotted in Figure 6, which
associate from 12 to 16 electrons to the carbonyl
group (nCO = 16−nHH), account for more than
99% of the distribution in both S0 and S1 states.
The sub-EDF with a neutral carbonyl moiety is the
most important in both states (37.38 and 36.38
%, respectively) and its maximum is also the ab-
solute maximum of the whole three-basin EDF,
corresponding to the ionic (H2)
0C+O− RSRS in
both states.
The contribution of each subEDF generates
the distribution of electrons between HH and CO
domains (values within dash-dot squares in Fig-
ure 6). This two-basin EDF is almost symmetric
with respect to the (H2)
0(CO)0 neutral structure
for the ground state. Upon electronic excitation,
this pseudo-symmetry is broken and the probabil-
ity for RSRS’s with negatively-charged carbonyl
group increases, basically at the expense of the
positively-charged ones. As a consequence, the
net charge of the CO moiety is almost neutral
(slightly positive) in the ground state (+0.0297
au), whereas it turns clearly negative in the ex-
cited state (-0.1520 au). Furthermore, the de-
crease of the sub-EDF skewnesses (Figure 6) con-
firms the enhancement of the C electronegativity
in the S1 state.
The re-normalization of the sub-EDF’s allows
the calculation of the average number of electrons
in ΩO (Figure 7a) as well as of the delocalization
index between ΩC and ΩO (Figure 7b) for a given
number of electrons within the CO fragment. In
such wise, the behavior of the CO unit as electrons
are pumped (one by one) from the hydrogens to
it can be analyzed (Figure 7c): (H2)
−a(CO)+a
→ (H2)−a+1(CO)+a−1 → ... → (H2)+2(CO)−2,
with a being the initial positive (integer) charge
associated to the carbonyl group at the begin-
ning of such a process. Our starting RSRS is
(H2)
−7(CO)+7 and five of the seven electrons as-
sociated to the carbonyl group are situated in the
oxygen basin (Figure 7a). This clearly exempli-
fies the strong appetite of oxygen for electrons.
Moreover, each of the first four electrons intro-
duced in the pumping-process ends up belonging
basically to the oxygen basin (in order: 92, 88,
85, and 78 %). Once these four electrons are
pumped from hydrogens, oxygen presents an av-
eraged electron population of 8.3787 electrons,
whereas the C atom only owns 2.6213 electrons.
At this point, we observe that oxygen is close
to its electron-saturation limit: its electron pop-
ulation slightly increases when more electrons
are introduced into the CO fragment. In other
words, its electron-appetite decreases and, conse-
quently, the ability of C to attract electron density
enhances. Specifically, the next electron is almost
equally distributed between O and C and the sub-
sequent ones are basically introduced inside the
Chapter 6. Enriching the chemical knowledge about excited states 91
 p(n
O,n
C,n
HH
)
0.000
0.025
0.050
0.075
0.100
0.125
0.150
0.175
0.200
nO
Ground State (S0)
Excited State (S1)
7     10                           7        11                            7        11                              7        11                                7         11
p(nO,nC,nHH=3)
p(nO,nC,nHH=2)
p(nO,nC,nHH=1)
p(nO,nC,nHH=0)p(nO,nC,nHH=4)
Σi(p)i values:
--> 0.0669 (S0)
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--> 0.2054 (S1)
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Σi(p)i values:
--> 0.0595 (S0)
--> 0.0868 (S1)
Σi(p)i values:
--> 0.3738 (S0)
--> 0.3638 (S1)
Figure 6. Most significant components of the three-basin EDF for formaldehyde at the SA-CASSCF(AS-
IV) level of caculation, grouped according to the number of electrons associated to the ΩH1∪ΩH2
domain (nHH). Notice that the electrons within ΩC ∪ΩO (nCO) for each group is given by nCO =
16−nHH . Values inside dash-dot squares, ∑i(p)i, correspond to ∑16−nHHi=0 p(i,16−nHH− i,nHH).
Figure 7. Averaged value of O and C electron population (a) and delocalization index (b) associated
to diverse p(nO,nC ,nHH) distributions, generated after grouping according to constant values of
nHH (see Figure 6). The abscissa is labeled with the value of nCO, which is related to nHH through:
nCO+nHH = 16. Data correspond to the SA-CASSCF(AS-IV) wave function.
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C basin. The variation of the delocalization in-
dex with the number of electrons also presents
a change at a carbonyl electron population of
eleven. Its increase is more pronounced at the
beginning, indicating that the role of the first elec-
trons is basically centered in the formation of the
bond.
Upon electronic excitation, the atomic abilities
to attract electron density are similar in the first
steps of the process, but the electron saturation
limit decreases for oxygen (increases for carbon),
which indicates again that the relative electroneg-
ativity (χr =χO−χC) between O and C is smaller
in S1. The behavior of the delocalization index
(Figure 7b) indicates that the electronic excitation
only modifies significantly the bonding structure
for the (H2)
−2(CO)+2 to (H2)+(CO)− RSRS’s.
We remark how the huge amount of chemi-
cal information stored in EDFs may be extracted
with clever procedures. Through the curious the-
oretical process just described, we have got infor-
mation about the ability of the atoms to attract
the electron density toward themselves as well as
about their electron saturation limit and how it
changes upon electronic excitation.
5. Conclusions
Application of the topological approach to elec-
tronically excited states allows extracting informa-
tion to improve chemical knowledge. Undoubt-
edly, all this wisdom can be crucial to design
synthetic routes involving steps in these excited
states. This is a long-term project, so analyses of
prototypical systems, such as the test results here
reported, are still in need before getting to such
far-reaching goals.
In this work, we have analyzed the EDF of
formadehyde in terms of (2c,2e) links, relating
them to orbital entities. Among the results, we
highlight that:
• We find that theσ link contributes less to the
total delocalization index of the CO double
bond than the pi link. This behavior can be
related to the fact that theσ electron density
is more sensitive to electronegativity effects,
as it is more confined among the nuclei than
the pi density.
• There is an important misconception regard-
ing antibonding orbitals. Their population
does not imply, necessarily, a decrease in the
delocalization index of the corresponding
bond. As an example, we have considered
a model picture for the electronic S0→ S1
transition. In this orbital-frozen image, the
consideration of electron distribution func-
tions to describe the electron jump from an
oxygen lone pair to a pi∗CO orbital ends up
increasing the CO delocalization index. In-
deed, a SA-CASSCF(2,2) calculation, which
is close to this idyllic picture, confirms this
prediction. The decrease in the delocaliza-
tion index arises from other terms in the
wave function, where the population of pi∗CO
is made at the expenses of the piCO orbital.
• The electronic S0→ S1 transition is under-
stood, in terms of orbitals, as an electron
jump from the oxygen lone pair to the pi∗CO
orbital. The DAFH analysis provides us with
an alternative conception: the transition can
be considered as a rotation of one averaged
electron in the oxygen lone pair. As a con-
sequence of this transition, an overlap is
generated between the new distribution of
the electron and the pi density of the CO
bond. The huge repulsion moves part of
this pi electron density towards C, giving
rise to a lone pair-like distribution of one
averaged electron situated in C.
• The consideration of the electronegativity
index gΩΩ′ allows us to state that the rela-
tive effective electronegativity of C increases
upon excitation to S1.
From the three-basin EDF, we also observe
that:
• The neutral character of the CO group in S0
is not only a consequence of the significance
of the neutral (H2)0(CO)0 RSRS, but also of
the equiprobability of the (H2)−(CO)+ and
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(H2)+(CO)− structures. Upon excitation,
the weight of the neutral form remains al-
most invariant, but that of the (H2)
+(CO)−
increases at the expenses of the cationic one.
• A curious process of electron pumping from
hydrogens to the CO moiety has been ana-
lyzed through the three-basin EDF. In it, we
can quantitatively observe the saturation
limit of the oxygen atom, which decreases
upon excitation, as well as the important
role of the (H2)
−2(CO)+2 to (H2)+(CO)−
RSRS’s in the bonding structure of the ex-
cited S1 state.
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“It is my business to know what other
people don’t know.” - The Adventure of
the Blue Carbuncle
“It has long been an axiom of mine that
the little things are infinitely the most im-
portant.” - A Case of Identity
Sherlock Holmes
7
Quest 4: The z-effect through
topological eyes
And finally, we have reached our last quest. Here, we will face the so-called
z-effect at sp2 centers. It is a conformational preference exhibited by esters,
secondary amides, and related molecules, where, in general, the Z conformer is
more stable than the E one. A σ resonance, consequence of a hyperconjugation
interaction, is normally invoked to explain this effect in molecules containing
the OCO moiety. We will show, using the tools previously presented, how this
model lacks of leading role in this preference and that it is better understood by
a classical electrostatic interaction. This result is, moreover, more general and
can be extended to more exotic molecules, as proteins or peptide nucleic acids.
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Although a total of five articles could be included in this chapter [12–14, 39,
40], we will only visit the last one written [14], as it is the clearest one and
contains the most important results and evidences against the hyperconjugative
interaction:
- “The Z conformational preference through topological eyes”
AUTHORS: D. Ferro-Costas and R. A. Mosquera.
STATUS: Submitted to Phys.Chem.Chem.Phys. (2015).
The Z conformational preference through topological eyes
David Ferro-Costas1* and Ricardo A. Mosquera1
Abstract
In this work, we present clear topological evidences of that hyperconjugation is not the responsible
for the Z preference. Diverse tools defined within the Quantum Chemical Topology framework (as, for
example, atomic and electron localization function populations or the interacting quantum atoms energy
decomposition) were used to analyze the evolution of formic acid from the E conformer towards the
Z conformation. These tools highlight the important role of the pi resonance in the barrier between
conformers and they also indicate that the hyperconjugative interaction, normally invoked to explain the Z
effect, lacks of leading role. Concretely, in a X=C-Y-R structure, the X· · ·R interaction seems to be the key
to understand the preference for the Z arrangement of the moiety. Interestingly, our proposed explanation
can be extended to a wide set of molecules presenting the same conformational preference, as proteins
or peptide nucleic acids (PNAs). This knowledge can be useful when synthesizing or modifying these
biological structures, where inverting the preferred disposition of a given peptide bond can be followed by
a significant change in their structure and functionality.
Keywords
QTAIM — z preference — proteins — PNA — formic acid
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1. Introduction
Peptide nucleic acids (PNAs) are a powerful bio-
molecular tool with a wide range of important
applications.[1] Since their invention by Nielsen
et al. in 1991,[2] they have been used to produce
biomolecular tools, antigene agents, biosensors,
et cetera.[1,3] Their well-established importance
lies in the versatility provided by their unique
chemical, physical and biological properties. Orig-
inally, PNAs were designed as a ligand for the
recognition of double stranded deoxyribonucleic
acid (DNA), where their structure, a backbone
containing achiral N-(2-aminoethyl) glycine units,
plays, without any doubt, an important role in
such a mission. Understanding how to chemi-
cally modify these structures is a vital key in the
Biology realm.
The continuous improvement of hardware al-
lows to simulate, even through ab initio quan-
tum chemical calculations, biological molecules
of great importance, where the previous systems
are, doubtlessly, included.[4] However, although
the relevance of simulations are out of question, it
is sometimes forgotten to grasp some basic prop-
erties of our biological systems. A clear example
is the conformational preference associated to
the links between the units giving rise to PNAs
or to proteins: the peptide bond. In proteins,
they are known to be, basically, in its trans (or
Z) configuration.[5] However, a single chemical
modification of one residue in a protein to favour
the cis (E) disposition can cause a ripple effect, al-
terating completely its quaternary structure and,
hence, its functionality. For such reasons, it is of
vital importance to delve into the basis (i.e. the
electronic origin) of such kind of conformational
preferences.
Fortunately, this preference can be also found
in simple molecules (Figure 1), as secondary ami-
des, esters or carboxylic acids,[6] allowing the
use of rigorous quantum mechanical methods for
the analysis of their electronic structure. This
can lead to clearer ideas than those that could be
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Figure 1. Scheme indicating that the preference for the Z conformer in proteins is chemically equivalent
to that of amides. Other compounds, as carboxylic acids, also exhibit the same conformational trend.
achieved by analyzing the large systems, where
such methods cannot be carried out yet, due to the
consequent colossal computational cost, and/or
where the huge amount of data could hide simple
explanations.
Experimental and computational studies[6–8]
on RCOOR’ molecules (R,R’ = H, CH3) not only
confirmed that the Z isomer is more stable than
the E one, but they also considered this prefer-
ence as an example of the famous anomeric ef-
fect.[9] Diverse explanations were invoked to un-
derstand the Z preference that charaterizes this
effect as, for example: (i) steric repulsions,[10]
(ii) lone pair repulsions,[11,12] (iii) dipole-dipole
interactions,[13,14] or (iv) the acclaimed hyper-
conjugative interactions.[15] The last one, which
proposes the overlap between the electron pair
on the ether oxygen (l pO) and the σ
∗ orbital
of the C=O bond, notably rooted in the chem-
ical community and it has been considered the
preferred explanation for both the anomeric and
the Z effects.[7] Nevertheless, this hyperconjuga-
tive model (HM) is inconsistent with the reverse
anomeric effect[16] and Yirong Mo has provided
strong evidence, through valence bond calcula-
tions, that these interactions are not responsible
for the anomeric effect and that they are better
interpreted with electrostatic interactions.[17] In
the same vein, our group has expended years an-
alyzing the anomeric effect[18–25] using the pres-
tigious quantum theory of atoms in molecules
(QTAIM)[26–29] and again lots of incompatibilities
with the HM have arised. Moreover, the N atom in
peptidic systems lacks a lone pair of electrons at
the OCN plane, invalidating the extension of the
HM to biological systems like PNAs or proteins.
In this work, we make use of a diverse amount
of methods included in what is called Quantum
Chemical Topology (QCT).[30] In this exhaustive
research we deeply analyze this effect in the formic
acid, our modelic system exhibiting Z preference.
Although this system was used in previous works,[22]
this is the first time we approach this effect using
all our available QCT tools.
2. Topological Tools
In this section, we will briefly introduce those
tools included in the QTC that we have used. We
will to try focus our explanation on concepts, skip-
ping mathematical definitions unless it is strictly
needed.
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2.1 Atoms-in-molecules and bond properties
Bader’s theory of atoms in molecules (QTAIM)
has been used to define the limits of the atoms
within a molecule. As in the density functional
theory (DFT), the molecular electron density (ρ)
is the cornerstone of this theory.[26,27] Concretely,
the atoms are defined as regions of the three-
dimensional space bounded by a zero-flux surface
(zfs) in the gradient of ρ.
Interestingly, when two of these atoms are
topologically bonded (i.e. they share a common
interatomic zfs), an special kind of critical point
in ρ, identified with an element of chemical struc-
ture, appears: the so-called bond critical point
(bcp). Within Bader’s theory, chemical bonding
interactions are characterized and classified ac-
cording to the properties of the electron and en-
ergy densities at the bcp, collectively known as
“bond properties”. For our purposes, we will ana-
lyze the electron density at the BCP (ρb), which
is a reflection of the strength of a chemical bond.
2.2 Atomic and ELF populations
Let us consider the division of our molecule into
a set of disjoint regions, {Ωi}. The electron popu-
lation of Ωi is given by the integral of the electron
density over it:
N(Ωi) = Ni =
∫
Ωi
drρ(r) (1)
and the set of Ωi-populations recovers the total
number of electrons in the system: N =
∑
iNi.
An example of a partition is the previous com-
mented QTAIM,[26] which identifies each Ωi with
a basin of attraction of ρ, giving rise to atomic
basins. The electron population of an atomic
basin is known as its “atomic population”.
Another interesting partition is the one induced
by the topology of the electron localization func-
tion (ELF).[31,32] This function is a simple mea-
sure of electron localization in atomic and molecu-
lar systems and the partition ofR3 into ELF basins
of attraction reminds the Lewis structure of the
molecule. Moreover, the electron population of
these ELF basins is, generally, close to two elec-
trons, reinforcing the idea of that ELF recovers
the two-electron structure of the molecule.
2.3 Delocalization indices
In Lewis structures, the number of electrons as-
sociated to a given atom could be divided into
localized and shared electrons. With a similar per-
spective, atomic populations can be divided into
two contributions: one accounting for the local-
ized electrons in the atom, an another accounting
for the number of delocalized electrons.[33–38]
Given two atomic basins Ω and Ω′, the delocaliza-
tion index between them, δΩΩ′ , is a quantitative
measure of the electron sharing between them.
2.4 Statistic of the distribution of electrons
The square of the wave function of the system,
Γ = Ψ∗Ψ, can be used to obtain the probability
of a given event. Concretely, for a system of
N electrons, Γ (x1, ..., xN )dx1...dxN gives us the
probability of having electron 1 at dx1, ..., and
electron N at d xN , where x is understood as a
combined space-spin coordinate. Similarly, inte-
grating over the corresponding basins, we can
obtain the probability of finding simultaneously
nA electrons within atomic basin ΩA , nB electrons
withinΩB, ..., and nM electrons withinΩM , where
nA to nM are integers which sum up to the total
number of electrons,
∑M
i=Ani = N . Each partition
of the N electrons leads to a real space resonance
structure (RSRS), resembling a classical Pauling
resonance structure, whose probability is given
by:[39]
p(nA,nB, ...nM )=
N !
ΠMi=Ani!
∫
D
dτΨ∗Ψ=N
∫
D
dτΓ
(2)
where N is a combinatorial factor in charge of
indistinguishability and D is a domain in which
the first nA electrons are integrated over ΩA, the
second nB electrons over ΩB, ..., and the last nM
electrons over ΩM . The electron distribution func-
tion (EDF)[39–43] is defined by the collection of
all the probabilities for each RSRS.
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2.5 Interacting quantum atoms
Nature has provided us with electrons that can
be described with two-particle interactions only.
Thus, the averaged energy of a molecule can be
obtained using, exclusively, its first reduced den-
sity matrix (1-rdm) and its pair density (ρ2).
[44]
The partition of the space into atomic basins
also leads to the division of functions into atomic
contributions. Splitting both the 1-rdm and theρ2
using QTAIM basins allows the partition of all the
energy components into intra- and interatomic
contributions. Thus, the energy of a system can
be written as:[45]
E =
∑
i
Enet(Ωi)+
∑
i> j
∑
j
Vint(Ωi,Ω j) (3)
where the net energy of each atom, Enet(Ωi), con-
tains all the terms taking place exclusively in the
atom, whereas the interaction energy between
each pair of atoms, Vint(Ωi,Ω j), is the collection
of those terms including two different atomic
basins. This interaction energy is normally writ-
ten as a sum of two contributions, one containing
all the interatomic interaction energies depend-
ing on ρ(r), in what we call Vclas, and another
accounting for the exchange-correlation part of
the pair density, Vxc:
Vint(Ωi,Ω j) = Vclas(Ωi,Ω j)+Vxc(Ωi,Ω j) (4)
As a consequence of this interacting quantum
atoms (IQA) scheme,[45,46] a system can be an-
alyzed in terms of its constituent atoms and the
interaction among them, which gives an intuitive
idea of how a system works in terms of a classi-
cal conception of the Chemistry, devoid of orbital
definitions.
3. System and Software
We will analyze the prototypical formic acid, as
it is the simplest molecule exhibiting the Z effect
at sp2 centers. As the role of geometry relaxation
is recomended to be decoupled from that of rigid
rotation to analyze the effects of hyperconjugative
interactions,[47,48] we will consider the optimized
E structure and the rigid rotation from it towards
the Z arrangement.
In previous works[22–24] we confirmed that
Hartree-Fock (HF) methodology is enough to deal
with this system and similar ones, as its QTAIM re-
sults are in a good linear relationship with those
obtained with more sophisticated methods (as
DFT through the B3LYP functional, MP2 or CCSD).
The monodeterminantal wave functions were
obtained with Gaussian (v09)[49] using the
standard 6-311++ (2d,2p) 6d basis set. Bond
properties and atomic populations were computed
using the AIMPAC package,[50,51] whereas Mul-
tiwfn[52] was used for ELF populations. Finally,
both the EDF and the IQA scheme were calculated
usingEDF[43,53] andPROMOLDEN[45] codes, de-
veloped by the Quantum Chemistry group of Ovie-
do University.
We notice that the use of HF wave functions
is almost mandatory. On the one side, DFT or
perturbational methods can be used neither to
obtain the EDF, nor to perform the IQA energy
scheme. On the other side, CASSCF calculations
to describe the molecule along the rigid rotation
would lead to longer running times for both EDF
and IQA schemes, without really introducing sig-
nificant differences in the results. Moreover, the
usual formulation of the ELF is only well defined
for monodeterminatal wave functions.
4. Results
Along the whole rigid rotation from the E con-
former, two other conformations are of interest:
the one described by a OCOH dihedral angle
around 90 degrees and the Z arrangement. Ac-
cording to traditional chemical knowledge, the
OCO pi resonance is broken in the first confor-
mation, which would explain the energy barrier
between the planar dispositions. On the other
side, OCO σ hyperconjugation is more effective
at 0 than at 180 degrees, which justifies the Z
preference in formic acid.
It is necessary, then, to show the considered
most significant Lewis structures (LSs) for our
three important geometries. Both planar confor-
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Figure 2. Resonance structures associated to the pi resonance in both planar structures (a) and the
extra structure associated to the σ resonance related to the hyperconjugative interaction in the Z
structure (b).
mations are endowed with a resonance of the pi
electrons, normally indicated through the three
LSs given in Figure 2a. Moreover, the Z structure
presents an extra LS, IV, due to the σ resonance
described by the l pO→σ∗CO hyperconjugative in-
teraction, enhanced in this nuclear disposition
(Figure 2b). Both effects are less effective in non-
planar conformations and, hence, the perpendic-
ular disposition would be mainly characterized
only by LSs I and II (Figure 2a). Whenever pos-
sible, we will compare this information with the
variation of diverse topological properties that
our molecule overcomes upon rigid rotation from
the E conformer.
4.1 Properties at bond critical points
Our molecule presents four bcps along the whole
rigid rotation, one for each pair of atoms tradition-
ally involved in a chemical bond. The evolution
of the electron density at the bcps associated to
the two C-O bonds (C1=O2 and C1-O4, see LS I
in Figure 2a for atom labering) is shown in Fig-
ure 3. In it, we can see how ρb for the carbonyl
bond finds its maximum value around 90 degrees,
where the ether bond exhibits its minimum value.
These two facts agree with the breaking of the
pi resonance in the OCO unit at this point: the
resonance hydrid at this point is understood as
a combination of structures I and II, lacking the
form III (Figure 2a). We also observe that ρb for
the carbonyl bond is larger in the Z rigid confor-
mation than in the E one, finding the opposite
trend for the ether bond. These findings, however,
are inconsistent with the idea of more effective
hyperconjugative l pO→σ∗CO interaction in the Z
arrangement, which should reinforce the C1-O4
bond and weaken the C1=O2.
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Figure 3. Evolution of the electron density at the
bond critical point associated to both C-O bonds
in the system: the carbonyl (white) and the ether
(black) bonds.
We want to highlight that these topological
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results are based on magnitudes at a single point
and it could happen that hyperconjugative effects
are only visible when we consider regions in the
space and not only single points. Thus, previous
incompatibilities should not be taken necessarily
as an absence of the σ interaction.
4.2 Evolution of atomic and ELF populations
The analysis of integrated magnitudes seems to
be necessary after observing the results of the pre-
vious section. The first quantity of interest is the
atomic population of each individual atom defin-
ing the OCO moiety, whose evolution is depicted
in Figure 4a. As in the previous section, data at
the perpendicular structure seem to correspond
with the impossibility of the OCO pi resonance:
the atomic population of the carbonyl oxygen is
smaller than at the E conformer and, oppositely,
N(O4) is larger. However, both oxygen atoms
own more electron population at the Z disposi-
tion. Although the increase in the population of
O4 could be thought as a consequence of a trans-
ference from its acid hydrogen, the whole OH
moiety increases its electron population, meaning
that the HCO fragment is displacing its electron
density towards the OH, contrary to predictions
based on the hyperconjugative model. In this
manner, results suggest that, if this interaction
really takes place, it does not really play an im-
portant role in the Z preference.
Nevertheless, the hyperconjugative model is
very specific indicating which chemical elements
are involved in the interaction. It could happen
that hyperconjugative displacements of electron
density were hidden in the total atomic popula-
tion. This leads rapidly to think about the evolu-
tion of the electron population associated to ELF
basins. Results are more pleasant in this case:
ether oxygen lone pairs, VO4, exhibit smaller pop-
ulation at Z and, likewise, populations of ELF
basins associated to C1=O2 and C1-O4 bonds
behave according to the HM: the carbonyl bond
owns less electrons in Z than in E, oppositely to
the ether one.
Despite previous findinds, it should be said
that the magnitudes associated to the HM are
really slight. Let us consider a triad of num-
bers associated to the population variation of VO4,
VC1O2, and VC1O4 ELF basins. At 90 degrees this
triad is (0.197,0.073,-0.055), which would de-
scribe the effects of the pi-resonance breaking
from the E conformer. However, we have (-0.008,-
0.029,0.011) for the Z conformation. The three
values are much smaller than those related to
the pi resonance and, however, the difference be-
tween the rigid Z structure and the E conformer
accounts for -4.3 kcal·mol−1, much than half of
the rigid barried from E to Z (7.8 kcal·mol−1).
4.3 Internal OCO delocalization index
The evolution of basin populations does not fit, in
general, with the HM expectations. Nevertheless,
it is tempting to think that maybe the effect of
the hyperconjugation are exclusively associated
to the delocalization in the OCO moiety and has
a little impact on atomic and ELF populations.
For this reason, we have also investigated the
evolution of what could be called the intrinsic
delocalization in the OCO, δOCO, which measures
the delocalization among the atoms defining the
OCO fragment. This amount can be obtained by
the sum:
δOCO =δC1,O2+δC1,O4+δO2,O4 (5)
Once again, we observe (Figure 5a) agreement
with the breaking of the pi resonance in the first
part of the rotation but the final value of δOCO,
slightly smaller than that of the E conformer (2.171
vs 2.173 au), is not in line with hyperconjugative
expectations.
4.4 Resonance structure probabilities
As a final test related to how electrons are dis-
tributed in the space, we can obtain the evolu-
tion of certain RSRSs along rigid rotation. We
will consider the division of our molecule into
four regions: C1, O2, H3, and the OH fragment.
The RSRS associated to Lewis resonance struc-
tures III and IV (Figure 2) is given by the vector
(nC ,nO2,nH3,nOH) = (6,9,1,8). Its evolution can
be found in Figure 5b, together with those of
the two most probable RSRSs, H0C+3O−2(OH)−1
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Figure 4. Evolution of atomic (a) and elf basin (b) populations along rigid rotation from the E conformer.
Figure 5. Evolution of the intrinsic delocalization in the OCO moiety (a) and of the probability of three
RSRSs (b) along rigid rotation from the E conformer.
and H0C+2O−1(OH)−1, given by (3,10,1,10) and
(4,9,1,10), respectively. Firstly, we observe that
the variation of the RSRS associated to both pi
and σ resonances is smaller than that of the most
probable structures. Secondly, the probability of
the hyperconjugative RSRS decreases at the per-
pendicular arrangement, in agreement with the
reduced pi resonance. Not surprisingly, this RSRS
is more important in the E conformer than in the
Z conformation, providing another topological
evidence of the ineffectiveness of the hypercon-
jugative interaction.
4.5 The energetic origin of the Z preference
At this point, we have found that there are topo-
logical evidences supporting the breaking of the
OCO pi resonance in the halfway to the Z arrange-
ment from the E conformer. However, the only
signs that can be associated to the better hyper-
conjugative resonance in Z are of doubtful im-
portance. We want to conclude this topological
analysis of the rigid rotation of formic acid with
the IQA energetic scheme. As we will see, it will
present another indication of the small impor-
tance of hyperconjugation in the Z effect and it
will offer the energetic origin of this conforma-
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tional preference.
In order to continue the comparison to reso-
nance effects, we should consider the division of
our molecular system into two regions: the OCO
moiety and the two hydrogen atoms. This leads
to the next partition of the molecular energy:
E= Enet(OCO)+Enet(HH)+Vint(OCO,HH) (6)
With this scheme, resonance effects associated
to the OCO moiety should be visible through the
Enet(OCO) term.
The same pattern as in previous sections is
found here: there are evidences for the pi reso-
nance, but not for the σ one. The evolution of
Enet(OCO) fits that of the total energy until the
perpendicular structure is reached (Figure 6a).
This clearly indicates that the energetic origin of
the barrier takes place inside the OCO moiety,
as it is predicted according to the pi resonance.
Conversely, Enet(OCO) is almost identical at both
planar arrangements, being slightly larger in the Z
conformation (around 0.6 kJ·mol−1). This is, the
energy terms taking place inside the OCO moiety,
where the hyperconjugation interaction should be
included, point toward the incorrect preference
of the E disposition.
The origin of the shape exhibited by Enet(OCO)
can be investigated by splitting this energy into
three contributions: the non-interacting net en-
ergy of the OCO fragment, defined by the sum of
the net energies of the components, E0net(OCO)=
Enet(C1)+ Enet(O2)+ Enet(O4), the classic inter-
actions among its different atoms, Vclas(OCO),
and the exchange interaction, Vx(OCO).∗ Mean-
ingfully, the second one is the term that actually
defines the shape of Enet(OCO), as it can be seen
in Figure 6b. Hence, the charge displacements
associated to the pi resonance breaking desestabi-
lize the molecule through classical interactions,
instead of altering significantly the exchange con-
tribution, normally attributed to the bond forma-
tion.
∗At HF level, there is no correlation energy. Hence,
exchange-correlation terms (xc subscript) only present the
exchange contribution (x subscript).
Figure 6a also points out that the stabilizing
origin of the Z structure lies on the interaction
between the OCO and the hydrogens. Actually, it
is the interaction between the OCO and the acid
hydrogen (H5) the one stabilizing the Z formic
acid (Figure 6c). Its decomposition in different
energy terms, Figure 6d, reflects the importance
of the classical interaction between the carbonyl
oxygen and the acid hydrogen (concretely, the
attraction of the carbonyl oxygen electron density
by the hydrogen nucleus). We highlight that also
the interaction between the atoms in the OH bond
are of importance (Figure 6d), but the O2· · ·H5 in-
teraction is clearly the key in this conformational
trend.
Concretely, the importance of this interaction
allows explaining why the Z preference is en-
hanced when changing the carbonyl oxygen (X=O)
by a sulfur (X=S) or by a selenium (S=Se) atom,
as indicated in a previous study.[22] The elec-
tron density of these atoms is larger than that
of oxygen, which permits enhancing the X2· · ·H5
interaction. In this manner, the energy differ-
ences between the rigid Z arrangement and the
E conformer are -5.0 kcal·mol−1 for S and -5.4
kcal·mol−1 for Se, whereas it was -4.3 kcal·mol−1
for O. We remark that the qualitative use of the
HM leads us to the opposite trend, as the delocal-
ization of the oxygen lone pair in the σ∗CX orbital
should be less effective.[22]
5. Conclusions
We present here strong evidences of that the hy-
perconjugative interaction between the lone pair
of the ether oxygen and the σ∗C=O molecular or-
bital is not responsible of the Z preference in
formic acid. Data based on topological tools point
towards the interaction between the carbonyl oxy-
gen and the acid hydrogen as the leading interac-
tion favoring this conformation. Moreover, this ex-
planation can be extended mutatis mutandis to ex-
plain this conformational preference in amides or
in even more exotic species, as PNAs or proteins,
where the hyperconjugative interaction could not
be invoked.
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Figure 6. Evolution of diverse terms defined within the IQA scheme for the partitioning of the molecular
energy along the OCOH rigid rotation from the E conformer.
Finally, we would like to close this final section
with a little reflection. Knowledge is a powerful
tool when synthesizing molecular systems. For
this reason, the ideas collected in studies like this
one can be of use in the future. Knowing how to
favor one conformation of a peptide bond over the
other can be crucial to get our system exhibiting
different properties and functionalities.
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“Now this is not the end. It is not even the
beginning of the end. But it is, perhaps,
the end of the beginning.”
Winston Churchill
8
The Loot: Conclusions
A wide set of conclusions rises from the different quests conquered along this
work. The main ones list as follows:
• Regarding the analysis of bond electron densities, we found that:
- the electron densities associated to bonds and defined using localized
natural molecular orbitals or the electron localization function (ELF)
can be divided into atomic contributions using the definition of atoms
given by Bader’s quantum theory of atoms in molecules (QTAIM)
- the previous division can be used to define a novel topological index
owning the same properties normally ascribed to the electronegati-
vity
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- using this index, we can confirm some qualitative statements regar-
ding C effective electronegativity, as those related to geometry vari-
ations and electronic effects caused by chemical functionalization.
• In connection with Lewis dot structures (LDSs), we showed that:
- LDSs defined within the valence bond framework do no exhibit the
expected values and behaviors in some QTAIM magnitudes
- the previous result forced us to define Lewis structures fitting QTAIM
parameters, whose relevance could be measured by our proposed
QTAIM-Adapted Lewis (Q-ALE) coefficients
- these Q-ALE coefficients, inspected looking at their evolution in a
series of usual chemical issues, display satisfactory results.
• The topological study of electronically excited states (EESs) allowed us to
conclude that:
- despite historical prejudices, QTAIM can be used beyond the elec-
tronic ground state
- the n → pi∗ excitation in formaldehyde is accompanied by a stabi-
lization of the individual atoms of the carbonyl bond, but also by a
destabilization of the interaction between them
- the pyramidalization of the formaldehyde C atom in its first singlet
state can be understood as a breaking of the symmetry of the electron
density, needed to reduce the electron-electron repulsion between
the carbonyl atoms
- a σ link contributes less to the total delocalization index than a pi
link
- populating an antibonding orbital is not necessarily accompanied by
a decrease in the corresponding delocalization index
- the S0 → S1 electronic transition can be interpreted as a rotation of
one averaged electron in the oxygen lone pair, this perception being,
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in our opinion, more realistic than the inter-orbital jump described
by the n→ pi∗ notation
- the electron distribution function also confirms that the saturation
limit for oxygen decreases upon excitation, being in line with the
increase of the C relative electronegativity.
• Finally, studying the Z preference in formic acid, we demonstrated that:
- the hyperconjugative interaction between the lone pair of the ether
oxygen and the σ∗C=O molecular orbital is not responsible for the Z
preference in this molecule
- the classic interaction between the acid hydrogen and the carbonyl
oxygen is the key in this conformation preference.
I hope you have enjoyed reading this little adventure of mine as much as I had
fun writing it. Until next we meet...
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Supporting Information
This appendix contains the Supporting Information (SI) associated to the paper
entitled:
BEYOND THE MOLECULAR ORBITAL CONCEPTION OF ELECTRONICALLY EXCITED STATES
THROUGH THE QUANTUM THEORY OF ATOMS IN MOLECULES
Data (in kJ mol−1) correspond to the CASSCF(4,3)/cc-pVTZ level of calculation.
For Tables A.1 to A.3: in the core attraction matrix, ∆Vne(α,Ω), columns repre-
sent the nuclei (α) and rows the basins (Ω).
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TABLE A.1: Change in the diatomic terms arising from the IQA scheme for the
vertical electronic excitation process.
∆Vcoul(Ω,Ω′) ∆Vxc(Ω,Ω′)
C O H1 H2 C O H1 H2
C 3449.7 -496.1
O 1818.0 -3450.5 132.5 175.0
H1 -75.9 -737.2 -169.5 1.7 -3.3 91.0
H2 -75.9 -737.2 -117.1 -169.5 1.7 -3.3 5.1 91.0
∆Vne(α,Ω) ∆Vnn(α,α′)
C O H1 H2 C O H1 H2
C -4252.7 -3230.4 -502.2 -502.2
O 2411.3 2733.9 251.3 251.3 0.0
H1 613.1 445.5 255.7 64.0 0.0 0.0
H2 613.1 445.5 64.0 255.7 0.0 0.0 0.0
TABLE A.2: Change in the diatomic terms arising from the IQA scheme for the
C−O elongation process.
∆Vcoul(Ω,Ω′) ∆Vxc(Ω,Ω′)
C O H1 H2 C O H1 H2
C 1080.1 -158.6
O -3697.9 -2853.3 133.4 219.9
H1 148.6 -251.1 9.3 -28.3 14.5 -6.4
H2 148.6 -251.1 -17.5 9.3 -28.3 14.5 0.4 -6.4
∆Vne(α,Ω) ∆Vnn(α,α′)
C O H1 H2 C O H1 H2
C1 -1298.3 2725.2 -197.1 -197.1
O2 7571.4 3274.5 288.0 288.0 -6077.7
H3 -80.4 157.6 -36.5 19.3 125.3 -180.8
H4 -80.4 157.6 19.3 -36.5 125.3 -180.8 -21.5
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TABLE A.3: Change in the diatomic terms arising from the IQA scheme for the
C pyramidalization process.
∆Vcoul(Ω,Ω′) ∆Vxc(Ω,Ω′)
C O H1 H2 C O H1 H2
C -613.1 41.1
O -388.7 158.4 8.8 -12.9
H1 99.4 296.8 61.5 8.7 -5.2 -30.8
H2 99.4 296.8 62.7 61.5 8.7 -5.2 -1.2 -30.8
∆Vne(α,Ω) ∆Vnn(α,α′)
C O H1 H2 C O H1 H2
C 716.9 404.9 153.9 153.9
O -205.0 -175.9 -99.5 -99.5 117.8
H1 -213.1 -264.4 -82.3 -44.1 -54.9 83.9
H2 -213.1 -264.4 -44.1 -82.3 -54.9 83.9 20.1
TABLE A.4: Changes in the intra-atomic net energies and the inter-atomic in-
teraction energies for the processes of vertical excitation (a), C−O elongation
(b) and C pyramidalization (c) for the triplet state T1. The difference in these
terms between T1 and S1, both at the planarS1 geometry, is also shown (d).
(a) (b) (c) (d)
∆Enet(C) -629.3 -264.1 81.9 -18.1
∆Enet(O) -201.9 -374.8 37.4 -2.8
∆Enet(H1) 40.2 -11.3 -11.1 1.2
∆Vint(C ,O) 1110.5 621.7 -116.9 -5.0
∆Vint(C ,H1) 44.6 -36.7 -1.0 1.7
∆Vint(O,H1) -50.7 31.2 10.6 -2.3
∆Vint(H1,H2) 18.0 -1.5 -7.2 0.9
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