Abstract -One of the problems arising from the use of digital media is the ease of identical copies of digital images or audio files, allowing manipulation and unauthorized use. Copyright is an effective tool for preserving intellectual property of those documents but authors and publishers need effective techniques that prevent from copyright modification, due to the straightforward access to multimedia applications and the wider use of digital publications through the www. These techniques are generally called watermarking and allow the introduction of side information (i.e. author identification, copyrights, dates, etc.) 121, 131, 161.
This work will concentrate on the problem of watermarking of still images using the luminance component, through the use of spread spectrum techniques, both in space (Direct Sequence Spread Spectrum o r DSSS) and frequency (Frequency Hopping o r FH), following the guidelines of 111. The system described below is able to embed watermarks and recover them with zero probability of error. The problem is faced from a statistical detection point of view through the analysis of the density function1 of the image to be marked. A Cauchy model is found to be very accurate and some tests a r c performed in order to assess improved detection quality. The resulting system turns out to be easy to encrypt and very robust to filtering and R E G compression.
DIGITAL WATERMARKS
It is interesting to attack the problem by considering the watermark as a signal to be buried in noise, that is the image. The signal design may be obtained as a compromise between the following factors: a) The watermark has to be difficu, t to detect by a non-authorized user, therefore so:me kind of encryption has to be done, if possible both in space and frequency. Spread spectrum techniques in space (DSSS) and in frequency (FH) adapt specifically to the requirement. a) Visual quality of the marked image should be indistinguishable from the original. The contribution in [ I ] is a pioneering work on the use of psycovisual criteria in the watermark embedding process, by modeling the behavior of human visual system with Gabor filters [4] . The well known masking effect is used there: Any watermark whose bandwidth is less than or equal to the Gabor filter bandwidth will be invisible provided that its energy be lower than the image encrgy in that Iiand. With this regard, the instantaneous Gabor filter output is used to modulate the amplitude ofthe watermark. b) The amount of information this ,signal can convey: large amounts might increase the signal bandwidth beyond the Gabor filters bandwidth which implies visual noticing of the watermark. c) The probability of error in the detection of each symbol constituting the watermark should be as low as possible, imply,ng high power for the mark and, at the same tinle, noticeable effect on the marked image. DSSS techniques again allow the use of low power signals while maintaining probability '3f error in reasonable levels. d) The watermark should be robust enough to low-pass filtering, compression, or any othier not noticeable modification of the image. In particular the central frequency of the .
A .
Each series of symbols is modulating in amplitude a bidimensional carrier whose frequencies are randomly chosen. The set of available frequencies has to be such that the carriers are orthogonal in the integration interval of size 8x992 pixels. Horizontal normalized frequencies of values kJ992 (k,=0,1,_. .,991) fit the requirements. The value of k, cannot be too low to give noticeable results nor too high to be eliminated in a JPEG compression. In practice, the values chosen are [ I ] in the interval 0,1 y 0,2 in which we can accommodate around 100 different frequencies. In the vertical sense the value for ky is not chosen at random and it is fixed to 118. 
OPTIMUM DETECTION
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It is required that the authorized user be able to recover with low probability of error the watermark. Good detection schemes allow the watermark embedding with low power and hence, low visual impact. Before deriving the detector, let us formulate a model for the watermark: if we do represent each block of the marked image in vector notation, as r = y + A s , with si = f @ a , , where A f stands for the amplitude which modifies the marking symbol ai following the output of the Gabor perceptual filter, and the symbol 0 represents a term-by-term product between two vectors.
Optimum linear detector
The optimum detector has to take into account the density function of the noise, that is, the image y. The conventional and computationally simple approach is to consider the noise to be Gaussian and stationary. In this case, the log-likelihood function of r is given by:
that has to be minimized over i, rn and A. It is easy to show that this is completely equivalent to maximize the decision function over i:
The computation of (2.2) does not pr1:sent problems if, as usual, a first-order Markov mo'del is assumed for the image. In this case the inverse of C has a closed form and is sparse [5] .
Moreover, the correlation coefficient can be chosen to be 1 , yielding very low complexity matrix-vector products even for such large size of vector y. However, it is more convenient froin implement (2.2) using a previous whitening tilter (instead of using C-1) for r and the symbols to be used in the maximization si. A conventional FIR 3x3 filter B[.] for p-ediction error generation may be chosen:
L s 3 I -0,25 I 0 1 which plays the role of C-"2. In this way the decision function is simplified to:
Since the power of the whitened symbols is the same, the metrics is reduced to the numerator of (2.3). This scheme appears in figure 2.1 f Figure 2 . I . Detection of watermarks built using K-ary signaling.
Cauchy detector
Although a Gaussian model yields to reasonable solutions, the distribution of the whitened image tends to exhibit a slower decay in the tails of the distribution. We can model this behavior with alpha-stable distributio tis [ 7 ] , which concentrate around the mean but are also characterized by heavier tails. These distributions include the Gaussian, as a limiting case. A simple way to describe a symmetric alpha-stable ( S a S ) probability density function is from the Inverse Fourier Transform of its characteristic function:
which is itself characterized by three parameters. The characteristic component, cc (0 < C( :< 2), accounts for the heaviness of the tails. A small value of a indicates severe presence of outliers whereas a close to 2 indicates a nearly normal behavior. The location parameter, 6
(taking values --<S<-) is the point of symmetry of the S a S pdf. Finally the dispersio:n parameter y (PO), describes the spread of the values around its median. It is similar to the variance of a Gaussian pdf. Although there is no closed-form expression for (2.4), except for some particular distributions, it can be expanded into convergent series [7] . Several images have been tested observing that alpha-stable distributions are able to characterize the distribution of the whitened images. As an example, in figure 2.2 we represent the histogram of a whitened image. The pdf of the Gaussian distribution is also shown as well as the pdf of the Cauchy distribution (a=l). The dispersion parameter has been estimated using the methods described in [8] . We can observe that the Cauchy distribution is a better model than the Gaussian distribution. In general, the characteristic component can be estimated to obtain more accurate models of the distribution. Histogram of a whitened image and fitting of a Gaussian and Cauchy Pdf An optimum receiver can be derived in the maximum likelihood sense to decide which symbol is present in a region of the marked image. In particular, considering that the whitened data follows a Cauchy distribution the decision function becomes: 
WATERMARK EMBEDDING
The amplitude modulation of thc symbols which constitute the watermark using the Gabor filter output f contributes to increase the correlation among the symbols but it is an unavoidable step if one wants unnoticeable visual impact. However, the probability of error can be reduced to zero if we consicer the very nature of the problem, which is in fact different from the problem found in 'detection for digital communications. The watermark embedding scheme knows exactly which is the noise pattern that the detector will face, that is, the original image. Henceforth it ca.n act in the following two ways.
Correlation increase in detection
Assume we are using the linear detector. The metrics given in (2.3) takes into account tlhe correlation between the whitened image and the whitened symbols:
If the first term in thc r.h.s. of (3.1) ic, negative, it will decrease the value of the metric 5or the right symbol, thus impairing the c.etection process. Since this term can be computed at the time of marking, it can be used to change the sign of the mark sh,; thus increasing the value of the metric [l]. The watermark generation and embedding scheme for the linear receiver is very similar to the one found in [I] , and it is plotted in figure 3.1.
Gain adjustment for zero probability of error
Since the marking scheme knows the original image, it is able to determine exactly which symbol among the K possible will produce the error. In consequence it is able to increase the power of the mark to be embeddcd accordingly in such a way that no error occurs .in detection. The importance of the optimum Cauchy detector resides in the fact that, since it lower drastically the probability of error, the increase in the power of the mark happens very seldom and, when it does, the increase in the watermark power is moderate.
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CONCLUSIONS
A watermark system for still images that relies on optimum detectors has been proposed. The scheme is general enough to be applied, with minor modifications, to digital watermarking of audio or speech signals. The system allows zero probability of error in detection. A comparison between the original and the watermarked image shows imperceptible differences by the human eye. Moreover, we can encrypt easily the watermark thanks to the large number of degrees of freedom to include randomness: in pseudorandom DSSS sequences, in frequency if we do use FH, and by randomizing the initial phase of each symbol embedded. The problem, far from being solved, needs further study to assess robustness in conditions of image cropping.
