ABSTRACT One of the fundamental challenges of deploying sensor networks in applications, such as environmental monitoring and surveillance, is power management in the presence of various constraints. To address this challenge, in this paper, three problems over asymmetric networks represented by weighted directed graphs (digraphs) are investigated using a distributed approach. The first problem relates to transmission power control over the network to maximize connectivity. It is assumed that different nodes use different transmission power levels to communicate with their neighbors. The notion of generalized algebraic connectivity (GAC), used as a network connectivity measure, is formulated as an implicit function of the network's transmission power matrix. An optimization problem is introduced to maximize the network GAC while satisfying constraints on communication transmission powers. The second problem is the dual of the first one, i.e., minimizing the total transmission power of the network while controlling the network GAC. Ultimately, a third optimization problem is formulated to maximize the lifetime of the network and control its connectivity. Asymptotic convergence of the proposed algorithms to a local or global optima of the original optimization problems are demonstrated analytically. The effectiveness of the proposed distributed algorithm is verified by simulations.
I. INTRODUCTION
Ad-hoc networks are composed of spatially distributed fixed or mobile sensors capable of sensing, processing and exchanging data without the need for a pre-existing framework. The challenges involved in deploying effective networks and the recent advances in computation, communication and sensing have stimulated substantial research in this area of study [1] , [2] , [17] . There is a plethora of applications using these networks, such as environmental monitoring, target detection and localization, disaster control, smart farming, etc. [16] - [19] . A graph can be used to represent the communication links of the deployed network, which may either be symmetric or asymmetric. An example of a symmetric network is the terrestrial wireless sensor networks (WSN), and an example of an asymmetric network, where the communication link between two distinct nodes are often uni-directional, is underwater acoustic sensor networks (UWASN) [1] , [2] , [35] . In the latter example, several sources of uncertainty and noise contribute to this asymmetric nature, which include, but are not limited to, multipath propagation, inconsistencies in the shape of the seabed, sound speed profile variations, temperature fluctuations, and nearby shipping activities [16] , [20] , [35] . Another difference between the terrestrial and underwater sensor networks is that contrary to the WSNs which may consist of hundreds of nodes for a speific application, the number of deployed nodes in UWASNs is typically much smaller. For instance, the experimental network of [16] consists of only four nodes. This specific type of sensor networks is the main focus of the present study, and its applications include, but are not limited to, monitoring for example the ocean floor, marine life (such as migration of mammals), equipment related to oil extraction and shipping activities in harbors [19] , [26] .
Several issues need to be addressed in deploying sensor networks, and in particular, the connectivity of the network and its lifetime are two of the most important ones. Sensor networks typically utilize cooperative algorithms in order to determine specific (often-global) quantities using only local information. It is well-known that the convergence rate of these algorithms is directly related to the network connectivity, and that a highly connected network diffuses information more efficiently [1] - [3] . Additionally, having an algebraic connectivity measure allows one to apply mathematical tools such as differential operators on the considered measure. Algebraic connectivity has been used as a measure of connectivity in symmetric networks, and is defined as the second smallest eigenvalue of the Laplacian matrix of the (weighted) undirected graph representing the network [4] . There are many studies in the literature investigating algebraic connectivity in symmetric networks. For instance, a distributed algorithm is presented in [21] to estimate and control the algebraic connectivity of symmetric networks using a stochastic power iteration method. In [22] , a distributed method, which relies on the distributed computation of the powers of the adjacency matrix, is proposed to obtain both upper and lower bounds at each iteration for the algebraic connectivity of a symmetric network. As the algorithm proceeds, these bounds converge to the true value of the algebraic connectivity. In addition, a supergradient algorithm is used along with a decentralized eigenvector estimation strategy in [23] to maximize the algebraic connectivity of a symmetric network.
Unlike symmetric networks, the equivalent of algebraic connectivity in asymmetric networks has not been investigated as much. A simple extension of algebraic connectivity to directed graphs is proposed in [24] , where the magnitude of the smallest nonzero eigenvalue of the Laplacian matrix is presented as a measure of connectivity. This notion, however, fails to capture any operational characteristic of the network [1] . To address this shortcoming, the notion of generalized algebraic connectivity (GAC) is introduced in [25] as the real part of the smallest nonzero eigenvalue of the Laplacian matrix of the weighted directed graph (digraph) representing the network, and is shown to be directly related to the asymptotic convergence rate of continuous-time consensus algorithms running over the network. An algorithm based on the subspace consensus approach is proposed in [1] for distributed computation of the GAC using only local information. Furthermore, in [10] , the GAC is formulated as a function of the transmission power vector of the network, and then a distributed supergradient algorithm is proposed to maximize it.
In addition to connectivity, another critical aspect of a network is the power consumption of the nodes, directly affecting its lifetime. Power consumption in sensor networks is either communication-related or non-communication-related.
In some applications, such as a UWASN, it is the communication-related part that plays a dominant role in power consumption [7] , [9] . Sensor nodes are typically battery-powered, and recharging or replacing their batteries is not always a viable option. Incapacitation of some nodes due to battery depletion can result in a disconnected network, which in turn can prevent the network from completing its mission [26] , [27] . Therefore, an appropriate power management scheme is essential for the efficient operation of any sensor network.
Typically, the network lifetime is defined as the time it takes for the first node to completely deplete its energy [7] , [9] , [28] . Numerous studies consider the network lifetime as an explicit performance metric. In [9] , the authors study the problem of maximizing the network lifetime via routing, where they consider a general state-space battery model for the nodes. They show that in a fixed topology, there exists an optimal policy consisting of time-invariant routing probabilities. They also consider a joint routing and initial energy allocation problem, and prove that the optimal policy depletes the energy reserves of all nodes simultaneously. In [27] , base station mobility is proposed as a remedy for countering inefficient routing and topology in WSNs. The authors build a framework to characterize the impact of various mobility patterns on the network lifetime and conclude that optimal Gaussian and spiral patterns result in the highest lifetime values. A mobile sensor network for monitoring a moving target is investigated in [28] , where an algorithm is developed to find a near-optimal relocation strategy for the sensors as well as an energy-efficient route for transferring information from the target to destination. The author of [29] proposes an optimal distance-based transmission strategy based on ant colony optimization to maximize the lifetime of WSNs and demonstrate the effectiveness of their findings by simulations. In [30] , the joint optimal design of the physical, medium access control, and network layers is considered to maximize the lifetime of WSNs with limited available energy. The optimization problem is formulated by taking into account several network variables such as the routing flow, transmission rate, etc. The Gauss-Seidel algorithm, in conjunction with the gradient method, is subsequently used to update the considered network variables. For further studies on network lifetime maximization, the interested reader is referred to recent survey studies such as [17] and [18] .
In a noise-limited environment, higher transmission powers used by the nodes for communication result in better and stronger communication links, which normally means that the network will be more connected [2] , [20] . Even though having a highly connected network is desirable, it may require higher total transmission power. On the other hand, given the inverse relationship between the network lifetime and its power consumption, higher total transmission power would lead to shorter network lifetime. Given the importance of the connectivity and lifetime of the network as discussed previously, it is imperative to determine an appropriate balance between the two. To this end, three optimization problems over asymmetric networks represented by weighted digraphs are considered in this paper.
In the first problem, the objective is to maximize the GAC of the network while satisfying constraints on the total transmission power of the network and the individual transmission power values. To the best of our knowledge, [10] is the only paper in the literature that aims at maximizing connectivity in asymmetric networks but it does not consider any limit on the total power consumption of the network. Additionally, the approach taken in this paper to handle the constraints are different from that taken in [1] . In the second problem, it is desired to minimize the total transmission power of the network while ensuring that connectivity is maintained above a certain level, and that the power values are bounded within prescribed limits. This work extends the results of our earlier work [2] by considering a transmission power matrix for a more general formulation, and also, by proposing a distributed approach to solve the underlying optimization problem using local information. In [6] , the total transmission power is minimized while a constraint on some non-algebraic connectivity measure is imposed; the constraint in the present paper, however, is imposed on the GAC. The third optimization problem relates to network lifetime maximization subject to constraints on the GAC and transmission power values. In our earlier work [3] , a slightly different lifetime maximization problem is considered; however, this study extends the results of [3] by proposing a distributed optimization algorithm. Additionally, a number of modifications are made to the approaches taken in the authors' earlier papers [2] , [3] in order to implement the algorithm in a distributed manner. Most notably, the backtracking line search used in the previous work which requires the exact values of the GAC (as a global quantity) to determine the step size of the optimization algorithm in each iteration is approximated here in order to reduce the overall computational complexity.
Each of the three optimization problems introduced above will have applications in underwater acoustic sensor networks in different periods of time. For example, consider a sensor network deployed in a noisy environment prior to winter, meant to last long. Initially, in adverse noise conditions, the GAC needs to be maximized while there is no immediate concern of the new battery being depleted; this obviously relates to the framework of the first optimization problem. As winter settles and an ice cover forms, which prevents any recovery for the next few months, power supply becomes critical, thus changing the focus to managing the total network transmission power while maintaining minimal network connectivity. A network subject to such seasonal changes would benefit from the solution to the second optimization problem. After many months of operation, battery reserves are such that now the overall network lifetime is at risk and must be maximized; this can be described by the third optimization problem.
The interior point method is used to transform the resultant constrained optimization problems into unconstrained ones. The subgradient method along with a novel approximate backtracking line search is utilized to solve the above subproblems. The case where the subgradient method does not yield a descent direction is examined in detail. Convergence of the proposed distributed algorithm to a local or global optima of the optimization problems is shown analytically, and its efficacy is demonstrated by numerical simulations.
The remainder of the paper is organized as follows. In Section II, notations and preliminary graph theory concepts used throughout the paper are presented. Then the optimization problems and the distributed algorithm proposed to numerically solve them are described. In Section III, convergence analysis of the proposed algorithm is presented. The simulation results are subsequently provided in Section IV. Finally, Section V contains concluding remarks and directions for future work.
II. PROBLEM FORMULATION A. PRELIMINARIES AND NOTATION
Throughout this paper, the set of real numbers greater than r is denoted by R >r , and the finite set of natural numbers {1, 2, ..., n} is denoted by N n . The superscript T is used to indicate the transpose of a real vector or a matrix. The function tr(·) denotes the trace of a given real matrix. Moreover, the inner product of two real matrices v,w ∈ R n×n is represented by v, w (note that v, w = tr(vw T ) = i∈N n j∈N n v ij w ij ). The ceiling function is represented by . , where for a real scalar r ∈ R, r gives the least integer greater than or equal to r. The real part of a complex number c ∈ C is denoted by (c). Additionally, B σ (·) is a closed ball of radius σ ∈ R >0 centered around a given point, and e ij ∈ R n×n is a matrix whose elements are all zero, except for its (i, j) element which is equal to one. The domain of a given function is denoted by dom(·), and the Frobenius norm of a given real matrix by · F .
At any time instant k ∈ N, let G(k) = V , E, W(k) denote a weighted directed graph (digraph) in the time interval [t k , t k+1 ), characterized by a set of vertices V = N n , a set of edges E, and a weight matrix W(k) ∈ R n×n . The (i, j) element of the weight matrix W(k), denoted by w ij (k), is the weight associated with the edge ji ∈ E for any pair of distinct nodes i, j ∈ N n and any k ∈ N. Note that ji ∈ E if node j sends information to node i at some point in time, i.e., ji ∈ E if w ij (k) = 0 for some k ∈ N. In the same time interval, the in-neighbor and out-neighbor sets associated with node i are defined as [10] 
respectively. The Laplacian of the weighted digraph G(k) is a real asymmetric matrix L(k) ∈ R n×n whose (i, j) element is given by [10] , [31] 
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The i th eigenvalue of the Laplacian matrix L(k) is denoted by λ i (L(k)). The spectrum of a matrix is the set of all of its eigenvalues, and is denoted by (·). The generalized algebraic connectivity (GAC) of a weighted digraph G(k) with Laplacian matrix L(k) is defined as the smallest real part of the nonzero eigenvalues of L(k), i.e.,
for any k ∈ N [1] . In [1] , it is shown that the imaginary part of the eigenvalue corresponding to the GAC is not related to the convergence rate of the distributed algorithms running on the network. Additionally, given expression (3), the GAC is defined only for a network where the second smallest eigenvalue of its graph Laplacian is nonzero. If a network has multiple connected components, but is not strongly connected as a whole, the GAC would only be applicable to each component separately.
B. OPTIMIZATION PROBLEMS
Consider a time-varying asymmetric network with n stationary nodes, whose information exchange topology is represented by the weighted digraph G(k) for all k ∈ N. Similar to [29] and [32] - [34] , it is assumed (as a more general formulation) that each node uses different power levels to communicate with its neighbors. However, it is not necessary to impose this assumption on every network, as for example in a large network, having different power levels for each out-neighbor is not feasible. The algorithm proposed in this study and the supporting analysis are not dependent on the assumption of a node using one or multiple transmission power levels to communicate with its neighbors. The transmission power matrix is denoted by
In the literature, P ij (k) is used to denote the transmission power required by node i to transmit information to node j. In the present study, however, this order of indices is flipped in order to be consistent with the rest of the parameters used throughout the paper, i.e., P ij (k) is the transmission power that node j uses to transmit information to node i. P low ij and P up ij are, respectively, the fixed lower and upper bounds of the permissible transmission power P ij (k), which are known a priori. It is assumed that the values of the transmission powers used by nodes for communication directly impact the existence probabilities of the network's communication links [6] . These probabilities can be regarded as the weight matrix W(k) of the network. Assuming a noiselimited environment, at any time instant k ∈ N, the relation between the transmission power P ij (k) and the link weight w ij (k) can be described by the following function
for any i ∈ N n and j ∈ N in i , where ξ ij represents a set of real constant parameters characterizing the communication channel ji, and h(.; .) is a continuously differentiable and increasing function [3] . The stochastic framework for the existence probabilities mentioned above is encoded in h(.; .) and can be found in [6] .
Given the above formulation, the Laplacian matrix of the network can be expressed as a function of its transmission power. Consequently, the network GAC can be expressed as an implicit function of the power matrix,λ(P(k)), for any k ∈ N. Unlike the notion of algebraic connectivity introduced in [4] for undirected networks, an increase (or a decrease) in the elements of the transmission power matrix, which results in an increase (or a decrease) in the corresponding elements of the weight matrix W(k), does not necessarily lead to an increase (or a decrease) in the value of the network GAC [10] . This outcome is observed in the simulation results of this study as well. Additionally, unlike the algebraic connectivity of undirected networks which is concave [5] , the GAC is neither concave nor convex, and hence, is referred to as a nonconvex function. Furthermore, the GAC is piecewise differentiable, but can be non-differentiable in certain points. As the elements of the transmission power matrix change, the discontinuity in the derivative ofλ(P(k)) occurs when the eigenvalue of the Laplacian matrix corresponding to the GAC changes from a real eigenvalue to a complex conjugate pair or vice versa. Ultimately,λ(P(k)) is a locally Lipschitz continuous function with finite Lipschitz constants [3] , [10] .
Given the transmission power vector
T for any i ∈ N n and k ∈ N, the lifetime of node i is given by [3] , [7] , [8] 
where q ji denotes the transmission rate per unit of time from node i to node j (like bits per second), τ ji is the time that node i has to keep transmitting one packet of information with transmission power P ji (k) to ensure it has been received at node j without errors, and K ji is the number of information packets sent from node i to node j. Moreover, e r ij is the energy used by node i to receive information from node j, and e 0 i is the initial energy of node i battery. This definition of lifetime indicates that if node i was to solely use a fixed transmission power vector P i (k) for communication, its lifetime would be equal to T (P i (k)) given by (5) . Considering the definitions of q ji and τ ji , the units of these parameters should be in line with each other from a practical point of view. Note that T (P i (k)) is a concave function on its domain and has a unit of time.
All parameters in (5), other than the transmission powers, are assumed to be constant and known. The energy required to sense incoming data is supposed to be negligible compared to transmission power requirements [3] , [9] . Furthermore, the significant portion of the battery energy of a node is used to communicate with its neighbors [7] , [9] , and therefore, the energy that the nodes need to carry out the calculations required for the proposed algorithm is assumed to VOLUME 6, 2018 be negligble. Note that nodes only perform simple mathematical operations and need to use a basic consensus algorithm to determine any required global quantity. The definition of lifetime given by (5) is relatively simple, indicating that a node lifetime has a linear relation with its transmission powers. It is known, however, that batteries have nonlinear dynamics in reality [9] . Nevertheless, the underlying optimization problem and the proposed algorithm are not critically dependent on the exact energy consumption model. The system (or network) lifetime is accordingly defined as the minimum lifetime over all nodes [7] , [9] , i.e., given the transmission power vectors P i (k), for all i ∈ N n and any k ∈ N, the network lifetime is
In a noise-limited environment, a higher transmission power leads to stronger communication links and a more connected network [3] . However, that would be at the cost of higher total transmission power and lower node lifetime as indicated by (5) . Since a proper balance between the network lifetime, its connectivity level, and the total transmission power is crucial for the efficient operation of the network, the following three optimization problems are considered for an asymmetric network:
i and k ∈ N, whereP and λ are prespecified bounds, reflecting the highest acceptable total transmission power and the lowest connectivity level of the network, respectively. Given the number of constraints, which at most is equal to m = 2(n 2 − n) + 1, and thatλ(P(k)) is an implicit nonlinear function of the transmission power matrix of the network, finding analytical solutions for the optimization problems P1-P3 may not be feasible.
In the optimization problem P1, it is desired to maximize the connectivity level of the network while considering an upper limit for the total transmission power consumed by the network (the first constraint) and limiting the transmission power of each node to a prespecified range (the second set of constraints). In the optimization problem P2, the objective is to minimize the total transmission power of the network while considering a lower limit for the connectivity level of the network (the first constraint) and again limiting the transmission powers to a prescribed range. In optimization problem P3, it is desired to maximize the network lifetime with the same set of constraints as the optimization problem P2. The three problems are summarized in Table 1 .
The optimization problem P3 with additional constraints
using a centralized approach. These lifetime constraints are not considered in this study in order to achieve a more streamlined approach using only the interior point method for all three optimization problems. A centralized solution to the optimization problem P2 was proposed in [2] . However, unlike the current work, each node in [2] uses just a single transmission power level to communicate with its neighbors, i.e., the concatenation of all transmission powers is a vector, not a matrix as in this study. In the sequel, distributed algorithms are proposed to numerically find a local or global minima of the above-mentioned problems.
Let l ∈ N 3 be an index used to distinguish between the three optimization problems, with l = 1, 2, 3 representing P1, P2 and P3, respectively. For all i ∈ N n , j ∈ N in i and k ∈ N, define
as the main cost functions, and
as the constraint functions. Since the equality constraints in [3] are not considered in the problem P3, the interior point method, used in [2] , is utilized here to transform the inequality-constrained optimization problems P1-P3 into sequential unconstrained problems. Depending on the value of l, the minimizers of the following optimization problem:
converge asymptotically to the respective minimizers of the optimization problems P1-P3, where I l is called the indicator 69496 VOLUME 6, 2018 function and is defined as
It is important to note that I l (P(k)) is not a differentiable function. Thus, for any l ∈ N 3 , the following optimization problem is defined:
which has the same optimal solution as (7), wherẽ
and ∈ R >0 is updated as the optimization algorithm proceeds [11] , [12] . The second term in the right-hand side of (10) is a smooth approximation of the indicator function. As the value of increases, the approximation error decreases [12] . For any l ∈ N 3 , the set R l is defined as the domain of the corresponding joint cost function in (10) . The general procedure to numerically solve the sequential unconstrained optimization problem (9) is presented in Algorithm 1, where the initial transmission power matrix P 0 = P(0) needs to be strictly inside the corresponding feasible set R l and not on its boundaries [2] , [3] . There are three design parameters in Algorithm 1, namely , µ and 0 , which need to be chosen appropriately. The choice of involves a trade-off between the accuracy and the execution speed of the algorithm, whereas the parameter µ determines the rate of increase of and will be discussed later. The parameter 0 denotes the initial weight given to the penalty functionÎ l (P(k)).
Algorithm 1 A Procedure for Solving the Optimization problem (9) for any l = 1, 2, 3 1: Given strictly feasible P = P 0 ∈ R n×n , initialize = 0 ∈ R >0 . 2: Choose arbitrary constants µ ∈ R >1 and ∈ R >0 . 3: while m −1 > 4: Compute P * ∈ argmin P∈R lf l (P, ).
5: P = P *
6:
= µ 7: end while To find P * in line 4 of Algorithm 1, the subgradient method with backtracking line search is utilized. The subgradient method enables the procedure to deal with the non-differentiable cost functionf l (P(k), ), whereas the backtracking line search gives the maximum allowable step size to move along the search direction obtained via the subgradient approach. In [2] and [3] , the above approach was used to solve similar optimization problems in a centralized manner. The main focus of this paper, however, is to propose a distributed algorithm, while taking into consideration the estimation of global variables. Note that since the GAC is a nonconvex function, the joint cost function will also be nonconvex. The definitions of a matrix-valued function's subgradient and supergradient are given next (the same definition was used in [3] but is brought here for the sake of completeness).
Definition 1: Matrix g is said to be the subgradient of the nonconvex and non-differentiable functionf l : R n×n → R at P ∈ R l if there exists a real scalar σ ∈ R >0 such that for anŷ P ∈ B σ (P), the following inequality holds:
The set of all subgradients of functionf l at P ∈ R l is called the subdifferential set ∂f l (P, ) [10] , [12] . Definition 2: For the nonconvex and non-differentiable functionλ : R n×n → R, matrix g is said to be its supergradient at P ∈ dom(λ) if there exists a real scalar σ ∈ R >0 such that for anyP ∈ B σ (P), the following inequality holds:
The set of all supergradients of functionλ at P ∈ dom(λ) is called the superdifferential set ∂λ(P) [10] . Using the subgradient method, the current iteration of the optimization loop is moved in the opposite direction of a subgradient of the cost function (f l (P(k), ) for a specific l). That is, at any time t k with k ∈ N,
where v(k) = −g(k) is the search direction, and
and a specific l ∈ N 3 , is an arbitrary subgradient of the cost functionf l (P(k), ). Also, α(k) is the step size obtained via the backtracking line search, determining the magnitude of the move along the search direction. For different l, at any time t k with k ∈ N, and for any i ∈ N n and j ∈ N in i , the (i, j) th element of g(k) is given by
• if l = 3,
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where ∇λ ij (P(k)) is the (i, j) th element of the GAC supergradient, i.e., the first-order partial derivative of the GAC with respect to P ij (k), and is arbitrarily chosen from the superdifferential set [2] , [3] 
In (18), β(k) = β 0 /k β 0 , for some β 0 ∈ R >0 , is the step size used to numerically compute ∂λ + ij (P(k)) and ∂λ − ij (P(k)) given by [2] , [3] , [10] 
In (15)- (17), let g
i and k ∈ N, correspond to the cases where ∇λ ij (P(k)) has been explicitly chosen to be equal to
, respectively. If no superscript is used in the notation of g ij (k), it means that the choice of ∇λ ij (P(k)) is arbitrary. To compute the partial derivatives of the network lifetime for each k ∈ N in (17), one needs to first determine which node the minimum lifetime corresponds to before using (6) . Note that the trend of changes of the variables v(k) and P(k) will depend on the objective function, constraints, and the initial conditions of the considered optimization problem. The general procedure to implement (14) , i.e. line 4 of Algorithm 1, is presented in Fig. 1 . The initialization of the variables is not shown in the figure as it happens in the previous lines of Algorithm 1. This inner loop is repeated for a prespecified number of iterations before moving to line 5 of Algorithm 1. If the outcome of a decision block is No, the inner loop is terminated, and the parameter µ is updated as described later. Then the optimization algorithm skips line 5 and moves to line 6. The steps in Fig. 1 need to be implemented in a distributed manner, and will be discussed in further detail in the next section. For this purpose, the following assumptions are required.
Assumption 1: The network digraph is assumed to be strongly connected at all times, meaning that there is a directed path from every node in the graph to every other node.
Assumption 2: As the elements of the transmission power matrix P(k) vary within the permissible set R l , for l = 1, 2, 3, the weighted digraph G(k) remains structurally static, i.e., no edges are added or removed during the optimization process.
Remark 1: Under the following two conditions, it is guaranteed that the digraph is structurally static, as required in Assumption 2.
• P low ij ∈ R >0 , for all i ∈ N n and j ∈ N in i , should be chosen such that if a transmission power of a node is equal to this value, the corresponding weight, i.e. the existence probability of that communication link, is strictly greater than zero. This ensures that no communication link is removed.
• If the transmission power corresponding to a communication link is initially zero, i.e., if a communication link does not initially exist, it will not be considered in the optimization algorithm. Therefore, any possible addition of new edges is disregarded.
Assumption 3:
To be able to estimate the GAC (which is a global value) using only local information, the eigenvalue representing the GAC should be observable to the nodes [13] . It is assumed that the initial topology of the network satisfies the necessary conditions for observability, as mentioned in [14] and [15] .
Remark 2: Given that the topology of the graph is supposed to be invariant (Assumption 2), and that GAC is assumed to be observable in the initial topology, the GAC remains observable during the entire optimization procedure.
III. DISTRIBUTED OPTIMIZATION ALGORITHM
In this section, distributed implementation of the elements of the inner optimization loop (demonstrated in Fig. 1 ), is investigated, and the proposed distributed optimization algorithm is presented at the end.
Starting with the distributed calculation of the search direction v(k), it can be easily understood from (15)-(19) that each node requires knowledge of certain global variables in order to determine the direction along which to update its transmission powers. That is, for all i ∈ N n , j ∈ N in i and any k ∈ N, the following global variables are present in (15)- (19) :λ(P(k)),λ(P(k)+β(k)e ij ) orλ(P(k)−β(k)e ij ) for the calculation of g ij (k). It is relatively easy to obtain the sum of transmission powers i j P ij (k) and the partial derivatives of the network lifetime ∂T sys (P(k))/∂P ij (k) as they only require a simple consensus between the nodes. On the contrary, calculating the GAC using only local information 69498 VOLUME 6, 2018 for each k ∈ N is challenging. For this purpose, the methods of [1] or [13] can be utilized within the proposed optimization algorithm. The algorithm of [1] converges to an arbitrarily close neighborhood of the value of the GAC, whereas the algorithm of [13] can be used to obtain the exact values of the observable eigenvalues of the graph Laplacian, including the eigenvalue corresponding to the GAC, in finite-time. Due to Assumption 3, the results of [1] and [13] can be used to obtain the GAC, but the approach of [13] will be utilized in this work.
From the previous paragraph, one may deduct that the distributed calculation of the elements of v(k) is straightforward; however, unlike the gradient method, the search direction obtained via the subgradient method does not necessarily yield a descent direction at every iteration k ∈ N. Consequently, the first decision-making block in Fig. 1 helps to determine if v(k) fails to be a descent direction at time t k based on the following result.
Lemma 1: For the non-differentiable functionf l (P(k), ) with subdifferential set ∂f l (P(k), ) at (20) for any k ∈ N and ∈ R >0 .
Proof: The proof follows directly from the definition of the subgradient (Definition 1).
Note that Lemma 1 is presented in [3] and is repeated here for the sake of completeness. Also, as mentioned in [3] , Lemma 1 does not provide a necessary condition for v(k) to be a descent direction, but rather a sufficient one for not being a descent direction (this is explained in detail later). For each l ∈ N 3 , v(k), g(k) expands in a distributed manner as follows
where ∂Î l (P(k))/∂P ij (k) is the partial derivative of the penalty function (11) , and corresponds to the terms inside the parenthesis multiplied by −1 in (15)- (17) . The numerical superscripts in the variables of (21)- (23) correspond to the (possibly) different supergradients of the GAC used in obtaining those expressions. That is, v(k) and g(k) are not necessarily the same for distinct values of l. In the distributed implementation of (21)- (23), the worst-case scenario is considered for g(k), i.e., for each i
Algorithm 2 Distributed Implementation of Lemma 1.
1: Nodes estimateλ(P(k)) using local information. 2: For every i ∈ N n and j ∈ N in i , the values of λ(P(k) + β(k)e ij ) andλ(P(k) − β(k)e ij ) are estimated using information locally available to node i. 3: Depending on the optimization problem P1, P2 or P3, nodes communicate among themselves to obtain 
Nodes communicate among themselves to calculate X = i j x ij . 7: If X ≥ 0, then v(k) is not a descent direction.
As mentioned before, finding i j P ij (k) or ∂T sys (P(k))/ ∂P ij (k) in Algorithm 2 is relatively simple. On the other hand, more sophisticated algorithms are required to obtain the GAC in a distributed manner. Using the finite-time method of [13] , the obtained GAC values in different optimization iterations will be exact at every node, meaning that Algorithm 2 can be implemented as is. However, if the method of [1] is utilized, the estimated GAC values at each node will be within an arbitrarily small neighborhood of the exact values. The resulting errors would need to be taken into consideration as they may lead to erroneous decisions/values throughout the algorithm. In the sequel, only the exact method of [13] is exploited.
As noted earlier, the search direction v(k) may not be a descent direction for some k ∈ N. In this case, as per Algorithm 1 and Fig. 1 , the optimization algorithm is terminated at iteration k without updating the transmission power matrix P(k) or increasing the optimization iteration index k.
The value of is then increased. The repetition of the k th optimization iteration is denoted by k , where the only difference between this and the k th iteration is the updated value for ( = µ ). It is now desired to update µ such that the nondescent search direction of iteration k will be a descent one at iteration k (hence the µ update block in Fig. 1 ).
Lemma 2: For each optimization problem (9), if v(k) is not a descent direction for some k ∈ N according to Lemma 1, the value of µ used to update should satisfy the following inequalities in order to have a descent direction at iteration k
• for l = 2,
• for l = 3,
where the numerical superscripts in the variables of (24)- (26) are defined as before.
Proof: For l = 1, according to Lemma 1, if ∃ g(k) ∈ ∂f 1 (P(k), ) such that v(k), g(k) ≥ 0, then v(k) is not a descent direction at iteration k, for some k ∈ N. By terminating the inner optimization loop and updating the value of , at iteration k , one obtains
where = µ as previously mentioned. It is possible to make the inner product (27) less than zero by appropriately choosing the value of µ that multiplies at iteration k. To this end, the right-hand side of (21) is multiplied by µ −2 , and is re-arranged to obtain
The left-hand side of (28) is equal to (27) and must be made less than zero. This can be accomplished by forcing the righthand side of (28) to be less than zero. From (21), one has
By incorporating the inequality (29) in the right-hand side of (28) and simplifying, one arrives at
which guarantees v(k ), g(k ) < 0. This completes the proof for l = 1. For l = 2, 3, the proofs follow a similar argument. The implementation of Algorithm 2 precedes Lemma 2. Therefore, if the nodes need to update the value of µ as per Lemma 2, they have already obtained the required global values in Algorithm 2, and only need to use a basic consensus algorithm to determine the summations in (24)- (26) .
Recall that Lemma 1 provides a sufficient condition for not having a descent search direction. That is, at any time t k , k ∈ N, even if v(k), g(k) < 0 for all g(k) ∈ ∂f l (P(k), ), l = 1, 2, 3, v(k) may not necessarily be a descent direction. In such cases, the cost function will not decrease along that direction, and the resulting step size α(k) from the backtracking algorithm will be approximately zero. This is the reason for considering the second decision-making block of Fig. 1 . When such a condition is encountered, one needs to terminate the inner optimization loop and update the value of µ such thatf
for some α(k ) ∈ (0, α max ], where α max is the maximum value taken by the step size. This procedure will enable one to have a descent direction at iteration k . However, the nonlinear nature off l , l = 1, 2, 3, is a barrier to achieving this. As a remedy, according to Algorithm 1 and Fig. 1 , the inner optimization loop is terminated once the step size is approximately zero, and the value of µ is updated to be any µ ∈ R >1 . Note that the parameter µ is used to update , which is directly related to the termination condition of the outer optimization loop (as seen in Algorithm 1). Using large values for this parameter may lead to the premature termination of the optimization algorithm. As explained in Remark 3, any µ ∈ R >1 will make the value of v(k ), g(k ) more negative at iteration k , increasing the likelihood of having a descent direction. Note that the implementation of the two decision blocks and the block for updating the parameter µ in Fig. 1 , which correspond to Lemmas 1 and 2 as well as the discussion in the previous paragraph, is a precautionary measure. That is, even without them the optimization algorithm would still work. However, the algorithm would take longer to arrive at the optimal solution in such a case given that every iteration would need to be completed even if the cost function does not decrease in that iteration.
Remark 3: By expanding v(k ), g(k ) for l = 2, 3, it can be easily seen that any µ ∈ R >1 will make the inner product more negative. For l = 1, however, this is not necessarily the case. If ∇λ 1 ij (P(k)) · ∇λ 2 ij (P(k)) is negative, a µ ∈ R >1 will make (27) more positive, which is contrary to the present objective. However, note that ∇λ 1 ij (P(k)) · ∇λ 2 ij (P(k)) ≤ 0 indicates that the algorithm has reached a local or global optimum, and therefore, no further move is required in any direction.
In order to determine the step size α(k) in (14) via the backtracking line search, as long as the Armijo-Goldstein condition [12] given bỹ
is not satisfied, the step size will shrink by a factor of θ ∈ (0, 1) (note that ν ∈ (0, 1) as well in the above inequality, which determines the expected amount of decrease in the cost function). This procedure also needs to be implemented in a distributed way. Estimating the global variablef l for l = 1, 2, 3, using the methods of [1] or [13] would be computationally demanding and time consuming, which is not desirable given the nodes' limited resources. This problem is addressed in the following lemmas by finding bounds for the Armijo-Goldstein condition. Lemma 3: For l = 1 in the optimization problem (9), the step size α(k) is reduced by a factor θ ∈ (0, 1) until the following condition is satisfied
where L is the Lipschitz constant of the GAC, introducing an upper bound on the magnitude of the derivatives of the GAC. Proof: By expanding the functionf l for l = 1, the ArmijoGoldstein condition (30) is re-written as
If (32) was to be implemented in its present form, the first two GAC terms would need to be estimated for each step size value before possibly shrinking it. A better approach is to approximate these terms in order to avoid further complication. Since the GAC is a locally Lipschitz function with constant L, one can write
By combining (32) and (33), one arrives at (31) .
Remark 4:
In deriving Lemma 3, the term −λ(P(k) + α(k)v(k)) +λ(P(k)), which may have a negative value, is approximated by a positive term. At any iteration k, the Armijo-Goldstein condition for l = 1 given by (32) may be satisfied, whereas the approximated value (31) may still be positive. The result is that at each iteration k, the step size obtained via the approximate backtracking line search will be smaller compared to the case when the global values are used, i.e., the approximate method will take smaller steps at each iteration toward the optimum. The choice of the real constant L determines how close the step sizes obtained from the approximate and exact methods are. It is possible that for some applications, depending on the magnitude of the terms in (31), the terminal condition of Lemma 3 may not be satisfied, in which case the approximate method cannot be used. In such a situation, the exact values of the GAC may be used in (32) to obtain the step sizes at the expense of longer computational time.
Lemma 4: For l = 2, 3 in the optimization problem (9), the step size α(k) is reduced by the factor θ ∈ (0, 1) at consecutive steps until the following inequality is satisfied
where, for l = 2,
and for l = 3,
and
for all i ∈ N n and j ∈ N in i . Proof: By expandingf 2 andf 3 , the Armijo-Goldstein condition (30) becomes
where h(k) is given by (35) or (36). The last term in the lefthand side of (38) is approximated to make the distributed algorithm less computationally demanding. Using the Lipschitz property of the GAC again, (33) can be re-written as
As per Assumption 2, the initial transmission power matrix is chosen to be strictly feasible, and consequently, the denominator in (39) is not equal to zero. Manipulating (39), one arrives at
As the left-hand side of (40) is equal to (38), the ArmijoGoldstein condition is guaranteed to be satisfied if the righthand side of (40) becomes less than or equal to zero. Similar to Lemma 3, it is shown in Lemma 4 that properly reducing the step size at each iteration ensures that the Armijo-Goldstein condition is eventually satisfied. However, the issue of Lemma 3 not being satisfied in some applications (as mentioned in Remark 4) is less pronounced for Lemma 4. The reason is that even if the approximate term has a large positive value, taking its logarithm as in (34) will reduce it. Nonetheless, if the same issue arises in Lemma 4, the global value of the GAC could be used to obtain the step size at the expense of additional computational time. Distributed implementations of Lemmas 3 and 4 are straightforward, as nodes only need to use a basic consensus protocol to determine the required values (there is no need to estimate new global values such as the GAC anymore). Additionally, it is assumed that each node knows an upper bound of the GAC function's Lipschitz constant L.
Remark 5: The locally Lipschitz property of the GAC function, used in the proofs of Lemmas 3 and 4, holds only in the neighborhood of the original point (P(k) in these cases). In using the approximate backtracking approaches, if α(k) is too large, (33) will not necessarily hold. By appropriately choosing α max , this problem can be avoided.
Having explained all the components in Fig. 1 , the proposed distributed optimization procedure is given in Algorithm 3. New parameters in this algorithm are µ 0 , β 0 , ζ and m max . The parameter µ 0 is the initial value of µ, which is updated as the algorithm proceeds. The parameter β 0 is a real constant used to calculate β(k), which is the step size used to numerically calculate the partial derivatives of the GAC. The parameter ζ in line 19 of Algorithm 3 determines the threshold below which the step size can be considered to be approximately zero. Ultimately, the parameter m max is the maximum number of iterations the inner optimization loop runs.
Before starting the approximate backtracking line search in Algorithm 3 (line 16), an additional step is considered for reducing the step size to ensure that moving along the determined search direction will not take the algorithm out of the corresponding feasible region R l ; otherwise, certain logarithmic terms in the formulations of Lemmas 3 and 4 would be undefined. The implementation of this step is presented next.
Remark 6: In determining the maximum value of α(k) which ensures that P(k) + α(k) · v(k) ∈ R l in Algorithm 3, the nodes need to first implement the local constraints h 2 ij (k) and h 3 ij (k), for all i, j ∈ N n and k ∈ N. That is, each node should check whether
Once each node finds the maximum α(k) for its transmission power levels, they can communicate with one another, share their step size values, and choose the minimum value among the step sizes of each node in that iteration to move onto the global constraint. Now, unlike the backtracking line search which was approximated to make it computationally more efficient, the nodes need to determine the exact values of the required global variables, such as the GAC. To check the global constraint h 1 l (k) for l = 1, nodes can use a basic consensus protocol to determine the value of α(k) which satisfies the following condition
On the other hand, to check the global constraint h 1 l (k) for l = 2, 3, nodes need to use the method of [1] or [13] to determine the maximum value of α(k) that satisfies the following inequalitỹ
As far as the scalability and run-time of the proposed procedure is concerned, the main difference between Algorithm 3 and its centralized counterpart is the estimation of the GAC using local information and the additional computation time it requires. Other than that, the two algorithms (centralized and distributed) are almost identical. In order to determine the search direction and also to implement Lemmas 1 and 2, the GAC needs to be estimated at most 2(n 2 − n) + 1 times for each k ∈ N. Additionally, given the GAC constraint for l = 2, 3 in the optimization problem (9) and the need to use a GAC estimation algorithm in line 13-15 of Algorithm 3 (see Remark 6), the algorithm will have to be run log( ζ α max )/ log(θ) times in the worst case scenario, independently of the network size. The summation of these two values is the maximum number of times that the GAC needs to be estimated for any k ∈ N. To estimate each GAC value in a distributed manner, the method of [13] is employed in this study, where each node first has to execute a basic consensus protocol 2n times, resulting in a monic polynomial whose roots are the observable eigenvalues of the graph Laplacian. By solving the obtained polynomial equation, each node obtains the value of the GAC. In the worst case scenario, the required time for determining all the GAC values in each iteration of the algorithm is 2(n 2 −n)+1+ log( ζ α max )/ log(θ) multiplied by the time it takes for the nodes to run a consensus 69502 VOLUME 6, 2018 Algorithm 3 Proposed Distributed Optimization Algorithm.
1: Given strictly feasible P = P 0 ∈ R n×n , initialize = 0 ∈ R >0 and k = 1. 2: Choose arbitrary constants ν ∈ (0, 1), θ ∈ (0, 1), µ 0 ∈ R >1 , β 0 , , ζ , α max ∈ R >0 , m max ∈ N and consider the prescribed parameters P up , P low ∈ R n×n , and λ or P ∈ R
Compute v(k) according to (15)- (17). 7:
Use Lemma 1 and Algorithm 2 to determine whether v(k) is not a descent direction.
8:
if not a descent direction do 9: µ = max(µ 0 , µ ), where µ is any value satisfying Lemma 2. 11: break 12:
α(k) = α max 13:
while P(k)+α(k)·v(k) / ∈ R l according to Remark 6 do 14:
end while 16: while the inequalities in Lemmas 3 or 4 are not satisfied do 17:
end while 19:
= µ 26: end while protocol 2n times and to find the roots of a monic polynomial (the latter is the more computationally intensive part of estimating the GAC). In addition to the GAC, there are other global variables which require communication among the nodes. However, as previously mentioned, a basic consensus protocol suffices for accomplishing this task.
IV. CONVERGENCE ANALYSIS OF THE OPTIMIZATION ALGORITHM
By manipulating the second term in the inner product of the right-hand side of (45), (44) becomes
and after further manipulations, one arrives at
The results of the centralized optimization algorithm (with the exact GAC and backtracking line search values) concerning the three variants of the optimization algorithm (9) are presented first. It is then followed by the results of the distributed optimization algorithm (with the estimated GAC and approximate backtracking line search values). The results are also compared to the outcome of the fmincon function of MATLAB R . Note that the centralized algorithms for l = 2, 3 are available in [2] and [3] , respectively, and can be derived in a similar fashion for l = 1.
Example 1: To investigate Algorithm 3, the four-node experimental asymmetric network of [16] is examined here. The communication link from node 2 to node 4 is not feasible in this network due to environmental constraints, i.e., P 42 (k) is equal to zero for all k ∈ N and is not considered in the optimization algorithm. Assume that for every i ∈ N n and j ∈ N in i , P low ij = 1 (the smallest power level required to establish a link) and P Furthermore, it is required that GAC be greater than or equal to λ = 1.5 and the total transmission power be less than or equal toP = 20. As mentioned previously, the initial transmission power matrix P 0 needs to be strictly inside the corresponding feasible set R l . That is, if it is desired to have P 0 ∈ R l , for all l ∈ N 3 , the elements of the initial transmission power matrix need to be in the range P low ij < P 0 ij < P up ij . Moreover, one should haveλ(P 0 ) > λ, and i j P 0 ij <P. The following initial transmission power matrix meets the above requirements: where the network's initial GAC isλ(P 0 ) = 1.6027 and the initial total transmission power is i j P 0 ij = 16.2. It can be seen that the initial transmission power matrix satisfies the conditions to be strictly inside the feasible set R l , for all l ∈ N 3 .
A. P1: MINIMIZINGf 1 IN (7) To implement the centralized optimization algorithm for l = 1 in the optimization problem (9), i.e., maximizing the GAC with constraints on the total transmission power and each transmission level, the maximum number of iterations for the inner optimization loop is chosen to be m max = 30. The design parameters of the backtracking line search are selected to be ν = 0.01, θ = 0.95, and α max = 1. Additionally, the parameter used to numerically calculate the supergradients of the GAC is β = 0.1, and the coefficient by which , the weight given to the penalty termsÎ 1 (P(k)), is multiplied with at the end of an inner optimization loop is at least equal to µ 0 = 5. The initial value of is 0 = 150. The performance of the algorithm is evaluated by choosing = 10 −4 as the termination condition of the outer optimization loop. The parameter ζ in line 19 of Algorithm 3 is set to 10 −4 . Finally, the search direction is chosen as v(k) = −g − (k) for all k ∈ N. Using the above-mentioned parameters, the optimal transmission power matrix is obtained as The corresponding network GAC isλ(P * c,1 ) = 2.2210 and the total transmission power is i∈N n j∈N n P ij * c,1 = 20. The evolution of the GAC and the total transmission power of the network as the iteration index k increases is shown in Fig. 2 , and the evolution of the individual transmission powers of each node is presented in Fig. 3 .
As mentioned earlier, the algorithm of [13] , proposed for obtaining all the eigenvalues of the graph Laplacian, is utilized to obtain the exact value of the eigenvalue corresponding to the GAC in a distributed manner. Moreover, Lemma 3 is used to obtain the step sizes; however, the problem pointed out in Remark 4 arises in this example. Considering an upper bound of L = 1.5 for the Lipschitz constant of the GAC function, regardless of the values of the design parameters, the condition of Lemma 3 is not satisfied after a few iterations of the optimization algorithm. The reason is that as seen in (31) , only the second term can have negative values, and only while its coefficient is not too large, the inequality of Lemma 3 may be satisfied. However, as the value of increases as per line 25 of Algorithm 3, inequality (31) is not satisfied after a few iterations. Nonetheless, the following design parameters are chosen to find the best possible VOLUME 6, 2018 The corresponding network GAC isλ(P * d,1 ) = 1.8116, and the total transmission power is i∈N n j∈N n P ij * d,1 = 19.0579. It is evident from the results of the distributed solution that it is terminated prematurely compared to the centralized algorithm. Additionally, it can be seen from the matrix P * d,1 that all of the nodes are converging to the same transmission power, which is due to the initial weight 0 given to the penalty functionÎ l (P(k)), for l = 1. The parameter 0 gives more weight to the penalty terms initially, and the optimization algorithm prioritizes minimizing the sum of these terms rather than giving more weight to the maximization of the GAC. If a bigger value is considered for 0 , even fewer iterations are completed successfully by the algorithm due to Lemma 3 not being satisfied. For this specific example, Lemma 3 is not applicable, but it can still be useful for other examples. If the method of [13] was utilized to obtain the GAC to be used with the exact backtracking line search (which can still be implemented in a distributed manner but will be computationally heavier), the obtained results via the distributed approach would be identical to its centralized counterpart, considering the same design parameters as in the centralized algorithm.
The fmincon function of MATLAB R is utilized to solve the optimization problem (9) for l = 1, with the same initial conditions, and appropriate penalty functions are considered for the violation of the constraints. The output of this function is 
which leads to a network GAC ofλ(P * f ,1 ) = 2.2211 and a total transmission power of i∈N n j∈N n P ij * f ,1 = 20. It is evident from the above results that as a characteristic of the interior point method, neither the centralized algorithm nor the distributed algorithm violate any of the constraints. Comparing the results of the centralized algorithm and the fmincon function, one notices that the minimum obtained by both methods are almost identical. The error between the minimum point obtained via the centralized algorithm and the MATLAB R function is less than 1%, which is within the numerical error range. The difference in the elements of the optimal transmission power matrix obtained via the two approaches may also be avoided by further tuning of the design parameters of the centralized algorithm. Note that using the exact GAC for determining the step size of the distributed algorithm results in the exact same solution as that of the centralized algorithm. Even though a higher GAC may require higher transmission power, it can be observed from Fig. 3 and P * f ,1 that the transmission powers of certain links have actually decreased. Similar to [2] and [3] , this can be attributed to the asymmetric nature of the network and how the characteristics of those specific communication links are different from other links.
B. P2: MINIMIZINGf 2 IN (7)
To implement the centralized optimization algorithm for l = 2 in the optimization problem (9), i.e., minimizing the total transmission power with constraints on the GAC and transmission power levels, the following design parameters are considered: m max = 25, ν = 0.05, θ = 0. The optimal total transmission power from the centralized algorithm is i∈N n j∈N n P ij * c,2 = 12.2990, and the corresponding network GAC isλ(P * c,2 ) = 1.5. The evolution of the total transmission power and the GAC of the network is presented in Fig. 4. In addition, Fig. 5 depicts the evolution of the transmission power levels of each node.
To implement the distributed optimization Algorithm 3 for l = 2 in the optimization problem (9), the following design parameters are considered: m max = 25, ν = 0.01, θ = 0.7, VOLUME 6, 2018 FIGURE 4. Evolution of the total transmission power and the GAC of the network of the network of Example 1 for the second optimization problem in (9) (l = 2) obtained using the centralized algorithm. The optimal total transmission power obtained by the distributed algorithm is i∈N n j∈N n P ij * d,2 = 12.3056, and the corresponding network GAC isλ(P * d,2 ) = 1.5000.
The evolution of the total transmission power and the GAC of the network using the proposed distributed algorithm is provided in Fig. 6 . The evolution of the FIGURE 10. Evolution of the transmission power for the nodes comprising the network of Example 1 for the third optimization problem in (9) (l = 3) obtained using the centralized algorithm.
various transmission powers of each node is presented in Fig. 7 .
The output of the fmincon function for l = 2, given the same values is 
resulting in a network GAC ofλ(P * f ,2 ) = 1.5001 and a total transmission power of i∈N n j∈N n P ij * f ,2 = 12.2833. The discussions given at the end of the previous subsection (for l = 1) hold true for this case as well. As observed from Figs. 4-7, the proposed algorithms do not violate any of the constraints. Similar to the previous subsection, the difference between the optimal points obtained via the different approaches is within 1%. Note that the elements of the matrices P * c,2 and P * d,2 are close to each other, and with a proper choice of design parameters, they could be even closer. Ultimately, for the considered optimization problem where smaller transmission powers are desirable, it can be seen from P * f ,2 that this objective is achieved by increasing the power corresponding to the communication link 14 ∈ E.
P3: MINIMIZINGf 3 IN (7)
To implement the centralized optimization algorithm for l = 3 in the optimization problem (9), i.e., maximizing the network lifetime with constraints on the GAC and transmission power levels, the following design parameters are considered: m max = 40, ν = 0.001, θ = 0.95, α max = 1, β = 0.05, µ 0 = 1.3, 0 = 20, = ζ = 10 −4 , and v(k) = −g − (k) for all k ∈ N. The following optimal transmission VOLUME 6, 2018 FIGURE 11. Evolution of the lifetime and the GAC of the network of the network of Example 1 for the third optimization problem in (9) (l = 3) obtained using the distributed algorithm. Fig. 8 . The evolution of the lifetime of the individual nodes is presented in Fig. 9 , and the way the different transmission power levels of each node changes is depicted in Fig. 10 .
To implement the distributed optimization algorithm (Algorithm 3) for l = 3 in the optimization problem (9), the following design parameters are considered: m max = 30, ν = 0.001, θ = 0.9, α max = 1, β = 0.1, µ 0 = 1.5, 0 = 10, = ζ = 10 −4 , L = 1.5 and v(k) = −g − (k) for all k ∈ N. Similar to the previous case (l = 2), the problem encountered while using the approximate backtracking algorithm in subsection V-P1 (concerning Lemma 3) does not arise in this case (l = 3) using Lemma 4. The resulting optimal transmission power matrix is The optimal lifetimes obtained by the distributed algorithm are and the corresponding network GAC isλ(P * d,3 ) = 1.5013. Fig. 11 shows the evolution of the lifetime and the GAC of the network as the iteration index k in the distributed optimization algorithm increases. The evolution of the lifetime of the individual nodes is presented in Fig. 12 , and the way the different transmission power levels of each node changes is depicted in Fig. 13 .
The output of the fmincon function in this case with the same initial variables and parameters as before, is The discussions presented in the previous two subsections to justify the simulation results for l = 1, 2 hold true for l = 3 as well. That is, according to Figs. 8, 10, and Figs. 11, 13, none of the constraints is violated. The discrepancy between the above values and those obtained by using the proposed algorithm is less than 1%, and is due to the numerical inaccuracies. It can also be observed that to maximize the network lifetime, the transmission powers associated with certain communication links are actually increased.
Note that the transmission power matrices P * c,2 , P * d,2
and P * f ,2 corresponding to the optimization problem P2 result in the network lifetimes of 14.0598, 13.8949 and 14.1011, respectively, which are, as expected, shorter than the solution of the optimization problem P3.
VI. CONCLUSION
In this study, three optimization problems are considered over an asymmetric network, represented by a weighted directed graph. In the first problem, it is desired to maximize the generalized algebraic connectivity (GAC) while satisfying certain constraints on the transmission power of the network and that of each node. The second problem minimizes the total transmission power of the network while imposing a constraint on the GAC of the network as well as constraints on the transmission power levels. The third one maximizes network lifetime subject to constraints on the GAC and the power levels. Due to the complexity of the aforementioned problems, they are solved numerically via the interior point method, transforming the constrained optimization problems into sequential unconstrained problems. The subgradient method with backtracking line search is adopted to solve each interior point subproblem. The procedure is then implemented in a distributed manner by using a method to obtain the network connectivity from local information. Simulations demonstrate the efficacy of the proposed algorithms.
