Multi-channel receiving technique has been proved to be a promising approach for synthetic aperture radar (SAR) to achieve simultaneous high-resolution and wide-swath (HRWS) imaging. With the support of digital beamforming (DBF) technique, ambiguity-free signal can be reconstructed from the Doppler aliased data received by along-track channels with high fidelity. However, in practice, a key factor that affects the precision of spectrum reconstruction and deteriorates the quality of final image is the inevitable mismatch between receiving channels. Thus, channel calibration is recognized as a crucial step prior to DBF. In this paper, we propose a novel channel calibration algorithm for multi-channel HRWS-SAR system. Instead of using signal subspace projection or other matrix decomposition methods adopted in most of the existing HRWS-SAR channel calibration algorithms, it tries to find ambiguity-free ''sample signal'' to be used in the estimation of channel error directly from the original Doppler ambiguous data. We demonstrate that, by applying sub-aperture operation to the original data, unambiguous multi-channel signal corresponding to isolated ground scatterers can be extracted, and thereby can be utilized to accurately estimate and calibrate the azimuth-variant channel mismatch. Experimental results from a four-channel and a three-channel airborne SAR systems are employed to validate the effectiveness and robustness of the proposed algorithm in practical processing.
I. INTRODUCTION
Equipped with a multi-channel receiving antenna, synthetic aperture radar (SAR) mounted on high-speed moving platform (such as satellite and near space vehicle) gains the ability to overcome the constraint of minimum antenna area, and hence can acquire simultaneous high-resolution and wide-swath (HRWS) radar images [1] - [8] . An intuitive explanation for this advantage is that the spatial sampling achieved by multi-channel receiving technique can provide additional samples between neighboring pulses in slow-time The associate editor coordinating the review of this manuscript and approving it for publication was Guolong Cui. domain, which is equivalent to increasing the pulse repetition frequency (PRF) of the system. This procedure is also referred to as the reconstruction of ambiguity-free Doppler spectrum in literature, recognized as the most crucial step in multi-channel HRWS-SAR signal processing.
Considering the too strict displaced phase center antenna (DPCA) condition [1] and many other uncertain factors in practical applications, Doppler spectrum reconstruction in multi-channel SAR is usually operated in range-Doppler (RD) domain via cross-channel digital beamforming (DBF) approaches [1] - [3] . The DBF techniques combine the signal from different receiving channels and then filter them by spatial filter banks, making the mitigation of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ azimuth ambiguities more flexible [4] . To gain even better robustness in different environments, DBF with adaptive processing, referred to as adaptive digital beamforming (ADBF) or space-time adaptive processing (STAP), are also proposed in [5] - [8] to reconstruct the unambiguous Doppler spectrum. The performance of DBF for HRWS-SAR has already been verified by the ground-based multi-channel SAR demonstrator [9] , the airborne experimental system, i.e., F-SAR in DLR [10] , and also the spaceborne system TerraSAR-X [4] , [11] , and RADARSAT-2 [7] , [12] , [13] . However, a key factor that limits the performance of DBF for multi-channel HRWS-SAR is the inevitable imbalance between different receiving channels, which is also referred to as channel mismatch or channel error. In practice, channel mismatch usually appears to be range and azimuth-variant, and can be caused by a variety of reasons, such as the difference in antenna gains, inaccurate locations of antenna centers, unsynchronized sampling time between channels, and so on. The quality of final SAR image will suffer a significant deterioration if all the receiving channels are not well calibrated prior to DBF processing.
In fact, the issue of channel calibration has long been addressed in research field of multi-channel SAR ground moving target indication (GMTI) with a number of mature techniques proposed, such as the signal subspace method proposed in [14] , the two-dimensional (2D) frequency domain iterative method provided in [15] and the principal eigenvector method mentioned in [16] and [17, Chapter 13] . Most of these methods are data-based that can automatically estimate channel error from received data and are proved to be effective and robust when processing real data.
However, when it comes to HRWS-SAR system, all these methods suffer from their inability to accurately calibrate channel mismatch. As we know, in most of the calibration algorithms for SAR-GMTI system (where Doppler ambiguity is assumed to be absent), a key underlying assumption is the single-valued coupling relationship between azimuth and Doppler [18] . Based on that, antenna responses corresponding to each receiving channel, also referred to as array manifold [17] , are estimated from the received data in Doppler (or image) domain and used for the following calibration. While, due to the Doppler ambiguity, the single-valued relationship is no longer established in HRWS-SAR system, leading to the invalidation of these methods.
To remedy this, new channel calibration algorithms for multi-channel HRWS-SAR in case of Doppler ambiguity were proposed in the past years [6] , [19] - [28] . In [6] , a databased automatic channel calibration algorithm was proposed for distributed small satellite SAR system. This algorithm decomposes channel mismatch into different components as gain, phase, and antenna position errors. By considering the orthogonality between signal and noise subspace, an iterative subspace projection approach is utilized to estimate each kind of errors. Based on this work, an improved subspace projection algorithm was proposed in [19] , where range-variant and azimuth-variant errors are calibrated separately in two steps and the iterative processes is totally avoided. Thus, it is more robust to range-variant channel mismatch and computational efficient as compared to the algorithm in [6] . In [20] , based on the assumption that the steering vectors in one Doppler bin are conjugate with those in its contrary Doppler bin, a new calibration algorithm was presented to estimate the phase errors between channels, which also avoid iterative processes in subspace projection processing, and hence reduces the computational burden. In [21] and [22] , algorithms with improved performance were proposed, where the entire calibration procedure is divided into two steps, i.e., the coarse calibration and the fine calibration. The range sampling time error and gain-phase error are calibrated in the first step, while the residue error is divided into several components, which are accurately calibrated using local maximum-likelihood weighted minimum entropy methods. Moreover, algorithms based on azimuth cross-correlation [23] - [25] and many others [26] - [29] were also provided to effectively deal with different kinds of channel mismatches.
All the above mentioned methods have been theoretically proved to be promising for HRWS-SAR system and many of them are validated by measured data. However, there still exist some performance limitations. As we know, most of these algorithms are based on signal subspace projection or other matrix decomposition methods. When the total number of ambiguities is close to the freedom of system (the number of receiving channels), the signal subspace occupied by signal from different Doppler centers will appear to be crowded, which may affect the precision of the subspace projection. Moreover, in some of these algorithms, channel mismatch are divided into different components modeled via a series of parameters, which means that the parametric models are employed in the estimation of channel error. Hence, similar to most of other parametric estimation approaches, they may not be robust to fast-varying or high-order error that deviates from the parametric model. This paper tackles the channel calibration problem for multi-channel HRWS-SAR in a totally different way as compared to the methods mentioned above. Instead of focusing on the analysis of signal and noise subspaces or other matrix decomposition approaches, we propose to extract some ambiguity-free multi-channel signal directly from the original Doppler aliased data, which are then used as ''samples'' to estimate the real array manifold and the channel error. Since all the receiving channels should be involved in the estimation of channel mismatch, any DBF or other array signal processing method that may combine the signal from different channels cannot be adopted in this procedure. It seems to be impossible, at first sight, to reconstruct the unambiguous signal without the support of array processing. However, as it will be demonstrated in this paper, at least, the multi-channel signal concerning isolated ground scatterers (point-like targets) can be reconstructed without Doppler ambiguity via sub-aperture processing method. Based on that, we propose here a new channel calibration algorithm for multi-channel HRWS-SAR and validate it via experimental results.
The rest of this paper is organized as follows. In section II, the signal model of multi-channel HRWS-SAR is established when Doppler ambiguity is absent and present in the receiving data. In section III, classical ADBF methods for multi-channel HRWS-SAR are reviewed, and the influence of channel mismatch is also discussed. In section IV, the new channel calibration algorithm is proposed. The signal processing flow, especially the operation to extract ambiguity-free signal corresponding to isolated scatterers is described in detail. In section V, experimental results obtained from two multi-channel airborne SAR systems are employed to validate the effectiveness of the proposed algorithm. Finally, section VI provides a conclusion.
II. SIGNAL MODEL OF MULTI-CHANNEL HRWS-SAR
A simplified two-dimensional (2D) geometry for multichannel HRWS-SAR is shown in Fig.1 . A multi-channel SAR system with N receiving channels is mounted on a moving platform flying at a constant velocity denoted by v a . The x-axis where the receiving channels lie on makes a crab angle denoted by β with the platform velocity vector and the y-axis points the normal direction of the multi-channel antenna. For the ground scatterer localized at azimuth direction denoted by θ, the instantaneous Doppler frequency induced by platform motion is obtained from
where λ is the radar wavelength. Equation (1) that reveals the Doppler-azimuth coupling effect for moving radar system [18] , is recognized as an important fundamental principle for airborne/spaceborne radars working at air-to-ground model. When the crab angle is not too large (in side-looking or squint-looking models) and the antenna beam is not too wide in azimuth, the Dopplerazimuth relationship appears to be single-valued, making it possible for us to observe radar measurements depending on azimuth or to estimate azimuth-variant parameters in Doppler domain.
Consider now the receiving channels are uniformly separated, with d denoting the distance between each other, and assume that every channel receives signal independently. The array response to the scatterer localized at azimuth θ, i.e., the spatial steering vector, can then be expressed as
where g (θ) = [g 1 (θ) , g 2 (θ) , · · · , g N (θ)] T is the vector represents the amplitude and phase mismatches between channels, with g i (θ) , i = 1, 2, · · · N , denoting the mismatch term on the ith channel, the superscript T denotes the transpose operation, stands for the Hadamard product, and v (θ) is the ideal steering vector (for which the channel mismatch is assumed to be absent) with respect to azimuth θ denoted by
When there is no mismatch between receiving channels or all the channels are perfectly calibrated, the vector g (θ) becomes 1, a column vector with all elements set to unity, which means that the steering vector is equal to the ideal vector, i.e., s (θ) = v (θ).
Owing to the single-valued relationship between azimuth and Doppler shown in (1), the independent variable in s (θ), i.e., θ, can be replaced by f d . Thus, after pulse compression in range domain and fast Fourier transformation (FFT) in azimuth domain with sufficient pulses (typically 256, 512, or more), the spatial snapshot in the Doppler bin with central frequency equal to f d can be approximately given by a simplified expression as
where the complex-valued scalar a (f d ) denotes the Doppler spectral component corresponding to this Doppler bin and the complex-valued vector n represents the Gaussian noise component, which is independent cross-channel and with other components. However, the signal model in (4) is only valid when the sampling rate in slow-time domain, i.e., the PRF, is large enough to fulfill the Nyquist sampling condition. With an insufficient PRF, spectrum aliasing will happen in Doppler domain, which means each Doppler bin may contain spectral components corresponding to more than one azimuth direction. In this case, the spatial snapshot in the Doppler bin with central frequency equal to f d can be expressed as
where f PRF represents the PRF and K denotes the total number of ambiguities. According to this model, the aim of ambiguity-free Doppler spectrum reconstruction in multichannel HRWS-SAR can be described as to restore all the aliased spectral components, i.e., a (f d + k · f PRF ), k = 0, 1, . . . , K − 1, from the original received data that is ambiguous in Doppler.
III. DOPPLER SPECTRUM RECONSTRUCTION APPROACHES AND THE INFLUENCE OF CHANNEL MISMATCH
As has been proved in many literatures [1] - [4] , DBF technique gains the capability to accurately reconstruct the ambiguity-free Doppler spectrum for HRWS-SAR imaging. Among all the existing DBF methods, the kind with adaptive processing, referred to as ADBF or imaging STAP (ISTAP) [5] - [8] , is currently recognized to be more applicable in practical processing. In these methods, cross-channel signal (the spatial snapshot) in each cell of the ambiguous range-Doppler (RD) spectrum is adaptively weighted, according to the statistical characteristics of the received data and based on certain optimum criterion, K times to extract all the K spectral components aliased in this cell. Regardless of different optimum criteria employed, nearly all the ADBF methods aim to maximally suppress the spectral components corresponding to undesired Doppler frequencies and keep the component corresponding to the desired Doppler frequency undistorted meanwhile.
Let
denote the adaptive weights employed to restore the spectral components corresponding to Doppler frequencies f d , f d + f PRF , · · · , f d +(K −1)·f PRF , respectively. The reconstruction of ambiguity-free Doppler spectrum is then expressed as
. .
.
whereã (f d + k · f PRF ) denotes the reconstructed spectral component corresponding to Doppler frequency f d + k · f PRF and the superscript H is the operation of Hermitian transpose. In this paper, without loss of generality, the weights are calculated via the classical maximum signal-to-ambiguityplus-noise ratio (SANR) criterion [8] , which is obtained from
where R (f d ) is the covariance matrix of the Doppler bin with central frequency equal to f d in the aliased data given by
with E [·] denoting the expectation operator. In practice, since R (f d ) is never known a priori, it is usually estimated by range averaging. As can be seen, the structure of the optimum weight vector in (7) is very similar to that of the weight vector used in jamming mitigation adaptive beamforming (ABF) or the weight used in STAP. While, for STAP, the interference is the clutter and jamming components, but the interference in SANR algorithm are the undesired spectral components corresponding to the aliased Doppler frequencies. The adaptive procedure in ADBF method allows for a more flexible spectrum reconstruction that can be implemented under a variety of system conditions, making this technique to be a more promising choice for HRWS-SAR imaging. However, a key factor that degrades the performance of the ADBF algorithm is the mismatch between receiving channels, which is denoted by g (θ) in (2) . As pointed out by Ward [18] , the structure of the optimum weight vector in (7) can be divided, according to different functions, into two cascaded parts. The first one is referred to as whiten filter (the inverse of covariance matrix), which whitens the receiving interference and thereby suppresses it to white noise level. The second is termed matched filter (the steering vector corresponding to the desired Doppler frequency), which protects the desired signal from distortion when it passes the spatial filter by constraining the main-lobe of the adaptive pattern to exactly point to the direction of the desired signal. Thus, any inaccuracy of the steering vector used in the weight vector will lead to a certain degree of distortion of the desired spectral component to be reconstructed. In fact, as is indicated in [30] , even slight errors in the steering vector corresponding to the desired signal may result in severe degradation on the performance of ADBF when the desired signal is always present in the sample data (which is the case for the spectrum reconstruction in HRWS-SAR). Moreover, the distortions for all spectral components will be accumulated in the inverse fast Fourier transformation (IFFT) or other similar steps in SAR imaging procedure, leading to seriously deleterious effects on the quantity of data to be imaged. Therefore, to accurately reconstruct the ambiguity-free Doppler spectrum and acquire HRWS-SAR image with high quality, channel error should be well corrected a priori.
IV. NEW CHANNEL CALIBRATION ALGORITHM
In research field of multi-channel SAR and some other multichannel receiving radar systems, channel calibration is an important issue that has long been investigated. A variety of mature methods have been proposed and tested via many experimental systems, such as the 2D frequency domain calibration method [15] , the signal subspace projection algorithm [14] , the principal eigenvector calibration approach [16] , [17] , and so on. For all these methods, a crucial underlying presumption is the Doppler-azimuth coupling effect shown in (1) . Owing to this single-valued relationship between azimuth and Doppler, the azimuthvariant channel error can be estimated in Doppler domain (or image domain), and then can be calibrated. Nevertheless, all these methods tend to be invalid when they are used in multi-channel HRWS-SAR systems, since the single-valued Doppler-azimuth coupling effect is no longer valid due to the Doppler ambiguity.
In other words, the major reason for the inability of the above-mentioned calibration methods to process Doppler ambiguous data is the lack of ambiguity-free samples to be used for channel error estimation. If one can find or extract a certain part of multi-channel data that is not aliased in Doppler, i.e., ambiguity-free sample data, it can be expected that these methods will regain their effectiveness when ultilized in HRWS-SAR system. Fortunately, we find that it is actually feasible. At least, by introducing sub-aperture operation, the multi-channel echo signal corresponding to isolated scatterers (point-like targets) in the scene to be imaged can be extracted without of Doppler ambiguity.
Here, we use point target (similar to isolated scatterer) simulation results to demonstrate how to extract the ambiguityfree multi-channel signal of isolated scatterer from the ambiguous data. The 2D echo collection geometry for this simulation is shown in Fig. 2 . Note that, since our aim is to extract the multi-channel data of isolated scatterers (i.e., the echo signal of isolated scatterers collected by all the receiving channels simultaneously), any array processing operation cannot be used in this procedure. The full aperture for this point target (defined as the interval between the moment the target moves in the main beam and the moment it moves out) contains 16384 pulses, and the motion-induced Doppler bandwidth of this point target is about 2800Hz. Fig. 3 shows respectively the RD spectrums of the point target in the full aperture when sufficient and insufficient PRFs are considered. In Fig. 3 (a) , since the PRF is set to be 3000Hz, which is greater than the Doppler bandwidth of the target, the RD spectrum is not aliased as expected. The PRF is then reduced to 1000Hz, which is equal to one third of that used in Fig. 3 (a) , to generate the spectrum shown in Fig. 3 (b) . It is clearly seen that the spectrum is aliased three times, with each Doppler bin containing spectral components corresponding to more than one actual Doppler center frequency, which implies that it is not an easy task to reconstruct the unambiguous spectrum of the target directly from the full aperture data.
To address this problem, sub-aperture processing is introduced herein, which divides the full aperture into small segments, with the length of each short enough (1024 pulse in this simulation). Thus, the Doppler bandwidth of the target in each sub-aperture is reduced to a low value much less than the PRF. Consequently, although the RD spectrum in each sub-aperture is still aliased in Doppler (since the sub-aperture division will not alter the sampling rate), the spectral components of the point target are no longer superimposed by themselves. In Fig. 4 , the RD spectrums obtained from the three sub-apertures shown in Fig. 2 (sub-aperture 1∼3) are provided. As we can see, owing to the relatively small Doppler bandwidth, the majority of the spectral components corresponding to the target is not aliased in the spectrum. This is a very important precondition for us to reconstruct the unambiguous spectrum of this target.
Once we obtain all the sub-aperture RD spectrums, the next step is to increase the sampling rate and thus to reconstruct the ambiguity-free RD spectrum in each sub-aperture. We tackle this problem by zero-padding operations. Fig. 5 uses simplified RD spectrums corresponding to the three sub-apertures shown in Fig. 4 to demonstrate this procedure. By taking subfigure (a) as an example, we will illustrate the zero-padding operation in detail.
Since sub-aperture 1 is at the beginning of the full aperture (see Fig. 2 ), in which the flight is moving toward to the point target, the motion-induced Doppler frequencies in this aperture are positive-valued, as can be seen from the unambiguous RD spectrum in the first line. When the PRF is reduced three times, this spectrum is aliased (see the spectrum in the second line), with the part concerning the point target wrapping over to the position indicated by the dash arrow. By comparing the locations of the point target in the ambiguous and unambiguous spectrums, the positions where zeros should be put in the zero-padding operation can be clearly determined. As is depicted in the third line of this subfigure, zero-padding operation is applied to the left of the ambiguous spectrum, which extends the spectrum three times (the sampling rate is increased three times). After comparing the extended spectrum with the unambiguous spectrum in the first line, it is obvious that the ambiguity-free RD spectrum of the point target is reconstructed. The similar procedures of zero-padding can also be seen from the other subfigures in Fig. 5 .
After the zero-padding operations, all the extended subaperture data are transformed into slow-time domain via IFFT and are connected to each other according to the original order to regenerate the full aperture data. Then, slow-time domain FFT is again applied to the connected data to obtain the ambiguity-free RD spectrum in the full aperture. The signal processing flowchart of the complete reconstruction procedure is given in Fig. 6 .
The above operations will be repeated in all the receiving channels to extract the ambiguity-free multi-channel spectrums of the point target. Since the Doppler ambiguity is eliminated, single-valued azimuth-Doppler coupling relationship is valid again, making the reconstructed multi-channel data well suitable to be used as samples to estimate channel error using traditional calibration method, such as the 2D frequency domain calibration algorithm [15] , and the principal eigenvector calibration approach [16] , [17] .
Based on the analysis above, we propose here a new channel calibration algorithm for multi-channel HRWS-SAR, with the core steps described as below:
1. Divide the range compressed multi-channel data into several sub-apertures and apply azimuth FFT in each aperture independently to obtain sub-aperture RD spectrums. The length of each sub-aperture should be short enough to guarantee that the Doppler bandwidth of point-like target is relatively small as compared to the PRF. Usually, the length is chosen to ensure that the bandwidth of point-like target in each sub-aperture is less than one quarter or one eight of the PRF.
2. Find isolated scatterers (point-like targets) in subaperture RD spectrums, track them between adjacent apertures, and extract them from the apertures where they are tracked. In this paper, the traditional target detection algorithm, i.e., cell-averaging constant false alarm rate (CA-CFAR) detector, is employed to detect isolated scatterers over RD spectrums. Once a target is detected by the detector in several adjacent apertures, it will be recognized as an isolated scatterer to be processed in the following steps.
3. Reconstruct the ambiguity-free RD spectrums of all the isolated scatterers in full aperture by using the aforementioned method. Note that, as mentioned above, a key problem in this step is to determine the positions where zero-padding should be applied in each sub-aperture. In practice, the power and Doppler center of the isolated target between sub-apertures combined with the system parameters are employed to determine the positions where zeros should be put. The detailed description of this process will be given in the next section, where an example from measured data are used to demonstrate it more clearly.
4. Employ all the reconstructed spectrums of isolated targets in full aperture as samples to estimate and VOLUME 7, 2019 FIGURE 8. Demonstrations of ambiguity-free spectrum reconstruction for the isolated scatterer in real data.
calibrate channel error using traditional channel calibration method. In this paper, the principal eigenvector calibration approach [16] , [17] is adopted, in which the estimation of the real steering vector is equal to the principal eigenvector, i.e., the eigenvector that corresponds to the maximal eigenvalue, of the sample covariance matrix generated by the reconstructed spectrums of isolated targets. Let x l (f d + k · f PRF ) denotes the reconstructed spectrum of the lth isolated target and L represents the total number of targets. The estimation of the real steering vector corresponding to Doppler frequency f d + k · f PRF , denoted bys l (f d + k · f PRF ), is obtained from
where P {·} is the operator that yields the principal eigenvector of a matrix andR (f d + k · f PRF ) is the sample matrix corresponding to Doppler frequency f d + k · f PRF , which is calculated from
×x H l (f d + k · f PRF ) . (10) As it will be verified by measured data in the next section, the proposed algorithm performs well and is robust to many kinds of channel errors in practical processing.
V. EXPERIMENTAL RESULTS
In this section, experimental results from two groups of measured data collected by multi-channel airborne SAR systems are provided to demonstrate how to extract ambiguity-free multi-channel signal of isolated scatterers and to validate the performance of the proposed calibration algorithm. It is obvious that the most suitable way to examine the performance of the proposed calibration algorithm is to compare the estimation of channel error to the real value. However, the latter is hard to acquire in practice, since channel mismatch varies between different circumstances. Thus, instead of directly applying the proposed algorithm to Doppler ambiguous data, we first employ here a group of measured data that is Doppler ambiguity-free. The data is from a Ku-band airborne SAR system with four receiving channels. We first estimate the channel error from this data by the principal eigenvector calibration method [16] , [17] . Since the data is unambiguous in Doppler, estimation with high accuracy can be achieved, which is recorded and then used, in lieu of the real but unknown channel error, as the reference in the following performance evaluation step.
After that, the unambiguous multi-channel data undergoes a three-time decimation processing (the PRF is reduced three times) to artificially generate Doppler ambiguous data, which is then used to test the proposed algorithm. The major parameters of the four-channel airborne SAR system are listed in Table 1 , and the 2D minimum variance distortionless response (MVDR) spectrum concerning the measured data before and after decimation are shown in Fig. 7 . By comparing the subfigures, it is clear that the decimated data is aliased in Doppler, with the total number of ambiguities equal to 3.
The ambiguous data is divided into 64 sub-apertures, each of which contains 128 pulses and undergoes azimuth FFT independently. Signal extraction of isolated scatterers is then applied over all the sub-apertures. To demonstrate how the ambiguity-free multi-channel signal of isolated scatterers can be reconstructed, an isolated scatterer that appears between the 4th sub-aperture and the 22th sub-aperture is taken as an example.
The entire procedure of ambiguity-free RD spectrum reconstruction for this isolated scatterer is depicted in Fig. 8 . As we can see, the positions where the scatterer appears in different sub-apertures are labeled by red squares. By multiplying each of the sub-aperture spectrums to a 2D matrix (the same size of the sub-aperture spectrum) with the elements equal to 1 inside the red square and the elements equal to 0 outside the square, the majority of the signal corresponding to the isolated scatterer is extracted from the background.
The next step is the zero-padding operation on each subaperture RD spectrum, which aims to increase the sampling rate three times. A key issue in this step is to determine the positions where zeros should be padded, i.e., to which direction should the spectrums be extended. We use the estimated amplitude and Doppler center of the extracted scatterer between sub-apertures combined with some of the system parameters to determine the zero-padding positions. In Fig. 9 (a) , the blue and green curves show respectively the estimated amplitude and Doppler center of the scatterer versus sub-aperture index. As can be seen, due to the insufficient PRF, the curve of Doppler center is aliased three times. According to that, the sub-apertures are divided into three parts (three zones shown in Fig. 9 (b) ). Letf dc (n) andf dc (n) denote the aliased value (the value shown in the figure) and non-aliased value of the estimated Doppler center in the nth sub-aperture. We obtain
where k is an integer to be determine. It is obviously that the positions where zeros should be padded depend on the value of k. As we known, for a point-like target, the instantaneous Doppler frequency is a monotonic function of slow-time, which means the Doppler center of the scatterer is monotonic between sub-apertures. Consequently, once the value of k in any one of the sub-apertures is determined, the values of others can be deduced. In this paper, the value of k in the sub-aperture with the maximum amplitude of the scatterer is determined at first. As is apparent in Fig. 9 (a) , the amplitude of the isolated scatterer reaches its maximum value in the 11th sub-aperture, which implies that this sub-aperture is corresponding to the interval when the scatterer stays at the boresight of radar beam. Since the squint angle, i.e., the angle between the flight direction and the radar boresight, and the velocity of the flight is known a priori (at least, the approximate values of them are available), the real Doppler center of the scatterer in this subaperture, denoted by f dc , can be calculated by
Thus, the value of k in the sub-aperture with the maximum amplitude of the scatterer then can be obtained from
where n MA is the index of the sub-aperture with the maximum amplitude of the scatterer (n MA = 11 in this example).
Substituting the values of system parameters v a , λ, and θ s into (12) , and the result back into (13) , we obtain that the value of k in the 11th sub-aperture is equal to 0. Thus, it can be deduced that, in Fig. 9 (b) , the values of k in sub-apertures of zone 1, 2, and 3 are equal to 1, 0, and -1, respectively. Based on that, the non-aliased curve of Doppler center is reconstructed, which is shown in Fig. 9 (b) . By comparing the two curves, positions where zeros should be padded for each sub-aperture are determined (which is also depicted in this figure) .
After that, all the extended sub-aperture RD spectrums are transformed into slow-time domain via azimuth IFFT, respectively, and then connected to generate the unambiguous data in the full aperture. Finally, azimuth FFT is applied in the full aperture to generate the Doppler ambiguity-free RD spectrum of this isolated scatterer, which is utilized as a sample to estimate the channel error using the principal eigenvector calibration method [16] , [17] .
The estimation results of channel errors using the proposed algorithm are shown in Fig. 10 , where the solid lines denote the estimated values and dash lines represent the reference values acquired from the original data. All the amplitude and phase errors corresponding to channel 2-4 are normalized with that of channel 1. That is the reason why the amplitude and phase errors of channel 1 are constant values, equal to 1 for the amplitude and equal to 0 for the phase. All the curves are estimated via the principal eigenvector method with ten samples, i.e., extracted signal from ten isolated scatterers, and a low-pass filtering processing (smooth processing) is applied to all the curves to display them more clearly. As apparent from these figures, the gaps between the estimated values and the reference values of the amplitude and phase errors are negligible, especially for the phase errors shown in subfigure (b), where nearly perfect agreement of the estimated and reference values can be clearly recognized. These results indicate that an accurate estimation of channel error can be achieved by using the proposed algorithm.
Considering that, under some circumstances, the imaging scenario appears to be homogeneous, with less isolated scatterers in it, the proposed algorithm is evaluated in case of less sample support. We reduce the number of samples (the extracted isolated scatterers) from ten to four and provide the estimation results in Fig. 11 . No significant enlargement of the gaps between the estimated and reference curves can be recognized from these figures as compared to Fig. 10 , which means that the accuracy of estimation maintains an acceptable level when the number of samples decreases from ten to four. The main reason is that the samples are all derived from isolated scatterers with, in general, strong power and high signal-to-noise ratio (SNR), which is beneficial for the precision of estimation.
After channel calibration, the maximum SANR ADBF method [8] is adopted on the four-channel data to reconstruct the ambiguity-free Doppler spectrum, which is then used to generate the final SAR image shown in Fig. 12 . The classical ω-k imaging algorithm [31] and the long aperture autofocusing method [32] are employed in the procedure of imaging. The image generated from the original data (the unambiguous data before decimation) is also provided in subfigure (a) for comparison. As we can see, except for a few undesired residues corresponding to extremely strong scatterers in subfigure (b), the difference between the images generated from the reconstructed data and the original data are not evident actually, which also validates the effectiveness of the proposed calibration algorithm.
To further test the performance in practice, the proposed calibration algorithm is then adopted to process a group of measured data that is ambiguous in Doppler. The data is collected by a three-channel airborne SAR system, whose major parameters are listed in Table 2 . Since the main purpose of the data collection is to test the performance of HRWS imaging for multi-channel SAR, a relatively small PRF is selected, which causes a two-times ambiguity in Doppler. Fig 13 shows the channel errors of this dataset estimated by using the proposed algorithm. Ten isolated scatterers (samples) are extracted for the estimation. In Fig. 14, the final HRWS SAR images with and without channel calibration are provided for comparison. By comparing the two images, it is clear that the proposed calibration algorithm has the ability to accurately calibrate channel mismatch of multi-channel HRWS-SAR system in case of Doppler ambiguity, resulting in a significant improvement in the quality of the final SAR images.
VI. CONCLUSION
Accurate calibration of imbalance between receiving channels for multi-channel HRWS-SAR system is never an easy task, as the traditional multi-channel SAR calibration methods depending on the single-valued azimuth-Doppler coupling relationship become invalid due to Doppler ambiguity. To remedy this, this paper proposed a new channel calibration algorithm for multi-channel HRWS-SAR. Instead of using signal subspace projection or other matrix analysis methods, it intends to find samples of multi-channel signal that is totally ambiguity-free to make the traditional multi-channel SAR channel calibration methods suitable for HRWS-SAR system. We demonstrate that, by sub-aperture processing, it is completely feasible to extract ambiguity-free multi-channel signal corresponding to isolated scatterers from the Doppler ambiguous data. These extracted signal are transformed into RD domain and then used as samples to estimate the channel error via traditional calibration method. As verified by two groups of measured data collected by two airborne multi-channel SAR systems, the proposed algorithm can accurately calibrate the azimuth-variant channel mismatch for multi-channel HRWS-SAR system when Doppler ambiguity occurs. Moreover, it is also proved that, the proposed algorithm can achieve acceptable calibration performance even with less sample support, making it robust to many imaging scenarios in practical applications.
