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Abstract 
Noda, M.-T. and E. Miyahiro, A hybrid approach for the integration of a rational function, Journal of 
Computational and Applied Mathematics 40 (1992) 259-263. 
A hybrid integration algorithm obtaining an indefinite integral of a rational function (say q/r, 4 and r are 
polynomials) with floating-point but real coefficients is proposed. The algorithm consists of four steps and is 
based on combinations of symbolic and numeric computations (hybrid computation). The first step is a hybrid 
preprocessing stage. An integrand is decomposed into rational and logarithmic parts by using an approximate 
Horowitz’ method which allows floating-point coefficients. Here, we replace the Euclidean GCD algorithm 
with an approximate-GCD algorithm which was proposed by Sasaki and Noda recently. It is easy to integrate 
the rational part. The logarithmic part is integrated numerically in the second step. Zeros of a denominator of 
it are computed by the numerical Durand-Kerner method which computes all zeros of a polynomial equation 
simultaneously. The integrand is then decomposed into partial fractions in the third step. Coefficients of 
partial fractions are determined by residue theory. Finally, in the fourth step, partial fractions are transformed 
into the resulting indefinite integral by using well-known rules of integrals. The hybrid algorithm proposed 
here gives both indefinite integrals and accurate values of definite integrals. Numerical errors in the hybrid 
algorithm depend only on errors in the second step. The algorithm evaluates ome problems where numerical 
methods are inefficient or incapable, or a pure symbolic method is theoretically insufficient. 
Keywords: Symbolic computation, numeric computation, integration. _- 
1. Ir,tmduction 
Integrating a given function is one of the most important areas in mathematical computing. 
Both numerical and symbolic methods have been developed and widely used. Numerical 
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however, have some defects such as 
the indefinite integral is not obtained, wrong resuhs are computed especially for 
ill-conditioned integrands such as rapidly oscillating, having singularities and so on 
error estimates are complicated. 
Instead of difficulties with numerical methods, symbolic methods often give satisfactory results= 
It is well known, however, that there exist difficulties as 
strong restrictions on integrands 
and 
the growth of the data, whether they be intermediate or final. 
Amy attempts are proposed to overcome these difficulties from symbolic viewpoints. Most of 
them aimed to treat functions having floating-point coefiicients in symbolic environments 14-61. 
The method in [S] is based on the conversion of the floating-point number to a rational 
number. The method in [6] is based on the symbolic series expansion of a kind of a logarithmic 
function. Fateman [4] proposed an interesting idea to integrate rational functions. His method 
is based on a numerical root-finding process on a symbolic manipulation system, MACSYMA. 
However, it seems that there are no discussions on a numerical root-finder which is used there. 
Furthermore, examples shown in [4] are restricted. We already proposed a numeric-symbolic 
integration method [8] which can integrate a kind of rational functions (say q/r, q and r are 
polynomials) with floating-point coefficients. We call such an integration algorithm a hybrid 
integral. The method is similar to Fateman’s but there are some differences. The most 
important one is on hybrid preprocessing stage. We modified the symbolic Rothstein-Trager 
QRT) method [3] by using the tipproximate-GCD (greatest common divisor of polynomials) 
algorithm (hereafter we call it APXGCD) [S]. We used the numerical Newton’s method as the 
root-finder. It is, however, impossible to obtain an indefinite integral for a rational function 
where r has co~mpiex zeros by the method in [S]. 
In this paper, we propose a new hybrid integration algorithm for a rational function with 
floating-point but real coefficients. The algorithm consists of four steps and an outline of it is as 
follows. 
(1) (Hybiid preprocessing: approximate Horowitz’ method). The denominator of an inte- 
grand r is reduced to an approximate square-free form by using APXGCD. If r = 0 has close 
roots, numerical errors by APXGCD are mainly caused by errors in the root-finding process. 
0n the other hand, if r = 0 has no close roots, the result is accurate up to thz machine epsilon. 
The algorithm proposed by Yun [lo] should be noted. He compared the number of operations 
required in the Horowitz’ method and the modified Hermite method. His conclusion says that 
the latter is more efficient than the former. The argument depends mainly on wasteful 
polynomial operations in the symbolic environment. However, in the hybrid computation, the 
number of operations needed by both methods are about the same. Thus we only consider the 
approximate Horowitz’ method here. 
(2) (Numerical root-finding). Zeros of r are computed by the numerical Durand-Kerner 
(DK) method which gives all zeros simultaneously. The numerical error of the DK-method is 
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estimated by Smith’s theorem [1,7]. It is important that zeros of a :eal coefficient polynomial 
are restricted to real or complex conjugate pairs. 
(3) (Decomposition of q/r into partial fractions). The partial fraction decomposition of q/r 
is done by using zeros obtained in the above step. Real and complex conjugate zeros give terms 
whose denominators are linear order (linear term) and quadratic order (quadratic term), 
respectively. Coefficients of these terms are obtained by the residue theory. Here we use 
symbolic differentiations of polynomials. Thus, no error is generated in this step. 
(4) (Obtaining indefinite integral). A linear and a quadratic term are transformed into a log 
part and a sum of a log and an arctan part of an indefinite integral, respectively. Here, we use 
two well-known formulas of integrals. This step also contains no error. 
The hybrid integration algorithm gives both the indefinite integral and the accurate value of 
the definite integral. Numerical errors in the definite integral occur only in the root-finding 
process (here we use the DK-method) in steps (1) and (2) and are estimated quite easily. We 
first describe a rough sketch of a usual symbolic integration method to make the paper 
self-contained. We propose, in Section 3, the hybrid integration algorithm in detail and also 
describe how the indefinite integral is computed by our algorithm. Some practical examples are 
shown in Section 4 and results are compared with them by other symbolic and numerical 
methods. 
2. Symbolic integration algorithm and its extension 
The method of symbolic integration for a rational function f =p + q/r, where p, q and r 
are polynomials, is described in detail in [3]. Here, we consider only the proper rational 
function q/r. 
The simplest method starts with the decomposition of q/r into partial fractions. The 
symbolic decomposition, however, requires many computation costs and is inefficient. PJn the 
other hand, in today’s usual integration method (RT-method), q/r is first decomposed into 
4(XJdX 41(x) + 
r(x) = - Q(X) / 
42(xJdx 
r.Jx) ’ 
by Horowitz’ method. I-Iene deg(qi) < dee(ri) ior i = 1, 2 and r2 has no multiple factors 
(square-free). Hereafter we consider only the integration of the logarithmic part q#=, and 
write it simply as q/r. It is integrated: 
4.4 de&(x)) I- -+dX = C Ci log Vi. 
J r(x) i 
(1) 
An algorithm to obtain Ci and Vi is based on the resultant theory as follows. 
(1) Compute the polynomial R(y) as the resultant (with respect to x) of q - yr’ and r. 
(2) Find y = ck which satisfies R(y) = 0 by the algebraic computation. 
(3) For each ek, compute vk which satisfies the relation 
GCD(q -c,$, r) = uk. 
If we consider a rational functron with floating-point coefficients, there remain difficulties in 
steps (2) and (3). In [8], algebraic root--finding process in step (2) and GCD-computation in step 
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(3) is replaced by the numerical root-finding algorithm (Newton’s method) and the APXGCD, 
respectiveiy [9]. Horowitz’ method which performs the square-free decomposition is also 
replaced by an approximate square-free decomposition method (we call it the approximate 
Horowitz’ method). Instead, the method written in [S] is a slight mod&cation of the symbolic 
RT-method; it allows the integration of rational functions with floating-point coefficients. 
However, if the polynomial equation in step (2) has complex roots, the method fails. 
3. New hybrid integration 
1 he new tiybrid integration algorithm proposed here is simple but requires advanced 
combination of numerical and symbolic computations. The basic concept for the algorithm is as 
follows. 
Input. A rational function with floating-point but real coefficients. 
Output. Indefinite integrai of a given function. 
Algorithm. 
(1) A denominator of an integrand r is decomposed into approximate square-free form. 
{Here, we use the approximate Horowitz’ method. If r = 0 has close roots, resulting errors 
depend on numerical errors in a root-finding process. If r = 0 has no close roots, the result IS 
correct up to the machine epsilon.} 
(2) The logarithmic part q/r is decomposed into partial fractions. 
{Here, zeros of r = 0 are obtained by the numerical D&method which gives all zeros 
simultaneously. Numerical errors are estimated by Smith’s theorem.) 
(3) Construct linear and quadratic terms of partial fractions. 
(These terms are obtained by the fact that a polynomial equation whose coefficients are real 
has either real or complex conjugate zeros. Real and complex conjugate zeros correspond to 
denominators of linear and quadratic terms, respectively. Coefficients of partial fractions are 
determined residue-theoretically. The step is done with no numerical error.} 
(4) Obtain an indefinite integral by using two well-known rules. 
{The linear term gives a sum of logarithms and the qua++ term gives an arctan function 
part of the indefinite integral. We also have no numerical error in the step.) 
We must describe three points in detail. The first is partial fraction decomposition in step 
(21, the second is computations in step (31, and the third is numerical errors occurring in the 
algorithm. As mentioned in (2), the integration method which uses partial fraction decomposi- 
tion has been avoided because of its inefficiency in the symbolic computation. However, in the 
hybrid algorithm, root-finding of the denominator is done rapidly by the numerical method and 
the partial fraction decomposition becomes very efficient. Now we discuss the second point. Let 
r(x) be a polynomial with floating-point but real coefficients and let n be the degree of T(X). It 
is known that roots of the polynomial equation T(X) = 0 have m real roots (ai I i = 1,. . . , m) and 
n -m complex conjugate roots (6*i_:, EZi=b~_l Ii= l,...,$(n -m)), where bi* means a 
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complex conjugate of bj. Thus denominators of partial fractions are linear or quadratic 
polynomials in x. The rational function q/r is then decomposed as 
dx) m ck -- = 
c 
r(x) kc1 X--k 
m 
= 
I3 
ck 
------+ 
C2k-l C2k 
kc1 X--k X-b,,_, +X-b,, 
m 
c 
ck 
-+ 
C2k-l c?k-l 
\ 
= -_ 
k=l x -ak X-b2k_1 +X-b,*,_, 
m 
c ck = 
~ ‘n-,‘/’ 2%(ck)X - ii{%(bk + S(b,)5(C,)) 
’ kc1 X-ak kyl -X2 - 2%(b,)X + (3t(bk)2 + s(bk)2} 
(2) 
where SJt and 3 mean real and imaginary part of a variable, respectively. Coefficients of linear 
and quadratic terms in (21, ck for a zero rk, are determined by the residue theory as 
q(rk) 
ck 
=- 
r’(rk) ’ 
where r’(x) means dr(x)/dx. Linear terms in (2) give a sum of logarithms by (1) and qyladratic 
terms give an arctan function in a resulting indefinite integral. We use a rule for the quadratic 
term as, 
/ 
UX-I-V 
$4 logIx2+sx+t)+ 
2v-us 2x+s 
-dx = 
x2+sx+t 4sarctan dn - (4) 
Coefficients u, v, s and f in (4) represent u = 2%(ck), v = -2{%(b,)Wc,) + 3(bk)3kk)}, 
s = - 2%(b,) and t = %( bk)2 + 3( b,J2, respectively& The next point is on numerical errors. 
They in the result occur only in the numerical root-finding steps (1) and (2) where the 
D&method is used. The error generated by the DK-method is easily estimated by Smith’s 
theorem. 
We show au example how an indefinite integral is computed by the hybrid integration 
algorithm. An integral which is considered is 
/ 
q(x) 1.1x2 +x + 0.001 
~dx=Ix’+Ooolx”.-lOO1dx~ . L. \ 
(5) , 
The first, approximate Horowitz’ method is applied to r(x). Since r(x) has no multiple or close 
root, r(x) and r’(x) have no approximate common factor. It shows that 
APXGCD(r(x), r’(x); E) = 1, 
for E < 0.01 and (5) is decomposed as 
I d-4 
1 .1x2 +x -t 0.001 
~dx=o+~x’+OOolx~-lOO1dX. . . 
(6) 
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Zeros of the polynomial r(x) in (6) are obtained by the numerical D&method. They are one 
real (a, = 1.0) and one complex conjugate pair, 
b, = -2.5005 + 0.8663139i and 6, = (br) = -0.5005 - 0.8663139i. 
We obtain a linear term from a, and a quadratic term from 6, and b, = br as 
x -a, =x - 1.0 and (x-b,)(x +.I?) =x2 + 1.001x + l.OGL 
Cczfficients of partial fkctions are then obtained by (3) for the linear term c, and for a 
quadratic term c2 by (2) and (3) as 
c1 = 0.69986675 and c2 =0.4001332x + 0.6995666. 
The rational function is then decomposed into partial fractions as 
4(x) 0.69986675 0.400 1332x + 0.6995666 
-= x-l.0 + r(x) x2+ 1.001x+ 1.001 l 
Rules (1) and (4) are applied to linear and quadratic terms in partial fractions. The indefinite 
integral is obtained as 
I 
4(x) 
-dx=0.69986675log)x-1.0)+0.2000666log)x2+1.0Olx+1.001~ 
r(x) 
+ 0.5763499 arctan(1.1543P60x + 0.5777352). (7) 
Since T(X) = 0 has no close roots, numerical errors are not generated in the approximate 
fiorowitz’ step. Numerical errors in (7) are, then, caused by the DK-method in step (2). The 
error estimation of the DK-method is well known by using Smith’s theorem. Smith’s theorem 
shows that errors in a, and b, in the above example are at most 1.1. lo-l6 and 1.02 l 10-16, 
respectively. It follows that coefficients of (7) have errors at most 1.1 l lo- 16. Thus, we can 
conclude that the result (7) is the exact indefinite integral up to 15 digits. 
4. Practical examples 
Here we show some examples of the hybrid integration. They are 
(al j_llx”_~-:o()~dx’ - . 
(b) /,’ 1000x(x “1, 0 001’ - . 
@) ii’ 1000(x ,“$ +o 001’ - . . 
(d) /Ilog(x6 + 6 
0 
x5 + 15x4 + 20x3 + 15x2 + 6x + 2) dx, 
(e) /“* 
dx 
0 1000 sin x (sin x - 1) - 0.001 ’ 
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Table 1 
Comparisons of definite integrals for examples (a)-(f) obtained by hybrid, symbolic and some numerical methods 
Hybrid Symbolic Numeric 
G32 DE Romb NC 
(a) 164.956 278 164956.317 164.891423 164.956 278 164.957 869 164.956 278 
(b) - 0.027 630 97 - 0.027 630 97 -0.01622972 - 0.027 630 97 - 0.684 828 19 5.409 666 56 
(c) 3.13759266 3.13759266 0.19994034 24.6736125 2.98225113 3.13759258 
W 2.478 945 70 2.478 945 70 2.478 945 70 2.478 945 70 2.478 945 70 2.478 945 70 
(e) - 2.23494621 - 2.23494621 - 1.972 997 95 - 2.234 946 21 -2.74843192 -0.87026114 
(f) -5195.24497 - 580.394 10 - 24965.007 -5759.107 16 230.755 44 
Results by the symbolic method are computed by the Maple system. It is impossible to obtain the result for (f) by the 
symbolic method. The result for (a) is also incorrect. Numerical methods considered here are Gaussian quadrature 
of 32 points (G32), Double-Exponential formula (DE), Romberg method (Romb) and adaptive Newton-Cotes (NC) 
method. There is no numerical method which gives satisfactory results for all examples. Thus it shows that the 
algorithm selection problem is very important in the numerical methods. 
and 
( f) 
*I 
/ 
dx 
() x5-x4 -0.75x3 +x2 -0.25x - lO+j - 
Results obtained by the hybrid method, symbolic method by using Maple [2] and by some 
kinds of ilumerical methods are shown in Table 1. The rational function in example (a) has 
floating-point coefficients in its denominator polynomials. Because of this term, it is difficult to 
obtain the indefinite integral by usual the symbolic method (see Table 1). Numerical integra- 
tions for the next two examples (b) and (c) are very difficult and it is clear that we must select a 
suitable numerical method. The reasons are that a rational function in (b) has singularities 
close to but outside the interval of the integral and (c) has a strong peak near the midpoint of 
the interval. Examples (a)-(c) are easily integrated by the hybrid method. Furthermore, if we 
use the hybrid method, we can integrate another type of functions which contains a kind of 
logarithmic function (d) and trigonometric function (e). Integrands in (d) and (e) are trans- 
formed into rational functions by the symbolic computation. If an integral contains a logarith- 
mic function such as / f(x) log(q( x)/T( x)) dx where f(x) is a polynomial with floating-point 
coefficients, it is integrated by parts and is written 
4-4 
6; log- - 
4-4 / 
F (9(xWWf 
&)/r(x) dxY 
where F = / f(x) dx. Thus the integral (d) is reduced to 
x log(x’+ 6x5 + 15x4 + 20x’ + 15x2 + 6x + 2) 1; 
+6 / 
1 x(x5+5x4+10x3+10x~+5x+1) 
o x6 + 6x5 + 15x4+20x3 + 15x” + 6x + 2 
dx. 
The integral (e) has a trigonometric function in its integrand. It is also reduced to the integral 
of a rational function by changing a variable tan 4x with t. The resultirlg integral is 
/ 
1 (2t2 + 2) dt 
0 - o.001t4 -- 2000t3 + 3999.998t2 - 2000t - 0.001 ’ 
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I-Iybrid results foi (b&k 0) are the same as symbolic results. Most of the numerical methods for 
example (f) give wrong results because the integrand has both properties in examples (b) and 
(c). On the other hand, the symbolic computation for (f) gives a wasteful and incomplete result 
as 
i ak log( x - 0.340492 222 4 l 10e6at - 0.325 675 098 5 l 10s6ai 
k=l 
- 0.226982 682 9ai - 0.620628455 la, + 1.149126440), (8) 
where ak is a solution of the fifth-order algebraic equation 
270023760469079az + 180006359954= 109ai 
+ 32000624 l t:O’3az - 152 l 10L9a, + 32 l 1019 = 0. 
Coefficients of the result (8) are first computed by fractions of big integers and then converted 
into real numbers. Since solutions ak of the equation are not solved algebraically, the Maple’s 
symbolic integration for (f) ends above expressions. If we solve the algebraic equation numeri- 
cally and substitute solutions to (8), we obtain a semi-symbolic indefinite integral for (f) as 
(0.888 846 75 + 813.4817Oi) log( x - 0.500 000 88 - 0.001632 983 2i)
- ( - 0.888 846 75 + 813.4817Oi) log( x - 0.500 000 88 + 0.001632 983 2i)
+ 1.999 956 0 log( x - 1 .ooo 002 0) + 0.222 222 50 log( x + 0.999 999 77) 
- 3.9998720 log(x + 0.39999360 - 10-5). I (8 ) 
The hybrid algorithm gives the following indefinite integral for the example (f): 
- 1632.9634 arctan(612.376 15x - 306.18862) 
+ 0.88884675 log(x* - 1 .OOO 0017x + 0.250 003 55) 
+ 1.999 956 0 log( x - 1 .OOO 002 0) + 0.222 222 50 log( x + 0.999 999 77) 
- 3.9998720 log(x + 0.39999360 l 10-5), (9) 
which is simpler than the semi-symbolic resti,. , VP’+ (8’). There are some differences between results 
(8’) and (9). We must notice that numerical solutions of the algebraic equation for ak are 
unstable because of the difference in magnitude of its coefficients. 
Next, we compare the hybrid algorithm with numerical methods. The hybrid algorithm gives 
indefinite integrals which contain numerical errors generated only in the root-finding process. 
If the indefinite integral is obtained, it can be used for many other purposes: solving 
differential equations and so on. Moreover, the hybrid method can be applied to some integrals 
containing symbolic parameters in its numerator polynomials, upper and lower bounds of 
definite integrals. It is apparent that the numerical methods cannot give the indefinite integral 
and results for the integral containing parameters. In Table 1, we consider four numerical 
methods, Gaussian quadrature of 32 points (G32), Double-Exponential formula (DE), Romberg 
method (Romb) and adaptive Newton-Cotes (NC) method. Because of singularities close to 
but outside the interval, numerical methods other than DE give incorrect values for (b) and (e). 
The hybrid algorithm and DE-formula give correct results. The integrand in (c) has a strong 
peak in its interval. The hybrid a!gorithm and NC-method give satisfactory results but the 
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DE-formula fails for (cl. Both properties in (b) and (c) are contained in (f) and only the hybrid 
algorithm gives a correct value of the definite integral. Numerical errors contained in results by 
the hybrid algorithm are easily estimated by Smith’s theorem. However, in the numerical 
methods, numerical errors depend on types of the integrand and on the method. 
5. Conclusions 
We propose a h!:brid algorithm which gives an indefinite integral for a rational function q/r 
with floating-point but real coefficients. The algorithm consists of 
(1) approximate square-free decomposition of a polynomial r; 
(2) numerical root-finding of the equation r = 0; 
(3) partial fraction decomposition of q/r; 
(4) transformation of partial fractions into the indefinite integral. 
The approximate-GCD algorithm and the numerical Durand-Kerner root-finding method 
are used in the first and second step. Coefficients of partial fractions are determined by the 
residue theory. Here we use symbolic differentiations. Partial fractions are then transformed 
into the indefinite integral by using simple rules of integrals. Indefinite integrals of a kind of 
logarithmic functions and trigonometric functions which can be reduced to rational functions 
are also obtained. 
There is some effectiveness of the hybrid method as 
(1) the indefinite integral is obtained; 
(2) the integral which contains parameters in numerator polynomials, upper and lower 
bounds of the interval, is obtained; 
(3) numerical errors in the indefinite/definite integral are reduced to errors generated by 
the root-finding, Durand-Kerner method; 
(4) the meth o can evaluate some problems where the numericai method is inefficient or d 
incapable, or the pure symbolic method is theoretically insufficient. 
Some problems, for the hybrid integration algorithm remain unsettled today. They are 
(1) to extend types of integrands which can be computed; 
(2) to integrate a rational function which contains parameters in its denominator polynomial; 
(3) to compute multiple integrals by the hybrid algorithm. 
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