As the most frequent drug target, G-protein coupled receptors (GPCRs) are a large family of seven transmembrane receptors that sense molecules outside the cell and activate inside signal transduction pathways. Glycosylation is one of the most complex post-translational modifications (PTMs) of proteins in eukaryotic cells. It plays important roles in a variety of cellular functions, including protein folding, protein trafficking and localization, cell -cell interactions and epitope recognition. Therefore, investigating the exact position of glycosylation site in GPCR sequence can provide useful clues for drug design and other biotechnology applications. Experimental identification of glycosylation sites is expensive and laborious. Hence, there is a significant interest in the development of computational methods for reliable prediction of glycosylation sites from amino acid sequences. In this article, we presented an effective method to recognize the sites of human GPCRs by combining amino acid hydrophobicity with ensemble support vector machine. The prediction accuracy, sensitivity, specificity, Matthews correlation coefficient and area under the curve values were 94.4, 89.7, 98.9%, 0.895 and 0.989, respectively. The establishment of such a fast and accurate prediction method will speed up the pace of identifying proper GPCRs functional sites to facilitate drug discovery.
Introduction
Being the largest family of cell surface receptors, G-protein coupled receptors (GPCRs) play a key role in cellular signaling pathways that regulate many basic physiological processes, such as neurotransmission, secretion, growth, cellular differentiation, inflammatory and immune responses (Attwood et al., 2002) . GPCRs consist of a single polypeptide that crosses the membrane seven times (Horn et al., 1998) . This arrangement makes these proteins capable of transducing an extracellular signal into the cell via a guanine nucleotide binding protein (G-protein) (Baldwin, 1994) . The N-terminals of these proteins are located in extracellular and the C-terminals are extended in the cytoplasm. The N-terminals of GPCRs are always glycosylated and C-terminals are usually phosphorylated (Wheatley and Hawtin, 1999; Blom et al., 2004) . Based on their special structures and relevant functional modifications, the GPCRs are among the most frequent drug targets.
As one of the most complex and ubiquitous post-translational modifications (PTMs), glycosylation plays important role in a variety of cellular functions, including protein folding, protein trafficking and localization, cell-cell interactions and epitope recognition (Pilobello and Mahal, 2007) . It is a dynamic enzymatic process in which saccharides are attached to proteins or lipoproteins, usually on serine (S), threonine (T) and asparagine (N) residues. Therefore, glycosylation can be classified into four types based on the linkage between specific acceptor residues, i.e. the glycosylation sites, and sugar chemicals: N-linked and O-linked glycosylation, C-mannosylation and glycosylphosphatidylinositol anchors (Jensen et al., 2002; Blom et al., 2004) . In N-linked glycosylation, the oligosaccharide chain is attached to the amide nitrogen of asparagines. The N-linked glycosylation is the most common PTM in GPCR.
It is very obvious that revealing the exact positions of glycosylated residues in a GPCR protein sequence can elucidate many important biological processes such as protein folding, subcellular localization, protein transportation, functions and provide useful clues for drug design and other biotechnology applications. However, heterogeneity of glycosylation interferes with protein crystallization. This shows that experimental determination of glycosylation sites in proteins is still an expensive and laborious process (Merry, 1999; Morelle et al., 2006) . Hence, there are significant interests in developing computational approaches to predict the glycosylation sites from amino acid sequence. Several computational models have been developed and applied with varying success to predict glycosylation sites (Lin et al., 2009; Xiao et al., 2009 Xiao et al., , 2011 Gu et al., 2010; Zia Ur and Khan, 2012) . Elhammer use information derived from the frequency of amino acids in the neighborhood of glycosylation sites to identify putative glycosylation sites (Elhammer, 1993) . This method used only information derived from the sequence neighbors of glycosylation sites, while ignoring the information available from non-glycosylated sites, which might be useful in extracting sequence features that helps to distinguish glycosylation sites from non-glycosylation. Then, Julenius et al. used artificial neural networks trained on information derived from both glycosylation and non-glycosylation sites (Julenius et al., 2005) . Their server, netOglyc, makes prediction for mucin type O-linked glycosylation on mammalian proteins. Li et al. trained support vector machine classifiers based on physicochemical properties of amino acids and 0/1 system to classify mucin type O-linked glycosylation on mammalian proteins (Li et al., 2006) .
In 2011, Cai et al. have set up a two-staged strategy method for prediction of mucin-type O-glycosylation (Cai et al., 2011) . Blom et al. proposed a review of the available prediction methods, databases and servers for glycosylation prediction (Blom et al., 2004) . By now, many machine learning methods have been proposed for predicting glycosylation sites (Chou, 1995) . There still exists one particular challenge in training classifiers using standard machine learning algorithms. It comes from the fact that the available datasets are highly unbalanced: the fraction of glycosylation sites is relatively small compared with the fraction of non-glycosylation sites. Furthermore, the number of experimentally verified GPCRs' glycosylated sites is very limited. Hence, how to get a good training model based on 'poor' positive samples, and how to get an unbiased prediction is an inevasible challenge we should take into account.
An effective approach to solve this problem is to create ensemble learning, which consists of a lot of classifiers, and then aggregates the outputs of all independent classifiers. This procedure can be compared with the process of consulting several experts for their opinions before making a final decision. Based on the ensemble ideas, Hamby and Hirst utilized the random forests algorithm for glycosylation prediction and prediction rules extraction (Hamby and Hirst, 2008) . Caragea et al. devised an ensemble support vector machine (SVM) method to predict glycosylation sites. Their prediction results showed that the ensemble of SVM was more accurate than signal classifier (Caragea et al., 2007) . The ensemble idea was used more and more commonly in many researches, such as pattern classification (Kim et al., 2003) , cheminformatics (Merkwirth et al., 2004) , biomarker identification (Abeel et al., 2009) and bioinformatics (Yang et al., 2010) . These motivated us to develop an ensemble method for localization of glycosylation sites in GPCRs.
In this article, we presented an ensemble SVM method based on random sampling from the original dataset to predict human GPCRs N-linked glycosylation sites. Amino acid hydrophobicity has been used to represent the amino acid sequence, because in most cases, only the sequence of a potential target protein was known. There are two advantages of the current method. First, ensemble SVM has been adopted to classify glycosylation sites to solve the unbalanced problem in research. Secondly, taking advantages of GPCRs' special structure make the best use of amino acid hydrophobicity to feature the protein sequence. Understanding what makes a good recognition of human GPCRs glycosylation sites will aid with the process of drug target selection, these will help us to find the best binding site for drugs.
According to a recent comprehensive review (Chou, 2011 ) and demonstrated by a series of recent publications (Chen et al., 2012; Lin et al., 2012) , to establish a really useful statistical predictor for a protein system, we need to consider the following procedures: (i) construct or select a valid benchmark dataset to train and test the predictor; (ii) formulate the protein samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the target to be predicted; (iii) introduce or develop a powerful algorithm (or engine) to operate the prediction; (iv) properly perform crossvalidation tests to objectively evaluate the anticipated accuracy of the predictor; (v) establish a user-friendly web server for the predictor that is accessible to the public. Below, let us describe how to deal with these steps one by one.
Material and methods

Dataset construction
As the training datasets for our research, proteins having at least one experimentally verified site were downloaded from the latest Swiss-Prot database (Gual et al., 2005) (release 2012-04) by using the keywords 'GPCR' and 'glycosylation' and 'homo sapiens'. Finally, 89 human GPCRs proteins have been found. Thirty proteins with experimentally validated glycosylation sites were defined as positive datasets, excluding those annotated by 'potential', 'probable' or 'by similarity' in the description field. Negative datasets included asparagine (N) residues that were not marked by any glycosylation information on the same proteins. In the 89 human GPCRs proteins, there also exist some sites which were annotated by 'potential', 'probable' or 'by similarity'. These sites were used as an independent test for estimating the performance of the current method. The sequence identity between two datasets i.e. the training dataset and independent dataset was calculated by using the Cd-hit software (Fu et al., 2012) . Sequences with greater than 40% sequence identity were deleted.
Then, the sliding window strategy was utilized to extract positive and negative data from protein sequences as training datasets. Ten residues upstream and 10 residues downstream of glycosylated sites in the protein sequence were extracted as positive samples and negative samples. After strictly following the above procedures, we attained 57 high-quality positive sites and 2125 negative sites for training, and 253 positive sites and 1528 negative sites were extracted from these proteins for independent test.
Sequence information and simple sequence properties
To develop a powerful predictor for a protein system, one of the keys is to formulate the protein or peptide samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the target to be predicted (Chou, 2011) . To realize this, the concept of pseudo amino acid composition (PseAAC) was proposed (Chou, 2001 (Chou, , 2005 . The feature vector for protein, peptide or biological sequence is a general form of PseAAC that can be formulated as:
where T is a transpose operator, the components c 1 , c 2 , . . . will depend on how to extract the desired information from the statistical samples concerned, while the subscript V is an integer representing the dimension of the feature vector P. It would be highly appreciated if the authors can explicitly define the components c 1 , c 2 , . . . and V in Eq.
(1) according to their own features-extracting manner, and L means features combination. Furthermore, a more detailed description of Chou's PseAAC and its wide application could be found in the article (Chou, 2011) . For the protein-sequence information sometimes is the only available information. In this article, we focused on direct residue representation by using amino acid physicochemical properties. Since the physicochemical properties of amino acid residues have a deep influence on protein structure and function, incorporating such effects might provide some helpful information for prediction (Chou and Shen, 2007) . Therefore, choosing an appropriate physiochemical property for residue representation is really important.
About 30 years ago, many experiments found that there are hydrophobic and polar correlations and affinity with amino acids (Weber and Lacey, 1978) . Based on these researches, various theories and hypotheses have been developed to investigate and explore the bio-functions of proteins. The GPCRs have special structural features with seven transmembrane helices, which are highly conserved in nearly all of the GPCRs, and are characterized by the amphiphilic distribution of side chains in which charged or polar groups cluster on one side while hydrophobic ones cluster on the other. Considering the hydrophobic and charged character, we can divide the 20 amino acid residues into four different classes as follows: neutral and hydrophobic residues: G, A, V, L, I, M, C, F, W; neutral and polar residues: Q, N, S, P, T, Y; acidic and polar residues: D, E; basic and polar residues: H, K, R (Betts and Russell, 2003) .
In this study, the Kyte and Doolittle scales were chosen for residue representation. The detailed value of each amino acid residue could be found in research (Kyte and Doolittle, 1982) . A protein sequence can be represented as a series of amino acids by their single-character codes A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W and Y, formulated as:
is the hydrophobic value of the first residue R 1 , H(R 2 ) that of the second residue R 2 and so forth. In terms of these hydrophobic values, the protein sequence of Eq. (2) can be converted to a digit signal. As we chose 10 as the sliding window size, each sequence fraction contained 21 residues, and then could be transformed into 21 digit features. After that the mean values for all of the sequence fractions were calculated. Therefore, the feature vector for each sequence was 22 dimensions by combining the mean value with 21 long sequence digit features.
Support vector machine
SVM was originally developed by Vapnik and coworkers and it has shown promising capability for solving various biological problems such as function sites (Zien et al., 2000; Huang et al., 2012) , membrane protein types (Cai et al., 2003) , protein -protein interactions (Bock and Gough, 2001) , protein subcellular localization (Garg et al., 2005; Wang et al., 2005) and gene expression pattern discovery (Pavlidis et al., 2002) . SVM is based on the structure risk minimization principle from statistical learning theory (Vapnik, 1998) . For linearly separable cases, SVM performs classification tasks by constructing a hyper-plane in the multidimensional space to differentiate two classes with a maximum margin (Zhang et al., 2003) . Given the training data D ¼ fðx i ; y i Þg N i¼1 (x i is the input vector constructed by protein features and y i is a class label, þ1 and 21 are used in this study for representing glycosylation sequences and non-glycosylation sequences, respectively), the decision function of SVM can be expressed in the following way:
where w is a vector of weights, and b is the constant coefficient. In the original feature space, the conditions for perfect classification can be described as:
The aim of SVM is to find a vector w and a parameter b, which can be estimated by minimizing jjwjj 2 . This can be solved by the quadratic optimization method. Thus, the decision function of SVM can finally be written as:
where K(x, x i ) is called a kernel function, which defines an inner product in the specific space, and a i is the dual variable. For actual implementation, we used the LIBSVM package (version 3.1) (Chang and Lin) . A polynomial kernel was chosen as the kernel function, and two parameters (i.e. the penalty parameter and the kernel width parameter) were tuned using the grid search strategy in LIBSVM.
Ensemble SVMs
An ensemble of classifier is a collection of several classifiers, whose individual decisions are combined in some way to classify the test examples. It is known that an ensemble often gives a much better performance than the individual classifier. Hansen (1990) demonstrated why an ensemble gives a better performance as follows: assume that there are an ensemble of N classifier ff 1 , f 2 , . . ., f n g and consider a test data x. If all of the classifiers are identical, each ensemble member predicts test data x with the same error and consequently the performance of an ensemble and a single classifier is similar. Thus, the power of an ensemble relies on the fact that the individual ensemble members are different and their errors are uncorrelated. When the prediction of f i (x) is wrong the majority of the remaining classifiers may be correct and subsequently the majority voting is correct. In more detail, if the error of each independent classifier is p , 1/2, then the probability P E that the majority vote is incorrect is:
Therefore, the probability P E decreases with an increasing number of classifiers n. Several methods for generating ensemble-based classifiers have been developed (Breiman, 1996; Cao et al., 2010) . All of them have one general aim in common: all single classifiers should differ from each other as much as possible. In order to achieve this requirement, we created an ensemble method as follows: first, we randomly chose samples from the original negative data. Then, these negative samples were combined with original positive samples to construct a classifier. The whole procedure of the ensemble method in this study was shown in Fig. 1 . In the classification problem, suppose we want to set up a model by our training data Z, obtaining the prediction f(x) at input x. First, N train models are generated by randomly drawing from original data with replacement, where Z* ¼ f(x 1 *,y 1 *), (x 2 *,y 2 *), . . ., (x N *,y N *)g. The number of models for the ensemble is designed by:
where N large is the number with larger samples, in here is the negative sample; N small is the number of small sample dataset, in here is the positive sample. The model number in this study was 37 by Eq. (7) (the negative samples were 2125, and positive
Using ensemble SVM to identify human GPCRs N-linked glycosylation sites samples were 57). For each model the number of negative samples is equal to the number of positive samples. Once all independent classifiers are built their outputs need to be combined. To aggregate these base classifiers in a consensus manner, strategies such as majority voting or simple averaging are commonly used. Majority voting is considered to be the simplest way of combining the predicted class labels of multiple SVMs, and then selects the class which achieved the highest number of votes. Let the output of the SVM D i be defined as
where L is the number of SVMs and C is the number of class labels. Thus, the output of D i is given as a C dimensional binary
Under the circumstances that the final class w j selects class d i,j ¼ 1, otherwise d i,j ¼ 21. Accordingly, the majority system will select class w j if
Performance assessment
Among the independent dataset test, sub-sampling (e.g. 5-fold cross-validation) test and jackknife test, which are most often used for examining the accuracy of a statistical prediction method, the jackknife test was deemed the most objective that can always yield a unique result for a given benchmark dataset (Chou and Shen, 2008) . Therefore, the jackknife test has been increasingly and widely adopted by investigators to test the power of various prediction methods (Chou and Shen, 2007) . In this study, independent test, jackknife cross-validation were chosen for evaluating the current method. The parameters employed to evaluate the behavior in this investigation are some commonly used ones in classification problems (Matthews, 1975) , which are given as follows:
where TP is the number of positive samples predicted correctly (i.e. true positives), TN is the number of negative samples predicted correctly (i.e. true negatives), FP is the number of negative samples predicted as positive (i.e. false positives) and FN is the positive samples predicted as negative (i.e. false negatives). Accuracy is the classification accuracy of the classifier model for both positive and negative data classes. Matthews correlation coefficient (MCC) (Matthews, 1975 ) is a weighted measure, has increasingly been used for measuring the predictive capability of classifiers, which reflects both the sensitivity and specificity of the prediction algorithm.
Results and discussions
Choose the best windows length
The process of addition of the N-linked saccharides is catalyzed by an oligosaccharyltransferase. The surrounding residues of glycosylation sites have a deep effect on this catalyzed process. By using different window sizes, different residues around the glycosylation sites were extracted to construct models. In order to get better results, the different window sizes should be optimized. In this study, the window sliding sizes from 4 to 15 were tested. The results obtained by different window sizes were listed in Fig. 2 . As we established 37 models to construct the final decision model, the training results by 37 independent models were showed by a Box and whisker plot.
For each window size, we obtained 37 results, and the box plot showed the distribution of all of the results. As could be seen from Fig. 2 , the results obtained by windows sliding size 10 were the best. Therefore, in this study we chose the windows sliding size as 10.
Choose the best hydrophobic scales
In an aqueous environment, hydrophobic molecules, including the hydrophobic AA side chains, are forced together to minimize the disruptive effect on the hydrogen-bonded water molecules networks. Thus, distribution of hydrophobic AA side chains has a significant impact on the protein structure. In this work, the hydrophobicity scales were used to map the protein AA sequences into protein hydrophobicity sequences for identification of glycosylation sites in GPCR family. Quantitative estimates of the hydrophobicity can be derived from their relative concentrations in organic vs. water bulk phase of a binary solution. Different experimental conditions, solvents and computational schemes have led to different sets of hydrophobicity scales. Three sets of AA hydrophobicity scales which have been commonly used in previous studies: Kyte and Doolittle hydrophobicity scales (KDH) (Kyte and Doolittle, 1982) , Mandell hydrophobicity scales (MH) (T.P. Hopp, 1981) and Fauchereand hydrophobicity scales (FH) (J.L. Fauchereand, 1983) were investigated in this study. The performances based on the three hydrophobicity scales and other six physicochemical properties were listed in Table I . As could be seen from Table I , the prediction results obtained by three hydrophobic scales were satisfactory. As the Acc, Sp, Se and MCC obtained by KDH hydrophobic scale were 94.4, 98.9, 89.7% and 0.895, respectively, which were higher than the other scales. Therefore, the KDH scale was used in this study.
Since hydrophobicity of protein sequence is the most important factor that affects the stability of protein (Chou, 1999) thus, distribution of hydrophobic AA side chains has a significant impact on the GPCRs' structure. Therefore, in this study, we worked with it as input parameters. Our results strongly suggested that hydrophobic was the crucial source of information for successful predictions of glycosylation sites in human GPCRs.
Receiver operating characteristic curves
Recognition of the glycosylation sites in GPCRs was determined by the combination of all models, thus related sensitivity, specificity and accuracy values could be obtained. Using these values of sensitivity and specificity, the receiver operating characteristic (ROC) curves plot of sensitivity vs. 1-specificity can be constructed (Fawcett, 2006) . The ROC curves for 37 training models were plotted in Fig. 3 .
The area under the ROC curve, which is denoted AUC, is often used as an additional performance index. A model with no predictive ability would yield the diagonal line. The closer AUC is to 1, the greater is the predictive ability of the model. As could be seen from Fig. 3 , the AUC values for all of the models were close to 1, ranged from 0.979 to 0.996. These indicated that each model we developed had a good performance. We thought each independent model as an 'expert'; by combining the opinions of all of the 'experts' a better result could be obtained. Ahn et al. have showed that the prediction accuracy of the ensemble voting method converges fast to 1 when the given prediction accuracy of each individual classifier is close to 1 (Ahn et al., 2007) . Furthermore, the low variances of all ROC curves could be observed from Fig. 3 . This indicated the stability of each 'expert' independent model. Therefore, by a combination of these 'expert' models for glycosylation prediction, our method was highly effective and reliable.
Amino acid composition analysis
Analysis of the composition around the glycosylated sites could help us in understanding the nature of modification. We presented the frequency graphics of N-linked glycosylated and non-glycosylated sites in Fig. 4 . Weblogo, a widely used tool for graphical representation of amino acid or nucleotide sequence alignment (Crooks et al., 2004) , was used to create the graphical sequence logo for the relative frequency of corresponding amino acids at each position around the glycosylation sites and non-glycosylation sites. We all know that the N-linked glycosylation occurs only on the amide group of asparagine (N), presented in the three amino acid motifs NXS/T, where X is any amino acid except proline (P), and the third position should be serine (S) or threonine (T). This conservative motif is caused by conformational limitations (Yan and Fig. 3 . ROC curves of all of the independent models.
Using ensemble SVM to identify human GPCRs N-linked glycosylation sites Lennarz, 2005) . The conserved motif could be clearly observed from Fig. 4 , when compared with the nonglycosylated sequences. In non-glycosylated sequences, the position 12th had a higher frequency of residue proline (P), and had lower frequencies of residues S and T in position 13. Furthermore, for the non-glycosylated sequences, there was a higher frequency of leucine (L) residues in each position. The residue leucine (L) has a high value of hydrophobic 3.8. For the glycosylated sequence, a tendency for the low hydrophobic residues or even polar residues, such as serine (S), threonine (T) and alanine (A), have higher frequencies surrounding the glycosylated sites could be observed. Hence, these significant differences of amino acid residues distributions would be beneficial for identification of N-linked glycosylation sites. In order to further verify these, the variable importance for each position was listed in Fig. 5 . The variables importance was tested by gradually deleting one variable at a time and estimated the classification error increasing for each model was estimated and then averaged over all of the models. The larger the increase was, the more important the variable was. As could be seen from Fig. 5 , two variables had larger values than other feature variables. The first one is the mean value of the sequences hydrophobicity; and the14th feature variable is the 13th position in the protein sequence. Furthermore, we also calculated the amino acid composition for position 13 in the positive dataset. The frequencies for all of the amino acid residues were listed in Table II . From Table II , we can see that the frequencies for residues S and T are 63%, which is much larger than the other residues in position 13, but not an absolute requirement of residue S and T.
These results were consistent with the previous sequence analysis in Fig. 5 . The 13th residues between glycosylated and non-glycosylated sequences were obviously different. These analyses demonstrated that the current method was reliable and explicable. It is worth noting that the description in this study is based on the special structure of GPCRs, i.e. the highly conserved seven transmembrane helix conformations, and these regions are highly hydrophobic. Therefore, using the amino acid hydrophobic to describe the protein sequence feature could effectively uncover the characteristics of human GPCRs, and discover the difference between glycosylation sites and non-glycosylation sites.
Evaluate the current method
In order to further evaluate the prediction performance of the current method, the independent test has been implemented. As for the independent test, the positive samples, i.e. the glycosylation sites were 253. Hence, we randomly chose 253 samples from the negative dataset to form a balanced independent dataset. The accuracy, sensitivity, specificity, MCC and AUC were 86.3, 89.7, 82.9%, 0.727 and 0.931, respectively. The results obtained by independent test showed that the current method was satisfactory. Some issues were found to be existing on directly comparing the proposed method with other methods. First, a common benchmark should be set up for comparing with other classifiers. This is practically hard to achieve for this investigation since versions of modeling tools and sequence descriptions are not available. Moreover, the feature descriptions for different proteins are diverse. It is also worth noting that the description in this study is based on the special structure of GPCRs, i.e. the highly conserved seven transmembrane helix conformations, and these regions are highly hydrophobic. Therefore, using the amino acid hydrophobic to describe the protein sequence feature could effectively uncover Fig. 4 . The frequency graphics of glycosylated sites and non-glycosylated sites drawn by WebLogo. Obvious differences can be observed between the glycosylated and non-glycosylated sites in position 13. the characteristics of human GPCRs, and discover the difference between glycosylation sites and non-glycosylation sites in GPCRs. However, this description is not suitable for other proteins. In such a condition, comparing with other methods with different descriptors cannot show the advantages of the current method. These will lead to a biased comparison. Therefore, we just listed the results compared with other methods in the Supplementary Table S1 .
The main problem we faced in the case of glycosylation site identification is the insufficient number of experimentally verified instances in Swiss-prot. This is due to the heterogeneity of glycosylation, which interferes with protein crystallization. This problem is much serious for the GPCRs. Until very recently, all of the protein crystallization techniques used an aqueous solvent for crystallization. Membrane proteins would easily denature in this environment. Therefore, developing ensemble computational methods to identify the glycosylation sites from the protein amino acid sequence is of high importance. The ensemble method can efficiently cope with the unbalanced data and improve prediction ability. Based on the presented analysis and prediction results, we could define that the proposed method can accurately identify glycosylation sites in human GPCRs.
Web server for glycosylation site prediction
An effective prediction server: GPCRs-PreGly is available at http://sysbio.yznu.cn/Research/GpcrglyForcast.aspx, and it is hosted on the Asp.Net 4.0 web server by using Windows 2003 server environment. Most of the web pages were written with HTML and JavaScript. The backend programs were written by C#.NET 4.0. In the web server, models based on ensemble with the optimal ratio and SVM parameters were used to predict sites in the submitted sequences. Users can submit their uncharacteristic sequences and select the specific residues whose sites are to be predicted. The system will return the prediction results, including glycosylated sites and class labels.
Conclusions
A satisfactory result has been arrived at by using the proposed method. In any case, the aim of this article is not only to predict the glycosylation sites in sequences, but also to find some factors that really affect the sites' location in human GPCRs. The presented method might be used as an alternative to recognize the sites in protein. In the future, our tool will be used for predicting other types of amino acids PTM processes, cell signaling networks within proteomes and will aid in identification of drug targets for treatment of human diseases. Also, some drawbacks of the current method were raised because the current method just predicted the glycosylation sites in GPCRs protein. The application domain of this method is relatively small. Meanwhile, some conserved motifs in GPCRs protein have significant effect on the performances.
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