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1. Introduction
In recent years, a lot of attention has been paid to preserver problems, that is, characterizations of
maps on operator algebras or operator spaces that preserve a certain property or a certain invariant
(refer to [12]). As is well-known, completely positive linearmaps and completely bounded linearmaps
play important roles in operator algebra and operator space theory [9]. As the notion of completely
rank-nonincreasing linear maps was introduced by Hadwin and Larson (see [11]), people started to
concern complete preserver problems:
Let A and B be operator spaces containing the identity and Φ : A → B be a (general) map.
What are the geometric or algebraic properties (or, invariants of Jordan homomorphisms) such
that Φ has a Jordan ring homomorphism extension from the algebra generated by A into the
algebra generated by B if Φ preserves this property (or invariant) completely?
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Define, for each n ∈ N, a map Φn : A⊗ Mn(C) −→ B ⊗ Mn(C) by
Φn((aij)n×n) = (Φ(aij))n×n.
Let (P) denote a certain property or a certain invariant, then Φ is called n-(P) preserving if Φn is (P)
preserving;Φ is called completely (P) preserving ifΦ is n-(P) preserving for every positive integer n.
Some work has been done in this direction. In [10,13], complete rank-nonincreasing linear maps
were characterized. Cui and Hou introduced and gave characterizations of completely trace-rank pre-
serving linear maps on subspaces of finite von Neumann algebras in [7]. They considered completely
invertibility preserving linear maps in [4]. Subsequently, completely idempotents preserving general
maps and completely square-zero operators preserving general maps were discussed and character-
ized in [17]. In [16], the authors simply discussed completely zero divisors preserving maps. Recently,
in [18], general surjective maps between standard operator algebras that completely preserve invert-
ibility or spectrum are characterized. Let X and Y be two complex Banach spaces, and B(X, Y) (B(X)
if X = Y) be the Banach space of all bounded linear operators from X into Y . Recall that a standard
operator algebra is a subalgebra of B(X) which is a closed (in operator norm topology) and contains
the identity I and the ideal of all finite rank operators. Since invertibility, spectrum and spectral func-
tions are basic and important properties of operator algebras and are concernedwith the famous open
problem—Kaplansky’ problem [20], people domuch researchwork about relevant preserver problems
(see [1–5,8,21,22]). It is shown that the invertibility and spectrumare invariants of complete preserver
problems for surjective maps between standard operator algebras in [18]. However the approach in
[18] does not work for other spectral functions such as point spectrum. In this paper, we show that the
several spectral functions are also the invariants of complete preserver problems for surjective maps
between standard operator algebras.
Theoperator spacesweconsidered in this paper are standardoperator algebras, andwecharacterize
surjectivemaps that completely preserve any one of 13 usual spectral functions (listed below) between
standard operator algebras. It turns out that they are in fact isomorphisms (Theorem 1). To do this,
we reduce the question to characterizing maps that preserve the union of {0} and spectral function of
operator products, thus a generalization of a result due to [19] and a generalization of a result due to
[15] (Theorem3, Corollary 7) are applied. Note that, no any additivity and continuity assumptionswere
assumed for the maps, but our results reveal that the maps are continuous and linear or conjugate
linear. Note that, for finite dimensional case, all spectral functions coincide to the spectrum. So we
only need consider the problem for infinite dimensional case.
We recall some notations. Let X be a Banach space. For an operator T ∈ B(X), denote by T ′ ∈ B(X′)
the dual of T , where X′ is the dual space of X . As usual, kerT and ranT stand for the kernel of T and the
range of T . For every non-zero x ∈ X and f ∈ X′, the symbol x ⊗ f stands for the rank one bounded
linear operator on X defined by (x ⊗ f )y = 〈y, f 〉x for any y ∈ X . Denote by tr(T) the trace of T if T is
a finite rank operator. If R is a complex Banach algebra and A ∈ R, we will denote by σR(A), σRl (A),
σRr (A), ∂σ
R(A), ησR(A), σRp (A), σ
R
c (A), σ
R
ap(A) and σ
R
s (A), the spectrum, the left spectrum, the right
spectrum, the boundary of the spectrum, the full spectrum, the point spectrum, the compression
spectrum, the approximate point spectrum and the surjectivity spectrum of A relative to the algebra
R, respectively (for details, Refs. [6,14]). The 13 usual spectral functions contain σRl (A) ∩ σRr (A),
σRp (A) ∩ σRc (A), σRp (A) ∪ σRc (A) and σRap(A) ∩ σRs (A) besides the above nine spectral functions. Note
that, whenR is a standard operator algebra on a complex Banach space and A has finite rank, all of the
above spectral functions of A are coincide with the spectrum of A.
2. Main results and proofs
Let us state the main theorem of this paper.
Theorem 1. Let X, Y be infinite dimensional Banach spaces over the complex fieldC andA, B be standard
operator algebras on X and Y, respectively. Assume thatΦ : A → B is a surjective map. Let R(·) denote
any one of 13 spectral functions: σR(·), σRl (·), σRr (·), σRl (·) ∩ σRr (·), ∂σR(·), ησR(·), σRp (·), σRc (·),
2758 L. Huang, J. Hou / Linear Algebra and its Applications 435 (2011) 2756–2765
σRap(·),σRs (·),σRap(·)∩σRs (·),σRp (·)∩σRc (·) andσRp (·)∪σRc (·), whereR = A⊗Mn(C) orB⊗Mn(C),
for any n ∈ N. Then the following statements are equivalent:
(1) Φ is completely (·) preserving.
(2) Φ is 2-(·) preserving.
(3) There exists an invertible operator T ∈ B(X, Y) such that
Φ(A) = TAT−1 for all A ∈ A.
(4) Φ can uniquely extend to an isomorphism between B(X) and B(Y).
The following is a key lemma to prove the main theorem, which is an extension of Lemma 2.6 of
[18].
Lemma 2. LetM =
⎛
⎝ A B
C D
⎞
⎠ ∈ A⊗M2(C). If A is invertible in A, then
(1) M is invertible in A⊗M2(C) if and only if D − CA−1B is invertible in A.
(2) M is left invertible in A⊗M2(C) if and only if D − CA−1B is left invertible in A.
(3) M is right invertible in A⊗M2(C) if and only if D − CA−1B is right invertible in A.
(4) M is a left zero divisor in A⊗M2(C) if and only if D − CA−1B is a left zero divisor in A.
(5) M is a right zero divisor in A⊗M2(C) if and only if D − CA−1B is a right zero divisor in A.
(6) M is a left topological divisor of zero in A ⊗M2(C) if and only if D − CA−1B is a left topological
divisor of zero in A.
(7) M is a right topological divisor of zero inA⊗M2(C) if and only if D− CA−1B is a right topological
divisor of zero in A.
Proof. Since
⎛
⎝ I 0
−CA−1 I
⎞
⎠
⎛
⎝ A B
C D
⎞
⎠
⎛
⎝ I −A−1B
0 I
⎞
⎠ =
⎛
⎝ A 0
0 D − CA−1B
⎞
⎠ . (2.1)
If A is invertible in A, the conclusion (1) is obvious.
Wewill only check the conclusion (2), (4) and (6) here, the conclusion (3), (5) and (7) can be checked
similarly. In the following, we always suppose that A is invertible in A.
Assume thatM is left invertible in A⊗M2(C), then by Eq. (2.1) we have that
⎛
⎝ A B
C D
⎞
⎠ is left invertible in A⊗M2(C) ⇔
⎛
⎝ A 0
0 D − CA−1B
⎞
⎠ is left invertible in A⊗M2(C)
⇔ D − CA−1B is left invertible in A.
To prove (4), assume firstly thatM is a left zero divisor inA⊗M2(C), that is, there exists a nonzero⎛
⎝ S1 S2
S3 S4
⎞
⎠ ∈ A⊗M2(C) such that
⎛
⎝ A B
C D
⎞
⎠
⎛
⎝ S1 S2
S3 S4
⎞
⎠ = 0. Then we have that
AS1 + BS3 = 0, (2.2)
AS2 + BS4 = 0, (2.3)
CS1 + DS3 = 0, (2.4)
CS2 + DS4 = 0. (2.5)
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Multiplying Eq. (2.2) by CA−1 from the left side, we have CS1 + CA−1BS3 = 0. Combining this with Eq.
(2.4), we see that (D − CA−1B)S3 = 0. Similarly, we have (D − CA−1B)S4 = 0. If S3 = S4 = 0, by Eqs.
(2.2), (2.3) and the invertibility of A, we get S1 = S2 = S3 = S4 = 0, a contradiction. Thus, S3 = 0 or
S4 = 0, which implies that D − CA−1B is a left zero divisor in A. Conversely, assume that D − CA−1B
is a left zero divisor in A; then there exists a nonzero T ∈ A such that (D − CA−1B)T = 0. It follows
that
⎛
⎝ A B
C D
⎞
⎠
⎛
⎝−A−1BT 0
T 0
⎞
⎠ = 0, which implies that M is a left zero divisor in A ⊗M2(C). Hence
(4) is true.
To prove the conclusion (6), assume firstly thatM is a left topological divisor of zero inA⊗M2(C).
Then there exists a sequence {S(n)}∞n=1 ⊂ A ⊗M2(C) with ‖S(n)‖ = 1 such that when n → ∞,
MS(n) → 0. Write S(n) =
⎛
⎝ S
(n)
1 S
(n)
2
S
(n)
3 S
(n)
4
⎞
⎠. It follows that, when n → ∞,
AS
(n)
1 + BS(n)3 → 0, (2.6)
AS
(n)
2 + BS(n)4 → 0, (2.7)
CS
(n)
1 + DS(n)3 → 0, (2.8)
CS
(n)
2 + DS(n)4 → 0. (2.9)
Multiplying Eq. (2.6) by CA−1 from the left side, we get CS(n)1 + CA−1BS(n)3 → 0. Then combining with
Eq. (2.8), we see that
(D − CA−1B)S(n)3 → 0 (n → ∞).
Similarly, one has
(D − CA−1B)S(n)4 → 0 (n → ∞).
If both S
(n)
3 → 0 and S(n)4 → 0, then by Eqs. (2.6) and (2.7) we get that both S(n)1 → 0 and S(n)2 → 0.
However, this would imply that S(n) → 0, a contradiction. So either there exists a subsequence {S(nk)3 }
or a subsequence {S(nk)4 }, say {S(nk)3 }, so that ‖S(nk)3 ‖  d for some d > 0 and all nk . This entails that
D − CA−1B is a left topological divisor of zero in A.
Conversely, assume that D − CA−1B is a left topological divisor of zero in A. Then there exists a
sequence {T(n)}∞n=1 ⊂ A satisfying ‖T(n)‖ = 1 such that when n → ∞, (D − CA−1B)T(n) → 0.
It is clear that the norm of
⎛
⎝−A−1BT(n) 0
T(n) 0
⎞
⎠ is not less than 1 and
⎛
⎝ A B
C D
⎞
⎠
⎛
⎝−A−1BT(n) 0
T(n) 0
⎞
⎠ → 0
(n → ∞). HenceM is a left topological divisor of zero in A⊗M2(C). 
To prove Theorem 1, we also need some results on characterizing the maps preserving the spectra
of operator products (Theorem 3 and Corollary 7), which generalize a result in [19] as well as a result
in [15].
Let X be a (complex Hausdorff) locally convex (topological linear) space with the dual space X′. The
σ(X, X′) topology is the weakest (Hausdorff) locally convex topology on X such that all f in X′ defines
a continuous linear functional x → f (x) on X . Similarly, we can define the σ(X′, X) topology on X′.
Denote by L(X) the algebra of all continuous linear operators on X , and by F(X) its subalgebra of all
continuous finite rank operators
∑n
i=1 xi ⊗ fi on X . Here xi belongs to X and fi belongs to X′ for each
i = 1, 2, . . . , n. The operator x ⊗ f on X is defined by sending y to f (y)x.
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Recall that a standard operator algebra A on a locally convex space X is a subalgebra of L(X)
containing the algebra F(X) of all continuous finite rank operators on X . We do not assume A con-
tains the identity operator IX , or A is closed in any topology, however. The following result is a gen-
eralization of a main result [19, Theorem 2.5] by replacing σ(Φ(B)rΦ(A)Φ(B)s) = σ(BrABs) by
σ(Φ(B)rΦ(A)Φ(B)s) ∪ {0} = σ(BrABs).
Theorem 3. LetA, B be standard operator algebras on complex locally convex spaces X, Y with dimension
at least 2, respectively. Let (r, s) be a pair of non-negative integers such that r + s ≥ 1 and Φ : A → B
be a map with the range containing all continuous operators of rank one and rank two. Suppose that
σ(Φ(B)rΦ(A)Φ(B)s) ∪ {0} = σ(BrABs) (2.10)
whenever at least one of A, B inA is of rank zero or one. Then there is a scalar λwith λr+s+1 = 1 and one
of the following cases holds:
(1) there is a σ(X, X′) − σ(Y, Y ′) bi-continuous invertible linear operator T : X → Y, such that
Φ(A) = λTAT−1, ∀A ∈ A;
(2) there is a σ(X′, X) − σ(Y, Y ′) bi-continuous invertible linear operator S : X′ → Y, such that
Φ(A) = λSA′S−1, ∀A ∈ A.
Here A′ : X′ → X′ is the dual map of A : X → X.
Next we list several lemmas in [19] which are useful to prove the above theorem.
Lemma 4. Let X be a locally convex space, and let A ∈ L(X). Then A = 0 if and only if f (Ax) = 0 for
every rank one idempotent x ⊗ f on X.
Lemma 5. Let X be a locally convex space. Let (r, s) be a pair of non-negative integers such that r+ s ≥ 1.
For any A, C in L(X), we have
A = C if and only if tr(BrABs) = tr(BrCBs)
for every rank one idempotent operator B on X.
Lemma 6. Let X be a locally convex space. Let (r, s) be a pair of non-negative integers such that r+ s ≥ 1.
Then a nonzero A in L(X) has rank one if and only if σ(BrABs) has at most 2 elements including 0 for all B
in L(X) with rank 2.
Proof of Theorem 3. By checking carefully the proof of [19, Theorem 2.5], one sees that it suffices to
prove the following claim, and the residual part of the proof is similar to that in [19].
Claim. Φ is injective, sends 0 to 0 and sends rank one operators to rank one operators.
If A, C ∈ A are such that Φ(A) = Φ(C), it follows from the condition Eq. (2.10) that σ(BrABs) =
σ(BrCBs) whenever B in A is of rank one. Let B be a rank one idempotent in the above equation, then
it follows from Lemma 5 that A = C. Thus Φ is injective.
The condition Eq. (2.10) implies that, for any rank one operator x ⊗ f
σ(Φ(B)rΦ(x ⊗ f )Φ(B)s) ∪ {0} = σ(Br · x ⊗ f · Bs) = {0, f (Br+sx)}
for all B inA. SinceΦ(A) contains all continuous operators of rank two, and 0 belongs to the spectrum
of operators of rank two, then Lemma6 implies thatΦ sends each rankoneoperator x⊗f to anoperator
of rank at most one; the image has exactly rank one, by considering a B in Awith f (Br+sx) = 1 in the
spectrum equality above.
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The condition Eq. (2.10) also implies that
σ(Φ(B)rΦ(0)Φ(B)s) ∪ {0} = σ(Br · 0 · Bs) = {0}
for all B in A. Assume that Φ(B) is rank one idempotent in the above equation, then from Lemma 4
one have Φ(0) = 0.
By the injectivity of Φ , it sends rank one operators to rank one operators. 
For Banach space case, we have
Corollary 7. LetA, B be standard operator algebras on infinite dimensional complex Banach spaces X, Y,
respectively. Let (r, s) be a pair of non-negative integers such that r + s ≥ 1. Suppose Φ : A → B is a
surjective map. Let R(·) denote any one of 13 spectral functions: σR(·), σRl (·), σRr (·), σRl (·) ∩ σRr (·),
∂σR(·), ησR(·), σRp (·), σRc (·), σRap(·), σRs (·), σRap(·)∩ σRs (·), σRp (·)∩ σRc (·) and σRp (·)∪ σRc (·), where
R = A or B. If
B(Φ(B)rΦ(A)Φ(B)s) ∪ {0} = A(BrABs) ∪ {0}. (3.1)
Then there is a scalar λ with λr+s+1 = 1 and one of the following cases holds:
(1) there is an invertible bounded linear operator T : X → Y, such that
Φ(A) = λTAT−1, ∀A ∈ A;
(2) there is an invertible bounded linear operator S : X′ → Y, such that
Φ(A) = λSA′S−1, ∀A ∈ A.
Here A′ : X′ → X′ is the dual map of A : X → X.
If X or Y is not reflexive, or if R(·) takes one of σRl (·), σRr (·), σRp (·), σRc (·), σRap(·) and σRs (·), then the
case (2) cannot occur.
Proof. Note that, if A ∈ R is a finite rank operator, then R(A) = σR(A). Now, the corollary is an
immediate consequence of Theorem 3. 
Now we will prove the main theorem of this paper.
Proof of Theorem 1. The implications (4) ⇔ (3) ⇒ (1) ⇒ (2) are clear. We only need check
(2) ⇒ (3).
Assume that Φ is 2-(·) preserving.
Claim 1. Φ(0) = 0 and Φ(I) = I.
Note that, no matter which one of 13 spectral functions  takes, we have
{1} = A⊗M2(C)
⎛
⎝
⎛
⎝ I A
0 I
⎞
⎠
⎞
⎠ = B⊗M2(C)
⎛
⎝
⎛
⎝ Φ(I) Φ(A)
Φ(0) Φ(I)
⎞
⎠
⎞
⎠
for all A ∈ A. Notice that ∂σR(·) ⊆ σRap(·) ∩ σRs (·). Thus σ B⊗M2(C)
⎛
⎝
⎛
⎝ Φ(I) Φ(A)
Φ(0) Φ(I)
⎞
⎠
⎞
⎠ =
B⊗M2(C)
⎛
⎝
⎛
⎝ Φ(I) Φ(A)
Φ(0) Φ(I)
⎞
⎠
⎞
⎠ = {1}wheneverR(·) takes any one of σR(·), σRl (·), σRr (·), σRl (·) ∩
σRr (·), ∂σR(·), ησR(·), σRap(·), σRs (·) and σRap(·) ∩ σRs (·). Assume, on the contrary, that Φ(0) = 0,
2762 L. Huang, J. Hou / Linear Algebra and its Applications 435 (2011) 2756–2765
then there exists some y0 ∈ Y such thatΦ(0)y0 = 0. If there is some y ∈ Y so thatΦ(I)y = −Φ(0)y0,
then, picking up an A ∈ A so thatΦ(A)y = −Φ(I)y0, then
⎛
⎝ Φ(I) Φ(A)
Φ(0) Φ(I)
⎞
⎠
⎛
⎝ y0
y
⎞
⎠ = 0, contradicting
to the fact that
⎛
⎝ Φ(I) Φ(A)
Φ(0) Φ(I)
⎞
⎠ has spectrum {1}. Thus the intersection of range of Φ(0) and range
of Φ(I) is {0}, which implies that both ranΦ(0) and ranΦ(I) are closed with Y = ranΦ(0)+˙ranΦ(I).
Particularly, Φ(I) is not surjective. Take A ∈ A such that Φ(A) = 0, we get a contradiction that⎛
⎝ Φ(I) 0
Φ(0) Φ(I)
⎞
⎠ is not invertible while it has spectrum {1}. Hence we must have Φ(0) = 0. Conse-
quently, B(Φ(A)) = A(A) holds for all A ∈ A. It follows that σ B(Φ(I)) = σA(I) = {1} and
Φ(I) = I + Q for some quasinilpotent operator Q ∈ B.
Let (P) denote anyoneof theproperties for operatorA to be invertible, left invertible, right invertible,
a left topological divisor of zero, a right topological divisor of zero. If R(·) takes any one of σR(·),
σRl (·),σRr (·),σRl (·)∩σRr (·),σRap(·),σRs (·) andσRap(·)∩σRs (·), then, for anyA ∈ A andany scalarλ = 1,⎛
⎝ (1 − λ)I I
A (1 − λ)I
⎞
⎠ has corresponding property (P) if and only if
⎛
⎝ (1 − λ)I + Q I + Q
Φ(A) (1 − λ)I + Q
⎞
⎠
has the property (P). By Lemma 2, and notice that (1 − λ)2I − A has property (P) if and only if
(1 − λ)2I − Φ(A) has property (P), we see that (1 − λ)2I − Φ(A) has property (P) if and only if
(1− λ)2I −Φ(A)+ 2(1− λ)Q +Q2 −Φ(A)Q has property (P). Let T = (1− λ)2I −Φ(A). It follows
that T ∈ B has property (P) if and only if T + Q((1 − λ2)I + Q)(1 + Q)−1 has property (P). As Φ is
surjective, T can run over all elements in B. If Q((1− λ2)I + Q)(1+ Q)−1 = 0, there is some y0 ∈ Y
such that Q((1 − λ2)I + Q)(1 + Q)−1y0 = 0. There exists an invertible operator T ∈ B such that
Ty0 = −Q((1 − λ2)I + Q)(1 + Q)−1y0. Thus T and T + Q((1 − λ2)I + Q)(1 + Q)−1 cannot have
property (P) simultaneously, a contradiction. So we must have Q((1− λ2)I + Q)(1+ Q)−1 = 0, and
this implies that Q = 0 and hence Φ(I) = I.
If R = ∂σR or ησR, we consider A ∈ A so that A has countable spectrum. Thus A(A) =
σA(A) = σ B(Φ(A)) = B(Φ(A)). It follows from a similar argument as above that, if T ∈ B has
countable spectrum, then T is invertible if and only if T + Q((1 − λ2)I + Q)(1 + Q)−1 is invertible.
This entails that Q = 0 and again we have Φ(I) = I.
Now consider the case that R = σRp . Then
σAp (D) = σA⊗M2(C)p
⎛
⎝
⎛
⎝ D A
0 D
⎞
⎠
⎞
⎠ = σ B⊗M2(C)p
⎛
⎝
⎛
⎝Φ(D) Φ(A)
Φ(0) Φ(D)
⎞
⎠
⎞
⎠
for all A ∈ A. Assume that Φ(0) = 0. Similar to the argument as above for other cases, one gets
that ranΦ(D) ∩ ranΦ(0) = {0} whenever D is injective. Thus Φ(D) is not surjective if D is injective.
Pick A,D ∈ A so that Φ(A) = 0 and Φ(D) is invertible. Then 0 ∈ σ B⊗M2(C)p
⎛
⎝
⎛
⎝Φ(D) 0
Φ(0) Φ(D)
⎞
⎠
⎞
⎠ =
σ
A⊗M2(C)
p
⎛
⎝
⎛
⎝ D A
0 D
⎞
⎠
⎞
⎠, which implies that D is injective and hence Φ(D) is not surjective, a contra-
diction. So, we must have Φ(0) = 0.
Use the relation that σc(T) = σp(T ′) and σp(T) = σc(T ′) and a similar argument as above, one can
check that, for cases that R = σRc or σRp ∩ σRc or σRp ∪ σRc , we still have Φ(0) = 0.
To show that Φ(I) = I when R = σRp , pick up a scalar λ such that |λ| > max{‖Φ(I)‖, 1}. Then
both (1 − λ)I and Φ(I) − λI are invertible. For any A ∈ A, by Φ(0) = 0 and Lemma 2, we have
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(1− λ)2 ∈ σp(Φ(A)) if and only if (1− λ)2 ∈ σp(A), if and only if 0 ∈ σp
⎛
⎝
⎛
⎝ (1 − λ)I I
A (1 − λ)I
⎞
⎠
⎞
⎠,
if and only if 0 ∈ σp
⎛
⎝
⎛
⎝Φ(I) − λI Φ(I)
Φ(A) Φ(I) − λI
⎞
⎠
⎞
⎠, if and only if (Φ(I) − λI)2 − Φ(A)Φ(I) is a left
zero divisor. Let T = (1 − λ)2I − Φ(A), we see that T is not a left zero divisor if and only if TΦ(I) +
Φ(I)2− (1+λ2)Φ(I)+λ2I is not a left zero divisor. This entails thatΦ(I)2− (1+λ2)Φ(I)+λ2I = 0,
which, together with the fact σp(Φ(I)) = {1}, implies that Φ(I) = I.
Similarly, we have Φ(I) = I if R takes any one of σRc , σRp ∩ σRc and σRp ∪ σRc .
Claim 2. There is an invertible bounded linear operator T : X → Y and a scalar c ∈ {−1, 1} such that
Φ(A) = cTAT−1, ∀A ∈ A;
or there is an invertible bounded linear operator T : X′ → Y, such that
Φ(A) = cTA′T−1, ∀A ∈ A.
Since Φ(I) = I, for any A, B ∈ A, we have
A⊗M2(C)
⎛
⎝
⎛
⎝ I B
A I
⎞
⎠
⎞
⎠ = B⊗M2(C)
⎛
⎝
⎛
⎝ I Φ(B)
Φ(A) I
⎞
⎠
⎞
⎠ .
Taking any λ ∈ Cwith λ = 1, let
U =
⎛
⎝ (1 − λ)I B
A (1 − λ)I
⎞
⎠ , V =
⎛
⎝ (1 − λ)I Φ(B)
Φ(A) (1 − λ)I
⎞
⎠ ,
then it follows that
U is not invertible in A⊗M2(C) ⇔ V is not invertible in B ⊗M2(C).
U is not left (right) invertible in A⊗M2(C) ⇔ V is not left (right) invertible in B ⊗M2(C).
U is a left (right) zero divisor in A⊗M2(C) ⇔ V is a left (right) zero divisor in B ⊗M2(C).
U is a left (right) topological divisor of zero in A⊗M2(C)
⇔ V is a left (right) topological divisor of zero in B ⊗M2(C).
By Lemma 2, we have
(1 − λ)2 ∈ A(AB) ⇔ (1 − λ)2 ∈ B(Φ(A)Φ(B)).
If λ = 1, (1 − λ)2 = 0. Therefore, we see that
B(Φ(A)Φ(B)) ∪ {0} = A(AB) ∪ {0}
holds for any A, B in A, where  is any one of the 11 spectral functions σR(·), σRl (·), σRr (·), σRl (·) ∩
σRr (·),σRp (·),σRc (·),σRap(·),σRs (·),σRap(·)∩σRs (·),σRp (·)∩σRc (·) andσRp (·)∪σRc (·). ApplyingCorollary
7, it is obvious that Claim 2 is true.
Next let us consider the case that R(·) takes ∂σR(·) or ησR(·). Note that, ∂σR(A) = ησR(A) =
σR(A) if σR(A) has at most countable many points. Also, note that, for λ = 1, λ ∈ σ
⎛
⎝
⎛
⎝ I B
A I
⎞
⎠
⎞
⎠ if
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and only if (1 − λ)2 ∈ σ(AB). Therefore, σ
⎛
⎝
⎛
⎝ I B
A I
⎞
⎠
⎞
⎠ is countable if and only if σ(AB) is countable.
It follows from Φ(I) = I and
A⊗M2(C)
⎛
⎝
⎛
⎝ I B
A I
⎞
⎠
⎞
⎠ = B⊗M2(C)
⎛
⎝
⎛
⎝ I Φ(B)
Φ(A) I
⎞
⎠
⎞
⎠
that
σ(AB) ∪ {0} = σ(Φ(A)Φ(B)) ∪ {0}
holds for all A, B ∈ A such that σ(AB) is countable. Particularly,
σ(AB) = σ(Φ(A)Φ(B)) ∪ {0}
whenever A or B has rank not greater than 1. Nowwe can apply Theorem 3 to ensure that Claim 2 holds
true.
Claim 3. Φ can only take the form Φ(A) = TAT−1 for all A in A, where T is a bounded invertible linear
operator.
SinceB(Φ(A)) = A(A) holds for all A ∈ A, by Claim 2,we see that c = 1, that is,Φ(A) = TAT−1
for all A or Φ(A) = TA′T−1 for all A.
Assume that Φ takes the form Φ(A) = TA′T−1(∀A ∈ A). Since Φ is 2-(·) preserving, we have
A⊗M2(C)
⎛
⎝
⎛
⎝ A B
C D
⎞
⎠
⎞
⎠ = B⊗M2(C)
⎛
⎝
⎛
⎝ Φ(A) Φ(B)
Φ(C) Φ(D)
⎞
⎠
⎞
⎠ = A′⊗M2(C)
⎛
⎝
⎛
⎝ A
′ B′
C′ D′
⎞
⎠
⎞
⎠
where A′ = {A′ : ∀A ∈ A}. Take any xi ∈ X, fi ∈ X′ (n = 1, 2) so that 〈xi, fj〉 = δij . Then
A⊗M2(C)
⎛
⎝
⎛
⎝ x1 ⊗ f1 x1 ⊗ f2
x2 ⊗ f1 x2 ⊗ f2
⎞
⎠
⎞
⎠ = σA⊗M2(C)
⎛
⎝
⎛
⎝ x1 ⊗ f1 x1 ⊗ f2
x2 ⊗ f1 x2 ⊗ f2
⎞
⎠
⎞
⎠ = {0, 1}
while
A
′⊗M2(C)
⎛
⎝
⎛
⎝ (x1 ⊗ f1)′ (x1 ⊗ f2)′
(x2 ⊗ f1)′ (x2 ⊗ f2)′
⎞
⎠
⎞
⎠ = σA⊗M2(C)
⎛
⎝
⎛
⎝ x1 ⊗ f1 x2 ⊗ f1
x1 ⊗ f2 x2 ⊗ f2
⎞
⎠
⎞
⎠ = {0, 1,−1},
a contradiction. This completes the proof of Theorem 1. 
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