Abstract: This paper proposes an design method of feedback type dynamic quantizers under communication rate constraints. It is well known that feedback type dynamic quantizers such as Delta/Sigma modulator are effective for encoding high resolution data into lower resolution data. The dynamic quantizers include a set of a filter and a static quantizer. When it is required to control under the communication rate constraint, the data size of signal should be minimized appropriately by quantization. In the field of control engineering, many dynamic quantizer design methods have been proposed in terms of the filter design. However, design of the static quantizer part has not been considered though it is also important to satisfy constraint of the data size. The quantization interval of the static quantizer part is strongly related to the data size. In this paper, an integrated design method of the filter and the quantization interval is proposed under the communication rate constraint. The proposed method is derived based on our previous work which design the interval to guarantee the communication rate constraint. By our proposed quantizer, the quantizer output satisfy the communication rate constraint and it gives good performance. The effectiveness of proposed quantizer is shown by numerical examples.
INTRODUCTION
There are many researches about analysis and synthesis of the networked control systems (NCS) in recent year [1, 2] . Because communication rate is limited in channels, overcoming to the performance degradation is one of the most important topic in NCS.
To use the communication channel, the control signals should be compressed by quantizers. Since plants are controlled by the compressed (quantized) signals, there exist performance degradations caused by the quantization. Therefore, it is required to consider "what kind of quantization is better for control?" in NCS.
It is well known that feedback type dynamic quantization is effective method to overcome the performance degradation [8, 19, 9, 10] . The feedback type dynamic quantizer consist of a filter part and a static quantization part, and the quantizer uses past quantization error information for making the quantizer output as is shown in Fig. 1 . Such quantization methods are widely used in the signal processing field such as AD/DA converters [8, 19] , data compression of music audio signals, switched-mode power supplies and so on. Furthermore, feedback type dynamic quantization methods have been handled in terms of the control engineering in recent years [9, 10, 11, 12, 13, 14, 16] .
The performance degradation becomes smaller if we use an appropriate dynamic quantizer. In [9] , an optimal dynamic quantizer in the meaning of l ∞ norm of quantization error is proposed for stable-minimum phase plants. This quantizer is derived analytically by a function of the plant parameters. Moreover, the case in feedback control [11] , the plants with dead-time [13] and the non-minimum phase plants [10, 16] have been presented. These researches achieve to minimize the performance degradation by quantization and these are very effective. However, ∞-level quantizer is assumed and the quantization interval is assumed to be given in [9, 10, 11, 12, 13, 16] .
In contrast, it is insufficient to design only the filter part to satisfy the communication rate constraint. If the channel data rate is determined as M [bit/sampling period], number of the quantizer output levels must be smaller than or equals to 2 M (Fig. 1 the communication rate constraint is satisfied or not by the previous researches.
We have proposed a design method of the minimum quantization interval for the dynamic quantizers which satisfy the communication rate constraint in [15] . Filter F (z) and the range of u are assumed to be given. This design method is based on invariant set analysis and the quantization interval design problem is reduced to an LMI optimization problem. The numerical examples of [15] implies that largeness of the optimal d depends heavily on the filter dynamics F (z). Therefore, to obtain appropriate dynamic quantizers under communication constraint, we should design the quantization interval part and the filter part at the same time.
In this paper, an integrated design method of the filter and the interval is formulated as an numerical problem based on [15, 16] . Then we propose a design algorithm of the dynamic quantizer under the communication rate constraint based on the numerical problem. The effectiveness is shown by numerical examples. This paper is organized as follow: The integrated design problem is formulated in section 3. In section 4, by combining the result of [16] and [15] appropriately, the integrated design problem is formulated as mathematical problem. The problem of section 4 is reduced to a recursive numerical algorithm in section 5. At the last, the effectiveness of the method are shown by numerical examples in section 6. Section 8 conclude this paper.
Notations are as follows: The set of n × m real matrices is denoted by R n×m . R + is the set of the positive real number. I denote the identity matrix. For a matrix M , M T and ρ(M ) denote its transpose and spectrum radius, respectively. For a vector X := {x 1 ,x 2 ···}, X is the ∞ norm. I.e., X := sup k x k holds.
PRELIMINALY
Consider the following linear time invariant discrete-time system
where x f ∈R n f ×1 and w ∈Rdenote state vector and disturbance input, respectively. Then an invariant set is defined as follow: Definition 1: Define the invariant set of the system (1) to be a set X f which satisfies
for any w ∈ [−1, 1] The analysis condition can be expressed in terms of matrix inequalities using the Sprocedure and the ellipsoid defined by a level set of quadratic Lyapunov function as summarized in the following proposition [17] .
Proposition 1: Consider the system (1). For a matrix 
All the ellipsoidal invariant sets are parameterized by Proposition 1. Also, the ellipsoidal invariant set allows us to approximate the reachable set from outside since the former covers the latter.
PROBLEM FORMULATION

Networked control systems
Consider an SISO discrete-time plant P is given by P :
where
and C p ∈R 1×np are constant matrices, and x(0) is initial state. Assume that P is stable. Fig. 2 is the structure of control system with communication channel. u is the outer signal and y is the output of the plant, respectively. u can be regarded as operating signals or commands such as doctor's operation in telesurgery. Q is a quantizer which rounds high resolution signal to lower resolution signal. (E) encodes signal. Then the encoded signal passes through the channel and (D) decodes the encoded signal. We assume there are no delay and no loss in precision.
N is determined based on the communication rate of the channel. When M [bit] data can be transmitted by the channel for a sampling period, the quantization level N should satisfy the following inequality.
N ≤ 2 M (5) In this paper, N is assumed as even number but we can also discuss the case of odd number in a same way. In particular, it is better to choose odd number in the case that v should become zero when u is zero.
The minimum and maximum values are given for signal u(k). Then the signal range is denoted by
Hence, the signal u satisfies the following relation.
The form of the dynamic quantizer and its evaluation
The following Q is feedback type dynamic quantizer [9] :
where Q st is the mid-riser type uniform static quantizer with saturation. An example of Q st is shown in Q st is same in the input and the output axes. N is the permissible quantization level which is determined by the communication rate constraint. ∆-Σ modulator, which are in widespread use in signal processing, can be written by the form of (8) . For example, first-order ∆-Σ modulator is g i v e na sf o l l o w :
Performance of the quantizer is evaluated based on error system in Fig. 4 . Desired output y r (k) is an output of P with u(k). v(k), which is quantized signal by Q, is applied for P in NCS. Then we obtain an output y(k) which is differ from y r (k). It is desired to minify e(k)=y(k)−y r (k). By appropriate design of the parameter set {A, B, C,d},i t is required to minify e(k). The quantizer will be designed based on the following performance index E(Q).
where Y := {y(1),y(2), ···} and Y r := {y r (1),y r (2), ···} are the vectors. Since E(Q) evaluates the maximum value of e(k), it is expected that y is similar to y r if E(Q)c a n be small. In the existing results [9, 10, 11, 12, 13] , E(Q) is used as a performance index. In particular, the optimal {A, B, C} of Q can be obtained and the optimal value of (10) for the minimum-phase plant P is given as follow [9] :
The optimal value (11) implies that the optimal performance depends on the quantization interval d of the static quantizer part of Q opt . In [9, 10, 11, 12, 13] , d is assumed to be fixed and the number of levels is assumed as ∞ (Fig. 3 , dotted line). The optimal dynamic quantizer is solved based on this situation. On the other hand, not d but N is given under the communication rate constraint. Therefore, not only {A, B, C} but also {c, d} are regarded as design variables in this paper. Consequently, the problem that we want to solve is given as follow: Problem 1. Find {A, B, C c, d} which minimize E(Q) under the following condition.
•ū in [c − Nd/2,c+ Nd/2] for all u.
Note that the condition of Problem 1 correspond to the communication rate constraint. 
The design problem of filter part
In [16] , design method of {A, B, C} is proposed based on the invariant set analysis written in section 2. In this frame work, minimum-phase and non-minimum phase plants can be handled. The following minimization problem is determined. Sub Problem 1. Find parameters {A, B, C} which minimize γ.
subject to
where,Ā,B,C are given as follow:
When we obtain solution of Sub Problem 1, the following condition holds for the obtained quantizer {A, B, C}.
Since the quantization interval d is fixed in [16] , the minimization of γd/2 is equivalent to minimization of γ. When α and {A, B, C} are fixed, Sub Problem 1 can be regarded as an LMI optimization problem with variable matrix P . Also, in case that α and P are fixed, Sub Problem 1 can be regarded as another LMI optimization problem. Therefore, we can solve these problems easily.
Since γd/2 is the upper bound of y − y r , we can expect that E(Q) also becomes small by minimizing γd/2.
The design problem of the static quantization part
In this section, the design method of the quantization interval for the dynamic quantizer [15] is introduced. Objective is to find minimum d which satisfy the communication rate constraint. Filter parameters {A, B, C} are assumed as given in this section. The optimal interval d will be designed with the communication rate constraint. The design problem of the quantization interval is given as follow. (14) and to satisfy constraint of number of the quantization level. Moreover, if range of Ψ=Cξ is given, the rangeū can be obtained. The reason is that u(k) takes any value u ∈ U for all time. The range of Ψ is denoted as
In particular, it is equivalent to obtain [Ψ opt min , Ψ
opt max ] which minimize Ψ max −Ψ min , and to obtain optimal quantization interval d opt .
In [15] , more clear problem to obtain ψ max , ψ min is defined with Ψ = ψd/2. ψ max and ψ min can be derived by the following problem. Sub Problem 3. Assume that {A, B, C} are given. Then, find the following ψ * ( > 0).
To find optimal Ψ, Q st [ū] −ū is regarded as disturbance input in invariant set analysis. Sub Problem 3 is based on the invariant set analysis in section 2. When β is fixed, Sub Problem 3 can be regarded as an LMI optimization problem. Therefore, we can obtain the solution of Sub Problem 3 by the inner point method of ψ and X with the line search about β. As a result, we can obtain ψ * max = ψ * and ψ * min = −ψ * . Moreover, the quantization interval d * can be derived as follow:
When we set d = d * in Q st , the number of quantization levels is smaller than or equals to N for any u(k). We can see that d
* is a solution to satisfy the communication rate constraint. Note that c =(u min + u max )/2 is given in [15] .
Integrated design problem of dynamic quantizer
The LMI conditions about the performance index and the LMI conditions to satisfy the communication rate constraint have been shown in section 4.1 and 4.2, respectively. In this section, minimizing problem of γd/2 under the communication rate constraint is presented. At the beginning, the design problem of the dynamic quantizers, which satisfy the communication rate constraint, is formulated based on Sub Problem 1 and Sub Problem 3.
The following evaluation function Γ is used for integrated design.
(20) is determined based on (13) and (19) . The integrated design problem is given as follow: Problem 2. Find the following Γ * .
Γ is minimized with the inequality constraints of Sub Problem 1 and 3 1 . We can find that Problem 1 is reduced to Problem 2 with some mathematical assumptions. If {A, B, C,d }, which satisfy Problem 2, is obtained, E(Q) ≤ Γ * holds. Therefore, it is expected that the obtained quantizer is effective under the communication rate constraint.
However, because of the multiple of variables and the non-linearity of the evaluation function (20), Problem 2 is difficult to solve numerically. In next section, a design algorithm is presented based on Problem 2 to obtain appropriate numerical solutions.
DESIGN ALGORITHM FOR PROBLEM 2
Form of evaluation function
In Problem 2, evaluation function Γ is given as a non-linear function because γ and ψ are the variables. In contrast, the following evaluation function form is useful for the standard inner point method:
where a, b, h are coefficients. Note that γ 2 and ψ 2 are design variables in the inequality constraints. Γ is linearized in neighborhood of a certain set {γ k ,ψ k }. Then, we give appropriate a, b, h to satisfy Γ = J in the neighborhood of {γ k ,ψ k }. Since h does not affect the optimization problems, we only give a and b.
The linear approximation of J in the neighborhood of {γ k ,ψ k } is named asJ. Then,J is given as follow.
(23) The linear approximation of Γ is given as follow.
By coefficient comparison of (23) and (24), the following coefficients a and b are obtained.
Γ is evaluated by using J in the neighbor of {γ k ,ψ k }. Therefore, J can be applied for optimization problem in what follows.
Inequality conditions
In Problem 2, there exist matrix multiplication in the constraints. So, it is difficult to solve. However, if X and P are fixed, the inequality conditions can be regarded as LMIs. To solve A, B, C,d in Problem 2, we fix X and P . On the other hand, X and P can be updated by Sub Problem 1 and 3, respectively. In Problem 2 with fixed X and P , α and β can be considered as variables of LMIs.
Integrated design algorithm
In section 5.1 and section 5.2, the ideas to obtain the solutions of Problem 2 have been shown. By updating X and P with another processes, Problem 2 can be handled with the inner point method. The proposed design algorithm is given as follow:
Integrated design algorithm
• step0: Initial quantizer A 0 , B 0 , C 0 is given and d 0 is obtained by solving Sub Problem 3. Moreover, by Sub Problem 1 and 3, P 0 , X 0 , γ 0 and ψ 0 are obtained.
• step1:F i xX k ,P k ,a n dA k+1 , B k+1 , C k+1 are obtained by solving Problem 2. The coefficients a and b of function J are determined by (25) and (26).
• step2:F i xA k+1 , B k+1 , C k+1 , and solve Sub Problem 1 and 3. Then we obtain P k+1 ,X k+1 . γ and ψ of the solution are set as γ k+1 and ψ k+1 , respectively.
is greater than 1 + ∆, ∆ > 0, drive this algorithm to step1. Otherwise, finish this algorithm and A k+1 , B k+1 , C k+1 ,d k+1 is the obtained dynamic quantizer.
The initial quantizer can be determined based on the existing results such as [9, 16] . d 0 is obtained by solving Sub Problem 3. This design algorithm perform correctly when Sub Problem 3 for the initial quantizer is feasible.
In case that N − ψ 0 < 0, i.e. Sub Problem 3 is infeasible for the initial quantizer {A 0 , B 0 , C 0 }, we should modify the initial quantizer. For example, {A 0 +( h − 1)/hB 0 C 0 , B 0 , C 0 /h},h > N / ψ 0 is one of the dynamic quantizer. Since ψ
In step1, Problem 2 is solved with the ideas of section 5.1 and 5.2. Since J of A k+1 , B k+1 , C k+1 becomes smaller than that of A k , B k , C k , it is expected that Γ is also small in case of A k+1 , B k+1 , C k+1 . Since the quantizer parameters A k+1 , B k+1 , C k+1 are fixed in step2, we can handle Sub Problem 1 and Sub Problem 3, independently. Minimization of γ in Sub Problem 1 with P k+1 and minimization of ψ in Sub Problem 3 with X k+1 are solved. γ and ψ are not become increasing. Also, Γ is not become increasing in step2.
In step3, the performance of the designed quantizers are compared. The judgment are executed with a parameter ∆, 0 < ∆ ≪ 1. If we give small ∆ the count for updating becomes large.
Integrated design algorithm is a kind of iterative algorithm. By our proposed algorithm, we obtain the quantizer {A, B, C,d }. The obtained quantizer is sub optimal solution of Problem 2. Therefore, it is expected that the obtained quantizer gives good performance for Problem 1.
NUMERICAL EXAMPLES
Example 1
In this section, the effectiveness of the proposed method is shown by numerical examples. Permissible quantization levels for these examples are chosen as N = 2. The range of u is U =[−1, 1]. The plant is given by discretization of
by zero order hold with ∆T =0.1 [s] .
To evaluate the proposed method, we use the optimal quantizer of [9] as a target for comparison. The optimal quantizer for (27) is given as follow:
The optimal quantizer [9] (quantizer 1)
When Sub Problem 3 is calculated for quantizer 1, ψ = 2.541 is obtained. We can see that N<ψholds and it is predictable that the range ofū becomes larger than Nd for any choice of d. Therefore, there is no quantization interval which satisfy the communication rate constraint.
On the other hand, the proposed quantizer for (27) is given as follow:
Quantizer by the proposed method (quantizer 2)
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 Fig. 5, y r (k) is the desired output (thin line), y(k) is the output with quantizer 2 (thick line). Both outputs are similar and good performance is achieved by quantizer 2. In fact, magnitudes of output error are similar for the case of quantizer 1 and quantizer 2 in Fig. 6 . It suggests that performance degradations are almost same for two quantizers. Fig. 7 and Fig. 8 show the inputs u(k) and the outputs of quantizer v(k). Fig. 7 is the case of quantizer 1 and Fig. 8 is the case of quantizer 2, respectively. Number of the quantization levels is 4 in Fig. 7 . In this case, (14) is not satisfied. On the other hand, number of the quantization levels is 2 in Fig. 8 . It means that the communication rate constraint (N = 2) is satisfied by quantizer 2. Therefore, the proposed design method is effective.
Example 2
is discretized in Example 2. The comparison of [9] and the proposed method (k = 320) for N = 2 is shown. For this plant, the quantizer by [9] has an solution of Sub Problem 3. I.e. [9] with [15] is a kind of the design method of the dynamic quantizer which satisfy the communication rate constraint.
The numerical results are shown in Table. 1. Although, γ is larger than [9] , E(Q) of the proposed quantizer is less than one-tenth of the quantizer of [9] and is a lot smaller.
We can see that the integrated design method is effective for minimizing the performance degradation.
DISCUSSION
Applying for feedback control systems
In this paper, feedforward control system is handled as is shown in Fig. 2 . Applying for feedback control systems is our future work. In feedback control systems, signal range varies by feedback controller. Therefore, it is required to estimate the signal range of u carefully when we consider 
Compared to previous researches
In [10] , quantizers with saturation has been handled. This result is concerned with bit-rate constraint problem. However, the quantization interval is assumed as a fixed value. On the other hand, our result design not only the filter parameters but also the quantization interval for achieving good performance.
In addition, [10] can provide the stable optimal dynamic quantizer, its infinite time control performance is not always guaranteed and the order of the obtained quantizer is basically, in some cases much, higher than that of the given system.
CONCLUSIONS
The integrated design method of the dynamic quantizer has been proposed in this paper. To satisfy the communication rate constraint, not only the filter design but also the static quantizer part design is important. The design problem has been formulated as the optimization problem with inequality conditions. Then the optimization problem has been solved numerically by the design algorithm with some technical efforts.
The effectiveness of the proposed quantizers are shown by numerical examples. By the proposed method, the communication rate constraint is satisfied for the given signal range. The advantage of integrated design of the filter parameters and the quantization interval is verified.
As future works, design method for MIMO plants will be considered. Improvement of design algorithm is important for the numerical optimality.
