Twitter sentiment analysis is a challenging task that involves various preprocessing steps including dimensionality reduction. Dimensionality reduction helps ensure low computational complexity and performance improvement during the classification process. In Twitter data, each tweet has feature values which may or may not reflect a person's response. Therefore, a large number of sparse data points are generated when tweets are represented as feature matrix, eventually increasing computational overheads and error rates in Twitter sentiment analysis. This study proposes a novel preprocessing technique called class association and attribute relevancy based imputation algorithm (CAARIA) to reduce the Twitter data size. CAARIA achieves the dimensionality reduction goal by imputing those tweets that belong to the same class and also share useful information. The performance of two classifiers (Naïve Bayes and support vector machines) is evaluated on three Twitter datasets in terms of classification accuracy, measured as area under curve, and time efficiency. CAARIA is also compared against two widely used feature selection (dimensionality reduction) techniques, information gain (IG) and Pearson's correlation (PC). The findings reveal that CAARIA outperforms IG and PC in terms of classification accuracy and time efficiency. These results suggest that CAARIA is a robust data preprocessing technique for the classification task.
I. INTRODUCTION
Twitter sentiment analysis is a challenging task due to various reasons, including the limit of 280 characters in a tweet, the use of slang words and abbreviations. Therefore, it is crucial to use intelligent techniques for automatic Twitter sentiment analysis. Machine learning is among the available techniques, which aim to learn from huge historical data for discovering patterns such that human intervention is minimized [1] , [2] . These techniques are popular to address problems in different areas, including biology [3] , banking [4] , marketing [5] , and social media [6] , [7] . Machine learning techniques are broadly divided into supervised and unsupervised learning. Generally, these techniques lack in The associate editor coordinating the review of this manuscript and approving it for publication was Jafar A. Alzubi. directly processing the raw text, thereby require necessary preprocessing to transform the input text into some features representation. Feature represents the characteristics of data. One of the most widely used feature representation techniques is bag-of-words (BoWs) model. However, representing textual data as BoWs produces diverse sparse matrices [8] . To address this issue, dimensionality reduction has been used that may be feature-wise (i.e., feature selection) [9] or sample-wise [10] . Feature selection refers to reduced representation of features by using a subset of relevant features from the complete feature space and eliminating irrelevant ones based on certain criteria [8] . It provides a way to minimize feature sparseness, computational complexity and hence improves performance of machine learning techniques [11] . Different feature selection methods, including information gain (IG) [12] , T-test [13] , relief [14] VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and Pearson's correlation (PC) [15] have been proposed and experimented in different domains. One limitation of feature selection for BoWs is that their removal may result in loss of important features (words). On the other hand, sample-wise dimensionality reduction is achieved by removing outliers, which are identified by different outlier detection techniques [16] . But, in case of BoWs representation of textual documents, samples sparseness makes them outliers. In various studies, e.g., text categorization, it is shown that classification accuracy can be improved by employing dimensionality reduction methods [9] , [17] , [18] . However, straightforward dimensionality reduction may be counterproductive for Twitter sentiment analysis because tweets already have limited size in terms of attributes. One solution is data imputation [19] that we pursued in this study. Although literature suggests several methods of imputation, including attribute mean for all the samples belonging to the same class [1] , these methods are applicable to numeric data only. For Twitter sentiment analysis such methods may not be feasible due to the binary nature of tweets.
The main aim of this study is the design and evaluation of a novel preprocessing technique called class association and attribute relevancy based imputation algorithm, henceforth CAARIA. This technique intends to reduce samples sparseness by combining feature values of those samples sharing maximum common information. The idea is to enhance the usefulness of features by minimizing sparseness via imputation rather than eliminating them. CAARIA combines features of the tweets that fulfill two criteria: a) the tweets belong to the same class, and b) they have at least 50 percent features with response value 1 (the 50 percent threshold was set experimentally; details follow). This feature combining technique is expected to reduce the number of tweets thereby resulting in more efficient Twitter analysis in less computational time. To evaluate CAARIA, an experimental setup is built in which performance of two most commonly used classifiers is compared (where CAARIA is embedded as a preprocessing step for each classifier) along two dimensions, classifier's accuracy and time efficiency. We used two widely explored classifiers, Naïve Bayes and svm, to test the performance of our proposed algorithm. Literature suggests that these classifiers perform better for sentiment analysis tasks [20] - [25] . Naïve Bayes is a supervised learning technique, which aims to predict the class label for unseen data. It is a probability based classifier, which infers the class label by calculating the probabilities for unseen instances. It assigns unseen instance to a class with maximum posterior probability. svm [26] is also a supervised learning technique, which has been widely used for text classification and sentiment analysis tasks [27] , [28] . In this study, svm is implemented using polynomial kernel with the default hyperparameters (c = 1.0). Three English language Twitter datasets are experimented using 10-fold cross validation. The performance of CAARIA is compared with two existing feature selection measures IG and PC, and the simple baseline (unigram) that keeps all features intact. The experimental results show that CAARIA outperforms both IG and PC, which indicates that the former technique is robust as a preprocessing step for classification.
The paper is organized as follows. The related work is discussed in Section II. Our proposed algorithm CAARIA is outlined in Section III. A detailed empirical study is presented in Section IV. Section V discusses experimental results. Finally, Section VI concludes the paper.
II. RELATED WORK
This section presents related work relevant to supervised learning techniques for sentiment analysis and dimensionality reduction of features. Supervised learning techniques have largely been explored for Twitter sentiment analysis [23] , [25] , [29] - [33] . In [23] , authors investigated Naïve Bayes, svm and maximum entropy, where svm outperformed other classifiers. In another study, researchers proposed a cooperative framework of Naïve Bayes, random forest, svm and logistics regression to predict the polarity of tweets [29] . Better performance is reported for the proposed framework. In a recent study [34] , a deep learning based approach using convolutional neural network for Twitter sentiment analysis in Spanish language is proposed. In [35] , word embeddings using latent contextual semantic relationships for Twitter sentiment analysis is presented. Alzubi [36] proposed a coalition-based ensemble design by using ensemble classifiers which elucidated encouraging results. In [37] , diversitybased boosting (DivBoosting) is proposed to improve the performance of traditional boosting algorithms. Experimental results revealed that DivBoosting is a promising method for ensemble pruning compared to traditional boosting algorithms. Alzubi et al. [38] proposed a novel approach called consensus-based combining method (CCM) for combining an ensemble of classifiers. The findings revealed that the classification accuracy of CCM is significantly improved than product and average methods, whereas it is better or comparable that of majority voting. In [30] , Naïve Bayes, svm, k-nearest neighbor and C4.5 along with their ensembles were used for sentiment classification. The results revealed the effectiveness of ensemble-based classifiers for improving the accuracy of Twitter sentiment analysis. In [31] , multinomial Naïve Bayes, conditional random fields and svm are examined for Twitter data analysis. Experimental results indicated that Naïve Bayes classifier outperforms the other two classification approaches. In [39] , a combined lexicon based and learning based methods are adopted for Twitter sentiment analysis. The empirical results demonstrated the effectiveness of the proposed method for Twitter sentiment analysis. Lalji and Deshmukh [40] proposed a hybrid approach based on svm and lexicons method for Twitter sentiment analysis. Experimental results elucidated better results for the proposed framework. In [35] , deep convolution neural network algorithm is employed for Twitter sentiment analysis. Experimental results on five Twitter datasets show highly accurate performance. In [41] , a novel neural network design for formalizing sentiment information into market views is proposed. In [42] , sentiment polarity of the whole document is discovered by finding the polarity of its corresponding sentences. Online reviews in different languages are collected for experimentation using machine learning techniques. It is shown that the sentence-level approach for sentiment classification provides promising results. Poria et al. [43] presented a method for detecting sentiment polarity in short video clips using visual (facial expressions), audio (pitch) and textual (context of uttered sentence). They performed experiments using svm (multi kernel version) and reported encouraging results. In [44] , the authors proposed a hybrid approach called cluster-then-predict model, which combines k-means clustering with decision trees and svm. The predicted results using the proposed mechanism have shown better accuracy compared to traditional approaches. Recently, sentiment analysis also gained popularity in community detection frameworks. In [45] , a recommendation model, resonant sentimental interest community, is proposed to compute the resonance relationship among users for community detection. The proposed system integrates sentiment and semantics relationships among users.
Numerous studies suggest that irrelevant features in data are computationally very expensive [2] , [46] . Feature selection methods have widely been examined to select the subset of features from high dimensional data to reduce feature space. In [47] , authors selected optimal features from the whole feature space using mutual information measure. They performed experiments on Twitter datasets using supervised learning techniques and reported impressive results. In [12] , the authors investigated feature selection methods including IG and minimum redundancy maximum relevancy (mRMR) for sentiment analysis of movie reviews data. In [48] , a feature selection methodology is proposed for sentiment analysis of movie reviews which is based on longand short-range dependencies given by the Hidden Markov Model with Latent Dirichlet Allocation, commonly known as HMM-LDA, model. Better results are reported. In [18] , entropy weighted genetic algorithm based on IG heuristic has been developed. Evaluation is performed on movie review dataset with impressive results. [49] , an ensemble approach is analyzed based on IG and genetic algorithm for optimized feature reduction for sentiment classification. The proposed approach is evaluated using movie review and multidomain datasets with promising results. In [50] , the authors reported high classification accuracy when PC is used with other feature selection methods in an ensemble feature-selection framework. In [51] , it is shown that PC is useful for feature construction process. In [52] , sentiment analysis of online reviews is performed to rank product aspects by the econometric model, which used IG to discover information carried by each aspect. Experiments showed promising results on datasets collected from Amazon.
In our proposed work, instead of diminishing features as mostly been found in the afore-mentioned literature, it is intended to impute new features from the existing feature space such that dimensionality reduction can be performed along number of instances (tweets). A novel algorithm CAARIA is proposed which aims to combine (merge) features based on the common shared information. The proposed algorithm is expected to be an important contribution in advancing research on improving classifiers' accuracy for Twitter sentiment analysis.
III. PROPOSED ALGORITHM
In this section, the proposed algorithm CAARIA is presented, which is the main contribution of the current study. The algorithm starts by taking an input matrix of original tweets represented as feature vectors and produces an imputed output matrix. The sample size (tweets) in the output matrix is expected to be greatly reduced as compared to the input matrix. The pseudocode of CAARIA given in Algorithm 1 makes this data reduction more precise. In line (4), the algorithm takes each tweet t i ∈ T in turn. In lines (5-7), placeholder variables are initialized, which are used to inform the merging of tweets (later, lines [23] [24] [25] . The Count variable keeps track the number of features whose value is 1 for the two classmates (lines [12] [13] . CountMaxTIndex is used to determine the best classmate for t i having at least 50 percent features with value 1 (lines [17] [18] [19] . The threshold value 50% was set experimentally as it gives better results in comparison with other threshold values. For example, at 75% threshold many related tweets were excluded whereas at 25% threshold many unrelated tweets were grouped together. The Flag variable is used to test whether the tweets to be merged satisfy two criteria: the tweets belong to same class (line 9) and they share at least 50 percent features with value 1 (lines [16] [17] . If the two conditions are not satisfied, Flag would be set to False (line 19). In this case, the tweets would not be merged and the same tweet t i would be added to the output imputed matrix (line 33). On the other hand, if Flag is True (i.e., both conditions are satisfied), t i is merged with its best classmate using a Boolean OR ( ) operator resulting in an imputed tweet t c (line [23] [24] [25] . The imputed tweet t c is inserted back to the original matrix T (line 26) so that it can be further merged with the other best classmate(s), if any, in subsequent steps (this would be further clarified in the following example). The merged tweets are removed from the original tweets to avoid further merging with any other tweets (line 27). In case no classmate is found that satisfies both criteria for merging, the current tweet is directly added to the imputed matrix I T and removed from the original matrix (lines [32] [33] [34] [35] . Finally, the last remaining tweet from the original matrix is added to the imputed matrix to complete the process (line 38).
Example: We demonstrate the working of CAARIA using an example. Consider Table 1 , where six tweets {t 1 , t 4 , t 7 , t 8 , t 9 , t 10 } belong to class c 1 and six tweets {t 2 , t 3 , t 5 , t 6 , t 11 , t 12 } belong to class c 2 . CAARIA starts with the first tweet t 1 to find its classmates, which are t 4 , t 7 , t 8 , t 9 and t 10 because all these belong to the same class c 1 . In the next step, CAARIA determines that the number of shared features with value 1 between t 1 and its each classmate (t 4 , for each tweet t j ∈ T do j from i + 1 to m 9: if c l (t i ) = c l (t j ) then 10: Flag ← True 11: for each feature f k ∈ F do 12: if t i (f k ) = t j (f k ) and t i (f k ) = 1 then 13: Count ← Count + 1 14: end if 15: end for 16: if Count >= n/2 then 17: CountMaxTIndex ← j 18:
else 19: Flag ← False 20:
end if 21: end if 22: if Flag = True then 23: for each f k ∈ F do 24 : 25: end for 26: Insert t c to the front of T
27:
Remove t i and t CountMaxTIndex from T
28:
j ← m Terminating the inner loop 29: i ← 1 Resetting i 30: end if 31: end for 32: if Flag = False then 33: Add t i to I T No best classmate for t i was found 34: Remove t i from T 35: end if 36: end for 37: until |T| > 1 38: Remove the last tweet from T and add to I T classmate of t 1 and therefore these two tweets are merged: ∀f k (t 1 ) ∀f k (t 8 ) ={1,0,0,1} {1,1,1,1} = {1,1,1,1}. We call this imputed tweet t c = {1,1,1,1}. At this stage, both t 1 and t 8 are replaced with t c in the original tweet matrix T. In the next iteration, the process will start with t c whose classmates are t 4 , t 7 , t 9 and t 10 ; among these tweets, t 7 is selected as the best classmate (with three shared features having value 1) of t c . Therefore, in this step, t c is merged with t 7 . At this stage, three of the original tweets (t 1 , t 7 and t 8 ) are merged together, yielding a new imputed tweet t c . In the next iteration, the second criterion (at least 50 percent shared features having value 1) is not satisfied for any tweets (t c , t 4 , t 9 and t 10 ) belonging to class c 1 , therefore, t c added to I T . Subsequently, the same process continues for all other tweets in T. Eventually, when the process terminates, the total number of tweets would reduce to 7 in the imputed matrix as shown in Table 2 .
The theoretical time-complexity of CAARIA depends on the number of tweets and the number of features within a tweet. We use the random-access machine (commonly known as RAM model) model, which measures the run time of an algorithm by adding up the number of steps needed to execute the algorithm on a set of data, to report on time complexity of CAARIA. Let n is the number of tweets and k is the number of features, the worst-case time complexity of CAARIA is O(n 2 × k).
IV. EXPERIMENTAL FRAMEWORK
To test the performance of our proposed algorithm, CAARIA, an experimental setup is built using Weka. 1 The experimental framework is depicted in Figure 1 , where CAARIA is embedded in the framework as a preprocessing step to impute Twitter data. Briefly, the framework starts with a Twitter dataset as input and after necessary preprocessing the tweets are transformed into unigram-based feature vectors. Then, the dimensionality reduction is invoked where data size is reduced by three techniques: CAARIA, IG and PC. These reduced data from each technique (including the imputed data by CAARIA) are used to train two classifiers, Naïve Bayes and svm in a k-fold cross validation manner; the training time is recorded for each classifier on each dataset. Finally, the performance of classifiers' is evaluated in terms of classification error rate. In what follows, each step of the framework is briefly described in turn.
A. TWITTER DATASETS
Three Twitter datasets in English language are considered for evaluating CAARIA. Health Care Reform (HCR) and Sentiment Strength Twitter Dataset (SS-Tweet) are existing datasets, which have widely been investigated in the previous studies [29] , [30] , [53] - [55] . The third one is a newly collected indigenous dataset. The details of these datasets are as follows:
• HCR is a publicly available Twitter data set collected and manually labeled (positive, negative and neutral) by its authors in March 2010 [55] . It contains total 2156 tweets. In this study, since only positive and negative tweets are considered for experiments, the neutral tweets are excluded resulting in 1922 tweets. The statistical details of this dataset are shown in Table 3 .
• SS-Tweet is a collection of 2289 tweets, which was prepared for sentiment strength detection [56] . In this dataset, positive and negative polarity is assigned to tweets. SS-Tweet dataset is shown in Table 3 .
• As part of our current study, an indigenous dataset is also created that comprises of 201 tweets (Table 3 ). This dataset, henceforth FluTweetsPak, is collected using a keyword flu with the help of Twitter4j API. 2 It is a collection of tweets from Pakistani Twitter users. This dataset was manually labeled by medical-domain specialists. To the best of our knowledge, such dataset has not been collected or analyzed earlier in any study. The data size is kept manageable so that the domain experts can label this within their limited time constrains.
B. PREPROCESSING
We developed an indigenous tool in Microsoft Visual C# to carry out the preprocessing task. The process starts by converting all tweets to lowercase letters followed by tokenization. Subsequently, stopwords are removed that were downloaded from the WordNet. 3 All punctuation (e.g. !, =, ; etc.), URLs, numbers, emoticons (:-(,:-) etc) and repeated words are also removed. This is achieved by implementing a simple pattern matching routine.
C. FEATURE REPRESENTATION
After preprocessing, the tweets are transformed into feature vectors. In this study, a widely reported feature representation technique unigram is used [57] - [63] . This method works as follows. Suppose that T = {t 1 , t 2 , t 3 . . . · ·t n } be the collection of tweets and C = {c 1 , c 2 . . . · ·c l } be the set of classes assigned to each tweet. From this tweet collection, unique tokens (terms) will be generated that represent the features. Suppose F be the k-dimensional feature set then F = (f 1 , f 2 , f 3 . . . · ·f k ). These features are represented as an m × n matrix, where m is the number of tweets and n is the number of features. Unigram representation considers the individual terms as features [64] . Boolean approach is used to weigh the terms/features in this matrix. That is, if a term/feature exists in a tweet then it will be assigned a boolean value 1, otherwise 0. Table 1 shows a chunk of the unigram Boolean feature representation for twelve pre-labeled tweets i.e. T={t 1 , t 2 , t 3 . . . . . . t 12 }, four features F = {f 1 , f 2 , f 3 , f 4 } and two class labels C l = {c 1 , c 2 } as an example dataset. Imputed data I T will be generated from existing Twitter data T.
D. CLASSIFICATION FOR TWITTER SENTIMENT ANALYSIS
Using supervised learning for sentiment analysis involves two main phases, learning and classification. In the first phase, a classification model (classifier) is built through some learning algorithm. The second phase uses the learned model and attempts to classify the unseen tuples into pre-defined categories. Hence, for this purpose, available data are generally divided into training data (for building the model) and test data (to test the performance of the learned model). Naïve Bayes and svm classifiers are used to evaluate the performance of our proposed algorithm. We trained svm using sequential minimal optimization (SMO) algorithm [65] . The performance of svm largely depends on the kernel and hyperparameters; we used Polynomial kernel and default parameters as available in Weka, e.g., c = 1.0.
E. EXISTING FEATURE SELECTION METHODS
In feature selection methods, the dimensionality of feature space is reduced by selecting the useful features by ranking them on the basis of certain criteria. In this study, two popular feature selection methods, IG and PC, are used as existing dimensionality reduction methods which are investigated earlier for sentiment analysis purposes [1] . These two methods are investigated in this work for comparative analysis with our own algorithm.
1) INFORMATION GAIN (IG)
IG is an entropy based filter approach, which ranks the subsets of features with high information gain from whole feature space [1] . It is assumed that features with high information gain are more informative with respect to classification target. It has gained popularity in the domain of sentiment analysis [9] , [17] , [18] . IG is calculated using the relation as shown in equation 1.
InfoGain(Class, Attribute) = H (Class)−H (Class|Attribute)
where H represents the Entropy.
2) PEARSON'S CORRELATION (PC)
The PC measure selects those attributes for which a high correlation trend is found with respect to its corresponding class [15] . The mathematical relation is specified in equation 2 below:
where r is the correlation coefficient, n represents the number of tuples, A and B represent mean values of attributes A and B and σ A and σ A are the standard deviations of A and B.
V. RESULTS AND DISCUSSION
Two performance measures, area under curve (AUC) and time efficiency are used to evaluate the proposed algorithm. The value of AUC ranges between 0.5 and 1.0, where 1.0 indicates perfect classification. We first created a confusion matrix of (mis)classified tweets and then calculated the weighted F-measure and AUC. Time efficiency (in milliseconds) is computed in terms of training time taken by the learning algorithm to build the model. We used 10-fold cross validation that has previously been explored for sentiment analysis [66] . In this technique, Twitter data are divided into 10 mutually exclusive folds. In various studies, it is argued that cross validation is suitable when datasets are small [67] , [68] . Table 4 shows the AUC results of each classifier on the existing dimensionality reduction approaches (IG and PC) and CAARIA using 10-fold cross validation. It is evident from Table 4 that, on average, both svm and Naïve Bayes offer comparable performance. Interestingly, each classifier gave better AUC score (Naïve Bayes: 0.72 and svm: 0.70) when CAARIA is used. With CAARIA, svm achieved the best AUC score (0.79) for FluTweetsPak dataset. The average performance of CAARIA is almost 20% better than the baseline and 15% better than the existing dimensionality reduction approaches. These results could be interpreted as there is a very high probability (∼ 80%) that CAARIA would be able to discriminate between positive and negative tweets, which is encouraging. Figure 2 depicts the average time taken by each classifier to train the model. It can be seen that overall Naïve Bayes is faster to train as compared to svm. It can be observed that, for 10-fold cross validation, CAARIA took the minimum time as compared to IG and PC. The best performance of Naïve Bayes was 650 milliseconds when data were imputed using CAARIA, whereas the best performance achieved by Naïve Bayes for PC and IG was 1710 and 3600 milliseconds, respectively. Interestingly, the baseline method offers the worst performance taking the maximum time to train svm.
During this study some interesting results came to fore, which are worth discussing. As conjectured, CAARIA outperformed both IG and PC. A performance gain in attaining good classification results can be interpreted as CAARIA effectively combines the related features to uncover hidden information in tweets where there is apparently no response from the user. This is important because the existing feature reduction techniques generally treat such features as sparse data and hence discard them [9] , [17] , [18] . In this way useful information is lost and this could be detrimental in Twitter analysis where the size of tweets is already very small. Therefore, instead of removing apparently unimportant features, our technique imputes them with the other related feature to increase their utility. Equally important are the results of attaining better time efficiency, because generally it is observed that an algorithm A may beat an algorithm B on accuracy but the latter may win on speed. However, one important aspect of the present results is that they do not shed much light on how well CAARIA would scale when evaluated on relatively larger datasets. This could be an important aspect to explore further perhaps by applying our algorithm in other domains like text classification [69] , spam detection [70] , and architecture recovery [71] .
An important design choice of CAARIA is the selection of tweets for merging. Our aim is to merge those tweets which share useful information. Thus we merge those tweets which share a reasonable number of features. In this regard, we experimented with different threshold values and found that the tweets with 50% shared features give better results in comparison with other threshold values. For example, at 75% threshold many related tweets were excluded whereas at 25% threshold many unrelated tweets were grouped together. A limitation of CAARIA, though, is its dependency on pre-classified data. This requirement is driven by necessity though, because class associations are considered while merging the features of tweets. To combat this issue, modifications can be proposed such that CAARIA can be adapted in an unsupervised manner.
VI. CONCLUSION
In this study, we developed and evaluated a novel algorithm CAARIA that exploits class association and attribute relevancy for dimensionality reduction of Twitter data as a preprocessing step for classification. We empirically investigated to what extent the proposed algorithm improves the quality of classification for Twitter sentiment analysis with better time efficiency. For this purpose, two well-known classification algorithms, Naïve Bayes and svm were experimented on three sizeable Twitter datasets using 10-fold cross validation. The AUC measure was used to evaluate the quality of classification results and CPU elapsed time was computed for time efficiency of each classifier. The performance of CAARIA was compared against two well-studied dimensionality reduction methods, IG (Information Gain) and PC (Pearson's correlation). The experimental results show that overall CAARIA outperformed its competitors in attaining good AUC score and better time efficiency. Therefore, we conclude that combining tweets' features on the common information seems to be most suitable (as CAARIA does) in terms of generating high quality classification results with low time consumption.
VII. FUTURE WORK
In future, it is intended to use weighting schemes in order to merge the features of tweets based on assigning weights to feature values. Other classification techniques including deep recurrent neural network will be investigated for further evaluation. The proposed algorithm will be experimented on relatively larger Twitter datasets and perhaps to other domains including text classification [69] , spam detection [70] , and architecture recovery [71] . He is an author of more than 20 research articles. His research interests include natural language processing, cognitive computing, and evolutionary computation.
