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Identifying Predictors of Evolutionary Dispersion with Phylogeographic
Generalised Linear Models
by Tim Wolff-Piggott
Discrete phylogeographic models enable the inference of the geographic history of biolog-
ical organisms along phylogenetic trees. Frequently applied in the context of epidemio-
logical modelling, phylogeographic generalised linear models were developed to allow for
the evaluation of multiple predictors of spatial diffusion. The standard phylogeographic
generalised linear model formulation, however, assumes that rates of spatial diffusion are
a noiseless deterministic function of the set of covariates, admitting no other unobserved
sources of variation. Under a variety of simulation scenarios, we demonstrate that the
lack of a term modelling stochastic noise results in high false positive rates for predic-
tors of spatial diffusion. We further show that the false positive rate can be controlled
by including a random effect term, thus allowing unobserved sources of rate variation.
Finally, we apply this random effects model to three recently published datasets and
contrast the results of analysing these datasets with those obtained using the standard
model. Our study demonstrates the prevalence of false positive results for predictors
under the standard phylogeographic model in multiple simulation scenarios and, using
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Large population sizes, short generation times, and the rapid accumulation of mutations
(especially for RNA viruses), mean that the pace of viral evolution is swift (Dimmock,
Easton, and Leppard, 2007). Moreover, viruses have the potential to spread over large
geographic stretches, resulting in epidemics and pandemics, with serious consequences
for public health (Lemey et al., 2014; Scotch et al., 2013). Scientists, however, have a
suite of approaches and often rich datasets with which to decipher viral diffusion and
mitigate its human cost. This is a complex and expanding area of research, in which the
established body of knowledge is subject to ongoing, often novel tests.
Molecular data obtained via modern sequencing techniques can illuminate evolutionary
histories through the reconstruction of phylogenetic trees. Modelling spatial diffusion
also introduces the problem of inferring geographic states at ancestral nodes. Finally,
researchers are challenged to incorporate sequence data for the empirical verification
of spatial epidemiological hypotheses, following from the impetus to unify evolutionary
and epidemiological dynamics in a modelling framework (Grenfell et al., 2004). Identi-
fying predictors of evolutionary dispersion lies at the nexus of evolutionary, geographic
and epidemiological inference, and poses a formidable challenge for the development of
integrated frameworks.
1.2 Background to the Investigation
Traditionally, phylogeography is the study of the dynamics that inform the geographic
distribution of genetic lines of descent (Avise, 2000). Viruses provide an apt setting for
1
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phylogeographic study, as their rapid pace of evolution means that epidemic spread occurs
on the same time-scale as the fixation of informative mutations (Holmes, 2004). This
means that viral gene sequences can be informative of their spatial and temporal history.
Accordingly, phylogeographic inference from viral sequences provides important insight
into epidemiological processes (Lemey, Rambaut, Drummond, et al., 2009). Additionally,
phylogeographic patterns in viral data can inform public health initiatives, for instance,
vaccine design (Gaschen et al., 2002; Nickle et al., 2003).
The development of Bayesian phylogeography in particular has provided a flexible and
integrated framework to test hypotheses about epidemiological dynamics and the spa-
tial diffusion of viruses (Lemey, Rambaut, Drummond, et al., 2009). Jointly modelling
molecular evolution and geographic diffusion, Bayesian phylogeography can naturally ac-
commodate model-based approaches to assessing epidemiological predictors of diffusion
patterns, expanding connectivities between public health and evolutionary biology (Talbi
et al., 2010).
Phylogeographic generalised linear models were developed in a Bayesian setting to in-
tegrate spatial epidemiological inference and the reconstruction of viral evolutionary
patterns (Lemey et al., 2012). These models provide a powerful approach to quantifying
the contribution of epidemiological predictors to viral diffusion and have been applied
in many subsequent studies, making inferences on viral evolution, diffusion and spatial
epidemiology (Gräf et al., 2015; Lemey et al., 2014; Magee et al., 2015; Nelson et al.,
2015).
1.3 Purpose of the Research
Despite recent advancements (Trovão et al., 2015), the established phylogeographic gen-
eralised linear model framework assumes that spatial diffusion rates are a deterministic
function of the predictors, with no unobserved sources of variation. This minor disserta-
tion (m.d.) assesses the implications of this assumption when predictors with no relation
to diffusion rates are included in the model. In particular, the m.d. quantifies false
positive rates when phylogeographic generalised linear models are used to test randomly
generated predictors under several simulation scenarios.
Furthermore, an unobserved source of rate variation is introduced into the model in the
form of a random effect term, and the m.d. evaluates the effectiveness of this approach in
controlling the false positive rate. The implications of this investigation have particular
relevance to the literature, as covariates with no relation to diffusion rates are often tested
in the phylogeographic generalised linear model framework as potential predictors (Lemey
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et al., 2012; Magee et al., 2015). With this in mind, the random effects model is applied
to three recently published datasets from the literature. Predictor significance results
from this analysis are compared with those obtained using the standard phylogeographic
generalised linear model.
1.4 Layout of the Paper
The literature review provides an overview of the relevant literature on statistical phy-
logenetics. Particular attention is given to Bayesian phylogenetics. Discrete phylogeog-
raphy and earlier approaches to incorporating epidemiological predictors into phylogeo-
graphic analyses are explored, leading to an in-depth discussion of phylogeographic gen-
eralised linear models. Chapter 3 details the methods employed in this investigation
and touches on the significance of our research. Model specification and Markov chain
Monte Carlo inference of evolutionary and phylogeographic parameters are described,
with a detailed discussion of the simulation structure. Approaches to assessing conver-
gence and the software utilised are also covered. Chapter 4 presents the empirical results
of the simulations, primarily focusing on the false positive rates for randomly generated
predictors observed across different phylogenetic trees and phylogeographic processes.
Chapter 5 contrasts predictor significance using the standard phylogeographic gener-
alised linear model with the model including random effects on three recently published
datasets from the literature. Conclusions and recommendations for further research are




Phylogenetics is the study of evolutionary relationships between organisms. Traces of
evolutionary processes are present in the observable form and structure of organisms,
but evolutionary relationships are often inferred using the fine-grained information con-
tained in molecules that collectively make up the genome of a given organism. These
molecules are predominantly comprised of deoxyribonucleic acid (DNA) and in some
cases, ribonucleic acid (RNA) (Lemey, Salemi, and Vandamme, 2011). Nucleotides are
the building blocks of DNA and RNA, and comprise one sugar, one phosphate group and
one nitrogenous base. Figure 2.1 provides the abridged chemical structure of nucleotides.
Structurally, DNA consists of two sugar phosphate backbones linked by the pairing of
complementary nitrogenous bases. DNA is formed through multiple nucleotides bonding
in a double helix shape, with the complementary nitrogenous bases forming struts be-
tween pairs of helices. Figure 2.2 gives a schematic of the double helix shape and chemical
structure of DNA. The bases cytosine (C), guanine (G), adenine (A) and thymine (T)

























Figure 2.1: Nucleotides (comprising DNA and RNA respectively)
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Figure 2.2: Double helix schematic and chemical structure of a DNA molecule.
for computational purposes DNA can be represented as linear sequences of characters on
the state space of either bases or the amino acids encoded by the bases.
Over time, sequences undergo random changes, and exposure to evolutionary pressures
determines whether those changes become fixed in the population. Even as sequences
diverge over time, regions of functional or structural significance tend to be preserved
(Xiong, 2006). Multiple sequence alignment arranges sequences so as to best reflect their
common ancestry. After alignment, each site (character position or column in a multiple
alignment) is assumed to have evolved from a common ancestor.
Although the globally optimal alignment can be found for any two sequences, in practice
the computational burden of finding this optimal alignment is such that approaches are
generally trade-offs between speed and accuracy (Needleman and Wunsch, 1970; Thomp-
son, Higgins, and Gibson, 1994). The process of multiple alignment is closely connected
to the reconstruction of the evolutionary histories of organisms or genes, which are rep-
resented by phylogenetic trees (see Figure 2.3). Phylogenetic trees are conventionally
estimated from multiple alignments, though coestimation yields more accurate results in
some cases (Notredame, Higgins, and Heringa, 2000; Redelings and Suchard, 2005).
Maximum parsimony was the preferred criterion for estimating phylogenetic trees for a
number of years (Felsenstein, 2001). Under maximum parsimony, the phylogenetic tree
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Figure 2.3: Multiple alignment and example inferred phylogeny.
that minimises the number of character changes across all sites is preferred. Maximum
parsimony is susceptible to long branch attraction, where it fails to converge to the
true phylogeny for certain tree structures. In the absence of branch length inequalities,
however, maximum parsimony is computationally efficient and accurate (Felsenstein,
1978; Hillis, Huelsenbeck, and Swofford, 1994). Maximum parsimony methods are not
based on an explicit model of evolution, and the emergence of pairwise distance methods
and maximum likelihood methods enabled the formalisation of biological assumptions
and the incorporation of uncertainty into phylogenetic tree estimation.
Building on the work of Kaplan and Langley (1979), Felsenstein (1981) modelled site-
wise evolution down a phylogenetic tree by a reversible continuous time Markov chain
(CTMC) on the state space of nucleotides {A,C,G, T}. Models of amino acid evolution
have also been formulated, working with similar principles on the state space of amino
acids (Whelan and Goldman, 2001). The model of molecular evolution determines the
parametrisation of the generator matrix for the Markov process, which in turn informs
the state transition probabilities. The generator matrix associated with the generalised
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T ∗ απC βπA γπG
C απT ∗ δπA ǫπG
A βπT δπC ∗ ηπG









where π = (πT , πC , πG, πA) are the equilibrium base frequencies, and {α, β, γ, δ, ǫ, η} are
the exchangeabilities, with a unique exchangeability for each pair of nucleotides.
Under time-reversibility, the likelihood of a multiple alignment can be computed with-
out identifying the most recent common ancestor of the sampled sequences, and so we
restrict consideration to the class of time-reversible models. Provided that substitution
rates are held constant in time, the GTR model is the most general finite-state time-
reversible model, and other models of nucleotide evolution are special cases obtained via
applying parameter constraints to the GTR model. For instance, the HKY85 model due
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to Hasegawa, Kishino, and Yano (1985) is obtained through imposing the restrictions
β = γ = δ = ǫ and α = η in the GTR model, distinguishing only between transitions
and transversions as in Figure 2.4.
Felsenstein (1981) made an important inroad in the field of statistical phylogenetics when
he introduced a computationally tractable maximum likelihood approach to estimate
phylogenetic trees from DNA sequences. Transition probabilities, which are derived
from the generator matrix for a given phylogenetic model, are essential to the likelihood
formulation. In general, the transition probability matrix is obtained from the generator
matrix through matrix exponentiation










In the phylogenetic context, t refers to branch lengths, generally measured in units
of calender time or evolutionary time. Pij(t), the ijth entry in P (t), represents the
probability that starting in state i, after time t, the process is in state j.
Consider modelling nucleotide evolution over the phylogenetic tree in Figure 2.5. Let τ
denote the topology, together with branch lengths ν and a model of evolution parame-
terised by the vector θ = (r,π) of exchangeabilities and equilibrium frequencies. The
likelihood of the parameters given a specific pattern Xi at site i (corresponding to the
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Figure 2.4: Transitions and transversions between nucleotides.
















Figure 2.5: Phylogenetic tree in Felsenstein’s (1981) derivation of the likelihood.
In practice the bases at the internal nodes 0, 6, 7 and 8 are unknown, and are represented
symbolically by S0, S6, S7 and S8. πS0 is the equilibrium frequency of S0 and PSiSj (vk|θ)
is the probability of transitioning from nucleotide Si to nucleotide Sj over the branch
length vk, conditional on the parameters θ for the model of evolution. The summation
terms in the likelihood correspond to marginalisation over all the possible ancestral states.
Evaluation of this likelihood is computationally expensive. For a phylogenetic tree with
n leaf nodes (and therefore n − 1 interior nodes), the likelihood consists of 4n−1 terms,
and therefore the number of terms is exponential in the number of nodes. Applying
Felsenstein’s tree pruning algorithm achieves a significant computational economy, as
the likelihood becomes linear in n. According to this algorithm, the summation terms























The expression is then evaluated in terms of conditional likelihoods.
Assuming independent evolution at different sites, the probability of the multiple align-
ment X given the model parameters can be expressed as the product across sites






L (τ,ν,θ|Xi) . (2.4)
The assumption of site-wise independence of evolution is not biologically realistic, but
greatly facilitates computation of the likelihood. Hidden Markov models have been used
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to incorporate the effects of neighbouring bases at each site on the pattern of substitution
(Siepel and Haussler, 2004). Phylogenetic models on the amino acid state space tend to
retain more accuracy than nucleotide models when there are dependencies between the
three nucleotides within amino acid positions (Nasrallah, Mathews, and Huelsenbeck,
2010).
2.2 Bayesian Phylogenetics
The growth of statistical phylogenetics has been expedited by increasing computational
power and the availability of accessible software packages for statistical analyses (Felsen-
stein, 2001). Bayesian phylogenetics is a burgeoning part of the field, and enables the
incorporation of prior information, producing a posterior distribution that naturally ex-
presses uncertainty in the topology, branch lengths and substitution model parameters.
While uncertainty in phylogenetic inference using maximum likelihood methods can be
assessed by bootstrapping, Bayesian analysis enjoys computational advantages (Larget
and Simon, 1999). Bayesian phylogenetics is based on Bayes’ formula
p (τ,ν,θ|X) =
p (X|τ,ν,θ) p (τ,ν,θ)
p (X)
=
L (τ,ν,θ|X) p (τ,ν,θ)
p (X)
. (2.5)
In the context of phylogenetics, X typically denotes a multiple sequence alignment, with
the topology τ , branch lengths ν and the parameter vector for the model of evolution
θ consisting of the exchangeabilities r and the equilibrium frequencies π. Bayesian
inference requires a prior distribution p (τ,ν,θ) for the parameters of interest, which can
be specified as non-informative, or calibrated to reflect expert opinion and data from the











p (X|τ,ν, r,π) p (τ,ν, r,π) dπdrdν (2.6)
can be obtained in principle by marginalising over the parameter space. Since the ex-
changeabilities, equilibrium frequencies and branch lengths are continuous, evaluation of
the marginal likelihood entails complicated multi-dimensional integration and summa-
tion.
Markov chain Monte Carlo (MCMC) approaches sample from the posterior distribution
of the phylogenetic parameters without evaluation of the marginal likelihood, and were
first proposed in the context of phylogenetics by Mau, Newton, and Larget (1999) and
Li, Pearl, and Doss (2000). Bayesian phylogenetic inference based on MCMC methods
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has become popular with software packages like MrBayes (Huelsenbeck and Ronquist,
2001) and BEAST (Drummond, Suchard, et al., 2012).
In Bayesian phylogenetics, MCMC is typically implemented via the Metropolis Hastings
algorithm (Drummond and Rambaut, 2007). Consider a posterior distribution of interest
p (θ|X). The Metropolis Hastings algorithm constructs a Markov chain with its equilib-
rium distribution equal to p (θ|X). The parameter θ is initialised at some value, and a
proposal distribution q that will perturb the current parameter value is chosen, typically
favouring nearby values. Given the last parameter value θt−1, a new value is proposed













L (θt|X) p (θt)






Note that the potentially intractable marginal likelihood p (X) falls away, and if a sym-










L (θt|X) p (θt)
L (θt−1|X) p (θt−1)
)
. (2.8)
Intuitively, the Metropolis Hastings algorithm samples more frequently from regions of
high posterior density. For instance, consider a Metropolis Hastings sampler on the
simple posterior distribution in Figure 2.6, and suppose that a symmetric proposal dis-
tribution has proposed the indicated changes to states θA and θB. According to Equa-
tion (2.8), the proposed state change from θA is always accepted, while the proposed












Figure 2.6: Metropolis Hastings algorithm schematic.
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In the phylogenetic context, the distribution of interest is the multi-dimensional joint
posterior distribution. A Metropolis Hastings sampler on this distribution works on the
same principles, but components of the proposal distribution must be specified for each
individual parameter (these are referred to as operators). Successive states in the joint
parameter space may sometimes differ in only a few parameters, as changes may only
be proposed and accepted for a subset of parameters at each state (Drummond and
Bouckaert, 2015).
The use of a burn-in period, where the first b states in the chain are discarded, removes
dependence on the initial values specified for the chain. Although successive steps in
the Metropolis Hastings algorithm are highly correlated, under thinning, where only
states at intervals of k iterations are accepted, accepted states constitute approximately
independent samples from the posterior distribution. Functions of the sampled values are
then used to estimate and construct credibility intervals for the parameters of interest.
2.2.1 Bayesian Stochastic Search Variable Selection (BSSVS)
Bayesian stochastic search variable selection (BSSVS) is a widely-applied approach to
variable selection (Lee et al., 2003; O’Hara and Sillanpää, 2009). The initial formulation
of George and McCulloch (1993) embedded a multiple regression model in a hierarchical
Bayes normal mixture model, with subset choices governed by latent variables. MCMC
methods were then used to sample from the posterior distribution on the set of possi-
ble predictor selections, which naturally lends the method towards applications in the
MCMC context.
Drawing on the work of George and McCulloch, Kuo and Mallick (1998) introduced a
simpler implementation of BSSVS through embedding indicator variables in the regres-
sion equation








where yi is the ith observation on some response variable of interest, xij is the ith
observation on the jth predictor of the response, βj is the regression coefficient for the
jth predictor and δj is an indicator variable that determines if the jth predictor is kept
in the model, for i ∈ {1, ..., n} and j ∈ {1, ..., p}. Prior distributions are specified on the





is explored using MCMC. If an accepted state has δj = 0, then
the jth predictor is omitted from the model for that state. Different predictors could
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either be retained or discarded at each iteration. Variable selection is made on the basis
of posterior support for indicator values equal to one.
2.2.2 Bayes Factors
Bayes factors quantify evidence in support of competing hypotheses within the framework
of Bayesian hypothesis testing. The Bayes factor for a test of two hypotheses H0 and
H1 follows from Bayes’ theorem, which defines the posterior probabilities for the two
hypotheses according to
p (Hk|D) =
p (D|Hk) p (Hk)
p (D|H1) p (H1) + p (D|H2) p (H2)
, (2.10)
where p (D|Hk) is the likelihood of the data under hypothesis Hk for k = 1, 2. Given
prior probabilities p (H1) and p (H0) = 1 − p (H1), the Bayes factor is defined simply as













Clearly from Equation (2.11), the Bayes factor B10 also corresponds to the posterior odds














where p̃ is the posterior probability of H1 and q̃ is the prior probability of H1.
Kass and Raftery (1995) established widely-cited guidelines to the significance of the
evidence presented by different values of the Bayes factors, reproduced here in Table 2.1.
Table 2.1: Kass and Raftery (1995) guidelines for classification of Bayes factors.
2 loge (B10) B10 Evidence against H0
0 to 2 1 to 3 Not worth more than a bare mention
2 to 6 3 to 20 Positive
6 to 10 20 to 150 Strong
> 10 > 150 Very strong
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2.3 The Coalescent
The coalescent is a stochastic process that models the distribution of ancestral histories
of organisms (Kingman, 1982). These ancestral histories are assumed to arise from
population genetics models such as the Wright-Fisher process (Fisher, 1930; Wright,
1931) and can be represented in the form of phylogenetic trees. The expected frequencies
with which different phylogenetic trees arise under the Wright-Fisher process are obtained
from the coalescent (Drummond, Nicholls, et al., 2002). In the context of Bayesian
phylogenetic inference, the coalescent can therefore define the prior distribution for the
unknown phylogenetic topology.
The simplest form of the Wright-Fisher model is based on a constant population size N ,
non-overlapping generations, and random reproduction among individuals (Drummond
and Bouckaert, 2015). For any two members of the current generation, the probability
of a shared common ancestor in the previous generation is 1/N , and it follows that the










The number of generations in the past it takes for two members of the current generation
to find a common ancestor therefore follows the geometric distribution with parameter
1/N .
A more general case considers coalescence among a subset of k lineages within the pop-
ulation of size N . The probability that k different members of a given generation have
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This is precisely the probability that no coalescent event occurs in the previous gener-
ation. Each member must choose a parent from the previous generation: the first can
choose without restriction from the population of N ; the second chooses a different par-













Similarly to Equation (2.13), the number of generations in the past it takes for two of the
k lineages to coalesce is approximately geometrically distributed, with a probability of





N . The geometric distribution can be approximated
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by the exponential distribution through the use of a scaling factor M , which allows for
representation of the coalescent in terms of continuous waiting times to coalescence (Hein,
Schierup, and Wiuf, 2004). The scaling factor converts coalescent time (in generations







When trees with dated leaf nodes are modelled, and the coalescent is used to define a
prior distribution on the topology, the scaling factor is chosen as M = 1/ρ, where ρ is
the number of calender units per generation. The object of inference in this context is
in fact θ = Nρ, where the factor θ converts from coalescent time to the calender time
implied by the dating of the tree (Drummond, Nicholls, et al., 2002). The resulting







Assuming temporally spaced sequences, the probability density of a given phylogenetic






















exp (−ki(ki − 1)/2θ × (ti − ti−1)) , (2.15)
where g is a rooted binary tree with n leaf nodes and n − 1 ancestral nodes (each
of which corresponds to a coalescence of two ancestral lineages). In the time interval
ti − ti−1 preceding the time of a leaf node i, there is no coalescence with probability
exp (−ki(ki − 1)/2θ × (ti − ti−1)), where ki is the number of lineages present in the time
interval ti − ti−1. Similarly, the length of time preceding an ancestral node i is exponen-





θ . The formulation in Equation (2.15) enables
an efficient prior specification for phylogenetic trees assumed to arise under a coalescent
process, and the subsequent inference of the coalescent population size parameter.
2.4 The Molecular Clock
Zuckerkandl and Pauling (1962) first observed an approximately linear relationship be-
tween the genetic distance and estimated time since divergence from a common ancestor
for haemoglobin proteins in gorillas and humans. Further research led to the formalisation
of a molecular clock hypothesis, which postulated a constant basic rate of evolution for
any given protein across different phylogenetic lineages (Zuckerkandl and Pauling, 1965).
Empirical observation in the intervening decades has presented substantial evidence for
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rate variation over time, challenging the strict molecular clock hypothesis (Ayala, 1997;
Britten, 1986). This led to the development of Bayesian relaxed clock models, which
allow molecular rate variation among lineages (Drummond, Ho, et al., 2006).
The strict molecular clock provides a firm foundation for general simulations, with
straightforward theoretical implications, and exploration of relaxed clock methods is
beyond the scope of this study. When the phylogenetic topology under consideration is
a time-tree (that is, a tree with branch lengths in units of calender time), the molecular
clock rate µ specifies the linear relationship between the time-scale and the branch-length
scale, measured in expected number of substitutions per site per unit time (Rambaut,
2000). Differences in tip dates therefore provide a vital source of information to infer the
clock rate µ (Lemey, Salemi, and Vandamme, 2011).
2.5 Phylogeography
Historically, population geneticists have investigated and modelled the relationship be-
tween population structure and genetic processes. Early models of population structure
incorporated geographic distance into the modelling of genetic processes. For instance,
in the stepping-stone model (Kimura and Weiss, 1964), gene exchange is only possible
between adjacent populations. More recently, coalescent theory has integrated mathe-
matical population genetics models with tree-based phylogeographic approaches (Hein,
Schierup, and Wiuf, 2004).
Phylogeography centres on the study of the processes underlying the geographic distribu-
tion of genetically related organisms (Avise, 2000). The question that informed seminal
research in the field was how the formation of distinct species was affected by the ge-
ographic distribution of genealogical lineages (Lemey, 2010). Highly informative DNA
sequence data were collected from populations in the 1970s and population geneticists
realised that phylogenetic trees constructed with DNA sequence data could inform the
study of population history. Phylogenetic trees describing DNA ancestry were inferred,
leading to the growth of phylogeography as a tree-based approach (Hey and Machado,
2003).
Early research in phylogeography inferred phylogenetic trees and interpreted the branch-
ing structure in light of the geographic distribution of the leaf nodes (Cann, Stoneking,
and Wilson, 1987; Vigilant et al., 1991). However, it did not formally infer locations at
all ancestral nodes, nor did it model the historical processes that produced the observed
geographic distributions. The absence of a formal statistical framework also complicated
tests of hypotheses. Nested clade analysis (NCA) emerged as a major methodology used
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to test hypotheses about geographic structure in gene populations (Templeton, Routman,
and Phillips, 1995). Independent studies have however identified high false positive rates
and raised concerns about the ability of NCA to distinguish signal from stochastic noise
in the context of phylogeography (Knowles and Maddison, 2002; Petit, 2008).
Maximum parsimony methods provide a framework within which states at ancestral
nodes of phylogenetic trees can be inferred, and have been applied in the context of
phylogeography to reconstruct ancestral locations (Sullivan, Markert, and Kilpatrick,
1997). Parsimony, however, neglects to consider uncertainty in mapping states to ances-
tral nodes, as well as in the phylogenetic tree itself. Although phylogenetic uncertainty in
parsimony methods may be addressed through bootstrapping, uncertainty in the inferred
states at internal nodes cannot be quantified in this manner (Ronquist, 2004).
Pagel, Meade, and Barker (2004) introduced a formal Bayesian framework within which
ancestral states of phylogenetic trees could be estimated. This framework accounts for
uncertainty in the phylogeny as well as in the ancestral states, while also providing for
a Bayesian approach to test comparative hypotheses. Within this approach, discrete
spatial change is modelled as a CTMC down the phylogenetic tree.
Taking the phylogenetic tree as given, the likelihood for the phylogeographic process is
constructed similarly to Equation (2.2). Instead of conditioning on a column in a mul-
tiple alignment X, the likelihood for a phylogeographic CTMC relies on the observed
locations at the leaf nodes Y , which are drawn from a finite set {L1, . . . , Lk}. The phylo-
geographic CTMC is parametrised by the vector Λ of exchangeabilities and equilibrium
frequencies. As in Equation (2.3), the likelihood is evaluated using Felsenstein’s tree
pruning algorithm.
The phylogeographic CTMC formulation differs from the phylogenetic CTMC in that
only one column of data – the observed locations at the leaf nodes – informs the likelihood,
instead of the numerous columns that constitute a multiple alignment. The single column
of observed locations may provide inadequate information to accurately infer all of the
parameters Λ that populate the generator matrix of the phylogeographic process (Lemey,
2010).
Aside from obtaining more data, the concern of inadequate information can be addressed
through specifying informative prior distributions on the parameters Λ. Lemey, Ram-
baut, Drummond, et al. (2009) also apply BSSVS to the parameters Λ, identifying
the transition rates with the highest posterior support and obtaining a parsimonious
parametrisation of the generator matrix.
In practice, the phylogenetic tree – specified by τ and ν – is not known, and the rate pa-
rameters governing the phylogeographic CTMC Λ need to be inferred together with the
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rate parameters governing the phylogenetic CTMC θ. Lemey, Rambaut, Drummond,
et al. (2009) model the phylogenetic and phylogeographic CTMCs as independent, con-
ditional on the unobserved phylogeny {τ,ν}, and express the posterior distribution for
the whole model as
p (τ,ν,θ,Λ|X,Y ) ∝ p (X,Y |τ,ν,θ,Λ) p (τ,ν,θ,Λ)
= p (X|τ,ν,θ) p (Y |τ,ν,Λ) p (τ,ν) p (θ) p (Λ) , (2.16)
where X is the multiple alignment, and Y the observed locations as above. MCMC is
then used to sample from the joint posterior distribution.
2.6 Phylogeographic Generalised Linear Models
Pandemics and epidemics are phenomena of serious concern, and the genomes of some
rapidly spreading and evolving pathogens have been extensively sequenced, providing an
expansive body of data for study (Lemey et al., 2014; Nelson et al., 2015). In addition
to reconstructing the phylogenies and inferring the spatial histories of viruses, the puzzle
of the dynamics underlying their spread and data on possible predictors of diffusion
posed a vital challenge in computational biology that naturally generalised to other
phylogeographic contexts.
Modelling the spread of the dog rabies virus in North Africa, Talbi et al. (2010) ap-
proached the problem of identifying drivers of spatial diffusion by fixing the rates in the
generator matrix for the phylogeographic process according to covariate values. Model
performance was then evaluated in terms of marginal log-likelihoods, relative to a baseline
model assuming equal rates in the phylogeographic CTMC (Lemey, 2010). For instance,
equal rates could be contrasted with rates inversely proportional to pairwise distance for
the phylogeographic CTMC.
The approach by which rates in the generator matrix are fixed can be applied to eval-
uate predictors that are expressible as pairwise quantities for each pair of geographic
locations. However, under this approach, the model for each predictor (as characterised
by the rate parametrisation of the phylogeographic CTMC) needs to be fitted indepen-
dently, precluding more complicated scenarios that incorporate differing contributions of
multiple predictors.
The problem of testing hypotheses that consist of varying contributions from multiple
predictors of spatial diffusion, ideally simultaneously, found an elegant solution in the
application of a generalised linear models (GLM) approach. First proposed by Lemey
et al. (2012) to identify predictors of the migration history of human influenza H3N2,
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transition rates for the phylogeographic CTMC are modelled as log-linear functions of
the logarithms of potential predictors of spatial diffusion
log Λij = β1δ1 log (xij1) + β2δ2 log (xij2) + · · ·+ βpδp log (xijp) . (2.17)
βk quantifies the effect size of the logarithm of the kth predictor, and δk is an indi-
cator variable that determines whether the kth predictor is included in the model, for
k ∈ {1, ..., p}. The log transformation applied to the predictor values xijk removes range
constraints on non-negative predictors like distance and population size. Λij is the tran-
sition rate between the ith and jth location – the ijth element in the generator matrix
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As components in a Bayesian phylogenetic model, prior distributions are specified on the
parameters governing the phylogeographic process {β, δ}, as well as the other phyloge-
netic parameters, which are then sampled via MCMC. The indicator variables enable
BSSVS, and predictor significance is determined by Bayes factors for indicator values
equal to one.
Trovão et al. (2015) introduced a novel phylogeographic GLM parametrisation, including
a random effect for each rate in the phylogeographic process
log Λij = β1δ1xij1 + β2δ2xij2 + · · ·+ βpδpxijp + ǫij, (2.19)
where ǫij is the random effect for the transition rate Λij . Trovão et al. (2015) specified




and the precision of the
random effects 1/σ2 gamma-distributed with α = 0.001 and β = 0.001 a priori.
Trovão et al. (2015) introduced their novel GLM formulation for the purpose of modelling
the epidemic expansion of Influenza A H5N1. The authors implemented random effects
to identify exceptions to diffusion modelled using a particular predictor, which they argue
may need an additional effect to be adequately explained. In their paper, diffusion rates
were modelled as a function of geographic distance.
In order to determine exceptions to distance-based diffusion, Trovão et al. (2015) fo-
cused on consistently large random effects, which were identified through a statistic that
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summarises the probability that a given random effect is largest among all random effects
p
(





where i 6= j are geographic states. The formulation incorporating random effects is the
only alteration of the phylogeographic GLM in Equation (2.17), and to date, has not
been applied subsequently in the literature.
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Methods
This chapter details the methods employed in this m.d., and proceeds as follows: firstly,
the significance of our research, with reference to the literature, is described. Next,
the general structure of the simulations, designed to assess false positive rates for the
standard and random effects phylogeographic GLMs, is illustrated. All simulations were
performed within a Bayesian phylogeographic framework using BEAST (Drummond,
Suchard, et al., 2012), with parameters inferred via MCMC. The specific simulation set-
tings with reference to choice of phylogeographic processes, phylogenetic tree structures
and number of covariates are detailed, followed briefly by the model assumptions made
when inferring parameters in the simulations. MCMC calibration is discussed, cover-
ing prior and proposal distributions for the model parameters, as well as convergence
diagnostics. Lastly, the software used in the analysis is described.
3.1 Significance of this research
The standard Bayesian phylogeographic GLM introduced by Lemey et al. (2012) has been
applied successfully by multiple authors to identify epidemiological predictors, and is
the dominant formulation in the literature. Lemey et al. (2014) applied phylogeographic
GLMs using covariates based on human transportation data to predict the global diffusion
of human influenza H3N2. The same phylogeographic GLM formulation was also applied
by Magee et al. (2015) to identify drivers of the spread of avian influenza H5N1 in Egypt,
as well as by Nelson et al. (2015) to identify predictors of the global spread of Influenza
A viruses in swine.
Modelling the epidemic expansion of Influenza A H5N1, Trovão et al. (2015) introduced
random effects into the phylogeographic GLM to identify transition rates in the phylo-
geographic CTMC for which distance was not an adequate predictor. The authors argued
20
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that the posterior estimated effects for transition rates that deviate from distance-based
diffusion patterns should be consistently high relative to other random effects. If distance
adequately modelled the diffusion process, Trovão et al. (2015) argued that all posterior
random effects estimates should be close to zero.
We argue that even in the presence of significant predictors of diffusion, some random
variation is expected in the transition rates between pairs of location states after con-
ditioning on the predictors. That is, transition rates are not deterministic functions of
the predictors. If uninformative predictors are used to model diffusion rates in the GLM
without random effects, these covariates may be identified as important predictors. Each
covariate has some probability of explaining part of the variation in the transition rates
by chance. Such covariates would be spuriously identified as significant in a model that
does not incorporate stochastic noise in the transition rates.
The importance of random effects has been overlooked in the literature. For instance,
Gräf et al. (2015) modelled the contribution of epidemiological predictors to the spread
of HIV-1 subtype C in Brazil using the GLM without random effects shortly after the
publication of Trovão et al. (2015).
This research quantifies the degree to which the current phylogeographic GLM formula-
tion is susceptible to false positive results through simulations under different choices of
phylogenetic tree structures, phylogeographic processes, and different numbers of covari-
ates. While varying these model choices, support for spurious predictors of phylogeo-
graphic transition rates is assessed. We also contrast these results with the support for
spurious predictors under the phylogeographic GLM with random effects, as introduced
by Trovão et al. (2015).
3.2 Simulation structure
The simulations were structured to illustrate conditions under which the GLM formula-
tion as in Lemey et al. (2012) – without random effects – would be susceptible to false
positives; i.e. variables that are not associated with the transition rates being spuriously
identified as important predictors. Phylogenetic tree structures were chosen firstly to
emphasise conditions under which false positives could arise, and secondly to roughly
emulate real-world data.
Figure 3.1 gives a schematic of the simulation structure. For a given set of simulations,
a topology and set of branch lengths were generated and fixed independently of the se-
quence data. Given the independence of molecular evolution and geographic diffusion
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Generate a phylogenetic tree structure
and a set of dates to a given depth,
as well as molecular sequence data.
Simulate a phylogeographic process down
the generated topology, giving rise to a
set of observed locations at the leaf nodes.
Randomly generate observations for
a ‘predictor’ that is not associated
with the rates in the generator ma-
trix for the phylogeographic process.
Fixing the tree topology and the observed lo-
cations at the leaf nodes, use BEAST to model
the inferred transition rates as a log-linear
function of the randomly generated predictor.
Using BSSVS, calculate the Bayes fac-
tor for the inclusion (significance) of
the randomly generated predictor.
Iterate 10 times
Figure 3.1: Schematic for simulation method.
(conditional on the phylogenetic tree, which is fixed in our simulations), molecular evo-
lution is of limited interest and does not influence our phylogeographic model. With this
consideration, sequence data was simulated according to the HKY85 model of Hasegawa,
Kishino, and Yano (1985), a widely-applied model of nucleotide evolution and sufficiently
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which allows for unequal base frequencies and uses the κ parameter to distinguish be-
tween transitions and transversions. In the simulations, the base frequencies were fixed
according to πT = 0.4, πC = 0.3, πA = 0.2, πG = 0.1, with κ = 2. Each simulated
molecular sequence had a length of 1600 nucleotide positions, informed by the average
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sequence length in the datasets of Gräf et al. (2015), Magee et al. (2015), and Trovão et
al. (2015), all of which are recently published applications of phylogeographic generalised
linear models.
A K-state phylogeographic process determined by a generator matrix Λ (the form of
which will be provided in the next section) was then simulated over the tree, producing
a set of observed locations at the leaf nodes. A set of K (K − 1) observations (corre-
sponding to the off-diagonal transition rates in Λ) on either a single spurious predictor
or on multiple spurious predictors of the transition rates was randomly generated.
Keeping the topology and branch lengths fixed, the simulated geographic states were
used to recover the generator matrix Λ, which was modelled without random effects
according to
log Λij = β1δ1xij1 + β2δ2xij2 + · · · + βpδpxijp, (3.2)
where xijk is the observation on the kth randomly generated predictor for Λij . The
parameters {δ,β}, and hence Λ, were then inferred via MCMC in BEAST (Drummond,
Suchard, et al., 2012). In the random effects model, the generator matrix Λ was modelled
according to
log Λij = β1δ1xij1 + β2δ2xij2 + · · ·+ βpδpxijp + ǫij. (3.3)
The parameters {δ,β, ǫ}, and hence Λ, were again inferred via MCMC in BEAST. The
generator matrix Λ was recovered and predictor support quantified via Bayes factors
using both the standard model and the random effects model. This process was repeated
for each simulation scenario with 10 different sets of randomly generated observations on
the spurious predictors, and 10 different sets of observed location states arising under the
phylogeographic process governed by Λ. Finally, the results for the two different models
were summarised.
3.3 Informative phylogenetic tree
Figure 3.2 displays the informative tree structure used in the first round of simulations.
The phylogenetic tree is a time-tree. The node labels refer to the assigned tip dates,
where ‘2000.1’, for instance, denotes January 2000. Each internal node is paired with a
branch of length 0 that produces a leaf node. This informative phylogenetic tree structure
was chosen such that the observed states at certain pre-defined leaf nodes were highly
informative of the states at the internal nodes.






























Figure 3.2: Informative phylogenetic tree structure (to three generations).
Figure 3.3 provides a more fine-grained view of a hypothetical two-state phylogeographic
process on the state space {A,B}, over the informative tree structure. The phylogeo-
graphic process gives rise to the pictured observed states at the leaf nodes, and the
unobserved states S1 and S2 at the internal nodes. The observed state A at the leaf
node arising from the length 0 branch imposes S1 = S2 = A for the unobserved states






Figure 3.3: Fine-grained view of informative phylogenetic tree.
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The pictured subset provides evidence to infer a non-zero transition rate ΛAB . If the
same pattern – where state A is observed at the blue leaf nodes attached to length 0
branches, and state B is observed at the red leaf nodes resulting from non-zero branches
– were to be repeated over the entire tree, the observed states would give strong evidence
for a non-zero transition rate ΛAB and a zero transition rate ΛBA.
One of the distinguishing features of BEAST – in which inference of the phylogeographic
transition rates Λ was performed via MCMC – is its focus on rooted trees incorporating
a time scale (Drummond and Rambaut, 2007). The branch lengths for a given topology
are determined by the dates assigned to each leaf node. Each phylogenetic tree structure
considered in the simulations was assigned an earliest date of January 2000, and branched
at yearly intervals.
3.3.1 Two geographic states
A two-state phylogeographic process was simulated over the informative phylogenetic









which was specified to produce strong signal for ΛAB at the leaf nodes in the final
generation; that is, the generator matrix should produce mostly observed states A at the
leaf nodes of length 0 branches, and mostly observed states B at the leaf nodes in the
final generation. This effectively sets most internal nodes to state A, while most terminal
nodes would be in state B.
The informative tree structure simulated to a depth of 7 years had 255 leaf nodes, so the
simulated phylogeographic process produced 255 observed states. For each simulation,
two independent N (0, 1) random variables were generated as the observed values of the
spurious predictor of the transition rates {ΛAB ,ΛBA}.
3.3.2 Five geographic states
A five-state phylogeographic process was simulated over the informative phylogenetic
tree structure with a depth of 8 years. The depth of the tree was increased from 7 years
as the five-state process requires the inference of 20 transition rates as compared to only
2 transition rates for the two-state process. A greater tree depth results in a greater
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number of leaf nodes and observed locations with which to infer the transition rates.











A B C D E
A −0.3 0.0 0.0 0.3 0.0
B 0.0 −1.0 0.0 0.8 0.2
C 0.0 0.0 −0.9 0.9 0.0
D 0.1 1.9 0.5 −2.6 0.0











The entries of the infinitesimal rate matrix in Equation (3.5) were sampled such that all
states are mutually accessible; i.e. such that any state i has a non-zero probability of
transitioning into any other state j within some time period for i, j ∈ {A,B,C,D,E}.
The transition rates were randomly sampled from an exponential distribution with rate
parameter equal to 1. Each entry had a 50% chance of being set equal to zero, and
different random seeds were used until the resulting generator matrix was irreducible.
The informative tree structure to a depth of 8 generations had 511 leaf nodes, so the
simulated phylogeographic process produced 511 observed states. For each simulation,
the value of the spurious covariate for each of the twenty transition rates in the generator
matrix was sampled randomly from the standard normal distribution.
3.4 Influenza-like phylogenetic tree
The influenza-like phylogenetic tree emulates the ladder-like tree structure typical of the
influenza virus. Figure 3.4 illustrates the real-world structure of a specific region of the
influenza A (H3N2) HA gene, displaying a strong backbone lineage, where branches off
this backbone persist for only a short space of time before dying out (Volz, Koelle, and
Bedford, 2013).
The ladder-like tree structure of the influenza virus is characteristic of strong selection,
where the population is repeatedly replaced by selective sweeps, and Figure 3.5 displays
the idealised form of a phylogenetic tree under such selection. For the idealised influenza-
like tree structure, all branches off the backbone produce no further branching, and end
in leaf nodes.
For phylogeographic simulations on the influenza-like phylogenetic tree, far greater tree
depth (as compared to the informative tree structure, or a more balanced branching
1Row D in the generator matrix does not sum to 0, as the generator matrix entries have been rounded
to a single decimal place for display purposes.
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structure in general) was required to produce enough state observations to infer the
phylogeographic process with reasonable accuracy.
Figure 3.4: Phylogenetic tree for the HA1 region of the HA gene of influenza A (H3N2)














Figure 3.5: Influenza-like phylogenetic tree structure (to six generations).
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3.4.1 Two geographic states
A two-state phylogeographic process was simulated over the influenza-like phylogenetic









This generator matrix was parametrised to favour transitions from A to B relative to
transitions from B to A. The transition rate ΛBA is non-zero to create more state
diversity, otherwise a state transition A → B along the backbone of the tree at any stage
would result in only state B being observed at every subsequent leaf node.
The simulated phylogeographic process produced 901 observed states, corresponding to
the number of leaf nodes for the influenza-like tree structure to a depth of 900 years.
The two observations on the spurious predictor of the transition rates {ΛAB ,ΛBA} were
generated as independent N (0, 1) random variables.
3.4.2 Five geographic states
A five-state phylogeographic process was simulated over the influenza-like phylogenetic
tree structure to a depth of 900 years. The 900 year depth for the two-state process
was a conservative choice, and the same tree specification provided adequate evidence to
infer the rates for a five-state process. The phylogeographic CTMC was governed by the
irreducible generator matrix given by Equation (3.5).
The simulated phylogeographic process resulted in 901 observed states. For each simu-
lation, the twenty transition rates in Λ were modelled as log-linear functions of twenty
independently generated observations of a N (0, 1) random variable.
3.5 Multiple covariates
The preceding simulations on the informative and influenza-like phylogenetic tree struc-
tures have all considered a single spurious predictor of the transition rates in the generator
matrix Λ for the phylogeographic CTMC. Many applications in the literature, however,
evaluate multiple predictors of the transition rates (Lemey et al., 2014; Magee et al.,
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2015). Simulations were therefore performed to ascertain the effect of multiple spurious
predictors of the transition rates for a phylogeographic process.
The multiple covariate simulations were performed using the influenza-like tree structure
to a depth of 900 generations. A phylogeographic process governed by the generator
matrix in Equation (3.5) (such that all states are mutually accessible) was simulated
over the phylogenetic tree.
A phylogeographic state was observed at each of the 901 leaf nodes. For each simula-
tion, twenty observations on each of five N (0, 1) spurious predictors of the off-diagonal
transition rates in Λ were independently generated.
3.6 Model specification for parameter inference
The phylogenetic model for the simulations was specified in terms of nucleotides, and
the model of substitution assumed was the HKY85 model of Hasegawa, Kishino, and
Yano (1985). An asymmetric phylogeographic process was assumed to have generated
the observed location states. For both the CTMC modelling nucleotide substitution and
the phylogeographic CTMC a strict molecular clock was assumed. Specific phylogenetic




Each effect size was modelled a priori with β ∼ N (0, 4). The indicator variables
were distributed as δ
iid
∼ Bernoulli (q), which implied that for p predictors
∑p
k=1 δk ∼
Binomial (p, q). The prior distribution on the indicator variables δ was specified such
that there was a prior mass of 0.5 on no predictors being included in the model, and so
q = 1− 0.51/p. (3.7)
The prior distributions on β and δ were identical for the GLMs both with and with-
out random effects. The model with random effects, however, required an additional
prior parametrisation for the random effects ǫ. Following the hierarchical formulation




. In turn, the
precision of the normal distribution 1/σ2 was distributed a priori according to a gamma
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distribution with shape and rate parameters equal to 0.001. This is a vague distribution
frequently specified on variance parameters, and is characterised by an approximately
uniform density over most of its range, with a peak close to zero (Lambert et al., 2005).
Under such a vague prior distribution, the posterior distribution is quickly updated to
reflect the information contained in the empirical observations.
A log-normal prior was specified on the transition/transversion rate ratio, such that




. The equilibrium state frequencies for the phylogenetic and phylo-
geographic CTMCs were distributed a priori as Dirichlet (1, 1, 1, 1). The phylogenetic
tree was assumed to arise from a coalescent process a priori, and the population size
parameter N introduced in Equation (2.13) was estimated from the data. A one-on-X
prior was specified on N – one-on-X priors are improper distributions that allocate a
density of 1/X to the value X, for 0 ≤ X ≤ ∞. However, when modelling the coalescent
constant population size parameter, a one-on-X prior corresponds to a Jeffrey’s prior and
leads to a proper posterior distribution (Wu and Drummond, 2011).
The phylogenetic clock rate was distributed a priori as Gamma (α = 0.001, β = 0.001).
An approximation of a conditional reference prior – which is vague, and is derived in
Ferreira and Suchard (2008) – was specified on the phylogeographic clock rate. Although
both the phylogenetic and phylogeographic clock rates could be derived a priori from
the exchangeabilities and equilibrium frequencies of the known processes that generated
the data, vague priors were used in order to emulate analyses in more general scenarios,
such as those characterised by a lack of prior information on these rates. This choice was
made as convergence was achieved using vague distributions, and there is possible value
in the increased generalisability of this approach for future investigations.
3.7.2 Proposal distributions and operators
In BEAST, operators are functions that implement the proposal distributions for the
Metropolis Hastings MCMC algorithm, used to infer phylogenetic and phylogeographic
parameters. Operators propose new parameter values and typically change only a small
subset of the model parameters for a given state. Some operators are derived from
probability distributions, and sample from the conditional distribution of a subset of
parameters, given the values of the other parameters. These operators constitute efficient
Gibbs samplers, but are only applicable when the conditional distribution of the subset
of parameters has a recognisable form (Geman and Geman, 1984). Some of the model
parameters for the simulations adhere to this condition, thus motivating the use of these
operators in some cases, to be specified shortly.
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The operators used to propose parameter values in the simulations are listed below, and
their application to this investigation will be described subsequently. In this m.d., oper-
ators are generally described according to the convention of Drummond and Bouckaert
(2015).
• A scale operator is an operator that picks a random number s and multiplies the
values of its parameter by s. A specific scale factor s can also be passed to the
operator as an argument. It is typically applied to parameters such as clock rates.
• A delta exchange operator is typically applied to parameter values that are con-
strained to a fixed sum– such as equilibrium state frequencies for a CTMC. Given
a multi-dimensional parameter, the operator chooses two of its values, picks a ran-
dom number δ that will not violate the parameter constraints and adds δ to the
first selected value, while subtracting δ from the second selected value. A specific
δ can also be passed to the operator as an argument.
• A bit flip operator chooses a random component of a boolean-valued parameter
(such as the indicator variables δ) and changes its value from true to false or from
false to true.
• A random walk operator chooses a random value of a real-valued parameter and
changes the value by a random amount. In the phylogeographic context, random
walk operators are applied to effect sizes β, among other parameters. A window
size W needs to be passed as an argument to the operator; the new proposed value
is drawn from within a radius of 2×W from the current parameter value.
• A multivariate normal operator is applied in the context of a GLM. Given a set
of effect sizes and the corresponding design matrix X, and assuming β gives the










where α is a variance scalar that the operator tunes itself. This proposal is mo-
tivated by potentially high correlations between predictors, resulting in changes
to single coefficients at each time step producing high autocorrelation times and
impeding the efficiency of the Markov chain. The Multivariate Normal operator
was formulated by Lemey et al. (2012) for use with phylogeographic GLMs.
• A normal gamma precision Gibbs (NGPG) operator implements a Gibbs sampler
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and 1/σ2 ∼ Gamma (α, β), with K(K − 1) observed random errors, the operator
proposes values of 1/σ2 from its conditional distribution
1/σ2|α, β, ǫ ∼ Gamma








In general, operators do not propose changes to every subset of parameters at each state.
In addition to its unique tuning arguments, each operator is passed a weight, which
stipulates how frequently it is applied relative to the other operators. Parameters that
take longer to converge are sampled more frequently.
The following elaborates on the application of the aforementioned operators to this in-
vestigation. A delta exchange operator was allocated to the equilibrium state frequencies
for the phylogenetic CTMC, and similarly a delta exchange operator proposed changes
to the equilibrium state frequencies for the phylogeographic CTMC. Scale operators were
specified on the clock rates for the phylogenetic and phylogeographic CTMCs, as well
as on the transition/transversion ratio κ and the constant coalescent population size
parameter.
A bit flip operator was specified on the indicator variables δ, both for the models with
and without random effects. A random walk operator was allocated to the effect sizes
β. A multivariate normal operator proposed additional changes to the effect sizes β,
such that both a random walk operator and a multivariate normal operator were used to
propose changes to the effect sizes for all simulations. Similarly, a random walk operator
as well as a multivariate normal operator were used to propose changes in the estimated
random effects ǫ for each simulation. Finally, an NGPG operator was specified on the
precision 1/σ2 of the normal distribution for the random effects.
Table 3.1 presents all operators used, along with their tuning settings and relative
weights. The tuning parameters were dynamically adjusted in BEAST as the MCMC
ran for optimal efficiency.
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Table 3.1: Operators on model parameters
Operator arguments
Parameter Operator type Tuning parameter Weight
Phylogenetic equilibrium frequencies Delta exchange δ = 0.01 1
Phylogeographic equilibrium frequencies Delta exchange δ = 0.75 1
Phylogenetic clock rate Scale s = 0.75 30
Phylogeographic clock rate Scale s = 0.75 30
Transition/transversion ratio Scale s = 0.75 1
Coalescent population size Scale s = 0.75 30
Indicator variables Bit flip – 3
Effect sizes Random walk W = 0.5 1
Effect sizes Multivariate normal α = 1 5
Random effects Random walk W = 0.5 4
Random effects Multivariate normal α = 1 14
Random effects precision NGPG – 12
3.7.3 Convergence
This section elaborates on the diagnostics used to monitor the convergence of the Markov
chains used to infer the model parameters.
Each chain had a minimum length of 1 million states. Different chain lengths were
trialled and convergence was monitored to inform this choice. Thinning was applied
through logging states every 1000 steps, or, for longer chains, whichever interval would
produce 1000 samples. A burn-in period of 10% of the retained states was specified for
each chain. Trace plots of the parameters were examined and reflected a random scatter
about an approximately constant mean and variance.
Figure 3.6 gives an example of a trace plot for a (δ, β) pair in one of the simulations,
with the burn-in period indicated in red. All sampled parameters were additionally
confirmed to have effective sample sizes in excess of 200, and were therefore equivalent
to a minimum of 200 independent samples from the posterior distribution.
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Figure 3.6: Trace plot for posterior (δ, β) pair.
3.8 Software
All MCMC simulations were run in BEAST (Drummond, Suchard, et al., 2012), which is
currently the only standardised software package that has implemented phylogeographic
generalised linear models. Computations in BEAST were performed using facilities pro-
vided by the University of Cape Town’s ICTS High Performance Computing team2.
Molecular data was simulated in R using PhyloSim (Sipos et al., 2011). The informative
tree structures were generated in Python, and the phylogeographic processes were sim-
ulated in R using the APE: Analyses of Phylogenetics and Evolution library (Paradis,
Claude, and Strimmer, 2004).




This chapter presents the results of the simulations that were carried out. For every
simulation, the Bayes factor support for the inclusion of spurious predictors in the models
with and without random effects is presented visually. Support for the spurious predictor
is quantified on the vertical axis, while the horizontal axis distinguishes between support
under the model without random effects and support under the model including random
effects. Each simulation corresponds to its own unique set of observations on the spurious
predictor (or predictors, in the case of the multiple covariate simulations), and its own
unique set of observed location states. A simulation is represented by a pair of points on
the plot, connected by a straight line.
The Bayes factor support is obtained according to Equation (2.12), where the hypothesis
H1 corresponds to δ = 1, so the Bayes factor is simply the posterior odds that δ = 1,
divided by the prior odds that δ = 1. Results are plotted and tabulated on a 2 loge (B10)
scale instead of a raw Bayes factors B10 scale. The transformation narrows the large
range of the plot in the presence of strong predictors, for ease of visual interpretation.
The guidelines for positive and strong evidence that δ = 1 (see Table 2.1) are marked on
the plots in orange and red respectively.
The chapter proceeds as follows: firstly, predictor significance results for the two-state
and five-state simulations over the informative tree structure are presented. Next, re-
sults for the two-state and five-state simulations over the influenza-like phylogenetic tree
structure are discussed. Finally, the results for the simulations using multiple covariates
are presented, and the chapter is concluded with a summary of all of the simulations.
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4.1 Informative phylogenetic tree
Figure 4.1 plots the results for the two-state simulations and the five-state simulations
over the informative phylogenetic tree, respectively.
In the two-state simulations, the model without random effects provided very strong evi-
dence that δ = 1 in six of the simulations, and strong evidence that δ = 1 in an additional
two simulations (according to the guidelines in Table 2.1). These results are spurious,
as the predictors that registered as significant were randomly generated, independently
of the phylogeographic transition rates. Only one of the simulations without random
effects correctly provided no evidence that δ = 1, while every simulation for the model
with random effects provided no evidence for the inclusion of the spurious predictor.
The five-state simulations without random effects identified very strong evidence for the
inclusion of the spurious predictor in three of the simulations, and positive evidence
for the inclusion of the spurious predictor in one of the simulations. The model with
random effects identified no evidence for the inclusion of the spurious predictor across
all simulations. Table 4.1 gives the transformed Bayes factors for both the two-state and
five-state simulations.
The difference between the false positive rates for the model without random effects in
the two-state and five-state simulations can be described using the following reasoning.
In the two-state simulations, the standard phylogeographic GLM selects an effect size
β1 and indicator variable value δ1 that, together with two observations on a randomly












where x12 and x21 are the observations of the random predictor corresponding to rate
ΛAB and rate ΛBA respectively. Since the simulations are based on distinct rates ΛAB
and ΛBA, the phylogeographic GLM simply has to choose δ1 and β1 to approximate
the pattern seen in the rates, which is achievable in the vast majority of cases through
selecting a reasonable effect size and δ1 = 1. As the number of entries in the rate matrix
increases (for example, in the five-state simulations), the pattern in the rates becomes
more complex and increasingly difficult to approximate given a set of observations on
the random covariate. Thus, with greater probability, no effect size β1 that is able to
reproduce the pattern in the rates can be found, and the model correctly infers δ1 = 0.
























(b) Five-state phylogeographic process
Figure 4.1: 2 log
e
(B10) values for two-state and five-state phylogeographic processes
over the informative phylogenetic tree structure, contrasting predictor significance un-
der the standard and random effects models. The orange line denotes the lower bound
for a positive predictor and the red line denotes the lower bound for a strong predictor
(Kass and Raftery, 1995).
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Table 4.1: Bayes factor support for spurious predictors of phylogeographic transition
rates (informative tree).
Two-state process Five-state process
Simulation No random effects Random effects No random effects Random effects
1 10.83 0.21 ∞ -1.04
2 13.60 0.30 ∞ 0.45
3 ∞ 0.66 -6.42 -3.80
4 5.59 0.39 -4.95 -1.58
5 ∞ 0.32 -3.14 -1.13
6 6.81 -0.20 ∞ -2.07
7 6.88 0.08 -5.63 -2.24
8 ∞ 0.41 -3.77 -1.67
9 11.40 0.26 -3.35 -1.74
10 0.43 0.00 2.36 0.55
2 loge (B10) values between 0 and 2 provide minimal evidence for the covariate, values between 2 and
6 provide positive evidence, values between 6 and 10 provide strong evidence, and values greater than
10 provide very strong evidence (Kass and Raftery, 1995). ∞ denotes an infinite Bayes factor, which
arises when very strong predictor support is provided, and the predictor is included in the model at
every MCMC state after burn-in.
Altogether, substantial evidence in support of spurious predictors was provided by the
standard model in both the two-state and five-state simulations, with particularly strong
evidence provided in the two-state simulations over the informative phylogenetic tree
structure. Additionally, for the standard model, the spread of Bayes factors in the five-
state simulations was larger than that for the two-state simulations. The random effects
model did not produce any false positives in either the two-state or five-state simulations.
4.2 Influenza-like phylogenetic tree
The results for the two-state and five-state simulations over the influenza-like phyloge-
netic tree are plotted in Figure 4.2. Table 4.2 gives the transformed Bayes factors for all
simulations, across both the two-state and five-state phylogeographic processes.
The two-state process consistently identified strong and positive evidence for the inclusion
of the spurious predictor, though the support was weaker than that in the informative
tree simulations. The five-state simulations also produced a substantial false positive
rate, and a greater spread in Bayes factors for the model without random effects, similar
to the pattern seen in the informative tree simulations.
As outlined for the informative phylogenetic tree, in general, false positive rates would
be expected to decrease with the number of location states. However, given the limited
number of simulations, random variation in the predictor values and observed location



























(b) Five-state phylogeographic process
Figure 4.2: 2 log
e
(B10) values for two-state and five-state phylogeographic processes
over the influenza-like phylogenetic tree structure, contrasting predictor significance
under the standard and random effects models. The orange line denotes the lower
bound for a positive predictor and the red line denotes the lower bound for a strong
predictor (Kass and Raftery, 1995).
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states mean that this is not a deterministic rule. In fact, for the influenza-like phyloge-
netic tree, the five-state simulations provided slightly more evidence for the inclusion of
the spurious predictor than the two-state simulations. The five-state process provided
strong or very strong evidence for the spurious covariate in four of the simulations, while
the two-state process provided strong or very strong evidence for the spurious predictor in
three of the simulations, and positive or near-positive evidence in two of the simulations.
When the observations of the spurious predictor are mostly orthogonal to the transition
rates, the model without random effects correctly rejects the predictor. However, as soon
as the covariate correlates slightly more with the transition rates, the spurious predictor
is incorrectly identified as highly predictive. The inclusion of a term modelling stochastic
noise entirely removes this phenomenon.
Table 4.2: Bayes factor support for spurious predictors of phylogeographic transition
rates (influenza-like tree).
Two-state process Five-state process
Simulation No random effects Random effects No random effects Random effects
1 8.03 -3.93 ∞ -1.78
2 -0.89 -2.27 -5.28 -2.52
3 -2.25 -2.47 -5.32 -2.64
4 1.31 -1.61 8.79 -2.08
5 11.40 0.21 ∞ -1.69
6 -1.08 -1.41 1.05 -2.96
7 7.11 -1.99 -6.81 -2.82
8 2.78 0.16 9.43 -4.25
9 1.83 0.32 -1.38 -4.05
10 -1.30 -0.63 -6.48 -3.30
2 loge (B10) values between 0 and 2 provide minimal evidence for the covariate, values between 2 and
6 provide positive evidence, values between 6 and 10 provide strong evidence, and values greater than
10 provide very strong evidence (Kass and Raftery, 1995). ∞ denotes an infinite Bayes factor, which
arises when very strong predictor support is provided, and the predictor is included in the model at
every MCMC state after burn-in.
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4.3 Multiple covariates
Figure 4.3 presents the results for the five-state simulations over the influenza-like phy-
logenetic tree, using five randomly generated covariates. The plots in the figure quantify
the Bayes factor support for each of the five spurious predictors separately, according
to both the models with and without random effects, across all simulations. The trans-
formed Bayes factors for the simulations according to each covariate are tabulated in
Table A.1 and Table A.2.
Using the standard model, a median of four simulations provided strong evidence for
the inclusion of each of the five covariates. Without random effects, the simulations
in general identified either evidence against the inclusion of a given covariate, or very
strong evidence for its inclusion, resulting in the widest spread of Bayes factors across
all simulation structures.
This behaviour is very similar to that seen in the five-state simulations over the influenza-
like tree, and can be explained using similar reasoning. With the inclusion of five spurious
covariates, for each simulation there is a greater probability that a covariate will be iden-
tified as highly predictive. This observation corresponds to the empirical results, which
exhibited a 90% false positive rate: nine of the ten simulations without random effects
identified at least one covariate as highly predictive, and half of the simulations without
random effects identified multiple covariates as highly predictive. In comparison, the
simulations using the model with random effects had a 0% false positive rate: no simu-
lation using the random effects model provided evidence for the inclusion of a spurious
predictor.





































































Figure 4.3: 2 log
e
(B10) values for five-state phylogeographic processes over the
influenza-like phylogenetic tree structure, contrasting predictor significance for sets of
five randomly generated covariates under the standard and random effects models. The
orange line denotes the lower bound for a positive predictor and the red line denotes
the lower bound for a strong predictor (Kass and Raftery, 1995).
Chapter 4. Simulations 43
4.4 Summary of simulation results
Multiple simulations were performed on two different phylogenetic tree structures: in-
formative and influenza-like. Both two-state and five-state phylogeographic processes
were simulated, with the crucial aim of quantifying support for spurious predictors of
phylogeographic transition rates according to the GLM formulations with and without
random effects. Predictor support was measured using Bayes factors, the evidence pro-
vided by which was classified according to the guidelines of Kass and Raftery (1995) in
Table 2.1.
The model with random effects did not identify evidence for the inclusion of spurious
predictors in any of the simulation cases. In fact, in the simulations with multiple
covariates, the model with random effects identified substantial evidence against the
inclusion of the spurious predictors in many simulations.
The model without random effects was susceptible to identifying false positives across
all simulation structures. Particularly strong and consistent evidence for the inclusion
of the spurious predictor was provided in the two-state case using the informative phy-
logenetic tree structure. The five-state cases identified strong evidence for the inclusion
of the spurious covariate, with less frequency than the two-state case for the informative
phylogenetic tree, but with slightly increased frequency relative to the two-state case
when applied to the influenza-like phylogenetic tree. Each of the five-state models also
exhibited a greater spread of Bayes factors than the two-state models. In general, the
false positive rate is expected to decrease with the number of location states, due to
the decreased probability of a randomly generated predictor correlating by chance with
twenty transition rates compared to two transition rates.
In the multiple covariate simulations, the model with random effects had a 0% false
positive rate, while the model without random effects had a 90% false positive rate.
That is, no covariate was identified as highly predictive across any of the simulations
with random effects, while at least one spurious covariate registered as significant in nine
of the ten simulations without random effects. This demonstrates that in the model
without random effects, false positives are more likely with multiple spurious covariates,
while the model with random effects is robust against false positives, even in the presence
of multiple spurious covariates.
Altogether, the simulations demonstrate that false positives are a serious concern in
the standard phylogeographic GLM formulation without random effects, exacerbated in
the presence of multiple spurious covariates. Conversely, the model with random effects
proved robust to false positives.
Chapter 5
Applications
In this chapter, three datasets from the literature that make use of phylogeographic
generalised linear models are analysed, and the support for various epidemiological pre-
dictors using the random effects model and the standard model is contrasted. Gräf et al.
(2015) and Magee et al. (2015) modelled the diffusion of HIV-1 Subtype C in Brazil and
Influenza A Subtype H5N1 in Egypt, respectively, as functions of multiple epidemiolog-
ical covariates under the standard phylogeographic generalised linear model. We apply
the random effects model to these datasets, contrasting the results to those obtained
using the standard model. Trovão et al. (2015) introduced the random effects model
applied in this m.d., so it is of interest to contrast the behaviour of their dataset under
the standard model. These datasets are recent contributions to the literature, having all
been published in 2015.
5.1 HIV-1 Subtype C in Brazil
Gräf et al. (2015) modelled the phylogeographic history of the HIV-1 Subtype C epidemic
in Brazil. The authors’ methodology is summarised below.
Sequence data were sampled from 22 Brazilian locations, and these constituted the state
space over which the phylogeographic process was modelled. The authors analysed sev-
eral sub-sampled datasets, making results more robust against sample biases. 1552 pol
sequences and 621 env sequences were originally collected across all locations. The data
was then down-sampled to approximately 500 sequences for each gene, and again sub-
sampled according to two schemes: Rand10, where a maximum of 10 sequences were
sampled per location, and Rand20 where a maximum of 20 sequences were sampled per
location. For each of these schemes the authors generated 3 random sub-samplings, creat-
ing the datasets {Rand10A, Rand10B, Rand10C} and {Rand20A, Rand20B, Rand20C}.
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For each dataset, the authors evaluated a set of epidemiological predictors according
to the phylogeographic GLM without random effects given in Equation (3.2). In their
analysis, they tested geographic distance, sample size, population size, HIV prevalence,
HIV-1C prevalence, and HIV-1C population size, each stratified into origin and desti-
nation, across all phylogeographic transition rates. Predictor significance was evaluated
using Bayes factors, with a 50% prior mass on no epidemiological predictors being in-
cluded in the model.
In our analyses we re-ran the phylogeographic models for the Brazilian HIV-1C pol
sequences on the complete dataset and all six sub-sampled datasets, replicating the
Bayes factor results for predictors evaluated via the GLM without random effects, then
re-parametrising the phylogeographic process according to the GLM with random effects
in Equation (3.3) and assessing predictor support. Table 5.1 and Table 5.2 display the
original Bayes factors published in Gräf et al. (2015), as well as the replicated Bayes
factors and the Bayes factors for the predictors when random effects were included, for
the complete and Rand10A datasets. The results for the remaining datasets are given in
Tables A.3 to A.7.
Across all datasets, the replicated Bayes factors that we simulated closely approximated
the original Bayes factors. The inclusion of random effects did not cause any predictors
to fall out of significance, or bring any new predictors into significance in any of the
datasets. For the Rand10A, Rand10C and Rand20C datasets, the inclusion of random
effects substantially decreased the Bayes factor for the predictor destination sample size,
but it remained a very strong predictor in the model.
Table 5.1: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: complete dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.1 0.1 0.1
Origin sample size ∞ ∞ ∞
Destination sample size ∞ ∞ ∞
Origin HIV population size 0.6 0.6 0.6
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 0.2 0.3 0.2
Destination HIV prevalence 0.0 0.0 0.1
Origin HIV-1C population size 0.3 0.3 0.3
Destination HIV-1C population size 0.0 0.0 0.0
Origin HIV-1C prevalence 0.3 0.2 0.2
Destination HIV-1C prevalence 0.0 0.0 0.0
B10 values between 1 and 3 provide minimal evidence for the covariate, values between 3 and 20
provide positive evidence, values between 20 and 150 provide strong evidence, and values greater
than 150 provide very strong evidence (Kass and Raftery, 1995). ∞ denotes an infinite Bayes factor,
which arises when very strong predictor support is provided, and the predictor is included in the
model at every MCMC state after burn-in.
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Table 5.2: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: Rand10A dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.0 0.0 0.0
Origin sample size 0.5 0.6 0.5
Destination sample size 6583.3 4603.2 605.9
Origin HIV population size 1.4 1.2 1.2
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 6.1 6.2 7.0
Destination HIV prevalence 0.0 0.0 0.0
Origin HIV-1C population size 14.4 13.0 14.9
Destination HIV-1C population size 0.0 0.1 0.1
Origin HIV-1C prevalence 7.2 7.8 5.7
Destination HIV-1C prevalence 0.0 0.0 0.0
5.2 Influenza A Subtype H5N1 in Egypt
Magee et al. (2015) studied the spread of the H5N1 influenza A virus in Egypt, using
phylogeographic GLMs to model viral diffusion and assess a number of epidemiologi-
cal predictors of this diffusion. The authors used the dataset of Scotch et al. (2013),
comprising 226 haemagglutinin sequences of the H5N1 influenza virus variant subclade
2.2.1.1. The spatial data was divided into 20 discrete location states, which correspond
to governorates in Egypt.
H5N1 is transmitted from avian species to humans and is highly pathogenic, posing a
substantial threat to both human and animal health. Numerous factors across a variety
of categories (such as animal populations and climatic measurements) could influence the
spread of the H5N1 influenza A virus, and Magee et al. (2015) used the phylogeographic
GLM framework to evaluate multiple drivers of viral diffusion simultaneously. The au-
thors incorporated 22 log-transformed predictors into a phylogeographic GLM with the
form given in Equation (3.2). The covariates were all pairwise measures, and each was
stratified into either a measure at the geographic origin or destination for each transition
rate.
We reproduced the original analysis under the standard model, then analysed the dataset
using the random effects model defined by Equation (3.3). These results are presented
according to governorate of origin and destination in Table 5.3 and Table 5.4 respectively.
In our analysis we did not have access to the same set of empirical trees used in the
original paper, and inferred a set of empirical trees separately from the data, resulting
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in substantial deviations of the replicated results from the Bayes factors in the original
study.
Table 5.3: Bayes factor support for an exploratory role in H5N1 diffusion in Egypt
(governorate of origin).
Predictor Magee et al. (2015) Replicated Random effects
Distance 0.46 0.16 0.97
Latitude 9.51 2.37 1.55
Longitude 20.35 3.80 3.38
Human density 15.08 5.02 10.91
Avian counts 80.28 984.51 38.22
Human counts 12.69 1.78 5.62
Avian density 22.87 5.82 13.70
Chicken density 15.63 3.61 8.34
Turkey density 5.50 0.80 2.35
Duck density 13.20 2.09 65.99
Goose density 20.24 5.56 14.74
Pigeon density 21.45 5.04 12.77
No motif density 16.78 4.53 6.10
Elevation 14.99 11.93 4.05
Precipitation 13.64 4.85 4.41
Temperature 7.13 0.75 1.84
Humidity 9.21 0.81 7.79
B10 values between 1 and 3 provide minimal evidence for the covariate, values
between 3 and 20 provide positive evidence, values between 20 and 150 provide
strong evidence, and values greater than 150 provide very strong evidence (Kass
and Raftery, 1995).
As observed in the original analysis, predictors from the governorate of destination were
not identified as significant, with the exception of avian counts. The authors identified
avian counts for the governorate of origin and the governorate of destination as being
strong and very strong predictors of spatial diffusion respectively, and argue that this
was likely as a result of sampling differentiation between locations. Interestingly, in
the analysis under the random effects model, destination avian counts was identified
as a weakly positive predictor instead of a very strong predictor. Another noteworthy
contrast between the standard and random effects models was presented by origin duck
density, which Magee et al. (2015) found to be a positive predictor of spatial diffusion.
In comparison, the model incorporating random effects identified origin duck density as
a strong predictor.
The large number of correlated predictors in this dataset made the analysis challeng-
ing. After run times in excess of a week, a small subset of model parameters still had
effective sample sizes substantially below 100. The indicator variables and effect sizes
associated with duck density at governorate of origin were among the parameters that
failed to converge. Figure 5.1 displays the trace plot for the effect size of duck density
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at governorate of origin, which clearly has not converged to an approximate random
scatter about a constant mean. This indicates non-convergence of the Markov chain, or
a possible bimodal posterior distribution.
Table 5.4: Bayes factor support for an exploratory role in H5N1 diffusion in Egypt
(governorate of destination).
Predictor Magee et al. (2015) Replicated Random effects
Distance 0.46 0.16 0.97
Latitude 0.13 0.09 1.07
Longitude 0.08 0.15 0.57
Human density 0.37 0.13 1.83
Avian counts 28058.39 42352.51 5.90
Human counts 0.16 0.13 0.98
Avian density 0.62 0.39 0.84
Chicken density 0.51 0.19 1.12
Turkey density 0.11 0.10 0.92
Duck density 0.46 0.14 4.45
Goose density 0.73 0.65 0.98
Pigeon density 0.59 0.89 1.20
No motif density 0.67 0.19 3.11
Elevation 0.29 0.15 0.52
Precipitation 0.08 0.10 0.87
Temperature 0.13 0.07 0.64
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Figure 5.1: Trace plot for duck density (governorate of origin).
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5.3 Influenza A Subtype H5N1 in Asia and Russia
The final dataset that was analysed was that of Trovão et al. (2015), in which the random
effects phylogeographic GLM parametrisation was introduced. The authors studied the
epidemic expansion of influenza A H5N1 across regions in Russia and Asia, using a
dataset constructed from 806 HA and NA sequences sampled from different avian hosts.
For the modelling with phylogeographic GLMs, the spatial data consisted of 19 discrete
location states.
In our analysis, diffusion rates were modelled as a function of geographic distance, as well
as host density at the origin and destination locations. This differed from the approach of
Trovão et al. (2015), who only used geographic distance as a predictor. Before inclusion
in the model, all predictors were log-transformed and standardised, as in Trovão et al.
(2015). Our analysis consisted of re-evaluating the phylogeographic GLM with random
effects published in Trovão et al. (2015), using all of the aforementioned predictors. We
then re-parametrised the GLM according to the standard formulation without random
effects in Equation (3.2), and contrasted predictor support under the two models.
Table 5.5 gives the Bayes factors associated with each of the three predictors of the
spread of influenza A H5N1. As in Trovão et al. (2015), geographic distance was an
extremely well-supported predictor, and was always included in both the models with
and without random effects. Support for origin and destination host densities presented
a more interesting contrast. In the random effects model, both covariates had Bayes
factors of approximately zero, suggesting no evidence for their inclusion. However, in
the model without random effects, although support for origin host density was negligible,
destination host density was associated with a Bayes factor of 5.95, which constituted
positive support under the Kass and Raftery (1995) guidelines in Table 2.1.
Table 5.5: Bayes factor support for an exploratory role in Influenza A H5N1 diffusion
in Russia and Asia.
Predictor Random effects No random effects
Distance ∞ ∞
Origin host density 0.25 0.18
Destination host density 0.15 5.95
B10 values between 1 and 3 provide minimal evidence for the covariate,
values between 3 and 20 provide positive evidence, values between 20 and
150 provide strong evidence, and values greater than 150 provide very
strong evidence (Kass and Raftery, 1995). ∞ denotes an infinite Bayes
factor, which arises when very strong predictor support is provided, and
the predictor is included in the model at every MCMC state after burn-
in.
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Although the contrast in support for destination host density under the two phylogeo-
graphic GLM formulations is not as striking as that for covariates in the simulations,
it does present a case in a real-world dataset where the two models disagree over pre-
dictor support. The model with random effects identified no support for the origin and
destination host density covariates, and ultimately the analysis in Trovão et al. (2015)
included only geographic distance as a predictor of transition rates. However, modelling
under the standard GLM formulation without random effects (depending on author in-
terpretation), could suggest the inclusion of destination host density as a predictor of
geographic transition rates.
5.4 Summary of applications
The standard and random effects phylogeographic GLM formulations were applied to
contrast predictor support in three recently published datasets from the phylogeographic
GLM literature.
For the dataset of Gräf et al. (2015), a set of 11 predictors of the transition rates between
22 location states was assessed. In this dataset, predictor significance under the two
models generally corresponded closely, with substantial decreases in support for certain
highly-significant predictors when random effects were included. Notably, none of these
decreases altered the classification of the support according to the Kass and Raftery
(1995) guidelines in Table 2.1.
The Magee et al. (2015) dataset modelled transition rates between 20 location states as a
function of 33 covariates. Although inference of a different set of empirical trees resulted
in the reproduced Bayes factors (without random effects) deviating from those in the
original paper, the inclusion of random effects resulted in significant changes in support
for some predictors. The most notable change in predictor support was for destination
avian counts, which was classified as a very strong predictor without random effects, but
only as a positive predictor under the random effects model. It should be noted, however,
that some parameters in this analysis failed to converge, likely due to high correlations
between covariates and the large size of the dataset.
Finally, the Trovão et al. (2015) dataset was used to test 3 predictors of the transition
rates between 19 location states. Notably, destination host density was identified as a
positive predictor under the model without random effects, but not in the model including
random effects.
As an aside, the current specification for the random effects model requires the precision
of the random effects to be estimated from the data, and adds K(K − 1) random effects
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to the model for a K-state phylogeographic model. On the real world datasets, in order
to obtain adequate effective sample sizes for the additional model parameters, run-times
of between 4 and 8 times longer than those of the model without random effects were
required. For the Magee et al. (2015) dataset, this translated into run-times spanning
multiple days, although it should be noted that 33 covariates and 380 transition rates
constitutes a large dataset in this application, and so this may be deemed acceptable.
Chapter 6
Conclusions and Recommendations
In Chapter 4, our simulation results across a range of phylogenetic trees and phylo-
geographic processes established that the standard phylogeographic GLM is susceptible
to false positive results on covariates not associated with the phylogeographic transition
rates. The false positive rate decreased with the number of discrete location states for the
influenza-like phylogenetic tree, but was still substantial for a five-state phylogeographic
process (spurious covariates were identified as strong or very strong predictors in between
30% and 40% of simulations). The false positive rate was positively associated with the
number of spurious covariates in the model, and for a five-state phylogeographic process
with five spurious covariates, at least one spurious covariate was identified as highly pre-
dictive in 90% of the simulations. In every simulation setting, the phylogeographic GLM
including random effects was entirely robust to spurious predictors, with a false positive
rate of 0%.
In Chapter 5, predictor significance according to the standard and random effects models
was contrasted for the recently published datasets of Gräf et al. (2015), Magee et al.
(2015) and Trovão et al. (2015). For the Gräf et al. (2015) data, the models including
and excluding random effects generally corresponded in their classification of predictor
significance across multiple sub-sampled datasets. However, both the Magee et al. (2015)
and Trovão et al. (2015) datasets presented cases where the model without random
effects identified substantial evidence for the inclusion of certain predictors, while the
evidence for their inclusion according to the model with random effects was negligible.
This demonstrates potential susceptibility of the standard phylogeographic GLM to false
positive results for covariates in real world datasets.
Outside of controlled simulation scenarios, cases where the model without random effects
suggests a significant predictor but the model with random effects suggests negligible
support could either be interpreted as corresponding to insignificant predictors, or as the
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random effects model lacking the power to identify truly significant covariates. In the
applications to published datasets, predictor significance detections tended to be upheld
for the random effects model. This suggests that there is not necessarily a substantial
decrease in power as compared to the standard phylogeographic GLM. A detailed power
simulation contrasting the two models would clarify this question, and stands as a future
avenue for research.
Our simulation and application results provide evidence that spurious covariates pose
a substantial challenge to the standard phylogeographic GLM formulation. The model
including random effects proposed by Trovão et al. (2015) effectively accounts for random
variation in the model and addresses the concern of spurious predictors. Although the
models correspond closely in predictor support in many cases, without random effects
or a similar approach to account for stochasticity in the transition rates, significant
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Table A.1: Bayes factor support for predictors β1, . . . , β4 in multiple covariate simu-
lations.
β1 β2
Simulation No random effects Random effects No random effects Random effects
1 1.22 -8.79 -3.29 -9.19
2 -4.21 -8.16 -10.83 -8.45
3 -10.83 -10.01 -10.01 -8.61
4 -2.80 -9.70 ∞ -10.38
5 -10.38 -9.70 -8.16 -11.40
6 ∞ -12.22 ∞ -10.38
7 5.21 -10.83 -2.43 -11.40
8 -0.94 -12.22 ∞ -9.43
9 12.22 -8.30 ∞ -9.70
10 -0.19 -12.22 -1.37 -11.40
β3 β4
Simulation No random effects Random effects No random effects Random effects
1 -7.90 -9.19 ∞ -8.98
2 -5.47 -10.01 ∞ -10.83
3 ∞ -7.79 -5.59 -9.43
4 ∞ -10.38 3.82 -10.01
5 -6.25 -10.38 -8.45 -8.98
6 -2.07 -7.90 -2.30 -8.98
7 ∞ -8.98 10.01 -7.57
8 -1.60 -9.70 -10.38 -10.83
9 9.43 -8.98 ∞ -5.18
10 ∞ -8.98 13.60 -9.19
2 loge (B10) values between 0 and 2 provide minimal evidence for the covariate, values between 2 and
6 provide positive evidence, values between 6 and 10 provide strong evidence, and values greater than
10 provide very strong evidence (Kass and Raftery, 1995). ∞ denotes an infinite Bayes factor, which
arises when very strong predictor support is provided, and the predictor is included in the model at
every MCMC state after burn-in.
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Table A.2: Bayes factor support for predictor β5 in multiple covariate simulations.











Table A.3: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: Rand10B dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.0 0.0 0.0
Origin sample size 0.4 0.4 0.4
Destination sample size 5758.4 2458.8 3062.3
Origin HIV population size 1.1 1.1 1.1
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 10.8 10.3 10.2
Destination HIV prevalence 0.0 0.0 0.0
Origin HIV-1C population size 22.4 22.9 23.0
Destination HIV-1C population size 0.1 0.1 0.1
Origin HIV-1C prevalence 1.3 1.5 1.4
Destination HIV-1C prevalence 0.0 0.0 0.0
B10 values between 1 and 3 provide minimal evidence for the covariate, values between 3 and 20
provide positive evidence, values between 20 and 150 provide strong evidence, and values greater
than 150 provide very strong evidence (Kass and Raftery, 1995). ∞ denotes an infinite Bayes factor,
which arises when very strong predictor support is provided, and the predictor is included in the
model at every MCMC state after burn-in.
Table A.4: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: Rand10C dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.1 0.1 0.1
Origin sample size 0.4 0.4 0.4
Destination sample size 1674.5 2598.9 677.4
Origin HIV population size 1.6 1.7 1.8
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 16.1 13.9 15.0
Destination HIV prevalence 0.0 0.0 0.0
Origin HIV-1C population size 9.6 10.6 10.1
Destination HIV-1C population size 0.1 0.1 0.1
Origin HIV-1C prevalence 4.1 4.4 4.1
Destination HIV-1C prevalence 0.0 0.0 0.0
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Table A.5: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: Rand20A dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.0 0.0 0.0
Origin sample size 0.4 0.3 0.4
Destination sample size ∞ ∞ ∞
Origin HIV population size 1.2 1.2 1.1
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 17.3 15.5 16.6
Destination HIV prevalence 0.0 0.0 0.0
Origin HIV-1C population size 18.1 19.0 18.4
Destination HIV-1C population size 0.0 0.0 0.0
Origin HIV-1C prevalence 1.1 1.2 1.1
Destination HIV-1C prevalence 0.0 0.0 0.0
Table A.6: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: Rand20B dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.0 0.0 0.0
Origin sample size 0.4 0.4 0.4
Destination sample size ∞ ∞ ∞
Origin HIV population size 1.1 1.1 1.3
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 13.1 12.7 12.6
Destination HIV prevalence 0.0 0.0 0.0
Origin HIV-1C population size 23.4 22.7 19.3
Destination HIV-1C population size 0.0 0.0 0.0
Origin HIV-1C prevalence 1.4 1.7 2.3
Destination HIV-1C prevalence 0.0 0.0 0.0
Table A.7: Bayes factor support for an explanatory role in the Brazilian HIV-1C pol
sequence diffusion process: Rand20C dataset.
Predictor Gräf et al. (2015) Replicated Random effects
Geographic distance 0.0 0.0 0.0
Origin sample size 0.4 0.4 0.4
Destination sample size ∞ ∞ 34623.7
Origin HIV population size 1.2 1.1 1.1
Destination HIV population size 0.0 0.0 0.0
Origin HIV prevalence 7.9 7.7 7.0
Destination HIV prevalence 0.0 0.0 0.0
Origin HIV-1C population size 38.8 41.6 45.3
Destination HIV-1C population size 0.0 0.0 0.1
Origin HIV-1C prevalence 1.0 0.9 1.0
Destination HIV-1C prevalence 0.0 0.0 0.0
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