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1. INTRODUCTION 
Let V be an even-dimensional vector space over GQ), where q is odd, 
having a nondegenerate quadratic form on it. Let 52 denote the commutator 
subgroup of the general orthogonal group of this quadratic form. In this paper we 
study the second degree cohomology of Q on V (as its standard module) in both 
the cases of maximal an nonmaximal index: the corresponding Sz are the 
Chevalley groups of type D,(q) and the twisted groups of type 2D,(q) respectively 
[6]. Hs(Q, V) is almost always zero, the exceptions occurring in small dimensions. 
If dim V = 2m, the commutator subgroup we study will be denoted by 
Q+(2m, q) or SZ-(2~2, q), respectively, depending on whether the orthogonal form 
on V has maximal or nonmaximal index. @(m, q) will stand for the set of all 
m x m alternating matrices with entries from GF(q), and 1,) 0, will be the 
m x m identity or zero matrices, respectively. We will drop the subscripts 
whenever they are clear from the context. Also for P E GL(m, q), P* = (P-1)” and 
GL’(m, q) = {P E GL(m, q) / det P is a square in GF(q)}. 
If A is a group and W is an A-module, EVA will denote the set of all A-invariants 
in W. 
Our general method is to pick a maximal parabolic subgroup G of J2 and to 
study H2(G, V), knowing that the restriction map from H2(S2, V) into H2(G, V) is 
injective. If A is a normal abelian subgroup of G, X = G/A, and M is a (left) 
G-module, we make repeated use of the inflation-restriction exact sequences that 
come from the E, terms of the Hochschild-Serre spectral sequence [l, 2, 41: 
0 -+ H2(G, Ill), - EP(G, M) + H2(A, M)X 
and (1) 
0 -+ fP(X, MA) - W(G, AI) - IF(A, M)X - H2(X, MA) -+ H2(G, M), 
- zqx, Hl(A, M)) 
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In the above, the third arrows in both sequences indicate restriction maps, and 
the second and fifth arrows in the second sequence denote inflation maps which 
are induced by the projection G -+ X. 
Let A and M be finite-dimensional vector spaces over a finite field of charac- 
teristic p, and regard M as an A-module with trivial action. Let Alt,(A, izI) 
stand for the space of all alternating 2-forms from A into M. Then we have (see 
[I, 41) a split exact sequence of groups 
0 --f Hom(A, M) + W(A, M) -+ Alt.,(A, M) --+ 0 (2) 
where ([fl)(~, b) =f(a, 4 - f(k a ) f or a, b E A, [f] E H2(A, M). Iff E Z2(A, M) 
is a symmetric cocycle (i.e., f(a, b) = f(b, a) for all a, b E A) we define 
h, E Hom(A, M) by the formula 
This induces an isomorphism from the subgroup of classes of symmetric 
cocycles onto Hom(A, M). 
If 1 -+ A -+ G ---f X-+ 1 is an exact sequence of groups with A an elementary 
abelianp-group, and M is a KG-module such that MA = M, where K is a finite 
field of characteristic p, then (2) is actually an exact sequence of X-modules. 
Moreover, if A is a vector space over K and r denotes the Galois group of K 
over its prime field, then there is an X-module isomorphism 
Hom(4 M) N @ f&(4 M) 
ocr 
where H,(A, M) is the space of all K-semilinear transformations with com- 
ponent automorphism U. 
We now give a small proposition that, in some special cases, tells us whether 
some function is a coboundary or not. It will be useful in several instances. If 
A is a group and M an A-module, then there is a map d : C”(A, M) ---f C”(A, M) 
bY 
(Af )(x1 >..., x,) = C (w 4 f @dl) - xdd 
for an n-cocyclef, where the summation is taken over all permutations u on n 
letters. 
PROPOSITION 1.1. Let A be a jkite abelian group and let M be a finite-dimen- 
tional vector space over a Jinite field; regard M as an A-module with trivial action. 
Let M’ be the free abelian group with basis M, so that f E (?(A, M) induces a map 
f ‘: A” -+ M’. Then f E Bfl(A, M) implies that A( f ‘) = 0. 
Proof. For f E B”(A, M) one observes that the terms of A(f’) cancel out in 
pairs. 
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2. THE SECOND COHOMOLOGY GROUP OF Q+(2m, q) ON ITS STANDARD MODULE V 
For 4 > 3, Landazuri [3] h as shown that Hs(Q92m, q), V) = 0. Also 
Ha(Q+(6, 3), V) = 0 by a result of Sah [5]. In this section we show that for all 
the remaining cases, the cohomology group H2(Q(2m, q), V) vanishes again. 
Since this is trivial when m is even or when m = 1, we may assume from now 
on that m is odd and m > 3. 
The standard module V for 52+(2m, a) has the decomposition I/ = U $ JV, 
where U, JV are maximal totally singular subspaces such that, with respect to a 
suitably chosen basis {ui ,..., u, , wi ,..., wm> for V, where ui E U, wi E W for 
i = 1, 2,..., m, the bilinear form associated to our quadratic form has matrix 
We write all matrices with respect to such a basis. 
PROPOSITION 2.1. Let G denote the (setwise) stabilizer of U in Q. Then 
(i) G is the semidirect product of 
X = ][im $1  PE GL‘Ym, cd/, 
where, when we identify X with GL’(m, q) and G2’ by OC(m, q), the action of X on C?! 
isbyPoA = PAPt. 
(ii) IfP(G, U) = H2(G, V/U) = 0, then H2(Q, V) = 0. 
Proof. (i) is clear when one observes that 52 must contain all thep-subgroups 
(p = Char GF(q)) of the general orthogonal group, hence a lies in Q. For (ii) 
note that 1 Q : G ] is prime to p and that the exact sequence 0 + U --f V ---f 
V/U -+ 0 of G-modules gives rise to the exact cohomology sequence H2(G, U) + 
H2(G, V) -+ H2(G, V/U). 
In the following lemmas we study H2(G, U) and H2(G, V/U) via the exact 
sequences (1). Besides the ones mentioned in the proposition above, we also 
make the identifications of U and V/U with m-dimensional vector space over 
GF@). 
LEMMA 2.1. H2(X, U) = H2(X, V/U) = 0. 
Proof. If q # 3, X has a nontrivial center, so the result is clear. If q = 3, 
X N SL(m, q) and we refer to [S]. 
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LEMMA 2.2. H2(01, U)x and H2(GY, VjU)X are both zero except when q = 3, 
m = 3. 
Proof. By (2) it suffices to prove that Hom(@, M)X and Alt,(@, M)X vanish 
except perhaps at the indicated exceptional cases, for M = U or V/U. We only 
give the proof for the module U; for V/U the argument is exactly the same. First 
let h E Hom(Q?, U)“. Then Ph(A) = h(PAPt) for all A E 67(m, q) and all 
P E GLO(m, q). Now, h E 0 provided that h vanishes on an arbitrary rank 2 
alternating matrix. Take B, = [c’r -i] E a(2, q) and A = [tz !,-,I E a(m, q). 
Let P = [‘, i] where T E SL(2, q), ZE SL(m - 2, q). Decompose h(A) = 
(h,(A), h,(A))t with h,(A) E GF(q)2 and h,(A) E GF(q)“e2. Stability of h under all 
such P indicates that h,(A) = 0, and therefore h,(A) = 0. But if C is an arbitrary 
rank 2 member of the group of alternating matrices, there exists S E GL(m, q) 
with SAS = C. With P as above, C = (SPS-‘) C(SPS-l). Thus h(C) = 
SPF(C). Proceeding as before we obtain h(C) = 0. 
Next if 9 E Alt(02, U)X, then for A, B E 6Z(m, q) we have P+(A, B) = $(PAPt, 
PBPt) for all P E GL”(m, q). Let (Bij 1 1 < i <j < m> be the canonical basis for 
Q!(m, q), where Bij is the matrix with (;,j)-entry 1, (j, i)-entry -1, and zeroes 
elsewhere. + z 0 provided that $(XB,, , pB,,) = 0 for any X, p E GF(q) and any 
basis elements Bij, B,, (not necessarily distinct). By considering the stability 
of + under various matrices P it follows easily that 9 must vanish unless m = 3, 
q = 3. In this case there is a nonzero stable alternating form 4, satisfying 
+(B1,, B,,) = (0, 4 W, $(B,, , B,,) = (6 0, Ojt, +(B,, , B,,) = (0, 0, W for any 
nonzero element 8 of GF(3). 
For the module V/U it turns out that Alt,(& IJ’/U)~ =0 in all cases, and 
Hom(GZ, V/U)X -= 0 except when q = m = 3. Then if (B12 , B,, , Bz3} is the 
basis for the 3 x 3 alternating matrices over GF(3), there is a stable homo- 
morphism h given by h(B12) = (0, 0, h)t, h(B13) = (0, --A, O)t, h(B2J = (h ,O, O)‘, 
where h E GF(3). 
LEMMA 2.3. Hl(X, Hom(@, U)) = 0. 
Proof. For q = 3, this is in [5], so suppose q > 3. By (4) we have 
HYX, Hom(@, U)) = 0 H1(X, HA@, u)) 
osr 
where r is the Galois group of GF(q) over its prime field and H,(@ U) is the 
set of all GF(q)-semilinear maps from 02 into U with component automorphism u. 
Given h E Hg(5Z’, U), an element PE GL“(m, q) acts on it by (P 0 h)(A) = 
P?z(P-lAP*) for A E at(m, q). Let h $: 0, 1 in GF(q) and let P = h21m. The 
cohomology in question will vanish unless this element P acts trivially on 
H&02, U), i.e., unless X40 z X2 for all X E GF(q). This identity implies that 
q = 3, a contradiction. Hence H1(X, H,(fl, U)) = 0 for an arbitrary auto- 
morphism 0, and this completes the proof. 
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LEMMA 2.4. Hl(X, Hom(02, V/U)) = 0. 
Proof. As in the previous lemma it suffices to prove that 
Hl(X, H,(& V/U)) = 0 
for any automorphism V. To obtain this result we apply the following theorem 
from [ 1,4] : 
Let G be a finite group, V a G-module with p V - 0 for some prime number p. 
Let Y be a subgroup of G, D a p-prime subgroup of Nc( Y), As a subgroup of 
N,(D), and H = (Y” 1 n E N). If 1 G : H 1 is prime to p and VG = VD, then 
EP(G, V) is isomorphic to a subgroup of Z1(Y, V)D. 
We take G = X II GL’(m, q), V = H,(0!, V/U), p = Char GF(q), Y = 
{I + y& / y E GF(q)) where Era is the elementary matrix with + 1 on the (1, 2)- 
entry, zeroes elsewhere, D = the diagonal subgroup of GL’(m, q), and N = all 
permutation matrices contained in GL’(m, q). From the proof of Lemma 2.3 it is 
clear that VD 7 0 except when m = 3, q = 3. By [3] we may assume that if 
q = 3, then m > 6 and that na is odd. 
We claim that Z1( Y, V) = 0 for all the cases under consideration. Denote the 
element I + y&a of the group Y by y, and let (Bij 1 1 < i <j < m} be the basis 
for given in Lemma 2.2. Now if f~ Z1( Y, H,,(UZ, V/U))” and T is a diagonal 
element of GL’(m, q) with h, , X, ,..., h, on the diagonal, we obtain the stability 
condition 
f(y)(B,j) = T*f(h;‘yhz)(hi’Xi’Bij). (5) 
Considering (5) under various values of the diagonal entries hi it is immediate 
that f(y)(&) = 0 for any y E GF(q) and any basis element Bij , except in the 
cases q = 3, m = 3 or 5. This completes the proof. 
The discussion above can be summarized as our first theorem: 
THEOREM 2.1. H2(9+(2m, q), V) = 0 for all odd q, all m. 
3. THESECOND COHOMOLOGYGROUPOFB-(Zm, q) ONITS~TANDARD MODULE V 
The main result of this section is that H2(SZ-(2m, q), V) = 0 for all odd q, all m, 
with the possible exception of the case m = 4, q = 3. (It has been pointed out 
by B. Fischer that if the “monster” exists, then H2(Q-(8, 3), V) # 0). Firstly, we 
may assume that m > 2, because the order of Q-(2, q) is prime to Char GF(q). 
We also note that -1 E Q-(2m, q) iff qm + 1 = 0 (mod 4), so for these cases 
again, the cohomology will vanish. 
The standard module V for Q-(2m, q) can be decomposed as V = lJ @L @ W, 
where 7J, Ware maximal totally singular subspaces and L is a nonsingular line. 
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Moreover, we can assume that, with respect to a suitably chosen basis 
if% ,***, %-I ,11,12,w1 ,..., w,-,}forV,whereuiEU,wiEWfori=1,2 ,..., m- 1 
and Zr , 1s EL, the bilinear form associated to the quadratic form on V has the 
matrix 
0 0 I i 1 0 E 0 , IO0 
where E is a 2 x 2 diagonal matrix with +l and --E on the diagonal, for some 
non-square E in the field of 4 elements. In this section 52 will always denote 
Q-(2m, q), Q odd, and all matrices will be written with respect to the basis 
discussed above. 
PROPOSITION 3.1. Let G be the (setwise) stabilizer of U in Q. Then 
(i) G is the semidirect product of 
I u A 
a?= OIvi Ii Ii u,vare(m-1) ~2matriceswithu$vE=O 00 I 
and A is an (m - 1) x (m - 1) matrix with A + At + vEvt 
P 
XZ I[ II T P E GL”(m - 1, q)T E Q-(2, q) P* 
(ii) has a subgroup 9Y N Gsl(m - 1, q) given by 
I 0 B 
98= I[ 0 I 0 0 1 I 
~49 is a normal subgroup of G. Also, ~218 is isomorphic to the set of all (m - 1) x 2 
matrices over GF(q), and is an X-module via u ++ PUT-I, P E GL”(m - 1, q), 
T E Q-G q). 
(iii) 1 Q : G 1 is prime to Char GF(q), and hence H2(G, V) = 0 impZies 
fP(Q, V) = 0. 
Proof. All these can be routinely verified. 
We will identify the elements of g with the (m - 1) x (m - 1) alternating 
matrices, and the elements of @/a with (m - 1) x 2 matrices. 
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The exact sequences of G-modules 
with GI acting trivially on U, U @ Ll U, and V/U @L, induce exact cohomology 
sequences 
Hz(G, U) + H2(G, U @L) + H2(G, U @L/U) and 
H2(G, U @L) + H2(G, V) + H2(G, V/U OL). 
, 
Hence H2(G, V) = 0 p rovided that H2(G, M) = 0 for M = U, U @L/U, and 
V/U 0 L. We now assume that m 2 3; the case m = 2 will be done at the end 
of the section. 
The exact sequence of groups 1 -+ 99 + G --f G/L% + 1 gives, via the equations 
(I), the exact cohomology sequence 
0 + H2(G, M), -+ H2(G, M) + H2(~‘, M)G/g 
Hz(G/g, M) + H2(G M)O --f Hl(G/B’, Hom(LB, M)), 
where M = U, U @ Ll U or V/U @L. To compute the last group in the above 
sequence we make use of the split exact sequence of groups 1 + a/~% -+ G/B 
X+ 1, which, by (l), gives the exact inflation-restriction sequence 
0 -+ H1(X, Hom(g, M)) ---f Hl(G/g, Hom(@, M)) + Hom(~/.SY, Hom(g, M))X. 
Also to work out H2(G/B, M) we use the exact sequences 
0 + H2(G/9Y, M), --f H2(G/97, M) ---f H2(@/@ M)x 
H2(X, M) -+ H2(G/g’, M), + Hl(X, Hom(fl/@, M)), 
which arise from (1) applied to the same split exact sequence of groups. We can 
summarize this discussion into a strategy for showing H2(G, M) = 0, namely: 
PROPOSITION 3.2. Let M = U, U @L/U or V/U @L. Then H2(G, M) = 0 
if all the following conditions hold: 
(i) H2(.@, M)G@’ = 0 
(ii) HI(X, Hom(@, M)) = 0 
(iii) Hom(CY/B, Hom(B, M))X = 0 
(iv) H2(X, M) = 0 
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(v) rrya/.%?, My = 0 
(vi) W(X, Hom(a/g, M)) = 0. 
We now give a sequence of lemmas that tell us when each of these cohomology 
groups is zero. 
LEMMA 3.1. 
(i) H2(~‘, U)Gl~ = 0 except when m = 4, q = 3. 
(ii) H2(&?, V/U @L)G@ = 0 except when m = 4, q = 3. 
(iii) H2(AY, U)G@’ = H2(X, V/U @ L)G/@ = 0 for all m, all q. 
(iv) Hl(X, Hom(a, UT)) = HI(X, Hom(98, V/U @I,)) = 0 for all m, all q. 
Proof. X has a subgroup X0 N GL”(m - 1, q) consisting of all those elements 
of X having T == I, where T E Q-(2, q) is in the middle block of the matrix. 
G/g-stable elements in H”(6J?, U) or H2(@, V/U @L) are the same as the X0- 
stable elements, thus (i) and (ii) are immediate consequences of Lemma 2.2. (iii) 
follows from Lemma 2.1; Lemmas 2.3 and 2.4 give H1(XO , Hom(g, U)) = 
H1(XC , Hom(.@, V/U @L)) = 0. Since 1 X : X0 ( is prime to Char GF(Q), (iv) is 
obtained. 
LEMMA 3.2. H2(9Y’, U @ L/lJ)GIg = 0. 
Proof. By (2) it suffices to show that Hom(g, U @L/ U)c@ and Alt,(B, 
u @L/ U)C@ are zero. Now if f is a G/g-stable homomorphism and 4 a 
G/&?-stable alternating form, then for A, I3 E 6Y(m - 1, q) we must have f (B) = 
Tf(PBPt) and +(A, B) = T$(PAI?, PBPt) for all P E GL”(m - 1, q) and all 
T E Q-(2, q). Since any nontrivial element of Q-(2, q) acts fixed-point free, 
taking P = I and T f I in the above equations we see that both f and 4 vanish. 
LEMMA 3.3. H1(X, Hom(8, U @L/U)) = 0. 
Proof. X contains a central subgroup isomorphic to Q-(2, q), cyclic of order 
(q + 1)/2 3 2 for q > 3. Since a generator for this subgroup acts fixed-point free 
on Hom(g’, U @L/U), the cohomology in question will vanish. 
LEMMA 3.4. Let M = Uor V/U @L. Then 
(i) Hom(a/a’, Hom(B, M))* = 0 and 
(ii) Hom(02/%, M)r = 0. 
Proof, (i) Let f E Hom(a/.%, Hom(99, IV))~. Then given B E 9 and u E GY/99 
we have 
f(u)(B) = Pff(PuT)(PBPt) if M = V’U@L 
f(u)(B) = P-lf (PuT)(PBP”) if J!i =_ li (6) 
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If GF(q) does not contain a primitive fourth root of unity, then - 1 E Q-(2, q), so 
from (6) it is evident thatf = 0 in this case. In particular, this is true for GF(3). 
Now let’s assume that 4 # 3 and let’s use (4) to decompose the stable homo- 
morphisms into their semilinear components: 
Hom(a/g, Hom(B, M))x ‘v @ H,(U/SY, Hom(B, M))X. 
Now Q?/.SY has a basis {Q}, i = 1, 2 ,..., m - 1, j = 1, 2, where eii is the 
(m - 1) x 2 matrix whose only nonzero entry is the (i, j)th, which equals +I. 
Let h E H,(G!!/B’, Hom(B, M))X and take T to be an element of Q-(2,4) of order 
greater than 2 and P = I in (6). The resulting equation, plus a second one we get 
from (6) by choosing P = I and T2, with T as above, suffice to give h(~) = 0 
for any basis element eij . 
(ii) comes out from the proof of(i), 
LEMMA 3.5. Hom(GZ/B, Hom(g, U @ L/U))x = 0 unless m = 4, q = 3. 
Proof. Let K = GF(q) and X0 the subgroup defined in Lemma 3.1. As an 
X,-module, Q@B N P-i @ Km-l with the standard action of GL”(m - 1, q) 
on each summand, and U @L/U N K @ K with trivial action. Hence by (4) 
it suffices to consider Hom(K+l, H,(g, K))Xo, where H,(SZ, K) is the set of all 
semilinear maps with component automorphism u, whose domain is a and whose 
range is in K, and 0 is in the Galois group. ForfE Hom(K+l, H,(a, K))Xo we 
have that for v E Km-l, B E a, 
f(W) = f WPW for all P E GL”(m - 1, q) (7) 
Let v be a nonzero vector; then let {v,...} be a basis for Km-l, and {B,} the basis 
for the alternating matrices given in Lemma 2.2. Choosing suitable diagonal 
matrices for Pin (7) it follows that f (v)(Bij) = 0 for any i, j, unless when m = 4, 
q = 3. 
LEMMA 3.6. (i) Alt,(GZ/B, U)x = 0 for all m, all q. 
(ii) Alt,(GY/B, V/U @ L)x = 0 except when q = 3, m = 4. 
Proof. Let K = GF(q); it suffices to consider Alt,(Km-l, M)x~ where M 
denotes U or V/U @L. If + belongs to this set of stable alternating forms, then 
for v, w E Km-l, we have the stability condition 
$(v, w) = P$yPv, Pw) for all PEGL’(m - 1, q) if M = V/U@L 
$(v, w) = P-%$(Pv, Pw) forall PEGL’(m-1,q) if M=U. (8) 
We may assume that m is even, so m 3 4. Now q5 E 0 provided that 4 vanishes 
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on an arbitrary pair of independent vectors. Let {‘o, w} be such a pair and complete 
it to a basis for Km-l. Then, using diagonal matrices (with respect to this basis) 
for P in (8), the result follows. 
We remark that for K = GF(3) and (er , e, , e a } the standard basis for Ks, there 
is a stable alternating form + on the module V/r7 @L for m = 4: $(e, , e,) = 
(0, 0, V, +(e2 , e3) = (4 0, Ojt, +(e3 , e,) = (0, A, O)t, for any h s GF(3). 
COROLLARY 3.1. (i) H2(01/g, U)x = 0 for all m, all q. 
(ii) Hz(Cl?/B’, V/U @IL)~ = 0 except when m = 4, q = 3. 
Proof. By Lemmas 3.4 and 3.6 and (2). 
LEMMA 3.7. H2(QZ/91, U @L/U)x = 0. 
Proof. By (2) we only need to consider the stable homomorphisms and the 
stable alternating forms. Using the decomposition (4) we write 
where the direct sum is taken over the elements u of the Galois group of GF(q) 
over its prime field. Now if h E H,((Z/S?, U @ L/U)x and u E a/g’, we have 
h(u) = Th(PuT) for all P E GL”(m - 1, q) and all T E Q-(2, q). (9) 
Let {eij / i = 1, 2,..., m - 1,j = 1,2} be the basis for a/g given in Lemma 3.4. 
In (9) let P be a diagonal element of GL”(m - 1, q) with the ith diagonal entry 
equal to - 1, and T = 1 to see that h(eij) = 0 for any ;, j, hence h = 0. 
Next we look at the stable alternating forms. Without loss of generality we 
may assume that q # 3, and therefore it suffices to consider Alt,(K”-‘, K2)Xo 
where K = GF(q). For an element $ in this set, and n, w E K2, the stability con- 
dition is 
C(% w) = W% Pw) for all P E GL”(m - 1, q) (10) 
Let {v, W) be a pair of independent vectors and complete it to a basis for K+1; 
to prove Q, = 0 it suffices to show that #(z), w) = 0. If m >, 5, choose P in (10) 
to be a diagonal matrix such that P(W) = -ZJ, P(w) = w to obtain +(n, w) = 0. 
If m = 3 or 4, let P be the diagonal matrix with eigenvalues 1, X2 or 1, X2, 1 for 
X E GF(q), respectively, in (10) to see that +(v, (1 - P)w) = 0 for any X # 0. But 
if H is the subgroup of the additive group of GF(q) for q > 3, generated by 
{l - X2 1 X # 0, X E GF(q)}, then H = GF(q). Thus again#v, w) = 0. 
LEMMA 3.8. Let M = U, U @L/U or V/U @L. Then 
H1(X, Hom(CY/a, M)) = 0. 
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Proof. First let M stand for U or V/U @ L, and use (4) to decompose the 
homomorphisms into their semilinear components, as usual: 
Hl(X, Hom(a/.g, n/r)) = @ H(X, H,(CZ/B, AZ)). 
From the proof of Lemma 3.4 we know the central element of X having the 
identity matrix on the upper and lower blocks and Ton the middle block, where 
T is a generator of Q-(2, Q), acts fixed-point free on H,(Q?/B, M), so the cohomo- 
logy will vanish. 
Next considering the module U @ Ll U we note that it suffices to prove that 
Hl(X, ) H,(bT/L2l, u 0 L/U)) = 0 f or any u in the Galois group of GF(Q) over its 
prime field, where X0 is the subgroup of X defined in Lemma 3.1., and H, 
denotes the semilinear transformations with component automorphism (3, as in 
(4). We identify X,, with GL”(m - 1, Q) an o d b serve that for 4 # 3, the scalar 
element X21 ,,-1 , X2 # 1, of X,, acts nontrivially on H,(Gl/g, U @L/U), hence the 
cohomology in question will be zero. If 4 = 3, however, we complete the proof 
by referring to [l, 41 for the result H1(XO , Hom(K+i, K)) = 0 where K = 
GF(3). 
Now Proposition 3.2 and the lemmas above lead us to our next theorem: 
THEOREM 3.1. H2(0-(2m, q), V) = 0 for all m 3 3 and all odd q, with the 
possible exception of the case m = 4, q = 3. 
To complete the study of the second degree cohomology of the groups 
Q-(2m, q) we lastly turn to the case m = 2. Here the standard module V is the 
direct sum U @L @ W, where U, W are two singular points, L is a line of 
index 2, and we may take the bilinear form associated to our quadratic form to be 
of the same shape as the one given in the beginning of Section 3. If G denotes the 
stabilizer of U in 52, then from Proposition 3.1 we see that G becomes the semi- 
direct product of an elementary abelian p-subgroup GZ of Q-(4, q) by a p-prime 
subgroup X (here, p = Char GF(q)). Hence the restriction map from 
H2(Q-(4, q), V) into H2(Gl, V)x is a monomorphism, and by Proposition 3.2 
we have 
PROPOSITION 3.3. H2(SZ-(4, q), V) = 0 provided that H2(K Vx, 
H2(6Y, U @ LIQx and H2(& V/U @ L)x are all zero. 
Now we study each of these groups by decomposing them into the stable 
homomorphisms and the stable alternating 2-forms by (2). 
LEMMA 3.9. Let AI = U, U @L/U or V/U @L. Then Hom(@, M)X = 0 
except for M = U @L/U, q = 3. 
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Proof. Using (4) we break up the homomorphisms into their semilinear 
components: 
Hom(Q2, M)x N @ H,(GY, M)X. 
If h S&(02, M)X f or some 0 in the Galois group, then for u E GF(#, we have 
h(u) = xZh(x-%T) if M=lJ 
h(u) = X2h(X2UT) if M=V/lJ@L (11) 
h(u) = Th(x2uT) if M=U@LIU 
for all x2 # 0 in GF(q) and all T E Q-(2, 4). In particular, for M = U or 
V/U @L, h(u) = h(uT) for all T E Q-(2, Q). From the proof of Lemma 3.4 it 
then follows that h = 0. If M = U @L/u, h(u) = x~~~(u) for all x # 0, hence 
h = 0 unless 4 = 3. 
Let X0 be the subgroup of X defined earlier. We can identify X0 with the 
group of nonzero squares in GF(q) in this case. Then Alt,(GF(q), M)Xo = 0 
implies that Alt,(GY, M)Xo = 0 for M = U, U @L/U or V/U @L. 
LEMMA 3.10. Let M = U, U @L/U or V/U @L. Then Alt,(@ M)X = 0 
exceptwhenM= U@LjU,q=3ov9,orM= V/U@L,q=3or27. 
Proof. With K = GF(q) we apply Landazuri’s Lemma [3] to write 
Alt,(k-, M)“o = @ &,,(K MF 
where the summation is taken over all (T, T E I’, u # T, and I’ denotes the Galois 
group of K over its prime field. Also 
4uAK MF = (4: K x K-t M / $(a, b) = s(a’=Zr - a+) 
for some row s of size equal to dim M.} (13) 
Let + E At,,,}(K, V); then +(a, b) = s(&’ - b”u7) for some S, by (13). Hence, 
unless 4 3 0, x20+2T = x2 for all x E K, which cannot hold for any of the fields 
that we are considering. Therefore 4 3 0. 
By the same argument, if 4 E At,,,}(K, U @ L/U)i)xo, then unless 4 E 0, we 
must have x20+27 E 1 for all x # 0 in K, hence Char K = 3. Let us say that 
K = GF(37, r > 1, x = x3’, x = x3’, f orsomei,j,O<i<j<r--l.Then 
from the above identity we obtain the congruence 
2 . 3i + 2 l y E 0 (mod(3’ - l), 
so that Y = 1 or 2. This proves that $ = 0 if Y > 3; for r = 1 or 2 there are 
obvious nonzero solutions for 4. 
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Likewise, for C# E Ai,,,,(K, V/U @I,)%, unless $ = 0 we must have the 
identity x2~+s7+r c 1 f or all x # 0 in K. This gives 4 = 3 or 27. 
From Proposition 3.3, Eq. (2) and these two lemmas it follows that unless 
q = 3,9, or 27, H2(Q-(4, Q), V) = 0. N owlet us turn our attention to these three 
fields. Suppose first that K = GF(3); then GZ N K @ K as an X-module, and 
so Ha(GZ, V)* = 0 provided that H2(K, V)* = 0. 
From the exact sequence 
0 -+ ByK, V) -+ .P(K, V) -+ H2(K, V) --f 0, 
it follows that since X is a 3-prime group, Z2(K, V)” --+ H2(K, V)” + 0 is 
exact. Hence it suffices to prove Z2(K, V)x = 0. Now iffE Z2(K, V) we may take 
for some z1 E V=, where K, I are integers, and [a] is the greatest integer in a. But 
such anf cannot be X-stable unless v = 0, so the cohomology vanishes for the 
field of three elements. 
Next assume that K = GF(9) and let [f] EH~(GZ, V)x, and writef = (fo, fL,fw)t 
in agreement with the decomposition V = U @ L @ W. From Lemmas 3.9 
and 3.10 it follows that fw E Z2(0Z, W) and [fw] = 0, so that without loss of 
generality we may takef = (fo , fL, O)t, wheref, E Z2(& L) and [fJ E H2(@, L)*. 
We may take fL = gr + g, , with 
g,(a, b) = [::‘:I [ab3 - a361 for i = 1, 2, 
for some s~,~ , s2,i E K. But from the cocycle condition, for u, v, x E 02, 
f&, 4 +f& + v’, 4 -.fIJ(v, 4 -fv@, v + 4 = u .fL(V, 2). (14) 
So if we define F: 0~? x GZ x GZ + K by F(u, v, z) = u * fL(v, z), then F is a 
coboundary. Hence by Proposition 1.1 and Eq. (14) it is immediate that g, , g, 
are both identically zero, and so f = (fu , 0, O)t where fu E .Z’a(& U) and 
[fu] E H2(@, U)x. B y L emmas 3.9 and 3.10 again, [f”] = 0. 
For K = GF(27) we proceed just as for GF(9), and using Proposition 1.1 and 
the last couple of lemmas, obtain H2(GZ, V)x = 0. Now we have completed the 
proof of 
THEOREM 3.2. H2(Q-(4, q) = 0 for all odd q. 
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