Abstract
Introduction
It is now widely accepted that computational models can be very useful to investigate the properties of biological systems. Within, for example, microbiology there exists a vast literature modelling various aspects of cells, be it small genetic networks, protein-protein interactions or entire pathways. A chronic problem of these modelling approaches is the difficulty to obtain reliable information about parameters. While the structural information, that is the topology of protein or gene interaction networks is often readily available, quantifying the strength of these interactions is hard and more often than not no experimental data is available. Even if the relevant numbers are "known," the values are often affected by large uncertainties.
Consequently, while it is acknowledged that parameters are essential in modelling, computational biologists rarely attach any specific significance to parameters. They are values that need to be known for the purpose of model construction and to make correct predictions, but are otherwise of little interest. The real biological insights, so the widespread assumption, lies within the network structure, the topological properties of the system. This article is motivated by the idea that parameters may be more than numbers that have to be specified. It is based on the assumption that they contain significant biological information that can be understood, decoded and used to enhance our understanding of biological systems. At present, little is known about parameters and what they say about biological systems. However, interest in the field is increasing. Zabet and Chu [1] , [2] considered an optimal parameter range for a simple regulated gene. In these contributions they showed that there is no single optimal set of parameters, but there is an optimal range of values. Within this range, there is a trade-off between the speed with which a cell can respond to external changes of conditions, the cost of maintaining the network and the accuracy with which cells can sense and respond to changes. There is also very interesting recent work on parameters in the area of biological proofreading. Johanson and coworkers [3] showed experimentally and theoretically that there is a trade-off between the accuracy and the speed during amino-acid selection in translation.
From a theoretical and practical point of view these trade-off relationships are very interesting. If the parameters of a real system are known then this can be used to locate the system on the particular trade-off curve. This in turn can be used to read off the adaptive pressures that shaped the evolutionary history of the particular organisms from the set of parameters. This could be especially interesting when comparing two closely related species, say different strains of bacteria. The topological differences between the networks of those organisms will be minimal, but the parameters are likely to vary significantly. If, for example, one strain was adapted for speed and another one for accuracy, then this could provide important clues as to the different conditions that these organisms have evolved for.
For any given network topology there is an infinite number of possible parameterizations. Admittedly, many of these parameters will be dynamically equivalent. However, the question remains: Given a particular set of conditions, what is the space of possible parameter choices that could evolve? Would "replaying the tape" of evolution lead to the same parameters again, or will each time fundamentally different parameters evolve? If so, what is the density of "fit" solutions in parameter space? The above cited previous work on trade-offs does not really address this question in general. In all these contributions, the underlying systems were simplified and considered in isolation of the cellular context. If this idealisation is given up, then it becomes much more difficult to re-cover the neat trade-off relationships that emerged from the simple models. For one, the mathematics becomes quickly intractable, but also conceptually there are many difficulties. Within larger networks there is a distributed control of properties. Changing one parameter of a system does not affect only one specific aspect of the property, but could have no effect at all, lead to a complete change of dynamics or anything in between.
This contribution now begins to explore how parameters evolve. The starting point for this article is a simple model of bacterial nutrient uptake described in section 2. However, rather than specifying the structure and the parameters of the model, only the topology of the model is defined. Then a simple genetic algorithm is used to search the parameter space for good solutions. From previous work relating the performance of biological networks to their cost, it becomes clear that controlling the costs in computational explorations of parameter spaces is important. In mathematical models this is usually achieved by controlling some key-parameters, such as the total expression of protein.
In GAs this is very difficult to achieve without unduly restricting the search-space. Therefore, here the cost is not kept fixed, but instead, explicitly taken into account in the sense that expressing a gene incurs a unit cost of nutrient. During the evolution of the system, the cell therefore has to choose how much nutrient it is expanding given a certain amount of nutrient in the environment.
Model
In bacteria uptake is often mediated by porins that are inserted into the cell surface. These porins can be specific in the sense that they take up only one particular type of nutrient from the environment. This allows the cell to be selective in terms of which nutrient they take up. The expression of the uptake systems, that is the porins, is tightly regulated, with the system only being switched on when the corresponding nutrient is available. A common regulatory mechanisms is that the nutrient itself displaces a repressor of the gene coding for the porin thus activating its expression. (Switching on the system requires therefore a certain leakiness of porin-expression, because nutrient needs to be in the cell before the nutrient uptake system can be activated.) Similarly, downstream metabolic proteins may themselves be activated by the presence of upstream metabolites. The nutrient is converted into energy in a number of steps via several metabolites which are fed into the central metabolic cycle of the cell and eventually fuel production of ATP and biomass.
In order to approach the overall research question of this contribution, most of the complexity of real metabolisms is abstracted away here. Yet, some key aspects are retained in the model below. Computational biologists who have worked on models of nutrient uptake will recognise many of its features.
In the model the complexity of real world metabolisms is reduced to a 3 step process; see figure  1 for an overview. Nutrient is taken up, then converted into ATP which in turn is converted into BIOMASS.
Here it is assumed that the first two conversions are catalysed reactions and require the enzymes ENZ1 and ENZ2 respectively. ENZ1 could be thought of as a porin (rather than an enzyme) that enables the cell to take up nutrient. Formally the dynamics of protein uptake through porins and catalysed reactions through enzymes are the same, hence there is no need to specify whether a reaction represents uptake or catalysis.
Crucial for the purpose of the model is the representation of enzyme synthesis. ENZ1 and ENZ2 are continuously broken down and need to be produced by the cell. Protein expression is costly to organisms and needs to be represented in the model. The actual (marginal) cost of an enzyme is difficult to estimate and does not need to concern us given the largely conceptual purpose of this article. For simplicity it is therefore assumed that the synthesis of one enzyme molecule requires 1 molecule of ATP. This means: Whenever the cell produces one molecule of either ENZ1 or ENZ2 it loses one molecule of ATP. If e1 is the gene for enzyme 1, then this can be represented formally by the following chemical equation:
And analogously for ENZ2.
If there are no ATP molecules, the enzymes cannot be produced. Apart from being used up to produce enzymes, ATP is also converted into biomass. The simplest way to formalise this is to assume first order kinetics for this conversion.
The enzyme mediated conversion of a substrate is modelled as a two step process. During the first step an enzyme binds a substrate (for example an external nutrient (SUBS1) or the internal nutrient (SUBS2)) and form an intermediate compound TMP. The intermediate compound then decays into an enzyme particle and a converted substrate (either SUBS2 or ATP). Under certain conditions this dynamics could be approximated by a Michaelis-Menten dynamics, although here the "unpacked" model is used instead. Formally, the two step process can be described by:
Analogously for the second step:
The enzymes ENZ1 and ENZ2 are not used up in those reactions. However, biomolecules are diluted away, that is degraded with a rate proportional to the growth of biomass. In addition to this, even in the absence of growth, enzymes get "lost" with a constant rate of 0.5. This ensures that even if there is zero activity, the cell loses enzymes continuously. When X is a place-holder for the biomolecules, then dilution is represented as the reaction:
which happens with a rate dilute×GROWTH×ATP. The model is implemented as a continuous time Markov chain using the model checker PRISM [5] . The basic code of the model is reproduced in figure 2 .
An evolutionary algorithm is used to search the parameter space. This was implemented in perl. Each candidate solution is a set of positive real numbers specifying the values of the parameters ENZCOST, GENEXPRESSIONR1, GENEXPRESSIONR2, K1, K2, KO1, KO2, HK1, HK2, GROWTH, LEAK1, LEAK2 (see figure 2 for reference). Once a new population of parameter sets is created, the program writes the relevant PRISM files and simulates the system using the PRISM simulation facility (i.e. not the model checking engine).
The genetic algorithm is implemented as follows: The initial population of size N is composed of N − 1 random solutions and a hand-coded solution. The latter is not strictly necessary, but can help the progress of the GA by providing a first good guess. Once the initial population is constructed, each solution is evaluated by simulating the PRISM model once and recording the BIOMASS after 100 seconds of simulated time. The amount of BIOMASS directly determines the fitness of each solution and finds the parameters with maximal fitness. In case there are several maximal fitness solutions, one is chosen at random. A new population is then created as follows: The first slot is the unaltered maximum fitness solution from the previous round. The second slot is occupied by a mutated version of the best solution. The remaining N − 1 slots in the population are chosen probabilistically in the following way:
• Choose a random member of the previous population. Determine its fitness f .
• With a probability f /f max insert this solution into the new population and go to END.
• With a probability of 0.5 mutate the solution and insert it into the new population and go to END.
• Choose a second solution from the population and perform a 1 point crossover with a randomly chosen crossover point.
• END: If there are remaining slots in the population, go to the first step, otherwise abort.
Results
The first question to address is how difficult it is to find feasible parameters, that is parameters that lead to a significant production of biomass when suitable input is provided. Figure 3 shows the distribution of fitness values for a large sample of random parameter values. Fitness in this context is the amount of biomass produced after 100s. The figure shows that a vast majority of all random parameters lead to no or only an insignificant amount of biomass. Biomass productions of 1000 or more are exceedingly rare.
The difficulty to find feasible parameters is to a large extent due to the stochastic nature of the systems. This can be demonstrated by comparing the behaviour of a non-functional stochastic model with its differential equation equivalent. Figure 3 (right) shows a random set of non-functional parameters. When simulated stochastically, then the biomass after 100s is rarely larger than 1. The underlying reason for this is noise. The full trace of one simulation is reproduced in table 1. From it it is apparent that the system never gets a chance to start importing nutrients. The 10 units of ATP that are given to the cell at the beginning are quickly broken down before any enzyme can be produced. Once all the ATP is used up, there is no resource left to produce enzyme. The system enters a deadlock state where nothing can be produced. The differential equation model, on the other hand, is not so sensitive to this sort of deadlock. The infinite population assumption underlying differential equation models means that there will always be some ATP to initiate enzyme production. Hence, nutrient uptake can start to initiate biomass production.
An evolutionary algorithm was used to find efficient solutions for the stochastic model. Given the scarcity of viable solutions within parameter space, the evolutionary search was not very successful initially when initialised with random parameters. The reason is that nearly all small changes to a non-functional solution also are non-functional solutions. However, if the search algorithm is initialised with a functional solution, then the fitness improves rapidly from then on.
This contribution considers two different conditions for the cell to grow in. In condition (i) the nutrient is inexhaustible, albeit low. Concretely, the amount of external nutrient is set to 100 and uptake of nutrient does not change the amount of external nutrient. Condition (ii) on the other hand has a high, but exhaustible amount of nutrient. Moreover, from time to time in this system the nutrient is removed from the system, to be replenished again at a later time. In the experiments shown here removal and replenishment happens every 20 time units on average.
From the point of view of the cell, the two conditions are very different. Whereas condition (i) provides a comfortable life with inexhaustible nutrients, condition (ii) is rather stressful. The cell has to deal with periods of no nutrient at all. This can be a problem in stochastic systems in that nutrients may run out completely leading to a deadlock. At the same time, the cell has to make sure to extract as much nutrient as possible from the environment before it is removed. Hence, naively, one would expect that the best solution is one that combines fast growth during times of plenty with a hibernation state when nutrients are removed. Table 2 shows the best solution evolved for the Table 1 : The trace of the stochastic simulation corresponding to the run in figure 3 (right). Table 2 : The parameters for two example solutions evolved for conditions (i) and (ii) .
two conditions. A first glance at the table shows, surprisingly, that the two solutions are remarkably similar given that they originate from two completely different evolutionary runs under two completely different conditions. If one concentrates on very large differences only (i.e. orders of magnitude), then it becomes apparent that solutions for the two environments are very similar. Specifically, the parameters k1, ko1 and ko2 are the only ones that appear significantly different between the different solutions. The best strategy to understand how the two different sets of parameters are is to compare them under the same conditions. Figure 4 shows the two sets of parameters indicated in table 2 each applied to both conditions. From the figure it is clear, as expected, that the parameters perform best for the conditions for which they have evolved. So, for example, under condition (i) the parameters adapted for condition (i) produce about five times the biomass of the parameters adapted for the other condition. Vice versa the difference is not as dramatic although the two solutions are still separated by more than a factor of 2.
A closer look at the solutions reveals how they work. from table 2 evolved for the different conditions. Simulating the parameters for conditions (i) (right) and (ii) (left). Despite being superficially similar, the parameters yield very different outcomes when applied under the two conditions.
Conditions (i) do not require a particular sophisticated regulation of enzyme expression. The conditions are stable and it is sufficient for the cells to have a fixed uptake regime. The parameters (see table 2) confirm this. In particular, the solution for condition (i) does not regulate the expression of enzyme 1. This is clear, because the parameter Geneexpression1 is close to zero whereas LEAK1 (the parameter that determines the leak (unregulated) expression of the first enzyme) is very high. Therefore, the main contribution to the expression of this enzyme comes actually from the unregulated part. For the second enzyme the situation is inverted. The leak parameter is very small, but the Geneexpression2 parameter is very large. This means that the gene could be regulated, but given the constant environment of condition (i), it does not matter whether expression is achieved through LEAK2 or Geneexpression2. While one would not expect regulation for condition (i), in condition (ii) one would. Specifically, during ( (7)23 =>?6( 7)*4 =>?60 *)*3 Table 3 : Parameters for a repeat evolution of parameters for system (ii) .
the periods of no nutrient availability it would be wasteful to express enzymes that are not needed. A comparison between the solutions evolved for condition (i) and condition (ii), however, suggests that the regulatory pattern, or rather absence thereof, is the same in both solutions. The evolved solution for condition (ii) does not regulate the expression of the first enzyme either because the leak expression is much larger than the parameter Geneexpression1 that controls the amount of enzyme expressed in response to regulation. This suggests that regulation is not important. Indeed, exchanging the the values for LEAK1 and Geneexpression1, and thus making the gene highly responsive to regulation leads to no substantive change of the biomass produced over 100s (data not shown). Another question to ask is to what extent the solutions for a particular condition are unique. In order to address this question, one should ideally evolve a large number of solutions and compare the results. With the present system such a study is prevented by the high computational cost of the evolution. However, it is possible to evolve a few different solutions. Table 3 shows the results of a repeat evolution for condition 2. A comparison shows a remarkable similarity between the two solutions. All evolved parameters are of a similar order of magnitude, except for Geneexpression1 and LEAK1. However, as discussed above these two parameters are inter-changeable. A further difference is the parameter k1 which is orders of magnitude smaller at the second attempt than during the first one.
It appears that even under condition (ii) no regulation evolved. However, a closer look at the simulation shows that during times of starvation no enzyme is produced. Figure 5 shows the amount of ENZ1 avail- figure  4 shows two key-features. Firstly, when nutrient is available, then the number of enzymes in the system is close to zero. This can be understood by considering that most of the enzymes are bound to substrates forming temporary structures (i.e. TMP). During the periods of starvation, the free enzyme count increases rapidly at first, and then falls steadily until nutrient is again introduced into the system. This pattern shows that during the period of starvation the production of ENZ1 is negligible, while during the periods of nutrient availability enzyme is produced. This suggests that the enzyme production is regulated after all, even though the leak expression is many orders of magnitude higher than the regulated expression. The puzzle can be resolved by acknowledging that regulation of gene expression is implemented via the ATP availability. Once the nutrient runs out, then the cell quickly stops producing ATP while continuing to use the remaining amounts for growth. Sooner or later ATP therefore runs out, leaving the cell with no molecules of ATP. Since ATP is required in order to express the enzymes, a zero amount of ATP in the cell prevents the expression of enzymes and thus effectively down-regulates gene expression.
Discussion and Conclusion
A common assumption within computational biology is that organisms are robust with respect to variations of their parameters (see for example [6] ). Based on that it is then often concluded that the parameters do not really matter. While the robustness assumption is at the very least plausible, it certainly does not imply that parameters are not important. Strictly, robustness means that local variations around the physiological parameters have little effect on the performance of the system. On the other hand, saying that parameters do not really matter is a statement about the global shape of the parameter space, in particular it is a statement about the global density of feasible solutions. Contrary to this a key-insight of the model is that functional parameters are very rare within the space of all parameters. This becomes only apparent when one considers stochastic models but would not be apparent from considering continuous models alone. The very same parameters that lead to no biomass at all in stochastic models, can be moderately useful when set into a differential equation version of the model.
Having established that functional parameters sets are rare, the next question is whether re-playing the tape of evolution will lead to the same parameters? If this was the case, then this would be biologically very interesting because it would imply that the parameter sets contain substantial information about the adaptive pressures that shaped them. It is outside of the scope of this article to answer this question definitively. The computational expense of evolving solutions is very high. However, a comparison of a repeat evolution of parameters for condition (ii) showed a remarkable similarity between the two sets, suggesting that there is a single feasible area within the parameter space that leads to good solutions. Further investigation is required to confirm that "replaying the tape" indeed leads to similar parameters each time and that this generalises to other conditions. A further challenge is to infer adaptive pressures from parameter values. In the context of network motifs this has been done. For example, negative autoregulation is thought to reduce noise and increase response times; many other motifs have been shown to have particular functional roles [7] , [8] , [9] . The question is whether a similar theoretical understanding can be achieved for parameters which could then be used to understand the differences between closely related species or strains.
