Hamacher operation is a generalization of the algebraic and Einstein operation and expresses a family of binary operation in the unit interval [0,1]. Heronian mean can deal with correlations of different criteria or input arguments and does not bring out repeated calculation. The normal intuitionistic fuzzy numbers (NIFNs) can depict normal distribution information in practical decision making. A decision-making problem was researched under the NIFN environment in this study, and a new multi-criteria group decision-making (MCGDM) approach is herein introduced on the basis of Hamacher operation. Firstly, according to Hamacher operation, some operational laws of NIFNs are presented. Secondly, it is noted that Heronian mean not only takes into account mutuality between the attribute values once, but also considers the correlation between input argument and itself. Therefore, in order to aggregate NIFN information, we developed some operators and studied their properties. These operators include Hamacher Heronian mean (NIFHHM), Hamacher weighted Heronian mean (NIFHWHM), Hamacher geometric Heronian mean (NIFHGHM), and Hamacher weighted geometric Heronian mean (NIFHWGHM). Furthermore, we applied the proposed operators to the MCGDM problem and developed a new MCGDM approach. The characteristics of this new approach are that: (1) it is suitable for making a decision under the NIFN environment and it is more reasonable for aggregating the normal distribution data; (2) it utilizes Hamacher operation to provide an effective and powerful MCGDM algorithm and to make more reliable and more flexible decisions under the NIFN circumstance; (3) it uses the Heronian mean operator to deal with interrelations between the attributes or input arguments, and it does not bring about repeated calculation. Therefore, the proposed method can describe the interaction of the different criteria or input arguments and offer some reasonable and reliable MCGDM aggregation operators, which can open avenues for decision making and broaden perspectives of the decision experts. Lastly, an application is given for showing the effectiveness and feasibility of the approach presented in this paper.
Introduction
In the MCGDM procedure, because a lot of problems are uncertain or fuzzy, the value of the input argument is not always a real number and may be more effectively described as a fuzzy value. Zadeh's fuzzy set (FS) plays an important role in dealing with fuzzy number information [1] , and the FS theory has been a good tool which is suitable for various fields, including decision analysis, machine learning, information retrieval, among others.
Normal Intuitionistic Fuzzy Number
Definition 1. [31] If R is a real number set, and x, α, σ ∈ R , A = (α, σ) is a normal fuzzy number (NFN) whose membership function is presented
Definition 2. [33] If X is a finite nonempty set, a normal intuitionistic fuzzy number (NIFN)A = (α, σ), µ A , v A is presented in the following, where µ A is the membership function and v A is the non-membership function, and they satisfy 0
Compared with the classical IFNs, the non-membership function of the NIFNs can more synthetically capture the fuzziness and uncertainty of objects. From the definition of NIFNs, its universe of discourse is expanded from discrete to continuous, and it can effectively describe a large number of normal distributions under the socioeconomic environment. In the following, some operational rules of the NIFNs were defined in [33] .
Let A i = (α i , σ i ), µ i , v i , i = 1, 2, and A = (α, σ), µ, v , γ > 0, λ > 0, then
A λ = α λ , λ
The score and accuracy function with respect to NIFNs are given as follows [33] :
In order to rank any two NIFNs, the following method was introduced by Wang and Li [33] .
If S 1 (A 1 ) = S 1 (A 2 ) and H 1 (A 1 ) = H 1 (A 2 ), then; If S 2 (A 1 ) < S 2 (A 2 ) then A 1 > A 2 ; If S 2 (A 1 ) = S 2 (A 2 ) and H 2 (A 1 ) < H 2 (A 2 ) then A 1 > A 2 ; If S 2 (A 1 ) = S 2 (A 2 ) and H 2 (A 1 ) = H 2 (A 2 ) then A 1 = A 2 .
Hamacher t-Norm and Hamacher t-Conorm
In FS theory, t-conorm (T * ) and t-norm (T) are very important to the generalization of intersection or union of fuzzy sets [34, 42, 46, [55] [56] [57] [58] [59] [60] [61] . Definition 3. [46] If A and B are IFSs, then the union and intersection of A and B are expressed
Hamacher defined the Hamacher t-norm and Hamacher t-conorm [10, 56] :
Especially, when γ = 1, Hamacher t-norm and Hamacher t-conorm transform into the algebraic t-norm and t-conorm:
T(x, y) = xy, T * (x, y) = x + y − xy (14) If γ = 2, Hamacher t-norm and Hamacher t-conorm are respectively equal to the Einstein t-norm and t-conorm [39] .
T(x, y) = xy
2.3. Heronian Mean Definition 4. [43] Let a i (i = 1, 2, · · · , n) ∈ R, which is greater than zero. The basic Heronian mean (BHM) is defined as follows BHM(a 1 , a 2 , · · · , a n ) = 2 n(n + 1) n ∑ i=1 n ∑ j=i a i a j (16) Based on the BHM, Yu and Wu [48] applied the parameters p and q to the BHM and obtained a more general HM version, and they proposed the geometric Heronian mean. Definition 5. [48] Let p, q > 0 and a i ∈ R, a i ≥ 0 (i = 1, 2, · · · , n), then the HM aggregation operator is presented in the following HM p,q (a 1 , a 2 , · · · , a n ) = 2 n(n + 1)
It is easy to notice that the HM reduces to the BHM when p = q = 1 2 . Definition 6. [48] If p, q ≥ 0 and p, q are not equal to zero at the same time, a i ∈ R, a i ≥ 0, i = 1, 2, · · · , n, then the geometric Heronian mean (denoted as GHM) has the following form GHM p,q (a 1 , a 2 , · · · , a n ) = 1 p + q n ∏ i=1,j=i pa i + qa j 2 n(n+1) (18) Symmetry 2018, 10, 199 6 of 34
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Hamacher Operational Laws of the NIFNs
From Definition 3-Hamacher t-norm and Hamacher t-conorm-Hamacher intersection and sum between NIFNs are introduced.
Suppose that A i = (α i , σ i ), µ i , v i i = 1, 2, A = (α, σ), µ, v , γ > 0 λ>0. The Hamacher operational rules of the NIFNs are presented as follows:
λA = (λα, λσ),
Furthermore, according to Definition 3 and the properties of Hamacher t-norm and t-conorm, the above operation results are all NIFNs. Especially, when γ = 1, the above operational rules reduce to the operational laws of Definition 2. Therefore, the Hamacher operational laws of NIFNs extend the algebraic operational rules of NIFNs. Theorem 1. If A i = (α i , σ i ), µ i , v i i = 1, 2, 3, A = (α, σ), µ, v and γ > 0, λ > 0, λ i > 0(i = 1, 2), then
λ(A 1 ⊕ H A 2 ) = (λA 1 ) ⊕ H (λA 2 ) (27) (λ 1 A) ⊕ H (λ 2 A) = (λ 1 + λ 2 )A (28)
According to the Hamacher operational rules of NIFNs, Theorem 1 is easily proved, so the proof is omitted.
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n) be the NIFNs, and p, q ≥ 0, then the normal intuitionistic fuzzy Hamacher Heronian mean (NIFHHM) operator is defined in the following formula
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is a set of NIFNs, then the aggregation result of Formula (32) is still a NIFN, and it has the following expression
With respect to the parameter γ, some cases of the NIFHHM operator are discussed.
(1) If γ = 1, then
We call (43)-(45), (48) , and (49) the normal intuitionistic fuzzy Heronian mean (NIFHM) operator.
(2) When γ = 2,
Symmetry 2018, 10, 199 9 of 34 We call (43)- (45) , (50) , and (51) the normal intuitionistic fuzzy Einstein Heronian mean (NIFEHM) operator.
The NIFHHM operator is generalization of the above operators and has some properties as follows.
A n Theorem 5. Let p ≥ 0, q ≥ 0 and p, q are not simultaneously equal to the value of zero,
then, for
Theorem 6. Let A i = (α i , σ i ), µ i , v i be a set of NIFNs, and
From the aforementioned analysis, we can see that the NIFHHM operator does not consider the significance of the input data. However, the importance of the attributes should be considered in a real MCGDM procedure. So, the weighted form of the NIFHHM operator is defined.
n) is a collection of NIFNs and ω i is the weight of 
n) is a collection of NIFNs and p, q ≥ 0, then the aggregation result of Equation (56) is an NIFN and N IFHW HM
It is likely to be noticed that the NIFHWHM operator involves monotonicity and boundedness, but not the properties of commutativity and idempotency. Theorem 8. Let p ≥ 0, q ≥ 0 and p, q is not simultaneously equal to zero,
n are NIFNs, and ω i (i = 1, 2, · · · n) is the weight of A i (i = 1, 2, · · · , n),
Theorem 9. Let A i = (α i , σ i ), µ i , v i be a set of NIFNs, and ω i (i = 1, 2, · · · n) is the weight of
The NIFHWHM operator also has some cases.
(1) When the parameter γ = 1,
We call (57)-(59), (66), and (67) the normal intuitionistic fuzzy weighted Heronian mean (NIFWHM) operator.
We call (57)-(59), (68), and (69) the normal intuitionistic fuzzy Einstein weighted Heronian mean (NIFEWHM) operator.
Normal Intuitionistic Fuzzy Hamacher Geometric Heronian Mean Operator and Its Weighted Form
In this section, the GHM is extended to contain the position where the attribute values are NIFNs, and we introduce the normal intuitionistic fuzzy Hamacher geometric Heronian mean (NIFHGHM) aggregation operator and its weighted form.
n) be a collection of NIFNs, and p, q ≥ 0 cannot take the value of zero at the same time, a normal intuitionistic fuzzy Hamacher geometric Heronian mean operator (NIFHGHM) is defined
n) is a set of NIFNs, and p, q ≥ 0 cannot take the value of zero at the same time, then the aggregation value of Equation (70) is an NIFN and
Especially,
(1) When γ = 1, the NIFHGHM reduces to normal intuitionistic fuzzy geometric Heronian mean (NIFGHM), which is presented by Formulas (71)-(73) and (76).
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So, the NIFHGHM operator reduces to Formulas (71)-(73), (77), and (78), and it is called the normal intuitionistic fuzzy Einstein geometric Heronian mean (NIFEGHM).
The NIFHGHM operator has some properties considered in the following.
A n Theorem 13. Let p ≥ 0, q ≥ 0, p, q do not simultaneously take the value of zero, and
n, are NIFNs which satisfy the following conditions
n) be a set of NIFNs, and
Similarly, the weighted form of the NIFHGHM operator is defined in the following. 
n) be a set of NIFNs and p, q ≥ 0 which cannot simultaneously take the value of zero, the aggregation result of Equation (83) is an NIFN and
From the above, the NIFHWGHM operator has monotonicity and boundedness.
Theorem 16. Let p ≥ 0, q ≥ 0, p, q do not simultaneously equal zero, and
n are NIFNs, and the following conditions are in place
Theorem 17. Let A i = (α i , σ i ), µ i , v i be a set of NIFNs, andω i (i = 1, 2, · · · n) is the weight of
The NIFHWGHM operator has also some special cases, discussed in the following. (1) When γ = 1, Formulas (87) and (88) reduce to the following equations.
So, the normal intuitionistic fuzzy weighted geometric Heronian mean (NIFWGHM) operator can be defined by Formulas (84)-(86), (93), and (94).
(2) When γ = 2, then
We can see that the NIFHWGHM operator transforms into the normal intuitionistic fuzzy Einstein weighted geometric Heronian mean (NIFEWGHM) operator, which is defined by Formulas (84)-(86), (95), and (96).
New Methods Based on Hamacher Heronian Mean Operator for Normal Intuitionistic Fuzzy Information
Here, we apply the developed operators to the MCGDM problem where the input arguments are some NIFNs.
(1) Description of an MCGDM problem.
We take into account an MCGDM problem with the NIFN information and suppose the following: a collection of decision makers E = e 1 , e 2 , · · · , e q ; a collection of alternatives: A = {A 1 , A 2 , · · · , A m }; attributes set: C = {C 1 , C 2 , · · · , C n };
weight of attributes set:
a NIFNs decision matrix given by e k for A with respect to C:
Consequently, the proposed operators are applied to solve the above MCGDM problem, alternatives are ranked in descending order, and the best one is determined.
(2) The new method based on the developed operators (including NIFHHM, NIFHWHM, NIFHGHM, and NIFHWGHM operators).
Step 1. Normalization of decision-making information.
In nature, the bigger values of some benefit attributes (I 1 ) are better and the smaller values of some cost attributes (I 2 ) are better, therefore, decision-making information should be normalized for the unity of input data. Hence, the NIFN decision matrices E k = e k ij mxn can be transformed into matrices R k = γ k ij mxn , (k = 1, 2, · · · , q) by Wang's method [31] , where
Step 2. Determine weight vector of the criteria and decision makers and select the aggregation operator.
The weights of the criteria are determined by decision expert or manager, who are experienced in the corresponding field. Generally, if the weights of the criteria and decision maker are given, we utilize the NIFHWHM operator or NIFHWGHM operator, however, if the weights are unknown, the NIFHHM operator or NIFHGHM operator can be applied.
Step 3. Choose the values of the parameters γ, p, and q.
On the whole, if decision experts are pessimistic, the bigger parameter values are chosen, while the smaller parameter values are used when decision experts take an optimistic view of the decision results. For convenience, γ = p = q = 1 or γ = 2, p = q = 1 is selected, especially, when γ = p = q = 1, calculation can decrease.
Step 4. For any pair (i, j) i = 1, 2, · · · , m j = 1, 2, · · · , n, apply the selected operator to integrate γ 1 ij , γ 2 ij , · · · , γ q ij into the collection of the matrix R = r ij mxn , where
Step 5. For any value i = 1, 2, · · · , m, apply the chosen operator to integrate (r i1 , r i2 , · · · , r in ) and get the value r i (i = 1, 2, · · · , m) of alternative A i (i = 1, 2, · · · , m), i.e., aggregate each line of each NIFN decision matrix, where
Step 6. Utilize the ranking method of the NIFNs to rank r i (i = 1, 2, · · · , m) in descending order and derive the priority of each alternative A i (i = 1, 2, · · · , m) according to the score function value S(r i )(i = 1, 2, · · · , m). If S(r l ) = max i { S(r i )|i = 1, 2, · · · , m}, then the best one of all the alternatives is A l .
An Application Example
A real MCGDM problem will be introduced to show the practical application of the new method in this paper (a stock value evaluation problem), which is adapted from [47] . In the intricate stock market, a real problem is how to analyze the stock investment value and choose the stock. Therefore, an effective stock evaluation approach is very significant. However, most of the financial indicators approximately obey normal distribution, and the NIFNs can effectively describe the phenomenon of normal distribution and evaluate the stock investment value information. To evaluate the stock alternatives, we suppose that there are four stocks (alternatives) denoted as {A 1 , A 2 , A 3 , A 4 }, and we extract the four key financial attributes described as undistributed profits per share (C 1 ), net asset value per share (C 2 ), earnings per share (C 3 ), and equity ratio (C 4 ), whose weight vector is ω = (0.33, 0.26, 0.16, 0.25) T .
Obviously, these attributes are all benefit attributes under which three decision workers e k (k = 1, 2, 3) utilize NIFNs to evaluate the four alternatives. Three decision makers can evaluate the four alternatives under the four attributes (C 1 , C 2 , C 3 , C 4 ), and three decision matrices E k = e k ij 4×4 are set out in the following tables (see Tables 1-3 ). According to the following steps, all of the alternatives are ranked in order to get the best alternative.
Step 1. Normalizing the input data with the NIFN information, which is shown in Tables 1-3.
Considering that all the criteria are benefit criteria, Equation (97) is utilized to integrate the NIFN Tables 4-6) . Table 4 . Normalization matrix R 1 given by e 1 . Table 5 . Normalization matrix R 2 given by e 2 . Table 6 . Normalization matrix R 3 given by e 3 . Step 3. Without the loss of generality, choose the parameter values γ = 2, p = q = 1. From Tables 1-6 , data values are not equal to zero. Thus, according to Formulas (84)-(88), the NIFHWHM operator and NIFHWGHM operator have the following formulas in this example:
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Step 4. Apply the NIFHWHM operator to integrate normalization matrices R k = r k ij 4×4 (k = 1,2,3) into a matrix R k = r ij 4×4 (see Table 7 ). into a matrix R k = r ij 4×4 (see Table 8 ). Step 6. Utilizing the NIFHWHM operator to obtain preference values of R = r ij 4×4 , get the collection preference value r i (i = 1,2,3,4) of alternative A i (i = 1,2,3,4) (see Table 9 ). Step 7. Utilizing the NIFHWGHM operator to get the preference values of R = r ij 4×4 , obtain the collection preference value r i (i = 1,2,3,4) of alternative A i (i = 1,2,3,4) (see Table 10 ). Step 8. Calculate the values of score function S(r i ) = α i (µ i − v i ), i = 1, 2, 3, 4 S(r i )(i = 1,2,3,4) (see Tables 9 and 10 ).
Step 9. Arrange all of the alternatives A i (i = 1,2,3,4) as follows (see Tables 9 and 10 ).
Sensitivity Analysis
In the method proposed in this paper, three parameters (γ, p, and q) are involved and influence the aggregation result. Therefore, we performed a sensitivity analysis for studying the influence of generalized parameters with respect to the ordering results of the above example. In other words, we chose different parameters γ, p and q in Step (3) to rank all the alternatives and to investigate the effect of parameter value changes on the ordering results. The aggregation results are provided in Table 11 and Figures 1-5.
From Table 11 and Figures 1-5, we can observe that different parameter values have a certain influence on the ordering results. In general, the best alternative is A 1 with respect to the NIFWHM operator, while A 2 is the best one with respect to the NIFHWGHM operator.
(1) From Table 11 and Figures 1 and 2 , the best resolution and ordering results of the alternatives are concordant when γ > 1.33 and p, q are given in the NIFHWHM or NIFHWGHM operators. When γ ≤ 1.33 and there is a zero in p and q, the ordering results are different.
(2) From Figures 3 and 4 , we can see that when γ, q are given in the NIFHWHM or NIFHWGHM operators and p takes the values of the different intervals, the best resolution and the orderings are different. For example, with the NIFHWHM operator, when γ = 1, q = 1, p ∈ (0, 0.83], the ranking is 
Additionally, we notice that when p ∈ (0.83, 0.1.36], the best one is A 1 ; when p ∈ (0.83, 5], the best one is A 2 .
(3) Figure 5 shows that sensitivity of the parameter q is similar to the parameter p, but the influence of the value of q is less in the NIFHWGHM operator. As long as q > 0.11, the rankings are concordant Table 11 and Figures 1-5 , on the whole, the score function values of the NIFHWHM or NIFHWGHM operators become smaller when the parameters γ, p, and q increase. Therefore, the parameters γ, p, and q play crucial roles in the MCGDM procedure. In practical cases, the decision makers can take different values of the parameter, for example, the bigger parameter values are chosen by decision experts who are pessimistic, while smaller parameter values are adopted when decision experts take an optimistic view of the decision results. For convenience, we can assign γ = p = q = 1 or γ = 2, p = q = 1; especially, when γ = p = q = 1, the mathematical calculation can be simplified.
In a word, based on the generalized parameters γ, p, and q in the NIFHWHM operator and NIFHWGHM operator, the new method in this paper can offer more flexible or reliable decision-making resolutions. Moreover, the reasonable and best alternative can be properly obtained on the basis of the practical MAGDM problems, namely, the new method can offer a powerful and effective mathematic tool for the MAGDM under uncertainty. Figure 1 . Sensitivity analysis with respect to γ in NIFHWHM operator based on different p, q: (a) variation tendency of score function value when p = 1, q = 0; (b) variation tendency of score function value when p = 0, q = 1; (c) variation tendency of score function value when p = 0.5, q = 0.5; (d) variation tendency of score function value when p = 1, q = 1; (e) variation tendency of score function value when p = 3, q = 1; (f) variation tendency of score function value when p = 1, q = 3. . Sensitivity analysis with respect to γ in the NIFHWGHM operator based on different p, q: (a) variation tendency of score function value when p = 1, q = 0; (b) variation tendency of score function value when p = 0, q = 1; (c) variation tendency of score function value when p = 0.5, q = 0.5; (d) variation tendency of score function value when p = 1, q = 1; (e) variation tendency of score function value when p = 3, q = 1; (f) variation tendency of score function value when p = 1, q = 3.
(e) (f) From Table 11 and Figures 1-5 , we can observe that different parameter values have a certain influence on the ordering results. In general, the best alternative is 1 A with respect to the NIFWHM operator, while 2 A is the best one with respect to the NIFHWGHM operator. (1) From Table 11 and Figures 1 and 2 and there is a zero in p and q , the ordering results are different.
(2) From Figures 3 and 4 , we can see that when , γ q are given in the NIFHWHM or NIFHWGHM Figure 5 . Sensitivity analysis with respect to q in the NIFHWHM and NIFHWGHM operators based on different γ, p: (a) variation tendency of score function value when γ = 1, p = 0 in the NIFHWHM operator; (b) variation tendency of score function value when γ = 1, p = 2 in the NIFHWGHM operator; (c) variation tendency of score function value when γ = 1, p = 1 in the NIFHWHM operator; (d) variation tendency of score function value when γ = 1, p = 1 in the NIFHWGHM operator; (e) variation tendency of score function value when γ = 1, p = 2 in the NIFHWHM operator; (f) variation tendency of score function value when γ = 1, p = 2 in the NIFHWGHM operator.
Comparison Analysis
A Comparison with Decision-Making Methods Using Triangular and Trapezoidal Intuitionistic Fuzzy Information
For further comparison of the rationality and comprehensiveness of the new MCGDM approach in this paper, a prospect value determination method with the TraIFNs [17] and a method with TriIFNs [25] are applied in this section to deal with the aforementioned example. Thus, we need transform the TraIFNs and TriIFNs by the transformation method in [33] , which is shown in Table 12 .
According to Table 12 , the information r k ij = a k ij , σ k ij ; µ k ij , v k ij from each expert is also transformed into the TraIFNs and the TriIFNs. Moreover, the normalization method of the TraIFN and TriIFN decision matrix is presented as follows. 
where B is benefit attributes set. 
From Table 13 , it can be seen that the best resolution of the three methods is A 2 , but the ordering results are different for these methods. The proposed method of this paper takes into account the interrelations between input data, and it is more practical than the methods in [17, 25, 30] . The reason is that there are many normal random factors under the social and economic environment. Furthermore, in light of central limit theorem, the limit distribution of the sum of random variables is a normal distribution. However, the TriIFNs and TraIFNs cannot better depict the laws of normal distribution and accurately express corresponding normal random phenomena. Therefore, compared with the TriIFNs and TraIFNs, the NIFNs can better describe the decision problems with normal distribution information and can more realistically express the uncertainty information, and the MCGDM approach in this paper is more reliable and reasonable to aggregate the normal distribution information than the methods in [17, 25, 30] . 1 Parameter γ = 0.5, p = q = 1 by NIFHWHM operator; 2 Parameter γ = 1, p = q = 1 by NIFHWHM operator; 3 Parameter γ = 2, p = q = 1 by NIFHWHM operator.
A Comparison with Decision-Making Methods Using the NIFNs
In order to study the advantages of the MCGDM approach in this paper, three methods were applied to deal with the problem in the aforementioned example, and the aggregation results can be seen in Table 14 . 1 Parameter γ = 0.5, p = q = 1 by NIFHWHM operator; 2 Parameter γ = 1, p = q = 1 by NIFHWHM operator; 3 Parameter γ = 2, p = q = 1 by NIFHWHM operator; 4 Parameter γ = 1, p = 0, q = 1 by NIFHWHM operator.
From Table 14 , we can observe that the best alternatives are all A 2 , but the solution ordering results are completely different for four methods, which can all tackle NIF information. We consider that there are wide interrelationships among the attributes or relationships between input argument and itself in practical MAGDM problems. Moreover, the new method in this paper considers the interrelationship factor between input arguments or between input argument and itself. Therefore, compared with two methods in [34, 62] , the ranking results from the new method in this paper is more effective and more reasonable.
In addition, if q = 0 or p = 0, then the interrelationships did not exist in the new method in this paper. In the aforementioned example, we can obtain the aggregation ordering results, namely, the relationships between arguments or among the attributes are not considered in the method proposed in this paper. The solution ordering result is the same as that using the methods in [34, 62] , consequently, this verifies the different ordering results.
Furthermore, for a group of attributes c i (i = 1, 2, · · · , n) and a collection of input arguments a i (i = 1, 2, · · · , n), the method in [36] also takes into account the relationships between any pair of attributes c i and c j (i = j) or between any pair of input arguments a i and a j (i = j), but it neglects the correlation between input argument a i and itself or between the attribute c i and itself. Considering that the correlation between a i and a j (i = j) or between c i and c j (i = j) is equal to the correlation between a i and a j (i = j) or between c i and c j (i = j), the method in [36] deals with it separately and brings about redundancy. Therefore, compared with the method in [36] , the new method in this paper not only considers relationships between the input arguments or the attributes, but also takes into account the correlation between input argument and itself. Furthermore, interrelationships between input arguments are tackled once.
Conclusions
In this work, enlightened by Heronian mean, we significantly investigated a family of generalized fuzzy HM operators based on Hamacher operation for NIFNs, including NIFHHM, NIFHWHM, NIFHGHM, and NIFHWGHM operators, and we discuss various properties of the proposed operators which have the desirable quality of not only dealing with the normal intuitionistic fuzzy information, but also considering the correlations of two input arguments once. Therefore, the new proposed operators do not result in redundancy, and these operators also take into account the interrelationship between input argument and itself at the same time. Furthermore, we have manifested that the operators related to Hamacher operation generalize the operators based on the algebraic or Einstein operational rules, and they are more flexible to extend the choice scope of decision makers. On the basis of the developed operators, a new MCGDM approach is introduced in order to deal with normal intuitionistic fuzzy number information. The advantages of this new method are that: (1) it is more reliable and reasonable to aggregate the normal distribution information under the normal intuitionistic fuzzy numbers environment; (2) it offers an effective and powerful mathematic tool for the MAGDM under uncertainty and can provide more reliable and flexible aggregation results in decision making; (3) it not only considers relationships between the input arguments or the attributes, but also takes into account the correlation between input argument and itself or the interrelations between the attribute and itself, furthermore, interrelationships between input arguments or the attributes are tackled once. The new methods provide some reasonable and reliable MCGDM aggregation operators, which broaden the selection scope of the decision makers and offer theory evidence for the MCGDM methods. Meanwhile, the proposed methods solve the interaction of the different criteria or input arguments and do not bring about redundancy of the mathematical calculation. Lastly, an application example revealed that the developed approach is effective and practical by the comparison with other methods. In further research, it is important to investigate how to determine the weights and how to transform other types of fuzzy numbers into the NIFNs, and it is essential to study the application of the proposed operators in wide fields, such as uncertain programming, cluster analysis, pattern recognition, and so on.
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