Identification algorithms are considered for a class of targets situated near the bottom of a water channel. It is assumed that the target-sensor distance relative to the channel depth is such that a raybased representation of the scattered fields is appropriate (vis-à-vis a modal representation). Two approaches are considered for processing the scattered fields. In one algorithm a deconvolution is performed to remove the channel response, and thereby recover the free-field target scattered signature. In this case the classifier is trained based on free-field data. In the second approach the array receiver is employed to point the sensor in particular directions, and the beam-formed signal is used directly in the subsequent classifier. In this case the classifier must be trained based on inchannel data. Multiple scattered signals are measured, from a sequence of target-sensor orientations, with the waveforms classified via a hidden Markov model. Example results are presented for scattering data simulated via the finite-element method (FEM) and coupled to a normal-mode waveguide modal, for elastic targets situated in a water channel.
I. Introduction
The use of scattered fields to infer the identification of a distant or concealed target constitutes a problem of longstanding interest. It is well known that the scattered fields are a strong function of the target sensor-orientation 1 , motivating research on classification algorithms based on fusing the information in multiple scattered signatures [1] [2] [3] [4] . Although these methods have realized good results, they have generally been applied to the free-field case. In this paper, elastic targets are situated in a water channel. For this situation the target scattered signature is often significantly distorted by multipath propagation, with such dependent on the sensing parameters, such as target and receiver location, water depth, seabed geoacoustic parameters, etc. A ray-based representation is applied to characterize channel effects. The ray model is appropriate for a subset of channel depths and target-sensor distances. In particular, when the target-sensor distance is large relative to the channel depth, a modal representation is required.
The target-in-channel problem may be addressed in two ways. One may attempt to deconvolve the channel effects from the target-scattered signal, to recover an approximation of the scattered signal in the absence of the channel. The subsequent classifier may be based on mono-static free-field scattering data. In this sense one may directly apply existing free-field classifiers [1] [2] [3] . The channel effects are typically represented by using a Green's function, and the received acoustical pressure may be modeled as the convolution of the target scattered signatures with the Green's function. One direct method to recover the target's scattered signatures is referred to as deterministic deconvolution 5, 6 .
This method is sensitive to the Green's function mismatch. A more generalized method was developed recently by using the minimum entropy deconvolution (MED) method 7 to estimate the channel response function, which requires that the channel's Green's function be sufficiently "sparse". For the case of a shallow water channel, and for long observation distances (the concern of this paper), the channel's Green's function is not "sparse" enough for MED. Angle 8 used an array of sources to approximately generate a low-order mode, and an array of receivers is used to isolate from the received echo a low-order mode, and thus extract the approximately free-field target response in shallow water. In general, this procedure requires a large number of sources, especially for wide-band implementation, for which many modes will be excited. Chevret 9 developed a new in-channel sonar target classification approach based on a time-frequency filter, using the target's free-field response as a reference signal. If the target response is highly dependent on the target-receiver orientation, the computational complexity of this algorithm increases significantly, and the classification performance decreases as well. In this paper, a new procedure is developed to approximately recover the free-field scattered signal from the near-grazing (to the bottom) rays. No a priori knowledge is assumed with regard to the channel properties, other than that near-grazing rays are considered, with this generally appropriate for targets on or near the sea bottom.
The deconvolution procedure is demonstrated to work well when the noise/clutter level is relatively low (less than 1% error). However, as the signal-to-noise (or clutter) ratio diminishes, the performance of such deconvolution techniques deteriorates. In this case better classification performance is achieved if training is performed on the in-channel scattered waveform directly (i.e., no channel deconvolution is attempted). The advantage of this procedure is that it is more robust to noise/clutter, although it requires training on data for the target in a channel. This procedure is limited by possible mismatches between the true channel and that used to train the classifier. Moreover, the in-channel scattered signal is a strong function of the target-sensor distance. This implies that one may require multiple classifiers, applicable for multiple target-sensor distances. Both of these processing strategies are considered and compared, for realistic targets and false targets in a channel. Moreover, the Cramer-Rao bound 10 is employed to place performance bounds on the feasibility of channel deconvolution, as a function of target and sensor parameters. Such studies are particularly important for addressing the viability of channel deconvolution in various settings.
The multi-aspect scattered waveforms, with or without the channel deconvolved, are processed via a hidden Markov model (HMM) 11 . The HMM classifier has received significant attention for targets in free field [1] [2] [3] [4] , and therefore minimal additional details are presented here. Two featureextraction tools are addressed, as well as the concept of designing what is termed a class-based classifier. Concerning the latter, rather than designing individual HMMs for each target of interest, a single HMM is designed for multiple targets that constitute a target class. While training, one may not have available data for all targets that may be observed during testing. However, in the training phase, by linking several targets together, to constitute a target class, ideally the classifier should be able to identify a target within the same class, even if that particular target was not seen during training. The various issues discussed above are addressed by considering scattering data for a target placed in a channel. The wideband, free-field bistatic scattered fields from several targets are obtained from finite-element method (FEM) 12 simulations. These scattered fields are then coupled with a separate model applied to simulate the channel 13 , with such yielding the overall target-in-channel signatures.
Before proceeding, it is worthwhile to indicate the aspects of the paper that are new. To our knowledge, this is one of the first papers to address the classification of a target in a water channel;
this involves distinguishing targets of interest -for example sea mines -from false targets, e.g. rocks.
Most previous classification research has focused principally on the free-field problem. There is much published work on the analysis of targets in a water channel using, for example, matched-field processing 12 . However, that work has been directed principally toward source localization (or detection), and has not addressed the classification problem. Therefore, the principal new aspect of this paper is that we have demonstrated how the HMM classifier (used previously for free-field target classification) can be extended to the case of a target in a water channel (waveguide). This has been done two ways: (1) by trying to extract the ray paths (multi-path) and (2) by processing the multi-path directly (via beam steering). We have also computed Cramer-Rao bounds for the accuracy with which one can perform (1), in noisy data.
The remainder of the text is organized as follows. The deconvolution technique is discussed in Sec. II, as applied for the near-grazing target signature. In Sec. III array beamforming is discussed briefly, and employed to process the in-channel target signature, without attempting to perform channel deconvolution. In Sec. IV the time-and frequency-domain feature parsing techniques are discussed. The HMM classifier is summarized briefly in Sec. V, wherein issues of concern to a classbased classifier are addressed. Example processing results are presented in Sec. VI, where CramerRao performance bounds are discussed, with regard to the potential of channel deconvolution. The work is summarized in Sec. VII.
II. Near-Grazing Scattering Model and Signal Deconvolution

A. Signal model
Wideband propagation is considered in a water channel, as illustrated in Fig. 1 . It is assumed that the target-sensor distance and channel depth are such that only a relatively small number of ray paths are important (Fig. 1) . When the target-sensor distance is large relative to the channel depth, a modal interpretation is required, vis-à-vis the rays depicted in Fig. 1 . A wideband pulse is transmitted into the channel from a point source situated at the center of a receiver array. The received signal is convolved with the transfer function of the channel and of the target. The bandwidth of the timedomain excitation is assumed to be large enough (relative to the channel parameters, such as water depth and target-receiver distance) such that many of the ray paths indicated in Fig 
delay) for each ray in Eq. (1), this dictated by the assumption of near-grazing incidence (i.e. the targetsensor distance is large relative to the target/sensor height above the bottom, such that the angle from the target is approximately the same for paths A and B). The signal n m (t) represents additive noise/clutter observed on array element m.
After applying a Fourier transform to the observed signal, the frequency-domain version of Eq.
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The estimated target signature is now recovered as
The alternative representations in Eqs. (13) and (14) may be averaged.
III. Signal Extraction Via Beamforming
The technique developed in Sec. II works well for low-clutter data (quantified in Sec. IV), but its performance deteriorates as the signal-to-clutter ratio decreases. For this case an alternative approach is considered, in which the classifier is trained based on in-channel data (vis-à-vis free-field data). This scenario is discussed below.
Classical beamforming 14 is employed to "point" the array in particular directions. As indicated Consequently, the classifier is retrained as such parameters are varied -this underscores the motivation of Sec. II, in which the channel parameters are deconvolved.
For the array-focused scattering data, temporal windowing is employed where appropriate to remove non-overlapping rays (e.g., for focusing in the near-grazing direction, ray paths A-A, A-B, B-A and B-B are typically well separated from such paths as C-A and D-A). Where such overlapping may not be removed via simple temporal windowing, the classification algorithm is based on the total (overlapped) scattered waveform. The training is based on in-channel data, and therefore a channel model is important. However, when performing algorithm testing, additive clutter will also be considered, and therefore the testing and training data are distinct. Further details of the beamformed data are discussed in Sec. VI, when presenting results.
IV. Feature Extraction
The classification algorithm discussed in Sec. V is based on processing a sequence of time- 
. Note the use of the relative time delay between consecutive wavefronts, rather than the absolute time of arrival. The former is a characteristic of target geometry, while the latter has a strong correlation with target-sensor distance. Hence, the absolute time of arrival is not considered as a potential feature for target classification. 
is the power in subband n, composed of K frequencies (K=I/N, where I represents the total number of discrete frequencies). Recall that the scattered waveform is in general a strong function of the target-sensor orientation (pose), and therefore the feature vector is as well. Using available training data, all (normalized) feature vectors 
V. Class-Based Multi-Aspect Classification
For a fixed target-sensor orientation, assume a scattered waveform g(t), determined via channel deconvolution (Sec. II) or via beamforming (Sec. III). Further, assume that the signal g(t) is expressed as
where hypothesis H 1 corresponds to targets of interest being present, while hypothesis H 2 corresponds to the presence of a false target. In both cases c(t) represents additive clutter (typically not white). It is important to emphasize that classification is being performed, and hypothesis H 1 and H 2 both correspond to the presence of a scatterer (represented by h 1 (t) and h 2 (t), respectively). The distinction is that h 1 (t) correspond to targets of interest. By contrast, h 2 (t) correspond to scattering from the infinite class of "false-targets", that may confuse a classifier, e.g. h 2 (t) could correspond to a rock. It is assumed that a priori knowledge is available with regard to h 1 (t); no knowledge is assumed for the false targets represented by h 2 (t), since in the "real" problem there are an infinite number of false targets.
It is often difficult to discriminate between targets based on a measurement from a single target-sensor orientation, which motivates multi-aspect sensing [1] [2] [3] [4] . In particular, assuming a fixed target-sensor distance, the multiple scattered waveforms are measured by changing the relative angle 
where γ is a chosen threshold. In this paper, a continuous HMM 1-4,11 is used to evaluate The Fisher discriminant function 17 is often used to select those features that yield optimal separation between targets and false targets (non-targets). However, in this work no a priori knowledge is assumed for the false targets. Nevertheless, for the features discussed in Sec. IV, feature pruning has been found useful, for class-based classification. Assume there are J targets within a given class. Feature selection is performed using the cost function 
VI. Example Results
A. Problem description
Five distinct scatterers are considered in the channel. Two of the targets are deemed "targets of interest", constituting hypothesis H 1 in Eq. (16), and the other three are deemed false targets (hypothesis H 2 , with the associated targets not seen by the classifier during the training phase). The wideband bistatic scattered fields are computed for all targets via a free-field finite-element method (FEM) 12 simulation. The incident fields on the target correspond to the fields of a point source situated at the center of the sensor array, and the scattered fields are computed by the FEM for observation in a plane, this plane situated within the channel, at a fixed distance from the target center. The fields within this plane are then coupled to a modal channel model 13 , with which they are propagated away from the target through the channel to the sensor. The large number of waveguide modes employed in these simulations underscores the appropriateness of the ray picture summarized in Fig. 1 . The modal simulation is used because this channel code is well known and widely applied 13 . The water depth is 15 meters, and the target-receiver distance (parallel to the bottom) is 50 meters. A 28-element linear array receiver is employed perpendicular to the bottom. The array is 2 meters long and its center is situated 3 meters above the sea bottom. The center of each target is located 0.5 meters above the sea bottom. A two-layer geoacoustic model is considered (see Fig. 3 ).
The two targets in H 1 are mine-like targets (a steel and fiberclass cylinder) that are noted by T1
and T2. The three false targets are a 55-gallon drum, an oxygen tank and a rock. The data covers the frequency band 50Hz to 10KHz, and the scattered waveforms are considered in the time domain (after Fourier synthesis), as propagated through the channel to the array receiver. Each of the five targets is rotated about its axis over 360 o , with 1 o angular sampling. Therefore, for the classification algorithm, sensor rotation is considered about the target, with a minimum angular sampling rate of 1 o . The shape of the pulse driving the point-source transmitter is shown in Fig. 4 .
B. Channel deconvolution
For the channel considered in Fig. 3 , the bottom reflection coefficient of the "near-grazing" path 12 is γ =-0.7683-j0.4139. In Fig. 5 the channel impulse response is plotted as a function of frequency for the near-grazing paths, based on the model described in Eq. (2) . Note that the channel has a frequency null centered at about 2 KHz. Therefore the deconvolution discussed in Sec. II is initially perform at relatively high frequencies (>5 KHz). Employing the angles of arrival 1 θ and 2 θ estimated at such frequencies, at lower frequencies only the frequency-dependent ) ( 1 f S and ) ( 2 f S need be estimated.
For the geometry and targets considered, it has been found that the deconvolution procedure in Sec. II works essentially perfectly for the case of no additive noise or clutter. Results are therefore only presented here for the case of additive clutter. In particular, using the model in Eq. (1), for the parameters discussed above, a clutter signal c(t) is added. The clutter c(t) is computed by convolving the incident pulse shape (Fig. 4) with white Gaussian noise, and therefore c(t) approximately represents the incident field scattered from a random environment (e.g. the sea bottom). The signal-toclutter ratio is defined as the signal energy divided by the clutter energy, computed over the nominal support of the scattered waveform s(t). A signal-to-clutter ratio of 20 dB is considered for each sensor element's received signal. For target T1, in Fig. 6 is plotted the estimated angles of arrival 1 θ and 2 θ , as the target is rotated through 180 o with respect to the sensor (each azimuthal angle corresponds to a distinct s(t)). These results are shown for one clutter realization, for each target-sensor angle, and therefore the results in Fig. 6 represent random-variable instantiations. The optimal variance of such estimates is considered in the next section.
For example target orientations, in Fig. 7 is presented the original scattered waveform s(t), the waveform as present after propagating through the channel with 20 dB clutter, and the deconvolved waveforms. The deconvolution is effective, although there is clearly clutter-and channel-induced distortion. Such distortion plays an important role in the subsequent HMM classifier. In particular, note that the MP feature extractor discussed in Sec. IVA matches the data to wavefront and resonance dictionary elements. The distortions demonstrated in Fig. 7 , between the deconvolved data and the original free-field s(t), undermine the effectiveness of an MP-based classifier. It is therefore anticipated that the simpler, spectral feature parser discussed in Sec. IVB will be more useful for such data.
C. Bounds on deconvolution performance
In Eq. (3) the signals received on the sensor array are expressed The Cramer-Rao bound (CRB) 10 provides a well-known metric on the accuracy of such a parameter-estimation problem. There are many previous papers that detail the computation of the CRB 18, 19 , and therefore that is not the focus. Rather, the CRB is employed to quantify the optimal variance that one may achieve for an unbiased estimator, and ask the fundamental question of whether such a variance is sufficient for the particular deconvolution task in this paper. In particular, if the variance of the optimal estimator is too large from a systems perspective, one must consider an alternative processing strategy (i.e., one should not attempt such deconvolution). This motivated the alternative, beam-forming approach discussed in Sec. III.
For the near-grazing example discussed above, a variance threshold 2 ) ( / the CRB as a function of frequency, at various values of SNR (here SNR is defined as the signal power for a given frequency divided by the noise power). In Fig. 9 the DOA estimation results using the algorithm described in Sec. II are compared with the CRB at a frequency of 10KHz. These results underscore that the deconvolution procedure works best at higher frequencies, at which higher resolution is available. Moreover, the performance is a strong function of the SNR. These results underscore the complexity of the deconvolution procedure. In fact, the problem is more difficult than that considered in the above CRB study, since the additive random process is correlated (representative of clutter c(t)), vis-à-vis the white Gaussian noise considered in the CRB computations.
D. Classification performance using near-grazing deconvolution
Classification performance is considered based on deconvolving the near-grazing rays, in the manner discussed in Sec. II. Two similar targets are used to constitute the H 1 hypothesis (targets of interest), and three false targets are considered. The HMM classifier 1-4 is designed to process a sequence of multi-aspect, deconvolved s(t). A single HMM is designed for the two targets in H 1 , and the H 2 targets were not seen during training. The HMM is trained on noise-free data from H 1 , and the testing is done on targets from H 1 and H 2 , with additive clutter c(t), as indicated in Eq. (16).
Consequently, the training and testing data are distinct. During the testing phase, the classifier is initially unaware of both the target identity and pose (orientation with respect to the sensor).
In Fig. 10 
E. Classification via beamforming
In the next set of results the processing is performed based on simple beamforming. In particular, to point the array in the direction θ with respect to the array normal, array element n is . This array spacing is designed to avoid grating lobes at the 10 KHz upper frequency (and below). The weighting w n corresponds to a 30dB Chebshev window, designed to mitigate array end effects. The array processing yields a single time-domain scattered waveform, corresponding to the array directed toward the angle θ . Since the classification is always performed after the target detection, the beamforming angles may be estimated based on prior information of channel parameter and target location; as indicated below, these parameters need not to be known exactly.
As an example, in Fig. 11 the frequency-and orientation-dependent scattered fields are determined after beamforming, for the array directed toward the air-water surface bounce (see Fig. 1 ).
The results are presented for the oxygen-tank target, for the free-field and in-channel problems (the latter after beamforming). Considering such is a function of the target-sensor distance (even with all other parameters fixed).
Considering Fig. 11 in detail, note that the free-field mono-static scattered fields are similar to those determined via the beamforming. However, there appears to be interference in the signal, as a function of frequency. This is attributed to the interference caused by the multiple overlapping rays.
In the classification results presented next, for the same two "true" H 1 targets and three "false 
(t).
In the example of Fig. 12(a) , the classification is based on beamforming toward the air-surface interface. One could also beamform toward the near-grazing rays, using temporal windowing to Fig. 1 ), the processed waveforms from each array-direction may be fused, to further enhance classification performance. In particular, classification may be performed based on the beamformed waveforms extracted by pointing toward the surface and in the near-grazing direction. The HMM design has been augmented, now characterizing the target states by two beamformed waveforms, as extracted by beamsteering in these two directions. This constitutes a modest change in the HMM design (the features from the two "look" directions are simply concatenated). The HMM performance is shown in Fig. 12(b) and Fig. 12(c) , based on pointing in the near-grazing direction alone, and based on fusing these two beamformed waveforms. This simple fusion construct yields markedly improved classification performance. The results in Fig. 12 are based on a SCR of 5dB.
F. Stability to channel variation
In the example of Fig. 12 , classification results are presented when training is performed on noise-free in-channel data, and testing is performed using noisy in-channel data. There is no channelparameter mismatch between the training and testing data sets. Actually, the channel parameters are always not known exactly in practice. It is of interest to evaluate the stability of the beamformingbased classification approach to channel uncertainty. Four channel parameters are considered as random variables: the speed in water, the sound speed in the sediment, the bottom attenuation factor, and the sediment density. The channel parameters for training data and testing data are illustrated in Table 1 . The classification results given below are average from the five testing cases (representing five realizations of the channel random variables). The principal limitation in this study is found in the time required to compute the forward-scattering data, thereby limiting the number of random-variable instantiations considered. The beamforming for each testing cases is performed based on the channel parameters used for the training case, implying that there is steering error when beamforming for the testing case (i.e. there is a mismatch between the assumed and actual channel parameters, while beamforming, and between the training and testing). In Fig. 13 the HMM performance is presented for the case of parameter mismatch, based on pointing toward the air-water interface alone, based on pointing in the near-grazing direction alone, and based on fusing these two beamformed waveforms.
Comparing with Fig. 12 , the performance decrease is not significant, indicating that the classification approach is relatively stable to the channel parameters variation (for the parameters considered).
VII. Conclusion
Classification of elastic targets situated in a water channel has been considered. The multiaspect classification has been performed using a hidden Markov model (HMM), and multiple targets have been used to constitute a target class. In particular, rather than designing a classifier for each individual target, a classifier is designed for a set (class) of targets. There are two distinct approaches to performing such classification, for a target in a channel. One may (1) attempt to deconvolve the perturbations introduced by the channel, and perform classification based on the targets' free-field signature (after deconvolution); or (2) one may process the in-channel signature directly, through beamforming, for example, without attempting deconvolution. While approach (1) is attractive, in that it ideally removes the effects of the channel, it has been have demonstrated that this approach is sensitive to additive noise/clutter. While approach (2) has the disadvantage of requiring in-channel data for training, it has demonstrated superior classification performance, vis-à-vis (1). The sensitivity of (2) to uncertainty in the channel parameters has also been examined, and for the examples studied robust performance was observed.
While the results presented here appear encouraging, it should be emphasized that a limited problem class has been considered. In particular, the range of channel parameters considered (relative to bandwidth) support the ray-based model. As the target-sensor distance increases, for the same set of channel parameters, the number of overlapping rays increases to the point that a modal model is required. This is a particularly challenging problem, and it will constitute the subject of future research. Directions of interest in this context include matched-field processing 12 (here not simply for source localization, but also for classification), as well as the related technique of reverse-time migration 20 . Classification results based on the beamformed and temporal windowed signal, training by using the noise-free in-channel data, and testing by using the noisy (cluttered) in-channel data. The SNR at each sensor element is 5dB (before beamforming). (a) air-water paths alone, (b) near-grazing paths alone, (c) fusion of both paths. Classification results based on the beamformed and temporal-windowed signal, training by using the noise free in-channel data, and tested by using the noisy in-channel data with channel parameters mismatched. The SNR at each sensor element is 5dB (before beamforming). (a) air-water paths alone, (b) near-grazing paths alone, and (c) fusion of both. Table 1 . Channel parameters used for training and testing, when the channel parameters are varied during testing (to examine channel-parameter mismatch).
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