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Abstract
We propose a novel strategy for energy-efficient dynamic computation offloading, in the context
of edge-computing-aided 5G (and beyond) networks. The goal is to minimize the energy consumption
of the overall system, comprising users and network elements, under constraints on the end-to-end
service delay and the packet error rate performance over the wireless interface. To reduce the energy
consumption, we exploit low-power sleep operation modes for the users, the access point and the edge
server, shifting the edge computing paradigm from an always on to an always available architecture,
capable of guaranteeing an on-demand target service quality with the minimum energy consumption.
To this aim, we propose Discontinuous Mobile Edge Computing (D-MEC): an online algorithm that
dynamically and optimally orchestrates the sleep mode operations and the duty cycles of the network’s
elements. In such a dynamic framework, end-to-end delay constraints translate into constraints on overall
queueing delays, including both the communication and the computation phases of the offloading
service. D-MEC hinges on stochastic Lyapunov optimization, does not require any prior knowledge
on the statistics of the offloading traffic or the radio channels, and satisfies the long-term performance
constraints imposed by users. Several numerical results illustrate the advantages of the proposed method.
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2I. INTRODUCTION
With the advent of 5G (and beyond) networks [1], [2], we live at the edge of a revolution
of mobile communication systems, which are evolving from a pure communication framework
to service enablers, building on the tight integration of communication, computation, caching,
and control [3], [4]. Indeed, future networks will enable a plethora of new services, not only to
mobile end users, but also for whole different sectors (verticals), such as Industry 4.0, Internet of
Things (IoT), autonomous driving, remote surgery, etc. These new services have very different
requirements and they generally involve massive data processing within low end-to-end delays
(in the order of ms). Among several technology enablers at different layers (e.g., artificial
intelligence, network function virtualization, millimeter-wave communications), a prominent role
will be played by Edge Computing, whose aim is to move cloud functionalities (e.g., computing
and storage resources) at the edge of the network to avoid the relatively long delays necessary to
reach central clouds. Edge computing is also the object of an ETSI Industry Specification Group,
called Multi-Access Edge Computing (MEC) [5]. MEC functionalities will be placed behind the
User Plane Function (UPF), which is placed in the core network or virtualized locally at the radio
Access Point (AP) [6]. MEC is foreseen to enable several novel applications and use cases [7],
relying on the enhanced performance of new 5G technologies, due to the massive volume of
data to be transferred within low-latency and/or extremely high reliability constraints [8]. For
recent surveys on MEC, the interested reader can refer to [9], [10].
In this paper, we focus on computation offloading, a way to transfer the execution of ap-
plications from mobile devices (or sensors in IoT environments) to a nearby edge server (ES)
[10]. Computation offloading helps in reducing the User Equipment’s (UE) energy consumption
and/or the overall delay of the service. When an application is offloaded, the overall service time
is composed of the transmission time of input data, the computation time at the ES, and the
time needed to send the result back to the UE [11], [12]. In edge-computing-aided networks, a
critical aspect for real-life implementations is the limited energy made available by the battery
at the mobile device, the need for frequent battery recharge, and the high energy consumption
of network elements, due to the dense deployment of APs and ESs necessary to enable the
described ecosystem. In traditional mobile networks, a large portion of the power is consumed
at the AP site [13], [14]. With the deployment of ESs, the power consumption will certainly
increase, so that new methods are essential to reduce the impact of the ICT industry on the
3global carbon footprint [15]. In such a context, the main target of our paper is energy efficiency.
Related work. In the context of mobile networks, several works focus on novel strategies to
reduce system power consumption. In general, it is well-known that a large portion of the power
is consumed by the AP only for being in active state (RF chains, power amplifiers, cooling,
etc.) [14]. Thus, most of the works in the literature propose strategies based on possible ON/OFF
behavior of the APs, known as Discontinuous Transmission (DTX) [14], [16]–[21], by which
some components of the AP are put in low-power sleep states when possible, e.g., in case of
low traffic. In the context of edge computing and computation offloading, there exists a wide
literature on energy efficiency [12], [22]–[28]. In particular, [25] proposes a dynamic computation
offloading strategy based on stochastic Lyapunov optimization to reduce a weighted sum of UE
and ES power consumption. [26] extends the strategy to a multi-server multi-cell scenario,
introducing average delay and reliability constraint on the queue lengths. In [27], we propose
a joint dynamic computation offloading strategy with reliability guarantees, incorporating ultra-
reliable low-latency communications (URLLC) and energy harvesting devices. All these works
mainly focus on power consumption at the UE and ignore the network. [28] proposes a dynamic
strategy aimed at minimizing the average power consumption of mobile devices, under a latency
constraint and a constraint on the ES average power consumption, without considering the AP.
Recent contributions consider the energy consumption of both radio access and MEC net-
work [29]–[33]. In particular, in [29], a scheduling strategy is proposed to find a tradeoff between
task completion ratio and throughput, hinging on Lyapunov optimization. [30] aims at minimizing
the long-term average delay under a long-term average power consumption constraint. In [31], the
long-term average energy consumption of a MEC network is minimized under a delay constraint,
using a MEC sleep control. Also, in [32] the problem is formulated as the minimization of the
energy consumption under a mean service delay constraint, optimizing the number of active base
stations and the computation resource allocation at the ES, while considering a sleep mode for
both APs and ESs. In [33], Lyapunov optimization is used to reduce the energy consumption of
a fog network while guaranteeing an average response time. All these works do not consider a
holistic management of AP sleep control, radio resource allocation, ES sleep control and CPU
scheduling, UE sleep control and energy consumption, and end-to-end delay constraints.
Contribution. In this paper, we extend and improve our preliminary results of [34]. We
propose a dynamic computation offloading strategy based on stochastic Lyapunov optimization
that minimizes the weighted sum of UEs’, AP’s, and ES’s long-term average energy consumption,
4under an average end-to-end delay constraint and a reliability constraint. The latter is defined
as the probability that the end-to-end delay exceeds a prescribed threshold. These constraints
are handled through the definition of an uplink queue of data to be offloaded by each UE,
a computation queue at the ES, and a downlink queue of results at the AP. These constraints
translate into a constraint on the average length of the sum of the three queues and a probabilistic
bound on the maximum total queue length, as in [34]. However, differently from [34], we
introduce the sleep mode operation at the UE’s side and an adaptive algorithm to translate the
probabilistic constraint on the queue lengths into a reliability constraint on the actual end-to-
end delay. Our strategy does not require any a priori knowledge of the statistics of the radio
channels or of the data arrivals. In particular, starting from a non-convex non-differentiable long-
term average optimization problem, we devise an algorithm that solves a deterministic problem
on a per-slot basis. The proposed optimal solution of each deterministic problem has very low
computational complexity and can be found via fast iterative algorithms. Several numerical results
show the performance of our strategy, also compared with other possible methods.
II. SYSTEM MODEL
To capture the dynamic aspect of the problem, we consider a transmission of packets organized
in time slots t = 1, 2, 3 . . . of equal duration τl . In the following, we present: the UEs’, AP’s,
and ES’s energy consumption model; the queueing model used to handle the delay constraints;
the reliability performance over the radio interface in terms of Packet Error Rate (PER).
A. Energy consumption model
Computation offloading generally entails three phases: an uplink phase, where the UE sends
data to the AP, a computation phase at the ES, and a downlink phase for the transmission of the
results to the UE [10], [12]. In our dynamic scenario, the overall slot duration τl is divided into
two portions: a period of τs seconds dedicated to control signaling and a period of τ seconds for
the actual three phases of computation offloading Here, we assume that control signaling happens
before computation offloading due to the need of exchanging the state variables necessary to run
the optimization algorithm to allocate radio and computation resources. Then, the total duration
of the time slot is τl = τs + τ. We assume that the AP, the ES, and the UEs can be put into a
low-power sleep state for energy saving purposes during the slot fraction reserved to offloading
(not for the whole slot duration due to the need for control signaling). When in sleep state, the
5TABLE I: Sleep modes with minimum sleep periods [35].
Sleep Mode SM1 SM2 SM3 SM4
Minimum sleep 70 µs 1 ms 10 ms 1 s
AP and the UEs cannot receive nor transmit and the ES cannot process data, thus consuming
less power. Our goal is to optimize the long-term fraction of time that the entities spend in sleep
state with the aim of minimizing the overall system energy consumption, guaranteeing a targeted
Quality of Service (QoS) measured by the overall delay of the computation offloading strategy.
1) AP’s Energy Consumption: Nowadays, around 80% of the total power consumption of the
wireless networks is consumed at the AP [35], which consumes a considerable fraction of its
total power only for being in active state [13], [35]. Among the different models available in the
literature, we exploit that of [35], which provides a tool, available online, to model the power
consumption of base stations of different kinds, with details on the specific components (power
amplifiers, supply power, etc.). However, our proposed optimization strategy is not constrained
to the use of this model; it is more general and can be applied to different models under suitable
modifications. Let us denote pona the overall power consumption of the AP for being in active
state. This parameter includes the consumption of power amplifiers, power supply, analog front-
end, digital baseband, and digital control [35]. While in active state, the AP can transmit and/or
receive. We denote pd(t) the overall downlink transmit power. According to the model, the AP
can enter a low-power sleep mode to save energy whenever possible, without compromising the
QoS. Obviously, the deeper the sleep mode, the higher the energy saving, but also the higher
the time needed to wake-up, i.e., the minimum sleep period. In [35], four possible Sleep Modes
(SM) are defined, with different minimum sleep periods, corresponding to the ODFM symbol,
the sub-frame duration, the radio frame duration, and a standby mode. In Table I, we report the
SMs with their minimum sleep periods from [35]. In this paper, we assume that the kind of sleep
mode is selected a priori, while the choice of when being active or sleeping is performed online.
To control the active and sleep state of the AP, we introduce the binary variable Ia(t) ∈ {0, 1},
which equals 1 if and only if the AP is in active state at time slot t. In each time slot, the AP
is forced to be active for the first τs seconds to perform Channel State Information acquisition
and control signaling. For simplicity, we neglect the transmit power necessary for this reduced
exchange of information, thus taking into account only the active state power pona during the
6signaling period. Then, the AP energy consumption at time slot t is
Ea(t) = τ
(
Ia(t)pona + pd(t)Ia(t) + (1 − Ia(t))psa
)
+ τspona , (1)
where psa represents the (low) power consumed by the AP in sleep mode. The power consumed
in the receiver chain is neglected, as it is typically much smaller than the other contributions.
2) ES’s Energy Consumption: As pointed out in [36], the power management of a CPU is
all about efficiently (and dynamically) controlling both current and voltage in order to minimize
power while providing a desired performance. Power-saving techniques can be divided into two
main categories: turn it off and turn it down. The first consists in switching off some components
of the CPU, which are then put into low-power sleep state. In modern processors, there exist
several possible idle states, called C-states [36], which allow the processor to enter more or
less deep sleep modes. Obviously, a deeper sleep mode provides higher energy savings, but
requires more time to wake up. This defines a trade-off between energy consumption and latency.
Furthermore, C-states can operate on each core separately or on the entire CPU package [37].
In this paper, we adopt C-states operating on a specific core, dedicated to treat the offloaded
tasks of all the UEs of our system. In particular, we consider two states: the C0-state, in which
the CPU core is active and executing some thread, and the C1-state, in which the CPU clock
frequency is driven to zero. Then, in our model, the CPU core consumes a power ponm just for
being in active state (C0-state) and a power psm in sleep state (C1-state). Moreover, when the ES is
active, the dynamic power spent for computation is pcm(t) = κ f 3c (t), where fc(t) is the CPU cycle
frequency at time slot t and κ is the effective switched capacitance of the processor [38]. We
suppose that it is possible to use dynamic voltage frequency scaling to scale down the frequency
[39], thus reducing the dynamic power consumption. In particular, we assume that fc can be
selected from a finite set F = {0, . . . , fmax} and we introduce the binary variable Im(t) ∈ {0, 1},
which equals 1 if and only if the ES is in active state. Then, recalling that τl = τs+τ, the energy
consumption in each time slot is given by
Em(t) = τ
(
Im(t)ponm + (1 − Im(t))psm + pcm(t)
)
+ τsponm , (2)
where pcm(t) = 0 whenever fc(t) = 0, because pcm(t) = κ f 3c (t).
3) UEs’ Energy Consumption: Going beyond [34], we assume that all K UEs can switch
their radio equipment to a low-power sleep mode whenever possible. In particular, we exploit
the empirical model of [40], although our method is general and can be possibly applied to
7different energy consumption models. In [40] it is shown that a UE’s overall power consumption
is mainly determined by its cellular subsystem component, which is about ponk = 0.9 W, and
it is also affected by transmit powers above 10 mW, consuming an additional 0.6-1.5 W. We
will denote by puk(t) the overall power consumption consumed for communication by UE k (for
k = 1, . . . ,K) at time slot t. According to [40], puk(t) is a monotone increasing function of the
transmit power ptxk (t) and it is almost independent from the uplink and downlink data rates, thus
the sleep operation mode is the most promising solution to achieve energy efficiency. For the
sleep operation, similarly to the AP case, two different states are defined [40]: a light sleep
mode, with power consumption psk = 346 mW and sub-millisecond transition time, and a deep
sleep mode, with psk = 20.3 mW and much longer transition time (around 10 ms). In this paper,
we exploit the light sleep operation. Recalling that the UE is always active at the beginning of
the slot for control signaling, the power consumption model of the UE reads as follows:
Ek(t) = τ
(
Ik(t)ponk + puk(t)Ik(t) + (1 − Ik(t))psk
)
+ τsponk ,
so that the total energy spent by the K UEs is simply given by
Eu(t) =
K∑
k=1
Ek(t). (3)
Then, from (1), (2), (3), the total system energy consumption at time slot t is:
Etot(t) = Eu(t) + Em(t) + Ea(t). (4)
B. Delay and queueing model
Computation offloading involves three main steps: an uplink transmission phase of input data
from the UEs; a computation phase at the ES; a downlink transmission phase of results back to
the UE. We consider a dynamic scenario, in which new data units are continuously generated
from an application at the UE’s side and have to be offloaded and processed at the ES. To model
the system dynamics, we use a simple queueing model, taking into account the three phases of
computation offloading. This model allows us to characterize the total delay experienced by a
data unit from its generation at the mobile side until the reception of its corresponding result,
sent by the AP to the UE. In particular, the considered queueing model is depicted in Fig. 1.
Accordingly, each data unit experiences three different delays: a communication delay, including
buffering at the UE; a computation delay, including buffering at the ES; a communication delay,
including buffering at the AP. As we will show later, we take into account these three sources
8Fig. 1: Network model
of delay jointly, as in [27]. For the multiple access over the radio channel, we consider a simple
Frequency Division Multiple Access, both for the uplink and the downlink.
1) Uplink communication queue: In uplink, allocating bandwidth Buk to UE k, the symbol
duration is T s,uk =
1
Bu
k
. Since the time for data transmission is τ = τl − τs, under the assumption
of a perfect pulse shaping, UE k can transmit the following number of symbols at time t:
N s,uk (t) =
⌊
τ
T s,uk
⌋
=
⌊
τBuk (t)
⌋
.
Assuming that bits are encoded against radio channel noise into packets of fixed length Nb bits,
employing an M-QAM modulation, the number of packets transmittable at time t is given by:
N p,uk (t) =
⌊
N s,uk (t) log2(Muk (t))Rc,uk (t)
Nb
⌋
,
where Muk (t) is the modulation order and Rc,uk (t) is the channel coding rate. In particular, we
assume that the uplink Modulation and Coding Scheme (MCS) pair muk =
(
Muk (t), Rc,uk (t)
)
is
chosen from a discrete finite set MCSuk . Also, we assume that a data unit has to be transferred
in one time slot, i.e., it cannot be split and partially transmitted over different time slots. Thus,
the number of data units that UE k can send at time slot t over the radio interface is
Nuk (t) =
⌊
N p,uk (t)Nb
Sik
⌋
, (5)
where Sik is the size in bits of an input data unit. Then, the local queue of data to be transmitted
evolves as
Qlk(t + 1) = max
(
0,Qlk(t) − Nuk (t)
)
+ Ak(t), (6)
9where Ak(t) is the number of newly arrived data units generated by the application running at
UE k; Ak(t) is modeled as a random process whose statistics are not known a priori.
2) Remote computation queue: We assume that the number of input data units processed by
the ES to serve UE k is proportional to the number of CPU cycles allocated for this task. Given
the computation rate fk(t) assigned to user k, measured in CPU cycles per second, and defining
the coefficient Jk as the ratio between the number of processed data and the number of CPU
cycles, the data queue waiting for being processed by the ES for UE k evolves as
Qmk (t + 1) = max(0,Qmk (t) − bτ fk(t)Jkc) + min(Qlk(t), Nuk (t)). (7)
3) Downlink communication queue: Finally, we define K queues at the AP, containing the
computation results to be sent back to the UEs. We assume that every processed input data unit
produces one output data unit, with size Sok possibly different from S
i
k . The queue evolves as:
Qak(t + 1) = max
(
0,Qak(t) − Ndk (t)
)
+ min(Qmk (t), bτ fk(t)Jkc), (8)
where Ndk (t) is the number of data units sent back to user k in downlink. Similarly to (5):
Ndk (t) =
⌊
N p,dk (t)Nb
Sok
⌋
, (9)
where N p,dk (t) is the number of packets sent in downlink, i.e.,
N p,dk (t) =
⌊ bτBdk (t)c log2(Mdk (t))Rc,dk (t)
Nb
⌋
,
where Bdk (t) is the bandwidth assigned to UE k for downlink communication at time t, Mdk (t)
is the downlink M-QAM modulation order, and Rc,dk (t) is the channel coding rate for downlink.
As for the uplink, the pair mdk =
(
Mdk (t), Rc,dk (t)
)
belongs to a discrete finite set MCSdk .
4) End-to-end delay constraints: As already mentioned, the overall delay experienced by a
data unit is the time elapsed from its generation at the mobile side, to the moment the user
receives back the result associated with it. Due to Little’s law [41], the average overall service
delay is proportional to the average queue length. Then, the overall delay is directly related to
the sum of the uplink and downlink communication queues and the computation queue:
Qtotk (t) = Qlk(t) +Qmk (t) +Qak(t).
In particular, given a data unit arrival rate A¯k = E
{
Ak(t)
τl
}
, the long-term average end-to-end
delay experienced by a data unit generated by UE k is
D¯∞k = limT→∞
1
T
T∑
t=1
E
{
Qtotk (t)
A¯k
}
; (10)
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the expectation is taken with respect to the random radio channel and data arrival realizations.
Our first aim is to guarantee a constraint on the long-term average delay Davgk , formulated as:
lim
T→∞
1
T
T∑
t=1
E
{
Qtotk (t)
} ≤ Qavgk = Davgk A¯k, ∀k . (11)
Note that A¯k is not known a priori, but we can estimate it online with a moving average (possibly
with a forgetting factor, in the case of non-stationary scenarios). As a second objective, we want
to ensure a long-term probabilistic constraint on the overall delay experienced by data units:
lim
T→∞
1
T
T∑
t=1
Pr
{
Dk(t) > Dmaxk
} ≤ k, ∀k, (12)
where Dmaxk is a predefined threshold, 0 < k < 1, and Dk(t) represents the overall delay
experienced by a generic data unit whose result is received back by UE k at time t. The aim of
this constraint is to reduce the variance of the delay (i.e., the jitter). As mentioned before, there
is a direct dependence between the overall delay and the overall queue length, therefore we can
translate (12) into the following probabilistic constraint on the sum of the queues:
lim
T→∞
1
T
T∑
t=1
Pr
{
Qtotk (t) > δkQavgk
} ≤ k, ∀k, (13)
with δk > 1 conveniently chosen to convert the delay threshold into a queue-length threshold.
In principle, there is no direct analytical relation between δkQ
avg
k and D
max
k , but we will propose
in Section IV-C an online method to appropriately select and adapt δk . Finally, note that (13)
can be equivalently re-written as the expectation of a Bernoulli random variable as follows:
lim
T→∞
1
T
T∑
t=1
E
{
u
(
Qtotk (t) − δkQavgk
)} ≤ k,
where u(·) is the unitary step function. In the sequel, the event {Qtotk (t) > δkQ
avg
k } will be termed
as “out-of-service”, and k will be the required out-of-service probability.
C. Packet error rate performance
For robust radio communications, we suppose that both the UEs and the AP comply with
the 5G NR (New Radio) standard recommendations for channel coding [42]. Namely, the input
data units transmitted in uplink and the output data units transmitted in downlink are both
encoded to LDPC packets of size 1500 bytes, with MCS belonging to MCSuk and MCSdk . To
satisfy a target performance in terms of packet loss, we want to guarantee that the uplink and
11
downlink PER, denoted respectively PERuk and PER
d
k for UE k, do not exceed some targeted
thresholds θuk and θ
d
k . In this sense, given the radio channel state at time t, recalling that
the transmit power ptxk (t) used by UE k is a function of the chosen MCS muk ∈ MCSuk , we
define ptx,mink (muk, t) = min
{
ptxk (t) : PERuk ≤ θuk
}
. Analogously, the minimum power required for
downlink communications towards UE k is pd,mink (mdk, t) = min
{
pdk(t) : PERdk ≤ θdk
}
. A minimum
target PER translates into a minimum target SNR γ¯k . Thus, the minimum transmit power is
ptx,mink =
γ¯kN0Buk
hu
k
, where N0 is the noise power spectral density at the receiver, and huk is the
uplink channel power gain. The same discussion is valid for the downlink transmission.
III. PROBLEM FORMULATION
In this section, we formulate our optimization problem, aimed at minimizing the long-term
average weighted sum of the UE’s, AP’s and ES’s energy consumption [cf. (1), (2), (3)], whose
value at time slot t is given by the convex combination:
Ewtot(t) = α1Eu(t) + α2Ea(t) + α3Em(t), (14)
where αi > 0, i = 1, 2, 3, and
∑3
i=1 αi = 1, with the coefficients αi chosen in order to explore
alternative priority mechanisms assigned to different energy consumption sources, as clarified
later on. The long-term optimization problem is then:
min
Ψ(t)
lim
T→∞
1
T
T∑
t=1
E
{
Ewtot(t)
}
(15)
subject to
(a) lim
T→∞
1
T
T∑
t=1
E
{
Qtotk (t)
} ≤ Qavgk , ∀k; (b) limT→∞ 1T T∑
t=1
E
{
u
(
Qtotk (t) − δkQavgk
)} ≤ k, ∀k;
(c) muk(t) ∈ MCSuk ∀k, t; (d) mdk (t) ∈ MCSdk ∀k, t;
(e) ptx,mink (muk, t)Ik(t) ≤ ptxk (t) ≤ ptx,maxk Ik(t), ∀k, t;
( f ) pd,mink (mdk, t)Ia(t) ≤ pdk (t) ≤ pd,maxIa(t)/K, ∀k, t (g) Ik(t) ∈ {0, 1}, ∀k, t;
(h) Ia(t) ∈ {0, 1}, ∀t (i) fc(t) ∈ F , ∀t; ( j) Im(t) = I{ fc(t)}, ∀t;
(k) fk(t) ≥ 0, ∀k, t; (l)
K∑
k=1
fk(t) ≤ fc(t), ∀t;
where Ψ(t) = [{Ψk(t)}Kk=1, fc(t), Ia(t), Im(t)], with Ψk(t) = [muk(t),mdk (t), ptxk (t), pdk (t), fk(t), Ik(t)]
and I{·} is the indicator function. The constraints in (15) have the following meaning: (a) the
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average end-to-end delay of each user does not exceed the required value Davgk = Q
avg
k /A¯k ; (b)
the out-of-service probability is lower than a threshold k ; (c)-(d) the uplink and downlink MCS
belong, respectively, to MCSuk and MCSdk ; (e)-( f ) the uplink and downlink transmit powers
guarantee the PER constraints and are lower than some fixed budget; in uplink, UE k’s transmit
power budget is denoted by ptx,maxk ; in downlink the AP’s transmit power budget is denoted by
pd,max and we suppose for simplicity that the maximum power allocable for each UE is pd,max/K;
(g)-(h) the indicator variables of each UE’s and AP’s sleep state are binary; (i) the computation
frequency of the ES is selected from F ; ( j) the indicator variable of the ES is 1 if fc(t) > 0;
(k) the CPU cycle frequency assigned to UE k is non-negative; (l) the sum of all CPU cycle
frequencies assigned to all UEs does not exceed the ES’s total computation frequency fc.
Since we do not assume any knowledge on the statistics of Ak(t) (data unit arrivals) and of
the radio channels, and due to the mixed-integer nature of its variables, (15) is very challenging.
Nonetheless, in the sequel, we solve it through a novel low-complexity algorithm, which hinges
on Lyapunov optimization tools [43] that provide theoretical optimality guarantees.
A. Stochastic Lyapunov Optimization
We present now a way to guarantee the long-term constraints, based on stochastic Lyapunov
optimization. The solution depends on the definition of two virtual queues for each UE. The
first virtual queue Zk(t), used to impose constraint (a) in (15), evolves as follows:
Zk(t + 1) = max
(
0, Zk(t) +Qtotk (t + 1) −Qavgk
)
. (16)
Similarly, for constraint (b), we define a virtual queue Yk(t) that evolves as
Yk(t + 1) = max
(
0, Yk(t) + µk
(
u
{
Qtotk (t + 1) − δkQavgk
} − k )) , (17)
where µk is a scalar stepsize used to speed up the convergence of the algorithm1. The mean
rate stability of the queues is defined as [43, p. 17]:
lim
T→∞
E{Zk(T)}
T
= 0, ∀k, lim
T→∞
E{Yk(T)}
T
= 0, ∀k . (18)
In particular, the mean-rate stability of Zk(t) and Yk(t) is sufficient to ensure constraints (a) and
(b) in (15) [43]. To impose (18), we introduce the Lyapunov function [43, p. 32]:
L(Θ(t)) = 1
2
K∑
k=1
[
Z2k (t) + Y2k (t)
]
,
1The presence of the stepsize does not alter the problem and comes from multiplying both sides of (b) in (15) by µk .
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where Θ(t) = [{Zk(t)}k, {Yk(t)}k]. From L(Θ(t)), we can define the conditonal Lyapunov drift [43,
p. 33], which is the conditional expected variation of L(Θ(t)) over one slot, given Θ(t), i.e.:
∆(Θ(t)) = E{L(Θ(t + 1)) − L(Θ(t))|Θ(t)}. (19)
Minimizing (19) is enough to achieve (18), but may yield the drawback of an unnecessary energy
consumption. For this reason, we need to integrate the objective function of (15) in the drift,
obtaining the drift-plus-penalty function [43, p. 39]:
∆p(Θ(t)) = ∆(Θ(t)) + V · E{Ewtot(t)|Θ(t)}, (20)
where V is a trade-off parameter used to tune the relative importance given to the objective
function with respect to the average virtual queue backlog. ∆p(Θ(t)) is just a “penalized” version
of (19). Now, proceeding as in [43], we minimize an (instantaneous) upper bound of (20) in
each time slot, whose derivation is described in the appendix [cf. (39)]. In particular, our method
requires the solution of the following optimization problem in each time slot:
min
Ψ(t)
K∑
k=1
[
− 2Qlk(t)Nuk (t) + 4Qmk (t)
(
Nuk (t) − bτ fk(t)Jkc
)
+ 4Qak(t)
(
bτ fk(t)Jkc − Ndk (t)
)
+ Zk(t)
[
max
(
0,Qlk(t)−Nuk (t)
)
+max
(
0,Qmk (t) − bτ fk(t)Jkc
)
+ max
(
0,Qak(t) − Ndk (t)
)]
+ µkYk(t)u
{
max
(
0,Qlk(t)−Nuk (t)
)
+ Ak,max (21)
+ max
(
0,Qmk (t) − bτ fk(t)Jkc
)
+ Nuk,max +max
(
0,Qak(t) − Ndk (t)
)
+ τ fmaxJk − δkQavgk
}]
+VEwtot(t)
subject to Ψ(t) ∈ Z(t),
where Z(t) is the feasible set definde by (c)-(l) of (15). Now, at every t, the Min Drift-Plus-
Penalty Algorithm observes the queue states Qlk(t), Qmk (t), Qak(t), Θ(t) and the random events
hk(t), Ak(t) and produces a control decision Ψ(t) ∈ Z(t) based on the solution of (21). The non-
convex non-differentiable objective function in (21) is difficult to optimize. Thus, we proceed by
finding a suitable approximation of (21) that simplifies the solution but still provides optimality
guarantees. In particular, we hinge on the concept of Γ-additive approximation [43, p. 59]:
Definition 1: For a given constant Γ, a Γ-additive approximation of the drift-plus-penalty
algorithm is one that, for a given state Θ(t) at slot t, chooses a (possibly randomized) action
Ψ(t) ∈ Z(t) that yields a conditional expected value of the objective function in (21) that is
within a constant Γ from the infimum over all possible control actions.
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To find a suitable Γ-approximation, we first introduce the following upper bound, used to get
rid of the non-linearity introduced by the b·c operator in (21). In particular, since we can write
x − 1 ≤ bxc ≤ x, we have max(0,Qmk (t) − bτ fk(t)Jkc) ≤ max(0,Qmk (t) − τ fk(t)Jk + 1). Then,
adding without loss of generality the following additional constraint:
fk(t) ≤ min
(Qmk (t) + 1
τJk
, fc
)
, ∀k, t,
we have max(0,Qmk (t)−τ fk(t)Jk+1) = Qmk (t)−τ fk(t)Jk+1. Finally, to deal with the non-linearity
introduced by the step function u(·), we consider the following bound:
u{x − A} ≤ u{x} ≤ x + 1, ∀x, A ≥ 0.
Conveniently applying these bounds to the objective function of (21) and removing the terms
that do not depend on the optimization variables, the problem can be re-formulated as follows
(we omit the temporal index t for ease of notation):
min
Ψ
K∑
k=1
[
(4Qmk − 2Qlk)Nuk − Q˜kτ fk Jk − 4QakNdk
+ (Zk + µkYk)
(
max(0,Qlk − Nuk ) + max(0,Qak − Ndk )
)]
+ VEwtot (22)
subject to
(a) Ψ ∈ Z; (b) fk ≤ min
(Qmk + 1
τJk
, fc
)
, ∀k;
where Q˜k = 4(Qmk −Qak) + Zk + µkYk and Ψ and Z are defined as for (21). Then, the following
theoretical result applies.
Proposition 1: Suppose that the channel gains {hk(t)}k and the data arrivals {Ak(t)}k are i.i.d
over time, that (15) is feasible, and that E{L(Θ(0))} < ∞; then, solving (22) in each time slot
guarantees that all virtual queues are mean-rate stable (i.e., (18) holds) and Ewtot is such that:
lim sup
T→∞
1
T
T∑
t=1
E{Ewtot(t)} ≤ Ew,opttot +
ζ + Γ
V
, (23)
where Ew,opttot is the infimum time average energy achievable by any policy that meets the required
constraints, and ζ is a positive constant defined in the appendix (cf. (40)).
Proof: The proof follows from the fact that the control policy deriving from the solution
of (22) is a Γ-additive approximation of the drift-plus-penalty algorithm in (21). This holds true
because, for any given state Θ(t) of the physical and virtual queues at slot t, function (21) is
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bounded from above due to the finite size of the feasible set Z(t), for all t. Thus, the conditional
expected value of the objective function in (21), evaluated in the solution of (22), is within a
constant Γ from the global optimum of problem (21). The derivations leading to (21) and (40)
are given in the Appendix. The main claim comes as a direct consequence of [43, Th. 4.8].
We now present a low-complexity algorithm that achieves the globally optimal solution of (22).
IV. SOLUTION OF THE PER-SLOT OPTIMIZATION PROBLEM
Since the optimization variables related to radio communication and those related to CPU
scheduling are decoupled both in the objective and the constraints of (22), the problem can be
split into two different sub-problems: the first one is solved for radio resource allocation, both
in uplink and downlink, while the second one for the CPU scheduling at the ES. In the sequel,
we present the two sub-problems and their respective solutions.
A. Radio Resource Allocation
The problem for radio resource allocation involves: (i) the decision on the UEs and AP sleep
state, (ii) the uplink transmit power and MCS selection, and (iii) the downlink transmit power
and MCS selection. Then, omitting the temporal index t, defining
Γ = [{muk}k, {mdk }k, {ptxk }k, {pdk }k, {Ik}k, Ia],
and recalling (3), (4), and (14), the first sub-problem reads as follows:
min
Γ
K∑
k=1
[
(4Qmk − 2Qlk)Nuk − 4QakNdk + (Zk + µkYk)
(
max(0,Qlk − Nuk ) + max(0,Qak − Ndk )
)
+ Vα1Ek
]
+ Vα2Ea subject to Γ ∈ Z′, (24)
whereZ′ is the feasible set for the radio resources according to (c)-(h) of (15). Now, to solve (24),
we can distinguish between two different cases:
Case 1: Ia = 0. In this case, since the AP is in sleep mode and cannot receive nor transmit, no user
can transmit or receive and Ik = 0, for all k. Thus, the trivial solution is Nuk = N
d
k = p
tx
k = p
d
k = 0.
Moreover, recalling that each UE and the AP are forced to be in active state for a period
τs necessary for control signaling, the energy consumption of each user is simply given by
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Ek = τpsk + τsp
on
k , while the energy consumption of the AP is Ea = τp
s
a + τsp
on
a . Then, the
minimum value of the objective function of (24) in this case, is given by:
Ls =
K∑
k=1
(Zk + µkYk)(Qlk +Qak) + V
[
α1
K∑
k=1
(τpsk + τsponk ) + α2(τpsa + τspona )
]
. (25)
This value will be compared with the solution obtained in the following second case.
Case 2: Ia = 1. In this case, the AP is available for transmission and/or reception, and the radio
resources in uplink and downlink can take different values. In particular each UE can optimize
its Ik . Thus, we can distinguish between the case Ik = 0, in which no transmission or reception
occurs for UE k, and the case Ik = 1, in which the uplink and the downlink resources can take
any value of the feasible set. When Ik = 0, we have Nuk = N
d
k = p
tx
k = p
d
k = 0 and the part of
the objective function associated with each UE is
Lsk = (Zk + µkYk)(Qlk +Qak) + Vα1
(
τpsk + τsp
on
k
)
. (26)
On the other hand, in the case Ik = 1, the optimization of each uplink and downlink variable is
independent from the others. We now show the solutions for each user in the case Ik = 1.
1) Optimal Uplink Radio Resource Allocation: As already mentioned, in this work we assume
that the spectral resources (i.e., the bandwidth) are assigned a priori. This makes the problem
separable among different UEs and can be formulated, for all k with Ik = 1, as follows:
min
{mu
k
,ptx
k
}
(4Qmk − 2Qlk)Nuk + (Zk + µkYk)max(0,Qlk − Nuk ) + Vα1τpuk + Vα1(τ + τs)ponk
subject to (27)
(a) muk ∈ MCSuk ; (b) ptx,mink (muk) ≤ ptxk ≤ ptx,maxk ,
where we recall that puk is a (given) monotone increasing function of p
tx
k (cf. Section II-A3)
[40], and Nuk is a function of m
u
k [cf. (5)]. SinceMCSuk is discrete and finite, (27) can be easily
solved via an exhaustive search over all possible schemes in MCSuk (with linear complexity
in the cardinality of MCSuk), where the optimal choice for the transmit power for each k is
ptxk = p
tx,min
k (muk). Note that it might happen that ptx,mink (muk) ≥ ptx,maxk . In this case, the selected
MCS cannot be used to guarantee the required PER; thus, the solution of (27) has to be searched
in the subset of MCSuk that satisfies the constraint on the PER. We denote by mu,optk and p
tx,opt
k
the optimal values of the MCS and the uplink transmit power, respectively. Then, the optimal
value of Nuk is obtained by plugging m
u,opt
k in (5). Finally, If no MCS can be used to guarantee
the required PER, the user k does not transmit, i.e., Nu,optk = p
tx,opt
k = 0.
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2) Optimal Downlink Radio Scheduling: The downlink resource allocation is similar to the
uplink case, so that the following subproblem of (24) is solved for each user in each time slot:
min
{md
k
,pd
k
}
− 4QakNdk + (Zk + µkYk)max(0,Qak − Ndk ) + Vα2pdk
subject to (28)
(a) mdk ∈ MCSdk ; (b) pd,mink (mdk ) ≤ pdk ≤ pd,max/K,
where Ndk is a function of m
d
k [cf. (9)]. The solution of this problem is obtained, as for the uplink
case, via an exhaustive search over the feasible values of mdk . We denote by m
d,opt
k and p
d,opt
k the
optimal solutions of (28). The optimal value of Ndk , denoted by N
d,opt
k is obtained by plugging
md,optk into (9). Then, let L
a
k be the following quantity, resulting from the UE’s active state:
Lak = (4Qmk − 2Qlk)Nu,optk − 4QakN
d,opt
k + (Zk + µkYk)
(
max(0,Qlk − Nu,optk ) + max(0,Qak − N
d,opt
k )
)
+ Vα1
(
τpu,optk + (τ + τs)ponk
)
+ Vα2τp
d,opt
k . (29)
The optimal value of Ik , denoted by I
opt
k , is then chosen based on the comparison between (26)
and (29). In particular, Ioptk = 1 if L
a
k < L
s
k , and I
opt
k = 0, otherwise. Finally, letting
La =
K∑
k=1
(
Ioptk L
a
k + (1 − Ioptk )Lsk
)
+ Vα2(τ + τs)pona , (30)
the optimal value of Ia, denoted by I
opt
a , is chosen based on the comparison between (25) and
(30). In particular, Iopta = 1 if La < Ls, and I
opt
a = 0, otherwise. The overall procedure for the
optimal radio resource allocation in uplink and downlink is summarized in Algorithm 1.
B. Optimal CPU scheduling
The sub-problem of (24) for CPU scheduling at the server is given by:
min
Φ
Vα3τ
(
Im(ponm − psm) + psm + κ f 3c
)
− τ
K∑
k=1
Q˜k fk Jk + τspsm
subject to (31)
(a) Im = I{ fc}; (b) fc ∈ F ; (c) 0 ≤ fk ≤ min
(Qmk + 1
τJk
, fc
)
, ∀k; (d)
K∑
k=1
fk ≤ fc.
with Φ = [ fc, { fk}k, Im]. From (31), we notice that, for a fixed fc, the problem is linear in the
variables { fk}k and can be efficiently solved via a fast iterative algorithm. Thus, we can perform
a search for the optimal value of fc within F . In particular, the overall procedure to select the
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Algorithm 1 Radio Resource Allocation
In each time slot t, observe Qlk,Q
m
k ,Q
a
k, Zk,Yk, h
u
k, h
d
k , ∀k.
S1. Solve (27) and (28) to find for each UE k the values mu,optk , p
tx,opt
k ,m
d,opt
k , p
d,opt
k . Plug m
u,opt
k
and md,optk into (5) and (9) to find N
u,opt
k and N
d,opt
k , respectively.
S2. Compute Lsk and L
a
k from (26) and (29), respectively, ∀k.
S3. for k = 1, . . . ,K do
if Lsk ≤ Lak then
Ioptk = 0, N
d,opt
k = N
u,opt
k = p
d,opt
k = p
tx,opt
k = 0.
else
Ioptk = 1.
end
end
S4. Compute Ls and La from (25) and (30), respectively.
S5. if Ls ≤ La then
Iopta = 0, N
d,opt
k = N
u,opt
k = p
d,opt
k = p
tx,opt
k = 0, ∀k.
else
Iopta = 1.
end
optimal fc, the ES’s sleep variable Im, and the optimal scheduling frequencies { fk}k is described
in Algorithm 2. Steps S2-S5 find the optimal CPU resource allocation for a given fc: to minimize
Lc, we need to allocate the maximum possible CPU frequency to the UE with the highest Q˜k ;
if this leaves some available CPU frequency (cf. step S3), the same principle is applied to the
remaining UEs. Note also that the |F | iterations over the possible fc (steps S1-S6) can be easily
parallelized, being indepedent from each other. From a complexity point of view, even when
not parallelized, it is important to notice that Algorithm 2 requires, in the worst case, K × |F |
iterations. In Section V, we will show the speed of the overall resource allocation strategy.
C. End-to-end probabilistic delay constraint adaptation
We now present an online adaptation method to set the parameter δk so that (13) accurately
represents (12). Given a starting point δk(0), the parameter is updated at each time slot as follows:
δk(t) = max
(
δk(t − 1) − νk(t)(Pk(Dmaxk ,W tk) − k), 1
)
, (32)
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Algorithm 2 ES CPU Scheduling
In each time slot t, observe Qmk , Q
a
k , Zk , Yk .
Define the |F |×1 vector of the available CPU frequencies ϕ = [0, . . . , fmax]T . Define the |F |×K
matrix F = {Fik}i,k , and the |F | × 1 vector L = {Li} |F |i=1. Set Fik = 0 ∀i, k, and Li = 0 ∀i.
for i = 1, . . . , |F | do
S1. Let ϕ˜ = ϕi, Im = I{ϕ˜}, and U = {k = 1, . . . ,K}.
while ϕ˜ > 0 do
S2. k˜ = arg max
k∈U
{
JkQ˜k
}
.
S3. Fi k˜ = min
(
Qm
k˜
+ 1
τJk˜
, ϕ˜
)
.
S4. U = U r {k˜}.
S5. ϕ˜ = ϕ˜ − Fi k˜ .
if U = ∅ then
break.
end
end
S6. Compute the objective function Lc of (31) with fc = ϕi and fk = Fik , ∀k; save it in Li.
end
S7. Find i∗ = arg min
i
{Li}, and then set f optc = ϕi∗, Ioptm = I{ f optc }, f optk = Fi∗k ∀k .
where Pk(Dmaxk ,Wk(t)) is a moving estimate of the out-of-service probability evaluated on the
set W tk (of size |W tk |) composed by the last data units received by UE k until time t:
Pk(Dmaxk ,W tk) =
1
|W tk |
∑
w∈W t
k
I{Dwk > Dmaxk }, (33)
where Dwk is the end-to-end delay of the w-th data unit in W
t
k . In particular, |Wk(t)| is the
minimum between a given value (chosen to accurately estimate the probability), and the actual
number of received data until time t, due to the fact that, at the beginning, there might be no
sufficient data to estimate the probability. Furthermore, νk(t) is a stepsize sequence, typically
chosen either constant or using a diminishing rule as:
νk(t) = νk(0)tβk , βk ∈ (0, 1]. (34)
The rationale behind the adaptation rule in (32) is the following: first, we know from the
theoretical analysis of Section III and from Proposition 1 that, for a given δk , Algorithm 1 and 2
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Algorithm 3 Discontinuous-MEC (D-MEC)
Input data: K , F , Buk , Bdk , ptx,maxk , pd,max, Jk , MCSuk , MCSdk , α1, α2, α3, D
avg
k , D
max
k , k , µk .
for t = 1, . . . ,T do
S1. Find the optimal radio and computation resource allocation with Algorithms 1 and 2,
respectively, and run accordingly the computation offloading procedure.
S2. Update the physical queues Qlk,Q
m
k , and Q
a
k as in (6), (7) and (8), respectively, and the
virtual queues Zk and Yk as in (16) and (17), respectively.
S3. Update νk as in (34), estimate Pk(Dmaxk ,W tk) as in (33), and update δk as in (32).
end
yield a solution to (15) that satisfies (13). Therefore, if (13) is satisfied but the current estimated
Pk(Dmaxk ,W tk) is actually greater than the desired value k , it means that δkQ
avg
k misrepresents
Dmaxk and it is actually greater than it should. Consequently, δk has to decrease at the next time
step in order to impose a tighter threshold and let δkQ
avg
k better represent D
max
k . The opposite
happens instead, when Pk(Dmaxk ,W tk) < k , to achieve a lower-energy solution. Finally, the overall
dynamic strategy is described in Algorithm 3, which will be termed as D-MEC.
V. NUMERICAL RESULTS
We present here our simulation results to assess the performance of our online optimization
strategy. All simulations are performed in Matlab with the following fixed settings.
Fixed settings. We consider a picocell placed at the center of a square area of side 150 m. We
assume an FDD system, with total available bandwidth B = 10 MHz equally split between uplink
and downlink. In the case of such a picocell, the AP active power is pona = 2.2 W, while the power
consumption in sleep mode 2 is psa = 278 mW [35], and the minimum sleep time is 1 ms. The
maximum transmit power of the AP is set to 251 mW [44], so that the maximum transmit power
of each user is 251/K mW. For the channel power gain, we use the pathloss and shadowing
model Alpha-Beta-Gamma for Urban Micro scenario as in [45], with a carrier frequency of 28
GHz, adding a Rayleigh fading with unit variance. The noise power spectral density is N0 = −174
dBm/Hz, with an additional noise figure of 5 dB both at UEs and at the AP. The UEs’ active
and sleep power consumptions are ponk = 0.9 W and p
s
k = 346 mW, respectively [40], while the
transmit power is computed as in [40], with a maximum of ptx,maxk = 100 mW per UE.
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Fig. 2: Different metrics vs. the Lyapunov parameter V , for different weighting strategies.
(a): Average UE energy consumption; (b): Average AP energy consumption; (c): Average ES
energy consumption; (d): Average system energy consumption (sum of all energy
consumptions); (e): Average objective function of (15); ( f ): Worst case average delay.
For the numerical model presented in Section II-C, we can choose all M-QAM modulations
with M ∈ {4, 16, 64, 256}, coupled with coding rates in {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, both in
uplink and in downlink, so thatMCSuk andMCSdk have 28 elements. The packet length used in
Section II-C is 1500 bytes. The ES has a maximum CPU cycle frequency fmax = 4.5× 109 CPU
cycle/s and an effective switched processor capacitance κ = 10−27 W·
(
s
CPU cycle
)3
[38]. The vector
of all possible CPU cycle frequencies is ϕ = [0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1] × fmax.
The power consumption in active state is ponm = 20 W, whereas the sleep state power consumption
is psm = 10 W. We consider a total time slot duration τl = 10 ms, with τs = 1 ms the portion
of the slot used for control signaling and optimization, i.e. where all entities are in active state.
Then, the slot duration for data transmission and computation is τ = 9 ms.
Energy-Delay trade-off. As a first numerical result, we illustrate the performance of D-MEC in
terms of energy-delay trade-off. In particular, in Fig. 2a-f, we show the long-term average energy
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consumption of all users, the AP, the ES, the overall energy consumption (the sum of the three),
the objective function of (15), and the end-to-end delay, all as a function of the Lyapunov
tradeoff parameter V (cf. (20) and (23)). In Fig. 2, we plot all these quantities for different
settings of the weighting parameters αi, i = 1, 2, 3 in (14). We run our simulations with random
configurations of the following parameters: the input and output data size Sik = 10
x , Sok = 10
y
bits, with x and y uniformly randomly generated (u.r.g.) in [2, 3] and [1, 3], respectively; we
assume Poisson arrivals with Aavgk u.r.g. in [5, 15] data units; finally, Jk = 10−z data/CPU cycle,
with z u.r.g. in [2, 5]. The simulation has run for T = 105 slots and it has been repeated over
100 independent realizations of the above random parameters and of K = 5 users’ positions,
uniformly distributed in a square of side 150 m. All UEs have an average delay requirement
Davgk = 100 ms and, for this simulation, δk is fixed for all k, with δk = [1.5, 1.6, 1.7, 1.8, 1.9].
The out-of-service constraint is k = 10−2, with stepsize µk = 10, ∀k [cf. (17)]. We assume the
bandwidth to be equally shared among all UEs and a target PER of 10−4, both in uplink and
downlink. All results are plotted with the standard deviation, except for the delay, whose value
is the maximum among all simulation runs, i.e. the worst case.
The results have to be compared for high V , when the objective function of (15) is minimized
(see Fig. 2e). We show the results in four different settings with respect to the αi in (14):
(a) User-centric setting (blue curves, N). In this first setting, obtained with α1 = 1, α2 = α3 =
0, the energy consumption of the UE (Fig. 2a) reaches its lowest level, while the energy
consumption of the ES (Fig. 2c) is not optimized. Instead, the AP’s energy consumption
(Fig. 2b) reaches a level very close to its lowest, obtained with the AP-centric setting ().
This is due to the fact that the AP tends to operate in sleep mode when no UE transmits
or requests results back, which happens often, due to the user-centric setting.
(b) AP-centric setting (orange curves, ). In this case, obtained with α2 = 1, α1 = α3 = 0,
the energy consumption of both the AP and the UE approach very low values, for similar
reasons as the previous case. This suggests that there exists a strong link between the
two energy consumptions, since they must be active at the same time when they need to
communicate. We can interpret (a) and (b) as “radio-centric” solutions.
(c) Server-centric setting (yellow curves, •). This solution, obtained with α3 = 1, α1 = α2 = 0,
yields the lowest possible energy consumption for the ES as expected, but it is detrimental
for the radio part, incurring additional energy consumption for the AP and the users.
(d) Holistic solution (violet curves, F). This solution aims at minimizing the overall system
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energy consumption, and is obtained with α1 = α2 = α3 = 1/3. This is the most interesting
and promising strategy, since it is globally “green” and it reaches very close-to-optimal
energy consumptions for each agent (UEs, AP, ES). This suggests that the three sources
of energy consumption can be minimized jointly without detrimental effects on the single
agents. Practically, the choice of the αi is based on the particular needs of the telecom
operator, the MEC operator, or the UEs, but could be also based on a global and holistic
energy reduction policy. In this paper, we do not tackle the problem of optimizing the αi for
the different needs and leave it for future investigation. Finally, notice that all solutions meet
the constraint on the average service delay (Fig. 2f), which increases with V until reaching
the maximum allowed value of 100 ms. At the same time, the value of the objective function
of (15) decreases as V increases, as expected (cf. (23)), for all the policies (Fig. 2e).
This first result motivates us to fix αi = 1/3, i = 1, 2, 3 (holistic solution) for the next simulations.
Reliability. Fig. 3a focuses on the out-of-service constraint, i.e. constraint (b) of (15), and shows
the effectiveness of the adaptive parameter δk in (13). The scenario is composed of 4 UEs, Poisson
arrivals with Aavgk = 5, S
i
k = 1000 and S
o
k = 100 bits, Jk = 10
−4 data/CPU cycle, Davgk = 100
ms, Dmaxk = [250, 200, 150, 120] and a reliability requirement k = 10−3, with µk = 20. The
adaptation of δk is obtained with starting point δk(0) = 1 ∀k, νk(0) = [15, 5, 4, 3], k = 1, 2, 3, 4,
and the diminishing rule in (34) uses βk = 1/2, ∀k. The probability of exceeding the desired
maximum delay [Pk(Dmaxk ,W tk) in (33)] is estimated over the most recent 104 data result arrivals
(i.e. |Wk(t)| = 104). The target PER is 10−4, and the trade-off parameter is V = 5 × 106. The
simulation is run for 105 slots. Then, Fig. 3a shows the reliability function (also known as
survivor function), defined as 1 − CDF(Dk), with CDF(Dk) being the cumulative distribution
function of the end-to-end delay experienced by all data of user k. The delay is measured by
timestamping each data unit. Thus, each curve in Fig. (3a) shows the probability that the end-
to-end delay of each data unit exceeds the value on the abscissa. The black dotted horizontal
line represents the requirement k on the out-of-service probability [cf. (13)]. For each UE, the
points corresponding to Dmaxk , k = 1, 2, 3, 4 are circled; they all lie below the horizontal black
dotted line and the realiability constraint is met. We also show for each UE their average energy
consumption Eavgk =
1
T
∑T
t=1 E{Ek(t)}. In particular, the average system energy consumption
resulting from the minimum delay strategy (i.e., always transmit) is 245 mJ, while the average
system energy consumption necessary to achieve the result of Fig. 3a is much lower (160 mJ).
The evolution of δk(t) over time and its convergence are illustrated in Fig. 3b. As expected,
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Fig. 3: (a) Reliability function; (b) adaptation of δk ; (c) Out-of-service probability
a lower Dmaxk requires a lower δk . Finally, Fig. 3c illustrates the instantaneous out-of-service
probability obtained via the adaptive strategy, which flattens around k after a transient interval.
Note that the choice δk(0) = 1 is conservative and helps limiting the out-of-service probability
when the convergence of the algorithm is not reached yet. Then, over time, the constraint is
relaxed thanks to the adaptation rule of δk , which helps in reducing the energy consumption.
Comparison with alternative strategies. We now compare D-MEC with four different resource
allocation strategies:
• Equal fk’s: resources are optimized (including fc) but the CPU frequencies are equally
allocated to each user by the ES (i.e. without Algorithm 2 for CPU scheduling).
• No sleep: resources are optimized but the network elements cannot be turned to sleep states.
• Radio sleep: resources are optimized but the sleep state of the ES is not available.
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Fig. 4: Comparison of D-MEC with other strategies: (a) vs. V ; (b) vs. Aavgk , (c) Duty cycles.
• ES sleep: resources are optimized but the the AP and the users cannot be put in sleep state.
Also, we propose a different strategy for bandwidth allocation, based on the following heuristic:
let Q˜uk = 4Q
m
k − 2Qlk + (Zk + µkYk)Qlk and K+u = {k : Q˜uk > 0} for the uplink; similarly, let
Q˜dk = −4Qak + (Zk + µkYk)Qak and K+d = {k : Q˜dk > 0} for the downlink. We define the below
uplink and downlink bandwidth allocation rule (we omit the index t for ease of notation):
Buk =

Q˜uk∑
i∈K+u Q˜
u
i
Bu, if k ∈ K+u ,
0, otherwise,
Bdk =

Q˜dk∑
i∈K+
d
Q˜di
Bd, if k ∈ K+d ,
0, otherwise,
(35)
where Bu and Bd are the total available uplink and downlink bandwidths, respectively. This
heuristic for the allocation of spectral resources is based on the fact that all the information
about the status of a certain UE’s quality of service lies in the physical and virtual queues. Thus,
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a UE with a higher Q˜uk (Q˜
d
k for the downlink part), which is defined based on the objective
function of (24), needs more resources to drain its queues.
We run our simulations with random configurations of the following parameters: Sik = 10
x ,
Sok = 10
y bits, with x and y u.r.g. in [1, 3]. We assume Poisson arrivals with Aavgk u.r.g. in [1, 20]
data units. Finally, Jk = 10−z data/CPU cycle, with z u.r.g. in [2, 5]. We consider a scenario with
10 users, all with an average delay requirement Davgk = [80, 85, 90, 95, 100, 105, 110, 115, 120, 125]
ms, and δk = [1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.1, 2.2, 2.3, 2.4]. The simulation is run for 104 slots and
the results are averaged over 100 independent realizations of the above parameters and UEs’
positions. In Fig. 4a, we observe the non-negligible gain of D-MEC in terms of average system
energy consumption, when compared to all the proposed alternative strategies. The heuristic for
bandwidth allocation described in (35) and termed as “D-MEC (BW Heur.)” in Fig. 4a achieves
an additional around 10% with respect to D-MEC with equal bandwidth allocation. Of course,
other heuristics can be investigated and integrated with our strategy. For instance, at each t (or
a longer time scale), it is possible to compare the solutions obtained with different bandwidth
allocation strategies and select the best one, if this is compatible with a practical implementation.
A recent contribution suggests this possibility, with a parallel GPU based implementation [46].
The effect of the arrival rate. In Fig. 4b, we compare the average system energy consumption
of D-MEC with other strategies, considering different values of the parameter Aavgk , ∀k. The
scenario involves 15 UEs; Sik = 10
x , Sok = 10
y bits, with x and y u.r.g. in [2, 3] and [1, 3],
respectively; Jk = 10−z data/CPU cycle, with z u.r.g. in [2, 5]; the average delay constraint is
Davgk = 100 ms, δk = 2, k = 10
−2, µk = 10, ∀k. The target PER is 10−4, and the Lyapunov
trade-off parameter is V = 5 × 107. The simulation is run for 104 slots and the results are
averaged over 100 independent realizations of the above parameters and UE positions. Fig. 4b
shows how D-MEC is able to yield a large gain compared to the other strategies, except for high
arrival rates, where there are less degrees of freedom to exploit the sleep mode operations. In
particular, the duty cycles (fraction of activity time) obtained with D-MEC are shown in Fig. 4c,
as a function of Aavgk . We considered the same setting used for Fig. 4b, using D-MEC with equal
bandwidth allocation, and with the heuristic described in (35). Fig. 4c shows that, for high Aavgk ,
the duty cycles of D-MEC are close to 1 (i.e., always active), thus explaining the similar energy
consumption as the strategies without sleep control. However, with our proposed heuristic for
bandwidth allocation, we achieve a non-negligible gain in terms of activity time with respect
to the equal bandwidth allocation strategy. This result further motivates taking into account the
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physical and virtual queues in prioritizing the scheduling of the users.
VI. CONCLUSIONS
In this paper, we proposed D-MEC, a dynamic resource allocation algorithm for computation
offloading that jointly exploits low-power sleep modes of UEs, AP, and ES to reduce the system
energy consumption with guaranteed end-to-end average delay and reliability. Via stochastic
Lyapunov optimization, we formulated a long-term average optimization problem and solved it
using a dynamic algorithm that works on a per-slot basis, without assuming any prior knowledge
on the statistics of data arrivals and radio channels. The proposed algorithmic framework is
guaranteed to reach a solution as close as wanted to the optimal one. Several numerical results
illustrate the performance of our online strategy and how a holistic view of the system can be
beneficial for all agents and for the global energy consumption. Future investigations will include
optimized scheduling of spectral and time resources, and multi-cell multi-server scenarios, where
cooperation among different APs and ESs can help reducing the overall energy consumption.
APPENDIX
Here, we present the derivation of the upper bound of the Lyapunov drift-plus-penalty that
leads to the per-slot optimization strategy in (21). First of all, note that, given a generic virtual
queue X(t) evolving as X(t + 1) = max(0, X(t) + x(t + 1) − x¯), we can always write [43, p. 59]
X2(t + 1) − X2(t)
2
≤ (x(t + 1) − x¯)
2
2
+ X(t)x(t + 1) − X(t)x¯.
Then, for the virtual queue Zk(t) defined in (16), we can write
Z2k (t + 1) − Z2k (t)
2
≤
(
Qtotk (t + 1) −Q
avg
k
)2
2
+ Zk(t)Qtotk (t + 1) − Zk(t)Qavgk =
1
2
(
Qtotk (t + 1)
)2
+
1
2
(
Qavgk
)2 −Qtotk (t + 1)Qavgk + Zk(t)Qtotk (t + 1) − Zk(t)Qavgk ≤ (Qlk(t + 1))2
+
(
Qmk (t + 1) +Qak(t + 1)
)2
+
1
2
(
Qavgk
)2
+ Zk(t)Qtotk (t + 1) − Zk(t)Qavgk ≤
(
Qlk(t + 1)
)2
+ 2
(
Qmk (t + 1)
)2
+ 2
(
Qak(t + 1)
)2
+
1
2
(Qavgk )2 + Zk(t)Qtotk (t + 1) − Zk(t)Q
avg
k . (36)
Also, we can always write the following upper bounds: Ak(t) ≤ Ak,max, min(Qmk (t), bτ fk(t)Jkc) ≤
τ fmaxJk , and min
(
Qlk(t), Nuk (t)
)
≤ Nuk,max, where we call Ak,max the maximum number of input
data units that the considered application can generate in one time slot, and where Nuk,max is the
maximum value obtained in (5) given the fixed parameters of the system and the finite number
28
of available MCS. Now, for A, b ≥ 0 we have (max(0,Q − b) + A)2 ≤ Q2 + A2 + b2 + 2Q(A − b)
[43, p. 33]; recalling (6), (7) and (8) and applying the upper bound to all queues, we can write
Z2k (t + 1) − Z2k (t)
2
≤ Qlk(t)2 + (Ak,max)2 + (Nuk,max)2 + 2Qlk(t)
(
Ak(t) − Nuk (t)
)
+ 2Qmk (t)2
+ 2(Nuk,max)2 + 2(τ fmaxJk)2 + 4Qmk (t)
(
Nuk (t) − bτ fk(t)Jkc
)
+ 2Qak(t)2 + 2(τ fmaxJk)2 + 2(Ndk,max)2
+ 4Qak(t)
(
bτ fk(t)Jkc − Ndk (t)
)
+
1
2
(
Qavgk
)2
+ Zk(t)
(
max
(
0,Qlk(t) − Nuk (t)
)
+ Ak,max
)
−Zk(t)Qavgk
+Zk(t)
(
max
(
0,Qmk (t) − bτ fk(t)Jkc
)
+ Nuk,max
)
+Zk(t)
(
max
(
0,Qak(t)−Ndk (t)
)
+ τ fmaxJk
)
. (37)
For the virtual queue Yk(t) defined in (17), we can write
Y2k (t + 1) − Y2k (t)
2
≤
µ2k
(
u{Qtotk (t + 1) − δkQ
avg
k } − k
)2
2
+ µkYk(t)
(
u{Qtotk (t + 1) − δkQavgk } − k
)
≤ µ
2
k(1 − k)2
2
+ µkYk(t)
(
u{Qtotk (t + 1) − δkQavgk } − k
)
, (38)
where we used the fact that u{·} ≤ 1. Finally, plugging (37) and (38) into (20), we can write
∆p(Θ(t)) ≤ ζ+E
{ K∑
k=1
[ (
Qlk(t)
)2
+2Qlk(t)
(
Ak(t)−Nuk (t)
)
+2
(
Qmk (t)
)2
+ 4Qmk (t)
(
Nuk (t)−bτ fk(t)Jkc
)
+ 2
(
Qak(t)
)2
+ 4Qak(t)
(
bτ fk(t)Jkc − Ndk (t)
)
+ Zk(t)
(
max
(
0,Qlk(t) − Nuk (t)
)
+ Ak,max
)
+ Zk(t)
(
max
(
0,Qmk (t) − bτ fk(t)Jkc
)
+ Nuk,max
)
+ Zk(t)
(
max
(
0,Qak(t) − Ndk (t)
)
+ τ fmaxJk
)
− Zk(t)Qavgk + µkYk(t)u
{
max
(
0, Qlk(t) − Nuk (t)
)
+ Ak,max + max
(
0, Qmk (t) − bτ fk(t)Jkc
)
+ Nuk,max + max
(
0, Qak(t) − Ndk (t)
)
+ τ fmaxJk − δkQavgk
}
− µkYk(t)k
]
+ VEwtot(t)
Θ(t)}, (39)
where ζ is a positive constant given by
ζ =
K∑
k=1
[ (
Ak,max
)2
+ 3
(
Nuk,max
)2
+ 4 (τ fmaxJk)2 + 2
(
Ndk,max
)2
+
1
2
(
Qavgk
)2
+
µ2k(1 − k)2
2
]
.
(40)
Then, the Min-Drift-plus penalty algorithm proceeds by opportunistically minimizing this upper
bound in each time slot, leading to the problem in (21), where all the constant terms (with respect
to the variables) are neglected because they are not involved in the minimization problem.
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