Fractional integral inequalities and applications  by Denton, Z. & Vatsala, A.S.
Computers and Mathematics with Applications 59 (2010) 1087–1094
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Fractional integral inequalities and applications
Z. Denton, A.S. Vatsala ∗
Department of Mathematics, University of Louisiana Lafayette, Lafayette, LA 70504, USA
a r t i c l e i n f o
Keywords:
Fractional integral inequalities
Gronwall inequality
Uniqueness and continuous dependence on
parameters
a b s t r a c t
Fractional integral inequality results when 0 < q < 1 are developed when the nonlinear
term is increasing in u and satisfies a one sided Lipschitz condition. Using the integral
inequality result and the computation of the solution of the linear fractional equation of
variable coefficients, Gronwall inequality results are established. This yields the results
of q = 1 as a special case. As an application of this, the uniqueness and continuous
dependence of the solution on the initial parameters of the nonlinear fractional differential
equations are established.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential and integral equations play increasingly important roles in themodeling of engineering and science
problems, as shown in [1–8]. It has been established that, in many situations, these models provide more suitable results
than analogousmodelswith integer derivatives. See [8] for details. The calculus of fractional order derivatives and the theory
of fractional differential equations has been studied comprehensively in [6,9,8,10]. In most of the available literature, the
existence result for fractional differential equations is obtained by a fixed point method. Using differential and integral
inequalities, qualitative properties of fractional differential equations involving the Riemann–Liouville (R–L) and the Caputo
derivatives can be found in [11–14]. In this paper, we develop a comparison result for the R–L type of integral inequalities
using the usual Lipschitz condition on the nonlinear term. As an application of this comparison theorem and the explicit
representation of the linear fractional differential equationwith variable coefficient, we develop the Gronwall inequality for
the R–L type of fractional differential equation. This also yields the Gronwall inequality, involving the Caputo derivative as a
special case. This result itself is a generalization of the usual Gronwall inequality.We recall the Picards’ existence theorem for
the nonlinear fractional differential equation. Further, as an application of the Gronwall inequality, we prove the uniqueness
and continuous dependence of the solution of the R–L fractional differential equation of order q where 0 < q < 1. It is to
be noted that the existence of the linear fractional differential equation with variable coefficients will be helpful to prove
the existence and uniqueness of solutions of the nonlinear fractional differential equations using the quasilinearization
method [15].
2. Gronwall type inequality result for fractional integral equations
In this section, we consider the Riemann–Liouville (R–L) fractional differential equation of order q ∈ R, where 0 < q < 1,
Dqt x(t) = f (t, x(t)), (2.1)
with initial condition
xa = Γ (q)x(t)(t − a)1−q|t=a,
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where f ∈ C(J × R,R), J = [a, b] ⊆ R, and Dqt is the q-th R–L derivative with respect to t defined as
Dqtφ(t) = 1
Γ (1− q)
d
dt
∫ t
a
(t − s)−qφ(s)ds.
Note that, in cases where the initial t value may be different, or ambiguous, we will write out the definition explicitly, or
we will use the notation aD
q
t , where a will denote the initial value of t . In this section, we will formulate a Gronwall type
result for (2.1). In the next section, we will apply the result to applications, in particular continuous dependence of (2.1) on
its initial parameters a and xa.
In the direction of proving a Gronwall type inequality with variable coefficients, we will want to consider inequality
results for the equivalent R–L integral equation of order q. Note that, since f is continuous, we have that (2.1) is equivalent
to the following Volterra integral equation of order q,
x(t) = xa
Γ (q)
(t − a)q−1 + D−qt f (t, x(t)), (2.2)
where D−qt is the R–L fractional integral of order qwith respect to t defined as
D−qt φ(t) = 1
Γ (q)
∫ t
a
(t − s)q−1φ(s)ds.
In other words, a solution x of (2.1) is also a solution of (2.2).
For the following results, we will need the following definition.
Definition. Let p = 1− q. Then a function φ(t) is a Cp function if
φ ∈ Cp(J,R) =
{
u ∈ C((a, b],R) | u(t)(t − a)p ∈ C(J,R)} .
Theorem 2.1. Let w, v ∈ Cp(J,R) be such that
w(t) ≥ wa
Γ (q)
(t − a)q−1 + D−qt f (t, w),
and
v(t) ≤ va
Γ (q)
(t − a)q−1 + D−qt f (t, v),
where wa = Γ (q)w(t)(t − a)1−q|t=a and va = Γ (q)v(t)(t − a)1−q|t=a. If one of the above inequalities is strict and wa > va,
thenw(t) > v(t) on J.
The proof of Theorem 2.1 is given in [11]. Here we will prove the analogous theorem regarding non-strict inequalities. To
do so, we will need the following definition.
Definition. The Mittag–Leffler function with parameters α and β , denoted Eα,β , is defined as
Eα,β(z) =
∞∑
k=0
zk
Γ (αk+ β) ,
which is entire for α, β > 0.
Theorem 2.2. Let w, v be defined as in Theorem 2.1 with both non-strict inequalities. Further, suppose that f satisfies a right-
sided Lipschitz condition
f (t, x)− f (t, y) ≤ L(x− y), when x ≥ y.
If wa ≥ va, thenw(t) ≥ v(t) on J.
Proof. Let ε > 0 and letwε be the function defined as
wε(t) = w(t)+ ελ(t), t ∈ J,
where
λ(t) = (t − a)q−1Eq,q
(
2L(t − a)q).
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First, note that
wεa = Γ (q)wε(t)(t − a)1−q|t=a
= wa + 
> wa ≥ va.
Further, by lettingΛ(t) = λ(t)− 1
Γ (q) (t − a)q−1 and by applying the Lipschitz condition on f , we obtain the following:
wε(t) ≥ wa + ε
Γ (q)
(t − a)q−1 + D−qt
(
f (t, w)− f (t, wε)
)+ D−qt f (t, wε)+ εΛ(t)
≥ wa + ε
Γ (q)
(t − a)q−1 − εLD−qt λ(t)+ D−qt f (t, wε)+ εΛ(t)
= wa + ε
Γ (q)
(t − a)q−1 + D−qt f (t, wε)+ ε2Λ(t)
= wεa
Γ (q)
(t − a)q−1 + D−qt f (t, wε)+ ε2λ(t)
>
wεa
Γ (q)
(t − a)q−1 + D−qt f (t, wε),
where
λ(t) = (t − a)q−1
∞∑
k=1
(2L)k(t − a)qk
Γ (qk+ q) .
Note that we get the strict inequality in the penultimate step because ε > ε
Γ (q) . Also note that
wε(t)(t − a)p = w(t)(t − a)p + εEq,q
(
2L(t − a)q),
which is continuous on J since w ∈ Cp(J,R). Therefore wε ∈ Cp(J,R) so by Theorem 2.1 wε(t) > v(t) ∀t ∈ J . So, taking
ε→ 0 on both sides we have thatw(t) ≥ v(t) ∀t ∈ J , which finishes the proof. 
Now we will solve the following linear fractional integral equation with variable coefficients, which, combined with
Theorem 2.2, will give us the Gronwall type inequality.
Theorem 2.3. Let y ∈ C(J,R). Then the fractional integral equation
x(t) = xa
Γ (q)
(t − a)q−1 + D−qt y(t)x(t), (2.3)
where t ∈ J and xa = Γ (q)x(t)(t − a)1−q|t=a has the solution x ∈ Cp(J,R) which is given by
x(t) = xa
Γ (q)
∞∑
k=0
T ky (t − a)q−1, (2.4)
where x(t)(t − a)p converges uniformly on J and where Ty is the operator defined by
Tyφ = D−qt y(t)φ(t).
Proof. The proof of this will require the following lemmas regarding Ty.
Lemma 2.4. If y(t) is identically equal to some constant λ, then
T ny (t − a)q−1 = T nλ (t − a)q−1 =
Γ (q)λn
Γ (nq+ q) (t − a)
nq+q−1 ∀n ≥ 1. (2.5)
Proof of Lemma 2.4. The proof will be done by induction. Eq. (2.5) is true for n = 1 since
Tλ(t − a)q−1 = Γ (q)λ
Γ (2q)
(t − a)2q−1.
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Letting this be our basis step, suppose that (2.5) is true up to some k > 1. Then
T k+1λ (t − a)q−1 = TλT kλ(t − a)q−1
= Tλ Γ (q)λ
k
Γ (kq+ q) (t − a)
kq+q−1
= λ 1
Γ (q)
∫ t
a
(t − s)q−1 Γ (q)λ
k
Γ (kq+ q) (s− a)
kq+q−1ds
= Γ (q)λ
k+1
Γ ((k+ 1)q+ q) (t − a)
(k+1)q+q−1.
Therefore, by induction, (2.5) is true for all n ≥ 1. 
Lemma 2.5. Let λ > 0 be such that |y(t)| ≤ λ ∀t ∈ J . Then∣∣T ny (t − a)q−1∣∣ ≤ T nλ (t − a)q−1 ∀n ≥ 1. (2.6)
Proof of Lemma 2.5. This proof is also done by induction. Note that (2.6) is true for n = 1 since∣∣Ty(t − a)q−1∣∣ ≤ 1
Γ (q)
∫ t
a
(t − s)q−1|y(s)|(s− a)q−1ds
≤ 1
Γ (q)
∫ t
a
(t − s)q−1λ(s− a)q−1ds
= Tλ(t − s)q−1.
Letting this be our basis step, suppose that (2.6) is true up to some k > 1. Then∣∣T k+1y (t − a)q−1∣∣ = ∣∣TyT ky (t − a)q−1∣∣
≤ 1
Γ (q)
∫ t
a
(t − s)q−1|p(s)| ∣∣T ky (s− a)q−1∣∣ ds
≤ 1
Γ (q)
∫ t
a
(t − s)q−1λT kλ(s− a)q−1ds
= T k+1λ (t − a)q−1.
So, by induction, (2.6) is true for all n ≥ 1. 
Now we continue the proof of Theorem 2.3. Consider the sequence of functions
xn(t) = xa
Γ (q)
(t − a)q−1 + D−qt y(t)xn−1(t) ∀n ≥ 1, (2.7)
where x0(t) = xaΓ (q) (t − a)q−1. We wish to show that {xn(t)(t − a)p} converges uniformly on J . To prove this, note that, by
induction, we can show that for all n ≥ 1,
xn(t) = xa
Γ (q)
n∑
k=0
T ky (t − a)q−1. (2.8)
First consider,
x1(t) = xa
Γ (q)
(t − a)q−1 + D−qt y(t)x0(t)
= xa
Γ (q)
T 0y (t − a)q−1 +
xa
Γ (q)
Ty(t − a)q−1.
So (2.8) is true for n = 1. Letting this be our basis step, suppose that (2.8) is true up to some k > 1. Then
xk+1(t) = x0(t)+ 1
Γ (q)
∫ t
a
(t − s)q−1y(s)xk(s)ds
= xa
Γ (a)
(t − a)q−1 + 1
Γ (q)
∫ t
a
(t − s)q−1y(s) xa
Γ (q)
k∑
j=0
T jy(s− a)q−1ds
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= xa
Γ (a)
T 0y (t − a)q−1 +
xa
Γ (q)
k∑
j=0
1
Γ (q)
∫ t
a
(t − s)q−1p(s)T jy(s− a)q−1ds
= xa
Γ (a)
T 0y (t − a)q−1 +
xa
Γ (q)
k∑
j=0
T j+1y (t − a)q−1
= xa
Γ (q)
k+1∑
j=0
T jy(t − a)q−1.
Therefore, by induction, (2.8) is true for all n ≥ 1. Now we wish to show that
lim
n→∞ xn(t)(t − a)
p = xa
Γ (q)
∞∑
k=0
(t − a)pT ky (t − a)q−1
uniformly on J . To prove this, note that since y ∈ C(J,R)we may choose a λ ∈ (0,∞) such that |y(t)| ≤ λ ∀t ∈ J . Now, by
applying Lemmas 2.4 and 2.5 we get that for all n ≥ 1 and for all t ∈ J ,∣∣(t − a)pT ny (t − a)q−1∣∣ ≤ (t − a)pT nλ (t − a)q−1
= Γ (q)λ
n
Γ (nq+ q) (t − a)
nq
≤ Γ (q)λ
n
Γ (nq+ q) (b− a)
nq,
and note that
∞∑
n=0
Γ (q)λn
Γ (nq+ q) (b− a)
nq = Γ (q)Eq,q
(
λ(b− a)q) ,
which converges. Therefore, by the Weierstrass M-Test
x(t)(t − a)p = xa
Γ (q)
∞∑
k=0
(t − a)pT ky (t − a)q−1
converges uniformly on J .
Finally we will show that this x satisfies (2.3).
x0(t)+ D−qt y(t)x(t) = xa
Γ (q)
(t − a)q−1 + xa
Γ (q)
D−qt
(
y(s)
∞∑
k=0
T ky (s− a)q−1
)
= xa
Γ (q)
T 0y (t − a)q−1 +
xa
Γ (q)
lim
n→∞
n∑
k=0
T k+1y (t − a)q−1
= xa
Γ (q)
lim
n→∞
n+1∑
k=0
T ky (t − a)q−1
= xa
Γ (q)
∞∑
k=0
T ky (t − a)q−1 = x(t),
which finishes the proof. 
Remark 2.6. In Eq. (2.3), if we have a nonhomogeneous term, our result is still valid with an additional term. The additional
term can be obtained on the lines of [11].
Remark 2.7. Note that the above result requires y(t) to be continuous only. However, we require y(t) to be nonnegative to
prove our next result. This finally leads us to the Gronwall type inequality, which follows.
Theorem 2.8. Let v ∈ Cp(J,R+) and y ∈ C(J,R+) be such that
v(t) ≤ va
Γ (q)
(t − a)q−1 + D−qt v(t)y(t).
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Then
v(t) ≤ va
Γ (q)
∞∑
k=0
T ky (t − a)q−1. (2.9)
Note that the proof of Theorem 2.8 follows directly from Theorems 2.2 and 2.3 since the function f (t, x(t)) = y(t)x(t) is
Lipschitz with respect to x on J by the continuity of y. Also note that, although a Gronwall type inequality has been obtained
in [16], they have assumed that y(t) is nondecreasing, which is not needed in the usual Gronwall inequality. In addition, the
explicit representation of our linear variable coefficient problem does not require y(t) to be nonnegative. We only need y(t)
to be nonnegative for the Gronwall inequality.
Remark 2.9. Note that there are no restrictions on the constant va. Therefore if va = 0, then v(t) = 0 identically on J .
Remark 2.10. Also note that when y(t) is identically some constant λ on J , then by applying Lemma 2.4, (2.9) will become
v(t) ≤ va(t − a)q−1Eq,q
(
λ(t − a)q),
which is the same as the result discussed in [11].
To show that Theorem 2.8 is truly an extension of meaning for the Gronwall Inequality for integer valued integral equations,
consider Theorem 2.8 in terms of the Caputo derivative, i.e. when the initial condition va
Γ (q) (t−a)q−1 is identically a constant
va. In this case, when q = 1, Theorem 2.8 will say that if
v(t) ≤ va +
∫ t
a
y(s)v(s)ds,
then
v(t) ≤ va
∞∑
k=0
T ky 1
= va
∞∑
k=0
1
k!
(∫ t
a
y(s)ds
)k
= vae
∫ t
a y(s)ds,
which is the well known Gronwall Inequality.
3. Applications of the Gronwall Inequality
Now that we have this result for fractional integral equations, we wish to extend applications of the Gronwall Inequality
to similar applications for fractional integral equations. In particular, we would like to use the result to show that (2.2) has a
unique solution on some I ⊆ J and that, under certain conditions, (2.2) is continuous with respect to its initial parameters.
Theorem 3.1. Let f ∈ C(R0,R) be such that |f (t, x)| ≤ M on R0 where
R0 =
{
(t, x) | a < t ≤ a+ r and
∣∣∣∣x− xaΓ (q) (t − a)q−1
∣∣∣∣ ≤ s} .
Further suppose that f is Lipshitz with respect to x on R0, then the successive approximations
xn+1(t) = xa
Γ (q)
(t − a)q−1 + D−qt f (t, xn) ∀n ≥ 0
exist on I = [a, a+ η], where η = min
{
r,
(
sΓ (1+q)
M
)1/q}
.
The proof of Theorem 3.1 is found in [11]. Note that the authors of [11] also prove that the sequence {xn(t)} converges
uniformly to the unique solution of (2.2) on I by using their Gronwall result that we mentioned in Remark 2.10. Also note
that we cannot say that a solution to (2.2) exists on the interval [a−η, a+η] because the definition of the fractional integral
is subtly different when using t < a versus t > a. In fact, we must use the formulation
tD−qa φ(t) =
1
Γ (q)
∫ a
t
(s− t)q−1φ(s)ds.
So, consider the following initial result needed for continuous dependence.
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Theorem 3.2. Let f ∈ C(D,R) where D ⊆ R × R is a domain. Suppose that f is Lipschitz with respect to x on D with Lipschitz
constant L. Let (a, xa) ∈ D. Then there exist constants ε > 0 and δ > 0 such that for any ya ∈ Bε(xa), (2.2) has a unique solution
x(t, a, ya) on I = [a, a+ δ].
Note that the proof of this theorem follows in the exact same way as the analogous result in the integer order case by
applying Theorem 3.1. This result gives us that all of the unique solutions x(t, a, ya) with ya ∈ Bε(xa) exist on the same
interval I , which will allow us to prove that x(t, a, xa) is continuous with respect to the parameter xa.
Theorem 3.3. Suppose that the assumptions from Theorem 3.2 hold. Then there exist constants ε > 0 and δ > 0 such that
x(t, a, ya) is continuous with respect to ya ∈ Bε(xa) in the following way: If y, ya ∈ Bε(xa), then x(t, a, y) and x(t, a, ya) are
solutions of (2.2) and
lim
y→ya
x(t, a, y)(t − a)p = x(t, a, ya)(t − a)p
uniformly on I = [a, a+ δ].
Proof. From Theorem 3.2 we have that
x(t, a, ya) = ya
Γ (q)
(t − a)q−1 + D−qt f (t, x(t, a, ya))
and
x(t, a, y) = y
Γ (q)
(t − a)q−1 + D−qt f (t, x(t, a, y))
are unique solutions to (2.2) that exist on I . So, by applying the Lipschitz condition on f , we obtain
|x(t, a, y)− x(t, a, ya)| ≤ |y− ya|
Γ (q)
(t − a)q−1 + D−qt L|x(t, a, y)− x(t, a, ya)|,
and by Theorem 2.8, and in particular Remark 2.10, we have that
|x(t, a, y)− x(t, a, ya)| ≤ |y− ya|(t − a)q−1Eq,q
(
λ(t − a)q).
Therefore for all t ∈ I ,
|x(t, a, y)− x(t, a, ya)|(t − a)p ≤ |y− ya|Eq,q(δp),
which implies that
lim
y→ya
x(t, a, y)(t − a)p = x(t, a, ya)(t − a)p
uniformly on I . 
Now we will look at the case where a varies as well as xa.
Theorem 3.4. Let f ∈ C(D,R) be Lipschitz with respect to x on D with Lipschitz constant L. Let (a, xa) ∈ D. Then there exist
positive constants ε, δ, and δ′ such that for any t0 ∈ [a, a + δ′] and any y0 ∈ Bε(xa), (2.2) has a unique solution x(t, t0, y0) on
I = [a, a+ δ].
Again, the proof of this theorem is the same as for the analogous case found in ordinary differential equations, by applying
Theorem 3.1. Also Theorem 3.4 gives us that all the solutions of (2.2) with (t0, y0) ∈ [a, a+ δ′] × Bε(xa) exist on a common
interval I = [a, a+ δ]. This result will allow us to prove that x(t, a, xa) is continuous with respect to the parameter (a, xa).
Theorem 3.5. Suppose that the assumptions from Theorem 3.4 hold. Then there exist positive constants ε, δ, and δ′ such that
the solution x(t, t0, y0) to (2.2) is continuous with respect to (t0, y0) ∈ Ω = [a, a + δ′] × Bε(xa) in the following way: If
(τ , y), (t0, y0) ∈ Ω , then
lim
(τ ,y)→(t0,y0)
x(t, τ , y)(t − t0)p = x(t, t0, y0)(t − t0)p
uniformly on I = [a, a+ δ].
Proof. From Theorem 3.4 we have that
x(t, t0, y0) = y0
Γ (q)
(t − t0)q−1 + 1
Γ (q)
∫ t
t0
(t − s)q−1f (s, x(s, t0, y0))ds
and
x(t, τ , y) = y
Γ (q)
(t − τ)q−1 + 1
Γ (q)
∫ t
τ
(t − s)q−1f (s, x(s, τ , y))ds
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are unique solutions to (2.2) that exist on I . Without loss of generality, suppose that a + δ ≥ t0 ≥ τ ≥ a, since the
other case will be similar. Note that since f ∈ C(Ω,R) and that (t0, y0) ∈ Ω is fixed, we may choose M > 0 such that
|f (t, x(t, t0, y0))| ≤ M for all t ∈ I . Let v(t) = |x(t, τ , y)− x(t, t0, y0)| and letM = Mϕp, where ϕ = a+ δ− t0. Now, noting
that in this case (t − τ)q−1 ≤ (t − t0)q−1 and by applying the Lipschitz condition on f we obtain
v(t) ≤ |y− y0|
Γ (q)
(t − t0)q−1 + 1
Γ (q)
∫ t0
τ
(t − s)q−1|f (s, x(s, t0, y0))|ds+ L
Γ (q)
∫ t
t0
(t − s)q−1v(s)ds
≤ |y− y0|
Γ (q)
(t − t0)q−1 + M
Γ (q)
(t − t0)q−1
∫ t0
τ
(t − s)q−1ds+ L
Γ (q)
∫ t
t0
(t − s)q−1v(s)ds
= |y− y0|
Γ (q)
(t − t0)q−1 + M
Γ (q+ 1) (t − t0)
q−1(t0 − τ)q + L
Γ (q)
∫ t
t0
(t − s)q−1v(s)ds
= 1
Γ (q)
(|y− y0| +M∗|τ − t0|)(t − t0)q−1 + L
Γ (q)
∫ t
t0
(t − s)q−1v(s)ds,
whereM∗ = Mq , and by applying Theorem 2.8, and specifically Remark 2.10 we have that
v(t) ≤ (|y− y0| +M∗|τ − t0|)(t − t0)q−1Eq,q(L(t − t0)q).
Therefore for all t ∈ I , we have
v(t)(t − t0)p ≤
(|y− y0| +M∗|τ − t0|)Eq,q(L(t − t0)q)
≤ (|y− y0| +M∗|τ − t0|)Eq,q(Lϕq),
which implies that
lim
(τ ,y)→(t0,y0)
x(t, τ , y)(t − t0)p = x(t, t0, y0)(t − t0)p
uniformly on I , which finishes the proof. 
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