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Abstract. In this paper we consider the argmin process of random walks and Le´vy pro-
cesses. We prove that they enjoy the Markov property, and provide their transition kernels
in some special cases.
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1. Introduction and main results
In recent work [10], we considered the argmin process (αt; t ≥ 0) of Brownian motion,
defined by
αt := sup
{
s ∈ [0, 1] : Bt+s = min
u∈[0,1]
Bt+u
}
for all t ≥ 0. (1.1)
It is easy to see that the process α is stationary, with arcsine distributed invariant measure.
We proved that (αt; t ≥ 0) is a Markov process with the Feller property, and computed its
transition kernel Qt(x, ·) for t > 0 and x ∈ [0, 1].
The purpose of this paper is to extend our previous results to random walks and Le´vy
processes. Fix N ≥ 1. We study the argmin chain (AN (n);n ≥ 0) of a random walk
(Sn;n ≥ 0), defined by
AN (n) := sup
{
1 ≤ i ≤ N ;Sn+i = min
1≤i≤N
Sn+i
}
for all n ≥ 0, (1.2)
where Sn :=
∑n
i=1Xi is the n
th partial sum of (Xn;n ≥ 0) (with convention S0 := 0), and
(Xn;n ≥ 0) is a sequence of independent and identically distributed random variables with
the cumulative distribution function F . This is the discrete analog of the argmin process of
Date: May 11, 2019.
1
2 JIM PITMAN AND WENPIN TANG
Brownian motion. A similar argument as in the Brownian case shows that (AN (n);n ≥ 0) is
a Markov chain. For n ≥ 1, let
pn := P(S1 ≥ 0, · · · , Sn ≥ 0) and p˜n := P(S1 > 0, · · · , Sn > 0).
Theorem 2.2 below recalls the classical theory of how the two sequences of probabilities pn
and p˜n are determined by the sequences of probabilities P(Sn ≥ 0) and P(Sn > 0). We give
the transition matrix of the argmin chain AN in terms of (pn;n ≥ 1) and (p˜n;n ≥ 1), which
can be made explicit for special choices of F .
Theorem 1.1. Whatever the common distribution F of (Xn;n ≥ 0), the argmin chain
(AN (n);n ≥ 0) is a stationary and time-homogeneous Markov chain on {0, 1, . . . , N}. Let
ΠN (k), k ∈ [0, N ] be the stationary distribution, and PN (i, j), i, j ∈ [0, N ] be the transition
probabilities of the argmin chain (AN (n);n ≥ 0) on [0, N ]. Then
ΠN (k) = pkp˜N−k for 0 ≤ k ≤ N ; (1.3)
PN (i,N) = 1−
p˜N+1−i
p˜N−i
and PN (i, i − 1) =
p˜N+1−i
p˜N−i
for 0 < i ≤ N ; (1.4)
PN (0, j) =
(pj − pj+1)p˜N−j
p˜N
for 0 ≤ j < N and PN (0, N) = 1−
N−1∑
j=0
PN (0, j). (1.5)
In particular,
(1) If (Sn;n ≥ 0) is a random walk with continuous distribution and P(Sn > 0) = θ ∈
(0, 1) for all n ≥ 1. Let (θ)n↑ :=
∏n−1
i=0 (θ + i) be the Pochhammer symbol. Then
ΠN (k) =
(θ)k↑(θ)N−k↑
k!(N − k)!
for 0 ≤ k ≤ N ; (1.6)
PN (i,N) =
1− θ
N + 1− i
and PN (i, i− 1) =
N + θ − i
N + 1− i
for 0 < i ≤ N ; (1.7)
PN (0, j) =
1− θ
j + 1
(
N
j
)
(θ)j↑(θ)N−j↑
(θ)N↑
for 0 ≤ j < N ; (1.8)
and
PN (0, N) =
2(1− θ)
N + 1
−
(1− 2θ)(2θ)N↑
(N + 1)(θ)N↑
. (1.9)
(2) If (Sn;n ≥ 0) is a simple symmetric random walk. Let ⌊x⌋ be the integer part of x.
Then
ΠN (k) =
(
1
2
)
⌊k+1
2
⌋↑
(
1
2
)
⌊N−k
2
⌋↑
2 ·
⌊
k + 1
2
⌋
!
⌊
N − k
2
⌋
!
for 0 ≤ k ≤ N ; (1.10)
For 0 < i ≤ N ,
PN (i,N) =
{
N−i
N+1−i if N − i is odd;
1 if N − i is even;
and PN (i, i − 1) = 1− PN (i,N); (1.11)
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for 0 ≤ j < N ,
PN (0, j) =

0 if j is odd;(
j
j
2
)(
2⌊N2 ⌋ − j
⌊N2 ⌋ −
j
2
)
(j + 2)
(
2⌊N2 ⌋
⌊N2 ⌋
) if j is even; (1.12)
and
PN (0, N) =
{ 1
N+1 if N is odd;
2
N+2 if N is even.
(1.13)
For the argmin chain AN , the transition probability from 0 to N is given by (1.5) in the
general case. But this probability is simplified to (1.9) and (1.13) in the two special cases.
These identities are proved analytically by Lemmas 2.3 and 2.5. We do not have a simple
explanation, and leave combinatorial interpretations for interested readers.
Let (Xt; t ≥ 0) be a real-valued Le´vy process. We consider the argmin process (α
X
t ; t ≥ 0)
of X, defined by
αXt := sup
{
s ∈ [0, 1] : Xt+s = inf
u∈[0,1]
Xt+u
}
for all t ≥ 0. (1.14)
We are particularly interested in the case where X is a stable Le´vy process. We follow the
notations in Bertoin [2, Chapter VIII]. Up to a multiple factor, a stable Le´vy process X is
entirely determined by a scaling parameter α ∈ (0.2], and a skewness parameter β ∈ [−1, 1].
The characteristics exponent of a stable Le´vy process X with parameters (α, β) is given by
Ψ(λ) :=
{
|λ|α(1− iβ sgn(λ) tan(πα/2)) for α 6= 1,
|λ|(1 + i2β
pi
sgn(λ) log |λ|) for α = 1.
where sgn is the sign function. Let ρ := P(X1 > 0) be the positivity parameter. Zolotarev
[16, Section 2.6] found that
ρ =
1
2
+ (πα)−1 arctan(β tan(πα/2)) for α ∈ (0, 2]. (1.15)
If X (resp. −X ) is a subordinator, then almost surely αXt = 0 (resp. α
X
t = 1) for all
t ≥ 0. Relying on the excursion theory, we generalize Pitman and Tang [10, Theorem 1.2].
Theorem 1.2.
(1) Let (Xt; t ≥ 0) be a Le´vy process. Then the argmin process (α
X
t ; t ≥ 0) of X is a
stationary and time-homogeneous Markov process.
(2) Let (Xt; t ≥ 0) be a stable Le´vy process with parameters (α, β), and assume that
neither X nor −X is a subordinator. Let ρ be defined by (1.15). Then the argmin
process (αXt ; t ≥ 0) of X is a stationary Markov process, with generalized arcsine
distributed invariant measure whose density is
f(x) :=
sinπρ
π
x−ρ(1− x)ρ−1 for 0 < x < 1. (1.16)
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and Feller transition semigroup QXt (x, ·), t > 0 and x ∈ [0, 1] where
QXt (x, dy) =

1{0<y<1}
sinpiρ
pi
y−ρ(1− y)ρ−1dy for 0 ≤ x ≤ 1 < t,(
1−x
1−x+t
)1−ρ
δx−t(dy) +
sinpiρ
pi
·
(1−y)ρ−1(y+t−1)ρ
+
(y+t−x) dy for 0 < t ≤ x ≤ 1
sinpiρ
pi(y+t−x)y
−ρ(1− y)ρ−1[(t− x)ρ(1− x)1−ρ + yρ(y + t− 1)1−ρ+ ]dy for 0 ≤ x < t ≤ 1.
(1.17)
Organization of the paper: The layout of the paper is as follows.
• In Section 2, we study the argmin chain (AN (n);n ≥ 0) for random walks. There
Theorem 1.1 is proved.
• In Section 3, we consider the argmin process (αXt ; t ≥ 0) of Le´vy process, and prove
Theorem 1.2.
2. The argmin chain of random walks
In this section, we prove Theorem 1.1. Recall the definition of the argmin chain (AN (n);n ≥
0) from (1.2). Fix N ≥ 1. Let (
→
XN (n);n ≥ 0) be the moving window process of length N ,
defined by
→
XN (n) := (Xn+1, . . . ,Xn+N ) for n ≥ 0,
with associated partial sums
→
SXN (n) := (0,Xn+1,Xn+1 + Xn+2, . . . ,
∑N
i=1Xn+i). Similarly,
let (
←
XN (n);n ≥ 0) be the reversed moving window process of length N , defined by
←
XN (n) := (−Xn, . . . ,−Xn−N+1) for n ≥ N,
with associated partial sums
←
SXN (n) := (0,−Xn,−Xn − Xn−1, . . . ,−
∑N
i=1Xn+1−i). Note
that n + AN (n) is the last time at which the minimum of (Sk; k ≥ 0) on [n + 1, n + N ] is
attained. So AN (n) is a function of
→
SXN (n) or
←
SXN (n+N). The following path decomposition
is due to Denisov.
Theorem 2.1 (Denisov’s decomposition for random walks). [5] Let Sn :=
∑n
i=1Xi, where
Xi are independent random variables. For N ≥ 1, let
AN := sup
{
0 ≤ i ≤ N : Si = min
1≤k≤N
Sk
}
be the last time at which (Sk; k ≥ 0) attains its minimum on [0, N ]. For each positive integer
a with 0 ≤ a ≤ N , given the event {AN = a}, the random walk is decomposed into two
conditionally independent pieces:
(a). (Sa−k − Sa; 0 ≤ k ≤ a) has the same distribution as
←
SXa (a) conditioned to stay non-
negative;
(b). (Sa+k − Sa; 0 ≤ k ≤ N − a) has the same distribution as
→
SXN−a (a) conditioned to stay
positive.
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By Denisov’s decomposition for random walks, it is easy to adapt the argument of Pitman
and Tang [10, Proposition 3.4] to show that (AN (n);n ≥ 0) is a time-homogeneous Markov
chain on {0, 1, · · · , N}. Here the detail is omitted.
Now we compute the invariant distribution ΠN , and the transition matrix PN of the
argmin chain (AN (n);n ≥ 0) on {0, 1, . . . , N}. To proceed further, we need the following
result regarding the law of ladder epochs, originally due to Sparre Anderson [13], Spitzer [14]
and Baxter [1]. It can be read from Feller [7, Chapter XII.7].
Theorem 2.2. [13, 7]
(1) Let τn := P(S1 ≥ 0, . . . , Sn−1 ≥ 0, Sn < 0) and τ(s) :=
∑∞
n=0 τns
n. Then for |s| < 1,
log
1
1− τ(s)
=
∞∑
n=1
sn
n
P(Sn < 0).
(2) Let pn := P(S1 ≥ 0, . . . , Sn ≥ 0) and p(s) :=
∑∞
n=0 pns
n. Then for |s| < 1,
p(s) = exp
(
∞∑
n=1
sn
n
P(Sn ≥ 0)
)
.
(3) Let p˜n := P(S1 > 0, . . . , Sn > 0) and p˜(s) :=
∑∞
n=0 p˜ns
n. Then for |s| < 1,
p˜(s) = exp
(
∞∑
n=1
sn
n
P(Sn > 0)
)
.
In the sequel, let T− := inf{n ≥ 1;Sn < 0} and T˜− := inf{n ≥ 1;Sn ≤ 0} so that
pn = P(T− > n) and p˜n = P(T˜− > n).
Proof of Theorem 1.1. Observe that the distribution of the argmin of sums on {0, 1, · · · , N}
is the stationary distribution of the argmin chain. Following Feller [6, Chapter XII.8], this is
the discrete arcsine law
ΠN (k) = pkp˜N−k for 0 ≤ k ≤ N.
Let ti := P(T− = i) = pi−1 − pi and t˜i := P(T˜− = i) = p˜i−1 − p˜i for i > 0. Now we calculate
the transition probabilities of the argmin chain. We distinguish two cases.
Case 1. The argmin chain starts at 0 < i ≤ N : AN (0) = i. This implies that for all
k ∈ [1, i − 1], Sk ≥ Si, and for all k ∈ [i+ 1, N ], Sk > Si.
• If SN+1 > Si, then the last time at which (Sn)1≤n≤N+1 attains its minimum is i,
meaning that AN (1) = i− 1.
• If SN+1 = Si, the the last time at which (Sn)1≤n≤N+1 attains its minimum is N +1,
meaning that AN (1) = N .
If we look forward from time i, N + 1 is the first time at which the chain enters (−∞, 0].
Consequently, for 0 < i ≤ N ,
PN (i,N) =
t˜N+1−i
p˜N−i
and PN (i, i − 1) = 1− PN (i,N), (2.1)
which leads to (1.4).
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Case 2. The argmin chain starts at i = 0: AN (0) = 0. For 0 ≤ j < N , let j + 1 be the last
time at which the minimum on [1, N ] is attained.
• If SN+1 > Sj+1, then the last time at which (Sn)1≤n≤N+1 attains its minimum is
j + 1, meaning that AN (1) = j.
• If SN+1 = Sj+1, then the last time at which (Sn)1≤n≤N+1 attains its minimum is
N + 1, meaning that AN (1) = N .
If we look backward from time j + 1, the origin is the first time at which the reversed walk
enters (−∞, 0). So for 0 ≤ j < N ,
PN (0, j) =
tj+1p˜N−j
p˜N
, (2.2)
which yields (1.5). The above formula fails for j = N , but PN (0, N) = 1−
∑N−1
j=0 PN (0, j). 
We complete the proof of Theorem 1.1 in the following two subsections. In Section 2.1, we
consider the non-lattice case, and in Section 2.2, we deal with the lattice case.
2.1. F is continuous and P(Sn > 0) = θ ∈ (0, 1). From Theorem 2.2, we deduce the well
known facts that
log p(s) = θ
∞∑
n=1
sn
n
=⇒ p(s) = (1− s)−θ = 1 +
∞∑
n=1
(θ)n↑
n!
sn,
where (θ)n↑ :=
∏n−1
i=0 (θ + i) is the Pochhammer symbol. This implies that
pn = p˜n =
(θ)n↑
n!
for all n > 0. (2.3)
By injecting (2.3) into (1.3), (1.4) and (1.5), we get (1.6), (1.7) and (1.8). The formula
(1.9) is obtained by the following lemma.
Lemma 2.3.
PN (0, N) =
2(1− θ)
N + 1
−
(1− 2θ)(2θ)N↑
(N + 1)(θ)N↑
.
Proof. Note that PN (0, N) = 1−
∑N−1
j=0 PN (0, j). Thus , it suffices to show that
N−1∑
j=0
pjpN−j −
N−1∑
j=0
pj+1pN−j =
1
(N + 1)!
[
(N − 2θ − 1)(θ)N↑ + (1− 2θ)(2θ)N↑
]
. (2.4)
Furthermore, for |s| < 1,
(1− s)−2θ =
 ∞∑
j=0
pjs
j
2 = ∞∑
N=0
 N∑
j=0
pjpN−j
 sj.
By identifying the coefficients on both sides, we get
N∑
j=0
pjpN−j =
(2θ)N↑
N !
and
N+1∑
j=0
pjpN+1−j =
(2θ)N+1↑
(N + 1)!
.
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Therefore,
N−1∑
j=0
pjpN−j −
N−1∑
j=0
pj+1pN−j =
[
(2θ)N↑
N !
−
(θ)N↑
N !
]
−
[
(2θ)N+1↑
(N + 1)!
−
(θ)N+1↑
(N + 1)!
]
,
which leads to (2.4). 
When F is symmetric and continuous, the above results can be simplified. In this case,
P(Sn ≥ 0) = P(Sn > 0) =
1
2 .
Corollary 2.4. Assume that F is symmetric and continuous. Then the stationary distribu-
tion of the argmin chain (AN (n);n ≥ 0) is given by
ΠN (k) =
(
2k
k
)(
2N − 2k
N − k
)
2−2N for 0 ≤ k ≤ N. (2.5)
In addition, the transition probabilities are
PN (i,N) =
1
2(N + 1− i)
and PN (i, i − 1) =
2N + 1− 2i
2(N + 1− i)
for 0 < i ≤ N ; (2.6)
PN (0, j) =
(
N
j
)2
2(j + 1)
(2N
2j
) for 0 ≤ j < N and PN (0, N) = 1
N + 1
. (2.7)
2.2. Simple symmetric random walks. In [6, Chapter III.3], Feller found for a simple
symmetric walk,
p˜2n = p˜2n+1 =
(12 )n↑
2 · n!
for all n ≥ 1, (2.8)
and
p2n−1 = p2n =
(12 )n↑
n!
for all n ≥ 1. (2.9)
By injecting (2.8) and (2.9) into (1.3), (1.4) and (1.5), we get (1.10), (1.11) and (1.12).
The formula (1.13) is obtained by the following lemma.
Lemma 2.5.
PN (0, N) =
{ 1
N+1 if N is odd;
2
N+2 if N is even.
Proof. Note that PN (0, N) = 1−
∑N−1
j=0 PN (0, j). Thus, it suffices to show that
N−1∑
j=0
pjpN−j −
N−1∑
j=0
pj+1pN−j =
{
N
N+1 p˜N if N is odd;
N
N+2 p˜N if N is even.
(2.10)
Furthermore, for s < 1,
1
1− s
=
 ∞∑
j=0
pjs
j
 ∞∑
j=0
p˜js
j
 = ∞∑
N=0
 N∑
j=0
pj p˜N−j
 sj .
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By identifying the coefficients on both sides, we get
N∑
j=0
pj p˜N−j =
N+1∑
j=0
pj p˜N+1−j = 1.
Therefore,
N−1∑
j=0
pjpN−j −
N−1∑
j=0
pj+1pN−j = (1− pN )− (1− pN+1 − p˜N+1),
which leads to (2.10). 
3. The argmin process of Le´vy processes
In this section, we consider the argmin process (αXt ; t ≥ 0) of a Le´vy process (Xt; t ≥ 0).
According to the Le´vy-Khintchine formula, the characteristic exponent of (Xt; t ≥ 0) is given
by
ΨX(θ) := iaθ +
σ2
2
θ2 +
∫
R
(1− eiθx + iθx1{|x|<1})Π(dx),
where a ∈ R, σ ≥ 0, and Π(·) is the Le´vy measure satisfying
∫
R
min(1, x2)Π(dx) < ∞. The
Le´vy process X is a compound Poisson process if and only if σ = 0 and Π(R) < ∞. In this
case, the process X has the following representation:
Xt = ct+
Nt∑
i=1
Yi for all t > 0, (3.1)
where c = −a −
∫
|x|<1 xΠ(dx), (Nt; t ≥ 0) is a Poisson process with rate λ, and (Yi; i ≥ 1)
are independent and identically distributed random variables with cumulative distribution
function F , independent of N and satisfying λF (dx) = Π(dx). See Bertoin [2] and Sato [11]
for further development on Le´vy processes.
In Section 3.1, we review Millar-Denisov’s decomposition for Le´vy processes with contin-
uous distribution. In Section 3.2, we consider a path decomposition for compound Poisson
processes. Finally in Section 3.3, we explain how to adapt the arguments in Pitman and
Tang [10] to prove Theorem 1.2.
3.1. Millar-Denisov’s decomposition for Le´vy processes. For A ∈ B(R), let TA :=
inf{t > 0 : Xt ∈ A} be the hitting time of A by (Xt; t ≥ 0). Recall that 0 is regular for the
set A if P(TA = 0) = 1.
Assume that X is not a compound Poisson process with drift, which is equivalent to
(CD). For all t > 0, Xt has a continuous distribution; that is for all x ∈ R, P(Xt = x) = 0.
See Sato [11, Theorem 27.4]. According to Blumenthal’s zero-one law, 0 is regular for at least
one of the half-lines (−∞, 0) and (0,∞). There are three subcases:
(RB). 0 is regular for both half-lines (−∞, 0) and (0,∞);
(R+). 0 is regular for the positive half-line (0,∞) but not for the negative half-line (−∞, 0);
(R−). 0 is regular for the negative half-line (−∞, 0) but not for the positive half-line (0,∞).
Millar [8] proved that almost surely (Xt; 0 ≤ t ≤ 1) achieves its minimum at a unique time
A ∈ [0, 1], and
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• under the assumption (RB), XA− = XA = inft∈[0,1]Xt almost surely;
• under the assumption (R+), XA− > XA = inft∈[0,1]Xt almost surely;
• under the assumption (R−), XA > XA− = inft∈[0,1]Xt almost surely.
The following result is a simple consequence of Millar [8, Proposition 4.2].
Theorem 3.1. [8] Assume that (Xt; 0 ≤ t ≤ 1) is not a compound Poisson process with
drift. Let A be the a.s. unique time such that inft∈[0,1]Xt = min(XA−,XA). Given A, the
Le´vy path is decomposed into two conditionally independent pieces:(
X(A−t)− − inf
u∈[0,1]
Xu; 0 ≤ t ≤ A
)
and
(
XA+t − inf
u∈[0,1]
Xu; 0 ≤ t ≤ 1−A
)
.
In [8], Millar provided the law of the post-A process
(
XA+t − inft∈[0,1]Xt; 0 ≤ t ≤ 1−A
)
but he did not mention the law of the pre-A process
(
X(A−t)− − inft∈[0,1]Xt; 0 ≤ t ≤ A
)
.
Relying on Chaumont-Doney’s construction [4] of Le´vy meanders, Uribe Bravo [15] proved
that if (Xt; 0 ≤ t ≤ 1) is not a compound Poisson process with drift and satisfies the
assumption (RB), then
•
(
X(A−t)− − infu∈[0,1]Xu; 0 ≤ t ≤ A
)
is a Le´vy meander of length A;
• (XA+t − infu∈[0,1]Xu; 0 ≤ t ≤ 1−A) is a Le´vy meander of length 1−A.
This result generalizes Denisov’s decomposition to Le´vy processes with continuous distribu-
tion. See also Chaumont [3] for related results for stable Le´vy processes.
3.2. A path decomposition for compound Poisson processes. Here we give a path
decomposition for compound Poisson processes, which is left out in the literature. Since a
compound Poisson process is a continuous-time random walk, our construction is based on
Denisov’s decomposition for random walks.
Let (Xt; 0 ≤ t ≤ 1) be a compound Poisson process defined by (3.1). Let
A := sup
{
0 ≤ s ≤ 1 : Xs = inf
u∈[0,1]
Xu
}
be the last time at which X achieves its minimum on [0, 1]. Let {ξ1, · · · , ξN} be the jumping
positions of (Nt; 0 ≤ t ≤ 1), with N := N1 and 0 =: ξ0 < ξ1 < · · · < ξN < ξN+1 := 1.
Given ξ1, · · · , ξN and A = ξk for some k ≤ N , we distinguish two cases:
Case 1. c ≤ 0. Then inft∈[0,1]Xt = XA−. Define Y
c
i := Yi + c(ξi+1 − ξi) for 1 ≤ i ≤ N .
Let
→
Z be distributed as
→
SY
c
N−k+1(k− 1) conditioned to stay positive, and
←
Z be distributed as
←
SY
c
k−1(k − 1) conditioned to stay non-negative. Define
←
Xt :=

−ct for 0 ≤ t < A− ξk−1,
←
Z1 − c(t−A+ ξk−1) for A− ξk−1 ≤ t < A− ξk−2,
...
...
←
Zk−1 − c(t−A+ ξ1) for A− ξ1 ≤ t ≤ A.
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and
→
X t :=

→
Z1 − c(ξk+1 −A− t) for 0 ≤ t < ξk+1 −A,
→
Z2 − c(ξk+2 −A− t) for ξk+1 −A ≤ t < ξk+2 −A,
...
...
→
ZN−k+1 − c(1−A− t) for ξN −A ≤ t ≤ 1−A.
Case 2. c > 0. Then inft∈[0,1]Xt = XA. Define Y
c
i := Yi + c(ξi − ξi−1) for 1 ≤ i ≤ N . Let
→
Z be distributed as
→
SY
c
N−k(k) conditioned to stay positive, and
←
Z be distributed as
←
SY
c
k (k)
conditioned to stay non-negative. Define
←
Xt :=

←
Z1 + c(A− ξk−1 − t) for 0 ≤ t < A− ξk−1,
←
Z2 + c(A− ξk−2 − t) for A− ξk−1 ≤ t < A− ξk−2,
...
...
←
Zk + c(A− t) for A− ξ1 ≤ t ≤ A.
and
→
Xt :=

ct for 0 ≤ t < ξk+1 −A,
→
Z1 + c(t− ξk+1 +A) for ξk+1 −A ≤ t < ξk+2 −A,
...
...
→
ZN−k + c(t− ξN +A) for ξN −A ≤ t ≤ 1−A.
By Theorem 2.1, the path of X is decomposed into two conditionally independent pieces:(
X(A−t)− − inf
u∈[0,1]
Xu; 0 ≤ t ≤ A
)
(d)
= (
←
X t; 0 ≤ t ≤ A), (3.2)
and (
XA+t − inf
u∈[0,1]
Xu; 0 ≤ t ≤ 1−A
)
(d)
= (
→
X t; 0 ≤ t ≤ 1−A). (3.3)
3.3. The Markov property of the argmin process. Combining the results in the last
two sections, we have the following corollary which is a slight extension to Theorem 3.1.
Corollary 3.2. Let (Xt; 0 ≤ t ≤ 1) be a real-valued Le´vy process. Let
A := sup
{
0 ≤ s ≤ 1 : Xs = inf
u∈[0,1]
Xu
}
be the last time at which X achieves its minimum on [0, 1]. Given A, the path of X is
decomposed into two conditionally independent pieces:(
X(A−t)− − inf
u∈[0,1]
Xu; 0 ≤ t ≤ A
)
and
(
XA+t − inf
u∈[0,1]
Xu; 0 ≤ t ≤ 1−A
)
.
With Corollary 3.2, it is easy to adapt the argument of Pitman and Tang [10, Proposition
3.4] to prove that (αXt ; t ≥ 0) is a time-homogeneous Markov process. Here the detail is
omitted.
Now we turn to the stable Le´vy process. Let (Xt; t ≥ 0) be a stable Le´vy process with
parameters (α, β), and neither X nor −X is a subordinator. It is well known that 0 is regular
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for the reflected processX−X. So Itoˆ’s excursion theory can be applied to the processX−X ,
see Sharpe [12] for background on excursion theory of Markov processes.
Let n(dǫ) be the Itoˆ measure of excursions of X−X away from 0. Monrad and Silverstein
[9] computed the law of lifetime ζ of excursions under n:
n(ζ > t) = c
tρ−1
Γ(ρ)
and n(ζ ∈ dt) = c(1− ρ)
tρ−2
Γ(ρ)
(3.4)
for some contant c > 0. Following the argument of Pitman and Tang [10, Remark 3.9], we
have:
Proposition 3.3. Let (Xt; t ≥ 0) be a stable Le´vy process with parameters (α, β), and neither
X nor −X is a subordinator. Then the jump rate of the argmin process αX per unit time
from x ∈ (0, 1) to 1 is given by
µ↑1(x) =
1− ρ
1− x
for 0 < x < 1. (3.5)
Finally, by doing similar calculations as in Pitman and Tang [10, Section 3.4], we obtain
the Feller transition semigroup (1.17) for X.
References
[1] Glen Baxter. Combinatorial methods in fluctuation theory. Z. Wahrscheinlichkeitstheorie und Verw. Ge-
biete, 1:263–270, 1962/1963.
[2] Jean Bertoin. Le´vy processes, volume 121 of Cambridge Tracts in Mathematics. Cambridge University
Press, Cambridge, 1996.
[3] L. Chaumont. Excursion normalise´e, me´andre et pont pour les processus de Le´vy stables. Bull. Sci. Math.,
121(5):377–403, 1997.
[4] L. Chaumont and R. A. Doney. Invariance principles for local times at the maximum of random walks
and Le´vy processes. Ann. Probab., 38(4):1368–1389, 2010.
[5] I. V. Denisov. A random walk and a wiener process near a maximum. Theory of Probability & Its Appli-
cations, 28(4):821–824, 1984.
[6] William Feller. An introduction to probability theory and its applications. Vol. I. Third edition. John
Wiley & Sons Inc., New York, 1968.
[7] William Feller. An introduction to probability theory and its applications. Vol. II. Second edition. John
Wiley & Sons, Inc., New York-London-Sydney, 1971.
[8] P. W. Millar. A path decomposition for Markov processes. Ann. Probability, 6(2):345–348, 1978.
[9] Ditlev Monrad and Martin L. Silverstein. Stable processes: sample function growth at a local minimum.
Z. Wahrsch. Verw. Gebiete, 49(2):177–210, 1979.
[10] Jim Pitman and Wenpin Tang. The argmin process of Brownian motion and Brownian extrema of a given
length. arXiv:1610.01524, 2016.
[11] Ken-iti Sato. Le´vy processes and infinitely divisible distributions, volume 68 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 1999. Translated from the 1990 Japanese
original, Revised by the author.
[12] Michael Sharpe. General theory of Markov processes, volume 133 of Pure and Applied Mathematics.
Academic Press, Inc., Boston, MA, 1988.
[13] Erik Sparre Andersen. On sums of symmetrically dependent random variables. Skand. Aktuarietidskr.,
36:123–138, 1953.
[14] Frank Spitzer. A combinatorial lemma and its application to probability theory. Trans. Amer. Math.
Soc., 82:323–339, 1956.
[15] Gero´nimo Uribe Bravo. Bridges of Le´vy processes conditioned to stay positive. Bernoulli, 20(1):190–206,
2014.
12 JIM PITMAN AND WENPIN TANG
[16] V. M. Zolotarev. One-dimensional stable distributions, volume 65 of Translations of Mathematical Mono-
graphs. American Mathematical Society, Providence, RI, 1986. Translated from the Russian by H. H.
McFaden, Translation edited by Ben Silver.
Statistics department, University of California, Berkeley. Email:
E-mail address: pitman@stat.berkeley.edu
Statistics department, University of California, Berkeley. Email:
E-mail address: wenpintang@stat.berkeley.edu
