We propose a new sequential Efficient Pseudo-Likelihood (EPL) estimator for structural economic models with an equality constraint, particularly dynamic discrete choice games of incomplete information. Each iteration in the EPL sequence is consistent and asymptotically efficient, and iterating to convergence improves finite sample performance. For dynamic single-agent models, we show that Aguirregabiria and Mira's (2002; 2007) Nested Pseudo-Likelihood (NPL) estimator arises as a special case of EPL. In dynamic games, EPL maintains its efficiency properties, although NPL does not. And a convenient change of variable in the equilibrium fixed point equation ensures EPL iterations have the same computational simplicity as NPL iterations. Furthermore, EPL iterations are stable and locally convergent to the finite-sample maximum likelihood estimator at a nearly-quadratic rate for all regular Markov perfect equilibria, including unstable equilibria where NPL encounters convergence problems. Monte Carlo simulations confirm the theoretical results and demonstrate EPL's good performance in finite samples.
Introduction
Estimation of structural models characterized by equality constraints is a topic of considerable interest in economics, particularly for dynamic discrete choice models and dynamic discrete games of incomplete information. Broadly, likelihood-based estimation of these models takes the form
where Q N is the log-likelihood function, θ is a finite-dimensional vector of parameters, Y is a vector of important auxiliary parameters, and G(θ, Y ) = 0 is the equality constraint. The parameters θ usually consist of the structural parameters of the model. Common examples of auxiliary parameters Y include expected/integrated value functions and conditional choice probabilities. Finally, the equality constraint is often derived from an equilibrium fixed point condition such as G(θ, Y ) = Y − Γ(θ, Y ) = 0.
One approach to estimating these models is to directly impose the fixed point equation in estimation by solving for Y θ such that G(θ, Y θ ) = 0 for each trial value of θ visited by the optimization algorithm. In dynamic discrete choice, this approach was pioneered by Rust (1987) and Pakes (1986) for single-agent models, where the fixed point is unique. Solution algorithms are available for dynamic games (Pakes and McGuire, 1994, 2001) , but due to the computational complexity it is infeasible at present to nest those within an estimation routine. Furthermore, in games the model may be incomplete due to multiple solutions, Y θ (Tamer, 2003) .
These dual issues led researchers to extend conditional choice probability (CCP) estimators, first introduced in the seminal work of Hotz and Miller (1993) , to the case of dynamic discrete games. Of particular interest here is the nested pseudo-likelihood approach of Aguirregabiria and Mira (2002; . 1 They suggest using a k-step nested pseudo-likelihood (k-NPL) approach, which defines a sequence of estimators, as an algorithm for computing the nested pseudo-likelihood (NPL) estimator. In single-agent models, Aguirregabiria and Mira (2002) show that the k-NPL estimator is efficient for k ≥ 1 when initialized with a consistent estimate in the sense that it is asymptotically equivalent to the (partial) maximum likelihood estimator. Furthermore, Kasahara and Shimotsu (2012) showed that the sequence converges to the true parameter values with probability approaching one in large samples.
However, these attractive properties of k-NPL are lost in dynamic games. Aguirregabiria and Mira (2007) show that k-NPL estimates are in general not efficient for k ≤ ∞, although they show that the ∞-NPL estimator outperforms the 1-NPL estimator in efficiency when both are consistent. Pesendorfer and Schmidt-Dengler (2010) , Kasahara and Shimotsu (2012) , Egesdal, Lai, and Su (2015) , and Aguirregabiria and Marcoux (2019) show that the sequence may fail to converge to the equilibrium that generated the data, even with very good starting values, so that ∞-NPL may not be consistent.
The primary contribution of this paper is to provide a sequential method that extends the attractive properties of k-NPL in single-agent settings to games. To this end, we introduce the Efficient Pseudo-Likelihood (EPL) estimator. The estimator is based on replacing the equality constraint, G(θ, Y ) = 0, with a fixed point condition, Y = Υ(θ, Y ), representing a Newton step in the direction of Y holding θ fixed. We show that this has the benefit of imposing the same equilibrium conditions while rendering the second step estimation of θ orthogonal from the first step estimation of Y . The EPL procedure is also stable for all regular Markov perfect equilibria, including those where the NPL mapping is unstable. We discuss several implementations that are asymptotically equivalent. We formulate the estimator in a setting with a general equality constraint and establish asymptotic equivalence to maximum likelihood for any number of iterations k ≥ 1, as well as convergence to the finite-sample maximum-likelihood estimate.
One of the distinctive and attractive features of k-NPL is that it simplifies each optimization problem in the sequence when flow utility is linear in the parameters of interest. For example, when the private information shocks are i.i.d. Type 1 Extreme Value draws, each optimization problem reduces to static multinomial logit problem. We are able to preserve this attractive feature in k-EPL by introducing a change of variables in the equilibrium fixed point equation. Rather than characterizing the equilibrium with choice probabilities (as in k-NPL), we instead characterize it with choice-specific value functions. This change of variables is necessary in games because of two issues that arise when using choice probabilities directly: i) interaction terms between the parameters and the choice probabilities in the expected flow utilities introduce additional nonlinearities in the objective function; and ii) applying Newton steps may result in choice probabilities outside the unit simplex. 2 However, the change of variables is unnecessary in single-agent models, and we show that the k-NPL estimator can be interpreted as an implementation of k-EPL in that setting.
In a related paper, Bugni and Bunting (2019) derive a sequence of consistent and asymp-totically efficient minimum-distance estimators for dynamic discrete choice models-including dynamic games-which they refer to as k-MD. One basic difference is that our approach is likelihood-based, although Pesendorfer and Schmidt-Dengler (2008) showed that likelihoodbased estimators can be represented as minimum-distance estimators for dynamic discrete choice models. Another substantive difference is that k-MD updates are based on the NPL mapping, which can be unstable at the true equilibrium as previously described, so the k-MD estimator may suffer from the same convergence problems as NPL as k → ∞. 3 The efficiency gains of k-MD also come at the expense of additional computational time. On the other hand, the stability of the EPL mapping allows us to prove convergence of k-EPL as k → ∞, and k-EPL does not increase computation time. 4
Recently, Aguirregabiria and Marcoux (2019) studied the convergence properties of NPL and introduced a variation of the NPL algorithm that updates the conditional choice probabilities using spectral methods applied to the NPL mapping. The goal of their algorithm is to improve convergence properties of NPL for unstable fixed points. 5 However, upon convergence, the NPL and spectral NPL algorithms do not produce the maximum likelihood estimator, and convergence can require many iterations. In contrast, our EPL estimator is asymptotically equivalent to the MLE at each iteration and converges locally to the MLE after few iterations in finite samples. We verify these properties in our simulation study below.
The remainder of the paper proceeds as follows. Section 2 describes the k-EPL estimator and its asymptotic properties, along with some example applications. Section 3 describes the generic dynamic discrete choice game of incomplete information. Section 4 provides Monte Carlo simulations. Section 5 concludes. Proofs appear in the Appendix.
3 The analysis of Kasahara and Shimotsu (2012) shows that consistency of k-NPL depends on stability of the equilibrium (i.e., that it can be computed using standard fixed point iteration). When the equilibrium is unstable, the use of fixed point iterates to update the choice probabilities between estimation iterations results in inconsistency of k-NPL for k → ∞. Because Pesendorfer and Schmidt-Dengler (2008) showed that pseudo-likelihood estimates are asymptotically a special case of minimum-distance estimates, we conjecture that the same properties apply to k-MD, although a rigorous analysis is beyond the scope of this paper. 4 The computational times reported for the Monte Carlo experiments of Bugni and Bunting (2019) indicate that one MD iteration requires substantially more computational time than one NPL iteration. One EPL iteration, on the other hand, is approximately the same as one NPL iteration in terms of computational time. Additionally, fewer iterations are required for EPL to converge, resulting in reduced overall computational burden when iterating to convergence (k → ∞).
5 Stability here refers to the spectral radius of the NPL operator. In the population or in finite samples, the NPL operator may have spectral radius larger than one for some equilibria. Conversely, the spectral radius of the EPL operator is zero in the population and near zero in finite samples due to its use of Newton steps.
The k-EPL Estimator
This section describes the k-EPL estimator and provides a simple example application to illustrate its performance relative to k-NPL.
Description and Properties of k-EPL
We begin by describing the model and discussing full maximum likelihood estimation. Let w i for i = 1, . . . , N denote the observations. The model is parameterized by a finite-dimensional vector, θ ∈ Θ ⊂ R |Θ| , and a constraint
The true parameter values are θ * and Y * , with G(θ * , Y * ) = 0. Note that there may be other values of Y satisfying the constraint at θ * , but we will assume that the data are generated from only one such value, a common assumption in the literature. Define Assumptions 1(a)-(c) echo standard identification assumptions. Non-singularity of the Jacobian in (d) is the defining feature of regular Markov Perfect Equilibria in the sense of Doraszelski and Escobar (2010) . We now define
exists and is non-singular for all (θ, Y ) ∈ Θ × Y and define Υ(θ, Y ) to be a Newton step on Y holding θ fixed:
Notice that the set of fixed points of Y = Υ(θ, Y ) and the set of roots of G(θ, Y ) = 0 are equivalent, so we can substitute the fixed point constraint for the equality constraint.
Furthermore, from an initial value Y 0 we could solve for a root Y θ via Newton-Kantorovich iterations of the form:
When Y 0 is within the basin of attraction of a solution, the Newton-Kantorovich iterates will converge and will do so at a quadratic rate. 6 These properties, along with some others, are detailed in the following lemma.
Lemma 1. Let Υ denote the Newton operator defined in (1). Under Assumption 1, if
is non-singular, then the following properties hold:
1. Roots of G and fixed points of Υ are identical:
Furthermore, the rate of convergence is quadratic.
Lemma 1 is the key result of this section, which will become apparent as the exposition proceeds. In particular, we are interested in applying the results at (θ * , Y * ). For now, we note that Result 3 of Lemma 1 is analogous to the "zero Jacobian" property from Proposition 2 of Aguirregabiria and Mira (2002) , which was the key to their efficiency results. In order to motivate our sequential estimator, we will consider alternatives to the original population maximum likelihood problem. First, consider an alternative maximization problem where the equality constraint G(θ, Y ) = 0 is replaced with the equivalent fixed point constraint Y = Υ(θ, Y ):
or more succinctly,
Suppose that this has a unique solution. Then, we can use Lemma 1 to show that the first order condition is satisfied at θ = θ * , implying thatθ = θ * andỸ = Y * , so that the solution is equivalent to the population maximum likelihood estimate. This equivalence is the crux of our efficiency results later on. Now, suppose that Y * is known but that θ * is unknown. Then we redefineθ as the solution to yet another alternative problem:
Again, if the problem has a unique solution, thenθ = θ * . However, this problem is infeasible for two reasons. First, the population function Q(θ, Y ) is unknown. Instead, we use the sample analog, Q N . Second, Y * is also unknown. Instead, we can substitute a consistent estimate.
Although the form of Υ we have used so far is useful in motivating our estimator, using it in practice would lead to unnecessary computational burden. Instead, Algorithm 1 below defines our sequential estimation procedure with a more practical form of Υ which carries out a quasi-Newton step given a compound parameter vector γ = (θ, Y ): 7
(2)
Econometrically, this change makes no substantive difference because we still have the zero Jacobian property: ∇ γ Υ(θ, γ θ ) = 0, where γ θ = (θ, Y θ ). We elaborate on other possible choices of Υ later, in Theorem 3.
Algorithm 1. (k-step Efficient Pseudo-Likelihood, or k-EPL) Let Υ be defined as in (2).
•
Step 1: Obtain strongly √ N -consistent initial estimates,γ 0 = (θ 0 ,Ŷ 0 ).
Step 2: For k ≥ 1, obtain parameter estimates iteratively:
and update the auxiliary parameters:
Step 3: Increment k and repeat Step 2 until desired value of k is reached or until convergence.
We claimed in the introduction that the k-EPL algorithm gives a sequence of asymptotically efficient estimators that converge in large samples. We now state this result formally in the following Theorem.
Theorem 1. (Asymptotic Properties of k-EPL) Under Assumption 1, the k-EPL estimates computed with Algorithm 1 satisfy the following for any k ≥ 1:
is a strongly consistent estimator of (θ * , Y * ).
(Asymptotic Equivalence to MLE)
where Ω * θθ is the information matrix evaluated at θ * .
(Large Sample Convergence)
There exists a neighborhood of γ * = (θ * , Y * ), B * , such that lim k→∞γk =γ M LE almost surely for anyγ 0 ∈ B * .
The results of Theorem 1 are similar to some results in the literature on iteratively estimating single-agent dynamic discrete choice models and depend heavily on the "zero Jacobian" property (Result 3 of Lemma 1). The zero Jacobian property ensures thatγ k = (θ k ,Ŷ k ) is asymptotically orthogonal toγ k−1 . This means that usingγ k−1 is asymptotically equivalent to using γ * = (θ * , Y * ) at each step. Intuitively, an EPL step is very similar to a Newton step on the full maximum likelihood problem. This drives the consistency (Result 1) and asymptotic equivalence to MLE (Result 2) of each step. Result 3 in the theorem is similar to Kasahara and Shimotsu (2012, Proposition 1) and shows convergence in large samples.
While our large sample results are encouraging, there is also the question of finite sample performance. We obtain favorable local results, as detailed in the next theorem. The only additional requirement is that the Jacobian of the equality constraints, G, with respect to Y is nonsingular at the MLE estimate.
Theorem 2. (Finite Sample Properties) Under Assumptions 1 and 2, 1. The MLE is a fixed point of the EPL iterations:
3. W.p.a. 1 as N → ∞, for any ε > 0 there exists some neighborhood ofγ M LE , B, such that the EPL iterations define a contraction mapping on B with Lipschitz constant, L < ε.
The first result of Theorem 2 establishes that the MLE is a fixed point of the EPL iterations in a finite sample, similar to Aguirregabiria and Mira (2002, Proposition 3) for single-agent NPL. The second result gives a theoretical explanation of why we should expect iteration to yield improvements in finite samples. This result is analogous Proposition 2 of Kasahara and Shimotsu (2008) , but their result was only for NPL in the single-agent case. Following the same logic, suppose the initial estimates are such thatγ
In particular, in the case where the state space is finite and frequency
Our own Monte-Carlo simulations in Section 4 exhibit such improvements.
The third result in Theorem 2 allows us to consider EPL iterations as a computationally attractive algorithm for computing the MLE. It establishes that we can expect the EPL iterations to be a local contraction around the MLE with a very fast convergence rate. For the population objective function, the convergence rate is quadratic. However, we only have samples, so we should expect the convergence rate to be linear with a small Lipschitz constant, implying that we'll need only a few iterations to achieve convergence. So, we can use EPL iterations to compute the MLE even when a consistentγ 0 is unavailable. We can simply use multiple starting values, iterate to convergence, and use the converged estimate that provides the highest log-likelihood. We illustrate this usage of EPL in our Monte Carlo experiments in Section 4. Aside from EPL, there are two potential alternative algorithms for computing the MLE:
the nested fixed-point (NFXP) algorithm á la Rust (1987) and the MPEC approach proposed by Su and Judd (2012) and extended to dynamic games by Egesdal et al. (2015) . The NFXP algorithm searches over θ in an outer loop and finds Y (θ) such that G(θ, Y ) = 0 in an inner loop. MPEC leverages modern optimization packages to search over θ and Y simultaneously, only imposing that G(θ, Y ) = 0 at the solution. The algorithm of choice will depend on the structure of the model.
While this section discusses the EPL algorithm in the context of a general constrained maximum-likelihood problem, we are ultimately focused on estimating dynamic discrete choice games of incomplete information. As discussed in the introduction, NFXP is computationally unattractive-or even infeasible-in such games. 9 MPEC, however, remains feasible and performs well, as demonstrated by Egesdal et al. (2015) . The key difference here between MPEC and EPL is that EPL will be able to heavily exploit the structure of the problem. 10 In Section 3, we show that-much like NPL in single-agent modelscommon modeling assumptions lead to EPL iterations that break down into two easilycomputed parts: solving a (potentially large-scale) linear system, followed by solving an unconstrained, globally concave maximization problem. Neither of these operations require sophisticated optimization software; and repeating them just a few times may ultimately be more computationally attractive than using MPEC to simultaneously solve for all variables in a non-concave, large-scale, constrained maximization problem.
We have already mentioned that the choice of Υ used in the algorithm could be replaced with full Newton steps without affecting the asymptotic results. These are only two of several choices that yield the same asymptotic results, as shown in the next theorem.
Theorem 3. (Asymptotically Equivalent Definitions of Υ) The results of Theorems 1 and 2 hold when Υ is defined as any of the following, whereγ k−1 = (θ k−1 ,Ŷ k−1 ):
The first definition of Υ in the theorem is the one we have worked with so far, defined earlier in (2). The second definition is a generalization of the first and can allow researchers to circumvent the need for an initialθ 0 if they can find some Z(θ k−1 ,Ŷ k−1 ) = Z(Ŷ k−1 ) or even Z(θ k−1 ,Ŷ k−1 ) = A that has the required properties. 11 We will show later on that this definition can be used in single-agent dynamic discrete choice models. The third definition, which is an exact Newton step from (1), is likely the least useful because it requires inverting G Y (θ,Ŷ k−1 ) at multiple values of θ, which can be computationally burdensome and also will 9 We note that NFXP still performs well in single-agent dynamic models. See Doraszelski and Judd (2012) and Arcidiacono, Bayer, Blevins, and Ellickson (2016) for details on the computational burden of computing equilibria in discrete-time dynamic discrete games. 10 Egesdal et al. (2015) exploit sparsity patterns in their MPEC implementation but do not further exploit other features of the problem structure.
is an option, so definition 2 includes definition 1.
introduce additional nonlinearities in the objective function for optimization. 12 However, we include it for completeness. For all of the definitions of Υ in the theorem, the results of Lemma 1 hold when all appropriate terms are replaced with (θ * , Y * ) or (θ MLE ,Ŷ MLE ). So, the proof techniques from Theorems 1 and 2 can be used to prove Theorem 3.
Example: A Static Game with an Unstable Equilibrium
As a simple illustration of the performance of k-EPL, we consider estimating the static game of incomplete information from Pesendorfer and Schmidt-Dengler (2010) . This example is particularly interesting because it was constructed as an example where converged NPL (k → ∞) is inconsistent. We discuss only some relevant details of the model and refer the reader to Pesendorfer and Schmidt-Dengler (2010) 
to guarantee that it is a proper distribution function with full support. The probability mass in the uniform region can be made arbitrarily close to 1 by taking α → 0. Given a value of θ, the model has three equilibria for α sufficiently close to zero. The equilibrium generating the data is described by the following fixed point equation:
or more compactly, P = Ψ(θ, P ). This linear system has a unique solution if and only if θ = −1, and the solution is
We note that q i (θ,P k−1 ) is the log of a linear function of θ, a point we will return to later.
Pesendorfer and Schmidt-Dengler (2010) consider the case where θ * = −2, implying P * 1 = P * 2 = 1 3 . They show that as N → ∞,θ NPL ∞ p → −1. Rather than repeat their full explanation of this result, we instead focus on explaining why the sequence does not converge to θ * = −2.
The reason is, essentially, because the equilibrium is unstable. Notice that
which has eigenvalues λ = ±2, implying that the equilibrium is unstable. Kasahara and Shimotsu (2012) show that the non-convergence issue in k-NPL can be rectified by estimating separate parameters for each player. However, such an adjustment may not induce convergence in more general settings.
Consider, instead, estimating θ * with k-EPL. We still want q i to be the natural log of a function that is linear in θ, and this will require a change of variables in the equilibrium fixed point equation. Define v j = θP −j and consider the following re-characterization of the
So, we can define Y = (v 1 , v 2 ) and therefore
Because θ is a scalar, G(θ, Y ) is linear in θ and Y separately (holding the other fixed) but not jointly. Linearity in Y is important because G(θ, Y ) = 0 can be solved with a single Newton-Kantorovich iteration from any starting value. So, we expect that this global one-step convergence will result in very good behavior of k-EPL. Additionally, we see that ∇ Y G(θ, Y ) = I − Aθ and we can easily verify that this is invertible if and only if θ = −1.
And since v j = θP −j , we can also define q i (θ, Y ) = q i (v), so that θ only influences q i through Y (θ) = v(θ). This modification is made without loss of generality in full MLE subject to the equilibrium constraint, so it is also valid here.
, the "default" Definition 1 in Theorem 3. Because G(θ, Y ) is linear in θ, Υ is also linear in θ. This means that q i (θ, Υ(θ,γ k−1 )) =q i (Υ(θ,γ k−1 )) is the log of a linear function of θ, so there are no additional nonlinearities in the objective function, relative to k-NPL. If we instead tried to use Y = (P 1 , P 2 ), then we would still get Υ linear in θ, but q i would then depend on θΥ(θ, Y ), which is non-linear in θ.
All that remains now is to obtainŶ 0 andθ 0 . Notice that the best response equations imply θ = P j −1 P −j for j ∈ {1, 2}. So first, we obtain frequency estimatorsP 1,0 andP 2,0 . We then use these to constructθ
We run Monte Carlo simulations of this model to illustrate the performance of the estimators. We simulate 500 samples, each with 5,000 observations. We estimate the model using MLE, ∞-EPL, and ∞-NPL. 13 The results are summarized in Table 1 . The MLE and ∞-EPL estimates achieve mean −2.0017 and −2.0014, respectively, and mean squared error (MSE) 0.0017 and 0.0017. The two-sample Kolmogorov-Smirnov p-value is equal to 1. Furthermore, k-EPL obtained convergence at k = 2 in all 500 datasets. This is unsurprising: with so many observations and only two players/actions, we get very precise initial estimates, so iteration converges very quickly. The slight difference in means and MSE are likely due to a combination of the tolerance used in estimation and non-linearity in the full MLE objective function. On the other hand, ∞-NPL performs poorly, as is to be expected since this model was constructed as an example where ∞-NPL is inconsistent. The estimate has a mean of −1.0342 and MSE of 0.9651. Almost all of the MSE is due to the asymptotic bias, so the estimate is reliably converging to the wrong number. 14 13 By ∞-EPL and ∞-NPL, we mean that we iterate until ||θ k −θ k−1 || ∞ < 10 −6 . We allow for up to 20 iterations. Estimation was performed with Matlab R2017a using fmincon. The default tolerance of 10 −6 is used for the solver.
14 There were 17 samples for which NPL converged in 3 or fewer iterations. The mean and MSE for these In addition to demonstrating the good performance of k-EPL, this example also introduces the change of variables that will be used in dynamic games. Notice that v j is essentially a choice-specific value function; we only need to know v j to calculate the choice probability for player j. We showed that the change of variable is needed to avoid additional nonlinearities in the objective function relative to k-NPL here, and the same will be true in dynamic games.
Single-Agent Dynamic Discrete Choice
We'll now show that k-NPL in a single-agent dynamic discrete choice model is a special case of k-EPL. Here, we can work directly in probability space using the fixed point condition,
with Ψ(θ, P ) defined as in Aguirregabiria and Mira (2002) 
Now, consider implementing k-EPL with Definition 2 from Theorem 3: Aguirregabiria and Mira (2002) shows that ∇ P Ψ(θ, P θ ) = 0. Thus, ∇ Y G(θ, Y θ ) = I for all θ since Y ≡ P . So, we set Z(θ, Y ) = I and obtain Υ(θ,γ k−1 ) = Ψ(θ,Ŷ k−1 ).
Finally, we have that q i (θ, Υ(θ,γ k−1 )) = ln Ψ(θ,Ŷ k−1 )(w i ) = ln Ψ(θ,P k−1 )(w i ) because because Y ≡ P . So, this implementation of k-EPL is identical to k-NPL.
This equivalence of k-NPL to k-EPL in single agent models is unsurprising for a couple reasons. First, we stated in the introduction that the motivation for k-EPL is to extend the nice properties of k-NPL from single-agent models to dynamic games. So, there should be, at the very least, substantial conceptual overlap between the techniques. Second, Aguirregabiria and Mira (2002, Proposition 1(c) ) show that their policy iterations are equivalent to Newton iterations on the value function in single-agent models. Since k-EPL is built around Newton iterations, such an equivalence is again suggestive of the relationship shown in this section.
samples were −1.9932 and 0.0012, respectively. For the other 483 samples, convergence took at least 12 iterations. These had a mean and MSE of −0.9991 and 0.9991, respectively. Aguirregabiria and Marcoux (2019) explain why the estimates converge to "good" values in some samples even though the equilibrium generating the data is unstable.
Dynamic Discrete Games of Incomplete Information
Here we describe a canonical stationary dynamic discrete game of complete information in the style of Aguirregabiria and Mira (2007) and Pesendorfer and Schmidt-Dengler (2008), although our notation is closer to that of Bugni and Bunting (2019) . Time is discrete, indexed by t ∈ {1, 2, . . . , ∞}. In a given market, there are J firms operating, indexed by j ∈ J = {1, 2, . . . , |J |}. Given a vector of state variables observable to all agents and the econometrician, x t , and its own private information ε j t , each firm chooses an action, a j t ∈ A = {0, 1, 2, . . . , |A|}. Action zero is the outside option when applicable. All players choose their actions simultaneously.
Agents have flow utilities (profits),ũ j at (θ u , x t , a −j t , ε j at ), where a −j t are the actions of the other players. States transition according to p(x t+1 , ε t+1 | a t , x t , ε t ; θ f ), and the discount factor is β ∈ (0, 1). Agents choose actions to maximize expected discounted utility,
The primary parameter of interest is θ = (θ u , θ f ). Furthermore, we impose the following standard assumptions on the primitives.
) has full support and is thrice-continuously differentiable. Assumptions 3-6 here correspond to Assumptions 1-4 in Aguirregabiria and Mira (2007) , although our conditional independence assumption also includes an additional full support assumption, along with some differentiability assumptions. The operative equilibrium concept here will be that of a Markov-perfect Nash equilibrium.
We will consider stationary equilibria only, so from here we drop the time subscript. Because moves are simultaneous, the actions of player j do not depend directly on a −j ∈ A J−1 , but rather on P −j ∈ ∆ J−1 , where P −j is its belief about the other players' probability of playing the corresponding actions and ∆ is the unit simplex in R |A|−1 . So, from here on out we will work with the following utility function:
Now consider the vector of player j's (expected) choice-specific value functions, v j ∈ R |X |×|A| , and define the corresponding choice probabilities as Λ j (v j ). In equilibrium, the choice probabilities will be P j a = Λ j a (v j ). And let Lemma 2 describes our change of variables that will be used to implement Algorithm 1 in estimation. This is in contrast to the representation lemma from Aguirregabiria and Mira (2007) , which uses choice probabilities to characterize the equilibrium. In short, there is a one-to-one mapping between choice probabilities and (expected) choice-specific value functions, conditional on the (conditional) flow utilities and transition probabilities. We use this representation to define our constraints with Y = v and
So, why do we choose this particular representation of the equilibrium? There are two reasons. The first is to preserve a nice property of the pseudo-likelihood problem in k-NPL: linearity in θ of the (pseudo-)choice-specific value functions used to compute the pseudolikelihood function. That is, when u j a (θ, P −j ) is linear in θ and F j a does not depend on θ, the computational burden of the pseudo-likelihood maximization in each k-NPL iteration reduces to that of a linear-in-parameters static model. 15 In Section 2.2, we showed that this property won't hold for k-EPL when we use a fixed point in probability space, even in a static model. However, it will hold when we use the representation in choice-specific value function space.
The key here is the linearity of Φ(θ, v) in θ under these conditions. By defining Y = v and
, which is also linear in θ. The function Υ(θ,γ k−1 ) determines the choice-specific value functions used to compute the pseudo-likelihood, so these will be linear in θ. Furthermore, only choice-specific value functions are needed to compute choice probabilities, so that Q(θ, Y ) = Q(v). Thus, each step of our estimator uses Q(Υ(θ,γ k−1 )), so that θ only enters the objective function indirectly through Υ(θ,γ k−1 ).
The second reason we use this particular representation of the choice-specific value functions is because of concerns with validity of the (quasi-)Newton steps computed with Υ(θ,γ k−1 ). If we use the fixed point in probability space to define Y and G(θ, Y ), then we will encounter problems if Υ(θ,γ k−1 ) does not map into the interior of the unit simplex over which the probabilities are well-defined, especially when we iterate. Using choice-specific value functions alleviates this concern because they can reside anywhere in R |J |×|X |×|A| .
Monte Carlo Simulations: Dynamic Game from Pesendorfer and (2008)
We now turn our attention a series of Monte Carlo experiments where we estimate the model from Pesendorfer and Schmidt-Dengler (2008) . There are two firms indexed by j ∈ {1, 2} who choose an action in each market i, denoted a ij ∈ {0, 1}, where 1 is entry and 0 is exit. The observed state variable x i = (x i1 , x i2 ) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} represents the incumbency status of firms 1 and 2, respectively. Flow utilities are period profits:
where θ * EC represents the entry cost, θ * SV is the scrap value, θ * M is the monopoly profit, and θ * C is the effect of competition on profit. The discount factor is β * ∈ (0, 1). The data are generated using the parameter values (θ * M , θ * C , θ * EC , θ * SV , β * ) = (1.2, −2.4, −0.2, 0.1, 0.9). The 15 Usually, we have θ = (θ u , θ f ), F j a (θ f , P −j ), and linear-in-parameters u j a (θ u , P −j ). We then implement a "two-step" estimator where θ * f is estimated in a first stage and θ * u is estimated via k-NPL. Computational burden of each k-NPL estimation step then reduces to that of estimating a static model plus an additional matrix inversion. private shocks have distribution ε ja ∼ N(0, 0.5). We note that this is a slightly different parameterization of the model than the one used by Pesendorfer and Schmidt-Dengler (2008) , but it is straightforward to show that the resulting flow utilities and hence the equilibria are the same.
There are multiple equilibria in the game, and we generate data from equilibria (i), (ii), and (iii) from Pesendorfer and Schmidt-Dengler (2008) . The NPL mapping is unstable for two of the three equilibria, but the EPL mapping, having spectral radius zero, is stable for all three equilibria. Specifically, equilibrium (i) is asymmetric and NPL-stable, equilibrium (ii) is asymmetric and NPL-unstable, and equilibrium (iii) is symmetric and NPL-unstable.
In their Monte-Carlo simulations, Pesendorfer and Schmidt-Dengler (2008) find that k-NPL performs well for equilibrium (i) but becomes severely biased for equilibria (ii) and (iii) as k grows, which is in line with the convergence analysis of Kasahara and Shimotsu (2012) . 16 However, we expect that EPL will perform well for all three equilibria.
We estimate (θ * M , θ * C , θ * EC ) and assume the other parameter values are known and held fixed at θ * SV = 0.1 and β * = 0.9. We present results for estimation using NPL and EPL. The initial estimates of the conditional choice probabilities are sample frequencies,P j x,a . We generate the data by first taking N ∈ {250, 1000} i.i.d. draws from the stationary distribution of the observed state, x, for each equilibrium. One interpretation of this sampling procedure is that each of the draws from the stationary distribution of x represents an independent market. For each of these N draws we then sample actions for each player using the equilibrium choice probabilities. We carry out 1000 replications for each sample size. For ∞-NPL and ∞-EPL we terminate the algorithm when |θ k −θ k−1 | < 10 −6 or after 100 iterations. Computational times reported are minutes of "wall clock" time required to carry out the full set of replications. 17 In order to implement EPL in this context, we use the fixed-point constraint in choicespecific value function space, defined in Section 3. Computing ∇ v G(θ k−1 ,v k−1 ) for k = 1 requires initial estimates (θ 0 ,v 0 ). We useθ 0 =θ 1-NPL , the estimate from 1-NPL, which is similar to the way Pesendorfer and Schmidt-Dengler (2008) useθ 1-NPL to obtain an estimate of the efficient weighting matrix used in their minimum-distance estimator. For each player, we then setv j 0,x,a = v j a = u j a (θ 0 ,P −j ) + βF j a (P −j )Γ j (θ 0 ,P ), where Γ j (θ, P ) = I − βF j (θ, P ) −1 a P j (a) * u j a (θ, P −j ) + e a (P j ) maps (θ, P ) into an ex-ante value function for player j, as in Aguirregabiria and Mira (2007, p. 10 ). Table 2 shows results for equilibrium (i), for which NPL is stable and consistent. We consider both the one-step (k = 1) NPL and EPL estimators as well as the converged estimators (k = ∞). For k = ∞, we report the total estimation time across all datasets, as well as the median and interquartile range (IQR) of the number of iterations. For the large sample experiments, we obtained convergence in fewer than 100 iterations for all algorithms in almost all datasets, with ∞-NPL and ∞-EPL failing to converge in only 5 and 1 out of 1000 datasets, respectively. Convergence rates were somewhat lower, especially for ∞-NPL, with the smaller sample size. Our reported results include all datasets, including those where we obtain non-convergence. Comparing 1-NPL to 1-EPL in Table 2 , we see that 1-EPL has lower mean bias and MSE for all three parameters of interest. However, both of these are outperformed by estimators iterated to convergence, illustrating the gains from such iterations in finite samples. For the larger sample size ∞-EPL has the lowest bias, MSE, number of iterations, and computation time. Even for this equilibrium where NPL is expected to perform well, the efficiency of EPL yields improvements. Time per iteration is similar for NPL and EPL by design, so the lower computational times are driven by the significant reduction in the number of iterations to convergence. 18 In this case for the smaller sample size, the results are more mixed. The mean bias of EPL is higher (in absolute value) for two parameter values, but the MSE is lower for all three. However, as before, convergence is much faster. Turning to equilibrium (ii), for which the NPL fixed point is unstable, we have a very different picture. The results are presented in Table 3 . For ∞-NPL there is substantial bias in all parameters and seemingly little variation around those biased values. For example, there is attenuation bias in the competitive effect θ C , making it seem less negative. This bias 18 Each iteration reduces to solving a linear system and then estimating a static binary probit model.
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does not appear to decrease with the sample size. The bias for ∞-EPL is lower by an order of magnitude in all cases for N = 250 and by two orders of magnitude for N = 1000. Relative to 1-NPL and 1-EPL, iterating in the finite sample improves the estimates for ∞-EPL but worsens the estimates for ∞-NPL.
The results for equilibrium (iii) are qualitatively similar to equilibrium (ii) and are presented in Appendix B. Overall, the results illustrate the good performance of EPL and in particular ∞-EPL. We see that ∞-EPL is generally more efficient, is robust to unstable equilibria, and converges in fewer iterations than ∞-NPL, resulting in substantial time savings.
Effects of Noisy, Inconsistent Starting Values
Next, we consider robustness to starting values. Like convergence results for Newton's method, our convergence results are local. That is, the starting values (initial estimates) must be in a neighborhood of the maximum likelihood estimates to guarantee convergence. We do not claim, nor should we expect, global convergence results in models with multiple equilibria. This underscores the importance of good initial estimates, i.e., either consistent estimates or multiple starting values, or both. First we explore using a single, polluted version of the consistent estimates as the starting value. In Table 4 we used initial choice probabilities that were an equally weighted average of the consistent CCP estimates and Uniform(0, 1) noise. We then re-computed each of the converged estimates -∞-NPL and ∞-EPL -using these noisy starting values with the small sample size N = 250. For equilibrium (i), comparing with the consistent starting values from the top panel of Table 2 , we see that the added noise increases the MSE values and decreases convergence rates for both estimators, but the increase in bias is smallest for ∞-EPL. Furthermore, the convergence rate of ∞-EPL decreases less than the convergence rate for ∞-NPL.
For equilibrium (ii) we can compare with the consistent starting values from the top panel of Table 3 . In this case the bias and MSE for ∞-NPL only changed slightly because the estimates were previously also biased. There is only a slight increase in bias and MSE as a result of the noisy starting values, but the results are largely the same as before. The convergence percentage for ∞-NPL actually increased with the added noise, but the iterations still converge to inconsistent estimates. On the other hand, the bias and MSE values for ∞-EPL increased-especially for θ C -while the convergence percentage only decreased from 100% to 99.9%.
Overall, while good starting values are important, these results show that EPL is also somewhat robust starting values with fairly severe estimation errors. Note that we do not actually recommend using only a single starting value if estimation accuracy is a concern. With that in mind, in the next section we consider moving away from consistent starting values entirely.
EPL as a Computational Procedure (Without Consistent Starting Values)
Rather than rely solely on a single consistent estimate, one can use EPL as a computational procedure to compute the MLE using multiple starting values (possibly with a consistent estimate among them). A similar procedure was suggested by Aguirregabiria and Mira (2007) to compute the NPL estimator by attempting to use the NPL algorithm, with multiple starting values, to compute all NPL fixed points, and taking the estimate that maximizes the likelihood. However, for datasets generated by equilibria for which the NPL mapping is unstable, the initial guess may need to be exactly correct to reach those fixed points. 19 EPL, however, is stable and has a faster rate of convergence, with the maximum likelihood estimator as a fixed point. So, in this section we consider using this approach with EPL to compute the MLE.
Using the same model as before and focusing on equilibria (i) and (ii), we proceed in the following way for each of 1000 replications. First, we generated five completely random starting values for the choice probabilities P . For each, we compute and store the corresponding 1-NPL estimate for θ. Then we compute the ∞-NPL and ∞-EPL estimates for each start- ing value. 20 Finally, for both ∞-NPL and ∞-EPL we select from among the five estimates the one that maximizes the likelihood function. The results in Table 5 are calculated using the best estimates for each of the 1000 replications. Reported iteration counts, convergence percentages, and computational times include all 5 starting values over all replications.
Overall, the comparisons between EPL and NPL are qualitatively similar to the case before with initial consistent estimates. For the NPL-stable equilibrium (i), the small sample results for bias are mixed, but EPL is faster, converges more often, and has smaller MSE.
In the large sample, EPL always has lower bias and MSE in addition to being more stable and computationally lighter. Also as before, EPL is robust to the NPL-unstable equilibrium.
These results show that converged EPL can be used as a computational procedure to compute the MLE without initial consistent estimates, by using multiple starting values and choosing the best estimates. This is true even for equilibrium data generating processes where using the same procedure with converged NPL would yield inconsistent estimates.
Conclusion
We proposed an iterative efficient pseudo-likelihood (EPL) estimation algorithm that extends the attractive econometric and computational properties of the single-agent NPL algorithm to games. The nice econometric properties arise because EPL uses (quasi-)Newton steps on the fixed point constraint at each iteration. As a result, EPL is stable for all regular Markov perfect equilibria, each EPL iteration is asymptotically equivalent to the MLE, and the iterates quickly converge to the finite-sample MLE with high probability. Computational advantages follow from defining the equilibrium conditions with choice-specific value functions. Standard modeling assumptions then reduce each EPL iteration to solving a linear system, followed by solving a globally concave, unconstrained maximization problem. Our Monte-Carlo simulations show that EPL performs favorably in finite samples and is robust to data-generating processes where standard NPL encounters serious problems.
One limitation of our analysis is that we did not consider time-invariant unobserved heterogeneity in estimating dynamic discrete games. Given the similarities between the procedures, it seems likely that one could modify the EPL algorithm to include such heterogeneity using techniques similar to Aguirregabiria and Mira (2007, Section 3.5) or Arcidiacono and Miller (2011) . We leave such an extension to future work.
A.2.1 Result 1 (Strong consistency ofθ k andŶ k )
We have uniform continuity ofQ * (θ, γ) and thatQ N (θ, γ) converges almost surely and uniformly in (θ, γ) ∈ Θ × (Θ × Y) toQ * (θ, γ) . Also,γ k−1 converges almost surely to γ * . Appealing to Lemma 24.1 of Gourieroux and Monfort (1995) , these imply thatQ N (θ,γ k−1 ) converges almost surely and uniformly in θ ∈ Θ toQ * (θ, γ * ). Then since θ * uniquely max-imizesQ * (θ, γ * ) on Θ,θ k converges almost surely to θ * (Gourieroux and Monfort, 1995, Property 24.2) . Continuity of Υ k (θ, γ) and the Mann-Wald theorem then give almost sure convergence ofŶ k to Y * .
A.2.2 Result 2 (Asymptotic Distribution ofθ k andŶ k )
We will show that consistency ofγ k−1 leads to asymptotic normality ofθ k andŶ k , with their asymptotic variance the same as the MLE. Using the properties of Υ defined in (2), the chain rule, and the generalized information matrix equality (Newey and McFadden, 1994, p. 2163) we obtain the following population equalities:
To establish these, first recall thatQ * (θ, γ) = E[ln f (w | θ, Υ(θ, γ))] and let γ = (θ, Y ) denote the components of γ (to explicitly distinguish θ fromθ). Then by the generalized information matrix equality we have
The last equality follows from the chain rule, noting that
Sinceθ = θ = θ * and G(θ * , Y * ) = 0 at the true parameters, we have ∇ γ ln f (w | θ * , Υ(θ * , γ * )) = 0.
Turning to the sample objective function, a Taylor expansion of the first-order condition gives 0 = ∇ θQN (θ * , γ * ) + ∇ θθ ′Q N (θ,γ)(θ k − θ * ) + ∇ θγ ′Q N (θ,γ)(γ k−1 − γ * ). Furthermore, becauseŶ k = Υ(θ k ,γ k−1 ), with Υ twice continuously differentiable in a neighborhood of (θ * , Y * ), consistency and asymptotic normality ofŶ k follow immediately. Asymptotic equivalence ofŶ k andŶ M LE follow from asymptotic equivalence ofθ k andθ M LE and the properties of Υ. Strong √ N -consistency ofγ 0 completes the proof by induction.
Solving and scaling then yields
√ N (θ k − θ * ) = −∇ θθ ′Q N (θ,γ) −1 √ N ∇ θQN (θ * , γ * ) + ∇ θγ ′Q N (θ,γ) √ N (γ k−1 − γ * ) .
By consistency ofγ
A.2.3 Result 3 (Large Sample Convergence)
This result follows from Kasahara and Shimotsu (2012, Proposition 1). The zero Jacobian property ensures that the required spectral radius is equal to zero: as established in Result 2 above ∇ θγQ * (θ * , γ * ) = 0, which is strictly less than 1.
A.3 Proof of Theorem 2
By examining the first-order conditions, we can see thatθ M LE =θ N (γ M LE ), so thatŶ M LE = Υ(θ N (γ M LE ),γ M LE ). This proves Result 1: the MLE is a fixed point of the EPL iterations. Now let H N denote the EPL iteration mapping by stacking the updating equations for θ and Y so thatγ k = H N (γ k−1 ):
We then consider the first-order conditions evaluated atγ M LE . First we have
because ∇ θγ ′Q * (θ * , γ * ) = 0, as shown in the proof of Theorem 1 (Result 2). Second, we have
recalling thatθ N (γ M LE ) =θ M LE . The first term converges to zero in probability as in (4). The second term is zero due to the zero Jacobian property of Υ, as can be seen by evaluating 
A.4 Proof of Theorem 3
All of the listed Υ functions satisfy the zero Jacobian property, so the results from the previous proofs carry through.
A.5 Proof of Lemma 2
We show that v = Φ(θ, v) is a Bellman-like representation of the best-response equilibrium conditions, P = σ(θ, P ). First, note that P j = Λ j (v j ) for all j. And we have Φ j a (θ, v j , v −j ) = u j a (θ, Λ −j (v −j )) + βF j a (θ, Λ −j (v −j ))S(v j ).
We see that v −j only influences Φ j (·) through its effect on P −j = Λ −j (v −j ) and we can then define φ j (θ, v j , P −j ) = Φ j a (θ, v j , v −j ). It is straightforward to show that ||∇ v j φ j || ∞ = β < 1, so that φ j (·) is a Bellman-like contraction in v j (fixing θ and P −j ) with a unique fixed point. Player j's best response is σ j (θ, P −j ) = Λ j (v j ) where v j = φ j (θ, v j , P −j ). Imposing v = Φ(θ, v) is therefore equivalent to imposing P = σ(θ, P ); their sets of fixed points for a given θ are isomorphic.
B Additional Monte Carlo Results
In Section 4, we report Monte Carlo results for the model of Pesendorfer and Schmidt-Dengler (2008) for equilibrium (i), which is NPL-stable, and equilibrium (ii), which is NPL-unstable. Table 6 reports the some results for equilibrium (iii), which is also NPL-unstable, and therefore the results are qualitatively similar to those for equilibrium (ii) presented in Table 3 . 
