Abstract. We consider the Nemytskij operator, i.e., the operator of substitution, defined by (N ϕ)(x) := G (x, ϕ(x)), where G is a given multifunction. It is shown that N maps C 1 (I, C), the space of all continuously differentiable functions on the interval I with values in a cone C in a Banach space, into C 1 (I, cc(Z)), the space of all continuously differentiable set-functions on I with compact and convex values in a Banach space Z and N fulfils the Lipschitz condition if and only if the generator G is of the form for some a, b ∈ Lip(I, R). This result was extended to a lot of spaces by J. Matkowski and others (cf. [5]), in particular to the space C 1 (I, R). Setvalued versions of Matkowski's results were investigated in papers [9] , [10] and others. The main goal of this paper is to examine a Nemytskij operator acting from one C 1 space into another and generated by a set-valued function.
if and only if there exist an additive set-valued function A, defined on C with non-empty, compact and convex values in Z and a non-empty, compact and convex subset B of Z such that F (y) = A(y) + B, y ∈ C.
Let Y, Z be real Banach spaces, and let C be a convex cone in Y , of the second category in C (C is endowed with the metric induced from Y ). Consider the set
yields a metric in L(C, cc(Z)) (cf. [9] and [10] ). Moreover, let us define
Note that ||A|| L is not a norm, since L(C, cc(Z)) with addition and multiplication by real scalars, defined in the usual way, is not a vector space (except the case that Z is a single-point space).
Lemma 3 ([8, Lemma 5] 
It is easy to observe that there exist y 1 , y 2 ∈ C such that y = y 1 − y 2 . Let us define
It is easly seen that this definition is correct and, moreover, A is linear and continuous extension of A. The uniqueness of the extension of A is obvious. To complete the proof we have to show that
Let y ∈ Y and let y = y 1 − y 2 , for y 1 , y 2 ∈ C; from Lemma 3 we get
and hence (4) is verified.
If (V, || · || V ) is a real normed linear space then by C 1 (I, V ) we denote the space of all continuously differentiable vector-functions ϕ : I → V , where I = [0, 1]. Moreover, for a non-empty subset C ⊆ V , by C 1 (I, C) we denote the set of all functions ϕ ∈ C 1 (I, V ) such that ϕ(I) ⊆ C. Now let ||ϕ|| Lip(I,V ) and ||ϕ|| C 1 (I,V ) denote the norms on the space C 1 (I, V ) defined as follows:
the second supremum is finite since ϕ is continuously differentiable and I is a compact set. The first supremum above is also finite; it follows directly from the mean value theorem: (7) ||ϕ(
Moreover, from inequality (7) we get (cf. [3] )
Rådström's embedding theorem (cf. [7] ) tells us that if Z is a Banach space then there is a real normed linear space
Moreover the following conditions hold:
Now, let F be a function defined on the interval I with the values in cc(Z). F is said to be π-differentiable at x 0 ∈ I, if the vector-function π • F is differentiable at x 0 (cf. [2] ). We define the space C 1 (I, cc(Z)) as follows:
Let us note that if F belongs to the space
i.e. F is continuous. On the space C 1 (I, cc(Z)) the metric may be defned as follows:
where 
Moreover the function I
. To see that let us fix y ∈ C and set ϕ 1 (x) = y, x ∈ I. By 1) and from the definition of N we get
In particular G is continuous with respect to the first variable. Now, let us take
where α is an arbitrary function from the space C 1 (I, I) for which equalities α(x 1 ) = 0, α(x 2 ) = 1 holds and
Hence, from the definition of the metric d C 1 (I,cc(Z)) and from inequality (8), there holds
Thus, from the definition of the Nemytskij operator, we get
Since π is an isometry we get
Now, letting x 1 , x 2 → x, where x is an arbitrary point of the interval I, we get (since G is continuous with respect to the first variable)
and from Lemma 2 there is
where
and A is additive with respect to the second variable.
To prove that B ∈ C 1 (I, cc(Z)), let us note that
and G(·, 0) ∈ C 1 (I, cc(Z)). Now we shall prove that A y ∈ C 1 (I, cc(Z)). From equalities (9) and (16) and from definition (11) we get
. Now we shall prove that the inequality
holds. Let us fix x ∈ I, y, y ∈ C. Define ϕ 1 , ϕ 2 : I → C as follows: ϕ 1 (t) = y, ϕ 2 (t) = y for t ∈ I. It is obvious that ϕ 1 , ϕ 2 ∈ C 1 (I, C). Let us note that
Thus, since π is an isometry, from (11) we get
Moreover, mean value theorem implies that
Thus by (18) and 2)
which completes the proof of inequality (17). Now from (16) and from Lemma 1 we get
thus A x is Lipschitzian. Finally, we shall prove that (13) holds. Let z, w ∈ C and let ϕ 1 , ϕ 2 be given by (14) and (15), where y 1 = y 2 = z + w, y 2 = 2z + w, y 1 = w. Then (ϕ 1 − ϕ 2 )(x) = z for x ∈ I. Hence, from (12) and from mean value theorem we get
From (16) and from additivity of function A x for x ∈ I we get
which completes the proof.
Remark. Since π is not an isomorphism, Theorem 1 is not a conclusion from a vector-valued version of Theorem 4 in [5] . 
If we define the function G : I × C → cc(Z) in the following way:
then the Nemytski operator N generated by G maps the set C 1 (I, C) into the space C 1 (I, cc(Z)) and satisfies the Lipschitz condition, i.e., there exists a constant L ′ ≥ 0 such that
We shall prove now that the following formula holds:
Let y ∈ C. From (2) and (19) we get
whence, as π is an isometry
Thus, according to (1) and (3), (21) holds. Now let x ∈ I. From Lemma 4 there is exactly one linear and continuous function π
We shall prove now that the function According to (25) and (26) we infer 
