Abstract-Nonnegative matrix factorization (NMF) is a powerful tool in data exploratory analysis by discovering the hidden features and part-based patterns from high-dimensional data. NMF and its variants have been successfully applied into diverse fields such as pattern recognition, signal processing, data mining, bioinformatics and so on. Recently, NMF has been extended to analyze multiple matrices simultaneously. However, a unified framework is still lacking. In this paper, we introduce a sparse multiple relationship data regularized joint matrix factorization (JMF) framework and two adapted prediction models for pattern recognition and data integration. Next, we present four update algorithms to solve this framework. The merits and demerits of these algorithms are systematically explored. Furthermore, extensive computational experiments using both synthetic data and real data demonstrate the effectiveness of JMF framework and related algorithms on pattern recognition and data mining.
INTRODUCTION
N ONNEGATIVE matrix factorization (NMF) is a powerful matrix factorization technique which typically decomposes a nonnegative data matrix into the product of two low-rank nonnegative matrices [1] , [2] . NMF was first introduced by Paatero and Tapper (1994) and has become an active area with much progress both in theory and in practice since the work by Lee and Seung (1999) . NMF and its variants have been recognized as valuable exploratory analysis tools. They have been successfully applied into many fields including signal processing, data mining, pattern recognition, bioinformatics and so on [3] , [4] .
NMF has been shown to be able to generate sparse and part-based representation of data [2] . In other words, the factorization allows us to easily identify meaningful sub-structures underlying the data. In the past decade, a number of variants have been proposed by incorporating various kinds of regularized terms including discriminative constraints [5] , network-regularized or locality-preserving constraints [6] , [7] , sparsity constraints [8] , [9] , orthogonality constraints [10] and others [11] .
However, the typical NMF and its variants in its present form can only be applied to one matrix containing just one type of variables. Large amounts of multi-view data describing the same set of objects can be available now. Thus, data integration methods are urgently needed. Recently, joint matrix factorization based data integration methods have been proposed for pattern recognition and data mining among pairwise or multi-view data matrices. For example, Greene and Cunninghan proposed an integration model based on matrix factorization (IMF) to learn the embedded underlying clustering structures across multiple views. IMF is a late integration strategy, which fuses the clustering solutions of each individual view for further analysis [12] . proposed a joint nonnegative matrix factorization (jNMF) to decompose a number of data matrices X I which share the same row dimension into a common basis matrix W and different coefficient matrices H I , such that X I ≈ W H I by minimizing I X I − W H I 2 F [13] . This simultaneous factorization can not only detect the underlying part-based patterns in each matrix, but also reveal the potential connections between patterns of different matrices. A further network-regularized version has also been proposed and applied in bioinformatics [14] . Liu et al. (2013) proposed a multi-view clustering method, which factorizes individual matrices simultaneous and requires the coefficient matrices learnt from various views to be approximately common [15] . Specifically, it is defined as follows, where λ I is a parameter to tune the relative weight among different views as well the two terms. Zitnik and Zupan (2015) proposed a data fusion approach with penalized matrix tri-factorization (DFMF) for simultaneously factorizing multiple relationship matrices R ij in one framework [16] . They also considered to incorporate the must-link and cannot-link constraints within each data type into the DFMF model as follows,
where
= diag(Θ 1 (t) , Θ 2 (t) , . . . , Θ r (t) ), t ∈ {1, 2, . . . , max i t i }, t i
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is the number of data sources for the ith object type. R ij represents the relationship data matrix between the ith and the jth object type (between constraint). DFMF decomposes it into G i , G j and S ij constrained by Θ i (t) (within constraint), which provides relations between objects of the ith object type. This method well exploits the abstracted relationship data, but ignores the sample-specific information of data. In image science, Jing et al. (2012) adopted a supervised joint matrix factorization model to learn latent basis by factorizing both the region-image matrix X 1 ∈ R n×m and the annotation-image matrix B ∈ R n×p simultaneously and incorporating the label information Y (where Y i indicates the label index of the ith image) [17] . This supervised model for image classification and annotation (SNMFCA) is formulated as follows,
where Θ ∈ R n×n with Θ i,j = 1 if Y i = Y j and 0 otherwise. Obviously, the SNMFCA aims to determine the latent basis with known class information. However, this model does not consider the the must-link and cannot-link constraints within each data type and those between data types.
Recently, based on the jNMF [13] , Stražar et al. (2016) proposed an integrative orthogonality-regularized nonnegative matrix factorization (iONMF) to predict protein-RNA interactions. iONMF was an extension of jNMF by integrating multiple types of data with orthogonality regularization on the basis matrix [18] . This model learns the coefficients matrices from the training dataset, and the basis matrix from the testing dataset, and then predicts the interaction matrix. However, both jNMF and iONMF were originally solved by a multiplicative update method, which might be limited by its slow convergence or even non-convergence issues.
In this paper, we first generalize and introduce a unified joint matrix factorization framework (JMF) based on the classical NMF and jNMF for pattern recognition and data mining by integrating multi-view data X I on the same objects and must-link and cannot-link constraints within and between any two data. In addition, sparsity constraints are also considered. We adopt four update algorithms including multiplicative update algorithm (MUR), projected gradient method (PG), Nesterov's optimal gradient method (Ne), and a novel proximal alternating nonnegative least squares algorithm (PANLS) for solving JMF. Then, the JMF is extended to two types of prediction models with one based on the basis matrix W and another based on the coefficients matrices H I (I = 1, 2, . . . , N ). Finally, we demonstrate the effectiveness of this framework both in revealing object-specific multipleview hidden patterns and prediction performance through extensive computational experiments.
Compared with existing NMF techniques for pattern recognition and data integration, JMF has the following characteristics:
(i) JMF can model multi-view data as well as mustlinks/cannot-links simultaneously for recognizing object-specific and multi-view associated patterns. (ii) Must-links and cannot links within and between some views can be completely missing, and each withinview or between-view type can be associated with multiple constraint matrices. (iii) JMF can be solved with diverse update algorithms, among which PANLS is a representative one for solving JMF with competitive performance in terms of computational accuracy and efficiency.
The rest of the paper is organized as follows. In section 2, we describe the formulation of JMF. In section 3, we present four update methods to solve JMF. In section 4, we propose two prediction models based on JMF. In section 5, we illustrated the experimental results on both synthetic and real datasets. At last, we summarize this study in section 6.
PROBLEM FORMULATION
Given two nonnegative matrices X 1 and X 2 with size of m × n 1 and m × n 2 , the networked relationship represented by two adjacency matrices Θ 1 and Θ 2 with size of n 1 × n 1 and n 2 × n 2 and the between networked relationship represented by a bipartite adjacency matrix R 12 of size n 1 × n 2 . In our application, our assumption is that the two matrices X 1 and X 2 are two different kinds of descriptions of the same set of objects, the networked relationship Θ 1 , Θ 2 and R 12 are described as prior knowledge about the features. The goal of this study is to find a reduced representation by incorporating all the data we have now.
To achieve the ultimate goal in one framework, we incorporate three components into the objective function. The first one considers the parts-based data representation of two matrices X 1 and X 2 . The second and third ones consider the networked relationship Θ 1 and Θ 2 of each type of features, and the between networked relationship R 12 by imposing network regularized constraints, respectively. Finally, we consider to incorporate sparsity constraints to get a sparse solution.
NMF and its variants
Non-negative matrix factorization (NMF) problem is a matrix factorization model which uses two low-rank nonnegative matrices, i.e., one basis matrix and one coefficient matrix, to reconstruct the original data matrix [1] , [2] . Its objective function is min W,H≥0
where W and H are the basis matrix and coefficient matrix with size of m × r and r × n respectively, and · F is the Frobenius norm of a matrix. The non-negativity has been stated that parts are generally combined additively to form a whole; hence, it can be useful for learning partbased representations. Thus, the so-called NMF can be a useful technique to decipher distinct sub-structures for revealing subtle data structure in the underlying data. Several approaches for solving NMF have been discussed in [3] , and more variants and applications of NMF can refer a recent review paper [4] .
Here our goal is to find the linked patterns among two matrices. We assume that there is one common basis matrix W between matrices X 1 and X 2 . So a joint non-negative matrix representation can be derived by the following optimization problem, min I=1,2
Ideally, the low-dimensional representation (the coefficient matrices) H 1 and H 2 for the original matrices X 1 and X 2 derived based on the best approximation can lead to the linked patterns. However, it is unnecessarily accurate due to the incompleteness and noises of the data and other possible factors. In order to improve the accuracy of the patterns, we incorporate the prior networked knowledge on each data object, and bipartite networked knowledge between the data objects X 1 and X 2 .
Networks Regularized Constraints
Let H 1 , H 2 denote the low-rank representation of the original data matrices. To decipher the inherent modular structure in a network or say the closeness information of the objects, we assume that adjacent nodes should have similar membership profiles. Therefore, we enforce the mustlink constraints by maximizing the following optimization function for X 1 (or similarly for X 2 ):
Similarly, the between relationship information between the two types of objects can also be adopted in the following objective function:
The motivation behind the proposed network regularized constraints are actually quite straightforward. Note that the solution of the problem defined in Eq. 1 is often not unique. We expect to obtain a solution for Eq. 1, which also satisfies the network-regularized constraints well. The limitations of the previous model and the noisy of the real data lead us to consider an integrative framework for jointly handing feature data and networked data simultaneously.
Networks-Regularized jNMF
Here, we incorporate all the data (represented in these five matrices) to discover linked patterns based on W , H 1 and H 2 . Specifically, we combine all the above objective functions together to integrate all the five matrices in the following optimization problem:
where the parameters λ 1 and λ 2 weigh the link constraints in Θ 1 , Θ 2 and R 12 respectively. And the first term is to describe the linked patterns between two data matrices by a shared basis or component matrix W , the second term I=1,2 T r(H I ΘH T I ) defines the summation of the withinvariable constraints that decipher the modular structure in network Θ 1 , Θ 2 , and the third term T r(H 1 R 12 H T 2 ) defines the summation of the between-variable constraints which decipher the modular structure in the bipartite network. Here, we can consider the integration of these known networks as graph regularization of the first objective [6] or as a semi-supervised learning problem which aims to enforce the must-link constraints into the framework of pattern recognition, where variables with the 'must-link' constraint shall be forced into the same pattern. This can facilitate pattern search by significantly narrowing down the large search space and improve the reliability of the identified patterns.
A Unified Joint NMF Model (JMF)
One of the important characteristics of the NMF is that it usually generates sparse representation that allows us to discover parts-based patterns [2] . However, several studies have showed that the generation of a parts-based representation by NMF depends on the data and the algorithm [8] . Several approaches have been proposed to explicitly control the degree of sparseness in the W and/or H factors of the NMF [8] , [9] . The idea of imposing L 1 -norm based constraints for achieving sparse solution has been successfully and comprehensively utilized in various problems [19] . We adopt the strategy suggested by [9] , to make the coefficient matrices H 1 and H 2 sparse. Thus, the sparse networkregularized jNMF can be formulated as follows:
where h Naturally, with the emergence of various kinds of mutiview, within-view and between-view type data, a unified framework is urgently needed. Therefore, we present a generalized form of JMF framework ( Figure 1 ) as follows,
where h I j is the jth column of H I , Θ
I is the tth constraint matrix on the Ith object, and R IJ is the relationship matrix between the Ith and Jth objects. is the first constraint data matrix on data type X 2 , and R 12 relates object types X 1 and X 2 .
ALGORITHMS FOR JMF
Similar to the classical NMF problem, the proposed objective function in Eq.5 is not convex for all variables W , H I (I = 1, 2, . . . , N ). Therefore, it is unrealistic to expect an algorithm to find the global minimum of the proposed optimization problem. For the classical NMF problem, it is convex for one matrix factor when another is fixed. Therefore, we adopt an alternative update strategy for solving JMF. Specifically, fix H I (∀I), we can obtain W by solving:
Similarly, fix W , we can update H I , I = 1, 2, . . . , N by solving:
We can further update H I one by one. For any H I , given W and H J , J = I, the objective function for optimizing H I is min
Various types of methods have been proposed to solve each subproblem of classical NMF [20] , [21] , [22] , [23] , [24] , [25] . The most widely used approach is the multiplicative update (MUR) algorithm [20] . This algorithm is easy to implement but converges slowly. And it cannot guarantee the convergence of a local minimum solution. As the resulted matrix factors are nonnegative, Lin treated each subproblem as a bounded constraint optimization problem and used a projected gradient (PG) method to solve it [21] . However, PG is inefficient because the Armijo rule is used for searching step size, which is very time-consuming. As the low-rank matrices of the classical NMF are desirable to be sparse, the active set strategy may be a promising method. Kim and Park adopted an active set (AS) method to solve such types of subproblems, which divides variables into an active set and a passive set. In each iteration, AS exchanges only one variable between these two sets [22] . They further used the block pivoting strategy to accelerate the AS method (BP) [23] . Both AS and BP methods assume that each subproblem is strictly convex, which might bring about numerical instability. As each subprobelm is a convex function and its gradient is Lipchitz continuous, Guan et al. solved each subproblem by Nesterov's optimal gradient (Ne) method (NeNMF) [24] . NeNMF converges faster than previous methods as it has neither time-consuming line search step, nor numerical instability problem. Moreover, NeNMF can be extended to sparse and network regularization even it is not convex. Recently, Zhang et al. proposed a new proximal alternating nonnegative least squares (PANLS) to solve each subproblem, which switches between the constrained PG step and unconstrained active set step [25] . Luckily, MUR, PG, Ne and PANLS are all suitable for solving JMF, while both AS and BP are not directly applicable to the network-regularized NMF. As noted that the current code of BP needs to be modified and it may not be efficient if the BP update method is used [25] . In the following subsections, we develop four update methods (MUR, PG, Ne and PANLS) for optimizing JMF in spirit of the above exploration, and present their corresponding algorithms in Appendix Algorithms 1-4, respectively.
Multiplicative update algorithm
Firstly, we solve JMF with the MUR algorithm which searches along a rescaled gradient direction with a fixed form of learning rate to guarantee the nonnegativity of the low-rank matrices. The details of MUR are shown as
The partial derivative of L with respect to W and H I are respectively as follows:
(9) Based on the KKT conditions ψ ij W ij = 0 and φ I ij (H I ) ij = 0, we get the following equations for W ij , (H I ) ij , respec-tively,
Then we can get the following update rules:
Note that the usual stopping criterion for MUR is
where τ is a predefined tolerance. While the usual stopping criterion used in the other three update methods is
. Note that ∇ t may vary slowly when the variables close to a stationary point. Thus, we terminate PG, Ne and PANLS, when Eq. 12 or the following Eq. 13 is satisfied,
Generally, MUR is simple and easy to implement, and it quickly decreases the objective value at the beginning. But it does not guarantee the convergence to any local minimum because its solution is unnecessarily a stationary point. Even though it has a stationary point, it converges slowly. If some rows or columns of X I are close to zero, the result may have numerical problems.
Projected gradient algorithm
We adopt PG to solve each subproblem, which uses the Armijo rule to search the step size along the projection arc. We take the subproblem Eq. 6 as an example. The step size α satisfies:
where σ ∈ (0.1) (σ=0.01 is used),
and Q is the second moment matrix of F (W ). The gradient function of W is
The Hessian matrix for W is
where ⊗ is Kronecker product. The PG is very easy to implement but it is time-consuming and may suffer from the zigzag phenomenon when approaching the local minimizer if the condition number is bad.
Nesterov's optimal gradient algorithm
NetNMF updates two sequences recursively to optimize each low-rank matrix. One sequence stores the approximate solutions which are obtained by PG method on the search points with step size determined by the Lipchitz constant. Another sequence stores the search points which are the combination of the latest two approximation solution. In this way, the objective function is convex for the variable and the gradient of the objective function is Lipchitz continuous that are the two prerequisites when applying Nesterov's method [26] , [27] , [28] . NeNMF can be conveniently extended for optimizing L 1 -norm, L 2 -norm and networkregularized NMF and can also been extended for JMF. Given H I (I = 1, 2, . . . , N ), the objective function F (W ) for optimizing W in Eq. 6 is a convex function, and the gradient function for W satisfies Lipschitz continuity as follows,
. Though the objective function F (H I ) in Eq. 8 for optimizing H I is nonconvex, the gradient function for H I satisfies Lipschitz continuity as follows,
where ∇F (HI ) = −2W
HI is the gradient of F (H I ). Ne indeed decrease the objective function but cannot guarantee the convergence to any stationary point as the objection function F (H I ) is nonconvex.
Proximal alternating nonegative least squares algorithm
Inspired by the PANLS for solving the typical NMF problem [25] , we adopt the kernel ideal for solving JMF. The subproblems can be transformed as follows,
The Hessian matrices of F (W ) and F (H) are:
PREDICTION MODELS BASED ON JMF
NMF and its variants can be used for prediction tasks [18] . JMF can also be extended to the prediction form. Both the basis matrix and coefficients matrices can be used for prediction. The prediction based on the basis matrix is denoted by JMF/L, while the prediction based on the coefficient matrices is denoted by JMF/R. Let X I (I = 1, 2, . . . , N ) be the training datasets and ∼ X I (I = 1, 2, . . . , N ) be the testing datasets. We can obtain low-rank matrices W and H I (I = 1, 2, . . . , N ) by JMF on the training datasets.
For JMF/L, fix the learned coefficients matrices H I (I = 1, 2, . . . , N ), the predicted factor W can be obtained by solving Eq. 6 on the testing datasets. There were two prediction scenarios based on the learned basis matrix on the training data. In the scenario I for class prediction of new samples, the basis matrix is used as the prediction factor, which can be obtained based on the testing data and learned coefficient matrices H I . The prediction class of each sample can be obtained based on the maximum value in each row of W . In the scenario II for one view data prediction (e.g., X 1 ) from other view data (X I , I = 2, ..., N ), the new basis matrix W is computed with the learned coefficient matrices and the testing data X 2 , . . . , X N . Then the multiplication of W and the learned coefficient matrix H 1 is used to predict X 1 . In this paper, we illustrated the second scenario of JMF/L with one real application.
Similarly, for JMF/R, fix the learned basis matrix W , the predicted factors H I (I = 1, 2, . . . , N ) can be obtained by solving Eq. 8, which can be used as prediction factors as the scenario I in JMF/L.
EXPERIMENTS
To demonstrate the performance of JMF, we applied it to four synthetic and three real datasets. Firstly, we evaluated how the parameters influence the performance of JMF in terms of the Area Under the Curve (AUC) on four synthetic datasets. Then we compared the average objective values with respect to iteration numbers or running time of the four update methods on the synthetic datasets. Finally, we applied JMF to three real data from diverse fields. We run the experiments of synthetic datasets on a machine with Intel Core i7-4770 CPU @ 3.40GHz 4 with 16 GB RAM and used MATLAB (R2016a) 64-bit for the general implementation. The real datasets were run on a windows server with Intel (R) Xeon (R) E5-2643 v3 CPU @ 3.40GHz 2 with 768 GB RAM and implemented on MATLAB (R2013a) 64-bit. For the purpose of reproducibility, the data and code are available at: http://page.amss.ac.cn/shihua.zhang/software.html
Synthetic dataset 1
We adopt a similar simulation strategy as used in Experiment 1 in [29] to demonstrate the effectiveness of the algorithms for JMF. The true low-rank = 4 and the ground truth basis matrix represented by W 0 ∈ R 45×4 + was constructed with coph = 0 as follows,
Meanwhile, three coefficient matrices (
) were constructed with coph =0,
We set the data matrices by X 0I = W 0 H 0I + µE (I = 1, 2, 3), where E was Gaussian noise and µ = 2. The within constraint on each data matrix was simulated as follows,
We obtained the within constraint matrix on the Ith source by averaging the value of Θ I and Θ I T , where 1, 2, 3) . The between constraint R IJ on the Ith and Jth data matrices was simulated as follows, 
Synthetic dataset 2
We simulated a relative large-scale dataset with the true low rank = 10. Different from dataset 1, the entries of the true basis matrix W 0 ∈ R 1000×10 + were deemed as independent and identical Bernoulli variables with probability equals to 1/10. And we constructed the ground truth coefficient 
We set data matrices by X 0i = W 0 H 0i + µE, (I = 1, 2, 3), where E was Gaussian noise and µ = 2. Similarly, Θ i and R ij were generated as mentioned above.
Synthetic dataset 3
We simulated a dataset with overlap information on coefficient matrices as well as large noise in prior networks. We set the true low-rank = 20 and constructed the ground truth basis matrix W 0 ∈ R
2000×20 +
with coph =15,
The entries of the true coefficient matrices (
) were regarded as independent and identical Bernoulli variables with probability equal to 1/20. Then we set the data matrices by X 0I = W 0 H 0I + µE, (I = 1, 2, 3), where E was Gaussian noise and µ = 2. Θ I and R IJ were generated as mentioned in section 5.1.
Synthetic dataset 4
Finally, we simulated a big dataset by increasing the dimensions of H I to demonstrate the effectiveness of the algorithms for JMF. The true low-rank = 5 and the ground truth basis matrix W 0 ∈ R 500×5 + was constructed with coph =0 as follows,
Meanwhile, three coefficient matrices (H 01 ∈ R 5×1200 + , H 02 ∈ R 5×1300 + , H 03 ∈ R 5×2000 + ) were constructed with coph =0, The number in the bracket represents the frequency of the algorithm's iteration exceeds 2000 under the 10 initial values. The Stop1 and Stop2 represent the algorithms terminate with the first and second stop criteria respectively and the regularization being empty, while Stop1+ and Stop2+ represent the algorithms terminate with the first and second stop criteria respectively and the regularization being nonempty. We set the data matrices by X 0I = W 0 H 0I +µE (I = 1, 2, 3), where E was Gaussian noise and µ = 3. Θ I and R IJ were generated as mentioned in section 5.1.
Parameter selection
In the model, there are four parameters in total. Figure 2 shows that how the performance of JMF varies with respect to each parameter on the synthetic datasets. As we normalized each row of H I (I = 1, 2, . . . , N ) after each iteration, the performance is almost not influenced by the sparse constraint parameter value γ 2 , while it is a bit susceptible to γ 1 . The model is relatively robust to λ 1 , λ 2 and γ 2 . Generally, the constraints combined together improve the effectiveness (Figure 3 ). We selected parameters by grid searching and λ 1 , λ 2 , and γ 2 were selected from [0.001, 0.01, 0.1, 1, 10, 100, 1000], while γ 1 was selected from [10 −6 , 10 −5 , 10 −4 , 0.001, 0.01]. We run the algorithm with each group of parameters 3 times and computed the average AUC value for each group of parameters. The best parameter combination was selected with relatively small reconstruction error and large AUC values. The performance of these models were evaluated by identifying the pattern of original data matrices for synthetic datasets, respectively. The performance of the results with constraints on all synthetic datasets are better than those without constraints, suggesting the importance of the regularized-network constraints. Figure 4 shows the average objective values versus iteration numbers or CPU times of the convergence curves of these four update rules for JMF on the synthetic datasets based on the first objective-based stop criterion defined in Eq. 11 and we set τ to 10 −7 . We can see that PG, Ne and PANLS decrease objective value sharply in each step and PANLS converges in less time to obtain an optimal solution than others. Figure 5 shows the average objective values versus iteration numbers or CPU times of the convergence curves of PG, Ne and PANLS for JMF on the synthetic datasets based on the second gradient-based stop criterion defined We summarized the time complexity of one iteration round of the four update methods (Table 5) . Such complexity of these methods are very comparative. However, PANLS converges in less time within each iteration round Tables 1-4) , enabling it is the fastest one among these four algorithms.
Convergence and complexity analysis
As MUR cannot guarantee convergence, we just run MUR algorithm with the first stop criterion. We compared these various algorithms on the synthetic datasets (Table  1-4) . PG and Ne have relatively small reconstruction error and better AUC values. MUR only quickly decreases the objective value at the beginning, while PANLS has the fastest speed and almost competitive accuracy with Ne and PG.
Application onto real data I
RNA binding proteins (RBPs) control gene expression in post-transcription through splicing, transport, polyadenylation, RNA stability and so on. The interactions of protein-RNA are affected by various aspects. A recent study was designed to predict the protein-RNA interactions by integrating several datasets (RBP experimental data, gene function, RNA sequence and structure) [18] . We applied JMF/L model to predict protein-DNA interactions. As there was no information of must-links and not-links, the parameters λ 1 and λ 2 were set to zeros. The left two parameters (γ 1 and γ 2 ) were searched by grid search in the range [10 −6 , 10 −5 , . . . , 10 −3 ] and [10 −3 , 10 −2 , . . . , 10 3 ]. The factorization rank was set to 10 as suggested in [18] and run JMF with the same three randomly initial values for algorithms. We used five fold cross-validation on the training set of 5000 positions to choose hyper-parameters on each RBP experiment. Then we evaluated the performance of the algorithms in terms of AUC and running time. We set the stop tolerance equal to 10 −8 . Generally, the result illustrates that Ne has the best AUC, while PANLS uses least time (Table 6 ).
Application onto real data II
With more understanding of biological mechanism and the development of technology, various kinds of biological data has been generated. Cancer is a complex disease which influenced by both environmental and genetical factors including gene expression, DNA methylation, microRNA (miRNA) and lncRNAs ad so on. We applied JMF framework with PANLS to explore the pathogenic mechanism in breast cancer. We downloaded RNA-seq gene expression data (GE), miRNA expression data (ME), and DNA methylation data (DM) of breast cancer from TCGA on 2016-01-28. And we downloaded lncRNA expression data (LE) from TRANRIC database [30] . There were 379 samples shared these datasets in total. We scaled each data matrix by dividing the median element. We searched r from 50 to 250 increased by 50 and r = 200 was selected with the least collinearity of any pair columns of W and the largest mean correlation coefficients value between the original data and reconstructed data. We assigned feature i (gene, miRNA, DNA methylation, and lncRNA) to module j if the z-score of h I i exceeds a threshold T (e.g., T = 1.5). 
m is the row number of any data matrices, r is the low rank, ni is the column number of the ith data matrix, and n is the sum of ni. K is the inner iteration, and t is the iteration of the line search procedure.
As the time complexity of the inner computation of PANLS is hard to estimate, we represent it as A. PA indicates PANLS.
The average correlations of the original and reconstructed gene, miRNA, methylation, and lncRNA profiles were 0.88, 0.89, 0.87 and 0.79 respectively, indicating that the dimension reduction captures the most information of original data ( Figure 6 ). To test the vertical associations of these 200 modules, we randomly permuted modules with the same dimensions 1000 times. 161 modules have significant higher Pearson's correlation coefficients between any two of gene expression, miRNA expression, DNA methylation and lncRNA expression dimensions with P -value < 0.05.
We downloaded GO biological process terms from MSigDB (Molecular Signatures Database) [31] , and detected enriched biological processes by Fisher's exact test on member genes in gene expression view, genes directly adjacent to member DNA methylation in DNA methylation view, and target genes by member miRNA and lncRNA in these two views, respectively. 192 modules have at least one common enriched biological process with P -value < 0.05. Therefore, the genes associated with these four views are functionally homogenous. Table 7 shows 15 modules detected by JMF, which have overlapping genes between different dimensions within the same modules. However, there is little overlap between miRNA targeted genes and genes from other views. This might because miRNA usually repress gene expression, while module information identified by NMF is often superimposed with non-negative value. In module 126, CTHRC1 is the overlapping gene from all views, and CTHRC1 up-regulation is tightly associated with breast cancer carcinogenesis [32] , [33] . hsa-let-7b-5p is specific to module 126 in miRNA expression view. Moreover, hsa-let-7b has been reported to be associated with metastasis of breast cancer [34] . CTHRC1 expression has been found dramatically and aberrantly up-regulated in the vast majority of human cancers including breast cancer [35] . By integrating multi-views datasets, many functional pathways can be detected which are not detected from a singleview data. For example, module 50 tends to be enriched in "glycosaminoglycan biosynthesis keratan sulfate". Previous studies have shown that the glycosaminoglycan is strongly associated with the cell invasion and cell motility of breast cancer [36] . Therefore, JMF is an effective tool to discover synergistic mechanism in breast cancer.
Application onto real data III
In this section, we applied JMF onto a real-world multiview document clustering task. We downloaded the dataset used in a previous study [12] . There are 416 distinct news stories from BBC, Reuters and The Guardian. These news were manually annotated with one or more of the six topical labels: business, entertainment, health, politics, sport, technology. We focused on the disjoint categories and used non-overlapping annotated topic classes, which were based on dominant topic for each story. Therefore, there were three matrices with 4750 rows (words) and 313, 254, 266 columns (news) from three news sources. We constructed constraint matrices by the Pearson's correlation coefficients matrices on each view and between view data matrices. We ran each algorithm 30 times and evaluated the performance with the average value of AUC and the average time of the algorithms with the stop tolerance equaling to 10 −7 . The results demonstrate that JMF with network-regularized constraints generally have better or competitive performance than those of without. Generally, PANLS and Ne and PG show distinct better performance than MUR. Moreover, among the four update algorithms, PANLS used least time, demonstrating its superior efficiency (Figure 7 ).
CONCLUSION
We have presented a general framework for integrating prior network information with multi-view data sources simultaneously. The framework is flexible to identify multiview linked patterns or make predictions. The performance of four widely used update methods were compared for solving each subproblem of the framework. Numerical results demonstrate that a new active method PANLS proposed recently is an attractive approach with high computational speed and competitive performance on synthetic and real datasets. Moreover, more informative linked-patterns are detected by JMF through integrating multi-view data, and prior knowledge represented by network-regularized constraints distinctly improve the prediction performance. (3c) Let k ← k + 1, repeat
Step 3a-3c until k > K. 
Step 2a-2c until k > K. 
).
(3c) Let k ← k + 1, repeat Step 3a-3c until k > K. 4: Let t ← t + 1, repeat Step 2-3 until convergence criteria are satisfied.
ALGORITHM 4: Solving JMF by PANLS 1: Initialize W , H I (I = 1, 2, . . . , N ) with non-negative values, scale the columns of H I to unit norm and set the iteration index t = 0, and inner iteration K = 500. Set parameters η = 0.1, α = 1, β = 0.1, ρ = 0.5, n 1 = 2, n 2 = 1, τ = 10 −7 , and predefined tolerance tol = 10 −6 . (3e) Else if A(H I k+1 ) > A(H I k ) + n 2 , restart the conjugate gradient method with the reduced dimension I(H I k+1 ) at H I k+1 .
4: Let t ← t + 1, repeat Step 2-3 until convergence criteria are satisfied.
