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Abstract: The non-parametric estimation of covariance lies at the heart of functional data analysis,
whether for curve or surface-valued data. The case of a two-dimensional domain poses both statistical
and computational challenges, which are typically alleviated by assuming separability. However, sepa-
rability is often questionable, sometimes even demonstrably inadequate. We propose a framework for
the analysis of covariance operators of random surfaces that generalises separability, while retaining
its major advantages. Our approach is based on the additive decomposition of the covariance into a
series of separable components. The decomposition is valid for any covariance over a two-dimensional
domain. Leveraging the key notion of the partial inner product, we generalise the power iteration
method to general Hilbert spaces and show how the aforementioned decomposition can be efficiently
constructed in practice. Truncation of the decomposition and retention of the principal separable
components automatically induces a non-parametric estimator of the covariance, whose parsimony is
dictated by the truncation level. The resulting estimator can be calculated, stored and manipulated
with little computational overhead relative to separability. The framework and estimation method are
genuinely non-parametric, since the considered decomposition holds for any covariance. Consistency
and rates of convergence are derived under mild regularity assumptions, illustrating the trade-off be-
tween bias and variance regulated by the truncation level. The merits and practical performance of
the proposed methodology are demonstrated in a comprehensive simulation study.
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1. Introduction
We consider the interlinked problems of parsimonous representation, efficient estimation, and tractable ma-
nipulation of a random surface’s covariance, i.e. the covariance of a random process on a two-dimensional do-
main. We operate in the framework of functional data analysis (FDA, [18, 11]), which treats the process’s real-
izations as elements of a separable Hilbert space, and assumes the availability of replicates thereof, thus allow-
ing for nonparametric estimation. Concretely, consider a spatio-temporal process X = (X(t, s), t ∈ T , s ∈ S)
taking values in L2(T × S) with covariance kernel c(t, s, t′, s′) = Cov(X(t, s), X(t′, s′)), and induced covari-
ance operator C : L2(T × S) → L2(T × S). We assume that we have access to (potentially discretised)
i.i.d. realisations X1, . . . , XN of X, and wish to estimate c nonparametrically and computationally feasibly,
ideally via a parsimonious representation allowing for tractable further computational manipulations (e.g.
inversion) required in key tasks involving c (regression, prediction, classification).
Although the nonparametric estimation of covariance kernels is still an active field of research in FDA, it is
safe to say that the problem is well understood for curve data (i.e. functional observations on one-dimensional
domains), see [26] for a complete overview. The same cannot be said about surface-valued data (i.e., functional
observations on bivariate domains). Even though most, if not all, univariate procedures can be in theory
taken and adapted to the case of surface-valued data, in practice one quickly runs into computational and
statistical limitations associated with the dimensionality of the problem. For instance, suppose that we
observe surfaces densely at K1 temporal and K2 spatial locations. Estimation of the empirical covariance
then requires evaluations at K21K
2
2 points. Even storage of the empirical covariance is then prohibitive for
the grid sizes as small as K1 ≈ K2 ≈ 100. Moreover, statistical constraints – accompanying the necessity to
reliably estimate K21K
2
2 unknown parameters from only NK1K2 observations – are usually even tighter [1].
Due to the aforementioned challenges associated with higher dimensionality, additional structure is often
imposed on the spatio-temporal covariance as a modeling assmption. Perhaps the most prevalent assumption
is that of separability, factorizing the covariance kernel c into a purely spatial part and a purely temporal
part, i.e.
c(t, s, t′, s′) = a(t, t′) b(s, s′), t, t′ ∈ T , s, s′ ∈ S.
When data are observed on a grid, separability entails that the 4-way covariance tensor C ∈ RK1×K2×K1×K2
simplifies into an outer product of two matrices, say A ∈ RK1×K1 and B ∈ RK2×K2 . This reduces the
number of parameters to be estimated from O(K21K22 ) to O(K21 + K22 ), simplifying estimation from both
computational and statistical viewpoints. Moreover, subsequent manipulation of the estimated covariance
becomes much simpler. However, assuming separability often encompasses oversimplification and has unde-
sirable practical implications for real data [19]. Recently, several different tests for separability of space-time
functional data have been developed [1, 2, 5], which also demonstrate that separability is distinctly violated
for several data sets previously modeled as separable, mostly due to computational reasons [9, 17].
In this article, we introduce and study a decomposition allowing for the representation, estimation and
manipulation of a spatio-temporal covariance. This decomposition can be viewed as a generalization of
separability, and applies to any covariance. By truncating this decomposition, we are able to obtain the
sought computational and statistical efficiency. Our approach is motivated by the fact that any Hilbert-
Schmidt operator on a product Hilbert space can be additively decomposed in a separable manner. For
example, the covariance kernel c can be decomposed as
c(t, s, t′, s′) =
∞∑
r=1
σr ar(t, t
′) br(s, s′), (1.1)
where (σr)r≥1 is the non-increasing and non-negative sequence of scores and (ar)r≥1, resp. (br)r≥1, is an
orthonormal basis (ONB) of L2(T × T ), resp. L2(S × S). We call (1.1) the separable component decompo-
sition (SCD) of c, because the spatial and temporal dimensions of c are separated in each term. This fact
distinguishes the SCD from the eigen-decomposition of c, i.e. c(t, s, t′, s′) =
∑∞
r=1 λr er(t, s) er(t
′, s′), which
in general contains no purely temporal or purely spatial components.
The separable component decomposition (1.1) can give rise to a Principal Separable Component Analysis
(PSCA) of c, much in the same way the eigendecompostion gives rise to a Principal Component Analysis
2
(PCA) of c. The retention of a few leading components represents a parsimonious reduction generalizing
separability, but affording similar advantages. In fact, the best separable approximation discussed in [7] is
directly related to the leading term in (1.1). The subsequent components capture departures from separability,
yet still in a separable manner. We define and study estimators of c obtained by truncating its SCD, i.e. cˆ
of the form
ĉ(t, s, t′, s′) =
R∑
r=1
σˆr aˆr(t, t
′) bˆr(s, s′) (1.2)
for an appropriate choice of the degree-of-separability R ∈ N. Just as PCA is not a model, PSCA should not
be viewed as a model either: any covariance can be approximated in this way to arbitrary precision, when
R is chosen sufficiently large. On the other hand, as in PCA, the decomposition is most useful for a given
covariance when R can be chosen to be relatively low, and we explore the role of R in estimation quality and
computational tractability. Our asymptotic theory illustrates how the bias/variance of the resulting estimator
is dictated by its degree of separability rather than its degree of smoothness, a notion of parsimony that
appears to be more pertinent to the challenges of FDA for random surfaces.
To use (1.1), we must of course be able to construct it, and our starting point is an iterative (provably
convergent) algorithm for calculating the SCD of a general operator. When the algorithm is applied to the
empirical covariance estimator, an R-separable estimator of the form (1.2) is obtained. The algorithm is a
generalization of the power iteration method to arbitrary Hilbert spaces, and an operation called the partial
inner product lies at its foundation. The partial inner product is a device from quantum information theory
[20]. Similarly to the partial trace, introduced to the statistics community in [1], the partial inner product
can be used as a tool to “marginalize” covariances of functional data on multi-dimensional domains. On
finite-dimensional spaces, the partial trace is in fact a special case of the partial inner product.
The partial inner product was used implicitly by the authors of [2] and explicitly under the name ‘partial
product’ in the follow-up work [6]. These were possibly the first to consider this operation over infinite-
dimensional spaces. In another avenue of research, generalizations of separability similar to (1.2) have been
considered before. Based on the groundwork laid in [24], the authors of [3] used Lagrange multipliers to esti-
mate a covariance model similar to (1.2) with R = 2 only, and a convex relaxation of an optimization problem
with a non-convex constraint leading to a similar estimator was considered in [22]. Our approach differs from
the aforementioned references in several important aspects, which add up to the main contributions of the
present paper:
1. We introduce the separable component decomposition (SCD) for covariance operators on product
Hilbert spaces. To the best of our knowledge, this is the first mathematical discourse on such a de-
composition. This is in contrast with [3] or [22], where (1.2) is used as a modeling assumption. Also,
unlike [3] or [22], we allow for observations in general Hilbert spaces, including particularly functional
observations.
2. We place emphasis on the computational aspect, considering the mere evaluation of the empirical
covariance estimator as too expensive. We make the computationally consequential observation that
the estimator (1.2) can be calculated directly at the level of data, and the estimation complexity in
the sample size N and the grid size K is the same as for a separable model.
3. Compared to [2] or [6], who focus on testing the separability assumption, we concentrate on estima-
tion beyond the separability assumption, i.e. our aims are complementary. To do so, we provide a more
general definition of the partial inner product, yielding a simplified and more broadly applicable frame-
work. We draw analogies to certain operator decompositions and generalize the power iteration method
in order to compute these decompositions without the need to matricize or vectorize multi-dimensional
objects.
4. We provide an efficient inversion algorithm for covariances of the form (1.2), which is based on the
preconditioned conjugate gradient. As a result, we can both estimate and subsequently manipulate the
estimated covariance (e.g. use it for prediction) with ease comparable to that of a separable model.
5. We derive theoretical results on the convergence of the proposed estimator both in the case of fully
observed (either functional or multivariate) data and in the case of functional data observed on a grid.
The latter is important especially when relating statistical and computational efficiency (see point 2
3
above). Our results are genuinely nonparametric, in the sense that we make no assumptions on the
underlying covariance C.
6. Finally, we discuss the effect of R on the estimation procedure. We provide both theoretical guidance
for the choice of R, as well as practical means in the form of cross-validation strategies to automatically
select R based on the data.
The rest of the paper is organized as follows. In the upcoming section, we review some facts about product
Hilbert spaces, introduce the separable component decomposition, and revisit the power iteration method. In
Section 3, we firstly develop the partial inner product, which is a crucial operator allowing us to generalize the
power iteration method to infinite-dimensional spaces and multi-dimensional domains. Then we propose the
covariance estimator and show the benefits stemming from its structure. Convergence rates for the estimator
are provided in Section 4, while its finite-sample performance is examined via simulation study in Section 5.
Proofs of the formal statements and some additional details are postponed to the appendices.
2. Mathematical Background
2.1. Product Hilbert Spaces
We begin by summarizing some key properties of tensor product Hilbert spaces and random elements thereon
[27, 11]. Let H be a real separable Hilbert space with inner product 〈·, ·〉 and induced norm ‖ · ‖. We will
be mostly interested in L2[0, 1] equipped with the Lebesgue measure and RK equipped with the counting
measure. The discrete case of RK is more important from the computational viewpoint, covering both
multivariate data and functional data observed on a grid. In the discrete case, we use boldface letters to
denote vectors and matrices or higher-order tensors.
The Banach space of bounded linear transformations (called operators, in short) on H is denoted by
S∞(H) and equipped with the operator norm |||F |||∞ = sup‖x‖=1 ‖Fx‖. An operator F on H is compact if it
can be written as Fx =
∑∞
j=1 σj〈ej , x〉fj for some orthonormal bases (ONBs) {ej}∞j=1 and {fj}∞j=1 of H.
For p ≥ 1, a compact operator F onH belongs to the Schatten class Sp(H) if |||F |||p :=
(∑∞
j=1 σ
p
j
)1/p
<∞.
When equipped with the norm |||·|||p, the space Sp(H) is a Banach space.
Two most notable instances of these Banach spaces arise when p = 1 or p = 2. Firstly, the space S1(H)
is that of trace-class (or nuclear) operators. For F ∈ S1(H) we define its trace as Tr(F ) =
∑
j=1〈Fej , ej〉,
which does not depend on the particular choice of the ONB {ej}∞j=1 on H. Secondly, S2(H) is the space of
Hilbert-Schmidt operators. It is itself a Hilbert space with the inner product of F,G ∈ S2(H) defined as
〈F,G〉S2(H) =
∑∞
j=1〈Fej , Gej〉H, where {ej}∞j=1 is again an arbitrary ONB of H.
In the case of H = L2(E, E , µ), where (E, E , µ) is a measure space, every G ∈ S2(H) is an integral operator
associated with a kernel g ∈ L2(E × E, E ⊗ E , ν), where E ⊗ E is the product σ-algebra and ν the product
measure. Hence the space of operators and the space of kernels are isometrically isomorphic, which we write
as L2(E × E, E ⊗ E , ν) ' S2(H). For y = Gx, it holds
y(t) =
∫
E
g(t, t′)x(t′)dµ(t′).
The tensor product of two Hilbert spaces H1 and H2, denoted by H := H1⊗H2, is the completion of the
following set of finite linear combinations of abstract tensor products (c.f. [27]):{ m∑
j=1
xj ⊗ yj ; xj ∈ H1, yj ∈ H2,m ∈ N
}
, (2.1)
under the inner product 〈x1 ⊗ y1, x2 ⊗ y2〉H := 〈x1, x2〉H1〈y1, y2〉H2 , for all x1, x2 ∈ H1 and y1, y2 ∈ H2.
If {ej}∞j=1 and {fj}∞j=1 are ONBs of H1 and H2, then {ei ⊗ fj}∞i,j=1 is an ONB of H. This construction of
product Hilbert spaces can be generalized to Banach spaces B1 and B2. That is, one can define B := B1⊗B2 in
a similar way, the only difference being that the completion is done under the norm ‖x⊗y‖B := ‖x‖B1‖y‖B2 ,
for x ∈ B1 and y ∈ B2.
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Following [11, p. 76], for x and y being elements of Hilbert spaces H1 and H2, respectively, we define the
tensor product operators (x⊗1 y) : H1 → H2 and (x⊗2 y) : H2 → H1 as
(x⊗1 y) e = 〈x, e〉y, ∀ e ∈ H1,
(x⊗2 y)f = 〈y, f〉x, ∀f ∈ H2.
(2.2)
Notice the subtle difference between the symbols ⊗, ⊗1 and ⊗2. For example, the space H1⊗H2 containing
elements such as x⊗ y is isometrically isomorphic to S2(H2,H1) with the isomorphism given by Φ(x⊗ y) =
x⊗2 y. Hence x⊗ y is understood as an element of the product space, while x⊗1 y is an operator.
Following [1], for A ∈ Sp(H1) and B ∈ Sp(H2), we define A ⊗˜B as the unique operator on Sp(H1)⊗Sp(H2)
satisfying
(A ⊗˜B)(x⊗ y) = Ax⊗By , ∀x ∈ H1, y ∈ H2 . (2.3)
By the abstract construction above, we have
∣∣∣∣∣∣A ⊗˜B∣∣∣∣∣∣
p
= |||A|||p|||B|||p. In this paper, we are mostly interested
in products of spaces of Hilbert-Schmidt operators: for p = 2 and A1, A2 ∈ S2(H1) and B1, B2 ∈ S2(H2), we
have 〈A1 ⊗˜B1, A2 ⊗˜B2〉S2(H) = 〈A1, A2〉S2(H1)〈B1, B2〉S2(H2).
Remark 1. ([14]) The symbol ⊗ is commonly overused in the literature. In this paper, we use it as the symbol
for the abstract outer product [27] and try to distinguish it from ⊗1 or ⊗2. The symbol ⊗˜ also denotes an
abstract outer product, but we emphasize by the tilde that we do not see e.g. A ⊗˜B as an element of a product
Hilbert space Sp(H1) ⊗ Sp(H2), but rather as an operator acting on a product Hilbert space H = H1 ⊗H2.
This entails a permutation of the dimensions. For example, it is easy to verify from the definitions that
(x1 ⊗2 x2) ⊗˜ (y1 ⊗2 y2) = (x1 ⊗ y1)⊗2 (x2 ⊗ y2). (2.4)
The symbol ⊗ is also commonly used in linear algebra for the Kronecker product, which we denote by ⊗K
here. The following relation between the Kronecker product and the abstract outer product holds in the case
of finite dimensional spaces:
vec((A ⊗˜B)X) = (B> ⊗K A)x, (2.5)
where x = vec(X) is the vectorization of matrix X, and vec(·) is the vectorization operator (c.f. [23]).
With these background concepts in place, the definition of separability can be phrased as follows:
Definition 1 (Separability). Let H1 and H2 be separable Hilbert spaces and H := H1 ⊗ H2. An operator
C ∈ Sp(H) is called separable if C = A ⊗˜B for some A ∈ Sp(H1) and B ∈ Sp(H2).
When A and B are integral operators with kernels a = a(t, t′) and b = b(s, s′), respectively, the kernel
of C = A ⊗˜B is given by c(t, s, t′, s′) = a(t, t′)b(s, s′). In words, separability manifests itself on the level of
kernels as factorization.
2.2. The Separable Component Decomposition
Let X be a random element of a separable Hilbert space H with E‖X‖2 < ∞. Then, the mean m = EX
and the covariance C = E[(X −m) ⊗ (X −m)] are well defined (see [11], the expectations are understood
as integrals in the Bochner sense). The covariance operator is trace-class and positive semi-definite, which
we denote as C ∈ S+1 (H). In the case of H = L2([0, 1]2), the covariance operator is related to the covariance
kernel c = c(t, s, t′, s′) via
(Cf)(t, s) =
∫ 1
0
∫ 1
0
c(t, s, t′, s′)f(t′, s′)dt′ds′ .
The kernel c is continuous, for example, if X is a mean-square continuous process with continuous sample
paths (the latter is needed for X to be a random element of L2([0, 1]2)). In that case, c(t, s, t′, s′) = E[X(t, s)−
EX(t, s)][X(t′, s′)− EX(t′, s′)].
In this paper, a covariance C is viewed as a Hilbert-Schmidt operator. The following four spaces are
isometrically isomorphic, and thus the covariance C of a random element X ∈ H1 ⊗H2 can be regarded as
an element of any of these, each of which leads to different perspectives on potential decompositions:
H1 ⊗H2 ⊗H1 ⊗H2 ' S2(H1 ⊗H2) ' S2(H2 ⊗H2,H1 ⊗H1) ' S2(H1)⊗ S2(H2).
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If we consider C ∈ S2(H1 ⊗H2), we can write its eigendecomposition as
C =
∞∑
j=1
λjgj ⊗ gj , (2.6)
where λ1 ≥ λ2 ≥ . . . are the eigenvalues and {gj} ⊂ H1 ⊗ H2 are the eigenvectors, forming an ONB of
H1 ⊗ H2. On the other hand, if we consider C ∈ S2(H2 ⊗ H2,H1 ⊗ H1), we can write its singular value
decomposition (SVD) as
C =
∞∑
j=1
σjej ⊗2 fj , (2.7)
where σ1 ≥ σ2 ≥ . . . ≥ 0 are the singular values, and {ej} ⊂ H1 ⊗H1 and {fj} ⊂ H2 ⊗H2 are the (left and
right) singular vectors, forming ONBs of H1 ⊗H1 and H2 ⊗H2, respectively. Note that C is not self-adjoint
in this case; {ej} are the eigenvectors of CC>, {fj} are the eigenvectors of C>C, and {σ2j } are eigenvalues of
both CC> and C>C. We deliberately write C instead of C whenever the covariance is understood as something
other than a self-adjoint element of S2(H1 ⊗H2).
If we consider C ∈ S2(H1)⊗ S2(H2), the decomposition (2.7) can be re-expressed as
C =
∞∑
j=1
σjAj ⊗Bj , (2.8)
where σ1 ≥ σ2 ≥ . . . ≥ 0 are the same as before, and {Aj} ⊂ S2(H1) and {Bj} ⊂ S2(H2) are isomorphic
to {ej} and {fj}, respectively. Finally, the expression (2.8) can be written down for (the self-adjoint version
of) C ∈ S2(H1 ⊗H2) using the symbol defined in (2.3) as
C =
∞∑
j=1
σjAj ⊗˜Bj . (2.9)
We will refer to (2.9) as the Separable Component Decomposition (SCD) of C. On the level of kernels,
the SCD corresponds to (1.1). We will also refer to the σj ’s as the separable component scores. One can
verify using (2.4) that the eigendecomposition (2.6) and the SCD (2.9) are two different decompositions of
the same element C ∈ S2(H1 ⊗H2). If all but R ∈ N separable component scores in (2.9) are zero, we say
that the degree-of-separability of C is R and write DoS(C) = R. In this case, we also say in short that C is
R-separable. If C does not necessarily have a finite degree-of-separability, but we truncate the series at level
R yielding CR :=
∑R
j=1 σjAj ⊗˜Bj for some R ∈ N, we call CR the best R-separable approximation of C,
because
CR = arg min
G
|||C −G|||22 s.t. DoS(G) ≤ R. (2.10)
It may be tempting to find an analogy between the degree-of-separability and the rank of an operator,
which is defined as the number of non-zero eigenvalues in (2.6). But, as will soon become clear (see Lemma
2), there is no simple relationship between these two. In particular, C can be of infinite rank even if it is
1-separable. On the other hand, C has degree-of-separability R = 1 if and only if C is separable according
to Definition 1. In that case, we simply call C separable instead of 1-separable.
2.3. The Power Iteration Method
With the aim of constructing the separable component decomposition at the level of generality presented in
the previous section, we first review calculation of eigenvalues and eigenvectors of matrices. Generally, the
eigendecomposition of a matrix M ∈ Rm×m can only by approximated numerically, and one of the basic
methods for calculation of the leading eigenvector is the power iteration method described by the following
recurrence relation:
v(k+1) =
Mv(k)
‖Mv(k)‖2 , k = 0, 1, . . . ,
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where v(0) is an initial guess. Provided M is diagonalizable, the leading eigenvalue is unique, and v(0) is not
orthogonal to the leading eigenvector, the sequence {v(k)}∞k=1 converges to the leading eigenvector linearly
with rate given by the spacing between the eigenvalues (cf. [23]). Once the leading eigenvector v1 is found,
the leading eigenvalue is obtained as λ1 := v
>
1 Mv1, and the subsequent eigenvector is found via power
iteration applied to the deflated matrix M − λ1v1v>1 . The procedure resumes similarly until the desired
number of leading eigenvalue-eigenvector pairs are found.
Assume now that M ∈ Rm×n and we are interested in finding its singular value decomposition (SVD).
Since the right singular vectors of M are eigenvectors of M>M, they can be found via the power iteration
method applied to M>M. Similarly the left singular vectors can be found by decomposing MM>. In practice,
neither of the matrix products is formed, and the power iteration is carried out instead by alternating between
the two following sequences for k = 1, 2, . . .:
u(k+1) =
Mv(k)
‖Mv(k)‖2 , v
(k+1) =
M>u(k+1)
‖M>u(k+1)‖2 ,
which is equivalent to alternation between the two power iteration schemes on M>M and MM>, respectively.
One can also view the power iteration method as an alternating least squares (ALS) algorithm. Due to
the Eckart-Young-Minsky theorem, the leading principal subspace of M is the solution to the following least
squares problem:
arg min
u∈Rm,v∈Rn
‖M− uv>‖2F .
The ALS algorithm fixes v and solves for u, which is immediately chosen as Mv, and then fixes u and
sets v = M>u. The two steps are iterated until convergence. It is clear that this corresponds to the power
iteration method, once standardization is incorporated.
The reason not to explicitly form the matrix products M>M and MM> is the following. If m  n (or
vice versa), one of the matrix products will be much larger than M itself. For the same reason [13], the
eigenvectors of the sample covariance matrix ĈN =
1
N X˜
>X˜, where X ∈ RN×p is the data matrix with the
N observed vectors of size p in its rows and X˜ is its column-centered version, are calculated via the SVD
of X˜ instead of the eigendecomposition of ĈN . Namely, in the case of the empirical covariance, the power
iteration can be performed at the level of the data. This is particularly useful in high-dimensional statistics,
where p  N , or when the observations live on multi-dimensional domains, as is the case in the following
example.
Example 1. Let X1,X2, . . . ,XN ∈ RK×K be independent realizations of a random matrix-valued variable
X ∈ RK×K with a zero mean. We want to estimate the modes of variation of X, i.e. to calculate the
eigensurfaces of ĈN =
1
N
∑N
n=1 Xn ⊗Xn. If ĈN ∈ RK×K×K×K was explicitly formed, a single step of the
power iteration method would take O(K4) operations. On the other hand, note that if V(k)1 is the k-th step
approximation of the leading eigensurface V1, then we have
ĈNV
(k)
1 =
1
N
N∑
n=1
〈Xn,V(k)1 〉Xn, (2.11)
which can be calculated instead in O(NK2) operations. The difference is considerable already if K ≈ N .
Moreover, the same is true for the memory requirements.
Notice the slight ambiguity in the previous example, especially in the left-hand side of equation (2.11).
Since ĈN is a tensor of order 4, it is not immediately clear how it should be applied to a matrix V
(k)
1 ,
and whether this leads to the right-hand side of (2.11). One could vectorize the observations (i.e. define
xn := vec(Xn) ∈ RK2 , n = 1, . . . , N) and work with the vectors instead. Then ĈN would be matricized into
mat(ĈN ) ∈ RK2×K2 , V(k)1 would be replaced by a vector v(k)1 , and equation (2.11) would turn into
mat(ĈN )v
(k)
1 =
1
N
N∑
n=1
xnx
>
nv
(k)
1 .
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The right-hand side of the previous formula becomes the right-hand side of (2.11) after matricization.
In the following section, we develop an operator, which will allow us to generalize the power iteration
method to both continuous and multi-dimensional domains, without the need to ever vectorize or matricize
the objects at hand.
3. Methodology
3.1. Partial Inner Product and Generalized Power Iteration
Recall the tensor product operators defined in (2.2). The symbols ⊗1 and ⊗2 themselves can be understood
as mappings:
⊗1 : [H1 ×H2]×H1 → H2,
⊗2 : [H1 ×H2]×H2 → H1.
We develop the partial inner products T1 and T2 by extending the definition of the tensor product operators
⊗1 and ⊗2 from the Cartesian product space H1 ×H2 in the previous equations to the richer outer product
space H1 ⊗ H2. This is straightforward in principle, because the finite linear combinations of the elements
of H1 ×H2 are by definition dense in H1 ⊗H2.
Definition 2. Let H = H1 ⊗ H2. The partial inner products are the two unique bi-linear operators T1 :
H×H1 → H2 and T2 : H×H2 → H1 defined by
T1(x⊗ y, e) = (x⊗1 y)e, x, e ∈ H1, y ∈ H2,
T2(x⊗ y, f) = (x⊗2 y)f, x ∈ H1, y, f ∈ H2.
The definition includes the claim of uniqueness of the partial inner products, which needs to be discussed.
Consider a fixed element G from the set (2.1), which is dense in H1 ⊗H2, i.e. let G =
∑m
j=1 xj ⊗ yj . Then,
for e ∈ H1 and f ∈ H2, we have
〈e, T2(G, f)〉H1 =
〈
e,
m∑
j=1
〈yj , f〉H2xj
〉
H1 =
m∑
j=1
〈xj , e〉H1〈yj , f〉H2 =
m∑
j=1
〈xj ⊗ yj , e⊗ f〉H = 〈G, e⊗ f〉H.
Choosing T2(G, f) for e in the previous equation, we obtain from the Cauchy-Schwartz inequality that
‖T2(G, f)‖2H1 = 〈T2(G, f), T2(G, f)〉H1 = 〈G,T2(G, f)⊗ f〉H ≤ ‖G‖H‖T2(G, f)‖H1‖f‖H2 . (3.1)
Hence ‖T2(G, f)‖H1 ≤ ‖G‖H‖f‖H2 . Therefore, T2(·, f) can be continuously extended from the set (2.1) to
the whole space H, and the uniqueness holds true.
Example 2. Let H1 = Rm, H2 = Rn, u ∈ Rm, and v, y ∈ Rn. Let us denote G = u⊗ v = uv> ∈ Rm×n =
Rm ⊗ Rn. By definition, we have
T2(G, y) = 〈v, y〉u = v>yu = Gy.
Since matrix-vector multiplication is a bi-linear operator, it follows from the uniqueness proven above that the
partial inner product is nothing else (with this particular choice of spaces) than matrix-vector multiplication.
Thus T2(G, y) = Gy holds for any G ∈ Rm×n. Similarly, for x ∈ H1, we have T1(G, x) = G>x.
We now show that the partial inner product has an explicit integral representation on any L2 space.
Proposition 1. Let H1 = L2(E1, E1, µ1), H2 = L2(E2, E2, µ2), and g ∈ H1 ⊗ H2, v ∈ H2. If we denote
u = T2(g, v), then
u(t) =
∫
E2
g(t, s)v(s)dµ2(s). (3.2)
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Note that the proposition covers Example 2 for a suitable choice of the Hilbert spaces. From the compu-
tational perspective, the four-dimensional discrete case is the most important one. Hence we state it as the
following corollary.
Corollary 1. Let K1,K2 ∈ N, H1 = RK1×K1 , H2 = RK2×K2 . Let G ∈ H1 ⊗H2 =: H and V ∈ H2. If we
denote U = T2(G,V), we have
U[i, j] =
K2∑
k=1
K2∑
l=1
G[i, j, k, l]V[k, l], ∀i, j = 1, . . . ,K1. (3.3)
Remark 2. Definition 2 is more general than the respective definitions provided by [2, 6]. Still, the partial
inner product can be defined to work with arbitrary dimensions. For J ⊂ {1, . . . , d}, let
H = H1 ⊗ . . .⊗Hd =
d⊗
j=1
Hj , HJ :=
⊗
j∈J
Hj , H−J :=
⊗
j /∈J
Hj .
We can define TJ : H×HJ → H−J to be the unique bi-linear operator such that
TJ(X ⊗ Y,A) = 〈X,A〉HJY, ∀A,X ∈ HJ ,∀Y ∈ H−J .
Note that H1⊗H2 is isomorphic to H2⊗H1 with the isomorphism given by Φ(x⊗y) = y⊗x, ∀x ∈ H1, y ∈ H2,
and the same holds for products of multiple spaces. Hence we can always permute dimensions as we wish.
Thus we can w.l.o.g. assume that J = {1, . . . , d′} for some d′ < d. Proving uniqueness is now the same as it
was in the case of Definition 2, and Proposition 1 can be generalized to multiple dimensions as well.
We can now go back to Example 1 and see that the tensor-matrix product in equation (2.11) can be written
as T{3,4}(ĈN ,V
(k)
1 ). However, this level of generality will not be needed. We will stick to Definition 2, and
write the tensor-matrix product in (2.11) as T2(ĈN ,V
(k)
1 ) with a proper choice of the Hilbert spaces for
Definition 2.
The following lemma explores some basic properties of the partial inner product.
Lemma 1. Let C ∈ S2(H1 ⊗H2), W1 ∈ S2(H1) and W2 ∈ S2(H2). Then the following claims hold.
1. If C is separable, i.e. C = A ⊗˜B, then T2(C,W2) = 〈B,W2〉A and T1(C,W1) = 〈A,W1〉B.
2. If C,W1 and W2 are positive semi-definite (resp. self-adjoint), then T2(C,W2) and T1(C,W1) are also
positive semi-definite (resp. self-adjoint).
3. If H1 = L2(E1, E1, µ1) and H2 = L2(E2, E2, µ2) and the kernels of C, W1 and W2 are non-negative
(resp. stationary, resp. banded), then the kernels of T2(C,W2) and T1(C,W1) are also non-negative
(resp. stationary, resp. banded).
Part 1 of Lemma 1 exemplifies why operators T1 and T2 are called partial inner products. One can also
see this directly from Definition 2. If the covariance is not exactly separable, the partial inner product is at
the basis of the algorithm for finding a separable proxy to the covariance. The necessity to choose (correctly
scaled) weights W1 and W2 is bypassed via an iterative procedure.
Proposition 2. For C ∈ H1 ⊗ H2, let C =
∑∞
j=1 σjAj ⊗ Bj be a decomposition such that |σ1| > |σ2| ≥
|σ3| ≥ . . . and {Aj} is an ONB in H1 and {Bj} is an ONB in H2. Let V (0) ∈ H2 be such that ‖V (0)‖ = 1
and 〈B1, V (0)〉 > 0. Then the sequences {U (k)} and {V (k)} formed via the recurrence relation
U (k+1) =
T2(C, V
(k))
‖T2(C, V (k))‖ , V
(k+1) =
T1(C,U
(k+1))
‖T1(C,U (k+1))‖
converge to A1 and B1, respectively. The convergence speed is linear with the rate given by the spacing between
σ1 and σ2.
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Algorithm 1 Power iteration method to find the principal separable components on a general Hilbert space.
Input C ∈ S2(H1 ⊗H2), initial guesses A1, . . . , AR ∈ H1 ⊗H1
for r=1,. . . ,R
C˜ := C −
r−1∑
j=1
σjAj ⊗˜Bj
repeat
Br := T1(C˜, Ar)
Br := Br/‖Br‖
Ar := T2(C˜, Br)
σr := ‖Ar‖
Ar := Ar/σr
until convergence
end for
Output σ1, . . . , σR, A1, . . . , AR, B1, . . . BR
The assumption 〈B1, V (0)〉 > 0 in the previous proposition can be weakened to 〈B1, V (0)〉 6= 0. In that
case, the sequences do not necessarily converge, but all limit points span the appropriate spaces. The proof
is similar, except for some care taken at the level of the signs. The sign ambiguity is caused by the fact that
the separable components are (even in the case of non-zero spacing between the scores {σj}) unique only up
to the sign.
Example 3. In the previous proposition, let H1 = S2(H′1) and H2 = S2(H′2) for some Hilbert spaces H′1,H′2.
Then C is the covariance operator of a random element X ∈ H′1 ⊗H′2, and the previous proposition shows
that the separable proxy to C, i.e. a solution to
arg min
A∈H′1⊗H′1,B∈H′2⊗H′2
‖C −A ⊗˜B‖22, (3.4)
can be found via the power iteration method, consisting of a series of partial inner products.
Let in the previous proposition be H1 = H′1 ⊗ H′2 and H2 = H′1 ⊗ H′2 for some Hilbert spaces H′1,H′2.
Then C is still (isometric to) the covariance operator of a random element X ∈ H′1 ⊗ H′2, only this time
viewed as an element of a different, probably more natural space. Hence the SVD in Proposition 2 is in fact
the eigendecomposition here. The previous proposition shows that the leading eigenvalue-eigenvector pair, i.e.
the solution to
arg min
e1∈H′1⊗H′2
‖C − ej ⊗ ej‖22
can be found via the power iteration method, consisting of a series of partial inner products.
As already discussed, the power iteration method can be performed in an arbitrary Hilbert space, and it
can be used to find the best separable approximation of a covariance operator C. In the present paper, we
expand our attention beyond separability (3.4), to the solution of (2.10) with R ∈ N, i.e. searching for the
best R-separable approximation. This optimisation problem can be solved via Algorithm 1, which contains
subsequent search for R separable components, deflating the covariance matrix for every previously found
component, and standardizing the components to have norm one.
Remark 3. 1. In the case of H1 = Rm and H2 = Rn, a similar problem was studied by the authors of
[24], who showed that the solution to the optimization problem
arg min
A∈Rm×m,B∈Rn×n
‖C−A ⊗˜B‖2F (3.5)
can be found as the leading singular subspace of a suitable permutation of mat(C), i.e. the matricization
of C (see [23]). When this leading singular subspace is found via power iteration, a single step is given by
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the partial inner product and the algorithm provided as Framework 2 in [24] corresponds to Algorithm
1 for R = 1. Indeed, it is straightforward to verify that the element-wise formulas provided in [24]
correspond to (3.3).
2. A notable portion of [24] was devoted to proving that if C ∈ S2(H1⊗H2) has a certain property (one of
those discussed in Lemma 1), then the leading eigenvectors A1 and B1 retain that property ([24] only
discuss this in the discrete case). Owing to the generality of our partial inner product definition, this can
be argued quite simply on the algorithmic basis. By Proposition 2, the power iteration method converges
to A1 and B1 regardless of the starting point (as long as the starting point is not orthogonal to the
solution). Consider the starting point satisfying the property in question. This is particularly simple
if the property in question is positive semi-definiteness, because two positive semi-definite operators
cannot be orthogonal in the Hilbert-Schmidt inner product. Then by Lemma 1, the algorithm will never
leave the closed subset defined by the property in question (note that e.g. positive semi-definitness does
not characterize a closed subspace, but it still designates a closed subset), and hence the limit of the
power iteration method will also have this property.
3. The authors of [2] claim it is hard to find the minimum of (3.4) in a general Hilbert space, and hence
they settle on a procedure which can be translated as stopping the power iteration method after just
two iterations. Under the null hypothesis of [2], i.e. when C is separable, a single iteration suffices,
because the power iteration will converge in one step provided the truth is exactly separable. Under the
alternative, a second step is needed to alleviate the dependency of the asymptotic limit on the starting
point of the power iteration. However, the true minimizer of (3.4) is, in fact, obtainable via power
iteration, and we focus on this minimizer.
3.2. Estimation
Let X1, . . . , XN be i.i.d. elements in H1 ⊗H2, and R ∈ N be given (the choice of R will be discussed later).
We propose the following estimator for the covariance operator:
ĈR,N = arg min
G
∣∣∣∣∣∣∣∣∣ĈN −G∣∣∣∣∣∣∣∣∣2
2
s.t. DoS(G) ≤ R,
where ĈN = N
−1∑N
n=1(Xn − X¯) ⊗ (Xn − X¯) is the empirical covariance. The estimator ĈR,N is the best
R-separable approximation to the empirical covariance ĈN . This leads to an estimator of the form
ĈR,N =
R∑
r=1
σ̂rÂr ⊗˜ B̂r, (3.6)
where σ̂1, . . . , σ̂R, Â1, . . . , Âr, B̂R, . . . B̂R are the output of Algorithm 1 applied to the empirical covariance
estimator ĈN as the input.
The key observation here is that the partial inner product operations required in Algorithm 1 can be
carried out directly on the level of the data, without the need to explicitly form or store the empirical
covariance estimator ĈN . In the discrete case, for example, it is straightforward to verify from Corollary 1
that
T1(ĈN ,A) =
1
N
N∑
n=1
T1(Xn ⊗Xn,A) = 1
N
N∑
n=1
X>nAXn,
T2(ĈN ,B) =
1
N
N∑
n=1
T2(Xn ⊗Xn,B) = 1
N
N∑
n=1
XnBX
>
n .
(3.7)
For the remainder of Section 3, we assume the data are observed as matrices, i.e. X1, . . . ,XN ∈ RK1×K2 .
Then the covariance C and the estimator ĈR,N of (3.6) are also discrete, namely C, ĈR,N ∈ RK1×K2×K1×K2 .
Recall that we use boldface to emphasize discrete objects, and assume for simplicity K1 = K2 =: K. In
the theoretical development of Section 4, we differentiate between multivariate data and functional data
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Fig 1: Eigenvalues (left) and separable component scores (right) of the covariance from Example 4 and Section 5.1.
observed on a dense grid (of size K ×K), the latter being our primary interest. But for now, the distinction
is immaterial: we only assume we are in the discrete case to exemplify the computational benefits of the
partial inner product.
Comparing equations (3.7) to (2.11), one can notice that computing a single separable component of C
is slightly more expensive than computing a single eigenvalue-eigenvector pair, by a factor of the grid size
K. This modest computational overheard is paid in the hope that the (approximate) degree-of-separability
of C is often smaller than the (approximate) rank of C, leading to statistical savings, and potentially also
computational savings, depending on the grid size. The following example provides an illustration.
Example 4. Consider the Irish Wind data set of [10]. The data set was modeled with a separable covariance
structure at first, before the authors of [8, 9] argued that separability has hardly justifiable practical conse-
quences for this data set. Later, separability was formally rejected by a statistical test in [2]. A non-separable
parametric covariance model was developed specifically for the Irish Wind data in [8]. We consider the fitted
parametric covariance model as the ground truth C (see Appendix D for a full specification). We plot the
eigenvalues of C (evaluated on a 50 × 50 grid in [0, 20]2 domain) and the separable component scores of C
(evaluated on the same grid) in Figure 1. While C is clearly not low-rank (Figure 1, left), it is approximately
of very low degree-of-separability (Figure 1, right). We will return to this particular covariance in Section
5.1 and show that choices R = 2 or R = 3 lead to very good approximations of C.
The immense popularity of the separability assumption stems from the computational savings it entails.
While our model can be estimated (note that the convergence rate of the generalized power iteration method
is linear) and stored with the same costs as the separable model (times R, of course), its subsequent ma-
nipulation requires further investigation. In the following section, we discuss how to numerically invert an
R-separable covariance (3.6) without explicitly evaluating it.
3.3. Inversion and Prediction
In this section, we are interested in solving a linear system
ĈR,NX = Y, (3.8)
where ĈR,N ∈ RK×K×K×K is our R-separable estimator of equation (3.6) (the estimator being boldfaced
refers to the fact it is a discrete estimator – for the case of discretely observed data – but the form of the
estimator remains the same). This linear system needs to be solved for the purposes of prediction or kriging,
among other tasks.
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The linear system (3.8) can be naively solved in O(K6) operations, which is required for a general C.
However, if we had R = 1, i.e. ĈR,N was separable, the system would be solveable in just O(K3) operations.
These huge computational savings are one of the main reasons for the immense popularity of the separability
assumption. In the case of the R > 1, we will not be able to find an explicit solution, but the iterative
algorithm we develop here will be substantially faster than the O(K6) operations needed for a general C.
To this end, the crucial observation is that ĈR,N can be applied in O(K3) operations:
ĈR,NX =
R∑
r=1
σ̂rÂrXB̂r. (3.9)
To this end, it can be verified that (A ⊗˜B)X = AXB for B self-adjoint either directly from the definitions,
or from the connection with the Kronecker product (cf. Remark 1). So, we can rewrite the linear system
(3.8) as
σ̂1Â1XB̂1 + . . .+ σ̂RÂRXB̂R = Y.
A system of this form is called a linear matrix equation and it has been extensively studied in the field of
numerical linear algebra, see [16] and the numerous references therein. Even though there exist provably
convergent specialized solvers (e.g. [28]), the simple preconditioned conjugate gradient (PCG) method [21]
is the method of choice when ĈR,N is symmetric and positive semi-definite, which is exactly our case.
The conjugate gradient (CG) method works by iteratively applying the left hand side of the equation to a
gradually updated vector of residuals. In theory, there can be up to O(K2) iterations needed, which would
lead to O(K5) complexity. In practice, the algorithm is stopped much earlier; how early depends on the
properties of the spectrum of the left hand side, which can be improved via preconditioning. We refer the
reader to [21] for the definitive exposition of CG.
The usage of a preconditioner P = VV> can be thought of as applying the standard conjugate gradient to
the system C˜X˜ = Y˜ with C˜ = V−1ĈR,N (V−1)>, X˜ = V>X and Y˜ = V−1Y. In our case, P = σ̂1Â1 ⊗˜ B̂1
is a natural preconditioner, whose square-root V can be both obtained and applied easily due to the following
lemma.
Lemma 2. Let A ∈ Sp(H1) and B ∈ Sp(H2) are self-adjoint with eigenvalue-eigenvector pairs {(λj , ej)}
and {(ρj , fj)}. Then A ⊗˜B is self-adjoint with eigenvalue-eigenvector pairs {(λiρj , ei ⊗ fj)}∞i,j=1.
We choose P = σ̂1Â1 ⊗˜ B̂1 as the preconditioner, because σ̂1Â1 ⊗˜ B̂1 is the leading term in ĈR,N . The
more dominant the term is in ĈR,N , the flatter the spectrum of V
−1ĈR,N (V−1)> is, and the fewer iterations
are needed. This is a manifestation of a certain statistical-computational trade-off. The R-separable model
can in theory fit any covariance C, when R is taken large enough. However, the more dominant the leading
(separable) term is, the better computational properties we have, see Section 5.2.
It remains to address the existence of a solution to the linear system (3.8). Note that we cannot guarantee
that ĈR,N is positive semi-definite. Lemma 1 says that Â1 and B̂1 are positive semi-definite, and they will
typically be positive definite for N sufficiently large (when ĈN is positive definite). But ĈN − Â1 ⊗˜ B̂1 is
necessarily indefinite, and hence we cannot say anything about the remaining terms. However, ĈR,N is a
consistent estimator of the true C for sufficiently large values of R (see Section 4 for a discussion on the rate
of convergence of this estimator depending on R). So, for a large enough sample size and appropriate values
of R, ĈR,N cannot be far away from positive semi-definiteness. To eliminate practical anomalies, before we
develop an inversion algorithm, we will positivize the estimator. Doing this is also computationally feasible,
as discussed below.
Due to (3.9), the power iteration method can be used to find the leading eigenvalue λmax of ĈR,N in
O(K3) operations. We can then find the smallest eigenvalue λmin of ĈR,N by applying the power iteration
method to λmaxI − ĈR,N , where I ∈ RK1×K2×K1×K2 is the identity. Subsequently, if λmin < 0, we can
perturb ĈR,N to obtain its positive semi-definite version:
Ĉ+R,N = ĈR,N + (− λmin)I, (3.10)
where  ≥ 0 is a potential further regularization.
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The positivized estimator Ĉ+R,N is (R+ 1)-separable, so it can still be approached in the same spirit, with
one exception. If the inverse problem is ill-conditioned and regularization is used, the preconditioner discussed
above is no longer effective, since A1 or B1 may not be invertible. In this case, we use the preconditioner
P = σ̂1Â1 ⊗˜ B̂1 + ( − λmin)I, whose eigenvectors are still given by Lemma 2 and eigenvalues are simply
inflated by − λmin. This is a preconditioning via the discrete Stein’s equation, see [14].
The effectiveness of the proposed inversion algorithm is demonstrated in Section 5.1. We stress here that
the potential need to regularize an estimator of a low degree-of-separability arises in a very different way
from the necessity to regularize a (more typical) low-rank estimator. When the truncated eigendecomposition
is used as an estimator, the spectrum is by construction singular and regularization is thus necessary for
the purposes of prediction. Contrarily, when an estimator of low degree-of-separability is used, the spectrum
of the estimator mimics that of C more closely. If C itself is well-conditioned, there may be no need to
regularize, regardless of what degree-of-separability R is used as a cut-off. However, in the case of functional
data observed on a dense grid, regularization may be necessary due to the spectral decay of C itself.
As an important application, we use the R-separable estimator ĈR,N =
∑R
r=1 σ̂rÂr ⊗˜ B̂r to predict the
missing values of a datum X ∈ RK1×K2 . In the case of a random vector, say vec(X), such that
vec(X) =
(
vec(X)1, vec(X)2
)> ∼ (0,(Σ11 Σ12
Σ12 Σ22
))
,
where vec(X)1 is missing and vec(X)2 is observed, the best linear unbiased predictor (BLUP) of vec(X)1
given vec(X)2 is calculated as
v̂ec(X)1 = Σ12Σ
−1
22 vec(X)2. (3.11)
The goal here is to show that this BLUP is calculable within the set computational limits, which prevents
us from naively vectorizing X, as above, and using the matricization of ĈR,N in place of Σ.
Assume initially that an element X is observed up to whole columns indexed by the set I and whole rows
indexed by the set J . We can assume w.l.o.g. that I = {1, . . . ,m1} and J = {1, . . . ,m2} (otherwise we can
permute the rows and columns to make it so). Denote the observed submatrix of X as Xobs. If the covariance
of X is R-separable, so is the covariance of Xobs, specifically
Cov(Xobs) =
R∑
r=1
σrAr,22 ⊗˜Br,22,
where Ar,22 (resp. Br,22) are the bottom-right sub-matrices of Ar (resp. Br) of appropriate dimensions. Hence
the inversion algorithm discussed above can be used to efficiently calculate Σ−122 vec(X)2 in equation (3.11).
It remains to apply the cross-covariance Σ12 to this element. It is tedious (though possible) to write down
this application explicitly using the structure of ĈR,N . Fortunately, it is not necessary, because z = Σ12y
can be calculated as (
z
?
)
=
(
Σ11 Σ12
Σ12 Σ22
)(
0
y
)
, (3.12)
so we can apply the entire ĈR,N to Σ
−1
22 vec(X)2 enlarged to the appropriate dimensions by the suitable
adjunction of zeros.
If an arbitrary pattern Ω in X is missing (i.e. Ω is a bivariate index set), we make use of the previous trick
also when calculating Σ−122 vec(X)2. The PCG algorithm discussed above only requires a fast application of
Σ22. This can be achieved by applying the whole ĈR,N to X˜, where
X˜[i, j] =
{
X[i, j] for (i, j) ∈ Ω,
0 for (i, j) /∈ Ω.
The same trick can be used to apply the cross-covariance to the solution of the inverse problem. Hence the
BLUP can be calculated efficiently for an arbitrary missing pattern in X.
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3.4. Degree-of-separability Selection
Given R ∈ N, we have demonstrated how to construct and invert an R-separable proxy of the covariance,
based on i.i.d. observations. It now remains to discuss how to choose the degree-of-separability R. Recall
that we do not assume that the covariance in question is R-separable per se, so there is no “correct” choice
of R. In this context, R can be seen as governing the effective number of parameters being estimated from
the data (the “degrees of freedom”, see Remark 4). So, one can seek a positive integer R that minimizes the
mean squared error
E
∣∣∣∣∣∣∣∣∣ĈR,N −C∣∣∣∣∣∣∣∣∣2
2
. (3.13)
The underlying bias-variance trade-off is precisely the reason why small values of R can lead to improved
mean squared error compared to the empirical covariance estimator.
To determine an empirical surrogate of (3.13) and devise a CV strategy, note first that
E
∣∣∣∣∣∣∣∣∣ĈR,N −C∣∣∣∣∣∣∣∣∣2
2
= E
∣∣∣∣∣∣∣∣∣ĈR,N ∣∣∣∣∣∣∣∣∣2
2
− 2E〈ĈR,N ,C〉+ |||C|||22.
Of the three terms on the right-hand side of the previous equation, the final term does not depend on R and
hence it does not affect the minimization. The first term can be unbiasedly estimated by
∣∣∣∣∣∣∣∣∣ĈR,N ∣∣∣∣∣∣∣∣∣2
2
, and it
remains to estimate the middle term. Denote by Ĉ
(j)
R,N−1 the R-separable estimator constructed excluding
the j-th datum Xj . Due to independence between samples, we have
E〈Xj , Ĉ(j)R,N−1Xj〉 = E〈Ĉ(j)R,N−1,Xj ⊗Xj〉 = 〈EĈ(j)R,N−1,EXj ⊗Xj〉 = E〈ĈR,N , C〉,
and hence the quantity N−1
∑N
j=1〈Xj , Ĉ(j)R,N−1Xj〉 is an unbiased estimator of E〈ĈR,N ,C〉. In summary, a
CV strategy is to choose R as
arg min
R
∣∣∣∣∣∣∣∣∣ĈR,N ∣∣∣∣∣∣∣∣∣22 − 2N
N∑
j=1
〈Xj , Ĉ(j)R,N−1Xj〉
 . (3.14)
This procedure corresponds to leave-one-out CV, which is computationally prohibitive. In practice, we per-
form, for example, a 10-fold CV, as explained in [15].
The choice (3.14) is inspired by analogy to the classical cross-validated bandwidth selection scheme in
kernel density estimation [25]. The typical CV scheme for PCA (e.g. [13]) is based on finding a low-dimensional
plane fitting the data cloud well, the low-dimensional plane being tied to the principal components. Such a
scheme is not applicable for PSCA, because it degenerates: the first separable component alone might very
well span the whole ambient space, thus projecting a datum on a subspace generated by a varying number
of principal separable components will not be informative. A different CV strategy that can be adopted is
based on prediction, and we discuss it next.
For a fixed j, we split the observation Xj randomly into Xj,obs and Xj,miss and calculate Ĉ
(j)
R,N−1. Then
we use Xj,obs and Ĉ
(j)
R,N−1 to predict Xj,miss as described in Section 3.3 and compare this prediction to the
truth (Xj,miss was actually observed in this case) in terms of the mean squared error. This can be done for
every j ∈ {1, . . . , N}, i.e. for every datum separately, and the prediction errors can be averaged. Doing this
for different degrees-of-separability and choosing R, which leads to the smallest average prediction error,
naturally leads to such an estimator of the covariance, which is suitable for prediction. Again, in practice,
we aim for computational efficiency and split the data set into, say, 10 folds. We use all but the l-th fold to
estimate the R-separable covariance, and then use this covariance for prediction on the l-th fold, where we
hold out a random pattern (discussed below) of every single observation. We note that it makes sense to hold
out multiple random patterns for every observation, because the computational bottleneck is the estimation
of the R-separable covariance; the prediction step is quite fast. The latter fact is ensured by the choice of the
hold-out pattern. We hold out a random subset of approximately one half of both the rows and the columns.
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Hence as discussed in the previous section, the prediction task involves inversion of an R-separable structure,
which is substantially smaller than the whole covariance.
Neither CV scheme requires fitting the covariance repeatedly for different values of R. We fit the covariance
for a maximal value of the degree-of-separability we are interested in or can hope to estimate reliably with
our number of observations. The theoretical development of the following section can provide some guidance
for this. Then, we can fit the covariance for this degree-of-separability only, and use a subset of the obtained
decomposition for any smaller degree-of-separability. This still has to be done multiple times in the case of
CV. Hence for very large data sets, a visual inspection is recommended: fitting the covariance once using a
maximal relevant value of the degree-of-separability, one can then visualize the scores in the form of a scree
plot (see Figure 3), and choose the degree based on this plot. We provide an example of this approach in
Section 5.1, while a very detailed discussion on scree plots is given in [13].
4. Asymptotic Theory
In this section we establish the consistency of our estimator and derive its rate of convergence. We separately
consider two cases, the case of fully observed data and the case of discretely observed data.
4.1. Fully observed data
In the fully observed case, we consider our sample to consist of i.i.d. observations X1, . . . , XN ∼ X, where X
is a random element on H = H1⊗H2. Recall that our estimator ĈR,N given in (3.6) is the best R-separable
approximation of the sample covariance matrix ĈN . Under the assumption of finite fourth moment, we get
the following rate of convergence for our estimator.
Theorem 1. Let X1, . . . , XN ∼ X be a collection of i.i.d. random elements of H = H1⊗H2 with E(‖X‖4) <
∞. Further assume that the covariance of X has SCD C = ∑∞i=1 σiAi ⊗˜Bi, with σ1 > · · · > σR > σR+1 ≥
· · · ≥ 0. Define αi = min{σ2i−1 − σ2i , σ2i − σ2i+1} for i = 1, . . . , R, and let aR = |||C|||2
∑R
i=1(σi/αi). Then,
∣∣∣∣∣∣∣∣∣ĈR,N − C∣∣∣∣∣∣∣∣∣
2
≤
√√√√ ∞∑
i=R+1
σ2i +OP
(
aR√
N
)
.
The first term
√∑∞
i=R+1 σ
2
i can be viewed as the bias of our estimator, which appears because we estimate
an R-separable approximation of a general C. Since C is a Hilbert-Schmidt operator, this term converges
to 0 as R increases. If C is actually R-separable then this term equals zero. The second term signifies the
estimation error of the R-separable approximation. As is the case in standard PCA, this error depends on
the spectral gap αi of the covariance operator [11]. Note, however, that this is not the usual spectral gap,
but rather the spectral gap for the sequence of squared separable component scores (σ2i )i≥1. This is due to
the fact that we are estimating the principal separable components of the covariance operator, rather than
its principal components [11, Section 5.2].
The derived rate clearly shows the bias-variance trade-off. While the bias term is a decreasing function of
R, generally the variance term (governed by aR) is an increasing function of R (see Remark 4 below). This
emphasizes on the need to choose an appropriate R in practice. The actual trade-off depends on the decay
of the separable component scores. In particular, if the scores decay slowly then we can estimate a relatively
large number of components in the SCD, but the estimation error will be high. On the other hand, when
we have a fast decay in the scores, we can estimate a rather small number of components, but with much
better precision (see Appendix C.2). In practice, we expect only a few scores to be significant and C to have
a relatively low degree-of-separability. The theorem shows that in such situations, our estimator enjoys a
convergence rate of OP(N−1/2), which is the same as that of the empirical estimator.
Remark 4. The theorem also gives us convergence rates when we allow R = RN to increase as a function of
N . For that we need to assume some structure on the decay of the separable component scores. For instance,
if we assume that the scores satisfy a convexity condition [12], then it turns out that aR = O(R2/σR), while
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∑
i>R σ
2
i = O(R−1/2). In that case, for consistency, we need RN →∞ as N →∞ with σ−1RNR2N = O(
√
N).
Also, the optimal rate is achieved upon choosing RN such that σ
−4
RN
R3N  N (c.f. Appendix C.2). Thus, the
admissible and optimal rates of R depend on the decay rate of the scores. In particular, if the scores exhibit
an exponential decay, i.e. σR ∼ R−τ with τ > 1, then for consistency we need RN = O(N1/(2τ+4)), with the
optimal rate being RN  N1/(4τ+3), leading to∣∣∣∣∣∣∣∣∣ĈR,N − C∣∣∣∣∣∣∣∣∣
2
= OP
(
N−
2τ−1
4τ+3
)
.
While the optimal rate for RN is a decreasing function of τ , the rate of convergence of the error is an
increasing function. This shows that our estimator is expected to have better performance when the scores
have a fast decay (i.e. τ is large), which means that the true covariance is nearly separable.
Under polynomial decay of the scores, i.e., σR ∼ Rτρ−R with 0 < ρ < 1, τ ∈ R, consistency is achieved
when R2−τN ρ
RN = O(
√
N), while the optimal rate is obtained by solving R3−4τN ρ
4RN  N . So, in this case,
we cannot hope to estimate more than log(N) many components in the SCD. These corroborate our previous
claim that we can only expect to consistently estimate a small number of principal separable components.
Remark 5. The rates that we have derived are genuinely nonparametric, in the sense that we have not
assumed any structure whatsoever on the true covariance. We have only assumed that X has finite fourth
moment, which is standard in the literature for covariance estimation. We can further relax that condition if
we assume that C is actually R-separable. From the proof of the theorem, it is easy to see that if we assume
DoS(C) ≤ R, then our estimator is consistent under the very mild condition of E(‖X‖2) <∞.
4.2. Discretely observed data
In practice, the data are observed and computationally manipulated discretely, and we now develop asymp-
totic theory in that context. Specifically, assume that X = {X(t, s) : t ∈ T , s ∈ S} is a random field taking
values in H = L2(T × S), where T and S are compact sets. To simplify notation, we assume w.l.o.g. that
T = S = [0, 1].
We observe the data at K1K2 regular grid points or pixels. Let {TK11 , . . . , TK1K1 } and {SK21 , . . . , SK2K2 }
denote regular partitions of [0, 1] of lengths 1/K1 and 1/K2, respectively. We denote by I
K
i,j = T
K1
i × SK2j
the (i, j)-th pixel for i = 1, . . . ,K1, j = 1, . . . ,K2. The pixels are non-overlapping (i.e., I
K
i,j ∩ IKi′,j′ = ∅ for
(i, j) 6= (i′, j′)) and have the same volume |IKi,j | = 1/(K1K2). For each surface Xn, n = 1, . . . , N , we make
one measurement at each of the pixels. Note that we can represent the measurements for the n-th surface
by a matrix XKn ∈ RK1×K2 , where XKn [i, j] is the measurement at IKi,j for i = 1, . . . ,K1, j = 1, . . . ,K2.
We will consider two different measurement schemes, which relate the surfaces Xn to their discrete versions
XKn .
(M1) Pointwise evaluation within each pixel, i.e.,
XKn [i, j] = Xn(t
K1
i , s
K2
j ), i = 1, . . . ,K1, j = 1, . . . ,K2,
where (tK1i , s
K2
j ) ∈ IKi,j are spatio-temporal locations. Note that the square integrability of X is not
sufficient for such pointwise evaluations to be meaningful, so we will assume that X has continuous
sample paths in this case [11, 14].
(M2) Averaged measurements over each pixel, i.e.,
XKn [i, j] =
1
|IKi,j |
∫∫
IKi,j
Xn(t, s)dtds, i = 1, . . . ,K1, j = 1, . . . ,K2.
Both measurement schemes (M1) and (M2) were considered in [14]. In both scenarios, we denote by XKn the
pixelated version of Xn,
XKn (t, s) =
K1∑
i=1
K2∑
j=1
XKn [i, j] 1{(t, s) ∈ IKi,j}, n = 1, . . . , N.
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The corresponding pixelated version of X is denoted by XK . Under our assumptions, XK is zero-mean with
covariance CK = E(XK⊗XK). It can be easily verified that under the pointwise measurement scheme (M1),
CK is the integral operator with kernel
cK(t, s, t′, s′) =
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
c(tK1i , s
K2
j , t
K1
k , s
K2
l ) 1{(t, s) ∈ IKi,j , (t′, s′) ∈ IKk,l}.
For the averaged measurement scheme (M2), we can represent XK as
XK =
K1∑
i=1
K2∑
j=1
〈
X, gKi,j
〉
gKi,j ,
where gKi,j(t, s) = |IKi,j |−1/21{(t, s) ∈ IKi,j}, from which it immediately follows that
CK =
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
〈
C, gKi,j ⊗ gKk,l
〉
gKi,j ⊗ gKk,l.
In the discrete observation scenario, our estimator is the best R-separable approximation of ĈKN , the
empirical covariance of XK1 , . . . , X
K
N . Note that Ĉ
K
N is the pixel-wise continuation of Ĉ
K
N , the empirical
covariance of XK1 , . . . ,X
K
N . To derive the rate of convergence in this scenario, we need some continuity
assumption relating the random field X and its pixelated version XK . The following theorem gives the rate
of convergence of the estimator when the true covariance is Lipschitz continuous.
Theorem 2. Let X1, . . . , XN ∼ X be a collection of random surfaces on [0, 1]2, where the covariance of
X has SCD C =
∑∞
i=1 σiAi ⊗˜Bi, with σ1 > · · · > σR > σR+1 ≥ · · · ≥ 0. Further assume that the kernel
c(t, s, t′, s′) of C is L-Lipschitz continuous on [0, 1]4. Suppose that one of the following holds.
1. X has almost surely continuous sample paths and XK1 , . . . ,X
K
N are obtained from X1, . . . , XN under
the measurement scheme (M1).
2. XK1 , . . . ,X
K
N are obtained from X1, . . . , XN under the measurement scheme (M2).
If E(‖X‖42) <∞, then
∣∣∣∣∣∣∣∣∣ĈKR,N − C∣∣∣∣∣∣∣∣∣
2
=
√√√√ ∞∑
i=R+1
σ2i +OP
(
aR√
N
)
+
(
16aR +
√
2
)
L
√
1
K21
+
1
K22
+
8
√
2L2
|||C|||2
(
1
K21
+
1
K22
)
aR,
where the OP term is uniform in K1,K2 and aR = |||C|||2
∑R
i=1(σi/αi) is as in Theorem 1.
The theorem shows that in the case of discretely observed data, we get the same rate of convergence as
in the fully observed case, plus additional terms reflecting the estimation error of R components at finite
resolution. We assumed Lipschitz continuity to quantifiably control those error terms and derive rates of
convergence, but the condition is not necessary if we merely seek consistency, which can be established
assuming continuity alone.
5. Empirical Demonstration
5.1. Parametric Covariance
We first explore the behavior of the proposed methodology in the parametric covariance setting of Example
4 (see Appendix D for a full specification). We choose the parameters as before to have the ground truth
18
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
N
re
la
tiv
e 
er
ro
r
128 256 512 1024 2048 4096 8192 16384 32768
R=1
R=2
R=3
empirical      
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
N
re
la
tiv
e 
er
ro
r
128 256 512 1024 2048 4096 8192 16384 32768
CV via prediction           
CV
Fig 2: Relative Frobenius error decreases with increasing sample size N . Left: Error for different values of the
degree-of-separability R and for the empirical covariance ĈN decreases with different speed and approaches different
asymptotes. Dashed horizontal lines show the asymptotes for error curves of corresponding color. Grey vertical lines
depict the sample sizes for which average scree plots are shown in Figure 3. Right: Degree-of-separability R is
automatically chosen via the two CV schemes presented in Section 3.4. The error curves from the left plot are shown
in background in grey color.
C ∈ RK×K×K×K whose eigenvalues and separable component scores are plotted in Figure 1. Note that C is
not R-separable for any R, but it is well-aproximated by R-separable cut-offs for small values of R already.
We fix K = 50 (because the error calculation is still prohibitive in K), and simulate N observations
X1, . . . ,XN ∈ RK×K as independent zero-mean Gaussians with covariance C. Then we fit the estimator
ĈR,N using the data and calculate the relative Frobenius error defined as
‖ĈR,N −C‖F /‖C‖F . (5.1)
This is done for different values of R and N , and the reported results are averages over 10 independent
simulation runs.
Figure 2 (left) shows how the relative error evolves as a function of N for a few fixed values of R. According
to Theorem 1, the relative error converges as N →∞ to√√√√ ∞∑
r=R+1
σ2r
/√√√√ ∞∑
r=1
σ2r , (5.2)
which can be seen as the bias. This is the minimal achievable error by means of an R-separable approximation,
even if we knew C, and it is depicted by a dashed horizontal line (an asymptote) in Figure 2 (left) for every
considered R. As expected, for R = 1 the relative error converges fast to its asymptote (i.e. the variance
converges to zero), which is higher than the asymptotes for higher values of R (higher values of R introduce
smaller bias). However, the speed of convergence to these lower asymptotes is substantially slower (variance
goes to zero more slowly). Hence a higher choice of R does not necessarily lead to a smaller error. For example,
for N = 256, the choice R = 2 is optimal (being only slightly better than a separable model with R = 1),
while choosing R = 3 is in fact worse than choosing the separable model. The only unbiased estimator we
consider is the empirical estimator ĈN , which is substantially worse than any of the R-separable estimators.
Even though ĈN is the only estimator among those considered, whose error will eventually converge to 0 for
N → ∞, Figure 2 shows that N would have to be extremely large for the empirical estimator to beat the
R-separable estimators with reasonably chosen degree-of-separability R.
In practice, we naturally do not know C, and hence we cannot calculate the errors as in Figure 2 (left).
Therefore an automatic procedure to choose R is essential. Figure 2 (right) shows relative errors achieved
when R is automatically chosen by one of the two CV schemes presented in Section 3.4. Both of the CV
schemes work reasonably, especially the scheme based on (3.14) seems to form a lower envelope of the curves
from Figure 2 (left), which are depicted in the background of Figure 2 (right) in grey color. This means that
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Fig 3: Scree plots for 3 different values of N averaged over the 10 independent simulation runs.
the CV scheme provides errors indistinguishable by eye from the smallest errors, achievable by the oracle
choice of R. The performance of the prediction-based CV also entails that our prediction algorithm works
as expected. Nonetheless, the CV scheme based on (3.14) is tailored to lead to the minimum mean squared
error, and outperforms the prediction-based CV, as might be expected.
For very large problems, where CV may require prohibitive computational resources, one may prefer to
visually inspect the estimated separable component scores and decide a suitable degree-of-separability by
hand based on a scree plot. Hence we show in Figure 3 such scree plots for 3 different values of N (those
depicted by grey vertical lines in Figure 2, left; we encourage the reader to compare the two plots). For
N = 256, we would likely pick R = 1 or R = 2 based on Figure 3 (a), these two choices leading to roughly
the same errors. For N = 2048, one would likely choose R = 2, leading to the optimal error. Finally, in the
case of Figure 3 (c), one would likely choose R = 3 based on the visual inspection and comparing the sample
size N to the grid size K, leading to the optimal error.
5.2. Superposition of Independent Separable Processes
In this section, we consider randomly generated R-separable covariances, i.e.
C =
R∑
r=1
σrAr ⊗˜Br. (5.3)
In our experience, the exact choice of the covariance (apart of the degree-of-separability and magnitudes of the
scores) does not affect the result. Note that this is also supported by theory, where no specific assumptions on
the covariance are made (cf. Remark 5). Hence we describe the exact generation procedures only in Appendix
D.
Firstly, we examine the role of decay of the scores {σj}. We fix the true degree-of-separability at R = 4
and choose σr = α
R−r, r = 1, . . . , R, for different values of α. Hence we have different polynomial decays for
the scores. Higher α’s correspond to faster decays and consequently to a higher value of aR from Theorem
1. Thus we expect slower convergence for higher values of α.
Figure 4 shows the results for R̂ = 2 and R̂ = 3 (i.e. for a wrongly chosen degree-of-separability, since
the truth is R = 4). The sample size N is varied and the grid size is fixed again as K = 50. To be able to
visually compare the speed of convergence, we removed the bias (5.2) from all the errors. For example, for
R̂ = 3, the bias is equal to σ4 (since the C is standardized to have norm equal to one). However, σ4 varies
for different α’s, so we opt to remove σ4 from the error corresponding to all the α’s, in order for the curves
in Figure 4 to depict only the variance converging to zero. As expected, the convergence is faster for smaller
α’s corresponding to a slower decay of the separable component scores.
One can also notice certain transitions in Figure 4. For R̂ = 2 and α = 6, the drop in error between sample
sizes N = 128 and N = 256 clearly stands out in the figure. This is because when α = 6, the scores decay
so rapidly that the sample size N = 128 is not enough for the second principal separable component to be
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Fig 4: Relative estimation error curves for R̂ = 2 (left) and R̂ = 3 (right) when the true degree-of-separability is
R = 4. The reported errors are bias-free; bias was subtracted to make apparent the different speed of convergence of
the variance to zero.
estimated reliably. The situation is similar to Figure 2, but since here the bias is subtracted from the error,
choosing a higher R̂ than we can afford to estimate is even more striking. A similar behavior can be observed
for multiple curves in Figure 4 (right), when R̂ = 3. For example, one can observe an “elbow” at N = 512 for
the relatively slow decay of α = 3. This “elbow” is present because for smaller sample sizes, a smaller value
of R̂ would have been better. From N = 512 onwards, all 3 separable components are estimated reliably
and the variance decays rather slowly and smoothly. This “elbow” exists for α = 4, 5 as well, but manifests
“later” in terms of N . Finally, for α = 6, one can actually observe 3 different modes of convergence in Figure
4 (b): before N = 256, the degree-of-separability is overestimated by 2; between N = 256 and N = 4096, it
is overestimated by 1; and it seems that for a larger N , the curve would finally enter the slowly converging
mode.
In the second part of this section, we are interested in the performance of the inversion algorithm of
Section 3.3. The number of observations and the degree-of-separability will be fixed now as N = 500 and
R = 5. For different values of K, we find the estimator ĈR,N =
∑R
r=1 σ̂rÂr ⊗˜ B̂r.
We generate a random X ∈ RK×K , and calculate Y = Ĉ+R,NX, where Ĉ+R,N is a regularized estimator of
equation (3.10). Then we use the inversion algorithm to recover X from the knowledge of Ĉ+R,N and Y.
Figure 5 (left) shows how the number of iterations required by the PCG inversion algorithm evolves
as the grid size K increases for different values of the regularizer , leading to 3 fixed condition numbers
κ = 10, 102, 103. The results are again averages over 10 independent simulation runs. For a fixed condition
number κ, we always find  such that the condition number of C+R,N is exactly κ. We want to control the
condition number of the left-hand side matrix because it generally captures the difficulty of the inversion
problem [23]. In the case of PCG, the number of iterations is expected to grow roughly as the square-root of
the condition number. As seen in Figure 5 (left), the number of iterations needed for convergence does depend
on the condition number in the expected manner, while the grid size K does not affect the required number
of iterations. This fact allows us to claim that the computational complexity of the inversion algorithm is
O(K3), i.e. the same as for the separable model.
Remark 6. We ran the PCG algorithm with a relatively stringent tolerance 10−10 (i.e. stopping the algorithm
only when two subsequent iterates are closer than 10−10 in the Frobenius norm). The maximum recovery error
across all simulation runs and all setups of the parameters was 3 · 10−10. Hence there is no doubt that the
inversion algorithm performs as intended.
Finally, we explore the claim that a nearly separable model leads to milder computational costs than a
highly non-separable model. We take ĈR,N estimated with N = 500 and with different values of R = 3, 5, 7,
and we are going to change its scores σ̂r, r = 1, . . . , R. Firstly, we fix σ˜1 ∈ {0.15, 0.25, . . . , 0.95}∩{σ;σ ≥ 1/R}.
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Fig 5: Left: Number of iterations required by the PCG algorithm does not increase with increasing grid size K when
the condition number κ is held fixed, κ ∈ {10, 102, 103}. Right: The smaller the leading score σ1 is (relatively to
other scores), the higher number of iterations is required by the PCG algorithm. Different regularization constants
 are distinguished by different colors, while different degrees-of-separability are distinguished by different symbols.
Smaller degrees-of-separability prevent σ1 from being too small, leading to naturally shorter curves, but otherwise the
degree-of-separability is not affecting the results very much.
Then, we generate σ˜r for r = 2, . . . , R as a random variable uniformly distributed on the intervalmax
0, 1− r−1∑
j=1
σ˜j − (R− r)σ˜1
 ,min
σ˜1, 1− r−1∑
j=1
σ˜j
 .
This leads to a collection of scores which are smaller than or equal to σ˜1 and they sum up (together with
σ˜1) to 1. Lastly, we set
C˜R,N =
R∑
r=1
σ˜rÂr ⊗˜ B̂r + I.
This time, we do not look for  in a way such that the condition number of C˜R,N is fixed, because we
want to explore how the size of σ˜1 affects the number of iterations. However, a part of this effect is how σ˜1
affects the condition number, so we just standardize with several different (but fixed) values of . Finally, we
generate a random X ∈ RK×K , calculate Y = C˜R,NX, and use the inversion algorithm to recover X from
the knowledge of C˜R,N and Y. Remark 6 applies here as well.
The results are plotted in Figure 5 (right). As expected, the better regularized problems with a larger 
generally require a smaller number of iterations. But more importantly, the number of iterations increases
with decreasing σ˜1. This effect is milder for large , but more severe for smaller regularization constants.
This means that unless C is well-posed (i.e. with a relatively large smallest eigenvalue λmin), we have to
pay extra costs for very substantial departures from separability (i.e. when the largest score σ1 is not much
larger than the other scores).
6. Discussion
The three main reasons behind the immense popularity of the separability assumption can be argued to be:
parsimony (and the associated statistical efficiency), computational tractability, and interpretability. While
the emphasis is usually put on the first two [7], it is probably fair to say that the third reason is comparably
important. The separable component decomposition retains the first two virtues, but suffers when it comes
to interpretability. It is not clear at the moment how the visual inspection of the components themselves, at
least beyond the first one, could aid in appreciating dependencies,. It is also not clear whether or how the
data might be decomposed using the separable components (similarly to how the Karhunen-Loe´ve expansion
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uses the classical eigendecomposition to decompose the data). However, we believe the separable component
scores and the leading component, corresponding to a separable proxy to the covariance, can be still useful to
shed light on the dependencies in data. More crucially, the separable component decomposition retains the
parsimony and computational tractability of the separable model. In this sense, and due to its generality, the
separable component decomposition seems to be a very natural and rather general extension of separability.
The estimator based on the retention of the principal separable components has some intriguing features
that might appear non-standard at first sight. For instance, it behaves quite differently from the low-rank
estimator based on a truncated eigendecomposition, especially with respect to prediction. While the low-
rank estimator is by construction singular, and regularization is needed for its inversion, truncation of the
separable component decomposition does not make the spectrum singular, in general.
Another intriguing aspect is the form of parsimony reflected by this approach to estimation. Truncating
the separable component decomposition of the empirical covariance introduces bias, so the truncation level
needs to grow to diverge with sample size for consistency. In finite sample sizes, however, the judicious choice
of truncation point is essential for the performance of the proposed estimator. This performance is linked to
an implicit bias-variance trade-off governed by the degree-of-separability, rather than the smoothness of the
true covariance. A low truncation level corresponds to higher bias, but also to a smaller number of parameters
to be estimated, leading to smaller variance. Especially when the true covariance is not too far from being
separable, the bias can be quite small and the gains stemming from restricting the variance outweigh the
introduced bias. When the underlying degree-of-separability is unknown, cross-validation can be used, in
fact two CV schemes are available – once can choose among those based on whether the goal is estimation
or prediction.
The proposed methodology is developed for surfaces sampled densely on a common grid (although it can
be also used for multivariate data), and tailored to handle the computational and statistical bottlenecks that
dense sampling over two-dimensional domains gives rise to. Our main objective was filling the gap between
the oversimplifying structural assumption of separability and the fully unconstrained empirical covariance,
which is computationally demanding and overly flexible in the case of densely observed surfaces. The situation
is different in the case of sparsely observed surfaces, not simply from the methodological perspective. The
challenges and computational considerations may very well differ with sparse measurements, with the need
for smoothing apparently being the primary computational bottleneck, while memory requirements might
not being quite as constraining.
Appendices
The appendices contain proofs of the formal statements in the main text, some additional mathematical
details and some details on the simulations. In Appendix A, we give proofs of the results in Section 3.
Perturbation bounds related to the separable component decomposition (SCD) are derived in Appendix B.
In Appendix C, we give proofs of the rate of convergence results in Section 4, and derive some results on the
rates under special decay structures on the separable component scores. Finally, details about the simulations
in Section 5 are given in Appendix D.
Appendix A: Proofs of Results in Section 3
Proof of Proposition 1. Since g is an L2 kernel, there is a Hilbert-Schmidt operator G : H2 → H1 with SVD
G =
∑
σjej ⊗2 fj with kernel given by g(t, s) =
∑
σjej(t)fj(s) (note that the sum only converges in the L2
sense, not uniformly). By isometry, from the SVD we have g =
∑
σjej ⊗ fj , so
u = T2(g, v) =
∞∑
j=1
σjT2(ej ⊗ fj , v) =
∞∑
j=1
σj〈fj , v〉ej =
∞∑
j=1
σjej
∫
E2
fj(s)v(s)dµ2(s)
and hence by Fubini’s theorem:
u(t) =
∞∑
j=1
σjej(t)
∫
E2
fj(s)v(s)dµ2(s) =
∫
E2
 ∞∑
j=1
σjej(t)fj(s)
 v(s)dµ2(s)
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from which the claim follows.
Proof of Lemma 1. The first claim follows directly from the definition of the partial inner product.
In the remaining two claims, we want to show that if both C and the respective weighting W1 or W2 have
a certain property, then the partial inner product will retain that property.
In the case of self-adjointness or stationarity, the claim follows immediately from the definition because
the set of all Hilbert-Schmidt operators having one of these properties is a closed linear subspace of a space
of Hilbert-Schmidt operators, and hence it is itself a Hilbert space. Thus we can constraint ourselves to only
work on such a subspace and the claim follows directly from validity of Definition 2.
As for positive semi-definitness, consider the eigendecompositions C =
∑
λjgj⊗gj and W2 =
∑
αjhj⊗hj .
Then we have
T2(C,W2) =
∞∑
j=1
∞∑
i=1
λjαiT2(gj ⊗ gj , hi ⊗ hi) =
∞∑
j=1
∞∑
i=1
λjαiT2(gj , hi)⊗ T2(gj , hi),
where the last equality can be verified on rank-1 elements gj . Thus T2(C,W2) is a weighted sum of quadratic
forms with weights given by the non-negative eigenvalues of C and W2. As such, T2(C,W2) must be positive
semi-definite.
Finally, both bandedness and non-negativity of the kernel can by seen immediately from the integral
representation given by Proposition 1.
Proof of Proposition 2. Let C1 :=
∑∞
j=1 σ
2
jAj ⊗Aj and C2 :=
∑∞
j=1 σ
2
jBj ⊗Bj . We will abuse the notation
slightly and denote for any k ∈ N
Ck1 :=
∞∑
j=1
σ2kj Aj ⊗Aj & Ck2 :=
∞∑
j=1
σ2kj Bj ⊗Bj .
Note that if C was an operator, it would hold that C1 = CC
> and C2 = C>C, while Ck1 and C
k
2 would
denote the powers as usual. However, we aim for a more general statement, forcing us to view C as an
element of a product space rather than an operator, so the “powers” serve just as a notational convenience
in this proof. Also, the proportionality sign is used here to avoid the necessity of writing down the scaling
constants for unit norm elements.
From the recurrence relation, and the definition of the partial inner product, we have
V (1) ∝ T1
(
C, T2(C, V
(0))
)
= T1
 ∞∑
j=1
σjAj ⊗Bj ,
∞∑
i=1
σi〈Bi, V (0)〉Ai

=
∞∑
i=1
∞∑
j=1
σiσj〈Bi, V (0)〉T1(Aj ⊗Bj , Ai).
Since T1(Aj ⊗Bj , Ai) = 〈Aj , Ai〉Bj = 1[i=j]Bj , we have
V (1) ∝
∞∑
j=1
σ2j 〈Bi, V (0)〉Bj = T2(C2, V (0)).
By the same token we have V (2) ∝ T2(C2, V (1)), from which we obtain similarly
V (2) ∝ T2
 ∞∑
j=1
σ2jBj ⊗Bj ,
∞∑
i=1
σ2i 〈Bi, V (0)〉Bi
 = ∞∑
i=1
∞∑
j=1
σ2i σ
2
j 〈Bi, V (0)〉T2(Bj ⊗Bj , Bi)
=
∞∑
i=1
∞∑
j=1
σ2i σ
2
j 〈Bi, V (0)〉〈Bj , Bi〉Bj =
∞∑
j=1
σ4j 〈Bj , V (0)〉Bj = T2
 ∞∑
j=1
σ4jBj ⊗Bj , V (0)
 = T2(C22 , V (0)).
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By induction, we have V (k) ∝ T2(Ck2 , V (0)) for k = 1, 2, . . ..
Now we express the starting point V (0) in terms of the ONB {Bj}. Let V (0) =
∑∞
j=1 βjBj , where we have
βj = 〈Bj , V (0)〉. Then we can express
V (k) ∝ T2(C22 , V (k)) = T2
 ∞∑
j=1
σ2kj Bj ⊗Bj ,
∞∑
i=1
βiBi
 = ∞∑
i=1
∞∑
j=1
σ2kj βi〈Bi, Bj〉Bj =
∞∑
j=1
σ2kj βjBj .
Hence we have an explicit formula for the k-th step:
V (k) =
B1 +R
(k)
‖B1 +R(k)‖ ,
where R(k) =
∑∞
j=2
(
σj
σ1
)2k
βj
β1
Bj .
It remains to show that ‖R(k)‖ → 0 for k → ∞. Due to the decreasing ordering of the scores {σj}, we
have
‖R(k)‖2 =
∞∑
j=2
(
σj
σ1
)4k β2j
β21
≤
(
σ2
σ1
)4k−2 ∞∑
j=2
(
σj
σ1
)2 β2j
β21
=
(
σ2
σ1
)4k−2
1
σ21β
2
1
∞∑
j=1
σ2jβj ≤
(
σ2
σ1
)4k−2
1
σ21β
2
1
‖C‖,
where in the last inequality we used that |βj | ≤ 1. Since σ1 > σj for j ≥ 2, we see that the remainder R(k)
goes to zero.
The proof of the statement concerning the sequence {U (k)} follows the same steps.
Proof of Lemma 2. Let x ∈ H1 and y ∈ H2, then
(A ⊗˜B)(x⊗ y) =
[( ∞∑
j=1
λjej ⊗ ej
)
⊗˜
( ∞∑
j=1
ρjfj ⊗ fj
)]
(x⊗ y)
=
( ∞∑
j=1
λjej ⊗ ej
)
x⊗
( ∞∑
j=1
ρjfj ⊗ fj
)
y
=
[( ∞∑
j=1
λj〈ej , x〉H1ej
)
⊗
( ∞∑
j=1
ρj〈fj , y〉H1fj
)]
.
For the choice of x = ek and y = fl for k, l ∈ N we have
(A ⊗˜B)(ek ⊗ fl) = λkek ⊗ ρlfl = λkρl(ek ⊗ fl) ,
which shows that ek ⊗ fl is an eigenvector of A ⊗˜B associated with the eigenvalue λkρl.
Appendix B: Perturbation Bounds
From (2.9), C ∈ S2(H1 ⊗H2) has the separable component decomposition (SCD)
C =
∞∑
i=1
σiAi ⊗˜Bi,
where {Ai}i≥1 (resp., {Bi}i≥1) is an OrthoNormal Basis (ONB) of S2(H1) (resp., S2(H2)), and |σ1| ≥ |σ2| ≥
· · · ≥ 0. We use the notation C to indicate the element of S2(H2⊗H2,H1⊗H1) that is isomorphic to C (see
(2.7)–(2.9)). The following lemma gives perturbation bounds for the components of the SCD.
Lemma 3 (Perturbation Bounds for SCD). Let C and C˜ be two operators in S2(H1 ⊗ H2) with SCD
C =
∑∞
i=1 σiAi ⊗˜Bi and C˜ =
∑∞
i=1 σ˜iA˜i ⊗˜ B˜i, respectively. Also suppose that σ1 > σ2 > · · · ≥ 0, and〈
Ai, A˜i
〉
S2(H1)
,
〈
Bi, B˜i
〉
S2(H2)
≥ 0 for every i = 1, 2, . . . (adjust the sign of σ˜i as required). Then,
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(a) supi≥1
∣∣σi − σ˜i∣∣ ≤ ∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
.
(b) For every i ≥ 1, ∣∣∣∣∣∣∣∣∣Ai − A˜i∣∣∣∣∣∣∣∣∣S2(H1) ≤ 2
√
2
αi
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣C˜∣∣∣∣∣∣∣∣∣
2
)
,∣∣∣∣∣∣∣∣∣Bi − B˜i∣∣∣∣∣∣∣∣∣S2(H2) ≤ 2
√
2
αi
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣C˜∣∣∣∣∣∣∣∣∣
2
)
,
where αi = min{σ2i−1 − σ2i , σ2i − σ2i+1}. Here, |||·|||2 denotes the Hilbert-Schmidt norm.
Proof. Note that σi (resp., σ˜i) is the i-th singular value of the operator C (resp., C˜). Following [4, Lemma
4.2], we get that supi≥1
∣∣σi − σ˜i∣∣ ≤ ∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
. Part (a) now follows by noting that
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
=∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
, because of the isometry between S2(H1 ⊗H2) and S2(H2 ⊗H2,H1 ⊗H1).
For part (b), recall that Ai (resp., A˜i) is isomorphic to ei (resp., e˜i), the i-th right singular element
of C (resp., of C˜) (see (2.7)–(2.9)). Now, ei (resp., e˜i) is the i-th eigen-element of CC> (resp., C˜C˜>) with
corresponding eigenvalue λi = σ
2
i (resp., λ˜i = σ˜
2
i ). Here, C> (resp., C˜>) denotes the adjoint of C (resp.,
C˜). Also, 〈ei, e˜i〉H1⊗H1 =
〈
Ai, A˜i
〉
S2(H1)
≥ 0. Now, using a perturbation bound on the eigen-elements of
operators [4, Lemma 4.3], we get
‖ei − e˜i‖H1⊗H1 ≤
2
√
2
αi
∣∣∣∣∣∣∣∣∣CC> − C˜C˜>∣∣∣∣∣∣∣∣∣ ≤ 2√2
αi
∣∣∣∣∣∣∣∣∣CC> − C˜C˜>∣∣∣∣∣∣∣∣∣
2
,
where αi = min{σ2i−1 − σ2i , σ2i − σ2i+1}. Now,∣∣∣∣∣∣∣∣∣CC> − C˜C˜>∣∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣∣C(C − C˜)> + (C − C˜)C˜>∣∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣C˜∣∣∣∣∣∣∣∣∣
2
)
=
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣C˜∣∣∣∣∣∣∣∣∣
2
)
,
where we have used: (i) the triangle inequality for the Hilbert-Schmidt norm, (ii) the fact that the Hilbert-
Schmidt norm of an operator and its adjoint are the same, and (iii) the isometry between S2(H1 ⊗ H2)
and S2(H2 ⊗ H2,H1 ⊗ H1). By noting that
∣∣∣∣∣∣∣∣∣Ai − A˜i∣∣∣∣∣∣∣∣∣S2(H1) = ‖ei − e˜i‖H1⊗H1 , the upper bound on∣∣∣∣∣∣∣∣∣Ai − A˜i∣∣∣∣∣∣∣∣∣S2(H1) follows. The bound on
∣∣∣∣∣∣∣∣∣Bi − B˜i∣∣∣∣∣∣∣∣∣S2(H2) can be proved similarly.
The following lemma gives us perturbation bound for the best R-separable approximation of Hilbert-
Schmidt operators.
Lemma 4 (Perturbation Bound for Best R-separable Approximation). Let C and C˜ be two Hilbert-Schmidt
operators on H1 ⊗H2, with SCD C =
∑∞
r=1 σrAr ⊗˜Br and C˜ =
∑∞
r=1 σ˜rA˜r ⊗˜ B˜r, respectively. Let CR and
C˜R be the best R-separable approximations of C and C˜, respectively. Then,∣∣∣∣∣∣∣∣∣CR − C˜R∣∣∣∣∣∣∣∣∣
2
≤
{
4
√
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣C˜∣∣∣∣∣∣∣∣∣
2
) R∑
r=1
σr
αr
+ 1
}∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
,
where αr = min{σ2r−1 − σ2r , σ2r − σ2r+1}.
Proof. Note that CR and C˜R have SCD CR =
∑R
i=1 σiAi ⊗˜Bi and C˜R =
∑R
i=1 σ˜iA˜i ⊗˜ B˜i, respectively.
W.l.o.g. we assume that
〈
Ai, A˜i
〉
S2(H1)
,
〈
Bi, B˜i
〉
S2(H2)
≥ 0 for every i = 1, . . . , R (if not, one can change the
sign of A˜i or B˜i, and adjust the sign of σ˜i as required). Thus,∣∣∣∣∣∣∣∣∣CR − C˜R∣∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
R∑
i=1
σiAi ⊗˜Bi −
R∑
i=1
σ˜iA˜i ⊗˜ B˜i
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
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=∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
R∑
i=1
σi
(
Ai ⊗˜Bi − A˜i ⊗˜ B˜i
)
+
R∑
i=1
(
σi − σ˜i)A˜i ⊗˜ B˜i
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
R∑
i=1
σi
(
Ai ⊗˜Bi − A˜i ⊗˜ B˜i
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
R∑
i=1
(
σi − σ˜i)A˜i ⊗˜ B˜i
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
. (B.1)
Now,
∣∣∣∣∣∣∣∣∣∑Ri=1 (σi − σ˜i)A˜i ⊗˜ B˜i∣∣∣∣∣∣∣∣∣2
2
=
∑R
i=1
(
σi − σ˜i
)2 ≤ ∑∞i=1 (σi − σ˜i)2 which, by von Neumann’s trace
inequality, is bounded by
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣2
2
[11, Theorem 4.5.3]. On the other hand,
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
R∑
i=1
σi
(
Ai ⊗˜Bi − A˜i ⊗˜ B˜i
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤
R∑
i=1
σi
∣∣∣∣∣∣∣∣∣Ai ⊗˜Bi − A˜i ⊗˜ B˜i∣∣∣∣∣∣∣∣∣
2
=
R∑
i=1
σi
∣∣∣∣∣∣∣∣∣Ai ⊗˜(Bi − B˜i)+ (Ai − A˜i) ⊗˜ B˜i∣∣∣∣∣∣∣∣∣
2
≤
R∑
i=1
σi
(∣∣∣∣∣∣∣∣∣Ai − A˜i∣∣∣∣∣∣∣∣∣S2(H1) +
∣∣∣∣∣∣∣∣∣Bi − B˜i∣∣∣∣∣∣∣∣∣S2(H2)
)
≤ 4
√
2
∣∣∣∣∣∣∣∣∣C − C˜∣∣∣∣∣∣∣∣∣
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣C˜∣∣∣∣∣∣∣∣∣
2
) R∑
i=1
σi
αi
where the last inequality follows by part (b) of Lemma 3. The lemma is proved upon using these inequalities
in conjunction with (B.1).
Appendix C: Proofs of Results in Section 4 and related discussions
C.1. The case of fully observed data
Proof of Theorem 1. To bound the error of the estimator, we use the following bias-variance-type decompo-
sition ∣∣∣∣∣∣∣∣∣ĈR,N − C∣∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣ĈR,N − CR∣∣∣∣∣∣∣∣∣
2
+ |||CR − C|||2, (C.1)
where CR is the best R-separable approximation of C. If C has SCD C =
∑∞
i=1 σiAi ⊗˜Bi, then CR has SCD
CR =
∑R
i=1 σiAi ⊗˜Bi, and
|||C − CR|||22 =
∞∑
i=R+1
σ2i . (C.2)
For the first part, we use the perturbation bound from Lemma 4 (see Appendix B), to get
∣∣∣∣∣∣∣∣∣ĈR,N − CR∣∣∣∣∣∣∣∣∣
2
≤
{
4
√
2
(∣∣∣∣∣∣∣∣∣ĈN ∣∣∣∣∣∣∣∣∣
2
+ |||C|||2
) R∑
r=1
σr
αr
+ 1
}∣∣∣∣∣∣∣∣∣ĈN − C∣∣∣∣∣∣∣∣∣
2
, (C.3)
where αr = min{σ2r−1 − σ2r , σ2r − σ2r+1}.
Since E(‖X‖4) is finite,
∣∣∣∣∣∣∣∣∣ĈN − C∣∣∣∣∣∣∣∣∣
2
= OP(N−1/2) and
∣∣∣∣∣∣∣∣∣ĈN ∣∣∣∣∣∣∣∣∣
2
= |||C|||2 + OP(1). Using these in (C.3),
we get that ∣∣∣∣∣∣∣∣∣ĈR,N − CR∣∣∣∣∣∣∣∣∣
2
= OP
(
aR√
N
)
, (C.4)
where aR = |||C|||2
∑R
i=1(σi/αi). The theorem follows by combining (C.2) and (C.4) in (C.1).
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C.2. Some discussion on the convergence rates
Theorem 1 shows that the convergence rate of the estimator depends on the decay of the separable component
scores. Here we discuss about the rate under some special decay structures, in particular that of convexity.
Assume that the separable component scores of C are convex, in the sense that the linearly interpolated
scree plot x 7→ σx is convex, where σx = (dxe − x)σbxc + (x − bxc)σdxe whenever x is not an integer [12].
Then it also holds that x 7→ σ2x is convex. Now, following [12, Eq. (7.25)], we get that for j > k,
kσk ≥ jσj and σk − σj ≥ (1− k/j)σk.
Also, because of the convexity of x 7→ σ2x, it follows that σ2i−1 − σ2i ≥ σ2i − σ2i+1 for every i, showing
αi = min{σ2i−1 − σ2i , σ2i − σ2i+1} = σ2i − σ2i+1.
So,
σi
αi
=
σi
σ2i − σ2i+1
=
σi
(σi − σi+1) (σi + σi+1) ≥
1
2σ1
σi
(σi − σi+1) .
Now, for 0 < x < 1, (1− x)−1 > 1 + x. Since σi > σi+1 for i = 1, . . . , R, this shows that
R∑
i=1
σi
σi − σi+1 =
R∑
i=1
1
1− σi+1σi
>
R∑
i=1
(
1 +
σi+1
σi
)
> R.
So, aR & R. Again, since x 7→ σ2x is convex, σ2i − σ2i+1 ≥ σ2i /(i+ 1). Using this we get
aR ∝
R∑
i=1
σi
σ2i − σ2i+1
≤
R∑
i=1
σ2i
σi(σ2i − σ2i+1)
≤
R∑
i=1
i+ 1
σi
≤ 1
RσR
R∑
i=1
i(i+ 1) =
1
σR
(R+ 1)(R+ 2)
3
 R
2
σR
,
where we have used iσi ≥ RσR on the fourth step. It follows that, aR = O(R2/σR). Also, following [12,
Eq. (7.25)], we have
∑
i>R σ
2
i ≤ (R+ 1)σ2R. Thus, from Theorem 1,∣∣∣∣∣∣∣∣∣ĈR,N − C∣∣∣∣∣∣∣∣∣
2
= O(
√
RσR) +OP
(
R2
σR
√
N
)
.
On the other hand, RσR ≤ σ1 implies that
√
RσR ≤ σ1/
√
R. This finally shows that∣∣∣∣∣∣∣∣∣ĈR,N − C∣∣∣∣∣∣∣∣∣
2
= O
(
1√
R
)
+OP
(
R2
σR
√
N
)
.
So, for consistency, we need R = RN → ∞ as N → ∞ while σ−1RNR2N = O(
√
N). The optimal rate of R
is obtained by solving σ−4RNR
3
N  N . Clearly, the rate of decay of the separable component scores plays an
important role in determining the admissible and optimal rates of R. For instance, if the scores have an
exponential decay, i.e., σR ∼ R−τ with τ > 1, we need RN = O(N1/(2τ+4)) for consistency. The optimal rate
is achieved by taking RN  N1/(4τ+3), which gives∣∣∣∣∣∣∣∣∣ĈR,N − C∣∣∣∣∣∣∣∣∣
2
= OP
(
N−
2τ−1
4τ+3
)
.
The derived rates show a trade-off between the number of estimated components and the error. While the
optimal rate for RN is a decreasing function of τ , the rate of convergence of the error is an increasing function.
In particular, if the scores decay slowly (i.e., τ is close to 1), then we can estimate a relatively large number
of components in the SCD, but this will likely not lead to a lower estimation error (since the scores which
are cut off are still substantial). On the other hand, when we have a fast decay in the scores (i.e., τ is large),
we can estimate a rather small number of components in the SCD, but with much better precision.
Similar rates can be derived assuming polynomial decay of the scores, i.e. when σR ∼ Rτρ−R with
0 < ρ < 1, τ ∈ R. In this case, consistency is achieved when R2−τN ρRN = O(
√
N), while to obtain the optimal
rate, one needs to solve R3−4τN ρ
4RN  N . Thus, in the case of polynomial decay of the scores (which is
considerably slower than the exponential decay), we cannot expect to reliably estimate more than logN
many components in the SCD.
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C.3. The case of discretely observed data
Next, we prove Theorem 2. Before doing that, we introduce a notational convention: when the operator
A has a kernel that is piecewise constant on the rectangles {IKi,j} (i.e. a “pixelated kernel”), we will write
‖A‖F for the Frobenius norm of the corresponding tensor of pixel coefficients. This is proportional to the
Hilbert-Schmidt norm |||A|||2 of A. We summarise this in the lemma below, whose straightforward proof we
omit (see [14, Lemma 3] for more details).
Lemma 5. Let A be an operator with a pixelated kernel
a(t, s, t′, s′) =
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
A[i, j, k, l]1{(t, s) ∈ IKi,j , (t′, s′) ∈ IKk,l},
where A = (A[i, j, k, l])i,j,k,l ∈ RK1×K2×K1×K2 is the tensorized version of A. Then,
|||A|||2 =
1
K1K2
‖A‖F,
where ‖A‖F =
√∑K1
i=1
∑K2
j=1
∑K1
k=1
∑K2
l=1 A
2[i, j, k, l] is the Frobenius norm of A.
Proof of Theorem 2. We decompose the error of our estimator as∣∣∣∣∣∣∣∣∣ĈKR,N − C∣∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣ĈKR,N − CR∣∣∣∣∣∣∣∣∣
2
+ |||CR − C|||2. (C.5)
The second term |||CR − C|||2 equals
√∑∞
r=R+1 σ
2
r (see (C.2)). For the first term, we observe that Ĉ
K
R,N and
CR are the best R-separable approximations of Ĉ
K
N and C, respectively. So, using Lemma 4, we get∣∣∣∣∣∣∣∣∣ĈKR,N − CR∣∣∣∣∣∣∣∣∣
2
≤
{
4
√
2
(
|||C|||2 +
∣∣∣∣∣∣∣∣∣ĈKN ∣∣∣∣∣∣∣∣∣
2
) R∑
r=1
σr
αr
+ 1
}∣∣∣∣∣∣∣∣∣ĈKN − C∣∣∣∣∣∣∣∣∣
2
, (C.6)
with αr = min{σ2r−1 − σ2r , σ2r − σ2r+1}. Next, we derive bounds on
∣∣∣∣∣∣∣∣∣ĈKN − C∣∣∣∣∣∣∣∣∣
2
. We use the general bound∣∣∣∣∣∣∣∣∣ĈKN − C∣∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣ĈKN − CK∣∣∣∣∣∣∣∣∣
2
+
∣∣∣∣∣∣CK − C∣∣∣∣∣∣
2
. (C.7)
We will now bound these two terms, separately under (M1) and (M2).
Under (M1), recall that CK is the integral operator with kernel
cK(t, s, t′, s′) =
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
c(tK1i , s
K2
j , t
K1
k , s
K2
l ) 1{(t, s) ∈ IKi,j , (t′, s′) ∈ IKk,l}.
Using this, we get∣∣∣∣∣∣CK − C∣∣∣∣∣∣2
2
=
∫∫∫∫ {
cK(t, s, t′, s′)− c(t, s, t′, s′)}2dtdsdt′ds′
=
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
∫∫∫∫
IKi,j×IKk,l
{
c(tK1i , s
K2
j , t
K1
k , s
K2
l )− c(t, s, t′, s′)
}2
dtdsdt′ds′. (C.8)
Because of the Lipschitz condition, for (t, s) ∈ IKi,j , (t′, s′) ∈ IKk,l,{
c(tK1i , s
K2
j , t
K1
k , s
K2
l )− c(t, s, t′, s′)
}2 ≤ L2{(t− tK1i )2 + (s− sK2j )2 + (t′ − tK1k )2 + (s′ − sK2l )2}
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≤ L2
(
1
K21
+
1
K22
+
1
K21
+
1
K22
)
= 2L2
(
1
K21
+
1
K22
)
.
Plugging this into (C.8) yields ∣∣∣∣∣∣CK − C∣∣∣∣∣∣2
2
≤ 2L2
(
1
K21
+
1
K22
)
. (C.9)
For the first part in (C.7), we observe that ĈKN is the sample covariance of X
K
1 , . . . , X
K
N ∼ XK , which are
i.i.d. with E(XK) = 0 and Var(XK) = CK . Also, ĈKN and CK are pixelated operators with discrete versions
ĈKN and C
K , respectively, where ĈKN = N
−1∑N
n=1(X
K
n −X
K
N )⊗ (XKn −X
K
N ) is the sample variance based
on XK1 , . . . ,X
K
N and C
K [i, j, k, l] = Cov{XKn [i, j],XKN [k, l]} is the discrete version of CK . So, by Lemma 5,∣∣∣∣∣∣∣∣∣ĈKN − CK∣∣∣∣∣∣∣∣∣
2
=
1
K1K2
∥∥∥ĈKN −CK∥∥∥
F
. (C.10)
For the Frobenius norm, we can write
∥∥∥ĈKN −CK∥∥∥
F
=
∥∥∥∥∥ 1N
N∑
n=1
XKn ⊗XKn −X
K
N ⊗X
K
N − CK
∥∥∥∥∥
F
≤
∥∥∥∥∥ 1N
N∑
n=1
XKn ⊗XKn − CK
∥∥∥∥∥
F
+
∥∥∥XKN ⊗XKN∥∥∥
F
. (C.11)
Now,
∥∥∥XKN ⊗XKN∥∥∥
F
=
∥∥∥XKN∥∥∥2
F
=
∥∥∥N−1∑Nn=1 XKn ∥∥∥2
F
, where XKn are i.i.d., zero-mean elements. So,
E
∥∥∥XKN ⊗XKN∥∥∥
F
= E
∥∥∥∥∥ 1N
N∑
n=1
XKn
∥∥∥∥∥
2
F
=
1
N
E
∥∥XK∥∥2
F
.
Again,
∥∥XK∥∥2
F
=
∑K1
i=1
∑K2
j=1{XK [i, j]}2, so
E
∥∥XK∥∥2
F
=
K1∑
i=1
K2∑
j=1
E
(
XK [i, j]
)2
=
K1∑
i=1
K2∑
j=1
Var
(
XK [i, j]
)
.
Under our measurement scheme, XK [i, j] = X(tK1i , s
K2
j ), so
Var
(
XK [i, j]
)
= c(tK1i , s
K2
j , t
K1
i , s
K2
j ) ≤ sup
(t,s)∈[0,1]2
c(t, s, t, s) =: S1,
where S1 is finite since we assume that X has continuous sample paths. This shows that
E
∥∥∥XKN ⊗XKN∥∥∥
F
≤ K1K2S1
N
. (C.12)
Next, we define ZKn = X
K
n ⊗XKn −CK . Then, ZK1 , . . . ,ZKN are i.i.d., mean centered, which gives
E
∥∥∥∥∥ 1N
N∑
n=1
XKn ⊗XKn −CK
∥∥∥∥∥
2
F
= E
∥∥∥∥∥ 1N
N∑
n=1
ZKn
∥∥∥∥∥
2
F
=
1
N
E
∥∥ZK1 ∥∥2F .
Now,
E
∥∥ZK1 ∥∥2F = K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
E
(
XK1 [i, j]X
K
1 [k, l]−CK [i, j, k, l]
)2
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=K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
XK1 [i, j]X
K
1 [k, l]
)
=
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
X(tK1i , s
K2
j )X(t
K1
k s
K2
l )
)
≤ K21K22 sup
(t,s,t′,s′)∈[0,1]4
Var
(
X(t, s)X(t′, s′)
)
︸ ︷︷ ︸
=:S2
,
where S2 is finite since we assume that X has continuous sample paths and finite fourth moment. Thus,
E
∥∥∥∥∥ 1N
N∑
n=1
XKn ⊗XKn −CK
∥∥∥∥∥
2
F
≤ K
2
1K
2
2S2
N
,
which implies that
E
∥∥∥∥∥ 1N
N∑
n=1
XKn ⊗XKn −CK
∥∥∥∥∥
F
≤
√√√√E∥∥∥∥∥ 1N
N∑
n=1
XKn ⊗XKn −CK
∥∥∥∥∥
2
F
≤ K1K2
√
S2√
N
. (C.13)
Combining (C.11), (C.12) and (C.13), we obtain
E
∥∥∥ĈKN −CK∥∥∥
F
≤ K1K2
√
S2√
N
+
K1K2S1
N
.
Finally, (C.10) yields
E
∣∣∣∣∣∣∣∣∣ĈKN − CK∣∣∣∣∣∣∣∣∣
2
≤
√
S2√
N
+
S1
N
= O(N−1/2),
uniformly in K1,K2, which shows ∣∣∣∣∣∣∣∣∣ĈKN − CK∣∣∣∣∣∣∣∣∣
2
= OP(N−1/2), (C.14)
and the OP term is uniform in K1,K2. Using (C.9) and (C.14) in (C.7), we have∣∣∣∣∣∣∣∣∣ĈKN − C∣∣∣∣∣∣∣∣∣
2
= OP(N−1/2) + L
√
2
K21
+
2
K22
, (C.15)
where the OP term is uniform in K1,K2.
Next, we consider the measurement scheme (M2). Observe that, under this scheme, CK is the integral
operator with kernel
cK(t, s, t′, s′) = Cov
{
XK(t, s), XK(t′, s′)
}
=
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
c˜K(i, j, k, l) 1{(t, s) ∈ IKi,j , (t′, s′) ∈ IKk,l}, (C.16)
where
c˜K(i, j, k, l) =
1
|IKi,j | |IKk,l|
∫∫
IKi,j×IKk,l
c(u, v, u′, v′)dudvdu′dv′.
Now, as in (C.8), we get∣∣∣∣∣∣CK − C∣∣∣∣∣∣2
2
=
∫∫∫∫ {
cK(t, s, t′, s′)− c(t, s, t′, s′)}2dtdsdt′ds′
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=K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
∫∫
IKi,j×IKk,l
{
c˜(i, j, k, l)− c(t, s, t′, s′)}2dtdsdt′ds′. (C.17)
Using (C.16) and the Lipschitz condition on c, given (t, s) ∈ IKi,j , (t′, s′) ∈ IKk,l, one has
|c˜(i, j, k, l)− c(t, s, t′, s′)| =
∣∣∣∣∣ 1|IKi,j | |IKk,l|
∫∫∫∫
IKi,j×IKk,l
{
c(u, v, u′, v′)− c(t, s, t′, s′)}dudvdu′dv′∣∣∣∣∣
≤ 1|IKi,j | |IKk,l|
∫∫∫∫
IKi,j×IKk,l
∣∣c(u, v, u′, v′)− c(t, s, t′, s′)∣∣dudvdu′dv′
≤ 1|IKi,j | |IKk,l|
∫∫∫∫
IKi,j×IKk,l
L
√
1
K21
+
1
K22
+
1
K21
+
1
K22
dudvdu′dv′
= L
√
2
K21
+
2
K22
.
Using this in (C.17) yields ∣∣∣∣∣∣CK − C∣∣∣∣∣∣2
2
≤ 2L2
(
1
K21
+
1
K22
)
. (C.18)
For
∣∣∣∣∣∣∣∣∣ĈNK − CK∣∣∣∣∣∣∣∣∣
2
, we proceed similarly as under the measurement scheme (M1). We need to get bounds
on E
∥∥XK∥∥2
F
=
∑K1
i=1
∑K2
j=1 Var
(
XK [i, j]
)
and E
∥∥ZK1 ∥∥2F = ∑K1i=1∑K2j=1∑K1k=1∑K2l=1 Var(XK1 [i, j]XK1 [k, l]).
Recall that under measurement scheme (M2),
XK [i, j] =
1
|IKi,j |
∫
IKi,j
X(t, s)dtds =
√
K1K2〈X, gKi,j〉,
where gKi,j(t, s) =
√
K1K2 1{(t, s) ∈ IKi,j}. So, Var
(
XK [i, j]
)
= K1K2Var
(〈X, gKi,j〉) = K1K2〈CgKi,j , gKi,j〉.
Observe that
(
gKi,j
)
i=1,...,K1,j=1,...,K2
are orthonormal in L2([0, 1]2) (i.e., 〈gKi,j , gKk,l〉 = 1{(i, j) = (k, l)}).
Thus, we can extend them to form a basis of L2([0, 1]2) (c.f. the proof of Theorem 2 in [14]). We again
denote this extended basis by (gKi,j)
∞
i,j=1. Since C is positive semi-definite, 〈CgKi,j , gKi,j〉 ≥ 0 for every i, j ≥ 1.
Thus,
K1∑
i=1
K2∑
j=1
Var
(
XK [i, j]
)
= K1K2
K1∑
i=1
K2∑
j=1
〈CgKi,j , gKi,j〉
≤ K1K2
∞∑
i=1
∞∑
j=1
〈CgKi,j , gKi,j〉
= K1K2|||C|||1. (C.19)
Again, X[i, j]X[k, l] = K1K2〈X ⊗X, gKi,j ⊗ gKk,l〉. This shows that
Var
(
XK1 [i, j]X
K
1 [k, l]
)
= K21K
2
2 〈Γ(gKi,j ⊗ gKk,l), gKi,j ⊗ gKk,l〉,
where Γ = E(X ⊗ X ⊗ X ⊗ X) − C ⊗ C is the covariance operator of X ⊗ X. Note that the assumption
E(‖X‖42) <∞ ensures the existence of Γ, and further assures that Γ is a trace-class operator. Since the (gKi,j)
are orthornormal in L2([0, 1]2), the
(
gKi,j ⊗ gKk,l
)
i,j,k,l
are orthonormal in L2([0, 1]4). So, we can extend them
to a basis (gKi,j ⊗ gKk,l)∞i,j,k,l=1 of L2([0, 1]4). Since Γ is positive semi-definite
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
XK1 [i, j]X
K
1 [k, l]
)
= K21K
2
2
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
〈Γ(gKi,j ⊗ gKk,l), gKi,j ⊗ gKk,l〉
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≤ K21K22
∞∑
i=1
∞∑
j=1
∞∑
k=1
∞∑
l=1
〈Γ(gKi,j ⊗ gKk,l), gKi,j ⊗ gKk,l〉
= K21K
2
2 |||Γ|||1. (C.20)
Using (C.19) and (C.20), and proceeding as in the case of (M1), we get
E
∣∣∣∣∣∣∣∣∣ĈKN − CK∣∣∣∣∣∣∣∣∣
2
≤
√|||Γ|||1√
N
+
|||C|||1
N
,
that is, ∣∣∣∣∣∣∣∣∣ĈKN − CK∣∣∣∣∣∣∣∣∣
2
= OP(N−1/2), (C.21)
where the OP term is uniform in K1,K2. Finally, using (C.18) and (C.21) in (C.7), we get
∣∣∣∣∣∣∣∣∣ĈKN − C∣∣∣∣∣∣∣∣∣
2
= OP(N−1/2) + L
√
2
K21
+
2
K22
, (C.22)
where the OP term is uniform in K1,K2. Observe that we obtain the same rate under both (M1) and (M2).
Also observe that, under both the schemes,
∣∣∣∣∣∣∣∣∣ĈKN ∣∣∣∣∣∣∣∣∣
2
= |||C|||2 +OP(N−1/2) + L
√
2
K21
+
2
K22
.
Using these in (C.6), we get
∣∣∣∣∣∣∣∣∣ĈKR,N − CR∣∣∣∣∣∣∣∣∣
2
≤
{
4
√
2
(
|||C|||2 + |||C|||2 +OP(N−1/2) + L
√
2
K21
+
2
K22
)
R∑
r=1
σr
αr
+ 1
}
×
{
OP(N−1/2) + L
√
2
K21
+
2
K22
}
= OP
(
aR√
N
)
+
(
16aR +
√
2
)
L
√
1
K21
+
1
K22
+
8
√
2L2
|||C|||2
(
1
K21
+
1
K22
)
aR,
where the OP term is uniform in K1,K2.
C.4. Error-in-measurement model
If we were to assume measurement error contamination, then the discrete version of the measurements would
become
X˜Kn = X
K
n + E
K
n , n = 1, . . . , N,
where EKn is the error in the n-th measurement [29]. The proof of Theorem 2 shows that to get the rate of
convergence of
∣∣∣∣∣∣∣∣∣ĈKN − C∣∣∣∣∣∣∣∣∣
2
, we need to find the rate of
∥∥∥C˜KN −CK∥∥∥
F
, where C˜KN is the empirical covariance
based on X˜K1 , . . . , X˜
K
N . We can bound this term by∥∥∥C˜KN −CK∥∥∥
F
=
∥∥∥C˜KN − C˜K + C˜K −CK∥∥∥
F
≤
∥∥∥C˜KN − C˜K∥∥∥
F
+
∥∥∥C˜K −CK∥∥∥
F
=
∥∥∥C˜KN − C˜K∥∥∥
F
+ σ2K1K2,
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where C˜K = CK + σ2IK1 ⊗ IK2 is the variance of X˜K1 . A careful look at the same proof shows that
the rate of convergence of
∥∥∥C˜KN − C˜K∥∥∥
F
depends crucially on the rates of
∥∥∥X˜K∥∥∥2
F
and
∥∥∥Z˜K∥∥∥2
F
, where
Z˜K = X˜K ⊗ X˜K − C˜K . Also, the same proof shows that
E
∥∥∥X˜K∥∥∥2
F
=
K1∑
i=1
K2∑
j=1
E
{(
X˜K [i, j]
)2}
E
∥∥∥Z˜K∥∥∥2
F
=
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
E
{(
X˜K [i, j]X˜K [k, l]− C˜K [i, j, k, l])2}.
Now, under the measurement error model,
E
{(
X˜K [i, j]
)2}
= Var
(
X˜K [i, j]
)
= Var
(
XK [i, j]
)
+ Var
(
EK [i, j]
)
= Var
(
XK [i, j]
)
+ σ2,
So,
K1∑
i=1
K2∑
j=1
E
{(
X˜K [i, j]
)2}
=
K1∑
i=1
K2∑
j=1
Var
(
XK [i, j]
)
+K1K2σ
2 =
{
K1K2(S1 + σ
2) under (M1)
K1K2(|||C|||1 + σ2) under (M2)
.
On the other hand,
E
{(
X˜K [i, j]X˜K [k, l]− C˜K [i, j, k, l])2}
= E
{(
XK [i, j]XK [k, l]−CK [i, j, k, l] + XK [i, j]EK [k, l] + EK [i, j]XK [k, l] + EK [i, j]EK [k, l]− σ21(i,j)=(k,l)
)2}
≤ 4
[
E
{(
XK [i, j]XK [k, l]−CK [i, j, k, l])2}+ E{(XK [i, j]EK [k, l])2}
+ E
{(
EK [i, j]XK [k, l]
)2}
+ E
{(
EK [i, j]EK [k, l]− σ21(i,j)=(k,l)
)2}]
= 4
[
Var
(
XK [i, j]XK [k, l]
)
+ E
{(
XK [i, j]
)2}E{(EK [k, l])2}
+ E
{(
EK [i, j]
)2}E{(XK [k, l])2}+ Var(EK [i, j]EK [k, l])]
= 4
[
Var
(
XK [i, j]XK [k, l]
)
+ Var
(
XK [i, j]
)
Var
(
EK [k, l]
)
+ Var
(
EK [i, j]
)
Var
(
XK [k, l]
)
+ Var
(
EK [i, j]EK [k, l]
)]
.
So,
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
E
{(
X˜K [i, j]X˜K [k, l]− C˜K [i, j, k, l])2}
≤ 4
[ K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
XK [i, j]XK [k, l]
)
+
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
XK [i, j]
)
Var
(
EK [k, l]
)
+
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
EK [i, j]
)
Var
(
XK [k, l]
)
+
K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
EK [i, j]EK [k, l]
)]
= 4
[ K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
XK [i, j]XK [k, l]
)
+K1K2σ
2
K1∑
i=1
K2∑
j=1
Var
(
XK [i, j]
)
34
+K1K2σ
2
K1∑
k=1
K2∑
l=1
Var
(
XK [k, l]
)
+K21K
2
2σ
4
]
= 4
[ K1∑
i=1
K2∑
j=1
K1∑
k=1
K2∑
l=1
Var
(
XK [i, j]XK [k, l]
)
+ 2K1K2σ
2
K1∑
i=1
K2∑
j=1
Var
(
XK [i, j]
)
+K21K
2
2σ
4
]
.
This shows that
E
∥∥∥Z˜K∥∥∥2
F
≤
{
4K21K
2
2 (S2 + 2σ
2S1 + σ
4) under (M1)
4K21K
2
2 (|||Γ|||1 + 2σ2|||C|||1 + σ4) under (M2)
.
Thus,
1
K1K2
E
∥∥∥C˜KN − C˜K∥∥∥
F
≤ 2
√
α1 + 2σ2α2 + σ4
N
+
α2 + σ
2
N
,
where (α1, α2) = (S2, S1) under (M1) and (|||Γ|||1, |||C|||1) under (M2). This finally shows that
E
∣∣∣∣∣∣∣∣∣C˜KN − CK∣∣∣∣∣∣∣∣∣
2
=
1
K1K2
E
∥∥∥C˜KN −CK∥∥∥
F
≤ 1
K1K2
E
∥∥∥C˜KN − C˜K∥∥∥
F
+ σ2
≤ 2
√
α1 + 2σ2α2 + σ4
N
+
α2 + σ
2
N
+ σ2.
We can use this result to derive rate of convergence of our estimator under the error-in-measurement model.
It is clear that the bound will contain the term σ2.To eliminate this term, additional care needs to be taken
at the diagonal of the estimated covariance. It is well-known that under measurement error, the empirical
covariance is ill-behaved at the diagonal and one needs to treat the diagonal elements appropriately to
circumvent this problem (see [29],[14, Remark 3]).
Appendix D: Covariances for Simulations
The parametric covariance used in Example 4 and Section 5.1 has kernel
c(t, s, t′, s′) =
σ2
(a2|t− t′|2α + 1)τ exp
(
b2|s− s′|2γ
(a2|t− t′|2α + 1)βγ
)
.
This covariance was introduced by Gneiting [8]. Among the various parameters, a, resp. b, control the
temporal, resp. spatial, domain scaling, and β ∈ [0, 1] controls the departure from separability with β = 0
corresponding to a separable model. The remaining parameters are set a = b = τ = α = γ = 1. We
fix β = 0.7, which seems to be as a rather high degree of non-separability given the range of β, but one
should note that non-separability is rather small for this model regardless of the choice of β [7]. The scaling
parameters are set as α = γ = 20 on the [0, 1] interval, which corresponds to considering the domain as
[0, 20] interval with α = γ = 1. We stretch the domain this way in order to strengthen the non-separability
of the model. Even though the covariance is stationary, this fact is completely ignored. None of the methods
presented in this paper makes use of stationarity (even though they could, due to Lemma 1), and the reported
results are not affected by it.
In Section 5.2, we work with a simulated R-separable covariance. Here we describe how exactly the A’s,
B’s and σ’s of equation (5.3) are chosen.
In the first half of Section 5.2 leading up to Figure 4, our goal is to show how the constant aR of Theorem
1, which is related to the decay of the separable component scores, affects the convergence speed, i.e. the
“variance” part of the error. To this end, we generate a random ONB, and split this basis into R = 4 sets
of vectors, say D1, . . . ,D4. To generate Ar for r = 1, . . . , 4, we use the vectors from Dr as the eigenvectors,
while the non-zero eigenvalues are set as |Dr|, . . . , 1. Hence Ar is singular with random eigenvectors and
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the eigenvalues, which are non-zero, are linearly decaying. The procedure is the same for B1, . . . ,B4. Note
that the exact form of the covariances A and B or the fact that they are low-rank themselves is probably
not affecting the results in any way. However, it is not easy to come up with a generation procedure for C,
which allows for both the control of its separable component scores, which we require, and an efficient data
simulation. One basically needs A1, . . . ,A4 to be positive semi-definite and orthogonal at the same time.
And the only way to achieve this is to have A1, . . . ,A4 low-rank with orthogonal eigen-spaces.
In the second half of Section 5.2 leading up to Figure 5, the situation is slightly simpler. In order to emulate
more realistic inversion problems, we first simulate the data, and find the R-separable estimate. Since we
are only interested in controlling the separable component scores after the data were already simulated, we
have complete freedom in the choice of A’s, B’s and σ’s in (5.3). We set both A’s and B’s in the similar way
as an output of a procedure describe as follows, with the exception of A1 and B1, which are chosen equal
to the covariance of Brownian motion, standardized to have Hilbert-Schmidt norm equal to one. Since we
keep all the σ’s equal to one, ordering of the covariance is immaterial. For a fixed r = 2, . . . , R, we generate
Ar as follows (the procedure for Br is again the same). We have a pre-specified list of functions, including
polynomials of low order, trigonometric functions, and a B-spline basis. We choose a random number of
these functions (evaluated on a grid), complement them with random vectors to span the whole space, and
orthogonalize this collection to obtain an eigen-basis. The eigenvalues are chosen of to have a power decay
with a randomly selected base. This procedure leads to a visually smooth covariance Ar.
Finally, when the covariance (5.3) is set, we simulate the data as follows. For n = 1, . . . , N and r = 1, . . . , R,
we simulate X˜n, r from the matrix-variate Gaussian distribution with mean zero and covariance Ar ⊗˜Br.
The sample is obtained as Xn = X˜n,1 + . . .+ X˜n,R for n = 1, . . . , N .
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