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Abstract—Deep learning has been successful for many com-
puter vision tasks due to the availability of shared and centralised
large sized training data. However, increasing awareness of
privacy concerns poses new challenges to deep learning, espe-
cially for human subject related recognition such as person re-
identification (Re-ID). In this work, we solve the Re-ID problem
by decentralised model learning from non-shared private training
data distributed at multiple user cites of independent multi-
domain labels. We propose a novel paradigm called Federated
Person Re-Identification (FedReID) to construct a generalisable
Re-ID model (a central server) by simultaneously learning col-
laboratively from multiple privacy-preserved local models (local
clients). Each local client learns domain-specific local knowledge
from its own set of labels independent from all the other clients
(each client has its own non-shared independent labels), while
the central server selects and aggregates transferrable local
updates to accumulate domain-generic knowledge (a general
feature embedding model) without sharing local data therefore
inherently protecting privacy. Extensive experiments on 11 Re-ID
benchmarks demonstrate the superiority of FedReID against the
state-of-the-art Re-ID methods.
I. INTRODUCTION
IN recent years, deep neural network learning has achievedincredible success in many computer vision tasks. However,
it relies heavily upon two assumptions: (1) A large volume of
data can be collected from multi-source domains, stored on a
centralised database for model training; (2) Human resources
are available for exhaustive manual labelling of training data.
Despite the current significant focus on centralised data centres
to facilitate big data machine learning drawing from shared
data collections, the world is moving increasingly towards
localised and private (not-shared) distributed data analysis at-
the-edge. This differs inherently from the current assumption
of ever-increasing availability of centralised labelled data and
poses new challenges to deep learning, especially for human
subject related recognition such as person re-identification [1].
Person re-identification (Re-ID) on urban streets at city-
wide scales is useful in smart city design (e.g. population
flow management) and for public safety (e.g. find a missing
person) [2]–[5]. Most existing methods follow either (1)
supervised learning paradigms [6]–[8] by collecting large-
scale datasets for model training, or (2) unsupervised cross-
domain paradigms [3], [9], [10] by pretraining a model in
labelled source domains and fine-tuning in unlabelled target
domains. Although these labelled data centralised learning
paradigms achieve promising results, they face some signifi-
cant problems: (1) How to train a model when source domain
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Fig. 1. Federated Person Re-Identification (FedReID) for decentralised model
learning: Each client uses sensitive (private) local data to train a localised
model, while the server aggregates a centralised model without accessing to
the local data, enabling learning generic features with privacy protection. In
out-of-the-box model deployments, only the central model is distributed.
data cannot be shared to a centralised model training process
due to privacy concerns and data protection requirements; (2)
How to optimise a single generic model for out-of-the-box
deployments without collecting training data in target domains.
This requires a different Re-ID paradigm capable of learning a
generalisable model from distributed collections of non-shared
data.
In this work, we propose a fundamentally novel paradigm
called Federated Person Re-Identification (FedReID) for de-
centralised model learning from distributed and non-shared
training data. Our aim is to optimise a generalisable Re-
ID model (a centralised server) by distributed collaborative
learning of local models (localised and private clients) without
sharing local training data and without any centralised data
at all, so to enable out-of-the-box model deployments. As
shown in Fig. 1, different cities around the world can play
the roles of localised and private clients, which use local
non-shared datasets for local model training. A centralised
server selects and aggregates local model updates to construct
a generalisable model without the need to access local data.
In turn, local clients can benefit from the central server
updates which embed collective knowledge through model
updates (not data) from all local clients in order to improve
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2each local client update individually. This client-server update
communication is iteratively processed, enabling learning from
decentralised data and privacy protection. For deployment in
a new city, the generalised Re-ID model from the centralised
server can be deployed directly without training.
The contributions of this work are: (I) We propose a new
paradigm called Federated Person Re-Identification (FedReID)
for distributed model training on decentralised non-sharing
data of totally independent labels suitable for preserving
privacy in out-of-the-box model deployments. To our best
knowledge, this is the first time decentralised model learning
on distributed non-sharing data of independent labels is intro-
duced for person Re-ID. Our approach explores the principle
of conventional federated learning [11] but is fundamentally
different in model formulation due to the unique challenge
in Re-ID. The proposed paradigm can benefit other computer
vision tasks that also require decentralised model learning on
distributed non-sharing data. (II) In FedReID, we reformulate
conventional federated learning [12] for optimising a gener-
alised model from multiple domains of completely indepen-
dent class label spaces, and by addressing an inherently Zero-
Shot Learning problem due to the intrinsic nature of ReID,
significantly different from conventional N-shot classification
learning problems [2]. Each localised client consists of a
feature embedding network for feature extraction and a map-
ping network for domain-specific knowledge learning, while
the centralised server selects and aggregates local updates
to construct a domain-generalised feature embedding model.
(III) We introduce iterative client-server collaborative learning
by knowledge communication under privacy control, without
sharing local data and no centralised data.
Extensive experiments were conducted on 11 Re-ID
benchmarks (DukeMTMC-ReID [13], Market-1501 [14],
CUHK03 [15], MSMT17 [16], CUHK-SYSU person search
[17], iLIDS [18], VIPeR [19], 3DPeS [20], CAVIAR [21],
PRID [22], GRID [23]). The results show the superiority of
the proposed FedReID over the state-of-the-art unsupervised
and generalised Re-ID methods.
II. RELATED WORK
Federated Learning. Federated learning [11], [12], [24], [25]
is a recently proposed machine learning technique that allows
local users to collaboratively train a centralised model without
sharing local data. Existing federated learning aims at learning
a shared model with decentralised data for the same class
label space (the same domain), although the distributions of
local data may be different. Therefore the model structures of
each client and the server are identical. McMahan et al. [12]
introduced Federated Stochastic Gradient Descent (FedSGD)
and Federated Average (FedAVG) to iteratively aggregate a
shared model by averaging local updates, which is effective
in language modelling and digit recognition (all the local
clients are learning the same domain of identical labels). Our
FedReID shares the merit of federated learning [11], [12]
but requires a fundamentally different formulation for person
Re-ID. In person Re-ID, each local domain is completely
independent (non-overlapping) from the other domains with
totally different person populations (ID space) from different
locations/cities, resulting in domain discrepancies in ID space
and context. Thus we need to model simultaneously the non-
sharing domain-specific knowledge of each localised client
and the latent shared domain-generalised knowledge of the
centralised server. In FedReID, each client consists of a
feature embedding network for visual feature extraction and
a mapping network for domain-specific knowledge learning,
while the server constructs a domain-generalised model.
Person Re-Identification. Learning robust generic feature
representations is attractive for Re-ID deployments across
domains. Conventional supervised Re-ID [6]–[8] relies heavily
on labelled training data in each target domain, whilst cross-
domain unsupervised Re-ID [3], [9], [10] still relies on the
availability of unlabelled data in the target domain for fine-
tuning, so they are impractical for out-of-the-box deployments.
Domain generalised Re-ID models aim to learning a generic
feature representation by collecting training data from multiple
domains. Song et al. [5] design a domain-invariant mapping
network by meta-learning. Xiao et al. [26] use domain
guided dropout to select domain-specific neurons in a CNN
trained on multiple domains. However, these methods require
a centralised training process by assembling a large pool of
data from multi-domain labelled datasets, which may not be
feasible in practice due to privacy restrictions. Different from
all existing Re-ID methods, our FedReID has a fundamentally
different paradigm for optimising a generalised Re-ID model
through collaborative learning by communicating knowledge
representations among the server and the local clients. Each
client learns independently on distributed local private data
without centrally shared large training data, so FedReID
embraces inherently privacy protection.
Distributed Deep Learning. FedReID differs significantly
from conventional distributed deep learning [27]–[29]. Dis-
tributed deep learning aims at training very large scale deep
networks (over billions of parameters) using massive hard-
ware involving tens of thousands of CPU/GPU cores with
parallel distributed computation (either model parallelism or
data parallelism), with shared large training data. For exam-
ple, DistBelief [28] partitions and distributes large models
to different machines for maximising large scale parallel
computation using all available cores, accelerating the training
process. It does not consider constructing a generalisable
model from distributed local learning on independent data.
In contrast, FedReID considers the problem of optimising a
generalisable model by asynchronous knowledge aggregation
from multi-domain locally learned models without centrally
sharing training data.
Private Deep Learning. Private deep learning [30]–[32] aims
at constructing privacy-preserving models and preventing the
model from inverse attack [30], [33]. A popular solution [30]–
[32] is to use knowledge distillation to transfer private knowl-
edge from multiple teacher ensembles or a cumbersome
teacher model to a public student model with restricted dis-
tillation on training data. In contrast, FedReID does not use
any centralised training data (labelled or unlabelled) for model
aggregation. Privacy is implemented intrinsically in FedReID
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Fig. 2. An overview of the proposed Federated Person Re-Identification.
by decentralised model training through iterative client-server
collaborative learning by asynchronous (random) knowledge
aggregation, without central (server) data sharing in model
updates.
III. METHODOLOGY
Overview. FedReID is depicted in Fig. 2. Suppose there
are N sensitive (private) datasets captured from different
locations/cities that cannot be shared for model training, we
construct N localised models (clients) for them. In the i-
th client (i∈N), we construct a feature embedding network
φ(ωfi,t,k;x) to extract inherent features Vi = {vi,j}Lj=1 of each
person (there are L person images and Ii identities) in each
local dataset Xi = {xi,j}Lj=1:
vi,j = φ(ω
f
i,t,k;xi,j) (1)
where ωfi,t,k are the weights of neurons of the i-th feature
embedding network at the t-th local step at the k-th global
communication epoch. To learn domain-specific information,
we construct a mapping network δ(ωci,t,k; v) for classification:
di,j = δ(ω
c
i,t,k; vi,j) (2)
where di,j is the logit of the j-th sample in the i-th local
client, ωci,t,k are the weights of neurons of the i-th mapping
network at the t-th local step at the k-th global epoch. The
optimisation objective function of the i-th client is formulated
as:
Li = LCi + LRi (3)
where LCi is the identity classification loss and LRi is the
server regularisation on the i-th client. All clients update their
models locally with tmax rounds and then upload the updates
(weights of each neuron) to a centralised server.
The centralised server selects and aggregates iteratively the
updates from the local clients to construct the serve model
σ(θk, x) without accessing to the local data, where θk are
the weights of neurons of the server model at the k-th global
epoch. And in turn, the server transmits the aggregated updates
to the clients to update the local models, so to facilitate bi-
directional collaborations.
In deployment, the centralised model is directly used to
extract features of an image for Re-ID matching with a generic
distance metric (e.g. L2).
Client-Server Iterative Updates. Following conventional fed-
erated learning [11], [12], the local clients and the central
server are iteratively updated. Suppose the i-th client is
optimised using SGD with a fixed learning rate η, then the
weights ωi,t+1,k of the i-th client at the (t+ 1)-th local step
are updated as:
ωi,t+1,k ← ωi,t,k − ηOGi,t+1,k (4)
where OGi,t+1,k is the set of average gradients of neurons
of the i-th client at the (t + 1)-th local step at the k-th
global epoch. After tmax rounds local updates in the clients,
the server randomly selects C-fraction (here C ∈ [0, 1]) local
clients NC (here NC is the set of selected clients) for the
server weights θk aggregation:
θk ← 1dC ·Ne
∑
m∈NC
ωm,tmax,k (5)
where 1 ≤ dC ·Ne ≤ N , ωm,tmax,k are the weights of neurons
of the m-th client at the tmax-th local step of the k-th global
4epoch. In turn, each client receives θk to update the local
model:
ωi,0,k+1 ← θk (6)
where ωi,0,k+1 are the initial (t=0) weights of the i-th client
at the k-th global epoch. In this way, the local clients and the
server are iteratively updated for kmax global communication
epochs.
FedReID Client-Server Collaboration. In conventional fed-
erated learning, all weights of neurons in the selected client
models (including feature embedding layers and classifier lay-
ers) are used to update the centralised server model (Eq. (5)),
and in turn, the centralised model is directly used to replace
the localised model (Eq. (6)). However, in decentralised person
Re-ID, this would lead to the loss of the domain-specific
knowledge in each client model, because local datasets of
Re-ID are usually captured in different locations (domains),
where person populations (ID space) and background scenes
(context) are different (no-overlap). To optimise a centralised
model across different domains, we reformulate federated
learning to simultaneously consider the specificity of each
localised client and the generalisation of the centralised server.
Specifically, each client model is separated as the feature
embedding network with weights ωfi,t,k for extracting inherent
features and the mapping network with weights ωci,t,k for
domain-specific classification, i.e. ωi,t,k = {ωfi,t,k, ωci,t,k}.
In our design, the mapping network consists of two fully
connected layers, in which the first fully connected layer
follows by a batch normalization layer (BN(·)), a ReLU layer
(ReLU(·)) and Dropout:
di,j =W2ReLU(BN(W1vi,j + b1)) + b2 (7)
where {W1,W2, b1, b2} ∈ ωci,t,k are to-be-learned parameters.
To activate different domain-specific knowledge in each client,
we separate ωci,t,k from the weight aggregations in Eq. (6) and
use average aggregation for ωfi,t,k updates, therefore, Eq. (6)
is reformulated as:
{ωfi,0,k+1, ωci,0,k+1} ← {
1
2
(θfk + ω
f
i,tmax,k
), ωci,tmax,k} (8)
where θfk is the weights of neurons of the feature embed-
ding network of the centralised server. In practice, ωci,t,k+1
can be reinitialised if not aggregated in the previous global
communications. Since the server is a generalised embedding
feature model, it doesn’t require to aggregate ωci,t,k+1 for
classification, so Eq. (5) is simplified as:
θfk ←
1
dC ·Ne
∑
m∈NC
ωfm,tmax,k (9)
Optimisation Objective. In each local client, we use identity
classification loss to learn domain-specific identity knowledge:
LCi = −
Ii∑
j=1
yi,j log
exp(di,j)∑Ii
b=1 exp(di,b)
(10)
where yi,j is the ground-truth label. Moreover, as the overall
objective function of FedReID is to construct a centralised
server model capable of extracting generalisable feature rep-
resentations from multiple local client models without sharing
training data, the localised clients are supervised by the
server regularisation to transfer generalised knowledge from
the centralised model to the localised models. Specifically, we
compute soft probability distributions [34] for the client Pi,j
and the server Qi,j as:
Pi,j = exp(di,j/T )∑Ii
b=1 exp(di,b/T )
(11)
Qi,j =
exp(d′i,j/T )∑Ii
b=1 exp(d
′
i,b/T )
(12)
where T is a temperature to control the softness of probability
distributions over classes [34], d′i,j is the logit computed by
Eqns. (1) and (2) with θfk and ω
c
i,t,k. The server regularisation
is therefore defined as the KL-divergence LRi between Pi,j
and Qi,j :
LRi = γ
Ii∑
j=1
Qi,j ·logQi,jPi,j (13)
where γ is a scale factor to compensate the soften probability
distributions. This regularisation provides generic knowledge
to facilitate the optimisation in local client, especially in
supervised deployment scenarios. Note that, θfk in the local
will also be optimised on-the-fly with Eq. (10) as the advance
of the training process, but it will not be transmitted to the
server.
Privacy Protection. In FedReID, local sensitive datasets are
inherently protected by decentralised model training and the
random aggregation in the centralised server. To further protect
sensitive data from inverse attack [33], we employ a white
noise [25] in the aggregation to hide the contributions of the
randomly selected clients in Eq. (9):
θfk ←
1
dC·Ne
∑
m∈NC
ωfm,tmax,k + βN (0, 1) (14)
where N (0, 1) is the white noise matrices with mean 0 and
variance 1. β ∈ [0, 1] is a scale factor to control the white noise
applied to local clients weights towards the centralised server
weights aggregation, which controls the balance between
privacy-preserving and Re-ID performance. When β = 0,
the white noise is removed from the aggregation, so Eq. (14)
becomes Eq. (9). Moreover, in the client-server collaboration,
we can further hide the collaboration information in Eq. (8)
as:
{ωfi,0,k+1, ωci,0,k+1} ←{
1
2
(θfk + ω
f
i,tmax,k
)
, ωci,tmax,k}+ βN (0, 1)
(15)
Summary. In model training, the localised clients and the
centralised server are iteratively updated to optimise a gen-
eralised Re-ID model with privacy protection. At test time,
the centralised server model is used to extract generic features
for Re-ID matching. We summarise the training process of
FedReID in Algorithm 1.
5Algorithm 1 Federated Person Re-Identification.
Intialise: Client number N , local datasets Xi(i = 1, ...N), selected
client fraction C, client models {φ(ωfi,t,k;x), δ(ω
c
i,t,k; v)}, server
model σ(θk, x).
1: for k = 1→ kmax do /* Global communications */
2: NC ←Randomly select C-fraction clients
3: for i in NC do /* i-th client */
4: Update ωi,t,k with Eq. (15)
5: for t = 1→ tmax do /* Local steps */
6: Compute features of samples (Eq. (1))
7: Compute logits of samples (Eq. (7))
8: Compute identity loss (Eq. (10))
9: Compute server regularisation LRi (Eq. (13))
10: Update ωi,t,k with Eq. (3)
11: end for
12: end for
13: Update θfk with Eq. (14)
14: end for
15: Output: A generalised embedding feature model in the server
TABLE I
THE PERSON RE-ID EVALUATION SETTINGS (TRAIN ON INDEPENDENT
LOCAL CLIENTS AND TEST ON NEW DOMAINS). ’ID’: NUMBER OF
IDENTITIES; ’IMG’: NUMBER OF IMAGES. ? : CUHK-SYSU PERSON
SEARCH IS ABBREVIATED AS CUHK-SYSU.
Types Benchmarks Train ID Train Img Test ID Test Img
Local Clients
Training
Duke 702 16522 - -
Market 751 12936 - -
CUHK03 767 7365 - -
MSMT17 1041 30248 - -
New-Domain
Testing
iLIDS - - 60 120
VIPeR - - 316 632
3DPeS - - 96 192
CAVIAR - - 36 72
PRID - - 100 749
GRID - - 125 1025
CUHK-SYSU? - - 2900 8347
IV. EXPERIMENTS
A. Datasets and Settings
Datasets. We used 11 Re-ID and person search datasets
for evaluating FedReID. Specifically, we used four larger
Re-ID datasets (DukeMTMC-ReID [13], Market-1501 [14],
CUHK03 [15] and MSMT17 [16]) as non-shared local data for
training four different local clients and to construct a central
FedReID model. Note that each of the four local clients didn’t
share its training dataset with other clients nor the server. This
is different from other generalised Re-ID methods [5], [26],
[35] (FedReID trains on decentralised data, while existing
methods train on centralised data). The FedReID model is
then tested on separate six smaller Re-ID datasets (iLIDS [18],
VIPeR [19], 3DPeS [20], CAVIAR [21], PRID [22] and
GRID [23]), plus a large-scale Re-ID dataset (CUHK-SYSU
person search [17]) as new target domains for out-of-the-
box deployment tests without training data. Commonly these
smaller datasets are inadequate for training deep models due
to their small data sizes and poorer data qualities compared to
more recent larger Re-ID datasets designed to accommodate
deep learning. So they are good tests for mimicking real-
world out-of-the-box deployment scenarios. For the CUHK-
SYSU test, we used the ground-truth person bounding box
annotation from the dataset for Re-ID test, of which there
are 2900 query persons and each person contains at least
one image in the gallery (both query and gallery sets are
fixed removing distractors in the variable gallery sets). For
small Re-ID datasets, we did random half splits to generate
10 training/testing splits. In each split, we randomly selected
one image of each test identity as the query while the others as
the gallery for evaluation. The person Re-ID evaluation setting
is summarised in Table I.
Evaluation Metrics. We used the Cumulative Matching Char-
acteristic (CMC) and mean Average Precision (mAP) for
person Re-ID performance evaluation. Besides, we consider a
model is capable of protecting privacy if the local data are not
accessed by the deployed model during training. Note that, the
proposed FedReID is uniquely designed to learn a generalised
model from distributed clients with privacy protection, not to
achieve the best accuracy.
Implementation Details. We used ResNet-50 [36] (pretrained
on ImageNet) as the embedding network and the mapping
network with two fully connected layers. We used N = 4
local clients (each trains on a private dataset) and C = 0.5
in Eq. (14). In Eq. (14) and (15), β ∈ [0, 1] is determined by
different privacy protection requirements. For fair comparison
with existing Re-ID methods, we set β = 0 in the experiments.
We further provide ablation studies on privacy protection con-
trol parameter β. Following [34], we set T = 3 in Eqns. (11)
and (12), and used γ = T 2 in Eq. (13). We empirically
set batch size to 32, maximum global communication epochs
kmax = 100, and maximum local steps tmax = 1. We
used SGD as the optimiser with Nesterov momentum 0.9 and
weight decay 5e-4. The learning rates were set to 0.01 for
embedding networks and 0.1 for mapping networks, which
decay by 0.1 after 20 global epochs. The dimension of output
feature is 2048.
B. Evaluations on Re-ID Benchmarks
Competitors. To evaluate the generalisation capability of
FedReID for out-of-the-box deployments, we compared Fe-
dReID with 11 state-of-the-art unsupervised/generalised Re-
ID methods in two groups: (1) four unsupervised cross-domain
fine-tuning methods (TJAIDL [10], DSTML [37], UMDL [35],
PAUL [3]), and (2) six unsupervised generalisation methods
(SyRI [38], SSDAL [39], JSTLLOO [26], [40], MLDG [41],
CrossGrad [42], DIMN [5]). Note that FedReID doesn’t use
any training data in new testing domains.
Results. As shown in Table II, FedReID performs compet-
itively against the state-of-the-art competitors. Specifically,
FedReID achieves the best R1 accuracies on iLIDS (70.3%),
3DPeS (73.2%) and CAVIAR (48.1%). On VIPeR and GRID,
DIMN [5] ranks the first with 51.2% and 29.3% R1 accuracies,
respectively, while FedReID is the second-best with 46.7%
and 23.8% R1 accuracies, respectively. On PRID, where
illumination and pose variations between two camera views
are drastic, SyRI [38] achieves significantly better R1 accuracy
(43.0%), while FedReID achieves the third-best R1 accuracy
(32.3%). Besides, FedReID is the only method that is capable
of protecting privacy.
6TABLE II
COMPARISONS WITH THE STATE-OF-THE-ART UNSUPERVISED AND GENERALISED RE-ID METHODS ON ILIDS, VIPER, 3DPES, CAVIAR, PRID AND
GRID. RANK-1 ACCURACIES ARE REPORTED. THE BEST RESULTS ARE SHOWN IN red bold, WHILE THE SECOND-BEST ARE IN blue bold. † : RE-ID
DOMAIN GENERALISATION RESULTS. NOTE THAT FEDREID DOESN’T USE ANY TRAINING DATA IN NEW TESTING DOMAINS.
Settings Methods Privacy? iLIDS VIPeR 3DPeS CAVIAR PRID GRID
Cross-domain
fine-tuning
TJAIDL [10] 7 - 38.5 - - 26.8 -
DSTML [37] 7 33.4 8.6 32.5 28.2 - -
UMDL [35] 7 49.3 31.5 - 41.6 24.2 -
PAUL [3] 7 - 45.2 - - - -
Centralised
generalised
SyRI [38] 7 56.5 43.0 - - 43.0 -
SSDAL [39] 7 - 43.5 - - 22.6 22.4
JSTLLOO† [26], [40] 7 43.5 20.9 - - 2.0 -
MLDG† [41] 7 53.8 23.5 - - 24.0 15.8
CrossGrad† [42] 7 49.7 20.9 - - 18.8 9.0
DIMN [5] 7 70.2 51.2 - - 39.2 29.3
Decentralised FedReID (Ours) 4 70.3 46.7 73.2 48.1 32.3 23.8
TABLE III
EVALUATION ON CUHK-SYSU PERSON SEARCH. ? : EXPERIMENTS
USING GROUND-TRUTH PERSON IMAGES AND A GALLERY SIZE OF 100
IMAGES PER QUERY. † : ADDITIONAL IMAGE-LANGUAGE DESCRIPTIONS
ARE USED. BEST RESULTS ARE SHOWN IN bold.
Settings Methods mAP R1 R5 R10
Unsupervised
DSIFT? [43]+Euclidean 41.1 45.9 - -
BoW? [14]+Cosine 62.5 67.2 - -
DLDP? [44] 74.0 76.7 - -
FedReID (Ours) 76.6 78.1 88.5 91.3
Supervised
DSIFT? [43]+KISSME [45] 56.2 61.9 - -
LOMO+XQDA? [46] 72.4 76.7 - -
OIM? [17] 77.9 80.5 - -
GLIA?† [47] 91.4 92.0 96.7 97.9
Backbone (ResNet-50) 82.2 84.5 91.8 93.8
FedReID (Supervised w/ LR) 86.5 88.5 94.1 95.6
Discussions. Given that FedReID does not employ centralised
training data nor fine-tune using target domain data, it per-
forms remarkably well against the state-of-the-art methods
using either or both above. More importantly, FedReID is de-
signed uniquely for protecting local client privacy by learning
a generalisable model without centralised sharing of training
data. No existing methods considers privacy protection require-
ments.
C. Evaluation on Person Search Dataset
To further evaluate FedReID on a large-scale target domain
test, we used the Re-ID subset of CUHK-SYSU person
search benchmark, which has distinctively different scene
context to most other re-id benchmarks above, e.g. street
snaps captured by hand-held cameras and movie snapshots
contained pedestrians with rich pose/background variations.
As shown in Table III, in unsupervised test, FedReID achieves
the best performance compared with other methods. FedReID
achieves 76.6% in mAP and 78.1% in rank-1 accuracy, which
is close to the supervised backbone model (ResNet-50) with
82.2%/84.5% in mAP/R1. In supervised test, FedReID uses
local data and LR as the additional supervision. We can see
that FedReID (supervised) outperforms the backbone model
by 4.3%/4.0% in mAP/R1. Although the state-of-the-art su-
pervised method (GLIA [47]) performs better than FedReID,
it is limited by the availability of additional label constraint.
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Fig. 3. Evaluating the privacy protection parameter β on VIPeR. No β in
supervised and random guess methods.
D. Effects from Privacy Protection Control
To verify the impact of privacy protection control parameter
β on model aggregation, we evaluated the effect from changing
the values of β on FedReID performance in both single
and double protection modes. In Fig. 3, “Random-Guess”
means initialising the model with ImageNet pretrained weights
without training. Fig. 3 shows that (1) The rank-1 accuracy
gradually decreases when β value increases, but the FedReID
performance is significantly better than random guess; (2)
Single β protection (Eq. (14) only) performs slightly better
than double protection (both Eqns. (14) and (15)), consistent
with intuition; (3) From β = 0 to β = 0.0005, FedReID
performance remains better than the supervised method which
is overfitting. Here, β = 0.0005 is the value when accuracy
and privacy compromise allows FedReID to just outperform
a supervised model (red dash-line). Moreover, the inherent
defensive ability of FedReID is given by the decentralised
training and the noise randomisation in Eqns. (14) and (15)
(differential privacy [25]), not only the β value.
E. Source Client Tests
In addition to out-of-the-box deployments, we also verified
FedReID on source clients which contain private local labelled
training data (e.g. Market). Table IV compares FedReID
(generalised without fine-tuning with local data), FedReID (su-
pervised with local data and w/ LR as additional supervision),
local supervised baseline, a state-of-the-art multi-domain dis-
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SOURCE LABELLED CLIENT TESTS ON MARKET. NOTE THAT THE
CENTRAL MODEL OF FEDREID (GENERALISED) ONLY SELECTS AND
AGGREGATES LOCAL UPDATES without accessing to the local data.
Methods mAP R1
Local supervised 69.3 86.7
FedReID (generalised) 60.7 81.1
FedReID (supervised w/ LR) 76.0 90.0
DPR (unsupervised multi-domain distillation) [48] 33.5 61.5
DPR (semi-supervised multi-domain distillation) [48] 35.4 63.7
TABLE V
COMPARISONS WITH INDIVIDUAL CLIENT MODELS AND ENSEMBLES ON
CUHK-SYSU. BASE: THE BACKBONE MODEL.
Settings Methods mAP R1
Individuals
BaseMarket 61.2 64.9
BaseDuke 55.9 60.2
BaseCUHK03 51.8 56.0
BaseMSMT 64.3 68.2
Ensembles Feat-Concatenation 67.5 71.3
Decentralised FedReID 76.6 78.1
Joint-train Centralised (upper bound) 78.8 82.2
tillation Re-ID method (DPR [48] unsupervised and semi-
supervised). It is evident that FedReID (generalised) performs
closely to local supervised baseline, and FedReID (supervised)
improves FedReID (generalised) by a large margin and also
significantly outperforms local supervised baseline. Theses
results indicate that the proposed FedReID paradigm and the
server regularisation LR can facilitate local source labelled
client deployments. Interestingly, compared with DPR (unsu-
pervised) that uses local unlabelled data for fine-tuning and
DPR (semi-supervised) taht uses several local labelled data
for fine-tuning, FedReID (generalised) achieves signifcantly
better performance without accessing to the local data.
F. Compare with Individuals and Ensembles
To compare FedReID with individual clients and their
ensembles, we separately trained the backbone models on four
localised datasets as individuals and used the concatenation of
corresponding features as the ensembles. As shown in Table V,
FedReID significantly outperforms the other methods. These
results indicate that the collaboration between the localised
clients and the centralised server facilitates holistic optimi-
sation, enabling FedReID to construct a better generalisable
model. Besides, a centralised learning of FedReID using
shared training data from all local clients can provide an upper-
bound on Re-ID performance, similar to that of a conventional
Re-ID model using shared big training data. Table V shows
that FedReID performs closely to this centralised upper-bound,
demonstrating its effectiveness.
G. Federated Learning Formulation Variants
To evaluate the reformulated paradigm of FedReID, we
compared FedReID with two conventional federated formu-
lation variants (FedSGD [12] and FedAVG [12]) and a Fe-
dReID variant with unchanged local client (i.e. no server
TABLE VI
COMPARISONS WITH FEDERATED FORMULATION VARIANTS ON
CUHK-SYSU AND CIFAR-10. ? : FEDULC MEANS FEDREID WITH
UNCHANGED LOCAL CLIENTS (i.e. NO SERVER UPDATES IN EQ. (15)).
Methods CUHK-SYSU CIFAR-10mAP R1 Top-1
FedSGD [12] 74.2 77.8 90.4
FedAVG [12] 73.7 76.9 93.1
FedULC? 68.3 71.9 79.2
FedReID 76.6 78.1 92.7
Backbone (Supervised) 82.2 84.5 93.4
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Fig. 4. Evaluating client numbers on iLIDS and VIPeR.
knowledge for updates in FedULC). We set the class number
as maximum identity number among local clients to enable
optimisation of the whole network in FedSGD and FedAVG.
Note that, in Eq. (15), when server weights are not used,
FedReID degrades to FedULC; when client weights are not
used, FedReID degrades to FedAVG. As shown in Table VI,
FedReID performs better than FedSGD, FedAVG, FedULC
on CUHK-SYSU, which indicates the effectiveness of the
proposed paradigm. Note that conventional federated methods
are designed for learning a shared model with decentralised
data from the same domain, rather than for learning from mul-
tiple non-overlapping domains (ID spaces). To further verify
the effectiveness of FedReID approach for the same-domain
decentralised image classification problem, we employed a
ResNet-32 as the model (the classifiers are aggregated in the
server and the clients, and set γ as 0.9) and reported the results
on CIFAR-10 [49]. As shown in Table VI, FedReID remains
competitive for same-domain decentralised learning (slightly
inferior to FedAVG on CIFAR-10).
H. Further Analysis and Discussion
Client Number N . Multiple data sources do not always
support a common knowledge base that is generalisable to
all, i.e. they can cancel each other out. Fig. 4 compares
central server aggregations from different numbers of local
clients (N=1,2,4), where N=1, N=2 and N=4 denote Market,
Market+Duke and Market+Duke+CUHK+MSMT as clients.
These experiments show that collaboration of multi-clients is
good for learning generalisable knowledge, and more clients
are better. The central server in FedReID benefits from more
independent clients learning concurrently from different do-
mains.
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Fig. 5. Evaluating client fraction on iLIDS and VIPeR.
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Fig. 6. Evaluating client local steps on iLIDS and VIPeR.
Client Fraction C. To investigate the selection and aggre-
gation in FedReID, we evaluated FedReID with different
client fraction (Eq. (14) whilst the total client number is
4). From Fig. 5, we observe that updating with an arbitrary
client (C=0.25) is inferior to aggregating multiple clients.
Besides, aggregating all the clients (C=1.0) performs closely
to aggregating randomly selected clients (C=0.5), but C=1.0
w/o random selection impairs the privacy protection and
accumulates more model biases.
Client Local Step tmax. Client local optimisation steps can
control local client domain-specific optimisation and poten-
tially promote communication efficiency [12]. We report the
performance of FedReID with different client local steps in
Fig. 6. Overall, when tmax < 10, FedReID achieves the
state-of-the-art performance. The performance of FedReID
gradually decreases due to the accumulation of biases in each
local client. Therefore, in FedReID, we set small local update
steps in the collaboration.
V. CONCLUSION
In this work, we proposed and formulated Federated Per-
son Re-Identification (FedReID), a fundamentally new Re-
ID paradigm for decentralised model training on distributed
non-sharing local data with privacy protection control. For
each local client, we use a feature embedding network and a
mapping network to learn domain-specific knowledge, while
in a centralised server, we construct a generalisable feature
embedding model by both aggregating local updates and
propagating central knowledge without sharing local data.
By iterative collaborative learning between local clients and
the central server, FedReID optimises a generalisable model
for out-of-the-box Re-ID deployment in new target domains
without any training data (labelled or unlabelled). Extensive
experiments show the effectiveness of FedReID against the
state-of-the-art Re-ID methods from using 11 Re-ID and
person search evaluation datasets.
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