We study stochastic programming models where the stochastic variable is only known up to a parametrized distribution function, which must be estimated from a set of independent and identically distributed (i.i.d.) samples. We take a Bayesian approach, positing a prior distribution over the unknown parameter and computing a posterior predictive distribution over future values of the stochastic variable. A data-driven stochastic program is then solved with respect to this predictive posterior distribution. While this forms the standard Bayesian decision-theoretic approach, we focus on problems where calculating the predictive distribution is intractable, a typical situation in modern applications with large datasets, high-dimensional parameters, and heterogeneity due to observed covariates and latent group structure. Rather than constructing sampling approximations to the intractable distribution using standard Markov chain Monte Carlo methods, we study computational approaches to decision-making based on the modern optimization-based methodology of variational Bayes. We consider two approaches, a two-stage approach where a posterior approximation is constructed and then used to solve the decision problem, and an approach that jointly solves the optimization and decision problems. We analyze the finite sample performance of the value and optimal decisions of the resulting data-driven stochastic programs.
Introduction
Consider an ex ante stochastic optimization problem of the form
where A ⊂ R p (p ≥ 1) is the set of decision variables, the R q -valued random variable ξ is a forecast of the state of the world that follows distribution P conditioned on R q -valued covariates F, and ℓ ∶ R p ×R q → R is a well-defined loss function. The optimization problem (SO) represents a canonical model of operational decision-making and/or system design under uncertainty. Our interest lies in the situation where the decision-maker (DM) does not have access to a fully delineated distribution P , but does so to a set of random samples of the covariates F. Thus the DM estimates the distribution P from the available samples, and makes an optimal decision using this estimated distribution.
These types of data-driven stochastic optimization models have attracted significant and growing interest in the operations research and engineering literature; see the survey below. The stochastic optimization problems of interest include, for instance, classic operational decision-making problems like inventory management, wherein a manager must decide when and how much to re-stock an inventory system in the face of stochastic demand and supply constraints. Staffing a call center or hospital ward to maximize throughput or quality of service as a function of stochastic inputs is a complicated optimal system design problem that is also a special case of this class of problems. Similarly, achieving a prescribed service-level performance agreement in a large scale cloud computing system typically requires the careful design of optimal job replication (or 'redundancy') levels as a function of stochasticity in the job sizes. In these types of settings, it is natural to use a parametric stochastic model (typically solicited from expert opinion) to model the forecasts ξ, and estimate these parameters in a data-driven setting.
In this paper we address the following critical, intertwined questions that confront stochastic optimization in data-driven settings.
1. Is there an appropriate data-driven modeling framework that explicitly incorporates parametric stochastic models into the decision-making flow?
2. What are appropriate computational frameworks for approximating this decision-making model?
3. What is the impact of the computational approximations on the optimality of inferred decision rules?
We advocate for a Bayes-predicitive stochastic programming approach to address question 1. Recall that standard Bayesian decision-theoretic methodology forecasts the loss in (SO) by integrating over the parameter space of an underlying stochastic model. More precisely, we consider a predictive distribution p(ξ X n ) that yields the Bayes-predictive objective:
E p(ξ X n) [ℓ(a, ξ)] = θ y ℓ(a, y)p(ξ ∈ dy θ) π(θ X n )dθ (BP) = θ G(a, θ)π(θ X n )dθ = E π(θ X n) [G(a, θ)],
where π(θ X n ) is the posterior distribution and G(a, θ), the Bayes model risk, is known to the DM since it is computed using the likelihood and loss functions ℓ(⋅, ⋅) (that are known a priori).
Computing the Bayes predictive loss function in (BP) is, in general, intractable owing to the fact that the posterior cannot be easily computed. Consequently, DM's are often led to restrictive modeling choices such as assuming the likelihood function has a conjugate prior, in order to address question 2 above. Indeed, one might argue that this is an important reason Bayesian methods are not widely used in operations research and engineering. Nonetheless, incorporating non-conjugate priors and complicated likelihood functions is critical for realizing the full utility of decision-theoretic Bayesian methods.
While sampling-based approaches, such as Markov chain Monte Carlo (MCMC), offer one way to compute the intractable integrals, their asymptotic guarantees are offset by issues like poor mixing, large variance and complex diagnostics in practical settings with finite computational budgets. In this paper, in contrast, we present and analyze algorithms based on variational approximations to (BP). We term these approximations as computational Bayes-predictive stochastic programs, thereby addressing question 2 above in a very general setting.
In machine learning, where the focus is on computing probability densities, these methods are termed variational Bayes (VB) methods, and we adopt this terminology. VB methods afford an alternative to sampling-based methodologies by casting posterior computation as an optimization problem. Briefly, standard VB methods search over a given family Q of parametrized distribution functions for the closest distribution to the true posterior distribution in the Kullback-Leibler divergence sense. We give a more detailed description of VB methods in Section 3.2 below.
We analyze two VB-based algorithms to approximately solve the Bayes predictive optimization problem (BP). First, the Naive VB (NVB) algorithm, summarized in Algorithm 1, is a separated estimation and optimization (SEO) method wherein we use the VB approximation to the posterior distribution as a plug-in estimator for the posterior predictive loss, and then optimize this approximate posterior predictive loss. Algorithm 1 below summarizes this method; note that the objective in Step 1 is effectively uncomputable (since it requires the posterior distribution -which is unknown). In Section 3.2 below, we present the so-called evidence lower bound (ELBO) that forms a surrogate computable objective.
Algorithm 1: Naive VB Input : G(⋅, ⋅),X n , Q Output: a * N V
Step 1. Compute approximate posterior: q * n ∶= arg min q∈Q KL(q(⋅) π(⋅ X n )); Step 2. Compute: a * N V ∶= arg min a∈A ∫ θ G(a, θ)q * n (dθ)
Note that the NVB method completely isolates the statistical estimation problem from the decisionmaking problem. Intuitively, it is to be anticipated that such a separation can result in a sub-optimal decision rule a * N V : observe that the solution to Step 1 in Algorithm 1 attempts to fit the most dominant mode of the posterior distribution, which may be less important for optimizing the given (expected) Bayes risk. This problem is particularly acute in the finite sample setting Consequently, our second method jointly optimizes over the approximate posterior and decisions. Following [27] we term this the Loss-calibrated VB (LCVB) algorithm. This method searches over the set Q for approximations with the final decision-making task in mind, in essence calibrating the VB method by the Bayes risk G(⋅, ⋅). Algorithm 2 summarizes this method. We formulate a min-max program that lower bounds the posterior predictive stochastic program, and jointly optimizes the decisions and the VB approximation to the posterior predictive distribution.
Algorithm 2: Loss-calibrated VB Input : G(⋅, ⋅),X n , Q Output: a *
LC
Step 1. Compute: a * LC ∶= arg min a∈A max q∈Q −KL(q(⋅) π(⋅ X n )) + ∫ log G(a, θ)q(θ)dθ.
Observe that this method combines the posterior approximation and decision-making problems into one minimax optimization problem. The objective here can be directly contrasted with that in Algorithm 1. Note that the inner maximization will result in an approximate (loss calibrated) posterior distribution at each decision point a ∈ A. Again, this objective is effectively uncomputable; we present a computable version in Section 3.2.
Next, we address question 3, on bounding the optimality gap between the approximate and true decision-making problems. In particular, we prove such bounds for an oracle regret function that compares the expected Bayes risk of using the approximate optimal decision-rule, a * N V or a * LC , to the 'exact' optimal expected Bayes risk.
To summarize, our main analytical contributions include:
1. Bounding the optimality gap of the decision-rules inferred by the NVB and LCVB algorithms.
In particular, we identify conditions on the prior density function (which need not be conjugate) and a model risk function under which an oracle regret function is bounded by carefully identified monotonically decreasing sequences of the sample size.
2. Identifying gradient conditions on the afore-mentioned model risk function under which the distance between the approximate optimal decision-rule and the 'true' decision rule is bounded away from zero with low probability, as a function of the number of samples and the Kullback-Leibler distance between the variational approximator and the true posterior.
3. The sample complexity analysis (and concomitant sufficiency conditions) yield guidelines on how to choose the set Q for a given decision-making problem.
Here's a brief roadmap for the rest of the paper. In the next section we provide a brief literature survey of existing results across machine learning and operations research, placing our results in appropriate context. In Section 3.2 we give a comprehensive overview of variational Bayes methodology as a primer to readers. Section 3.1 describes the Bayes predictive stochastic programming model we study, as well as the VB algorithms we introduce. We develop our theoretical results in Sections 4. We present our numerical studies in Section 5 and end with concluding remarks in Section 6.
Existing literature and our work
Our paper fits in with a growing body of work in operations research that lies at the intersection of decision-making under uncertainty and statistical estimation. Our results are also aligned with recent developments on a rigorous theoretical understanding of computational Bayesian methods in statistics and machine learning.
Operations research literature
The goal in data-driven decision making is to compute prescriptive analytics (i.e., decisions) as opposed to merely predictive (i.e., descriptive) analyses of data. The main goal in data-driven decision-making, then, is to learn empirical decision-rules (or predictive prescriptions as [5] term them) a * (X n ) that prescribes a decision, given an observation of the covariatesX n . Early work in this direction, including classic work by Herbert Scarf on Bayesian solutions to the newsvendor problem [31] , focused on two-stage solutions -estimation followed by optimization. Our setting is very closely related to recent work on Bayesian risk optimization (BRO) in [39, 41] . In BRO, the authors consider optimal decision-making using various risk measures computed under the posterior distribution. It is shown that the optimal values and decisions are asymptotically consistent as the sample size tends to infinity, and the authors also establish central limit theorems for these quantities. However, all of this analysis presumes that the posterior risk measures are actually computable. the authors do not address the critical computational questions surrounding Bayesian methods or the impact of computational approximations on BRO. Our paper can be viewed as complementing this line of work by quantifying the impact of computational approximations (albeit under a specific variational methodology). Our framework is general, and can accommodate the posterior risk measures studied in BRO.
More recently, there has been significant interest in methods that use empirical risk minimization (ERM) or sample average approximation (SAA) for directly estimating decision-rules that optimize Monte Carlo or empirical approximations to the problem (SO) [5, 6, 2, 7, 13, 18, 38] . The survey [24] consolidates recent results on Monte Carlo methods for stochastic optimization. It is important to note that this recent surge of work in data-driven decision-making has largely focused on explicit black-box models (such as neural networks and Gaussian mixture models). On the other hand, there are many situations where optimal decisions must be made in the presence of a well-defined parametrized stochastic model. Bayesian methods are a natural means for estimating distributions over the parameters of a stochastic model; though, as noted before, the computational complexity of Bayesian algorithms can be high. The interplay between optimization and estimation, in the sense of discovering predictive prescriptions for Bayesian models has largely not been investigated. Furthermore, as [28] show in the newsvendor context, SEO methods can be suboptimal in terms of expected regret and long-term average losses. [28] introduced operational statistics (OS) as an alternative to SEO (see [11, 29] as well), whereby the optimal empirical order quantity is determined as a function of an optimization parameter that can be determined for each sample size. OS has demonstrably better performance, especially on single parameter newsvendor problems (though there is much less known about its statistical properties). Similarly, [27] observe that calibrating a Gaussian process classification algorithm to a fixed loss function can improve classification performance over a loss-insensitive algorithm. As another example, surrogate loss functions [3, 33] , which are regularized upper bounds that depend on the cost function, also implicitly loss-calibrate frequentist classification algorithms.
Distributionally robust optimization literature
At first glance it may appear that our VB-based methodology is similar to the large and growing literature on distributionally robust stochastic optimization; see, for instance, [4, 8, 12, 19, 23, 25, 37] and robust Bayesian decision theory [36] . However, this resemblance is superficial -though both problems can be motivated by considering the Donsker-Varadhan variational free energy principle [16, 14, 15, 17] of the expected Bayes risk:
where M is the set of all density functions that are absolutely continuous with respect to the posterior distribution π. The variational free-energy, in essence, encodes the risk perception of the modeler: when γ < 0 the modeler is pessimistic about the predictions made by the model and is risk averse. On the other hand, when γ > 0, the modeler is optimistic about the model predictions and anticipates that outcomes will be favorable; in other words, the modeler is risk-seeking.
From a computational perspective it might be impossible to actually compute (DV) or (R), since the optimization ranges over all densities absoutely continuous wrt the posterior (which is of the same complexity as computing the posterior). In a VB formulation, we may choose to restrict ourselves to Q ⊂ M that consists of distributions where the loss integral E π [G(a, θ)] can be computed tractably.
Consequently, one obtains the following risk-sensitive variational Bayesian formulation
Now, our loss-calibrated method can be seen to be a special case when γ = 1, and we compute the free-energy of − log G(a, θ). Note that the loss-calibration method, aims to find the best possible approximation to the 'true' posterior distribution in the set Q calibrated by the log loss. From a decision-theoretic perspective, loss-calibration is inherently an optimistic procedure; the modeler trusts the nominal model, and expects that the stochastic outcomes predicted by the model will be favorable in the decision-making problem. Introducing the parameter γ > 0 allows the modeler to also account for his/her degree of risk-seeking behavior.
Statistics and machine learning literature
While standard VB methods for posterior estimation have been extensively used in machine learning [9] , it is only recently that the theoretical questions surrounding VB have been addressed; for instance, the following recent papers focus on various questions around asymptotic consistency [35, 10, 1] . We also note, in particular, [40] where bounds on the rate of convergence of the VB posterior to the 'true' posterior are established, providing a more refined analysis. More recently, the authors established the asymptotic consistency of α-Rényi variational posterior estimators [26] . Our analysis in this paper, extends these results by establishing sample complexity bounds for computational Bayesian decision-making. These bounds, in turn, can be used to demonstrate the large sample consistency (in probability) of the decision rules.
Problem Setup and Methodology
In the subsequent sections, we introduce the computational Bayes-predictive stochastic programming framework, and the Naive and Loss-calibrated VB algorithms. First, we present notations and important definitions used throughout the paper.
Let ⊗ n A denote the n-fold product of the set A, ⌊⋅⌋ the greatest integer function, and ½ {⋅} the indicator function. ξ ∈ X ⊆ R q represents a R q -valued random variable that is conditionally independent of R q -valued covariates F given a (random) parameter θ ∈ R d :
that is, ξ has the likelihood p(⋅ θ) associated with the distribution P θ with parameter θ ∈ Θ ⊂ R d .
Let (a, y) ↦ ℓ(a, y) be such that it is lower-semicontinuous in a ∈ A ⊂ R p and continuous in y ∈ X .
We define the Bayes model risk as G(a, θ) ∶= ∫ y ℓ(a, y)p(ξ ∈ dy θ). Let V * and a * represent the optimal value and optimal decision rule inferred fromX n using some computational procedure (undefined for the moment). LetX n ∶= {F 1 , . . . , F n } represent a set of n samples of the covariates. We consider a predictive-posterior risk model, where the objective in (SO) is replaced by
where p(ξ ∈ dy X n ) = Θ p(ξ ∈ dy θ)π(θ X n )dθ and π(θ X n ) ∝ p(X n ∈ dx θ)π(θ) is a posterior distribution, and π(θ) is the prior density function that captures the DM's a priori belief about the parameters of the stochastic model. Observe that the objective in (BP) can also be expressed as
where π(θ X n ) is the posterior distribution and G(a, θ), the Bayes model risk, can be is known to the DM, since it is computed using the likelihood and loss functions ℓ(⋅, ⋅), that are known. The optimality gap is defined as,
Let V * 0 ∶= min a∈A G(a, θ 0 ) and a * 0 ∶= argmin a∈A G(a, θ 0 ) be the optimal value and decision respectively. Then, the optimality gap in the value is the difference V * 0 − V * , and the optimality gap in the decision is a * 0 − a * .
Observe that the optimality gap is a random variable, conditional on the dataX n .
Bayes-Predictive Stochastic Programs
Recall that our interest lies in the optimization of the predictive-posterior objective in (BP):
we also term this the posterior risk. Analogous to the optimality gap, we also define the Bayes optimality gap as follows.
Definition 3.2 (Bayes Optimality Gap).
Let V * OS ∶= min a∈A E π(θ X n) [G(a, θ)] and a * OS ∶= argmin a∈A E π(θ X n) [G(a, θ)] represent the Bayes optimal value and decision rule (respectively), inferred from X n . The Bayes optimality gap in the value is V * OS − V * , and that in the decision rule is a * OS − a * .
Observe that the Bayes optimality gap is a random variable, conditional on the dataX n . As noted in the introduction, in general, computing the posterior risk is a formidable task, and we now describe our computational Bayes-predictive stochastic programming framework.
Computational Bayes-Predictive Stochastic Programs
While there are a number of ways to approximately compute a posterior distribution, in this paper we explicitly adopt a variational approximation framework, for the significant modeling flexibility it affords and the fact that it does not suffer from the drawback of (for instance) Markov chain Monte Carlo (MCMC) methods. We briefly review the standard variational Bayesian (VB) method; see [9] for an extended review.
The idea behind VB is to approximate the intractable posterior π(θ X n ) with an element q(θ) of some simpler class of distributions Q. Examples of Q include the family of Gaussian distributions, delta functions, or the family of factorized 'mean-field' distributions that discard correlations between components of θ. The variational solution q * (θ X n ) is the element of Q that is closest to π(θ X n ), where closeness is usually in the Kullback-Leibler (KL) sense, that is q * (θ X n ) = argminq ∈Q KL q(θ) π(θ X n ) .
(2)
Naive variational Bayes-predictive stochastic programming
The naive variational Bayes predictive stochastic programming approach (hereafter referred to as 'naive VB') is a separated estimation and optimization (SEO) approach wherein we first compute an approximation q * ∶= q * (θ X n ) to the posterior distribution π(θ X n ) using VB, compute the approximate posterior risk E q * [G(a, θ)] , followed by an optimization over the decisions. The naive VB algorithm was summarized in Algorithm 1 in the introduction.
Observe that the choice of Q is a significant determinant of the performance of the algorithm.
In general, the requirements on Q are minimal, and part of the analysis in this paper is to articulate sufficient conditions on Q that ensure small optimality gap for the optimal decision, a * NV ∈ argmin a∈A E q * [G(a, θ)], suggested by the naive VB algorithm. Note that the naive VB algorithm described above is idealized -clearly the objective in (2) cannot be computed since it requires the calculation of the posterior distribution, the very object we are approximating. Note, however that the objective can lower bounded by KL(q(θ) p(θ,X n )). This is called the evidence lower bound (ELBO), and calculating this objective only involves known terms. From an optimization perspective, minimizing the ELBO is equivalent to minimizing (2) . Since our focus is on bounding the optimality gap, in the remainder of the paper any reference to the naive VB algorithm is allusion to the 'idealized' objective in (2)
Loss-calibrated variational Bayes-predictive stochastic programming
The naive VB algorithm is a natural computational methodology in the Bayesian context. It has, however, been observed in the machine learning [27] and stochastic programming [28] that an SEO approach can yield sub-optimal decisions and, as a result, worsen optimality gaps. To combat this problem we propose an algorithm that fits a loss-calibrated posterior distribution. To make the ideas explicit, we must assume the following technical condition on the Bayes model risk.
The Bayes model risk G(a, θ) is assumed to be strictly positive for all a ∈ A and θ ∈ Θ. Now, recall the Donsker-Varadhan variational principle in (DV), applied to log G(a, θ) and with γ = 1:
where M is the set of all possible distribution function absolutely continuous with respect to the posterior. Now, restricting the optimization on the right hand side to a simpler family of distribution functions (such as Gaussian or Dirac delta distribution functions), and using the monotonicity of the logarithm function, we obtain
(LCVB)
We call F(⋅; ⋅, ⋅) the loss-calibrated VB loss function. For brevity, for a given a ∈ A, we define the loss-calibrated VB approximation to the true posterior π(θ X n ) as q * a (θ X n ) = argmax{q ∈ Q ∶ F(a; q(.),X n )} and the loss-calibrated optimal decision as a * LC ∶= argmin a∈A max q∈Q F(a; q(θ),X n ).
We observe that [27] provide an alternative derivation of (LCVB). However, our derivation demonstrates that (LCVB) is but a special case of a larger family of variational algorithms. We present their alternative derivation in the appendix.
Observe that (LCVB) shows that the maximization in the lower bound computes a regularized approximate posterior. Regularized Bayesian inference [42] views posterior computation as a variational inference problem with constraints on the posterior space represented as bounds on certain expectations with respect to the approximate posterior. Thus, the loss-calibrated VB methdology can be viewed as a regularized Bayesian inference procedure where the regularization constraints are imposed through the logarithmic risk. Observe, however, that the full optimization problem involves a minimization over the decisions as well (which does not exist in the regularized Bayesian inference procedure).
Again, we note that the objective in (LCVB) is idealized, and the KL divergence term can be bounded below by KL(q(θ) p(θ,X n )), and any reference to the loss-calibrated VB method implies the idealized objective.
A trivial case. As an interesting aside, fix a ∈ A and let q * * a ∶= arg max q∈Q F(a; q(θ),X n ), and assume that Q is unrestricted. In this case, it is clear that q * * a (⋅) = p(⋅ X n )G(a, ⋅)P (a,X n ) −1 , where P (a,X n ) = ∫ π(θ X n )G(a, θ)dθ. Let P 2 (a,X n ) ∶= ∫ p(θ X n )G(a, θ) 2 dθ. Next, for all a ∈ A compute the optimal expected predicted loss
.
Recognize that the expression on the right hand side above (for each a) is the size-biased expected risk with respect to the true posterior distribution. The size-biased expectation can also be viewed as a "mean-standard deviation" type risk measure [20] ; note that
Now, if the family Q is restrictive, q * * a only represents an approximation to the true posterior, and the corresponding expectation E q * * a [G(a, θ)] is only an approximation to the risk-measure above. Observe, further, that the lower bound calculation in (LCVB) is also upper bounded by E q * * a [G(a, θ)] but, in general, it is unclear when the latter equals the true posterior expected loss.
Finite Sample Bounds on the Optimality Gap
In this section we establish finite sample bounds on the Bayes optimality gap. Our results in here identify the regularity conditions on the data generating model P ∶= {P θ , θ ∈ Θ} , the prior distribution Π(θ), the variational family Q, and the expected loss function to obtain finite sample bounds on the (Bayes) optimality gap. Thus far, we have not placed any restrictions on the joint distribution ofX n . For the remainder of the paper, we operate under the following condition.
Assumption 4.1.
The covariatesX n = (F 1 , . . . , F n ) are independent and identically distributed (i.i.d).
Our finite sample bounds, in essence, depend on the 'size' of the model (sub-)space measured using covering numbers. First, recall the definition of covering numbers:
where card(⋅) represents the cardinality of the set.
Next, recall the definition of test function [32] Definition 4.2 (Test function). Any S n -measurable sequence of functions {φ n }, φ n ∶X n ↦ [0, 1] ∀n ∈ N, is a test of a hypothesis that a probability measure on S belongs to a given set against the hypothesis that it belongs to an alternative set. The test φ n is consistent for hypothesis
A common example of a test function is the Kolmogorov-Smirnov(KS) test statistic, that is defined as the uniform distance between the empirical and the true distribution. If the null hypothesis is true, the KS test statistic converges to zero as the number of samples increases to infinity.
[21, Theorem 7.1] implies that the size of model subspace P (measured using covering numbers) guarantees the existence of consistent test functions to test the null hypothesis that the true parameter is θ 0 against an alternate hypothesis. The alternate is defined using the 'distance function' L n (θ 1 , θ 2 ), which measures the distance between the two distributions with parameters θ 1 and θ 2 . At the outset, we assume that L n (θ 1 , θ 2 ) is always positive. Therefore, our first assumption is stated using these consistent test functions. Let ǫ n be a sequence such that ǫ n → 0 and nǫ 2 n → ∞ as n → ∞, and C, C 0 , C 1 , C 2 , and C 3 are some positive constants. Fix n ≥ 1. Then, for any ǫ > ǫ n , ∃ a test function φ n ∶X n → [0, 1] and set Θ n (ǫ) ⊆ Θ such that
Subsequently, we will use a specific distance function to obtain finite sample bounds for the optimal decisions and values. Next, we assume a condition on the prior distribution Π(θ), that ensures that the prior provides sufficient mass to the set Θ n (ǫ) ⊆ Θ, as defined above.
Fix n ≥ 1. For any ǫ > ǫ n the prior distribution satisfies
Notice that Assumption 4.3 is trivially satisfied if Θ n (ǫ) = Θ. The next assumption ensures that the prior distribution places sufficient mass around a neighborhood of the true parameter θ 0 , defined using Rényi divergence.
Fix n ≥ 1 and a constant λ > 0. Let
dP n 0 is the Rényi Divergence between P n 0 and P n θ assuming P n 0 is absolutely continuous with respect to P n θ . The prior distribution satisfies Π{A n } ≥ exp(−nC 2 ǫ 2 n ).
Naive VB
Recent work by [40] demonstrates a finite sample analysis for the VB posterior. We first state Theorem 2.1 of [40] and then extend their result to obtain finite sample bounds for optimal values and decisions implied by the Naive VB algorithm. 
for some constant M depending on C, C 0 , C 1 , λ, and L n (⋅, ⋅) is the distance function in Assumption 4.2; and
Since the result in Lemma 4.1 holds for any positive distance function L n (θ, θ 0 ), in the decisionsetting, we assume that
Notice that for a given θ, n −1 L n (θ, θ 0 ) is the squared uniform difference (in decision) between the G(a, θ) and the true expected loss. Intuitively, Lemma 4.1 implies that the expected uniform difference 1 n L n (θ, θ 0 ) with respect to VB approximate posterior is O(ǫ 2 n + γ 2 n ) and if ǫ 2 n + γ 2 n → 0 as n → ∞ then it converges to zero at the rate of ǫ 2 n + γ 2 n . The additional term γ 2 n is emerges from the posterior approximation and depends on the choice of the variational family Q. Also observe that, if Q is the family of all possible distributions, γ 2 n = 0. Later in this section, we specify the conditions on the family of distributions P, the prior and the variational family Q to ensure that γ 2 n → 0 as n → ∞. Next, we will demonstrate that (4) satisfies Assumption 4.2. First, recall the definition of the Hellinger distance The Hellinger distance h(θ 1 , θ 2 ) between the two probability distributions P θ 1 and P θ 2 is defined as
To show the existence of test functions, as required in Assumption 4.2, we will use the following result from [21, Theorem 7.1], that is applicable only to distance measures that are bounded above by the Hellinger distance. Suppose that for some non-increasing function D(ǫ), some ǫ n > 0 and for every ǫ > ǫ n ,
where m(⋅, ⋅) is any distance measure bounded above by Hellinger distance. Then for every ǫ > ǫ n , there exist test φ n (depending on ǫ > 0) such that, for every j ≥ 1,
In the subsequent paragraph, we construct a metric d(⋅, ⋅) and state further assumptions on the expected loss function to show L n (⋅, ⋅) as defined in (4) satisfies Assumption 4.2. First, we define a metric d(⋅, ⋅) as
and the covering number of set
where δ > 0 is the radius of each ball in the cover. We assume that the expected loss function G(a, ⋅) satisfies the following bound
The expected loss function satisfies
is the total variation distance. We further assume that sup a∈A K 1 (a) < ∞.
Observe that Assumption 4.5 is trivially satisfied if the loss function ℓ(x, a) is bounded in x for a given a ∈ A, where A is compact. Since the total variation distance is bounded above by the Hellinger distance [22] , it follows that we can apply Lemma 4.2 to the metric d(⋅, ⋅) defined in (5) . In addition, we also assume a further regularity condition on the expected loss function. The expected loss function is locally Lipschitz in θ; that is for every
Since Euclidean space is locally compact, G(a, θ) is locally Lipschitz if and only if it is Lipschitz in every compact subset C of R s ; that is, for any θ 1 and θ 2 in C,
where K C (a) is Lipschitz constant ∀θ ∈ C ⊂ R s and we assume that sup a∈A K C (a) < ∞. We can now show that the covering number of the set T (ǫ) satisfies Given ǫ > δ > 0, and under Assumption 4.6,
Observe that the RHS in (6) is a decreasing function of δ, infact for δ = ǫ 2, it is a constant in ǫ. Therefore, using Lemma 4.3 and 4.2, we show in the following result that L n (θ, θ 0 ) in (4) 
sup
where C 0 = 2 * 10 s and C = C 1 2(sup a∈A K 1 (a)) 2 for any constant C 1 > 1.
Since, this L n (θ, θ 0 ) satisfies Assumption 4.2, Lemma 4.1 implies the following finite sample bound.
Let ǫ n be a sequence such that ǫ n → 0 and nǫ 2 n → ∞ as n → ∞. Then under Assumptions 4.2, 4.3, 4.4, 4.5, 4.6 for C = C 1 2(sup a∈A K 1 (a)) 2 , C 0 = 2 * 10 s , C 1 > 1, and positive constants C 2 and C 3 such that C > C 2 + C 3 + 2, the Naive VB approximation of the true posterior satisfies,
where constant M depends only on C, C 0 , C 1 , and λ, and
We now impose further conditions on the variational family Q and the likelihood family P to ensure that ǫ 2 n + γ 2 n → 0, as n → ∞. By definition ǫ 2 n → 0 as n → ∞, and it remains to understand the conditions under which γ 2 n converges to zero. It is important to note that for consistency we merely require inf q∈Q E P n 0 [KL(q(θ) π(θ X n ))] to grow at a rate slower than n. To ensure that γ 2 n converges to 0 as n → ∞, we require the following conditions on the likelihood P n θ (X n ), prior distribution π(θ) and the variational family Q.
Local asymptotic normality(LAN
) satisfies a local asymptotic normality (LAN) condition, if there exist matrices r n and I(θ), and random vectors {∆ n,θ } such that ∆ n,θ ⇒ N (0, I(θ) −1 ) as n → ∞, and for every compact set
3. there exists a sequence of distributions q n (θ) ∈ Q such that it converges weakly to δ θ 0 at the rate of r n .
The LAN condition, typical in asymptotic analyses of Bayesian models [34, Chapter 10], holds for a wide variety of models and affords significant flexibility in the analysis by allowing the likelihood to be asymptotically approximated by a scaled Gaussian centered around θ 0 . All models, P θ , that are twice differentiable in parameter θ satisfy the LAN condition with r n = √ nI, where I is an identity matrix. The second assumption on Q ensures that the VB optimization problem is well defined for all n ≥ 1. Since the variational family Q is typically assumed to contain all possible distributions of a particular type (for instance, all Gaussians or all exponential family distributions), it must therefore contain a distribution that satisfies the third assumption on Q. The existence of such q(θ) ∈ Q can be easily verified for a given family Q. Our next result shows that, under the naive VB approximate posterior distribution q * , L n (⋅, ⋅) as defined in (4) converges to zero at rate (ǫ 2 n +γ 2 n ) in P n 0 −probability. Here, Q * (A X n ) ∶= ∫ A q * (θ X n )dθ.
For any diverging sequence M n ,
Mn < ∞, then the first Borel-Contelli lemma implies that the sequence converges almost-surely. First recall from Theorem 4.1 that ǫ n → 0 and nǫ 2 n → ∞. It is only possible when ǫ n > 1 √ n , ∀n ≥ 1; hence, ǫ 2 n is not summable. The diverging sequence M n can be chosen in three possible ways. First, M n = o 1 (ǫ 2 n +γ 2 n ) b , for some b < 1, which ensures that the radius of the ball in Corollary 4.1 decreases to 0 as n → ∞. Second, M n = 1 ǫ 2 n +γ 2 n , in this case ball will be of constant radius 1. Also observe that in the last two cases ∑ n≥1 1 Mn = ∞, since ǫ 2 n is not summable, therefore we do not have almost-sure convergence in these cases. In the final case,
for some b > 1 and summable (since, nγ 2 n < ∞ due to Assumption 4.7 (2)). Note that, in this case the radius of the ball will diverge and hence we obtain almost-sure convergence.
The next result establishes a bound on the optimality gap of the naive VB estimated optimal value V q * from the true optimal value V 0 .
For the constant M defined in Theorem 4.1,
where V q * = min a∈A ∫ G(a, θ)q * (θ X n )dθ and V 0 = min a∈A G(a, θ 0 ).
Next, we bound the optimality gap between the approximate optimal decision rule a * NV and the true optimal decision. The bound, in particular, depends on the curvature of G(a, θ 0 ) around the true optimal decision. First, recall the one-sided Hausdorff distance between sets A and B in R s :
x − y and ⋅ is the Eucledian norm.
Following [30] we define a growth condition on G(a, θ 0 ). 
The growth condition above is a generalization of strong-convexity. Indeed, if the true expected loss function is strongly convex, then this condition is automatically satisfied.
Theorem 4.3. 1) Suppose that the set A is compact and G(a, θ 0 ) satisfies the growth condition, with Ψ(d) such that Ψ(d) d δ = C, ∀δ > 0. Then, for any τ > 0, the P n 0 − probability of the following event
where M is the positive constant as defined in Theorem 4.1.
2) Suppose that, there exists an n 0 such that for all n ≥ n 0 ,
NV ,a * ) δ = C n 0 , ∀δ > 0, where a * = arg min z∈A G(z, θ 0 ). Then, for any τ > 0, the P n 0 − probability of the following event
is at least 1 − τ −1 for all n ≥ n 0 , where M is the positive constant as defined in Theorem 4.1.
To fix the intuition, suppose δ = 2 and Ψ(d) = C 2 d 2 , then C represents the Hessian of the true expected loss function, G(a, θ 0 ), near its optimizer. It is easy to see from the above result that for larger values of C, a * NV converges at much faster rate than for the smaller values of C. That is, higher the curvature near the optimizer, the faster a * NV converges. Next, we demonstrate a similar result for the true posterior decision rule a * OS .
Suppose that the set A is compact and G(a, θ 0 ) satisfies the growth condition, with Ψ(d) such that Ψ(d) d δ = C, ∀δ > 0. Then, for any τ > 0, the P n 0 − probability of the following event
where M is a positive constant as defined in Theorem 4.1.
Finally, we observe the following rate of convergence result between a * NV to a * OS .
Corollary 4.3.
Loss calibrated VB
In this section, we obtain a finite sample bound and convergence rate on the loss-calibrated optimal decision and optimal value. Recall, the loss-calibrated (LC) variational objective lower bounds the minimum of the logarithm of posterior expected loss
The corresponding LC posterior for a given a ∈ A is
We present our analysis in the same sequence as we have in the Naive VB section. First, we prove a result that is analogous to Lemma 4.1 (Theorem 2.1 of [40] ) for LC posterior. It is apparent by the second term in the LC variational objective that in addition to Assumption 4.2, 4.3, and 4.4, we also need regularity conditions on the expected loss function G(a, θ). Our first assumption restrict the prior distribution for a given expected loss function, that is:
Fix n ≥ 1. For any ǫ > ǫ n and a ∈ A,
where C 4 and C 5 are positive constants.
Since, nǫ 2 n → ∞ as n → ∞, the above condition implies that the prior probability of a subset of Θ, where the expected loss is large, decays exponentially. The following condition lower bounds the expected loss function and is trivially satisfied, in general.
Assumption 4.9.
The expected loss G(a, θ) is assumed to satisfy
Note that, any loss function, which is bounded from below by a positive number satisfies the above condition. Next, we prove the analog of Lemma 4.1 for LC posterior. 
the LC approximator of the true posterior q * a (⋅ X n ) satisfies,
for some constant M that depends on the C, C 0 , C 1 , C 4 , W , and λ, and ǫ 2 n + η n (a) ≥ 0 ∀a ∈ A and for all n ≥ 1.
In the LC decision-setting, we assume that L n (θ, θ 0 ) = n sup a∈A log G(a, θ) − log G(a, θ 0 ) 2 (16) and we will demonstrate that (16) satisfies Assumption 4.2. Observe that the choice of the distance function is different than what we had in the NV decision-setting. This specific choice of L n (θ, θ 0 ) will let us obtain finite sample bound on the uniform difference (in decision) between the LC approximate expected posterior risk and the true expected loss. Later in this section we also study the effect of logarithm function on the curvature of the true expected loss function and thus on the rate of convergence. We also specify the parameters/conditions to compare LC and NV decision rule. Now, to apply Theorem 4.4 to L n (θ, θ 0 ) as defined in (16), we need to show that it satisfies Assumption 1.
To show the existence of test functions, as required in Assumption 4.2, we will again use Lemma 4.2 [21, Theorem 7.1] from the previous section, that is applicable only to the distance measures which are bounded above by the Hellinger distance.
Next, we construct a metric d 2 (⋅, ⋅) to show L n (θ, θ 0 ) as defined in (16) satisfies Assumption 4.2. We define metric d 2 as d 2 (θ 1 , θ 2 ) ∶= sup a∈A log G(a, θ 1 ) − log G(a, θ 2 ) , ∀{θ 1 , θ 2 } ∈ Θ and the covering number of set T 2 (ǫ) ∶= {P θ ∶ d 2 (θ, θ 0 ) < ǫ} as N (δ, T 2 (ǫ), d 2 ), where δ is the radius of each ball in the cover. The following result is analogous to Lemma 4.3 of the previous section, that bounds the covering number of set T 2 (ǫ) for a given ǫ > 0 under Assumptions 4.6.
Lemma 4.5.
Given ǫ > δ > 0, and under Assumption 4.6
Observe that the RHS in (17) is a decreasing function of δ and for δ = ǫ 2 it is a constant in ǫ. Further, we assume the following additional condition on the logarithm of the expected loss function.
Assumption 4.10.
where d T V (θ, θ 0 ) = 1 2 ∫ dP θ − dP θ 0 and we assume that sup a∈A K 1 (a) < ∞.
Since, logarithm function is locally Lipschitz and G(a, θ) is bounded away from zero due to Assumption 4.9; Assumption 4.10 is trivially satisfied if the loss function, ℓ(x, a), is bounded above in x for a given a ∈ A, where set A is compact. Now, using Lemma 4.2 and 4.5, we show in the following result that L n (θ, θ 0 ) in (16) satisfies Assumption 4.2.
Lemma 4.6.
Fix n ≥ 1. For a given ǫ n > 0. Under Assumption 4.6, 4.9, and 4.10, L n (θ, θ 0 ) = n (sup a∈A log G(a, θ) − log G(a, θ 0 ) ) 2 satisfies
where C 0 = 2 * 10 s and C = W 2 C 1 2(sup a∈A K 1 (a)) 2 for any C 1 > 1.
Since, L n (θ, θ 0 ) as defined in (16) Fix a 0 ∈ A and let ǫ n be a sequence such that ǫ n → 0 and nǫ 2 n → ∞ as n → ∞ and
Then under Assumptions 4.2, 4.3, 4.4, 4.6, 4.9, 4.10; for C = W 2 C 1 2(sup a∈A K 1 (a)) 2 , C 0 = 2 * 10 s , C 1 > 1, some positive constants C 2 , C 3 , C 4 , and C 5 such that min(C, (C 4 + C 5 )) > C 2 + C 3 + C 4 + 2, and for
the Loss calibrated VB approximation of the true posterior satisfies,
where constant M depends only on C, C 0 , C 1 , C 4 , W and λ and ǫ 2 n + η n ≥ 0 for all n ≥ 1. Now, observe that if G(a, θ) = 1 ∀{a, θ} ∈ A × Θ, then η n = γ 2 n , and q * a 0 (θ X n ) = q * (θ X n ) and thus we recover the Naive VB result as stated in Theorem 4.1. Note that, the second term (inside the expectation) in the definition of η n could result in either γ 2 n > η n or vice versa and therefore plays an important role in comparing the LCVB and NVB approximations to the true optimal decision. Next, we show that
Under Assumption 4.7,
Next, we bound the optimality gap between the approximate LC optimal decision rule a * LC and the true optimal decision. In contrast to the NV decision rule, the bound in LC decision-setting depends on the curvature of the logarithm of G(a, θ 0 ) around the 'true' optimal decision. Therefore, we define a 'growth condition' on log G(a, θ 0 ): 
Note that the above growth condition is on the logarithm of the true expected loss function, therefore the curvature near the true optimizer will vary depending on its value near the true optimizer. We should expect a drastic change in the curvature near the true optimizer if the value near it is less than one.
Theorem 4.6. 1) Suppose that the set A is compact and log G(a, θ) has a growth functionΨ(d) such thatΨ(d) d δ =C. Then, for any τ > 0, the P n 0 − probability of the following event
where M is a positive constant as defined in Theorem 4.5.
2) Suppose that, there exists an n 0 such that for all n ≥ n 0 ,Ψ (d h (a * LC ,a * )) d h (a * LC ,a * ) δ =C n 0 , ∀δ > 0, where a * = arg min z∈A log G(z, θ 0 ). Then, for any τ > 0, P n 0 − probability of the following event Suppose that the set A is compact and log G(a, θ) has a growth functionΨ(d) such thatΨ(d) d δ =C. Then, for any τ > 0, the P n 0 − probability of the following event
Conclusion
Data-driven decision-making has received significant research interest in the recent literature, in particular since the nature of the interplay between data and optimal decision-making can be quite different from the standard machine learning setting. While much of the literature focuses on empirical methods, Bayesian methods afford advantages particularly when making decisions in context of stochastic models. However, Bayesian methods are also hampered by integration requirements that can be hard to satisfy in practive.
In this paper we presented two computational approximations for solving a classic Bayes-predictive decision-making model, using variational Bayesian (VB) methods. For both the naive VB (NVB) and loss-calibrated VB (LCVB) algorithms, we provide statistical analyses of the "goodness" of the optimal decisions in terms of the true data generating model. We also compare the methods against the Bayes optimal solution on a Newsvendor problem.
Our current methodology essentially relies on optimizing lower bounds to the 'true' problem at hand. One of our future objectives is to obtain sharp upper bounds on the true objective that can then provide a means of 'squeezing' the true optimal solution between these bounds. A second objective is to fully understand the interplay between robustness and our variational approximations. In some sense, robust methods aim to find the 'worst' distribution out of a set of distributions centered (in an appropriate sense) around a nominal distribution. On the other hand, VB methods find the closest distribution from a family that does not include the nominal distribution (if it did, then we could compute the posterior). There is almost a duality between these perspectives. Third, from a statistical perspective, we are investigating the role of variational autoencoders in the decisionmaking context. Currently our decision-making model requires us to fully specify the likelihood and prior models, while in practice it would be beneficial to make this fully data-driven. This is where autoencoder technology would be quite useful. To the best of our knowledge very little is known about the statistical properties of these models, or their role in decision-making contexts.
6 Appendix
Alternative derivation of LCVB
We present the alternative derivation of LCVB. Consider the logarithm of the Bayes posterior risk,
where the inequality follows from an application of Jensen's inequality (since, without loss of generality, G(a, θ) > 0 for all a ∈ A and θ ∈ Θ), and q ∈ Q. Then, it follows that Since G(a, θ) is locally Lipschitz in θ for a given a, therefore for any
where C = sup a∈A K(a) and is finite due to Assumption 4.6. Hence δ ′ -cover of set
Proof. Proof of lemma 4.4: Recall d(θ, θ 0 ) = sup a∈A G(a, θ)−G(a, θ 0 ) and T (ǫ) = {P θ ∶ d(θ, θ 0 ) < ǫ}. Using Lemma 4.3, observe that for every ǫ > ǫ n > 0,
Using Assumption 4.5 and the fact that total variation distance is bounded above by Hellinger distance, we have
It follows from the above two observations and Lemma 2 that, for every ǫ > ǫ n > 0, there exist tests {φ n } such that
where C ′ = 1 2(sup a∈A K 1 (a)) 2 . Since these two conditions hold for every ǫ > ǫ n , we can choose a constant K > 1 such that for ǫ = Kǫ n
where the second inequality in (26) holds ∀n ≥ n 0 , where n 0 ∶= min{n ≥ 1 ∶ C ′ K 2 nǫ 2 n ≥ log(2)} Hence the result follows for C 1 = K 2 and C = C ′ K 2 .
Proof. Proof of Theorem 4.1: Using Lemma 4.4 observe that for any Θ n (ǫ) ⊆ Θ, L n (θ, θ 0 ) satisfies Assumption 4.2 with C 0 = 2 * 10 s , C = C 1 2(sup a∈A K 1 (a)) 2 and for any C 1 > 1, since
Hence applying Lemma 4.1 the proof follows.
Proof of Proposition 4.1
Proof. Proof: For brevity let us denote KL(q(θ) π(θ X n )) as KL. First, observe that
Now, using Jensen's inequality and Fubini's theorem in the last term above,
Now, substituting the above result into (28) and dividing the third term in (28) over compact set K, containing the true parameter θ 0 and its complement in Θ, it follows that
Next, we approximate the third term in the previous display using the LAN condition in Assumption 4.7. Let ∆ n,θ 0 ∶= r n (θ −θ 0 ), with r n = √ nI. Re-parameterizing the expression with θ = θ 0 +r −1 n h we have
where the penultimate equality follows by adding and subtracting 1 2 [r n (θ−θ 0 )] T I(θ 0 )[r n (θ−θ 0 )] and the last inequality is due to fact that the second term in the penultimate equality is non-negative. Now, by substituting equation (30) into (29) we obtain,
where the second and fourth terms are due to Fubini's Theorem. Now, using the fact that E P n 0 [(θ 0 − θ)] = 0, we have
Substituting the equation above into (31) ,
Substituting r n = √ nI, taking infimum on set Q and dividing by n, we have
Using Cramer-Rao lower bound forθ, we know that (1) → 0 as n → ∞. Next, observe that for anyq n (θ), that degenerates to δ θ 0 at the rate of √ nI, the fist term in (33) inf
Note that, by assumption,q n (θ) converges weakly to δ θ 0 . Since, log π(θ 0 ) < ∞, the second term converges to zero as n → ∞. It is straightforward to observe that the third term also converges to zero as n → ∞ because the compact set K contains the true parameter θ 0 . Now consider the last term, using Jensen's inequality,
≤ 0. Combined with the fact that set Θ K does not contain true parameter θ 0 , lim inf
Re-parameterizing the first term in (35) by µ = r n (θ − θ 0 ) for r n = √ nI and using the definition of the rescaled densityq n (µ) = 1 det(rn)q n (r −1 n µ + θ 0 ),
Observe that as n → ∞, log n n → 0 and the last term also converges to zero, since ∫qn (µ) logq n (µ)dµ < ∞. Hence, the above observations combined together imply that lim sup
Since, γ 2 n is always non-negative, we can conclude that γ 2 n converges to zero as n → ∞.
Proof. Proof of Corollary 4.1: For any δ > 0, using Markov inequality
where the last inequality follows from (9) . Since M n is a diverging sequence, convergence in P n 0probability follows.
Proof of Theorem 4.2
First, we obtain a finite sample bound on the regret, defined as the uniform difference between the naive approximate posterior risk and the expected loss under the true data generating measure P 0 . Lemma 6.1.
For the constant M as defined in Theorem 4.1
Proof. Proof: The result follows immediately from the following inequalities
where the last inequality is a consequence of Jensens' inequality. Now, using Jensen's inequality again
Proof. Proof of Theorem 4.2 : The result follows immediately from Lemma 6.1 and the following inequality
Proof of Theorem 4.3
Proof. Proof:
For any τ > 0, observe that the result in Lemma 6.1 implies that P n 0 − probability of
is at most τ −1 . For a * NV ∈ arg min z∈A ∫ G(z, θ)q * (θ X n )dθ, it follows from the definition of Ψ(⋅) that
It follows from the above inequality that
Therefore, using the assumption in the statement of the theorem on the growth function that, 
Proof. Proof of Corollary 4.2: Observe that when the variational family Q is large enough to include the true posterior, 1. a * NV = a * OS , since q * (θ X n ) coincides with the true posterior, and 2. there exists a sequence of distributions {q ′ n (θ)} ⊂ Q, such that KL(q ′ n (θ) π(θ X n )) = 0∀n ≥ 1. Now, observe that
Since, the KL-divergence is always non-negative, the result follows immediately from the above inequality.
Proof. Proof of Corollary 4.3: Using triangular inequality it is straightforward to see that
The proof follows immediately using Theorem 4.3 and Corollary 4.2.
Proof of Theorem 4.4:
We prove our main result after series of important lemmas.
For any a ∈ A and β > 0,
Proof. Proof: For a fixed a ∈ A and β > 0, using the fact that KL is non-negative, observe that the integral in the LHS of (15) satisfies,
Next, using the definition of q * a (θ X n ) in the second term of last equality, for any other q(⋅) ∈ Q
Finally using the definition of the posterior distribution
where the last equality follows from adding and subtracting log ∫ Θ G(a, θ) ∏ n i=1 p(X i θ) p(X i θ 0 ) π(θ)dθ. Now, taking expectation on either side of (43) and using Jensen's inequality on the first and the last term on the RHS,
First, we state a technical result that is important in proving our next lemma. Proof. Proof: Refer Lemma 6.4 of [40] .
In the following result, we bound the first term on the RHS of (42). 
for 0 < β ≤ C 10 2, where C 10 = min{λ, C, 1} C 1 .
Proof. Proof: First define the set
where set A n is defined in Assumption 4.4. We demonstrate that, under Assumption 4.4, P n 0 (B c n ) is bounded above by an exponentially decreasing(in n) term. First, note that, for A n as defined in Assumption 4.4:
Π(An) π(θ)dθ, and use this in (47) to obtain,
where λ > 0. Then, using the Chernoff's inequality
where the second inequality follows from first applying Jensen's inequality and then using Fubini's theorem, and the last inequality follows from Assumption 4.4.
Next, define the set K n ∶= {θ ∈ Θ ∶ L n (θ, θ 0 ) > C 1 nǫ 2 n }. Notice that set K n is the set of alternate hypothesis as defined in Assumption 4.2. We bound the calibrated posterior probability of this set K n to get a bound on the first term in the RHS of (42) . Recall the sequence of test function {φ n } from Assumption 4.2. Observe that
where, in the second inequality we first divide the second term over set B n and its complement, and then use the fact that 
Substituting the equation above in the third term of (49), we obtain
Now, using Fubini's theorem observe that,
Kn∩{G(a,θ)>e C 4 nǫ 2 n } G(a, θ)π(θ)dθ , where, in the last inequality we first divide the integral over set {G(a, θ) ≤ e C 4 nǫ 2 n } and its complement and then use the upper bound on G(a, θ) in the first integral. Now, it follows that
where the second inequality is obtained by dividing the first integral on set Θ n (ǫ) and its complement and the third inequality is due the fact that φ n ∈ [0, 1]. Now, using the equation above and Assumption 4.2, 4.3, and 4.8 observe that
Hence, choosing C, C 2 , C 3 , C 4 and C 5 such that −1 > 1 + C 2 + C 3 + C 4 − min(C, (C 4 + C 5 )) implies
By Assumption 4.2, we have
Therefore, substituting (48), (50), and (51) into (49), we obtain
where C 10 = min{λ, C, 1} C 1 . Using Fubini's theorem, observe that the RHS in (52) can be expressed as µ(K n ), where
Next, recall that the set K n = {θ ∈ Θ ∶ L n (θ, θ 0 ) > C 1 nǫ 2 n }. Applying Lemma 6.3 above with
n , and for 0 < β ≤ C 10 2, we obtain
Further, we have another technical lemma, that will be crucial in proving the subsequent lemma. Lemma 6.5. Suppose a positive random variable X satisfies
for all t ≥ t 0 > 0, c 1 > 0, and c 2 > 0. Then,
Proof. Proof: For any Z 0 > 0,
Therefore, choosing Z 0 = exp(t 0 ),
Next, we establish the following bound on the second term in (42) . 
where C 11 = min{λ, 1} C 4 .
Proof. Proof: Define the set
Using the set B n in (46), observe that the measure of the set M n , under the posterior distribution satisfies,
Now, the second term of (56) can be bounded as follows: recall that Assumption 4.8 and the definition of set B n imply that,
Then, using Fubini's Theorem (⋆⋆) = e (1+C 2 +C 3 )nǫ 2 n Π(M n ). Next, using the definition of set M n and then Assumption 4.8, we obtain
Hence, choosing the constants C 2 , C 3 , C 4 and C 5 such that −1
Therefore, substituting (48) and (57) into (56)
where C 11 = min{λ, 1} C 4 . Using Fubini's theorem, observe that the RHS in (58) can be expressed as ν(M n ), where the measure
Applying Lemma 6.5 for c 1 = 2 , c 2 = C 11 , t 0 = C 4 nǫ 2 n , we obtain
Proof. Proof of Theorem 4.4: Finally, recall (42),
Substituting (54), (45) into the above equation and using the definition of η n (a), we get E P n 0 Θ L n (θ, θ 0 ) q * a (θ X n )dθ ≤ 1 β log(e βC 1 nǫ 2 n + (1 + C 0 + 3W −1 )) + log e C 4 nǫ 2 n + 2 C 11 + nη n (a) ≤ (C 1 + 1 β C 4 )nǫ 2 n + 1 β nη n (a) + (1 + C 0 + 3W −1 )e (−βC 1 nǫ 2
where the last inequality uses the fact that log x ≤ x − 1. Choosing β = C 10 2 = min(C,λ,1) 2C 1 , E P n 0 Θ L n (θ, θ 0 ) q * a (θ X n )dθ ≤ M ′ n(ǫ 2 n + η n (a)) + 2(1 + C 0 + 3W −1 )e (− C 10 2 nǫ 2 n )
where M ′ depends on C, C 1 , C 4 , W and λ. Since the last two terms in (61) decrease and the first term increases as n increases, we can choose an M ′ large enough, such that for all n ≥ 1 M ′ n(ǫ 2 n + η n (a)) > 2(1 + C 0 + 3W −1 ) C 10 + 4 C 11 C 10 , and therefore for M = 2M ′ , E P n 0 Θ L n (θ, θ 0 ) q * a (θ X n )dθ ≤ M n(ǫ 2 n + η n (a)).
(62) 6.7 Proof of Theorem 4.5:
Proof. Proof of Lemma 4.5: Since, G(a, θ) is locally Lipschitz in θ due to Assumption 4.6 and logarithmic function is also locally Lipschitz for a given a, therefore the result follows immdeiately using similar arguments as in Lemma 4.3.
Proof. Proof of Lemma 4.6: Recall d 2 (θ, θ 0 ) = sup a∈A log G(a, θ) − log G(a, θ 0 ) and T 2 (ǫ) = {P θ ∶ d 2 (θ, θ 0 ) < ǫ}. Using Lemma 4.5, observe that for every ǫ > ǫ n > 0
Using Assumption 4.10 and the fact that total variation distance is bounded above by Hellinger distance, we have
It follows from above two observations and Lemma 4.2 that for every ǫ > ǫ n > 0 there exists sequence of tests {φ n } such that
where C ′ = W 2 2(sup a∈A K 1 (a)) 2 . Now, using using similar arguments as for the set T 2 (ǫ) in the NVB case in Lemma 4.4, the result follows.
Proof. Proof of Theorem 4.5: Using Lemma 4.6 observe that for any Θ n (ǫ) ⊆ Θ, L n (θ, θ 0 ) satisfies Assumption 4.2 with C 0 = 2 * 10 s ,C = W 2 C 1 2(sup a∈A K 1 (a)) 2 and for any C 1 > 1, since sup {θ∈Θn(ǫ)∶Ln(θ,θ 0 )≥C 1 nǫ 2 n } E P n θ [1 − φ n ] ≤ sup {θ∈Θ∶Ln(θ,θ 0 )≥C 1 nǫ 2 n } E P n θ [1 − φ n ] ≤ exp(−Cnǫ 2 n ).
Hence, applying Theorem 4.4 for a fix a 0 ∈ A and using the definition of η n , the result follows. 
where matrices I(θ 0 ) and r n are as defined in Assumption 4.7. Now, it follows from substituting r n = √ nI and the definition of η n that,
Using Cramer-Rao lower bound forθ, we know that 
is small as well, implying that the last two terms on right hand side of (67) tends to 0 as n → ∞. Next, observe that for anyq n (θ), that degenerates to δ θ 0 at the rate of √ nI, the fist term in (67) sup a∈A inf q∈Q ⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 1 n KL(q(θ) π(θ)) − 1 n Θ q(θ) log G(a, θ)dθ
Now, using similar arguments as used in the proof of Proposition 4.1 and using the fact that inf a∈A log G(a, θ 0 ) < ∞, we can conclude that lim sup n→∞ η n ≤ 0. Since, Theorem 4.5 implies that ǫ 2 n + η n ≥ 0 for all n ≥ 1 and ǫ 2 n → 0 as n → ∞, it follows that lim n→∞ η n = 0.
6.9 Proof of Theorem 4.6
Recall, a * LC =∶ argmin a∈A max q∈Q E q [log G(a, θ)] − KL(q(θ) π(θ X n )) . To obtain a * LC iteratively, we first fix an a 0 ∈ A and compute q * a 0 (θ X n ) and then solve the outer optimization problem It follows from the above inequality that M (ǫ 2 n + η n ) 
