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The theory of Riemannian submanifolds in the Euclidean space has been deeply studied and built a rich research ﬁeld.
On the other hand, the theory of statistical submanifolds is still a young geometry which may be said to have just seen its
dawn. In this article, we start it with an elementary theorem on the rigidity of a basic statistical hypersurface.
It is diﬃcult to choose the counterpart in the geometry of statistical manifolds for the Euclidean space, since they
have been studied in various backgrounds such as information geometry [1], aﬃne differential geometry [5] and Hessian
geometry [6]. However, we can naturally select the statistical manifold of Example 2.1 stated below as the ambient space,
in which we will develop the submanifold theory, consequent upon the classiﬁcation theorem for Hessian manifolds of
constant Hessian curvature zero in [3].
Our theorem can be considered as a characterization of the hypersphere. It is remarked that we can determine not only
the shape but also the position by the intrinsic statistical structure. In fact, we have
Theorem. Let ((R+)n+1, D, g0) be the statistical manifold deﬁned in Example 2.1. Let f :M → (R+)n+1 be a nondegenerate hyper-
surface with n 3. Suppose that the statistical structure (∇, g) induced by f is of Hesse–Einstein of the ﬁrst and second kind, that is,
β = λβ g and ϑ = λϑ g. Then the difference λϑ − λβ between the constants is non-negative, and if it is positive, the image f (M) is an
open subset of the hypersphere whose center is the origin.
Corollary. Under the same setting in Theorem above, if (∇, g) induced by f is of constant Hessian curvature k, then k is non-positive.
Moreover, if k = −4r2 is negative, then the image f (M) is an open subset of the hypersphere with radius r whose center is the origin.
The deﬁnitions for precise understanding of Theorem and Corollary are given in Section 1. We shall refer the reader to
[2,3] and [1,5,6] as well, in which the background of statistical manifolds is described. In Section 2, we explain the statistical
manifold which we select as the ambient space. In Section 3, the proof of Theorem is given.
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Throughout this article, let M be an n-dimensional manifold, ∇ an aﬃne connection of torsion free, g a Riemannian
metric on M . All the objects are assumed to be smooth. We denote by Γ (E) the set of the sections of a vector bundle
E → M . Unless otherwise stated, X, Y , . . . ∈ Γ (TM) denote vector ﬁelds on M .
Deﬁnition 1.1. A pair (∇, g) is called a statistical structure on M if it satisﬁes the Codazzi equation,
(∇X g)(Y , Z) = (∇Y g)(X, Z),
that is, ∇g ∈ Γ (TM(0,3)) is totally symmetric. We call such a triple (M,∇, g) a statistical manifold. A statistical manifold
(M,∇, g) is said to be Hessian if ∇ is ﬂat.
Lemma 1.2. Let (M˜, ∇˜, g˜) be a statistical manifold, and f :M → M˜ an immersion. We deﬁne g and ∇ by
g = f ∗ g˜, g(∇X Y , Z) = g˜(∇˜X f∗Y , f∗ Z)
for any X, Y , Z ∈ Γ (TM). Then (∇, g) gives rise to a statistical structure on M.
In the above lemma, we denoted the connection induced from ∇˜ by f on the induced bundle f ∗T M˜ → M by the same
symbol ∇˜ . The proof is omitted because it is elementary. We call such (∇, g) the statistical structure induced by f from
(M˜, ∇˜, g˜). Given two statistical manifolds (M,∇, g) and (M˜, ∇˜, g˜), we say that f : M → M˜ is a statistical immersion if the
statistical structure induced by f from (∇˜, g˜) coincides with (∇, g). Given two statistical manifolds are considered as the
same one if they have a bijective statistical immersion.
Deﬁnition 1.3. Let f : (M,∇, g) → (M˜, ∇˜, g˜) be a statistical hypersurface, that is, a statistical immersion of codimension
one, and ξ ∈ Γ ( f ∗T M˜) a unit normal vector ﬁeld of f . Deﬁne h ∈ Γ (TM(0,2)), A∗ ∈ Γ (TM(1,1)) and τ ∗ ∈ Γ (TM∗) by the
following Gauss and Weingarten formulas:
∇˜X f∗Y = f∗∇X Y + h(X, Y )ξ, ∇˜Xξ = − f∗A∗X + τ ∗(X)ξ
for any X, Y ∈ Γ (TM). We say that f is nondegenerate if so is h at each point.
Deﬁnition 1.4. Let (M,∇, g) be a statistical manifold. Denote the Levi-Civita connection of g by ∇ g . We deﬁne K ∈
Γ (TM(1,2)), α ∈ Γ (TM∗), Q ∈ Γ (TM(1,3)), ϑ,β ∈ Γ (TM(0,2)) as follows:
K (X, Y ) := ∇Y X − ∇ gY X, α(X) := − tr K (X,·),
Q (X, Y , Z) := −(∇Y K )(Z , X),
ϑ(X, Y ) := tr Q (Y , · ,X), β(X, Y ) := tr Q (X, Y ,·).
We remark that K (X, ·), Q (Y , ·, X), Q (X, Y , ·) ∈ Γ (TM(1,1)), and that tr denotes the trace. Since ∇ is of torsion free, it
follows that
K (X, Y ) = K (Y , X), Q (X, Y , Z) = Q (Z , Y , X).
Accordingly, ϑ is a symmetric (0,2)-tensor ﬁeld on M .
The correspondence with the notation of Shima [6] is as follows: γ = −K is called the difference tensor. α and β are
called the ﬁrst Koszul form and the second Koszul form, respectively. We remark that β(X, Y ) = (∇Xα)(Y ). Q is called the
Hessian curvature tensor of (∇, g).
Remark 1.5. If Ric∇ is symmetric, then α is a closed 1-form, and β is a symmetric (0,2)-tensor ﬁeld. In particular, when
(∇, g) is a Hessian structure, then β is symmetric.
Deﬁnition 1.6. Let (M,∇, g) be a Hessian manifold. (1) It is said to be of constant Hessian curvature k(∈R) if
Q (Z , X, Y ) = k
2
{
g(X, Y )Z + g(X, Z)Y }
for any X, Y , Z ∈ Γ (TM). We abbreviate it as “of CHC k” in this article. (2) (M,∇, g) is said to be Hesse–Einstein of the ﬁrst
kind if there exists a constant λβ such that
β = λβ g.
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ϑ = λϑ g.
Geometrically, we can understand that a Hessian manifold is of CHC k if and only if the corresponding Kähler metric
of the tangent bundle is of constant holomorphic sectional curvature −k. The reader should pay attention to the sign of k.
Concerning (1) and (2), we followed the terminology of [6] (however, the phrase “of the ﬁrst kind” was not used there).
Remark 1.7. (1) If a Hessian structure (∇, g) is of CHC k then it is Hesse–Einstein of the ﬁrst and second kind. In fact, it
follows that
β = kn + 1
2
g, ϑ = kg.
(2) If β = λg for λ ∈ C∞(M), then λ is constant. In fact, we calculate that (∇Xβ)(Y , Z)− (∇Y β)(X, Z) = −α(R∇(X, Y )Z) = 0.
Using β = λg , we have g((Xλ)Y − (Yλ)X, Z) = (∇Xβ)(Y , Z) − (∇Yβ)(X, Z) − λ{(∇X g)(Y , Z) − (∇Y g)(X, Z)} = 0, which
implies λ is constant.
2. Example
In this section, we give basic examples of statistical manifolds and statistical immersions.
Example 2.1. The triple ((R+)n, D, g0) deﬁned below is a Hessian manifold of CHC zero:(
R
+)n := {y = t(y1, . . . , yn) ∈Rn: y1 > 0, . . . , yn > 0},
g0 :=
n∑
j=1
(
dy j
)2 = (the Euclidean metric)|(R+)n ,
D: D ∂
∂ yi
∂
∂ y j
= −δi j
(
y j
)−1 ∂
∂ y j
.
The geodesic with respect to D satisfying the initial conditions γ (0) = t(c1, . . . , cn) ∈ (R+)n and γ ′(0) = t(d1, . . . ,dn) ∈
R
n is given by
γ (t) = t(c1 exp{(c1)−1d1t}, . . . , cn exp{(cn)−1dnt}).
Accordingly, D is complete, while the Levi-Civita connection ∇ g0 is incomplete.
This ((R+)n, D, g0) is one of simply-connected Hessian manifolds of CHC zero with complete ﬂat connection, which are
classiﬁed in [3] as follows.
Theorem 2.2. Let (M,∇, g) be an n-dimensional simply-connected Hessian manifold of CHC zero. Then there exist k ∈ {0,1, . . . ,n}
and a statistical immersion ι : (M,∇, g) → (Nnk ,∇[k], g0), where
Nnk :=Rn−k ×
(
R
+)k, g0 := (the Euclidean metric)|Nnk ,
∇[k]: ∇[k]∂
∂ yi
∂
∂ y j
=
{
−δi j(y j)−1 ∂∂ y j , i, j = n − k + 1, . . . ,n,
0, otherwise.
Moreover, if ∇ is complete, ι(M) = Nnk .
Example 2.3. For x ∈ Ω := {1,2, . . . ,n + 1} and
η ∈ n :=
{
η = t(η1, . . . , ηn) ∈Rn: ηi > 0, n∑
l=1
ηl < 1
}
,
we set
p(x, η) :=
{
ηi, x = i ∈ {1,2, . . . ,n},
1−∑nl=1 ηl, x = n + 1,
which is a positive probability density function on Ω parametrized by η. Thus n can be considered as the parameter space
of the family of all the positive probability densities on the ﬁnite set Ω .
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gF η(∂i, ∂ j) =
∑
x∈Ω
{
∂i log p(x, η)
}{
∂ j log p(x, η)
}
p(x, η)
= (ηi)−1δi j +
(
1−
n∑
l=1
ηl
)−1
,
where ∂i := ∂/∂ηi . The exponential connection ∇(e) for n  η 	→ p(·, η) is deﬁned by
gFη
(∇(e)∂i ∂ j, ∂k)=∑
x∈Ω
{
∂i∂ j log p(x, η)
}{
∂k log p(x, η)
}
p(x, η)
= −(ηi)−2δi jδ jk −
(
1−
n∑
l=1
ηl
)−2
.
Then (n,∇(e), gF ) is a Hessian manifold of negative constant Hessian curvature equal to −1.
Example 2.4. Deﬁne f :n → (R+)n+1 by
n  η 	→
⎡⎢⎢⎢⎢⎣
2
√
p(1, η)
...
2
√
p(n, η)
2
√
p(n + 1, η)
⎤⎥⎥⎥⎥⎦ ∈ (R+)n+1.
Then,
(1) f (n) = Sn(2) ∩ (R+)n+1 = {y ∈Rn+1: yα > 0, ∑n+1α=1(yα)2 = 4}.
(2) f : (n,∇(e), gF ) → ((R+)n+1, D, g0) is a statistical immersion. In fact, the following hold:
f ∗g0 = gF ,{
DX f∗Y = f∗∇(e)X Y − gF (X, Y )ξ,
DXξ = 0,
ξ = 1
2
f .
3. Proof of Theorem
In this section, we give the proof of Theorem, using the following two lemmas stated in [4] and [6].
Lemma 3.1 (Thomas–Cartan–Fialkow theorem). Let f : (Mn, g) → (Rn+1, g0) be an isometric immersion into the Euclidean space,
where n 3. If g is an Einstein metric, that is, there exists a constant ρ such that Ric∇ g = ρg, then
(1) ρ is non-negative,
(2) if ρ is positive, f is locally a hypersphere.
Lemma 3.2. Let (M,∇, g) be a Hessian manifold. Then the curvature tensor ﬁeld of the Levi-Civita connection is written in terms of Q
by
R∇ g (X, Y )Z = 1
2
{
Q (Z , X, Y ) − Q (Z , Y , X)}. (3.1)
In particular, if (∇, g) is of CHC k, then (M, g) is a Riemannian manifold of constant curvature −k/4, that is,
R∇ g (X, Y )Z = −k
4
{
g(Y , Z)X − g(X, Z)Y }.
Proof. For a statistical manifold (M,∇, g), we have the following by deﬁnition with direct calculation (see [3]):
R∇ g (X, Y )Z − R∇(X, Y )Z = 1{Q (Z , X, Y ) − Q (Z , Y , X)}− 1{R∇(X, Y )Z − R∇∗(X, Y )Z}, (3.2)
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immediately derived from (3.2). 
Proof of Theorem.
Step 1. Let f : (M,∇, g) → ((R+)n+1, D, g0) be a nondegenerate statistical hypersurface. Assume that (∇, g) is Hesse–
Einstein of the ﬁrst and second kind. Using (3.1), we have
Ric∇ g (Y , Z) = 1
2
{
ϑ(Y , Z) − β(Y , Z)},
from which it follows that the induced metric g is Einstein, that is, Ric∇ g = ρg with ρ := (λϑ − λβ)/2 ∈ R. By Lemma 3.1,
the constant ρ is non-negative, and besides, if ρ is positive, the image f (M) is an open subset of a hypersphere S of radius
r :=√(n − 1)ρ−1. We denote the center of S by c ∈Rn+1.
Step 2. We show that c is the origin of Rn+1.
It follows that the shape operator A∗ in Deﬁnition 1.3 vanishes. In fact, for any v ∈ TxM , we can take w ∈ TxM so that
hx(v,w) = 0 and hx(w,w) = 0, since hx is nondegenerate. Using the Gauss equation,
(0 =)R∇(X, Y )Z = h(Y , Z)A∗X − h(X, Z)A∗Y ,
we have A∗v = {h(w,w)}−1h(v,w)A∗w = 0.
Since f is a hypersphere with radius r and center c, a unit normal vector ﬁeld is given by ξ(x) =∑n+1α=1 r−1( f α(x) −
cα)(∂α)x , where (y1, . . . , yn+1) are coordinates as in Example 2.1 and (∂α)x := ( ∂∂ yα ) f (x) . For any local coordinate system
(x1, . . . , xn) in M , we can calculate that
D ∂
∂xi
ξ = r−1
n+1∑
α=1
cα
∂ log f α
∂xi
∂α,
which implies that
0 =
n∑
i=1
g
(
A∗ ∂
∂xi
, A∗ ∂
∂xi
)
= r−2
∑
i,α
(
cα
)2(∂ log f α
∂xi
)2
,
and thus c = 0. 
It can be proved under a weaker assumption for h than its nondegeneracy. We can easily obtain Corollary using Re-
mark 1.7(1).
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