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The current widespread use of standardized interviews in psychiatric research raises a number of questions about the reliability with. which-such instruments are applied. An instrument can be said to have been used reliably when thereare small errors of measurement and when there is stability, consistency and dependability of scores for individuals on thetrait, characteristic orbehaviour whichisbeing assessed (Mitchell, 1979) . Commonly, reliability refers to the extent to which measures by one observer agree with the independent judgments of another (inter-rater reliability) orthesame observer recording thesame sequences attwo different times (intra-rater reliability) (Kazdin, 1977) . As reliability is a necessary, although not sufficient, condition for validity, the issue is obviously of considerable importance (Bartko and Carpenter, 1976; Maxwell,1977) .
Individual studies have shown that interview instruments such as the Present State Examination (Wing et a!, 1974) can be used with a high degree of inter-rater reliability (Wing et a!, 1977; Cooper et a!, 1977; Luria and Berry, 1979) . However, this should not permit other researchers to assume that such findings will be automatically duplicated in their studies. Yet, a review of the 73 studies which used interview methods and were published in the British Journal of Psychiatry from 1978â€"80, showed that reliability was notassessed in77percent ofthem.
In this paper an attempt will be made to elaborate issues relating to reliability, its assessment, methods of calculation, and its monitoring. Although much of the present data relating to the assessment of reliability comes from observational research, the similarity with interview procedures appears clear. Both approaches use observers to record the behaviour of subjects and employ a predetermined scoring systemto organize andcategorize thebasic material; bothseektoobtain, maintain and expressreliability in a way which ensures that the interviewer or observer is not distort ing the information he receives and codes.
Components of reliability
Of the 73 studies which used an interview procedure, 23 per cent provided data on reliability. All of these presented the agreement with which the scoring of subjects' respc$nses was achieved by two independent raters. There are, however, at least two levels of potential reliability variationâ€"that of interview administration and interview scoring.
(i) The reliability of interview administration While variation in the administration of an interview is reduced by the use of structured questionnaires, research suggests that inter viewers may not always use the specified format in the same way as a function of bore dom and other variables (Cannell et a!, 1977 (ii) The reliability of interview scoring
The responses to interview questions are normally scored on a number of rating scales according to a set of predetermined codes or criteria. For example, in some PSE questions, the symptom can be rated on a three-point scale (0, 1, 2). A rating of 0 represents the absence of a symptom, and a rating of 2 represents its presence in a severe or marked form. Assuming that the questionnaire has been administered in a reliable way, any rating disagreements which result are likely to be due to a differential application of the scoring criteria. That 77 percent of thestudiesrevieweddidnot appear to have carried out any form of reliability assessment suggests that the issue is perceived as a constant or structural feature of an interview instrument. How ever, there appears to be no logical or experimental justification for this assumption. Even when reliability was tested, only interview scoring was considered to be an arearequiring assessment. However, since such agreement could be the result of the interaction between the adequacy of the interview administration and scoring agreement, there is a need to ensure that bothcomponentsaretested forreliability.
In the following sections, some of the methods which can be employed to assess reliability and the means by which this can be undertaken are outlined and discussed.
When reliability should be assessed
Of the seventeen studies reviewedwhich presented reliability figures, in only eight studies was reliability assessed throughout the period of the investigation. In seven studies, it appears that reliability was calculated at the beginning of the study. In the latter research, the assumption appears to have been, that once a satisfactory level of agreement had been achieved, it was maintained throughout the investi gation. However, one of at least three things could happen to obtained reliability after the initial training:
(i) Reliability may be maintained with raters applying definitions in the same manner. In order to test this possibility, it would obviously be necessary to assess reliability more than once in the course of an investigation. In those studies where reliability has been checked over time, the results indicate that agreement does not remain stable (O'Leary et a!, 1973; Reid, 1970) .
(ii) A second possibifity is that reliability between raters may be maintained whileâ€˜¿ accuracy' declines whereâ€˜¿ accuracy' refers to theextent to which ratings accord with the criteria defined at the inception of a study (Kazdin, 1977) . Thus, raters may consensually change the manner in which they apply codes and definitions over time. O'Leary et al (1973) found that observers who frequently discussed and compared their ratings developed their own, rather than the investigators' inter pretation of codes. While raters still displayed high agreementthey had as a group â€˜¿ drifted' away from the standards applied at the beginning of the study and were therefore making â€˜¿ inaccurate' but reliable observations. (iii) A third possibility is that reliability over time will not be maintained, with one or more raters developing an idiosyncratic style of scoring. For example, in .a study by Reid (1970) it was found that inter-rater agreement fell by 25 per cent when observers believed that their ratings were no longer being checked for reliability. Such findings indicate that initial levels of agree mentbetween raters may notbemaintained overtime. Therefore, continuous monitoring of reliability over the period of a study appears advisable. However, such assessment alone may not reveal the phenomenon of â€˜¿ consensual drift', with the agreement between raters remains high while accuracy declines (O'Leary et a!, 1973) . Such drift may be controlled by continually training interviewers together, and by periodically introducing newly trained raters to permit â€˜¿ between', rather than â€˜¿ within' comparisons (Kazdin, 1977) . The establishment of sets of data with agreed upon ratings against whichlater ratings may be compared,may also serve an important function in maintaining interviewer accuracy.
Interviewer training and reliability
Intuitively, it seems obvious that some interviews will beeasier toadminister and score reliably because they are less complex. Indeed, several studies indicate that reliability is lower for complex interactions, where thenumberofdiscriminations required ofan observer are greater than for interactions of lesser complexity (Taplin and Reid, 1973 ; Mash and McElwee, 1974) . Skindrud (1972) found that the increasing levels of inter-rater agreement obtained over a three week training period (47 per cent to 68 per cent) was not only a function of increasing observer proficiency, but also of the less complex interactions which occurred in the second and third weeks of training. Similarly, observers who have been trained to rate â€˜¿ predictable' behaviour (i.e., conversations with redundant in formation) were less reliable than when theylater coded â€˜¿ unpredictable' behaviors. Observers trained withsequence whichwereunpredictable didnotdisplay a decline in reliability (Mash and McElwee, 1974) .
Thus, if observers are trained on data of low complexity, assessments of reliability based on ratings from suchmaterial may be spuriously highand may not generalize to theexperimental phase, wherethe complexity of interactions is greater. In interview studies, interviewers may be trained to administer and score a standardized psychiatric interview reliably with a control or community sample. In these subjects, the extent and severity of symptomatology, and hence the complexity of the data,may be lowerwhen compared to an in-patient sample. In the latter group, the discriminations requiredfor the administration and scoring of the interview are likely to be of greater complexity.
As a result of the interaction between complexity and reliability, it is recommended that interviewers should be trained on material which reflects a similar level of complexity that will be encountered in the investigative stages of the study.
The reactivity of reliability assessment
Research by Taplin and Reid (1973) indicates that if observers know that reliability is being assessed, they apply the rating standards more stringently in an effort to achieve the required level of agreement. When raters were unaware that reliability was being checked, the level of agreement dropped when compared to overt reliability assessment. On the days when spot checks were expected, the level of agree ment was found to increase. Any changes in rater performance over time may, therefore, not be identified by overt assessment, suggesting that covert reliability checks might be advisable. One way in which this could be achieved would be by audio-taping all interviews. This would allow a second rater to select randomly interviews for re-rating throughout an investigation. A further source of observer reactivity which may bias reliability estimates has also been identified. O' Leary et a! (1975) found that -if observers were informed of what to expect in a video-taped inter action (e.g., a decrease in disruptive behaviours) and were given feedback by the investigator in the form of approval or disapproval of their results, observations were found to be biased in the perceived desired direction.
Expectancies alone, however, do not appear to be capable of influencing data (Kent et a!, 1974; RediIeld and Paul, 1976) . Rather, it appears that it is the specific effects of expectations combined with feedback from an influential figure which may cause bias. As a result, while it may be difficult to fully control for interviewer expectancies, it is recommended that the principal investigator should give few indications as to the desirability of the obtained results. Potential biases may alsobe controlled by havingindependent raters periodically check the data (Kazdin, 1977) .
The unit of data/or calculating reliability
Data from standardized interviews can usually be analysed at more than one level. For example, PSE scores can be analysed at the level of the individual symptom (item), or scores for related symptoms may be grouped together to yieldsyndrome scores(e.g., general anxiety). Alternatively, an overall category such as psychiatric case vs. non-case, based on the number and severity of certain symptoms, can be calculated. The appropriate unit of data on which reliability is calculated should be dependent upon the unit of data used in the analysis. Ideally, agreement should be calculated on the unit of data which is to be used in subsequent analyses (Hartmann, 1977) .
This would mean that if a later analysis is concerned with assessing the extent and severity of psychiatric symptomatology, reliability should be calculated on thefull rangeof possible scores foreachsymptom item. Assessing agreements merely for ratings of symptom presence or absence (e.g., in the PSE 0 vs. 1, 2) could be consideredinadequateif the extent or severity is of interest in the analysis stage.
In the same way, the use of syndrome scores or derived categories may give an inaccurate represen tation of the actual level of agreement between raters. Raters may show agreement in their section scores or in their assignment of a category, but disagreement in item scores, on which the derived scores are based.
An example (Table) in which simulated PSE scores are provided may illustrate these points.
Three units of data can be identified in this example, each of which would yield a different estimate of inter rater agreement if used as the base for reliability calculation. The first unit is a syndrome score which is the sum of certain symptom scores. For example, a rating of 2 for the syndrome â€˜¿ general anxiety' requires (i) Percentage agreement â€¢¿ In this method, the total number of agreements between raters is divided by the sum of agree ments plus disagreements and multiplied by a hundred, making it a relatively simple means of calculating agreement. However,percentage agreement hasa number ofdrawbacks: ithas no established lower level of acceptability (Hartmann, 1977) , although estimates of 70â€" 80 per cent are usually considered satisfactory (Kazdin, 1977) . Furthermore, it does not take account of chance agreement between raters. As a result of these criticisms, it has been suggested that only a low level of percentage agreement serves any useful function in in forming about the unreliability of data (Kent andFoster, 1977) .
(ii) Product-moment correlation This is a well-known estimate of concordance based on paired scores, a coefficient of +1.00 reflecting perfect agreement between raters. Although there exist established levels of significance dependent on the total number of paired ratings, the product-moment correlation does not explicitly control for chance agree ments. As a result, it can also be argued to be a less than robust test of reliability.
Of theseventeen studies which presented reliability data, fourteen used either product moment corre lations or percentage agreement.
(iii) Kappa
One statistic which fulfils all the criteria outlined by Hall (1974) is the weighted kappa (Cohen, 1968) . Kappa is represented by (Poâ€"Pc)/(l-Pc), where Po is the proportion of observed agreements and Pc is the proportion of chance or expected agreements. It is a correlation-like measurement which can be tested for significance for different probability values. Despite these advantages, kappa was used by only three studies reviewed. If kappa is used to calculate reliability, the number of points on the rating scale has implications for the sample size or number of trials across which agreement should be assessed. Thus, a 3-point rating scale would require a sample size of at least twenty while a 7-point scale would need a sample of around one hundred (Ciccheti, 1976) .
Rating scale: 0 = absence of symptom. I = presenceof symptom (moderate variety). 2 = presence of symptom (marked severity).
* Agreement
for severity rating (trichotomised scores).
tAgreement forpresence/absence rating (dichotomised scores).
a rating for the symptom â€˜¿ free floating anxiety' plus a rating for either â€˜¿ specific phobia' or â€˜¿ anxiety avoid ance'. Thus, the two raters in the presented example show completeagreementbut have based their rating on the presence of different symptoms. The dichotomized item agreement rate (0 vs. 1 or 2) is 71 percent, whereasagreementforthetrichotomized itemscores (0 vs. 1 vs. 2) is only 29 per cent. Given this variation, it seems reasonable that reliability cal culations should be carried out at the level of the individual item, and that the full range of the rating scales be utilized.
Met hods of calculating reliability
The statistical method employed for calculating reliability is a further determinant of the magnitude of the reliability coefficient obtained (Kent and Foster, 1977) . Even when applied to the same data, different statistical techniques may yield different agreement values (Hartmann, 1977) . Hall (1974) suggests that a statistical test for calculating reliability with rating scales should be distribution-free, allow credit for partial rater agreement, correct for differences in rater mean scores, make use of individual items in the rating scale, and correct forrater agreements dUe to chance alone. Just as raters may agree because they are applying definitions or codes in the same way, they may also agree simply by chance.
Two statistical techniques which are commonly interviewers should be trained together with newly trained interviewers periodically intro duced to permit between, rather than within, group comparisons. Sets of data with agreed ratings should also be utilised so that the accuracy of rater performance can be assessed.
These procedures should help to prevent changes in reliability and consensual drift by theraters.
(ii) Audio-taped interviews should beselected ona random basis for assessment in an effort to reduce rater reactivity toreliability checks and hence potentially spuriously high agreement figures. (iii) Given the impact of complexity on reliability, raters should be trained to satisfactory levels of agreement using material similar to that which they are likely to encounter in the investigative stage of the study. analysis of variance across all scores, it is possible to obtain a generalisability coefficient which would reflect the size of the contribution of each facet to the observed scores (Mitchell, 1979) .Thus, ifmeasurementswere shown to vary as a function of the scorers, this would indicate one source of variance or instability in the data (Jones eta!, 1975) . However, although it is a powerful statistical tool, this form of analysis could be considered to be more complex and rigorous than required by all but the most sophisticated research endeavours.
As a result ofsuchconcerns andgiven thelimitations of interview studies in psychiatry, it is suggested that kappa currently represents the most appropriate statistic for calculating the reliability of interview administration and scoring. A fuller discussion of available statistical methodsforcalculating reliability are discussed by Bartko and Carpenter (1976) and Hartmann (1977) .
Conclusions
Ithas been arguedthatreliability isnot a constant feature of an interview instrument and should be estimated whenever a particular schedule is employed. A survey of studies using interview methods indicated thatthis doesnotappeartobe current practice; only 23 per cent of the reviewed studies carried out any any form of reliability assessment. Furthermore, none of these studies examined the reliability of interview administration. Given that this may affect the nature of the results, it is suggested that it be monitored whenever possible. The reliability of interview administration could be checked by having a second interviewer listen to the audio-taped interviews and scoring their agreement or disagreement with the administration of the questionnaire.
When assessing administration or scoring reliability thefollowing procedures arerecommended:
(i) In order to ensure adequate levels of agreement over time, reliability should be continually monitored throughout an investigation. Ideally,
