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Introduction
This project takes place within the framework of Loop Quantum Gravity (LQG), one of
the current attempts at building a quantum theory for the gravitational field [1, 2, 3]. This
theory is not a standard Quantum Field Theory on a spacetime; instead the spacetime
itself emerges as a macroscopic manifestation of the quantum states. The reason being
that LQG undertakes, in the quantum setting, the merging of field and spacetime, which
characterizes classical General Relativity.
One of the main consequences of this aspect of the theory, is the fact that the space
of quantum states is a well defined mathematical construction, but the relation with the
states of the gravitational field describing a classical macroscopic spacetime (both flat and
curved) is unclear. The natural “vacuum” of the theory, in fact, does not correspond to a
flat spacetime, but rather to a zero-volume state (due to the “background independence”,
one of the main hypotheses of LQG).
The precise description of a given spacetime is therefore a complex problem, compara-
ble to the (simple) problem that one encounters in quantum optics, when trying to build
up QED states corresponding to classical solutions of the Maxwell equations, or to the
(difficult) problem of studying the vacuum of QCD.
In recent years, progress has been made in the attempt to understand the “semiclas-
sical” states of LQG describing a given geometry [4, 5, 6]. For example, a construction
similar to the one of coherent states used in quantum optics has been developed in great
detail. This allows for a definition of a quantum state of spacetime approximating a given
(intrinsic and extrinsic) geometry in terms of mean values: that is, the expectation values
of the gravitational field and its momentum are those describing a classical geometry,
with minimal uncertainty. These states have been used to study the classical limit of
the theory and play a fundamental role in formulating the theorems that tie LQG with
classical General Relativity.
Nevertheless, the real semiclassical states of the theory cannot be determined by the
mean value of the observables alone. As a matter of fact, the class of states which admit
a semiclassical interpretation in this sense is not unique .
In order to further characterize these states, we need to fix how they fluctuate around
those classical values. These quantum fluctuations are expressed by the field correlations
at spacelike distances.
The specific shape required for these correlations is unclear, but we do know that,
in a certain approximation, perturbative quantum gravity gives the correct predictions.
Therefore at distances large as compared to the Planck length, we want to recover the
known behaviour. On the other hand, at very short distances, of the order of the Planck
length, we know that those predictions should be corrected in order to be adapted to the
full theory.
The difficulties of connecting to the perturbative case lie in the fact that most of the
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properties characterizing the quantum states of conventional field theories are formulated
in terms of notions which cease to exist when the spacetime is dynamical. The short scale
correlations, for example, depend on suitable powers of the (invariant) distance. But in
a quantum theory of gravity, the distance is in turn a function of the field, making the
usual expressions untranslatable.
This project explores a recent suggestion that seems to elude this obstacle. The
suggestion is as follows: one of the consequences of the existence of spacelike correlations
in quantum states is that a global Lorentz invariant state becomes mixed when restricted
to the algebra of fields defined on a subspace, for example, on the region x > 0 to the
right of the origin. More precisely, it is a Kubo-Martin-Schwinger (KMS) state at inverse
temperature 2pi with respect to the flux generated by Lorentz boosts in the x direction.
If K is the generator of such transformations, the density matrix takes the form
ρ ∼ e−2piK (1)
This mathematical fact is at the root of the Unruh effect: an observer undergoing a
constant acceleration in a Lorentz invariant quantum field theory vacuum will measure a
temperature proportional to its acceleration [7].
The KMS property characterizes (at least partially) the behaviour of the correlations.
And it follows from a few hypotheses only, which are the Lorentz invariance of the state
and the positivity of energy. This is a remarkable fact, captured by the celebrated theorem
by Bisognano and Wichmann [8].
Crucial, in part for technical reasons, is that all the quantities appearing in Equation
(1) are well defined in LQG. Given a state of the theory, it is possible to locally identify
distinct regions and restrict to the algebra with support on a subspace of the whole
spacetime, and the Lorentz generator K is well defined.
The property (1) is a global property in a quantum field theory on Minkowski space,
but, by virtue of the equivalence principle, it is reasonable to expect a similar property
to hold in an arbitrary spacetime, in a region small as compared to the expectation value
of its radius of curvature.
In this thesis, the possibility of using (1) as a characterization of kinematical semi-
classical states of LQG is explored. The same possibility has been brought forward in two
articles. In [9] Bianchi and Myers suggest these thermal correlations as the peculiar ones
of semiclassical states in any quantum theory of spacetime. In [10], instead, (1) has been
proposed as a candidate to replace, in the LQG framework, the “Hadamard condition”
characterizing instead the physical states of a field theory in curved space.
It is therefore natural to investigate whether the coherent states of LQG or a simple
modification of them have this property at a local level.
The work is organized as follows:
• In Chapter 1 (some of) the deep motivations that make it necessary to formulate
a complete and coherent theory of quantum gravity are discussed.
• An extended introduction to Loop Quantum Gravity is then provided. Chapter 2
is a historical treatment presenting the different formulations of General Relativity.
This discussion concludes with the Ashtekar-Barbero variables, which represent the
turning point where the loop quantization made inroads. Chapter 3 presents the
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canonical formulation of LQG, and its “truncated” version is examined in depth in
Chapter 4. The basics of the covariant formulation are introduced in Chapter 5.
• The following two chapters present the real background most needed for the specific
project. In Chapter 6 coherent states in LQG are studied and the problem of the
semiclassical limit of the theory is introduced. Chapter 7 instead aims at capturing
the origin of (1) and its importance in relation to the Unruh effect.
• Chapter 8, which represents the original part of this work and flew into the pa-
per [11] (on the ArXiv, waiting for publication), is a detailed study of a class of
kinematical states in LQG satisfying (1). Their properties and interpretation are
discussed.
• The most important results and the future perspectives are finally summarized in
Chapter 9.

Chapter 1
Searching for Quantum Gravity
Quantum gravity is the search for a physical theory describing the gravitational interaction
at all scales of length and energy. It is one of the biggest challenges of theoretical physics,
which we have inherited from the twentieth century [12, 13, 14].
The two main successful theories are involved in this challenge.
On the one hand, Quantum Mechanics (QM) provides a completely probabilistic de-
scription of matter evolving in a fixed rigid spacetime. Its original formulation has later
evolved into Quantum Field Theory (QFT), which is the framework where the Standard
Model of particle physics was developed. Up to now it describes very well all microscopic
phenomena, the scattering of particles and their interaction.
On the other hand, General Relativity (GR) describes the gravitational interaction,
which dominates all the other known interactions at large distances and thus defines
the large scale structure of the universe. The theory defines its dynamics through the
Einstein equations, by relating the space curvature to the energy content evolving in the
space-time.
The goal of quantum gravity is to unify these frameworks, both conceptually and
mathematically, since they are based on different principles but also make use of different
mathematical languages.
1.1 Why Quantum Gravity?
Quantum Mechanics and General Relativity seem to be totally sufficient to describe al-
most everything we can measure. Therefore a question naturally arises: why do we need
to quantize gravity?
What we want to emphasize hereafter is that there are actually several precise argu-
ments and motivations to look for a theory of quantum gravity. We report below the
main ones [15, 16]:
• Singularities and incompleteness of GR. General Relativity predicts spacetime
singularities (black holes, big bang singularities, etc) at which the equations become
meaningless. In a truly fundamental theory there is no room for such breakdowns
and quantum gravity is expected to cure them: singularities in fact often take place
when the concentration of matter or energy is too high and there we expect the
quantum effects to become non negligible.
1
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• Classical geometry - Quantum matter inconsistency. The Einstein equations
relate the curvature tensor for spacetime to the stress energy tensor describing its
matter content. This means that matter deforms spacetime, but also that, if the
matter fields are quantized, we expect the metric field to be subject to the laws of
quantum mechanics.
• Quantum matter inconsistency. Quantum Field Theory is affected by ultra-
violet divergences already when we consider the simple case of matter fields in
Minkowski spacetime. Then, when trying to quantize matter fields on a curved
(classic) spacetime, the theory becomes much more involved. In particular there
is not a straightforward generalization from standard QFT to cure the UV (short
distance) singularities, equivalent to the subtraction of the vacuum energy. They
can only be treated with an ad hoc recipe order by order, which lacks a fundamen-
tal explanation. Moreover, the perturbation series is presumably divergent. Again
quantum gravity is expected to encode a built-in short distance cutoff, due to the
emergence of a new scale, the Planck length lP =
√
~G
c3
∼ 10−33cm.
• Black hole entropy and thermodynamics. Black holes are the most simple
non trivial objects in General Relativity, which describe the ultimate step of the
gravitational evolution when matter collapses into a singularity hidden beyond an
horizon. These objects carry non trivial entropy (as shown by Bekenstein-Hawking
[17]). However, classically they are characterized by very few degrees of freedom
(their mass, charge and angular momentum), which are not sufficient to explain their
entropy: therefore it is believed to come from quantum gravity degrees of freedom
associated to the black holes possible configurations. Actually, reproducing the
correct entropy in terms of a microscopic description is now regarded as a necessary
hallmark for a consistent theory of quantum gravity.
• Why not? General Relativity is a classical field theory with local degrees of free-
dom. The field is the metric, which defines the spacetime geometry. As every field
theory with dynamical degrees of freedom, it is natural to apply to it the laws of
quantum mechanics: we would need to give a good reason not to quantize it!
1.2 Why Is It Hard?
What we need is to write down a theoretically consistent theory and test it experimentally.
But here a certain number of obstacles occurs, which turn out to be non trivial at all:
after more then seventy years of trying, in fact, gravity persists its quantization and a
complete (universally accepted) theory for quantum gravity is still missing.
What is so hard about quantizing the gravitational field?
• Adapt matter quantum fields to a quantum spacetime metric. Quantum
Field Theory on a curved spacetime has already revealed a lot of new subtleties
compared to standard Quantum Field Theory. Of course things become much
more involved if the whole metric becomes dynamical: we have to learn how to
do Quantum Field Theory on a differential manifold rather than a spacetime, al-
ready equipped with its own metric. Therefore new mathematical tools are needed
in order to make the proper generalizations, while at the same time respecting the
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diffeomorphism invariance of General Relativity: in fact eventually we do not want
to deal with a fluctuating spacetime background; instead we want not to refer to a
background at all.
• Failure of Quantum Field Theory. Given the fact that perturbation theory
works reasonably well if the coupling constant is small for the non-gravitational in-
teraction in a background metric, it is natural to try whether the methods of Quan-
tum Field Theory (both in flat and curved spacetime) work for the gravitational
field as well. Roughly, the procedure is to write the metric tensor gµν = ηµν +hµν as
a background metric, the Minkowski one in this case, plus a deviation from it and
quantize only this perturbation hµν . The naive power counting argument implies
that the theory so defined is non-renormalizable. The hope was that due to cancel-
lations of divergences the perturbation theory could be actually finite. However in
1986 a calculation by Sagnotti and Goroff [18] showed the appearance of divergences
at the two loop level, suggesting that the cancellations needed do not take place.
Although a definite proof is still missing up to date, it is today widely believed that
this approach to quantum gravity is meaningless.
• Look for new physical principles. Quantum mechanics and general relativity
are two theories based on solid principles. Quantum gravity is expected to go beyond
them, and thus some of these solid principles will turn out not to be true.
• Quanta of Space-Time. Quantizing General Relativity means that the metric
should be quantized and come by small discrete quanta. When dealing with discrete
objects, it is pretty hard to imagine how to reformulate GR in such discrete terms
while still satisfying the diffeomorphism symmetry of the theory.
• The lack of experimental data. The fact that we have no experimental evidences
to confront with is one of the main problems from the theoretical point of view: in
fact in general experimental data are one of the main guide in the construction of
the theories. Moreover, of course, after the theory is complete and can make some
predictions, the experiments have the last words separating the theories themselves
in the ones compatible with experimental data and the ones which are not. Up to
now, only few possible experimental signatures of quantum gravity are available: in
fact the very high energy regime (Planck energy, EP ∼ 109J ∼ 1028eV) we need for
both gravity and quantum effects to be non negligible, cannot be reproduced in the
laboratory so that experiments involving “trans-Planckian collisions” are excluded
for now. Therefore the main hopes rely on cosmological models (investigating the
“early universe regime”) and extreme astrophysical events [22, 23].
1.3 Particle Physicist Versus Quantum Geometer
In order to overcome the difficulties coming from a straightforward attempt to quantize
gravity, many techniques have been invoked, many models have been constructed and
many principles have been called into question. But, at the end of the day, two main
approaches to quantum gravity have become established [16].
The first one is the “particle physicist’s”, which can be seen as the ultimate outcome
of the attempts to extend the Standard Model. It is also known as the “perturbative”
approach since its starting point is still a splitting of the metric in a background and a
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quantum perturbation around it. The only known consistent model in this case is String
Theory, which is actually not only a theory of quantum gravity, but has good chances to
be a theory that unifies all the interactions.
The other one is the “quantum geometer’s”, who believes that background indepen-
dence lies at the heart of the solution of the problem. For this reason this approach,
which is closer to the covariant spirit of General Relativity, is also known as the “non-
perturbative” one: the challenge is to deal with a drastic change of perspective, in a
new scenario where we do not have to do with fields lying on a metric spacetime any-
more, which instead becomes a fully dynamical field itself. In this context the general
(or four diffeomorphism) covariance of GR, which is the mathematical translation of the
background independence, is taken seriously and led to its extreme consequences.
1.3.1 The Loop Quantum Gravity Approach
Loop Quantum Gravity, which we are going to describe in detail in the following chap-
ters, belongs with the quantum geometer point of view, being a background independent
attempt to reconstruct the quantum structure of spacetime.
Differently from other approaches, where totally new, radical hypoteses are assumed,
LQG’s unique assumptions are Quantum Mechanics and General Relativity, motivated
by the extraordinary empirical success they have had so far. From this point of view, it
can be considered a conservative approach to the quantization of gravity.
It is based on canonical quantization of GR, reformulated as a gauge theory. It starts
with a careful analysis of the classical phase space of General Relativity and then proposes
a quantization scheme defining quantum states of 3D geometry and how they evolve.
These states, however, in agreement with the general covariance principle, will not be
defined on a fixed spacetime, but instead on abstract combinatorial structures, namely
the graphs, and spacetime will emerge from them. The quanta of LQG are in fact nothing
but “quanta of space”, which do not live in space but build up the space itself [3].
Therefore, from the one hand, the program of LQG is conservative and of small
ambition in comparison with other approaches: no claim of being the final “theory of
everything” is made. However, on the other hand, the radical and ambitious side of LQG
comes out in the attempt of merging the conceptual insight of General Relativity and
Quantum Mechanics.
Chapter 2
Canonical Approach to Loop
Quantization
In this chapter we will review the historical path bringing to the loop approach for quan-
tizing gravity. A good review of it is given by [24]. Here we will briefly report the main
steps.
As well known, there exist two main approaches to quantization. The covariant ap-
proach is based on path integral formulation and, for gravity, its main goal is in fact to
define the functional integral for General Relativity:∫
Dgµν e
iSEH (2.1)
where SEH is the Einstein-Hilbert action, given by
SEH(gµν) =
1
16piG
∫
d4x
√−ggµνRµν(Γ(g)). (2.2)
with R ≡ gµνRµν the scalar curvature, function of the Levi-Civita connection Γ(g).
The canonical approach, instead, is based on second quantization and describes the
quantum theory in terms of functionals of the fields. Its dynamics is described by the
quantum Hamiltonian Hˆ and the Schro¨dinger equation [19]:
∂tψ[f ] = Hˆψ[f ]. (2.3)
Originally, the formulation of Loop Quantum Gravity was born in terms of the canon-
ical approach, as a natural evolution of the work by Arnowitt, Deser and Misner (ADM)
[20], attempting to implement Dirac’s quantization program concerning the constrained
hamiltonian theories [21].
Therefore we start by recalling the ADM variables and the problems coming out from
the attempt of a straightforward quantization of them. This will motivate the introduction
of different changes of variables, aiming at sheding a new light on quantization of gravity:
from the tetrad formalism, to the Palatini’s first order formulation, finally getting to
the Ashtekar-Barbero variables, which allowed to recast General Relativity in terms of a
gauge theory.
This last step turned out to be the fundamental one from where Loop Quantum
Gravity made inroads.
5
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2.1 Hamiltonian Formulation: ADM Formalism
Suppose that spacetime is foliated (M = Σ × R) into a family of spacelike surfaces
Σt = Xt(Σ) (embeddings of Σ in M), labeled by their time coordinate t, and with
coordinates on each slice given by xi (with i = 1, 2, 3). Of course the time t will not be an
absolute quantity: the diffeomorphism invariance guarantees that every other foliation is
equivalent and the observables will not depend on this choice.
Given a foliation we can define the time flow vector:
τµ(x) ≡ ∂tXµt (x) = (1, 0, 0, 0) (2.4)
(µ = 0, 1, 2, 3) which should not be confused with the unit normal vector to the surfaces
Σt, n
µ. They both are timelike, but, by decomposing τµ in parallel and tangential parts,
their relation is given by:
τµ = N(x)nµ(x) +Nµ(x) (2.5)
If we parametrize nµ = (1/N,−Na/N) so that Nµ = (0, Na), we can define N , called
lapse function, and Na, the shift vector.
Σt+δt
Σt
Nµδt
Nnµδt
Xµ
Xµ + δXµ
Now the usual metric can be written in terms of these new variables:
ds2 = gµνdx
µdxν = −(N2 −NaNa)dt2 + 2Nadtdxa + gabdxadxb. (2.6)
If we define the intrinsic metric to be:
qµν = gµν − nµnν (2.7)
and consider its spatial part qab (with a, b = 1, 2, 3), the variables gµν are fully replaced
by the set of new variables (qab, N,N
a), known as ADM variables.
In order to write the Einstein-Hilbert action of GR (2.2) in hamiltonian formulation,
we proceed by defining the momenta conjugate to these variables:
piab =
δL
δqab
, piN =
δL
δN
piaN =
δL
δNa
(2.8)
The calculation shows that piN and pi
a
N vanish: this means that N and N
a are Lagrange
multipliers and the only true dynamical variables are the spatial components qab.
Finally we evaluate the Legendre transformation of the action, which can in the end
be written in the form:
SEH(qab, pi
ab, N,Na) =
1
16piG
∫
dt
∫
d3x[piabqab −NaHa −NH] (2.9)
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where Ha, H are the generators of space and time diffeomorphisms. This can be seen by
computing their Poisson brackets with a general observable. The symplectic structure1
defined on the phase space (qab, pi
ab) gives the canonical Poisson brackets:
{piab(t, ~x), qcd(t, ~x′)} = δa(cδbd)δ3(~x− ~x′) (2.10)
that for two generic functions A(y) and B(z) implies:
{A(y), B(z)} =
∫
d3x
δA(y)
δqab(x)
δB(z)
δpiab(x)
− δB(z)
δqab(x)
δA(y)
δpiab(x)
. (2.11)
For the Poisson brackets of the phase space variables with the (smeared) vector constraint
H( ~N) =
∫
d3xNaHa, we find:
{qab(y), H( ~N)} = L ~Nqab {piab(y), H( ~N)} = L ~Npiab (2.12)
where L ~N is the Lie derivative along with ~N . It is exactly the infinitesimal generator of
Diff(M) (the group of diffeomorphism).
And for a general observable we get:
{A,H( ~N)} =
∫
d3x
δA(y)
δqab(x)
{qab(y), H( ~N)} − {piab(y), H( ~N)} δA(y)
δpiab(x)
= L ~NA. (2.13)
We note that the variation of the action with respect to the lagrangian multipliers N ,
Na gives:
Ha(q, pi) = 0 H(q, pi) = 0 (2.14)
that is the way we recover the invariance of the theory under diffeomorphisms (gauge
symmetry).
From the action moreover we can read out the hamiltonian of GR
H =
1
16piG
∫
d3x[NaHa +NH] (2.15)
that, as seen above, vanishes on shell: this is a peculiar property of the hamiltonian of
GR, which is a fully constrained system, and is related to the fact that the parameter t we
chose to be a time does not have a real physical interpretation because of diffeomorphism
invariance. The evolution of the metric field is fully contained within the constraints.
2.1.1 Dirac’s Quantization Program
Dirac developed an approach to quantization that can be applied to fully constrained
system. In particular it can be applied to gravity. The procedure can be schematically
divided into three steps:
1. Find a representation of the phase space variables (qab, pi
ab) as operators in an
“auxiliary” kinematical Hilbert space Hkin, satisfying the standard commutation
relations:
{·, ·} → 1
i~
[·, ·] (2.16)
1See Appendix A on differential geometry for the definitions.
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2. Promote the constraint to operators Hˆµ in Hkin
3. Define the physical Hilbert space Hphys as the space of solutions of the constraints:
Hˆµψ = 0 ∀ψ ∈ Hphys (2.17)
A subtle point is that we need to make sure that the physical Hilbert space Hphys is
well defined and in particular is equipped with a scalar product. Actually, to complete the
picture we need to explicitly know this scalar product and to give a physical interpretation
to our algebra of variables.
If we try to apply the Dirac’s program to quantize gravity in the ADM variables, we
find a series of difficulties . In particular:
1. By analogy with better known cases, we consider a Schro¨dinger representation for
the phase space variables, such that:
qˆab(x) = qab(x) pˆi
ab = −i~ δ
δqab(x)
(2.18)
acting on wave functionals ψ[qab(x)] of the 3-metric. But the definition of an Hilbert
space needs a scalar product, formally defined by:∫
dqψ[q]ψ′[q] ≡< ψ|ψ′ > . (2.19)
It turns out that no Lebesgue measure exists on the space of metrics, so that we
are not able to define dq.
2. Ignoring for now this problem, we should proceed by promoting Hµ to operators.
Let us consider separately the vector (Ha) from the scalar constraint (H). We are
able to define an operator for the space-diffeomorphism constraint, which realizes at
quantum level the correct action of the classical constraint. The situation instead
is not so simple for the scalar (also said hamiltonian) constraint H. We face the
problem of dealing with an ill-defined operator, but again let us assume that we are
able to regularize it without ambiguities.
3. Finally, treating separately the space from time constraint, we will need two steps
to the physical space:
Hkin Hˆ
a=0−−−−→ Hdiff Hˆ=0−−−→ Hphys (2.20)
But we discover that, whereas for the space-diffeomorphism constraint we can, at
least formally, solve it and find a class of states, defining Hdiff , this is not the case
for the hamiltonian constraint. In fact this time we do not know how to characterize
the space of solution of the constraint (known as Wheeler-De Witt equation), not
even formally. And we do not have any clue about the scalar product (if it exists!)
in the final Hilbert space Hphys.
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2.2 Tetrad Formulation
Loop Quantum Gravity is an attempt to avoid these difficulties by a change of variables,
which will allow us to write GR in the so called first order formulation, a generalization
of a further choice of variables, as described below.
We start by defining the tetrads, through their relation with the metric (I = 0, 1, 2, 3):
gµν(x) ≡ eIµ(x)eJν (x)ηIJ . (2.21)
Formally they are a quadruple of 1-forms, providing at each point x of the manifold M
a map from the tangent space at x to Minkowski space:
eIµ(x) : TxM−→ TxM ≡ M s.t. eIµAµ = AI ∀A ∈ TxM (2.22)
where M is Minkowski space (i.e. a manifold equipped with Minkowski metric).
We note that this choice for the variables introduces a new gauge symmetry in the
theory, that is a local Lorentz invariance, related to the freedom of choosing the iner-
tial frame at each point in spacetime. In fact the gravitational Einstein-Hilbert action,
depending only on the metric variables, remains unchanged under the transformations:
eIµ(x)→ ΛIJ(x)eJµ(x). (2.23)
which does not affect the metric gµν .
This “internal symmetry” (index I) is how we recover the equivalence principle of GR,
corresponding to a local Lorentz invariance: in fact (2.21) provides a local isomorphism
between a general reference frame and an inertial one, that tells us exactly that locally
every metric will appear as the Minkowski one.
This should be distinguished from the global Lorentz symmetry we have in a general
field theory on Minkowski spacetime, where the field itself is defined as an object which
transforms covariantly under a Lorentz representation. The Lorentz group as a global
symmetry is in fact broken in General Relativity, unless one is dealing with Minkowski
spacetime, which is one particular solution of the Einstein field equations2. So we are not
dealing with a global symmetry and in this sense we cannot see the index µ as carrying
a representation of the Lorentz group3.
Related to the new gauge invariance, we can introduce a connection ωIJµ as in Yang-
Mills theories. The Lorentz connection is an object in the Lie algebra of the Lie group.
It has the property:
ωIJµ = −ωJIµ (2.24)
It defines a covariant derivative Dµ = ∂µ+ωµ on any object that transform under a finite
dimensional representation of the Lorentz group.
Introducing a form notation, we have:
eI = eIµdx
µ ωIJ = ωIJµ dx
µ (2.25)
2This is clear if one thinks that the Minkowski metric enters in the definition of the Lorentz group,
as the generalized orthogonal group O(3, 1) of the matrix Lie group which preserves the quadratic form
ds2 = ηµνdx
µdxν .
3It carries instead a representation of the group of diffeomorphisms.
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As the Levi-Civita connection is metric compatible, i.e. ∆µgνρ = 0, we require ωµ to be
tetrad-compatible, i.e. Dµe
I
ν = 0. This constraint uniquely identifies the spin connection
ω = ω[e]. Given the connection, we define also its curvature4
F IJ = dωIJ + ωIK ∧ ωKJ (2.26)
The gravitational action can be recast as a functional of the tetrad in the following form:
SEH [e
I ] =
1
2
IJKL
∫
eI ∧ eJ ∧ FKL[ω(e)] (2.27)
2.3 First Order Formulation
Let us consider a different action, function of both the tetrad and the spin connection,
seen as independent variables:
S[eI , ωIJ ] =
1
2
IJKL
∫
eI ∧ eJ ∧ FKL(ω) (2.28)
This is called Palatini action and note that is a simple polynomial action, very easy to deal
with. What is remarkable is that it gives the same equation of motion of the Einstein–
Hilbert action, that is it is nothing else but General Relativity. In fact the variation
of the connection imposes the tetrad-compatibility for the connection itself, whereas the
variation of the tetrad gives the Einstein equations.
This is called first order formulation in contrast with the formulations of GR in terms
of the metric or the tetrads only, called second order formulations.
If we decide to work in first order formulation, there exists a second term that can be
added to the Lagrangian which is compatible with all the symmetries:
δI[KδL]Je
I ∧ eJ ∧ FKL(ω). (2.29)
It does not appear in second order formulation because on shell (ω = ω(e)) it vanishes.
We define the Holst action, including this second term with a coupling constant 1γ (this
coupling is the analogue of the parameter ΘQCD in quantum cromodynamics), as:
S(e, ω) = (
1
2
IJKL +
1
γ
δI[KδL]J)
∫
eI ∧ eJ ∧ FKL(ω) (2.30)
The equations of motion are the same as those of GR, and do not depend on the value
of γ. In fact, the so called Immirzi parameter γ is irrelevant at classical level, but it will
turn out to have a key role in the quantum theory.
2.4 GR as SU(2) Gauge Theory: Ashtekar Variables
As we did before, in order to quantize the theory we proceed with the hamiltonian for-
mulation of the theory itself, now written in terms of tetrad and spin connection (as
independent fields).
4Here we introduce the symbol d as the exterior derivative of forms, and ∧, the wedge product. For
the definition of this objects, see Appendix A on differential geometry.
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Again, we assume a 3+1 splitting of the spacetime (M = Σ × R), with coordinates
(xi, t) and we reintroduce the lapse N and shift Na function and the ADM decomposition
for the metric in order to find their relation with the new variables:
eI0 = e
I
µτ
µ = NnI +NaeIa, δije
i
ae
J
b = gab, i = 1, 2, 3 (2.31)
where the “triad” eia is the spatial part of the tetrad. So now the content of the vari-
ables (eIµω
IJ
µ ) is fully contained into the variables (e
i
a, ω
ij
a , N,Na) but again (N,Na) are
Lagrange multipliers. So the physical degree of freedom are contained in (eia, ω
ij
a ).
As before we want to identify canonical variables and perform the Legendre transform,
but we face some new difficulties: first, we expect that the symmetry introduced will give a
new constraint; moreover when calculating the conjugate variables, they will be functions
of both tetrads and connection (and their time derivative) due to the fact that they are
now independent fields.
Anyway there is a particular change of variables which simplifies the analysis: the
Ashtekar variables, defined below. Working in time gauge (eIµn
µ = δI0), we define the
densitized triad :
Eai =
1
2
ijk
abcejbe
k
c (2.32)
and the Ashtekar-Barbero connection:
Aia = γω
0i
a +
1
2
ijkω
jk
a (2.33)
These variables turn out to be conjugate. In fact we can write the action in terms of
the new variables as:
S(A,E,N,Na) =
1
γ
∫
dt
∫
Σ
d3x[A˙iaE
a
i −Ai0Gi −NH −NaHa] (2.34)
and from here we can deduce the Poisson brackets:
{Aia(x), Ebj (y)} = γδbaδijδ3(x, y) (2.35)
Ai0 appears in the action as the Lagrange multiplier for the new (expected) constraint,
called Gauss constraint :
Gi ≡ DaEai = ∂aEai + ijkAjaEka (2.36)
which can be shown to be the infinitesimal generator of gauge transformations. Moreover
it is easy to check that Eai transform as an SU(2) vector, whereas A
i
a as an SU(2)
connection.
However we saw that the tetrad formalism introduces a gauge invariance of the full
Lorentz group, whereas the constraint Gi generates SU(2) transformations only. The
origin of the puzzle lies in the change of variables defining the Ashtekar variables: in fact
note that the Ashtekar-Barbero connection is an SU(2) connection. This can be explained
as a consequence of a partial gauge fixing, but is actually also related to a more physical
restriction on the variables: this will be better understood in Chapter 5.
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2.4.1 Smearing of the Algebra and Geometrical Interpretation
Before proceeding with the quantization by following Dirac’s program, we regularize our
variables by smearing Eai , the densitized triad, and A
i
a, the Ashtekar-Barbero connection,
to give flux and holonomy variables.
Eai is a 2-form (2.32), hence it is natural to smear it on a surface S. If na = 
abc ∂xb
∂σ1
∂xc
∂σ2
is the normal to this surface, the flux of E across S is defined as5
Eai → Ei(S) ≡
∫
S
naE
a
i d
2σ (2.37)
Its geometrical meaning is clear: from the relation with the metric, it can be argued that
the flux variable encodes the full background independent geometry of S.
Aia on the other hand is a 1-form, so it is natural to smear it along a path 1D. The
integration along a curve γ gives:
Aia →
∫
γ
A ≡
∫ 1
0
dsAia(x(s))
dxa(s)
ds
τi (2.38)
Its geometrical interpretation is standard: it provides a definition of parallel transport on
the space manifold Σ. The natural object defining parallel transport along a path γ is
the SU(2) element called holonomy :
hγ(A) = Pe
∫
γ A ≡
∞∑
n=0
∫∫∫
1>sn>···>s1>0
A(γ(s1)) · · ·A(γ(sn))ds1 · · · dsn (2.39)
where P denotes the path ordered product and we parametrized the line with s ∈ [0, 1].
Let us list some useful properties of the holonomy:
• The holonomy of the composition of two paths is the product of the holonomies of
each path:
hβα = hβhα (2.40)
• Under local gauge transformations g(x) ∈ SU(2), the holonomy transform as:
hgγ = gs(γ)hγg
−1
t(γ) (2.41)
where s(γ) and t(γ) are respectively the initial (source) and the final (target) points
of the line γ.
The algebra we defined is known as the holonomy-flux algebra (hγ(A), Ei(S)), provid-
ing the most regular version of the Poisson algebra.
It is a closed algebra with commutation relations:
{hγ , Ei(S)} =
∑
p∈γ∩S
h−γpJ
ih+γp (2.42)
directly deduced from (2.35), where h±γp are the two halves of the holonomy on the path
γ, cut by the point p (where the surface S and the path intersect); and J i is the SU(2)
generator in the representation j.
5With this definition the flux does not transform covariantly under gauge transformation. Nevertheless,
this problem can be solved choosing Ei(S) in an appropriate gauge (where the connection is constant is
a certain small region) or (see [16]) with a different definition of the smearing.
Chapter 3
Loop Quantum Gravity
3.1 The Program of Loop Quantum Gravity
The formulation of GR in terms of the Ashtekar-Barbero connection and the densitized
triad allows us to talk of General Relativity in terms of a SU(2) gauge theory, with
Poisson brackets:
{Aia(x), Ebj (y)} = γδbaδji δ3(x, y) (3.1)
and three sets of constraints:
• Gi = 0 : Gauss constraint
• Ha = 0 : Spatial diffeomorphism constraint
• H = 0 : Hamiltonian constraint
The difference with a general gauge theory, is that in the case of GR, these constraints
fully define the dynamics.
The aim of Loop Quantum Gravity is to quantize General Relativity written in these
variables, following Dirac procedure.
Let us list the main (formal) steps [25]:
1. In order to define the kinematical Hilbert space of GR, we will choose the polar-
ization where the connection is regarded as configuration variable. The kinematical
Hilbert space Hkin consists of suitable functionals of the connection ψ[A] which are
square integrable with respect to a suitable measure (the Ashtekar-Lewandowski
measure), defining a scalar product which makes the space an Hilbert one. On this
space the representation of the Poisson algebra is defined to be a Schro¨dinger one:
Aˆiaψ[A] = A
i
aψ[A] (3.2)
Eˆai ψ[A] = −i~γ
δ
δAia
ψ[A] (3.3)
with the connection acting by multiplication and the flux variable as a derivative;
they satisfy the canonical commutation relations:
[Aˆia, Eˆ
a
i ] = i~γδab δijδ3(x, y) (3.4)
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2. Then we want to define the constraints as operators in this space. It turns out
that the Gauss and the (spatial) diffeomorphism constraint have a natural action on
states inHkin. There is instead some ambiguities in the definition of the hamiltonian
(time diffeomorphism) constraint, mainly due to its highly non linear structure.
3. Finally we will define the physical Hilbert space Hphys as the space annihilating all
the constraints operators:
Hkin Gˆψ=0−−−→ HGkin
Hˆaψ=0−−−−→ Hdiff Hˆψ=0−−−−→ Hphys (3.5)
ψ[A] ∈ Hphys ⇐⇒ Gˆψ = Hˆµψ = 0 (3.6)
The space of solutions of the Gauss and the spatial diffeomorphism constraint is well
understood, whereas the space of solutions of the hamiltonian constraint remains
an open issue. In the covariant approach of LQG, there is a different proposal to
implement this constraint: it is obtained in a path integral fashion, through the
transition amplitude, which acts by projecting each state of the kinematical space
into the physical one (see Chapter 5).
3.2 Spin-Networks
3.2.1 The Kinematical Hilbert Space, Hkin
To the aim of defining an integration measure on the space of functions of the connection,
ψ[A], a key notion is the one of cylindrical functions [24]. Roughly speaking they are
functionals of a field which depends on the field itself only by some function of it. In the
case at hand, we only consider functions of the holonomies he[A] along some finite set of
paths {e}.
Define an embedded graph Γ as a collection of oriented1 paths {e} ⊂ Σ (we will call
them links), meeting at the endpoints.
Figure 3.1: Collection of paths: Γ = {e1, · · · , eL}
1Reversing the orientation of a link the holonomy transforms as follows: he−1 = h
−1
e .
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Being L the total number of links, a cylindrical function is a couple (Γ, f) of a graph
and a smooth function f : SU(2)L → C, defined by
ψ(Γ,f)[A] ≡ 〈A|Γ, f〉 = f(he1 [A], · · · , heL [A]) ∈ CylΓ (3.7)
This space of functionals can be turned into an Hilbert space if we equip it with a scalar
product. The switch from connection to the holonomy is crucial in this respect since
ψ(Γ,f)[A] has now support only on SU(2)
L (the holonomy in fact is an element of the
group SU(2)) and on a compact group there is a unique gauge invariant normalized
measure: the Haar measure, dµHaar = dh. Using L copies of the Haar measure, we can
define on CylΓ the following scalar product
〈ψ(Γ,f)|ψ(Γ,f ′)〉 ≡
∫ ∏
e
dhef
∗(he1 [A], · · · , heL [A])f ′(he1 [A], · · · , hel [A]) (3.8)
This turns CylΓ into an Hilbert space associated to a graph Γ. Indicating with HΓ =
(CylΓ, dh) such a space, the full Hilbert space can be defined as
Hkin =
⊕
Γ∈Σ
HΓ (3.9)
where the sum here goes over all the possible graphs living in Σ. And the scalar product
for functions in different graphs is induced in this manner:
〈ψ(Γ1,f1)|ψ(Γ2,f2)〉 ≡ 〈ψ(Γ1∪Γ2,f1)|ψ(Γ1∪Γ2,f2)〉 (3.10)
extending the functions trivially in the graph (Γ1 ∪ Γ2).
The main result, due to Ashtekar and Lewandowski [26], is that (3.9) together with
(3.8) defines an Hilbert space over gauge connections A on Σ, i.e.
Hkin = L2[A, dµAL]. (3.11)
In HΓ, now, it is easy to find an orthonormal basis, thanks to the Peter-Weyl theorem.
In fact, it states that on the Hilbert space L2(G, dµHaar), there exists an orthogonal
basis of functions on the compact group G, given by the matrix elements of the unitary
irreducible representations of the group.
For the case of SU(2), this means that every function can be expanded as
f(g) =
∞∑
j=0
j∑
m=−j
f˜jmnD
j
mn(g) (3.12)
where the Wigner matrices2 Djmn(g) give the spin-j (j half integer) irreducible matrix rep-
resentations of the group element g. Since the total Hilbert space of cylindrical functions is
nothing but the tensor product of L of these spaces (one for each link), HΓ = L2[SU(2)]L,
a state there can be expanded in this basis
ψ(Γ,f)[A] =
∑
jl,ml,nl
f˜ j1,·,jLm1n1,··· ,mLnLD
j1
m1n1(he1 [A]) · · ·DjLmLnL(heL [A]) (3.13)
2See the Appendix B for a detailed definition of these matrices.
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or, using a different representation, the state can also be expressed as
|ψ(Γ,f)〉 =
∑
jl,ml,nl
f˜ j1···jLm1n1···mLnL√
dj1 · · ·
√
djL
|Γ, j1,m1, n1〉 · · · |Γ, jL,mL, nL〉. (3.14)
where the relation between the two representations is given by3
〈A|Γ, jl,ml, nl〉 =
√
dj1D
j1
m1n1(he1 [A]) · · ·
√
djLD
jL
mLnL
(heL [A]) (3.16)
In fact another consequence of the Peter-Weyl theorem is that, since a Wigner matrix
element is a map from the Hilbert space Hj of the SU(2) spin j representation to itself,
it can also be viewed as an element of (Hj ⊗H∗j ) and therefore:
L2[SU(2)] = ⊕j(Hj ⊗H∗j ) (3.17)
And since the whole graph is composed of many of these spaces, one per link:
L2[SU(2)L] = ⊗l ⊕j (Hj ⊗H∗j ) = ⊕{jl} ⊗l (Hjl ⊗H∗jl) (3.18)
where the two Hilbert spaces associated to a link, at fixed representation jl, naturally
belong to the two ends of the link, because each transforms according to the gauge trans-
formation at one end. Therefore a basis on the link can be also written as the one
associated to the tensor product of two angular momentum bases
|Γ, j,m, n〉 = |Γ, j,m〉 ⊗ |Γ, j, n〉†. (3.19)
Going back to the representation in terms of the Wigner matrices, we can define the
action of the regularized holonomy–flux algebra. Consider for simplicity the fundamental
representation he ≡ D 12 (he); the holonomy will act by multiplication and the flux through
the derivative:
hˆγ [A]he[A] = hγ [A]he[A] (3.20)
Eˆi(S)he[A] = −i~γ
∫
S
d2σnb
δhe
δAbi
= ±i~γhe1 [A]J ihe2 [A] (3.21)
If the intersection between the surface S and the link e is not empty, the flux splits
the holonomy in two parts, he1 and he2 and inserts a SU(2) generator among them.
Otherwise, the action of the Flux vanishes. Finally, the sign is defined by the relative
orientation between the surface S and the link e.
With the definition of the algebra operators, we fulfilled the definition of the kinemat-
ical Hilbert space of Loop Quantum Gravity. The physical one, instead, will be defined
by the constraints.
3The basis {Dj(h)mn} is orthogonal. If you want it to be orthonormal we have to normalize the basis
vectors:
Dj(h)mn →
√
djD
j(h)mn ≡ 〈h|j,m, n〉. (3.15)
In this way the basis {|Γ, jl,ml, nl〉} is defined to be orthonormal.
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3.2.2 Gauss Constraint: HGkin
We start by characterizing the solutions of the Gauss constraint: these are called spin-
networks and are defined as the SU(2) invariant elements of the kinematical Hilbert
space.
Let us recall how the gauge symmetry acts on the holonomy
g . hl = gs(l)hlg
−1
t(l) (3.22)
where s(l) and t(l) are the source and target of the link, that is the initial and final point.
This means that after the smearing of the algebra, the gauge transformations act only on
the nodes of the graph, which is exactly what usually happens in lattice QCD. On the
graph the continuous SU(2) gauge symmetry is restricted to a discrete SU(2) symmetry
at the nodes. Thus, the gauge group of the full theory is SU(2)N , being N the number
of nodes.
The gauge invariant states are those satisfying
g . ψ(h1, · · · , hL) = ψ(h1, · · · , hL) ∀gn ∈ SU(2) (3.23)
⇒ ψ(gs1h1g−1t1 , · · · , gsLhLg−1tL ) = ψ(h1, · · · , hL) (3.24)
so the state remains unchanged if we act with any SU(2) element gn at the nodes (this
means that on the single links coming out from the same node, we consider transformations
acting with the same element of the group, but different elements can be chosen for
different nodes).
This is equivalent to require to the states to satisfy
Gˆψ(h1, · · · , hL) = 0 (3.25)
The subspace of HΓ where (3.25) is verified is a proper subspace, which we call KΓ.
We can write it as:
KΓ = L2[SU(2)L/SU(2)N ] (3.26)
Now observe that, from (3.18), HΓ can be rearranged by grouping together the Hilbert
spaces at the same node, which transform all together under a gauge transformation.
We obtain:
j1
j2
jlV
n
L2[SU(2)
L] = ⊕{jl}⊗n (H(n)jl1 ⊗· · ·⊗H
(n)
jlV
)
if we consider a V -valent node (a node
with V links coming out).
Next, we want the gauge invariant states.
Picked a state ψ in the space (H(n)jl1 ⊗ · · · ⊗ H
(n)
jlV
), the projection to the gauge invariance
part, is achieved by the group averaging procedure
ψ(h1, · · · , hL) =
∫
SU(2)N
∏
n
dgnD(gn)ψ(h1, · · · , hL)D†(gn) (3.27)
and it can be thought as the application of a projector to each node
P =
∫
dg
∏
l∈n
D(jl)(g) (3.28)
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And we are left with the space
KΓ = L2[SU(2)L/SU(2)N ] = ⊕jl ⊗n InvSU(2)(H(n)jl1 ⊗ · · · ⊗ H
(n)
jlV
) (3.29)
But InvSU(2)(H(n)jl1 ⊗ · · · ⊗ H
(n)
jlV
) ≡ Kn does not exist unless the so called “triangular
inequalities” are satisfied. For example the minimal case is V = 3, where, if the sum of
the three spins is integer and if the inequalities
|j1 − j2| < j3 < j1 + j2. (3.30)
are satisfied, the space is one-dimensional.
In fact this is easily understood recalling the quantum theory of the composition of
angular momentum. From there, we know that we can write the tensor product of two
representations as the sum of representations in the form
Hj1 ⊗Hj2 =
j1+j2⊕
J=|j1−j2|
HJ (3.31)
Therefore
Hj1 ⊗Hj2 ⊗Hj3 = (
j1+j2⊕
J=|j1−j2|
HJ)⊗Hj3 =
j+j3⊕
k=|j−j3|
Hk (3.32)
and the invariant part we are interested in is nothing but the singlet, i.e. the zero
representation, which can only enter once in the tensor product of three representations.
Being this space one dimensional, we do not need a quantum number to resolve its
degeneracy so that any state of the basis of KΓ will be fully determined by assigning a
representation jl to each link, as we will show below.
In fact we know that the most general state in HΓ takes the form (3.13). If the state
in particular lives in KΓ and we act with gn ∈ SU(2) at a node n, the state has to remain
unchanged. This transformation will act on the group elements of the links meeting at
the node n, represented by Wigner matrices, so it will act on their indices.
Therefore in the given basis, the invariant combinations are those where f˜ j1···jLm1n1···mLnL
is an invariant tensor in those indices. But, up to normalization, there exists only an
invariant object with three indices: it is called 3j-symbol, and it is written as
ιm1m2m3 =
(
j1 j2 j3
m1 m2 m3
)
(3.33)
They are the generalized symmetric form of the Clebsh-Gordan coefficients [27, 28].
This means that any state invariant in the triple tensor product of the three repre-
sentation (j1, j2, j3) is proportional to the state:
|ι〉 =
∑
m1,m2,m3
(
j1 j2 j3
m1 m2 m3
)
|j1m1〉 ⊗ |j2m2〉 ⊗ |j3m3〉 (3.34)
and this shows that this state is uniquely determined by the assignment of a jl represen-
tation to each link.
In the case V = 4 instead, the space InvSU(2)(H(n)jl1 ⊗· · ·⊗H
(n)
jl4
) is not one dimensional
anymore.
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Now a gauge invariant state takes the form
|ι〉 =
∑
m1,m2,m3,m4
ιm1m2m3m4 |j1m1〉 ⊗ |j2m2〉 ⊗ |j3m3〉 ⊗ |j4m4〉 (3.35)
where ιm1m2m3m4 is an invariant tensor with 4 indices, that means it is invariant under
the diagonal action of SU(2)
D(j1)m1n1D
(j2)m2
n2D
(j3)m3
n3D
(j4)m4
n4ι
n1n2n3n4 = ιm1m2m3m4 . (3.36)
But this time we can find linearly independent invariant tensors: they are called inter-
twiners.
Let us call k the quantum number resolving the degeneracy of this space. It is not
difficult to find a basis for it, starting from the trivalent intertwiners (the invariant tensors
with 3 indices introduced before). They are given by:
ιm1m2m3m4k =
√
2k + 1
(
j1 j2 k
m1 m2 m
)
gmm′
(
k j3 j4
m′ m3 m4
)
(3.37)
where gmm′ = (−1)j−mδm,−m′ is the antisymmetric symbol or metric tensor (the unique
invariant tensor with two indices).
The possible values of k are those satisfying the triangular inequalities both with
(j1, j2) and (j3, j4):
max[|j1 − j2|, |j3 − j4|] ≤ k ≤ min[(j1 + j2), (j3 + j4)] (3.38)
The dimension of the space InvSU(2)(Hj1 ⊗Hj2 ⊗Hj3 ⊗Hj4) is therefore given by
min[(j1 + j2), (j3 + j4)]−max[|j1 − j2|, |j3 − j4|] + 1 (3.39)
And now a basis of states is not only labeled by a jl assigned to each link, but also by a
number kn associated to each node.
3.3 Space Quantization
The definition of spin-networks as a basis for the gauge invariant Hilbert space is one of
the most interesting result of Loop Quantum Gravity since it achieves the quantization
of the space. As we will show in this section, to each spin-network is possible to attach
a notion of discrete geometry in terms of polyhedra characterized by the Planck length
as the minimal one. The arising notion of geometry over a graph defines a quantum
geometry, whose classical counterpart has been recently understood in terms of the so
called twisted geometries [29].
3.3.1 Quanta of Area
In classical differential geometry the area of a curved surface is defined by the following
surface integral
A(S) =
∫
S
dσ1dσ2
√
det(gab
∂xa
∂σα
∂xb
∂σβ
) α, β = 1, 2 (3.40)
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Figure 3.2: The discrete geometry determined by a graph
which, after some manipulations, can be written in our variables as
A(S) =
∫
S
dσ1dσ2
√
Eai E
binanb. (3.41)
Now the strategy to correctly define the quantum version of this operator is to triangulate
the surface in N two dimensional cells Sk (k = 1, · · · , N) and write the integral as the
limit of a Riemann sum:
A(S) = lim
N→∞
AN (S) ≡ lim
N→∞
N∑
k=1
√
Ei(Sk)Ei(Sk). (3.42)
Since Ei(Sk) is the flux of the triad across the cell k, we can define the quantum area
operator just by replacing the flux with its quantum version Eˆi(Sk)
Aˆ = lim
N→∞
N∑
k=1
√
Eˆi(Sk)Eˆi(Sk). (3.43)
The limit can be easily performed since we know the action of the flux operator vanishes
if there is no link intersecting the surface Sk and this means that beyond the refinement
in which each cell intersect one ink, the value of the operator does not change4.
Let us study the action of this operator on the spin-network basis:
Eˆi(S)(Eˆi(S)Djl(hl)) = Eˆ
i(S)(±i~γhl1Jihl2) = (±i~γ)2hl1J iJihl2 . (3.44)
Note now that the Casimir operator has appeared, whose action is proportional to the
identity in a given representation: J iJi = C(2)SU(2)1 = j(j+1)1. Restoring all the constants
we get
Aˆ(S)ψ(Γ,jl,in)[A] =
√
Eˆi(S)Eˆi(S)ψ(Γ,jl,in)[A] =
∑
l:l∩S 6=0
8piγL2p
√
jl(jl + 1)ψ(Γ,jl,in)[A]
(3.45)
4Note that in this refinement in which each 2D cell is punctured by only one link, the cells themselves
can be labeled by a link suffix.
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It turns out that the spectrum of the area operator is diagonal in the spin-network basis,
but mostly it is discrete and the minimal scale, as anticipated is given by the Planck
length lP =
√
~G
c3
∼ 10−33cm.
Thanks to this analysis, we can interpret the flux operator as the quantum counterpart
of the “area vector” which is normal to the surface. This is more than just an analogy,
as we will discuss in more details in Chapter 4.
3.3.2 Quanta of Volume
The volume operator is more involved and a general expression does not exists. Never-
theless it is always possible to compute its spectrum and extract some general properties.
In literature there are two proposals, both acting non trivially only on the nodes, which
agree up to a constant for the three valent and four valent graph cases. We will briefly
describe the one introduced by Rovelli and Smolin [30].
Let us start again by rewriting the 3D volume of GR, usually given in metric variables,
through our new variables
V (Σ) =
∫
Σ
√
hd3x =
∫
Σ
√
|detE|d3x (3.46)
The strategy is the same used before: one chops the region Σ in 3D cells and refine the
decomposition until each cell contains at most one node, thus the integral can be replaced
by the Riemann sum over the cells.
The proposal by Rovelli and Smolin for the volume operator of a region R is given by:
VˆRS(R) = lim
→0
∑
n
√
1
48
∑
α,β,γ
|ijkEˆi(Sα)Eˆj(Sβ)Eˆk(Sγ)| (3.47)
where  is the dimension of the cells.
Let us focus on the n-th contribution, on a single node:
Uˆn =
1
48
∑
α,β,γ
|ijkEˆi(Sα)Eˆj(Sβ)Eˆk(Sγ)| (3.48)
To study the action of this operator we first notice that due to the presence of ijk it
vanishes if the three fluxes are not different, which means that the volume operator acts
non trivially only at the nodes because on the links we have at most the two fluxes
associated with the source and the target.
Moreover the flux variables Eˆi are proportional to the SU(2) generators, which at
quantum level do not commute5. Therefore from the expression before it is clear that the
spectrum of the volume is also discrete and its minimal excitation is proportional to l3P .
5This is a subtle point: this not trivial commutator can actually be directly derived from a more careful
calculation starting from the action: in fact if we compute the associated symplectic structure taking into
account all the boundary and corner terms, we find out that not only the flux does not commute with
the holonomy variables, but also its own components have non trivial Poisson brackets. From another
perspective, this same feature can also be seen as a consequence of the phase space of GR, being T ∗SU(2),
which, as well known, has a natural symplectic structure, assigning non trivial commutators for the SU(2)
algebra components. This point of view is briefly discussed in Chapter 4.
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3.4 Diffeomorphism Constraints
3.4.1 Spatial Diffeomorphism Constraint: Hdiff
The next step of Dirac’s procedure is to characterize the solution of the (spatial) diffeo-
morphism constraint: Hˆaψ = 0. As before, it is important to remember the action of the
diffeomorphisms on the holonomy:
φˆ . hˆl = hˆφ◦l (3.49)
Since our space is the direct sum of the Hilbert space on each graph, this means that
the action of the diffeomorphism generator projects HΓ into Hφ◦Γ, which are orthogonal
subspaces of Hkin. This means that we cannot define the action of an infinitesimal
diffeomorphism, but this is not really a restriction: we can proceed to the group averaging
as we did to implement the Gauss constraint and construct Hdiff from those states
invariant under finite diffeomorphisms.
We only need to worry about the trivial diffeomorphism transformations which leave
each link untouched and just shuﬄe the points inside. They have to be taken out because
they would ruin the group averaging procedure.
Another feature to be taken into account is that, being the diffeomorphism group non-
compact, the request of invariance under its action over the elements of HGkin, will not
result in some subspace of this space. The solution of this constraint must be considered
in the larger space of the linear functionals over the gauge-invariant space: HG∗kin.
The result of the group averaging procedure are spin-network states defined on equiv-
alence classes of graphs under diffeomorphism, called knots6.
Since a diffeomorphism transformation changes the way in which a graph is embed-
ded in Σ, it is possible to interpret these spin-networks as defined on graphs which are
non-embedded into a manifold: they are finally abstract graphs, only defined by their
combinatorial structures. In this way the graph is not a collection of real paths, rather
a collection of relational information, which can be seen as representing all the graphs
equivalent to a given one but with different embeddings in Σ.
Therefore the Hilbert space invariant under diffeomorphisms can be related to the
kinematical one (3.9):
Hdiff =
⊕
[Γ]
K[Γ] (3.50)
where the sum this time is only over the classes of equivalence defined before and we
already took into account the Gauss constraint.
This is the definition of graph we will use repeatedly in the definition of the truncated
theory (Chapter 4), even if it will be introduced starting from another point of view.
3.4.2 Hamiltonian Constraint and Dynamics: Hphys
The last step of Dirac’s procedure is to solve the hamiltonian constraint. The classical
constraint is highly non linear and this makes it difficult to turn it into an operator.
Anyway a trick due to Thiemann, allows to rewrite it in a way which is more amenable
for quantization. We will not go into all the details (referring the reader to [31, 32]), we
6The physical interpretation of these knotting classes is not clear. So, in the following we will ignore
the difference between them: this amounts to implement a larger symmetry, since we will not distinguish
graphs with knots.
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will only sketch some results: an Hamiltonian operator Hˆ is well defined and its action
is understood. Moreover it is possible to find an infinite number of solutions, at least
formally. This results must be compared to the old-fashioned Wheeler-De Witt equation,
derived from the ADM formalism, which was badly ill defined.
Nevertheless, the program of quantization is far from being complete: neither the
complete characterization of Hphys nor the full spectrum of Hˆ are known. And it should
be underlined that, in spite of the success of this approach, some ambiguities remain.
This has brought to the development of two main lines of research.
The first one is the idea of the Master Constraint, which is an attempt of implementing
simultaneously the spatial and scalar diffeomorphism constraints.
The second one is the spinfoam approach (we are briefly going to present in Chapter
5), which abandons the canonical approach to seek a functional integral description of
transition amplitudes between spin-network states.
The picture which comes out enlightens how, although the kinematics of Loop Quan-
tum Gravity is very under control, the dynamics is still work in progress.

Chapter 4
Truncated Theory
In QFT, the truncation in the number of degrees of freedom of the theory plays a con-
structive role, as well known. In fact, recall the construction of the Fock space: it starts
from the one particle Hilbert space H1, then the n-particle Hilbert space is defined as the
symmetric tensor product of n copies of H1
Hn = H1 ⊗S · · · ⊗S H1, (4.1)
the space of N or less particles is given by HN = ⊕Nn=1Hn and finally the Fock space is
defined as the limit
HFock = lim
N→∞
HN . (4.2)
But the most of the calculations are done at N finite, so that in many cases this limit is
just formal and does not play any role.
For example in QED (Quantum Electrodynamics) all the scattering amplitudes are
calculated among a finite number of particles, and the Feynman diagrams are consid-
ered up to a finite order. The truncated theory is also used in lattice QCD (Quantum
Cromodynamics), where real calculations are performed on a fixed lattice.
The same strategy is used in LQG: the discretized theory, capturing the relevant
physics of a given problem, is in fact the one used for all the real calculations.
We will argue that in this context the truncated Hilbert space corresponds to the space
at fixed graph, HΓ, introduced in the previous chapter, which we also used (in analogy
with the Fock case) to construct the full Hkin of Loop Quantum Gravity this time, and
we will show how to (formally, as before) perform the full theory limit.
To this aim we will briefly review two discretization, the lattice Yang-Mills (YM)
theory and the Regge Calculus: both of them enlighten some aspects which reappear in
the discretization of GR we will consider, and at the same time will give us the opportunity
to point out the main differences with it.
4.1 Lattice Yang-Mills Theory
Yang-Mills theory is a gauge theory based on the SU(N) group or more generally any
compact Lie group. The main example is QCD, with SU(3) as gauge group, which
describes the strong interaction.
The corresponding truncated theory lives on a lattice and, in the case of QCD, is
therefore known as Lattice Quantum Cromodynamics (LQCD).
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As an useful example for the following, let us consider an SU(2) Yang-Mills theory
in 4 dimensions [33]: the field variable in the continuous theory is an SU(2) connection
Aiµ(x), where i is an index in the Lie algebra of SU(2), which can be also written as a
one form
A(x) = Aiµ(x)τidx
µ (4.3)
In order to discretize such a theory, fix a cubic lattice with N vertices, connected by E
edges in spacetime. This of course breaks the rotation and Lorentz invariance, which is
recovered only in a suitable limit.
Let a be the length of the lattice edges (de-
Plaquette
Ue
Ul
a
fined by the here fixed spacetime flat metric)
and associate a group element Ue ∈ SU(2) to
each edge e: the group elements provide a nat-
ural discretization of the continuous connec-
tion and are related to it by
Ue = Pe
∫
e A (4.4)
that is the path ordered exponential of the con-
nection along the edge, often called holonomy.
This discretization also reduces the internal local continuous SU(2) symmetry to a
discrete SU(2) symmetry at the vertices, so that the total gauge group is given by SU(2)N .
In the hamiltonian formulation, the theory is defined on the boundary of the lattice
(we assume it to be spacelike), with the group elements on the boundary edges being the
coordinates. The boundary edges are called links and the boundary vertices nodes. So
now the group elements Ul on the boundary code the space components of the connection,
whereas the time component, in hamiltonian language, is coded by the momenta conjugate
to them: they are given by Lil in the algebra of SU(2), so that the phase space is noting
but T ∗SU(2)1, carrying a natural symplectic structure, which gives rise to the following
Poisson brackets:
{Ul, Ul′} = 0 {Ul, Lil′} = δll′Ulτi {Lil, Ljl′} = δll′ijk Lkl (4.5)
At the quantum level they imply analogous commutation relations.
The picture coming out, which defines the quantum discretized theory at the kine-
matical level, is the following:
• The Hilbert space is represented by functions of the group elements on the lattice
ψ({Ul}) square integrable with respect to the Haar measure on the group, which
gives a natural scalar product.
• A set of operators implementing the commutation relations above is given by the
ones corresponding to the group elements, Uˆl whose action is diagonal on the states
(an operator for each matrix element, (Uˆl)AB -A,B spinorial indices- and they act
by multiplication), and their conjugate momenta acting as the natural derivative on
functions on a group, given by the left invariant vector field Lˆil
2.
1See Appendix A on differential geometry.
2Actually there exist two possible derivatives to be defined on a Lie group. They are known as the left
invariant vector field, Lil and the right invariant vector field, R
i
l , the first acting at the source of the link,
the other at the target.
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(Uˆl)ABψ({Ul′}) ≡ (Ul)ABψ({Ul′}) (4.6)
Lˆilψ(Ul) ≡ −i
d
dt
ψ(Ule
tJi)|t=0 (4.7)
4.2 Regge Calculus
The structure of a lattice YM theory is very similar to the one we want to give to LQG.
However, as pointed out by Tullio Regge, there is a main difference, arising from the
covariant nature of quantum gravity. In fact, while in the first case the limit of the
continuum should be performed by scaling to its critical value the parameter a, there is
not such parameter when discretizing a covariat system. This is pointed out by Regge
calculus, which has been proven to be a discretization of General Relativity. In this case
the continuum limit is just performed by increasing the number of steps (or better cells,
see below) to get a better approximation.
The main idea of Regge calculus is the following. A d-simplex, defined as the convex
hull of (d + 1) vertices, is the generalization of the triangle in 2D or the tetrahedron in
3D, to higher dimensions. Its vertices are connected by segments, whose lengths Ls fully
specify the shape of the simplex, i.e. fully specify the metric geometry.
A Regge space (M, Ls) in d dimensions, is a d dimensional space obtained by gluing
d simplices along matching boundary (d− 1) simplices.
For instance in 3D we chop the space in tetrahedra, bounded by triangles, in turn
bounded by segments, which meet at points. And this can be done in any dimension.
These structures are called triangulations (∆) and a scheme of them for the lowest di-
mensions is given in Table 4.1.
Triangulations
2D triangle segment point
3D tetrahedron triangle segment point
4D 4-simplex tetrahedron triangle segment point
Table 4.1: The simplex carrying curvature, or hinge, is underlined.
Note that gluing flat d-simplices can generate curvature on the (d−2) simplices, called
hinges.
This is easily understood if we think to the 2D
δP
P
Figure 4.1: Deficit angle
cases: consider a point P and the triangles t around
it and let the angles at P of these triangles be θt.
Now if they sum up to 2pi clearly the manifoldM is
flat, otherwise, there is curvature (Figure 4.1). It is
for this reason that the Regge curvature is defined
at P as the deficit angle:
δP (Ls) = 2pi
∑
t
θt(Ls) (4.8)
The geometric interpretation of the deficit angle is simple: if we parallel transport a
vector in a loop around a d− 2 simplex, the vector gets back rotated by a deficit angle.
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It has been shown that a Riemannian manifold (M, gµν) can be approximated arbi-
trarily well by a Regge manifold (M, Ls), by refining the triangulation ∆. On the other
hand, if we fix the triangulation, we obtain only a finite approximation to Riemannian
manifolds and, therefore, to General Relativity. In other words a triangulation of Regge
manifold defines a truncation of General Relativity, analogue to replace QCD with LQCD.
4.3 Discretization on a Two-Complex
The Regge discretization is not very good for the quantum. In fact the segments of a Regge
triangulation are subjected to triangular inequalities, which makes the configuration space
complicated.
So we will introduce a slightly different discretization which is described in terms of
two-complexes, we are going to introduce below.
The key notion we need is the one of
Figure 4.2: 3D Duality
dual of a triangulation. Let us start from
the 3D case, reported in Figure 4.2, where
the tetrahedron belongs to the original tri-
angulation, while the faces meeting along
the edges, in turn meeting at points form
the dual. If ∆ is a 3D triangulation, its
dual ∆∗ is obtained by:
- placing a vertex within each tetrahe-
dron,
- then joining the vertices of two ad-
jacent tetrahedra by an edge, dual to the
triangle that separates the two tetrahedra,
- finally, associating a face to each seg-
ment of the triangulation, which will be
bounded by the edges surrounding the seg-
ment.
The set of vertices, edges and faces is called
two-complex C.
Now the discretization of a region R induces a discretization of its boundary Σ = ∂R.
In the 3D case, Σ is discretized by the boundary triangles, separated by the boundary
segments of ∆. The dual picture is given instead by the end points of the edges dual to
those triangles, called nodes and by the boundary of the faces dual to those segments,
which we call links.
Nodes and links together form the graph of the boundary, Γ = ∂C.
Note that the boundary graph is at the same time the boundary of the two-complex
and the dual of the boundary of the triangulation:
Γ = ∂(∆∗) = (∂∆)∗ (4.9)
Does this graph have the same meaning of the one we introduced in the Chapter 3?
This graph, being in the dual space of the manifold, is an abstract object which is only
defined by its combinatorial structure. So it should not be thought as embedded in
the manifold itself, with the links being real paths in it. Instead, starting from the
embedded one, we could think to it as obtained by considering the equivalence class
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of graphs, [Γ] (that, with an abuse of notation we still call Γ) which all differ for a
diffeomorphism transformation, which, as anticipated, takes the further invariance under
spatial diffeomorphisms into account: this way of presenting it, establishes a relation
between the embedded graphs, introduced in the step by step derivation of LQG from
GR and this abstract graph, coming out from this duality concept.
However the interesting theory is the 4D case, where we consider the dual of a triangu-
lation of a region of the (real) spacetime, which (as far as the current empirical evidence
indicates) is 4-dimensional.
All the dual construction can be, in fact, easily generalized: now we triangulate (∆)
a 4D region, chopping it into 4-simplices (which can be thought as a convex region in R4
delimited by 5 points), bounded by 5 tetrahedra each (Figure 4.3). As before, we consider
the dual ∆∗ of the triangulation and focus on its vertices, edges and faces.
i
j
k l
m
Figure 4.3: 4-Simplex
The two-complex is exactly the same and it does play a very similar role, but it
refers to higher dimensional objects. In particular a vertex is still dual to a chunk of
the manifold, which now is a 4-simplex, since we are in 4D. In turn, edges are dual to
tetrahedra and faces to triangles of the triangulation.
Similarly, on the boundary we still have a graph Γ, whose nodes are now associated to
chuck of space (tetrahedra), and whose links connect adjacent tetrahedra and are therefore
dual to triangles of the boundary triangulation.
Note also that the particular choice of triangulating the manifold with tetrahedra,
gives rise to graph with 4-valent nodes. However the same construction can be done for
graphs with V - valent nodes, associated to different polyhedra.
The bulk and boundary terminology in this case is listed in the tables below.
Bulk terminology (4D)
Bulk triangulation ∆ Two-complex ∆∗
4-simplex (v) vertex (v)
tetrahedron (τ) edge (e)
triangle (t) face (f)
segment (s)
point (p)
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Boundary terminology (3D)
Boundary triangulation ∂∆ Boundary graph Γ
tetrahedron (τ) node (boundary vertex) (n)
triangle (t) link (boundary edge) (l)
n
l
e
v
f
Figure 4.4: Two-Complex structure and nomenclature
This construction clarifies the reason why working at fixed graph corresponds to trun-
cate the theory: a graph is nothing but the dual to a boundary triangulation, which is an
approximation of General Relativity (as showed by the Regge calculus).
4.4 Truncated LQG
We now concentrate on the boundary construction we just presented, where the quantum
theory is defined. There, we can define a simplified truncated theory, we will use in the
next chapters, following [35].
4.4.1 Graph Hilbert Space
The states are defined on the Hilbert space associated to the abstract graph Γ (= [Γ]),
composed by links meetings at 4-valent nodes. Recall from section 3.2.23 that it is defined
to be:
KΓ = L2[SU(2)L/SU(2)N ] =
⊕
n
Kn (4.10)
where Kn =
⊕
n InvSU(2)(H(n)j1 ⊗ · · · ⊗ H
(n)
j4
).
It takes into account the discrete gauge symmetry of SU(2) transformations at the
nodes and its states are thus the invariant ones, that is they satisfy:
Un . ψ = ψ ∀Un ∈ SU(2). (4.11)
3There, we were considering embedded spin-networks, whereas here we have to do with states on an
abstract graph, but the structure does not change.
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The most general of these states is a combination
ψ({Ul}) =
∑
jl,kn
Cjlknψjlkn({Ul}) (4.12)
of the orthogonal states
ψjlkn({Ul}) = ιm1m2m3m4k1 · · · ι
nL−3nL−2nL−1nL
kN
Dj1m1n1(Ul1) · · ·DjLmLnL (4.13)
which are labeled by spins jl associated to the links and quantum numbers kn associated
to the nodes. These are spin-network wave functions and can also be written in the more
compact form:
ψjlkn({Ul}) = 〈{Ul}|{jl, kn}〉 =
⊗
n
ιkn
Γ·
⊗
l
Djl(Ul) (4.14)
where the product
Γ· is just a way to indicate that the contractions among indices are
implemented as dictated by the graph structure.
4.4.2 Graph Operators
In analogy with lattice YM theory, we can use the construction presented in the previous
section to define, on the boundary, a discretized version of the algebra of GR. We will
argue that it is nothing but the holonomy-flux algebra, but now associated to the graph.
In this new perspective this algebra can be introduced as follows. For each link of the
boundary of the 2-complex, assign:
• an SU(2) group element, Ul (configuration space variable)
• an su(2) algebra element Lil (its conjugate momentum)
exactly as in the SU(2) Yang-Mills theory. As already pointed out, they form a closed
algebra with the Poisson brackets:
{Ul, Ul′} = 0 {Ul, Lil′} = δll′Ulτi {Lil, Ljl′} = δll′ijk Lkl (4.15)
and at the quantum level they are implemented by operators acting by multiplication, Ul,
and by derivation (the left invariant vector field on the group), Lil.
Let us see how to recover the variables (hγ , E
i(S)) we derived from the full theory
from these definitions. The relation is straightforward if we now go back for a moment
and think to Γ as an embedded graph (dual to an embedded triangulation), where the
links are real paths in the manifold, meeting at nodes. In this case we simply have
Uˆl = hˆ(γ=l) Lˆ
i
l =
1
8piG~γ
Eˆi(Sl) (4.16)
where in the definition of the holonomy variable the Ashtekar-Barbero connection is
smeared on the link, chosen as path, and the densitized triad is instead smeared on
the surface of the chosen triangulation punctured by the link l (to which it is dually
associated in the triangulation).
These definitions, in fact, are in agreement also at the quantum level: compare (3.21)
and (3.21) with (4.6) and (4.7)4.
4Note in fact that Lil is nothing else but the discrete version of the flux variable E
i(S).
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4.4.3 Graph Observables: a Complete Set
The operators introduced before are not gauge invariant, thus they are not observables.
We now introduce the observables of Kn, which, by definition, will commute with the
Gauss constraint, generator of infinitesimal SU(2) transformations (whose truncated ver-
sion, GΓ, is defined in the next paragraph)
O observable⇐⇒ [O,GΓ] = 0 (4.17)
For example consider ~L2l and (
~L1 + ~L2)
2, which in fact are invariant under rotations.
Since we also have:
[~L2l , (
~L1 + ~L2)
2] = 0 (4.18)
they can be diagonalized simultaneously. But, more importantly, they form a maximal
set of commuting observables. The basis which diagonalizes them, called recoupling basis,
is exactly the one labeled by the quantum number (jl, k):
~L2l |jl, ιk〉 = jl(jl + 1)|jl, ιk〉 (4.19)
(~L1 + ~L2)
2|jl, ιk〉 = k(k + 1)|jl, ιk〉 (4.20)
About the physical meaning of these quantum numbers, in (3.45) we already saw as
jl is a measure of the area of the face of the triangulation dually associated to the link l;
now we discover that k is instead a measure of the dihedral angle θ12 between the normals
to the faces associated to l1 and l2
5, since:
(~L1 + ~L2)
2 = ~L21 + ~L
2
2 + 2~L1 · ~L2 (4.21)
and ~L1 · ~L2 ∝ θ12.
Another observable could be introduced: the volume. In the space Kn of a four-valent
graph Γ, it is determined by6
V 2n =
2
9
ijkL
iLjLk (4.22)
It is not diagonal in the recoupling basis. If we diagonalize it, we obtain a new basis,
{|jl, vn〉} which is labeled by the same jl for each link but a different quantum number
vn associated to each node. It diagonalizes the area and volume operators.
4.4.4 Gauss Constraint on Γ
In the new variables the Gauss constraint at the node n reads:
GˆiΓ =
4∑
l=1
Lˆil (4.23)
where the sum goes over the links coming out from the same node. The definition (4.23)
comes directly from (4.11). In fact if we write and then expand this last at the first order
we get:
5Or equivalently between the faces associated to l3 and l4: (~L1 + ~L2)
2 = (~L4 + ~L4)
2. A prove of (4.20)
is given in the Chapter 8.
6We can recognize the formula of the tetrahedron volume as the triple product of any of its three faces.
This is nothing but the quantum equivalent.
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Figure 4.5: Graph (a) - Triangulation (b) duality
Uˆn|ψ〉 α1' (1 +
4∑
l=1
~α · ~Ll)|ψ〉 (4.24)
Uˆn|ψ〉 != |ψ〉 ∀|ψ〉 ∈ Kn ⇒ GˆiΓ ≡
4∑
l=1
Lˆil = 0 (4.25)
Strictly connected to this relation, which can be generalized for an n-valent graph,
is an old theorem proven by Minkowski, stating that if you have n non-planar vectors
summing up to zero, then it is possible to identify them as the normals to the faces of a
polyhedron with n faces. This theorem allows to bring in a geometrical interpretation of
a state on the nodes of the graph as a state of bounded convex polyhedra [36], enforcing
the duality relation introduced in this chapter.
The geometrical interpretation of the spin-network states is now complete: each node
with n links is dual to a polyhedron with n faces and each link connecting two nodes
identify the surface shared by the two polyhedra at each node.
4.5 Continuum Limit
The theory we defined on the graph is only a finite approximation of the full theory, de-
scribing a discrete quantum geometry. The full theory is better approximated by choosing
increasing refined two-complexes C and thus refined graphs Γ = ∂C: it is namely given by
the continuum limit.
How is this refinement defined? Consider a graph Γ′ being a subgraph of Γ, namely
formed by a subset of links and nodes of Γ. It is straightforward that there is a subspace
HΓ′ ⊂ HΓ, isomorphic to the loop gravity Hilbert space associated to Γ′: indeed this is
formed by all states ψ({Ul}) which are independent from the group elements Ul associated
to the links that are in Γ but not in Γ′, or equivalently by spin-networks characterized by
jl = 0 for those same links.
Therefore if we define the theory on Γ, we have at our disposal a subset of states that
captures the theory defined on the smaller graph Γ′. In this sense the step from Γ′ to Γ
is a refinement of the theory.
One can formally define an Hilbert space H containing all the HΓ by using projective
limit techniques, and this is how the continuum limit is recovered.
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This procedure is the common one in Quantum Field Theory, as pointed out at the
beginning of the chapter. And the analogy can be made between HΓ where the graph Γ
has N nodes and HN , subspace of the Fock space describing N or less particles (quanta
of fields): HΓ in fact describes a finite number of quanta of space, that is quanta of the
gravitational field.
Chapter 5
Basics of Covariant Loop
Quantum Gravity
The canonical approach to LQG apparently breaks the local Lorentz invariance: in fact
the holonomy flux-algebra, derived through a clever change of variables, reduces the total
symmetry down to SU(2).
Another possibility is to quantize gravity in a covariant fashion, keeping track of the
full internal symmetry explicitly.
The covariant formulation of LQG was mainly introduced as a device for extracting
solutions of the hamiltonian constraint (only implicitly known from the standard formu-
lation), producing at the same time a definition of the physical inner product in LQG.
This approach has led to different models, called spinfoam models. Here we are not
going to discuss them in details, but we will only briefly introduce the main ingredients
allowing to highlight the covariance of the theory [35].
5.1 SL(2,C) Variables
Consider again the Holst action, introduced in (2.30)1
S[e, ω] =
∫
e ∧ e ∧ (?+ 1
γ
)F (5.1)
where the variables are given by the tetrad field e and a Lorentz connection ω. On the
boundary then the configuration variable can be chosen to be ω = ωIJdx
IdxJ and its
conjugate momentum, which turns out to be an SL(2,C)-algebra valued two form,
BIJ = (?e ∧ e+ 1
γ
e ∧ e)IJ = IJKLeK ∧ eL + 1
γ
eI ∧ eJ (5.2)
The theory is invariant under local SL(2,C) transformations2.
1We denote by ? the Hodge symbol. On the curvature FIJ for example its action is given by
F ?IJ ≡ ?FIJ ≡ 1
2
IJKLF
KL
2 Note that global Lorentz invariance is also broken in LQG just like it is broken in General Relativ-
ity. On the other hand, there has been much talk about possible local and global violations of Lorentz
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So now, if we still think of gravity in terms of a gauge theory, the gauge symmetry
group should be the whole SL(2,C). And in analogy with lattice gauge theories, making
use of the discretization of a two-complex introduced in the last chapter, we should assign
in the bulk:
• a group element ge ∈ SL(2,C) for each edge of the two-complex, corresponding to
the smearing on the edge itself of the Lorentz connection ω
ge = Pe
∫
e ω ∈ SL(2,C) (5.3)
• an algebra element Bf for each face of the two-complex, which is the smeared version
of BIJ on the triangle of the original triangulation dual to the face f
Bf =
∫
trf
B ∈ sl(2,C). (5.4)
On the boundary, the group elements will be associated to the boundary edges, namely
the links, gl; and the algebra elements to the boundary of the faces of the two-complex,
which are still identified by links, so they will also be labeled by a link suffix: Bl.
The natural quantization leads to states which are functions of SL(2,C) group ele-
ments, ψ({gl}), and gˆl and Bˆl becomes operators acting respectively by multiplication
and derivative on the group functions.
5.2 Simplicity Constraint
The question we want to answer in this section is the following: how are these two
descriptions the theory, the one in terms of SU(2) and the other in terms of SL(2,C)
functions related?
The breaking down of the SL(2,C) symmetry down to SU(2) can be related to a
further constraint, called simplicity constraint, which put actual restrictions on the two
form BIJ . This is more than just a gauge fixing. The constraint could in fact be given in
a covariant fashion. Nevertheless, in the time gauge, it takes a very simple form.
At the classical level note that, on the boundary Σ, we have a natural way to fix part
of the gauge freedom. In fact, let Σ be a spacelike surface. Thus there will be a normal
vector nI that we can use in order to gauge-fix SL(2,C) down to SU(2). Moreover, locally
we can always orient the local frame is such a way that nI = (1, 0, 0, 0).
As a consequence, BIJ , the momentum conjugate to the Lorentz connection (5.2),
decomposes in the boosts generators and the rotations generators, as follows:
KI = nJB
IJ , LI = nJ(?B)
IJ (5.5)
exactly as the electromagnetic tensor Fµν decomposes into electric and magnetic part,
once a Lorentz frame is picked.
invariance beyond those expected in straightforward General Relativity. Of interest in this connection
would be to see whether the LQG analogous of Minkowski spacetime breaks or preserves global Lorentz
invariance, and Carlo Rovelli and coworkers have recently been investigating the Minkowski state of LQG
using spinfoam techniques.
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Now, since BIJ is antisymmetric, both KI and LI turn out to have zero component
in the nI direction, in fact
nIK
I = nInJB
IJ = 0 nIL
I = nInJ(?B)
IJ = 0 (5.6)
so that they can be thought as 3D vectors in the space normal to nI .
But, more important, they turn out to be proportional. In fact from definition (5.2)
we have
nIB
IJ = nI(IJKLe
K ∧ eL + 1
γ
eI ∧ eJ) (5.7)
but on the boundary, by the very definition of nI , nIe
I |Σ = 0, so that:
nIB
IJ = nI(?e ∧ e)IJ (5.8)
and for the same reason
nI(?B)
IJ = nI(
1
γ
? e ∧ e)IJ (5.9)
which means
~K = γ~L (5.10)
This last equation is called simplicity constraint and it is crucial when we go to the
quantum theory. In fact if we want the quantum theory to have the right classical limit, we
have to keep track of it and some restrictions on the states will be required, for condition
(5.10) to hold.
5.2.1 The Yγ Map
In this covariant approach, as anticipated, the states are described by functions of SL(2,C)
group elements. And it turns out that they can be expanded into irreducible unitary
representations of the group.
The unitary representation of SL(2,C) are not the ones we are familiar with (scalars,
four-vectors, spinors), which are instead not unitary. A detailed presentation of them is
given in [37].
As far as we are concerned, the key points are the following: they are labeled by a real
number p and a non-negative half integer k. The representation space V(p,k) decomposes
into irreducible representations of the subgroup SU(2) as follows:
V(p,k) =
∞⊕
j=k
Hj (5.11)
Thus, a basis of states is given by:
|p, k; j,m〉 j = k, k + 1, · · · m = −j, · · · , j (5.12)
The quantum numbers p , k are related to the two Casimir of SL(2,C) by
| ~K|2 − |~L|2 = p2 − k2 + 1 (5.13)
~K · ~L = pk (5.14)
while j and m are the quantum numbers of ~L2 and Lz.
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Now what restriction do we have on these numbers? In the classical limit we want
(5.10) to be satisfied. Therefore we impose the simplicity constraint in (5.13) and (5.14),
to get
| ~K|2 − |~L|2 = (γ2 − 1)|~L|2 (5.15)
~K · ~L = γ|~L|2 (5.16)
which means that the Casimir must satisfy
p2 − k2 + 1 = (γ2 − 1)j(j + 1)
pk = γj(j + 1)
If we now solve these equations in the limit of large j (the classical limit corresponds
to the large quantum numbers limit, as usually), we find3
p = γk
k = j
These conditions pick up, among all the states of V(p,k), the ones of the form
|p, k; j,m〉 = |γj, j; j,m〉 (5.17)
Now these state are in one to one correspondence with states in L2[SU(2)], and the
isomorphism is given by the so called Yγ map, defined as
Yγ : Hj 7−→ V(p=γj,k=j) (5.18)
|j,m〉 7→ |γj, j; j,m〉
or as a map between functions spaces:
Yγ : L2[SU(2)] 7−→ F [SL(2,C)] (5.19)
ψ(h) =
∑
jmn
CjmnD
(j)
mn(h) 7→ ψ(g) =
∑
jmn
CjmnD
(γj,j)
jmjn (g)
where D
(γj,j)
jmjn (g) are the matrix elements of the irreducible unitary representations of
SL(2,C).
Note that Yγ maps square integrable functions on SU(2) into functions on SL(2,C)
which are not square integrable, but form a more general linear space.
The physical states are thus the ones which are in L2[SU(2)] or equivalently their
image under the Yγ map. These states all satisfy the simplicity constraint in weak sense,
that is:
〈Yγψ| ~K − γ~L|Yγφ〉 = 0 ∀ψ, φ ∈ L2[SU(2)] (5.20)
The conclusion is that, as long as we do kinematics, we can work with SU(2) variables
and states and forget about the local SL(2,C) invariance: as we shall see, this feature
will simplify many calculations.
3In solving this system we have an ambiguity: in fact we want it to be satisfied at least in the classical
limit. It is easy to see that the simplicity constraint condition is realized exactly if
p = γk(k + 1)
k = j
and this would define a different Yγ map (see below).
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5.3 Covariant Dynamics: a Hint
Even if we are going to deal with kinematics only in the following, let us briefly mention
which is in the dynamics the big news brought in by the covariant approach to LQG.
In the canonical quantization of GR, and in particular canonical LQG, the dynamics
is implemented by the hamiltonian constraint, which selects the physical states from the
kinematical Hilbert space, as those that are annihilated by the constraint itself:
Hˆψ = 0. (5.21)
This request is replaced here by a proposal for the transition amplitude W , we will
define below.
5.3.1 Transition Amplitude: Definition
In general quantum mechanics, consider a set of commuting operators, complete in the
sense of Dirac, and a basis which diagonalizes them: qˆ|q〉 = q|q〉. Then the transition
amplitude is defined as
W (q, t, q′, t′) = 〈q′|e− i~H(t′−t)|q〉 (5.22)
which gives the probability for the final state |q′〉 at t′ given the initial state |q〉 at t.
As it is well know (5.22) can be expressed through a path integral a` la Feynman
W (q, t, q′t′) =
∫
D[q(t)]e i~S[q] (5.23)
providing the intuition of the quantum theory as a “sum over paths”, and, when ~ can
be considered small, we can use the saddle point approximation to show
W (q, t, q′t′) ∼ e i~S[q(q,t,q′,t′)] (5.24)
where S[q(q,t,q′,t′)] is known as the Hamilton function, which is nothing but the classical
action valued on the classical trajectory.
5.3.2 Transition Amplitude of Covariant LQG
Therefore, the object we want to define is a transition amplitude for quantum gravity,
formally defined as the “sum over geometries”:
W [gµν ] =
∫
∂g=q
dgµνe
i
~SH [gµν ] (5.25)
But now, due to the covariance of the theory it does not make sense anymore to speak
about initial and final state, since the time becomes just a coordinate, treated at the same
level as the other ones. Instead we will have a unique boundary Hilbert space (which we
can think about as H ∼ (Hin ⊗Hout), in the non relativistic limit), so that the integral
above will be a sum over all the geometries compatible with a fixed boundary state of the
geometry ∂gµν = q.
A detailed discussion of the transition amplitude of LQG can be found in [35]. Here
we just give the final expression, in the truncated theory (so it will be labeled by a
two-complex C)
WC(hl) = NC
∫
SU(2)
dhvf
∏
f
δ(hf )
∏
v
Av(hvf ) (5.26)
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where the variables hvf and hf = hv1f · · ·hvnf are just new rewriting of the group variables
ge ∈ SL(2,C) associated to the edges of the two-complex, and hl are the values of the
holonomies fixing the state on the boundary (see [35] for the definitions).
The way it is written reflects the superposition principle of quantum mechanics, for
which amplitudes are obtained by summing for amplitudes of individual stories, and a
local principle, for which the amplitude of a story is the product of individual local
amplitudes associated to separated regions of spacetime.
But the actual dynamics is given by the vertex amplitude Av(hvf ), which has the role
of projecting a state into the SL(2,C) invariant space. Its action on states which are
functions on SU(2) reads
Av(ψ) = (PSL(2,C)Yγψ)(1) (5.27)
where PSL(2,C) is a projector on the states which are invariant under SL(2,C) transfor-
mations. In the group representation it has the explicit form
Av(hvf ) =
∑
jf
∫
SL(2,C)
dgve
∏
f
(2jf + 1)Trjf [Y†γge′vgevYγhvf ] (5.28)
where gve are still group variables and the sum over jf corresponds to sum over the
metric field, while the integral over SL(2,C) variables corresponds to the sum over the
connections.
Why does the definition (5.26) we gave for the transition amplitude sound reasonable?
Consider its classical limit. It can be shown [38] that in the limit j  1, the saddle point
approximation gives:
Av ∼ e i~S
Regge
v + e−
i
~S
Regge
v (5.29)
where SReggev is the Regge action associated to the discrete geometry of the 4-simplex
which is dually associated to the vertex v.
And, even if the second term in (5.29) is not expected at classical level, it has been
proved to be suppressed in relevant physical cases [39].
Finally in the same approximation (j  1), we have
〈WC |ψ〉 ∼ 1 (5.30)
only if ψ ∈ Hphys, which allows the interpretation of W as a projector from the kinematical
to the physical space of states. And this last property makes it clear how the transition
amplitude plays the same role of the scalar constraint.
Chapter 6
Coherent States in LQG
In constructing a specific model for quantum gravity, there is a key difficulty that has to
be overcome: not all the variables describing a classical geometry turn out to commute.
This fact has an important consequence: the fuzziness of geometry, implying that there is
in general no classical geometry associated to the spin-networks. This leads immediately
to the problem of finding semiclassical quantum states that approximate a given classical
geometry, in the sense in which wave packets approximate classical configurations in
ordinary quantum theory. This is the problem of defining “coherent states” for LQG,
which has raised an increasing interest over the last few years [40, 41, 42].
Figure 6.1: A fuzzy tetrahedron
6.1 Intrinsic Coherent States
6.1.1 SU(2) Coherent States
Before moving to coherent states for LQG, we will construct an easier example of coherent
states.
Consider a single rotating particle. We want to write states for which the dispersion
of its angular momentum is minimized. If j is the quantum number associated to its total
angular momentum, a basis of states is
{|j,m〉,m = −j, · · · , j} ∈ Hj . (6.1)
41
42 CHAPTER 6. COHERENT STATES IN LQG
The commutation relations defining the theory are given in terms of the angular
momentum operators
[Lx, Ly] = iLz (6.2)
and we know that, given a state |ψ〉 ∈ Hj , these relations imply the Heisenberg uncertainty
relations
(∆|ψ〉Lx)(∆|ψ〉Ly) ≥
1
2
|〈ψ|[Lx, Ly]|ψ〉| = 1
2
|〈ψ|Lz|ψ〉|
where ∆|ψ〉Li =
√
〈ψ|L2i |ψ〉 − (〈ψ|Li|ψ〉)2. The consequence is that we cannot have a
really classical state in the theory, where all the variables are well defined (i.e. with zero
uncertainty), but the best we can do it is to saturate this relation, that is to find states
such that:
∆Lx∆Ly =
1
2
|〈Lz〉| (6.3)
A state satisfying this equality is found to be |j, j〉. In fact, making use of the following
properties:
• Lz|j, j〉 = j|j, j〉(⇒ ∆|j,j〉Lz = 0)
• 〈Lx〉 = 〈Ly〉 = 0
• 〈L2x〉 = 〈L2y〉 = 12〈L2 − L2z〉 = 12(j(j + 1)− j2) = j2 1
we are able to estimate the quantities in (6.3)
(∆|j,j〉Lx)(∆|j,j〉Ly) =
j
2
1
2
|〈j, j|Lz|j, j〉| = j
2
(6.4)
and conclude that, as anticipated, the Heisenberg uncertainty relations are saturated.
Note that the classical limit corre-
Figure 6.2: Classical limit
spond to j →∞. In fact in this limit,
the state becomes sharp:
σ~L
〈~L2〉 =
j
j(j + 1)
∼ 1
j
→ 0. (6.5)
Now from this state we want to con-
struct a family of states in Hj with
the same property. It can easily be
obtained by rotating |j, j〉 into an ar-
bitrary direction ~n, defining R~n as the element of SU(2) s.t. R~n : ~z → ~n:
|j, ~n〉 = D(R~n)|j, j〉 =
∑
m
|j,m〉〈jm|Dj(R~n)|jj〉 =
∑
m
|j,m〉Dj(R~n)mj (6.6)
where D(R~n) is the corresponding Wigner matrix, in the representation j.
1Where we made use of the rotational invariance in the x− y plane.
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An important property of these states is that they form an overcomplete basis, labeled
by the continuous parameter nˆ, providing a resolution of the identity:
1j =
2j + 1
4pi
∫
S2
d2~n|j, ~n〉〈j, ~n| (6.7)
and they can be proven to have a certain number of useful properties, listed below:
• ~L · ~n|j, ~n〉 = j|j, ~n〉
• 〈j, ~n|~L|j, ~n〉 = j~n
• ∆(~L · ~m) = √1− (~n~m)2√ j2
6.1.2 Classical and Quantum Tetrahedron
In Chapter 4 we worked out the basis spin-network basis: on a given graph Γ it is
labeled by quantum numbers associated to nodes and links of the graphs, for example
its elements can be chosen to be |jl, vn〉 (introduced in (4.4.3)). We interpreted these
states as associated to a 3D quantum geometry, where each node is dual to a quantum
tetrahedron, whose faces area is uniquely identified by the quantum numbers jl and its
volume by vn.
The question that naturally arises is the following: can these states describe a classical
geometry?
Let us start by considering the prop-
~e1
~e3
~e2
~E1
~E3
~E2
Figure 6.3: A classical tetrahedron
erties of a classical tetrahedron. As well
known, it is completely specified by the
four areas Aa of its faces and the normals
~na (a = 1, 2, 3, 4). The real number of
d.o.f. anyway reduces to 6 if we take into
account that its geometry is defined up to
global rotations (SO(3) invariance), each
of the four vectors ~Ea = Aa~na are defined
up to a phase and that they obey the so
called closure condition, stating that the
normals to the faces of every polyhedron
sum up to zero:
4∑
j=1
Aa~na = 0. (6.8)
All the geometric quantities are functions of the metric variables. In fact, consider
the 3 vectors emanating from a vertex of the tetrahedron, ~ea (Figure 6.3). If we choose a
non orthogonal coordinate system, then eia is the triad and the metric is given by
hab = ~ea · ~eb. (6.9)
We can define the vectors normal to the triangles adjacent to the vertex as
~Ea =
1
2
abc~eb × ~ec (6.10)
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and extend the index a to include the forth normal to the remaining face of the tetrahe-
dron. The dihedral angle between two triangles is measured by:
~E1 · ~E2 = A1A2(~n1 · ~n2) = A1A2 cos θ12. (6.11)
So far everything is classical. Now, as already pointed out, the operators ~La introduced
on the graph are nothing but the quantum version of the normals to the tetrahedron:
~Ea = 8piG~γ~La (6.12)
with commutation relations:
[Lia, L
j
b] = iδab
ij
k L
k
a. (6.13)
But now at quantum level, the state at each node is specified by 5 numbers (the
four areas and the volume, for example), whereas we just showed that classically the
geometry of the tetrahedron is specified by 6 numbers (for example the six lengths), so
that something is missing.
To better understand which is the completely spread variable it is better to think to
the tetrahedron as specified by the 4 areas of the faces and the two independent dihedral
angles between two pairs of them. We know that a spin-network basis, diagonalizing the
area of the faces and one of these angles, for example θ12, is given by {|jl, ιk〉}, eigenstates
of the operator ( ~E1 · ~E2):
( ~E1 · ~E2)|jl, ιk〉 = | ~E1|| ~E2| cos(θk12)|jl, ιk〉 (6.14)
On the other hand the angle θ13 remains completely spread. This can be easily deduced
from (6.13), implying:
[( ~E1 · ~E2), ( ~E1 · ~E3)] = (8piG~γ)4[L1i, L1j ]Li2Lj3 =
= (8piG~γ)4iijkLi1L
j
2L
k
3 =
= (8piG~γ) ~E1 · ( ~E2 × ~E3).
from which the Heisenberg relations follow:
∆( ~E1 · ~E2) ·∆( ~E1 · ~E3) ≥ 1
2
8piG~γ| < ~E1 · ( ~E2 × ~E3) > |. (6.15)
Thus, in the basis considered we have ∆( ~E1 · ~E2) = 0, and, consequently, ∆( ~E1 · ~E3)→∞.
6.1.3 Livine-Speziale Intrinsic Coherent States
In this paragraph we want to answer the following question: is it possible to write states
with minimal uncertainty around the values of all the six classical variables? The answer
are the Livine-Speziale intrinsic coherent states, picked on all the variables defining the
intrinsic geometry (the geometry of the boundary, which is a 3D geometry) [5].
In the previous paragraph we introduced coherent states in SU(2), a useful tool for
the following. Let us consider the Hilbert space associated to a single (four valent) node
of a graph Γ with fixed values of jl for the four outcoming links
Hn = Hj1 ⊗Hj2 ⊗Hj3 ⊗Hj4 (6.16)
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and in this space the states of the form:
|j1, ~n1〉 ⊗ |j2, ~n2〉 ⊗ |j3, ~n3〉 ⊗ |j4, ~n4〉 (6.17)
that is the tensor product of four SU(2) coherent states. Note that here the normal
vectors do not obey any closure condition.
Then in order for these states to live in the kinematical Hilbert space of the node, we
project them down to the invariant part of Hn, denoted as Kn:
P : Hn = Hj1 ⊗Hj2 ⊗Hj3 ⊗Hj4 → Inv(Hj1 ⊗Hj2 ⊗Hj3 ⊗Hj4) ≡ Kn (6.18)
This projector can be either explicitly written as
P = 1H0 ≡
∑
k
|j1, ..., j4, ik〉〈j1, ..., j4, ik|. (6.19)
using the recoupling (or intertwiner) basis introduced in (4.4.3) or it is implemented by
group averaging techniques. The resulting state we get by projecting the (6.17) in this
last way is:
||ja, ~na〉 =
∫
SU(2)
dhDj1(h)|j1, ~n1〉 ⊗ · · · ⊗Dj4(h)|j4, ~n4〉 (6.20)
where we denoted with dh the Haar measure of the group, with the property
dh = d(gh) = d(hg) ∀g ∈ SU(2). (6.21)
Making use of this property it is easily shown that this state is invariant under SU(2)
transformations at nodes. In fact, if we consider an element of the group g ∈ SU(2)
D(g)||ja, ~na〉 = = D(g)
∫
SU(2)
dh⊗4l=1 Djl(h)|jl, ~nl〉 =
=
∫
SU(2)
dh⊗4l=1 Djl(g)Djl(h)|jl, ~nl〉 =
=
∫
SU(2)
dh⊗4l=1 Djl(gh)|jl, ~nl〉 =
=
∫
SU(2)
d(gh)⊗4l=1 Djl(gh)|jl, ~nl〉 =
=
∫
SU(2)
dh′ ⊗4l=1 Djl(h′)|jl, ~nl〉 =
= ||ja, ~na〉
Remind from (4.23) that the Gauss constraint now reads∑
a
~La||ja, ~na >= 0. (6.22)
This equation is what remains of the classical closure condition. Note that the states
defined are not eigenstates of ~La separately. In other words (6.22) does not mean:∑
a
ja~na = 0 (6.23)
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since the vectors ~na and the spin labels ja can take any value.
Anyway the last equation is crucial for the semiclassical interpretation of states: only
upon satisfying the classical closure condition (6.23) the states will carry a given classical
geometry. So only the states where also this property holds can be associated with a
classical phase space point and are thus semiclassical.
How do we see the peakedness of these state? It can be shown that the tensor product
and the projection on the invariant state preserve the localization of the states. In fact if
we expand (6.20) in the intertwiner basis
||ja, ~na〉 =
∑
k
Φk(~na)|j1, ..., j4, ιk〉
=
∑
k
∑
m1,...,m4
ιm1m2m3m4ψm1(~n1)...ψm4(~n4)|j1, ..., j4, ιk〉.
we find that for large j the coefficients take the form
Φk(~na) ∼ e−
1
2
(k−k0)2
σ2 eikψ. (6.24)
This means that the states are concentrated around a single value of k (and thus a single
value of the associated dihedral angle, for example θ12).
But also, the phase allows to maintain the state concentrated around a single value
even if we change basis (for example if we use the intertwiner basis which diagonalize the
other angle θ13). Therefore the phase guarantees [43]:
∆( ~Ea · ~Eb)
| ~Ea|| ~Eb|
 1 ∀a, b. (6.25)
Moreover, this localization of the state implies that for each observable Oˆ({ ~Ea})
< Oˆ({ ~Ea}) >' O({ja, ~na}). (6.26)
Finally the states we defined are sometimes called coherent intertwiners, since they
are defined in the space Kn for each node. But now if we want to define the state on the
whole spin-network, we just need to attach many of them in the appropriate way.
6.2 Extrinsic Coherent States
The states introduced in the last paragraph are called intrinsic because they are peaked
on the intrinsic geometry. On the other hand classically we also have defined values for the
extrinsic geometry (telling the way the 3D manifold, to which the graph can be thought
to be dual, is embedded in the forth dimension).
The Livine-Speziale states do not know anything about the extrinsic geometry, playing
the role of the momentum conjugate to the intrinsic one. Moreover those states are
eigenvalues of jl, so that we should expect its momentum to be maximally spread.
In order to have semiclassical states we look for states peaked both on the intrinsic
and extrinsic classical geometry: they will be “classical” in the same sense in which a
wave packet, gaussian both in the position variable and in the momentum one (if we look
to the Fourier transform) is the best approximation of a classical particle.
When we look for semiclassical states, we have two options:
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• the first one is to work within the space
H = Hj1 ⊗Hj2 ⊗Hj3 ⊗Hj4 (6.27)
where the representation jl associated to the link l is kept fixed: in this way we only
deal with states with fuzzy dihedral angles, as the Livine-Speziale states;
• a second option is to allow also the areas dually associated to the links to be fuzzy:
this is implemented considering a further sum over the representations j associated
to the link.
If we choose the second option of course we will have more freedom to look for states
which are also minimally spread around classical value of the conjugate variable to the
area variable between two tetrahedra. Its geometrical interpretation will be the four-
dimensional dihedral angle between the 4D normals of the two tetrahedra themselves,
which is clearly the discretized version of the extrinsic curvature.
How do we construct such states? Let us start from a simple example. Consider a one
dimensional quantum system with position q and momentum p. A wave packet peaked
on a phase space point (q, p), in the Schro¨dinger representation is, up to normalization
< x|q, p >≡ ψq,p(x) ∼ e
(x−q)2
2σ2
+ i~px (6.28)
which is in fact a gaussian in the x variable, with spread ∆x ∼ σ in position, and also a
gaussian in the momentum variable k if seen in the Fourier transform
< k|q, p >≡ ψq,p(x) ∼ e
(k−p/~)2
2σ2
+iqx (6.29)
with spread ∆k ∼ ~/σ. For later convenience observe that if we introduce the complex
variable
z = q − iσ
2
~
p (6.30)
the state (6.28) reads
ψq,p(x) ∼ e
(x−z)2
2σ2 (6.31)
That is: a wave packet peaked on a phase space point (q, p) can be written as a Gaussian
function with a complex position.
This method actually turns out to be generalizable to all systems whose phase space
is a cotangent bundle (which is always the case for unconstrained systems whereas for
constrained ones is not guaranteed). This is called complexifier method and it guarantees
that the resulting states will be coherent2. Let us apply it to the LQG Hilbert space of
a single link at first, which has the form L2[SU(2)], whose phase space is nothing but
T ∗SU(2). A state completely sharp on a group variable h ∈ SU(2) is given by:
ψh(U) = δ(Uh
−1) (6.32)
2For a detailed discussion see Thiemann’s book [16]
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As a consequence it will be completely spread in the conjugate variable as it is clear from
the decomposition3
δ(Uh−1) =
∑
j
djTrD
j [Uh−1] (6.34)
It is possible to peak on a fixed value of j adding a gaussian factor in the momentum space.
This is accomplished by acting on the delta function with the operator, called complexifier
operator, which in the case of the one dimensional system is given by C = exp{−t∇2}
(t = σ2). In the SU(2) group language it becomes C = exp{−t~L2} and, if we act with it
on the state (6.33), we obtain a state
ψh,0(U) = Cψh(U) =
∑
j
dje
−tj(j+1)TrDj [Uh−1] (6.35)
which is peaked on the SU(2) group element h and on j = 0.
The complexification will give a way to peak on a different values of the intrinsic
geometry.
Now a complexification of SU(2) is given by SU(2)C = SL(2,C). In fact remember
that SU(2) and SL(2,C) are both defined in the space of 2×2 complex matrices. Moreover
each element of SU(2) can be written as h = exp{i~α · ~σ} (where {~σ} denote the Pauli
matrices). The complexification is defined as:
C : h = ei~α·~σ → H = ei(~α+i~β)·~σ (6.36)
and now we can recognize H as an element of SL(2,C).
For a generic representation j of SU(2) the complexification is given by the analytic
continuation of the Wigner matrices on the complex plane, that is
Dj(H = ei(~α+i
~β)·~σ) = ei(~α+i~β)·~τ
j
(6.37)
where {~τ j} denote the generators of SU(2) in the j representation4.
So the complexified state reads
ψH(U) =
∑
j
dje
tj(j+1)TrDj [UH−1] (6.38)
The label H can be given to two related interpretation. First we can decompose each
SL(2,C) element as
H = e
it E
l20 h (6.39)
with h ∈ SU(2) and E = ~E · i~σ2 ∈ su(2). This is always possible because an SL(2,C)
element can always be written as a rotation times a boost.
3This decomposition is easily understood if one think to the correspondent one in U(1):
δ(φ) =
1
2pi
∑
n
einφ (6.33)
where here the inequivalent irreducible rappresentations are labeled by an integer n and their dimension
is dn = 1 ∀n ∈ N.
4To avoid confusion, we underline that in a generic representation j, Dj(H) is not the representation
of an SL(2,C) element (the representations of SL(2,C) are in fact not labeled by a semi integer j).
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It is not hard to show that in this case h and ~E determine the expectation value of
the operators Uˆ , ~ˆE:
〈ψH |Uˆ |ψH〉
〈ψH |ψH〉 = h
〈ψH | ~ˆE|ψH〉
〈ψH |ψH〉 =
~E (6.40)
with corresponding spread ∆U ∼ √t and ∆ ~E ∼ l20
√
1/t.
Alternatively we can decompose each SL(2,C) label in a different way. Since an SU(2)
element can always be written as a product of a rotation, a boost in the z direction, and
another rotation, for the SL(2,C) element H we have
H = R~nse
−iz σ3
2 R−1~nt (6.41)
where we defined the complex variable
z = k + i
2t
l20
A (6.42)
With this decomposition (H ≡ (k,A, ~ns, ~nt)) the geometrical interpretation becomes
transparent, as suggested by Freidel and Speziale [44]: if these states describe a semi-
classical geometry, ~ns, ~nt are classically interpreted as the 3D normals (seen from the two
sides) of the facet dual to the considered link, A the area of the same facet and k the
dihedral 4D angle between the two tetrahedra sharing that facet. In other words the
parameters are those specifying its intrinsic and extrinsic geometry5.
It can be argued that for large values of j0 = A/l
2
0, these states are nothing else but a
superposition of the intrinsic coherent states introduced before [6]. In this limit, in fact,
the state reads
ψH(U)
j0→∞−−−−→
∑
j
dje
−t(j−j0)2eikψj,~ns,~nt (6.43)
where ψj,~ns,~nt = |j, ~ns〉 ⊗ |j, ~nt〉†.
It is finally simple to generalize these states to spin-network states, by making them
invariant under SU(2) at the nodes
ψ{Hl}({Ul}) =
∫
SU(2)
dhn
⊗
l
∑
jl
djle
−tjl(jl+1)TrD(jl)(UlhslH
−1
l h
−1
tl
) (6.44)
6.3 Classical Limit versus Continuum Limit
In Chapter 4 we introduced the truncated theory of LQG and the limit in which the two-
complex, and thus the graph, is refined, which is the continuous limit. In this chapter
instead we discussed the large j limit, which is the classical one.
These two limits are conceptually and practically different and should not be confused.
Let us try to make it clear their relation, starting from the theory on a graph. In
order to obtain the full quantum gravity theory we would refine more and more the two-
complex C we started with. For example this procedure would bring from the transition
amplitude WC defined on C to the exact transition amplitude of LQG.
5In [44] the authors also showed that for such states the interpretation extends to a simple generalization
of Regge geometries, called twisted geometries.
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Instead the classical limit of the theory defined on a graph is expected to well ap-
proximate the Regge theory, which only in the continuum limit will converge to General
Relativity.
Finally, also the regime of validity of these two approximations is different.
In fact, the regime where the truncation is good is suggested by the Regge approxi-
mation, which is good when the deficit angles are small. And this happens when the scale
of the discretization is small with respect to curvature scale:
L Lcurvature (6.45)
The regimes where the classical limit is good in quantum gravity are those involving
scales which are much larger than the Planck scale:
L LPlanck. (6.46)
Chapter 7
Thermal Correlations in Quantum
Field Theory
Correlations appear different when seen from different points of view (in mathematical
language, when written in different basis). In the context of Quantum Field Theory this
feature leads to a pretty remarkable consequence: from the perspective of an acceler-
ated observer, the vacuum of a standard QFT (free or interacting) will appear as being
thermally correlated, that means it will contain particles, in equilibrium at a fixed tem-
perature: therefore it will not be “empty” anymore. This outlook sheds light on a new
way of characterizing the “weave” of the spacetime, through its correlations and their
thermal character.
7.1 Quantum Field Theory in Flat Spacetime: Review
Let us start with a brief review of the main steps bringing to quantization of ordinary
Quantum Field Theory in flat Minkowski spacetime [46]. It will be used to point out the
main differences with the Quantum Field Theory approach on curved space.
To make things simple, we will refer to a scalar field. Using the usual inertial coordi-
nates (we denote as x), its action as well known reads
S =
∫
d4xL with L = −1
2
∂µφ(x)∂
µφ(x)− 1
2
m2φ2(x) (7.1)
from where we can derive the equation of motion
δS = 0 ⇒ φ(x)−m2φ2(x) = 0 (7.2)
with  = ∂µ∂µ.
A set of solution of the Klein-Gordon equation of motion, is given by by plane waves
f = f0e
ikµxµ = f0e
i(−ωt+~k·~x) (7.3)
where ω, the frequency, satisfies ω2 = k2 +m2 and it is chosen to be a positive number.
By definition, the modes {fk} such that
∂tfk = −iωfk with ω > 0 (7.4)
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are called positive frequency modes. And similarly modes {f∗k} such that
∂tf
∗
k = iωf
∗
k with ω > 0 (7.5)
are called negative frequency modes.
This definition will make it easier to generalize the same notion when Quantum Field
Theory will be considered in curved spacetime.
In order to define a complete and orthonormal set of modes, an inner product must
be defined on the space of solutions of the Klein-Gordon equation. If f and g are two of
those solutions, it is given by:
(f, g) ≡ −i
∫
d3x(f∂tg
∗ − g∗∂tf). (7.6)
With respect to this scalar product the set of plane waves is orthogonal
(fk1 , fk2) = −i
∫
d3x i(ω1 + ω2)e
−i(ω1−ω2)ei(k1−k2)x (7.7)
= (ω1 + ω2)e
−i(ω1−ω2)(2pi)3δ3(k1 − k2) (7.8)
and the normalization
fk =
1
(2pi)3/2
1√
2ω
eikµx
µ
(7.9)
implies the relations
(fk, fk′) = δ(k − k′) (fk, f∗k ) = 0 (f∗k , f∗k′) = −δ(k − k′) (7.10)
Therefore, any classical field configuration φ(x), solution of the Klein-Gordon equa-
tion, can be expanded in terms of these modes
φ =
∫
d3k(akfk + a
∗
kf
∗
k ) (7.11)
Then, it can be canonically quantized, by replacing the classical fields and its momentum
by operators acting on an Hilbert space and imposing the canonical commutation relations
[φˆ(t, x), pˆi(t, x′)] =
i
~
δ(x− x′) (7.12)
Using the same expansion (7.11), now also the coefficients of the modes, ak and a
∗
k, become
respectively annihilation and creation operators, with induced commutation relations
[aˆk, aˆ
†
k′ ] = δ(k − k′) (7.13)
And the Hilbert space is the Fock one, defined applying the creation operators to the
vacuum state, defined as usually by
ak|0〉 = 0 ∀k. (7.14)
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7.2 Quantum Field Theory in Curved Space: Introduction
7.2.1 QFT in Globally Hyperbolic Spacetime
Let us restrict to the case of a globally hyperbolic spacetime (M, g): this means that it
exists a Cauchy surface1, such that once we give the initial value for the field on it, its
evolution will be totally predictable. Therefore let us study a scalar field propagating on
it [46, 47]. Again, from the action
S =
∫
d4x
√−g(−1
2
DµφD
µφ− 1
2
m2φ2) (7.15)
where now Dµ denotes the covariant derivative, we obtain the equation of motion
δS = 0 ⇒ 1√−g∂µ(
√−ggµν∂ν)φ−m2φ2 ≡ φ−m2φ2 = 0 (7.16)
The inner product on solutions space of the Klein-Gordon equation is defined by
(φ1, φ2) = −i
∫
Σ
d3x
√
γnµ(φ1Dµφ
∗
2 − φ∗2Dµφ1) (7.17)
where Σ is a Cauchy surface, with normal nµ and induced metric γ2.
There will be an orthonormal basis {fi} with respect to this scalar product satisfying:
(fi, fj) = δij (f
∗
i , f
∗
j ) = −δij (7.18)
but this will be a priori non unique so that, picking up different basis, will lead after
canonical quantization to different notions of vacuum, according to each of these bases.
And in general there will not be a preferred one since there is no more preferred time
coordinate in curved spacetime, if no other assumptions are made.
7.2.2 QFT in Stationary Spacetime
The assumption we need in order to ensure a preferred notion of time is stationarity.
A spacetime (M, g) is stationary if there exists a global timelike Killing vector field
K = Kµ∂µ for the metric g, i.e. if there exists a field K such that
LKgµν = 0. (7.19)
where LK denotes the Lie derivative along the field K [48].
Roughly speaking, this definition tells us that in appropriate coordinates the metric
is time independent: in fact choosing coordinates such that Kµ = (1, 0, 0, 0), Equation
(7.19) really requires to the metric to be time (t) independent: ∂tgµν = 0.
In this stationary case, symmetry allows us to pick up a preferred time coordinate,
defined by the timelike Killing vector field K. And it is exactly K which allows for a
generalized definition of positive frequency modes in the context of curved space.
They are defined as the modes {fi} such that
LKfi = −iωfi, ω > 0 (7.20)
1See Appendix A.
2It can be proven that the inner product definition does not depend on the choice of the Cauchy surface.
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whereas the ones {f∗i } such that
LKf∗i = iωf∗i , ω > 0 (7.21)
define the negative frequency modes.
And now the theory can be quantized exactly in the same way as in flat space, namely
by replacing classical fields by operators, acting on a Hilbert space, which satisfy the
canonical commutation relations. The field operator can still be expanded using creation
and annihilation operators associated to the basis {fi}:
φˆ(x) =
∑
i
aˆifi + aˆ
∗
i f
∗
i . (7.22)
and the vacuum is still defined by
aˆi|0〉 = 0 ∀i. (7.23)
7.2.3 Bogolioubov Transformations
In the general case of curved background, there will be no symmetry and therefore no
global timelike Killing vector field. In this case, in the full spirit of General Relativity
(general covariance principle) there will be no preferred choice of coordinates, and time
in particular. Therefore the concept of positive frequency modes will not have an absolute
meaning.
So let us just consider two different sets of solutions of the Klein-Gordon equation of
motion, which are orthonormal, {fi, f∗i } and {gi, g∗i }. Any field configuration φ(x) can be
expanded in both the two bases
φ(x) =
∑
i
aifi + a
∗
i f
∗
i (7.24)
φ(x) =
∑
j
bjgj + b
∗
jg
∗
j . (7.25)
Now, since both sets are complete, the first modes can be expressed in terms of the
others
gi =
∑
j
(Aijfj +Bijf
∗
j ) (7.26)
g∗i =
∑
j
(B∗ijfj +A
∗
ijf
∗
j ) (7.27)
These relations are known as Bogolioubov transformations and the coefficients Aij , Bij
are called Bogolioubov coefficients [47].
Note that this decomposition defines two different vacuum states
ai|0A〉 = 0 ∀i (7.28)
bj |0B〉 = 0 ∀j (7.29)
and therefore two different Fock spaces.
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Using relations among the Bogolioubov coefficients one can show that as long as
Bij 6= 0, |0B〉 will not be annihilated by ai, since
ai|0B〉 =
∑
j
b∗ji|1B〉 6= 0. (7.30)
And in fact the expectation value of the operator N
(A)
i = a
†
iai for the number of fi-mode
particles in the state |0B〉 is given by
〈0B|N (A)i |0B〉 =
∑
j
|bij |2 (7.31)
showing that the vacuum state for the gi modes, actually contains particles in the fi
modes.
Note that if {fi} are positive frequency modes with respect to a timelike Killing vector
field, and {gi} are a linear combinations of positive {fi} and negative {f∗i } frequency
modes according to it, we see that the two sets will share the same vacuum only if
Bij = 0, that is only if the modes {gi} contain positive frequency modes only.
7.3 QFT in Rindler Spacetime
Quantum Field Theory in Rindler space means quantization carried out by an accelerated
observer in Minkowski spacetime and will lead to the Unruh effect.
7.3.1 Rindler Spacetime
By definition the Rindler spacetime is a subregion of Minkowski spacetime (ds2 = −dt2 +
dx2) associated with an observer that is eternally accelerating at constant rate. The
x
t
ξ =
co
ns
t
η = con
st
III
Figure 7.1: The right Rindler wedge (region I) and the left Rindler wedge (region II)
56 CHAPTER 7. THERMAL CORRELATIONS IN QUANTUM FIELD THEORY
trajectory of such an observer is parametrized in term of the proper time τ as
x(τ) =
1
α
cosh(ατ) (7.32)
t(τ) =
1
α
sinh(ατ) (7.33)
In fact the corresponding acceleration is given by:
aµ =
D2xµ
dτ2
=
d2xµ
dτ2
= (α sinh(ατ), α cosh(ατ)) (7.34)
⇒ a2 ≡ aµaνgµν = α2 (7.35)
which is constant: a = ±α (showing how the parameter α is related to the proper
acceleration). Moreover the world line of this observer satisfies the hyperbolic equation:
xµx
µ = −t2 + x2 = 1
α2
. (7.36)
It is convenient for these observers to introduce new coordinates (η, ξ), defined by the
following change of variables (a is a positive constant):
t =
1
a
eaξsinh(aη), x =
1
a
eaξcosh(aη) (7.37)
In terms of these coordinates, the proper time τ is proportional to η(= αa τ) and the spatial
coordinate ξ is constant (Figure 7.1).
The metric becomes
ds2 = e2aξ(dη2 − dξ2) (7.38)
and it turns out that the range of these variables, −∞ < η, ξ < +∞, only cover a quarter
of the whole Minkowski space. Therefore the lines x = ±t become horizons for the
accelerated observer and the region {x > |t|} is called right Rindler Wedge.
An important feature is that in this region there exists a global timelike Killing vector
field, ∂η, that in the initial inertial coordinates reads
∂η = a(x∂t + t∂x) (7.39)
This is nothing else but the boost generator in the x direction.
Now, all these considerations about the coordinates (η, ξ) were done in the case of the
right Rindler wedge, but they still hold for the left Rindler wedge (defined by {x < |t|}),
except that now the future pointing Killing vector field is given by ∂−η.
7.3.2 The Unruh Effect
Now the physical interesting question is: what does an observer in the right Rindler wedge
see in the Minkowski vacuum?
We already carried on the quantization of a field in Minkowski spacetime, where the
equation of motion
φ ≡ (∂2t − ∂2x)φ = 0
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admits solutions which can be expanded in the standard positive and negative frequency
modes, {fk, f∗k}, defined with respect to the Killing vector field ∂t. After quantization the
field expansion reads
φˆ =
∑
k
(aˆkfk + aˆ
†
kf
∗
k ) (7.40)
and the vacuum is defined as the state |0M 〉 such that aˆk|0M 〉 = 0, ∀k.
But now we can also define a quantization for a field φR on the Rindler spacetime (the
right wedge), which is globally hyperbolic. In the suitable coordinates (η, ξ), the equation
of motion reads
e2aξφR ≡ (∂2η − ∂2ξ )φR = 0. (7.41)
A set of (normalized) solutions is now given by the plane waves
gRk =
1√
4piω
e−iω
′η+ik′ξ (7.42)
and the positive frequency is defined with respect to the Killing vector field ∂η
∂ηg
R
k = −iω′gRk ω′ > 0. (7.43)
After quantization any field solution of the equation of motion can be expanded in
terms of {gRk , gR∗k }
φˆR =
∑
k
(bˆkg
R
k + bˆ
†gR∗k ) (7.44)
and the vacuum is defined as the state |0R〉 such that bˆk|0R〉 = 0, ∀k.
What we would like to do now is to compare these two quantized fields, using the
techniques of the Bogolioubov transformations introduced in Section 7.2.3. But some
care must be taken since the Rindler modes gRk are defined on a Cauchy surface for the
right wedge only. Thus they need to be extended to a Cauchy surface for the whole
Minkowski spacetime. This can be trivially done as follows
gRk =
{
1√
4piω′
e−iω′η+ik′ξ in the right Rindler wedge
0 in the left Rindler wedge
(7.45)
But still they are not complete there. Therefore we need the same construction in the left
Rindler wedge, where a field φL can be quantized and expressed in modes with respect
to ∂−η. In analogy we define
gLk =
{
0 in the right Rindler wedge
1√
4piω′
e−iω′η+ik′ξ in the left Rindler wedge
(7.46)
the trivial extension of those modes to the entire Cauchy surface in Minkowski spacetime.
Now {gRk , gR∗k } together with {gLk , gL∗k } is a complete set. Therefore the field φˆ =
φˆR + φˆL admits now two different expansions
φˆ =
∑
k
(aˆkfk + h.c.) (7.47)
φˆ =
∑
k
(bˆkg
R
k + cˆkg
L
k + h.c.) (7.48)
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And now it is possible to find the Bogolioubov transformations between the modes
{fk} and {gRk , gLk }.
The result is that an accelerated Rindler observer will feel himself immersed in a
thermal bath at fixed temperature. In fact at fixed frequency, the expectation value of
the (Rindler) number of particles operator is given by
〈0M |N (R,L)k |0M 〉 =
1
e2piω(k)/a − 1 (7.49)
which is exactly the Planck spectrum of radiation at temperature T0 =
a
2pi , which will be
different for each observer since it is a function of the acceleration (a = a(α) is nothing
but the acceleration as measured by an inertial observer in Minkowski) [7, 49].
Finally, observe that since we discover the thermal behaviour of the vacuum state, we
can write it a` la Gibbs, as a density matrix [50].
It can be proved that in terms of the left and right Rindler modes in fact, the
Minkowski vacuum reads3
|0M 〉 =
∏
i
∑
ki
e−pikini
ni!
|ni〉L ⊗ |ni〉R (7.50)
and restricting to the right wedge (which in mathematical language translates into a trace
over the left Hilbert space), we obtain
ρR = TrL|0M 〉〈0M | =
∏
i
∑
ki
e2pikini
ni!
|ni〉R〈ni|R (7.51)
that is, in operatorial form
ρR =
e−2piK
Z (7.52)
with Z a suitable normalization and K the energy operator, defined with respect to the
time in Rindler coordinates, which is nothing but the boost generator.
Note also that K, as we defined it, has the dimension of an action and thus the
“temperature” T = 12pi as well, whereas in general they have the dimension of an energy.
In order to restore the right dimensions, it is enough to redefine K → aK and T → aT .
The thermal character expressed through (7.52) is however rather unsatisfactory from
a mathematical point of view. To proceed more rigorously one should properly define
a notion of a thermal state at temperature T for a quantum state with an hamiltonian
having continuous spectrum: if we simply define it to be the density matrix (7.52), we
do not obtain a normalizable state. The proper definition is instead provided by the
algebraic definition of KMS (Kubo-Martin-Schwinger) state4.
Remarkably, as pointed out by Sewell (1982), a proof of the mathematically rigorous
formulation of the Unruh effect follows directly from the Bisognano-Wichmann theorem,
whose hypoteses are the Poincare´ symmetry of the state and the positivity of energy [8].
3Actually this is possible at formal level only: in fact the state we obtain is not normalizable.
4We do not go into the definition here, but refer the reader to [51]
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7.4 Density Matrix, Entanglement and Correlations
In the last section we derived a (reduced) thermal density matrix, describing the Minkowski
vacuum from the perspective of a Rindler observer. We want to understand why in this
case it provides a measure of the amount of entanglement, i.e. of the quantum correlations
between measurements of the field in the left and right Rindler wedge.
7.4.1 Statistical and Entanglement Entropy
To this aim, let us start recalling some basic facts about entropy in quantum systems [10].
Consider a quantum system, whose pure states are vectors ψ in a Hilbert space H.
The most generic state, pure or mixed, will be described by a density matrix ρ : H → H
satisfying:
• Trρ = 1 (total probability = 1)
• ρ = ρ† (hermiticity)
• pj ≥ 0 (all eigenvalues are positive or zero)
To any such density matrix we can assign the Von Neumann entropy
SV N = −tr[ρ log ρ]. (7.53)
It measures the lack of information about the measurement outcomes that is in addi-
tion to that implied by the Heisenberg uncertainty relations. It is important to distinguish
the two possible sources for such uncertainty.
Statistical entropy. Consider a system with many degrees of freedom and a small
number of macroscopic variables describing it. The possible values of these variables
label the macroscopic states of the system, which are still described by density matrices.
The Von Neumann entropy in this case
SV N = −
∑
i
pi log pi (7.54)
measures our ignorance of the microscopic state, whose probability is constant (pi = 1/n)
if we are working in the microcanonical ensemble or depends on the energy (pi = e
−βEi)
in the canonical ensemble case, giving in this last case a thermal shape for the density
matrix.
Entanglement entropy. Consider now a system (here we do not need many degrees of
freedom) composed by two parts, described respectively by H and H′. The total Hilbert
space will be their tensor product: H⊗H′. A pure state in it takes the form
|ψ〉 =
∑
n,m
cnm|n〉 ⊗ |m〉 (7.55)
where |n〉 and |m〉 are bases in the respective spaces.
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If we only consider measurements performed on the first system, they are fully char-
acterized by the reduced density matrix
ρ = trH′ |ψ〉〈ψ| =
∑
n
pn|n〉〈n| (7.56)
where
pn =
∑
m
|cnm|2 (7.57)
and the Von Newmann entropy is still given by
SV N = −
∑
pn log pn (7.58)
but this time it measures the entanglement, that is the quantum correlations between the
two subsystems. It is zero when the state is a tensor product and maximum when the
state is maximally entangled.
These two examples enlighten how the Unruh effect is a really special one [52].
If fact, as pointed out in Section 7.3.2, in this case we have to do with a pure state,
the Minkowski vacuum, which is a highly entangled state (Equation (7.50)). But an
accelerated observer can only perform measurements in the right Rindler wedge, leading
to the reduced matrix (7.52). Therefore, a first point is that, as anticipated, the shape of
the density matrix fixes the quantum correlations between the two wedges and, through
the Von Neumann entropy, measures them.
However the coefficients of the expansion (7.50) have a peculiar form, giving the
reduced density matrix a thermal form
ρ ∝ exp(−βH) (7.59)
with β = 2pi and H = K.
Now, if we had to do with a system with few degrees of freedom, we could not really
interpret β as the inverse of the temperature, since the temperature itself is a thermody-
namical variable, defined for a system with a large number of degree of freedom.
On the other hand, in the Unruh effect, the field involved has an infinite number of
d.o.f.; and in this case, we can couple the field with a thermometer, defining an operational
notion of temperature: if we put the thermometer on an accelerated trajectory, it will
measure a real temperature [47]. It is for this reason that one can speak about the “Unruh
temperature”5.
Finally, the existence of Unruh radiation is related to the apparent event horizon
perceived by the accelerated observer, putting it in the same conceptual framework as
Hawking radiation [17], that is the radiation emitted by an evaporating black hole. This
last, in fact, being obtained in a curved spacetime (the Schwarzschild metric), can be
interpreted as a local version of the Unruh Effect, in a spacetime region small enough
to be approximated as flat: Hawking’s black hole temperature is precisely equal to the
Unruh temperature observed by a stationary observer near the horizon, red-shifted from
this observer’s location to infinity.
5When presented through the quantization in Rindler coordinates and the Bogolioubov transforma-
tions, the Unruh effect could appear to be just a consequence of a special choice of coordinates and basis,
without a deep physical interpretation. Instead, here we want to underline that all this machinery is not
necessary to introduce this phenomenon and actually it becomes trasparent when it is introduced throught
the measurements of a real thermometer coupled to the field (this enlightening calculation can be found
in [47]).
Chapter 8
Thermally Correlated States in
LQG
8.1 Bisognano–Wichmann Property
The Bisognano–Wichmann theorem states that the restriction of the vacuum of a Lorentz-
invariant quantum field theory to the algebra of field operators with support on the Rindler
wedge z> |t| is a KMS state, that is, a thermal equilibrium state, with inverse temperature
2pi, with respect to the flow generated by the boost operator K in the z direction. It is
in fact described by a density matrix
ρ ∝ e−2piK . (8.1)
This fact is at the root of the thermal aspects of standard quantum field theory, such
as, for example, the Unruh effect, we already discussed in some details. Moreover, on a
curved spacetime, the equivalence principle tells us that quantum fields mimic flat space
properties locally. Therefore (a local version of) (8.1) is expected to hold more generally
and can be argued to underpin the thermal properties of black holes [7, 53, 54, 56].
As pointed out, this effect stems from the quantum correlations in the field. This is
particularly clear by considering states at fixed time. Equation (8.1) can be obtained (at
least formally) by tracing the state on the t = 0 surface over the degrees of freedom with
support on z < 0. The resulting state is not pure because of the field correlations across
z = 0. In general, we say that a state on a 3D spatial surface Σ has the Bisognano–
Wichmann property if in any sufficient small patch of Σ a version of (8.1) holds locally
for any 2D surface S, after tracing over the degrees of freedom on one side of S. This
property captures aspects of the field’s local correlations.
This is of interest in quantum gravity for the following reason. The full background-
independent nonperturbative theory must include states yielding conventional physics at
low energy, including quantum field correlations. But the ultraviolet structure of these
correlations which characterizes theories defined on a background geometry
〈0|φ(x)φ(y)|0〉 ∼ 1|x− y|2 , (8.2)
does not remain true in a quantum gravity theory (such as loop quantum gravity) where
the Planck scale is a physical cut-off and there is no background metric defining the
distance on the right hand side of this equation. Thus, (8.2) is not useful for characterizing
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semiclassical states. On the other hand, as we shall see, (8.1) makes sense naturally in
the theory. And it better hold true for semiclassical states, for these to yield the expected
low energy phenomenology.1 Here we explore the possibility of using (8.1) as a (partial)
characterization of “good” semiclassical states in quantum gravity.
As anticipated, a similar suggestion has been recently put forward by two papers:
the one by Bianchi and Myers, [9], where they point out how the smooth structure of
space-time geometry at the classical level may be intimately related to the structure
of correlations of the quantum gravitational state; and in [10], where the Bisognano-
Wichmann property has been suggested as a condition similar to the one characterizing
the “good” states in quantum field theory on curved space.
As discussed in Chapter 6, in loop quantum gravity, semiclassical states have been
studied extensively. Today we know how to write states where the expectation value of
the gravitational field appropriately matches a given smooth geometry. However, little
is known so far about states where also the fluctuations of the gravitational field, and
especially the nonlocal correlations, match the ones of conventional field theory. Here we
construct and study states with a Bisognano–Wichmann-like property, as a step in this
direction.
Section 8.2 recalls the covariant definition of loop quantum gravity states, emphasizing
the important aspects for what follows. In Section 8.3 and Section 8.4 we define the
thermally correlated link state, the cornerstone of our construction, and we study the
semiclassical properties of this state. In Section 8.5 we construct the thermally correlated
SU(2) spin-network state. Finally, Section 8.6 shows how local correlations ‘propagate’
along the spin-network.
8.2 The Mathematical Setting of the Problem
We will consider the conventional LQG state space in the SL(2,C) covariant formulation,
introduced in Chapter 5 and adapted for what follows.
As already pointed out, the SL(2,C) generators BIJl = −BJIl (I, J = 0, · · · , 3) associ-
ated to each oriented link l, play the role of the basic observables of the theory. They are
the quantum operators representing the momentum conjugate to the spin connection ω.
In the truncated theory the operator BIJl,s , classically associated to the flux variable of the
two form (eI ∧ eJ) across the facet dual to l and parallel transported to the source node
ns, acts on a function of gl (∈ SL(2,C)) as a left invariant vector field. It is important
for what follows to observe that the right-invariant vector BIJl,t , related to B
IJ
l,s by the
transformation defined by gl (in the adjoint representation), is a distinct operator. It is
associated to the same flux, but parallel transported to the target node nt of the link l.
The Hilbert space associated to a given SL(2,C) representation, (p, k), decomposes as
H(p,k) = ⊕∞k=jHj and the states spanning the state space on Γ can be expanded in matrix
elements of unitary representations of SL(2,C):
Ψplkljlmlj′lm
′
l
[ω] =
⊗
l
D
(pl,kl)
jlml,j
′
lm
′
l
(gl[ω]), (8.3)
where D(pl,kl) are the representations matrices of the SL(2,C) unitary representations.
Now, we argued how, within H(p,k), the physical subspace of the theory is determined by
1Entanglement entropy due to short-scale quantum correlations has been studied in loop quantum
gravity, especially in the context of black holes thermodynamics [55, 56].
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the linear simplicity condition ( ~K = γ~L), picking within each representation the subspace
p = (j + 1) and k = j. Accordingly, the physical subspace is formed those states of the
form
Ψjlmlm′l [ω] =
⊗
l
D
(γ(jl+1),jl)
jlml,jlm
′
l
(gl[ω]) (8.4)
naturally isomorphic to the space L2[SU(2)]
L, the conventional (non gauge invariant)
Hilbert space of loop quantum gravity on the graph Γ. This isomorphism, the Yγ map,
maps (8.4) into
ψ(hl) =
⊗
l
D
(j)
ml,m
′
l
(hl). (8.5)
Let us now consider more carefully how local gauge invariance affects this construction.
In the covariant formulation, general relativity is invariant under local SL(2,C) gauge
transformations. Of these, only the Lorentz transformation Λn at the nodes n of Γ affect
the states on Γ (because only these affect the holonomies gl[ω]). Consider first gauge
transformations where Λn are rotations. These do not affect the local frame at each
node, and transform physical states into themselves. The states invariant under these
transformation are the well known spin-network states
ψ(hl) =
⊗
l
Djl(hl) ·
⊗
n
ιn (8.6)
where ιn is an SU(2) intertwiner at the node n and the contraction is determined by the
structure of the graph.
More interesting are the Lorentz transformations that are not rotations. These act on
the SL(2,C) states, changing (rotating) the class of physical states. Say t is a vector in
the Minkowski representation, left invariant by SU(2); a generic Lorentz transformation
boosts t into Λt, which stabilizes a different SU(2) subgroup, which in turn defines a
different class of physical states. Therefore the spin-network formalism is invariant under
local rotations but is covariant under boosts.
8.2.1 Bisognano-Wichmann property on the link
We are interested in the structure of correlations of these states. In other words, we are
interested in the way different regions of a spin-network can be correlated to one another.
Let us begin by focusing on a single link, as the minimal unit of a spin-network, and
by disregarding, for now, gauge invariance. The states on a single link are given by linear
combinations of the states
Ψjmm′(g) ≡ 〈g|jmm′〉 = D(γ(j+1),j)jm,jm′ (g). (8.7)
The operator ~Ls acts on this state as the generator of rotations on the first index
〈jmm′|~Ls|jm′′m′′′〉 = ~J jmm′′ (8.8)
where ~J j is the generator of rotations in the spin j representation of SU(2) and summation
over related indices is understood. The operator ~Lt acts on this state as the generator of
rotations on the second index
〈jmm′|~Lt|jm′′m′′′〉 = ~J jm′m′′′ . (8.9)
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The two boost generators, ~Ks and ~Kt restricted to this space, have the same matrix
elements, multiplied by γ. This set of operators splits naturally into two groups: ~Ls and
~Ks act on the first magnetic index and geometrically represent observables living on the
cell on the source side of the facet; while ~Lt and ~Kt act on the second magnetic index and
represent operators living on the cell on the target side of the facet. We can therefore
split the observables into two groups, associated to the two cells on opposite sides of the
facet l.
All operators considered here are diagonal in j (the boost operator mixes different j
sectors of the same SL(2,C) irreducible representation, but not different representations,
of course; also, states with different j belong to different irreducible representations, when
working in the physical space). It is therefore convenient to work at fixed quantum number
j, namely on a L2 eigenspace (clearly |~Ls|2 = |~Lt|2). This space has the structure
H = Hsj ⊗Htj . (8.10)
Given a state in this subspace, we can trace on one factor and define a density matrix
over the other. Explicitly, tracing on the target factor, a state of the form
|ψ〉 =
∑
mn
Cjmn|jmn〉 (8.11)
gives the density matrix
ρ = Trt|ψ〉〈ψ| ≡
∑
n
CjnmCjnm′ |j,m〉〈j,m′| (8.12)
onHsj . Since the restriction of ~K toHj is given by γ~L, because of the simplicity conditions,
we can define the density matrix
e−2pi ~K·~z =
∑
m
e−2piγm|j,m〉〈j,m|. (8.13)
where here |j,m〉 is a basis of eigenstates of ~L · ~z. We now have the language for the
following definition. We say that a link state ψ with spin j has the Bisognano–Wichmann
property if there is a ~n such that
trt |ψ〉〈ψ| = e−2pi ~Ks·~n (8.14)
and there is a ~n′ such that
trs |ψ〉〈ψ| = e−2pi ~Kt·~n′ . (8.15)
Armed with this definition, let us now see what are the states with these property.
8.3 Thermal link states
8.3.1 ~z Axis Case
We want to find a class of states {|ψ〉} satisfying (8.14) and (8.15). For a given ~z, we set
~n = ~n′ ≡ ~z. The equation to be solved for |ψ〉 is
Trt|ψ〉〈ψ| = e−2γpi~L·~z (8.16)
m
〈jl|(Trt|ψ〉〈ψ|)|jl′〉 = 〈jl|e−2γpi~L·~z|jl′〉 ∀l, l′ (8.17)
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where we expressed the operatorial equation (8.16) in terms of the matrix elements (8.17).
Let us develop the left member of the above equation. To this aim, we write the
generic state on the link |ψ〉 in the basis
|j,m, n〉 = |j,m〉s ⊗ |j, n〉†t . (8.18)
The state and its complex conjugate take the form
|ψ〉 =
j∑
m,n=−j
Cjmn|j,m〉s ⊗ |j, n〉†t
〈ψ| =
j∑
m′,n′=−j
C∗jm′n′〈jm′|s ⊗ 〈jn′|†t
where Cjmn are generic coefficients. And the corresponding density matrix is given by
ρ = |ψ〉〈ψ| =
∑
mn
m′n′
CjmnC
∗
jm′n′ |jm〉s〈jm′|s ⊗ |jn〉†t〈jn′|†t . (8.19)
The reduced density matrix is then obtained by tracing over the d.o.f. related (for exam-
ple) to the target
Trt|ψ〉〈ψ| =
∑
mn
m′n′
CjmnC
∗
jm′n′ |jm〉s〈jm′|sδnn′ (8.20)
=
∑
mm′n
CjmnC
∗
jm′n|jm〉s〈jm′|s (8.21)
Its matrix elements take the form
〈jl|(Trt|ψ〉〈ψ|)|jl′〉 =
∑
jmm′n
CjmnC
∗
jm′n〈jl|jm〉s〈jm′|jl′〉s (8.22)
=
∑
mm′n
CjmnC
∗
jm′nδlmδm′l′ (8.23)
=
∑
n
CjlnC
∗
jl′n. (8.24)
For the member on the right of (8.17), note that the operator we consider is diagonal in
the chosen basis. We simply get
〈jl|e−2γpi~L·~z|jl′〉 = e−2pil′δll′ . (8.25)
Equation (8.17) can be thus rearranged in the form∑
n
CjlnC
∗
jl′n = e
−2pil′δll′ (8.26)
Let us define C(j) to be the matrix with matrix elements
C
(j)
ln = Cjlm (8.27)
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and Λ the (hermitian) diagonal matrix with entries
Λln = e
−piγnδln. (8.28)
Thus condition (8.26) can be written in the form
C(j)C(j)† = ΛΛ† (8.29)
⇒ Λ−1C(j)C(j)†Λ−1† = 1 (8.30)
⇒ (Λ−1C(j))(Λ−1C(j))† = 1, (8.31)
which is solved for any unitary matrix U by
Λ−1C(j) = U ⇒ C(j) = ΛU. (8.32)
In components, our coefficients read
C
(j)
ln = e
−piγlUln (8.33)
Moreover, recall that the definition of the Bisognano–Wichmann property demands the
state to be thermal when traced on either side. Repeating the above derivation with
source and target swapped yields
C(j)mn = Vmne
−piγn (8.34)
with Vmn also a unitary matrix.
A state satisfying both (8.33) and (8.34) is given by
|ψ〉 =
∑
ln
e−piγnδln|j, l, n〉. (8.35)
8.3.2 General ~n Axis Case
The next step is to generalize the solution above, to solve Equation (8.14) and (8.15)
for two generic axes ~n, ~n′. Of course the calculations can be performed using a rotated
basis. However this technique does not provide any real generalization. Thus it is better
to work out the calculations in the same basis used before (with ~z as quantization axis):
it will reveal to be useful in the perspective of writing the whole spin-network state using
a single basis.
The equation becomes
Trt|ψ〉〈ψ| = e−2piγ~L·~n (8.36)
m
〈jl|(Trt|ψ〉〈ψ|)|jl′〉 = 〈jl|e−2piγ~L·~n|jl′〉 ∀l, l′ (8.37)
The left member of (8.17) remains unchanged. Instead consider the right member: now
the operator ~L · ~n is not diagonal anymore in this basis, as it was for ~L · ~z. Anyway we
observe that the two operators are related by a rotation. If D(~n) is the Wigner matrix
representing the SU(2) element rotating the ~z axis into the ~n axis, then:
D−1(~n)e−2pi~L·~nD(~n) = e−2pi~L·~z. (8.38)
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Making use of this property we get
〈jl|e−2piγ~L·~n|jl′〉 = 〈jl|D(~n)D†(~n)e−2piγ~L·~nD(~n)D†(~n)|jl′〉
=
∑
mm′
〈jl|D(~n)|jm〉〈jm|D†(~n)e−2piγ~L·~nD(~n)|jm′〉〈jm′|D†(~n)|jl′〉
=
∑
mm′
〈jl|D(~n)|jm〉〈jm|e−2piγ~L·~z|jm′〉〈jm′|D†(~n)|jl′〉
=
∑
mm′
Dj(~n)lme
−2piγmδmm′Dj†(~n)m′l′
=
∑
m
Dj(~n)lme
−2piγmDj†(~n)ml′
Condition (8.37) becomes∑
n
CjlnC
∗
jl′n =
∑
m
Dj(~n)lme
−2piγmDj†(~n)ml′ (8.39)
In order to bring it back to the condition (8.26), the idea is to absorb the Wigner matrices
on the right of the previous equation into the coefficients Cjln. This is done by defining
C˜jln = D
j†(~n)ll˜Ckl˜n (8.40)
taking the condition (8.39) in the form∑
n
C˜jlnC˜
∗
jl′n = e
−2piγlδll′ (8.41)
And in matrix form, in analogy with (8.27) and (8.28), we find
C˜ = ΛU ⇒ D†C = ΛU ⇒ C = DΛU. (8.42)
Eventually our coefficients read
Cjmn = 〈jm|DΛU |jn〉 (8.43)
=
∑
kk′
〈jm|D|jk〉〈jk|Λ|jk′〉〈jk′|U |jn〉
=
∑
kk′
Dj(h)mke
−piγkδkk′Uk′n
=
∑
k
Dj(h)mke
−piγkUkn .
Swapping again the role of source and target we find
Cjmn =
∑
k
Vmke
−piγkD†(~n′)kn . (8.44)
A wide class of states satisfying both (8.43) and (8.44) is given by
|ψ〉 =
∑
mnl
D(~n)lme
−piγmD†(~n′)mn|j, l, n〉 . (8.45)
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Note that the effect of the Wigner matrices on the basis states |j, l, n〉 = |j, l〉 ⊗ |j, n〉† is
simply to transform the ~L ·~z eigenbasis |j, l〉 into the eigenbasis |j, l〉~n of ~L ·~n for a generic
vector ~n. Therefore this class of states labelled by two arbitrary vectors and the SU(2)
representation j, that satisfy the Bisognano–Wichmann property, has the compelling from
|ψj~n~n′〉 =
∑
m
e−piγm|j,m〉~n ⊗ |j,m〉~n′ . (8.46)
These states are not normalized. Their norm is easily computed and it is given by the
square root of
Nj = 〈ψj~n~n′ |ψj~n~n′〉 =
j∑
k=−j
e−2piγk. (8.47)
These are the Bisognano–Wichmann link states.
8.4 Semiclassicality on the Link
Before extending the Bisognano–Wichmann states to the full graph, let us study their
properties. We are particularly interested in understanding if they can be given a semi-
classical interpretation.
A basic requirement for a family of states to be semiclassical is the existence of a map
between the classical values and the quantum states. In our case we have states labeled
by two normals and a representation j, which defines the intrinsic geometry, if they can
be interpreted as the normals and the area of a face shared by two adjacent tetrahedra
in a triangulation of a manifold dual to the graph, where the states are defined.
Then a second requirement is, for these states, to be peaked in some sense around
those classical values.
Of course, since we are now working at fixed j, we already know that the conjugate
variable to it (namely the dihedral 4D angle, measuring the extrinsic curvature) will be
maximally spread. We leave open, for the moment, the task of combining these states
into extrinsic semiclassical states, and we concentrate on the properties of the intrinsic
geometry they define. The peakdness is non obvious either at this level, since there are
also non trivial commutation relation at this level, giving rise to a 3D fuzzy geometry.
8.4.1 Peakedness
To begin with, we estimate the mean value and the dispersion of the geometrical oper-
ators on the states (8.46). Consider the case with ~n = ~z first. Choosing the basis that
8.4. SEMICLASSICALITY ON THE LINK 69
diagonalizes Lz we have
〈ψj~z~n′ |~Ls|ψj~z~n′〉 =
∑
mm′nn′
e−γpime−γpim
′〈jm|~Ls|jm′〉sD(~n′)mnD(~n′)†n′m′〈jn|jn′〉t
=
∑
mm′nn′
e−γpime−γpim
′〈jm|~Ls|jm′〉sD(~n′)mnD†(~n′)n′m′δnn′
=
∑
mm′n
e−γpime−γpim
′〈jm|~Ls|jm′〉sD(~n′)mnD†(~n′)nm′
=
∑
mm′
e−γpime−γpim
′〈jm|
LxLy
Lz
 |jm′〉sδmm′
=
∑
mm′
e−γpime−γpim
′〈jm|
12(c1|j,m′ − 1〉s + c2|j,m′ + 1〉s)i
2(c1|j,m′ − 1〉s − c2|j,m′ + 1〉s)
m′|jm′〉s
 δmm′
=
∑
m
e−2γpim
12(c1〈jm|j,m− 1〉s + c2〈jm|j,m+ 1〉s)i
2(c1〈jm|j,m− 1〉s − c2〈jm|j,m+ 1〉s)
m〈jm|jm〉s

where, we recall, the coefficients c1, c2 are defined by
c1 = 〈j,m− 1|Lx − iLy|j,m〉 =
√
(j +m)(j −m+ 1)
c2 = 〈j,m+ 1|Lx + iLy|j,m〉 =
√
(j +m+ 1)(j −m).
Easily,
〈~Ls〉 =
j∑
m=−j
e−2piγm
 00
m
 =
 j∑
m=−j
e−2piγmm
 ~z (8.48)
The mean value, properly normalized, reads
~Ls ≡ 〈
~Ls〉
Nj =
∑j
m=−j e
−2piγmm∑j
m=−j e−2piγm
~z. (8.49)
The vector operator points in the direction identified by the state and, for large j, we
have:
~Ls
(−j)
j→∞−−−→ 1
Therefore, ~Ls ∼ −j +O(j). The correction is actually a constant given by
~Ls ∼ −j + 1
2(epiγ − 1) (8.50)
In order to understand if the state become sharp for large j, we look to the relative
dispersion of ~Ls in the plane orthogonal to the direction identified by the mean value. We
saw above that
〈Lx〉 = 〈Ly〉 = 0 (8.51)
while, due to symmetry, we can write
〈L2x〉 = 〈L2y〉 =
1
2
〈(L2x + L2y)〉 =
1
2
〈(~L2 − L2z)〉. (8.52)
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The relative dispersion of the components Lx, Ly (the scale parameter is chosen to be the
norm square of the vector itself) is given by
σ(Lx)
〈~L2〉 =
σ(Ly)
〈~L2〉 =
1
2
〈(~L2 − L2z)〉
〈~L2〉 . (8.53)
The expectation value of ~L2s is j(j + 1), while for L
2
z we get
L2z =
∑j
m=−jm
2e−2γpim∑j
m=−j e−2γpim
. (8.54)
The spread is finally given by 2
σ(Ly)
〈~L2〉 =
σ(Lx)
〈~L2〉 =
1
2
j(j + 1)−
∑j
m=−j m
2e−2γpim∑j
m=−j e−2γpim
j(j + 1)
,
which goes to zero in the limit j → ∞. It is easy to generalize this result for a generic
direction: the mean value of ~Ls on |ψj~n~n′〉 is given by
~Ls =
1
Nj
(∑
m
e−2pimm
)
~n. (8.56)
And the mean value of the right invariant vector field ~Lt is
~Lt =
1
Nj
(∑
n
e−2pinn
)
~n′. (8.57)
with the same relative dispersion as above.
8.4.2 Resolution of the Identity
Finally an important property of the Bisognano–Wichmann link states is that they form
an overcomplete basis for each j, in the Hilbert space Hj ⊗ H∗j . The resolution of the
identity reads
1j =
d2j
(4pi)2Nj
∫
S2
d2~n
∫
S2
d2~n′ |ψj~n~n′〉〈ψj~n~n′ | (8.58)
The integration is over the two-sphere of the normalized vectors ~n, ~n′, with the standard
R3 measure restricted to the unit sphere.
This property is crucial: it indicates that every state can be expressed as a superpo-
sition of states with semiclassical labels [57].
The proof is straightforward:
2The calculation is easy to perform if one notes that all the quantities appearing are all of the form:
j∑
m=−j
mne−2pim =
dn
dαn
j∑
m=−j
e−αm|α=2pi (8.55)
The only sum one needs to perform is then
∑j
m=−j e
−αm which can be split into two geometric sums.
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1j =
d2j
(4pi)2
∫
S2
d2~n
∫
S2
d2~n′|ψj~n~n′〉〈ψj~n~n′ | =
=
1
Nj
d2j
(4pi)2
∫
S2
d2~n
∫
S2
d2~n′
∑
k
|j, k〉sD(~n)e−piγkD†(~n′)|j, k〉†s ×
×
∑
l
|j, l〉tD(~n′)e−piγlD†(~n)|j, l〉†t
=
1
Nj
d2j
(4pi)2
∫
S2
d2~n
∫
S2
d2~n′
∑
k,α,β
|j, α〉sD(~n)α,ke−piγkD†k,β(~n′)|j, β〉†t ×
×
∑
l,α˜,β˜
|j, β˜〉tD(~n′)β˜,le−piγlD†(~n)l,α˜|j, α˜〉†s
Rearranging factors,
1j =
1
Nj d
2
j
∑
k,α,β
∑
l,α˜,β˜
|j, α〉s〈j, α˜|s|j, β˜〉t〈j, β|t × e−piγke−piγl ×
×(
∫
S2
d2~n
4pi
D(~n)α,kD
†(~n)l,α˜)(
∫
S2
d2~n′
4pi
D†(~n′)k,βD(~n′)β˜,l)
=
1
Nj d
2
j
∑
k,α,β
∑
l,α˜,β˜
|j, α〉s〈j, α˜|s|j, β˜〉t〈j, β|t × e−piγke−piγl × δα,α˜δk,l
dj
δβ,β˜δk,l
dj
=
1
Nj
∑
k,α,β
|j, α〉〈j, α| × |j, β〉〈j, β| × e−2pik
=
∑
α
|j, α〉〈j, α| ×
∑
β
|j, β〉〈j, β| ×
∑
k e
−2pik∑
k e
−2pik
= 1s ⊗ 1t
which is the identity in Hj ⊗H∗j
8.5 Thermally Correlated Spin-Network States
So far we have studied single link states. We now move to states defined on the full
graph. The first step for this is to combine Bisognano–Wichmann states associated to
the links that join on a single node n. To this aim, we simply take the tensor product
of a Bisognano–Wichmann link state per each of the links meeting at n and project on
the SU(2) gauge invariant subspace. For simplicity we have assumed the node to be the
source of these all. The projection is performed by integrating over the local gauge group
SU(2),
|Ψ(n)
jl,~nl,~n
′
l
〉 =
∫
dh
⊗
l∈n
D(h)|ψjl~nl~n′l〉 (8.59)
where D(h) acts on the source index. Explicitly
|Ψ(n)
jl,~nl,~n
′
l
〉 =
∫
SU(2)
dh
⊗
l∈n
∑
kl,ml
Dmlkl(h)e
−piγkl |jl,ml〉~nl,s ⊗ |jl, kl〉†~n′l,t (8.60)
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The Bisognano-Wichmann graph state is then determined by a spin associated to each
link and two vectors ~nl and ~n
′
l associated, respectively, to the source and the target of
each link. The resulting gauge invariant state is
|Ψjl,~nl,~n′l〉 =
∫ ∏
n
dhn
⊗
l≡〈nl,n′l〉
Djl(hnl)D
jl†(hn′l)|ψjl~nl~n′l〉 (8.61)
where we identify each link with the two node at its endpoints, l ≡ 〈nl, n′l〉. These are
the Bisognano–Wichmann states on the graph.
In the Schro¨dinger representation, namely on the group element basis, they read
Ψjl,~nl,~n′l(Ul) = 〈Ul|Ψjl,~nl,~n′l〉 = (8.62)
=
∫ ∏
n
dhn
∏
l≡〈nl,n′l〉
trjl [D(Ul)D(hnl)D(~nl)e
−piLzD†(~n′l)D
†(hn′l)].
These states resemble the common intrinsic Livine-Speziale states on the graph, but there
is a crucial difference. Recall that the space of the states with fixed spin is the tensor
product of one intertwined space per node, that is
Kjl =
⊗
n
Kn (8.63)
where the intertwined space Kn of the node n was defined as the SU(2) invariant part of
the tensor product of the representation spaces associated to the spins of the links joining
in n
Kn = InvSU(2)[
⊗
l
Hjl ]
and the product in l runs over the links joining in n. The Livine-Speziale states ||jl, ~nl, ~n′l〉,
extended to the full graph, are tensor states with respect to this decomposition
||{jl, ~nl, ~n′l}〉 =
⊗
n
||jl, ~n(
′)
l 〉(n) (8.64)
On the contrary, the Bisognano–Wichmann states do not factorize. To see this, it is
sufficient to consider the density matrix of the state defined in (8.59) and reduce it to the
intertwined space Kn, by tracing over the external representation spaces of the links. A
straightforward calculation shows
ρ(n) = trt[|Ψ(n)jl,~nl,~n′l〉〈Ψ
(n)
jl,~nl,~n
′
l
|] = (8.65)
=
⊗
l∈n
∫
dh
∫
dh˜D(h)
∑
klk˜l
e−pi(kl+k˜l)|jlkl〉~nl〈jlk˜l|~nlD†(h˜) trt[|jlkl〉~nl~nl〈jlk˜l|]
=
⊗
l∈n
∫
dh
∫
dh˜D(h)
∑
klk˜l
e−pi(kl+k˜l)|jlkl〉~nl〈jlk˜l|~nlD†(h˜) δklk˜l
=
⊗
l∈n
∫
dh
∫
dh˜D(h)
∑
kl
e−2pikl |jlkl〉~nl〈jlkl|~nlD†(h˜)
=
⊗
l∈n
∫
dh
∫
dh˜ [D(h)e−2piγ~Ll·~nlD†(h˜)]
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where the tensor product is on the links that join at the node n. One may notice in this
expression that [D(h)e−2pi
∑
l
~Ll·~nlD†(h˜)] does not act as a rotation of the vectors ~nl, since
the adjoint representation acts with the same group element, whereas here we have two
different SU(2) elements (h, h˜). This density matrix in general is not pure.
This indicates that the Bisognano–Wichmann states carry nontrivial quantum corre-
lations between different nodes. In the Section 8.6.2 we compute the correlations between
two operators in a Bisognano–Wichmann state on a simple graph (the dipole graph), to
verify explicitly that they are indeed non-vanishing. This is the main property we were
seeking.
Finally it is also interesting to see how the density matrix (8.65) reduced to a single
link (say l˜) looks like. We started with a density matrix of the form: ρl˜ = e
−2piγ~L·~n. But
now the gauge invariance imposed on the node changes the structure of the correlations:
they are not thermal anymore. This is easily understood: starting from (8.65) and tracing
out all but one link (l˜), we get
ρl˜ = trl 6=l˜ [ρ
(n)] =
∫
dh
∫
dh˜
⊗
l 6=l˜
K(jl, ~nl, h, h˜)
Djl˜(h)e−2piγ~Ll˜·~nl˜Djl˜†(h˜) (8.66)
where
K(jl, ~nl, h, h˜) ≡
⊗
l 6=l˜
trDjl(h)e−2piγ~Ll·~nlDjl†(h˜) (8.67)
And, of course if we want to get this reduced density matrix on a single link starting from
the graph state, this expression will become even more complicated. This density matrix
is in general non thermal.
This is not in contradiction with the Bisognano–Wichmann property, which refers
to a single link when disregarding gauge invariance, but needs to be better understood
especially in relation to the low energy limit of the theory.
8.6 Correlations on the Spin-Network State
From the analysis of Section 8.5, we expect the Bisognano–Wichmann states to carry non-
trivial correlations among nodes. In this section, we want to prove them and explicitly
work out some examples in order to better understand their behaviour.
8.6.1 Node Observables
To study correlations we need an observable to probe them. A good example of observable
is the scalar product (~La · ~Lb)A (being a, b two links meeting at the same node A). It is
interesting because in the semiclassical interpretation it is a measure of the dihedral angle
between the two faces of the cell A. Recall that the area of these facets is |La| and |Lb|.
Here we assume for simplicity that all nodes are four-valent. See Figure 8.1.
This observable is diagonal in the appropriate recoupling basis, |ια〉 ≡ {|j1 · · · j4, ια〉},
labelled by the spin number α of the “virtual link” associated to the node [35]. This can
be seen explicitly by looking at the operator (~L(a) + ~L(b))2 first: consider the explicit form
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la lb
nA
~L(a) ~L
(b)
Figure 8.1: Tetrahedron cell dual to the node A. The two links la and lb meet at the node A. The
observable given by the scalar product (~L(a) · ~L(b))A is a measure of the dihedral angle (shaded
above) between the two facets of the cell A.
of the intertwiner state
|ια〉 = |j1 · · · j4, ια〉 = (8.68)
=
∑
k1,k2,k3,k4
ιk1k2k3k4α |j1k1〉|j2k2〉|j3k3〉|j4k4〉
=
∑
k1,k2,k3,k4
m
ιk1k2mιk3k4m |j1k1〉|j2k2〉|j3k3〉|j4k4〉.
Acting with the operator (~L(a) + ~L(b)), where a = 1, b = 2 we have
(Li (1) + Li (2))|j1k1〉|j2k2〉 = [J i(j1) + J i(j2)]|j1k1〉|j2k2〉 (8.69)
where J i are the generators of SU(2) in the representation j. If we now use this for the
full state (8.68), we have
(Li (1) + Li (2))|ια〉 =
∑
k1,k2,k3,k4
m
ιk1k2mι
mk3k4 [J i(j1) + J i(j2)]× (8.70)
× |j1k1〉|j2k2〉|j3k3〉|j4k4〉
=
∑
k1,k2,k3,k4
m
ιk1k2m[−J i(α)]ιmk3k4 |j1k1〉|j2k2〉|j3k3〉|j4k4〉
=
∑
k1,k2,k3,k4
m,m˜
ιk1k2m˜[−J (α)]im˜mιmk3k4 |j1k1〉|j2k2〉|j3k3〉|j4k4〉
where we used the definition of the intertwiner, D
(j1)
m1n1D
(j2)
m2n2D
(j1)
m3n3ι
n1n2n3 = ιm1m2m3 , to
get
(J (j1) + J (j2) + J (j3)) ιn1n2n3 = 0
⇒ (J (j1) + J (j2)) ιn1n2n3 = −J (j3)ιn1n2n3
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Finally, applying the same operator a second time, we obtain
(Li (1) + Li (2))(Li (1) + Li (2))|ια〉 =
=
∑
k1,k2,k3,k4
m
ιk1k2m[−J i(α)]2ιmk3k4 |j1k1〉|j2k2〉|j3k3〉|j4k4〉
= α(α+ 1)
∑
k1,k2,k3,k4
m
ιk1k2mι
mk3k4 |j1k1〉|j2k2〉|j3k3〉|j4k4〉
= α(α+ 1)|ια〉
since [J i(α)]2 is the Casimir operator. Analogously, the operator (Li (a)Li (b)) will be
diagonal on this basis, as
Li (1) Li (2) =
1
2
[(Li (1) + Li (2))2 − (Li (1))2 − (Li (2))2] (8.71)
with eigenvalues given by
Cα = α(α+ 1)− j1(j1 + 1)− j2(j2 + 1). (8.72)
In the recoupling basis, the operator takes the form
Li (1)Li (2) =
∑
α
Cα|ια〉〈ια|. (8.73)
8.6.2 Correlations in a Dipole Graph
Here we show that the correlations between nodes are in fact non vanishing, by providing
a detailed example for a simple graph. We consider the dipole graph ∆∗: two four-valent
nodes, A and B, sharing four links (Figure 8.2). We consider two operators acting on the
nA nB
~L
(1)
S
~L
(2)
S
~L
(3)
T
~L
(4)
T
l1
l2
l3
l4
Figure 8.2: Dipole graph ∆∗: two four-valent nodes, A and B, sharing four links. We consider
two operators acting on the two nodes: (~L
(1)
s · ~L(2)s )A and (~L(3)t · ~L(4)t )B
two nodes: (~L
(1)
s · ~L(2)s )A and (~L(3)t · ~L(4)t )B, with ~Ls and ~Lt being respectively the left and
right invariant vector fields. We want to measure the correlation between the two nodes.
We expand the state in the appropriate recoupling basis, where the chosen operators
are diagonal:
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• |ια〉 ≡ |j1, j2, j3, j4ια〉 s.t. ιk1k2k3k4α = ιk1k2aιk3k4a
• |ιβ〉 ≡ |j1, j2, j3, j4ιβ〉 s.t. ιk1k2k3k4β = ιk1k2bιk3k4b
Instead of integrating over the group for each node, we impose the gauge invariance
through the projectors
PA =
∑
α
|ια〉〈ια| and PB =
∑
β
|ιβ〉〈ιβ|. (8.74)
The non-gauge invariant state is given by
|Ψ˜jl,~nl,~n′l〉 =
∑
{kl}
e−piγ
∑
l kl |j1234, k1234, ~n1234〉s|j1234, k1234~n′1234〉†t
Projecting with (8.74), we get its gauge invariant version
|Ψjl,~nl,~n′l〉 =
∑
{kl}
e−piγ
∑
l kl
∑
αβ
φα(j1234k1234, ~n1234)φ
∗
β(j1234, k1234~n
′
1234)|ια〉|ιβ〉†
where we used the definition:
φα(j1234k1234, ~n1234) = 〈ια|j1234, k1234, ~n1234〉 (8.75)
φβ(j1234, k1234~n
′
1234) = 〈ιβ|j1234, k1234, ~n′1234〉
We can write these coefficients explicitly. Consider first the case in which ~nl ≡ ~z. In this
case we have
〈ια|j1234, k1234〉 = ιk1k2k3k4α (8.76)
whose components can be calculated using the decomposition of this invariant tensor with
{3j} symbols. If instead we keep generic directions ~ni, we need to take into account a
rotation matrix for each link:
〈ια|j1234, k1234, ~n1234〉 =
∑
Dj1l1k1(~n1)D
j2
l2k2
(~n2)D
j3
l3k3
(~n3)D
j4
l4k4
(~n4) ι
l1l2l3l4
α
Now we can take the expectation value of the operators. We obtain
〈Ψjl,~nl,~n′l |(~L
(1)
s · ~L(2)s )A(~L(3)t · ~L(4)t )B|Ψjl,~nl,~n′l〉 =
=
∑
{kl},{k˜l}
e−piγ
∑
l(kl+k˜l)
∑
α,α˜
φ{kl,~nl}α φ
∗{k˜l ~nl}
α˜ 〈ια˜|(~L(1)s · ~L(2)s )A|ια〉 ×
×
∑
β,β˜
φ
∗{kl ~n′l}
β φ
{k˜l,~n′l}
β˜
〈ιβ˜|(~L(3)t · ~L(4)t )B|ιβ〉
=
∑
{kl},{k˜l}
e−piγ
∑
l(kl+k˜l)
∑
α,α˜
φ{kl,~nl}α φ
∗{k˜l,~nl}
α˜ Cαδα,α˜ ×
×
∑
β,β˜
φ
∗{kl,~n′l}
β φ
{k˜l,~n′l}
β˜
Cβδβ,β˜
=
∑
{kl},{k˜l}
e−piγ
∑
l(kl+k˜l)
∑
α,α˜
φ{kl,~nl}α φ
∗{k˜l,~nl}
α Cα
∑
β,β˜
φ
∗{kl,~n′l}
β φ
{k˜l,~n′l}
β Cβ
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Similarly,
〈Ψjl,~nl,~n′l |(~L
(1)
s · ~L(2)s )A|Ψjl,~nl,~n′l〉 =
=
∑
{kl},{k˜l}
e−piγ
∑
l(kl+k˜l)
∑
α,α˜
φ{kl,~nl}α φ
∗{k˜l,~nl}
α Cα
∑
β,β˜
φ
∗{kl,~n′l}
β φ
{k˜l,~n′l}
β
and
〈Ψjl,~nl,~n′l |(~L
(3)
t · ~L(4)t )B|Ψjl,~nl,~n′l〉 =
=
∑
{kl},{k˜l}
e−piγ
∑
l(kl+k˜l)
∑
α,α˜
φ{kl,~nl}α φ
∗{k˜l,~nl}
α
∑
β,β˜
φ
∗{kl,~n′l}
β φ
{k˜l,~n′l}
β Cβ.
We want to prove the following inequality
〈(~L(1)s · ~L(2)s )A(~L(3)t · ~L(4)t )B〉 6= 〈(~L(1)s · ~L(2)s )A〉〈(~L(3)t · ~L(4)t )B〉. (8.77)
Since we know the explicit form of the coefficients, we can verify this statement in an
explicit example. For simplicity, let us fix all jl = 1/2 on the links, so that the intertwiner
basis (recoupling basis) has only two elements {|ι0〉, |ι1〉}, and consider ~nl = ~n′l = ~z, for
each l. We find
〈(~L(1)s · ~L(2)s )A(~L(3)t · ~L(4)t )B〉 =
5
4
〈(~L(1)s · ~L(2)s )A〉 = 〈(~L(3)t · ~L(4)t )B〉 = −
1
2
which implies
〈(~L(1)s · ~L(2)s )A(~L(3)t · ~L(4)t )B〉 − 〈(~L(1)s · ~L(2)s )A〉〈(~L(3)t · ~L(4)t )B〉 =
3
4
6= 0
The conclusion is that the Bisognano–Wichmann states have correlations between neigh-
bouring nodes.
8.6.3 Long Distance Correlations in a Chain Graph
The Bisognano–Wichmann states defined in the previous section have non trivial quantum
correlations across adjacent nodes. Do they also have correlations between nodes that are
not adjacent? Here we show that the answer is yes and we give some preliminary elements
of analysis of these correlations.
The simplest spin-network we can use to try to address this question, is an open
spin-network composed by a chain of N nodes, each pair sharing a single link. We start
by writing the explicit form of the state for the special case N = 2 to understand the
structure of the state itself. The non-gauge invariant state on the two node graph is given
by
|Ψ˜jl,~nl,~n′l〉 =
∑
{kl}
e−piγ
∑
l kl |j1234, k1234, ~n1234〉|j4567, k4567~n′4567〉†||jl, kl, ~n(
′)
l 〉(†)l 6=4
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gathering together the external half links into the expression ||jl, kl, ~n(
′)
l 〉(†)l 6=4. The projec-
tion to the gauge invariant subspace gives
|Ψjl,~nl,~n′l〉 =
∑
{kl}
e−piγ
∑
l kl
∑
αβ
φα(j1234k1234, ~n1234)×
× φ∗β(j4567, k4567~n′4567) |ια〉|ιβ〉†||jl, kl, ~n(
′)
l 〉(†)l 6=4
where the projector operator and the φα,β coefficients are those defined in Section 8.6.2.
The generalization to a chain of N nodes is straightforward.
We have computed numerically the correlations on a chain of N = 7 nodes, fixing all
jl = 1/2. We have computed the following quantity
〈P (0)i P (0)j 〉 − 〈P (0)i 〉〈P (0)j 〉 (8.78)
for i, j = 1, · · · , N , where P (0)i = |ι0〉〈ι0| is the projector on the first element of the
recoupling basis on the i-th node. The results of the numerical calculation are displayed
in Figure 8.3. The fit has been obtained with Mathematica.
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Figure 8.3: Figure (a) shows the fit of the correlation function (〈P (N1)P (N2)〉c =
〈P (N1)P (N2)〉−〈P (N1)〉〈P (N2)〉 ) as function of the distance between nodes (∆N = N1−N2).
In Figure (b) the logarithmic scale has been used. Fit model: f(∆N) = aExp(−b∆N). Fit
results: a = 0, 73; b = 5, 20.
The correlations that we find can be interpreted as the result of the interplay between
the thermal correlations on the single links, which correlate any two adjacent nodes, and
the effect of gauge-invariance at nodes, which ties the links in quadruples and allows for
the propagation of the those thermal correlations among far nodes.
Chapter 9
Conclusions
In this thesis, I have investigated a new proposal for the semiclassical analysis of Loop
Quantum Gravity.
In the search for the semiclassical limit of a quantum theory, semiclassical states are
usually found under the request of peakedness around classical values. However another
requirement, which is not less important, is to control also how they fluctuate around
those values because of quantum effects. And these fluctuations are directly governed by
the quantum short distance spacelike correlations (entanglement).
The proposal considered, justified by the low energy limit of quantum gravity (which
we know to be well described by Quantum Field Theory in curved spacetime) and recently
suggested in the works by Bianchi and Myers [9] and Rovelli and coworkers [10], is that
at the very fundamental level the correlations defining the “weave” of the spacetime are
thermal.
It can be the starting point of an ampler project.
In concrete, in this work, spin-networks states characterized by ultralocal thermal
correlations are presented.
I showed that they consist of a wide class, giving a resolution on the identity for the
Hilbert space of each link, and that they exhibit a semiclassical interpretation.
I also investigated the correlations, with particular attention to the long distance
correlations, discovering how they propagate as a result of the combined effect of the
thermal correlations, between the two extremities of each link, and the gauge invariance,
which ties the links ending at the same node.
I further displayed, within an explicit numerical example, that the correlations drop
with the distance, and, in the case at hand, they do so exponentially.
9.1 Future perspectives
The project is far from complete: a number of questions deserve to be investigated. In
particular:
• I have investigated states at fixed j. Extrinsic coherent states obtained by relaxing
the sharpness condition on j are certainly of interest for physics. However in this
case the ordinary Hilbert space of the link does not have a tensor product form as
before, making it difficult to properly define the thermal reduced density matrix. A
possibility to enlarge the Hilbert space and try to define the Bisognano Wichmann
property in this more general context is provided in Appendix C.
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• In the context of QFT, the restriction of the field vacuum state to the right Rindler
wedge, automatically gives a restriction to the positive eigenvalues of the boost
generator. In closer analogy, perhaps the restriction of states to those where ~K · ~n
has positive eigenvalues should be taken into account. In particular this aspect
could reveal to be crucial when relaxing the sum over the SU(2) representations (j)
for the normalizability of the states themselves.
• In the Bisognano-Wichmann states, gauge invariance gets mixed with the thermal
properties. For this reason the density matrix on a single link Hilbert space obtained
by tracing the graph state is not thermal. This is not in contradiction with the
Bisognano-Wichmann property, which refers to a single surface (a single link), but
deserve better understanding, especially in the perspective of reproducing the low
energy limit of QFT.
• Notice that the main hypoteses of the Bisognano-Wichmann theorem are positivity
of energy and Lorentz invariance. This last is a dynamical property in the sense
that a boost generates the change of a state from a given (spacelike) plane to a
boosted one. Therefore the Bisognano-Wichmann property, whose definition in fact
depends on the covariant definition of the LQG variables, captures aspects of a
state’s evolution. Therefore these states can also be viewed as a step towards fully
physical dynamical quantum gravity states.
Appendix A
Basics of Differential Geometry
I present here a non-technical introduction to differential geometry, I made use of repeat-
edly in the former chapters. Without going into details, some definitions, together with
some intuitions, are provided.
A.1 Manifolds
An n-dimensional manifold M is a topological space such that for each point p there is
a neighbourhood which is homeomorphic to Rn.
Although locally a manifold resembles the Euclidean space, it might not be so globally.
It is the case of the circle or the sphere, for example.
In an n-dimensional Euclidean space any point can be specified by n real numbers.
These are called the coordinates of the point, and a unique set of them for the whole
space can be chosen. In a more general manifold, instead, it may only be possible to
define coordinates locally.
An assignment of neighbourhoods and home-
Rm Rm
U1 U2
M
ϕ1 ϕ2
ϕ2 ◦ ϕ−11
omorphisms (coordinate charts, {Ui, ϕi}) covering
the entire manifold is called atlas.
And when two homeomorphisms overlap in a
region, a so called overlap function is needed to
connect them and the degree of smoothness of those
functions allows for a classification of the manifolds
themselves.
In particular the manifold is said to be smooth if
the overlap functions ϕ (= ϕ2 ◦ϕ−11 in the figure on
the right) are not only differentiable but ϕ ∈ C∞.
Tangent Space and Vector Fields
Associated with each point p in an n-dimensional differentiable manifold M is a tangent
space (denoted TpM). This is an n-dimensional vector space whose elements can be
thought of as equivalence classes of curves [σ(t)] passing through the point p. Its elements
are called tangent vectors (vectors which are tangent to these classes of curves into the
manifold).
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TpM
M
Figure A.1: Tangent space: intuitive picture
From a geometrical point of view, the notion of tangent space is based on the intuitive
geometrical idea of a tangent plane to a surface. However it is also possible to give a more
algebraic definition, where a tangent vector v can be regarded as a directional derivative
on functions f on M
v(f) ≡ df(σ(t))
dt
|t=0 (A.1)
where σ is any curve in the equivalence class represented by v, i.e. v = [σ].
And, within a particular choice of coordinate system {x1, · · · , xn}, v (defined at the
point p in the manifold) can be written in components as
v ≡
n∑
µ=1
v(xµ)
(
∂
∂xµ
)
p
(A.2)
The dimension of TpM is that of the manifold itself.
We can further define the tangent bundle TM as:
TM≡
⋃
p∈M
TpM. (A.3)
A vector field is an element of the tangent bundle and can be thought as an assignment
of tangent vectors to each point in M.
Finally, given a vector field, there is always a one-parameter group of diffeomorphisms
φt, defining the flow associated to it.
Cotangent Vectors and Forms
We pointed out that the tangent space TpM at a certain point of a manifold is a vector
space. Therefore we can consider its dual T ∗pM defined as the set of all linear maps from
the vector fields TpM to real numbers.
This space, whose elements are cotangent vectors, is called cotangent space at p. And,
as before, it is possible to define the cotangent bundle as the set of all cotangent vectors
at all points in M
T ∗M =
⋃
p∈M
T ∗pM (A.4)
The action of a cotangent vector k ∈ T ∗pM on a tangent vector v ∈ TpM is often
denoted as 〈k, v〉p.
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Now, given any local coordinate system, if { ∂∂x1 , · · · , ∂∂xn } is a basis in TpM, the
corresponding dual basis in T ∗pM, denoted by {dx1, · · · , dxn}, is uniquely determined by:
〈dxµ, ∂
∂xν
〉 = δνµ. (A.5)
Therefore a generic cotangent vector takes the form
kp =
n∑
µ=1
kµ(dxµ)p. (A.6)
In analogy with the definition of a vector field, we can define a one form ω on M as a
smooth assignment of a cotangent vector ωp to each point p ∈M.
Pull-back and Push-forward
To some extent a tangent space can be regarded as a local ‘linearization’ of a manifold.
Therefore it is important that a map h between two manifoldsM and N can be linearized:
this is achieved by the push-forward.
Figure A.2: Push–forward map
If h :M→N and v = [σ] ∈ TpM, the push-forward
h∗ : TpM→ Th(p)N (A.7)
is defined as:
h∗(v) ≡ [h ◦ σ] (A.8)
Associated to this map, it is possible to define a pull-back
h∗ : T ∗h(p)N → T ∗pM (A.9)
as the map dual to h∗. If k ∈ T ∗h(p)N , the value of h∗k will be determined by:
〈h∗k, v〉p ≡ 〈k, h∗v〉h(p). (A.10)
This definition can be extended to define a pull-back of a one form h∗ω.
A.2 Tensors
The tensor product operation allows for a generalization of one forms and vector fields,
through a notion of a general tensor.
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A tensor of type (r, s) at a point p ∈M is defined as an element of the tensor product
space
T (r,s)p M≡ [⊗rTpM]⊗
[⊗sT ∗pM] (A.11)
Special cases of tensors are T
(r,0)
p M, which is the space of r-contravariant tensors, and
T
(0,s)
p , the space of s-covariant tensors.
n-Forms
A more specific important example of tensor is an n-form: it is defined as a tensor field
ω of type (0, n) that is totally skew-symmetric, in the sense that for any permutation P
of the indices 1, 2, · · · , n:
ω(X1, · · · , Xn) = (−1)deg(P )ω(XP (1), · · · , XP (n)) (A.12)
where Xi are arbitrary vector fields onM and deg(P ) = ±, depending if the permutation
P is even or odd.
If now we want to apply the tensor product techniques to the n-forms, we find out
that the tensor product of an n1-form and an n2-form is not an (n1 + n2)-form.
This is remedied by the definition of wedge product : if ω1 is an n1-form and ω2 an
n2-form, the wedge product of ω1 and ω2 is an (n1 + n2)-form and it is defined as
ω1 ∧ ω2 ≡ 1
n1!n2!
∑
PermsP
(−1)deg(P )(ω1 × ω2)P (A.13)
where ωP denotes a permuted tensor field
ωP (X1, · · · , Xn) ≡ ω(XP (1), · · · , XP (N)). (A.14)
Finally, a further operation is defined, which brings an n-form into an (n+ 1)-form. It is
called exterior derivative d and, if ω = ωi1,··· ,ikdx
i1 ∧ · · · ∧ dxik , its action is given by
dω =
n∑
i=1
∂ωi1,··· ,ik
∂xi
dxi ∧ dxi1 ∧ · · · ∧ dxik (A.15)
Symplectic Potential and Symplectic Form
If we consider the particular case where M ≡ C is the configuration space of a physical
system, then T ∗C is the so called extended phase space. If {qi} are coordinates on C, then
a natural choice for the coordinates in T ∗C is given by ({qi}, {pi}), with {pi} interpreted
as momentum variables.
On a cotangent bundle a special one-form, called symplectic potential, is always de-
fined. In canonical coordinates it is given by
θ =
∑
i
pidqi (A.16)
and its exterior derivative gives the natural symplectic 2-form on the cotangent bundle
ω = dθ =
∑
i
dpi ∧ dqi (A.17)
which is in one to one correspondence with the Poisson brackets.
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Metric Tensor and Pseudo-Riemaniann Manifolds
Another important example of tensor is the metric tensor g, defined as a covariant, second-
rank (0, 2), symmetric tensor onM. It can be seen as a bilinear map which assigns a real
number to pairs of tangent vectors at each tangent space of the manifold
g : TpM× TpM→ R. (A.18)
It plays a main role in the definition of the spacetime geometry: it captures all the
geometric and causal structure, being used to define notions such as distance, volume,
curvature, angle, future and past.
From the definition of the metric tensor, the following classes of manifold can be
defined. A pseudo-Riemannian manifold (M, g) is a differentiable manifold M equipped
with a non-degenerate, smooth metric tensor g which, unlike a Riemannian metric tensor,
does not need to be positive-definite, but must be non-degenerate.
A n-dimensional Lorentzian manifold is a special case of a pseudo-Riemannian mani-
fold in which the signature of the metric is (1, n− 1).
A.3 Group Manifolds
A special case of manifold is given by a Lie group. In fact it can be defined as a group in
the usual algebraic sense, which is also a differentiable manifold with the properties that
taking the product of two group elements and taking the inverse of a group element are
smooth operations.
The right and left translations of G are isomorphisms of G labeled by the elements
g ∈ G and defined by
rg : G → G lg : G→ G (A.19)
g′ → g′g g′ → gg′
Now, given a map h : M → N , we can define two vector fields X and Y on M and N
respectively, to be h-related if at all points p ∈M
h∗(Xp) = Yh(p) (A.20)
and we can write Y = h∗X.
The previous definition allows to introduce a left invariant vector field L on a group
G as a field lg-related to itself (lg∗L = L for all g ∈ G), defining a notion of derivative on
the group itself.
The set of all the left-invariant vector fields forms a Lie algebra, called the Lie algebra
of G, L(G). They turn out to be isomorphic to TeG (where e is the identity of the group),
so that the algebra they generate has the same dimension of the group itself.
And a similar construction holds for the right invariant vector fields.
Finally, also in the case of a group manifold we can consider the associated cotangent
bundle T ∗G and here a choice of coordinates is given by (U,Li) where U ∈ G and L ∈
L(G).
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A.4 Lie Derivative and Killing vector fields
In order to evaluate the change of a tensor field (including scalar functions, vector fields
and one-forms), along the flow of another vector field, the Lie derivative can be defined.
In order to define the Lie derivative along a vector field va, consider φt to be a one
parameter group of diffeomorphisms, generated by the field itself. Now φ∗t (the pull-back)
can be used to carry along a smooth tensor field T a1,··· ,arb1,··· ,bs . The comparison of T
a1,··· ,ar
b1,··· ,bs
and φ∗−tT
a1,··· ,ar
b1,··· ,bs gives the notion of Lie derivative Lv. More precisely:
LvT a1,··· ,arb1,··· ,bs = limt→0
φ∗−tT
a1,··· ,ar
b1,··· ,bs − T
a1,··· ,ar
b1,··· ,bs
t
(A.21)
An important example is the case where the tensor is a vector field (Y ). The action
of the Lie derivative (along X) simply becomes the commutator of the fields
LXY = [X,Y ] (A.22)
Now, if φt is a one-parameter group of isometries, related to a symmetry of the metric,
i.e. φ∗t gµν = gµν , the vector field ξµ which generates φt is called Killing vector field.
Equivalently, a Killing vector field is defined by the property
Lξgµν = gµν . (A.23)
A.5 Parallel Transport, Connection and Curvature
Given only the manifold structure, we do not know how to parallel transport. On a plane
or on a sphere we have an intuitive notion of what this means to take a vector “parallel”
when transporting it along a curve. For the generic case instead we do not have any
intuition: this is because it is not obvious how to compare two vectors living in two
different tangent spaces.
The notion of parallel transport, as it turns out, requires more than a manifold struc-
ture. It is equivalent to the knowledge of how to take derivatives of vectors.
A derivative operator can be defined through its properties [48] (the main are the
linearity property and the Leibniz rule), but it turns out that they do not define it
uniquely and therefore there is not a preferred choice associated to the structure of the
manifold.
However, given a derivative operator 5a, we can define a notion of parallel transport
of a vector va along a curve with a tangent ta. A vector va, given at each point on the
curve, is said to be parallelly transported as one moves along the curve, if the equation
ta 5a vb = 0 (A.24)
is satisfied along the curve. Moreover, equation (A.24), seen as a differential equation,
has a unique solution for any given initial value of va.
We can thus use this notion of parallel transport to identify two tangent spaces TpM
and TqM at two different points, if we are given a derivative operator and a curve connect-
ing p and q (Figure A.3). The mathematical structure arising from such a curve-dependent
identification of the tangent spaces is called connection.
Now, if also a metric tensor gab is given on the manifold, it is easy to see that a
preferred notion of parallel transport arises. In fact the metric gives rise to the following
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Figure A.3: Identification of two tangent spaces through the connection along a path
natural condition: given two vectors va and wa, we demand their inner product gabv
awb
to be preserved under parallel transport. This leads to the condition
5agbc = 0 (A.25)
which can be proven to uniquely determine the derivative operator. Finally, the curvature
of the manifold M, which can be marked by the failure of a vector to return to its
original value when parallel transported around an infinitesimal path, translates, in this
mathematical language, into the lack of commutativity of derivatives. The Riemann
curvature tensor Rabc
d in fact, can be defined through:
(5a 5b −5b 5a)T c1···crd1···ds = −
r∑
i=1
Rabe
ciT c1···e···crd1···ds +
s∑
j=1
Rabdj
eT c1···crd1···e···ds
(A.26)
being T c1···crd1···ds an arbitrary tensor.

Appendix B
Wigner D-Matrices
Consider a rotation operator. It can be written as a composition of three rotations
R(α, β, γ) = e−iαJze−iβJye−iγJz (B.1)
where α, β, γ are the Eulero angles and Jx, Jy, Jz are the generators of rotations around
the corresponding axes.
A Wigner D-matrix is a square matrix of dimension (2j + 1) with elements given by
Dj(αβγ)m′m ≡ 〈jm′|R(α, β, γ)|jm〉 = e−iαm′djm′m(β)e−iγm (B.2)
where
djm′m(β) = 〈jm′|e−iβJy |jm〉 (B.3)
is known as Wigner small d-matrix. For them we have a well known explicit expression
which is
djm′m(β) = [(j +m
′)!(j −m′)!(j +m)!(j −m)!)]×
×
∑
s
(−1)m′−m+s
(j +m− s)!s!(m′ −m+ s)!(j −m′ − s)! (cos
β
2
)2j+m−m
′−2s(sin
β
2
)m
′−m+2s
and the sum over s is over values where the factorials are non-negative.
Note their action on the standard angular momentum basis {|jm〉}:
Dj(α, β, γ)|jm〉 =
∑
n
|jn〉〈jn|Dj(α, β, γ)|jm〉 =
=
∑
n
|jn〉Djnm(α, β, γ)
Therefore the Wigner D-matrices are matrices in the irreducible representations of the
group SU(2) (or SO(3)). They form a complete set of orthogonal functions of the Euler
angles α, β, γ, and the orthogonality relation for the Wigner matrices is given by∫
dα
∫
dβ sinβ
∫
dγDj(α, β, γ)mnD
j′(α, β, γ)m′n′ =
8pi2δjj′
dj
δmm′δnn′ (B.4)
or written with the SU(2) Haar measure dU (we can associate an SU(2) element U to
each choice of the Euler angles),∫
SU(2
dUDj(U)mnD
j′(U)m′n′ =
δjj′
dj
δmm′δnn′ (B.5)
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As a consequence, the orthonormal set of functions is given by
{
√
2j + 1Dj(U)} (B.6)
B.1 Conventions
The Peter–Weyl theorem states states that the Wigner matrices form a basis in L2[SU(2)].
Alternatively, it is usually convenient to work within the basis
|j,m, n〉 ≡ |jm〉 ⊗ |jn〉† (B.7)
We have seen the orthogonality relation for the Wigner D-matrices: if we want this
basis to be an orthonormal one, it has to be related to the other by the relation
〈U |j,m, n〉 =
√
2j + 1Djmn(U) (B.8)
This guarantees we can make use of the following orthogonality relations and resolution
of the identity:
〈jmn|j′m′n′〉 = δjj′δmm′δnn′
∑
m,n
|jmn〉〈jmn| = 1j . (B.9)
Appendix C
The Half Link Hilbert space: a
Proposal
Let us recall the structure of the Hilbert space associated to the link. Thanks to the Peter–
Weyl theorem, it splits into an orthogonal direct sum of irreducible finite-dimensional
unitary representations of the group, SU(2) in this case:
Hl = L2(SU(2)) ≡ ⊕j(Hj,s ⊗H∗j,t). (C.1)
If we want to relax the sharpness condition on the representation j, thus working in
the full Hilbert space (C.1), a first difficulty comes out: this space is not a tensor product
space anymore, as needed for the definition of the Bisognano-Wichmann reduced density
matrix
ρ ∝ e−2piK . (C.2)
How can we see the transparent meaning of the trace in (C.2)? If we really want to recover
a tensorial form for the Hilbert space, we would better consider an enlarged Hilbert space.
There are two different possibilities.
The first one, in the wake of what we did for the fixed j case, is to consider a decom-
position of the algebra of variables in those acting on the first node, the source of the
link, and those acting on the target. In this perspective the enlarged Hilbert space will
be given by:
H = Hs ⊗Ht = (⊕jHj)s ⊗ (⊕kHk)t . (C.3)
But there is also a second option that we want to investigate here, partially derived
following the suggestions in the work by Donnelly in the context of lattice gauge theories
[58].
Note in fact that even if for each j the Hilbert space of the link is labeled with s or t,
all those spaces actually lives on the whole link and are not really localized on half link.
Consider instead a surface cutting the link at a point (denoted by p) to give two
different links. Each of them will held an extremity ending up in a 4-valent node and the
other in the new bivalent node. This procedure gives a second way of splitting the full
Hilbert space.
The resulting Hilbert space, denoted as Hs,p,t, takes the form:
Hs,p,t = Hs ⊗Ht = [⊕j(Hˆsj ⊗ Hˆpj )]⊗ [⊕k(Hˆpk ⊗ Hˆtk)] (C.4)
where Hˆj now really denotes a Hilbert space living on half link.
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In this new space now the trace is literally over half of the link:
TrtOˆst = TrHtOˆst =
∑
t
〈ψt|Oˆst|ψt〉 = Oˆs (C.5)
for each operator Oˆst ∈ Hs ⊗Ht.
However the question arises of how to recover the gauge invariant Hilbert space we
started with. In fact the splitting breaks the gauge symmetry at the point p of the link.
So in order to restore this invariance we have to impose gauge invariance at the level of
the bivalent node. The proper way to do that is to insert an invariant tensor to glue the
two links, that is a bivalent intertwiner.
A basis in this enlarged Hilbert space is given by
{|j,m, n〉|k,m′, n′〉} = {(|j,m〉s ⊗ |j, n〉p)(|k,m〉p ⊗ |k, n〉t)} (C.6)
labeled by eigenstates of (~L)2 ed Lz acting on the Hilbert spaces Hˆj . As usually, j(k)
fixes the representation of SU(2) and m,n,m′, n′ are the associated magnetic numbers.
The gauge invariant subspace is given by elements of the form∑
n,m′
|j,m, n〉|j,m′, n′〉gnm′ (C.7)
being gn,m′ the anti-symmetric symbol or metric tensor, which is the only invariant in-
tertwiner with two indices. Finally the states of the initial Hilbert space are given by the
identification (mathematically given by an isomorphism)
{|j,m, n′〉} ≡ {
∑
n,m′
|j,m, n〉|j,m′, n′〉gnm′}. (C.8)
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