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RESUMEN
El reconocimiento del movimiento de los dedos de la mano es un área de investigación activa en la aplicación
de interfaces músculo Computador (muCI) en la que la persona realiza un gesto (combinación de movimientos
de los dedos) y una máquina reconoce el movimiento real. Al reconocer los movimientos individuales de los de-
dos de la mano se puede simular la motricidad fina que proporcionen un control individual de los dedos. En esta
tesis se presenta una metodología para el reconocimiento del movimiento individual de los dedos de la mano,
basado en la estimación de características de las señales electromiográficas superficiales adquiridas en el ante-
brazo. Se adquirió un conjunto de datos con 54 sujetos y ocho señales (canales) por sujeto mediante un sensor
inalámbrico, luego, se hizo una etiquetación automática de este conjunto para el posterior reconocimiento y se
analizaron las características extraídas en tres tipos de dominios, tales como, el tiempo, la frecuencia y tiempo-
frecuencia, formando un conjunto de 720 características. Además, para la estimación de características en el
dominio de tiempo-frecuencia se realizó un experimento con el fin de encontrar los parámetros más represen-
tativos en la descomposición con la transformada Wavelet discreta y así, generar un espacio de representación
apropiado. Se seleccionó un subconjunto de características y se entrenó con los clasificadores Máquinas de Vec-
tores de Soporte (SVM), análisis discriminante lineal (LDA) y vecinos más cercanos (k-NN) con una validación
cruzada de 10 iteraciones para evitar el sobreajuste. Se logra una exactitud superior al 95% con el clasificador
SVM y 98% con LDA, no obstante, el k-NN no obtuvo un buen rendimiento en términos de la media geométrica
debido a que requiere de una sintonización de los k-vecinos, lo que implica que la metodología propuesta fa-
cilita el reconocimiento del movimiento individual de los dedos uilizando el clasificador LDA.
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INTRODUCCIÓN
El reconocimiento de los movimientos de los dedos de la mano es un campo de investigación de la ciencia
computacional y el desarrollo de interfaces hombre máquina (HMI). El objetivo de este campo es interpretar
los gestos de las manos (combinaciones de movimientos de los dedos) con el fin de permitir una comunicación
entre el hombre y la máquina, e implementar nuevas estrategias de control, desarrollar aplicaciones en áreas de
biomédica [1], medicina [2], robótica [3–5], lenguaje de señas [6], entre otras.
Ante la creciente demanda de las HMI se ha desarrollado una aplicación que integra una comunicación di-
recta con los músculos conocida como interfaz músculo computador (muCI), término usado por primera vez en
2008 por los investigadores Saponas et al [7, 8]. Las muCI utilizan señales de electromiografía superficial (sEMG)
obtenidas a través de sensores que miden la actividad eléctrica generada en el músculo durante su contracción,
para después traducirse en instrucciones de computadora.
Las sEMG, son muy utilizadas en diferentes investigaciones [9–17], debido a que estos sensores no son inva-
sivos y no producen incomodidad a los sujetos en comparación a los sensores internos que se basan en agujas
introducidas en la piel. Novedosos sensores interactivos y portables se han propuesto para la medición de la
señal eléctrica muscular, tal como el dispositivo Myo Armbandr fabricado por Thalmic Labs, este brazalete con-
tiene 8 electrodos, un giroscopio, un acelerómetro y un magnetómetro para realizar reconocimiento de gestos
de la mano [18]. Este dispositivo no requiere de un uso excesivo de cables y conexiones para la medición de las
señales debido a que es inalámbrico, y los electrodos son de acero inoxidable permitiendo tener una vida útil
mayor con respecto a los electrodos superficiales tradicionales, además, no necesita de un amplio estudio para
la localización de electrodos en los sujetos.
Algunos investigadores, han usado el dispositivo Myo Armbandr para la adquisición de señales de elec-
tromiografía como Pomboza-Junez Gonzalo y Holgado-Terriza Juan A., quienes emplearon el brazalete Myo
Armbandr para detectar gestos de la mano, además de la rotación y orientación de los movimientos realiza-
dos por el sujeto [19]. De forma similar hicieron en el Instituto Nacional de Ciencia y Tecnología Industrial
Avanzada, los cuales presentaron una metodología para reconocer gestos utilizando el Myo Armbandr [20].
También se ha realizado un modelo para el reconocimiento de gestos manuales en tiempo real empleando el
Myo Armbandr y aprendizaje de máquinas [21].
Por otra parte, Simone Benatti et al. combinaron el dispositivo Myo Armbandr con los sensores Ottobock
para realizar el reconocimiento de 7 gestos de la mano de 4 sujetos en tiempo real. Las señales fueron clasifi-
cadas mediante Máquinas de Vectores de Soporte obteniendo un rendimiento del 90% para el reconocimiento
de gestos en tiempo real [22]. Al igual en [23], propusieron otro enfoque de combinación de un guante com-
puesto por sensores flexibles y el brazalete Myo Armbandr, para identificar el parámetro LOVETT de las per-
sonas que sufrieron un accidente cerebrovascular con Etil glucurónido (ETG), permitiendo a un médico contro-
lar la rehabilitación del paciente simplemente mirando los datos del registro del ETG.
Se han generado diferentes bases de datos con el propósito de reconocer movimientos y gestos de las manos,
utilizando sensores que permiten registrar las señales de electromiografía, tal como se mencionó anteriormente.
Entre las bases de datos encontradas están CapgMyo [24], Myo Dataset [25], csl-hdemg [26] y Ninapro [27],
siendo esta última la más utilizada en la literatura [28–33]. Estas bases de datos requieren de una etiquetación
para desarrollar posteriores etapas de aprendizaje automático y desarrollar modelos de aprendizaje supervisado.
Usualmente, las bases de datos son etiquetadas a partir de la reacción a estímulos visuales a medida que se
adquiere cada registro o se etiquetan manualmente por un experto. Sin embargo, algunos de estos métodos
de etiquetación pueden presentar errores, por ejemplo, los movimientos realizados por el sujeto pueden ser
diferentes a los sugeridos por el estímulo visual dado, lo que genera la necesidad de realizar un proceso de re-
etiquetado de los datos y además conseguir una persona experta requiere de tiempo y costos altos.
Diferentes metodologías se han implementado para la etapa de aprendizaje automático de gestos y movi-
mientos de los dedos de la mano, entre ellos, para la etapa de estimación de características se han usado en
la literatura características en el tiempo como Valor Absoluto Medio (MAV), Longitud de Forma de Onda (WL),
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Cruces por Cero (ZC), Cambios de Signo de Pendiente (SSC), Amplitud de Willison (WAMP), entre otros [15, 34–
36], en frecuencia se ha implementado la Frecuencia Media (FMN), Frecuencia Mediana (FDM), Modificada
Frecuencia Media (MFMN), Tasa de Frecuencia (FR), entre otros [37, 38]. Finalmente, en tiempo-frecuencia,
la Transformada de Fourier de tiempo corto (STFT) y la Transformada de Wavelet Discreta (DWT) son las más
utilizadas [11, 39, 40]. En el estado del arte para la estimación de características con DWT se han empleado
diferentes Wavelet madre, entre ellas están: Daubechies de orden 4, 5, 7 y 8 (db4, db5, db7, db8), coiflet de
orden 5 (coif5), symlets de orden 5 (sym5), biorthogonal de orden 4.4 (bior4.4), reverse biorthogonal de orden
2.2 (rbio2.2), entre otras, y con niveles de descomposición 3, 6, 7, 8, entre otros [11, 27, 41, 42]. Lo anterior
quiere decir que no hay un parámetro estándar para utilizar la DWT en esta aplicación. Por otro lado, con todas
las características obtenidas se hace necesario realizar una reducción de dimensión para identificar y remover
las características irrelevantes, mejorar el rendimiento computacional y reducir la complejidad, para esto se han
empleado técnicas de extracción de características como análisis de componentes principales (PCA) y el análisis
de componentes independientes (ICA), y los métodos de selección de características como selección secuencial
hacia adelante, selección secuencial hacia atrás, entre otros [43].
Las técnicas de aprendizaje más utilizadas en el campo del procesamiento de señales sEMG son de apren-
dizaje supervisado, debido a que se tiene la ventaja de las etiquetas preestablecidas para entrenar un clasifi-
cador. Los más mencionados y selecionados en la literatura son los k vecinos más cercanos (k-NN) [15, 44–46],
Máquinas de Vectores de Soporte (SVM) [47–49] y aprendizaje profundo [50–52].
En consecuencia a lo mencionado anteriormente, las técnicas de estimación de características y los clasifi-
cadores utilizados por los investigadores se han aplicado a las bases de datos de reconocimiento de gestos y mo-
vimientos de los dedos de la mano, en las que la persona realiza el gesto o un movimiento siguiendo un estímulo
visual, permitiendo etiquetar la base de datos para la posterior clasificación, sin embargo, esta etiquetación
puede presentar errores, obligando a llevar a cabo un proceso de re-etiquetado de datos, además, en la etapa
de generación de un espacio de representación a partir de características en el dominio de tiempo-frecuencia
con la DWT, se requiere de un ánalisis previo para identificar cuales son los parámetros (Wavelet madre, orden
y niveles de descomposición) que permitan obtener un buen desempeño con el clasificador debido a la alta
variedad de estos parámetros encontrados en la literatura.
Los gestos son una combinación de movimientos de los dedos, por lo tanto, reconocer el movimiento indivi-
dual de los dedos de la mano, permitirá reconocer diferentes gestos. Según lo anterior, en esta tesis se propone
una metodología en entrenamiento automático que se enfocará en el reconocimiento del movimiento indivi-
dual de los dedos de la mano utilizando señales sEMG mediante una adquisición inalámbrica, un etiquetado
automático de la base de datos para evitar una re-etiquetación, una etapa de estimación de características uti-
lizando características en los dominios del tiempo, frecuencia y tiempo-frecuencia. En esta última se hizo un
análisis exhaustivo con varias Wavelet madre y diferentes niveles de descomposición para encontrar la combi-
nación que mejor desempeño brinde en términos de discriminación y, finalmente, una etapa de clasificación
usando SVM, LDA, y k-NN. Los resultados obtenidos muestran que la metodología propuesta facilita el re-
conocimiento del movimiento individual de los dedos, utilizando como Wavelet madre la familia Daubechies
de orden 8 (db8) y 8 niveles de descomposición como parámetros de la DWT, y con un rendimiento moderado
para k-NN ya que logra una baja sensibilidad, pero por otro lado, alcanza un alto rendimiento para LDA y SVM
en términos de cuatro medidas de rendimiento superiores al 95% para reconocer los movimientos individuales
de los dedos de la mano.
PREGUNTA DE INVESTIGACIÓN E HIPÓTESIS
¿Se puede reconocer el movimiento individual de los dedos de la mano sin depender de una ubicación es-
pecífica de canales, usando análisis de señales electromiográficas de superficie basándose en técnicas de entre-
namiento automático y descomposición?
Se puede reconocer el movimiento individual de los dedos de la mano mediante una adquisición inalám-
brica de señales electromiográficas de superficie; analizando y procesando la señal, estimando características
de los patrones relevantes de la señal a partir de técnicas de descomposición, segmentación y caracterización.
Estas características estimadas permiten la posterior clasificación de la señal usando diferentes técnicas para




Proponer una metodología basada en entrenamiento automático para el reconocimiento del movimiento
individual de los dedos de la mano, a partir de la adquisición y el análisis de señales electromiográficas de su-
perficie.
ESPECÍFICOS
• Establecer un protocolo experimental para la adquisición de señales electromiográficas superficiales del
antebrazo usando un brazalete de electrodos con el fin de analizarlas para encontrar la mayor correspon-
dencia entre los canales y los movimientos de los dedos de la mano.
• Generar un espacio de representación del movimiento individual de los dedos de la mano, derivado del
análisis de señales electromiográficas de superficie.
• Clasificar el movimiento individual de los dedos de la mano mediante técnicas de entrenamiento au-
tomático de forma que se reduzca el error de reconocimiento en cada movimiento.
ESTRUCTURA
El cuerpo de esta tesis está constituida por 5 capítulos, en el Capítulo 1 presenta las definiciones y conceptos
fundamentales para el desarrollo de la presente tesis; en el Capítulo 2 se explica el protocolo propuesto para
la adquisición de los datos utilizando un brazalete de electrodos y una etiquetación automática usando sen-
sores flexibles; el Capítulo 3 corresponde a la generación de un espacio de representación y clasificación para
la discriminación del movimiento individual de los dedos de la mano en términos de desempeño-error y por
último, en el Capítulo 4 se exponen las conclusiones alcanzadas, basándose en los resultados que se obtuvieron
al analizar y desarrollar esta tesis, además de los proyectos futuros generados a partir de éstos.
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INTRODUCCIÓN
En este capítulo se introducen las definiciones, conceptos fundamentales y elementos teóricos en los que se
soporta el desarrollo de esta tesis. Este capítulo está dividido de la siguiente manera: En la Sección 1.1 se de-
finen los conceptos relacionados con la anatomía de la mano, en la Sección 1.2 los instrumentos utilizados para
la adquisición de los datos, en la Sección 1.3 se explica teóricamante el método de Descomposición de Modo
Empírico, la Sección 1.4 se concentra en describir las técnicas de estimación de características, y por último, en
la Sección 1.5 se presentan los conceptos teóricos de la reducción de dimensión y clasificadores implementados.
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1.1. ANATOMÍA DE LA MANO
1.1.1. FISIOLOGÍA DE LA MANO
La mano y la muñeca están compuestas por un conjunto de huesos y articulaciones que forman una estruc-
tura cinemática articulada compleja, cuya función es la fijación y manipulación de objetos de diferentes formas,
























Figura 1.1: Huesos y Articulaciones de la mano. Adaptado de [2]
1.1.2. HUESOS Y ARTICULACIONES DE LA MANO
La mano está constituida por cuatro grupos principales de articulaciones: Articulación Distal Interfalángica
(DIF), Proximal Interfalángica (PIF), Metacarpofalángica (MCF) y Carpometacarpiana (CMC), éstos son con-
stituidos por los 27 huesos que contiene la mano incluyendo los de la muñeca: 14 falanges de los dedos, 5
metacarpianos y 8 carpianos [3].
1.1.3. DEDOS DE LA MANO
Los dedos son órganos que permiten percibir por medio del tacto cualidades de los objetos y medios como
la temperatura, dureza, suavidad, aspereza, entre otros. La mano contiene cinco dedos designados, dedo pulgar
también conocido como el primer dedo, seguido del índice, medio, anular y meñique, estos dedos están forma-
dos por tres falanges: falange distal, media y proximal, a excepción del dedo pulgar que cuenta solo con falange
distal y proximal [4].
1.1.4. FLEXIÓN Y EXTENSIÓN DE LOS DEDOS DE LA MANO
El movimiento de flexión y extensión se realiza mediante la articulación metacarpofalángica, donde la flex-
ión MCF de los dedos de la mano tiene un rango de 0-90◦ — valores normales descritos por la Asociación para
el Estudio de la Osteosíntesis (AO) y de 0-90◦ para la Academia Americana de Cirujanos Ortopédicos (AAOS); la
extensión MCF de los dedos de la mano es: 0-30◦ (AO) y 0-45◦ (AAOS). Los dedos índice y meñique cuentan con
una extesión metacarpofalángica mayor a los demás dedos porque disponen de un tendón extensor propio [5].
1.1.5. MÚSCULOS DEL ANTEBRAZO
El antebrazo está limitado por su cara superior con el brazo mediante el codo y por su cara inferior con la
mano mediante la articulación de la muñeca, en la Figura 1.2 se pueden observar los músculos del antebrazo,
los cuales están divididos en dos [6]:
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1. Músculos anteriores del antebrazo, están compuestos por:
• Capa Superficial
• Capa Intermedia: Músculo Flexor superficial de los dedos.
• Capa Profunda: Músculo Flexor profundo de los dedos y Músculo Flexor largo del pulgar.
2. Músculos posteriores del antebrazo, están compuestos por:
• Capa Superficial: Músculo Extensor común de los dedos y Músculo Extensor del meñique.
• Capa Profunda: Músculo Separador largo del pulgar, Músculo Extensor corto del pulgar, Músculo
Extensor del índice y Músculo Extensor largo del pulgar.
Figura 1.2: Músculos del antebrazo. Tomado de [7]
1.1.6. ELECTROMIOGRAFÍA (EMG)
Consiste en el registro de las variaciones de voltaje que se generan en las fibras musculares como expresión
de la despolarización de sus membranas cuando se contraen, bien sea voluntariamente o como respuesta a un
estímulo eléctrico [8]. La EMG ofrece un fácil acceso a la fisiología o la fisiopatología del sistema neuromus-
cular, permitiendo estudiar y registrar el comportamiento bioeléctrico muscular utilizando electrodos. Existen
electrodos de superficie (sobre la piel), internos (dentro de la piel hasta el tejido muscular) y microelectrodos
(nivel celular) [9], la diferencia entre estos electrodos es que los de superficie no requieren de una intervención
quirúrgica y no presenta molestias para el sujeto, mientras que los internos y microelectrodos sí la requieren y
su inserción es muy dolorosa, además requiere de un personal especializado para su realización.
1.1.7. ELECTROMIOGRAFÍA SUPERFICIAL (SEMG)
Registra la actividad bioeléctrica generada en el músculo durante su contracción de forma no invasiva, per-
mitiendo el análisis de patrones de la actividad muscular para establecer planes de monitoreo o tratamiento de
los músculos. No obstante, no permite valorar la musculatura profunda y aporta menos amplitud y ruido que
los electromiogramas de aguja [10].
1.1.8. POTENCIALES DE UNIDAD MOTORA
Se define como unidad motora (UM) la neurona motora y las fibras musculares que inerva, las cuales están
ampliamente disperas en todo el músculo. Al activarse una unidad motora, el impulso llamado potencial de
acción se desplaza de la neurona motora hacia el músculo. El potencial de acción se transmite a través de la
unión neuromuscular (área donde el nervio hace contacto con el músculo), y se obtiene un potencial en todas
las fibras musculares inervadas por la unidad motora particular. La suma de toda esta actividad eléctrica se
conoce como Potenciales de acción de la unidad motora (MUAP) [11]. Las señales EMG obtienen el registro de
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las MUAP por medio de sensores (electrodos) cuando sólo dos o tres UM están activos en la zona de los sen-
sores, por lo general es posible identificar visualmente la mayoría de los potenciales de acción individuales UM
porque la incidencia de la superposición entre los potenciales individuales de acción UM es relativamente bajo.
Sin embargo, cuando la señal de EMG contiene la actividad de cuatro o más UMs los potenciales de acción in-
dividuales se convierten, en gran parte, indistinguibles a simple vista debido a la incidencia de la superposición
entre dos o más potenciales de acción UM pueden tener similitud. Las complejidades que ocurren dentro de
una señal son 1) superposición de los potenciales de acción de diferentes UM, 2) amplio rango dinámico de las
amplitudes entre los potenciales de acción de los distintos UMs de interés, 3) cambio de forma a través de los
diferentes potenciales de acción de cada UM y 4) la similitud de la forma en diversos momentos entre los poten-
ciales de acción de las diferentes UMs. Estos fenómenos pueden actuar al mismo tiempo con otros para hacer
de la descomposición una tarea difícil.
1.2. INSTRUMENTOS
1.2.1. BRAZALETE DE ELECTRODOS
El dispositivo Myo Armbandr es fabricado por los laboratorios Thalmic, y se utiliza para capturar las señales
sEMG producidas por la contracción de los músculos del antebrazo de un sujeto por medio de múltiples sen-
sores (electrodos, giroscopio, acelerómetro y magnetómetro), además es usado en aplicaciones que requieran
detectar gestos y movimientos de la mano. Este sensor es inalámbrico (Smart Wireless Technology), por lo que
presenta algunas ventajas con respecto a los electrodos superficiales, entre ellos su diseño permite la expansión
o contracción a un rango de circunferencia entre 19 cm y 34 cm. En la Tabla 1.1 se muestran las especificaciones
técnicas más importantes del brazalete Myo Armbandr [12].
Tabla 1.1: Especificación Técnica MYO Armband
Especificación Técnica MYO Armband








Electrodos 8 Acero inoxidable quirúrgico
Comunicación Bluetooth
Batería Ion de Litio
Carga Micro USB
Para esta tesis el sensor Myo Armbandr se usó en la parte más ancha del antebrazo, debido a que la señal es
más fuerte en esos músculos porque permiten realizar la extensión y flexión de los dedos de la mano detectando
mejor las señales sEMG, por tal motivo, es necesario verificar que quede fijo y con una presión soportable al
sujeto. El sensor MYO Armband se utiliza para capturar las señales sEMG del sujeto, las cuales son usadas para
el reconocimiento del movimiento individual de los dedos de la mano.
1.2.2. SENSORES FLEXIBLES
El sensor Flexible 56 mm Modelo SEN_0628 es patentado debido a su tecnología por la empresa Spectra Sym-
bol, este sensor se ha utlizado en aplicaciones de robótica, dispositivos médicos, entre otras [13, 14]. El sensor
consta de dos lados, uno contiene tinta de polímero con partículas conductoras incrustadas en ella, cuando el
sensor está en una posición recta las partículas permiten a la tinta una resistencia aproximada de 10 kΩ, pero
si se flexiona lejos de la tinta a 90 grados, las partículas se separan, aumentando la resistencia a 13 kΩ, cuando
el sensor vuelve a su posición recta, la resistencia regresa a su valor original [15]. El otro lado del sensor consta
de un pegante para situarlo de manera fija en una superficie, por tal motivo, el sensor está diseñado para flex-
ionarse en una sola dirección, de lo contrario el sensor podría dañarse. En la Tabla 1.2 se pueden observar los
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datos técnicos.
Tabla 1.2: Datos Técnicos Sensor Flexible 56 mm
Especificación Técnica Sensor Flexible 56mm
Resistencia Posición recta 10 kΩ ± 30%
Ciclo de vida >1 millón
Altura 0.43 mm
Rango de Temperatura -35◦C - + 80◦C
Resistencia a la curvatura Mínimo 2 veces >a la resistencia plana 180◦
Potencia 0.5 vatios continuos; 1 vatio pico
1.3. DESCOMPOSICIÓN DE MODO EMPÍRICO (EMD)
Método que permite descomponer una señal x(t ) como una suma de componentes de amplitud (AM) y
frecuencia (FM). Cada una de estas componentes son llamadas Funciones de Modo Intrínsecas (IMFs) o Modos.
La descomposición se basa en la escala de tiempo local de la señal y produce funciones de base adaptativas [1].
Los IMFs deben cumplir lo siguiente:
• La cantidad de números extremos (máximos y mínimos) y la cantidad de cruces por cero deben ser iguales
o diferir a lo sumo en uno.
• La media local, definida como el valor medio de las envolventes superior e inferior, debe ser nula para
todo punto.




c j + rn (1.1)
Donde c j es un IMF. De este modo, se puede obtener una descomposición de la señal en n IMFs, y un residuo
rn , el cual expresa la tendencia media de x(t ). Los valores IMFs c1, c2 hasta cn , incluyen diferentes bandas de
frecuencia que van desde altas a bajas, los cuales cambian con la variación de la señal x(t ) debido a que son
calculados de forma empírica [2].
1.4. ESTIMACIÓN DE CARACTERÍSTICAS
1.4.1. CARACTERÍSTICAS EN EL DOMINIO DEL TIEMPO
Las características del dominio del tiempo se calculan en función de la amplitud de la señal y son muy uti-
lizadas en el reconocimiento de patrones de señales sEMG, ya que permiten un procesamiento fácil y una eva-
luación rápida de las señales, ya que no requieren una transformación. Las características utilizadas en este
dominio son:
• Valor Integrado de EMG (IEMG): Se encuentra calculando la suma de los valores absolutos de las muestras
de la señal de EMG y se define de la siguiente manera [16]:
I E MG =
L∑
j=1
∣∣x j ∣∣ (1.2)
Donde x j es el valor de cada parte de la muestra, y L es la longitud del segmento del tiempo.
• Desviación Estándar: Representa qué tan separados están los datos con respecto a la media, y su expre-
sión matemática es [17]:
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xstd =
√√√√∑Lj=1 (x j −x)2
L−1 (1.3)
Donde x es la media de la señal.
• Diferencia del Valor Absoluto de la Desviación Estándar (DASDV): Es la raíz cuadrada del promedio del
cuadrado de la diferencia entre las amplitudes de sEMG adyacentes sobre el segmento de tiempo. En otras







x j+1 −x j
)2 (1.4)
• Valor Medio Absoluto (MAV): Estima el promedio del valor absoluto de los datos en un determinado seg-
mento de la siguiente manera [18]:




∣∣x j ∣∣ (1.5)
• Valor Absoluto Medio Modificado 1 (MMAV1): Es una extensión del MAV utilizando la función de ventana
de ponderación w j , así [19]:









)= { 1, 0.25L ≤ j ≤ 0.75L
0.5, Otr os
• Valor Absoluto Medio Modificado 2 (MMAV2): Es otra extensión de MAV, pero en esta ecuación se mejora
la función de ventana de ponderación w j , ya que es una función continua [19].











1, 0.25L ≤ j ≤ 0.75L
4 j /L, 0.25L > j
4( j −L), 0.25L < j
• Raíz media cuadrada (RMS): Caracteriza la señal de acuerdo a la estimación del contenido de energía, en






x j 2 (1.8)
• Varianza (VAR): Es el promedio del valor cuadrado de la amplitud de la señal sEMG. La ecuación se define
como [20]:
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• Longitud de forma de onda (WL): Es una longitud acumulada de la forma de onda sEMG en un segmento




∣∣x j+1 −x j ∣∣ (1.10)
• Cruce por cero (ZC): Es el número de veces que la señal sEMG cruzan el nivel de amplitud cero. Se debe
de incluir una condición de umbral ε en amplitud para evitar los cruces por cero producidos por el ruido
de la señal, el cálculo se define como [18]:
{




x j < 0 y x j+1 > 0
}
y |x j −x j+1| ≥ ε (1.11)
• Cambios en la pendiente de la señal (SSC): Es el número de cambios entre las pendientes positivas y
negativas. Se debe incluir un umbral ε para evitar el ruido, dadas tres muestras consecutivas x j−1, x j y
x j+1, el cambio de signo de pendiente se incrementa si [18]:
{




x j < x j−1 y x j < x j+1
}
y
∣∣x j −x j+1∣∣≥ ε o |x j −x j−1| ≥ ε (1.12)
• Amplitud Willison (WAMP): Calcula el número de veces que el valor absoluto de la diferencia entre la





(∣∣x j −x j+1∣∣) (1.13)
f (x) =
{
1 x > ε
0 Otr os
• Integral del cuadrado simple (SSI): Es una suma de los valores cuadrados de la amplitud de la señal EMG.





(|x j 2|) (1.14)
• Tasa de Porcentaje de Myopulse (MYOP): Es el valor promedio de salida myopulse que se define como
uno, cuando el valor absoluto de la señal EMG excede un valor de umbral ε predefinido como [16]:






(∣∣x j ∣∣)] (1.15)
f (x) =
{
1, i f x ≥ ε
0, Otr os
1.4.2. CARACTERÍSTICAS EN EL DOMINIO DE FRECUENCIA
Las características del dominio de frecuencia se basan en la densidad del espectro de potencia (PSD) de la
señal sEMG y se calcula mediante métodos paramétricos, sin embargo, estas características en comparación con
las características del dominio del tiempo requieren más cálculos y tiempo para calcular.
• Frecuencia Mediana (FMD): La frecuencia mediana divide en dos el espectro de densidad de potencia
(PSD) [16].





Donde M es la longitud del PSD, j es la j-ésima línea de PSD.
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• Frecuencia Media (FMN): Es la frecuencia promedio que se calcula como la suma del producto del espec-
tro de potencia sEMG y la frecuencia dividida por la suma total de la intensidad del espectro [16].
F M N =
∑M
j=1 f j PSD j∑M
j=1 PSD j
(1.17)
Donde M es la longitud del PSD y f j = ( j *tasa de muestreo) / (2 * M), y PSD j es la j-ésima línea de la
densidad del espectro de potencia.
• Modulación de Frecuencia Mediana (MFMD): Es la frecuencia a la que el espectro se divide en dos re-
giones con la misma amplitud, donde B j es la amplitud y está dada por [19]:





• Modulación de Frecuencia Media (MFMN): Es la suma del producto del espectro de amplitud B j y la
frecuencia f j , dividida por la suma total de la intensidad espectral, viene dada por [19]:
F M N =
∑M
j=1 f j B j∑M
j=1 B j
(1.19)
• Tasa de Frecuencia (FR): Se utiliza para distinguir la diferencia entre contracción y relajación de un mús-
culo en el dominio de la frecuencia, mediante la aplicación de la transformada rápida de Fourier a las
señales EMG en el dominio del tiempo [19].
F Ri =
|F (.)| il ow f r eq
|F (.)| ihi g h f r eq
(1.20)
Donde |F (.)| i es la transformada rápida de Fourier de la señal sEMG en j , ilow f r eq es la banda de frecuen-
cia baja, e ihi g h f r eq es la banda de frecuencia alta.
• Relación señal/ruido (SNR): Se define como la relación entre la media y la desviación estándar [21].
SN R = x
xstd
(1.21)
• Frecuencia pico (PKF): Frecuencia a la que se produce la potencia máxima durante la época. PKF es una
frecuencia a la que se produce la potencia máxima de sEMG. Se puede expresar como [22]:
PK F = max (PSD j ) , j = 1, ..., M (1.22)
• Potencia Media (MNP): Es la potencia promedio del espectro de potencia dentro de la época. Se define
como [20]:
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1.4.3. CARACTERÍSTICAS EN EL DOMINIO DE TIEMPO-FRECUENCIA
La representación de tiempo-frecuencia puede localizar la energía de la señal tanto en tiempo como en
frecuencia, permitiendo realizar análisis más fiables y más completos. Estas características generalmente re-
quieren una transformación que podría ser computacionalmente pesada.
• Transformada Wavelet Discreta (DWT): Es una transformación donde una señal es integrada con una




















versión desplazada y escalada de la Wavelet madre en el tiempo b y escala a.
1.5. REDUCCIÓN DE DIMENSIÓN Y CLASIFICACIÓN
1.5.1. SELECCIÓN SECUENCIAL HACIA ADELANTE (SFS)
El objetivo de los algoritmos de selección de características es elegir una serie de características del conjunto
de características extraídas que arroje un error de clasificación mínimo, es decir, obtiene las características más
discriminantes del conjunto de características. En este sentido, el algoritmo SFS utiliza un procedimiento de
búsqueda de abajo hacia arriba que comienza desde un conjunto vacío de características S y agrega gradual-
mente características seleccionadas al minimizar el error cuadrático medio (MSE) de alguna función de evalua-
ción, comúnmente la medida de Fisher. En cada iteración, la característica que se incluirá en S se selecciona
entre las características disponibles restantes y es la que tiene un mayor peso [24].
1.5.2. ANÁLISIS DE COMPONENTES PRINCIPALES (PCA)
PCA permite transformar un número de variables posiblemente correlaccionadas en un número de variables
no correlacionadas, llamadas componentes principales. El primer componente condensa la mayor cantidad de
variabilidad posible del conjunto de datos y cada uno de los componentes restantes absorbe el resto. Es utilizado
para reducir la dimensionalidad de un conjunto de datos multivariado. El valor de la varianza indica cuantos
componentes principales se van a utilizar para el conjunto de datos, es decir, cuanto mayor sea la varianza de
los datos, se considera que existe mayor información [25].
1.5.3. k- VECINOS MÁS CERCANOS (k-NN)
Es un método no paramétrico de aprendizaje supervisado que tiene como argumento principal la distan-
cia entre las muestras. El clasificador compara la nueva muestra con los k-vecinos más cercanos conocidos, y
dependiendo de la similitud entre los atributos, el nuevo caso se ubicará en la clase que más se acerque al atri-
buto más común entre ellos. El valor de k puede ser seleccionado teniendo un radio de comparación, usando
diagramas de Voronoi, curvas de error o pruebas de validación [26].
1.5.4. MÁQUINAS DE VECTORES DE SOPORTE (SVM)
Las máquinas de vectores de soporte son clasificadores binarios. Las SVM producen un hiperplano que
discrimina los datos en cuestión en sus clases correspondientes. Sin embargo, no siempre es posible separarlos
correctamente, de ser así, el resultado del modelo no se puede generalizar a otros datos. Esto se conoce como
sobreajuste. Para permitir algunos errores y reducir el sobreajuste, la SVM maneja un parámetro C que controla
el equilibrio entre los errores de entrenamiento y las márgenes rígidas, creando una margen suave que permite
una clasificación correcta. La función de costo de SVM se puede expresar en la ecuación (1.25):




‖w‖2 +C ∑ni=1 εi (1.25)
Donde w es un vector normal para el hiperplano y εi representa la penalización para el i -ésimo dato que no
satisface la restricción de margen. Se pueden encontrar más detalles sobre SVM de margen suave en [27].
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1.5.5. ANÁLISIS DISCRIMINANTE LINEAL (LDA)
Es un método de clasificación supervisado de variables cualitativas en el que dos o más grupos son conoci-
dos a priori. Encuentra una combinación lineal de rasgos que caracterizan o separan dos o más clases de objetos
o eventos, además esta relacionada con el análisis de varianza y análisis de regresión. LDA está estrechamente
relacionado con PCA, ya que ambos se basan en transformaciones lineales, para el caso de PCA, la transforma-
ción se basa en minimizar el error cuadrático medio entre los vectores de los datos originales y los vectores de
datos que pueden estimarse a partir de los vectores de datos de dimensionalidad reducida, y para el caso de LDA,
la transformación se basa en maximizar una proporción de "varianza entre clases" con el objetivo de reducir la
variación de datos en la misma clase y aumentar la separación entre clases [28].
1.5.6. MEDIDAS DE RENDIMIENTO DE LOS CLASIFICADORES
Para calcular el rendimiento de los clasificadores, se utilizan medidas como la sensibilidad y la especificidad,
estimando matrices de confusión, que muestran la distribución entre una clase verdadera y la clase predicha
por el clasificador usando etiquetas. Tiene cuatro posibles casos: si una instancia es positiva y se clasifica como
positiva, se llama verdadero positivo (VP), si se califica como negativa, se cuenta como falso negativo (FN). Si la
instancia es negativa y se clasifica como negativa, se considera como verdadero negativo (VN) y si se clasifica
como positiva, se considera como un falso positivo (FP).
La sensibilidad, la especificidad, la exactitud y la media geométrica se describen en términos de VP, VN, FN
y FP, tal como se indica en las ecuaciones (1.26), (1.27), (1.28),(1.29) respectivamente [29].
Sensi bi l i d ad = V P
(V P +F N ) (1.26)
E speci f i ci d ad = V N
(V N +F P ) (1.27)
E xacti tud = (V P +V N )
(V P +F P +V N +F N ) (1.28)
Medi a g eométr i ca =
√
V P
(V P +F N ) ·
V N
(V N +F P ) (1.29)
La exactitud es la medida estándar utilizada para evaluar el rendimiento de los clasificadores, ya que permite
saber que el valor medido está muy cerca del valor real. En términos más prácticos, tener exactitud del 100%
significa que las etiquetas originales son exactamente iguales a las obtenidas por el algoritmo de clasificación.
Además, la media geométrica también se usó para condensar algunos resultados porque tiene en cuenta tanto
sensibilidad como especificidad.
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INTRODUCCIÓN
Las señales sEMG se han convertido en una herramienta muy utilizada para el reconocimiento de gestos
y movimientos de los dedos, debido a la facilidad con la que se puede adquirir de manera no invasiva sin
generar incomodidad a los sujetos. Algunas bases de datos encontradas en la literatura como CapgMyo [1],
Myo Dataset [2], csl-hdemg [3] y Ninapro [4], utilizan electrodos superficiales o sensores novedosos para ad-
quirir señales electromiográficas y realizar la posterior etapa de reconocimiento. Para realizar el aprendizaje
automático, estas bases de datos son etiquetadas manualmente cuando la persona realiza el gesto siguiendo
un estímulo visual o por secuencia de los movimientos, sin embargo, esta manera de etiquetar puede generar
errores debido a que los movimientos realizados por el sujeto pueden ser diferentes a los sugeridos por el es-
tímulo visual, generando la necesidad de realizar un proceso de re-etiquetado de los datos. Por otro lado, las
bases de datos contienen pocos gestos que se pueden ver como combinaciones de movimientos de múltiples
dedos, por lo tanto, si se reconoce los movimientos individuales de los dedos, es posible realizar 27 combina-
ciones entre los dedos (gestos), debido a que el dedo pulgar es capaz de tocar punta a punta los dedos índice,
medio, anular y meñique con una combinación de aducción-abducción y flexión-extensión, incrementando el
número de gestos [5]. En este Capítulo se explican los aspectos relacionados con la adquisición de señales de
electromiografía superficial para el reconocimiento de los movimientos individuales de los dedos, el cual está
compuesta por 5 secciones. En la sección 2.1 se explica el prototipo de adquisición, en la sección 2.2 el protocolo
experimental de adquisición, la adquisición de la base de datos se resume en la sección 2.3, y por último, en la
sección 2.4 se propone el etiquetado automático de la base de datos para el posterior reconocimiento.
2.1. PROTOTIPO DE ADQUISICIÓN
Las señales sEMG son registradas mediante el brazalete Myo Armbandr, este dispositivo contiene 8 electro-
dos de acero inoxidable y la comunicación es inalámbrica [6], por lo que presenta algunas ventajas con respecto
a los electrodos superficiales, entre ellos su diseño al ser inalámbrico, ya que no requiere de uso excesivo de
cables y permite la expansión o contracción a un rango de circurferencia entre 19 cm y 34 cm. Además, la ubi-
cación del dispositivo en los sujetos no necesita de un estudio minucioso de la fisiología de los músculos donde
se va a adquirir las señales electromiográficas.
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Las señales del dispositivo Myo Armbandr son enviadas inalámbricamente a un receptor Bluetooth HT010
utilizando MyoBridge Firmware, este bluetooth se conecta por comunicación serial a un microcontrolador Fea-
ther Bluefruit-32U4 alimentado con una bateria de 3.7 voltios, 400mA, y a su vez las señales adquiridas por los
sensores flexibles también son enviadas al mismo microcontrolador, esto con el objetivo de que ambas señales
estén sincronizadas para después realizar un pre-proceso de etiquetación automático para el posterior apren-
dizaje automático de los movimientos individuales de los dedos de la mano, el cuál se explicará en la sección 2.4.
Es importante aclarar que el dispositivo Myo Armbandr se utiliza para la adquisición de las señales sEMG
para el posterior reconocimiento del movimiento individual de los dedos de la mano y los sensores flexibles son
usados para etiquetar automáticamente la base de datos, la cual contiene los movimientos adquiridos con el
dipositivo mencionado anteriormente.
2.2. PROTOCOLO EXPERIMENTAL
El protocolo que se va a presentar a continuación, tiene como objetivo explicar el procedimiento para ad-
quirir señales sEMG en el antebrazo de sujetos voluntarios utilizando un prototipo de adquisición, con el fin
de interpretar estas señales para encontrar la mayor correspondencia entre los electrodos y los movimientos
individuales de los dedos.
La adquisición de las señales electromiográficas se realizó dentro del laboratorio Máquinas Inteligentes y
Reconocimiento de Patrones ubicado en Parque-i (Sistema Integrado de laboratorios) del Instituto Tecnológico
Metropolitano – ITM. El procedimiento tiene una duración de 15 minutos por cada sujeto, diez en las instruc-
ciones y cinco en el proceso de la adquisición de las señales, se describen los pasos del procedimiento a conti-
nuación:
• Información de la adquisición de datos: Se le informa al sujeto sobre el proyecto en general en el cual va
a participar, los procedimientos y los riesgos que se pueden generar durante la adquisición de datos.
• Entrega del consentimiento informado: Se le otorga al sujeto el consentimiento informado para que
pueda tomar una decisión de participación. Comprendido el procedimiento que debe seguir para la
adquisición de datos, los efectos secundarios y las molestias, el sujeto debe firmar la autorización en caso
de aceptar.
– Efectos secundarios: Es posible que los electrodos de superficie que contiene el dispositivo Myo
Armbandr puedan generar una reacción alérgica en la piel semejante a un enrojecimiento, estos
efectos son menores y no se conocen a la fecha más efectos secundarios relacionados con los sen-
sores y procedimientos a realizar.
– Molestias: Al participar de este estudio es posible que se experimenten molestias menores, incomo-
didad y alguna presión mínima por el uso constante del brazalete MYO Armbandr para la adquisi-
ción de señales del antebrazo, y en los dedos por las cintas velcro que ajustan los sensores flexibles.
• Registro de los datos del sujeto: Se obtiene información de la edad, sexo, peso y altura, para el control del
registro de los sujetos pertenecientes a la base de datos.
• Verificar condiciones iniciales para el procedimiento: Se le pide a cada sujeto antes de comenzar con
la adquisición, sentarse con ambos brazos apoyados sobre una mesa, de la manera más cómoda y sin
distracciones que puedan perturbar su atención durante la ejecución de las tareas motoras.
• Indicar al sujeto el procedimiento: Se realiza un ejemplo con el sujeto donde se muestran los 6 movi-
mientos y las 5 repeticiones que debe realizar por cada uno de los movimientos para la adquisición de los
datos. Los movimientos son los siguientes:
– Movimiento 1. Flexión del dedo pulgar
– Movimiento 2. Flexión del dedo índice
– Movimiento 3. Flexión del dedo medio
– Movimiento 4. Flexión del dedo anular
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(a) Localización de los sensores flexibles en los dedos de la mano (b) Localización del dispositivo Myo Armbandr en el antebrazo
Figura 2.1: Prototipo de Adquisición
– Movimiento 5. Flexión del dedo meñique
– Movimiento 6. Estado de reposo
Los movimientos de flexión de los dedos de la mano no se realizan con un orden consecutivo, es decir, de
pulgar a meñique o de meñique a pulgar, esto con el fin de que el sujeto realice los movimientos de manera
atenta y no por inercia, permitiendo realizar una buena adquisición. Por lo tanto, la flexión de los dedos se
hace cuando se le indica al sujeto cuál dedo flexionar señalándole la punta del dedo seleccionado, luego
se le cuentan las 5 repeticiones a medida que lo va flexionando, cuando termina las repeticiones del dedo
seleccionado, el sujeto espera la indicación del siguiente dedo, y vuelve a realizar las 5 repeticiones con el
dedo y así sucesivamente hasta terminar con todos los dedos de la mano, este registro sólo se realiza una
vez por sujeto.
• Ubicación del dispositivo e instrumento:
Al sujeto se le ubican sensores flexibles en cada dedo de la mano y un dispositivo Myo Armbandr en el
antebrazo como se ilustra en la Figura 2.1.
– Sensor Flexible Modelo SEN0628 56mm: Cada sensor es ajustado uno a cada dedo de la mano me-
diante dos piezas, las cuales se diseñaron y se crearon en una impresora 3D– replicator 2x, marca
Maker Bot, con el material Ácido poliláctico (PLA), y unas cintas velcro de 1.2 cm de ancho, ver
Figura 2.1(a).
– Myo Armbandr: Se sitúa el dispositivo MYO Armbandr en la mano derecha del sujeto, asegurando
que el canal cuatro esté en el antebrazo inferior seguido por el canal tres en sentido horario y el
quinto canal en sentido anti horario, ver Figura 2.1(b).
• Adquisición de señales electromiográficas de superficie: Se registran las señales de electromiografía del
sujeto cuando éste realiza los movimientos indicados anteriormente.
• Finalización de la adquisición de señales electromiográficas: Al culminar la adquisición de las señales
de electromiografía superficial del sujeto, se retira el dispositivo MYO Armbandr y los sensores flexibles.
2.3. ADQUISICIÓN BASE DE DATOS
Se adquirieron señales sEMG con el dispositivo Myo Armbandr a 54 sujetos, 31 hombres y 23 mujeres entre
20-35 años de edad, sanos y voluntarios sin problemas motores o fisiológicos conocidos.
Para lograr un buen desempeño en términos de discriminación, en las etapas de extracción de características
y clasificación se realiza un filtrado de las señales sEMG adquiridas, con el fin de minimizar los ruidos o artefac-
tos de las señales sEMG provenientes de la red de distribución eléctrica (60Hz) y de fuentes del entorno como
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los ruidos intrínsecos que resultan entre el contacto de la piel y el electrodo. Se utiliza un filtro rechazabanda
Butterworth de orden 2 con una frecuencia de muestreo de 200Hz (frecuencia del dipositivo Myo Armbandr),
y una frecuencia de corte entre 58Hz y 62Hz. Además, la señal se filtra con un paso alta con una frecuencia de
corte de 20Hz, debido a que las sEMG contienen información sobre las unidades motoras activas entre el rango
de frecuencia de 2Hz a 500Hz [7–9].
La base de datos es etiquetada automáticamente mediante un pre-proceso y sacando provecho de la infor-
mación entregada por 5 sensores flexibles Modelo SEN0628 56mm, que se sitúan uno en cada dedo de la mano,
estos sensores permiten identificar a partir de la variación de la resistencia cuando éste se flexiona, donde su
resistencia es inversamente proporcional a la flexión aplicada. Luego de adquirir las señales con los sensores
flexibles, se realiza el pre-proceso de estas señales para el etiquetado de las señales sEMG, encontrando el seg-
mento donde se realiza la actividad motora para identificar el movimiento realizado y enumerarlo según su
clase. En la próxima sección se explica el pre-proceso y el etiquetado automático.
2.4. ETIQUETADO AUTOMÁTICO
La metodología utilizada para la etiquetación se representa en la Figura 2.2 y consta de cuatro etapas: fil-
trado, obtención de la energía de la señal, estimación de los puntos mínimos, e identificación del punto inicial
y final de la actividad motora de la señal adquirida con los sensores flexibles. A continuación se hace la descrip-
ción de cada una de las etapas.
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activación motora
Figura 2.2: Diagrama de las etapas del etiquetado propuesto
Inicialmente, las señales adquiridas con los sensores flexibles son centralizadas restando la media para que
todas queden sobre el mismo eje y = 0. Encontrar una actividad motora, es decir, las cinco repeticiones realiza-
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das por cada movimiento como se indicó en el protocolo, se podría lograr encontrando los valores mínimos en
la señal original, la cual contiene las cinco repeticiones claramente visibles sin otras activaciones producidas por
los movimientos involuntarios, tal como se ilustra en la Figura 2.3(a), también se puede ver en las Figuras 2.3(b)
y 2.3(c) que a pesar de que hay ruido se pueden identificar fácilmente las cinco repeticiones ya que tienen mayor
amplitud que los segmentos de ruido en la señal. Sin embargo, en las señales originales se presentan diferentes
casos que no permiten encontrar fácilmente la actividad motora. A continuación se describe cada uno.











(a) Sujeto 1, canal 9











(b) Sujeto 33, canal 13











(c) Sujeto 37, canal 11











(d) Sujeto 40, canal 10
Figura 2.3: Señal original con las cinco repeticiones claramente visibles
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• Caso 1. En la señal se pueden observar diferentes actividades motoras, por lo general, son la que queremos
identificar y otra involuntaria generada por el movimiento de otro dedo, ver Figura 2.4. En la Figura 2.4(a)
y la Figura 2.4(b) se puede observar que hay dos activaciones motoras, cada una con sus 5 repeticiones, a
diferencia de las figuras anteriores, la Figura 2.4(c) tiene las dos activaciones unidas.











(a) Sujeto 1, canal 12











(b) Sujeto 32, canal 10











(c) Sujeto 48, canal 12
Figura 2.4: Señales originales que presentan activaciones involuntarias
• Caso 2. En la señal se presenta la actividad motora con las cinco repeticiones y otra actividad involuntaria
con valores inferiores a la de la actividad motora, ver Figura 2.5.
Por lo tanto, si encontramos en el caso 1 los valores mínimos, se puede identificar el movimiento involuntario
como la actividad motora, generando un error en la etiquetación. Asimismo, en el caso 2 se podría identificar
como actividad motora el movimiento involuntario porque éste puede tener los valores más pequeños que los
de la actividad motora.
Para evitar que ruidos u otras activaciones involuntarias o reflejos se identifiquen como una actividad mo-
tora, y teniendo en cuenta que hay mayor energía cuando se realiza la actividad motora debido a los cinco mo-
vimientos consecutivos como se explica en el protocolo, se estiman las áreas bajo la curva (energía) mediante
ventanas deslizantes de 150 puntos, luego se ubica el punto de mayor energía (pico), ver Figura 2.7(c), y a partir
de ese punto el tamaño de la ventana se amplía 150% puntos del tamaño de la ventana usada por izquierda y
por derecha, encontrando el intervalo de la actividad motora voluntaria.
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(a) Sujeto 3, canal 12











(b) Sujeto 25, canal 13











(c) Sujeto 28, canal 13
Figura 2.5: Señales originales donde se presentan diferentes mínimos
En ocasiones las señales contienen una desviación de la línea de base (ruido), es decir, las señales contienen
amplitudes diferentes debido a la naturaleza bipolar de la señal tal como se ilustra en la Figura 2.6, este ruido
puede dañar el enfoque de la energía debido a que si se presenta mayor amplitud en la desviación de la señal
u otro movimiento involuntario que en la señal de la activación motora, el ruido se puede identificar como
el punto de mayor energía, presentando un inconveniente para encontrar la actividad motora. Con el fin de
remover este ruido, se descompone la señal mediante EMD y se le restan los dos últimos IMFs y el residuo, ya
que en ellos es donde se encuentran las bandas de frecuencia bajas [10–12], de tal manera que si en un segmento
de la señal hay una activación motora con una amplitud inferior a la de ruido, movimientos involuntarios o
desviación de la señal, éstas no se identifiquen como el punto de mayor energía. Luego, a la señal sin desviación
de la línea de base se le encuentra la energía mediante ventanas deslizantes y el intervalo de la activación motora,
tal como se explicó anteriormente.
Despúes en la señal original, ver Figura 2.7(a), los valores encontrados fuera del intervalo hallado a partir de
energía se dejan constantes, por consiguiente, se encuentran los 5 valores mínimos consecutivos los cuales están
resaltados en color rojo como se puede ver en la Figura 2.7(d), y luego se ubica la actividad motora encontrando
el punto inicial con 15 puntos antes del primer valor mínimo y el final con 15 puntos despúes del último valor
minímo como se ilustra en la Figura 2.7(e), en esta figura el valor inicial está aproximadamente en 300 y el valor
final en 550.
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Para etiquetar la señal filtrada del Myo Armbandr, el intervalo de activación hallado anteriormente se ubica
en las señales adquiridas por éste y se le asigna la clase en la cual pertenece la actividad motora, como se puede
ver en la Figura 2.8 tenemos las señales sEMG de un sujeto registradas por los 8 electrodos del dispositivo Myo
Armbandr etiquetadas cada uno con su clase (respectivo movimiento), estas etiquetas se encuentran clasifi-
cadas en franjas de señales con las cinco repeticiones de cada movimiento. El color amarillo pertenece a la clase
o movimento de reposo, el mostaza la flexión del meñique, verde flexión del dedo anular, cian flexión del dedo
medio, azul flexión índice y por último, azul oscuro flexión del dedo pulgar.
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(a) Sujeto 17, canal 9











(b) Sujeto 28, canal 12











(c) Sujeto 30, canal 13











(d) Sujeto 41, canal 9
Figura 2.6: Señales originales donde se presentan diferentes corrimientos de línea base
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(c) Señal de la energía











(d) Señal con los puntos mínimos











(e) Señal original con la identificación de la actividad motora
Figura 2.7: Proceso de identificación de la actividad motora voluntaria
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Figura 2.8: Señal sEMG etiquetada con la metodología propuesta
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INTRODUCCIÓN
Para discriminar los movimientos de los dedos y los gestos de la mano, se han utilizado varios estimadores
de características y clasificadores, las características más comunes son divididas en tres dominios: tiempo, fre-
cuencia y el dominio de tiempo-frecuencia. El primer dominio incluye características como Valor Absoluto
Medio (MAV), Longitud de Forma de Onda (WL), Cruces por Cero (ZC), Cambios de Signo de Pendiente (SSC),
Amplitud de Willison (WAMP), entre otros [1–4]. En el segundo dominio, las características más utilizadas son
Frecuencia Media (FMN), Frecuencia Mediana (FDM), Frecuencia Media Modificada (MFMN), Tasa de Frecuen-
cia (FR), entre otros [5, 6]. Finalmente, en el dominio tiempo-frecuencia, la Transformada de Fourier de tiempo
corto (STFT) y la Transformada de Wavelet Discreta (DWT) son las más utilizadas [7–9]. El aprendizaje super-
visado emplea un conjunto de datos conocidos, llamado conjunto de entrenamiento, este conjunto está divido
en dos partes, primero datos de entrada (características) y segundo valores de respuestas (etiquetas). La fi-
nalidad es poder realizar predicciones mediante técnicas de clasificación tales como k-vecinos más cercanos
(k-NN) [4, 10–12], Máquinas de Vectores de Soporte (SVM) [13–15] y aprendizaje profundo [16–18]. Si al con-
junto de características se le extraen las más relevantes, el costo computacional y la complejidad se reduce,
además, eliminar redundancias y características no relevantes generalmente mejora el desempeño de un clasi-
ficador [19, 20], por lo tanto, existen varios métodos para reducir la dimensión, entre los más utilizados están el
análisis de componentes principales (PCA) y el análisis de componentes independientes (ICA), y los métodos de
selección como selección secuencial hacia adelante, selección secuencial hacia atrás, entre otros [21]. En este
capítulo se presenta la etapa de estimación de características y clasificación usando la base de datos etiquetada
mencionada en el Capítulo 2, con el fin de reconocer el movimiento individual de los dedos de la mano.
3.1. GENERACIÓN DE UN ESPACIO DE REPRESENTACIÓN
Consiste en calcular la información representativa de las señales sEMG que producen un conjunto de ca-
racterísticas que reduce la dimensionalidad del problema de reconocimiento de patrones para la optimización
del tiempo de cálculo. Las características se calcularon a partir de tres dominios: tiempo, frecuencia y tiempo-
frecuencia, que están ampliamente documentados en la literatura [1–6]. Las características estimadas se re-
sumen en la Tabla 3.1.
31
3.1. GENERACIÓN DE UN ESPACIO DE REPRESENTACIÓN 32
Tabla 3.1: Características estimadas a partir de señales sEMG. Para más información, ver [3]
Dominio del tiempo Dominio de frecuencia Dominio tiempo-frecuencia




partir de los coeficientes:
— Energía de Shannon
— Energía de Teager











Valor Medio Absoluto (MAV)




Valor Absoluto Medio Modificado 2
(MMAV2)
Raíz media cuadrada (RMS)
Tasa de Frecuencia (FR)
Varianza (VAR)
Longitud de forma de onda (WL)
Relación señal/ruido (SNR)
Cruce por cero (ZC)




Integral del cuadrado simple (SSI)
Potencia Media (MNP)
Tasa de Porcentaje de Myopulse
(MYOP)
En la generación del espacio de representación, se obtuvo una matriz de características con 324 mues-
tras (filas) o instancias y 720 características (columnas). Se estableció empíricamente tres veces el valor de la
desviación estándar de la señal mediante búsqueda en rejilla, de 0.5 a 5 con pasos de 0.5, como el valor del
umbral de las características del dominio de tiempo ZC, SSC, WA, MYOP.
3.1.1. SELECCIÓN DE PARÁMETROS PARA LA TRANSFORMADA DE WAVELET
En la literatura para realizar la estimación de características en el dominio tiempo-frecuencia se ha uti-
lizado la transformada Wavelet con variedades de Wavelet madre y niveles de descomposición [8, 23–25], estos
parámetros no están definidos como estándar para el reconocimiento de gestos y movimientos de los dedos
de la mano, por lo tanto, en esta tesis se hace una experimentación con diferentes familias y niveles, con el fin
de encontrar los parámetros más representativos en la descomposición Wavelet y generar un espacio de repre-
sentación apropiado. Se utilizan las familias Daubechies con órdenes desde el 1 al 10, coif1, coif4, coif5, bior2.2,
bior4.4, bior5.5, rbio2.2 y por último, sym5, cada familia con 3, 4, 5, 6, 7 y 8 niveles de descomposición y las
características estimadas a partir de los coeficientes son la energía de Shannon, energía de Teager, la energía
cuadrada, media, varianza, desviación estándar y la curtosis [22].
Las características obtenidas con estas familias y niveles tienen una alta dimensionalidad, por lo tanto, se
realiza una selección de características (SFS) y una extracción de características (PCA). Se utilizó SFS para re-
ducir el número de dimensión al 30% del valor original y PCA también para reducir la dimensión reteniendo el
98% de la varianza [26], luego, para encontrar cuál es la mejor familia y nivel de descomposición, se hace una
comparación con tres conjuntos de datos, el primero cuenta con las características estimadas a partir de los
coeficientes mencionados anteriormente, el segundo con el conjunto de datos reducida con PCA y el tercer con-
junto reducido con SFS. Se utiliza la media geométrica para evaluar el desempeño de los clasificadores k-NN,
LDA y SVM en los tres conjuntos para encontrar los parámetros (Wavelet madre y niveles de descomposición)
que mejor resultado brinden.
En la Figura 3.1 se pueden observar los resultados obtenidos para el conjunto de datos con las característi-
cas estimadas a partir de los coeficientes Wavelet (energía de Shannon, energía de Teager, la energía cuadrada,
media, varianza, desviación estándar y la curtosis), comparando las 18 familias, los niveles de descomposición
del 3 al 8 y el desempeño con cada clasificador. En la Figura 3.1(a) las familias y el niveles con el mejor desem-
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peño obtenido con el clasificador k-NN son bior 2.2 con 3 niveles de descomposición y bior 4.4 con niveles 6 y
7. Asimismo, se puede observar que el clasificador k-NN comparado con los demás (LDA y SVM), no tiene un
buen desempeño en términos de la media geométrica, en la Figura 3.1(b) se obtuvo con el clasificador LDA la
Wavelet madre db8 con el nivel 3, sin embargo, también hay otras familias que pueden seleccionarse porque
tienen desempeños similares como db9 y sym5, con niveles 3 y 4, en la Figura 3.1(c) la Wavelet madre que mejor
desempeño presenta es bior 2.2 con 7 niveles, en esta gráfica ocurre lo mismo que en las anteriores, hay otras
































































































(c) Comparación de familias Wavelet vs desempeño SVM
Figura 3.1: Comparación con el conjunto de datos con características estimadas a partir de los coeficientes de las familias Wavelet vs desem-
peño (media geométrica) con diferentes clasificadores y niveles de descomposición del 3 al 8
En la Figura 3.2 se hace la comparación de los resultados obtenidos para las 18 familias, niveles de des-
composición, y clasificadores k-NN, LDA y SVM, con el conjunto de datos reducido con PCA. En la primera
Figura 3.2(a) se observa que el mejor resultado con k-NN se obtiene con la Wavelet madre bior 2.2 y coif 4 con 4
y 3 niveles respectivamente, en la segunda Figura 3.2(b) con el clasificador LDA la Wavelet madre que presenta
un buen desempeño en términos de la media geométrica es db8 y 8 niveles de descomposición, sin embargo,
también hay otras Wavelet madre con desempeños similares como db9, bior 2.2, bior4.4 con nieveles 6 y 8, en
la tercera Figura 3.2(c) se puede ver que hay diferentes familias que pueden entregar un buen desempeño con
el clasificador SVM como lo son db7, db8, coif1 y sym5 con 3 niveles de descomposición, sin embargo con la
Wavelet madre db8 se puede observar en la gráfica que hay un bajo error.
En la Figura 3.3 se comparan los resultados alcanzados con las 18 familias, los niveles de descomposición del
3 al 8, y los clasificadores k-NN, LDA y SVM con el conjunto de datos reducido con SFS. Con el clasificador k-NN
las Wavelet madre son coif1, bior 4.4, db8 con niveles 7 y 8. Con el clasificador LDA en la Figura 3.3(b) también
































































































(c) Comparación de familias Wavelet vs desempeño SVM
Figura 3.2: Comparación con el conjunto de datos reducido con PCA de las familias Wavelet vs desempeño con diferentes clasificadores y
niveles de descomposición del 3 al 8
hay variedad, las Wavelet madre que alcanzan resultados más altos son db8, db9, coif1 y bior 4.4 con niveles 7
y 8, por último con el clasificador SVM los resultados presentados en la Figura 3.3(c), las familias con un mayor
desempeño son db8, bior 4.4, coif5 y db9 con niveles 6, 7 y 8. Con este conjunto de datos se puede observar
que en la Figura 3.3 se entrega el mejor desempeño con la media geométrica con respecto a los otros conjuntos,
confirmando la necesidad de reducir la alta dimensión con el método SFS.
Como conclusión de la experimentación realizada, se puede confirmar lo revisado en la literatura, es decir,
se utilizan una gran variedad de familias y niveles para realizar reconocimiento de los gestos y movimientos
de los dedos de la mano, sin embargo, se puede observar en las figuras anteriormente mencionadas que hay
familias que se repiten con las más altas medias geométricas en los diferentes conjuntos de datos, entre ellas
están las Wavelet madre bior 2.2, bior 4.4, coif 5, db9 y db8 con los niveles que se destacan varias veces 6, 7 y 8.
Desde el punto de vista del desempeño por cada clasificador, el k-NN tiene el menor desempeño de resultados
en comparación con los demás clasificadores, por lo tanto, no es adecuado para definir los mejores parámetros
para la transformada Wavelet discreta. También, basándose en los resultados obtenidos en términos de me-
dia geométrica, se puede deducir que realizando reducción con selección de características (SFS) se logran los
mejores resultados de reconocimiento para LDA y SVM, en comparación con el conjunto reducido con PCA y
el conjunto de datos sin reducción. A partir de lo anterior, para el desarrollo de los demás experimentos de
esta tesis se seleccionó como Wavelet madre la db8 con 8 niveles de descomposición para la caracterización
en tiempo-frecuencia con DWT de la base de datos adquirida, debido a que estos parámetros tienen un mejor
desempeño y constancia en términos de media geométrica.
































































































(c) Comparación de familias Wavelet vs desempeño SVM
Figura 3.3: Comparación con el conjunto de datos reducido con SFS de las familias Wavelet vs desempeño con diferentes clasificadores y
niveles de descomposición del 3 al 8
3.2. REDUCCIÓN DE CARACTERÍSTICAS
Se utilizó SFS y PCA para la etapa de reducción de características con el fin de seleccionar un subconjunto
de características que proporcione la información más relevante de los movimientos de los dedos de la mano,
evitando la redundancia entre ellas y eliminando las irrelevantes, reduciendo así la dimensionalidad del apren-
dizaje, problema que podría conducir a una reducción del tiempo computacional e incluso a mejorar el rendi-
miento de la clasificación. Finalmente, se obtuvo una matriz de 324 muestras (filas) o instancias y 720 carac-
terísticas (columnas), que al reducirse con SFS se retienen 192 características y con PCA el valor depende de la
retención de la varianza, en este caso, se buscó retener el 98% de la varianza total.
3.3. CLASIFICACIÓN
El proceso de clasificación tiene como objetivo identificar las etiquetas de las instancias en un conjunto
de prueba (instancias desconocidas para el clasificador) sólo con base en las características obtenidas de las
señales, es decir, el clasificador reúne las características de la señal sEMG y las asocia con una acción motora, en
este caso para cada movimiento individual de los dedos de la mano, clase 1 (movimiento del dedo pulgar), clase
2 (movimiento del dedo índice), clase 3 (movimiento del dedo medio), clase 4 (movimiento del dedo anular),
clase 5 (movimiento del dedo meñique) y por último clase 6 (estado de reposo). Se usaron clasificadores k-NN,
SVM y LDA uno contra todos [27–29], y para evitar el sobreajuste de dichos modelos de clasificación, se realizó
una validación cruzada con 10 iteraciones.
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El clasificador k-NN se estableció con k igual a 1, 3, 5 y 7, se utilizó un kernel lineal para el clasificador
SVM y se usó un valor C de 1. Los clasificadores y la técnica de selección de características se usaron con la
herramientas de Balu [30]. Finalmente, para evaluar la precisión del rendimiento de la clasificación, se usaron
medidas de exactitud, sensibilidad, especificidad y media geométrica.
Para determinar el mejor desempeño obtenido para el reconocimiento del movimiento individual de los
dedos, se utilizaron los conjuntos de características tiempo (XT) con 120, frecuencia (XF) con 96 y tiempo-
frecuencia (XTF) con 504, y se hizo con estos conjuntos una comparación evaluando de manera individual,
con las posibles combinaciones entre los conjuntos y todas unidas en un sólo conjunto, además, se evaluó cada
conjunto con todas las características, reducidas con PCA reteniendo los datos al 98% de la varianza y con SFS










Figura 3.4: Experimentación con los conjuntos de características para evaluar el desempeño para el reconocimiento del movimiento indivi-
dual de los dedos
En la Figura 3.5, se puede observar el desempeño del conjunto de características XT con el clasificador k-NN
en cada clase, con k igual a 1, 3, 5 y 7. Analizando esta figura, podemos notar que con el valor de k = 1 (ver
Figura 3.5(a)), se tiene un mejor desempeño en comparación con los demás valores de k, tal como se puede
observar en la Figura 3.5(b) y la Figura 3.5(c). Los valores de k iguales a 3 y 5, tienen un desempeño similar en
exactitud (80%) y especificidad (90%) en cada clase, sin embargo, en sensibilidad y media geométrica varían con
respecto a cada clase. Con el valor de k= 7 los valores de desempeño en sensibilidad y media geométrica son casi
cero en las clases 2 y 3, por lo tanto, podemos deducir que en la Figura 3.5(d) se demuestra que el clasificador con
k igual a 7 no permite obtener un buen desempeño para el reconocimiento de los movimientos de los dedos.
En la Figura 3.6 se ilustra el desempeño del conjunto de características XF con el clasificador k-NN con los
valores de k igual a 1 y 7. Con este conjunto de características ocurre lo mismo que con el de XT, en k igual a 7, ver
Figura 3.6(b), el valor de la sensibilidad y media geométrica es casi cero, lo cual demuestra que este clasificador
no discrimina la clase objetivo, y con el valor de k igual a 1, ver Figura 3.6(a), se cuenta con un mejor desempeño
en comparación con los otros valores de k igual a 3, 5 y 7.
En la Figura 3.7 el conjunto de características XTF con el clasificador k-NN, no tiene mucha diferencia con
los resultados obtenidos anteriormente (XT y XF), el valor de k que permite tener un mejor desempeño es uno
en comparación con los valores de k igual a 3, 5 y 7, ver Figura 3.7(a), además el rendimiento con la sensibilidad
y la media geométrica en algunas clases con el valor de k igual a 7 es cercano a cero, es decir, no es capaz de
discriminar la clase objetivo (ver Figura 3.8(b)), en este caso, en la clase 1 y 2.
Utilizando para la medida de desempeño el clasificador k-NN y todas las características en un mismo con-
junto (XT+XF+XTF), podemos observar que también tenemos el mismo problema con el valor de k igual a 7,
ver Figura 3.8(b), en este caso la clase que no tiene un buen desempeño en sensibilidad y media geométrica
es la clase 1 y 2. Con el valor de k igual a 1, en la Figura 3.8(a), se puede visualizar que tiene mejor resultado
comparado con los demás valores de k, por lo tanto, se puede concluir que con el clasificador k-NN el número
de vecinos 3, 5 y 7 no entregan un buen desempeño para la discriminación de la clase objetivo, debido a que en
algunas clases el valor de la sensibilidad y media geométrica es casi cero, además, a pesar de que con k igual a
1 da mejores resultados, su valor es aproximadamente 15% en sensibilidad, y en media geométrica 25%, estos
valores son muy bajos para el reconocimiento de los movimientos de los dedos de la mano. Lo mismo sucede
con las posibles combinaciones en parejas entre los conjuntos XT, XF y XTF, los resultados son muy similares
con el conjunto XT+XF+XTF.
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(a) Desempeño con el clasificador k-NN, k=1 en el conjunto de características XT






















(b) Desempeño con el clasificador k-NN, k=3 en el conjunto de características XT






















(c) Desempeño con el clasificador k-NN, k=5 en el conjunto de características XT






















(d) Desempeño con el clasificador k-NN, k=7 en el conjunto de características XT
Figura 3.5: Comparación con el conjunto de características XT y el clasificador k-NN
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(a) Desempeño con el clasificador k-NN, k=1 en el conjunto de características XF






















(b) Desempeño con el clasificador k-NN, k=7 en el conjunto de características XF
Figura 3.6: Comparación con el conjunto de características XF y el clasificador k-NN
También se analizaron los resultados de desempeño con los clasificadores LDA y SVM en cada conjunto de
características. En la Figura 3.9 se muestran los resultados al comparar con el conjunto XT, observamos que
en esta figura se obtiene un mejor desempeño con el clasificador SVM en comparación con el LDA, también
es notable que los valores de exactitud, sensibilidad, especificidad y media geométrica son más estables y tiene
mayor valor que con los del LDA, lo mismo sucede con el conjunto XF, ver Figura 3.10, el clasificador SVM entrega
mejores resultados que con el LDA, ver Figura 3.10(a) y Figura 3.10(b). A diferencia de estos dos conjutos (XT y
XF), en el conjunto de características XTF, ver Figura 3.11, sucede lo contrario, se tienen los valores más estables
con el clasificador LDA que con el SVM, ver Figura 3.11(a) y Figura 3.11(b).
Depúes de realizar la comparación con cada conjunto, se estudia también el desempeño de los clasificadores
SVM y LDA con los conjuntos de las posibles combinaciones en parejas entre las características XT, XF y XTF, y
todas unidas en un mismo conjunto (XT+XF+XTF), tal como se muestran en la Figura 3.12 y la Figura 3.13. En
la primer figura, el conjunto de combinación que mejor desempeño entrega es el conjunto XT+XF+XTF con un
valor del 55%, ver Figura 3.12(d), no obstante, en las Figuras 3.12(a), 3.12(b), 3.12(c) las combinaciones parejas de
conjuntos de características no contienen un buen desempeño en sensibilidad y media geométrica, obteniendo
valores casi cero en las clases 1, 2 y 6.
En la Figura 3.13, se percibe que el conjunto de características con el conjunto XT+XF+XTF con el clasifi-
cador SVM tiene un desempeño inferior a usar las parejas de conjuntos de características. En las Figuras 3.13(a),
3.13(b), 3.13(c), se observa que tienen una similitud de desempeño en las medidas de exactitud, sensibilidad,
especificidad y media geométrica, en cambio con la Figura 3.13(d), se puede observar que hay una variación con
respecto a las demás.
Para el conjunto con las características reducidas con PCA y con SFS, únicamente se analiza el desempeño
con el conjunto con todas las características (XT+XF+XTF) y los clasificadores LDA y SVM, esto debido a que con
el clasificador k-NN, SVM y LDA los valores son similares a los encontrados en el conjunto de características
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(a) Desempeño con el clasificador k-NN, k=1 en el conjunto de características XTF






















(b) Desempeño con el clasificador k-NN, k=7 en el conjunto de características XTF
Figura 3.7: Comparación con el conjunto de características XTF y el clasificador k-NN
tanto individuales como la de las posibles combinaciones por parejas, es decir, que con el valor de k igual a 1 se
tienen mejores resultados que con los demás valores 3, 5 y 7 y con respecto al clasificador LDA las clases 1, 2 y 6
el valor de sensibilidad y media geométrica es casi cero y con el clasificador SVM los valores están alrededor del
68% siendo mejor que el LDA.
En la Figura 3.14 se ilustran los resultados obtenidos con el clasificador LDA con el conjunto con todas las
características (XT+XF+XTF) reducidas con PCA. La Figura 3.14(a) no tiene un buen desempeño en sensibilidad
y media geométrica, incluso en algunas clases como la 1, 2 y 3 es casi el valor de cero, lo contrario sucede en
la Figura 3.14(b), podemos decir con los resultados obtenidos en las diferentes medidas de desempeño, que el
clasificador LDA con el conjunto de características XT+XF+XTF reducida con PCA es mejor comparado con el
clasificador SVM.
En la Figura 3.15 se evalúa el desempeño con el conjunto de características reducidas con la técnica de se-
lección SFS y los clasificadores SVM y LDA. En la Figura 3.15(a) y 3.15(b), podemos observar que también el
clasificador LDA tiene un mejor rendimiento con respecto al SVM, el LDA tiene un valor medio aproximado de
98% y el clasificador SVM 95%.
Se concluye que el mejor clasificador es el LDA con un desempeño de 98% para la discriminación de to-
das las clases, el SVM también obtiene un buen desempeño, sin embargo, a comparación del LDA tiene menor
resultado (95%). A diferencia de los clasificadores anteriores, el k-NN no entrega un buen desempeño para la
discriminación de la clases, debido a que en algunas de ellas el valor de la sensibilidad y media geométrica es
casi cero, indicando que no le es posible identificar la clase objetivo de manera apropiada. Por otro lado, tam-
bién es notable, que los clasificadores obtienen mejor desempeño cuando se utiliza el conjunto con todas las
características, es decir, con los tres dominios (tiempo, frecuencia y tiempo-frecuencia), y además se comprobó
que se requiere de una reducción de características para obtener un mejor reconocimiento de los movimientos
individuales de los dedos de la mano, en este caso el selector SFS. Como SFS minimiza una función relacionada
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(a) Desempeño con el clasificador k-NN, k=1 con todo el conjunto de características XT+XF+XTF






















(b) Desempeño con el clasificador k-NN, k=7 con todo el conjunto de características XT+XF+XTF
Figura 3.8: Comparación con todo el conjunto de características XT+XF+XTF y el clasificador k-NN
con la medida de fisher y LDA también está basada en esa misma medida, el selector SFS beneficia al clasifi-
cador LDA, obteniendo el mejor desempeño pára el reconocimiento. Para ver los resultados principales de lo
mencionado anteriormente, revisar la la Tabla 3.2, donde se analizó todas las clases con el conjunto de todas las
carcaterísticas (XT+XF+XTF), el valor de k=1 y en términos de la medida de desempeño media geométrica, ésta
última, debido a que está relacionada con las demás medidas de desempeño (sensibilidad, especificidad).
Las clases 1, 2 y 3 en los experimentos realizados con los clasificadores son las que menor discriminación
presentaron, ya que el dedo pulgar (clase 1) es diferente a los demás dedos, debido a que el número de falanges se
reducen a dos y la articulación metacarpofalángica es menos móvil que los otros dedos, por otro lado, cuando se
flexiona con intención un dedo es ayudado por los otros que han puesto una tensión al extenderse o flexionarse
en los músculos poliarticulares que intervienen así en la flexión del dedo probado [31], por lo tanto, los dedos
índice y medio en los experimentos fueron más tensionados los músculos que el anular y el meñique, teniendo
en cuenta también que el dedo meñique tiene un extensor propio.
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(a) Desempeño con el clasificador LDA en el conjunto de características XT




















(b) Desempeño con el clasificador SVM en el conjunto de características XT
Figura 3.9: Comparación con el conjunto de características XT y el clasificador LDA y SVM
Tabla 3.2: Resultados principales(con el conjunto de características XT+XF+XTF, con k=1 y con la medida de desempeño media geométrica)
para el reconocimiento del movimiento individual de los dedos de la mano
Clase Base de datos % k-NN % SVM % LDA
1
Completa 27.51 ± 19.06 26.08 ± 18.7 42.71 ± 8.31
PCA 39.32 ± 17.32 53.72 ± 12.82 0 ± 0
SFS 44.88 ± 28.3 89.58 ± 11.02 97.07 ± 3.95
2
Completa 18.52 ± 24.69 37.31 ± 23.53 47.75 ± 11.99
PCA 20.22 ± 27.58 46.78 ± 10.73 0 ± 0
SFS 19.6 ± 20.73 98.85 ± 1.9 99.63 ± 0.79
3
Completa 22.79 ± 25.05 42.4 ± 16.6 47.65 ± 10.46
PCA 30.49 ± 27.96 58.95 ± 8.36 4.39 ± 13.88
SFS 32 ± 25.83 95.39 ± 5.42 99.43 ± 0.91
4
Completa 53.38 ± 23.3 66.18 ± 9.89 55.39 ± 9.43
PCA 66.07 ± 15.21 71.78 ± 14.54 54.75 ± 11.24
SFS 54.32 ± 22.11 98.76 ± 3.33 100 ± 0
5
Completa 42.95 ± 16.81 55.74 ± 15.7 49.19 ± 20.18
PCA 48.5 ± 29.01 59.64 ± 13.21 32.67 ± 29.69
SFS 38.15 ± 22.1 96.65 ± 5.06 99.13 ± 2.76
6
Completa 59.22 ± 15.1 63.32 ± 13.83 53.19 ± 15.59
PCA 50.7 ± 21.78 66.62 ± 9.65 0 ± 0
SFS 36.59 ± 28.65 98.68 ± 1.55 98.75 ± 2.74
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(a) Desempeño con el clasificador LDA en el conjunto de características XF




















(b) Desempeño con el clasificador SVM en el conjunto de características XF
Figura 3.10: Comparación con el conjunto de características XF y el clasificador LDA y SVM
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(a) Desempeño con el clasificador LDA en el conjunto de características XTF




















(b) Desempeño con el clasificador SVM en el conjunto de características XTF
Figura 3.11: Comparación con el conjunto de características XTF y el clasificador LDA y SVM
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(a) Desempeño con el clasificador LDA con la combinación de los conjuntos de características
XT+XF




















(b) Desempeño con el clasificador LDA con la combinación de los conjuntos de características
XT+XTF




















(c) Desempeño con el clasificador LDA con la combinación de los conjuntos de características
XF+XTF




















(d) Desempeño con el clasificador LDA con todos los conjuntos de características XT+XF+XTF
Figura 3.12: Comparación con el conjunto de combinaciones de características y el clasificador LDA
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(a) Desempeño con el clasificador SVM con la combinación de los conjuntos de características
XT+XF




















(b) Desempeño con el clasificador SVM con la combinación de los conjuntos de características
XT+XTF




















(c) Desempeño con el clasificador SVM con la combinación de los conjuntos de características
XF+XTF




















(d) Desempeño con el clasificador SVM con todos los conjuntos de características XT+XF+XTF
Figura 3.13: Comparación con el conjunto de combinaciones de características y el clasificador SVM
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(a) Desempeño con el clasificador LDA con el conjunto de características XT+XF+XTF reducidas con PCA




















(b) Desempeño con el clasificador SVM con el conjunto de características XT+XF+XTF reducidas con PCA
Figura 3.14: Desempeño con los clasificadores SVM y LDA con el conjunto de características XT+XF+XTF reducidas con PCA
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(a) Desempeño con el clasificador SVM con el conjunto de características XT+XF+XTF reducidas con SFS




















(b) Desempeño con el clasificador LDA con el conjunto de características XT+XF+XTF reducidas con SFS
Figura 3.15: Desempeño con los clasificadores SVM y LDA con el conjunto de características XT+XF+XTF reducidas con SFS
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4
CONCLUSIONES Y TRABAJO FUTURO
Se propuso una metodología basada en el entrenamiento automático para el reconocimiento del movi-
miento individual de los dedos de la mano a partir del análisis de una base de datos adquirida mediante un
brazalete de electrodos, utilizando técnicas de estimación de características en los dominios de tiempo, fre-
cuencia y tiempo-frecuencia, y se realizó una combinación en parejas entre ellas y con todos los conjuntos para
obtener el mejor conjunto de características, concluyendo que para obtener un mejor rendimiento en la dis-
criminación se requiere del conjunto con todos los dominios, resaltando la importancia de la generación de
estos espacios de representación. Además, se hizo una selección de características empleando el selector de ca-
racterísticas SFS buscando mejorar el desempeño de los clasificadores usados. Como clasificadores, se tuvieron
en cuenta los más comunes para este tipo de tareas, a saber, k-NN, SVM y LDA uno contra todos. Los resulta-
dos obtenidos muestran que el rendimiento de la metodología propuesta es del 95% para todas las clases con el
clasificador SVM, para LDA es 98%, mientras que con k-NN alcanza el 37%, por lo tanto, el k-NN no es adecuado
para reconocer los movimientos individuales de los dedos de la mano con la metodología propuesta.
El protocolo experimental diseñado con el sensor Myo Armbandr y el procesamiento de la señal fue sa-
tisfactorio, fue cómodo para los sujetos y las señales registradas contenían pocos artefactos, demostrando que
estas nuevas tecnologías interactivas, a pesar de la limitación de sólo utilizarse en extremidades superiores, per-
miten realizar reconocimiento de los dedos de la mano con un bueno desempeño. Además, se propuso una
etiquetación automática lo que hace que no se requiera de una re-etiquetación, permitiendo tener control so-
bre cada movimiento realizado por el sujeto y asegurar que cada etiqueta sea acorde a cada clase y mejorando
la efectividad y calidad de los resultados de los clasificadores.
Por otro lado, se confirma que para la transformada Wavelet Discreta hay una variedad de familias y niveles
de descomposición que permiten realizar reconocimiento de los gestos y movimientos de los dedos de la mano,
sin embargo, con la Wavelet madre db8 con 8 niveles de descomposición se obtiene un mejor desempeño en
comparación de los demás parámetros experimentados, según el análisis exhaustivo realizado con 18 familias y
6 niveles de descomposición.
El clasificador k-NN no discrimina algunas clases, debido a que la sensibilidad y media geométrica en la
clase objetivo es cercana a cero, lo cual demuestra que este clasificador no es apropiado para el reconocimiento
del movimiento individual de los dedos. A diferencia del k-NN, los clasificadores SVM y LDA obtienen mejores
resultados, siendo éste último el mejor de todos.
El dedo pulgar (clase 1) obtuvo menor desempeño porque contiene únicamente dos falanges y la articu-
lación metacarpofalángica es menos móvil que los otros dedos, los dedos índice (clase 2) y medio (clase 3) tam-
bién obtuvieron menos desempeño en comparación con el dedo anular (clase 4) y meñique (clase 5), ya que
los músculos en estos dedos fueron más tensionados, sin embargo, se obtuvo en general un desempeño de re-
conocimiento de 98%, por lo tanto, es posible reconocer gestos con la combinación de aducción-abducción y
flexión-extensión de los dedos.
Como trabajo futuro, sería interesante incluir en el sistema de adquisición los otros sensores integrados en
el dispositivo Myo Armbandr (acelerómetro, magnetómetro y giroscopio), para estudiar si esta información
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podría mejorar el rendimiento logrado con nuestra metodología, también hacer selección de electrodos para
encontrar la mínima cantidad para realizar el reconocimiento. Extender el número de sujetos en la base de
datos, con el fin de poder utilizar técnicas de aprendizaje que requieren más datos como el aprendizaje pro-
fundo. También sería interesante realizar la comparación de representaciones (conjuntos de características) y
clasificadores con alguna prueba de hipótesis para confirmar si las diferencias observadas son estadísticamente
significativas y adaptar la metodología para realizar un reconocimiento en tiempo real, utilizar clasificadores
multiclase y probar el reconocimiento de los movimientos en un exoesqueleto o un brazo robótico.
