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In this paper, we study orthogonal polynomials with respect to the inner product
 .N .  : N  m. m.:f , g s u, fg q  l u, f g , where l G 0 for m s 1, . . . , N, andS ms1 m m
u is a semiclassical, positive definite linear functional. For these non-standard
orthogonal polynomials, algebraic and differential properties are obtained, as well
as their representation in terms of the standard orthogonal polynomials associated
with u. Q 1996 Academic Press, Inc.
1. INTRODUCTION
Polynomial sequences which are orthogonal with respect to an inner
product of the form
N
 .N m. m. :  :f , g s u , fg q l u , f g , 1.1 .  .S 0 m m
ms1
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where l , . . . , l G 0 and u , u , . . . , u are positive definite linear func-1 N 0 1 N
tionals on the linear space of polynomials with real coefficients have been
considered in connection with least square smooth problems. From the
w xpioneering paper by Lewis 12 several authors are interested in the study
of such polynomials.
The case N s 1 has been extensively studied when u s u is the0 1
w x  w x.Lebesgue measure supported in y1, 1 see 2, 6, 8, 17 or the gamma
w .  w x.distribution supported in 0, q` see 4, 16 .
w xA more general approach was started in 10 , but in this new situation u0
and u were positive definite linear functionals, not far from the classical1
 .ones Hermite, Laguerre, Jacobi ; in fact, both of them are semiclassical.
The case N ) 1 seems to be more complicated. Only in the case when
u s u s ??? s u is the Lebesgue measure are some results known see0 1 N
w x.11 . In particular, an approach to a generalized Rodrigues formula for
such orthogonal polynomials was provided. The basic tools used in the
above-mentioned paper are connected to a variational method intimately
related with the integration by parts. But, nothing was said about struc-
tural properties of these polynomials, their connection with Legendre
polynomials, the location of their zeros, and so on.
w xMore recently, in 7 , Evans et al. pointed out that if a sequence of
 4polynomials Q orthogonal with respect to an inner product of the formn n
 .1.1 satisfies an algebraic recurrence relation
 .nqM N
h x Q x s a Q x , .  .  .n n j j
 .jsnyM N
 .  .where h x is a fixed polynomial of degree M N , then the functionals
u , . . . , u are related to finite mass points; i.e., they are discrete mea-1 N
sures.
w xFollowing some ideas introduced in 16 when N s 1, we will study
 .sequences of orthogonal polynomials with respect to 1.1 when u s u0 1
??? s u s u is a semiclassical linear functional. In Section 2, we intro-N
duce some notations, as well as the basic tools for the next sections.
In Section 3, we define a linear differential operator acting on the linear
space of polynomials with real coefficients. This operator will play a key
role in our analysis. Our main result is Theorem 3.4, where we prove that
 .such an operator is symmetric with respect to the inner product 1.1 . As a
 4  4consequence, explicit relations between Q and the sequence P ofn n n n
semiclassical orthogonal polynomials associated with u are obtained.
In Section 4, we deduce the existence of a difference-differential rela-
 4tion for the sequence Q . This result provides an extension of a veryn n
well-known result by S. Bochner, which characterizes classical orthogonal
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polynomials as eigenfunctions of a second-order linear differential opera-
tor with polynomial coefficients.
 4  .In Section 5, for the orthogonal polynomials Q a 2 N q 2 -ordern n
differential equation is obtained for a fixed n. The coefficients in this
differential equation are polynomials of fixed degree and they depend on
n, as well as of the parameters l , . . . , l .1 N
Finally in Section 6, we present some examples to show the performance
of our techniques.
2. DEFINITIONS AND PRELIMINARY RESULTS
Let P denote the linear space of the polynomials with real coefficients.
 4For a given sequence of real numbers m , we can define a linearn n
functional on P
u: P ª R
 :f x ª u , f x .  .
 n:such that u, x s m . The linear functional u is known as a momentn
functional.
We recall the definitions of some useful operations for moment func-
tionals:
v Let u be a linear functional, and f g P. We define the left
 .multiplication of the functional u by the polynomial f x as the functional
 .denoted by fu :
 :  :fu , f s u , f f , f g P.
v  .The distributional deri¨ ati¨ e of the functional u, denoted by Du, is
the functional:
 :  X:Du , f s y u , f , f g P.
 w x.A linear functional u is called semiclassical see 9, 13, 14 , if there exist
 .  .two polynomials f x , c x , such that u satisfy the following distributional
differential equation
D fu s c u , 2.1 .  .
 . p  . qwhere f x s a x q ??? , a / 0, and c x s b x q ??? , b / 0.p p q q
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We will say that s G 0 is the class of u when
s s min max deg f y 2, deg c y 1 , 4  .  .
for all pairs f , c satisfying 2.1 . 2.24 .  .  .
 .Obviously, Eq. 2.1 is equivalent to
f x Du s c x y fX x u. 2.3 .  .  .  . .
The following lemma shows how this last equation can be generalized
for higher order derivatives of u.
LEMMA 2.1. Let u be a semiclassical linear functional, then for e¨ery
¨alue of n we ha¨e
f n x Dnu s c x , n u , 2.4 .  .  .
 .where the polynomials c x, n are recursi¨ ely defined by
c x , 0 s 1, .
c x , 1 s c x y fX x .  .  .
X Xc x , n s f x c x , n y 1 q c x , n y 1 c x y nf x . .  .  .  .  .  .
Proof. The result comes from a very simple inductive argument. The
cases n s 0 and n s 1 are trivial. Let us suppose that, for a certain index,
say n y 1, the linear functional u satisfies
f ny1 x Dny1u s c x , n y 1 u , .  .
where
c x , n y 1 s f x c X x , n y 2 .  .  .
Xq c x , n y 2 c x y n y 1 f x . .  .  .  .
Taking derivatives, we get
n y 1 f ny2 x fX x Dny1u q f ny1 x Dnu .  .  .  .
s c X x , n y 1 u q c x , n y 1 Du .  .
and, therefore,
f ny1 x Dnu s c X x , n y 1 u q c x , n y 1 Du .  .  .
y n y 1 f ny2 x fX x Dny1u. .  .  .
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 .If we multiply both sides of the above equality by f x , from the induction
hypothesis we conclude
f n x Dnu s f x c X x , n y 1 u q c x , n y 1 f x Du .  .  .  .  .
y n y 1 fX x f ny1 x Dny1u .  .  .
Xs f x c x , n y 1 q c x , n y 1 c x , 1 .  .  .  .
Xy n y 1 f x c x , n y 1 u .  .  .
Xs f x c x , n y 1 .  .
Xqc x , n y 1 c x , 1 y n y 1 f x u .  .  .  .
X Xs f x c x , n y 1 q c x , n y 1 c x y nf x u. .  .  .  .  .
From the semiclassical character of the linear functional u, we can obtain
 .an upper bound for the degrees of the polynomials c x, n , n G 0.
LEMMA 2.2. In the abo¨e conditions
deg c x , n F n s q 1 , n G 0, .  . .
 .where s denotes the class of u which is defined in 2.2 .
Proof. We denote
p s deg f x G 0, q s deg c x G 1. .  . .  .
First, from the definition of semiclassical linear functionals see Maroni
w x.14 , we can deduce that, for every value of n
X  4deg c x y nf x F max q , p y 1 s s q 1. .  . .
Next, the result follows using again an inductive reasoning. For the two
first polynomials, obviously we get
deg c x , 0 s deg 1 s 0, .  . .
deg c x , 1 s deg c x y fX x F s q 1. .  .  . .  .
  ..  . .Now, let us suppose that deg c x, n y 1 F n y 1 s q 1 . From
X Xc x , n s f x c x , n y 1 q c x , n y 1 c x y nf x , .  .  .  .  .  .
using the definition of class of a linear functional, we deduce
deg c x , n F max p q n y 1 s q 1 y 1, n y 1 s q 1 q s q 1 4 .  .  .  .  . .
F n s q 1 . .
GENERAL SOBOLEV ORTHOGONAL POLYNOMIALS 619
Now, we will obtain a very useful formula involving derivatives.
LEMMA 2.3. Let f and g be n-times and 2n-times differentiable functions,
respecti¨ ely. Then,
n
 .nyii nn. n. nqi.f g s y1 fg . .  .  /i
is0
Proof. Again, the result follows by using induction on n. For n s 1, we
have
XX X X Yf g s fg y fg . .
Let us suppose that the formula holds for n y 1, i.e.,
ny1
 .ny1yii n y 1ny1. ny1. ny1qi.f g s y1 fg . .  .  /i
is0
Then for the nth derivatives we have
 .  .ny1 ny1X Xn. n.f g s f g .  .
ny1  .ny1yi .i n y 1 ny1qiX Xs y1 f g . .  . .  /i
is0
On the other hand, applying the formula for the case n s 1, we obtain
XX X Y .ny1qiX X X ny1qi. ny1qi. ny1qi.f g s f g s f g y f g .  .  .  . .
Xnqi. nqiq1.s fg y fg ; .
thus
ny1
X  .ny1yii n y 1n. n. nqi. nqiq1.f g s y1 fg y fg .  .  /i
is0
ny1
 .nyii n y 1 nqi.s y1 fg .  .  /i
is0
ny1
  ..ny iq1i n y 1 nqiq1.y y1 fg .  .  /i
is0
ny1
 .nyii n y 1 nqi.s y1 fg .  .  /i
is0
n
 .nyiiy1 n y 1 nqi.y y1 fg .  .  /i y 1
is1
n
 .nyii n nqi.s y1 fg . .  .  /i
is0
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3. ORTHOGONAL POLYNOMIALS WITH RESPECT TO A
SOBOLEV INNER PRODUCT
Let u be a semiclassical positive definite linear functional and let us
 .  .consider two polynomials f x , c x such that
D fu s c u , .
 .  .where we denote p s deg f G 0, q s deg c G 1, and s the class of u.
Let l , l , . . . , l be N real and non-negative numbers, we can define1 2 N
the Nth Sobole¨ inner product as
N
 .N m. m. :  :f , g s u , fg q l u , f g ; f , g g P. 3.1 .  .S m
ms1
We will denote by
 .0  :f , g s f , g s u , fg , .  . S
the standard inner product associated, as usual, with the linear functional
u.
 4  .Let P be the monic orthogonal polynomial sequence MOPS for then n
functional u, and define
 2:k s u , P G 0 ;n G 0.n n
 4We will denote by Q the MOPS with respect to the Sobolev innern n
 .product 3.1 , and
 .NÄk s Q , Q ) 0 ;n G 0. .n n n S
We define a linear differential operator F N . on the linear space P in
the following way
N m
m mN . N Nymqi mqiF s f I q y1 l f c x , m y i D , .  . m  /i
ms1 is0
where I and D denote the identity and the derivative operator, respec-
tively.
Next, we will show that the linear operator F N . maps polynomials of
exact degree n into polynomials of degree at most n q N , where, N s0 0
  . 4max pN q S y p m 1 F m F N.
PROPOSITION 3.1. For e¨ery ¨alue of N, we ha¨e
deg F N . x n F n q N . . . 0
Proof. From the definition of the linear operator F N ., we get
N m
m mN . n N n Nymqi mqi nF x s f x q y1 l f c x , m y i D x . .  .  . m  /i
ms1 is0
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Therefore, the degree of this polynomial is
deg F N . x n F max pN q n , p N y m q i .  . .
0FiFm ,
1FmFN
q m y i s q 1 q n y m q i 4 .  .  .
s max pN q n , pN q s q 2 y p  .
0FiFm ,
1FmFN
= m y i y 2m q n s n q n .4 . . 0
In the two following propositions, we will show how the linear operator
F N . allows us to obtain a representation for the Sobolev inner product in
terms of the linear functionals u and Dk .u, 1 F k F N.
 .  .PROPOSITION 3.2. Let f x , g x be arbitrary polynomials. Then
 .NN N . :f f , g s u , fF g . . S
Proof. It suffices to apply Lemmas 2.1 and 2.3 in
N
 .  .N mN N N m. :  :f f , g s u , f fg q l u , f f g .  . mS
ms1
N m
 .myii mN N mqi. :s u , f fg q l u , y1 f fg .  . m ; /i
ms1 is0
N m
m mN myi N mqi. :  :s u , f fg q y1 l D u , f fg . m  /i
ms1 is0
N m
m mN :s u , f fg q y1 l . m  /i
ms1 is0
= my i myi Nymqi mqi.:f D u , f fg
N m
m mN :s u , f fg q y1 l . m  /i
ms1 is0
= Nymqi mqi.:c x , m y i u , f fg .
N m
m mN :s u , f fg q y1 l . m  /i
ms1 is0
= Nymqi mqi.:u , f c x , m y i fg .
N . :s u , fF g .
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PROPOSITION 3.3. For 0 F k F N, we ha¨e
 .NNyk k N . :f c x , k f , g s D u , fF g . . . S
Proof. It suffices to apply again Lemmas 2.1 and 2.3 in
 .NNykf c x , k f , g . . S
N
 .mNyk Nyk m. :  :s u , f c x , k fg q l u , f c x , k f g .  . . m
ms1
 Nyk :s c x , k u , f fg .
N m
 .myii m Nyk mqi.q l u , y1 f c x , k fg .  . . m ; /i
ms1 is0
N




m my i Nyk mqi. :D u , f c x , k fg .  /i
is0
N




m my i myi Nykymqi mqi. :f D u , f c x , k fg .  /i
is0
N




m Nykymqi mqi. :c x , m y i u , f c x , k fg .  .  /i
is0
N




m Nykymqi mqi. :c x , k u , f c x , m y i fg .  .  /i
is0
N
mk N :s D u , f fg q y1 l . m
ms1
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=
m
m k k Nykymqi mqi. :f D u , f c x , m y i fg .  /i
is0
N




m k Nymqi mqi. :D u , f c x , m y i fg .  /i
is0
k N . :s D u , fF g .
THEOREM 3.4. The linear operator F N . is symmetric with respect to the
 .Sobole¨ inner product 3.1 , i.e.,
 .  .N NN . N .F f , g s f , F g ; f , g g P. .  .S S
Proof. From Propositions 3.2 and 3.3, we can deduce
N




m Nymqi mqi.f c x , m y i f , g .  / /i
is0 S
N




 .Nm Nymqi mqi.f c x , m y i f , g . . S /i
is0
N




my i i m my i mqi. N . :y1 y1 D u , f F g .  .  /i
is0
N




 .myii m mqi. N . :y1 u , f F g . .  .  /i
is0
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Now, using Lemma 2.3, we obtain
 .NN . N . :F f , g s u , fF g . S
N m
 .myii m mqi. N .q l u , y1 f F g .  . m ; /i
ms1 is0
N
 .mN . m. N . :  :s u , fF g q l u , f F g . m
ms1
 .NN .s f , F g . . S
Notice that this result implies F N . cannot decrease the degree of the
N . n.polynomial. Thus deg F x s n q t, t G 0.
The three previous results are essential in the rest of the paper. As a
direct consequence of the Proposition 3.2, we can establish the relation
between the Sobolev orthogonal polynomials and the semiclassical orthog-
onal polynomials associated with the linear functional u.
PROPOSITION 3.5. For e¨ery ¨alue of n G Np, we ha¨e
nqNp
N
f x P x s a Q x , 3.2 .  .  .  .n n , i i
isnyt
where a s aN and a / 0.n, nqN p p n, nyt




f x P x s a Q x . .  .  .n n , i i
is0
Now, in order to compute the coefficients, we can use Proposition 3.2,
 .NN N . :f x P x , Q x u , P x F Q x .  .  .  .  . .n i n iSa s s .n , i  .N ÄkQ , Q . ii i S
Therefore a s 0, for 0 F i F n y t y 1, as well asn, i
a s aN ,n , nqN p p
 N . :u , P x F Q x k .  .n nyt nNa s s a / 0.n , nyt pÄ Äk kny t nyt
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PROPOSITION 3.6. The Sobole¨ orthogonal polynomials ¨erify the relation
nqt
N .F Q x s b P x , 3.3 .  .  .n n , i i
isnyNp
where b s aN and b / 0.n, nqt p n, nyN p
N .  4Proof. If we expand F Q in terms of the polynomials Pn i
nqt
N .F Q x s b P x , .  .n n , i i
is0
the coefficients can be computed from Proposition 3.2,
 .NNN . : Q x , f x P xu , F Q x P x  .  .  . .  .  .n in i Sb s s .n , i k ki i
 .Consequently, since Q x is an orthogonal polynomial, we get b s 0n n, i
for 0 F i F n y Np y 1, and
b s aN ,n , nqt p
 .NN ÄQ , f x P . k /n nyN p nS Nb s s a / 0.n , nyN p pk knyN p nyN p
4. THE DIFFERENCE-DIFFERENTIAL RELATION
Now, we are going to obtain a difference-differential relation satisfied by
the Sobolev polynomials. The coefficients are deduced from the proposi-
tions of the previous section.
 .PROPOSITION 4.1 Difference-differential relation . For e¨ery n G Np,
the relation
nqt
N .F Q x s g Q x 4.1 .  .  .n n , i i
isnyt
holds, where g s aN and g / 0.n, nqt p n, nyt
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N .  4Proof. Expand F Q in terms of the polynomials Q ,n n n
nqt
N .F Q x s g Q x , .  .n n , i i
is0
where, from the symmetric character of F N ., we obtain
 .  .N NN . N .F Q , Q Q F Q .  .n i n iS S
g s s .n , i  .N ÄkQ , Q . ii i S
Thus g s 0 for 0 F i F n y t y 1 andn, i
g s aNn , nqt p
 .NN . ÄQ , F Q k .n nyt nS Ng s s a / 0.n , nyt pÄ Äk kny t nyt
5. A DIFFERENTIAL EQUATION
 .From Proposition 3.6, for every polynomial Q x , we can deduce an
 .2 N q 2 -order differential equation whose coefficients are polynomials of
fixed degree, depending on n and the parameters l , . . . , l .1 N
 4PROPOSITION 5.1. Sobole¨ orthogonal polynomials Q satisfy the fol-n n
 .lowing 2 N q 2 -order differential equation
A x , n D2 F N .Q q B x , n D F N .Q q C x , n F N .Q s 0, .  .  . .  .n n n
5.1 .
 .  .  .where A x, n , B x, n , and C x, n are polynomials with fixed degree.
Proof. Using the three-term recurrence relation for the sequence of
 4  .orthogonal polynomials P , Eq. 3.3 can be writtenn n
F N .Q x s M x , n P x q N x , n P x , 5.2 .  .  .  .  .  .n 0 n 0 ny1
 .  .where M x, n and N x, n are polynomials in x with degrees t and0 0
Np y 1, respectively.
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 .  .Taking derivatives in 5.2 , multiplying by f x , and using the structure
 w x.  4relation see 13 for the semiclassical orthogonal polynomials P ,n n
nqpy1
Xf x P x s d P x , .  .  .n n , k k
ksnysy1
  ..where p s deg f x and s is the class of u, we get
f x DF N .Q x s M x , n P x q N x , n P x ; 5.3 .  .  .  .  .  .  .n 1 n 1 ny1
 .  .M x, n and N x, n are polynomials in x.1 1
 .  .Taking derivatives again in 5.3 , multiplying by f x , and applying the
structure relation, we obtain
f x D f x D F N .Q s M x , n P x q N x , n P x , 5.4 .  .  .  .  .  .  . .  .n 2 n 2 ny1
 .  .where M x, n and N x, n are polynomials in x.2 2
 .  .  .If we impose the compatibility between Eq. 5.2 , 5.3 , and 5.4 , we
deduce that
N .F Q M x , n N x , n .  .n 0 0
N .f x D F Q M x , n N x , n .  .  . s 0 .n 1 1
N .f x D f x D F Q M x , n N x , n .  .  .  . .  .n 2 2
and the differential equation follows from the expansion of this determi-
nant.
6. EXAMPLES
In this section we shall consider some interesting examples. Despite the
simplicity of the results, these examples constitute a good sample for the
techniques previously described.
6.1. The Laguerre Case
Let u denote the Laguerre functional defined by
q`
yx :u , p s p x e dx , .H
0
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 .  .for every p g P. In this case, we have f x s x and c x s 1 y x. From
Lemma 2.1 and using induction, we can deduce
n nc x , 0 s 1, c x , 1 s yx , c x , n s y1 x ;n G 0. .  .  .  .
Thus, the linear functional F N . can be expressed as
N m
imN . N mqiF s x I q l y1 D . m  /i
ms1 is0
N
mN m Ns x I q l D I y D s x P D , .  . m 2 N
ms1
 .where P denotes a polynomial of exact degree 2 N and P 0 s 1. On2 N 2 N
the other hand, we can expand
n
N .P D Q x s a L x , .  .  .2 N n n , i i
is0
where
a s 1,n , n
q` N . N yxH P D Q x L x x e dx .  .  .0 2 N n i
a s , 0 F i F n y 1, 6.1 .n , i 2N .5 5L Ni
 N .4and L is the sequence of Laguerre polynomials with parametern n
 .a s N. Now, since in this case Eq. 3.3 can be written
nqN




Nx P D Q x s b L x . .  .  .2 N n n , k k
ksnyN
 .Thus, the numerator in 6.1 vanishes for 0 F i - n y N, that is,
a s 0 for 0 F i - n y N.n , i
In this way, we can prove the following.
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PROPOSITION 6.1.
n
N .P D Q x s a L x . 6.2 .  .  .  .2 N n n , i i
isnyN
 4  4The coefficients a and b can be related in a very simple way,n, i i n, k k
because
nqN q` N . yxH L x L x e dx .  .0 k i
a s b , n y N F i F n y 1.n , i n , k 2N .5 5L NksnyN i
 wBut, using a very well-known relation for the Laguerre polynomials see 3,
x.p. 57
i iiy jN .L x s y1 N L x , .  .  .  .iy ji j /j
js0
 .where N denotes the Pochhammer symbol, we getk
iiy ji y1 N d .  . iy jnqN js0 j , k /j
a s bn , i n , k 2N .5 5L NksnyN i
iyk iy1 N .  .nqN iyk /ks b . n , k 2N .5 5L NksnyN i
Furthermore, since
5 N . 5 2L s G i q N q 1 i!s i q N ! i!, .  .Ni
 w x.see 18 , we have
iyk iy1 N .  .nqN iyk /k
a s bn , i n , k i q N ! i! .ksnyN
i1 iyk is b y1 N , .  . iykn , k  /ki q N ! i! . ksnyN
 .with the usual convention that N s 0 for i - k.iyk
 4  4In this way, the relations between the parameters a and b aren, i i n, k k
given by a linear triangular schema.
MARCELLAN ET AL.Â630
Remark 1. Proposition 6.1 constitutes a natural generalization of Theo-
w xrem 3.3 by Brenner 4 .
 .Remark 2. We must notice that the previous result improves 3.3 in a
 .substantial way, not only for the number of terms N as opposed to 2 N
but also because the differential operator has constant coefficients.
 .Remark 3. The differential operator P D preserves the degree of2 N
the polynomials, and thus, is invertible in the linear space of polynomials
with real coefficients.
Remark 4. In the particular case
l s l s ??? s l s 1,1 2 N
 .if we multiply both members of equality in Proposition 6.1 by I y D I y D ,
we obtain
Nq12I y D y D Q x .  ./ n
n
N . Nq1. Nq2.s a L x y iL x q i i y 1 L x .  .  .  . n , i i iy1 iy2
isnyN
n
Nq2. Nq2. Nq2.s a L x q iL x q i i y 1 L x .  .  .  . n , i i iy1 iy2
isnyN
n
Nq2.s a L x . .Ä n , i i
isnyNy2
On the other hand, using the previous result,
w  .xnr Nq1 q1 n
 .Nq1 k2 Nq2.Q x s D y D a L x .  .  .Ä n n , i i /
ks0 isnyNy2
w  .xnr Nq1 q1n
s a i i y 1 ??? .Ä n , i isnyNy2 ks0
i y k N q 1 q 1 LNq2q2 kNq1.. x .  . . iykNq1. /
w  .xir Nq1n
s a i i y 1 ??? .Ä i , n isnyNy2 ks0
i y k N q 1 q 1 LNq2q2 kNq1.. x , .  . . iykNq1. /
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 .which gives an explicit representation for the polynomials Q x in termsn
of several Laguerre polynomials.
Remark 5. Another interesting situation appears when
l s 0, 1 F k F N y 1, l / 0.k N
In this situation
n
N2 N .I q l D y D Q x s a L x , .  .  .N n n , i i
isnyN
and therefore,
w xnrN q1 n
N jj j 2 N .Q x s y1 l D y D a L x .  .  .  . n N n , i i
js0 isnyN
w xnrN q1 n
j i N2 jq1..s y1 l a L x , .  .Ä N n , i iyN j
js0 isnyN
N2 jq1.. .with the convention that L x s 0 for i - Nj. Thus, the previousiyN j
sum reduces to
w xirNn
j j N2 jq1..Q x s a y1 l L x . .  .  .Ä n n , i N iyN j
isnyN js0
We can easily deduce a Rodrigues formula as well as a representation for
 .the Q x in terms of several Laguerre polynomials.n
6.2. The Legendre Case
In this case, we have
f x s 1 y x 2 , c x s y2 x .  .
and, therefore, we deduce
c x , 0 s 1, c x , 1 s y2 x q 2 x s 0, c x , 2 s 0. .  .  .
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 .Using induction on n, we conclude c x, n s 0, n G 1. Thus,
N
N mN . 2 N 2 mF s 1 y x q y1 l f x D .  .  . m
ms1
N
N m2 2 ms 1 y x I q y1 l D . .  . m
ms1
 .The expression 3.3 can be written
nq2 N
N .F Q x s b P x , .  .n n , i i
isny2 N
where
NN . 2F s 1 y x P D .  .2 N
 .  .and P x is a polynomial of exact degree 2 N and P 0 s 1.2 N 2 N
On the other hand, since
n
N , N .P D Q x s a P x , .  .  .2 N n n , i i
is0
N , N . .where P x denotes the Gegenbauer polynomials, we deducei
a s 1,n , n
N1 N , N . 2H P D Q x P x 1 y x dx .  .  .  .y1 2 N n i
a sn , i 2N , N .5 5P Ni
H1 F N .Q x P N , N . x dx .  .y1 n is ;2N , N .5 5P Ni
thus, a s 0 for 0 F i F n y 2 N y 1. Consequently,n, i
n
N , N .P D Q x s a P x . .  .  .2 N n n , i i
isny2 N
Remark 1. If l s 0 when m - N and l / 0, the above expressionm N
reduces to
n
N 2 N N , N .I q y1 l D Q x s a P x . .  .  . . N n n , i i
isny2 N
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Remark 2. If l s 1 for 1 F m F N, we havem
N n
m 2 m N , N .I q y1 D Q x s a P x . .  .  . n n , i i /
ms1 isny2 N
Multiplying both members in the above equality by I q D2, we deduce
N 2 Nq2I q y1 D Q x .  . . n
n
2 N , N .s a I q D P x .  . n , i i
isny2 N
n
N , N . Nq2, Nq2.s a P x q i i y 1 P x .  .  . . n , i i iy2
isny2 N
n
Nq2, Nq2.s a P x . .Ä n , i i
isny2 Ny4
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