The use of Controlled Languages in technical documentation is becoming a large concern for many organisations. Authoring texts which conform to these speci cations is a problematic process. Technological support for the writing process may o er a number of aids, including style, or grammar, checkers. The ability to recognise variations to the prescribed grammar is at the heart of such systems. This paper presents a variation on the chart parsing method which encodes the grammar as nite state automata productions instead of a linear description of constituents. The system allows the grammar writer to de ne a number of variations to a grammar rule which are represented as transformations to the automata.
Introduction
The SEATS (Specialised English Author Training System) project aims to create technology capable of supporting the process of writing technical documentation according to the stylistic requirements of a Controlled Language. Central to this support is a style checker based on a exible parsing mechanism. This paper introduces the notion of Controlled Language, overviews some relevant previous work in the area of robust parsing and describes a novel parser which uses nite state automata as a rule system in the chart parsing paradigm.
Controlled Language and Grammar Checking
A controlled language (CL) is a restricted variation on some natural language. The purpose of de ning a CL for some domain is to control aspects of the language used to describe a task in that domain. The control is designed to reduce the ambiguity inherent in natural languages, making the text easier to understand, and less prone to incorrect interpretation. A typical application area is one in which the correct execution of a procedure manipulating objects in the domain is safety (or legally) critical.
Any aspect of a natural language may be controlled by more or less formal rules. These rules may be speci c (e.g. preventing the use of a particular word) or general (using a model of that linguistic component, be it lexical, grammatical or discourse level). Lexical control says something about the use of lexical items, typically providing a dictionary of approved words. Grammatical control endorses the use of a set of constructions. Discourse level control stipulates the introduction of topics, the structure of information introduction and so on.
Controlled Languages o er an ideal application eld for language checking technology. Whereas the task of free text checking can never o er a complete coverage of the language, controlled languages can generate grammatical models very close, if not identical to, the intended coverage. Additionally, free text may contain unseen lexical items, whereas controlled languages have a nite lexicon which forms part of the language de nition.
Robust Parsing
The eld of robust parsing, or robust analysis, provides a useful set of techniques which can be applied to the task of detecting and reporting errors in text. The goals of robust parsing di er slightly to those of error detection.
Robust Parsing aims to provide an analysis of ill-formed text. A grammar and lexicon are used together with some set of techniques to align the text with the grammar. Error Detection aims to detect the cause of failed analysis of ill-formed text, and report the error.
In general, any technique for robust analysis can be applied to the task of error detection by augmenting certain data structures with the appropriate record of the ill-formedness consumed.
Positive and Negative Detection
The rst consideration in classifying techniques for error checking is the distinction between positive and negative detection.`Positive detection' is concerned with writing rules which form the errors, i.e. ungrammatical rules. These rules are then used in the general analysis strategy, e.g. parsing. If they complete, then an error may have been found, at which point further analysis may be done.`Negative detection' classi es methods which provide a model of the correct language and employs techniques to compare this model with the input.
Targeted and Untargeted Detection
Another dimension of technique classi cation is that of the mode of detection.`Targeted detection' employs some declaration of the exibility required in order to detect errors. This declaration is expressed as some form of annotation to the language model.`Untargeted detection' techniques are those which use some general principal to align the model with the input (or the input with the model).
The di erence between targeted detection and positive detection is that in targeted detection, the core model is the correct grammar rule; the annotations to this rule describe the required exibility. Positive detection, on the other hand, uses grammar rules which centre on the error as being the key concept.
Untargeted detection usually appears as an algorithmic component which provides some form of relaxation to the grammatical model.
Single Phase and Multiple Phase
This classi cation of techniques refers to the time at which the error rules are considered. A`Single Phase' approach would incorporate the rule system at the same time as parsing. This approach would be appropriate to positive detection strategies, as they are identical in implementation to a normal parsing of text. Extending this approach to negative strategies introduces interesting computational problems due to the multiplicity of possibilities. A`Multiple Phase' approach would incorporate the detection of errors by rst analysing the text as if it were well formed, and then reworking this analysis, incorporating the error mechanisms allowed by the de nition of the error technique.
Current Methods
Methods which can be classi ed to some degree in the above manner can be found in the literature on robust analysis. Mellish (1989) describes an example of a negative, untargeted, multiple phase approach to robust analysis. The method uses a grammar of English (hence negative) which it uses to construct a well formed substring table (chart) employing a bottom up parsing algorithm. Following this, it uses a modi ed top-down parser (hence, multiple phase) to attempt to complete the parse with the minimum errors. The use of this general, grammar independent technique is an example of an untargeted approach. Compare this with the negative, untargeted, single phase approach of Goeser (1992) . Ballim & Russell (1994) describe a single phase approach which o ers the grammar developer a weakly targeted, negative grammar environment in which to construct and experiment with rules. Here, grammar rules are annotated with bounds on the relaxations that may provide exibility for certain constituents. Another single phase approach is described by Wang (1992) . This method di ers from the others mentioned here in that it employs a novel view of the parsing process, not relying on conventional grammar rules. Its exibility is derived from a mechanism capable of only three simple actions. Consequently, as it has no traditional grammar model used in its analysis it cannot strictly be classi ed with the other systems, however an approximation is as an untargeted (it presents a general mechanism capable of producing parses of ill-formed input) approach. The positive/negative distinction doesn't apply as there is no grammar.
Strzalkowski (1992) describes a parsing system built for speed. Its robust capabilities are untargeted and work through a mechanism which skips ungrammatical input. The paper mentions that, through the use of a time out facility, no distinction is made between ungrammatical and simply expensive input. Skipped input can later be attached to the analysis, so the method is multiphase.
Statistical approaches to under generation exist (e.g. Briscoe & Waegner 1994) . This technique approaches the problem by de ning probabilities to all possible rules (modulo certain constraints described) over a terminal/nonterminal set in CNF. This approach is designed to be a single phase approach. However, its robust capabilities are captured during a stochastic training phase, consequently the normal model of a`correct' grammar and an`incorrect' input is less appropriate to this type of analysis.
Work speci cally in the area of error detection is less numerous. Douglas & Dale (1992) describe a system capable of relaxing constraints at a di erent level to those in which we are concerned with there. The robust PATR model can be used to relax constraints represented as the feature structures of PATR rules in order to accept ill-formed input. The sort of ill-formedness which this method handles are the normal constraints of PATR notation.
The implementation of the parser described below allows for variation between single phase and multiple phase parsing, though currently is implemented as a single phase process. It uses targeted negative detection (note that it is always possible to add positive detection to any parsing mechanism simply by adding grammatically ill-formed rules). It was decided to use targeted detection for purposes of speed. Mechanisms for arbitrary insertion and deletion for example are typically complex; Mellish (1989) reports a (worse case) 10 times increase in time taken when one error is introduced into a sentence. Additionally, the target controlled language (AECMA 1989) has many descriptions of variations to the correct grammar which are not permitted. Writing targeted negative grammars ts this type of language de nition. Finally, using a similar model for encoding the language and possible errors as that of the manual will provide a consistent view of the language, a factor which we think will aid the learning of the language as well as the construction of a complete grammar.
Chart Parsing with Finite State Automata
The operations required to perform parsing using a well formed substring table are typically described as follows.
1. Rule invocation. An inactive edge is entered and rules are found for which this edge represents the initial constituent.
2. Combining with active edges. An inactive edges is entered and active edges are looked for with which it may combine.
3. Extension of active edges (usually termed the fundamental rule: Gazdar & Mellish 1989:193) . An active edge is entered and inactive edges are looked for to complete or extend the span of the edge.
A number of primitive operations are required to support these general operations.
matching: matching must be carried out between the constituents of rules. addition of information: the creation of a new edge through step 2 or 3 can be viewed as the addition of information. This addition may be a simple update of a dotted rule, e.g. when using atomic categories, or may require more sophisticated operations like the uni cation of graphs in the case of a feature structure representation.
The use of dotted rules (Earley 1986; Kay 1980 ) is the key behind the efciency of the paradigm. Traditionally, the grammars used in such parsing schemes have been straight-forward context free grammars. These grammars may be implemented as simple atomic category rules (Andrews & Brown 1993) or more complex information representations such a uni cation formalisms. In both cases, it is important to ensure that the primitive operations of matching and addition of information can be carried out in e cient ways. The e ciency of the matching process can be increased by the use of indexing systems, both for the rule look up, in which case rules are stored according to the index value of their initial daughter, and for the storage of edges in the chart, active edges being indexed on their next required daughter, and inactive edges being indexed on their mother. For the edges in the chart, an index is a vector over a vertex. Entering edges in to the chart means entering them under the appropriate index at the delimiting vertices. An example of indexing is described by Andrews & Brown (1993) .
The use of nite state automata (FSA) as a grammar description has a similar form to the standard production described by a context free rule. Instead of a simple series of daughters, the right hand side consists of an FSA (Figure 1 ). The use of the language of regular expressions to describe nite state automata is well documented (Aho, Sethi & Ullman 1986:83; Gazdar & Mellish 1989:134) as are algorithms for constructing the machines from these descriptions.
The processes required to form well formed substring tables must be modi ed to accommodate the more complex rule description system of the FSA. In fact this alteration is not at all complex and is really a transfer of the notion of the`dot' in the dotted rule from marking the next constituent to be consumed to marking the state in which the FSA is in. Again, e ciency is maintained by the use of indexing mechanisms, and it is these mechanism which allow the operations 1, 2 and 3 to remain unaltered. Active edges, and the set of rules, are indexed by the set of possible matches available 
Encoding Grammatical Variation with Finite State Automata
A set of transformations of the FSA allows for the encoding of targeted errors, grammatical variation, to be held in the rule as extensions to the core (correct) production. 1. By describing the material which precedes it, i.e. the preceeding constituent. 2. By describing the material which follows it, i.e. the following constituent. 3. By describing the complete context, i.e. the preceding and following constituent.
Deletion
The rst two cases are trivial, and are achieved by placing an extra state in the FSA either before or after the appropriate constituent and adding arcs for the new constituent and an epsilon arc for optionality. Figure 3 shows the insertion of I before C. The third case, however, requires a little more work. For example, inserting I between B and C cannot be achieved by placing an extra state between states 1 and 2 as this would also represent an insertion of I between B and C and B and D.
In fact, to describe the implementation of the third type of description, it is necessary to complete the brief description of the construction of nite state automata from regular expressions presented above. As described by Aho, Sethi & Ullman (1986) :122{123, the generation of nite state automata from regular expression is a three case algorithm. The third case, that describing the construction of automata constructed from the disjunction (j) and zero or more repetitions (*) requires the insertion of epsilon productions. The full description of states 1 and 2 in Figure 1 would be that in Figure 4 . The algorithm for constructing the FSA guarantees that a state will have at most one exiting arc that is not empty, i.e. an epsilon arc.
From any state, it is straight forward to compute the set of states which are reachable through epsilon arcs (this can be down o line to avoid any addition of complexity to the process). Inserting an extra constituent with a full description of context (preceding and following constituents) can then be achieved by using the set or reachable states from the entry state of the preceding context arc (in this example case, B, and checking for a match with the following context, in this case, C. The entry state for the arc labelled by B is 2, and both 2a and 2b are reachable from 2. The transformation then produces the FSA appearing in Figure 5 . A check has to be made to ensure that the preceeding context and the following context can not be ignored through the traversal of epsilon arcs. This can occur if optionality has been de ned for those constituents, either through the rule de nition, or through the inclusion of some deletion arcs.
Insertion and deletion arcs are marked as such to distinguish them from the arcs present in the rule prior to transformation.
Complexity
The complexity of the parsing mechanism should be considered as an extension to the expression for the normal representation of CFG rules. In fact the complexity of the algorithm is not the issue, rather it is the complexity of the grammar. This is because the processes of the algorithm are of the same complexity, locally, as of the normal version. Rule access is the same (rules are indexed on the possible rst daughters as before), the fundamental rule is the same, modulo the number of reachable arcs matching inactive edges in the chart that an edge has emitting from its current FSA state. The factor of the number of reachable arcs is an attribute of the grammar, and not the algorithm itself. The entry of an inactive edge, resulting in looking backwards in the chart for possible active edges with which to combine is unchanged, again due to the indexing of edges by the set of reachable constituent arcs.
Consequently, use of FSAs should be thought of an encoding technique which, in e ect, reduces the number of rules required. For example, the two rules In terms of the edges generated in the construction of the chart, up to the point of recognising B and C, there is only one set of analyses. In the case with the full rule representation, the two rules represent parallel analyses of the B C component of the production.
Further Work
The framework for parsing errorfull text requires the addition of feature structure relaxation techniques to make a complete system. There are many techniques, both targeted and untargeted, for dealing with inconsistencies in uni cation formalisms (Douglas & Dale 1992; Vogel & Cooper 1994 and others in Schoter & Vogel 1995) . It is intended to use a simple model of uni cation relaxation, using feature structure paths as a description of the targeted point in the structure at which con ict is expected (as with parsing techniques, untargeted relaxation methods for uni cation are computationally more expensive than targeted ones).
Some grammar fragments have already been written for the target controlled language (AECMA 1989) , however, the proof of the value of the project will require a full grammar for this domain.
8 Conclusions
The eld of Controlled Languages is particularly attractive to language technology developers as it provides a domain speci c area in which a speci c grammar is used as well as a nite set of lexical items. Consequently, checking systems can be implemented which are more reliable than those used for unrestricted text.
This paper has presented a method for parsing with a view to detecting errors. The parsing technology uses standard chart parsing augmented with rules expressed as nite state automata. As implemented, the targeted errors are represented declaratively as variations to the underlying nite state automaton of a rule. 1 The parsing system is also being put to use in a related project in the Language Technology Group in Edinburgh: the Construction Industry Speci cation, Analysis and Understanding project, which deals with sublanguage documents of the construction industry. As part of this project it is exibility, and not error detection that is required. Consequently, a grammar has been developed for the domain which makes use of the regular expressions which may be used to de ne rules to incorporate variation, much as the insertion and deletion declarations do for the checking task.
