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ABSTRACT
This thesis presents the results ef an analysis 
of absolute electron differential scattering cross- 
section data and shows that for selected spherically 
symmetric nuclei in the range 40 < A  209 the surface 
thickness of the proton distribution is somewhat smaller 
than had been previously thought. For Ca^ evidence is 
given for a central ’'hump" in the proton distribution. 
Cross-section ratio data in the region A -c=z: 58 have 
been analysed and there is some evidence for a central 
depression in the proton distribution in this region.
The results of this analysis have been connected with 
the simple theory of nuclear compressibility and indicate 
that the nuclear compressibility coefficient is the same 
in the region A 58 as in the region of heavy nuclei.
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CHAPTER 1 t INTRODUCTION
Analysis of experimental measurements of 
differential cross-sections for the elastic scattering 
of high-energy electrons by nuclei provides a useful 
tool for investigation of the nuclear charge distri­
bution as the interaction, being purely electromagnetic,
1 2is well known. The two review articles by Hofstadter 9 
detail such analyses performed prior to 1957.
Chapters 2 and 3 of this thesis are primarily 
concerned with an analysis of the absolute 183 MeV data
of Crannell et al.^ (hereafter referred to as C) for the
4-0 51 59 115spherically symmetric nuclei Ca , V , Co , In. ,
51)121,123 and Bi^^. An earlier investigation of these
nuclei was made by Hahn et al.^ (hereafter referred to
as HRH). These authors measured relative cross-sections
at 183 MeV (and in some cases at 153 MeV also) for the
197above nuclei, together with Au y and performed a phase- 
shift analysis^ using a phenomenological charge distri­
bution of the Fermi type
They found that, over the range of A in question, the 
parameters of the distribution were given by
T -1
c ? (1.07 - 0.02-) A1'3 fm. 
t = 4.40 z = (2.4 i 0.3) fm.
c is the halfway radius and t the surface thickness. 
Brrors in individual cases were given as ^ 2/o on c and 
i 10% on t, the rather large error on t being due to 
the fact that the "shape" of the cross-section curve 
is rather insensitive to changes in it.
The present analysis of the absolute C data enables 
the error on t to be reduced to about i 5%. The phase- 
shift analysis is similar to that of ref.5 and has been 
programmed for the I.C.T. Mercury and, more recently, 
Atlas Computers. Computational details are given in the 
Appendix. C did not perform a full analysis of their 
data but used the HRH parameters and concluded that these 
gave satisfactory fits to the absolute data, except in 
the case of Bi^^. Unfortunately, the theoretical values 
they quote corresponding to the HRH parameters appear to 
be incorrect and the present work reports a complete 
analysis of the C data. As well as fitting the absolute 
data it was necessary to retain a satisfactory fit to the 
relative HRH data and this has been done for all the 
nuclei considered.
Initially fitting of theoretical curves to experi­
mental data was performed by eye, and values of the
- 2 -
parameters close to the "best" values obtained this way.
For differentiating between equally good-looking fits a 
fca
quantj^bive method was used. Defining the following
0 Theoretical cross-section \
i for
E Experimental cross-section 1
y scattering
AE Quoted experimental error
/ angle' 0
Ey - _  Weighting factor
)
the goodness of fit is determined by the quantities
- =
x £W
and I2 = S.W (x - x)2
the sums being taken over the N experimental points.
x must be close to unity for a good absolute fit to the 
2
data whilst X measures the goodness of the "shape" fit, 
and it is this quantity which is minimised. Relative 
experimental data is normalised in order to make x unity.
The criterion used for a "good" fit is that, on the average, 
the observed values lie within the experimental limits. 
ih“* “  < »
2
In terms of X this means that
T I
2
It is found empirically that values of X ,< 2 G give a
2“satisfactory" fit to the eye, "but values of X greater 
than this are called “poor" fits and these terms will 
he used in this context throughout Chapters 2,3 and 4. 
To allow for finite experimental resolution theoretical 
cross-sections are folded over a finite angle & Q in the 
manner described by HRH, details being given in the 
Appendix.
The quantity used for measuring the "shape" fit to
g
proton scattering data by Perey and Buck is
*  * J £ ( % r * f
where N is the total number of experimental points.
2 2The essential difference between X and x is that the
2weighting factor for the latter is W . In practice 
both give similar conclusions for good fits, but they 
may disagree somewhat over poor fits.
The data for V51,Co59, In115, Sb121*123 and Bi209
have been so analysed using the Fermi distribution and
the results are presented in Chapter 2. Ca^ has been 
analysed with various phenomenological charge distri­
bution and the results are presented in Chapter 3» In 
this Chapter are presented results using charge distri­
butions derived from single particle wavefunctions due
7
to Shaw.
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The final Chapter, Chapter 4,presents the results 
of an analysis of experimental measurements of crcss-
o
section ratios for isotopes and isotones in the region 
A ^58, and gives evidence for a central "dip” in the 
charge distribution in this region. The results of this 
analysis have also been connected with the simple theory
Q
of nuclear compressibility and show that the nuclear 
compressibility coefficient varies little over the range 
of medium and heavy nuclei.
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CHAPTER 2
Analysis of V?1. Co^9. In115. Sb121,123 gtnd Bj2°9
The C data for each of these nuclides have been 
analyses with the Fermi charge distribution and it was 
found that in each case the parameter c was very close 
to the HRH value, but that the parameter t was consis­
tently lower than the HRH value by about 5$ except in 
the case of Bi^^ V/here it is lower by ab-'ut 20$. The 
fact that the values of c agree is to be expected as 
this parameter determines the "shape" of the cross- 
section curve, whilst t determines the normalisation of 
the curve, and it is the latter that is fixed by the 
absolute data.
Although the HRH data was obtained at 5° intervals 
between 35° and 110° in the laboratory system, C measured 
the cross-secticn at a few angles only for each nucleus 
and because of this it was usually possible to fit the 
C data with more than one combination cf c and t. The 
best fit was then taken as that combination which gave 
the best fit (i.e. smallest 'to "the relative HRH data.
The first two columns of Table 1 give the best values of 
c and t and the curves corresponding to these values are 
shown in Figs. 1-5. The vertical scale on each shows the 
differential scattering cross-section in mil-lib amis/ ste -
-  6 -
radian and the horizontal scale the laboratory scattering
angle . in degrees. The errors on the values of the 
J-SlD
parameters are about -2$ on c and -5$ on t. Experimental
values shown are those due to C.
The HRH value t = 2.7 fm. for Bi20  ^was obtained from
an analysis of their 183 MeV data, but analysis of their
153 MeV data indicated a value t = 2.5 'fm. Recently,
1 ^G-oldemberg et al. have reanalysed both sets of data and 
obtained parameters c = 6.43 fm. and t = 2.2 fm., in good 
agreement with the values obtained from the present work.
The value t = 2.1 fm. agrees with the value given by
*11 20Q 208Scheck , who considered Bi 17 as Pb core + proton,
using the Family II distribution for the core. However, 
as is seen in Chapter 3» this distribution does not give 
a very good fit to the HRH data for Ca^ and may be un­
reliable for heavy nuclei; in view of this the agreement 
may be somewhat fortuitous.
The last four columns of Table 1 list the r.m.s.
radius < r2 >-^ /2 r , c and A/? (in fm.~^)’ c’ o C max v
respectively. rc is defined by R = rQ A^^, R being the
radius of the equivalent uniform distribution, cQ by
c = cQ A^^ and P max is the maximum value of the density,
normalised to unity. The fact that A v is remarkablyv max
constant supports the hypothesis of Elton^ that protons 
and neutrons have the same density distributions in nuclei.
- 7 -
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Table 1. Fermi Distribution Parameters
Nuclide c (fm) t(fm) <r2>1//2 rc(fm) c0(fm) ■kfrnax
V51 > 9 9
(3.98)
2.1
(2.2)
3.56 1.24
•
1.08 0.172
Co59 4.14
(4.09)
2.3
(2.5)
3.75 1.24 1.06 0.171
In1X5 5.26
(5.24)
,2i3
(2.3)
4.52 1.20 1.08 0.173
stm,323 5.42
(5.37)
2.4
(2.5)
4.66 1.21 1.09 0.166
Bi209 6.47
(6.47)
2.1
(2:7.)
5.32 1.16 1.09 0.175
Goodness of fit criteria are shown in Table 2, HRH
values being shown in brackets. The value of G (defined 
in Chapter 1) for both the C and the HRH data is taken as 
0.012 for all the five nuclides considered. This means 
that, for all the nuclei considered here, the fits to the 
C data are ’’good" and those to the HRH data '’satisfactory** 
in the sense in which these terms are used.
Figure 6 shows the quantities c , t and r plottedvj V-/
against the number of nucleons A, and it is seen that co 
and t lie within the limits
- 13 -
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c = 1.08 i 0.02 fm.0
t = 2.25 ± 0.15 fm.
Hence analysis of the absolute data has shown that 
the surface thickness t varies little over the range 
51 ^ A ^ 209 for spherically symmetric nuclides and
that the average value is about 6% lower than that 
obtained from analysis of relative data.
Table 2. Goodness of fit criteria.
Nuclide is.
y2
__Q, X2O B M
v5i 1.01
(1.07)
0.010
(0.011)
0.020
(0.017)
Co59 0.97
(1.09)
0.007 
(0.020)
0.019
(0.014)
In1^ 1.01
(1.01)
0.002
(0.005)
0.017
(0.017)
^ , 1 2 3 0.97
(0.97)
0.002
(0.004)
0.027
(0.025)
Bi209 1.04
(1.44)
0,012
(0.051)
0.019
(0.010)
The r.m.s. radii obtained in this analysis agree 
satisfactorily with values obtained from measurement of 
the energy of the X-ray emitted when the p-meson in a 
muonic atom makes a 2p — > Is transition12’11?1 .^ These
- 15 -
experiments allow only one nuclear parameter, namely
2 l/2 15< r > ' , to "be determined, but recent experiments ,
in addition to measuring the 2p— > Is transition energy
also measure the 3d ^ 2 — > ^^3/2 ^ransi^icn energy and
this enables two nuclear parameters, namely c and t, to
he determined. For Bi2^  this gives
c = 6.61 fm. t = 2.44 fm.
hut the rather large errors on these values, particularly 
on t, mean that they are not inconsistent with the 
electron scattering values obtained in the present work.
The parameters obtained for Co^ and Bi2^  have 
been used to analyse the electron and positron scattering 
data of Goldemberg et al.10 (referred to as GPY) and the 
recent data (for Bi20 )^ of Browman et al.10a (referred to 
as BGrY), GPY measured two sets of data for each nuclide, 
one low resolution and one high resolution, at an incident 
energy of 302 MeV. BGY measured one low-resolution set of 
data at 299 MeV at small angles only. The experimental 
quantity given by these authors is
where or” is the cross-section for electron scattering 
and cr + that for positron scattering, and R is plotted 
against © in Figures 7 and 8. Theoretical cross-secticns
- 16 -
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are folded over a Gaussian angle of 2°. The fit to the 
data is quite satisfactory in "both cases, especially at 
smaller angles. At larger angles (0 > 30°) the fits are 
not so good, hut this may he due to the fact that experi­
mental values were uncorrected for inelastic scattering
which may have heen significant. A careful analysis of
20q
the low-angle scattering hy BGY for Bi indicated an 
r.m.s. radius of 5.17 fm., much lower than the HRH value 
and smaller than that of the present work.
The theoretical cross-sections were folded over a 
Gaussian- angle AQ° to allow for finite experimental 
resolution, as described in the Appendix. Her comparison 
with hoth HRH and C data £0 was taken to he 2°.
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CHAPTER 3. Analysis of Ca^„
This nucleus has been analysec. with a wide range 
of charge distributions by various authors. HRH used 
the Eermi distribution when analysing their 183 MeV 
relative data, and obtained parameters c = 3.64 fm., 
t = 2.5 fm. Hill and Ford16 used their Family II 
distribution
Co l1 ~ Jexp[-n(l-|)] j, r s; c 
(r) =
~^0 exp[-n(|-l)] , r $ c
and obtained c = 3*64 fm. and n = 4.1 giving a surface 
thickness t of 2^85 fm. (t = 2 ln5. - = 3.22 ~). Helm^ 
used his gU and uU distributions and obtained similar 
values of the parameters, although he did not use a phase- 
shift analysis but improved Born approximation.
The present work analyses the C data in the manner 
described in Chapter 2. The Fermi distribution was the 
first to be used and the best fit to the C data was ob­
tained with c = 3.64 fm., t = 2.4 fm. The goodness of
fit parameters are given in Table 3 and it is seen that 
2the value of is much larger than for the nuclides 
considered in Chapter 2, due largely to the poor fit t' 
the experimental values at scattering angles of 40° and 
50°. The fit is shown in Fig. 9. In this Figure, and
-  20 -
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also in Pigs. 10,11,12 and 14, both C and HRH experimental 
values are shown, the notation used being shewn below
I C data
{ HRH data
i
In each case the HRH data is normalised to make x (defined
in Chapter l) unity.
In an attempt to improve this fit other charge
distributions were used. Use of the Family II distri-
2bution enables Xc to be reduced, although it remains
rather large. However, these parameters, given in
2Table 3, give a much larger value for than does the
Fermi distribution. Figure 10 shows the fit obtained with 
the Family II distribution. This, and the Fermi distri­
bution, are shown in Figure 13 and it is seen that the 
Family II differs from the Fermi both in the surface 
region and in the tail, that of the Family II being longer. 
They are very close in the central region. In order to 
see if the scattering is sensitive to the central charge 
the Parabolic Fermi Distribution
2
f (r) = ( 1 + )( 1 + )_1
c
was used. If w > c, there is a central dip and if w < o 
a central 1 hump11. It was found that a satisfactory fit 
could not be obtained with w > o but use of w=-Q25 gives as
-  22 -
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good a fit to the C data as the Fermi, hut a slightly 
better fit to the HRH data. The values of the other 
two parameters are given in Table 3. The density is not 
allowed to become negative but is cut off, in this case 
(w = -0.25) when r = 2c. The distribution is shewn in 
Figure 13 and the electron scattering curve in Figure 11.
An entirely different approach to a proton distri-
7
bution has been used by S h a w S h e  derived a charge
density from single-particle proton wavefunctions in a
Saxon-Woods central potential, the parameters of which
were chosen to give binding energies in agreement with
18observed values from (p,2p) scattering experiments 
The density distribution so obtained has a pronounced 
central "hump”, more so than the Parabolic Fermi, as shown 
in Figure 13? but the fit to the electron scattering data 
is quite satisfactory as is seen from Figure 12.
The fact that the Family II distribution, with its 
longer "tail” and narrower surface region does not fit the 
HRH data very well, whilst the other three distributions, 
which have widely different central densities, but similar 
surfaces and tails, do fit it indicates that the electron 
scattering is much more sensitive to the form of the edge 
of the nucleus than the centre, but is sufficiently 
sensitive here to preclude a central "dip" for Ca^, The 
tail region of each of the four distributions is shown in
31
3iO
10
/
60 80 120
lab
Scattering from £a' .using Parabolic Fermi Distribution
10
dcr
dil
10
10
10
10
40 60 - 80 x 100
-• 0
lab \
V
Fig»12*. Scattering from Ca^° using: Density derived from 
Single-Particla Proton. Wave functions •
120
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Fig-13*• Charge Distributions for Ca.
Figure 13? at ten times the scale of the main Figure and
small differences are clearly shown.
It should he noted that a central "dip1 in the
197charge density of Au is possible, as noted by HRH who 
found that their data could be fitted with a wide range 
of values of w, both negative and positive. This is not 
unexpected as it is unlikely that the centre of such a 
heavy nucleus will be Mseen" by the incoming electron at 
this incident energy.
The conclusions reached in the present work agree 
very satisfactorily with those •f similar analyses by 
Ravenhall et al.^ and Crcissiaux et al.^ Ravenhall et al. 
used the Fermi and Family II distributions and found 
similar values of the parameters, also finding that the
Family II did not give a good fit to the HRH data. They
also used their charge distributions to calculate the 
energy of the 2p — > Is X-ray emitted from a muonic atom 
and found that the Fermi distribution gave a value in good 
agreement with experimental values, but that the Family II
distribution gave a value somewhat lower than these.
21Professor Ravenhall has very kindly calculated the 
transition energy due to the Saxon-Woods density (that 
derived from single particle wavefunctions) to be 783 KeV, 
in excellent agreement with the experimental values.
Croissiaux et al. used the Parabolic Fermi distri-
- 28 -
bution to analyse both sets of 183 MeV data and confirm 
the conclusion reached in the present work that the fit 
to the HRH data is improved by taking w < o. They allowed 
the density to become negative instead of cutting it off 
as in the present work but this makes little difference 
to the scattering for w = -0.25.
However, when this distribution was used to analyse 
their 250 MeV absolute data it was found that the best 
fit was obtained with w ^ O  (the Fermi), the parameters
for this fit being c = 3.60 fm. t = 2.5 fin.
The. Saxon-Wcods density, given previously, also gives 
a satisfactory fit to the 250 MeV data"*”® although the fit
is not as good as the above Fermi fit. These two distri­
butions have very similar surfaces although the Fermi has 
a longer tail, and so it may be said in conclusion that 
the electron scattering for Ca^ is particularly sensitive 
to the surface region of the density distribution.
Finally, the density distribution derived from 
Harmonic Oscillator wavefunctions has been used to analyse 
the 183 MeV electron scattering data for Ca^ in order to 
obtain the length parameter. The best fit is not very good 
at large angles, as would be expected. The length 
parameter is Q = 1.95-0.05 fm., giving an r.m.s. 
radius of 3.47 fm. The fit is shown in Fig. 14.
- 29 -
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40Table 3. Charge Distribution Parameters for Ca
Charge , = X2 X2 <r2>1//2 r
~ . xc Ac aHEH <r > rcDistribution - — ------------ '
Fermi
c = 3.64 fm. 0.97 0.047 0.011 3.47 1.31
t = 2.40 fm.
Family II
c = 3.64 fm. 0>97 0.031 0.024 3.54 1.34
n = 5.15 
(t = 2.28 fm. )
Parabolic Fermi
c = 3-90 fm.
n __ - 0.98 0.051 0.009 3.44 1.30a = 0.57 fm.
w ="0.25
Saxon-Wooda 
Vq = 54.0 MeV
rQ = 1.29 fm. 0.96 0.040 0.014 3.43 1.30
a =0.65 fm..
A = 40
- 31 -
CHAPTER 4
Charge Distributions in the Region A 58
The analyses of high-energy electron cross-section 
data given in the preceding chapters show that accurate 
values of the parameters of nuclear charge distributions 
can he obtained. However, the accuracy is insufficient 
to enable differences in parameters between neighbouring 
nuclei to be measured by analysis of the separate 
scattering data. Analysis of crcss-secticn ratios for 
such nuclei enables this comparison to be made quite 
accurately.
o
Hahn et al. (hereafter referred to as HHR) measured 
ratios for the isotopes Ni^, Ni^ and the isotones Ni^, 
Fe^ over the angular range 40° - 90° at an incident 
energy of 183 MeV. HHR did not attempt a complete analysis 
of their data but, using the Fermi distribution, showed 
that a "shape" fit could be obtained either by a suitable 
change in c alone, or by suitable changes in c and t to­
gether, but not by a change in t alone. The variation in 
t is allowed because the data is relative - absolute data
would enable this ambiguity to be settled, but it would 
m
not help £uch in determining the absolute value of t as 
the crcss-section ratios vary little with t. The results 
given in Chapter 2 show that t is remarkably constant for 
medium and heavy nuclei and sc it would seem unlikely that
- 32 -
it would Toe significantly changed by the addition of 
two nucleons! hence t is kept constant during the sub­
sequent analysis.
The fitting of the isotone data is very sensitive 
to changes in c, particularly in the region 60° < Q < 70°, 
round the diffraction minimum. Using the Fermi distri­
bution both the isotone and the isotope data have been 
fitted with the parameters given in Table 4* the fits 
being shewn in Fig. 15.
Table 4. Fermi parameters from cross-section ratio data.
21/2 ( -Pm  ^ A A? ( of ANucleus c (fm) z (fm)
Fe56 4.00 ± 0.05 0.57
Ni58 4.09 - 0.05 0.57
OV£>•H£5 4.14 - 0.05 0.57
errors on c (like signs 0:
3.75 )
3.81 \
3.84
1.50 ± 0.30 
0.85 - 0.17
together) are determined from the angular fit, whilst
those given for AR/R are determined from the "shape”
fit. The value z = 0.57 fm. corresponds to t = 2.5 fm.,
22this value being used because Bellicard and Barreau 
obtained the parameters c = 4.16 - 0.08 fm. , t = 2.5-O.lfm. 
from an analysis of their absolute cross-section data at 
150 MeV for Fe . Their value for c disagrees with the
- 33 -
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present -value c = 4.00 £ 0*05 fm. from ratio data and, 
although the d i f f e r e n c e  is small, it appears to he real. 
This difference may he due to a had choice of charge dist­
ribution and in view of this the Parabolic Permi distri­
bution was used. The Fe^ data could not be fitted directly 
as they have not been published and the procedure adopted 
was first to fit the published Fe^ data of Bellicard and
Barreau, It was then assumed that the addition of two 
54neutrons to Fe would have the same effect as the addition
58 /of two neutrons to Ni , as found previously (an increase
in the r.m.s. radius of 0,8%). Both positive and negative
54values of w were used in fitting the Fe data and the 
best fits for each, together with goodness of fit criteria, 
are given in Table 5. In this case the fit can be consi­
dered good if < 0.0039*
Table 5* Parabolic Fermi fits to Fe^
c (fml
4.33 
4.02 
3*80
The Fermi distribution (w = 0) gives an excellent 
fit, the parameters given being obtained by Bellicard and 
Barreau, but the fit obtained with w = 0.25 is almost
a (fin) w x <r2>1//2(fm)
0.55 -0.25 1.005 0.0033 3-72
0.55 0 0.989 0.0008 3-73
0.55 0.25 0.973 0.0010 3.73
- 35 -
as good. The latter fit is shown in Fig. 16ythe Fermi 
fit with the above parameters being given by Bellicard 
and Barreau. The fit with w = -0.25 is not as good as 
the previous two fits but is still good in the sense in 
which we used this term. The region around the diffrac­
tion minimum, where the curves differ most, is shown for 
the three sets of values in Figure 17 curves A,B and C 
being for w = -0.25? 0 and 0.25 respectively. Errors are
about i 0.v>6 fm. on c and i 0.02 fm. on a. Parameters 
56for Fe were then obtained in the manner explained 
previously, giving the values shown in Table 6.
56Table 6. Parabolic Fermi Parameters for Fe ■
c (fm) a(fm) w
4.38 ± 0.06 0.55 - 0.02 -0.25
4.07 - 0.06 0.55 i 0.02 0
3.85 - 0.06 0.55 - 0.02 0.25
Using w = 0,25? a good fit, both angular and shape, was
obtained to the HHR data with the parameters given in 
Table 7. Using w = -0.25 a good shape fit may be obtained 
but the angular fit is poor. This fit is shown in Fig. 18 
curve B and the fit with w = 0.25 in the same figure, 
curve A.
- 36 -
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Table 7. Parabolic Fermi Parameters fitting ratio data*
Nucleus c(fm) a(fm) w <r^>^^(fm) 4 R/R(fo)
■ Fe56 3.85 - 0.06 0.55 0.25 3.76 ]
(■ X.44 - 0.29
Ni58 3.94 - 0.06 0.55 0.25 3.82 ^ .
( 0.83 x 0.17>
Ni60 3.99 - 0.06 0.55 0.25 3.85 j
Thus by using the Parabolic Fermi distribution with
a central dip (w = 0.25) a consistent scheme has been
obtained which enables one to fit both electron scattering 
54-data for Fe^ and also cross-section ratio data for the
isotones Ni^, Fe^ and the isotopes Ni^, Ni^. This
is not possible with a central ”humpM (w = -0.25) using
54which a satisfactory fit to the Fe data was obtained,
but the fit to the ratio data was poor, even allowing for
the possible error of ~ 0.06 fm. in c coming from the
54error in fitting the Fe data. Use of the value 
c = 4.07 fm. for Fe^ with w = 0 dees not fit the ratio 
data, but inclusion of the possible error, which gives 
c = 4.07 - 0.06 fm. gives agreement with c = 4.00 i 0.05 
fm. found from fitting the ratio data with the Fermi 
distribution. Hence we have also obtained a consistent 
scheme with w = 0 although there appears to be a slight 
preference for a central dip. Publication of the Fe 
data would probably enable the validity of this conclusion
- 40 -
to be tested.
The results of the previous analysis show that the
56addition of two protons to Fe causes an increase in the 
r.m.s. radius of about 1.5% whilst the addition of two 
neutrons causes an increase of only about 0.8%. The latter 
shows that the charge distribution (due to protons only) 
is affected by the addition of neutrons. This does not 
imply that protons and neutrons have different distri­
butions, as is shown by relating these results with the
*
simple theory of nuclear compressibility.
Nuclear- Compressibility.
Experimental measurements of the so-called isotope
shift effectively measure the change in the radius of the
. 9
equivalent uniform distribution R (see for example Elton
p.46). The experimental quantities are given in.terms of
a standard isotope shift which is that due to a uniform
1/h
distribution of radius R which has A dependence R«eA / J
in the neighbourhood of the isotope in question. For heavy
2 ^spherical nuclei Hill has estimated that the experimental 
value of is
Y n = 0.65 - 0.10
where
The results of Chapter 2 show that R does not follow the
/  = 3A 3R
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simple law. The actual relationship (using the
Fermi distribution) has been derived by Elton^ (p.107)
E = £ A^/3 + - t&Q.AT1 + 0(A-5/3)b y  dA- $3
w
where t -it n AP )“~^ /3 j_s radius of the sphere 3 I max' ±
occupied by a nucleon in infinite nuclear matter. The 
results of Chapter 2 give average values A = 0.171
fm4” ,^ a = 0.512 fm. (corresponding to t = 2.25 fm.. ) and 
inserting these gives for the A dependence of R
R = 1.118A1//3 + 1.929A-1/3 - 1.398A-1 + 0(A-5/3)
These values are somewhat different from those, used by 
other authors (Elton used A f> - 0.168 fm.” ,^ t = 2.5
v m a x
fm. whilst Bodmer^ took A p = 0.174, t = 2.4 fm. )max
but they do not lead to significantly different con­
clusions. Using this expression for R, the quantity 
^A = TT* w l^ic^1 woul^ "b© unity if R®C A^^, has the 
value
Ya— 1- = 1- 3.45A-^  +10.9a-^ + 0(A-2)1 +1.726A“^3 - 1.25LA'4/3
For heavy nuclei the value of Y ^ varies little. In fact, 
as A increases from 150 to 210, increases from O.89 
to 0.91, and this analysis takes the value Y ^  - 0.90 
(corresponding to A = 180) as being representative of
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those nuclei for which the value of has been given.
The fact that Y ^  shows that the I.S. is not
just a volume effect, and it is necessary to look for an
25additional explanation. Wilets et al explained the
2 Adifference in terms of nuclear compressibility. Bodmer 
writes the total energy E as the sum of volume, Coulomb, 
surface, volume symmetry and surface symmetry energies
E(A) = E0(A) + ' C (A) + Es (A) + ex (A) + B s.r(A)
where \ = R is the radius in the presence of EO' o o
only. Bcdmer gives expressions for the energies, and, 
for A — 180, E and Eo are of comparable size but E-.. and
v  O
E r are much sm 1.llcr.. He expanded E(A) about A = 1 up s
to the term containing the second derivatives and then 
minimised with respect to /V , giving for the nuclear radius
E + k E + k~E>,+ k
E - R  ( 1 + -2----§-§-H i  scisr.j
0 KA + K B + KrEy+ K E ,
S S T r sc s c
the energies being evaluated at R . The coefficients are
 ^ . 1 Hgiven by E^ = KA, E. = k.E., E. = K.E., This was used to 
0 ’ i i ’ i 1 1
determine and it turns out that the contri-JN R 3
bution from the surface energy term is much smaller than 
that from EQ. The contributions from E-^and E depend on 
the and K^, which are completely unknown. In view of
the errors involved, for the present purpose these terms
are ignored, and the analysis is just that given by
Elton^ .(pp.46,47). It should be noted that Elton’s values
pr'tSinr
are incorrect, the correct values (using tew values for 
C t /
and yjjfg and taking Y  ^  = 0.£J0) being = 1.36 —  0.21,
VA(o) = 0.84 i 0.02 and K = 73+22* va^ue K
26obtained by Brueckner and G-ammel was 170 MeV, and in 
order to make the present analysis furnish this value it 
is sufficient to increase to 0.79J in view of the 
errors involved in the I.S. measurements this cannot be 
ruled out. It should be noted that even ^ i s  not 
equal tc Y^, the small difference ■ presumably being due 
to the effect of E . (Bodmer assumed that Y ~  Y&)m
The values of and obtained from the previous
analysis of the HHR data are
w = o tlfe
>
0 = 0.74 + 0.14 )
x /
w = 0.25 : == 0.72
+ 0.14 J
w = o : ii = 1.31 + 0.26 \ I
w = 0.25 : = 1.25 + r1-0.25 J
values obtained for A = 58, give K = 44 MeV in
ex-ool-lcnt agreement with the values obtained for heavy 
nuclei using the idea cf nuclear compressibility and hence 
the conclusion is that the nuclear compressibility 
coefficient K does not vary greatly ever the range of 
medium, and heavy nuclei. Thus the difference between
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Vn and Y a can be explained satisfactorily with a
reasonable value of K, neglecting surface and symmetry
energies. The accuracy of the I.S* and cross-section
ratio data does not enable any information tc be gained
about the symmetry energies, except that, because we obtain
a consistent scheme without them, they are probably small.
Accurate measurements of cross-section ratios, particularly
in the heavy nuclei region, would enab3.e the validity of 
t\£
this to be treated.
In the region of closed shells the values of are
much reduced from the above values as has been noticed,
27for example, by Hofstadter et al. who analysed electron 
scattering data for Ca^ and Ca^, finding that Y jj = 0.20.
CONCLUSION
The present analysis of absolute electron scattering 
data for selected spherically symmetric nuclides in the 
medium and heavy region confirms the fact that the half­
way radius of the charge distribution is given by
c = ( 1.0'8 - 0.02 ) A1//3 fm.
but shows that the surface thickness is about 6fo smaller 
than previously thought and lies in the range
t = 2^25 - 0.15 fm.
 ^59 209The parameters given for Co and Bi were used to
analyse electron and positron scattering data at 300 MeV
and gave satisfactory agreement with experiment.
Various charge distributions were used in an analysis 
of Ca^ data and it was found that ”short-tailed” distri­
butions were favoured. One such distribution was obtained 
from single particle wavefunctions in a central potential 
and this also gave good agreement with experimental 
measurements of the 2p — > Is transition energy in a 
muonic atom.
Finally electron scattering data for isotopes and 
isotones in the region A:#s~58 was analysed with the 
Parabolic Fermi distribution and in order to obtain satis-
\
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factory agreement with this data and at the same time
fit absolute electron scattering cross-section data for 
54Fe it is necessary to use a positive value of the w 
parameter (a central "dip”)- These results are related 
to the simple theory of nuclear compressibility and give 
a value E = 44+;};^  for the compressibility coefficient, 
in agreement with the value obtained for heavy nuclei, 
indicating that K does not vary greatly over the range of 
medium and heavy spherically symmetric nuclei.
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APPENDIX - Computational Details.
The scattering of high energy electrons by a given 
charge distribution is described by the Dirac equation
p c + c^ + V)v|/ = E\p (l)
where V  is the scattering potential due to the charge 
distribution, E is the energy of the incident electron, 
and 2* Qn  ^ P are usual Dirac matrices. If Vis 
spherically symmetric and if E (which remains constant 
for elastic scattering) is much greater than the rest 
mass energy of the electron (in practice this means that 
E > 50 MeV) the Dirac equation may be separated into
5
partial waves as described, for example, by Yennie et al. 
(hereafter referred to as YEW) and Elton^. This yields 
the scattering amplitude f(Q) in the form
cC
f(Q) = y (exp[2in.] - 1) e .(©) (2)JL—  j w j
0=4-
with
'C Iq ) - (-i+fr) Jp* ±(cosQ) + P. (cosS) [see- (3)
W ' ~ 2ik I 3~i 3+i J 2
where Q is the angle through which the incident electron 
is scattered, P^  (cosQ) is the Legendre polynomial of 
order and n . is the total change in the phase of the 
partial wave as if? passes through the scattering
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potential. The scattering amplitude is related to the 
differential scattering cross-section cr (0) by
lcr(0) = I f(0) j (4)
and theoretical values of cr (0) are usually compared
with experimental measurements of this quantity. The
form-factor' B(q) obtained from Born analysis of the
Qscattering (q = 2k sin^, the four-dimensional momentum, 
transfer) is related to cr (0) by
l*<*> I 2 = (5)
c
where cr (Q) is the cross-section due to a point nucleus c
of the same charge as the nucleus in question, and, 
particularly for light nuclei in which the Born approxi­
mation is quite reliable, is used for comparison with 
experiment. The programme calculates both cr (0) and E(q).
The bulk of the computational problem is the calcula­
tion of the n-, for which it is necessary to solve the 
J
radial wave equations, which are treated in dimensionless 
form.
dGr . / . i n
G-: + [1 - v(x)3 B. = 0 dx x 3 3
cE1 + ■y 5ai* - C1 - v(x)] = o
where x = kr = ^ .r and v(x) = With E in MeV and
- 4-9 - ■
( 6 )
r in fm. (lfro. = lO^cm. ) the value of k is taken to be
0.005068E fm."1. The potential due to a point nucleus 
with the same charge is
v0(») = - 1 with i^.z » r r h M  • (7)
Both regular and irregular solutions of eqn.5 are 
required when v (x) is the scattering potential and these 
solutions, and the corresponding phase-shifts, are given 
superscripts R and I respectively. Regular solutions only 
of equations 5 are needed when the scattering potential 
is due to the finite nucleus.
The potentials v(x) due to the charge density are 
evaluated numerically by solving Poisson’s equation.
The charge density is written as pQ((x) with^(x)
dimensionless.
Defining
In(x) = fo (x) dx (8)
the potential v(x) is given by
( Io(x) /
v (x) - v (0) -An Y    t (9)
where the density has been normalised so that
4% e 0 12(®°) = 1 do)
and where v(o) = - An Y(>0 I-L(oC ) is ibe potential at the
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centre of the nucleus. The first and second derivatives 
of v(x) are required for the integration of the radial 
equations, and these are given by
/
V  (x) =
4wf I2 (x)
X ( LI)
v //(x) = . f71 yeof(x)
In addition to finding I-^ (x) and ^(x) the integral 
I^(x) is evaluated in order to find the r.m.s. radius 
of the charge distribution.given by
v
\
^rai/2 _ i ''1i (!0;o  (10)
> - k l i ^ T /  (12)
Simpson’s rule is used for the integrations, and
an interval of 0.05 in x was found to give an accuracy
of. 7 significant figures in v(x). The integration is
6continued until an increment in I2 is less than 10“ .
The corresponding' values of the integrals are then 
taken as giving v(o) and and hence the ^
values of v(x). Apart from v(0.1)the integration of eqns.,^  
required v at intervals in x of 0.5. Values of v(x) are 
calculated at this interval out to a value v(xQ) where 
v(x ) - v (x ) <10 . The values of v(x) are stored,O O O
starting with v(o) in location VO up to a maximum of 
V70, and corresponding values of v * and v H (starting 
at x = 0.1) in locations V71 up to a maximum of V140,
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and V141 up to a maximum of V210 respectively.
The solutions of eqns, 6 at x = 0.1 are found hy 
means of a series expansion about the origin assuming 
v(x) to he parabolic over the interval 0.0 ^ x ^ 0,1,
The integration is continued out from x = 0,1 using a
p Q
step by step method, given by Milne , which gives the 
solution of the equation y / - f(x,y) in terms of the 
derivatives of y. He gives formulae of varying accuracy, 
and the one used in the present work is
yn+l = yn+f (yn+ 4 l>+ ^  C l > + "* (l3)
where yn is the solution at x . The leading error term
is
7
TOOBOO* yV11(0) > xn ^ e ^ xn+l V 3
For the present purposes, the equations 6, evaluated at 
x f are written in matrix form
yn = V n  ^
where / / • -, \ \
/p.\ [i-v(x )] \
yn = ~! and A =/ n } (16)1 ^  j
G \-[l-v(x )] i|±il
' j/n '• n xn /
From eqns. 15 and 16 the matrices B and C , where  ^ n n’
yn = V n  m d  yn = V n  (l7>
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can easily be found. Individual terms of 13 and C aren . n
7
given "by Shaw . With this notation equation 13 becomes
yn+l = ^ 1-lAn+l+l0:BiH-l-fe‘0Cn+l^
the leading error term being given by equation 14. The 
interval of integration h is taken to be 0.5* this being
the largest value which gives agreement to six significant
figures with the value obtained for h = 0.1 at x <~t 20.
This method was used to obtain the solution of the
regular functions P., G-. for the finite nucleus at x . To
d Z o
obtain the regular and irregular Coulomb functions (due to
point nucleus) the rapidly convergent series given by 
29Elton 17 was used if x <8.1. However, if x >8.1, theo * o ?
series was used to evaluate the functions at x = 8.1, and
the integration continued from 8.1.out to x q using eqns. 17.
The value 8.1 was chosen empirically as the step-by-step
method is quicker and more accurate for values of x larger
than this. The calculation of the radial functions occupies
Chapters 1 and 2 of the programme.
The finite functions are matched to the Coulomb
functions at x^ o
F . = C .NRFR + D . r W  
3 3 3 3 3 3 3
! (19)
G . = C.NRG® + D.nW  
3 3 3 3 3 3 3
C . R I
enabling ^  to be found. N. and N. are normalisation
j 0 J
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constants for the Coulomb functions, giving the correct 
asymptotic form and are obtained by comparison with the 
solutions of Mott and Massey^. The ratio of these 
normalisation constants is required and can be written 
as follows in terms of one complex gamma-function only
i .  .. ^
N-j _ 2-23i ,/d-*4-s1 i /' (2sj)^ • 2s;j- sin27ts..
= * W -  [F&qj \e±n2 + Bh2nr)^  P(e.+iY) J2 (2Q)
J 0 D
with sj = [(j+i)2 - Y2]s.
Comparison of the asymptotic form of the finite and
Coulomb functions yields the following expression for
the phase-shift n .
J
sin(nhru)
tan(n.-n.) = —--------  (21)
D O  C .
D / I  R sg- + cos (n .-n.)
D J J
R  In^ and n.. being the phase-shifts of the regular and 
irregular Coulomb functions respectively. Expressions 
for these are given by Mott and Massey and may be re­
written to yield
n1
= ” -g-arctan^  - Im (In i *(s^ +i
r R  y
« n . = -7i(o’+J--s .') - arctan)tan[7i( j+J--s .)].coth7ty>
0 0 D D J
Hence the complex Gamma function P(s.+iY) is required
J
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( 2 2 )
for the evaluation of the phase-shifts and is calculated
0 *1 ^
by means of Stirlings expansion for i (s.+iy+10), using
J
the recurrence relation for the Gamma functions to obtain
f^s.+iy) from this. The evaluation of the phase-shifts J
is performed in Chapters 3 and 4 of the programme.
Starting with j = -J- and increasing it in steps of unity
the radial equations are solved and n. found, until
J» R j 6
jn. - n. ]< 5.10~ . The maximum number of partial waves 
J J
Rthat can be used is 20. After this further values of n.
J
are calculated to give 29 in all.
The final two Chapters (5 and 6) calculate f(9) and 
hence cr (9). .To find the scattering amplitude this is 
written as
f(Q) = fc(o) + [f(a) - fc(e)] (23)
where f (0) is the scattering amplitude for a point
V
nucleus. With'e .(9) as given by equation 3
f (0) = ^  [exp(2in^) - 1]5,(0) (24)
c j=i J J
- o p
f(Q) - f (©) = /L [exp(2in.) - exp(2in .)] §. (Q) (25)o •_j J J«J"~ £
RThe latter term converges quickly as n.— >n. for increasing
J J
j, but it is necessary to speed up the convergence of the
series for f (9). To do this we use the "reduced” series c
introduced by YRW
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. (1 - cosQ)m.f 9  ar m^ P^r(cos9) (26)
the m^ *1 reduced coefficients ar m^  ^being obtained from 
ththe (in-1) reduced coefficients by means of the
recurrence relationships for the Legendre polynomials ,
explicit expressions being given by YRW. Pour reduc­
tions are used by the present programme. Hence as fn(0)
V
is found, cT (0) may be found. To allow for finite experi­
mental resolution when comparing theoretical with experi­
mental values the calculated cr (Q) are folded over a 
Gaussian angle A 0 as described by HRH, their formula
being used in the form
The integral is evaluated by means of Simpson’s rule using: 
values of o~(Q) at angles (9 - 5)(1)(© + 5*). The limitations 
on the largest value of xQ(< 35*1) and the number of phases 
(< 20) mean that the incident electron energy cannot be 
larger than about 400 MeV when analysing heavy nuclei, or 
about 600 MeV when analysing light nuclei. All relevant 
experimental data up to the present time has been obtained 
at lower energies than these.
The programme is written in CHLP3 Mercury Autocode 
and was originally used on the Mercury Computer. Latest 
results have been obtained with the same programme on the
I.C.T. Atlas Computer which works to 12 significant
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figures as Opposed to about 8-J- of Mercury. This extra 
accuracy has greatly improved the accuracy of the cross- 
sections at large angles where the computation is least 
accurate. Present cross-sections compare very favourably 
with those obtained by two separate programmes, one due
■3 0
to Ravenhall et al. which is an improvement of the IRW
•3 3
one, and the other to a group at Saclay . The Ravenhall 
programme is written in FORTRAN for an IBM 7090 computer 
and uses double-length arithmetic in the calculation of 
*„(«)• The Saclay programme is written entirely in double-
V
Rlength .FORTRAN and, for example, uses 95 values of n. in
J
the calculation of fc(©). All three programmes give
excellent agreement over the angular range 10° < 0 < 135°*
as is shown in Table 8,the cross-sections (in mb/steradian)
being those obtained with the Fermi distribution for Ca^,
with parameters c = 3«64 fml, t = 2.50 fun and F = 183 MeV.
+NThe cross-sections in the Table are multiplied by 10 ,
N being given in the right-hand column of the Table.
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Table 8. Comparison of cross-section calculations
cr( Swift) or( Ravenhall) cf( Saclay) N
10 9.869 9-872 2
30 4.834 4.833 0
50 8.023 8.019 8.012 -2
70 4.481 4.478 4.473 -4
95 1.621 1.627 -4
115 2.677 2.679 -5
135 2.209 2.167 -6
The data required to use the programme is as follows
A A, Atomic weight
Z Z, Nuclear Charge
Zn E, Incident Electron Energy 
Cn c ")
an « ? Parameters of Parabolic
( Fermi Charge Distribution 
Wn w }
p, Q Smallest value of 0 for
i’ which cr is required
T Q Largest value of Q for
f’ which cr' is required
P A  > G-aussian Folding Angle
0 / Vq Interval at which cry
v" * ’ is to be printed out
©^ and &Q must be integral, and - ©i ^ 100. Also, 
& must not be put to zero.
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A typical set of data, and the corresponding 
results, suitably annotated, are given in Table 9, using 
the Parabolic Fermi distribution.
The programme can easily be modified to enable any 
other phenomenological charge distribution to be used 
merely by amending a small portion of Chapter 0. A print
out of this Chapter is given as Table 10, the various
quantities being indicated I the only parts needing to be 
amended for a different distribution are braced. The first 
brace reads in and prints out the parameters of the distri­
bution. . Any parameters having dimension of length must be 
multiplied by V214 (k) to put them in dimensionless units 
of x. The second brace, which is only part of the block 
beginning at label 21, calculates (x), which must be put 
in location XI. The rest of the block must be unchanged. 
For working space use X2 — > X10 as necessary.
After completing the calculation of cross-sections 
and printing out the results the programme returns control 
to the beginning of Chapter 0 (label 2) ready to perform 
another calculation if required.
If the density is given a set of numbers, then, unless
they are values of ^ (x) at the correct interval, it is 
probably easier to rewrite the whole of Chapter 0, com­
bining the change of ^ (r) to £(x) with the integration
7for v(x). This has been done by S h a w f o r  example.
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DATA
40 20 183 
3.64 0-569 0-00 
10 110 2-0 10
RESULTS
A 2 E
40 20 183
PARABOLIC FERMI 
C A W
3.640 0.569 0.000
<*l>4
3.525
•
J
*0
7.6
U
0.5 0.02915 -0.11570
1.5 -0.08955 -0.13643
2.5 -0.15330 -0.16732
3.5 -0.19732 -0.20094
4.5 -0.23101 -0.23184
■5.5 -0.25834 -0,25851
6.5 -0.28133 -0.28137
'-7.5 -0.30118 -0.30119
8.5 **0 .31865 -0.31865
D= 2. 0 
0 .162
-A
F(9)
1.063
e
10 1.106, 3
cr
9.869, 2
°fdd
1.250, 3
0.322 8.160, -1 20 7.111. 1 4.419, 1 4.735, 1
0.480 5.942, -1 30 1.430. 1 4.833 5.051
0 • 634 3.832, -1 4 0 4.563 6,441, -1 6.701, -1
0.784 2.120, -1 50 1.865 8.021, - *2 8.386, -2
0.927 -9.415, - 2 60 8.875. -1 7.392, -3 7.867, -3
1.064 3.239, -2 70 4.669. -1 4.479, -4 4.897, -4
1.192' 3.048, -2 80 2.630. -1 2.453, . -4 2.444, -4
1 • 312 3.695, ■"2 , 90 1.551, -1 2.124, -4 2*118., -4
1.421 3.471, m 100 9.416, -2 . 1.131," -4 1.135, -4
1.519 2.812, -2 110 5.792, -2 4.542, -5 4.580, -5
Table 9* of data and computer output -
. ■ -  6 0  -  . .
onar 1 nno 
VARIABLESI
*a)READ(A)
READ(Z)
READ(Zn)
n e w l i n e
PRINT(a)3.o 
PR I NT (Z ) a , o 
PRINT(Zm)3 ,o 
V2 i4=.ooso68Zn
n e w l i n e
n e w l i n e
U=Z/i37.04
A=o 
B=, i
Fo=o
Qo=o
Eo=o
Yo=o
Yi=o
Y2=0
H=.S
Ho“ .oS
Hi=Ho /3
H 2 =
1=1
0=5
CAPTION
PARABOLIC FERMI
NEWLINE
CAPTION
C A
READ(Cn)
READ(An) 
READ(Wn)
n e w l i n e
PRINT(Cn)i * 3 
PRINT(An)i»3 
PRINT(Wn)i»3 
C«=C«V2i4 - 
A«=A«V2 i4
kn-i/kn 
Xio=c«c«
NEWLINE
n e w l i n e
2i )r = i (i )a
X=RHo+A
Xi= i+W«XX/Xio
X2=X-C«
X2=xEXP(X2A«)
X2=X2+I
Xi=Xi/Xa
FR=XXi
QR=XFR
ER=XXQR
REPEAT
U.L
}jfJvLoU.av CKj^ hlc
/ • XncidjtjJz, EEfjL£,trar\ S’q y /a M e  \f
Y
Par&b)he Ftrm t Vi n buhon.
L L
( flash h- in X i)
/ over
£Ai=Fo+4Fi+Fa
Bi=Go+4Qi+Qa
Ci=Eo+4Ei+Ea
A i= A iH i
B i^ B iH i
C i« C iH i
Yo=Yo+Ai
Y i= Y i+ B i
Ya=Ya+Cx
F o =F2
Qo=Qa
Eo=Ea
A=A+Ha
A=XlNTPT(iooA+.j)
A=*oiA
B=A+Ha 
JUMP3»0=5
0=0+i
JUMPaj
3)VI=_Yo+Yi/A
V(I+7o)”XDIVIDE(Yi*AA) 
V(I+i4o)=Xi-3V(I+7o)/A
JUMP4»•oooooi>Bi 
JUMP4tI“7o
0=i
I=I + i 
JUMPai
4)JUMP3i,*4>I 
Qn=U/Yi 
Vo=-Q«Yo 
Y3=XSQRT(Ya/Yi) 
Ya=Ya/Vai4 
NEWLINE
PRINT(Ys)x,3
l=o - 1
5)I=I+i 
vi=Vo-G«vi 
V(I+7o)=G«V(1+7o)
V(I+i4o)=QnV(I+140)
X=IH“H+.i
Y3=XH0D(V1+U/X)
JUMP5»Y2>#000001 
Xo=XINTPT(iooX+ii*) 
Xo=.oiXo
P=I
PRlNT(Xo)i*x 
NEWLINE
n e w l i n e
ACROSSI9/X
XEXP
XXSQRT
CLOSE
***T
i ,(»j
WVjto 
v(ot
</*>
1/2.
tK*)
/
\
H adtUf, X0.
Table 10* Chapter 0 of programme
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