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Hole doped cuprates show a superconducting critical temperature Tc which follows an universal
dome-shaped behavior as function of doping. It is believed that the origin of superconductivity in
cuprates is entangled with the physics of the pseudogap phase. An open discussion is whether the
source of superconductivity is the same that causes the pseudogap properties. The t-J model treated
in large-N expansion shows d-wave superconductivity triggered by non-retarded interactions, and an
instability of the paramagnetic state to a flux phase or d-wave charge density wave (d-CDW) state.
In this paper we show that self-energy effects near d-CDW instability may lead to a dome-shaped
behavior of Tc. In addition, it is also shown that these self-energy contributions may describe several
properties observed in the pseudogap phase. In this picture, although fluctuations responsible for
the pseudogap properties leads to a dome-shaped behavior, they are not involved in pairing which
is mainly non-retarded.
PACS numbers: 74.72.-h, 74.72.Gh, 74.72.Kf, 74.25.Dw
I. INTRODUCTION
In spite of many years of research the origin of super-
conductivity in cuprates is still controversial. The super-
conducting critical temperature (Tc) follows an universal
dome-shaped behavior (DSB) where its maximum value
takes place at optimal doping (δ ∼ 0.16), which sepa-
rates underdoped (UD) from overdoped (OD) regions.
Another universal feature is the d-wave symmetry of the
superconducting gap which has a maximum on the Fermi
surface (FS) point in the (0, 0)-(0, π) direction (antinodal
direction) and vanishes upon approaching the Brillouin
zone diagonal (nodal direction).1 In addition, UD and
OD regions show very distinct normal state properties as
observed, for instance, by angle-resolved photoemission
spectroscopy (ARPES) and transport experiments. Sev-
eral macroscopic and microscopic experiments support
the point of view that in UD a pseudogap (PG) appears
in the normal state at a temperature T ∗ which is well
above Tc and, in contrast to Tc, increases with decreas-
ing doping.1
In spite of the consensus about the existence of the
PG, its origin and nature remain elusive. Two major
scenarios were proposed to explain the PG. In one sce-
nario it originates from preformed pairs above Tc.
2–4 In
the second one, the PG is distinct from the superconduct-
ing gap and associated with a certain order which com-
petes with superconductivity.5–7 Several phenomenologi-
cal models for the two-gap scenario have been proposed,
but invoking different orders: d-wave charge density
wave (d-CDW),8 d-wave Fermi surface deformations,9
charge density wave10–13 including stripes,14,15 phase
separation,10,11,16 and others such as resonating-valence-
bond-type charge order17 and loop-current order.18,19
One dispute about the origin of superconductivity is
whether pairing is originated by non-retarded or retarded
interactions.20 In the latter case, as in the electron-
phonon (e-ph) conventional superconductivity, the exci-
tations responsible for the pairing glue should be also
present in transport and dynamical properties in the nor-
mal state (see Ref.[21] and references therein). On the
other side, in the former case transport and dynami-
cal properties in the normal state are not affected by
the pairing interaction.22 Non-retarded interactions were
proposed earlier23 and still firmly supported.24 Recent
experiments suggest that pairing may be certainly non-
retarded.25,26
The common belief is that superconductivity is entan-
gled with the PG physics. Thus, a model candidate for
describing cuprates must show d-wave superconductiv-
ity following a DSB and its relation with properties ob-
served in the PG phase. The t-J model treated in large-
N expansions shows, at low doping and low tempera-
ture, tendencies to several kinds of instabilities, being the
flux phase (FP) the leading one.27–29 Below a transition
temperature TFP the FP is developed and the transla-
tional symmetry broken. The FP can be associated to
the d-CDW phase which was proposed phenomenologi-
cally for describing the PG phase in cuprates.8 d-CDW
and FP are characterized by orbital currents flowing in
a staggered pattern around each plaquette. Although
the FP bears several characteristics for being considered
as a candidate for the PG, the breaking of the transla-
tional symmetry and the existence of a phase transition
are not clear from the experiments. On the other hand,
non-retarded d-wave superconductivity triggered by the
antiferromagnetic exchange J is also observed in the t-
J model but with Tc that monotonically increases with
decreasing doping.28,30
The path integral large-N approach for the t-J model
in the context of Hubbard operators,31 allows the com-
putation of fluctuations above the mean-field level and
the calculation of self-energy effects.32 These self-energy
effects were recently confronted with experiments in the
2normal state, such as angle-dependent magnetoresistance
(ADMR)33 and ARPES,34–38 after which they show qual-
itative agreement. We have shown that several aspects
related to the Fermi arc phenomenology and ADMR fea-
tures can be described considering self-energy effects near
the FP instability.
In this paper we discuss the possibility that in the prox-
imity to the FP instability, self-energy effects and non-
retarded paring play together and develop a DSB for Tc.
At the same time this process may describe several nor-
mal state properties observed in the pseudogap phase.
The paper is organized as follows. In Sec. II we review
the background supporting present calculation. The FP
instability of the paramagnetic phase, the existence of a
quantum critical point (QCP), and the main character-
istics of the dynamical flux susceptibility are presented.
In Sec. III self-energy effects in the proximity to the flux
instability, their role on normal state properties as those
observed in ARPES and ADMR, and their importance
for describing the pseudogap features are discussed. In
Sec. IV the interplay between SC and the self-energy
associated with the PG is discussed. Discussion and con-
clusion are presented in Sec. V.
II. BACKGROUND
The t-J model, derived from the Hubbard model in
the strong coupling limit,39 is considered one of the ba-
sic models for studying correlated systems as high-Tc
cuprates. The model is described by the Hamiltonian
H = −
∑
i,j,σ
ti j c˜
†
iσ c˜jσ + J
∑
<i,j>
(~Si · ~Sj −
1
4
ninj) (1)
where ti j = t (t
′) is the hopping integral between the
first (second) nearest-neighbor sites on a square lattice, J
is the Heisenberg exchange interaction between nearest-
neighbor sites, ni is the electron density operator and ~Si
is the spin. c˜†iσ and c˜iσ are the creation and annihilation
operators of electrons with spin σ (σ =↓,↑) respectively,
under the constraint that double occupancy of electrons
is excluded at any site i.
Although the simple appearance of this model, c˜†iσ and
c˜iσ are Hubbard operators which makes the treatment
highly nontrivial.40 Several numerical methods have been
applied for studying this model. Among others stand:
the Quantum Monte-Carlo, which is suitable for calculat-
ing spectral functions for one-hole case,41 while for finite
doping the problem of the sign makes the calculation un-
controllable; and the Lanczos diagonalization42 and its
finite temperature version43 which are limited to finite
clusters. Among the analytical methods one of the most
popular is the slave-boson approximation where c˜†iσ and
c˜iσ are decoupled in terms of fictitious particles.
44 How-
ever, the decoupling scheme introduces a gauge degree
of freedom which requires gauge fixing and complicates
the treatment of fluctuations above mean-field level.44,45
See Ref. [46] for recent discussion about the interest in
analytical computation of self-energy fluctuations.
In order to avoid these difficulties, a large-N expansion
for the t-J model was formulated in terms of a path inte-
gral for Hubbard operators. In this formulation c˜†iσ and
c˜iσ are treated without invoking fictitious particles. In
the large-N approach the two spin components are ex-
tended to N and an expansion in powers of the small
parameter 1/N is performed. In spite that the physical
spin projection is two and not N, the large-N expansion
provides a controllable framework with no perturbative
expansions in any model parameter, by which the results
are in strong coupling. On the other hand, results ob-
tained in large-N are improved with increasing doping.32
This large-N treatment yields, in the square lattice, to a
paramagnetic state with a quasiparticle (QP) dispersion
ǫk = − (tδ + rJ)[cos(kx) + cos(ky)] (2)
+ 2t′δ cos(kx) cos(ky)− µ ,
where the contribution r to the mean-field band and the
chemical potential µ must be obtained self-consistently31
from
r =
1
Ns
∑
k
cos(kx)nF (ǫk) , (3)
and
1− δ =
2
Ns
∑
k
nF (ǫk) , (4)
where nF is the Fermi function, δ is the doping away
from half-filling, and Ns is the number of sites.
The path integral large-N expansion allows to go be-
yond mean-field and to compute self-energy fluctuations
in O(1/N). The expression for the self-energy is32
ImΣ(k, ω) = −
1
Ns
∑
q,a,b
ha(k,q, ω − ǫk−q)hb(k,q, ω − ǫk−q)
×Im[Dab(q, ω − ǫk−q)][nF (−ǫk−q) + nB(ω − ǫk−q)]
(5)
where nB is the Bose factor, and the vector ha(k,q, ν) is
3ha(k,q, ν) =
{ 2ǫk−q + ν + 2µ
2
+ Jr
[
cos
(
kx −
qx
2
)
cos
(qx
2
)
+ cos
(
ky −
qy
2
)
cos
(qy
2
)]
; 1 ;
−Jr cos
(
kx −
qx
2
)
;−Jr cos
(
ky −
qy
2
)
; Jr sin
(
kx −
qx
2
)
; Jr sin
(
ky −
qy
2
) }
. (6)
The information contained in the vector ha(k,q, ν) is
the following: the first component corresponds to the
usual charge channel, the second component corresponds
to the non-double occupancy constraint, and the last four
correspond to the Heisenberg exchange channels, thus,
these exists only for finite J .
In Eq.(5) Dab is a 6 × 6 matrix which contains
contributions from the six different channels and their
mixing. Dab describes all possible types of charge
susceptibilities29 and can be written as
D−1ab (q, iνn) = [D
(0)
ab (q, iνn)]
−1 −Πab(q, iνn) (7)
where
D
(0)
ab (q, iνn) =


δ2/2(V − J/2)[cos(qx) + cos(qy)] δ/2 0 0 0 0
δ/2 0 0 0 0 0
0 0 J r2 0 0 0
0 0 0 J r2 0 0
0 0 0 0 J r2 0
0 0 0 0 0 J r2


−1
(8)
and
Πab(q, iνn) = −
1
Ns
∑
k
ha(k,q, ǫk − ǫk−q) hb(k,q, ǫk − ǫk−q) g(k,q, iνn)− δRa δ
R
b
1
Ns
∑
k
ǫk−q − ǫk
2
nF (ǫk) , (9)
with
g(k,q, iνn) =
[nF (ǫk−q)− nF (ǫk)]
iνn + ǫk−q − ǫk
, (10)
where iνn are bosonic Matsubara frequencies.
The instability of the paramagnetic phase is indicated
by the divergence of the static susceptibilities defined by
Dab(q, iνn = 0).
31 As in Ref.[29] we study eigenvalues
and eigenvectors of the 6 × 6 matrix [Dab(q, iνn)]
−1 at
iνn = 0. When an eigenvalue crosses zero at a given
doping rate, temperature T and momentum q, then an
instability occurs toward a phase characterized by the
corresponding eigenvector v .
Flux phase instability of the paramagnetic state
Here we choose suitable parameters for cuprates t′/t =
0.35, J/t = 0.3, where the realistic value for t is around
400meV . In what follows the lattice constant a and the
hopping t are considered as length and energy units, re-
spectively.
At T = 0 the leading instability is the flux phase
which occurs at δ = δc ∼ 0.17 for q ∼ Q = (π, π),
while at finite T the instability occurs at q = Q. The
flux phase instability is associated with an eigenvector
v ∼ 1√
2
(0, 0, 0, 0, 1,−1) of the Dab(q, iωn = 0) suscepti-
bility matrix, which leads to staggered circulating cur-
rents and a flux that penetrates the plaquette in the
square lattice.27–29
At this point is worth to note that similar circulat-
ing currents where proposed by Varma for describing the
PG.47 However, this picture consists in counter circulat-
ing currents within the CuO2 unit cell and do not break
the translational symmetry as the flux phase.
Below the transition temperature TFP , the flux phase
is characterized by a 2× 2 Green function
Ĝ−1(k, iωn) =
(
iωn − ǫk iΦγ(k)
−iΦγ(k) iωn − ǫk−Q
)
. (11)
In Eq.(11) iωn are fermionic Matsubara frequencies
and γ(k) = 12 (cos kx − cos ky), showing the d-wave char-
acter of the FP order parameter Φ. This order parameter
satisfies the following equation
4Φ = −
2J
Ns
∑
k,ωn
Φγ2(k)
(iωn − ǫk)(iωn − ǫk−Q)− [Φγ(k)]2
.
(12)
In Fig. 1(a) solid line shows the temperature TFP as
a function of doping where the order parameter Φ is de-
veloped, i.e., where the FP instability takes place. TFP
decreases when doping increases, and vanishes at a QCP
at δc. At T = 0 the order parameter Φ decreases with
doping as depicted by the solid line in Fig. 1(b). In
Fig. 1(c) we show, for δ = 0.10, the behavior of Φ as
a function of the temperature. We note here that the
t-J model treated in large-N offers a route for describing
the d-CDW phase, where Φ and TFP are obtained from
the microscopic treatment and not introduced as input
parameters.
Self-energy fluctuations above TFP
Since Dab enters explicitly in the self-energy expres-
sion [Eq.(5)], Σ(k, ω) probes the proximity to the flux
instability. At dopings and temperatures near the FP
instability, the most important contribution to the self-
energy can be obtained after projecting Σ(k, ω) on the
FP eigenvector v . The obtained self-energy is34,35
ImΣflux(k, ω) = −
J2
Ns
∑
q
Γ2(q,k)Imχflux(q, ω − ǫk−q)
× [nF (−ǫk−q) + nB(ω − ǫk−q)] (13)
which shows the explicit contribution of the flux suscep-
tibility
χflux(q, ν) = [2J r
2 −Π(q, ν)]−1 . (14)
In the above expression Π(q, iνn) is
Π(q, iνn) = −
J2
Ns
∑
k
Γ2(q,k)
[nF (ǫk−q)− nF (ǫk)]
iνn + ǫk−q − ǫk
,
(15)
where Γ(q,k) = r[sin(kx − qx/2)− sin(ky − qy/2)]. Since
the instability takes place at q = Q, Γ(Q,k) is then pro-
portional to γ(k), as expected due to the d-wave charac-
ter of the FP instability. It can be shown that the onset
temperature TFP , where the flux instability takes place
[Fig. 1 (a)], is the same temperature where the static
(iνn = 0) flux susceptibility χflux diverges at q = Q.
34,35
At T → TFP a soft mode [Imχflux(Q, ν)] reaches ν = 0
freezing the FP.34 Inset of Fig. 1(a) shows the softening
of this mode approaching TFP from above for δ = 0.10.
As shown below, the mode associated with the FP in-
stability plays an important role in Σflux(k, ω) at low
doping.
FIG. 1: (Color online) (a) TFP as a function of doping. At
TFP the Fermi liquid state becomes unstable against a flux
phase or d-CDW. The inset shows the softening of the d-wave
flux mode approaching TFP for δ = 0.10. (b) Flux phase
order parameter Φ as a function of doping for T = 0. (c) Φ
versus temperature for δ = 0.10. η = 0.02 was used in the
analytical continuation iνn → ν + iη.
III. PSEUDOGAP SELF-ENERGY EFFECTS:
COMPARISON WITH ARPES AND ADMR
EXPERIMENTS
In the FP state, below TFP , the one-particle Green
function [i.e., element (1, 1) from Eq.(11)] is
G(k, iωn) =
1
iωn − ǫk − ΣFP (k, ωn)
(16)
where
ΣFP (k, iωn) =
[Φγ(k)]2
iωn − ǫk−Q
(17)
At this point it is important to remark the difference
between ΣFP [Eq.(17)] and Σflux [Eq.(13)]. While the
former is an effective self-energy that describes the bro-
ken symmetry state (see also Ref.[3]), the second one rep-
resents dynamical self-energy effects in the paramagnetic
state.
The Green function (16) leads to a FS that consists
of four hole pockets around nodal direction with low
spectral weight in the outer part of the pockets48 [see
Fig. 2(a)]. However, most of the ARPES reports show
disconnected arcs13,49–61 and to a lesser extent show
pockets,62–67 without full agreement on shape and lo-
calization of the pockets inside the Brillouin zone. Since
experiments do not show clearly any turn at the end of
5FIG. 2: (Color online) Short-ranged flux phase results. Panels
(a)-(d) show results for the spectral intensity at ω = 0 vs kx,ky
for δ = 0.07 for ξ → ∞, ξ = 5, ξ = 2 and ξ = 1 respectively.
For ξ → ∞ [panel (a)] pockets predicted by the long-ranged
FP case are obtained, while for the short-ranged case [panels
(b)-(d)] the pockets wash out resembling an arc.
the arc, the existence of a pocket and the breaking of
translational symmetry is doubtful.3 Furthermore, there
are several drawbacks to be addressed. FP, as well as
d-CDW, predicts well defined QP peaks everywhere on
the Brillouin zone while most of the ARPES show co-
herent peaks only near the nodal direction, and near the
antinode the QP peak is always broad.49,68 On the other
hand, in the FP scenario a true phase transition takes
place at TFP where a true gap Φ is developed. How-
ever, experiments show a smooth crossover in the tem-
perature behavior of normal state properties instead of
an abrupt transition.51,52,69 Consistent with this observa-
tion, ARPES shows that the PG is filling up but not clos-
ing with increasing T , giving the impression of a smooth
crossover of the spectral properties.50–52
These points can be discussed phenomenologically by
assuming a short-ranged FP (or d-CDW) scenario.70 In
this context the self-energy can be written as
Σ
(SR)
FP (k, iωn) =
∑
q
P (q)[Φγ(k− q)]2
iωn − ǫk−q
, (18)
where P (q) represents a Lorentzian distribution of or-
dering wave vector Q with a width 1/ξ associated with
a finite correlation length ξ.
Using the obtained Φ of Fig. 1(b), we show in Fig.
2(a)-(d) the underlying FS for ξ → ∞, ξ = 5, ξ = 2
and ξ = 1 respectively, for δ = 0.07. While for ξ → ∞
pockets are obtained, with decreasing ξ the pockets wash
out resembling an arc. In addition, the length of the arcs
increases with decreasing ξ.
Although the short-ranged scenario seems to be better
than the long-ranged case for describing ARPES, there
are still several drawbacks: (a) The doping and tempera-
ture dependence for the correlation length ξ and Φ is re-
quired phenomenologically in order to fit the doping and
temperature dependence of ARPES features. (b) The
presence of a finite Φ means also that a true phase tran-
sition exists at a certain temperature T ∗ ≡ TFP > Tc,
below which a true gap Φ emerges. As discussed above,
this point is not clear from an experimental point of view.
(c) The full Fermi surface is recovered either if T > TFP
(Φ = 0) or when the correlation length is lower than
the lattice constant a (ξ ≪ 1). In both latter cases,
the resulting spectral function is isotropic along the FS.
As discussed above, ARPES experiments show that well
defined QP peaks are observed only near the nodal di-
rection, while near the antinodal direction the QP peaks
are always broad,49,68 i.e., the shape of the spectral func-
tion is very anisotropic on the FS even for T > T ∗. (d)
Finally, the ω dependence of Σ
(SR)
FP is inherited only from
the ω dependence of the bare Green function [Eq.(18)],
so that dynamical properties as transport cannot be dis-
cussed in this context.
Next we will show that the presence of Σflux in the
paramagnetic state near the instability accounts for sev-
eral observed features, without assuming additional phe-
nomenological parameters or approximations beyond the
large-N approximation.
As discussed in Sec. II, upon approaching TFP from
above Imχflux(Q, ω) develops a soft energy mode [inset
of Fig. 1(a)] at low doping and near TFP . Thus, con-
tributions from Σflux are the leading ones at low doping
and low energy. In addition, they are strongly dependent
on J and doping,31 and have d-wave anisotropy. Fig-
ure 3 shows ImΣflux at the Fermi momenta k
N
F (nodal)
and kANF (antinodal) for T = 0.01, for δ = 0.14 [panel
(a)] and δ = 0.26 [panel (b)]. At kNF ImΣflux is weak
and leads to a well defined QP peak in the nodal direc-
tion for all doping.34–36 However, the behavior at kANF
is very peculiar at low doping. Instead of a maximum
at ω = 0, ImΣflux shows a minimum in the form of a
dip. This behavior, which is in contrast to the expected
one for a Fermi-liquid,71,72 is the main reason for the PG
[Fig. 3(e)] and Fermi arc (FA) formation [Fig. 3(c) for
δ = 0.14]. With increasing doping and temperature the
dip at ω ∼ 0 washes out, and ImΣflux develops the ex-
pected maximum at ω = 0 [Fig. 3(b)], leading to the
expected large hole FS [Fig. 3(d) for δ = 0.26]. In addi-
tion, the leading edge of the PG near the antinode fills up
with temperature as in the experiments [Fig. 3(e)].34–36
From the above discussion, we use also the name PG self-
energy for Σflux. As already discussed in Ref.[37], our
approach offers a microscopic theory for understanding
the phenomenological short-ranged order approach and
may describe recent ARPES experiments.13
In Fig. 4(a) we show the QP weight Zflux = (1 −
∂ReΣflux
∂ω
|ω=0)
−1 at T = 0 for the FS points at the node
(double dotted dashed line) and the antinode (solid line).
The difference between ZANflux and Z
N
flux shows the large
anisotropy of Σflux on the FS. Besides, Z
AN
flux vanishes at
the QCP.35
In contrast to Σ
(SR)
FP , Σflux can be used for discussing
6FIG. 3: (Color online) (a) and (b) imaginary part of the self-
energy for the nodal (dotted dashed line) and the antinodal
(solid line) kF for doping δ = 0.14 and δ = 0.26 respectively,
at T = 0.01. (c) and (d) underlying FS for δ = 0.14 and δ =
0.26 respectively. While for δ = 0.26 the expected large hole
FS is obtained, for δ = 0.14 the unusual dips near the antinode
presented by the self-energy [panel (a)] develops an arc. (e)
spectral function obtained with Σflux at δ = 0.07 for several
temperatures. A PG-like feature is developed at temperatures
near but above TFP , and fills with increasing temperature, in
agreement with that observed in ARPES experiments.
transport. Σflux leads to an anisotropic scattering rate
on the FS, i.e., 1/τflux(kF) ≡ −2ImΣflux(kF, ω =
0). As recently suggested,33 1/τflux(kF) possesses an
anisotropy on the FS close to d-wave [Fig. 4 panel (b)],
and vanishes in OD [panel (c) for the average in the FS
〈1/τflux〉FS ]. As discussed in ADMR experiments these
are the main characteristics for one of the two observed
scattering rates.73–75
The background color in Fig. 5 shows, in the T -δ plane,
the spectral function intensity obtained with Σflux, at
ω = 0 for the antinodal kF. This figure shows a crossover
(double dashed dotted line) from a region of low intensity
at low doping and high temperature to a region of high
intensity at large doping and low temperature.35 As in
Ref. [76] we identify the former region with an incoherent
metal where the QP peak is broad, whereas in the latter
region the QP is well defined as expected for a coherent
metal. Note that the coherent to incoherent crossover,
and its relation with the PG, can not be discussed in the
FIG. 4: (Color online) (a) QP weight Zflux at T = 0 as a func-
tion of doping, for the nodal (ZNflux) and antinodal (Z
AN
flux)
momentum on the FS. The QP weight is strongly anisotropic
on the FS, and vanishes at the antinode upon approach-
ing the QCP. (b) anisotropic scattering rate 1/τflux(kF) =
−2ImΣflux(kF, ω = 0), on the FS for δ = 0.20 and several
temperatures as a function of the FS angle φ running from
the antinode φ = 0 to the node φ = pi/4 (shown in the inset).
1/τflux follows approximately a d-wave shape (dotted line).
(c) average on the FS of 1/τflux at T = 0.01 as a function of
doping, showing that 〈1/τflux〉FS is strongly doping depen-
dent and vanishes in OD. (d) average on the FS of 1/τflux
(solid line) and the corresponding spectral function intensity
(dots) at kANF and ω = 0, for δ = 0.30 as a function of tem-
perature. Below a certain temperature (black arrows), the
spectral function intensity at ω = 0 increases with decreas-
ing T faster than above that temperature. The figure shows
that this temperature is close to that where a change in the
curvature of 〈1/τflux〉FS vs T occurs.
context of the phenomenological short-ranged scenario.
Similar to Ref. [76], above the crossover temperature
(which increases with doping) the intensity of the spectral
function decreases with T slower than below the crossover
temperature. This crossover is also linked to the behav-
ior of the anisotropic scattering rate. In Fig. 4(d) we
show with black arrows that the spectral intensity (dots)
increases faster with decreasing temperature at approxi-
mately the same temperature where a change in the cur-
vature of 〈1/τflux〉FS (solid line) occurs. In Refs.[76,77]
this crossover was also identified with a change in the
temperature behavior of the resistivity. In Ref. [47] the
incoherent-coherent crossover was also discussed in terms
of the paramagnetic state and the QCP scenario.
Dashed line in Fig. 5 (Tarcs) shows a crossover temper-
ature above which the large hole FS is recovered. Thus,
FAs occur between TFP and Tarcs in the paramagnetic
phase and without the breaking of translational symme-
try. Although dashed line ends at the QCP, Tarcs is not
a critical transition temperature. Interestingly, Tarcs is
close to T up obtained in reference [33] which is defined
7FIG. 5: (Color online) Temperature versus doping phase di-
agram without superconductivity. In the gray area below
TFP the translational symmetry is broken and pockets are
obtained. Tarcs (dashed line) shows the crossover temper-
ature below which the spectral functions have a pseudogap
near the antinode and Fermi arcs are developed. Therefore,
we can associate Tarcs with T
∗. Dotted line (Td) is the tem-
perature above which the self-energy presents a dip in ω = 0.
The background color shows the antinodal spectral function
intensity at ω = 0. Double dashed dotted line shows the
crossover from a bad metal at low doping and high tempera-
ture to a good metal at high doping and low temperature.
as the temperature where 〈1/τflux〉FS shows an upturn,
allowing us to relate the onset of the pseudogap phase
observed in ARPES with that obtained by resistivity
experiments.78 Thus, we associate Tarcs with T
∗.
Although arcs wash out above Tarcs, the self-energy
does not behaves as expected from a Fermi liquid (FL).
Between Tarcs and Td (dotted line), Σflux shows a dip
near the antinode, and only below Td the expected max-
imum at ω = 0 for the whole FS is obtained. The fact
that there are no arcs between Tarcs and Td can be ex-
plained as follows. For the existence of arcs Σflux must
show a dip at ω ∼ 0 [see Fig. 3(a)], but in addition,
the height of the dip must be larger than its half-width.
See Ref.[79] where this point was discussed in the con-
text of the Pomeranchuk instability where broad spectral
functions on the FS and no PG were obtained, but the
self-energy is not FL-like. Thus, between Tarcs and Td
while the full FS is recovered, the shape of the spectral
functions is very anisotropic on the FS, i.e., QP peaks are
broad near the antinode and sharp near the node. Such
anisotropy is lost with further increasing doping.
In summary, the fluctuating FP approach has several
advantages over the short-ranged case: (a) The TFP line
is defined from microscopic treatment and depends only
on the expression of χflux, which on the other hand enters
in Σflux. In other words, in the fluctuating PG frame-
work there are no additional assumptions or input pa-
rameters beyond our microscopic treatment of the t-J
model. (b) There is no need for the occurrence of a true
phase transition, since arcs are originated dynamically
due to the interaction between carriers and FP fluctua-
tions at T > TFP , implying that long-range order is not
broken. (c) In the region between Tarcs and Td, although
the full FS is recovered, it can be shown (see Fig. 12(b)
of Ref.[36]) that the spectral function shows well defined
QP peaks near the nodal direction and broad QP peaks
near the antinodal direction, as observed in ARPES ex-
periments. (d) Σflux contains its own frequency and
temperature dependence which, as mentioned above, al-
lows to discuss transport. Finally, we remark that for a
more quantitative agreement with the phase diagram of
cuprates, TFP should be located at lower temperatures.
See next section for further discussion.
Cluster dynamical mean-field theory in Ref.[80] shows
that the spectral functions develop a PG and FAs which
change with doping and temperature in close agreement
with our results. In addition, the PG and FAs forma-
tion were assigned to a self-energy behavior in which the
imaginary part near ω = 0 shows a dip instead of a max-
imum. The agreement between our results and cluster
dynamical mean-field theory is satisfactory. Although
our approach is not exact, it offers a microscopic mecha-
nism which usually is less evident from purely numerical
methods.
In the next section we discuss the interplay between
the PG and superconductivity.
IV. SUPERCONDUCTIVITY
The large-N treatment of the t-J model shows a d-
wave superconductivity which is mainly mediated by
non-retarded interactions J(k− k′) = 2J [cos(kx − k′x) +
cos(ky − k
′
y)].
28,30 The gap equation for the d-wave su-
perconducting order parameter ∆(k) can be written as:
∆(k) = −4Jγ(k)
T
Ns
∑
k′,n′
γ(k′)G012(k
′, iωn′) , (19)
where G012 is the element (1, 2) of the bare Green function
(Ĝ0)−1(k, iωn) =
(
iωn − ǫk −∆(k)
−∆(k) iωn + ǫk
)
. (20)
Figure 6 shows that the bare superconducting critical
temperature, called T barec (dotted dashed line), increases
monotonically with decreasing doping. The term bare is
used here because the gap equation (19) does not contain
self-energy effects. We note that the mean-field supercon-
ducting gap equation (19) is identical to Eq. (12) for the
FP order parameter Φ if ǫk−Q is replaced by −ǫk in (12).
Taking into account self-energy effects, the gap equa-
tion results:
∆(k) = −4Jγ(k)
T
Ns
∑
k′,n′
γ(k′)G12(k′, iωn′) . (21)
In Eq.(21) the renormalized Green function Ĝ is:81
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FIG. 6: (Color online) Results of short-ranged FP for Tc. Dot-
ted line shows the gap Φ versus doping [same as Fig. 1(b)].
Dotted dashed line shows T barec obtained from Eq.(19) with-
out self-energies effects. Solid line and dashed line are the
results for Tc obtained assuming in Σ
(SR)
FP [Eq.(18)] a correla-
tion length ξ →∞ and ξ = 5, respectively. For δ > δc, Φ = 0,
and therefore Σ
(SR)
FP = 0, thus Tc = T
bare
c .
Ĝ−1(k, iωn) = (Ĝ0)−1(k, iωn)− Σ̂(k, iωn) (22)
where
Σ̂(k, iωn) =
(
Σ(k, iωn) 0
0 −Σ(k,−iωn)
)
. (23)
Eq.(21) means that we assume that excitations enter-
ing in Σ do not affect the non-retarded pairing.
Short-ranged flux phase case
Figure 6 shows results for Tc obtained using the self-
energy Σ
(SR)
FP (18) in (23). For the long-ranged case
ξ → ∞ (solid line), results are in close agreement with
the treatment of Ref.[28], where the competition between
Φ and ∆ was considered self-consistently. Interestingly,
even for short correlation length of about ξ = 5, we ob-
tain a well defined DSB for Tc (dashed line). Since for
δ > δc, Φ = 0 (Σ
(SR)
FP = 0), then Tc follows T
bare
c (dotted
dashed line).
However, as discussed in the previous section, the
FP fluctuating approach has several advantages over the
short-ranged d-CDW. Thus, it is interesting to see if fluc-
tuations near the FP instability can lead to a DSB for
Tc.
FIG. 7: (Color online) Temperature versus doping phase dia-
gram with the inclusion of superconductivity. Dotted dashed,
dashed and dotted line shows T barec (same as Fig.6), Tarcs and
Td respectively. Solid line shows the dome-shaped behavior of
Tc obtained in presence of Σflux. Interestingly, Tc go first par-
allel to T barec , and shows a downward deviation (black arrow)
at the crossover temperature from a coherent to an incoherent
metal. Double dotted dashed line illustrates a situation where
the FP instability occurs at lower temperature. The expected
superconducting temperature for this situation is illustrated
by the dots next to Tc (see text for discussion).
Role of the fluctuating pseudogap self-energy Σflux
on superconductivity
The role of the PG self-energy on the doping behavior
of Tc can be studied by the gap equation (21) considering
Σflux [Eq.(13)]. In our view the PG fluctuations do not
glue the electrons into Cooper pairs.
Since we are interested in the doping behavior of Tc, it
is not necessary to consider the effects of the supercon-
ducting gap on Σflux which, then, can be calculated in
the normal state.
We remark that d-wave superconductivity82 and a
DSB83,84 for Tc in the t-J model were supported by nu-
merical studies.
Figure 7 shows that Tc (solid line) moves at first par-
allel to the results for T barec (dotted dashed line) with
decreasing doping. For high doping and low tempera-
ture, Σflux behaves as in a conventional Fermi-liquid,
presenting a maximum at ω = 0 as discussed in the pre-
vious section. Then, for δ & 0.3 the reduction of Tc from
T barec is due to conventional Fermi-liquid self-energy ef-
fects where Tc diminishes following approximately the
form log (Tc/ T
bare
c ) ∼ (1 − Z
−1).
However, Tc does not follow the same trend as T
bare
c
for δ < 0.30. Tc deviates from that trend at about the
crossover line between the coherent and the incoherent
metal (see black arrow in Fig. 7). Approaching the QCP,
Tc reaches its maximum and begins to fall with decreas-
ing doping, showing clear tendencies to develop a DSB.
The fact that the fall of Tc occurs approaching the QCP
allows to associate this behavior to the opening of the
fluctuating PG, showing the relevance of critical fluctua-
9tions near the instability. This fact shows that the DSB
of Tc is related to the properties of the incoherent metal
near the instability, and not to the coherent metal at low
temperature and large doping. It is important also to
remark that the coherent metal properties predict that
Tc would vanishes at the QCP where Z → 0 [Fig. 4(a)].
However, Tc tends to show a DSB for dopings lower than
the QCP which indicates also the relevance of critical
fluctuations in the behavior of Tc.
In a recent cluster dynamical mean-field calculation85
it was also discussed that the maximum of the supercon-
ducting transition temperature occurs near the onset of
the PG.
Note that we stop the calculation of Tc at the onset of
TFP , i.e., we do not enter inside the FP instability. For
a more quantitative agreement with the phenomenology
TFP should be at lower temperatures, e.g. following dou-
ble dotted dashed line sketched in Fig. 7. Under this con-
dition the expected trend for the superconducting critical
temperature is depicted by dots. It is worth to mention
that TFP is a mean-field critical temperature and should
be interpreted as a temperature scale where the corre-
sponding charge order, at least its fluctuation effect, may
become important. It is known that the effect of fluctua-
tions may considerably reduce the transition temperature
with respect to the mean-field temperature.86
In summary, the pseudogap fluctuations in the proxim-
ity to TFP may lead to a DSB for Tc and, in addition, de-
velop arcs in the paramagnetic phase which change with
doping and temperature as seen in the experiments. In
other words, for the existence of FAs in the normal state
it is not necessary that T < TFP because arcs are gener-
ated by fluctuations in the proximity to the FP instability
and, that fluctuations seem to be enough for triggering
a DSB for Tc. The phase diagram of Fig. 7 shows close
analogies with the phase diagram observed in hole doped
cuprates (see for example Fig. 5 of Ref.[76] and Fig. 1
of Ref.[77]). Indeed, it has a crossover between a coher-
ent metal and an incoherent metal, a temperature T arcs
which can be associated with the PG temperature T ∗,
and tendencies to a DSB for the critical temperature Tc.
V. DISCUSSION AND CONCLUSION
In the context of the t-J model we have discussed the
dome-shaped behavior of Tc and its relation with the
pseudogap and normal state properties. The t-J model
shows non-retarded interactions J(k− k′) which lead to
d-wave superconductivity where Tc increases monotoni-
cally with decreasing doping. Differently to conventional
superconductivity, where pairing excitations can also be
seen in the normal state self-energy effects, non-retarded
pairing does not contribute to transport or other normal
state property. However, self-energy effects may affect
the doping behavior of Tc. We have shown that fluctua-
tions near the flux phase (or d-CDW) instability, existing
at low doping and low temperature in the t-J model, lead
to self-energy effects which may show a dome-shaped be-
havior for Tc. Moreover, (a) these self-energy effects may
also describe the arc-physics observed in ARPES above
Tc without invoking a true phase transition and without
translational symmetry breaking; (b) these self-energy ef-
fects are also supported by the existence of an anisotropic
scattering rate observed in ADMR experiments.
A final remark. There are several experimental indi-
cations about the existence of an isotropic self-energy
contribution with a high-energy scale, i.e., with proper-
ties different to those related to the PG. These experi-
mental indications came from transport,87 ADMR,73–75
ARPES,88–94 optical conductivity,95 and Raman.96 The-
oretical reports also support the existence of self-energy
contributions with properties which are different to the
PG.33,38,97,98 If only a single universal physics is mainly
involved in the DSB, the role of isotropic self-energy ef-
fects must be discussed, because a strong doping depen-
dence of this self-energy, mainly in UD, may mask the
effects of the PG in the DSB for Tc.
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