The Bäcklund transformation (BT) for the "good" Boussinesq equation and its superposition principles are presented and applied. Unlike many other standard integrable equations, the Boussinesq equation does not have a strictly algebraic superposition principle for 2 BTs, but it does for 3. We present associated lattice systems.
Introduction
In this paper we explore the Bäcklund transformation (BT) of the Boussinesq equation (BEq)
where β is a positive constant. The BEq is one of the oldest of the classical integrable nonlinear partial differential equations (PDE) [10, 9] , and its BT was given in bilinear form by Hirota and Satsuma [23] and in standard form by Chen [11] . who also gave a superposition principle (see also [24, 41, 45] ). However, certain aspects seem not to have been discussed.
There is a second superposition principle, and using this it is possible to give a superposition principle for 3 BTs that is algebraic (as opposed to the superposition principle of [11] that involves derivatives). In addition, there does not seem to be a systematic study of solutions generated by the BT, and this involves several surprises, as we shall shortly explain.
Our original motivation for looking at the BT of the BEq was connected with lattice versions of the equation. In recent years there has been substantial interest in integrable lattice equations, and one of the origins of these is as superposition principles of BTs of integrable PDE (for example, the Q4 equation in the ABS classification [3] was originally discovered by Adler as the superposition principle for the Krichever-Novikov equation [2] ).
Discrete versions of the BEq have been given by Nijhoff et al. [33] as a scalar equation on a large stencil (see also [32] ), and by Tongas and Nijhoff [39] as a system of equations for 3 fields on a rectangular plaquette. These, along with related "modified" and "Schwarzian" systems, have attracted much attention recently [5, 31, 17, 18, 19, 20, 43, 6, 42, 44] . Having fully understood the superposition principle for the continuum BEq, we present two associated lattice systems. One is a system of 2 equations for 2 fields on a rectangular plaquette (like the discrete modified and Schwarzian BEqs, as introduced in [32, 5] ), the other is a system of 2 equations for a single field on a cube.
However, it seems there is much to be learnt from simply applying the BT. Note that in
(1) we have written the "good" version of the BEq, in which the signs of the U tt and U xxxx terms are the same. For the "bad" version, in which the signs are opposite, the N -soliton solutions of the BEq equation were given by Hirota [21] , using his eponymous method. For the good BEq there is a subtlety in applying the Hirota method, and there are a variety of interesting, non-standard, soliton-type solutions as discovered by Manoranjan et.al. [30, 29] and Bogdanov and Zakharov [7] , citing unpublished work of Orlov. (Similar phenomena were observed by Hietarinta and Zhang [19] in their study of solitons in a modified discrete BEq.) We show that applying the BT to the trivial solution can generate standard solitons, but also what we call "merging solitons" -solutions in which two solitary waves (with related speeds) merge into a single one. The superposition principle enables us to superpose a merging soliton with a standard 1-soliton or a standard 2-soliton. We have not succeeded so far to obtain a nonsingular solution involving the superposition of 2 or more merging solitons, but from the superposition of 3 merging solitons we find a solution which initially describes 6 solitary waves, becomes singular in finite time, but then becomes regular again, leaving 3 solitary waves. The possibility of finite time singularities forming in the BEq is well-known, originating, we believe, in [25] .
We also use the BT to prove a Wronskian formula for the general soliton solution of
BEq, a generalization of the formula given in [34] for the bad BEq.
Finally, we show how to use the BT of the BEq to generate its conservation laws and symmetries. The idea of using a BT to generate conservation laws of an integrable PDE is very old, see for example [40] . In [37] we showed how the superposition principles of BTs of a number of integrable PDEs can be used to generate their symmetries. This works for the BEq, but it is necessary to use the superposition principle for 3 BTs. This is a consequence of the fact that the BEq is associated with the Lie group SL(3), while equations such as Korteweg-de Vries, Sine-Gordon and Camassa-Holm are associated with SL(2). We show how to use the 3 BT superposition principle to obtain the local symmetries of the BEq, and also obtain the recursion operator and some nonlocal symmetries.
This paper is structured as follows: In Section 2 we give the BT of the BEq and its superposition principles. In Section 3 we discuss associated lattice equations. In Section 4 we describe solutions of the BEq generated by the BT. In Section 5 we use the BT to generate the symmetries and conservation of the BEq. In Section 6 we conculde and indicate areas for further study.
where s satisfies the equations
or, equivalently,
This is a BT in the sense that if f, h satisfy the potential BEq system (2)-(3), then so do f new , h new given by (8) . Furthermore, the equations for s, (11)- (12) , are consistent if and only u, v satsify the BEq system (5)-(6).
Denote by f 1 , h 1 (f 2 , h 2 ) the solution obtained from f, h using a BT with parameter θ 1 (θ 2 ), and by f 12 , h 12 (f 21 , h 21 ) the solution obtained from f 1 , h 1 (f 2 , h 2 ) using a BT with parameter θ 2 (θ 1 ). Assuming commutativity of BTs gives
Eliminating s from 4 copies of (8) we have
Using commutativity and taking the obvious linear combination of these equations to eliminate all h fields, we arrive at the superposition principle, as given by Chen [11] 
which can be solved for f 12 :
In place of giving a proof for commutativity, it is possible to directly verify that the new solution given by (14) is a solution of the potential BEq (4).
But in fact there is also a second superposition formula. Assuming the commutativity of 2 BTs, we have four versions of equation (9):
. Taking a suitable linear combination of these equations eliminates the second derivatives of f, f 1 , f 2 , f 12 and the function h, giving the result
Finally, adding f times equation (13) gives
This can be solved for f 12x :
Equation (16) does not follow directly from (14) . Differentiating the right hand side of (14) will include second derivatives of f 1 , f 2 . However note that if these are eliminated by using the first two of the 4 versions of (9) above, then (16) can be proved directly, without needing to assume commutativity.
Lattice Equations
Writing u = f x in (13) and (15) we obtain the pair of quad-graph equations
(Here we are thinking of f, f 1 , f 2 , f 12 as 4 values of the field f around the vertices of a rectangle. Other notations common in the literature are f,f ,f ,f and f n,m , f n+1,m , f n,m+1 , f n+1,m+1 .)
These equations are somewhat simplfied by introducing the field g = u − f 2 :
It is straightforward to check that these equations have the consistency around the cube (CAC) property [3] , and also arise as the consistency conditions for the following Lax pair:
The lattice potential Boussinesq system (19)- (20) should be compared with the lattice Boussinesq system of Tongas and Nijhoff [39] . Their system involves 3 fields u, v, w, satisfying 5 equations on an elementary plaquette, 4 of which being the "same" equation on the 4 sides of the plaquette. Using u, v, w for the fields, as in [39] (and not as in the rest of this paper), the equations are
We would argue that since the Tongas-Nijhoff system involves 5 relations between 12 quantities on an elementary plaquette (3 fields at each of 4 vertices), whereas our system involves 2 relations between 8 quantites, there is a fundamental difference. However, we suspect there may be relations between solutions of the two systems. Likewise, we suspect there are relations with the lattice modified Boussinesq system introduced in [32] and the lattice Schwarzian Boussinesq system that appears in [5] , both of which are systems of 2 equations for 2 fields on an elementary plaquette.
In checking the CAC property for (19)- (20) it emerges that it is possible to eliminate the field g when considering the equations on a cube. So we introduce a third BT, with 
and
Once again, we have 2 relations between 8 quantities. The first of these equations has a superficial similarity to the Hirota DAGTE equation [22] , which was used as a starting point to find discrete Boussinesq systems in [20] . We wonder in what sense the system (21)- (22) is integrable.
Solitons of the Boussinesq Equation
As explained in section 2, we wish to look at solutions of the BEq with (7) with u → β at spatial infinity, with β > 0. Equivalently, we want solutions of the potential BEq (4) for which f ∼ βx + γ + as x → ∞ and f ∼ βx + γ − as x → −∞, where γ ± are constants. We obtain such solutions by applying the BT to the starting solution f = βx. Applying the BT once gives new solutions
Here λ 1 , λ 2 , λ 3 are the three roots of the cubic equation λ 3 = 3βλ + θ, and C 1 , C 2 , C 3 are constants, not all zero, which can be jointly rescaled without changing the solution. There are two main situations to look at: the case θ 2 < 4β 3 when λ 1 , λ 2 , λ 3 are all real and distinct, and the case θ 2 > 4β 3 when one is real and the other two are a complex conjugate pair.
(Note that the first situation can only happen if β > 0.) As we wish to focus on soliton-type solutions, we look only at the first case, when there are 3 real, distinct roots.
The case when two of the constants C 1 , C 2 , C 3 are zero is trivial. If one is zero, say C 3 , then the new solution is
(λ 1 −λ 2 ) and α is an arbitrary constant. The corresponding solutions of the B. equation are
These are the standard soliton and singular soliton solutions. A direct calculation confirms that these are solutions provided c
From this we again deduce the need for β to be positive, and obtain bounds on both the velocity c and the amplitude parameter p for fixed β. Note that there are solutions with both positive and negative velocity, but that the solutions do not depend on the sign of p.
Note also that for solitons u < β and for singular solitons u > β.
Proceeding to the case where all three constants C 1 , C 2 , C 3 are nonzero, we need to distinguish between the case that all have the same sign, in which case the solution will be nonsingular, and the case that there are differing signs, in which case there is singularity.
We start with the former. Looking at the expression for y in (23), at a given time t and position x we will "see" a soliton if two of the terms balance and are much bigger than the third term. So for example, we will see a soliton determined by the first two terms at position
(this is obtained from balance between the first two terms), provided
where K is some constant (this being the condition that at the given x, the first two terms are much bigger than the third one). Clearly a critical role is played by the sign of the product (λ 1 − λ 3 )(λ 2 − λ 3 ). If this is positive we "see" a soliton determined by the first two (24)).
terms for large negative times, if it is negative we will see the soliton for large positive times.
It is straightforward to check that this product is positive for two of the three possible pairs of terms in y and negative for the other pair. Thus the solutions describe the merger of two solitary waves into a single one. Furthermore, if we choose, without loss of generality, We now consider superpositions of two 1 BT solutions of the form (23) using the superposition principle (14) . The solution takes the simple form
We have not succeeded to give a complete (analytic) classification of these solutions, but we report cases in which we have found superpositions without singularities:
• For certain parameter values, a pair of standard soliton solutions can be superposed to give a colliding 2-soliton solution. The 2 solitons should be taken with velocities of differing signs; this is a necessary, but not sufficient, condition for such a superposition to be possible.
• For certain parameter values, a standard soliton and a singular soliton can be superposed to give a 2-soliton solution. The resulting solutions include both colliding pairs and pairs moving in the same direction.
• For certain parameter values, a standard soliton solution can be superposed with one of the two types of singular solution describing a merger, to give a solution with three solitary waves merging to two. See Figure 7 , in which the soliton with parameters θ = 8, C 1 = 1, C 2 = 1, C 3 = 0 is superposed with the 1 BT solution with θ = −12, C 1 = −1, C 2 = 1, C 3 = 1 (for β = 5). In the cases of this that we have found, the initial configuration always has two solitary waves moving in one direction, and the other in the opposite direction, but the final configuration can have two moving in one direction, or one in each direction. We have not found cases of mergers of 3 moving in the same direction to 2, but we cannot currently exclude this possibility.
So far we have not found any cases of the merger of 4 solitary waves to 2, though we cannot currently exclude this possibility. The superpositions of a pair of solutions describing a The superposition of 3 1 BT solutions of the form (23), using equations (22) and (14), takes the form f = βx − θ 1 y 1 (y 2 y 3x − y 3 y 2x ) + θ 2 y 2 (y 3 y 1x − y 1 y 3x ) + θ 3 y 3 (y 1 y 2x − y 2 y 1x ) y 1 (y 2x y 3xx − y 3x y 2xx ) + y 2 (y 3x y 1xx − y 1x y 3xx ) + y 3 (y 1x y 2xx − y 2x y 1xx ) .
Once again, we do not have a full analytic classification of solutions, but numerical experiments indicate that this is simpler than for superpositions of 2 solutions. 3-soliton solutions are obtained from (certain) superpositions of 2 standard solitons and 1 singular soliton.
Solutions describing the merger of 4 waves to 3 are obtained from (certain) superpositions of a standard soliton, a singular soliton, and a merging soliton. See Figure 7 for an example.
We have not succeeded in obtaining nonsingular solutions from a superposition using more than one merger-type solution. However there are some remarkable singular solutions.
In Figure 8 we present plots of the superposition of three merger-type solutions, describing the evolution of 6 solitary waves into 3, via a brief, finite time duration singularity. The singularity forms after t = −0.1 and disappears before t = 0.3.
The forms (23), (25) and (26) the BT to the starting solution f = βx should be
where W is the Wronskian
and each of the functions y i are of the form in (23) 
, substituting in (14), simplifying and integrating once gives the
where K is an arbitrary constant (note that each of the W 's is only defined up to an overall constant). Now if W, W 1 , W 2 , W 12 all have the form of Wronskians, of dimensions n − 2, n − 1, n − 1, n respectively, with W 12 being exactly the determinant of the matrix in (28), then • W is the determinant of the same matrix with the (n − 1)'th and n'th rows and columns deleted ,
• W 1 is the determinant of the same matrix with the n'th row and n'th column deleted ,
• W 2 is the determinant of the same matrix with the n'th row and (n − 1)'th column deleted ,
• W 1 is the determinant of the same matrix with the (n − 1)'th row and n'th column deleted ,
• W 2 is the determinant of the same matrix with the (n − 1)'th row and (n − 1)'th column deleted .
The desired identity therefore follows from a case of Sylvester's theorem for determinants [16] , that if A is an arbitrary n × n matrix, C is the same matrix with the (n − 1)'th and n'th rows and columns deleted, B 1 is the same matrix with the n'th row and n'th column deleted, B 2 is the same matrix with the (n − 1)'th row and n'th column deleted, B 3 is the same matrix with the n'th row and (n − 1)'th column deleted and B 4 is the same matrix with the (n − 1)'th row and (n − 1)'th column deleted, then
The general result on the form of the solution follows by induction.
A similar result appeared for the bad BEq in [34] , however taking each y i to be the sum of only two exponentials. In [21] , Hirota gave the general solution of the bad BEq using the "Hirota method" and it is interesting to see how this works for the good BEq.
For this paragraph we work directlty with the BEq in the form (1), with β > 0. Writing U = −(log τ ) xx , the equation becomes
which is in "Hirota bilinear form". This has "multisoliton" solutions in the usual form 
To 
Conservation Laws and Symmetries
The remarkably simple method for finding conservation laws from a BT is very old, see for example [40] . For the BEq, we simply need to observe that (11)- (12) implies
Thus s, which depends on θ, provides a generating function for (densities of) conservation laws. To obtain the standard conservation laws, observe that the solution s to (11) can be written as an asymptotic series in θ in the form
Each of the coefficients s i is the density for a conservation law. The first few coefficients are given as follows:
Further terms can be computed using the recurrence relation
So for example
For each i = 1, 2, . . ., s i is the density F of a conservation law F t + G x = 0. For i = 3 the conservation law is evidently trivial (F = H x , G = −H t for some H). Indeed we will shortly
show that all the conservation laws for i = 3, 6, 9, . . . are trivial. The associated flux G is the coefficient of θ −i/3 in 2u − s x − s 2 . Thus for i = 1, 2, 4, 5 we have fluxes
We note there are 3 possible series for s, corresponding to the 3 possible choices of s −1 . The dependence of s 1 , s 2 , . . . on the choice of s −1 is clear, and can be verified to be consistent with the recursion relation. We denote the three solutions of (11) with these three asymptotic series by s (1) , s (2) , s (3) . If we define σ = s
then it can be verified (using (11) for each of the functions s (1) , s (2) , s (3) ) that
It follows that s 3i is a total x derivative for all i, and the associated conservation laws are trivial.
The use of a BT to generate symmetries is rather newer [37] . The critical observation made in [37] for the KdV, Sine Gordon and Camassa Holm equations, was that while individual BTs are not "small" transformation (and thus not directly related to symmetries, which are transformations of solutions that are infinitesimally close to the identity), the composition of two BTs can be small in this sense. For the BEq this is not the case, and it is necessary to consider the composition of 3 BTs. This has its origins in the fact that the Lax pair for the BEq is a 3 × 3 matrix Lax pair. Equation (22) for a triple BT can be written, using (13) , in the form
.
The critical observation is that as θ 2 , θ 3 tend to θ 1 , the numerator of the second term becomes small, but the denominator can remain large by taking s 1 , s 2 , s 3 to be distinct solutions of (11)- (12) . Thus, writing θ 1 = θ, θ 2 = θ + b , θ 3 = θ + a and taking the limit → 0, we obtain the following generator for infinitesimal symmetries acting on f (via f → f + Q f (θ):
Here s (1) , s (2) , s (3) are distinct solutions of (11)- (12) . The generator for the field h can be written down but is long and complicated. The generator for w (see Section 2) takes a simpler form:
(Here D denotes differentiation with respect to x.) Denoting the matrix differential operator on the LHS of this equation as P 2 , and the one on the RHS as P 1 , we have
implying that the operator P −1 1 P 2 can be identified as the recursion operator [35] for the potential BEq. Since Q u (θ) = Q f (θ) x and Q v (θ) = Q w (θ) x , the operator P 2 P −1 1 can be identified as the recursion operator of the BEq. (Note that the recursion operator differs from the standard one for the BEq, as given, for example, in [36] , as our form of the BEq (5)- (6) is slightly different.)
The theme of this paper has been how the Bäcklund transformation, and particularly its superposition principles, can give so much insight into the properties of the Boussinesq equation. Specifically, we have obtained two systems of lattice equations associated with the superposition principles, we have used the superposition principle to study the soliton solutions of the equation, which have a rich structure that has not yet been full explored, and we have given a concise and complete account of the theory of conservation laws and symmetries of the equation, using a generating function for symmetries derived immediately from the superposition principle of 3 BTs.
The novelty in this work in the context of the theory of Bäcklund transformations, in comparison, say, to our recent work on the BT for the Camassa-Holm equation [38] , is in the need to look at the superposition principle for 3 BTs. For the BEq, the superposition principle of 2 BTs is not purely algebraic, whereas for 3 BTs it is. We expect this structure to be shared by the many interesting equations associated with the Lie algebra SL(3) (i.e. with 3 × 3 matrix Lax pairs).
A number of open questions have emerged in the course if this paper. In our work on lattice systems, we arrived at the system of equations (21)- (22) on a cube, and it would be interesting to have a characterization of the integrability of this system. In our work on soliton solutions, we have seen that although we have a formula for the general multisoliton solution, we still lack much in the physical understanding of these solutions. In particular, the question of whether there exists a nonsingular solution describing the merger of 4 solitons to 2 is open, and there is much work to be done understanding the changes in speeds (and also phase shifts) between initial and final solitons in the merger solutions.
Another open direction is to understand the action of the BT and application of the superposition principles to rational solutions [1, 12, 13, 14, 4] and symmetry reductions of the BEq [8, 15, 26, 28] , and in particular to investigate the possible reductions associated with the nonlocal symmetries given in Section 5.
