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ABSTRACT 
Define n x n matrices 0, = (dij) and C, = (cij) by dij = 1 if i ) j, 0 otherwise, and 
C” = (0, 1, 1, . . , l)T(l, o,o, . . ,O). Let A,, = D, + C,. The matrix is of number-theo- 
retic significance because det A,, = M( ) n , w h ere M(n) is Mertens’ function. We give a 
simplified derivation of the characteristic polynomial of A,, give precise asymptotic 
estimates for its two “large” eigenvalues, and use Rouche’s theorem to significantly 
improve a previous bound on its “small” eigenvalues. Finally, we present some 
attractive conjectures about these small eigenvalues based on numerical evidence. 
INTRODUCTION 
The purpose of this paper is to give a simplified derivation, using a 
theorem from combinatorial matrix theory, of the characteristic polynomial of 
a matrix of Redheffer, to give precise asymptotic estimates for its two “large” 
eigenvalues, and to present a short argument giving a greatly improved bound 
on the moduli of its “small” eigenvalues. Our intention is to give an accessible 
account of what is currently known about the matrix and to state some 
challenging unresolved questions. 
*Current address: Department of Mathematics, Princeton University, Princeton, New 
Jersey 08540. 
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First consider the semiinfinite matrix 
D= 
1 1 1 1 1 1 *-* 
0 1 0 1 0 1 a** 
0 0 1 0 0 1 a** 
0 0 0 1 0 0 -** 
0 0 0 0 1 0 A*- 
0 0 0 0, 0 1 e-9 
. . . . . . . 
. . . . . . . 
. . . . . . 
and let A be the matrix created from D by changing the zeros in the first 
column to ones: 
A= 
1 1 1 1 1 1 *** 
1 1 0 1 0 1 **. 
1 0 1 0 0 1 *-a 
1 0 0 1 0 0 **- 
1 0 0 0 1 0 -*- 
1 0 0 0 0 1 *-* 
. . . . . . . 
. . . . . . . 
. . . . . . 
Now define A,, to be the leading n x n principal submatrix of A. The matrix 
A, is of number-theoretic interest because the Riemann hypothesis is true if 
and only if ]det A,] = O(nifE ) for every positive E, and a proof that 
ldetA,I = ( ) o n would constitute a new proof of the prime-number theorem. 
The connection to the Riemann hypothesis and the prime-number theorem is 
a result of the fact, proved by Redheffer when he first introduced A,, in [9], 
that 
det A, = k$l~(k), 
where p : X++ { - 1, 0,l) is the M 6 b ius function. For more information about 
this sum, which is called Mertens’ function, and its number-theoretic proper- 
ties see Ivid [5]. 
THE CHARACTERISTIC POLYNOMIAL OF A, 
One way to derive the characteristic polynomial of A,, is to use the 
directed graph D( M,,) of the matrix M, = XI - A,, where D( M,) has vertex 
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set N = {1,2,. . . , n} and a directed edge from vertex i to vertex j if and only 
if mij + 0. For convenience we will suppress the subscript n and write M 
wherever n is clear from context. In our case the graph D(M) will have a 
directed edge from i to j if and only if i ] j or j = 1. We will denote a directed 
edge from i to j by the ordered pair (i, j). A set of directed edges 
{(ii, j,), (is, js), . . . , (ik, j,)) will be called a cycle of length k if j, = ir+i for 
r= 1,2,... , k - 1, jk = ii, and ii, is,. . . , ik are distinct. Furthermore, if 
c = {(ii, is), (iz, is), . . . , (ik, i,)} is a cycle in D(M), then we set P[c] = 
mi,i2miPiB * * * miki,, and for (Y c N, let M[a] be the principal submatrix of M 
with rows and columns in (Y. 
Let %i be the set of cycles in D(M) containing the vertex I, and for each 
c in g1 let l(c) be its length. Let c‘ be the complement (in N) of the vertices 
connected by c. Then by Theorem 2 of [8] 
det M = .zfl, ( - 1) ‘(‘)+i~[c]det M[c']. 
Notice that since each c in @?i contains the vertex 1, the principal submatrix 
M[c'] is upper triangular with determinant equal to (X - l)“-‘(‘). Further- 
more, if c has length 2 or more, then P[c] does not contain any terms from the 
diagonal and is exactly (- I) I(‘). The only cycle of length 1 is c = { (1, l)}, in 
which case P[c] = X - 1. Thus 
detM,= (X-l)“- .FV (A-- I)“-‘(‘), 
l(c) $2 
(2) 
which we can write as 
det M, = (A - 1)” - kcz(h - I)D-‘~,k_I, 
where t&k is the number of cycles beginning at vertex 1, of length k + 1, in 
the graph D( M,). Equivalently, if a k-list in N is a list { 1, ii, is, . . . , ikj with 
i, ( is ( * * * ( ik, and I < i, < is < of- < ik < n, then u,k is the number of 
distinct k-lists in N. 
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Applying this method to A,, for example, we get 
M, = 
and D( Me) is 
-x-1 -1 -1 -1 -1 -1 
-1 X-l 0 -1 0 -1 
-1 0 h-l 0 0 -1 
-1 0 0 X-l 0 0 ’ 
-1 0 0 0 X-l 0 
-1 0 0 _ 0 0 h-l I 
The cycles in %‘r are 
{(I, 2), (2, I)], {(I, 3)> (3, I)), {(I> 4)> (4, I)}, {(I, 5), (5, I)}, {(I, 6), (61)); 
{(I> 2)(2> 4)> (4, I)), {(I, 2) (2>6), (6, l)}, {(1,3), (396) (6,l)). 
So there are five cycles of length two, three cycles of length three, and none of 
length greater than three. By Equation (3) 
det M6 = (X - 1)6 - 5(X - 1)4 - 3(X - 1)3. 
In general, no cycle in the graph D( M,) can be longer than [log a n] + 1, 
where [x] is the greatest integer less than or equal to r. That is to say, there 
are no k-lists in N for k > [log, n]. This can be seen most readily from the 
fact that the k-list in N having the smallest value for its last term must be 
{1,2,4,8,. . . ,2 k}; hence, if n < 2 k, there are no k-lists in N. 
Let s = [log a n]. We now have for the characteristic polynomial of A,, 
PA,,(X) = det M, = (X - 1)” - k$I vnk( X - l)IL-k-l, (4) 
From (4) it follows immediately that X = 1 is an eigenvalue of algebraic 
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multiplicity n - s - 1. Our concern now will be with the factored polynomial 
It will prove useful to compare fJt) with the truncated polynomial r,(t) = 
p+l 
- vnltsel. Since in N there is exactly one l-list, { 1, k} for each k # 1, 
we have 
Thus 
““1 =n-1. (6) 
r”(t) = ts+l - (n - l)F’, (7) 
which has roots v”x, - m, and 0 with multiplicity s - 1. We shall 
see that f,,(t) also has a positive and a negative root, each of magnitude 6, 
and that the remaining s - 1 roots of f,(t) have much smaller modulus. 
LARGE ROOTS OF f,, 
The following result has been obtained by R. C. Vaughan. 
THEOREM 1. The polynomial fn(t) has two roots t,‘, t, which satisfy 
3 log’ n 
t~=dK+logvG+y--+o - 
2 
i ! 
VGl 
asn+oo. Herey= 0.5772 is Euler’s constant. 
Before giving a proof of Theorem 1, we compare it with previously known 
results. As noted in [2], fn( t) h as exactly one positive root by Descartes’ rule of 
signs. Hence this root is t,‘. Since 1 + t,’ EU( A,) and since p(A,) is an 
eigenvalue of A,, by Perron’s theorem [4], we must have p( A,) = 1 + t,‘. 
Thus, 
log2 n 
p(A,)= \/;;+log6a+y-;+o - 
1 1 
v% ’ 
which is a substantial improvement over the result p( A,) = v’&- + log 6 + 
O(1) announced at the end of [2]. A n earlier bound for t, given in Theorem 2 
of [7j (there y,, is t,) is also significantly improved by Theorem 1. 
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We need the following bound, proved in [2], for the positive integers u,k: 
n logk-’ n 
“nk< (k _ I)! . (10) 
Except for (lo), and an asymptotic formula for u,a given below, the following 
proof is self-contained. 
Proof of Theorem 1. We have by (5) (6), and (lo), 
k-l 
Therefore, 
and similarly, 
f.(t) 
tS-1 
fJt> 
1 1 i 
log n 
--+--P+n-1 <n exp (tl -1, 1 1 (11) 
-rz+n-l.+~~<n{exp(~)-l-~}. (12) 
We first establish the existence of t,’ . Setting t = c & in (11) 
f”(CJ;;) _ 
(cdy 
c’n+n- li<n{exp(*) -I}, 
so for n sufficiently large, 
t%Yjr - (c” .- 1)n - 11 < n(2-j-$$) = “Tcfp” n. (13) 
Letting c = f 2 and c = f i, we see that for large n 
f,(+2J;;) > o 
(*2,),-l 
f”(+q <o 
’ whi1e (*+q”-l * 
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Thus, for n sufficiently large, f,( + 2 &)f,,( + i 6) < 0, so f,(t) has a root 
t,+ E (6 &,2&) and another root t, E (- 2 v%, - + 6). Setting t = t,* in 
(ll), we have 
so for large n 
Then 
l(C)‘- (n - l)( < n{eq( 5) - l), 
((t;)’ - n( < 2ns < 4vGlog 12. 
It,’ - x.&J < ;:‘O; = O(log n) 
” 
and similarly, 1 t, + & 1 = O(log n). Thus, we have 
We nc 
t,’ = +- & + O(log fl). (14) 
)w refine these estimates for t,‘, Setting t = tf in (12), we have 
l(tz)” - (n - 1) - $1 < n[exp( z) - 1 - z]. 
Since the right-hand side is smaller than (n log2 TZ)/ 1 tf ( 2 for large n, we 
have 
( 1 t ,’ 2=n+ $ +O(log2n). n 
It follows from (14) that 
(15) 
1 1 log n 
-=*--_-cl- 
tf n 6 i i n ’ 
680 
so by (10) 
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ud2 
- = + p + O(log2 n). 
t* ” n 
Thus by (15) 
(t$ = n n r+ F + O(log” n) 
Since fi = 1 + ix + 0(x2) as x -+ 0, and since by (10) u,,~ /n3j2 < 
(log n)/ v%, we have 
Now, by definition, 
where d(j) is the number of divisors of 
““2 = nlogn + (2~ 
Substituting in (16) yields 
t,’ = f hi + f log n + 
which is (8). 
O 
log2 n 1 I v5i . 
- 21 = 2 d(j) - 2n + 1, 
j=l 
j. Then, by Theorem 3.3 in [l], 
- 3)n + O(A). 
(1”) 
3 log2 n 
y-z+0 - 
1 1 
VG ’ 
n 
ROUND ON THE REMAINING ROOTS OF f, 
All of the remaining roots of f, have relatively small moduli, as indicated 
in the following theorem. This theorem represents a substantial improvement 
over the bound given in Jarvis [7] for these small roots. 
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THEOREM 2. Given E > 0, for large enough n, f,, has s 
the circle 
(~~(52: 121 <log,_,n}. 
Proof. We have the following bound for rn( t) = ts+l - 
circle ) t 1 = log,_, n: 
1 roots inside - 
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unltswl on the 
1 r,(t) 1 = (log,_, n)“-’ I unl - t2 I 
2 (log,_, n)‘-l( n - 1 - log;_, n). 
From the bounds of (10) and the triangle inequality, 
If”(t) - r,(t)1 = (log2-,n)“-‘~~2~~ 
s 
c (log,_, n)“-l C 
nlogk-’ n 
k=2 (k - l)!(log,_, n)k-l 
< (log,_, n)Sp’n( e’og(2-E) - 1) 
= (1 - E)n(log,_, n)‘-’ 
c (n - 1 - log2,_En)(log2--En)S-1 GlrJt)I 
for sufficiently large 12. 
So by Rouche:s theorem r,(t) and f,(t) b, ave the same number of zeros in 
thecircle {zEG: 1~ 1 < log2_E n}. n 
We end with the following two conjectures: 
CONJECTURE 1. All but two of the roots of f,(t) lie in the circle 
{ZEG: I .z + 11 Q 1). 
CONJECTURE 2. All roots of f,(t) except t,’ have negative real part. 
Of course Conjecture I. implies Conjecture 2. Both have been verified in 
numerical trials for all values of n < 500 and for selected values as large as 
one million. Figure 1, which was generated in Mathematica,.shows a plot of 18 
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* 
2 -1.75 -1.5 -1.25 -i -0.75 -0.5 -0.25 
\ 
. 
. 
FIG. 1. 
of the 20 roots of f,,(t) f or n = 106. We find this plot remarkable, considering 
the fact that the two large roots are approximately 1006 and -994. 
Since the sum of all roots of f,(t) is 0, by Theorem 1 the sum of the s - 1 
roots of “small” modulus is 3 - 2-y - log n + o(1). Dividing by s - 1 = 
[log, n] - 1, we see that the average of the s - 1 “small” roots approaches 
-log2 = -0.693 as n + 00. So at least the average of the “small” roots lies 
in the circle 1 z + 1 ( < 1 for large n. We still feel the first conjecture may fail 
for very large n, but are more confident in the validity of the second. 
In conclusion, we know that A, has n - s - 1 eigenvalues equal to 1, has 
spectral radius p( A,) - v%, has a negative eigenvahre t, + 1 - - 6, and 
has s - 1 other eigenvalues Xr, . . . , Xs_l, each ofwhich is at most O(log,_E n). 
In particular, ) det A, 1 = O(n II::: X,). Note that Conjecture 1 is equivalent 
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to A,, . . . , A,_, all lying inside the circle 1 z 1 = 1; consequently, it has 
considerable number-theoretic significance. For example, a proof of the 
prime-number theorem could be given by establishing Conjecture 1 and, in 
addition, showing that some eigenvalue of A, tends to 0 as n + 03. 
We thank R. C. Vaughan of Imperial College, London, for his valuable 
assistance with this paper. He not only improved upon our asymptotic estimates 
for t,’ by giving the next term, y - f in each, but achieved a great simplijca- 
tion over our results by unifying the argument for t,’ and t,;. The above proof 
of Theorem 1 is an amplifted version of one he sent us. Finally, he suggested that 
a logarithmic bound on the small roots off, should be attainable from Roucheb 
theorem. 
We also thank David Cardon, Clark Barrett, and Michael Lundquist of 
Brigham Young University, who each made a key contribution in the generation 
of the root plots of f,(t) (see [3]). 
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