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Abstract
We reconstruct the original proof of Sharkovsky Theorem. Specifically, we supply detailed
examples and proofs of Lemmata. This version of the proof does not require any sophisticated
background from the reader: some experience in Calculus and set theory suffice to comprehend
the beauty of the Theorem.
1 Introduction
Mathematics has a major impact on many branches of human activities. The modern state of
science is dedicated to studying complicated processes and phenomena of many kinds. Theories
of mathematics are applied in many other sciences, at the first sight, having nothing in common
with the Queen of Sciences, such as Law Science and Language Studies.
Mathematics itself in its development has given life to many fields, such as the Theory of
Dynamical Systems.
This theory came out from Celestial Mechanics. Its founders were Isaac Newton, Joseph-Louis
Lagrange, Pierre-Simon Laplace, William Rowan Hamilton, and Henri Poincare´, among others.
The analysis of the three-body-problem in celestial mechanics, stated in 1885, led to the birth
of chaotic dynamics and chaos itself, a term that would be developed almost a century later. That
was the first stage of the modern history of dynamical systems.
The second stage was based on statistical physics and ergodic theory.
Later, with the appearance of micro electronics and radio electronics, the theory of dynamical
systems entered the third stage.
In the 20th century there were two main centers of study of dynamical systems: the USA and
the USSR, two countries separated by the Iron Curtain. This led to a parallel development of
dynamical systems theory.
In particular, for the case of one-dimensional dynamics, despite the availability of translated
papers written by A.N. Sharkovsky on the existence of certain order of natural numbers that
explains coexistence of periods, they remained unknown in the USA. In 1975 James Yorke and
his graduate student Tien-Yien Li, in a paper called Period Three Implies Chaos [14], proved the
following remarkable result: if a continuous map of a closed, bounded interval of the line into
itself has a period-three orbit, then it also has orbits of every period. This, however, was just a
particular case of the much more general Sharkovsky Theorem. Truth be told, period three is the
easiest case, as the reader will notice reading through this paper. However, the period-three case
already reveals the beauty of one-dimensional dynamical systems.
Let us start by showing a concrete example of a function having a relatively simple orbit of
period three; we will also clarify the meaning of “period-three orbit.”
Example 1. Let us consider the following quadratic function:
f(x) = −3
2
x2 +
11
2
x− 2,
whose graph is depicted below.
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We say that a value x is a periodic point of period n if the orbit of x under iterations by
f , that is, the set {x, f(x), f(f(x)), . . .} has exactly n points. We also say that this set is a
periodic orbit of period n, or an n-cycle. Equivalently, fn(x) = x, but fk(x) 6= x for 0 < x < n
(note that fk means f ◦ f ◦ · · · ◦ f , k times).
This function satisfies
f(1) = 2,
f(2) = 3,
f(3) = 1.
Therefore, the iterations of this function, starting with 1, produce the following sequence:
1, 2, 3, 1, 2, 3, 1, 2, . . .
This means that x = 1 is a point of period three. Now the motivating question: does the
function f have any other periodic points? If so, of what periods?
For very small values of n it may be possible to use algebra to answer this question, but
as n grows, algebra fails quickly: notice that solving fk(x) = x requires finding the roots of a
polynomial of degree 2k.
As it turns out, this function will have cycles of all periods!
This rather surprising result will be the topic of Section 6.
This theorem amazed the mathematical community. In fact, Li and Yorke’s paper was respon-
sible for introducing the word “chaos” into the mathematical vocabulary. (Now there are several
competing definitions of chaos.)
One-dimensional dynamical systems, induced by a continuous map of an interval I into itself,
have an important property: the points of a particular trajectory provide plenty information about
the dynamical system itself. This is a characteristic of the one-dimensional space—an interval I.
The existence of certain periods leads to coexistence of other periods. This feature was observed
by the Ukrainian mathematician Aleksandr Nikolaevich Sharkovsky.
In 1964, he introduced the following ordering on the positive integers,which we will denote as
n . m [1]:
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3 . 5 . 7 . 9 . . . .
2 · 3 . 2 · 5 . 2 · 7 . 2 · 9 . . . .
22 · 3 . 22 · 5 . 22 · 7 . 22 · 9 . . . .
. . .
. . . 25 . 24 . 23 . 22 . 2 . 1.
First come the odd numbers (except one), then the doubles of the odd numbers, then 22
times each odd number, etc. When all of these values are exhausted, the ordering ends with the
decreasing powers of 2 (including 20 = 1).
Observe that the Sharkovsky ordering includes all natural numbers ordered in a special way.
Indeed, any positive integer that is not a power of 2 can be written as 2l ·m, where m is an odd
number, m > 1 , and l ≥ 0 ([11], p. 47).
Sharkovsky Theorem states that if a continuous function from I to I has a cycle of a given
period n, then it also must have a cycle of period m, for every m satisfying n . m in the above
ordering.
Since 3 is the first number of the Sharkovsky ordering, by this Theorem, a cycle of period
3 implies the existence of cycles of periods of all integers after 3 in the order above. Hence,
“period three implies all periods” follows directly from this Theorem. However, besides 3, we get
information of what happens for all other natural numbers!
This Theorem helps us understand “the world” of one-dimension dynamical systems.
Besides the original proof, done by A.N. Sharkovsky, there exist several other proofs, which
have been completed using various sets of “mathematical tools” [6], [5], [7], [8], [9], [10], [12], [13].
However, the original proof is distinct from the others by its structure. This proof not only
reflects the path which was followed by Sharkovsky in order to come to his conclusions, but also
contains multiple auxiliary results that have interest on their own.
All publications of the proof of Sharkovsky Theorem (including the original one, which is not
widely accessible, is very compact, and has some typographical errors) have targeted experienced
mathematicians with sufficient background on Dynamical Systems and neighboring branches of
mathematics.
Our aim is to provide a proof that even students with some experience in Calculus I and set
theory with a grain of interest could follow, and thus understand the beauty of the Theorem. For
this reason, we have striven to illustrate all the concepts with multiple examples, pictures, and
graphs.
2 A brief biography
Aleksandr Nikolaevich Sharkovsky was born on 7 December 1936 in Kiev.
In 1953 he was accepted as a student of the Physico-mathematical School of the Kiev University
named after T.G. Shevchenko. During the first year Aleksandr Nikolaevich attended a Higher
Algebra coterie hosted by professor G. E. Shilov, where A. N. Sharkovsky delivered a series of
talks on iterating processes. One of his topics was “The conditions of convergence of the iterating
sequences fn(x) to a fixed point.”
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Figure 1: A.N. Sharkovsky
During a 2-year course on Real Analysis, the analysis of so-
called bad functions was presented, including their sequences and
sums. The idea of considering only static conditions of bad func-
tions without considering their dynamics left him with a feeling of
dissatisfaction. The area of interest was chosen.
In the year 1958,in order to graduate, Aleksandr Nikolaevich
had to write his Senior Thesis, an integral part of the educational
process in the Soviet Union. Being a good student, he was asked to
work on either the theory of probability, the theory of functions of
complex variables, or functional analysis. All his attempts failed.
During his 5th year in the University, he did internship working
with ECM (Electronic Computing Machines). His duties included
writing and developing programs for the ECM. He came out with
some ideas on how to improve some processes performed by ECM.
Later, when the deadline for the senior thesis got closer, he decided
to implement his experience with ECM in a paper and chose the
address programming as the topic for the thesis. However, this area
of research was not approved by the faculty. And since time to make a decision was almost over,
Aleksandr Nikolaevich decided to study iterating processes. He also got a feeling that he could
come up with some interesting ideas. The topic for the senior thesis was picked.
His thesis was said to be distinct.
Naturally, the desire to continue with iterations followed Aleksandr Nikolaevich during his post-
graduate studies. However, this idea was not widely spread among mathematicians and it led to
problems with a thesis advisor. Finally, N. N. Bogolyubov, who lived in Moscow and studied similar
areas of mathematics, became his advisor. However, because of the distance, Aleksandr Nikolaevich
never met him. All discussions about the thesis happened to be with Yu. A. Mitropolsky, whose
name appeared on the thesis as advisor.
Half a year before graduating from Post Graduate School in 1961, the thesis “Some questions of
the theory of one-dimensional iterating processes” was presented. He showed that if a continuous
map has a cycle of period 2m, then it has cycles of periods 2i, i = 0, 1, 2, . . . ,m − 1. Therefore,
back on those days he had already found a piece of his order:
· · · 25 . 24 . 23 . 22 . 2 . 1.
That paper became a foundation for the next thesis and the Theorem itself.
The work on iterating processes went on.
In March 1962 Aleksandr Nikolaevich published a paper called “Coexistence of Cycles of a
Continuous Mapping of the Line into Itself” that contained the Theorem and complete proof [3],
[1].
Nowadays, Aleksandr Nikolaevich works for The Institute of Mathematics of NAS of Ukraine1
(since July 1, 1961); he is the head of the department of the Theory of Dynamical Systems.
1The Institute of Mathematics of National Academy of Science of Ukraine. 01601 Ukraine, Kiev-4,
Tereschenkivska str., 3, http://www.imath.kiev.ua/.
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3 Preliminary Definitions and Notation
Let f be a continuous map f : I → R, with I ⊂ R. Given sets A ⊆ I and B ⊆ R, the notation
A→ B will mean “A covers B” (under f), that is, f(A) ⊃ B. 2 The given continuous function f
should be clear from the context.
We denote iterations of a function with itself by a superscript, so that
f 0(x0) = x0,
f 1(x0) = f(x0),
f 2(x0) = f(f(x0)),
. . .
fm(x0) = f(f · · · (f︸ ︷︷ ︸
m-times
(x0)) · · · ).
The set of interior points of an interval I is denoted by Int(I).
A point x0 is said to be of period m, if
fm(x0) = x0.
The least positive m for which fm(x0) = x0 is called the prime period, or the least period of x0. In
particular, we can say that a fixed point is a point of period 1.
A cycle of period m is the set of points consisting of a point x0 of period m together with its
iterates, that is,
{x0,x1, . . . ,xm−1},
where xi = f(xi−1) for i = 1, 2, . . .m− 1 and f(xm−1) = x0.
4 Two fixed-point theorems
In this section, we will state and prove two important fixed-point theorems, which will be widely
used in our work. These theorems have also independent interest.
Theorem 1. Let I be a closed bounded interval [a, b] ⊂ R, and let f : I → I be continuous on I.
Then there exists a fixed point γ ∈ I of f , that is, f(γ) = γ.
Proof. Let g(x) = f(x)− x, which is continuous, as a difference of two continuous functions.
Since f : I → I (see Figure 2), we get the following possibilities at each endpoint:
f(a) = a, or f(a) > a;
f(b) = b, or f(b) < b.
If either f(a) = a or f(b) = b, then we have a fixed point and the proposition follows.
If f(a) > a and f(b) < b, then
g(a) = f(a)− a > 0,
2The symbols ⊂ and ⊃ will be used to denote non-strict inclusions, what is usually denoted by ⊆ and ⊇
respectively.
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Figure 2
g(b) = f(b)− b < 0.
Since g is a continuous function on [a, b], by the Intermediate Value Theorem (Bolzano’s theorem),
there must exist a point γ ∈ I, such that g(γ) = 0, which implies
f(γ) = γ.
This completes the proof.
The following is our second fixed-point result. Here, again, I is a closed bounded interval of R.
Theorem 2. Let f : I → R be a continuous function, and assume that I ⊂ f(I), so that I covers
itself under f . Then there exists at least one fixed point γ ∈ I of f , that is, f(γ) = γ.
Proof. Let I be the closed interval [a, b]. Since f is continuous, by Weierstrass’s theorem (the
Extreme Value Theorem) and the Intermediate Value theorem, we know that f(I) is another
closed and bounded interval. Let us denote it by f(I) = [α, β]. Since f attains its maximum and
minimum values on I, then there exist at least two points a′, b′ ∈ I, so that (see Figure 3)
f(a′) = min
[a,b]
f = α ≤ a ≤ a′ ≤ b ≤ β,
f(b′) = max
[a,b]
f = β ≥ b ≥ b′ ≥ a ≥ α.
As in the proof of Theorem 1, one can find two situations at either a′ or b′:
α = f(a′) = a′ or f(a′) < a′;
β = f(b′) = b′ or f(b′) > b′.
If either f(a′) = a′ or f(b′) = b′, we can pick γ = a′ or γ = b′ and the proof is complete.
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Figure 3
Consider the second possibility:
f(a′) < a′ and f(b′) > b′.
Let g be the continuous function defined as g(x) = f(x)− x, so that
g(a′) = f(a′)− a′ < 0,
g(b′) = f(b′)− b′ > 0.
Therefore, g changes its sign on the interval with endpoints a′, b′ By the Intermediate Value Theo-
rem, there must exist a point γ in that interval, at which g(γ) = 0. Since this interval is contained
in [a, b], we conclude that there is a γ ∈ [a, b], such that
g(γ) = 0,
which implies
f(γ) = γ.
This result completes the proof.
Note. While Theorem 1 is also valid in higher dimensions (for a map of the n-dimensional
cube into itself, this is the famous Brouwer fixed-point theorem), it is interesting to observe that
Theorem 2 already fails in dimension two. This is shown by a nice example by Nik Weaver
(http://mathoverflow.net/questions/211459).
5 Itinerary Lemma
In this section, we study the connection between a sequence of intervals covering each other, and
forming a closed graph, and the existence of periodic points.
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Given a continuous function f : R→ R, and sets A,B ⊂ R, we defined A→ B in Section 3, to
mean that A covers B under f , that is, f(A) ⊃ B.
Further, if B → C, then, similarly, f(B) ⊃ C.
All together, we write the sequence A→ B → C.
The Itinerary Lemma will show the connection between periodic points and a loops of covering
intervals.
The following result, which also has independent interest, will be used in the proof of the
itinerary lemma. Let I and J be closed, bounded intervals of R.
Lemma 3. If f is continuous on I and I → J , then there exists an interval K such that K ⊂ I
and f(K) = J .
Proof. Let us denote I = [a, b] and J = [c, d]. Let us call
A = f−1(c) ∩ I and B = f−1(d) ∩ I.
Since f is continuous, and {c}, {d} are closed sets in R, then both A and B are closed. Since we
assume that f(I) ⊃ J , then both A and B are nonempty, bounded, disjoint subsets of I. Therefore,
both A and B have a maximum and a minimum element in I.
We will distinguish two cases.
Case 1. maxB < minA (See Figure 4).
Figure 4: First case
Call α = maxB, β = minA, and K = [α, β]. We have K ⊂ I; we claim that f(K) = J .
Indeed, by the Intermediate Value Theorem, f(K) ⊃ J .
Assume, by contradiction, that f(K) is strictly larger than J . Then there exists an y ∈ f(K)\J .
Then either y > d, or y < c.
If y > d, then there exists an x ∈ [α, β] such that f(x) = y > d. Hence, by the Intermediate
Value Theorem, there exists an s ∈ [x, β] such that f(s) = d; hence, s ∈ B (Figure 5). Since
α < x < s, this contradicts the fact that α was the largest element in B.
The case y < c is ruled out similarly, by obtaining a point s ∈ (α, β) for which f(s) = c,
contradicting the fact that β = minA.
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Figure 5
Case 2. minA < maxB. (See Figure 6).
Figure 6: Second case
The set C = A
⋂
[a, maxB] of those elements in A that are less than maxB is then closed and
nonempty. Let us call γ = maxC.
Next, the set D = B
⋂
[γ, maxB] = B
⋂
[γ, b] of those elements in B that are between γ and
maxB, is also closed and nonempty; let us denote δ = minD.
Finally, we define K as the interval [γ, δ]. As in Case 1, using the Intermediate Value Theorem
one shows that f(K) ⊃ J . To show that actually f(K) equals J , one argues by contradiction, as
in Case 1, and one obtains a contradiction either with the definition of γ, or the definition of δ.
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Lemma 4 (Itinerary Lemma, [5], [2]). 1) If I0, I1, I2, · · · , In−1 are closed bounded intervals and
I0 → I1 → I2 → · · · → In−1 → I0, then there is a fixed point γ of fn such that
f i(γ) ∈ Ii
for 0 ≤ i < n, and
fn(γ) = γ.
We say that such γ follows the given loop of intervals.
2) Moreover, if the endpoints of all the intervals Ii belong to a given k-orbit B = {β1, β2, . . . , βk}
which does not follow the loop,3 and if the interior Int(I0) of I0 is disjoint from every I1, . . . In−11,
then γ has least period n.
Proof. 1) Assume that
f(Ii) ⊃ Ii+1
for every i = 0 · · ·n− 2, and
f(In−1) ⊃ I0.
By Lemma 3, there exists a closed bounded interval Kn−1 such that Kn−1 ⊂ In−1 and
f(Kn−1) = I0.
Further, let Kn−2 be a closed interval such that
Kn−2 ⊂ In−2 and f(Kn−2) = Kn−1 ⊂ In−1.
Therefore,
f 2(Kn−2) = f(Kn−1) = I0.
By induction, letKn−j be a subinterval of In−j such that f(Kn−j) = Kn−j+1, for j = 1, 2, 3, . . . n.
In particular we get K0 ⊂ I0, so that
f(K0) = K1 ⊂ I1,
f 2(K0) = f(K1) = K2 ⊂ I2,
f 3(K0) = f(K2) = K3 ⊂ I3,
· · ·
fn(K0) = f(Kn−1) = Kn ⊂ I0.
Since, K0 ⊂ I0 = fn(K0), by Theorem 1 of Section 4, we get a fixed point γ ∈ K0 of fn (i.e.
fn(γ) = γ). Moreover, f i(γ) ∈ f i(K0) = Ki ⊂ Ii for i = 1, 2, 3, . . . n, so that γ indeed follows the
loop.
2) Under the extra assumptions, if γ follows the loop, then γ 6∈ B, hence γ is an interior point
of I0. If k is any positive integer less than n, then f
k(γ) belongs to Ik, which is disjoint from
Int(J0). Hence, f
k(γ) 6= γ for every such k, which proves that γ has least period n.
3Meaning that no point of B follows the loop.
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6 Period three implies all periods
The result in this section is a particular case of Sharkovsky theorem. However, we believe this
case is important on its own and, moreover, it illustrates some of the ideas and techniques used for
the general theorem. Moreover, for historical reasons this case was the first to appear in Western
literature.
Theorem 5. Let f be a continuous function of a closed bounded interval J of R into itself. If f
has an orbit or period three, then it has orbits of all periods.4
Proof. To fix ideas, let us consider the following example of a map from the quadratic family
f(x) = λx(1− x)
for the particular choice of λ = 1 +
√
8 of the parameter, so that
f(x) = (1 +
√
8)x(1− x).
One can check that f sends the unit interval I = [0, 1] into itself. Moreover, one can show that
the map exhibits a cycle of period three, namely,
f(β1) = β2,
f(β2) = β3,
f(β3) = β1, or
f 3(β1) = β1,
where β1 ≈ 0.15992689.
As shown in Fig. 7, let J1 be the interval with endpoints β1, β2, so that J1 = [β1, β2]; similarly,
let J2 = [β2, β3].
5
A similar behavior is exhibited by the piecewise-linear map shown in Figure 8.
Observe that f : I → I with J1, J2 ⊂ I, and f is continuous. Moreover, J1 → J2 and
J2 → J1 ∪ J2, which means that J1 covers J2, and J2 covers itself and J1. This can be illustrated
with the following graph:
J1 J2
Since J2 → J2, by Theorem 2 we get a fixed point, that is, a point of period 1.
Next, note that there is a loop J1 → J2 → J1; then by the Itinerary Lemma (Lemma 4) there
exists a point µ ∈ J1 that follows the loop, such that f 2µ = µ; this will be a point of period two.
(It is clear this point must belong to the interior of J1, since the endpoints of J1 are part of an
orbit of period three.)
Thus, period 3 implies both period 1 and period 2.
Let m be an integer, with m > 3, and consider the following loop:
4Actually, as the proof shows, the assumption that f sends a closed bounded interval into itself is not required
for this particular result.
5 The arguments that follow will apply to any map of an interval into itself which has a three-orbit, with a
suitable labeling of the intervals J1 and J2.
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Figure 7: Cycle of period 3, λ = 1 +
√
8
Figure 8: Cycle of period 3
J1 → J2 → J2 → J2 → . . .→ J2︸ ︷︷ ︸
m−1 copies of J2
→ J1. (1)
By the Itinerary Lemma (Lemma 4) we conclude that there is ξ ∈ J1 which follows this loop,
such that fm(ξ) = ξ.
Let us now prove that m is the least period of ξ. Indeed, first of all, Int(J1) is disjoint from J2.
Next, the endpoints of J1 and J2 are elements of the three-orbit B = {β1, β2, β3}, which does not
follow the loop (1). Indeed, the first two terms in this loop can only happen for the point p = β2
from B. But then f(p) = β3, and f
2(p) = β1 /∈ J2. Since m− 1 is at least two, we see that B does
not follow the loop (1). By the second part of Lemma 4, we conclude that m is indeed the least
period for ξ.
He have thus shown that this map (or, in general, any continuous map of an interval into itself,
which has a three-orbit) has a periodic orbit of prime period m, for any positive integer m.
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7 Important Lemmata
In preparation for Sharkovsky theorem, we will prove several results, which have independent
interest.
Here we are going to use the following notation: if a, b ∈ R, then
〈a, b〉
is a closed interval with endpoints a, b; it is either unknown or irrelevant which one is greater,
a or b.
Lemma 6. A continuous map f : I → I has a cycle of period 2 if and only if there exists a point
ξ ∈ I, such that ξ 6= f(ξ) and ξ ∈ f(〈ξ, f(ξ)〉).
Proof. Assume first that f has a point of period two. Recall that a point a has prime period m,
if fm(a) = a, and m is the smallest positive integer for which this holds. In particular, for a point
of period 2, one gets
f 2(a) = f(f(a)) = a.
Then the following is true:
a 6= f(a) and a ∈ f(〈a, f(a)〉),
which proves the forward direction.
For the backward direction, we assume that there exists a point a ∈ I such that a 6= f(a) and
a ∈ f(〈a, f(a)〉).
By trichotomy, we have two possibilities:
(i) f(a) > a,
(ii) f(a) < a.
Consider the first case (see Figure 9).
Here we have the following assumptions:
a 6= f(a), a ∈ f(〈a, f(a)〉), and f(a) > a.
By the provided assumption a ∈ f(〈a, f(a)〉), and by definition of the image of a set under a
function, there exists a point c on the interval [a, f(a)] such that f(c) = a. Note that c cannot be
equal to a, since f(a) = a is not true under our assumptions. Therefore, c lies on (a, f(a)].
If c is the rightmost endpoint, we have f(c) = f(f(a)) = a and since f(a) 6= a, we get a point
of period 2.
If not, then c ∈ (a, f(a)), whence c < f(a).
Let us consider the set of points of I bigger than c.
Proceed by cases: 1) there are fixed points bigger than c in I; and 2) there are no fixed points
bigger than c in I.
1) There are fixed points bigger than c.
Since f(x) is continuous, then so is g(x) = f(x)− x. Since fixed points of f are zeros of g, and
since the set of zeros of g is g−1({0}), which is the inverse image of a closed bounded set under a
continuous function, then this set is closed and bounded (as a subset of I). Therefore, this set has
a smallest element.
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Figure 9: Case (i): f(a) > a.
Figure 10: Image for the case when f(a) > a.
Denote such smallest fixed point as γ, so that γ = min{x = f(x)
∣∣∣x ≥ c}; in particular, we have
f(γ) = γ.
Since we assume that f(a) > a and f(c) = a, one can notice that f([a, c]) ⊃ [a, c]. By Theorem
2, there is at least one fixed point δ of f in [a, c], so that f(δ) = δ (Figure 10).
Consider the interval [c, γ]. Since a < c < γ, we conclude that f([c, γ]) ⊃ [a, c].
By the Intermediate Value Theorem, since a < δ < c, there must exist a point  ∈ [c, γ], such
that f() = δ.
Consider the dynamics of the point c. We know that f(c) = a, hence f(f(c)) = f(a). Keeping
in mind that we are considering the case when c < f(a), one can see that f(f(c)) = f 2(c) > c.
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Now, we need to see the dynamics of . To be precise, f() = δ, but δ is a fixed point, therefore
f 2() = f(f()) = f(δ) = δ. Since a < δ < c, we can deduce, that f 2() < c.
Therefore, there exists a point x ∈ [c, ] with f 2(x) = x. Note that x has true period 2. Indeed,
since c ≤ x ≤  < γ, and γ is the least fixed point, therefore x cannot be a fixed point.
Let us now consider the second case.
2) There are no fixed points bigger than c in I. Remember that we are assuming that
f : I → I, where I is a closed bounded interval.
We claim that there is a point d > c such that f 2(d) ≤ d. Indeed, if we had f 2(x) > x for
every x > c, then in particular this would hold for the rightmost point of the interval I, leading
to a contradiction with the assumption that f maps I into itself and, therefore, so does f 2.
Note that f 2(c) > c. Indeed, f(c) = a, so that f 2(c) = f(a), and recall that c ∈ (a, f(a)), so
that f 2(c) = f(a) > c.
Let us introduce the new function g(x) = f 2(x)−x. As a combination of continuous functions,
g(x) itself is continuous. At the points c, d we have
g(d) ≤ 0 and g(c) > 0.
Therefore, by the Intermediate Value theorem, there exists a point x ∈ [c, d], such that g(x) = 0,
which implies f 2(x) = x. But since x > c, and we assumed there are no fixed points bigger than c
on I, therefore, the point x is a point of period 2.
This completes the case when f(a) 6= a, a ∈ f((a, f(a)).
For the case when f(a) < a and a ∈ f((f(a), a)), assume that I = [p, q], where p, q are the end
points of the interval I. Let us introduce the continuous function g(x) = −f(x). Let us also call
J = [−q,−p], so that g : J → J .
Then, assuming the second case holds for f , that is, f(a) < a, and calling a′ = −a, we can see
that g(a′) > a′, so that the first case holds for g. Therefore, by the first case already proved, g has
a two-cycle {t, g(t)}, and this implies that f has the two-cycle {−t, f(−t)}.
This completes the proof of Lemma 6.
The scheme of the proof of this result is in Figure 11.
Lemma 7. If f has a cycle of period m, with m > 2, then f has a cycle of period 2.
Proof. Let B be a cycle of period m of a map f : I → I, and let β0 = max{β ∈ B
∣∣∣f(β) > β}.
We have two different cases:
(i) The interval [β0, f(β0)] does not contain any points of cycle B.
(ii) The interval [β0, f(β0)] has some points of cycle B.
Consider the first case. Let the first iterations of β0 be f(β0) = β1 and f(β1) = β2.
Since β0 is the maximum element for which f(β0) > β0, then f(β1) < β1. If we had f(β1) > β1,
this would contradict the fact that β0 is the largest value for which f(β0) > β0.
Under our assumption that there are no cyclic points in [β0, β1] and B is a cycle of period
greater than 2, one can see that f(β1) = β2 < β0.
Therefore, f([β0, f(β0)]) ⊃ [β1, β2].
Therefore, by the Intermediate Value Theorem, there is a point c ∈ [β0, β1], such that f(c) = β0.
Hence, β0 ∈ f([β0, f(β0)]). By Lemma 6, there is a point of period 2.
Consider the second case.
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Figure 11: The scheme of the proof by cases.
For this case, by the assumption on β0, one can see that
f(β0) = β1 > β0 and β1 ∈ [β0, β1]
f(β1) = β2 < β1 and β2 ∈ [β0, β1]
f(β2) = β3 < β2 and β3 ∈ [β0, β1]
· · ·
Since, B is a cycle, in order to make sure that the loop is completed, there must exist a point
βj ∈ [β0, β1], where j ∈ N, such that f(βj) ≤ β0.
Observe that both β1 and βj are in [β0, β1], which implies that f([β0, β1]) ⊃ [β0, β1]. Applying
the Intermediate Value Theorem, one can see that there exists a point c in [β0, β1], such that
f(c) = β0.
Thus, in both cases we have shown that there exists a point c in [β0, β1], such that f(c) = β0,
which is equivalent to β0 ∈ f([β0, f(β0)]). By Lemma 6, there is a point of period 2.
Corollary 8. If f has a cycle of period 2l, with l ≥ 0, then f has cycle of periods 2i, with
i = 0, 1, 2, . . . , l − 1.
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Proof. Since f : I → I, then by Theorem 1 there exists a fixed point, or a point of a period 1, or
for the sake of our proof, period 20.
If f has a period 2, so that l = 1, it is obvious that f has a fixed point due to the same reason
stated above, so that f also has cycle of period 1, or 20.
The next case is for l = 2, when f has a cycle of period 22 = 4. Then, by Lemma 7, f has a
cycle of period 2, and by Theorem 1, f has a cycle of period 1.
Assume that l ≥ 3. Let us introduce the new function g defined as g = f 2i−1 , where i is a
positive integer such that i < l. The case for i = 1 is governed by previous Lemma 7.
Observe the following: if f has cycle of period k ∈ N and g = fh, where h ∈ N is a factor of k,
then g has a cycle of period
k
h
.
Similarly, knowing the cycle of a function composition, we can go backwards, so that if it is
known that g has a cycle of period
k
h
and g = fh, our conclusion that f has a cycle of period
k
h
h = k holds.
Since f has a cycle of period 2l, then g has a cycle of period:
2l
2i−1
= 2l−i+1.
Note that l ≥ 0 and i = 1, 2, . . . , l − 1, therefore, 2l−i+1 > 2.
By Lemma 7, g has a cycle of period 2.
Hence, f also has a cycle of period 2i−1 · 2 = 2i−1+1 = 2i.
Example 2. Let f have a cycle of period 32. By writing 32 = 25, we know that l = 5. By
Corollary 8, f should also have cycles of periods 24, 23, 22. Period 2 is given by Lemma 7, and
period 1, by the fact that f : I → I as was shown in section 4.
Let i = 4, therefore g = f 2
3
= f 8. Therefore, g has a cycle of period
32
8
= 4. Since
4 > 2, by Lemma 7, g must have a cycle of period 2. Therefore, f must have a cycle of period
8 · 2 = 16.
By letting i = 2, 3 and repeating the argument shown above, one can see that f indeed has
cycles of periods 4, 8.
Corollary 9. If a map f has a cycle of period 6= 2i, with i = 0, 1, 2, . . ., then f has cycles of
periods 2i, with i = 0, 1, 2, . . ..
In other words, if f has a cycle of period that is not a power of two, then f has a cycle of
period 2i for every non-negative integer i.
Proof. Let us assume that f has a cycle of period 2lm, where l is a non-negative integer, and m is
an odd number, m ≥ 3. 6
6As observed earlier, any positive integer that is not a power of two can be written in this way.
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Let us consider two cases.
Case 1. i is a positive integer with i ≤ l (this can only happen if l ≥ 1). As in the proof of
Corollary 8, let us define g = f 2
i−1
. Then g has a cycle of period
2lm
2i−1
= 2l−i+1m,
which is bigger than 2 under our assumptions that l ≥ 1 and i is a positive integer.
Case 2. i is a positive integer with i > l. Then g has an orbit of period m, which is again
bigger than 2.
Thus, in both cases g has a cycle of period bigger than 2. Therefore, by Lemma 7,
the function g has a 2-cycle. But then f has a cycle of period 2 · 2i−1 = 2i.
Example 3. Let f have a cycle of period 56, where 56 can be uniquely written as 56 = 23 · 7.
Therefore, l = 3. Following the idea of the proof, we distinguish 2 cases.
Case 1 consists of i ≤ 3.
Case 2 governs i > 3.
By Lemma 7, we know that f has a cycle of period 2 for i = 1.
Let i = 2 (Case 1). Therefore, we use g = f 2
2−1
= f 2.
Therefore, g has a cycle of period:
23 · 7
2
= 22 · 7 = 28 > 2.
If g has a cycle of period 28, by Lemma 7, it has a cycle of period 2.
Therefore, f has a cycle of period 22−1 · 2 = 22 = 4.
Let i = 5 (Case 2). Let g = f 2
5−1
= f 16.
We cannot use the argument we used before, since
23 · 7
24
=
7
2
6∈ N.
But 16 and 7 are relatively prime, therefore g must have a cycle of period 7 > 2. Again,
we apply Lemma 7, so that g has a cycle of period 2, it leads to the conclusion that f has a
cycle of period 24 · 2 = 25 = 32.
Again, g has a cycle bigger than 2 and therefore, by Lemma 7 has a cycle of period 2.
It is convenient to show the existence of 2i-orbit in the table below.
Table 1: Coexistence of cycles of periods 2i for a 56-cycle.
19
i Case g-function cycle of g cycle of f
i = 1 Case 1 g = f 23 · 7 = 56 20 · 2 = 2
i = 2 Case 1 g = f 2 22 · 7 = 28 21 · 2 = 4
i = 3 Case 1 g = f 4 21 · 7 = 14 22 · 2 = 8
i = 4 Case 2 g = f 8 7 23 · 2 = 16
i = 5 Case 2 g = f 16 7 24 · 2 = 32
8 Sharkovsky Theorem
Finally, we are ready to discuss the Sharkovsky Theorem [1].
Theorem 10. If f : I → I is a continuous map that has a cycle of period m, then f has cycles of
every period m′ such that m .m′, where
3 . 5 . 7 . 9 . · · ·
2 · 3 . 2 · 5 . 2 · 7 . 2 · 9 . · · ·
22 · 3 . 22 · 5 . 22 · 7 . 22 · 9 . · · ·
· · ·
· · · . 25 . 24 . 23 . 22 . 2 . 1.
The order of the natural numbers provided by the relation “ .” is called the Sharkovsky ordering.
The heart of the proof of Theorem 10 will be the Lemmas 11 – 15 considered below.
We begin with some definitions and examples.
For any cycle of the function f there exists a cyclic permutation, which we denote as pi, a
transfer matrix, and an oriented graph, which can be constructed as follows.
Assume that there exists a cycle B, that consists of the points βi where 1 ≤ i ≤ m, none of
them equal to each other. Therefore, we can order them so that
β1 < β2 < β3 < · · · < βm.
Let the image of a point βi be f(βi) = βsi , then the permutation is defined as follows:
pi = piB =
[
1 2 3 . . . m
s1 s2 s3 . . . sm
]
.
The set of the next examples in this section will be based on the following cycle of period 4.
The dynamics of the points is shown below
1 2 3 4
20
Figure 12: Cycle of period 4.
Example 4. Consider a continuous function with the following properties:
f(1) = 4, f(2) = 3, f(3) = 1, f(4) = 2,
which is shown in Figure 12.
We can order the points as follows: 1 < 2 < 3 < 4, the image of the points will be 4, 3, 1, 2
respectively.
Therefore, the permutation will be
pi =
 1 2 3 44 3 1 2
s1 s2 s3 s4
 .
Such representation of a cycle can be very helpful as we will show later.
Let Ji be the interval Ji = [βi, βi+1], with i = 1, . . . ,m− 1. Due to continuity of f , the image
of Ji satisfies the following:
f(Ji) ⊇
{
Jsi ∪ . . . ∪ Jsi+1 − 1 : si < si+ 1
Jsi+1 ∪ . . . ∪ Jsi − 1 : si > si+ 1
Example 5. Continue with the same function (Figure 12).
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pi =

β1 β2 β3 β4
1 2 3 4
4 3 1 2
s1 s2 s3 s4
 .
Here we have m− 1 = 3 intervals, to be precise: J1 = [1, 2], J2 = [2, 3], J3 = [3, 4].
For the interval J1 we have s1, s2 to be 4, 3 respectively, then s1 > s2.
Therefore, f(J1) ⊃ J3.
For the interval J2, from the permutation pi, one can see that s2 = 3, s3 = 1, then s2 > s3.
Hence, f(J2) ⊃ J1 ∪ J2.
The image of J3 is different: because, s3 = 1, s4 = 2, then s3 < s4.
Therefore, f(J3) ⊃ J1.
As defined in Section 3, recall that if f(Ji) ⊃ Jsi , we say that Ji covers Jsi , and write Ji → Jsi .
To any cycle of period m we will associate its transition matrix, which is an n × n-matrix,
where n = m− 1 is the number of the intervals constituting the cycle. We define the entries of the
transition matrix as {µis}, where
µis =
{
0 : f(Ji) 6⊃ Js,
1 : f(Ji) ⊃ Js.
Finally, to a cycle, or a transition matrix, we can also associate an oriented graph, as shown in
the following example.
Example 6. Continue with the same function, showed in the previous example.
Here we have m− 1 intervals, to be precise: J1 = [1, 2], J2 = [2, 3], J3 = [3, 4].
From Figure 12, we can see that
f(J1) = f([1, 2]) ⊃ J3
f(J2) = f([2, 3]) ⊃ J1 ∪ J2
f(J3) = f([3, 4]) ⊃ J1.
Therefore, a transition matrix is
pi =
0 0 11 1 0
1 0 0
 .
The associated graph looks as follows:
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J1 J3 J2
Given natural numbers i1 < i2, the segment of the natural number line contained between i1
and i2, or in set builder notation
{i ∈ N|i1 ≤ i ≤ i2},
will be denoted as |i1, i2|.
If i2 = i1 + 1, then for |i1, i2| we will use the special notation |i1, ∗|.
Given a cyclic permutation pi of length n, let us define the function (operator, map) Api as
follows. The action of Api on a segment |i1, i2| ⊂ |1,n| is:
Api|i1, i2| = |minpi(i)︸ ︷︷ ︸
i∈|i1,i2|
, maxpi(i)︸ ︷︷ ︸
i∈|i1,i2|
|.
Further, in order to illustrate some of the statements, we are going to use the following function,
which has a cycle of period 8 (See Figure 13).
Figure 13: Cycle of period 8
It is important to understand how the operator Api works. Consider the example below.
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Example 7. Consider the cycle of period 8, depicted in the Figure 13, whose permutation pi
is
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
Let us pick the interval |3, 4| and investigate the image of its endpoints.
From Figure 13, one can see that the image of 3 is f(3) = 2, similarly, the image of 4 is
f(4) = 7 or from the permutation pi:
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
We got a set of 2 elements {2, 7}. Note that there are no numbers other than 2 and 7.
Therefore, the minimum is min{2, 7} = 2 and maximum is max{2, 7} = 7.
Let us pick another interval, |3, 7|, and study the images of its endpoints. Note that 3 goes
to 2, while 7 is sent to 1.
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
But there are some numbers between 2 and 1. Therefore, we get the set consisting of 5
elements—{2, 7, 3, 5, 1}.
The minimum is now min{2, 7, 3, 5, 1} = 1 and the maximum is max{2, 7, 3, 5, 1} = 7.
Hence, the image of |3, 7| under Api is |1, 7|.
In particular, for a map f : I → I, with n cycle β1 < β2 < · · · < βn and associated permutation
pi, the action of Api is connected with f as follows:
if Api|i1, i2| = |i′1, i′2| then f([βi1 , βi2 ]) ⊃ [βi′1 , βi′2 ]. (2)
Also, for any cyclic permutation pi of length n and any positive integers i1 < i2, the map Api
has the following properties:
1. cardApi|i1, i2| ≥ card|i1, i2|,
2. Api|i1, i2| ⊂ |i1, i2| if and only if |i1, i2| = |1,n|,
3. If |i1, i2| ⊂ |j1, j2|, then Api|i1, i2| ⊂ Api|j1, j2|.
Since these properties are essential for the proof of the Theorem, we decided to include justifi-
cations for all of them.
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Proof. (1) Since a cyclic permutation is a one-to-one map, the cardinality of the set Y =
{pi(i) | i1 ≤ i ≤ i2} is the same as that of |i1, i2|.
Hence, the cardinality of Api|i1, i2| = |minY , maxY | is at least as big as the cardinality of
|i1, i2|.
(2) If |i1, i2| = |1,n| then clearly Api|1,n| ⊂ |1,n|. Conversely, let us assume that Api|i1, i2| ⊂
|i1, i2|, or |minY , maxY | ⊂ |i1, i2|, where we have again called Y = {pi(i) | i1 ≤ i ≤ i2}. This
means that
i1 ≤ minY < maxY ≤ i2.
Since we have already proved that the cadinality of |minY , maxY | is no less than that of
|i1, i2|, we conclude that both sets have the same cardinality. In particular, minY = i1 and
maxY = i2. Hence, Api sends the segment |i1, i2| onto itself. Since Api is by assumption a
cyclic permutation of length n, this can only happen when the cardinality of |i1, i2| is n, that
is, when |i1, i2| = |1,n|.
(3) Assume that |i1, i2| ⊂ |j1, j2|, Then Y ⊂ Z, where
Y = {pi(i) | i1 ≤ i ≤ i2} and Z = {pi(j) | j1 ≤ j ≤ j2}.
Hence, minZ ≤ minY < maxY ≤ maxZ, from which the inclusion Api|i1, i2| ⊂ Api|j1, j2|
follows.
It is convenient to adopt the following notation |i1, i2| → |i′1, i′2| meaning Api|i1, i2| ⊃ |i′1, i′2|.
Let Akpi = Api ◦ · · ·Api︸ ︷︷ ︸
k−times
.
In order to show the proof of the following Lemmata, for a given cyclic permutation pi we will
need a special point, which we will call i0, and is defined as follows:
i0 = max
{
i ∈ |1,n− 1|∣∣pi(i) > i} . (3)
Example 8. Consider the cycle of period 8, whose permutation pi is
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
By the definition of i0, we need to find the largest i such that pi(i) > i.
Observe that the i’s are in the first row, while the pi(i) are in the second row.
There are three pairs for which pi(i) > i.
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
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Therefore, the set of such i’s is {1, 2, 4}, and hence i0 = max{1, 2, 4} = 4.
Let us introduce out next result.
Lemma 11. Let pi be a cyclic permutation of length n with n > 2.
1. There exists i0 ∈ |1,n− 1| and a natural number k with 1 ≤ k ≤ n− 2 such that
|i0, ∗| ⊂ Api|i0, ∗| ⊂ A2pi|i0, ∗| ⊂ · · · ⊂ Akpi|i0, ∗| = |1,n|.
2. For any i1 ∈ |1,n − 1| with i1 6= i0, there exist elements ij of the set |1,n − 1| with j =
2, 3, . . . , r, where 2 ≤ r ≤ k, such that the ij, 0 ≤ j ≤ r, are pairwise distinct, and
|i0, ∗| → |ir, ∗| → |ir−1, ∗| → · → |ij, ∗| → · · · → |i1, ∗|.
Before we move to the proof of first part of the Lemma 11, let us introduce an example showing
what this part of the Lemma states.
Example 9. Given the cycle of period 8
1 2 3 4 5 6 7 8
The permutation pi is
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
Let i0 = 4, then |i0, ∗| = |4, 4 + 1| = |4, 5|. After applying the operator Api, we get:
|4, 5| Api−→ |3, 7|.
After applying Api one time, the image does not contain the whole interval, or
|3, 7| 6= |1, 8|.
Therefore, iterations under Api can be continued.
Further,
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|3, 7| Api−→ |1, 7| or equivalently |4, 5| A
2
pi−→ |1, 7|.
Still |1, 7| 6= |1, 8|.
Apply Api to |1, 7|
|1, 7| Api−→ |1, 8| or equivalently |4, 5| A
3
pi−→ |1, 8|.
The last interval is already |1, 8| = |1,n| in this case.
We conclude that for i0 = 4, we have k = 3.
Moreover,
|4, 5| ⊂ |3, 7| ⊂ |1, 7| ⊂ |1, 8|.
Proof. In order to prove the first part of the lemma, we define i0 again by (3), that is,
i0 = max
{
i ∈ |1,n− 1|∣∣pi(i) > i} .
For any cycle of period n > 2, one can see that pi(1) > 1. The inequality pi(1) < 1 is not
possible because i ∈ N, and the equality pi(1) = 1 will close the cycle to a length of 1, which is
against our assumption n > 2.
On the other end of the cycle, we have pi(n) < n. If a cycle has length n, then inequality
pi(n) > n contradicts this assumption. On the other hand pi(n) = n leads to the existence of a
fixed point, which is not a cycle of period n > 2.
Therefore, i0 ∈ |1,n− 1|.
Consider the interval |i0, ∗| = |i0, i0 + 1|. By the way we defined i0, one can see that pi(i0) > i0.
On the other hand, pi(i0 + 1) < i0 + 1. If we had pi(i0 + 1) > i0 + 1, then i0 would not be the
maximum point with this property, contradicting the definition of i0. If pi(i0 + 1) = i0 + 1, then
we have a fixed point and it leads to a contradiction that we have a cycle of length n > 2.
Note that if pi(i0 + 1) = i0, then iteration of the second point completes the loop and it implies
that the cycle is of period 2, which contradicts our assumption that n > 2. Therefore, we are left
with one possibility: pi(i0 + 1) < i0, hence, pi(i0 + 1) < i0 < i0 + 1 ≤ pi(i0).
The reasons above lead to the conclusion that
|i0, ∗| ⊆ Api|i0, ∗|. (4)
Then, by property 3 of the operator Api,
Api|i0, ∗| ⊂ Api (Api|i0, ∗|) ,
whence
|i0, ∗| ⊂ Api|i0, ∗| ⊂ A2pi|i0, ∗|.
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In general,
|i0, ∗| ⊂ Api|i0, ∗| ⊂ A2pi|i0, ∗| ⊂ · · · ⊂ Ajpi|i0, ∗| ⊂ · · ·
where j ∈ N.
Since |1,n| is a finite subset of N, then there cannot be infinitely many strict inclusions in the
above sequence, so at some moment two of these sets must coincide.
Let k be the positive integer defined as
k = min
{
j ∈ N ∣∣Ajpi|i0, ∗| = Aj+1pi |i0, ∗|} .
By the second property of operator Api, we have that
Akpi|i0, ∗| = |1,n|.
Note that by the fact that the length of the cycle is n > 2 (strict inequality), we have
|i0, ∗| 6= |1,n|.
This discovery leads to k ≥ 1. Since, |i0, ∗| = |i0, i0 + 1| and all i-ths are natural numbers, we
have card|i0, ∗| = 2.
Therefore,
cardAjpi|i0, ∗| ≥ 2 + j,
with 0 ≤ j ≤ k. Indeed, this follows from the fact that we are taking j ≤ k: up to k inclusive, the
operator Api increases cardinality, by definition of k.
Hence, k ≤ n− 2.
This step completes the proof of the first part of the Lemma.
Before we proceed to the proof of the second part of this Lemma, let us introduce an example
showing how this part of the Lemma works.
Example 10. We are going to use the same cycle as we had in previous example.
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
By the definition, i0 = 4, therefore, we can pick any i1 ∈ |1,n− 1| with i1 6= i0. Let i1 = 7.
From the previous example, we have
|4, 5| Api−→ |3, 7|︸︷︷︸
j=1
Api−→ |1, 7|︸︷︷︸
j=2
Api−→ |1, 8|︸︷︷︸
j=3
.
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If i1 = 7, we get the interval |7, ∗| = |7, 7 + 1| = |7, 8|. Note that
|7, 8| 6⊂ |3, 7| for j = 1
|7, 8| 6⊂ |1, 7| for j = 2
|7, 8| ⊂ |1, 8| for j = 3
It means that the Api-image of the segment |1, 7| contains |7, 8|, therefore, the Api-image
of some segment of consecutive integers |1, 2|, |2, 3|, |3, 4|, . . . , |6, 7| must contain |7, 8|, because
otherwise the Api-image of the entire segment |1, 7| could not possibly contain |7, 8|.
Let us find the Api-images of all those segments:
|1, 2| Api−→ |4, 8| ⊃ |7, 8|
|2, 3| Api−→ |2, 4| 6⊃ |7, 8|
|3, 4| Api−→ |2, 7| 6⊃ |7, 8|
|4, 5| Api−→ |3, 7| 6⊃ |7, 8|
|5, 6| Api−→ |3, 5| 6⊃ |7, 8|
|6, 7| Api−→ |1, 5| 6⊃ |7, 8|
We can see that segment |1, 2| works, because the Api|1, 2| = |4, 8| ⊃ |7, 8|.
Therefore, we pick i2 = 1.
Next, looking back at the Api-sequence starting at |4, 5|, we know that
|3, 7| Api−→ |1, 7|,
and hence
Api|3, 7| ⊃ |1, 2|.
Therefore, we can argue, as was shown above, that the Api-image of one of the consecutive
intervals |3, 4|, |4, 5|, . . . , |6, 7| must also contain |1, 2|.
|3, 4| Api−→ |2, 7| 6⊃ |1, 2|
|4, 5| Api−→ |3, 7| 6⊃ |1, 2|
|5, 6| Api−→ |3, 5| 6⊃ |1, 2|
|6, 7| Api−→ |1, 5| ⊃ |1, 2|
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Now we see that |6, 7| is an appropriate segment. Therefore, we pick i3 = 6.
Finally, by the Api sequence, one can see that
|4, 5| Api−→ |3, 7|,
therefore,
Api|4, 5| ⊃ |6, 7|.
Indeed,
|4, 5| Api−→ |3, 7| ⊃ |6, 7|.
Therefore, we pick i4 = 4 = i0, and we finally obtain
|i0, ∗| = |4, 5| Api−→ |6, 7| Api−→ |1, 2| Api−→ |7, 8| = |i1, ∗|.
We also could pick from the set {1, 2, 3, 5, 6, 7} any other integer as i1.
As a second example, let us pick i1 = 5.
Therefore, the interval we are studying is
|5, ∗| = |5, 5 + 1| = |5, 6|.
Since, |1, 8| ⊃ |5, 6|, we move backwards in the sequence of Api-images of |4, 5|.
We have that
A2pi|4, 5| = |1, 7| ⊃ |5, 6|,
Api|4, 5| = |3, 7| ⊃ |5, 6|.
Therefore, the image of |4, 5| already contains |5, 6|. Hence, i2 = 4 = i0, and we have
|i0, ∗| = |4, 5| Api−→ |5, 6| = |i1, ∗|.
Note that since i0 6= i1 by our assumption and also |i1, ∗| ⊂ |1,n|, so that A0pi|i0, ∗| = |i0, ∗| 6⊃
|i1, ∗|, whereas Akpi|i0, ∗| = |1,n| ⊃ |i1, ∗|, then there exists a natural number j1 such that
Aj1−1pi |i0, ∗| 6⊃ |i1, ∗| and
Aj1pi |i0, ∗| ⊃ |i1, ∗|.
Since the Api-image of the segment A
j1−1
pi |i0, ∗| (because Api (Aj1−1pi |i1, ∗|) = Aj1pi |i1, ∗|) contains
|i1, ∗|, then at least one sub-segment of consecutive integers of that segment must also cover |i1, ∗|
under Api.
Therefore, we can pick an element i2 such that
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Aj2−1pi |i0, ∗| 6⊃ |i2, ∗| and
Aj2pi |i0, ∗| ⊃ |i2, ∗|
for some j2 < j1.
Again, since the j2-th image of |i0 ∗ | covers |i2, ∗|, then at least one segment of consecutive
integers of the image |i0, ∗| under Aj2pi covers |i2, ∗|.
Hence, we can identify a segment |i3, ∗|, such that
Aj3−1pi |i0, ∗| 6⊃ |i3, ∗| and
Aj3pi |i0, ∗| ⊃ |i3, ∗|
for j3 < j2 < j1.
Depending on the cycle, the process can go on.
However, by the first part of the Lemma, we have strict inclusions
Aj+1pi |i0, ∗| ⊃ Ajpi|i0, ∗|,
for all j = 1, 2, . . . , k − 1.
Hence, at some moment, we have to choose ij = i0.
Notice that each time we pick a new is from the set A
js+1
pi |i0, ∗| \ Ajspi |i0, ∗|, or in other words:
Ajs−1pi |i0, ∗| 6⊃ |is, ∗| and
Ajspi |i0, ∗| ⊃ |is, ∗|,
so that we pick an element is, such that the interval |is, ∗| is covered by applying the Api-operator
js times, but not covered by iteration js − 1. Therefore, the is are pairwise distinct.
By our construction, the sequence of {js}k−11 is strictly decreasing.
From all possible cyclic permutations of length n,n > 2, we need to distinguish the subset of
all permutations that exhibit the following property:
There exists an element i∗ ∈ |1,n| so that both i∗ and pi(i∗) belong to either |1, i0| or |i0 + 1,n|.
The set of the permutations with such property we denote by A.
Example 11. In previous examples we had two different cycles, one of period 4, let us call it
pi
pi =
[
1 2 3 4
4 3 1 2
]
,
and a cycle of period 8, denoted by ξ.
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ξ =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
Also, according to the definition, for pi, we get i0 = 2, and for ξ, i0 = 4.
For simplicity, all elements from the interval |1, i0| are in blue, while elements from |i0 +
1,n| are in red.
Therefore,
pi =
[
1 2 3 4
4 3 1 2
]
.
Hence, there are no elements for which both an element and its image belong to either
|1, i0| or |i0 + 1,n|. It leads to the conclusion that pi 6∈ A.
On the other hand,
ξ =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
Here we have such elements, to be exact, i ∈ {2, 3, 6, 8}. Therefore, ξ ∈ A.
Further, in addition to i0, we are going to define and use some special numbers (i1, i2, i3, etc.)
in order to prove the following Lemma.
1 i0i0 − 1 n
1 ≤ i1 ≤ i0 − 1
1 i0 − 1 i0 i0 + 1 n1 ≤ pi(i1) ≤ i0 i0 + 1 ≤ pi(i0) ≤ n
A
pi
A
pi
Lemma 12. Let pi ∈ A be of length n.
1. There exist pairwise distinct elements ij ∈ |1,n − 1|, with 0 ≤ j ≤ r, 1 ≤ r ≤ n − 2, such
that the operator Api acts as follows:
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|i0, ∗|
|ir, ∗|
|ir−1, ∗||i2, ∗|
|i1, ∗|
2. There exist elements i1 < i2 < i3 of the set |1,n| such that the operator A2pi acts as follows:
|i1, i2| |i2, i3|
Proof. 1. In Part 1 of Lemma 11, formula (4), we demonstrated that |i0, ∗| ⊂ Api|i0, ∗|, or in
other words, the interval |i0, ∗| covers itself.
In Part 2 of Lemma 11, we proved that for any i1 ∈ |1,n − 1|, i0 6= i1, there exists the
following chain:
|i0, ∗| → |ir, ∗| → |ir−1, ∗| → · · · → |ij, ∗| → · · · → |i1, ∗|, (5)
with r ≤ n− 2.
We need to show that we can pick i1 in such a way that also |i1, ∗| → |i0, ∗|.
Note that by the assumption the cyclic permutation pi ∈ A, therefore by the definition at
least one of the following sets are nonempty:
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} 6= ∅ Case 1 ,{
i ∈ |i0 + 1,n|
∣∣ pi(i) ∈ |i0 + 1,n|} 6= ∅ Case 2 .
Let us proceed by cases.
• Case 1.
Assume that the set
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} is not empty. Then we define i1 as follows:
i1 = max
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} .
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Note that the element i0 divides the cyclic permutation into two intervals: |1, i0| and
|i0 + 1,n|. In this case both i1, pi(i1) ∈ |1, i0|, while pi(i0) ∈ |i0 + 1,n|.
Therefore,
i1 < i0 and pi(i1) ≤ i0.
Keeping in mind that i ∈ N, we have:
pi(i1) < i0 < i0 + 1.
Also, by definition of i1, we know that the image of i1 + 1 no longer belongs to |1, i0|
or, in mathematical notation, pi(i1 + 1) ∈ |i0 + 1,n|; therefore,
i0 + 1 ≤ pi(i1 + 1) ≤ n.
Having combined all the inequalities, one gets:
pi(i1) < i0 < i0 + 1 ≤ pi(i1 + 1),
Therefore, it leads to the conclusion that the image of |i1, ∗| = |i1, i1 + 1| covers |i0, ∗| =
|i0, i0 + 1|.
This completes the proof of Case 1.
• Case 2.
Assume that
{
i ∈ |i0 + 1,n|
∣∣pi(i)|i0 + 1,n|} 6= ∅. Here we define i1 in a different way:
i1 = min
{
i ∈ |i0 + 1,n|
∣∣pi(i) ∈ |i0 + 1,n|}− 1.
Therefore, the image of i1 belongs to |1, i0|, while the image of |i1 + 1| is in |i0 + 1,n|.
Note that pi(i1) ≤ i0 and pi(i1 + 1) ≥ i0 + 1.
We thus obtain the following inequalities:
pi(i1) ≤ i0 < i0 + 1 ≤ pi(i1 + 1).
Hence, the image of |i1, ∗| covers |i0, ∗|.
In addition to the chain |i0, ∗| → |ir, ∗| → |ir−1, ∗| → · · · → |ij, ∗| → · · · → |i1, ∗|, we are
guaranteed to have by Lemma 11, we have showed that |i1, ∗| → |i0, ∗| for our chosen value
i1. This completes the proof of the Part 1 of the Lemma 11.
Note that by the way we defined i0 and as we demonstrated, |i0, ∗| covers itself.
This completes the proof of the first statement of Lemma 12.
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2. In order to prove the second Part of this Lemma, we are going to follow the steps below:
Show that i1 < i2 < i3
Proof the existence of i4
Complete the proof of Lemma using i4
Step 1.
Without loss of generality we assume that
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} 6= ∅.
Similarly to the previous part we define i1 as
i1 = max
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} .
As the next step, we define i2 so that pi(i2) is the maximum of the pi(i) for i ∈ |i1, i0|, that is
pi(i2) = max
{
pi(i)
∣∣i ∈ |i1, i0|} .
Finally, let us set
i3 = i0 + 1.
Consider the interval |i1, i0| and the element i2 in it.
Note that i1 < i0, and the image of i1 by its definition stays in |1, i0|, while the images of the
elements after i1, including the image of i0, belong to |i0 + 1,n|. Therefore, we can conclude
that
i1 < i2 ≤ i0.
Also, we clearly have i0 < i0 + 1. Therefore,
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i1 < i2 ≤ i0 < i0 + 1 = i3,
that is
i1 < i2 < i3.
This completes the first step.
Step 2.
Let us call for a moment
J = |i0 + 1, pi(i2)| and K = |i1 + 1, pi(i2)|,
so that J ⊂ K. Let us also label the difference set: L = K \ J = |i1 + 1, i0|.
Claim: there exists an element i4 ∈ J such that pi(i4) ≤ i1. We will prove this by contradic-
tion. To this end, let us first of all check a couple of facts:
• ApiL ⊂ J . Indeed, if i ∈ L then pi(i) ≤ pi(i2), by definition of i2. On the other hand,
if i ∈ L then, by definition of i1, pi(i) no longer lies in |1, i0|, whence pi(i) > i0, and
therefore pi(i) ≥ i0 + 1. This shows that pi(i) ∈ J for all such i.
1 i0 i0 + 1 pi(i2)i1 i1 + 1 n
1 i0 i0 + 1 pi(i1 + 1)i1 i2 n
• pi(i) < i for every i ∈ J . This follows from the definition of i0, plus the fact that we
cannot have pi(i) = i for any i in a cyclic permutation of order > 1.
Let us now proceed with the proof by contradiction. Assume there is no such i4. Then we
would have pi(i) > i1 for every i ∈ J . We claim that this would then imply that
ApiK ⊂ K, (∗)
against the fact that Api has no non-trivial invariant subsets of |1,n|, since pi is a cyclic
permutation (this is Property 2 of the operator Api).
Let us prove that our contradiction assumption indeed implies (*).
Since we have K = J ∪ L, and, by the first bullet point above, ApiL ⊂ J ⊂ K, then we only
need to prove that ApiJ ⊂ K.
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First, if i ∈ J then pi(i) < i, as pointed out earlier. Therefore, pi(i) < i ≤ pi(i2) (the second
inequality follows from the assumption that i lies in J).
Next, if i ∈ J then, by our contradiction assumption, we have pi(i) > i1, whence pi(i) ≥ i1+1.
Both facts together show that indeed ApiJ ⊂ K.
Thus, our contradiction assumption indeed implies (*), which is impossible. Therefore, the
existence of such i4 has been established.
The positions of the elements on the number line can be expressed by the inequalities below:
pi(i4) ≤ i1 < i1 + 1 ≤ i0 < i0 + 1 ≤ pi(i0) < pi(i2).
1 i0 i0 + 1 i4 pi(i2)i1 i1 + 1 i2 n
1 pi(i4) i1 i0 + 1 pi(i0)
Api|i1 + 1, i0|
pi(i2) n
This completes the second step.
Step 3.
Consider the interval |i1, i2|. As the first step, we need to see the image of this interval under
the Api-operator. Since the image of i1 stays in |1, i0|, then it leads to pi(i1) ≤ i0. On the
other hand, i4 ∈ |i0 + 1, pi(i2)|, therefore, i4 ≤ pi(i2) and i0 < i4. All together, it becomes:
pi(i1) ≤ i0 < i4 ≤ pi(i2).
Therefore, |i1, i2| covers |i0, i4|.
Now we need to find the image of |i0, i4| under the Api-operator.
By the definitions of the points, the image of i0 belongs to |i0 + 1,n| and the point i4 is
mapped into |1, i1|. Hence,
pi(i4) ≤ i1 < i2 < i3 ≤ pi(i0).
Thus, |i0, i4| → |i1, i3| or |i1, i2| A
2
pi−→ |i1, i3|.
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A0pi|i1, i2|
1 i0 i3 i4 pi(i2)i1 i2 n
A1pi|i1, i2|
1 i0 i3 i4 pi(i2)i1 i2 n
A2pi|i1, i2|
1 i0 i3 i4 pi(i2)i1 i2 n
A
pi
A
pi
A
piApi
Now we need to consider the image of |i2, i3|. Since i1 < i2 and i1 was the maximum element
whose image stays in |1, i0|, the image of i2 belongs to |i0 + 1,n|.
Also, i0 < i3 = i0 +1 and i0 is the maximum element with pi(i) > i. Therefore, pi(i3) ∈ |1, i0|.
The outcome of the present analysis is:
pi(i3) ≤ i0 < i2 < i3 ≤ i4 ≤ pi(i2).
Therefore, |i2, i3| → |i0, i4|. In a previous step, we demonstrated that |i0, i4| → |i1, i3|.
Consequently, |i2, i3| A
2
pi−→ |i1, i3|.
A0pi|i2, i3|
1 i0 i3 i4 pi(i2)i1 i2 n
A1pi|i2, i3|
1 i0 i3 i4 pi(i2)i1 i2 n
A2pi|i2, i3|
1 i0 i3 i4 pi(i2)i1 i2 n
Api
A
pi
A
piApi
To summarize, we have proved that
|i1, i2| A
2
pi−→ |i1, i3| and |i2, i3| A
2
pi−→ |i1, i3|.
Together with the fact that i1 < i2 < i3, this concludes the proof of the second part of
Lemma 12.
An example of application of Lemma 12 is provided below.
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Example 12. Consider the cyclic permutation pi of period 8 (similar to the previous exam-
ples).
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
We already showed that for i1 = 7 the following sequence is obtained: i2 = 1, i3 = 6, i4 =
i0 = 4.
Also, we demonstrated that the sequence of i for i1 = 5 is i1 = 5, i2 = i0 = 4, then we get
the following result (depicted below).
|4, 5|
|6, 7|
|1, 2|
|7, 8|
|4, 5| |5, 6|
Among other possible choices we could pick i1 = 2; then we need to consider the interval
|i1, ∗| = |2, 3|.
Arguing as in Example 10, we can create a path from |i0, ∗| = |4, 5| to |i1, ∗| = |2, 3|.
Namely, Api|4, 5| = |3, 7| ⊃ |2, 3|, and we notice that we can pick i2 = 3 and i3 = 4 = i0, to
get
|i0, ∗| = |4, 5| Api−→ |3, 4| Api−→ |2, 3| = |i1, ∗|.
However, |2, 3| does not cover |4, 5|:
|4, 5|
|3, 4||2, 3|
X
Therefore, we can conclude that picking i1 = 2 was a bad choice, since in this case we
cannot close the loop from i1 back to i0
Lemma 12, on the other hand, guarantees that we can always make a right choice of i1,
which would allow us to “close the loop.”
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Let us show how we can do this.
We consider the same permutation again (note that i0 is highlighted). Recall that in the
previous example we showed that pi ∈ A.
pi =
[
1 2 3 4 5 6 7 8
8 4 2 7 3 5 1 6
]
.
In the proof of Lemma 12 we considered two cases.
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} 6= ∅ Case 1 ,{
i ∈ |i0 + 1,n|
∣∣ pi(i) ∈ |i0 + 1,n|} 6= ∅ Case 2 .
Luckily, pi satisfies both cases.
Following the choice prescribed under Case 1, we must pick
i1 = max
{
i ∈ |1, i0|
∣∣ pi(i) ∈ |1, i0|} = 3.
Then Api|3, 4| = |2, 7| ⊃ |4, 5|, so indeed the loop is closed. Working “backwards” for the
images of |4, 5|, as we did in Example 10:
|4, 5| Api−→ |3, 7|︸︷︷︸
j=1
Api−→ |1, 7|︸︷︷︸
j=2
Api−→ |1, 8|︸︷︷︸
j=3
.
we see that actually the first step works: |4, 5| Api−→ |3, 7| ⊃ |3, 4| (this is of course our luck, it
doesn’t have to be just a two-loop), so we get:
|4, 5| |3, 4|
Under Case 2, we should pick
i1 = min
{
i ∈ |i0 + 1,n|
∣∣pi(i) ∈ |i0 + 1,n|}− 1 = 5.
Then, again, the theory works, and the loop is closed, since Api|5, 6| = |3, 5| ⊃ |4, 5|. This,
also, happens to be our second choice of i1 in
Example 10.
Now, working again backwards from the Api-images of |4, 5|, we see we are again lucky and
the first iteration already works so we indeed have
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|4, 5| |5, 6|
As we demonstrated, besides the choice(s) based on Lemma 12, there might be other i1’s
that will work (as long as a permutation belongs to A). However, the permutation below is an
example that demonstrates the existence of permutations with unique i1, which is highlighted
below.
pi =
[
1 2 3 4 5 6 7 8 9
4 6 9 8 7 5 3 2 1
]
.
Lemma 13. Every cyclic permutation of odd period n,n ∈ N, belongs to A.
Proof. Proceed by contradiction. We assume that there exists a cyclic permutation of odd period
n greater than 1 that is not in A:
[
1 2 . . . i0 . . . n
a1 a2 . . . ai . . . an
]
.
Since i0 cannot be the last element of the cycle, we get two subintervals:
|1, i0|, card|1, i0| = i0;
|i0 + 1,n|, card|i0 + 1,n| = n− i0.
Since the permutation is not in A, then the images of all the elements from |i0 + 1,n| are in |1, i0|,
and vice-versa. Moreover, since any permutation pi is a one-to-one map of |1,n| onto itself, then
these two sets must have the same cardinality, that is,
card (|i0 + 1,n|) = card (|1, i0|) .
Hence, n− i0 = i0, whence n = 2i0 is an even number, against our assumption.
Lemma 14. If a map has a cycle of odd period n,n > 1, then the map has cycles of any odd period
greater than n, and cycles of any even period.
Proof. First of all, note that, by Lemma 13, a cycle of an odd period n,n > 1 is a A-permutation.
Let us assume that the continuous function f has a cycle of odd period n,
B = {β1, β2, . . . , βn}, (6)
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with the βi ordered in increasing sequence, β1 < β2 < · · · < βn. Let us denote f(βi) = βsi , for
i = 1, . . . ,n, and let us consider the associated cyclic n-permutation
pi =
[
1 2 3 . . . m
s1 s2 s3 . . . sm
]
.
Earlier in this section, we defined the related operator Api, acting on segments |i1, i2| ⊂ |1,n|, and
established an important connection between Api and the given n-cycle (6). This connection was
shown in equation (2), which states:
if Api|i1, i2| = |i′1, i′2| then f([βi1 , βi2 ]) ⊃ [βi′1 , βi′2 ].
As shown in Lemma 12, the permutation pi has the following associated graph, with r+ 1 vertices,
where r ≤ n− 2:
|i0, ∗|
|ir, ∗|
|ir−1, ∗||i2, ∗|
|i1, ∗|
If we denote Ji = [βi, βi+1], i = 1, . . . ,n− 1, then the above graph translates into the following
graph for the intervals Ji, and the function f :
Ji0
Jir
Jir−1Ji2
Ji1
Let us fix an arbitrary integer m > n, and let us call k = m− r. Since m > n > r, and since both
m and n are odd, then k is a positive integer ≥ 2.
Consider the following loop of length m:
Ji0 → Ji0 → · · · → Ji0︸ ︷︷ ︸
k copies
→ Jir → Jir−1 → · · · → Ji1 → Ji0 . (7)
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By Lemma 4 (the Itinerary Lemma), there exists a point γ ∈ Ji0 that follows this loop, such
that fm(γ) = γ.
In the eventual case that n divides m, we need to make sure that γ has indeed least period m.
But this is guaranteed by the second part of Lemma 4. Indeed, in the first place, the interior of
Ji0 is disjoint from all other Ji with i 6= i0. In the second place, the endpoints of all the intervals
Ji are part of the orbit B, which does not follow the loop (7). Indeed, since n divides m, then
m ≥ n + 2, which implies that k ≥ 3. But then, if we call Ji0 = [p, q], the first three intervals
in this loop would imply that p can only go to p or q, and the same for q. But then B would be
either a 1-cycle, or a 2-cycle, against the assumption.
Thus, γ has least period m.
We have so far proved that if f has a cycle of odd period n > 1, then there are cycles of any
period greater n, including odd and even integers.
It remains to show that f has cycles of even periods less than n.
First of all, f has a 2-cycle, by Lemma 7. For even numbers greater than 2, we are going to
use the second part of Lemma 12, which states the existence of integers i1, i2, i3, with 1 ≤ i1 <
i2 < i3 ≤ n, such that the following graph holds for the operator A2pi:
|i1, i2| |i2, i3|
Let us denote I1 = [βi1 , βi2 ], and I2 = [βi2 , βi3 ]. Then the above graph translates into the
following one, for the function f 2, and the intervals I1, I2:
I1 I2
If we compare this graph with the one in the proof of Theorem 5, we notice that it just has an
extra arrow. Moreover, since βi1 < βi2 < βi2 , the interior of I1 is disjoint from the interval I2.
We now can argue as in the proof of Theorem 5 and show the existence of periodic orbits
choosing convenient loops.
Namely, f 2 has a fixed point, by Theorem 2 applied to the graph I1 → I1, and it has an orbit
of period two, by Lemma 7. Further, if 2k is any even number less than n, with k > 1, then,
applying the Itinerary Lemma 4 to the loop
I1 → I2 → I2 → I2 → · · · → I2︸ ︷︷ ︸
k−1 copies
→ I1,
we obtain a point p ∈ I1 that follows the loop and satisfies (f 2)k(p) = p. Since the endpoints of I1
and I2 belong to the orbit B of period n > 2k, then p must be interior to I1, and since the interior
of I1 is disjoing from I2, we conclude that p has least period k for f
2, and therefore it has least
period 2k for f .
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Lemma 15. If a map has a cycle of period 2l(2k + 1), k ∈ N, then the map has cycles of periods
2l(2r + 1) and 2l+1s, where r > k, s ∈ N.
Proof. Let f be a map with a cyclic point of period 2l(2k + 1), where k ≥ 1, and define the map
g as g = f 2
l
. Then g has a cycle of period
2l(2k + 1)
2l
= 2k + 1.
Note that 2k + 1 is an odd number; therefore, according to Lemma 14, g has cycles of all odd
periods greater than 2k + 1. Or, in other words, we can say that g has cycles of periods 2r + 1,
where r ∈ N, r > k. If so, then f has cycles of periods
2l(2r + 1).
Also, Lemma 14 shows that g has cycles of any even periods 2s, with s ≥ 1. Then, f has cycles
of periods
2l · 2s = 2l+1s.
This step completes the proof of the Lemma.
Proof of the Sharkovsky theorem. If n is an odd number greater than 1, then Lemma 14
guarantees the first line in the Sharkovsky ordering,
3 . 5 . 7 . 9 . · · · 2k + 1 · · ·
and, moreover, that any number on the first line will also imply all the numbers in the rows below.
Next, Lemma 15 implies all subsequent rows, except the last one (l ∈ N):
2 · 3 . 2 · 5 . 2 · 7 . 2 · 9 . · · ·
22 · 3 . 22 · 5 . 22 · 7 . 22 · 9 . · · ·
23 · 3 . 23 · 5 . 23 · 7 . 23 · 9 . · · ·
· · ·
2l · 3 . 2l · 5 . 2l · 7 . 2l · 9 . · · ·
· · ·
Corollary 9, plus Theorem 2, guarantee that any number in any row of the Sharkovsky ordering,
except the last, implies the last line (the powers of two, including 20 = 1).
Finally, Corollary 8, plus Theorem 2, guarantee the last row in this ordering:
· · · . 2l . · · · . 25 . 24 . 23 . 22 . 2 . 1.
This completes the proof of the theorem.
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