Stochastic simulation of collisions using high-order weak convergence
  algorithms by Wu, Wentao et al.
Stochastic simulation of collisions using high-order weak convergence algorithms
Wentao Wu,1 Jian Liu,1 and Hong Qin1, 2
1)School of Physics, University of Science and Technology of China, Hefei,
Anhui 230026, China
2)Plasma Physics Laboratory, Princeton University, Princeton, NJ 08543,
USA
Electron collisions, described by stochastic differential equations (SDEs), were sim-
ulated using a second-order weak convergence algorithm. Using stochastic analysis,
we constructed an SDE for energetic electrons in Lorentz plasma to incorporate the
collisions with heavy static ions as well as background thermal electrons. Instead
of focusing on the errors of each trajectory, we initiated from the weak convergence
condition to directly improve the numerical accuracy of the distribution and its mo-
ments. A second-order weak convergence algorithm was developed, estimated the
order of the algorithm in a collision simulation case, and compared it with the results
obtained using the Euler-Maruyama method and the Cadjan-Ivanov method. For a
fixed error level, the second order method largely reduce the computation time com-
pared to the Euler-Maruyama method and the Cadjan-Ivnaov method. Finally, the
backward runaway phenomenon was numerically studied and the probability of this
runaway was calculated using the new method.
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I. INTRODUCTION
Monte Carlo method is a approach that calculates the distribution or expectation through
random sampling and simulations. It is commonly used to simulate collision in plasma by
first solving the corresponding Newton equation with random forces and then statistically
reconstructing the distribution function. Random force was originally formulated by Paul
Langevin1 and the equation was named after him. It was proposed as an intuitive approach
to explain Brownian motion after diffusion theory was developed by Einstein2. A rigorous
mathematical framework for this remained undiscovered until Wiener and Ito formulated
the integral theories of the Wiener process and the stochastic differential equation (SDE)
theory3–7. According to their works, the effect of the random force was interpreted as an
integral in a Wiener process rather than a simple random variable plugged into an ordi-
nary differential equation. Thus, the Langevin equation was reformed as an SDE and its
connection to diffusion theory was revealed by the famous Feynman-Kac formula, which
boosted the research on SDEs. In most applications8–16, the SDE is solved with numerical
algorithms. Various numerical algorithms have been proposed to solve this equation. Most
studies simply adopted the Euler-Maruyama method8,9,14,17, and some used the Milstein
method18.
Specific to the research of collision in plasma physics, SDE have mainly been used to
study the collision effects. By applying the traditional Langevin approach, Jones and
Manheimer14,17 separately developed Coulomb collision models in particle-in-cell (PIC) sim-
ulations. Cadjan and Ivanov10,11 first expressed the Lorentz-collision operator in a mod-
ern SDE form. Subsequently, Albright developed the quiet direct simulation Monte Carlo
(QDSMC)8,9 technique utilizing the Ito stochastic integral. These methods have been ap-
plied to the study of wave-particle interactions12 and runaway electrons19,20. Additionally,
Cadjan and Ivanov proposed a numerical method10,11, which is referred to as the Cadjan-
Ivanov method in this study.
However, the numerical errors in traditional procedures for solving the Langevin equations
have not been carefully discussed. Traditional improvement of numerical schemes mainly
focused on finding a correct and accurate path. As a result, the measurement of the accuracy
of a numerical solution was judged by its deviation from theoretical paths. This criterion
can be strictly explained using the mathematical concept of strong convergence. While, for
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Monte Carlo simulation of collisions, it is more important to pursue an accurate distribution
function or its moments instead of the path itself. In other words, although the strong
convergence condition implies the correctness of the distribution function, it need not be
necessarily met as the condition is too strong. Consequently, the viability of a numerical
algorithm should be evaluated based on the deviation of the numerical distribution from the
theoretical distribution, which is referred to as the weak convergence condition.
The order of both the Euler-Maruyama method and the Cadjan-Ivanov method was 0.5
under strong convergence. The path of a numerical solution generated by these traditional
methods converges to an exact solution with a numerical error on the order of
√
∆. From the
viewpoint of weak convergence, the distribution of numerical solutions of the two methods
is convergent to the distribution of exact solutions on the order of one. Occasionally, even
the strong convergence order has been improved to 1.0, as with the Milstein method21,22,
while the weak convergence order remained at this value. More precisely, the accuracy
of the distribution function does not improve even if the path of a particle is calculated
with a more accurate algorithm. Therefore, to improve the accuracy of an Monte Carlo
simulation, increasing the convergence rate from a weak convergence aspect is more efficient
and economic.
We developed a second order Monte Carlo simulation algorithm using modern SDE frame-
work under weak convergence for extended Lorentz collision operator, which not only in-
cludes the collision effects of energetic electron with background ions yielded the standard
Lorentz operator, but also the collision with background electrons. The SDE of the energetic
electrons are derived from the Boltzmann equation for such electrons with extended Lorentz
collision terms using the Dynkin formula4,6. By further assuming the diffusion coefficient
matrix to be symmetric, an analytical SDE form can be derived using Cadjan and Ivanov’s
decomposition method11. By applying the Ito-Taylor expansion, the solution of the Ito
SDE can be expanded into the sum of a series of Ito multiple integrals21. Under weak con-
vergence conditions, these integrals can be further simplified by replacing the distribution
of the increment of the Wiener process-which is a normal distribution-with a three-point
distribution21,23. By dropping the remainder terms, a second-order algorithm under the
weak convergence condition can be derived.
To test the performance of the second-order method, the numerical order of the algorithm
was estimated in a backward runaway20 simulation and compared with those estimated using
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the Euler-Maruyama and the Cadjan-Ivanov methods. To estimate the error of each method
and time steps, a good enough solution was treat as the theoretical value. The good enough
solution was required to meet two criterions. First, the solution should be close to that of
nearest larger time steps using the same method, which is tested using a Welch’s t-test24.
Second, the solution should be close to that of different methods using the same time step,
which is tested usign a ANOVA F-test25. Numerical orders of algorithms were estimated
using ordinary least squares (OLS) regression between the logarithms of errors and the
logarithms of time steps. The mean parallel velocity and energy was evaluated in samples
as the first and the second order moment function of solutions for investigation. For both
of the two physical quantity, the second-order method is near 2.0 higher than the order of
the Euler-Maruyama and the Cadjan-Ivanov methods which are both near 1.0. Meanwhile,
to achieve the same error level of exp(−9), the second order use the least time nearly half
of the Cadjan-Ivanov method and 1/20 of the Euler-Maruyama method.
To demonstrate the usage of the second-order method with extended Lorentz operator, a
practical case of backward runaway phenomenon is simulated. Although this is a runaway
phenomenon26,27, the electrons initially travel in the direction identical to a DC electric field.
The backward runaway probability is the probability that such runaway occurs at a given
initial electron velocity. Using the second-order algorithm, the runaway phenomenon was
simulated and visualized at different times and the runaway probability was calculated. In
addition, when the initial velocity ran over the v|| − v⊥ velocity space, the contour of the
backward runaway probability was plotted.
The remainder of this paper is organized as follows. In Section II, we derive the stochastic
differential equation governing the electron collision effect in plasmas. In Section III, a
second-order algorithm under a weak convergence condition is presented and compared with
the Euler-Maruyama and the Cadjan-Ivanov method. Finally, in Section IV, the backward
runaway probability is calculated using the second order method.
II. COLLISION MODEL OF ELECTRONS
The evolution of the electron distribution is governed by a Boltzmann equation with a
collision operator. We used f to denote the distribution function of electrons. The collision
operator on the right-hand side of the equation encapsulates the collision effects as a partial
4
derivative of the distribution function. Eq. (1) presents the dominant Boltzmann equation
of the electron distribution function, including the collision effects:
∂f
∂t
+ v · ∂f
∂x
+
q
m
(E + v ×B) · ∂f
∂v
=
(
∂f
∂t
)
coll
. (1)
Among the varieties of collision operators, a suitable choice for high-energy electrons in
plasmas is the Lorentz collision operator28, which is expressed as follows:(
∂f
∂t
)
L
=
ZiΓ
2v3
∂
∂µ
(
1− µ2) ∂f
∂µ
(2)
where µ = v||/v represents the velocity parallel to electric field, Zi is the charge carried by
ions, and Γ is a constant defined by Γ = neq
4lnΛ/4pi20m
2
e, indicating the collision intensity.
This operator reflects the collision effects of electrons with ions under two assumptions. The
first assumption states that the ions are uniformly distributed in the background, whereas
the second states that the mass of ions is much greater than that of electrons.
To incorporate the effects of collisions between the energetic and background electrons
and ions under the velocity limit condition v  vT for the extended Lorentz operator, a
velocity friction term is added16,20, which is expressed as follows:(
∂f
∂t
)
friction
= Γ
v
v3
· ∂f
∂v
. (3)
In addition, the original pitch-angle-scattering effect caused by the ion-electron collision(
∂f
∂t
)
scatter
=
ΓZi
2v3
∂
∂µ
(
1− µ2) ∂f
∂µ
(4)
was enhanced by the electron-electron collision(
∂f
∂t
)
scatter
=
Γ
2v3
∂
∂µ
(
1− µ2) ∂f
∂µ
. (5)
The extended Lorentz collision operator including both effects for energetic electrons can be
expressed as follows:(
∂f
∂t
)
extended
= Γ
v
v3
· ∂f
∂v
+
Γ (1 + Zi)
2v3
∂
∂µ
(
1− µ2) ∂f
∂µ
. (6)
To solve the Boltzmann equation Eq. (1) with the extended Lorentz collision operator
Eq. (6), we determined an SDE using the Dynkin formula4,5 on the collisional Boltzmann
equation. We initiated from the Boltzmann equation for energetic electrons in Cartesian
coordinates, i.e.,
∂f
∂t
+
(
qE
m
+
q
m
v ×B − Γ v
v3
)
· ∂f
∂v
+
(Zi+1)Γ
2
∂
∂v
·
(
v2I − vv
v3
· ∂f
∂v
)
= 0. (7)
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The corresponding Ito SDE has the following general form:
dv (t) = µ (v, t) dt+
m∑
j=1
σj (v, t) dW
j. (8)
Required the distribution of the solution of Eq. (8) exactly solves the original Boltzmann
equation Eq. (1), the coefficient of Eq. (8) should satisfy the following relations:
σσT = (Zi + 1) Γ · v
2I − vv
v3
, (9)
µ =
qE
m
+
q
m
v ×B − (2 + Zi)Γ v
v3
. (10)
According to Dynkin formula, the distribution of solution of such an Ito SDE solves the
Boltzmann equation. It can be directly shown that the right-hand side of Eq. (9) comprises
the entries in a positive definite matrix. Furthermore, the σ matrix is the square root of this
matrix. Therefore, σ can be numerically solved via Cholesky decomposition. By further
demanding for σ to be symmetric, σ can be solved in a closed form using Cadjan and
Ivanov’s decomposition method10,11 as follows:
σ =
√
(Zi + 1) Γ
v
(
I − vv
v2
)
. (11)
Plugging the Eq. (10) and Eq. (11) into Eq. (8), the extended Ito SDE can be rewritten in
vector form as follows:
dv =
( q
m
E +
q
m
v ×B − (2 + Zi)Γ v
v3
)
dt−
√
(Zi + 1)Γ
v5
v × v × dW . (12)
The left-hand side of this SDE is the infinitesimal increment of the velocity process,
whereas the right-hand side is the sum of the two terms. The first term is the total force
experienced by a particle. It contains a Lorentz force generated by an external field and the
friction arising from collisions. The second term is the effect of pitch-angle scattering. This
term corresponds to the random force in the Langevin equation; however, it is written here
in a handy notation that allows it be understood as an Ito integral in the Wiener process.
III. HIGHER-ORDER WEAK CONVERGENCE ALGORITHMS
Traditional measurement of an algorithm for solving an SDE in Monte Carlo simulation
for collisions is focus on the path accuracy, which can be expressed by the definition of the
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strong convergence condition. To express it formally, let XT be the theoretical solution and
X∆ be the numerical solution. If there exist constants C and ∆0 independent of the time
step ∆, for any ∆ ∈ (0,∆0),
E
[∣∣XT −X∆(T )∣∣] ≤ C∆γ, (13)
we can say that X∆ is strongly convergent21,23 to XT with order γ.
While, for Monte Carlo simulation of collisions, it is the distribution function or its
moments rather than the sample path itself matters. Therefore, the measurement of a
numerical algorithm should be established based on the difference between the distributions,
which is the weak convergence condition. Formally, this condition can be expressed as
follows: ∣∣E [g(XT )]− E [g(X∆(T ))]∣∣ ≤ C∆β, (14)
where g ∈ C2(β+1) (Rd,R) is any continuous function. If a numerical solution, X∆, satisfies
Eq. (14), it is weakly convergent21 to X at time T with order β. Some simple choices of
function g help make this definition more intuitive. If random process X(t) is taken as
the velocity process and g(X) = X, weak convergence gives the expectation convergence
condition, which implies the correct mean velocity. If g(X) = (X− X¯)2, this then yields the
variance convergence condition, which implies the correct temperature. For all continuous
g, if Eq. (14) hold, which guarantees all order of the moments.
The strong convergence condition sufficient guarantees the week convergence condition21.
However, to meet the week convergence condition, the strong condition is not necessarily
to be satisfied. What is worse, the improvement of strong convergence order does not
sufficiently results in the improvement of week convergence order. The Milstein method21,
for example, have the first order strong convergence higher than the Euler-Maruyama which
has the 1/2 order strong convergence. But they have the same the first order of weak
convergence. Therefore, this kind of accuracy increment of sample path with additional
computation cost is in vain for the distribution accuracy improvement. As a consequence,
instead of improving the accuracy of electron trajectories, we directly seek more accurate
distribution functions. Thus, a higher-order weak convergence algorithm is employed.
A second-order weak convergence numerical method is constructed as follows. To find
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the weak solution of the SDE with the general form
dXk = µk (t,X) dt+
m∑
j=1
σk,j (t,X) dWj, (15)
a function of its solution can be expanded into multiple Ito integrals4,21 as follows:
f (Xτ ) =
∑
α∈A
Iα[fα (ρ,Xρ)]ρ,τ +
∑
α∈B(A)
Iα[fα (·, X·)]ρ,τ , (16)
where A is a hierarchical set, B(A) are the corresponding remainder sets21, and ρ and τ are
two stopping times that indicating the start and end time points. This is a stochastic analog
of the deterministic Taylor expansion. The first term on the right-hand side of Eq. (16) is
the expansion series to a certain order, and the second term is the remainder term. By
dropping the remainder term, an approximation of function f is obtained.
Because the weak convergence condition is used, the simplification can go further. Each
Ito integral can be estimated using the following equation21:
Iα[fα(t0, Xt0)]t0,t ≈ fα (t0, Xt0) Iˆα,t0,t.
Further substitution of multiple Ito integrals must satisfy the convergence condition. As for
second-order weak convergence, the condition can be simplified to∣∣∣E[Iˆ]∣∣∣+ ∣∣∣E[Iˆ2]−∆∣∣∣+ ∣∣∣E[Iˆ3]∣∣∣+ ∣∣∣E[Iˆ4]− 3∆2∣∣∣+ ∣∣∣E[Iˆ5]∣∣∣ ≤ K∆3. (17)
We introduce a simple three-point distribution of random variables21 ∆Wˆ j as Iˆ, which is
defined as follows:
P
(
∆Wˆ j = ±
√
3∆
)
=
1
6
, P
(
∆Wˆ j = 0
)
=
2
3
.. (18)
It can be verified that in both the three-point and classic Gaussian N(0; ∆) distributions,
the random variables meet the moment conditions. However, it is much easier and cheaper
to generate and compute ∆Wˆ . This simplifies the calculation while maintaining the order
of weak convergence.
An explicit second-order weak convergence algorithm is then constructed as follows21.
We define two supporting vector variables as follows:
R
j
± = Xn + µ (Xn) ∆± σj(Xn)
√
∆,
U
j
± = Xn ± σj (Xn)
√
∆.
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Using these variables, numerical multiple integrals of the first and second order are con-
structed as follows:
Υc1 =
1
4
m∑
j=1
σj(Rj+) + σj(Rj−) + 2σj(Yn) + m∑
r=1
r 6=j
(
σj(U
r
+) + σ
j(U r−)− 2σj(Yn)
)∆Wˆ j,
Υc2 =
∆−
1
2
4
m∑
j=1
(σj(Rj+)− σj(Rj−))((∆Wˆ j)2 −∆)+ m∑
r=1
r 6=j
(
σj(U
r
+)− σj(U r−)
)
(∆Wˆ j∆Wˆ r + Vr,j)
 ,
where
V =

−∆ · · · ξj1, jm
...
. . .
...
−ξj1, jm · · · −∆

is a stochastic matrix with entries ξij set to be random variables taking the value ∆ or −∆
with the same probability.
Finally, the second-order algorithm can be expressed as follows:
Υ = Yn + µ (Yn) ∆ +
m∑
j=1
bj∆Wˆ j, (19)
Yn+1 = Yn +
1
2
(
a
(
Υ
)
+ a (Yn)
)
∆ + Υc1 + Υc2. (20)
The first two terms on the right-hand side of Eq. (20) correspond to the deterministic
Euler method using a predictor-corrector scheme. The remaining two terms are the modifi-
cations for diffusion. Υc1 yields the first-order integral term of the Ito expansion, and Υc2
improves the accuracy of the final results up to the second order.
IV. BACKWARD RUNAWAY PROBABILITY
A. Phenomenon and theory
The runaway effect, in a uniform electric field in space and without a magnetic field,
results from the competition between collisional friction and external electric forces. A colli-
sion comprises two sources20: the effect of energetic electrons colliding with heavy and static
ions and the effect of energetic electrons colliding with background thermal electrons. Both
kinds of collision will affect pitch-angle scattering. But only the collision with background
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electrons yields a frictional force on energetic electrons. If the electric force is greater than
the collisional friction, the electron will be further accelerated. Higher velocity reduces the
friction, hence the acceleration continues. This is called the runaway phenomenon. On
the contrary, if the collisional friction is greater than the electric force, the electron will
be slowed down. Lower velocity increases the friction until the velocity is reduced to the
thermal velocity at the end. This is call being stopped.
The backward runaway mechanism is similar to that for standard forward runaways but
with its initial velocity direction opposite to that of the electric force. Because the initial
velocity moves in opposition to the electric force, the electron is pulled to slow down by
the electric force at the beginning. When the speed is reduced to near the thermal veloc-
ity of electrons vT , the high-velocity approximation is violated and the collision operator
is no longer valid19. The collision frequency is assumed to be constant19 there and the
electrons are subsequently thermalized to be normally distributed in velocity space as back-
ground electrons. But if an electron gains a sufficient perpendicular velocity from pitch-angle
scattering13,19, it can avoid this stopping phenomenon. Moreover, if the electric force exerted
on the unstopped electron overcomes the dynamic friction, the electron can be indefinitely
accelerated as forward runaway. This is called the backward runaway. Because the collision
force of the scattering effect is a random effect, there is an uncertainty whether an electron
will be stopped or classified as runaway. This uncertainty is measured by the backward run-
away probability, which can be estimated by the fraction of electrons that are not stopped
out of the total number of electrons.
According to the dynamics of backward runaway, the collision operator for energetic elec-
trons in Eq. (6), which includes collision effects from both background ions and electrons, is
used. By introducing the characteristic variables, the dominate equation Eq. 12 is simplified
into a dimensionless form. We introduce the Dreicer velocity26 vD and the characteristic
collision time τ = v3D/Γ. The renormalized variables are v˜ = v/vD, t˜ = t/τ , E˜ = qE/FD,
and W˜ = W (τ t˜)/
√
τ , which is a standard Wiener process as W (t). The critical force is
defined as FD = Γme/v
3
d. Then, the dimensionless SDE can be written as follows:
dv˜ =
(
E˜ − (2 + Zi) v˜
v˜3
)
dt˜+
√
1 + Ziv˜
−5/2
v˜ × v˜ × dW˜ . (21)
When the velocity of an energetic electron is less than the Dreicer velocity, it is labeled
as a stopped electron. As a result, Eq. (21) is no longer valid and the velocity of the stopped
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electron is simulated by sampling from the thermal distribution of background electrons.
Furthermore, we did not consider the secondary electron emission problem, i.e., once an
energetic electron is stopped, there is no way for it to become excited again.
At the end of simulation at time T , the runaway probability Pr can be defined as follows:
Pr = E [Ir(XT )] , (22)
where Ir(X) is an indicator function defined as follows:
Ir(X) =
1 X ≥ vD,0 otherwise. (23)
B. Estimation of the order of algorithms
The weak order of the algorithm is defined according to Eq. (14). We estimate the
numerical order of the second method, the Euler-Maruyama and the Cadjan-Ivanov method
in the backward runaway simulation case. The numerical orders of the three methods are
compared. The numerical order is calculated according to the following procedure. First,
given the time step and numerically solve the SDE Eq. (21). By averaging the function
g(X∆T ) to estimate the expectation E[g(X
∆
T )]. Second, change the step size and calculate
the expectation E[g(X∆T )] with the same way. Third, perform the ordinary least square
(OLS) on the logarithms of the error of expectation E[g(X∆T )] and the logarithms of the
time steps ∆t to obtain the slope, which is the order estimated.
The third in the procedure above need to know the theoretical solution to calculate errors
in practice, but the theoretical solution of equation eq. (21) is unknown. To overcome this
difficulty, we find out a good enough solution to replace the theoretical solution. The solution
is so accurate that first, it cannot be distinguished from that of nearest larger time steps
and second, it cannot be distinguished from the solution of different method at the same
time step.
To test the first requirement, since the variances of solution differ in different time steps,
the Welch’s unequal variance t-test is used to detect the difference of two solutions. If the
null hypothesis of the test cannot be rejected, we cannot tell the difference and thus it
satisfies the first requirement. In addition, Shapiro test is performed to check the normality
of solution distribution in order to meet the presumption of Welch’s t-test.
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To test the second requirement, the analysis of variance (ANOVA) technique is used. The
ANOVA F-test is utilized to detect the means of different method is equal or not. If the
solution is normally distributed and the F-test fails to reject the null hypothesis, the second
requirement is satisfied.
Given an SDE, the estimation of E[g(X∆T )] and corresponding variance is calculated
according to the following algorithm.
Data: Sample number in a batch N , total batch number M , continuous function
g(x), end time T , time step ∆
Result: E[g(X∆T )]
for m← 0 to M − 1 do
for n← 0 to N − 1 do
Generate a sample of Wiener process W ;
Solve the SDE by Wiener sample to obtain the numerical solution X∆T (n);
end
calculate the batch mean E[g(X∆T )](m) =
∑
n g[X
∆
T (n)]/N on N sample in one
batch;
end
calculate the mean and variance of E[g(X∆T )] of M batches;
Algorithm 1: Estimate E[g(X∆T )] and corresponding variance
In the simulation, we set N = 100, 000 samples in each batch and M = 30 total batches.
The initial time step is ∆t˜ = 1.0. The simulation scans from K = 0 where ∆t˜ = 20 to K = 6
where ∆t˜ = 2−6 in total 7 different steps. All simulations end at t˜ = 1.0. In addition, Zi = 1
and the electric field is E˜ = {1, 0, 0}, and the initial velocity is v˜ = {3, 0, 0}.
The samples of solution at different time step using the Euler-Maruyama method and the
weak order method are plotted in the Fig. 1. Noticed that the second order method only
guarantees the accuracy of the distribution function and the path is simplified using a three
point distribution, Eq. (18), the solution from the second order method is first spitted into
grids but keep the moment correct. With collision accumulation, the distribution obtained
from different method converges.
To demonstrate the numerical order of the algorithm, we choose two typical functions
with clear physical meanings. Noticed average of the y and z components of the solution
are both 0 due to the system’s symmetry, our first function is chosen to be the x velocity
12
FIG. 1. The samples of step size being 2−7 obtained from the second order method at time step
1, 10, 50 are plotted in the left column (a), (b) and (c). And the results of the Euler-Maruyama
method at corresponding time step 1, 10, 50 are plotted in the right column (d), (e) and (f).
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component, i.e., g1(X) = Xx, which is a first-order moment function. The second is the
energy function g2(X) = X
2
x +X
2
y +X
2
z , which is a second-order moment function.
The expectation of g1 and g2 with respect to time step is plotted in Fig.(2). All three
numerical methods converge to the same value with decreasing time steps as K increasing.
The first moments, E[g1(X
∆)] are plotted in Panel (a) using the three algorithms and the
second moments, E[g2(X
∆)], are plotted in Panel (b).
As discussed above, we next choose a good enough solution as the theoretical solution
that satisfied the two requirements. First, solutions with the same method in two different
time steps is investigated. The solution of K = 7 is selected as potential target and is
compared with the solution of K = 6. To quantitatively demonstrate that the two solutions
under K = 5 and K = 6 are sufficiently close, we perform Welch’s unequal variance t-
tests for the functions of the first- and second-order moments. The normality of different
method in K = 5 and K = 6 are tested using Shapiro test, and the statistics are listed in
table. I Under Welch’s unequal variance t-test on E[g1(X
∆)] and E[g2(X
∆)], We calculate
the statistics (t), degrees of freedom (ν), and corresponding p-values in table. II.
From table. II, when the time step is reduced from K = 6 to K = 7, the p-value of
second order method on two moments function are all above 50%. We cannot reject the null
hypothesis that the two solution are the same, so the solution of second order method with
K = 7 passes the first test.
For the second test, given the fixed time step to beK = 7, the equality of mean of solutions
from the different methods are tested using AVOVA technique. Since the normality has been
verified using shapiro test before in table. I, we directly conduct the AVOVA. We perform
the AVOVA on two groups of methods, one consists of all three methods and the other group
only consists of the Cadjan-Ivanov and the second order method. The analysis results are
listed in table. III.
According to table. III, in the group of all three methods, the means are significantly
different regardless of E[g1(X
∆
T )] or E[g2(X
∆
T )], the main error is bought by the Euler-
Maruyama method. But in the group containing only the Cadjan-Inanov and the second
order method, we cannot reject the null hypothesis of the means are the same. Therefore,
we select the solution from the second order method under K = 7 as the accurate solution
and used to compute error of other methods and other time steps.
The error is calculated and the numerical order of algorithm is obtained from OLS re-
14
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FIG. 2. The first-order moment functions E[g1(X
∆)]s using the Cadjan-Ivanov method (blue), the
Euler-Maruyama method (orange), and the second-order method (green) are plotted in (a). The
second-order moment functions E[g2(X
∆)] using the three methods are plotted in (b).
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gression as slope according to the logarithms of errors and logarithms of time steps. The
result is plotted in Fig. 3 and statistics are shown in table. IV
The errors of the first order moments E[g1(X
∆
T )] and second order moments E[g2(X
∆
T )]
are plotted in subplots Fig. 3a and Fig. 3b, respectively. We can observe that the errors
decrease when the time step is decreased for all algorithms. The order of the algorithm is
estimated by the slope in table. IV. The Euler-Maruyama and the Cadjan-Ivanov methods
have slope of 0.98 and 1.00 respectively for E[g1(X
∆
T )]. And the second order has a slope
of 1.76. For E[g2(X
∆
T )], the Euler-Maruyama and the Cadjan-Ivanov have the slope of 0.92
and 1.21. The second order method has a slope of 2.00. As expected, the second order
method has a slope near 2.0 higher than these of the Euler-Maruyama and the Cadjan-
Ivanov method near 1.0 for both functions. Even the other method may have a smaller
error at large time steps, with the time step decreasing, the second order can reduce the
error much faster. After K > 3, the second order method perform better than all other
methods.
In the aspect of time consumption, to reduce the error of E[g1(X
∆
T )] to the level of
exp(−9), it costs the Euler-Maruyama method 26.374s and the Cadjan-Ivanov method
3.411s. But the the second order method only uses 1.510s. To reduce the error of E[g2(X
∆
T )]
to the same level, it costs the Euler-Maruyama method 95.94s and the Cadjan-Ivanov method
6.796s. The the second order method uses 5.780s. The higher requirement of accuracy, the
less time the second order method uses compared to the Euler-Maruyama method and the
Cadjan-Ivanov method.
C. Runaway probability contour
The fixed ion background is set to contain protons that have Zi = 1. The electric field is
uniformly distributed in the space and taken to be E˜ = (1, 0, 0) and no magnetic field is set.
The initial velocities of the electrons are v˜|| = 10 and v˜⊥ = 0. Considering the time step to
be ∆t˜ = 0.01, the simulation ends at t˜ = 30.
We solve the SDE Eq. (21) to obtain 30 batches of solutions, and each batch contains
10,000 samples. One of the typical batches on different time is plotted in Fig. 4. The
velocities are plotted in velocity space at three different time points: t˜ = 6, t˜ = 14, and
t˜ = 20. The horizontal and vertical axes denote the parallel velocity v˜|| and the vertical
18
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FIG. 3. Logarithms of errors of E[g1(X
∆)] (a) and E[g2(X
∆)] (b) at different logarithms of time
steps K using the Euler-Maruyama method (blue)the Cadjan-Ivanov (orange) and the second-order
methods (green).
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FIG. 4. Scattering plot of 10,000 backward runaway electron samples at different times. All
samples started with v˜|| = 3 and v˜⊥ = 0. Under the collision effects, some samples achieved
sufficient perpendicular velocity to runaway (blue), while others were stopped (red).
velocity v˜⊥, respectively. Red samples are those whose velocity is less than vD. They are
thermally distributed as background electrons. On the contrary, blue points are samples
that are considered to be eventual runaways.
The transient runaway probability time is calculated as the fraction of unstopped elec-
tron at a given time. Using time step size on K = 5, we calculate the transient runaway
probability of electron starting from different initial velocity.
From Fig. 5, we verified that the t end to be 30 is a valid choice.
The runaway probability in Eq. (22) in expectation form can be approximated by the
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FIG. 5. Transient runaway probability at different initial parallel velocity
average of function Ir(XT ). Noticed that the indicator function take the value of one only
when the sample is runaway, this expression is equivalent to the fraction of runaway sample
to the total sample number. By calculating the ratio of runaway, the runaway probability
is obtained.
Next, we calculated the backward runaway probability for electrons initiated under differ-
ent conditions. We use N = 3, 000 samples and simulate one batch for each initial velocity.
The time step is set to 0.01, and the time ends at t˜ = 20 and Zi = 1. The parallel velocity
v|| varies from −8.0 to 3.0, whereas the perpendicular velocity ranges from 0.0 to 5.0. The
contour is plotted in Fig. 6.
It is evident from the figure that for v||, the backward runaway probability increases as v⊥
grows and that for a fixed v⊥, this probability increases as v|| moves away from 0. Electrons
with v|| greater than vD runaway almost certainly, allowing the forward runaway case to be
recovered.
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FIG. 6. The contour plot of backward runaway probability in velocity space obtained from a Monte
Carlo simulation of 3,000 samples. The time step is 0.002, and the time ends at t˜ = 20. Nuclear
charge is set to Zi = 1.
V. DISCUSSION
Starting with the Boltzmann equation of energetic electrons colliding with static heavy
ions and background thermal electrons, we developed an SDE for the energetic electrons
under both collision effects. Instead of aiming to improve the accuracy of the path of
the sample, we rather aimed to improve the accuracy of the distribution. A second-order
algorithm was developed to solve the SDE under the weak convergence condition, improving
the accuracy with which the moments and distributions were calculated. The numerical weak
order was estimated in the backward-runaway case and compared with that estimated using
the widely applied the Euler-Maruyama and the Cadjan-Ivanov methods. The runaway
probability was defined and shown to converge with order same as that of a weak-order
algorithm. A backward runaway case was simulated, and the contours of runaway probability
were calculated.
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In future research, structure-preserving algorithms, such as symplectic algorithms29 or
volume-preserving algorithms30, could be developed to solve the SDE. In addition, a system
containing an electron source can be solved using the Feynman-Kac formula, after which the
collision problem with the source term can thus be solved. The energetic electron simulation
program may also inspire many applications in geophysics and space physics. The advantage
of adopting the weak convergence condition is that it improves the calculation accuracy
of the physical quantities associated with distributed computation and specific moment
calculations.
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