We present a very simple proof that the O(n) model satisfies a uniform logarithmic Sobolev inequality (LSI) if the positive definite coupling matrix has largest eigenvalue less than n. This condition applies in particular to the SK spin glass model at inverse temperature β < 1/4. It is the first result of rapid relaxation for the SK model and requires significant cancellations between the ferromagnetic and anti-ferromagnetic spin couplings that cannot be obtained by existing methods to prove Log-Sobolev inequalities. The proof also applies to more general bounded and unbounded spin systems. It uses a single step of zero range renormalisation and Bakry-Emery theory for the renormalised measure.
Main result and proof
To be concrete, consider the O(n) model, though our method applies more generally. Let Λ be a finite set and (M xy ) x,y∈Λ be a symmetric positive definite matrix. The O(n) model is the measure 
where µ is the surface measure on S n−1 ⊂ R n . The model is ferromagnetic if M xy 0 for x = y, but we do not require it. For the O(n) model, the diagonal entries of M do not affect the measure, so it is not a restriction to assume that M is positive definite. Denote by M its maximal eigenvalue. For any measure m, the entropy is ent m (F ) = m(F log F ) − m(F ) log m(F ). For F : S n−1 → R in C 1 , write |∇F | 2 for the square with respect to the metric of the covariant derivative on S n−1 if n > 1 and |∇F | 2 = |F (σ) − F (−σ)| 2 if n = 1. Let µ h (dσ) ∝ e h·σ µ(dσ) be the normalised single-spin measure with external field h ∈ R n . Then µ h satisfies a LSI with constant γ independent of h:
For the Ising model (n = 1), the measure µ h is Ber(p) on {±1} with p = µ h (1) and (2) holds with 2/γ = 1/2 pq(log p − log q)/(p − q) for any p = 1 − q ∈ [0, 1]; see [3, 13, 19] . For n > 2, see [27] ; the proof there can be adapted to n = 2 (and actually becomes simpler).
Theorem 1. Assume M is positive definite and M < n. Then ν satisfies a LSI uniformly with respect to the set Λ:
General background on LSI and their consequences is summarised in [3, 10, 12, 14, 16, 19] . Several proofs of versions of the LSI are known [11, 15-17, 21-23, 26] . Our main novelties are, firstly, the method of smoothing in the field instead of spatial decoupling and the resulting very simple proof, and, secondly, our spectral condition on M . Note that, since the spins have norm 1, adding multiple of the the identity matrix to M does not change the measure ν. Thus if M is not positive definite but has spectrum in [λ − , λ + ], then it is equivalent to apply the theorem with the coupling matrix M replaced by M − λ − id so that the LSI holds under the spectral condition M − λ − id = λ + − λ − < n. This condition is effective even when significant cancellations between ferromagnetic and anti-ferromagnetic couplings are required, and it thus applies to situations covered by none of the existing methods for Log-Sobolev inequalities.
Most importantly, new applications include the Sherrington-Kirkpatrik (SK) spin glass model [24] . The coupling matrix of the SK model is M = βH with β > 0 and H a N × N GOE matrix consisting of independent Gaussian entries with variance 1/N above the diagonal. Our theorem implies the following corollary.
Corollary 2. Let Γ N (M ) be the Log-Sobolev constant associated with the quenched SK measure on N sites with coupling matrix M = βH. Then the SK model with β < 1/4 satisfies a uniform LSI in the following sense: there is c β < ∞ such that
where P N stands for the GOE distribution of the coupling matrix.
Proof. Results on the concentration of the extreme eigenvalues of the GOE imply that the distance λ + − λ − between the smallest and largest eigenvalue of H is concentrated at 4 (see, e.g., [2] ). Thus the spectral condition implies the validity of the LSI with probability going to 1 as soon as 4β < n = 1.
For recent results on the dynamics of low temperature and spherical spin glasses, see [5, 9] and references. An exponentially large upper bound on the mixing time of the SK model was given in [18] .
For direct extensions of our proof to more general bounded and unbounded single-spin measures satisfying a LSI uniformly in an external field, see Section 2.
Proof. By possibly replacing the coupling M by M + δ id with 0 < δ < n − M , we can assume that 0 < M < c id as quadratic forms on R Λ with c < n. Thus there is a positive definite matrix B such that M −1 = c −1 id + B −1 and the Gaussian measure with covariance M −1 can be represented as the convolution of two Gaussian measures with covariance c −1 id and B −1 ,
For ψ ∈ R n , define the renormalised single-spin potential V (ψ) and the probability measure µ ψ by
Using that |σ| = 1, notice that µ ψ = µ h with h = cψ and where µ h was defined above (2). For any x ∈ R n with |x| = 1 and any h ∈ R n , one has the bound var µ h (x · σ) 1/n. This bound is trivial for n = 1 and proved in [8, Theorem D.2] for n > 1 (alternatively one can assume M < 1 and use the trivial bound 1 for the variance also for n > 1). Thus
By the Bakry-Emery criterion [4] , it follows that the renormalised measure ν r on R nΛ , defined by
satisfies a LSI with constant λ > 0. For any ψ ∈ R n , the measure µ ψ satisfies a LSI with constant γ by (2). For any ϕ ∈ R nΛ , define µ ϕ (dσ) = x µ ϕx (dσ x ). Then ν(F (σ)) = ν r (µ ϕ (F (σ)) and by the tensorisation principle µ ϕ satisfies a LSI with the same constant γ as µ ϕx . Let G(ϕ) = µ ϕ (F (σ) 2 ) 1/2 . Using the LSI for µ ϕ and ν r , (9) where ∂ ϕx denotes the gradient in R n . The following inequality completes the proof of (3):
This inequality follows from standard reasoning which goes as follows. By definition,
By duplication of σ x (with the other spins fixed), the Cauchy-Schwarz inequality, and
where the measure µ ϕx fixes all spins except for σ x . Using µ ϕ (·) = µ ϕ (µ ϕx (·)) and independence, we have cov µϕ (F 2 , σ x ) = µ ϕ (cov µϕ x (F 2 , σ x )), so that by (12) and the Cauchy-Schwarz inequality,
By the spectral gap inequality for µ ϕx implied by the LSI for µ ϕx ,
In summary, we have shown
This implies (10) with the constant 
Remarks and extensions
(i) It is straightforward to adapt our proof to prove a spectral gap inequality under the assumption that the single-spin measure satisfies a spectral gap inequality. It then becomes even simpler.
(ii) Our proof applies without change to arbitrary (site-dependent) single-spin measures µ on R n with support in the unit ball (and by rescaling with any bounded support) such that the measure µ ψ defined in (6) satisfies a LSI with constant γ uniformly in ψ.
(iii) The proof can also be adapted easily to the case that µ has unbounded support. In particular, assume that the single-spin measures µ has density proportional to e −U with respect to the Lebesgue measure on R n , with U convex at infinity (perturbed convex). By the Bakry-Emery and HolleyStroock criteria (see [14] ), µ ψ then satisfies a LSI uniformly in the external field ψ. In the proof of our theorem, boundedness is used only in (7) and (12). In the above setting, a version of (7) follows directly from the fact that the LSI for µ ϕ implies it has spectral gap γ (or the variance can be estimated by hand for a possibly better estimate) and (12) can be replaced by the generalisation [14, Proposition 2.2] due to [6, 25] . Except for an additional constant in the second term in (3), the conclusion is identical.
(iv) For ferromagnetic spin couplings, the spectral condition on M is sharp for the mean-field model. Also, for positive definite spin coupling matrices M , the bound M < n is implied by the mean-field bound [1] : sup x y∈Λ |M xy | < n.
In general, for spin coupling matrices M that are not positive definite, the shifting of the spectrum to make them positive definite costs at most a factor two. However, as exemplified by the SK model, our spectral condition does not involve an absolute value of M and is much stronger when cancellations between spin couplings are relevant as in the SK model.
(v) We view our starting point (5) as a single step of renormalisation. It is similar but not identical to the Hubbard-Stratonovich transform used in [7, 8] 
Its utility is emphasised in [20] .
