Existence of a solution for generalized Forchheimer flow in porous media by Kieu, Thinh
ar
X
iv
:1
80
4.
01
40
9v
1 
 [m
ath
.N
A]
  2
 A
pr
 20
18
EXISTENCE OF A SOLUTION FOR GENERALIZED FORCHHEIMER FLOW IN
POROUS MEDIA
THINH KIEU †
Abstract. This paper is focused on the generalized Forchheimer flows for slightly compressible fluids. We prove
the existence and uniqueness of the differential system for stationary problem. The technique of semi-discretization in
time is used to prove the existence of solution for the transient problem.
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1. Introduction. We consider a fluid in porous medium occupying a bounded domain Ω ⊂ Rd,
d ≥ 2 with boundary Γ. Let x ∈ Rd, 0 < T < ∞ and t ∈ (0, T ] be the spatial and time variables
respectively. The fluid flow has velocity v(x, t) ∈ Rd, pressure p(x, t) ∈ R and density ρ(x, t) ∈ R+.
The Darcy–Forchheimer equation is studied in [1, 8, 9] of the form
−∇p =
N∑
i=0
ai|v|αiv. (1.1)
These equations are analyzed numerically in [7, 20, 16], theoretically in [1, 9, 10, 15, 11, 12] for single
phase flows, and also in [13, 14] for two phase flows.
In order to take into account the presence of density in generalized Forchheimer equation, we
modify (1.1) using dimension analysis by Muskat [19] and Ward [24]. They proposed the following
equation for both laminar and turbulent flows in porous media:
−∇p = G(vακα−32 ρα−1µ2−α), where G is a function of one variable. (1.2)
In particular, when α = 1, 2, Ward [24] established from experimental data that
−∇p = µ
κ
v + cF
ρ√
κ
|v|v, where cF > 0. (1.3)
Combining (1.1) with the suggestive form (1.2) for the dependence on ρ and v, we propose the
following equation
−∇p =
N∑
i=0
aiρ
αi |v|αiv, (1.4)
where N ≥ 1, α0 = 0 < α1 < . . . < αN are fixed real numbers, the coefficients a0(x, t), . . . , aN (x, t)
are non-negative with
0 < a < a0(x, t), aN (x, t) < a¯ <∞, 0 ≤ ai(x, t) ≤ a¯ <∞, i = 1, . . . , N − 1.
Multiplying both sides of previous equation to ρ, we obtain(
N∑
i=0
ai|ρv|αi
)
ρv = −ρ∇p, (1.5)
Denote the function F : Ω× [0, T ]×R+ → R+ a generalized polynomial with non-negative coefficients
by
F (x, t, z) = a0(x, t)z
α0 + a1(x, t)z
α1 + · · ·+ aN (x, t)zαN , z ≥ 0. (1.6)
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The equation (1.5) can rewrite as
F (x, t, |ρv|)ρv = −ρ∇p. (1.7)
Under isothermal condition the state equation relates the density ρ with the pressure p only, i.e.,
ρ = ρ(p). Therefore, the equation of state which, for slightly compressible fluids, is
1
ρ
dρ
dp
=
1
κ
= const. > 0. (1.8)
Hence
∇ρ = 1
κ
ρ∇p, or ρ∇p = κ∇ρ. (1.9)
Combining (1.7) and (1.9) implies that
F (x, t, |ρv|)ρv = −κ∇ρ. (1.10)
The continuity equation is
φ(x)ρt + div(ρv) = f(x, t). (1.11)
where φ is the porosity, f is external mass flow rate .
By combining (1.10) and (1.11) we have
F (x, t, |m|)m = −κ∇ρ,
φ(x)ρt + div m = f(x, t),
where m = ρv. By rescal the variable ρ → κρ, φ(x) → κ−1φ(x). We can assume κ = 1 to obtain
system of equations
F (x, t, |m|)m = −∇ρ,
φ(x)ρt + div m = f(x, t).
(1.12)
The Darcy- Forchheimer equation in (1.12) can be resolve to give
m = −K(x, t, |∇ρ|)∇ρ, (1.13)
where the function K : Ω× [0, T ]× R+ → R+ is defined for ξ ≥ 0 by
K(x, t, ξ) =
1
F (x, t, s(x, t, ξ))
, (1.14)
with s = s(x, t, ξ) being the unique non-negative solution of sF (s) = ξ.
Substituting (1.13) into the second equation of (1.12) we obtain a scalar partial differential equa-
tion (PDE) for the density:
φ(x)ρt − div (K(x, t, |∇ρ|)∇ρ) = f(x, t), (x, t) ∈ Ω× [0, T ]. (1.15)
This equations with Dirichlet boundary conditions and appropriate initial conditions was studied
theoretically in [10] for constants physical parameters. Using the theory of monotone operators [18,
23, 25], they proved the global existence of weak solutions.
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1.1. Notations and preliminary results. Suppose that Ω is an open, bounded subset of Rd,
with d = 2, 3, . . ., and has C1-boundary Γ = ∂Ω. Let L2(Ω) be the set of square integrable functions
on Ω and (L2(Ω))d the space of d-dimensional vectors which have all components in L2(Ω). We denote
(·, ·) the inner product in either L2(Ω) or (L2(Ω))d that is (ξ, η) = ∫Ω ξηdx or (ξ,η) = ∫Ω ξ · ηdx. The
notation 〈·, ·〉 will be used for the L2(∂Ω) inner-product and ‖u‖Lp = ‖u‖Lp(Ω) for standard Lebesgue
norm of the measurable function. The notation ‖·‖ will means scalar norm ‖·‖L2(Ω) or vector norm
‖·‖(L2(Ω))d .
Throughout this paper, we use short hand notations,
‖ρ(t)‖ = ‖ρ(·, t)‖L2(Ω) , ∀t ∈ (0, T ) and ρ0(·) = ρ(·, 0).
Our calculations frequently use the following exponents
s = αN + 2, α =
αN
αN + 1
=
deg(F )
deg(F ) + 1
, s∗ = 2− α = s
s− 1 . (1.16)
The arguments C,C1, . . . will represent for positive generic constants and their values depend on
exponents, coefficients of polynomial F , the spatial dimension d and domain Ω, independent of the
initial and boundary data and time step. These constants may be different place by place.
We introduce the generalization W (div; Ω) of H(div; Ω), defined by
W (div; Ω) =
{
v ∈ (Ls(Ω))d,∇ · v ∈ L2(Ω)} .
and equip it with the norm
‖v‖W (div;Ω) = ‖v‖Ls + ‖∇ · v‖ . (1.17)
Since W (div; Ω) is a closed subspace of (Ls(Ω))d+1, it follows that W (div; Ω) is a reflexive Banach
space; the boundary v · ν|∂Ω exist and belong to W−1/s,s∗(∂Ω) and we have the Green’s formula∫
Ω
v∇ψdx +
∫
Ω
ψ∇ · vdx =
∫
∂Ω
ψv · νdσ (1.18)
hold for every v ∈W (div; Ω) and ψ ∈ (W (div; Ω))′, where 1/s+ 1/s∗ = 1 (see in [4], Lemma 3)
Lemma 1.1. The following inequality hold for all y′, y ∈ Rd.
(i)
|F (x, t, |y′|)y′ − F (x, t, |y|)y| ≤ C1 (1 + |y′|αN + |y|αN ) |y′ − y|. (1.19)
(ii)
(F (x, t, |y′|)y′ − F (x, t, |y|)y) · (y′ − y) ≥ C2
(|y′ − y|2 + |y′ − y|s) , (1.20)
where the constants C1(N, a¯, deg(F)) > 0, and C2(N, a, deg(F)) > 0.
Proof.
(i) Let γ(t) = τy′ + (1− τ)y, τ ∈ [0, 1] and h(t) = F (x, t, |γ(τ)|)γ(τ). Then
|F (x, t, |y′|)y′ − F (x, t, |y|)y| = |h(1)− h(0)| =
∣∣∣∣
∫ 1
0
h′(τ)dτ
∣∣∣∣
=
∣∣∣∣
∫ 1
0
F (x, t, |γ(τ)|)(y′ − y) + Fz(x, t, |γ(τ)|)γ(τ)(y
′ − y)
|γ(τ)| γ(τ)dτ
∣∣∣∣
≤ |y′ − y|
∫ 1
0
F (x, t, |γ(t)|) + Fz(x, t, |γ(τ)|)|γ(τ)|dτ.
4 Thinh Kieu
Note that Fz(x, t, |γ(τ)|)|γ(τ)| =
∑N
i=0 aiαi|γ(τ)|αi ≤ αNF (x, t, |γ(τ)|) thus
|F (x, t, |y′|)y′ − F (x, t, |y|)y| ≤ (1 + αN )|y′ − y|
∫ 1
0
F (x, t, |γ(τ)|)dτ.
Using the inequality xβ ≤ 1 + xγ for x ≥ 0, 0 < β < γ we find that
F (x, t, s) ≤ max
i=0,...,N
ai(x, t)
N∑
i=0
1 + sαN ≤ (N + 1) max
i=0,...,N
ai(x, t)(1 + s
αN ).
Thus
|F (x, t, |y′|)y′ − F (x, t, |y|)y| ≤ (1 + αN )(N + 1) max
i=0,...,N
ai|y′ − y|
(
1 +
∫ 1
0
|γ(τ)|αN dτ
)
≤ (1 + αN )(N + 1) max
i=0,...,N
ai|y′ − y|
(
1 +
∫ 1
0
(|y′|+ |y|)αN dτ
)
≤ 2αN (1 + αN )(N + 1) max
i=0,...,N
ai
(
1 + |y′|αN + |y|αN
)
|y′ − y|,
which proves (1.19) hold.
(ii) Let k(τ) = F (x, t, |γ(τ)|)γ(τ)(y′ − y). Then
(F (x, t, |y′|)y′ − F (x, t, |y|)y) · (y′ − y) = k(1)− k(0) =
∫ 1
0
k′(τ)dτ
=
∫ 1
0
(
F (x, t, |γ(τ)|)|y′ − y|2 + Fz(x, t, |γ(τ)|) |γ(τ)(y
′ − y)|2
|γ(τ)|
)
dτ
= |y′ − y|2
∫ 1
0
(
F (x, t, |γ(τ)|) + Fz(x, t, |γ(τ)|)|γ(τ)|
)
dτ
≥ (1 + α1)|y′ − y|2
∫ 1
0
F (x, t, |γ(τ)|)dτ
≥ (1 + α1)|y′ − y|2
(
a0 + aN
∫ 1
0
|γ(t)|αN dt
)
.
The two last inequality are obtained by using the inequalities
Fz(x, t, |γ(τ)|)|γ(τ)| ≥ α1F (x, t, |γ(τ)|) and F (x, t, |γ(τ)|) ≥ a0 + aN |γ(τ)|αN .
It is proved (see e.g in [5] Lemma 2.4, or [6] p.13, 14) that∫ 1
0
|γ(t)|αN dt ≥ |y
′ − y|αN
2αN+1(αN + 1)
.
Hence
(F (x, t, |y′|)y′ − F (x, t, |y|)y) · (y′ − y) ≥ (1 + α1)|y′ − y|2
(
a0 + aN
|y′ − y|αN
2αN+1(αN + 1)
)
.
The remainder of the article is organized as follows. In section §1, we introduce the notations and
the relevant results. In Section 2 we consider the stationary problem of (1.12). The existence and
uniqueness of a solution is proved in Theorem 2.1. In Section 3 we investigate the semi-discrete problem
after discretization of the time-derivative in (1.12) and show again the existence and uniqueness of
a solution in Theorem 3.3 . Finally, in Section 4, we study the transient problem governed by (4.1)
with homogeneous boundary conditions. We derive a priori estimates of the solutions to (4.2). These
are used to prove the solvability of the transient problem (4.1).
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2. The stationary problem. We consider the stationary problem governed by the Darcy-
Forchheimer equation and the stationary continuity equation together with Dirichlet boundary con-
dition
F (x, |m|)m = −∇ρ, x ∈ Ω,
div m = f(x), x ∈ Ω,
ρ = −ρb(x), x ∈ ∂Ω.
(2.1)
2.1. The mixed formulation of the stationary problem. The mixed formulation of (2.1)
read as follows: Find (m, ρ) ∈W (div; Ω)× L2(Ω) such that
(F (x, |m|)m,v)− (ρ,∇ · v) = −〈ρb,v · ν〉, ∀v ∈W (div; Ω),
(∇ ·m, q) = (f, q), ∀q ∈ L2(Ω). (2.2)
We introduce a bilinear form b : W (div; Ω) × L2(Ω) → R and a nonlinear form a : (Ls(Ω))d ×
(Ls(Ω))d → R by mean of
b(v, q) = (∇ · v, q) for v ∈W (div; Ω), q ∈ L2(Ω),
and
a(u,v) = (F (x, t, |u|)u,v) for u,v ∈ (Ls(Ω))d.
Then we rewrite the mixed formulation (2.2) as follows: Find (m, ρ) ∈ W (div,Ω) × L2(Ω) ≡ V × Q
such that
a(m,v)− b(v, ρ) = −〈ρb,v · ν〉 , ∀v ∈ W (div; Ω)
b(m, q) = (f, q), ∀q ∈ L2(Ω). (2.3)
2.2. Existing results. This subsection is devoted to establish the existence and the uniqueness
of weak solution of the stationary problem (2.1).
Theorem 2.1. Suppose f ∈ L2(Ω), and ρb ∈ W 1/s,s(∂Ω). The mixed formulation (2.2) of the
stationary problem (2.1) has unique solution (m, ρ) ∈W (div; Ω)× L2(Ω).
Proof. We use regularization to show the existence of a weak solution (m, ρ) ∈ V × Q to prob-
lem (2.2). The proof includes many steps. In step 1, we introduce an approximate problem. In step 2
we show that the approximate solution (mε, ρε) is bounded independence of ε. In step 3. We prove
the limit (m, ρ) of the approximate solution (mε, ρε) satisfy problem (2.2). Step 4 is devoted to prove
the uniqueness of weak solution (m, ρ) of problem (2.2).
Step 1. For the fixed ε > 0, we consider the following regularized problem: Find (mε, ρε) ∈ V×Q
such that
a(mε,v) + ε (∇ ·mε,∇ · v)− b(v, ρε) = −〈ρb, v · ν〉 , ∀v ∈ V
ε(ρε, q) + b(mε, q) = (f, q), ∀q ∈ Q.
(2.4)
Lemma 2.2. For every ε > 0 there is unique solution (mε, ρε) ∈ V × Q of the regularization
problem (2.4).
Proof. Adding the left hand side of (2.4), we obtain the nonlinear form defined on V ×Q,
aε((mε, ρε), (v, q)) := a(mε,v)+ε(∇·mε,∇·v)−b(v, ρε)+ε(ρε, q)+b(mε, q), for (v, q) ∈ V ×Q. (2.5)
A nonlinear operator Aε : (V ×Q)→ (V ×Q)′ defined by
〈Aε((u, p)), (v, q)〉(V×Q)′×(V×Q) = aε((u, p), (v, q)).
Then Aε is continuous, coercive and strictly monotone.
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Applying the theorem of Browder and Minty (see in [26], Thm. 26.A) for every f˜ ∈ (V × Q)′,
there exists unique solution (mε, ρε) ∈ V ×Q of the operator equation Aε(mε, ρε) = f˜ . In particular,
we choose the linear formf˜ defined by f˜(v, q) := −〈ρb,v · ν〉+ (f, q), which arises by adding the right
hand sides of (2.4). Therefore (2.4) has a unique solution.
The rest of the proof proves Aε continuous, coercive and strictly monotone.
For the continuity,
〈Aε((u1, p1)−Aε((u2, p2)), (v, q)〉(V×Q)′×(V×Q)
= a(u1,v)− a(u2,v) + ε(∇u1 −∇u2,∇v) − b(v, p1 − p2)
+ ε(p1 − p2, q) + b(u1 − u2, q).
(2.6)
Using the (1.19) we have
a(u1,v) − a(u2,v) ≤
(
(1 + |u1|s−2 + |u2|s−2)|u1 − u2|, |v|
)
≤ ∥∥(1 + |u1|s−2 + |u2|s−2)|u1 − u2|∥∥Ls∗ ‖v‖Ls . (2.7)
Applying Ho¨lder’s inequality leads to∥∥(1 + |u1|s−2 + |u2|s−2)|u1 − u2|∥∥Ls∗ ≤ ∥∥1 + |u1|s−2 + |u2|s−2∥∥0, s−2
s
‖u1 − u2‖Ls
≤ C
(
1 + ‖u1‖s−2Ls + ‖u2‖s−2Ls
)
‖u1 − u2‖Ls ,
(2.8)
and
ε(∇ · u1 −∇ · u2,∇ · v) − b(v, p1 − p2) + ε(p1 − p2, q) + b(u1 − u2, q)
≤ ε ‖∇ · (u1 − u2)‖ ‖∇ · v‖+ ‖∇ · v‖ ‖p1 − p2‖+ ε ‖p1 − p2‖ ‖q‖+ ‖∇ · (u1 − u2)‖ ‖q‖
≤ (1 + ε) (‖∇ · (u1 − u2)‖+ ‖p1 − p2‖) (‖∇ · v‖+ ‖q‖) .
(2.9)
Combining (2.6)–(2.9) gives
〈Aε((u1, p1)−Aε((u2, p2), (v, q))〉(V×Q)′×(V×Q)
≤ Cε
(
1 + ‖u1‖s−2Ls + ‖u2‖s−2Ls
)
(‖u1 − u2‖Ls + ‖∇ · (u1 − u2)‖+ ‖p1 − p2‖)
× (‖v‖Ls + ‖∇ · v‖+ ‖q‖)
≤ Cε
(
1 + ‖u1‖s−2Ls + ‖u2‖s−2Ls
)(
‖u1 − u2‖V + ‖p1 − p2‖Q
)(
‖v‖V + ‖q‖Q
)
,
for all v ∈ V, q ∈ Q. Thus
‖Aε((u1, p1)−Aε((u2, p2)‖(V×Q)′ ≤ Cε(1 + ‖u1‖s−2Ls + ‖u2‖s−2Ls )(‖u1 − u2‖V + ‖p1 − p2‖Q).
For Aε is the coercive.
〈Aε(u, p), (u, p)〉(V×Q)′×(V×Q) = a(u,u) + ε
(
‖∇ · u‖2 + ‖p‖2
)
≥ C
(
‖u‖2 + ‖u‖sLs
)
+ ε
(
‖∇ · u‖2 + ‖p‖2Q
)
≥ min{C, ε}min{1, ‖u‖s−2Ls }
(
‖u‖2V + ‖p‖2Q
)
.
For Aε is the strictly monotone.
〈Aε(u, p)−Aε(v, q), (u − v, p− q)〉(V×Q)′×(V×Q)
= a(u,u− v)− a(v,u − v) + ε
(
‖∇ · u−∇ · v‖2 + ‖p− q‖2
)
≥ C(‖u− v‖2 + ‖u− v‖sLs) + ε
(
‖∇ · u−∇ · v‖2 + ‖p− q‖2
)
≥ min{C, ε}min{1, ‖u− v‖s−2Ls } ‖u− v‖2V + ε ‖p− q‖2Q > 0, ∀(u, p) 6= (v, q).
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Step 2. Next, we show that the solution (mε, ρε) is bounded independently of ε. To do this we
use the following result (see in [17] Lemma A.3 or [22] Lemma A.1),
Lemma 2.3. Let s > 1 and 1/s+ 1/s∗ = 1. Then there exists a constant C∗ > 0 such that
C∗ ‖q‖Ls∗ ≤ sup
v∈W (div,Ω)
b(v, q)
‖v‖W (div,Ω)
(2.10)
for all v ∈ W (div,Ω), q ∈ Ls(Ω).
Lemma 2.4. There exist constants K1,K2 > 0, independent of ε, such that for sufficiently small
ε > 0 the solution (mε, ρε) of (2.4) satisfies the following estimates
‖mε‖V ≤ K1 and ‖ρε‖Q ≤ K2. (2.11)
Proof. We begin with a bound for the norm of ∇ ·mε. Using the second equation of (2.4) with
q = ∇ ·mε ∈ L2(Ω), we obtain
‖∇ ·mε‖2 ≤ ‖f‖ ‖∇ ·mε‖+ ε ‖ρε‖ ‖∇ ·mε‖ .
Hence
‖∇ ·mε‖ ≤ ‖f‖+ ε ‖ρε‖Q . (2.12)
Choosing the test functions (v, q) = (mε, ρε) in (2.4) gives
a(mε,mε) + ε(∇ ·mε,∇ ·mε) + ε(ρε, ρε) = −〈ρb,mε · ν〉+ (f, ρε)
= − (∇ ·mε, ρb)− (∇ρb,mε) + (f, ρε)
≤ ‖ρb‖V ′ (‖mε‖Ls + ‖∇ ·mε‖) + ‖f‖ ‖ρε‖ .
(2.13)
Using (2.12) we find that
C ‖mε‖sLs + ε ‖∇ ·mε‖2 + ε ‖ρε‖2Q ≤ ‖ρb‖V ′
(
‖mε‖Ls + ‖f‖+ ε ‖ρε‖Q
)
+ ‖f‖ ‖ρε‖Q . (2.14)
To bound ρε we employ the inf-sup condition (2.10). The first equation in (2.4) and the above estimate
for ε ‖∇ ·mε‖2Ls , we have
C∗ ‖ρε‖Q ≤ sup
v∈V
b(v, ρε)
‖v‖V
= sup
v∈V
a(mε,v) + ε(∇ ·mε,∇ · v) + 〈ρb,v · ν〉
‖v‖V
≤ sup
v∈V
C(‖mε‖Ls + ‖mε‖s−1Ls ) ‖v‖Ls + ε ‖∇ ·mε‖ ‖∇ · v‖+ ‖ρb‖V ′ (‖v‖Ls + ‖∇ · v‖)
‖v‖V
≤ C(‖mε‖Ls + ‖mε‖s−1Ls ) + ε ‖∇ ·mε‖2 + ‖ρb‖V ′
≤ C(‖mε‖Ls + ‖mε‖s−1Ls ) + ε
(
‖f‖+ ε ‖ρε‖Q
)2
+ ‖ρb‖V ′
≤ C(‖mε‖Ls + ‖mε‖s−1Ls ) + 2ε ‖f‖2 + 2ε3 ‖ρε‖Q + ‖ρb‖V ′ .
for some constant C∗ > 0. Hence, for sufficiently small ε (e.g. ε ≤ 3
√
C∗/2 ),
‖ρε‖Q ≤ C
(
‖mε‖Ls + ‖mε‖s−1Ls + ‖f‖2 + ‖ρb‖V ′
)
. (2.15)
Substituting (2.15) into (2.14), we find that
‖mε‖sLs ≤ C ‖ρb‖V ′ (‖mε‖Ls + ‖f‖)
+ C (‖ρb‖V ′ + ‖f‖)
(
‖mε‖s−1Ls + ‖mε‖Ls + ‖f‖2 + ‖ρb‖V ′
)
.
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Then by using Young’s inequality we obtain
‖mε‖sLs ≤ CK1, (2.16)
where
K1 = (‖ρb‖V ′ + ‖f‖)
(
‖ρb‖V ′ + ‖f‖2
)
+ ‖ρb‖sV ′ + ‖f‖s + 1. (2.17)
Insert this into (2.15) yields
‖ρε‖Q ≤ CK2,
where K2 = K1/s1 +K(s−1)/s1 + ‖f‖2 + ‖ρb‖V ′ . Using this estimate in (2.12) yields
‖∇ ·mε‖ ≤ ‖f‖+ CK2 ≤ C(K1 +K2).
Therefore ‖mε‖V ≤ CK1 where K1 = K1 +K2 independence of ε.
Step 3. Adding the left hand side of (2.2) we obtain the following nonlinear form defined on
V ×Q by
a((m, ρ), (v, q)) := a(m,v)− b(v, ρ) + b(m, q).
Consider the nonlinear operator A : V ×Q→ (V ×Q)′ defined by
〈A(u, p), (v, q)〉(V×Q)′×(V×Q) := a((u, p), (v, q)).
Set ε = 1/n, and let (mn, ρn) be the unique solution of the regularized problem (2.4). Since (mn, ρn) is
bounded sequence in V ×Q, there exist a weakly convergent subsequence, again denoted by (mn, ρn),
with weak limit (m, ρ) ∈ V ×Q.
∥∥∥A(mn, ρn)− f˜∥∥∥
(V×Q)′
= sup
(v,q) 6=0
|a((mn, ρn), (v, q)) − f˜(v, q)|
‖(v, q)‖V×Q
= sup
(v,q) 6=0
|a(mn,v) − b(v, ρn) + b(mn, q)− f˜(v, q)|
‖(v, q)‖V×Q
.
(2.18)
Noting from (2.4) that
∣∣∣a(mn,v) − b(v, ρn) + b(mn, q)− f˜(v, q)∣∣∣ = 1
n
|(∇ ·mn,∇ · v) + (ρn, q)|
≤ 1
n
(‖∇ ·mn‖ ‖∇ · v‖+ ‖ρn‖ ‖q‖)
≤ 1
n
(‖∇ ·mn‖+ ‖ρn‖)
(
‖v‖V + ‖q‖Q
)
=
1
n
(
‖∇ ·mn‖+ ‖ρn‖Q
)
‖(v, q)‖V×Q .
Thus ∥∥∥A(mn, ρn)− f˜∥∥∥
(V×Q)′
≤ C
n
(
‖∇ ·mn‖+ ‖ρn‖Q
)
n→∞−→ 0. (2.19)
The sequence A(mn, ρn) converges strongly in (V ×Q)′ to f˜ defined by f˜(v, q) := −〈ρb,v · ν〉 +
(f, q). Thus we can conclude that A(m, ρ) = f˜ in (V × Q)′ (see e.g. [25], p. 474), i.e., (m, ρ) is a
solution of problem (2.3).
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Step 4. To show the uniqueness we consider two solutions (m1, ρ1) and (m2, ρ2) of (2.2). Using
the test function v = m1 −m2, and q = ρ1 − ρ2 we obtain
a(m1,m1 −m2)− a(m2,m1 −m2)− (b(m1 −m2, ρ1)− b(m1 −m2, ρ2)) = 0,
b(m1, ρ1 − ρ2)− b(m2, ρ1 − ρ2) = 0.
(2.20)
Adding these equations yield
0 = a(m1,m1 −m2)− a(m2,m1 −m2) ≥ C2
(
‖m1 −m2‖2 + ‖m1 −m2‖sLs
)
.
It follows that m1 = m2. If m ∈ V is given then ρ ∈ L2(Ω) is defined as a solution of the variational
equation b(v, ρ) = g(v)+ a(m,v) for all v ∈ V . Therefore the uniqueness of ρ is directly consequence
of the injective of the operator B′ : L2(Ω)→ V ′ ( see in [3] §II, Thm. 1.6).
3. The semi-discrete problem. We return to the transient problem governed by (1.12). We
discretize (1.12) in time using the implicit Euler method. This yields not only a method to solve the
transient problem numerically, but also an approach to prove its solvability, the technique of semi-
discretization. We define a partition 0 = t0 < t1 < ... < tJ = T of the segment (0, T ) into J intervals
of constant length ∆t = T/J , i.e., tj = j∆t for j = 0, . . . , J . In the following for j = 0, . . . , J we use
the denotations ρj := ρ(·, jt) and mj := m(·, jt) for the unknown solutions and, analogously defined,
ρjb for the boundary conditions and f
j for the source term.(
N∑
i=0
aji |mj |αi
)
mj = −∇ρj, x ∈ Ω,
φ
ρj − ρj−1
∆t
+∇ ·mj = f j, x ∈ Ω,
ρ = −ρjb, x ∈ ∂Ω,
ρ(x, 0) = ρ0(x), x ∈ Ω.
(3.1)
For each j ∈ {1, · · · , J} we make the following assumptions
H1. 0 < φ ≤ φ(x) ≤ φ <∞.
H2. f
j ∈ L2(Ω) .
H3. ρ
j
b ∈W 1/s,s(∂Ω), ρ0 ∈ W 1,s
∗
0 (Ω) ∩ L2(Ω).
H4. a
j
i (x) ∈ L∞(Ω), i = 0, . . . , N .
Mixed formulation of the semi-discrete problem. The discretization in time of the continuity
equation (3.1) with the implicit Euler method yields for each j ∈ {1, ..., J}. Then {mj, ρj} ∈ V × Q
such that (( N∑
i=0
aji |mj|αi
)
mj,v
)
− (ρj ,∇v) = −〈ρjb,v · ν〉, v ∈ V,(
φρj
∆t
, q
)
+
(∇ ·mj , q) = (f j , q)+ (φρj−1
∆t
, q
)
, q ∈ Q,
(3.2)
with ρ0 = ρ0(x). Using a and b defined in Section 2, we write the mixed formulation (3.2) in the
following way. Find (mj , ρj) ∈ V ×Q, such that
a(mj,v) − b(v, ρj) = −〈ρjb,v · ν〉, ∀v ∈ V,(
φρj
∆t
, q
)
+ b(mj , q) =
(
f¯ j, q
)
, ∀q ∈ Q,
(3.3)
where f¯ j = f j + φ∆tρ
j−1.
The remainder of this section we restrict our considerations problem (3.3) to a fixed time step j.
For simplicity, we omit the superscript j.
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3.1. Regularization of the semi-discrete problem. We use the technique of regularization
again. For the fixed ε > 0, we consider the following regularized problem. Find (mε, ρε) ∈ V × Q
such that
a(mε,v) + ε(∇ ·mε,∇ · v)− b(v, ρε) = −〈ρb,v · ν〉, ∀v ∈ V,(
φ
∆t
ρε, q
)
+ b(mε, q) =
(
f¯ , q
)
, ∀q ∈ Q. (3.4)
In the same manner as Lemma 2.2 we obtain
Lemma 3.1. For every ε there exists a unique solution (mε, ρε) ∈ V × Q of the regularized
semidiscrete problem (3.4).
Next, we show that the solution (mε, ρε) of (3.4) is bounded independently of ε.
Lemma 3.2. There exist constants K1,K2 > 0, independent of ε, such that for sufficiently small
ε > 0 the solution (mε, ρε) of (3.4) satisfies the following estimates:
‖mε‖V ≤ K1 and ‖ρε‖Q ≤ K2. (3.5)
Proof. As in the proof of Lemma 2.4 we begin with an estimate for the norm of ∇ ·mε. Using
the second equation of (3.4) with q = ∇ ·mε ∈ L2(Ω) we obtain
‖∇ ·mε‖ ≤
∥∥f¯∥∥+ φ¯
∆t
‖ρε‖Q . (3.6)
The estimation of ‖mε‖Ls is based on choosing the test functions (v, q) = (mε, ρε) in (3.4). Then we
obtain the estimate
a(mε,mε) + ε(∇ ·mε,∇ ·mε) +
(
φρε
∆t
, ρε
)
≤ ‖ρb‖V ′ (‖mε‖Ls + ‖∇ ·mε‖) +
∥∥f¯∥∥ ‖ρε‖ . (3.7)
Thanks to the monotonicity of F , estimate (3.6). It follows from (3.7) that
C(‖mε‖sLs + ‖mε‖2) + ε ‖∇ ·mε‖2 +
φ
∆t
‖ρε‖2Q
≤ ‖ρb‖V ′
(
‖mε‖Ls +
∥∥f¯∥∥+ φ¯
∆t
‖ρε‖Q
)
+
∥∥f¯∥∥ ‖ρε‖Q .
This and Young’s inequality lead to
C
2
‖mε‖sLs +
φ
2∆t
‖ρε‖2Q ≤ C′ ‖ρb‖s
∗
V ′ + ‖ρb‖V ′
∥∥f¯∥∥+ ( φ¯
∆t
‖ρb‖V ′ +
∥∥f¯∥∥)2 ∆t
2φ
,
which gives
‖mε‖Ls ≤ C
(
‖ρb‖s
∗
V ′ + ‖ρb‖2V ′ +
∥∥f¯∥∥2)1/s , (3.8)
and
‖ρε‖Q ≤ C
(
‖ρb‖s
∗
V ′ + ‖ρb‖2V ′ +
∥∥f¯∥∥2)1/2 . (3.9)
Plug (3.9) into (3.6) gives
‖∇ ·mε‖ ≤
∥∥f¯∥∥+ C (‖ρb‖s∗V ′ + ‖ρb‖2V ′ + ∥∥f¯∥∥2)1/2
≤ C
(
‖ρb‖s
∗/2
V ′ + ‖ρb‖V ′ +
∥∥f¯∥∥) . (3.10)
Thus (3.5) follows directly from (3.8)–(3.10).
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3.2. Solvability of the semi-discrete problem. In the same manner as in Section 1 we take
limit ε→ 0 and obtain the existence of a solution of the semi-discrete problem (3.2).
Theorem 3.3. The mixed formulation (3.2) of the semi-discrete problem (3.1) possesses a unique
solution (m, ρ) ∈W (div; Ω)× L2(Ω).
Proof. Like in the proof of Theorem 2.1 we add both equations in (3.3) and obtain the nonlinear
form a, defined on (V ×Q)× (V ×Q)′, and the linear form f˜ ∈ (V ×Q)′, defined by
a((m, ρ), (v, q)) := a(m,v)− b(v, ρ) +
(
φρ
∆t
, q
)
+ b(m, q), f˜(v, q) = −〈ρb,v · ν〉+
(
f¯ , q
)
.
Again, the operator A : V ×Q→ (V ×Q)′ is defined by
〈A(u, p), (v, q)〉(V×Q)′×(V×Q) = a((u, p), (v, q)).
Choosing ε = 1/n, we obtain a sequence of unique solutions (mn, ρn) of the regularized problems
(3.4). Owing to Lemma 3.2 the sequence ((mn, ρn))n∈N is bounded in V ×Q. Thus there is a weakly
convergent subsequence, again denoted by ((mn, ρn))n∈N, which converges to (m, ρ) ∈ V ×Q. In the
same manner as in the proof of Theorem 2.1 we obtain the identity A(m, ρ) = f˜ in (V × Q)′, i.e.,
(m, ρ) is a solution of the semi-discrete mixed formulation (3.2).
To show the uniqueness we consider two solutions (m1, ρ1) and (m2, ρ2) of (3.3). Using the test
functions v = m1 −m2, and q = ρ1 − ρ2, we obtain
a(m1,m1 −m2)− a(m2,m1 −m2)− b(m1 −m2, ρ1 − ρ2) = 0,(
φ(ρ1 − ρ2)
∆t
, ρ1 − ρ2
)
+ b(m1 −m2, ρ1 − ρ2) = 0.
Adding the two equations yield
0 = a(m1,m1 −m2)− a(m2,m1 −m2) +
(
φ(ρ1 − ρ2)
∆t
, ρ1 − ρ2
)
≥ C2
(
‖m1 −m2‖2 + ‖m1 −m2‖sLs
)
+
φ
∆t
‖ρ1 − ρ2‖2 .
It follows that m1 = m2 and ρ1 = ρ2 a.e.
4. The transient problem. Finally, we address the continuous transient problem. Due to the
lack of regularity of the solution m, it is not possible to handle more general boundary conditions
as in the previous sections. We restrict our considerations here to the case of homogeneous Dirichlet
boundary conditions(
N∑
i=0
ai(x, t)|m(x, t)|αi
)
m(x, t) = −∇ρ(x, t), (x, t) ∈ Ω× (0, T ),
φ(x)ρt(x, t) +∇ ·m(x, t) = f(x, t), (x, t) ∈ Ω× (0, T ),
ρ(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
ρ(x, 0) = ρ0(x), x ∈ Ω.
(4.1)
We make the following assumptions
H1. 0 < φ ≤ φ(x) ≤ φ <∞.
H2. f ∈ L∞(0, T ;L2(Ω)).
H3. ρ0 ∈ W 1,s
∗
0 (Ω) ∩ L2(Ω).
H4. ai(·, t) ∈ L∞(Ω), i = 0, . . . , N .
Furthermore, we require these coefficient functions to be Lipschitz continuous in time, i.e., there exist
a constant L such that for every 0 ≤ t1 ≤ t2 ≤ T,
‖ai(t1)− ai(t2)‖L∞ ≤ L|t1 − t2|, and ‖f(t1)− f(t2)‖ ≤ L|t1 − t2|.
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4.1. A priori estimates for the solutions of the semi-discrete problems. As mentioned
above we use the technique of semi-discretization in time (see in [21]) to show the existence of solutions
of the transient problem (4.1). The existence and uniqueness of the solutions to the semi-discrete
problems has been established in Section 3. In the next step, we consider the limit ∆t → 0. Similar
to the regularization technique employed in the last two sections, we derive a priori estimates for the
solutions of the semi-discrete problems, which are independent of ∆t.
We investigate the semi-discrete problem (3.2) for homogeneous Dirichlet boundary condition. In
this case problem (3.2) can reads as: Find (mj , ρj) ∈ W (div,Ω)× L20(Ω), such that
a(mj ,v) − b(v, ρj) = 0, ∀v ∈ V,(
φ
ρj − ρj−1
∆t
, q
)
+ b(mj, q) =
(
f j , q
)
, ∀q ∈ Q. (4.2)
Lemma 4.1. For sufficiently small ∆t, there exists constants C1 > 0 and C2 > 0, independent of
∆t and J , such that∥∥ρj∥∥ ≤ C1, and ∥∥mj∥∥+ ∥∥mj∥∥Ls ≤ C2 for all j = 1, 2, . . . , J. (4.3)
Proof. Choosing (v, q) = (mj, ρj) in (4.2) and adding the resulting equations yields
a(mj ,mj) +
(
φ
ρj − ρj−1
∆t
, ρj
)
=
(
f j , ρj
)
. (4.4)
Using the identity 2
(
φρ
j−ρj−1
∆t , ρ
j
)
= 1∆t
(
φ, |ρj |2 − |ρj−1|2 + |ρj − ρj−1|2) , we get
2∆ta(mj ,mj) +
(
φ, |ρj |2 − |ρj−1|2 + |ρj − ρj−1|2) = 2∆t (f j, ρj) .
Since
2∆ta(mj,mj) ≥ 2∆tC2
(∥∥mj∥∥2 + ∥∥mj∥∥s
Ls
)
, and 2∆t
(
f j, ρj
) ≤ ∆t(∥∥f j∥∥2 + ∥∥ρj∥∥2) ,
it follows that
2∆tC2
(∥∥mj∥∥2 + ∥∥mj∥∥s
Ls
)
+ φ
(∥∥ρj∥∥2 − ∥∥ρj−1∥∥2) ≤ ∆t(∥∥f j∥∥2 + ∥∥ρj∥∥2) .
Using the boundedness of φ we obtain
∥∥ρj∥∥2 − ∥∥ρj−1∥∥2
∆t
− φ−1 ∥∥ρj∥∥2 + 2C2φ−1 (∥∥mj∥∥2 + ∥∥mj∥∥sLs
)
≤ Cφ−1 ∥∥f j∥∥2 .
By discrete Gronwall’s inequality
∥∥ρj∥∥2 + 2C2φ−1 (∥∥mj∥∥2 + ∥∥mj∥∥sLs
)
≤ C(1− φ−1∆t)−j
(∥∥ρ0∥∥2 + φ−1∆t j∑
i=1
(1 − φ−1∆t)i−1
∥∥f i∥∥2
)
.
Since (1 − ℓ∆t)−j ≤ (1 − ℓ∆t)−J ≤ e Jℓ∆t1−ℓ∆t = e ℓT1−ℓ∆t < e2ℓT for ∆t < 1/(2ℓ). It follows from above
inequality that
∥∥ρj∥∥2 + 2C2φ−1 (∥∥mj∥∥2 + ∥∥mj∥∥sLs
)
≤ Cec∗T
(∥∥ρ0∥∥2 + T ‖f‖2L∞(0,T ;L2)) . (4.5)
Galerkin method for Forchheimer-Ward equation for slightly compressible fluids 13
This completes the proof.
Lemma 4.2. For sufficiently small ∆t, there exists constants C3 > 0 independent of ∆t and J ,
such that
j∑
i=1
∆t
∥∥∥∥ρj − ρj−1∆t
∥∥∥∥ ≤ C3, j = 1, 2, . . . , J.
Proof. Choosing the test function q = ρj − ρj−1 we obtain from the second equation in (4.2)
∆t
∥∥∥∥√φρj − ρj−1∆t
∥∥∥∥
2
+ b(mj , ρj − ρj−1) = (f j , ρj − ρj−1) . (4.6)
Taking v = mj at time step j and j − 1 from the first equation in (4.2) we have,
a(mj ,mj)− b(mj , ρj) = 0, and a(mj−1,mj)− b(mj , ρj−1) = 0,
which implies that
a(mj ,mj)− a(mj−1,mj) = b(mj , ρj − ρj−1). (4.7)
Substituting (4.7) into (4.6) and summing up for j = 1, . . . , J yields
J∑
j=1
∆t
∥∥∥∥√φρj − ρj−1∆t
∥∥∥∥
2
=
J∑
j=1
a(mj−1,mj)− a(mj,mj) +
J∑
j=1
(
f j , ρj − ρj−1) . (4.8)
We estimate the right hand side term by term.
The second term on the right hand side of (4.8) are bounded by using Ho¨lder’s inequality, (4.3)
and the Lipschitz of f in the time variable.
J∑
j=1
(
f j , ρj − ρj−1) = (fJ , ρJ)− (f1, ρ0)+ J−1∑
j=1
(
f j − f j−1, ρj)
≤
∥∥fJ∥∥ ∥∥ρJ∥∥+ ∥∥f1∥∥ ∥∥ρ0∥∥+ J−1∑
j=1
∥∥f j − f j−1∥∥ ∥∥ρj∥∥
≤ C (C1 + ∥∥ρ0∥∥) (‖f‖L∞(0,T ;L2) + LT) .
(4.9)
For the first term the following estimate holds
J∑
j=1
a(mj−1,mj)− a(mj,mj)
=
J∑
j=1
∫
Ω
(( N∑
i=0
aj−1i |mj−1|αi
)
mj−1 ·mj −
N∑
i=0
aji |mj|αi+2
)
dx. (4.10)
Applying Young’s inequality shows
N∑
i=0
aj−1i |mj−1|αimj−1 ·mj ≤
N∑
i=0
aj−1i
(
αi + 1
αi + 2
|mj−1|αi+2 + 1
αi + 2
|mj |αi+2
)
=
N∑
i=0
(
(αi + 1)a
j−1
i
αi + 2
|mj−1|αi+2 + a
j−1
i − aji
αi + 2
|mj|αi+2 + a
j
i
αi + 2
|mj |αi+2
)
. (4.11)
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Substitute (4.11) into (4.10) we obtain
J∑
j=1
a(mj−1,mj)− a(mj ,mj)
≤
J∑
j=1
∫
Ω
( N∑
i=0
αi + 1
αi + 2
(aj−1i |mj−1|αi+2 − aji |mj |αi+2) +
N∑
i=0
aj−1i − aji
αi + 2
|mj |αi+2
)
dx
=
N∑
i=0
∫
Ω
(αi + 1
αi + 2
(a0i |m0|αi+2 − aJi |mJ |αi+2) +
J∑
j=1
aj−1i − aji
αi + 2
|mj |αi+2
)
dx
≤
N∑
i=0
(αi + 1
αi + 2
(
∥∥a0i∥∥L∞ ∥∥m0∥∥αi+2Ls + ∥∥aJi ∥∥L∞ ∥∥mJ∥∥αi+2Ls ) +
J∑
j=1
1
αi + 2
∥∥∥aj−1i − aji∥∥∥
L∞
∥∥mj∥∥αi+2
Ls
)
≤
N∑
i=0
(
2a¯
αi + 1
αi + 2
+
LT
αi + 2
)
Cαi+22 ≤ 2(a¯+ LT )(N + 1)(1 + C2)αN+2.
(4.12)
It follows from (4.8)–(4.12) that
φ
J∑
j=1
∆t
∥∥∥∥ρj − ρj−1∆t
∥∥∥∥
2
≤
J∑
j=1
∆t
∥∥∥∥√φρj − ρj−1∆t
∥∥∥∥
2
≤ C (C1 + ∥∥ρ0∥∥) (‖f‖L∞(0,T ;L2) + LT)+ 2(a¯+ LT )(N + 1)(1 + C2)αN+2 def== C3.
This completes the proof.
Next, we show that the mixed formulation (4.2) is equivalent to a variational formulation of the
time-discretized parabolic equation. To this end, we recall the nonlinear mapping K of (1.13). For
fixed time t = tj , we define the nonlinear mapping K
j : Ω× R+ → R+ (see in (1.14)) and its inverse
defined by
F j(x, z) = a0(x, tj)z
α0 + a1(x, tj)z
α1 + · · ·+ aN (x, tj)zαN , z ≥ 0. (4.13)
Lemma 4.3.
i) If ρj ∈ R(Ω) = {r ∈ L20(Ω),∇r ∈ (Ls
∗
(Ω))d} is a solution of the variational formulation. Find
ρj ∈ R(Ω) such that(
φ
ρj − ρj−1
∆t
, q
)
+
(
Kj(x, |∇ρj |)∇ρj ,∇q) = (f j , q) , ∀q ∈ R(Ω) (4.14)
then (−Kj(|∇ρj |)∇ρj , ρj) is a solution of the mixed formulation (4.2).
ii) If (mj , ρj) ∈ W (div,Ω) × L20(Ω) is a solution of the mixed formulation (4.2) then ρj is a
solution of the variational formulation (4.14). In particular, ρj ∈ R(Ω).
Proof. i) Let ρj be a solution of (4.14). We definemj = −Kj(x, |∇ρj |)∇ρj . Then Green’s formula
yields (
F j(x, |mj |)mj ,v) = − (∇ρj ,v) = (ρj ,∇ · v) , ∀v ∈ V.
This is the first equation in (4.2). To derive the second equation in (4.2), we consider (4.14) for
q ∈ D(Ω) ⊂ R(Ω) (
φ
ρj − ρj−1
∆t
, q
)
− (mj,∇q) = (f j, q) ,
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and then apply Green’s formula we obtain(
φ
ρj − ρj−1
∆t
, q
)
+
(∇ ·mj , q) = (f j , q) .
Because D(Ω) is densely embedded into L2(Ω), the second equation in (4.2) follows.
ii) Let (mj , ρj) be the solution of (4.2). Applying Green’s formula implies(
F j(x, |mj |)mj ,v) = (∇ · v, ρj) = (−∇ρj ,v) , ∀v ∈ (D(Ω))d.
Thus in the sense of distributions it holds ∇ρj = −F j(x, |mj |)mj ∈ (Ls∗(Ω))d. Consequently, ρj ∈
{r ∈ L2(Ω),∇r ∈ (Ls∗(Ω))d} and mj = −Kj(|∇ρj |)∇ρj . To prove that ρj fulfills (4.14), we consider
q ∈ R(Ω) ⊂ L2(Ω) in the first equation of (4.2). Using integration by parts, we have
(
f j, q
)
=
(
φ
ρj − ρj−1
∆t
, q
)
+
(∇ ·mj, q)
=
(
φ
ρj − ρj−1
∆t
, q
)
− (∇ · (Kj(x, |∇ρj |)∇ρj , q)
=
(
φ
ρj − ρj−1
∆t
, q
)
+
(
Kj(x, |∇ρj |)∇ρj ,∇q) .
Finally, we consider again the first equation of (4.2) for v ∈ (D(Ω¯))d. Using integration by parts, we
obtain
0 = − (F j(x, |mj |)mj ,v)+ (∇ · v, ρj) = (∇ρj ,v)+ (∇ · v, ρj) = ∫
∂Ω
γ0ρ
jv · νdσ.
Consequently, γ0ρ
j = 0 in W 1/2,2(∂Ω). i.e. ρj ∈ R(Ω).
Using this equivalence, we obtain a bound for ρj in the norm of R(Ω) defined by ‖r‖R = ‖r‖ +
‖∇r‖Ls∗ .
Lemma 4.4. For sufficiently small ∆t, there exist constants C1,C2 and C3, all independent of ∆t
and J , such that ∥∥ρj∥∥
R
≤ C1, for all j = 0, 1, 2, . . . , J ; (4.15)∥∥∥∥ρj − ρj−1∆t
∥∥∥∥
R′
≤ C2, for all j = 0, 1, 2, . . . , J ; (4.16)∥∥∇ ·mj∥∥
R′
≤ C3, for all j = 0, 1, 2, . . . , J. (4.17)
Proof. By Ho¨lder inequality and (4.3) imply
∥∥∇ρj∥∥s∗
Ls∗
=
∥∥F j(x, |mj |)mj∥∥s∗
Ls∗
≤ C
N∑
i=0
∫
Ω
|mj |(αi+1)s∗dx
≤ C
N∑
i=0
∥∥mj∥∥(αi+1)s∗
Ls
≤ C
N∑
i=0
C(αi+1)s∗2 := Cs
∗
1 .
This and (4.3) show (4.15).
By means of (4.14), we have for q ∈ R(Ω),∣∣∣∣
(
φ
ρj − ρj−1
∆t
, q
)∣∣∣∣ = ∣∣(f j, q)− (Kj(|∇ρj |)∇ρj , q)∣∣ = ∣∣(f j , q)+ (mj ,∇q)∣∣
≤ ∥∥f j∥∥ ‖q‖+ ∥∥mj∥∥
Ls
‖∇q‖Ls∗ ≤
(∥∥f j∥∥+ ∥∥mj∥∥
Ls
) ‖q‖R .
(4.18)
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Then (4.16) follows (4.18) and the boundedness of the function φ.
From the second equation of (4.2) yields
∣∣(∇ ·mj, q)∣∣ = ∣∣∣∣(f j , q)−
(
φ
ρj − ρj−1
∆t
, q
)∣∣∣∣ ≤
(∥∥f j∥∥+ φ¯∥∥∥∥ρj − ρj−1∆t
∥∥∥∥
)
‖q‖
≤
(∥∥f j∥∥+ φ¯∥∥∥∥ρj − ρj−1∆t
∥∥∥∥
)
‖q‖R .
(4.19)
Hence inequality (4.17) follows from combining (4.19) and (4.16).
4.2. Solvability of the continuous problem. Due to the existence of unique solutions to
the semi-discrete mixed formulation (4.2) we obtain for every J ∈ N a J + 1-tuple of solutions
(mj , ρj)j=0,...,J ∈ (W (div,Ω)× L20(Ω))J+1. We denote these J + 1-tuples with m∆t := (mj)j=0,...,J ∈
(W (div,Ω))J+1 and ρ∆t := (ρ
j)j=0,...,J ∈ (L20(Ω))J+1. We define step function by
πρ∆t(t) =
{
ρ0 if t = 0
ρj if tj−1 < t ≤ tj , j = 1, . . . , J
∈ L∞(0, T ;R(Ω))
and piecewise linear (in time) functions Πρ∆t(t) =
ρj−ρj−1
∆t (t − tj) + ρj , tj−1 ≤ t ≤ tj , j = 1, . . . , J.
The time derivative of Πρ∆t(t) is a piecewise constant step function with values
∂Πρ∆t
∂t
=
ρj − ρj−1
∆t
if tj−1 < t < tj , j = 1, . . . , J.
In addition, we use piecewise constant approximations ai∆t and f∆t of the coefficient functions ai and
f , and piecewise constant operators F∆t and K∆t. According to Lemmas 4.1 and 4.4 the following
bounds hold for sufficiently small ∆t.
‖πρ∆t‖L∞(0,T ;R(Ω)) ≤ C1,
∥∥∥∥∂Πρ∆t∂t
∥∥∥∥
L∞(0,T ;R′(Ω))
≤ C2,
‖πm∆t‖L∞(0,T ;(L2(Ω))d) ≤ C2, ‖π∇ ·m∆t‖L∞(0,T ;R′(Ω)) ≤ C3,
‖F (x, |πm∆t|)πm∆t‖L∞(0,T ;(Ls∗(Ω))d) ≤ C1,
∥∥ρJ∥∥ ≤ C1.
Thus the exist a subsequences, again indexed by ∆t, that converge in corresponding weak*-
topology; in detail
πρ∆t
∗
⇀ ρ in L∞(0, T ;R(Ω)),
∂Πρ∆t
∂t
∗
⇀ ρ′ in L∞(0, T ;R′(Ω)) (4.20)
πm∆t
∗
⇀ m in L∞(0, T ; (L2(Ω))d), π∇ ·m∆t ∗⇀ m¯ in L∞(0, T ;R′(Ω)) (4.21)
F (x, |πm∆t|)πm∆t ∗⇀ Fˆ in L∞(0, T ; (Ls
∗
(Ω))d), ρJ
∗
⇀ ρT in L
2(Ω). (4.22)
Lemma 4.5. i) The identity ρ′ = ∂ρ/∂t hold in the sense of distribution from (0, T ) to L2(Ω).
That is for all ϕ ∈ D((0, T ))
∫ T
0
ρ′(t)ϕ(t)dt = −
∫ T
0
ρ(t)ϕ′(t)dt in L2(Ω).
ii) The identity m¯ = ∇·m hold in the sense of distribution on Ω hold for almost everywhere in (0, T ).
That is for all ψ ∈ D(Ω)
(m¯, ψ) = − (m,∇ψ) , a.e in (0, T ). (4.23)
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iii) The identity Fˆ = −∇ρ hold in L∞(0, T ; (Ls∗(Ω))d). That is for all v ∈ L1(0, T ; (Ls(Ω))d)∫ T
0
(
Fˆ ,v
)
dt = −
∫ T
0
(∇ρ,v) dt. (4.24)
Proof. i) Let ϕ ∈ D(0, T ) then
∫ T
0
ρ′(t)ϕ(t)dt = lim
∆t→0
∫ T
0
∂Πρ∆t
∆t
ϕ(t)dt = lim
∆t→0
J∑
i=j
∫ tj
tj−1
∂Πρ∆t
∂t
ϕ(t)dt
= lim
∆t→0
J∑
j=1
Πρ∆t(tj)ϕ(tj)−Πρ∆t(tj−1)ϕ(tj−1)−
∫ tj
tj−1
Πρ∆tϕ
′(t)dt
= − lim
∆t→0
J∑
j=1
∫ tj
tj−1
Πρ∆tϕ
′(t)dt = − lim
∆t→0
∫ T
0
Πρ∆tϕ
′(t)dt
= − lim
∆t→0
∫ T
0
πρ∆tϕ
′(t)dt = −
∫ T
0
ρϕ′(t)dt.
ii) Let ψ ∈ D(Ω) and ϕ ∈ D(0, T ) then∫ T
0
(m¯, ψ)ϕ(t)dt = lim
∆t→0
∫ T
0
(π∇ ·m∆t, ψ)ϕ(t)dt
= − lim
∆t→0
∫ T
0
(πm∆t,∇ψ)ϕ(t)dt = −
∫ T
0
(m,∇ψ)ϕ(t)dt.
iii) For all v ∈ L1(0, T, (Ls(Ω))d),∫ T
0
(
Fˆ ,v
)
dt = lim
∆t→0
∫ T
0
(F (x, |πm∆t|)πm∆t,v) dt
= − lim
∆t→0
∫ T
0
(π∇ρ∆t,v) dt = −
∫ T
0
(∇ρ,v) dt.
Lemma 4.6. The following identity holds in L∞(0, T ;L20(Ω))
φ
∂ρ
∂t
+∇ ·m = f. (4.25)
Furthermore ρ(x, 0) = ρ0(x), and ρ(x, T ) = ρT .
Proof. For ϕ ∈ D([0, T ]) we defined the step function ϕ∆t by
ϕ∆t =
{
ϕ(tj−1) if tj−1 ≤ t < tj , j = 1, . . . , J
ϕ(T ) if t = T
.
Using the test function q = ψ ∈ D(Ω) in the second equation of (4.2), multiplying by ∆tϕ(tj−1) and
summing up on j = 1, . . . , J , we obtain
J∑
j=1
(
φ
ρj − ρj−1
∆t
, ψ
)
∆tϕ(tj−1) +
(∇ ·mj, ψ)∆tϕ(tj−1) = J∑
j=1
(
f j, ψ
)
∆tϕ(tj−1) (4.26)
Using the piecewise constant function π this reads∫ T
0
(
φ
∂Πρ∆t
∂t
, ψ
)
ϕ∆tdt+
∫ T
0
(π∇ ·m∆t, ψ)ϕ∆tdt =
∫ T
0
(πf, ψ)ϕ∆tdt.
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Since ψϕ∆t converges strongly to ψϕ in L
1(0, T ;R(Ω)). Hence limit ∆t→ 0∫ T
0
(
φ
∂ρ
∂t
, ψ
)
ϕdt+
∫ T
0
(∇ ·m, ψ)ϕdt =
∫ T
0
(f, ψ)ϕdt. (4.27)
The set {ψϕ, ψ ∈ D(Ω), ϕ ∈ D((0, T ))} is dense subset of L1(0, T ;R(Ω)). Thus the identity (4.25) is
established.
To prove the remaining two identities we rewrite (4.26) as form
−
J∑
j=1
∆t
(
φρj , ψ
) ϕ(tj)− ϕ(tj−1)
∆t
+
J∑
j=1
∆t
(∇ ·mj , ψ)ϕ(tj−1)
=
J∑
j=1
∆t
(
f j, ψ
)
ϕ(tj−1)−
(
φρJ , ψ
)
ϕ(T ) +
(
φρ0, ψ
)
ϕ(0),
which is
−
∫ T
0
(φπρ∆t, ψ)
∂Πϕ
∂t
dt+
∫ T
0
(π∇ ·m∆t, ψ)ϕ∆tdt
=
∫ T
0
(πf, ψ)ϕ∆tdt−
(
φρJ , ψ
)
ϕ(T ) +
(
φρ0, ψ
)
ϕ(0).
Passing to the limit ∆t→ 0 we obtain
−
∫ T
0
(φρ, ψ)
∂ϕ
∂t
dt+
∫ T
0
(∇ ·m, ψ)ϕdt =
∫ T
0
(f, ψ)ϕdt− (φρT , ψ)ϕ(T ) +
(
φρ0, ψ
)
ϕ(0). (4.28)
In the other hand, partial integration of (4.27) yields
−
∫ T
0
(φρ, ψ)
∂ϕ
∂t
dt+
∫ T
0
(∇ ·m, ψ)ϕdt =
∫ T
0
(f, ψ)ϕdt− (φρ(T ), ψ)ϕ(T )+ (φρ(0), ψ)ϕ(0). (4.29)
It follows from (4.28) and (4.29) that(
φ(ρ(0)− ρ0), ψ)ϕ(0) = (φ(ρ(T )− ρT ), ψ)ϕ(T ).
Since ϕ(0) and ϕ(T ) are arbitrary(
φ(ρ(0)− ρ0), ψ) = 0 = (φ(ρ(T )− ρT ), ψ)
Thus ρ(0) = ρ0 and ρ(T ) = ρT .
Lemma 4.7. The limit m of πm∆t and Fˆ of F (x, t, πm∆t) satisfy Fˆ = F (x, t, |m|)m in
L∞(0, T ; (Ls
∗
(Ω))d). That means∫ T
0
(
Fˆ ,v
)
dt =
∫ T
0
(F (x, t, |m|)m,v) dt,
for all v ∈ L1(0, T ; (Ls(Ω))d).
To show this, we need an auxiliary result, a particular result of Lemma 1.2 in [21].
Proposition 4.8. The limit ρ of πρ∆t satisfy∫ T
0
(
φ
∂ρ(t)
∂t
, ρ(t)
)
dt =
1
2
∫
Ω
φ|ρ(T )|2 − φ|ρ(0)|2dx. (4.30)
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Proof. Equation (4.4) rewrite as
(
F (x, t, |mj |)mj ,mj)+ (φρj − ρj−1
∆t
, ρj
)
=
(
f j, ρj
)
.
Since
(
φρ
j−ρj−1
∆t , ρ
j
)
≥ 12∆t
(
φ, |ρj |2 − |ρj−1|2),
(
F (x, t, |mj |)mj ,mj)+ 1
2∆t
(
φ, |ρj |2 − |ρj−1|2) ≤ (f j , ρj) .
Multiplying ∆t and summing up j = 1, . . . , J , we obtain
J∑
i=1
∫ ti
ti−1
(
F (x, t, |mj |)mj ,mj)+ 1
2
(
φ, |ρJ |2 − |ρ0|2) ≤ J∑
i=1
∫ ti
ti−1
(
f j , ρj
)
dt.
Then we rewrite as
J∑
i=1
∫ ti
ti−1
(F (x, t, |πm∆t|)πm∆t, πm∆t) + 1
2
(
φ, |ρJ |2)− (φ, |ρ0|2) ≤ J∑
i=1
∫ ti
ti−1
(πf∆t, πρ∆t) dt,
which is ∫ T
0
(F (x, t, |πm∆t|)πm∆t, πm∆t) + 1
2
(
φ, |ρJ |2)− (φ, |ρ0|2) ≤ ∫ T
0
(πf∆t, πρ∆t) dt.
Take the limit inferior we conclude that
lim inf
∆t→0
∫ T
0
∫ T
0
(F (x, t, |πm∆t|)πm∆t, πm∆t) + 1
2
(
φ, |ρJ |2)− (φ, |ρ0|2) ≤ ∫ T
0
(f, ρ) dt.
Using the result of Proposition 4.8, we find that
lim inf
∆t→0
∫ T
0
(F (x, t, |πm∆t|)πm∆t, πm∆t) +
∫ T
0
(
φ
∂ρ
∂t
, ρ
)
dt ≤
∫ T
0
(f, ρ) dt.
On the other hand, Lemma 4.6 gives∫ T
0
(
φ
∂ρ
∂t
, ρ
)
dt+
∫ T
0
(∇ ·m, ρ) dt =
∫ T
0
(f, ρ) dt.
From (4.23) and (4.24) in Lemma 4.5 we have∫ T
0
(∇ ·m, ρ) dt = −
∫ T
0
(m,∇ρ) dt =
∫ T
0
(
m, Fˆ
)
dt.
Therefore,
lim inf
∆t→0
∫ T
0
∫ T
0
(F (x, t, |πm∆t|)πm∆t, πm∆t) ≤
∫ T
0
(
m, Fˆ
)
dt.
We have shown that for arbitrary v ∈ L∞(0, T ; (Ls(Ω))d)∫ T
0
(
Fˆ − F (x, t, |v|v),m − v
)
dt
≥ lim inf
∆t→0
∫ T
0
(F (x, t, |πm∆t|)πm∆t − F (x, t, |v|)v, πm∆t − v) dt ≥ 0.
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Choose v = m− λϕ, λ > 0, ϕ ∈ L∞(0, T ; (Ls(Ω))d)∫ T
0
(
Fˆ − F (x, t, |m − λϕ|)(m − λϕ), λϕ
)
dt ≥ 0.
Dividing λ and letting λ→ 0, we obtain∫ T
0
(
Fˆ − F (x, t, |m|)m, ϕ
)
dt ≥ 0 ∀ϕ ∈ L∞(0, T ; (Ls(Ω))d).
This implies Fˆ = F (x, t, |m|)m. (cf. the proof of Thm. 1.1 in [21] page 313).
Theorem 4.9. For all f ∈ L∞(0, T ;L2(Ω)) that are Lipschitz continuous in time t. There exists
a pair (m, ρ) ∈ L∞(0, T ;W (div,Ω))× L∞(0, T ;L20), such that∫ T
0
(F (x, |m|)m,v) dt−
∫ T
0
(∇ · v, ρ) = 0, for all v ∈ L1(0, T ;L2(Ω)),
∫ T
0
(
φ
∂ρ
∂t
, q
)
dt+
∫ T
0
(∇ ·m, q) dt =
∫ T
0
(f, q) dt, for all q ∈ L1(0, T ;L20(Ω)).
Proof. Let m be the limit of πm∆t and ρ be the limit of πρ∆t. Then Lemma 4.7 and Lemma 4.5
part iii) imply that∫ T
0
(F (x, t, |m|)m,v) dt =
∫ T
0
(
Fˆ ,v
)
dt = −
∫ T
0
(∇ρ,v) dt =
∫ T
0
(v,∇ · ρ) dt,
for all v ∈ L1(0, T ;L2(Ω)). In Lemma 4.6 we have seen that (m, ρ) fulfills the second equation.
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