Ergodic properties of random holomorphic endomorphisms of $\Bbb{P}^k$ by Bayraktar, Turgay
ar
X
iv
:1
30
5.
63
42
v3
  [
ma
th.
DS
]  
17
 M
ar 
20
15
ERGODIC PROPERTIES OF
RANDOM HOLOMORPHIC ENDOMORPHISMS OF Pk
TURGAY BAYRAKTAR
Abstract. We study ergodic properties of compositions of holomorphic endomorphisms of the
complex projective space chosen independently at random according to some probability distri-
bution. Along the way, we construct positive closed currents which have good invariance and
convergence properties. We provide a sufficient condition for these currents to have Ho¨lder con-
tinuous quasi-potentials. We also prove central limit theorem for d.s.h and Ho¨lder continuous
observables.
1. Introduction
Let f : Pk → Pk be a holomorphic map of algebraic degree d ≥ 2 and ωFS denote the Fubini-Study
form on Pk normalized by
∫
ωkFS = 1. Dynamical Green current Tf of f is defined to be the weak
limit of the sequence of smooth forms {d−n(fn)∗ωFS} ([Bro65, HP94, FS95]). Green currents play
an important role in the dynamical study of holomorphic endomorphisms of the projective space
[FS95, Sib99]. The current Tf has Ho¨lder continuous quasi-potentials, hence by Bedford-Taylor
theory the exterior products
T
p
f = Tf ∧ · · · ∧ Tf
are also well-defined and dynamically interesting currents. In particular, the top degree intersection
µf = T
k
f yields the unique f -invariant measure of maximal entropy ([Lju83, Sib99, BD01]).
Recall that the set of rational endomorphisms f : Pk → Pk with fixed algebraic degree d can be
identified with PN where N = (k+1)
(
d+k
d
)− 1. We denote the set of holomorphic parameters in PN
by Hd. It is well know that the complement of this set M := PN\Hd is an irreducible hypersurface
[GKZ94]. We consider PN as a metric space furnished with the Fubini-Study metric. We letm denote
a Borel probability measure on PN and assume throughout the paper that a rational endomorphism
f ∈ PN is holomorphic with probability one. By a random holomorphic endomorphism we mean a
PN -valued random variable with distribution m.
In this paper, we consider the following canonical construction (see for instance [Kif86]): Let
Ω =
∏∞
i=0 P
N is the product of copies of PN endowed with the product σ-algebra and the probability
measure P which is the product measure generated by finite dimensional probabilities. To avoid
measurability problems, throughout this paper we assume that all probability spaces are complete
and with some abuse of notation we call the completed Borel σ-algebra still as Borel algebra.
In the sequel we assume that d ≥ 2. The elements λ ∈ Ω are sequences of rational maps
λ = (f0, f1, . . . ) with λ(n) = fn : P
k → Pk
of degree d ≥ 2. We let Xn : Ω→ PN denote the projection onto the nth coordinate that is
(1.1) Xn(λ) = λ(n).
Note that Xn’s are identically distributed independent P
N -valued random variables with distribu-
tion m. We also define the unilateral shift operator
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θ : Ω→ Ω
(θλ)(n) = λ(n+ 1) for all n ≥ 0.
It follows that the measure P is θ-invariant and ergodic. A natural skew product on X := Ω× Pk is
defined by
τ : X → X
(λ, x)→ (θ(λ), X0(λ)x)
note that
τn(λ, x) = (θn(λ), Fλ,n(x))
where Fλ,n := fn−1 ◦ · · · ◦ f1 ◦ f0 : Pk → Pk is a rational map of algebraic degree ≤ dn. We remark
that the results in this paper do not depend on the specific choice of the random variables (1.1) but
their distribution m. Note that if m is a Dirac mass supported at f ∈ Hd then the deterministic
case emerges.
Our first result indicates that the sequence of pull-backs of a smooth form by a random sequence
of holormophic maps is equidistributed with a positive closed current.
Theorem 1.1. There exists a θ-invariant set A ⊂ Ω of probability one such that for 1 ≤ p ≤ k
and every λ ∈ A the sequence {d−pnF ∗λ,nωpFS} converges in the sense of currents to a positive closed
bidegree (p, p) current Tp(λ) satisfying
(1.2) f∗0 (Tp(θ(λ))) = d
pTp(λ).
Furthermore, if
log dist(·,M) ∈ L1m(PN )
then with probability one the current Tp(λ) has Ho¨lder continuous super-potentials.
Random iteration of perturbation of holomorphic maps was studied in [FW00] (see also [DS03,
Pet05, DS06b] for the non-autonomous setting). A local version of Theorem 1.1 was proved in
[FW00] for p = 1 or k when m is the Lebesgue measure. More recently, dynamics of fibered rational
maps has been studied in [Jon99, Jon00, Sum00, DTa, DTb]. We remark that the current T1(λ) was
previously obtained by de The´lin [DTa] in the setting of fibered rational maps under the assumption
that the function log dist(·,M) ∈ L1m(PN ). He also proves that T1(λ) has continuous quasi-potentials
when log dist(·,M) is integrable and obtains Tp(λ) as an exterior product T1(λ) ∧ · · · ∧ T1(λ). The
novelty here is that we construct Tp(λ) directly without assuming integrability of log dist(·,M).
We use the super-potentials of Dinh and Sibony and quantitative estimates for resolution of ∂∂-
equations [DS09, GS90]. Moreover, we prove that integrability of log dist(·,M) provides Ho¨lder
continuity of super-potentials of Tp(λ) with probability one. Finally, we remark that Theorem 1.1
and its consequences can be extended to the setting of random dynamical systems of holomorphic
endomorphisms (cf. [Jon00, DTa]).
Next, we provide an application of Theorem 1.1 to the value distribution theory. We let G(p, k)
denote the Grassmannian of projective-linear subspaces of codimension p in Pk. Note that G(k, k) =
Pk. The following result is a direct consequence of [RS97, Theorem 1.2]:
Corollary 1.2. For P-almost every λ ∈ Ω there exists a pluripolar set Eλ ⊂ G(p, k) such that
1
dpn
(Fλ,n)
∗[W ]→ Tp(λ)
in the sense of currents as n→∞ for every W ∈ G(p, k)\Eλ.
For p = k and λ ∈ A each Tk(λ) is a Borel probability measure on Pk and we can define a
probability measure µ on Ω× Pk with product σ-algebra B whose action on a continuous function
φ : Ω× Pk → R is given by
〈µ, φ〉 :=
∫
Ω
〈Tk(λ), φ(λ, ·)〉dP(λ).
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It follows from Theorem 1.1 that the measure µ is well-defined and τ -invariant. In the sequel, we
consider some ergodic properties of the dynamical system (X,B, τ, µ).
Recall that a quasi-plurisubharmonic (qpsh for short) function is an L1(Pk) function which can
be locally written as difference of a plurisubharmonic function and a smooth function. A d.s.h
function is equal to difference of two qpsh functions outside of a pluripolar set. In particular,
smooth functions are dsh. The class of dsh functions was introduced by Dinh and Sibony; they are
useful for the study of equidistribution problems in complex dynamics (see [DS06b] for instance).
One can define a norm on the set of dsh functions DSH(Pk) (see section 4.3 for details). For a
function ψ : Pk → R we denote ψ˜ = ψ ◦ π where π : X → Pk is the projection on the second factor.
Next, we prove that (X,B, τ, µ) has exponential decay of correlations for d.s.h (respectively Ho¨lder
continuous) observables. We remark that these strong mixing properties requires a better control
on log dist(·,M) (cf. Remark 3.6 and Proposition 4.2). In particular, if log dist(·,M) is bounded,
i.e. the support of m is contained in Hd, we obtain exponential decay of correlations:
Theorem 1.3. If supp(m) ⊂ Hd then there exists C > 0 such that
(1.3) |
∫
X
(ϕ ◦ τn)ψ˜ dµ−
∫
X
ϕdµ
∫
X
ψ˜dµ | ≤ Cd−n||ϕ||Lp(X) ||ψ||DSH(Pk)
for n ≥ 0, ϕ ∈ Lp(X) with p > 1 and ψ ∈ DSH(Pk).
In the special case, m = δf for f ∈ Hd we recover the corresponding result of [DNS10]. Next,
we focus on some stochastic properties of the invariant measure measure µ. We say that a function
ψ : Pk → R is a coboundary if ψ˜ = h ◦ τ − h for some h ∈ L2µ(X). We prove central limit theorem
(CLT for short) for dsh and Ho¨lder continuous observables.
Theorem 1.4. Assume that supp(m) ⊂ Hd. If ψ : Pk → R is Ho¨lder continuous or dsh which is
not a coboundary such that 〈µ, ψ ◦ π〉 = 0 then ψ˜ = ψ ◦ π satisfies CLT. That is, for every interval
I ⊂ R
lim
n→∞
µ
{
(λ, x) :
1√
n
n−1∑
j=0
ψ(Fλ,j(x)) ∈ I
}
=
1√
2πσ
∫
I
exp(− x
2
2σ2
)dx
where σ > 0 given by
σ2 = lim
n→∞
1
n
∫
X
(
n−1∑
j=0
ψ ◦ τ j)2dµ.
In the deterministic case, by means of different methods CLT was obtained for Ho¨lder observables
in [CLB05, DS06a, Dup10, DNS10] and for dsh observables in [DNS10]. However, the published
version of [CLB05] contains a gap; later the authors proposed another version. Here, we follow the
strategy developed by [DNS10]; namely, we use the strong mixing property (1.3) and apply Gordin’s
method [Gor69] to derive CLT.
Finally, we consider a time homogenous Markov chain associated with the pre-images of random
holomorphic maps. We define the transition probability by
P : Pk × B → [0, 1]
P (x,G) :=
∫
PN
Lf (χG)(x)dm(f)
where B denotes the Borel algebra on Pk, χG denotes the indicator of G and
LfχG(x) := d−k
∑
f(y)=x
χG(y)
is the transfer operator.
Let Y denote the infinite product space Y :=
∏∞
n=1 P
k endowed with the product algebra B⊗N
and ϑ : Y → Y be the unilateral shift operator. Given an initial distribution ν on the state space
4 TURGAY BAYRAKTAR
(Pk,B), we define Pν to be the product measure on Y generated by ν. We let Z0 be a Pk-valued
random variable whose distribution is ν that is
Pν [Z0 ∈ G] = ν(G)
for every Borel set G ⊂ Pk. Then we define the random variables
Zn : Y → Pk
Zn(y) := Z0 ◦ ϑn(y).
The sequence (Zn)n≥0 induces a time homogenous Markov chain with state space (Pk,B) and tran-
sition probability is P such that its law Pν satisfies
Pν [Zn+1 ∈ G | Zn = x] = P (x,G) and Pν [Z0 ∈ G] = ν(G).
Now, we let ν := π∗µ where π : X → Pk is the projection on the second factor and µ is as above. It
follows that the probability measure ν is P -invariant and ergodic (Proposition 6.1), hence, (Zn)n≥0
is stationary under Pν . We say that ψ ∈ L2ν(Pk) is a coboundary for the Markov chain (Zn)n≥0 if∫
Pk
ψ2 − (Pψ)2dν = 0. We prove CLT for the Markov chain (Zn)n≥0 with initial distribution ν for
dsh and Ho¨lder continuous observables.
Theorem 1.5. If supp(m) ⊂ Hd then every Ho¨lder continuous or dsh function ψ : Pk → R which
is not a coboundary such that 〈ν, ψ〉 = 0 satisfies CLT for the Markov chain (Zn)n≥0. That is, for
every interval I ⊂ R
lim
n→∞
Pν
{
y ∈ Y : 1√
n
n−1∑
j=0
ψ(Zj(y)) ∈ I
}
=
1√
2πσ2
∫
I
exp(− x
2
2σ4
)dx
where σ2 =
∫
Pk
ψ2 − (Pψ)2dν.
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2. Background
2.1. Super-potentials of positive closed currents. Let Pk denote the complex projective space
and ω be the Fubini-Study form on Pk normalized by∫
Pk
ωk = 1.
We denote the space of smooth (p, q) forms on Pk by Dp,q and let Dp,q = (Dk−p,k−q)′ denote the set
of bidegree (p, q) currents. We say that a (p, p) form Φ is (strongly) positive if at every point it can
be written as a linear combination of forms of type iα1∧α1 ∧ · · ·∧ iαp∧αp where each αi ∈ D1,0. In
particular, a positive (k, k) form is a product of a volume form and a positive function. We say that
a (p, p) form Φ is weakly positive if Φ ∧ ϕ is a volume form for every positive form ϕ ∈ Dk−p,k−p.
We say that Φ is a negative (p, p) form if −Φ is positive.
A (p, p) current T is called (strongly) positive if T ∧ ϕ is a positive measure for every weakly
positive form ϕ ∈ Dk−p,k−p. A (p, p) current T is said to be negative if −T is positive. We say that
T is closed if dT = 0 in the sense of distributions. The mass of a positive closed (p, p) current T
is defined by ‖T ‖ := ∫
Pk
T ∧ ωk−p. We denote the set of all positive closed bidegree (p, p) currents
of mass one by Cp endowed with the weak topology of currents. The later is a compact convex set.
We refer the reader to the manuscript [Dem09] for basic properties of positive closed currents.
For a current T ∈ Cp, we denote its action on a smooth form Φ by 〈T,Φ〉. For a smooth (p, q)
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form Φ denote by ‖Φ‖Cα the sum of C α-norms of the coefficients in a fixed atlas. Following, [DS09]
for α > 0 we define a distance function on Cp by
distα(R,R
′) := sup
‖Φ‖Cα≤1
|〈R−R′,Φ〉|
where Φ is a smooth (k− p, k− p) form on Pk. It follows from interpolation theory between Banach
spaces [Tri78] that
distβ ≤ distα ≤ Cαβ [distβ ]αβ
for 0 < α ≤ β <∞ (see [DS09, Lem. 2.1.2] for the proof). Moreover, for α ≥ 1
distα(δa, δb) ≃ ‖a− b‖
where δa denotes the Dirac mass at a and ‖a− b‖ denotes the distance on Pk induced by the Fubini-
Study metric. We also remark that for α > 0 topology induced by distα coincides with the weak
topology on Cp [DS09, Prop. 2.1.4].
Let T ∈ Cp with p ≥ 1 then a (p− 1, p− 1) current U is called a quasi-potential of T if it satisfies
the equation
(2.1) T = ωp + ddcU
where d = ∂ + ∂ and dc := i2π (∂ − ∂). In particular, if p = 1 a quasi-potential is nothing but a
qpsh function. Note that two qpsh functions satisfying (2.1) differ by a constant. When p > 1 the
quasi-potentials differ by ddc-closed currents. The quantity 〈U, ωk−p+1〉 is called the mean of U. The
following result provides solutions to (2.1) with quantitative estimates.
Theorem 2.1. [DS09] Let T ∈ Cp then there exists a negative quasi-potential U of T which depends
linearly on T such that the mean of U satisfies
|〈U, ωk−p+1〉| ≤ C
where C > 0 independent of T ∈ Cp.
The quasi-potential U is obtained in [DS09] by using a kernel which solves ddc-equation for the
diagonal ∆ of Pk × Pk (see also [GS90]). More precisely, for T ∈ Cp
U(z) =
∫
z 6=ζ
T (ζ) ∧K(z, ζ)
and the kernel K(z, ζ) has tame singularities in the sense that
(2.2) ‖K(z, ζ)‖∞ . −dist(z, ζ)2(1−p) log dist(z, ζ) and ‖∇K(z, ζ)‖∞ . dist(z, ζ)1−2p
where ‖∇K‖∞ denotes the sum
∑
j |∇Kj | and Kj’s are the coefficients of K for a fixed atlas of
Pk × Pk.
Super-potentials of positive closed currents were introduced by Dinh and Sibony [DS09] which
extends the notion of quasi-potential defined for the positive closed bidegree (1, 1) currents. If T is
a smooth form in Cp, super-potential of T of mean m is defined by
UT : Ck−p+1 → R ∪ {−∞}
(2.3) UT (R) = 〈UT , R〉
where UT is a quasi-potential of T of mean m. Then it follows that (see [DS09, Lemma 3.1.1])
UT (R) = 〈T, UR〉
where UR is a quasi-potential of R of mean m. In particular, the definition of UT in (2.3) is in-
dependent of the choice of UT of mean m. Note that super-potential of T of mean m
′ is given by
UT + m
′ − m. More generally, for an arbitrary current T ∈ Cp super-potential of T is defined by
UT (R) on smooth forms R ∈ Ck−p+1 as in (2.3) where UR is smooth. Then the definition of super-
potential can be extended to a function on Ck−p+1 with values in R∪ {−∞} by approximation (see
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[DS09, Proposition 3.1.6]). In the sequel, for T ∈ Cp we denote ‖UT ‖∞ = supR∈Ck−p+1 |UT (R)|.
Note that the later sup is finite if T ∈ Cp is smooth. Finally, we remark that super-potentials
determine the currents:
Proposition 2.2. [DS09] Let S, S′ be currents in Cp with super-potentials US ,US′ . If US = US′
on smooth forms in Ck−p+1 then S = S′.
2.1.1. Super-potentials of pull-back and push-forward by holomorphic endomorphisms. Let f : Pk →
Pk be a holomorphic endomorphism of algebraic degree d ≥ 2. For 1 ≤ p ≤ k the pull-back and
push-forward operators
L := d−pf∗ : Cp → Cp
Λ := d−p+1f∗Ck−p+1 → Ck−p+1
are well defined and continuous (see for instance [Meo96, DS07, DS09]).
Proposition 2.3. [DS09] Let S ∈ Cp (respectively R ∈ Ck−p+1). We also let US (respectively UR)
and UL(ωp) (respectively UΛ(ωk−p+1)) be super-potentials of S (respectively R) and L(ω
p) (respectively
Λ(ωk−p+1)). Then the currents L(S) and Λ(R) admit super-potentials given by
UL(S) =
1
d
US ◦ Λ + UL(ωp)
UΛ(R) = dUR ◦ L+ UΛ(ωk−p+1).
We refer the reader to [DS09] for further properties of super-potentials.
2.2. Moderate currents. Following [DS03, DNS10], we say that a positive closed bidegree (p, p)
current T is moderate if for every compact family of qpsh functions K there exists constants c > 0
and ρ > 0 such that
(2.4)
∫
Pk
e−ρϕ T ∧ ωk−p ≤ c
for every ϕ ∈ K. The existence of ρ and c in (2.4) is equivalent to the existence of ρ′ > 0 and c′ > 0
satisfying
(2.5) T ∧ ωk−p{z ∈ Pk : ϕ(z) < −M} ≤ c′e−ρ′M
for every M ≥ 0 and ϕ ∈ K. It follows from [DNS10] ( see also [DN12]) that if T ∈ Cp has Ho¨lder
continuous super-potentials
(2.6) |UT (R)−UT (R′)| ≤ Cdistα(R,R′)β
where α > 0 fixed then there exists constants c′, ρ′ > 0 as in (2.5) which depend only on Pk,K, C
and Ho¨lder exponent β. Thus, we have the following result:
Theorem 2.4. [DNS10] Let T ∈ Cp admit a Ho¨lder continuous super-potential as in (2.6). Then
the current T is moderate. Moreover, the constants c, α in (2.4) depend only on Pk,K, C and Ho¨lder
exponent β.
3. Random Green currents
In this section we prove Theorem 1.1 in a slightly more general context:
Theorem 3.1. Let {Tn}n≥0 be a sequence of positive closed bidegree (p, p) currents of mass one
such that ||UTn ||∞ = o(dn). Then the sequence {d−pn(Fλ,n)∗Tn} almost surely converges weakly to
a positive closed bidegree (p, p) current Tp(λ) satisfying
(3.1) f∗0 (Tp(θ(λ))) = d
pTp(λ).
The current Tp(λ) is called as random Green current associated with the distribution m.
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Proof. Let A be the set of λ ∈ Ω such that d−pn(Fλ,n)∗Tn is well-defined for every n ≥ 0 and
converges weakly to a positive closed bidegree (p, p) current. For fixed ǫ > 0 we also denote
HNd (ǫ) := {λ ∈ Ω : dist(λ(j),M) ≥ e−ǫj for all but finitely many j ∈ N} ⊂ HNd .
Then Kolmogorov’s zero-one law and the fact that m is a Borel measure with m(M) = 0 implies
that the set HNd (ǫ) has probability one and clearly invariant under the shift θ. We will prove that
HNd (ǫ) ⊂ A for sufficiently small ǫ > 0. Assuming HNd (ǫ) ⊂ A for the moment, since (Ω,B,P) is
a complete probability space this implies that A is measurable and has probability one. Then we
define
A := ∩∞n=0θn(A)
which is clearly measurable and invariant under θ. Moreover, A contains HNd (ǫ) hence A has prob-
ability one.
Next, we prove that HNd (ǫ) ⊂ A for small ǫ > 0. In the rest of the proof, we denote fj := λ(j)
where λ ∈ HNd (ǫ) and denote the pull-back and push-forward operators by
Lj :=
1
dp
f∗j : Cp → Cp
Λj :=
1
dp−1
(fj)∗ : Ck−p+1 → Ck−p+1.
We also set
Λj := Λj−1 ◦ Λj−2 ◦ · · · ◦ Λ0
for j ≥ 1 with the convention that Λ0 = id. By Theorem 2.1 there exists smooth negative (p−1, p−1)
currents ULj(ωp) and C < 0 independent of j such that
ddcULj(ωp) :=
1
dp
f∗j ω
p − ωp.
and
C ≤ mj := 〈ULj(ωp), ωk−p+1〉 ≤ 0
for every j ≥ 0. Let ULj(ωp) be the super-potential of Lj(ωp) of mean mj . It follows from Proposition
2.3 that
Uλ,n :=
1
dn
UTn ◦ Λn +
n−1∑
j=0
1
dj
ULj(ωp) ◦ Λj
is a super-potential of d−pn(Fλ,n)∗Tn on the smooth forms in Ck−p+1. The first term converges to
zero by assumption ||UTn ||∞ = o(dn). Hence, Uλ,n converges to
UTp(λ) :=
∞∑
j=0
1
dj
ULj(ωp) ◦ Λj .
on the smooth forms in Ck−p+1. By [DS09, Corollary 3.2.7], it is enough to show that UTp(λ) is not
identically −∞. To this end, it is sufficient to prove that the sequence of means Uλ,n(ωk−p+1) is
bounded from below.
Now, since Λj(ω
k−p+1) is a positive closed bidegree (k− p+1, k− p+1) current of mass one, we
may write it as
Λj(ω
k−p+1) = ωk−p+1 + ddcRj
where Rj is a negative bidegree (k − p, k − p) current given by Theorem 2.1 and its mean satisfies
M ≤ cj := 〈Rj , ωp〉 ≤ 0
for some constant M < 0 independent of j.
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Note that for fj ∈ Hd the operator Λj can be continuously extended to set of negative bidegree
(k − p, k − p) currents R such that ddcR ≥ −ωk−p+1. Moreover,
〈Λj(R), ωp〉 = 〈R, 1
dp−1
f∗j ω
p〉
= d〈R,ωp〉+ d〈R, ddcULj(ωp)〉
= d〈R,ωp〉+ d〈ULj(ωp), ddcR〉.
Then by Lemma 3.5 below, the norm ‖ULj(ωp)‖Cα is bounded by Cαdist(fj ,M)−q for some constants
Cα > 0 and q ≥ 1 independent of fj . This implies that there exists C1 > 0 independent of j such
that
ULj(ωp) + C1dist(fj ,M)−qωp−1 ≥ 0
in the sense of currents for sufficiently large j say j ≥ jλ. Hence, we infer that
〈Λj(R), ωp〉 ≥ d〈R,ωp〉 − C2deǫqj
where C2 > 0 independent of j. Now, writing
Λn(ωk−p+1) = ωk−p+1 + ddcSn
where Sn =
∑n−2
i=0 Λn−1◦· · ·◦Λi+1(Ri)+Rn−1 from above estimate we deduce that Sn is a decreasing
sequence of negative bidegree (k − p, k − p) currents such that
1
dn
〈Sn, ωp〉 ≥
n−1∑
j=0
d−j〈Rj , ωp〉 − d−n+1
n−1∑
j=1
jeǫqj
≥ dM
d− 1 −O(
e2ǫq(n−1)
dn−1
)
thus, choosing 0 < ǫ < 12q log d we see that
1
dn
〈Sn, ωp〉 is bounded. Then
ULj(ωp) ◦ Λj(ωk−p+1) = ULj(ωp)(ωk−p+1 + ddcSj)
= mj + 〈ULj(ωp), ddcSj〉
and since ULj(ωp) is smooth we have
〈ULj(ωp), ddcSj〉 = 〈ddcULj(ωp), Sj〉(3.2)
= 〈 1
dp
(fj)
∗ωp − ωp, Sj〉(3.3)
Then from Sj+1 =
1
dp−1
(fj)∗Sj +Rj we infer that
(3.4) 〈 1
dp
(fj)
∗ωp, Sj〉 = 1
d
〈ωp, Sj+1 −Rj〉
Since Rj is a negative current combining (3.2) and (3.4) we obtain
ULj(ωp) ◦ Λj(ωk−p+1) = mj −
1
d
〈Rj , ωp〉+ 〈1
d
Sj+1 − Sj , ωp〉
≥ mj + 〈1
d
Sj+1 − Sj , ωp〉
Hence,
Uλ,n(ω
k−p+1) ≥
n−1∑
j=0
mj
dj
+
1
dn
〈Sn, ωp〉
from 0 ≥ mj ≥ C we deduce that
Uλ,n(ω
k−p+1) ≥ C d
d− 1 +
1
dn
〈Sn, ωp〉.
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Since the last term is bounded the first assertion follows.
Note that the super-potential Uθ(λ),n of {d−pn(Fθ(λ),n)∗ωp} satisfies
(3.5)
1
d
Uθ(λ),n ◦ Λ0 + UL0(ωp) = Uλ,n+1
on smooth forms in Ck−p+1, then (3.5) together with Proposition 2.2 implies that
(f0)
∗(d−pn(Fθ(λ),n)
∗ωp) = d−pn(Fλ,n+1)∗ωp.
Since both sequences are convergent and 1
dp
f∗0 is continuous on Cp passing to the limit we see that
f∗0 (Tp(θ(λ)) = d
pTp(λ).

In the sequel, we will show that super potentials of Tp(λ) are Ho¨lder continuous for 1 ≤ p ≤ k with
respect to the distα for some (equivalently for all) α > 0 under the assumption that log dist(·,M) ∈
L1m(P
N ).
Theorem 3.2. Assume that log dist(·,M) ∈ L1m(PN ). Then with probability one random Green
current Tp(λ) has Ho¨lder continuous super-potentials.
In what follows, we use the same notation as in the proof of Theorem 3.1. We prove several
lemmas which will be useful in the proof of Theorem 3.2. First, we show that with probability one
the maps in the tail of λ do not get too close to M. More precisely,
Lemma 3.3. If log dist(·,M) ∈ L1m(PN ) then the set
A := {λ ∈ Ω : lim
n→∞
1
n
n−1∑
j=0
log dist(fj,M) =
∫
PN
log dist(f,M)dm(f)}
has probability one. Furthermore for every ǫ > 0 and for P-a.e. λ there exists nǫ(λ) such that
dist(fj ,M) ≥ exp(−jǫ)
for every j ≥ nǫ.
Proof. We define the random variables
Xj(λ) := log dist(fj,M).
Note that Xj ’s are independent, identically distributed sequence random variables with finite mean.
Thus, it follows from strong law of large numbers (see [Bil12, Theorem 22.1]) that with probability
one, 1
n
∑n−1
j=0 Xj converges to the mean of X0 namely, E(X0) =
∫
PN
log dist(f,M)dm(f). This proves
the first assertion.
To prove the second assertion, let ǫ > 0 be small and define
Bj := {λ ∈ Ω : dist(fj,M) < e−jǫ}
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Note that Bj ’s are independent events. Since log dist(·,M) ∈ L1m(PN ) and f ′js are i.i.d. for every
ǫ > 0 the sum
∑∞
j=1 P(Bj) converges. Indeed, since P is the product measure we have∫
PN
− log dist(f,M)dm =
∫ ∞
0
m{f ∈ PN : log dist(f,M) < −t}dt
≥
∞∑
j=0
m{f ∈ PN : log dist(f,M) < −jǫ}
=
∞∑
j=0
P{λ ∈ Ω : dist(fj ,M) < e−jǫ}
=
∞∑
j=0
P(Bj).
Thus, by Borel-Cantelli Lemma [Bil12] we have
P(lim sup
j→∞
Bj) = 0
where
lim sup
j→∞
Bj = ∩∞j=1 ∪∞k=j Bk.

Note that the set A is invariant under the shift θ : Ω → Ω. Moreover, if λ ∈ A then fj ∈ Hd for
every j ≥ 0.
Next, we observe that Λj =
1
dp−1
(fj)∗ is Lipschitz on Ck−p+1 with respect to the distance distα. In
the sequel we fix α ≥ 1.We utilize some arguments from [DS09, Lemma 5.4.3] and [DTa, Proposition
3]:
Lemma 3.4. Let fj ∈ Hd then there exists constants K > 0, q ≥ 1 independent of fj such that
distα(Λj(R),Λj(R
′)) ≤ Kdist(fj,M)−qdistα(R,R′)
for every R,R′ ∈ Ck−p+1.
Proof. First, we prove that there exists constants ρα > 0 and q ≥ 1 independent of fj such that
‖f∗j Φ‖Cα ≤ ραdist(fj ,M)−q‖Φ‖Cα
for every (p − 1, p− 1) smooth form Φ on Pk satisfying ‖Φ‖Cα ≤ 1. Indeed, we consider the mero-
morphic map
Ψ : PN × Pk → Pk
Ψ(g, x) = g(x).
By [DD04, Lemma 2.1] there exists C > 0 and q1 ≥ 1 such that
‖Dxfj‖ ≤ ‖D(fj ,x)Ψ‖ ≤ Cdist(fj ,M)−q1
for every fj ∈ Hd and x ∈ Pk.
Note that ‖Φ‖Cα is the sum of C α-norms of the coefficients in a fixed atlas. In local coordinates
we may write Φ =
∑
φIJdzI ∧ dzJ . Then
f∗j Φ =
∑
φIJ ◦ fj dfI ∧ dfJ
and we infer that
(3.6) ‖f∗j Φ‖Cα ≤ ραdist(fj ,M)−q‖Φ‖Cα
for some ρα > 0 and q ≥ 1.
Now, since
|〈Λj(R −R′),Φ〉| = d1−p|〈R −R′, f∗j Φ〉|
RANDOM HOLOMORPHIC ENDOMORPHISMS 11
the assertion follows.

Note that a similar reasoning as in Lemma 3.4 implies that ULj(ωp) is β-Ho¨lder continuous for
0 < β ≤ 1 with respect to the distance distα. More precisely:
Lemma 3.5. For fj ∈ Hd and every 0 < β ≤ 1 there exists constants rα > 0 and q ≥ 1 independent
of fj such that
|ULj(ωp)(R)−ULj(ωp)(R′)| ≤ rαdist(fj,M)−qdistα(R,R′)β
for every R,R′ ∈ Ck−p+1.
Proof. It follows from Theorem 2.1 that there exists a negative smooth (p − 1, p− 1) form ULj(ωp)
of mean mj such that
Lj(ω
p) = ωp + ddcULj(ωp).
the form ULj(ωp) is defined by
ULj(ωp)(z) =
∫
ζ 6=z
Ljω
p ∧K(z, ζ)
where K(z, ζ) is the negative kernel on Pk × Pk. Applying the argument in the proof of Lemma
3.4 and using the estimates (2.2) on the kernel K(z, ζ) we see that ‖ULj(ωp)‖Cα is bounded by
rαdist(fj,M)−q for some constants rα > 0 and q ≥ 1 independent of fj . Now, since ULj(ωp)
denotes the super-potential of Lj(ω
p) of mean mj we have
|ULj(ωp)(R)−ULj(ωp)(R′)| = |〈ULj(ωp), R−R′〉|
and the result follows. 
In the sequel, we replace A in Lemma 3.3 by A ∩A and with some abuse of notation still denote
by A which is clearly θ-invariant and has probability one. Now, we fix λ ∈ A and we will show
that Tp(λ) has Ho¨lder continuous super-potential with respect to the distα. Our approach is similar
to that of [DS09].
Proof of Theorem 3.2. Let ǫ > 0 small, by Lemma 3.3 for a.e. λ ∈ Ω there exists N = N(λ) such
that dist(fj ,M) ≥ e−ǫj for j ≥ N . Moreover,
j−1∏
i=0
dist(fj ,M)−q .M j
where M := e−q〈m,log dist(·,M)〉. Let 0 < β < log d−ǫqmax(1,log(KM)) where K > 0 is given by Lemma 3.4.
Recall that
UTp(λ) =
∞∑
j=0
d−jULj(ωp) ◦ Λj
on smooth forms in Ck−p+1. Then applying Lemma 3.5 and Lemma 3.4 respectively we obtain
|UTp(λ)(R)−UTp(λ)(R′)| ≤ C1
∞∑
j=0
d−jdist(fj ,M)−qdistα(Λj(R),Λj(R′))β
≤ C1
( N∑
j=0
d−jdist(fj ,M)−q(KM)βj +
∞∑
j=N+1
(
eǫq(KM)β
d
)j
)
distα(R,R
′)β
≤ C2(CN(λ) + (e
ǫq(KM)β
d
)−N )distα(R,R′)β
where C1, C2 > 0 constants independent of N = N(λ). Hence, we conclude that super-potential
UTp(λ) is β-Ho¨lder continuous with β <
log d
max(1,log(KM)) . 
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Remark 3.6. Note that for λ ∈ A fixed,
UTp(θn(λ)) =
∞∑
j=n
d−jULj(ωp) ◦ Λj−1 ◦ · · · ◦ Λn
for n ≥ 0. Thus, the argument in the proof of Theorem 3.2 implies that super-potentials of random
Green currents satisfy a uniform Ho¨lder estimate in the following sense
|UTp(θn(λ))(R)−UTp(θn(λ))(R′)| ≤ Cλdistα(R,R′)β
for n ≥ 0 where Cλ does not depend on n. Furthermore, if log dist(·,M) is bounded, i.e. supp(m) ⊂
Hd then with probability one we can obtain the same estimate where Cλ replaced with C > 0 which
does not depend on λ.
As a consequence of Theorem 2.4, we have the following uniform estimate which will be useful in
the sequel. Let K denote a compact family of qpsh functions.
Corollary 3.7. The current Tp(λ) is moderate with probability one. In particular, for p = k and
λ ∈ A there exists constants ρ(λ), c(λ) > 0 such that∫
Pk
e−ρϕdµθn(λ) ≤ c
for every n ∈ N and ϕ ∈ K.
4. Ergodic Properties of (X,B, µ, τ)
Let X := Ω×Pk and τ : X → X be the skew product defined in the introduction. In the previous
section we proved that there exists a Borel set A ⊂ HNd which is invariant under the shift operator
and of probability one such that for every λ ∈ A the sequence d−knF ∗λ,nωk converges weakly to a
probability measure which we denote by µλ. The measure µλ has Ho¨lder continuous super-potentials
with probability one. Moreover, by the invariance property (3.1) we have
f∗0µθ(λ) = d
−kµλ
for every λ ∈ A . Furthermore, since d−kf∗f∗ = id on Ck for every f ∈ Hd we infer that
(4.1) (f0)∗µλ = µθ(λ).
Let χA denote the indicator function of A ⊂ Ω. Note that for every (k− p, k− p) test form Φ on
Pk the map
(4.2) λ→ χA (λ)〈Tp(λ),Φ〉
is measurable. Indeed, for each n we consider the map
λ→ χA (λ)〈d−pnF ∗λ,nωp,Φ〉
which is measurable since for each λ ∈ A , the form F ∗λ,nωp is smooth and its coefficients depend
continuously on λ as λ varies in HNd . Now, being limit of measurable maps (4.2) defines a measurable
map. Therefore,
Tp :=
∫
Ω
〈Tp(λ), ·〉dP(λ)
defines a positive closed bidegree (p, p) current on Pk. Let
Θp : Cp → Cp
Θp(S) := d
−p
∫
PN
f∗S dm(f)
It follows form (3.1) and θ-invariance of P that the current Tp is invariant under the operator Θp.
That is
Θp(Tp) = Tp.
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We denote the top degree current by ν := Tk which is a Borel probability measure on Pk.
Now, by above reasoning we may also define a probability measure on X by
〈µ, ϕ〉 =
∫
Ω
〈µλ, ϕ〉dP(λ)
where ϕ : X → R is a continuous function. Note that π∗µ = ν where π : X → Pk is the projection
on the second factor. Moreover, the measure µ is τ -invariant. Indeed, by (4.1) and θ-invariance of
P we have
〈τ∗µ, ϕ〉 = 〈µ, ϕ ◦ τ〉 =
∫
Ω
〈µλ(dx), ϕ(θ(λ), f0(x))〉dP(λ)
=
∫
Ω
〈µθ(λ)(dx), ϕ(θ(λ), x)〉dP(λ)
=
∫
Ω
〈µλ, ϕ〉dP(λ)
= 〈µ, ϕ〉
Furthermore, since (Ω,P, θ) is mixing, it is classical that (X,µ, τ) is also mixing (see [Jon00,
Proposition 4.1]). In section 4.2 we will show that the dynamical system (X,µ, τ) has strong mixing
properties for dsh and Ho¨lder continuous observables.
DSH Functions: A function ψ ∈ L1(Pk) is called dsh if outside a pluripolar set ψ = ϕ1 − ϕ2
where ϕi are qpsh functions. This implies that
ddcψ = T+ − T−
for some positive closed (1, 1) currents T±. Two dsh functions are identified if they coincide outside
a pluripolar set; we denote the set of all dsh functions by DSH(Pk). Note that dsh functions are
stable under pull-back and push-forward operators induced by meromorphic self-maps of Pk and
have good compactness properties inherited from those of qpsh functions. Following [DS06b] one
can define a norm on DSH(Pk) as follows:
‖ψ‖DSH := ‖ψ‖L1(Pk) + inf ‖T±‖
where ddcψ = T+ − T− and the infimum is taken over all such representations.
If µ is a probability measure on Pk such that all qpsh functions are µ-integrable then one can
define
‖ψ‖µDSH := |〈µ, ψ〉|+ inf ‖T±‖
where T± as above. The following proposition is proved in [DS05] we state it here for convenience
of the reader:
Proposition 4.1. Let ψ ∈ DSH(Pk) then there exists negative qpsh functions ϕ1, ϕ2 such that
ψ = ϕ1 − ϕ2 and ddcϕi ≥ −c‖ψ‖DSHω where c > 0 independent of ψ and ϕi’s. Moreover, |ψ| is
also a dsh function and ‖|ψ|‖DSH ≤ c‖ψ‖DSH .
4.1. Fiberwise Mixing. In this section, we explore the speed of mixing over the “fibers” of τ . For
fixed λ ∈ A each fn := λ(n) ∈ Hd induces a unitary operator
Un : L
2
µ
θn+1(λ)
(Pk)→ L2µθn(λ)(Pk)
ϕ→ ϕ ◦ fn.
We denote the adjoint of this operator by
Ln : L2µθn(λ)(Pk)→ L2µθn+1(λ)(P
k)
Lnψ(x) = d−k
∑
fn(y)=x
ψ(y).
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Proposition 4.2. Let λ ∈ A be fixed. If ϕ ∈ Lpµθn(λ)(Pk) and ψ ∈ DSH(Pk) then
|〈µλ, (ϕ ◦ fn−1 ◦ · · · ◦ f0)ψ〉 − 〈µn,λ, ϕ〉〈µλ, ψ〉| ≤ Cd−n||ϕ||Lpµθn(λ) ||ψ||
µλ
DSH
where C > 0 depends only on λ and p > 1.
We need several preliminary lemmas to prove Proposition 4.2. The next lemma is an improved
version of [DTa, Proposition 7] and it will be helpful in the sequel. In what follows, Cλ denotes a
constant which depends on λ.
Lemma 4.3. For λ ∈ A there exists Cλ > 0 such that
‖ψ‖µθn(λ)DSH ≤ Cλ‖ψ‖DSH
for every n ∈ N and ψ ∈ DSH(Pk).
Proof. Let ψ ∈ DSH(Pk) then by Proposition 4.1 there exists qpsh functions φi such that ψ = φ1−φ2
and ddcφi ≥ −c‖ψ‖DSHω where c > 0 is independent of ψ and φi. Since random Green currents
have Ho¨lder continuous super potentials with Ho¨lder exponent 0 < β ≤ 1, by Remark 3.6 and [DN12,
Lemma 3.5] we obtain
|〈µθn(λ), ψ〉| ≤ Cλmax(‖ψ‖L1, c1−β‖ψ‖1−βDSH‖ψ‖βL1)
If ‖ψ‖L1 ≥ c1−β‖ψ‖1−βDSH‖ψ‖βL1 we are done. If not then ‖ψ‖L1 < c‖ψ‖DSH and this implies that
|〈µθn(λ), ψ〉| ≤ cCλ‖ψ‖DSH

Remark 4.4. By using a similar argument and using Lemma 4.3 one can also show that for λ ∈ A
there exists a constant Cλ > 0 such that
‖ψ‖DSH ≤ Cλmax ‖ψ‖µθn(λ)DSH .
for every n ≥ 0 (cf. [DTa, Proposition 8]).
The following lemma is essentially due to [DNS10], however, we need to make some modifications
to adapt it in our setting.
Lemma 4.5. Let λ ∈ A and ψ ∈ DSH(Pk). If 〈µλ, ψ〉 = 0 then there exists Cλ > 0 such that for
every q ≥ 1
(4.3) ‖|Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|‖Lqµθn(λ) ≤ qCλd−n‖ψ‖µλDSH
for n ≥ 1.
Proof. Note that (fn−1)∗µθn(λ) = dkµθn−1(λ) for n ≥ 1. This implies that
〈µθn(λ),Ln−1(Ln−2 ◦ · · · ◦ L0ψ)〉 = 0.
Moreover,
‖Ln−1(Ln−2 ◦ · · · ◦ L0ψ)‖µθn(λ)DSH ≤ d−1‖Ln−2 ◦ · · · ◦ L0ψ‖
µ
θn−1(λ)
DSH
Indeed, we may write
ddc(Ln−2 ◦ · · · ◦ L0ψ) = R+n−2 −R−n−2
where R±n−2 are some positive closed (1, 1) currents. Then
(4.4) ‖Ln−1(Ln−2 ◦ · · · ◦ L0ψ)‖µθn(λ)DSH ≤ ‖d−k(fn−1)∗(R±n−2)‖ = d−1‖R±n−2‖
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where the last equality follows from cohomological computation. Now by Proposition 4.1, Remark
4.4, Lemma 4.3 and (4.4) we obtain
‖|Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|‖DSH ≤ C‖Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)‖DSH
≤ C1‖Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)‖µθn(λ)DSH
≤ C2d−n‖ψ‖µλDSH
≤ C3d−n‖ψ‖DSH
where C3 > 0 depends on λ but does not depend on n nor ψ. Thus, by above estimate and Lemma
4.3 it is enough to prove the case ‖ψ‖DSH > 0. Since
dn
‖ψ‖DSH |Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|
is a bounded sequence in DSH(Pk) by Corollary 3.7 there exists β > 0 and Cλ > 0 such that
〈µθn(λ), exp(β d
n
‖ψ‖DSH |Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|)〉 ≤ Cλ.
Now, by using the inequality x
q
q! ≤ ex for x ≥ 0 we conclude that
‖|Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|‖Lqµθn(λ) ≤
q
β
Cλd
−n‖ψ‖DSH

Proof of Proposition 4.2. Let λ ∈ A be fixed. If ψ is constant then the assertion follows from the
invariance properties
(fj)∗µθj(λ) = µθj+1(λ).
Thus, replacing ψ by ψ− 〈µλ, ψ〉 we may assume that 〈µλ, ψ〉 = 0. Then by Ho¨lder’s inequality and
applying Lemma 4.5 with q = p
p−1 we obtain
|〈µλ, (ϕ ◦ fn−1 ◦ · · · ◦ f0)ψ〉| = d−kn|〈F ∗λ,nµθn(λ), (ϕ ◦ fn−1 ◦ · · · ◦ f0)ψ〉|
≤ |〈µθn(λ), ϕLn−1 ◦ · · · ◦ L1 ◦ L0(ψ)〉|
≤ ‖ϕ‖Lp(µθn(λ))‖|Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|‖Lq(µθn(λ))
≤ p
p− 1Cλd
−n‖ϕ‖Lp(µθn(λ))‖ψ‖µλDSH
for some c > 0 independent of ψ and for all n ≥ 0. 
In the deterministic case, as a consequence of interpolation theory between the Banach spaces C 0
and C 2 [Tri78]; it was observed in [DNS10] that a holomorphic map f ∈ Hd posses strong mixing
property for β-Ho¨lder continuous functions with 0 < β ≤ 1 (see [DNS10, Proposition 3.5]). Adapting
their argument to our setting, we obtain the succeeding lemma. We omit the proof as it is similar
to the one given in Lemma 4.5 and to that of [DNS10, Proposition 3.5].
Lemma 4.6. Let λ ∈ A be fixed, q > 1 and 0 < β ≤ 1. If ψ : Pk → R be a β-Ho¨lder continuous
function such that 〈µλ, ψ〉 = 0 then there exists a constant Cλ,β > 0 such that
‖|Ln−1 ◦ · · · ◦ L1 ◦ L0(ψ)|‖Lq(µθn(λ)) ≤ Cλ,βd−
nβ
2 ‖ψ‖Cβ
for every n ≥ 1.
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4.2. Exponential Mixing. In this section we prove that the dynamical system (X,B, τ, µ) is
exponentially mixing for dsh and Ho¨lder continuous observables. We let π : X → Pk be the
projection on the second factor. For a measurable function ϕ : X → R we denote ϕλ(x) := ϕ(λ, x)
and for a measurable function ψ : Pk → R we define ψ˜ := ψ ◦ π. Note that
(4.5) ‖ψ˜‖2L2µ(X) =
∫
Ω
〈µλ, |ψ|2〉dP(λ) =
∫
Ω
‖ψ‖2L2µλdP(λ)
Let us denote the unitary operator induced by τ
Uτ : L
2(X)→ L2(X)
ϕ→ ϕ ◦ τ
and Pτ = U
∗
τ is the adjoint operator.
Proposition 4.7. Let ψ : Pk → R and ψ ∈ L2ν(Pk) then
Pτ ψ˜(λ, x) =
∫
PN
Lfψ(x)dm(f)
Proof. Let ϕ ∈ L2µ(X). We denote λ′ := θ(λ). Then by (3.1) and using the fact that P is the product
measure and by Fubini’s theorem we obtain
〈Uτϕ, ψ˜〉 =
∫
Ω
〈µλ(dx), ϕθ(λ)(f0x)ψ(x)〉dP(λ)
=
∫
Ω
〈d−k(f0)∗µθ(λ)(dx), ϕθ(λ)(f0x)ψ(x)〉dP(λ)
=
∫
Ω
∫
PN
〈µλ′(dx), ϕλ′Lfψ(x)〉dm(f)dP(λ′)
=
∫
Ω
〈µλ′ , ϕλ′
∫
PN
Lfψdm(f)〉dP(λ′)
= 〈ϕ, Pτ ψ˜〉
where the third line follows from the invariance of P under θ. 
For ϕ, ψ ∈ L2µ(X) we define the correlation function by
Cn(ϕ, ψ) := 〈µ, ϕ ◦ τnψ〉 − 〈µ, ϕ〉〈µ, ψ〉.
Note that the dynamical system (X,B, µ, τ) is mixing if Cn(ϕ, ψ) → 0 as n → ∞ for every ϕ, ψ ∈
L2µ(X). Next, we prove that Cn decays exponentially fast for dsh observables.
Proof of Theorem 1.3. Again by the invariance properties (3.1) without lost of generality we may
assume that 〈µ, ψ˜〉 = ∫
Ω
〈µλ, ψ〉dP(λ) = 0. Since ψ is real valued we have
Cn(ϕ, ψ˜) = 〈µ, ϕPnτ (ψ˜)〉
hence, we need to bound the quantity |〈µ, ϕPτ (ψ˜)〉|.
Now, denote by Ln := Lfn by a straightforward calculation and 〈µ, ψ˜〉 = 0 we see that
Pnτ ψ˜(λ, x) =
∫
Ω
Ln−1 ◦ · · · ◦ L0ψ(x)dP(λ)
=
∫
Ω
(Ln−1 ◦ · · · ◦ L0ψ(x)− 〈µλ, ψ〉)dP(λ)
On the other hand, since supp(m) ⊂ Hd the function log dist(·,M) is bounded. Then by Remark
3.6, Corollary 3.7, Lemma 4.5 and Lemma 4.3 for P-a.e. λ ∈ Ω we have
‖Ln−1 ◦ · · · ◦ L0ψ − 〈µλ, ψ〉‖L2µθn(λ) ≤ Cd
−n‖ψ‖DSH
RANDOM HOLOMORPHIC ENDOMORPHISMS 17
where C > 0 does not depend on λ or n. Then by Ho¨lder’s inequality, (4.5) and from above argument
we infer that
|Cn(ϕ, ψ˜)| = |〈µ, ϕPnτ (ψ˜)〉|
≤ ‖ϕ‖L2µ‖Pnτ (ψ˜)‖L2µ
≤ ‖ϕ‖L2µ(
∫
Ω
‖Pnτ (ψ˜)‖2L2µλdP(λ))
1
2
= ‖ϕ‖L2µ(
∫
Ω
‖Pnτ (ψ˜)‖2L2µθn(λ)dP(λ))
1
2
≤ Cd−n‖ϕ‖L2µ‖ψ‖DSH
where the forth equality follows from θ∗P = P and Pnτ ψ˜ does not depend on λ.

Remark 4.8. Note that we can also obtain exponential decay of correlations for Ho¨lder continuous
functions by using Lemma 4.6 and applying the above argument.
5. Stochastic Properties of (X,B, µ, τ)
5.1. Central Limit Theorem. In this section we prove a Central Limit theorem (CLT) for d.s.h
and Ho¨lder continuous observables. Our proof relies on verifying Gordin’s condition.
Gordin’s Method: Let (X,F , T, α) be an ergodic dynamical system. We let
U : L2α(X)→ L2α(X)
φ→ φ ◦ T
denote the unitary operator induced by T and let P := U∗ be its adjoint operator. We denote
the σ-algebra Fn := T
−n(F ) and let E(·|Fn) be the associated conditional expectation. Recall
that E(φ|Fn) is the orthogonal projection of φ ∈ L2α(X) onto closed subspace of Fn measurable
functions in L2α(X). Then it follows from an easy calculation that for n ≥ 0
‖E(φ|Fn)‖L2α = ‖Pnφ‖L2α and E(φ|Fn) = UnPnφ
almost everywhere with respect to α restricted to Fn. We say that ψ ∈ L2α(X) is a coboundary if
ψ = u ◦T −u for some u ∈ L2α(X). In the sequel, we let N (0, σ) denote the normal distribution with
mean zero and variance σ > 0.
Theorem 5.1. [Gor69]
Let φ ∈ L2α(X) be such that 〈α, φ〉 = 0. Assume that
(5.1)
∑
n≥0
‖Pnφ‖L2α <∞
then the non-negative real number σ defined by
σ2 = lim
N→∞
1
N
∫
X
(
N−1∑
n=0
φ ◦ T n)2dα
is a finite number. Moreover, σ > 0 if and only if φ is not a coboundary. In this case,
1√
N
N−1∑
n=0
φ ◦ T n ⇒ N (0, σ).
as N →∞.
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Proof of Theorem 1.4. We will verify condition (5.1). To this end, it is enough to show that∑
j≥0
‖P jτ ψ˜‖L2µ <∞
where Pτ is as defined in section 4.2. Then by Proposition 4.7 we have
P jτ ψ˜(x) =
∫
Ω
Lj−1 ◦ · · · ◦ L0ψ(x)dP(λ).
Now, since 〈µ, ψ˜〉 = 0 the argument in the proof of Theorem 1.3 yields
‖P jτ ψ˜‖L2µ ≤ Cd−j‖ψ‖DSH
thus, the assertion follows. 
Remark 5.2. Note that applying the same reasoning and using Lemma 4.6, one can obtain CLT
for Ho¨lder continuous functions.
6. A Markov chain associated with random pre-images
In this section we introduce a Markov chain associated with pre-images of random holomorphic
maps. We use the same notation as in previous sections. We consider (Pk,B, ν) as a probability
space where B denotes the Borel algebra, ν := π∗µ and π : Ω × Pk → Pk is the projection on the
second factor. We let Lf denote the Perron-Frobenius operator associated with f ∈ Hd, precisely
Lf (φ)(x) = d−k
∑
{y:f(y)=x}
φ(y)
for φ ∈ L2ν(Pk). We define the transition probability by
P : Pk × B → [0, 1]
P (x,G) : =
∫
PN
Lf (χG)(x)dm(f)
=
∫
PN
d−k
∑
y∈f−1(x)
δy(G)dm(f)
where δy denotes the Dirac mass at y and χG denotes the indicator function of G. First, we observe
that P (x,G) is well-defined. To this end it is enough to show that for fixed G ∈ B and x ∈ Pk the
map
Hd → [0, 1]
f → Lf (χG)(x)
is measurable. This follows from noting that for fixed x ∈ Pk as f varies in Hd the solutions y ∈ Pk
such that f(y) = x vary continuously. The same reasoning shows that x→ P (x,G) is a measurable
map for every Borel set G. Moreover, G→ P (x,G) defines a probability on Pk. Thus, we may define
the Markov operator on non-negative measurable functions by
Pφ(x) :=
∫
Pk
φ(y)P (x, dy)
=
∫
PN
Lfφ(x)dm(f)
which is again a non-negative measurable function. The following is a direct consequence of Theorem
3.1 and Theorem 1.3:
Proposition 6.1. The measure ν is an P -invariant ergodic measure.
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Proof. To prove invariance, we need to show that for every bounded measurable function φ on Pk
we have
〈ν, Pφ〉 = 〈ν, φ〉.
We denote λ := θ(λ′). Then by definition of ν and Fubini’s theorem we have
〈ν, Pφ〉 = 〈µ, Pφ ◦ π〉
=
∫
Ω
〈µλ, Pφ〉dP(λ)
=
∫
Ω
∫
PN
〈µλ,Lfφ〉dm(f)dP(λ)
=
∫
Ω
〈µθ(λ′), φ〉dP(λ′)
= 〈µ, φ ◦ π〉
= 〈ν, φ〉.
To prove ergodicity of ν we need to show that for every bounded measurable function φ on Pk,
Pφ = φ implies that φ is constant ν-a.e. equivalently φ ◦ π is constant µ-a.e. This follows from
Proposition 4.7 and the strong mixing property proved in Theorem 1.3. 
Let Y,Pν , (Zn)n≥0 and ϑ : Y → Y be as defined in the introduction. It follows from Proposition
6.1 that Pν is invariant and ergodic with respect to the shift ϑ hence, (Zn)n≥0 is stationary under
Pν . Thus, by Birkhoff’s ergodic theorem, for every φ ∈ L1ν(Pk) the series
1
N
N−1∑
n=0
φ(Zn(y)) =
1
N
N−1∑
n=0
φ(Z0 ◦ ϑn(y)) converges to 〈ν, φ〉
as N →∞ for Pν-a.e. y ∈ Y. We say that φ satisfies Central Limit Theorem (CLT) for the Markov
chain (Zn)n≥0 if 1√
N
∑N−1
n=0 φ(Zn) converges in law under the invariant measure Pν to the normal
distribution N (0, σ) for some σ > 0. The following result is a consequence of [GL78]:
Theorem 6.2. If ψ = g − Pg for some g ∈ L2ν(Pk) then
1√
N
N−1∑
n=0
ψ(Zn)⇒ N (0, σ2)
where σ2 =
∫
Pk
g2− (Pg)2dν. Moreover, if σ = 0 then the partial sum converges to Dirac mass at 0.
Proof of Theorem 1.5. Note that the hypothesis in the Theorem 6.2 is satisfied if∑
j≥0
‖P jψ‖L2ν <∞.
Indeed, if g :=
∑
j≥0 P
jψ converges in L2ν(P
k) then ψ = g − Pg.
Now, by 〈ν, ψ〉 = 0 we have
P jψ(x) =
∫
Ω
Lj−1 ◦ · · · ◦ L0(ψ)(x)dP(λ)
=
∫
Ω
Lj−1 ◦ · · · ◦ L0(ψ)(x) − 〈µλ, ψ〉dP(λ)
Thus, by Remark 3.6, Corollary 3.7, Lemma 4.5 and Lemma 4.3 there exists C > 0 such that
‖Lj−1 ◦ · · · ◦ L1 ◦ L0(ψ)− 〈µλ, ψ〉‖L2µ
θj(λ)
≤ Cd−j‖ψ‖DSH
for P-a.e λ ∈ Ω. On the other hand by invariance property θ∗P = P
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‖P jψ‖2L2ν =
∫
Ω
‖P jψ‖2L2µλdP(λ)
=
∫
Ω
‖P jψ‖2L2µ
θj(λ)
dP(λ)
≤ Cd−j‖ψ‖DSH
where the second line follows from θ∗P = P and P jψ does not depend on λ. 
Remark 6.3. Applying the same argument and using Lemma 4.6 one can obtain CLT for Ho¨lder
continuous observables.
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