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ABSTRACT
Previous research presented in numbers of studies strongly sug-
gests that locating in a cluster generates valuable benefits to clus-
tered firms. These include better access to suppliers and other
scarce inputs, superior knowledge and innovation, a better pos-
ition from which to build a social network as well as proximate to
successful competitors. Yet when the positive impact of agglom-
eration and clustering has been questioned on the strictly finan-
cial performance of clustered firms, the results of these studies
are not so convincing and question the enthusiasm for cluster
theory shown by scholars, practitioners, and policymakers. The
aim of our research is to enrich existing knowledge concerning
the benefits of clustering, as well as to test if localisation in a nat-
ural cluster, and membership in a cluster organisation has a posi-
tive impact on financial performance. We propose to measure
that by selected financial indicators such as ROA, ROS, labour
productivity and Economic Value Added, focussing our research
on traditional industrial sectors – plastics and textiles seated in
the Czech Republic. The results of analysing firm-level data in the
period of 2009–2016 fail to confirm any significant influence of
firm localisation in natural cluster or membership in the cluster
organisation on financial performance for firms in studied sectors.
We achieved the same results by investigation of potential differ-
ences for young firms, SMEs or underperforming firms.
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Global innovation and technological development, over the last few decades, have
influenced the strategy of businesses. Collaboration within networks and clusters,
considered by Ketels (2012, p. 4) as ‘catalysts for accelerating industrial transformation
and for developing new regional competitive advantages, speeding up firm and job cre-
ation and thereby contributing to growth and prosperity’ have been strongly supported
to strengthen this development. It is the opinion of agglomeration scholars that the
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benefits of clustering lead to increased company performance derived from improved
production or heightened demand (e.g., Krugman, 1991).
Cluster studies similarly focus on the benefits in the concept as agglomeration
views. Scholars foster the assumption of positive returns to scale at the regional level,
benefits from sources such as infrastructure, input access, and markets (e.g., Li &
Geng, 2012; Nohria & Eccles, 1992). Co-location in an agglomeration has a positive
influence on a firm’s innovative performance (Hervas-Oliver et al., 2018).
According to a number of economists (Enright, 1996; Fløysand & Jakobsen, 2001;
Molina-Morales & Exposito-Langa, 2012; Porter, 1990; and others), participation in
cluster activities may offer benefits in the form of economies of scale, reduced costs,
transfer of technologies and R&D results, as well as increase of innovative potential,
communicative power mainly of small and medium firms to push governments to
care about specialised infrastructures, or generation of external scale effects.
Clusters have differing characteristics, such as their scope, history, participants,
relationships, etc. The definition of ‘cluster’ varies in different studies. They are
understood as ‘natural clusters’- shaped according to the definition of Porter (1990,
1998, 2000), or they are described as ‘cluster initiatives’ or ‘organised clusters’ in the
form of cluster organisations (e.g., Furman et al., 2002; Morgulis-Yakushev &
S€olvell, 2017).
Using Porter‘s definition (2000, p. 16) ‘a cluster is a geographically proximate group
of interconnected companies and associated institutions in a particular field, linked by
commonalities and complementarities’, the benefits from agglomeration could be
pointed out. A cluster organisation then means that firms, educational and research
institutions, public bodies, based on the initiative of particular institutions (e.g.,
regional development agencies, universities, etc.) form an organised and managed
legal entity. The cluster organisation (CO) plays a key role in strengthening and deep-
ening relations between these actors through various types of ‘bridge-building’ activ-
ities which helps to meet pre-defined objectives (Lechner & Leyronas, 2012;
Morgulis-Yakushev & S€olvell, 2017). Duranton (2011, p. 33) states that ‘all the studies
examined so far assess the effects of clustering when it occurs ‘naturally’. They do not
constitute a direct assessment of cluster initiatives’.
There can be found results of empirical research questioning the ability of agglom-
eration economies to stimulate financial performance in the firms and the statements
of the positive association between firm clustering and its performance in previous
studies (e.g., Benneworth et al., 2003; Branco & Lopes, 2018; Kukalis, 2010; Martin &
Sunley, 2003; Stavropoulos & Skuras, 2016). Kukalis (2010) demonstrates no signifi-
cant differences between clustered and non-clustered firms in the early stages of the
industry life cycle. Further, he shows that non-clustered laggards outperformed clus-
tered laggards in the late stages of the industry life cycle. Branco and Lopes (2018)
examined the firms’ economic performance in the cork industry depending on the
stage of the cluster life cycle. They found that the cluster had the strongest impact on
performance during its development. Conversely, at the initial and maturity stage of
the cluster, the economic performance of cluster firms was not better than the
national average of the industry. Stuart and Sorenson (2003) investigate the effects of
geographic proximity in the biotechnology industry. Their findings show that
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proximity effects tend to dissipate as the industry evolves. Pouder and St. John (1996)
point out possible limitations on innovative capabilities as well as the performance of
cluster participants due to erosion of agglomeration benefits over time. These
researchers suggested that the forces that draw firms together within clusters dissipate
in due course just as the growth of manufacturing facilities may lead to dis-econo-
mies of scale.
According Johansson and Quigley (2005), good company performance does not
always result from clustering, as networks of actors can disperse over space and in
this way to substitute geographical agglomeration of actors. Uzzi (1997) explains why
‘over-embeddedness’ of clustered firms may result in a high risk of failure. Duranton
(2011) investigates small benefits from clustering on local earnings and productivity
and negative role of clustering on innovation.
Kukalis (2010, p. 3) mentions ‘that the theoretical views held by cluster scholars
may rest more on case studies than on an examination of accurate performance meas-
ures at the firm level within the same industry’ and calls for additional empirical stud-
ies regarding the effect of clusters on financial performance.
The inconsistent results of previous research call for more empirical investigation
in order to provide further evidence-based results. The aim of our research is to
enrich existing knowledge of the benefits of clustering and test if firm location in a
natural cluster, and membership in a cluster organisation have positive impacts on
financial performance. We measure financial performance using selected financial
indicators such as ROA, ROS, labour productivity, and value-based indicator
Economic Value Added (EVA).
Contrary to previous research studies concentrated mostly on knowledge-based
and publicly traded firms in highly innovative sectors (e.g., Audretsch et al., 2019;
Audretsch & Keilbach, 2007; Kukalis, 2010; Stuart & Sorenson, 2003), we focus our
research on traditional industry sectors with a high share of SMEs. We study three
samples to be able to distinguish firms with different levels of hypothesised effects:
1. clustered firms in terms of the Porter’s natural cluster,
2. firms-members of the cluster organisation (CO), and
3. non-clustered firms – isolated, but localised within the same country as natural
cluster and CO.
The firm-level data of two sectors of traditional industries are examined in this
study, in order to study more stable conditions within the industry life cycle. The sec-
tors of plastics and textiles were selected for their long history and strong concentra-
tion in particular regions in the Czech Republic, with the more than 10 years
existence of managed cluster organisations in the defined sector within this region,
along with the presence of a significant number of non-clustered firms in the same
sector. This allows the opportunity for sampling in this investigation, and to compre-
hensively study the influence of clustering on financial performance.
The remainder of the paper is organised as follows: after a comprehensive theoret-
ical review in Chapter 2, the framework for data collection and research methods are
described in Chapter 3. In Chapter 4, the results of analysis and hypotheses testing
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are introduced, followed by a discussion of the findings and conclusions in chapters 5
and 6.
2. Theoretical background
Over the last 30 years, clusters have been investigated in a number of studies. In the
1990s, a number of examples of industries in Italy, Switzerland, the USA, Germany
and other countries were reported (Porter, 1998).
The problem of cluster is with its definition. Numerous researchers have tried to
define the term ‘cluster’ using their own perspective (e.g., Cooke, 2002; Enright, 2003;
OECD, 1999; Porter, 1990; S€olvell et al., 2003). There is no standard definition which
has been agreed upon. The most of researches and also practitioners emphasise the
geographical proximity of the firms and their different interactions on the horizontal
and vertical level. The clusters link all important factors – available resources, individ-
ual goals to achieve competitive success, and share the idea of proximity, networking
and specialisation. They stimulate cooperation in the business environment and com-
petitive pressure, even between indirect competitors and non-competitive
participants.
However, some authors dealt with the issue of spatial concentration of firms much
earlier. Marshall (1890) studied clustering of related industrial activities and emphas-
ised natural conditions as the main reasons. Concentration of firms attracts educated
labour, it is reflected in an increased level of invention and improvement of machin-
ery, workflows and organisation, and resulted in savings from localisation and
increased competitiveness of the industry in the area. The Marshall’s industrial dis-
trict can be considered as a cluster precursor.
The cluster can arise in principle in two ways – as a result of natural market devel-
opment or on the basis of the initiative of certain (usually) governmental institutions.
The geographically concentrated enterprises, research, professional and educational
institutions that cooperate, based on the Porter’s definition (Porter, 1990, 1998, 2000)
in a particular region, without creating a new legal entity are perceived as a ‘natural
cluster’. If a cluster is triggered by an institution, cluster initiative is talked about.
S€olvell et al. (2003, p. 9) defines cluster initiative as ‘organised efforts to enhance the
competitiveness of a cluster, involving private industry, public authorities, and/or aca-
demic institutions’.
Ketels (2007) declares the emerging of cluster initiatives as e.g., results from the
projects with the possibility of conversion into formal structures. The successful clus-
ter initiative can result in the foundation of a ‘cluster organisation ‘which could act
as an entity with relations among firms, and also with participation of government,
educational and research institutions or capital providers (e.g., Morgulis-Yakushev &
S€olvell, 2017).
Clusters and cluster organisations can vary in size, breadth and state of develop-
ment (Porter, 2000). The variances in their nature reflect the differences in the struc-
tures of industries. Some of them consist primarily of small and medium-sized
enterprises, others involve both large and small firms and some have very closed rela-
tionships with research institutions and/or universities, while others have no such
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kind of connection. Clusters can exist with numerous common activities, with strong
concentration of firms and related industries, or just a few activities in a given indus-
try. It is possible to identify the science-driven innovative clusters and those in trad-
itional sectors with a lower innovation capacity and ability (e.g., Enright, 1996, 2003;
Ketels, 2007).
The impact of cluster existence (either natural or in the form of a cluster organisation)
can be understood as a double. On the one hand, the cluster may impact the region,
especially in its innovative performance (e.g., Delgado et al., 2014), while on the other
hand, influence the individual entities that co-create the cluster or cluster organisation.
Ketels (2003) emphasises the cluster’s benefits in three areas, (i) firms in the clusters are
more efficient because they use specialised inputs and their suppliers are working with
shorter reaction times than isolated businesses, (ii) firms and research institutions can
achieve higher levels of innovation due to knowledge sharing and close interaction, (iii)
thirdly, there is a tendency to cluster enlargement when setting up new businesses
becomes easier because vendors and other partners are part of the cluster. Rosenfeld
(2002) divides benefits of clustering into hard and soft. The hard benefits result from
more efficient business transactions, expert investment, cost reduction, and profits. The
soft benefits lie in education, benchmarking, knowledge sharing, leading to innovation,
imitation and improvement. Nie and Sun (2015) consider cost reduction (e.g., for finding
resources or customers) to be the strongest motive. Ridley (2008) emphasises the easier
or free access to information of market demand. Nie et al. (2020) used a game theory to
show that the cooperation of companies in the industry cluster improves their profits.
Spencer et al. (2010) show in their study that industries located in areas with acritical
mass of related industries tend to higher incomes and rates of growth. Delgado et al.
(2014) assess the impact of clusters on employment growth and innovation in the
region’s industries. The firms located in clusters have been found to show higher employ-
ment growth – this conclusion applies in different regions, industries and clusters.
According Isaksen and Trippl (2014), regional innovation system includes clusters for
cross-sectoral knowledge sharing to foster renewal and regeneration.
The complementarity between employment and innovation performance in clusters
and the positive role of strong clusters in the emergence of new industries in the
region were also found. Delgado et al. (2015) depict the role of clusters in the reces-
sion as also important, and strong clusters have been found to be resistant to the
recession in 2007–2009.
Many clusters in Europe have been created with financial support from the
Structural Funds and proving the effectiveness of such support started to be mani-
fested as a hot topic. Barkley and Henry (2001) report that clusters increase the effi-
ciency of using public funds by concentrating them on supporting a limited number
of business activities. At the same time, due to the close firm clustering, sector-spe-
cific support programs have a higher multiplier effect on the economy of the region.
At the same time, they express a certain degree of scepticism as to whether national
or local authorities are able to identify the competitive edge of the region at all, to
select ‘right’ sectors to support or develop support programs for certain sectors.
Explanations of spatial clustering and positive association between firm clustering
and its performance are being questioned by recent empirical evidence showing that
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firms in clusters fail to outperform firms outside clusters. Kukalis (2010) demon-
strates no significant differences between clustered and non-clustered firms in the
early stages of the industry life cycle using thirty-one years of performance data for
194 publicly traded firms in the semiconductor and pharmaceutical industries.
Further, he shows that non-clustered laggards outperformed clustered laggards in the
late stages of the industry life cycle. Branco and Lopes (2018) found that the impact
of a cluster on economic performance depends on the stage of the cluster life cycle.
They showed the strongest influence in the cluster development stage, when the eco-
nomic performance of the cluster firms exceeded the national average in the industry
(cork industry). On the contrary, in the initial stage of cluster formation, the eco-
nomic performance of clustered companies was below average. In the stage of cluster
maturity, the positive effect of the cluster has already been exhausted. It should be
noted that their study covered a very long period of 60 years. The positive impact of
the cluster on performance was identified after more than 20 years of cluster exist-
ence. Mo, He and Yang (2020) found that innovation success depends on the size
and type of cluster. Large traded clusters have a stronger positive impact on regional
innovation through the sharing of services, labour, tacit knowledge, technology etc.
than local clusters. The degree of cluster specialisation also has a positive effect on
innovation. Stavropoulos and Skuras (2016) studied a large sample of 410,000 manu-
facturing firms located across 191 NUTS 2 regions of 15 EU member states. On the
basis of calculation of two profitability indicators and a labour efficiency indicator
they find very small contribution to the part of the variance of these indicators attrib-
uted to the regions. According Pouder and St. John (1996), concentrations of same-
industry businesses may initially lead to high innovation and growth, but later these
clusters could decline and influence the clustered firms’ performance. Murray and
Dowell (1999) draw attention to the dangers of cluster orientation for a specific prod-
uct mix. Dependence on the production of specific products may lead to a significant
decline in the economic level of the region in the event of crisis of the sector. A
second danger lies in perceiving the unfair approach of the state to selected firms
only. Cluster support logically leads to a selective advantage for cluster firms, while
firms outside the cluster do not qualify for subsidies. Clustering can lead to conges-
tion and competition effects in input markets, raising rents, materials and specialised
labour (Baptista & Swann, 1998; Kukalis, 2010), that are mainly associated with
mature and large clusters (Delgado et al., 2010). Vaan et al. (2013), studying project-
based industries on the example of the global video game industry, demonstrates a
positive net effect of clustering after a cluster reaches a critical size. Kukalis (2010)
discusses that clustering can increase market competition if products are more homo-
geneous and/or locally consumed.
In contrast, Stojcic et al. (2019) demonstrate the positive effect of cluster member-
ship on corporate performance, labour efficiency, export performance and firm
growth on the example of wood-processing and furniture clusters in Slovenia and
Croatia. However, the authors come up with an interesting idea to try to find out to
what extent companies actually use their membership in the cluster to increase their
performance, or whether they are just formal members paying membership fees.
Aranguren et al. (2014) tested the effect of cluster membership on labour productivity
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in the Basque cluster environment in Spain in two periods (2002 and 2008). In their
study, they first compared productivity in general in relation to membership. Here
they concluded that there was a significant difference between the productivity levels
of member companies and other companies in both periods. Cluster member compa-
nies had higher productivity. However, when they compared companies with similar
characteristics (size, age, R&D, quality standards, industry, location), the weaker
impact of cluster membership on productivity was demonstrated, and only in the
second period.
Ben Abdesslem and Chiappini (2019) examined labour productivity of French
companies in the optic/photonic industry from 1996 to 2008 in relation to cluster
membership. Cluster policy was implemented in France in 2005. The results of the
research showed that after the introduction of cluster policy, the productivity of com-
panies increased after only three years. At the same time, it was found that the bene-
ficiaries of the support were rather larger companies with higher productivity. Cluster
policy, on the other hand, has not led to an increase in cluster size. The companies
of certified clusters were significantly more productive.
On the basis of theoretical background of scholars’ studies with inconsistent
results, we aim to test theoretical propositions of expectation of the highest financial
performance of firms localised in managed CO and the lowest of non-clustered firms.
We define the following hypotheses:
H1: The financial performance of geographically localised firms in a natural cluster is
higher than that of non-clustered firms.
H2: The financial performance of firms-members of the CO is higher than localised firms
in natural cluster (non-members of CO).
Ruland (2013) examined the effect of the company’s headquarters position on
profitability measured by the ROA indicator on US firms’ 2004–2009 data. The
results are not unambiguous and depend on the size of the company. For small busi-
nesses, a significant improvement in profitability was demonstrated for cluster-based
firms. By contrast, for large firms, profitability was higher for firms outside the clus-
ter. Li and Geng (2012) study the sample of 294 Chinese SMEs. They give evidence
of significantly higher perceptions of shared resources with cluster firms in compari-
son with non-clustered, and also demonstrate that shared resources exclusively avail-
able to cluster firms link to better cluster firm performance.
On the basis of the proposition that SMEs can benefit more from clustering, we
define the following hypothesis:
H3: Clustered SMEs outperform non-clustered SMEs.
Sternberg and Litzenberg (2004) discuss why young firms have tendency to cluster
spatially more than older ones – as clusters can reduce barriers to entry industry due
to availability of knowledge, skilled labour, social networks, etc. In opposition, Stuart
and Sorenson (2003) give evidence of worse performance of start-up firms in the bio-
technology industry with proximity to dense biotechnology clusters than those in
less-concentrated areas.
To study if young firms can benefit more from clustering, we define the follow-
ing hypothesis:
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H4: Young clustered firms outperform young non-clustered firms.
Shaver and Flyer (2000) believe that firms with the best human capital, technolo-
gies, training programs, suppliers, etc. will gain less from the knowledge transfer, and
rather lose their advantages in transferring knowledge to competitors. Kukalis (2010)
also states that superior firms do not benefit when their knowledge spills to weaker
firms. Firms with worse technologies, human resources, etc., have nothing to lose by
participating in a cluster, they can only gain. Thus, the best, most effective, firms will
gain little in the cluster. To the contrary, the benefit for their weaker competitors can
be considerable.
On the basis of these findings we define following hypothesis:
H5: Underperforming clustered firms outperform underperforming non-clustered firms.
3. Data and methods
3.1. Data and sampling
The aim of the research is to determine if location in a natural cluster, and the mem-
bership of a firm in a cluster organisation have positive impacts on financial perform-
ance. To examine the defined hypotheses and be able to identify differences in firm
performance, three different samples are defined:
1. Members of a CO (CLU) are firms officially involved in the formal CO.
2. Geographically localised firms in natural clusters (REG) is a group of firms which
are not members of CO but operate in the geographical location of the for-
mal CO.
3. Finally, non-clustered firms (CZE) are firms which do not belong to either of pre-
vious groups.
Two different industries studied in the Czech Republic are examined for verifica-
tion of the results: plastics and textiles. One country is chosen because of the same
conditions in terms of macroeconomic factors and cluster policy. The industries are
selected due to:
 their strong concentration in particular regions in the Czech Republic – (A) plas-
tics processing industry in Zlın region and South-Moravian region (NUTS3) and
(B) textile industry in Bohemian northeastern region (LiberecþHradec
KraloveþPardubice region) (NUTS2) and northwestern Karlovarsky region
(NUTS3), and
 within these regions, existence of more than 10 years’ old COs is possible to inves-
tigate (both of these clusters were established in 2006): PLASTR (plastics process-
ing), CLUTEX (textile).
The textile industry has been historically one of the traditional sectors in the
Czech Republic. Since 1990s until roughly late 2000s, this industry went through a
phase of decline in employment and performance indicators due to the inability to
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compete with traditional production of cheap Asian competition. However, the situ-
ation in the monitored period 2009–2016 can be considered stable. The industry has
been restructured, and existing manufacturers are mainly focussing on higher value-
added production such as technical textiles for automotive and apparel design. The
main centre of the textile industry is a natural cluster in the northern part of the
Czech Republic with several research and educational institutions. This explains why
companies in the natural textile cluster performed better than companies in other
regions. Only a small number of firms have joined the cluster organisation, often
with weaker performance, as an opportunity to survive in the market.
Plastics production has a significant share of the country GDP and value added
and the development of this sector in the monitored period 2009–2016 can be
described as growing. The plastics industry generally has better financial performance
results than the textile industry. There natural cluster in the southeastern part of the
Czech Republic represents, on average, firms with the highest performance within
this sector, supported by universities and research centres in this region. Firms with




The measure of firm performance is treated as a dependent variable. There is discus-
sion about appropriate performance indicators. In the case of agglomeration studies,
choice depends on assumptions and limitations relevant to research.
Accounting-based ratios represent the most simple approach as ratios related to
profitability, e.g., Return-on-Assets (ROA) or Return-on Sales (ROS) are used in the
study of agglomeration economies, since they measure the earning capability of firms
and provides supplementary and less biased indicator of profitability (Diez-Vial, 2011;
Ferreira et al., 2010; Jennen & Verwijmeren, 2010; Kukalis, 2010). These financial
ratios are not without limitations as they are calculated using numbers from financial
statements influencing by company-specific accounting policies.
In our research we used hard firm-level financial data and calculated the account-
ing-based financial indicators: Return on assets (ROA), Return on sales (ROS) and
labour productivity (LP) for their simplicity, frequent usage and justification in previ-
ous studies. One value-based indicator as a complex measure, Economic Value
Added (EVA) which includes firm’s cost of capital and enables to include undertaken
risk into evaluation of firm performance, is also employed. ROA evaluates firm’s
effectiveness in utilising the firm’s assets and is measured as net income/total assets.
ROS measures profit margin and is calculated as net income/sales. LP is calculated as
sales/number of employees. EVA is calculated as a difference of the net operating
profit after taxes and cost of capital, measures the extent to which the firm contrib-
uted by its activities in the given period to the increase or decrease of value for
the owners:
We applied this measure in simplified form of residual income using accounting-
based data:
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EVA ¼ ROE reð Þ E (1)
where: ROE – return-on-equity, E – equity, re – cost of equity
To be able to compare firms‘performance, we calculated EVA/Sales. Capital Assets
Pricing Model (CAPM) was applied for calculation of the cost of equity:
re ¼ rf þ bðrm  rf Þ (2)
where: rf – risk-free rate, b – measure of systematic risk of a security, (rm – rf) – mar-
ket risk premium
10-year Treasury bond yields, published by Czech Ministry of Industry and Trade,
were considered as risk-free rates (rf). CAPM modified version was applied due to
the absence of capital market data, and the values of industry unlevered betas were
converted to levered beta for each firm based on its debt/equity ratio. Unlevered betas
and country risk premiums (rm – rf) were taken over from Aswath Damodaran’s data-
base. The risk-free rates, tax rates and risk premiums for the Czech Republic in the
period of 2009–2016 are shown in Table 1.
Financial data and number of employees in the period of 2009–2016 for calcula-
tion of all variables were drawn from The MagnusWeb database (Bisnode, 2017). The
reporting period began in 2009 as the third year of COs‘existence and finished in
2016 as the last year with complete firms‘financial data.
3.2.2. Independent variables
Industry cluster and number of firms present in each cluster (cluster size) were desig-
nated as the independent variables. To identify a scope of natural clusters in the
regions, this study used the results of a mapping study from 2004 to 2005 (Berman
Group, 2005). The mapping study applied the following methodology:
1. the sectors in which the region has a key competence and are important for the
region’s economy were identified,
2. expert assessment (leaders of industry, development agencies, universities) of the
importance of the industry to the region and the potential to form a cluster
organisation in the industry was provided,
3. a qualitative analysis of services that in themselves represent potential for cluster
development in the region was processed, and
4. evaluation of Porter’s diamond elements in individual branches (conditions of
input factors, demand, firm strategy, structure and competition, related and sup-
porting industries) was elaborated.
Table 1. Risk-free rates, tax rates and risk premiums in the Czech Republic (2009–2016).
Year 2009 2010 2011 2012 2013 2014 2015 2016
Risk-free rate (rf) (%) 4.67 3.71 3.79 2.31 2.26 1.58 0.58 0.43
Tax rate (%) 20 19 19 19 19 19 19 19
Risk premium (rm-rf) (%) 5.85 6.28 7.28 7.08 6.05 6.80 7.36 6.69
Source: https://www.mpo.cz, http://pages.stern.nyu.edu/adamodar/.
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The quantitative part relied on approaches that use location quotients (LQs)
(Isserman, 1977) to identify the concentration of the industry in the region as the basic
assumption of cluster formation. The location quotient measures industry concentrations
in a region working with employment data. It refers to the ratio of an industry’s share of
employment in a particular region to its national share of employment.
LQ values in reporting period of 2009–2016 are presented in Table 2. The two
investigated regions show a significant concentration of plastics and textile industries.
The particular samples investigated are based on a list of firms in plastic and tex-
tile sectors. To properly identify the samples, the business focus of firms operating in
selected sectors were studied in detail. Only the firms with predominant business
activities in plastic/textile sectors were included.
The plastics industry’s samples consist of firms in NACE 222:
 CLU includes members of the cluster organisation PLASTR established in 2006. It
has members with various subjects of activity. Its members are, in addition to
plastics processing firms, also trading firms, universities, research institutes and
professional associations. Based on the analysis of the core business of cluster
members, the core firms of the cluster were identified.
 REG includes plastic processing firms seated in the boundaries of Zlın region and
South-Moravian region (NUTS3), except the members of PLASTR.
 CZE contains firms that operate within the Czech Republic in plastic processing
industry out of sample REG.
The firm-level data had to be filtered. The firms with no sales data available in any
year, and the micro-enterprises with sales below EUR 700,000 in all years were
excluded from the sample. Then firms with missing data on revenues in some years
in the time series, if at the same time in the remaining years the value of sales was
below EUR 700,000, were also removed. ROE and EVA make sense to calculate only
for the firms with positive equity. The firms with negative equity and EBITDA < 0
were excluded in all samples investigated. If evidence of the number of employees
were missing and only the interval category was listed, the centre of the interval was
applied. The samples of plastics processing firms (before and after filtering) in the
period of 2009–2016 are presented in Table 3.
The textile industry’s samples consist of firms in NACE 132, 139 and 141:
 CLU includes members of the cluster organisation CLUTEX established in
2006. It has members with various subjects of activity. Its members are, in add-
ition to textile firms, also trading firms, universities, research institutes and
professional associations. Based on the analysis, the core firms of the cluster
were identified.
Table 2. Location quotients of plastics and textile industries in the Czech Republic.
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 REG includes firms operating in the region of Liberec, Hradec Kralove and
Pardubice (NUTS2) and Karlovarsky region, except the members of CLUTEX.
 CZE contains firms that operate within the Czech Republic in textile industry out
of sample REG.
 The samples of textile firms (before and after filtering) in the period of 2009–2016
are presented in Table 4.
To test hypotheses H3 (concerning SMEs), H4 (young firms) and H5 (underper-
formed firms) we brought together firms in the samples of CLU and REG, e.g.,
‘clustered firms’ because of the small number of firms in both samples.
3.2.3. Hypotheses testing
The paper aims to investigate the magnitude and strength of the relationship between
a dependent variable and a set of covariates. Therefore, research hypotheses were
operationalised and consequently tested by employing statistical tests of correspond-
ing regression parameters. Linear mixed effect regression (LMER) models with time-
dependent variables were chosen for two reasons. Firstly, LMER distinguishes
between general effects (fixed effects) applicable to all firms (units of analysis) and
individual effects observed for each firm (random effects). Secondly, LMER allowed
us to control for time dynamics. Models with both random intercepts and slopes cap-
ture different levels at the beginning of the analysed period and a pace of change of
the dependent variable for each firm.
Formally, models can be written in the following form:
FPit ¼ cþ aXit þ bzit þ b0i þ b1it þ uit (3)
FPit is a value of performance indicators of the i firm observed at the time t:
Parameter c is an intercept value and corresponds to the expected value of the
dependent variable FPit at the beginning of the analysis (t ¼ 0) for the reference cat-
egory. This category differs across hypothesis and is described in the section Results.
Vector of regression coefficients a contains parameters which correspond to the data
matrix X. This matrix specifies levels to which a firm belongs to (CLU, REG, CZE)
using binary dummy variables. This matrix is designed according to the purpose of
each hypothesis. If the hypothesis is concerned only about the difference between
CLU and common group REGþCZE, as it is in the RH3, only a1 will be estimated.
Parameter a1 is interpreted as an effect of not being in the cluster organisation.
Table 3. Numbers of plastics processing firms in the period of 2009–2016.
Original Plastics 2009 2010 2011 2012 2013 2014 2015 2016
CLU 23 23 23 23 23 23 22 20
REG 58 58 56 54 54 49 47 47
CZE 457 450 465 455 449 445 418 378
Filtered Plastics 2009 2010 2011 2012 2013 2014 2015 2016
CLU 10 9 9 9 9 10 9 10
REG 17 17 18 24 25 25 24 28
CZE 134 153 179 168 180 180 193 196
CLU, cluster organisation; REG, clustered firms in the natural cluster; CZE, non-clustered firms.
Source: own processing.
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Parameters a1 and a2 and are estimated if all three levels of cluster memberships are
being compared. Parameter b describes the effect of being the textile firm. Parameters
b define the random-effect part of the model. The b0i is a value of the random inter-
cept (estimated value of the dependent variable at the beginning of the analysed
period) of the firm i. Part b1i t allows setting a growth rate over time t for an individ-
ual firm i. Error value term uit follows a multivariate normal distribution (for each
firm at a time) and contain effects of unobserved variables and other factors not cap-
tured by the model. Existence of the hypothesised effect was evaluated by the formal
inferential t-test and profiled 95% confidence intervals (CI95). Confidence intervals
allowed us to depict the uncertainty of the estimate.
Some models were not identified during the first step due to the high variance of
the data. Therefore, we have treated data as a collection of cross-sectional data and
have discarded the time-dimension of the analysis in the second step.
The non-parametric Mann-Whitney test was used to determine if any difference in
the medium values of the dependent variable between two groups of firms exists. If
more groups were analysed, the non-parametric Kruskal-Wallis analysis of variance
(KW test) for one factor was performed. This test was accompanied by post-hoc pair-
wise tests to identify treatment groups with different median values of the analysed
performance indicator. Dunn’s all-pair test allows controlling alpha error multiplica-
tion errors by Bonferroni’s p-adjustment. All computations were done in the statis-
tical software R 3.5.1 (R Core Team, 2018). Data manipulation and visualisation was
done with library tidyverse Wickham et al. (2019). Regression models were estimated
using the library lme4 (Bates et al., 2015).
4. Results
In order to reveal the specific impact of cluster organisations on the performance of
their members, it is necessary to analyse the initial situation in the year of COs estab-
lishment. Firm performance in the particular samples is evaluated using a median
value of indicators – ROA, ROS and EVA/Sales.
Table 5 shows that firms entering CLUTEX (in 2006) in average underperform
firms localised in a natural cluster as well as non-clustered firms operating in the
same industry in all reported financial indicators. The firms entering PLASTR show
higher performance measured by financial indicators than firms operating outside the
region, but the firms in natural cluster that were not members of the CO outper-
formed all firms in this industry.
Table 4. Numbers of textile firms (before and after filtering) in the period of 2009–2016.
Original
Textile 2009 2010 2011 2012 2013 2014 2015 2016
CLU 14 14 14 15 15 15 15 15
REG 30 28 27 28 24 24 24
CZE 94 95 90 95 92 88 84 88
Filtered Textile 2009 2010 2011 2012 2013 2014 2015 2016
CLU 5 6 6 6 7 8 8 7
REG 15 16 14 16 13 15 13
CZE 52 48 49 50 53 45 51
CLU, cluster organisation; REG, clustered firms in the natural cluster; CZE, non-clustered firms.
Source: own processing.
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Table 5 demonstrates initial different conditions in the two industries concerning
relationships between the level of financial performance of COs‘members – firms
localised in natural clusters – firms outside of the region at the time when the COs
were established.
4.1. Results of hypotheses testing
The first two research questions were empiricaly verified by a regression model
detailed in the Equation (4).
H1: The financial performance of geographically localised firms in a natural cluster is
higher than that of non-clustered firms.
H2: The financial performance of firms-members of CO is higher than localised firms in a
natural cluster (non-members of CO).
A set of regression models with different dependent variables was estimated.
However, due to the estimation problems (estimator has not converged to a precise
solution), only regression models with dependent variable labour productivity (LP)
and Return on Assets (ROA) were identified. Estimated parameters accompanied by
inferential statistics and 95% confidence intervals can be found in Tables 6 and 7.
FPit ¼ cþ a1CLUit þ a2CZEit þ bGroupit þ b0i þ b1it þ uit (4)
The reference group for both the H1 and H2 is the ‘geographically localised firms
in natural clusters’ (REG) operating in the Plastics group. This model does not
assume that benefit of being in CLU or CZE compared to REG differs in the plastics
and textile industry (there is no interaction between the geographical and sectoral
attributes. Being a CLU compared to other categories gives the same benefit for plas-
tics and textile group). Setting a reference group to REG allows to contrast effects of
being a firm in the region (REG) to an effect of being a member of a narrower set of
clustered firms (CLU) and wider set of companies in the Czech Republic (CZE).
Research hypothesis 1 expects that the effect of not being either a member of the
cluster organisation or natural cluster is negative compared to the REG category.
Therefore, parameter CZE is expected to be negative. In both models (Tables 6
and 7) we failed to find any evidence supporting this claim. In the Labour productiv-
ity model, the 95% confidence interval CI95 (–56.33, 917.38) spans over null effect
CI95 56:33, 917:38ð Þ, and the t-test is statistically non-significant
with t df ¼ 427:23ð Þ ¼ 1:73, p ¼ 0:08: In the ROA model, the confidence interval
CI95 (–0.02, 0.03) is inconclusive as it contains both positive and negative values of
Table 5. Firm performance in particular samples in 2006 (the year of COs establishment).
Plastics industry Textile industry
Indicator median CLU REG CZE CLU REG CZE
ROA 9.3% 10.7% 7.8% 3.2% 4.4% 4.0%
ROS 8.0% 8.0% 5.8% 2.7% 4.3% 3.6%
EVA/Sales 1.2% 2.2% 0.7% –7.7% –5.3% –2.1%
Source: own processing.
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possible effect. The t-test of the regression parameter CZE yielded
to t df ¼ 378:05ð Þ ¼ 0:27, p ¼ 0:79:
The second research hypothesis predicts that the effect of being organised in the
cluster organisation (CLU) compared to the reference REG category is positive.
Therefore, parameter CLU is expected to be positive. As with the H1, we failed to
find any supportive empirical evidence. In the Labour productivity model (Table 6),
the 95% confidence interval CI95 (–710.58, 1045.52) contains possible zero effect.
This is confirmed by the t-test; t(414.35) ¼ 0.38, p¼ 0.71. In the ROA model the
confidence interval CI95 (–0.07, 0.01) of the regression parameter contains null effect
and the t-test results in t(354.29) ¼ 1.67, p¼ 0.1.
A series of KW tests (for both PL and ROA variables) were performed (see
annexe) to see whether there was any difference in any year of the analysed periods.
KW tests have not revealed any differences in LP. There were 4 years when the KW
test identified differences in median values of ROA. In 2010 Reg>CLU (contradicts
H1); in 2011 Reg>CLU (contradicts H1), 2015 CZE>REG and CZE>CLU (contra-
dicts H1 and H2). These results do not resemble any clear pattern and in some cases
even contradict theoretical expectations. This is consistent with an interpretation of
the LMER models which have not found any systematic evidence for supporting
hypotheses H1 and H2.
H3: Clustered SMEs outperform non-clustered SMEs.
The third hypothesis classifies companies into two groups according to their par-
ticipation in the cluster activities. The CZE group is used as a reference category.
Being a member of the combined category of REGþCLU is expected to have a posi-
tive effect on the FP when contrasted to the CZE firms. The CZE group is used as a
reference category as the evaluation of the effect of the clustered SMEs (CLUþREG)
is an objective of the hypothesis.
Only one full LMER model with dependent variable ROS (see Table 8) was esti-
mated. Another LMER model with ROA as a dependent variable was identified when
grouping variable (effect of the sector) was dropped. Estimates of the simplified
model can be found in Table 9.
Table 6. Regression model of the LP dependent variable.
Sales/Emp Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 1932.26 218.60 426.25 8.84 0 1499.83 2364.85
CLU 167.63 446.84 414.35 0.38 0.71 –710.58 1045.52
CZE 430.54 248.96 427.23 1.73 0.08 –56.33 917.38
Group¼ Textile –265.40 251.34 424.46 –1.06 0.29 –762.80 231.78
Source: own processing.
Table 7. Regression model of the ROA dependent variable.
ROA Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 0.17 0.01 376.37 17.15 0 0.15 0.19
CLU –0.03 0.02 354.29 –1.67 0.1 –0.07 0.01
CZE 0 0.01 378.05 0.27 0.79 –0.02 0.03
Group¼ Textile –0.03 0.01 370.19 –2.86 0 –0.06 –0.01
Source: own processing.
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The ROS model provided a negative estimate of the parameter of the joint group
(CLUþREG). This estimate contradicts the expectation in the H3. Confidence inter-
val CI95 (–0.03, 0.01) suggests that the effect of being a member of the joint group
can be either negative and negative. This is supported by the t-test of the regression
parameter t(df ¼ 414.88) ¼ 1.22, p¼ 0.22. There is no empirical evidence that firms
in the joint group (CLUþREG) outperform other companies.
The simplified model points in the same direction. Effect of firms in CLUþREG
is no different from as the confidence interval CI95 (–0.03, 0.01) suggests. Therefore
our findings do not support H3 when ROA performance indicator is concerned.
Formal t-test of the regression coefficient failed to reject the null hypothesis about
the null effect as well: t(df ¼ 377.25) ¼ 1.12, p¼ 0.26.
Series of the Mann-Whitney tests was computed to verify results from regression
models on annual data cross-sectional data. Results confirm the outcomes of regres-
sion models as no differences in medium values were identified.
H4: Young clustered firms outperform young non-clustered firms.
The fourth research hypothesis is evaluated on the sub-sample of young companies
(established in or after the year 2011). CZE firms from the subsample are set as a ref-
erence category. Three models (LP, ROA and ROS) were identified to verify the H3.
The first model with Labour Productivity as a dependent variable (see Table 10) does
not provide any empirical evidence which would support H3. Confidence interval
CI95 (–1993.41, 693.31) contains the null effect. T-test of the regression parameter
also fails to reject its null hypothesis with t(df ¼ 112.17) ¼ 0.95, p¼ 0.35.
Surprisingly, the effect of textile sectoral is positive and reaches a high value 1887.26.
On the other hand, standard error of the estimate is large which projects into a wide
width of the confidence interval.
The second LMER model (see Table 11) with financial performance indicator
ROA supports findings from the Labour productivity model. The confidence interval
of the regression parameter CI95 (–0.09. 0.01) contains the null effect value. The t-
test t(df ¼ 101.23) ¼ 1.59, p¼ 0.11 also brings no evidence for conjecture that
younger clustered firms outperforming other young firms.
The LMER model with the ROS dependent variable (see Table 12) was identified
without the group-sector variable. The model finds that the membership in the CO
Table 8. Regression model of the ROS dependent variable.
ROS Estimate Std. error Df t-value Pr(>jtj) 2.5% 97.5%
Intercept 0.08 0.01 423.82 16.3 0 0.07 0.09
CLUþ REG –0.01 0.01 414.88 –1.22 0.22 –0.03 0.01
Group¼ Textile –0.01 0.01 409.23 –0.72 0.47 –0.02 0.01
Source: own processing.
Table 9. Regression model of the ROA dependent variable.
ROA Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 0.17 0.01 385.58 27.29 0 0.16 0.18
CLUþ REG –0.01 0.01 377.25 –1.12 0.26 –0.03 0.01
Source: own processing.
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or being localised in the natural cluster bring the negative effect on the ROS. This
can be read either from the confidence interval CI95 (–0.08, 0.01) which contains
only negative values, or from the t-test of regression parameter t(df ¼ 103.64) ¼
2.58, p¼ 0.01. These findings contradict the H4. Although Mann-Whitney tests
were computed for all dependent variables for which we have a regression model
identified, none of the tests identified a statistically significant result.
H5: Underperforming clustered firms outperform underperforming non-clustered firms.
Only one model with dependent variable ROA was identified. The reference group
was set to CZE firms as the research hypothesis aim to identify the effect of firms
participating in cluster activities. We split the sample into under- and out-performing
firms according to the mean value threshold.
Only a model with ROA dependent variable was identified successfully (see Table
13). The results suggest that the effect of being in a group CLUþREG can be both
positive and negative with narrow confidence interval CI95 (–0.01, 0.01) and the cor-
responding t-test with t(df ¼ 293.23) ¼ 0.05, p¼ 0.96.
5. Discussion
Many scholars describe the positive effects of clustering on company development.
Most of them focus on inputs or market access, cost reduction, or innovation
Table 10. Regression model of the LP dependent variable on the young firm subsample.
Sales/Emp Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 2842.2 379.62 110.92 7.49 0 2079.59 3605.88
CLUþ REG –650.56 688.24 112.17 –0.95 0.35 –1993.41 693.31
Group¼ Textile 1887.26 816.65 107.06 2.31 0.02 224.89 3550.26
Source: own processing.
Table 11. Regression model of the ROA dependent variable.
ROA Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 0.22 0.01 102.47 14.95 0 0.19 0.25
CLUþ REG –0.04 0.03 101.23 –1.59 0.11 –0.09 0.01
Group¼ Textile –0.04 0.03 95.88 –1.38 0.17 –0.1 0.02
Source: own processing.
Table 12. Regression model of the ROS dependent variable.
ROS Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 0.11 0.01 104.11 11.77 0 0.09 0.13
CLUþ REG –0.05 0.02 103.64 –2.58 0.01 –0.08 –0.01
Source: own processing.
Table 13. Regression model of the ROA dependent variable.
ROA Estimate Std. error df t-value Pr(>jtj) 2.5% 97.5%
Intercept 0.09 0 313.16 39.31 0 0.09 0.1
CLUþ REG 0 0 293.23 –0.05 0.96 –0.01 0.01
Source: own processing.
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improvements, using more case studies than hard data. Just several studies try to
question impacts of clustering on company financial performance. To study these
impacts, scholars test the samples of clustered and non-clustered firms (e.g., Ben
Abdesslem & Chiappini, 2019; Branco & Lopes, 2018; Kukalis, 2010; Li & Geng,
2012; Stojcic et al., 2019). The results of these studies are ambiguous. Some confirm
the clearly positive impact of clustering on performance (Ben Abdesslem &
Chiappini, 2019; Li & Geng, 2012; Stojcic et al., 2019). Others, on the other hand,
report that clustering contributes to performance only at certain stages of the life
cycle (Aranguren et al., 2014; Branco & Lopes, 2018) or not at all (Kukalis, 2010).
Under Czech conditions, such a study was carried out for the first time.
Our research attempted to study company performance more deeply – to distin-
guish firms (i) organised in the CO, (ii) localised in so-called natural cluster, and (iii)
non-clustered firms. We expected that firm-members of the CO with managed activ-
ities would outperform firms in natural clusters, and firms in natural clusters outper-
form non-clustered firms. To be able to smooth the influence of industry life cycles,
we concentrated on firms operating in traditional industries, as well as with a high
share of SMEs to fulfil the research gap, as most studies focus their research on pub-
licly traded large companies in innovative sectors (e.g., Kukalis, 2010; Lechner &
Leyronas, 2012; Stuart & Sorenson, 2003).
We expected that this scope of research could serve the propositions to meet
expectations. Based on the research conducted, no positive impact of clustering on
financial performance of the firms in plastic and textile industries in the Czech
Republic was confirmed. The differences between the performance of all three sam-
ples were not statistically significant at the 5% level. These results did not confirm
the positive association between firm clustering and its performance, in contrast with
the findings of the studies by Aranguren et al. (2014) or Stojcic et al. (2019).
We observed differences in firms‘performance level between textile and plastics
industries when COs were established – textile firms entering the CO in 2006, on
average, underperformed firms localised in natural clusters as well as non-clustered
firms operating in the same industry. In all reported financial indicators, plastic firms
entering the CO in the same year showed higher performance than firms operating
outside the region, and the firms in natural clusters that were not members of the
CO outperformed all firms in this industry. The results of our research failed to show
changes in financial performance by clustering.
Even though we particularly tested SMEs, young or underperformed firms in the
samples, no differences between clustered and non-clustered firms’ financial perform-
ance were displayed, however some studies (e.g., Shaver and Flyer, 2000; Sternberg
and Litzenberg, 2004; Kukalis, 2010) suppose that weaker firms, due to age, size or
underperforming, could benefit from clustering more than strong ones.
In both cases, we examined clusters established in 2006 and assumed that the posi-
tive effect of the existence of a cluster organisation on performance should be demon-
strated within a time horizon of 10 years. However, some research studies (e.g.,
Branco & Lopes, 2018) show that the positive effect of clustering on economic per-
formance can manifest itself with a significantly longer time lag (in this case, after
20 years of the cluster’s existence). Thus, it cannot be confirmed that support for the
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emergence of clusters in the Czech Republic in these sectors was meaningless or
would not be effective in the longer term. Cluster membership is also just one factor
that can contribute to firms’ performance growth and can be closely linked to other
factors (e.g., R&D policy), as shown by the study of Aranguren et al. (2014).
The problem of the Czech cluster organisations, in addition to a shorter period of
existence, is also their small size. The results of no evidence of clustering effect on
firm performance in this study can be aligned with results of Delgado et al. (2010)
showing clustering effects associated more with mature or large clusters, and also
with Mo, He and Yang (2020) confirming intensification of clustering effects with
increasing size.
In terms of implications for economic policy, evaluation the efficiency of the clus-
ter policy should take place in the long term. However, it is possible to continuously
examine the development of cluster activities from the perspective of management,
services provided, internationalisation, shared infrastructure or collaborative research
(see Pavelkova et al., 2019) and create a system of accredited clusters for which finan-
cial support appears to be potentially promising. In France, for example, it was
proved that certified clusters have a greater impact on labour productivity growth
(Ben Abdesslem & Chiappini, 2019) than others. Training of cluster management and
cluster stakeholders in the regions through accredited certification centres also seems
to be a suitable tool for supporting clusters. To reduce the risk of failure, the cluster
policy could follow examples of good practice from abroad in the next period (e.g.,
U.S. Cluster Mapping, or Global Cluster Initiative Survey supported by the Swedish
Agency for Innovation Systems).
6. Limitation of research and conclusion
We are aware of the limits of our research, especially the length of the 2009 to 2016
time series. Both of the investigated COs were founded in 2006. When examining the
impact of the COs on the performance of member entities, a certain time lag must be
considered, and we began the collection of data in 2009. The end of the time series is
affected by the availability of data acquired from financial statements. In the case of
both of the investigated cluster organisations, the results may have been influenced
by the relatively short period of their operation.
Another limitation is the limited amount of data in the samples, mainly in the
sample of the firm-members of the COs as we only used firms’ data (no other institu-
tions-members of CO) and COs are relatively small. As Vaan et al. (2013) declares,
the effects of clustering could become positive after a cluster reaches a critical size.
Moreover, we had to exclude some firms from investigation due to the non-availabil-
ity of data, or negative value of their equity capital.
Targeting research into two industries also has certain limits, as it is not possible
to generalise the results across all sectors. The scope of the study focussed on trad-
itional industries raises questions of future study for possible conflicting results of
firms’ performance for more innovative industries, based on the conceptual frame-
work as our research.
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To overcome these limitations, future research with longer time series data, study-
ing COs with higher number of firms-members, and targeting more industries is rec-
ommended. The comparison of results for industries with high and moderate
innovative capacity within the same country’s conditions with stronger and more
influential cluster policy can be interesting for obtaining comprehensive knowledge of
clustering benefits.
The explanations of spatial clustering have been questioned by recent empirical
evidence showing that firms in clusters fail to outperform firms outside clusters.
Several studies using firm-level data in different industries have been provided, and
as e.g., Kukalis (2010), Vaan et al. (2013) and others, we propose that our findings
may be driven by the particularities of the industrial settings chosen in our research.
The results of our study contributes to questioning the positive association between
firm clustering and performance (e.g., Kukalis, 2010; Martin & Sunley, 2003;
Stavropoulos & Skuras, 2016). The results of this study inspire the raising of more
questions and research connected with studying effects of agglomeration, as well as
also a focus on issues of clustering support by government and regional policies and
its impact on firms’ performance as studied e.g., by Ben Abdesslem and Chiappini
(2019) in the French optic/photonic industry.
In further research, it is necessary to focus on monitoring these two industries in
the coming years, as experience of e.g., Branco and Lopes (2018) shows that the posi-
tive effect of clustering can occur with long time interval. It will also be desirable to
include other industries in the research, as some researches (e.g., Zizka, 2019) suggest
that the effect of clustering is differently strong in individual industries.
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