Introduction
In 1909, Thue 57] derived the rst general sharpening of Liouville's theorem on rational approximation to algebraic numbers, proving, if is algebraic of degree possesses at most nitely many solutions in integers x and y (to see this, apply Thue's inequality to the roots of F(x; 1) = 0). In the intervening years, there has developed an extensive body of literature devoted to explicitly solving \Thue" equations, or bounding the number of such integral solutions; in the latter regard, we mention a result of Bombieri and Schmidt 14] (see Stewart 53] for further re nements):
solutions in coprime integers x and y, where !(m) denotes the number of distinct prime factors of m and the constant c is absolute (for n su ciently large, one may take c = 430).
Note that the number of solutions to (1.1) is independent of the coe cients of the form F; a result of this avour was rst deduced in 1983 by Evertse 23] . In a certain sense, this result is sharp, at least up to the constant c. Indeed the example F(x; y) = x n + r(x ? y)(2x ? y) (nx ? y);
where r is a nonzero integer, has the corresponding solutions (1; 1); (1; 2); : : : ; (1; n) to (1.1) with m = 1.
The e ective solution of an arbitrary Thue equation has its origins in the following theorem of Baker 4 ]: Theorem 1.2. If F is an irreducible binary form of degree n, > n + 1 and m is a nonzero integer, then every integer solution (x; y) of equation (1.1) satis es maxfjxj; jyjg < c e log jmj where c is an e ectively computable constant depending only on n, and the coefcients of F.
More recent re nements of this result, together with techniques from computational Diophantine approximation, have led to practical algorithms for solving Thue equations. We will discuss these brie y in Section 9; the reader is directed to 60] and 51] for more details.
In what follows, we restrict our attention to binary cubic forms with integer coe cients, i.e. polynomials of the shape F(x; y) = ax 3 . The quantity N F will be the primary object of study in this paper; its behaviour di ers quite substantially depending on whether D F is positive or negative. We discuss these situations in turn. Their proofs rely crucially upon the fact that, if D F < 0, the number eld generated over Q by the real root of the equation F(x; 1) = 0 has a ring of integers with a single fundamental unit. They utilize what would now be considered to be a special case of Skolem's p-adic method (though, in the interests of historical fairness, it might be reasonably regarded as the origin of this technique) together with what Delone terms an \ascent algorithm"; the reader is directed to 21], Chapter VI for details. has a ring of integers generated by a pair of fundamental units. In principle, as noted by Ljunggren 33] and 34], the p-adic method used in case D F < 0 may in fact be extended to treat this more di cult problem. For particular cubic forms (i.e. those with D F = 49; 81; see e.g. 33] and 6]), such an approach has been employed to solve equation (1.2). It does not, however, appear to be a straightforward matter to derive an explicit upper bound upon N F by this method, valid for arbitrary cubic forms of positive discriminant. The main reason for this is that, in order to apply the local method of Skolem, one requires exact information about fundamental units in certain quadratic extensions of Q( ).
In 1929, Siegel 48] As we describe in Section 4, there are in nitely many inequivalent cubic forms F for which D F > 0 and N F = 5.
Our proof of Theorem 1.4 consists of some (very) slight re nements of a number of technical lemmata from 24], together with some recent techniques from computational Diophantine approximation, based upon lower bounds for linear forms in logarithms of algebraic numbers and the L 3 lattice basis reduction algorithm.
The paper is organized as follows. In Section 2, we treat the (rather simple) case of reducible forms. In such a situation, we are able to derive precise information regarding solutions to equation (1.2) . In Section 3, we consider irreducible forms with nontrivial automorphism groups, obtaining a (sharp) re nement of Theorem 1.4. Section 4 contains mostly historical, expository remarks about families of cubic Thue equations and their e ective solution. In Section 5, we begin the proof of Theorem 1.4 for irreducible forms, following the classical reduction theory of cubic forms of positive discriminant. Section 6 introduces the Pad e approximants that play a crucial role in this proof and contains a number of fundamental inequalities concerning them. In Section 7, we apply these inequalities to complete the proof of Theorem 1.4 for cubic forms F with discriminant D F > 24000. In Section 8, we discuss the problem of nding representatives for each equivalence class of cubic forms with positive discriminant below a certain bound. Finally, in Section 9, we brie y describe how one solves a collection of cubic Thue equations, via lower bounds for linear forms in logarithms of algebraic numbers, together with techniques from computational Diophantine approximation, and present the results of these computations in our situation, completing the proof of Theorem 1.4. and (1; 1). An amusing corollary of Theorem 2.1 is the following irreducibility criterium (where we write, for a polynomial P(x) of degree n, P (x; y) for the corresponding binary form, given by P (x; y) = y n P(x=y)):
Corollary 2.3. Suppose that P(x) is a cubic polynomial with integral coe cients and discriminant D P , for which the equation P (x; y) = 1 has at least three distinct solutions in integers x and y. Then, if D P 6 2 f5; 32g, either P(x) is irreducible over Z x] or there exist coprime integers p and q such that P(x) = (px + q) 3 .
In particular, this implies the irreducibility of polynomials of the shape P(x) = r ( As previously noted, the equation G 1;?1 (x; y) = 1 (i.e. equation (1.3)) possesses nine integral solutions and thus this result is sharp. Since the forms G 1;r (x; y) have N G 3 (indeed, as we mention in Section 4, N G has been completely determined for these forms), it might be tempting to suppose that these are, up to equivalence, the only forms with nontrivial automorphism groups for which (1.2) is solvable. This is, in fact, untrue as there are in nite families of indices (m; n) for which G m;n 6 G 1;r 
Families of cubic Thue equations
The rst in nite parametrized families of Thue equations to be solved were, ttingly enough, done so by Thue 58] , a fact that seems to be frequently overlooked. Indeed, a proof that the equation has only the solution x = y = 1 in integers, provided a 386 (or, with a modicum of computation, with a 37) (see also Siegel 49] ). We remark that the author 11], building on the author's joint paper with de Weger 12], has recently extended Thue's result to show that if a and n are arbitrary positive integers with n 3, then equation (4.1) has only the solution x = y = 1 in positive integers.
In the case of parametrized families of cubic Thue equations of positive discriminant, results are of a much more recent nature. In 1990, using the fact that the underlying number elds are the so-called \simplest cubics", Thomas 55 ] was able to show that the equations G 1;n (x; y) = x 3 + nx 2 y ? (n + 3)xy 2 + y 3 = 1 have only the solutions (1; 0); (0; 1) and (?1; ?1) in integers, provided n 1:365 10 7 . This restriction was later removed by Mignotte 36] (except for the equations with n = ?1; 0 or 2, in which case, as previously observed, we have 6; 3 and 3 additional solutions). For a good overview of families of Thue equations (cubic and otherwise) that have been solved in recent years, the reader is directed to Heuberger 29] . For the purposes of the paper at hand, we will mention two further families, the only ones known for which N F 5. It seems not unlikely that there are other in nite families of cubic forms with N F = 5.
De ne F m (x; y) and G n (x; y) by That this list is complete was proven, independently, by Lee 31] 56] ). There has been substantial research on split families in recent years; the reader is directed to 29] for details and extensive references. We note that, in Section 9, we will discuss a family of non-split forms for which N F 4 (see also 32]).
Reduction to a diagonal form
We return now to consideration of the problem of bounding N F for an arbitrary cubic form of positive discriminant. A key observation that enables us to derive relatively precise results in this situation is that we may reduce the problem at hand to consideration of a diagonal form over a suitable imaginary quadratic eld. It is a basic fact that every cubic form F of positive discriminant is equivalent to a reduced form. The notion of reduction here is classical and di ers somewhat from that used by Belabas and Cohen in 8] and 9]. In fact, it is this latter, more stringent version of reduction we will utilize in Section 8.
We begin with a lemma that characterizes \very small" solutions of equation (1.2). When one speaks of \irreducible, reduced forms", as Davenport comments, \the terminology is unfortunate, but can hardly be avoided" ( 18] , page 184). We call a pair of forms and satisfying the above properties a pair of resolvent forms, and note that if ( ; ) is one pair, there are precisely two others, given by (! ; ! 2 ) and (! 2 ; ! ) for ! a primitive cube root of unity. We say that a pair of rational integers (x; y) is related to a pair of resolvent forms ( ; This inequality will enable us to obtain our rst \gap" principle; i.e. a result that prevents \suitably large" solutions to (1.2) from lying too close together. Suppose that we have distinct solutions to (1.2), related to ( ; ) and indexed by i, say (x i ; y i ), with j (x i+1 ; y i+1 )j j (x i ; y i )j). For concision, we will write i = (x i ; y i ) and i = (x i ; y i ). Since (x; y) (x; y) = H(x; y) is a quadratic form of discriminant ? , it follows that 2 we may conclude that j 1 j > 0:24 :
(5.5) This inequality will prove crucial in establishing stronger gap principles in the next section.
6. Approximating polynomials To prove Theorem 1.4 for forms of large discriminant, we apply arguments due to Siegel 48] , 49] and 50], with re nements by Gel'man (see Delone and Fadeev 21] ) and Evertse 24] . We note that the method employed actually leads to bounds upon the number of solutions to the Diophantine inequality jF(x; y)j c; though we will not pursue this here (see 24] for details). Following Evertse (see also Thue 58 where F r;g (z) is a power series with rational coe cients. We note that the polynomials A r;g and B r;g have coe cients that, generally speaking, possess large integer common factors; we will exploit this fact for small values of the parameter r. To be precise, let us de ne C r;g to be the greatest common divisor of the numerators of the coe cients of A r;g (z) (or, equivalently, from (6.1), the greatest common divisor of the numerators of the coe cients of The key observation to make is that r;g is either an integer in M = Q( p ? ) or a cube root of such an integer. If r;g 6 = 0, this provides a lower bound upon j r;g j. (6.6) respectively.
Substituting the values for C r;g from (6.2) into (6.5) and (6.6) leads to the desired conclusion for 1 r 8. We may therefore suppose r 9 Since r 9, we conclude as desired.
We will see in the next Section how, if r;g 6 = 0, this lemma provides a gap principle for our solutions (i.e. a nontrivial lower bound for j 2 j in terms of j 1 j). We therefore have r 5 ? 312741u 4 In each case, since we assume 72000, this contradicts inequality (5.5), completing the proof of the lemma.
For larger values of r, it is too time-consuming to provide case-by-case proofs of the nonvanishing of r;g . Instead, we utilize the following easy lemma. We will use Lemmata 6.2, 6.3 and 6.4 to iterate our gap principle, showing that j 2 j is arbitrarily large in relation to j 1 j. Speci cally, we will prove that j 2 j > (2:3 ) ?r j 1 j 3r+2 This completes our induction and hence the proof of Theorem 1.4 for forms of discriminant exceeding 24000.
Finding representative forms of small discriminant
It remains to deal with those binary cubic forms F with 0 < D F < 24000. In fact, we will completely solve equation (1.2) for representatives of every equivalent class of (irreducible) binary cubic forms with 0 < D F 10 6 . The results of these computations are tabulated in Section 9. Our approach combines a method of Davenport 18] (as re ned by Belabas and Cohen 8] and 9]) for nding such representatives, with recent techniques from the theory of linear forms in logarithms of algebraic numbers and computational Diophantine approximation for solving the resulting Thue equations. There are two algorithms of which the author is aware for determining all classes of irreducible binary cubic forms with (positive) discriminant below a given bound; both may be readily extended to nd all distinct real cubic elds of bounded discriminant. This follows from the existence of a one-to-one correspondence between such elds and primitive integral irreducible binary cubic forms (i.e. those whose coe cients a; b; c and d contain no common factor). The rst of these methods is outlined in some detail in x30 of Delone and Fadeev 21] ; if b = 1:
A computational di culty with this approach is that the forms of type (8.1) one is led to consider may be equivalent and hence one must distinguish between inequivalent forms of equal discriminant, via either the method of inverse Tschirnhausen transformations (see x13 of 21]) or, for instance, by applying a result of Wolfskill 61] .
We will instead utilize a second, rather simpler, algorithm for nding classes of cubic forms of bounded discriminant, based on the classical notion of reduction, and rst applied by Davenport 18] 9. Results of our computations Solving Thue equations of low degree has, in recent years, become a relatively routine matter. The standard approach to this problem tranforms a given Thue equation into an equation for units in a corresponding number eld and then derives an upper bound upon solutions to (1.1) from lower bounds for linear forms in complex logarithms and explicit information about fundamental (or, perhaps, only independent) units in the eld. The Lenstra-Lenstra-Lovasz lattice-basis reduction algorithm can then be used to reduce these bounds to a reasonable size. The best reference for our purposes is 60], while newer innovations are outlined in 51]; we direct the reader to either of these sources for details of these methods. The bottleneck, from a computational viewpoint, in any of these approaches, is the computation of the related fundamental (or independent) units. For the cubic elds we are concerned with, however, this does not present major di culties. Using code written in C and utilizing Pari GP, Version 1.39 to compute our fundamental units and perform our lattice-basis reduction,, we solved each of the 89595 equations of the form (1.2) corresponding to irreducible binary cubic forms F with 0 < D F 10 6 . We double-checked our results using Kant V4 (Version 2.0, Jan. 1999) on a DEC Alpha 21164A, running at 433MHz and Kant V4 (Version 2.1, May 1999) on a Sun Ultra 10, running at 333 MHz. With the latter, more recent release, we ran into problems only with the form F(x; y) = 6x 3 In conjunction with sharp lower bounds for linear forms in logarithms of algebraic numbers, due to Baker and Wustholz 5], however, this still leads to a lattice basis reduction problem of reasonable size (and to the conclusion that the equation 6x 3 + 8x 2 y ? 29xy 2 ? 7y 3 = 1 has no integral solutions).
In each of our 89595 cases, we have N F 9 and, in fact, we found nothing to contradict Conjecture 1.7. If we write R(X; N) for the number of irreducible integral cubic forms F with discriminant 0 < D F X, for which equation (1.2) has exactly N distinct solutions in integers, then we have N F R(24000; N F ) R (10 6 ; N F ) We note that there are precisely seven classes of forms with 0 < D F 10 6 and N F = 5 which are inequivalent to all forms in the families F m (x; y) = x 3 ? (m + 1)x 2 y + mxy 2 + y 3 and G n (x; y) = x 3 ? n 2 x 2 y + y 3 :
These are given by F(x; y) = ax 3 It is worth observing that this family of forms is apparently inequivalent to F(x; y) = (x ? a 1 y) (x ? a 2 y) (x ? a 3 y) y 3 for a 1 ; a 2 and a 3 integral, provided n 2 (i.e. H n (x; y) is not a split family).
Concluding remarks
The arguments of Sections 6 and 7, together with a very slight re nement of Lemma 5.2, may be used to show, if c; > 0, that there is at most a single integral solution (x; y) to (1.2), related to a pair of resolvent forms ( ; ), for which j (x; y)j c 2=3+ ;
provided is suitably large (in terms of c and ). To sharpen Theorem 1.4 by proving that N F 7 for large D F , one would, in all likelihood, need to signi cantly strengthen Lemma 5.2.
As a nal remark, we mention that Chudnovsky and Chudnovsky 17] claim to have proven that N F 9 for all cubic forms with su ciently large discriminant.
While we believe this to be true (indeed refer to the stronger Conjecture 1.7), there is no proof of this assertion given in 17] and hence this author has no way of determining its validity.
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