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Abstract
We establish the existence and stability results for periodic nonautonomous uniform forward
attractors of periodic general dynamical systems (set-valued dynamical systems). We also inves-
tigate the dynamical behavior of nonautonomous periodic differential inclusion x′(t) ∈ f (t, x(t))
on Rm with only upper semi-continuous right-hand side by applying the abstract results. Firstly,
we show that if the system has a compact uniformly attracting set, then it has a periodic nonau-
tonomous uniform forward attractor A. Secondly, we prove that A is robust with respect to
both internal and external perturbations. Finally, we apply the robustness result to discuss the
effects of small time delays to asymptotic stability of the system.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this present work, we are mainly concerned with the dynamical behavior of
nonautonomous periodic general dynamical systems (set-valued dynamical systems)
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and differential inclusions which only possess upper semi-continuity. Our consideration
is motivated by an increasing interest in the study of multi-valued systems in recent
years; see, for instance, [5,7,10,27,29–31,34,37,40] and references therein.
Firstly, we establish the existence of periodic nonautonomous attractors for periodic
general dynamical systems. Periodic phenomena have attracted much attention for a very
long time. In the singled-valued setting, it is shown that a dissipative periodic system
usually exhibits global periodic behavior (although the system may not possess any
periodic motion); see, for instance, [8,20,51], etc. In order to understand the dynamics
of periodic differential equations without uniqueness as well as differential inclusions,
as one of our main purposes here, we will try to extend this elegant result to upper
semi-continuous general dynamical systems. More precisely, let P = P(t, ) be a T-
periodic general dynamical system on a locally compact metric space X. We will prove
that if P has a compact (local) uniformly attracting set M with uniform attraction region
u(M), then it has a T-periodic uniform forward attractor A = {A()}∈R with uniform
attraction region u(A) = u(M), such that for each compact subset B of u(A),
lim
t→+∞ H
∗
X(P (t, )B, A(+ t)) = 0,
uniformly with respect to  ∈ R, where H∗X(·, ·) is the Hausdorff semi-distance in X.
As stated above, the system P is only upper semi-continuous. We know that such
systems are rather different from those single-valued ones in many aspects, and even
some basic problems are still undergoing investigations; see [7,27,32,34,37,40], etc.
Note also that the result established here is in a local version (which contains the
global one as a particular case), in which case since the system under consideration is
nonautonomous, the uniform attraction region might not be positively invariant, which
fact also introduces some extra difﬁculties in mathematical analysis. (In the global case
the attraction region is usually the whole space X, and hence one always naturally has
positive invariance P(t, )X ⊂ X for arbitrary t and .) Therefore even if for single-
valued systems, the above result can be seen as an extension of the known ones in the
literature in which only the global case is treated.
Secondly, we are interested in the stability of attractors for periodic general dynamical
systems. Let A = {A()}∈R be a periodic uniform forward attractor of P. We ﬁrst
show that A is uniformly Lyapunov stable, that is, for any ε > 0, there exists a  > 0,
such that for any x ∈ X and  ∈ R with d(x,A()) < ,
H∗X (P (t, )x, A(+ t)) < ε, ∀t0.
Then we prove that A is stable with respect to small perturbations. Speciﬁcally, let P
( ∈ , where  is a metric space with metric (·, ·)) be a family of general dynamical
systems on X with each P being T-periodic. Suppose that P = P0 has a T0 -periodic
uniform forward attractor A = {A()}∈R with the uniform attraction region u(A). We
will prove under reasonable continuity assumptions that when (, 0) is sufﬁciently
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small, P has a T-periodic uniform forward attractor A = {A()}∈R with
H∗X (A(), A()) → 0 as  → 0
uniformly with respect to  ∈ R; moreover, for any compact subset V of u(A), there
exists a  > 0, such that V ⊂ u(A) provided (, 0) < .
Finally, we discuss the dynamical behavior of the following periodic differential
inclusion:
x′(t) ∈ f (t, x(t)) (1.1)
on X = Rm with only upper semi-continuous right-hand side f (t, x). In contrast to
differential equations, the understanding of dynamics for differential inclusions seems
to be far more difﬁcult, and it has attracted much attention in recent years. Here, we
will try to establish some interesting results by applying the abstract ones for general
dynamical systems. Although we are working in the context of differential inclusions,
it should be pointed out that even for periodic differential equations with uniqueness,
many results (in particular, those concerning robustness properties of uniform forward
attractors) we present here are rather new.
We will impose on f the following standing assumptions:
(H1) f (t, x) is a nonempty convex compact subset of X for each (t, x) ∈ R × X.
(H2) f (t, x) is upper semi-continuous in (t, x).
Since the system (1.1) is nonautonomous, we need to take into account the starting
time, so we consider the following initial-value problem:
x′(t) ∈ f (t + , x(t)), t > 0, (1.2)
x(0) = x, (1.3)
where  ∈ R is the time symbol which indicates the starting time in practice. We also
assume that f (t, x) is T-periodic. Our main aim here is three-fold.
1. Establish the existence result of periodic uniform forward attractors for (1.2)–(1.3).
We will show that if (1.2)–(1.3) has a compact uniformly attracting set M, then it
has a periodic uniform forward attractor A = {A()}∈R which is contained in M. This
will be done in Section 5, where some examples that have compact local and global
uniformly attracting sets will also be given.
2. Prove the robustness for periodic uniform forward attractors.
Let A = {A()}∈R be a T-periodic uniform forward attractor of (1.2)–(1.3). We will
show that A is robust with respect to both external and internal perturbations. More
precisely, consider the following inﬂated system:
x′(t) ∈ conv f (t + , x(t) + B1)+ B1, (1.4)
x(0) = x. (1.5)
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where 0, B1 is the unit ball in X centered at 0. We will prove that for  > 0
sufﬁciently small, the inﬂated system (1.4)–(1.5) also has a T-periodic uniform forward
attractor A = {A()}∈R, and
(1) HX (A(), A()) → 0 as  → 0 uniformly with respect to  ∈ R.
(2) K ⊂ u(A) for any compact set K ⊂ u(A) provided  is sufﬁciently small.
3. Discuss the effects of small time delays to the asymptotic behavior of periodic
differential inclusions.
For a general feedback control system, its sensors, processors as well as actuators
all introduce time delays into the feedback loop. It is therefore of vital importance to
understand the effects of small time delays to the dynamical behavior of the system.
This problem is relatively well understood for ﬁnite-dimensional linear systems, see
[18,22]. Related results and inﬁnite-dimensional extensions can be found in [1,13,24,22,
48,50], etc. For nonlinear systems, the situation is rather more complicated. We refer
the reader to [11,15,19,28,33,36,38,39,42–44,46,47] for some recent development on
autonomous systems. As far as we know not many results in this line are available in
the literature in both cases of nonautonomous systems and differential inclusions.
As one of our main purposes here, we consider the initial-value problem of nonau-
tonomous periodic differential inclusions with multiple small time delays of the form
x′(t) ∈ g (t + , x(t), x(t − r1), . . . , x(t − rn)) , t > 0, (1.6)
x(t) = (t), t ∈ [−r, 0] (1.7)
on X, where ri ∈ [0, r] (i = 1, . . . , n) for some r > 0, and g is a set-valued mapping
satisfying the following standing assumptions:
(G1) For any (t, x, x1, . . . , xn) ∈ R × Xn+1, g(t, x, x1, . . . , xn) is a nonempty convex
compact subset of X.
(G2) g(t, x, x1, . . . , xn) is upper semi-continuous in (t, x, x1, . . . , xn).
Moreover, g is T-periodic in t. We are basically interested in the robustness of asymp-
totic stability of the nondelayed system
x′(t) ∈ f (t + , x(t)) , t > 0, (1.8)
x(0) = x, (1.9)
where f (t, x) = g(t, x, x, . . . , x) for (t, x) ∈ R × X, with respect to the introduction
of small time delays ri .
Let A = {A()}∈R be a periodic uniform forward attractor of the nondelayed system
(1.8)–(1.9) with the attraction region u(A). Then, for any compact subset K of u(A)
and ε > 0, we will show that there exist r and  > 0 such that for any constant delays
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ri ∈ [0, r] and any solution (t, , ) (taking values in X) of (1.6)–(1.7) with initial
value  ∈ C([−r, 0];K),
d ((t, , ), A(+ t)) < ε, ∀t. (1.10)
In case g is a single-valued locally Lipschitz continuous mapping, we further show that
(1.6)–(1.7) has a T-periodic uniform forward attractor which consists of some bounded
special solutions of the system.
The basic idea used here is to embed (1.6)–(1.7) into the perturbed system (1.4)–
(1.5).
This work is organized as follows: in Section 2 we make some preliminaries. In
Sections 3 and 4, we establish the existence and discuss the stability of periodic uni-
form forward attractors for periodic general dynamical systems. In Sections 5–7, we
apply the abstract results in the previous sections to discuss the dynamical behavior of
nonautonomous periodic differential inclusions.
2. Preliminaries
Let X be a complete locally compact metric space with metric d(·, ·) and let H(X)
be the set of nonempty compact subsets of X. We denote by H∗X(·, ·) and HX(·, ·) the
Hausdorff semi-distance and Hausdorff distance, respectively, which are deﬁned for any
subsets A, B of X by
H∗X(A,B) = sup
a∈A
d(a, B), HX(A,B) = max
{
H∗X(A,B),H∗X(B,A)
}
,
where d(a, B) := infb∈B d(a, b). Finally, denote by N (A, r) the open neighborhood
{y ∈ X | d(y,A) < r} of radius r > 0 of a subset A of X.
Deﬁnition 2.1. A mapping P : R+×R×X → H(X) is said to be a general dynamical
system (GDS in short) or set-valued process if it satisﬁes the following axioms:
(1) P(0, , x) = x for all x ∈ X.
(2) P(t + s, , x) = P(t, + s, P (s, , x)) for all x ∈ X and s, t ∈ R+.
(3) P(t, , x) is continuous in t for each ﬁxed  and x in the Hausdorff distance, i.e.,
HX (P (s, , x), P (t, , x)) → 0 as s → t.
(4) P(t, , x) is upper semi-continuous in (, x) uniformly in t in any compact interval
[T1, T2] in R+, i.e.,
sup
T1 tT2
H∗X(P (t, , y), P (t, , x)) → 0 as d(y, x) + |− | → 0.
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Let P be a GDS on X. We introduce a two-parameter family of mappings
{P(t, ) : X → X |P(t, )x = P(t, , x) for ∀x ∈ X, (t, ) ∈ R+ × R}. (2.1)
We also say that (2.1) deﬁnes a GDS, and denote P(t, ) by P(t) when necessary.
Now suppose that we are given a GDS P = P(t, ) on X.
For two subsets A and B of X, we say that A uniformly attracts B under P, if
sup
∈R
H∗X(P (t, )B, A) → 0 as t → ∞.
Let M be a subset of X. We denote by u(M) the set
{x ∈ X |M uniformly attracts a neighborhood of x under P }.
Clearly u(M) is an open subset of X. u(M) is said to be the uniform attraction
region of M. It is easy to check that M uniformly attracts each compact subset K of
u(M).
Deﬁnition 2.2. Let M be a nonempty closed subset of X. M is said to be a (local)
uniformly attracting set of P, if u(M) is a neighborhood of M. If u(M) = X, we
then say that M is a global uniformly attracting set.
If u(M) is a neighborhood of M with M being the smallest uniformly attracting
set of P in u(M), then we say that M is a (local) uniform attractor of P. In case
u(M) = X, we say M is a global uniform attractor of P.
A uniform attractor of P will be denoted by Mu hereafter.
Remark 2.3. Let Mu be a uniform attractor of P. We remark that Mu is the unique
uniform attractor of P in the region u(Mu). Indeed, if there is another uniform attractor
M ′u in the region u(Mu), then for each compact subset K of u(Mu), both Mu and
M ′u uniformly attract K imply that Mu ∩ M ′u uniformly attracts K. This will lead to a
contradiction unless Mu = M ′u.
Deﬁnition 2.4. A family of nonempty compact subsets A = {A()}∈R is said to be a
(local) uniform forward attractor of P, if
(1) A is invariant under P in the following sense:
P(t, )A() = A(+ t), ∀t ∈ R+,  ∈ R;
(2) u(A) := u
(
MAu
)
is a neighborhood of MAu , where (and hereafter)
MAu = ∪∈RA();
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(3) A uniformly forward attracts each compact subset B of u(A), i.e.,
lim
t→+∞ H
∗
X(P (t, )B, A(+ t)) = 0,
uniformly with respect to  ∈ R.
We will call u(A) in Axiom (2) of the above deﬁnition the uniform forward at-
traction region of A.
In case u(A) = X, we simply call A the global uniform forward attractor of P.
Proposition 2.5. Let A = {A()}∈R be a uniform forward attractor of P with uniform
forward attraction region u(A). If MAu is compact, then it is precisely the uniform
attractor of P in u(A).
Proof. First, since A is a uniform forward attractor of P, we see that MAu uniformly
attracts each compact subset of u(A).
Now assume that M is any compact set which uniformly attracts each compact subset
of u(A). Then M uniformly attracts MAu . Thus for any ε > 0, there is a  > 0 such
that when t,
H∗X
(
P(t, )MAu , M
)
< ε, ∀ ∈ R.
Let  ∈ R be given arbitrary. Then
A() = P(, − )A(− ) ⊂ P(, − )MAu ⊂ N (M, ε).
It follows that A() ⊂ M . Hence MAu ⊂ M . By Deﬁnition 2.4 we conclude that MAu
is precisely the uniform attractor of P in u(A).
The proof is complete. 
For any interval I ⊂ R, a mapping  : I → X is said to be a motion, if for any
 ∈ I and t,
(t) ∈ P(t − , )().
In case I = R, we simply call  a complete motion. The orbit of a complete motion 
will be denoted by Or(), i.e.,
Or() = {(t) | t ∈ R}.
According to [29] (see [29, Section 2]), a motion is necessarily continuous. Moreover,
for any x0 ∈ X,  ∈ R, t > 0 and x1 ∈ P(t, )x0, there is a motion  on [,  + t]
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such that
() = x0, (+ t) = x1.
Remark 2.6. Let A = {A(),  ∈ R} be a uniform forward attractor of P. Then by
the invariance property of A, one can easily show that for each x ∈ A(), there passes
through x a complete motion  with () = x and (t) ∈ A(t) for all t ∈ R. The
detailed argument is almost the same as in the proof of Propositions 2.9 and 2.10 in
[34] with minor modiﬁcations, and is thus omitted.
Let  be a complete motion. By uniform attraction property of A, it is also easy to
check that if Or() is a compact subset of u(A), then we necessarily have () ∈ A()
for all . In conclusion, we have
A() = {() |  is a complete motion with Or() being a compact subset of u(A)}
In case A() is a singleton for each , we now see that the attractor A consists of
a complete motion  of P, namely, A() = {()} (∀ ∈ R). When this occurs, we
simply say that the complete motion  is a uniform forward attractor of P.
3. Existence of periodic uniform forward attractor for periodic systems
It is not known in general when a dissipative nonautonomous system possesses a
uniform forward attractor, even if in the single-valued case; see [49]. However, we can
say much more in the special but nevertheless important case of periodic systems.
Deﬁnition 3.1. A GDS P is said to be a T-periodic (T 0) GDS, if
P(t, + T ) = P(t, ), ∀(t, ) ∈ R+ × R.
Remark 3.2. Note that, if P is a T-periodic GDS, then for each  ∈ R ﬁxed, P(nT ) :=
P(nT , ) (n ∈ Z+) is a discrete-time autonomous GDS on X.
The main result in this section is contained in the following theorem.
Theorem 3.3. Let P be a T-periodic GDS on X. Assume that P has a nonempty compact
uniformly attracting set M. Then P has a uniform forward attractor A = {A()}∈R
which is T-periodic in  with MAu ⊂ M , and
u(A) = u(M).
Proof. For each  ∈ R, consider the discrete general dynamical system P(nT ). Since
M is a uniformly attracting set, u(M) is a neighborhood of M. Take a r > 0 sufﬁciently
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small so that N (M, r) ⊂ u(M) and is compact. Then M uniformly attracts a N (M, r)
under P(t, ) and hence under P(nT ). Therefore, we deduce that P(nT ) has a
uniform attractor A() (see [34,37] or [40]), which, by deﬁnition, is invariant under
P(nT ). It is trivial to check that A() is T-periodic in , i.e, A( + T ) = A() for
all . We have
Lemma 3.4.
P(, )A() = A(+ ), ∀ ∈ R, 0.
Proof. We ﬁrst show that
P(, )A() ⊂ A(+ ). (3.1)
For this purpose, it sufﬁces to check that P(, )A() is invariant under P+(nT ) and
P(, )A() ⊂ M .
Indeed, by periodicity of P and the invariance of A() under P(nT , ), we have
P+(nT ) (P (, )A()) = P(nT , + )P (, )A()
= P(nT + , )A()
= P(, + nT )P (nT , )A()
= P(, + nT )A()
= P(, )A().
which veriﬁes the invariance of P(, )A() under P+(nT ).
Now we have
H∗X (P (, )A(), M) = H∗X (P+(nT )P (, )A(), M)
= H∗X (P (nT + , )A(), M) , ∀n ∈ N.
Letting n → ∞, one concludes immediately that H∗X (P (, )A(), M) = 0. Hence
P(, )A() ⊂ M .
Now let us completes the proof of the lemma. We need only to consider the case
0 < T . We have
A(+ ) = A(+ − T )
= P(T , + − T )A(+ − T )
= P(, ) (P (T − , + − T )A(+ − T ))
⊂ (by (3.1)) ⊂ P(, )A() ⊂ A(+ ).
Therefore P(, )A() = A(+ ). 
10 Desheng Li, P.E. Kloeden / J. Differential Equations 224 (2006) 1–38
To prove Theorem 3.3, there remains to check that A = {A()}∈R uniformly forward
attracts each compact subset of u(M). For this purpose we ﬁrst establish the following
lemma.
Lemma 3.5. For any compact subset K of u(M) and ε > 0, there exists a n0 > 0
independent of  ∈ R, such that
H∗X (P(nT )K, A()) < ε, ∀ n > n0 (3.2)
for all  ∈ R.
Proof. To prove the lemma, by periodicity we only need to verify the validity of (3.2)
for  ∈ [0, T ].
First, by Axiom (4) in Deﬁnition 2.1 and the compactness of A(0), one can easily
check that there exists a  > 0, such that
H∗X (P (t, 0)N (A(0), ), P (t, 0)A(0)) < ε, ∀ t ∈ [0, T ]. (3.3)
Then we observe that
P(nT )K = P((n − m)T + , mT )P (mT − , )K
= P((n − m)T + , 0)P (mT − , )K
= P(, (n − m)T )P ((n − m)T , 0)P (mT − , )K
= P(, 0)P ((n − m)T , 0)P (mT − , )K.
Now take a r > 0 so that V := N (M, r) ⊂ u(M) and is compact. Since M uniformly
attracts K under P, we can ﬁx a m > 0 independent of  ∈ [0, T ], such that
P(mT − , )K ⊂ V
for all  ∈ [0, T ]. It follows that
P(nT )K ⊂ P(, 0)P ((n − m)T , 0)V
for all  ∈ [0, T ] when n > m. Recalling that A(0) is the uniform attractor of P(nT , 0),
there exists a n0 > 0 (independent of ), such that when n > n0, we have
P((n − m)T , 0)V ⊂ N (A(0), ).
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Combining with (3.3), we see immediately that when n > n0,
H∗X (P(nT )K, A()) = H∗X (P(nT )K, P (, 0)A(0))
 H∗X (P (, 0)P ((n − m)T , 0)V , P (, 0)A(0))
 H∗X (P (, 0)N (A(0), ), P (, 0)A(0)) < ε.
The proof of the lemma is complete. 
Now we are ready to complete the proof of Theorem 3.3.
Let K be a compact subset of u(M), and ε > 0 be given arbitrary. We need to
prove that there is a t (K) > 0 independent of  such that
H∗X(P (t, )K, A(+ t)) < ε, ∀ t > t (K) (3.4)
for all  ∈ R, and hence A = {A()}∈R is precisely a uniform forward attractor of P.
We write t as t = nT + s (where s ∈ [0, T ]) and observe that
H∗X (P (t, )K, A(+ t))
= H∗X (P ((n − m)T , mT + + s)P (mT + s, )K, A(+ nT + s))
= H∗X (P ((n − m)T , + s)P (mT + s, )K, A(+ s)) ,
where we have used the periodicity of A() and P. We ﬁx a r > 0 so that V :=
N (M, r) ⊂ u(M) and is compact. Since M uniformly attracts K, one can take a
m0 > 0 such that
P(m0T + s, )K ⊂ V
for all  ∈ R and s ∈ [0, T ]. On the other hand, by Lemma 3.5 we can also ﬁnd a
n0 > 0 such that when nn0,
H∗X (P (nT , )V , A()) < ε
for all . Setting t (K) = (m0 +n0 +1)T , we conclude that for any t = nT + s > t(K)
(s ∈ [0, T ]),
H∗X (P (t, )K, A(+ t))
= H∗X (P ((n − m0)T , + s)P (m0T + s, )K, A(+ s))
H∗X (P ((n − m0)T , + s)V , A(+ s)) < ε
for all  ∈ R.
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We have seen from the above argument that u(M) ⊂ u(A) := u(MAu ). On
the other hand since MAu ⊂ M , we clearly have u(MAu ) ⊂ u(M). Thus u(A) =
u(M).
The proof of the theorem is complete. 
Remark 3.6. Let P be a T-periodic GDS on X. Assume that P has a nonempty compact
uniformly attracting set M. Then by Theorem 3.3 P has a T-periodic uniform forward
attractor A = {A()}∈R with MAu ⊂ M . By Proposition 2.5, we know that MAu is
precisely the uniform attractor of P in u(M).
By Axioms (3) and (4) in Deﬁnition 2.1, one can easily check that ∪∈[0,T ]P(, 0)A
(0) is compact. Further we see that
MAu := ∪∈RA() = ∪∈[0,T ]A() = ∪∈[0,T ]P(, 0)A(0) = ∪∈[0,T ]P(, 0)A(0).
Discussions on uniform attractors for single-valued periodic dynamical systems can
be found in [9,16,20,23], etc.
4. Lyapunov stability and robustness of uniform forward attractors
In this section, we discuss the stability and robustness of the uniform forward at-
tractors of periodic GDSs.
Let P be a T-periodic GDS deﬁned on a complete locally compact metric space
X. The following Lyapunov stability result will play an important role in the stability
analysis of the uniform forward attractors with respect to perturbations.
Theorem 4.1. Let A = {A()}∈R be a periodic uniform forward attractor of P. Then
A is uniformly Lyapunov stable, that is, for any ε > 0, there exists a  > 0, such that
for any x ∈ X and  ∈ R with d(x,A()) < ,
H∗X (P (t, )x,A(+ t)) < ε, ∀t0.
Proof. We ﬁx a r > 0 so that V = N (MAu ; r) ⊂ u(A) is compact. Let ε > 0. Then
by the uniform attraction of A, there exists a t0 > 0 such that
H∗X(P (t, )V , A(+ t)) < ε, ∀t > t0,  ∈ R. (4.1)
To prove the theorem, it remains to show that for some 0 <  < r ,
H∗X(P (t, )N (A(), ), A(+ t)) = H∗X(P (t, )N (A(), ), P (t, )A()) < ε
for all t ∈ [0, t0] and  ∈ R.
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We argue by contradiction and suppose the contrary. Then there would exist sequences
n ∈ [0, T ], tn ∈ [0, t0], n → 0 and xn ∈ N (A(n), n), such that
H∗X (P (tn, n)xn, P (tn, n)A(n)) ε for all n.
We can assume that
n → 0, xn → x0.
Note that x0 ∈ A(0). Now by Axiom (4) in Deﬁnition 2.1, we should have
H∗X (P (tn, n)xn, P (tn, 0)A(0)) < ε/3
for n sufﬁciently large. On the other hand, since A() is continuous in  in the sense
of Hausdorff distance, by periodicity we know that it is uniformly continuous in .
Therefore, we also deduce that there exists a 	 > 0 such that for any , ′ ∈ R with
|− ′| < 	,
HX(A(), A(′)) < ε/3.
It follows that for n sufﬁciently large,
H∗X (P (tn, 0)A(0), P (tn, n)A(n)) = H∗X(A(0 + tn), A(n + tn)) < ε/3.
Now for n sufﬁciently large we have
H∗X (P (tn, n)xn, P (tn, n)A(n))
H∗X (P (tn, n)xn, P (tn, 0)A(0)) + H∗X (P (tn, 0)A(0), P (tn, n)A(n))
< 2ε/3,
which yields a contradiction and completes the proof of the theorem. 
Now we consider the robustness of uniform forward attractors of periodic GDSs
under perturbations. Let  be a metric space with metric (·, ·), and let P ( ∈ ) be
a family of GDSs on X with each P being T-periodic.
Theorem 4.2. Suppose that P satisﬁes the following upper semi-continuity condition
at 0 ∈ :
(C) For any ε, T0 > 0 and compact subset V of X, there exists 	 > 0 such that when
(, 0) < 	,
H∗X
(
P(t, )x, P0(t, )N (x, ε)
)
< ε, ∀ t ∈ [0, T0],  ∈ R, x ∈ V.
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Assume that P0 has a periodic uniform forward attractor A = {A()}∈R. Then
(1) P has a periodic uniform forward attractor A = {A()}∈R when (, 0) is
sufﬁciently small;
(2) for any compact subset V of u(A), there exists 	 > 0, such that when (, 0) < 
,
V ⊂ u(A).
(3) H∗X (A(), A()) → 0 as  → 0 uniformly with respect to  ∈ R;
Proof. In connection with the existence result for periodic uniform forward attractors,
to prove the theorem, it sufﬁces to verify that for any ε > 0 and compact subset V of
u(A), there exist 	 > 0 and T0 > 0, such that when (, 0) < 	,
H∗X (P(t, )V , A(+ t)) < ε, ∀ t > T0,  ∈ R. (4.2)
We divide the argument into two steps.
Step 1: Let V be a compact subset of u(A). We show that for any  > 0, there
exist T1 > 0 and 	1 > 0, such that when (, 0) < 	1,
H∗X (P(T1, )V , A(+ T1)) < , ∀  ∈ R. (4.3)
Take a 0 < r < /2 sufﬁciently small so that N (V , r) ⊂ u(A) and is compact.
Then since A uniformly forward attracts N (V , r) under P0 , we have for some T1 > 0
that
H∗X
(
P0(T1, )N (V , r), A(+ T1)
)
< /2, ∀  ∈ R.
By continuity assumption (C), there exists a 	1 > 0 such that when (, 0) < 	1,
H∗X
(
P(T1, )V , P0(T1, )N (V , r)
)
< r, ∀  ∈ R.
Hence
H∗X (P(T1, )V , A(+ T1))
H∗X
(
P(T1, )V , P0(T1, )N (V , r)
)+ H∗X (P0(T1, )N (V , r), A(+ T1))
< r + /2 < , ∀  ∈ R.
Step 2: We prove that for any ε > 0, there exist  > 0 and 	2 > 0 such that when
(, 0) < 	2, for any  ∈ R and compact subset V ⊂ N (A(), ),
H∗X (P(t, )V , A(+ t)) < ε, ∀ t0. (4.4)
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For this purpose, we only need to show that there exist 	2 > 0, T2 > 0 and  > 0
such that when (, 0) < 	2, for any  ∈ R and compact subset V ⊂ N (A(), ),
H∗X (P(t, )V , A(+ t)) < ε, ∀ t ∈ [0, T2], (4.5)
H∗X (P(T2, )V , A(+ T2)) < . (4.6)
Indeed, if the above assertion holds true, then (4.4) holds for t ∈ [0, T2]. Now consider
t ∈ [T2, 2T2]. Since P(T2, )V ⊂ N (A(+ T2), ), we deduce by (4.5) and (4.6) that
H∗X (P(t, )V , A(+ t))
= H∗X (P(t − T2, + T2)P(T2, )V , A ((+ T2) + (t − T2))) < ε
and
H∗X (P(2T2, )V , A(+ 2T2))
= H∗X (P(T2, + T2)P(T2, )V , A ((+ T2) + T2)) < .
Repeating the argument for t ∈ [nT2, (n+ 1)T2], one concludes immediately that (4.4)
holds true for all t0.
Thus we now proceed to prove (4.5) and (4.6).
We take a r > 0 sufﬁciently small so that U := N (MAu , r) ⊂ u(A) and is compact.
Since A is uniformly Lyapunov stable with respect to P0 , there exists a positive number
 < min(r, ε), such that
H∗X
(
P0(t, )N (A(), /2) , A(+ t)
)
< ε/2, ∀ t0,  ∈ R. (4.7)
Now that A uniformly forward attracts U, one can ﬁnd a T2 > 0 such that
H∗X
(
P0(T2, )U, A(+ T2)
)
< /2, ∀  ∈ R. (4.8)
On the other hand, by the continuity assumption (C) we can pick a 	2 > 0 so that
when (, 0) < 	2,
H∗X
(
P(t, )x, P0(t, )N (x, /2)
)
< /2, ∀ t ∈ [0, T2],  ∈ R, x ∈ U. (4.9)
Now for any  ∈ R and compact set V ⊂ N (A(), ), we have
H∗X (P(t, )V , A(+ t))
H∗X
(
P(t, )V , P0(t, )N (V , /2)
)+ H∗X (P0(t, )N (V , /2), A(+ t))
< (by (4.7), (4.9)) < /2 + ε/2 < ε, ∀ t ∈ [0, T2],
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and
H∗X (P(T2, )V , A(+ T2))
H∗X
(
P(T2, )V , P0(T2, )N (V , /2)
)+ H∗X (P0(T2, )N (V , /2), A(+ T2))
< (by (4.8), (4.9)) < /2+/2 = .
Combining the results in Steps 1 and 2, one completes immediately the proof
of (4.2). 
5. Periodic uniform forward attractors of periodic differential inclusions
In this section, we try to establish the existence of periodic uniform forward attrac-
tors for periodic differential inclusions. But ﬁrst, let us give some results for general
differential inclusions.
5.1. Some general results on differential inclusions
In this subsection, we only assume that the mapping f (t, x) in (1.2) satisﬁes the
standing assumptions (H1) and (H2) (f (t, x) is not necessarily periodic in t), so that
the results can be preserved for later use.
Let X = Rm. We denote by | · | the usual Euclidean norm on X.
Deﬁnition 5.1. Let I be an interval. A function x(·) ∈ C(I ;X) is said to be a solution
of (1.1) on I, if it is absolutely continuous on any compact interval J ⊂ I and solves
(1.1) at a.e. t ∈ I .
A solution x(t) of (1.1) on R is simply called a complete solution.
Deﬁnition 5.2. Let 0 < ∞. If a function x(·) ∈ C([0, );X) is a solution of (1.2)
on [0, ), moreover, it satisﬁes the initial condition (1.3), then we say that x(t) a
solution of the initial-value problem (1.2)–(1.3).
For convenience, we denote by Sx() the solution set of (1.2)–(1.3) with initial value
x. For V ⊂ X, SV () = ⋃x∈V Sx().
It is well known that (H1) and (H2) provide local existence of solutions for (1.2)–
(1.3), and hence for any x and , Sx() is not empty; see [3,12,14], etc.
The reachable mapping F : R+ × R × X → 2X of (1.2)–(1.3) is deﬁned as
F(t, , x) = {x(t) | x(·) ∈ Sx() and exists on [0, t]}, ∀(t, , x) ∈ R+ × R × X.
As in the case of GDSs, we also write F(t, , x) as F(t, )x, and for I ⊂ R+, J ⊂ R
and V ⊂ X, F(I, J )V = ⋃(t,,x)∈I×J×V F (t, )x.
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Let M and V be two subsets of X. For the system (1.2)–(1.3), we say that M uniformly
attracts V, if for any  ∈ R, no solution x(·) ∈ SV () blows up in ﬁnite time, and
sup
∈R
H∗X(F (t, )V , M) → 0 as t → +∞.
We use u(M) to denote the uniform attraction region of M,
u(M) = {x ∈ X |M uniformly attracts a neighborhood of x}.
If u(M) is a neighborhood of M, we simply say that M is a uniformly attracting set.
We can also introduce other concepts such as uniform attractors and uniform forward
attractors, etc., for (1.2)–(1.3) via the reachable mapping F, which are deﬁned precisely
as we do in the situation of GDSs. Since all these concepts are local, they can be deﬁned
with disregarding the blow-up of F(t, , x) in ﬁnite time for those x which are not
under considerations. We omit the statement in detail.
For R > 0, we will denote by BR the ball of radius R centered at 0 in X. The
following classical compactness result will play an important role in the argument.
Lemma 5.3. Let I = [0, ], where  < ∞, and let n be a bounded sequence of time
symbols. Then for any sequence n → 0+ and sequence xn(t) of absolutely continuous
and uniformly bounded functions on I satisfying
x′n(t) ∈ conv f
(
n + t, xn(t) + nB1
)+ nB1, for a.e. t ∈ I,
there exist a  and a subsequence xnk (t) of xn(t), such that xnk (t) converges uniformly
on the interval I to some solution x(t) of the differential inclusion
x′(t) ∈ f (+ t, x(t)).
Proof. See [14, pp. 76, Lemma 1]. 
Lemma 5.4. Let V be a compact subset of X, J be a compact interval of R, and
0 <  < ∞. If any solution x(t) ∈ SV () with  ∈ J does not blow up on [0, ], then
there exists a R > 0 such that
max
t∈[0,] |x(t)|R, ∀ x(t) ∈ SV (),  ∈ J.
Lemma 5.5. If no solutions of (1.2)–(1.3) blow up in ﬁnite time, then for any compact
subset V of X and compact interval J of R, we have
(1) F(t, )V is compact.
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(2) For any  > 0, there exists a M > 0, such that
HX (F (t, )V , F (s, )V ) M|t − s|, ∀t, s ∈ [0, ],  ∈ J.
The proofs of Lemmas 5.4 and 5.5 are fully analogous to the ones of Lemmas 5.2
and 5.3 in [37], respectively, and thus are omitted.
Lemma 5.6. Let K be a compact subset of X, 0 <  < ∞, and J be a compact interval
of R. Assume that every solution x(·) ∈ SK() with  ∈ J exists on [0, ]. Then there
exists a  > 0, such that any solution x(·) ∈ SN (K,)() with  ∈ J exists on [0, ],
and
H∗X (F (t, J )N (K, ε), F (t, J )K) → 0 as ε → 0 (5.1)
uniformly with respect to t ∈ [0, ].
Proof. The ﬁrst conclusion can be proved in the same manner as in [35], Lemma 2.6.
Here we only give a proof for the second one.
Suppose the contrary. Then there exist sequences xn ∈ X with d(xn,K) → 0, n ∈ J ,
tn ∈ [0, ] and ε0 > 0, such that for each n, one can ﬁnd a yn ∈ F(tn, n)xn with
d (yn, F (tn, J )K) ε0. (5.2)
Since K is compact, one can easily see that there is a subsequences of xn, which is
still denoted by xn, such that xn converges to some point x0 ∈ K . We can assume
that d(xn,K) < , so any x(·) ∈ Sxn() ( ∈ J ) exists on [0, ]. Let xn(·) ∈ Sxn(n)
be such that xn(tn) = yn. By virtue of Lemmas 5.3 and 5.4, xn(t) has a subsequence
xnk (t) that converges uniformly on [0, ] to some x(·) ∈ Sx0(0), where 0 ∈ J . It
follows that
d(ynk , F (tnk , 0)x0 ) → 0
as nk → ∞, which contradicts to (5.2). 
Remark 5.7. We do not know whether the conclusion (5.1) of Lemma 5.6 can be
improved to
H∗X (F (t, )N (K, ε), F (t, )K) → 0 as ε → 0
uniformly with respect to t ∈ [0, ] and  ∈ J .
Theorem 5.8. If no solutions of (1.2)–(1.3) blow up in ﬁnite time, then the reachable
mapping F is a GDS on X.
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Proof. By Lemma 5.5 (1), F(t, , x) is compact for any (t, , x) ∈ R+ × R × X.
Clearly F satisﬁes the semi-group properties (1) and (2) in Deﬁnition 2.1. Lemma 5.5
(2) shows that F(t, , x) is (locally Lipschitz) continuous in t in the sense of Hausdorff
distance; hence F satisﬁes Axiom (4) in Deﬁnition 2.1. To check that F is a GDS on X,
it only remains to prove that F(t, , x) is upper semi-continuous in (, x) in a uniform
manner with respect to t in any compact interval [0, ]. However, this can be done in
a quite similar manner as in the proof of (5.1), and is thus also omitted.
The proof is complete. 
5.2. Existence of periodic uniform forward attractors of periodic differential inclusions
Now we assume that the function f (t, x) in (1.2) is T-periodic in t. The main result
in this subsection is the following theorem.
Theorem 5.9. Assume (H1) and (H2). Suppose that the system (1.2)–(1.3) has a nonempty
compact uniformly attracting set M. Then it has a T-periodic uniform forward attractor
A = {A()}∈R which is contained in M, and
u(A) = u(M).
Proof. By assumption u(M) is a neighborhood of M. Further one can ﬁnd a compact
neighborhood V of M such that M uniformly attracts V (hence no solutions of (1.2)–
(1.3) with initial value in V blow up). By Lemma 5.4 it is easy to see that there exists
a R > 0 such that
max
t0
|x(t)|R, ∀ x(·) ∈ SV (),  ∈ R. (5.3)
Let a(x) be a continuous cutoff function on X = Rm satisfying
a(x) = 1 (for |x|R), a(x) = 0 (for |x|2R). (5.4)
Deﬁne f˜ as
f˜ (t, x) = a(x)f (t, x).
Then f˜ satisﬁes (H1)–(H2); moreover, f˜ is bounded on X. Consider the modiﬁed
problem
x′(t) ∈ f˜ (t + , x(t)) (t > 0), x(0) = x. (5.5)
Then no solutions of (5.5) blow up in ﬁnite time, so the reachable mapping F˜ of
(5.5) is a GDS on X. Clearly M uniformly attracts V under F˜ . It then follows from
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Theorem 3.3 that F˜ has a T-periodic uniform forward attractor A = {A()}∈R which
is contained in M and uniformly forward attracts V (under F˜ ). Now by the deﬁnition of
f˜ , one also concludes that A uniformly forward attracts V under the original system.
Hence, A is a uniform forward attractor of (1.2)–(1.3).
There remains to check that u(A) = u(M). First, since MAu ⊂ M , we clearly
have u(A) := u(MAu ) ⊂ u(M). We also show that u(M) ⊂ u(A), and hence the
conclusion holds true. Indeed, let K be a compact subset of u(M). Then no solutions
of (1.2)–(1.3) with initial values in K blow up in ﬁnite time, and there is a t0 > 0 such
that
F(t0, )K ⊂ V, ∀ ∈ R.
Since A uniformly forward attracts V, noting that
H∗X (F (t, )K, A(+ t))
= H∗X (F (t − t0, + t0)F (t0, )K, A ((+ t0) + (t − t0)))
H∗X (F (t − t0, + t0)V , A ((+ t0) + (t − t0))) ,
one concludes immediately that A uniformly forward attracts K. Hence u(M) ⊂
u(A).
The proof is complete. 
Remark 5.10. By Remark 2.6, one easily deduces that the uniform forward attractor
A = {A()}∈R of (1.2)–(1.3) given in Theorem 5.9 consists of all complete solutions
of (1.1) that lies in M, namely,
A() = {x() | x(·) is a complete solution of (1.1) with x(t) ∈ M (∀ t ∈ R)}.
Now let us give several easy examples.
Example 5.1. Consider the scalar system:
x′(t) = k(t)x(t) − x(t)p(t) and p(t) ∈ (x(t)), (5.6)
where k ∈ C(R;R), and k(t) > 0 for all t ∈ R, (x) is a set-valued mapping satisfying
(1) (x) is a compact subinterval of R+ for each x ∈ R;
(2) (x) is upper semi-continuous.
The system can be understood as a model describing the consumption in case there is
only one commodity and one consumer whose behavior amounts to consuming more
and more. The term “−x(t)p(t) ” is used as a mechanism to regulate the consumption
velocity through nonnegative price, so that the consumption could be controlled to
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some bound set [a, b] (0 < a < b < ∞). (x) is usually called a pricing mapping
which is used to guide the price p(t) ; see [2]. (Of course one can also view (5.6) as a
simple model describing some single-species population growth with feedback control
or harvesting, etc.)
Now consider the initial-value problem associated with (5.6):
x′(t) ∈ k(t + )x(t) − x(t)(x(t)) (t > 0), x(0) = x0. (5.7)
Here we are particularly interested in the case k(t) is T-periodic, and hence
0 < min
t∈R
k(t) max
t∈R
k(t) < ∞.
We further assume, reasonably, that
(x) ⊂ [0, p∗] (for x < a) and (x) ⊂ [p∗,∞) (for x > b) (5.8)
for some 0p∗p∗ satisfying
p∗ < min
t∈R
k(t) := k∗, p∗ > max
t∈R
k(t) := k∗. (5.9)
Then
k(t)x − xy(k∗ − p∗)x > 0, ∀t ∈ R, ∀x ∈ (0, a) and y ∈ (x), (5.10)
k(t)x − xy(k∗ − p∗)x < 0, ∀t ∈ R, ∀x ∈ (b,∞) and y ∈ (x). (5.11)
By (5.10) and (5.11) it can be easily seen that M = [a, b] is a local uniformly
attracting set for (5.7). Thanks to Theorem 5.9, we deduce that the system (5.7) has a
T-periodic uniform forward attractor A = {A()}∈R which is contained in [a, b] with
(0,∞) ⊂ u(A).
Remark 5.11. Typical examples for the pricing mapping (x) are
(x) =
⎧⎪⎪⎨
⎪⎪⎩
p∗, x < a;
[p∗, p∗], x ∈ [a, b];
p∗, x > b,
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or,
(x) =
⎧⎪⎪⎨
⎪⎪⎩
p∗ = p1, x < a = a1;
pi+1, x ∈ (ai, ai+1) (1 in − 1);
p∗ = pn+1, x > an = b;
[pi, pi+1], x = ai (1 in),
where
a = a1 < · · · < an = b, p∗ = p1 < · · · < pn < pn+1 = p∗,
a, b, p∗ and p∗ are the numbers in (5.8) and (5.9).
Example 5.2. Let
F(t, x, y) = −y + x((x2 + y2) − 6) + cos t,
G(t, x, y) = x + y((x2 + y2) − 6) + sin t,
where t, x, y ∈ R. Consider the following perturbed system:
x˙ = F(t, x, y) + w1, y˙ = G(t, x, y) + w2, (5.12)
where (x, y) = (x(t), y(t)), (x˙, y˙) = (x′(t), y′(t)), wi = wi(t) (i = 1, 2) denote
perturbations due to uncertain external disturbances (one can also view wi as controls).
In general we may only know the scale of wi , i.e., we only know that |wi(t)|ε. How
to understand the dynamics of the system thus becomes an interesting problem (one
usually needs to take into account all possible perturbations). A quite natural approach
to do so is to embed (5.12) into the differential inclusion:
{
x˙ ∈ F(t, x, y) + εI := Fε(t, x, y);
y˙ ∈ G(t, x, y) + εI := Gε(t, x, y), (5.13)
where I = [−1, 1].
We assume that 0ε1 and consider the initial-value problem of (5.13)
{
x˙ ∈ Fε(t + , x, y) (t > 0), x(0) = x0;
y˙ ∈ Gε(t + , x, y) (t > 0), y(0) = y0. (5.14)
Let (x, y) = (x(t), y(t)) be any solution of the system. Multiplying the ﬁrst equation
in (5.14) with x, one ﬁnds that
1
2
d
dt
x2 ∈ −xy + x2(2 − 6) + x cos(t + ) + εxI,
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where 2 = x2 + y2. Therefore we see that (recall ε1)
1
2
d
dt
x2 − xy + x2(2 − 6) + 1
2
(
x2 + cos2(t + )
)
+ 1
2
(x2 + 1). (5.15)
Similarly we have
1
2
d
dt
y2xy + y2(2 − 6) + 1
2
(
y2 + sin2(t + )
)
+ 1
2
(y2 + 1). (5.16)
Summing (5.15) and (5.16) together, it yields
d
dt
222(2 − 5) + 3. (5.17)
On the other hand, it is trivial to check that
22(2 − 5) + 2 − 5 for 12.
Therefore by (5.17) one concludes immediately that B1 := {(x, y) | x2 + y21} is a
local uniformly attracting set with B2 ⊂ u(B1).
Thanks to Theorem 5.9, we deduce that the system (5.14) has a 2-periodic uniformly
forward attractor Aε = {Aε()}∈R with B2 ⊂ u(Aε).
It is interesting to compare Aε for ε > 0 with A0 as ε → 0. This will be addressed
in Section 6 in a more general context.
Example 5.3. Consider the system
x′(t) ∈ −B(t + )x(t) + f (t + , x(t)) (t > 0), x(0) = x0 (5.18)
on X = Rm, where B ∈ C(R; Rm×m) is a matrix function satisfying
xT B(t)x|x|2, ∀x ∈ X, t ∈ R (5.19)
for some constant  > 0 (here xT denotes the transpose of x), f : R × X → 2X is a
set-valued mapping. We assume, in addition to (H1) and (H2), that f satisﬁes
(A1) There exist 0	 <  and  > 0 such that
sup
y∈f (t,x)
(y, x) 	|x|2 + , (t, x) ∈ R × X,
where (·, ·) denotes the inner product of X.
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Let x(t) be a solution of (5.18). Then by (5.19) and (A1), it is trivial to check that
1
2
d
dt
|x(t)|2 − (− 	)|x(t)|2 + .
It follows that M := B is a global uniformly attracting set. By virtue of Theorem 5.9
we deduce that
Theorem 5.12. Assume B(t) and f (t, x) are T-periodic in t. Then the system (5.18)
has a global T-periodic uniform forward attractor A = {A()}∈R.
Remark 5.13. Note that if f satisﬁes a uniform sublinear growth condition:
(A2) There exist c1, c2 > 0 and  ∈ [0, 1), such that
|f (t, x)|c1|x| + c2, ∀(t, x) ∈ R × X,
where |f (t, x)| = maxy∈f (t,x) |y|, then using the classic Young inequality one easily
veriﬁes that for any ε > 0, there exists Cε > 0, such that
|f (t, x)|ε|x| + Cε, ∀(t, x) ∈ R × X.
Hence (A1) naturally holds true.
6. Robustness of uniform forward attractors of periodic differential inclusions
In this section, we are mainly concerned with stability of the uniform forward at-
tractors of periodic differential inclusions (1.2)–(1.3) with respect to both external and
internal perturbations. So we consider the inﬂated system (1.4)–(1.5), where the map-
ping f (t, x) is assumed to be T-periodic in t.
Lemma 6.1. In addition to (H1) and (H2), suppose that f is also bounded on X, i.e.,
there exists a R0 > 0 such that
|f (t, x)|R0, ∀ x ∈ X, t ∈ R.
Let 0 < R,  < ∞ be given. Then ∀ε > 0, there exists a  > 0 so that when 0 < ,
for any solution x(t) of the inﬂated system (1.4) with time symbol  and initial value
|x(0)|R, there is a solution x(t) of (1.2) with time symbol ′ ∈ (− ε, + ε) such
that
sup
t∈[0,]
|x(t) − x(t)| < ε.
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Proof. Suppose the contrary. Then for some ε > 0, there exists a sequence n ↓ 0,
for each n, one can ﬁnd a solution xn(t) of (1.4) with time symbol n ∈ [0, T ] and
initial value |xn(0)|R such that
max
t∈[0,] |xn(t) − x˜(t)|ε (6.1)
for any solution x˜(t) of (1.2) with any time symbol ′ ∈ (n − ε, n + ε). Thanks to
Lemma 5.3, there are subsequences of n and xn(t) (still denoted by n and xn(t),
respectively), such that n → 0, and xn(t) converges uniformly on [0, ] to some
solution x˜(t) of (1.2) with time symbol 0. This contradicts to (6.1), as 0 ∈ (n −
ε, n + ε) when n is sufﬁciently large. 
Theorem 6.2. Assume that the system (1.2)–(1.3) has a T-periodic uniform forward
attractor A = {A()}∈R. Then for  > 0 sufﬁciently small, the inﬂated system (1.4)–
(1.5) also has a T-periodic uniform forward attractor A = {A()}∈R, and
(1) HX (A(), A()) → 0 as  → 0 uniformly with respect to  ∈ R;
(2) for any compact set K ⊂ u(A), we have K ⊂ u(A) when  is sufﬁciently
small.
Proof. Let K be a compact subset of u(A). We can assume that K is a neighborhood
of MAu := ∪∈RA(). Since MAu uniformly attracts K under the system (1.2)–(1.3), in
connection with Lemma 5.4, one sees that there exists a R > 0 such that
|x(t)|R, ∀t0, x(·) ∈ SK(),  ∈ R. (6.2)
In particular, we have
MAu ⊂ BR. (6.3)
Let a(x) be a continuous function on X satisfying
a(x) = 1 when |x|3R, a(x) = 0 when |x|4R. (6.4)
Consider the modiﬁed system
x′(t) ∈ g(t + , x(t)) (t > 0), x(0) = x, (6.5)
where g(t, x) = a(x)f (t, x). The inﬂated system of (6.5) reads
x′(t) ∈ g(t + , x(t)) (t > 0), x(0) = x, (6.6)
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where
g(t, x) = conv g(t, x + B1) + B1.
We denote by F, F, G and G the reachable mappings of the systems (1.2)–(1.3),
(1.4)–(1.5), (6.5), and (6.6), respectively. Then in view of (6.2),
F(t, )K = G(t, )K, ∀t0,  ∈ R.
We also restrict   R, so that the systems (1.4)–(1.5) and (6.6 ) coincide on N (0, 2R).
Since G and G are bounded on X , no solutions of (6.5) and (6.6) blow-up in
ﬁnite time, so by Theorem 5.8, G and G are nonautonomous GDSs. Note that A is a
T-periodic uniform forward attractor of G = G0, and K ⊂ ˜u(A), where ˜u(A) is the
uniform attraction region of A under the system G. By Lemma 6.1, it is easy to verify
that the continuity condition (C) in Theorem 4.2 is satisﬁed by G at  = 0 := 0.
Thus we deduce that there exists a 0 > 0, such that when  < 0, G has a T-periodic
uniform forward attractor A = {A()}∈R; moreover,
K ⊂ ˜u(A), (6.7)
where ˜u(A) is the uniform attraction region of A under G. We also have
H∗X(A(), A()) → 0 as  → 0
uniformly with respect to  ∈ R, and hence since A() ⊂ A(),
HX(A(), A()) → 0 as  → 0 (6.8)
uniformly with respect to  ∈ R.
To complete the proof of the theorem, there remains to check that when  is sufﬁ-
ciently small, A is a uniform forward attractor of (1.4)–(1.5) with K ⊂ u(A). For
this purpose, we only need to show that there exists a  > 0 such that when  < ,
|x(t)|2R, ∀t0 (6.9)
for any solution x(·) of (6.6) with x(0) ∈ K.
Since K is a neighborhood of MAu , by (6.8) we can restrict 0 so that for any  < 0,
K is also a neighborhood of MAu , and (by (6.8))
HX
(
MAu , MAu
)
< R/2. (6.10)
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Fix a 0 < ∗ < 0. Then one can ﬁnd a T0 > 0 so that
H∗X
(
G∗(t, )K, M
A∗
u
)
< R/2, ∀t > T0,  ∈ R. (6.11)
Noting that g(t, x) ⊂ g∗(t, x) when  < ∗, we have G(t, )x ⊂ G∗(t, )x for all
t0,  ∈ R and x. Therefore by (6.11),
H∗X
(
G(t, )K, M
A∗
u
)
< R/2, ∀t > T0,  ∈ R, ∗. (6.12)
On the other hand, thanks to Lemma 5.6 and the periodicity of G(t, ) in , we
deduce that
H∗X (G(t,R)N (K, ε), G(t,R)K) < R/2, t ∈ [0, T0] (6.13)
for sufﬁciently small ε > 0. We ﬁx such an ε > 0 with ε < R/2 so that (6.13) holds.
By Lemma 6.1, one can easily see that there exists a 0 < (ε)∗, such that when
 < (ε),
H∗X (G(t,R)K, G(t,R)N (K, ε)) < ε, t ∈ [0, T0]. (6.14)
Let  = (ε). Then by (6.13) and (6.14), we have for  <  that
H∗X (G(t,R)K,G(t,R)K) < R, t ∈ [0, T0]. (6.15)
Now assume that  < . Then inequalities (6.2) and (6.15) imply that the estimate
in (6.9) holds for t ∈ [0, T0], while (6.3), (6.10) and (6.12) imply that the estimate also
holds for t > T0. The proof is complete. 
7. Effects of small time delays to the asymptotic behavior of periodic differential
inclusions
In this part we consider the problem (1.6)–(1.7). We are mainly interested in the
effects of small time delays on the asymptotic stability of the initial value problem
(1.8)–(1.9).
Let K ⊂ X. We will use CK to denote the space C([−r, 0];K). In case K = X, we
will simply write CX as C, which is equipped with the norm ‖ · ‖ deﬁned by
‖‖ = max[−r,0] |(t)|, ∀ ∈ C.
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Deﬁnition 7.1. Let I = [−r, ), where 0 < ∞. Given  ∈ C, we say that a function
x(·) ∈ C(I ;X) is a solution of (1.6)–(1.7) on I, if it is absolutely continuous on any
compact interval J ⊂ [0, ) and solves the differential inclusion (1.6) at a.e. t ∈ [0, );
moreover,
x(t) = (t), ∀t ∈ [−r, 0].
The reader is referred to [3], etc. for the general existence results for delay differential
inclusions. We will use the notation (t, , ) to denote any solution of (1.6)–(1.7) with
initial value  ∈ C.
Our main result in this section is contained in the following theorem.
Theorem 7.2. Assume g in (1.6) satisﬁes (G1) and (G2); moreover, g is T-periodic
in t. Suppose that the nondelayed system (1.8)–(1.9) has a periodic uniform forward
attractor A = {A()}∈R with the uniform attraction region u(A). Then, for any
compact subset K of u(A) and ε > 0, there exist r and  > 0 such that for any
constant delays ri ∈ [0, r] and any solution (t, , ) (taking values in X) of the
delayed system (1.6)–(1.7),
d ((t, , ), A(+ t)) < ε, ∀t,  ∈ CK. (7.1)
Proof. The basic idea used here is to view the problem as one of robustness of uniform
forward attractors for periodic differential inclusions.
For notational simplicity, we only consider the case of two delays, i.e., the case
where n = 2, the argument being the same in the general. The delayed system (1.6)
now reads
x′(t) ∈ g (t + , x(t), x(t − r1), x(t − r2)) , t > 0.
Let K be a compact subset of u(A). We may assume that K ⊂ MAu . Since u(A)
is open, we can take a 	 > 0 sufﬁciently small so that
V := N (K, 	) ⊂ u(A).
Then A uniformly forward attracts V under the system (1.8)–(1.9). Thanks to Lemma
5.4, it is easy to see that for some R > 0,
|x(t)|R, ∀t0
for any solution x(t) of the nondelayed system (1.8)–(1.9) with initial value x(0) =
x ∈ V . In particular,
MAu ⊂ K ⊂ V ⊂ BR. (7.2)
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Choose a cutoff function a(x) on X as in (6.4) and consider the modiﬁed systems
of (1.6)–(1.7) and (1.8)–(1.9) which read, respectively, as
{
x′(t) ∈ g˜ (t + , x(t), x(t − r1), x(t − r2)) , t > 0;
x(t) = (t), t ∈ [−r, 0] (7.3)
and
x′(t) ∈ f˜ (t + , x(t)) (t > 0), x(0) = x, (7.4)
where
g˜(t, x, y, z) = a(x)a(y)a(z)g(t, x, y, z), f˜ (t, x) = g˜(t, x, x, x).
Clearly A is a uniform forward attractor of the system (7.4) with V ⊂ ˜u(A), where
˜u(A) is the attraction region of A under the system (7.4). For 0, consider the
inﬂation of (7.4):
x′(t) ∈ f˜ (t + , x(t)) (t > 0), x(0) = x, (7.5)
where
f˜(t, x) = conv f˜
(
t, x + B1
)+ B1. (7.6)
Let ε > 0 be given arbitrary. We may assume that ε < R/2. Thanks to Theorem 6.2,
the inﬂated system (7.5) has a T-periodic uniform forward attractor A = {A()}∈R
with
A() ⊂ N (A(), ε/2), ∀ ∈ R (7.7)
and V ⊂ ˜u(A) when  is sufﬁciently small, where ˜u(A) is the uniform attraction
region of A under the system (7.5). As in showing (6.9), we can also show that there
exists a  > 0, such that when  < ,
|x(t)|2R, t0 (7.8)
for any solution x(t) of (7.5) with x(0) ∈ V. We ﬁx a  = 1 <  so that (7.7) and
(7.8) hold.
Note that g˜ is bounded on R × X3, i.e., there is a c0 > 0 such that
|˜g(t, x, y, z)|c0, ∀t ∈ R, x, y, z ∈ X.
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Let y(t) be any solution (taking values in X) of (7.3) with initial value  ∈ CK . Then
|y′(t)|c0 for any t0, and hence
|y(t − ri) − y(t)| =
∣∣∣∣
∫ t
t−ri
y′(s) ds
∣∣∣∣ c0r for tr,
|y(t) − y(0)| =
∣∣∣∣
∫ t
0
y′(s) ds
∣∣∣∣ c0r for t ∈ [0, r].
Therefore if we take a r > 0 sufﬁciently small so that c0r < min{	, 1}, then we have
y(t) ∈ V for t ∈ [0, r], (7.9)
y(t − ri) ∈ y(t) + B1 for tr. (7.10)
Set z(t) = y(t + r) for t  0. Then
z(0) = y(r) ∈ V.
By (7.9), (7.10) and the deﬁnition of g˜ and f˜ , one sees that z(t) is a solution of the
differential inclusion in (7.5)=1 with time symbol  + r on any interval [0, ) on
which |z(t)| = |y(t + r)|  2R. This, together with (7.8), in turn implies that
|z(t)|2R, ∀t0 (7.11)
and hence z(t) is a solution of the differential inclusion in (7.5)=1 with time symbol
+ r on [0,∞) with z(0) ∈ V .
On the other hand, since A1 is the uniform forward attractor of (7.5)=1 , one can
ﬁnd a 0 > 0 such that for any  ∈ R and solution x(t) of (7.5)=1 with x(0) = x ∈ V ,
d(x(t), A1(t + )) < ε/2, ∀t0
and therefore by (7.7),
d(x(t), A(t + )) < ε, ∀t0. (7.12)
Now for the solution y(t) of (7.3), setting  = 0 + r , one concludes by (7.12) that
d(y(t), A(t + )) = d (z(t − r), A((t − r) + (+ r))) < ε, ∀t > .
Note that (7.2), (7.9) and (7.11) imply |y(t)|  2R for all t  0. From the deﬁnition
of g˜ we see that y(t) is a solution in X of the original delayed system (1.6)–(1.7).
Hence, the conclusion of Theorem 7.2 follows. 
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A very particular but important case of Theorem 7.2 is that each section A() of
the attractor A is a singleton, i.e. A(t) = {(t)}, where  is in fact a periodic solution
of the system (1.8)–(1.9), and hence we have
Theorem 7.3. Assume g in (1.6) satisﬁes (G1) and (G2); moreover, g is T-periodic in
t. Suppose that the differential inclusion
x′(t) ∈ f (t, x(t)), t ∈ R
has a T-periodic solution  = (t) which is a uniform forward attractor for the system
(1.8)–(1.9) with the uniform attraction region u(). Then, for any compact subset K of
u() and ε > 0, there exist r and  > 0 such that for any constant delays ri ∈ [0, r]
and any solution (t, , ) of (1.6)–(1.7),
|(t, , ) − (+ t)| < ε, ∀t,  ∈ CK. (7.13)
It is quite natural to ask whether the existence of a periodic uniform forward attractor
A of the nondelayed system (1.8)–(1.9) implies that of a periodic uniform forward
attractor Â of the delayed system (1.6)–(1.7) near A when time delays are small. To
answer this question, we ﬁrst need to establish the existence result of uniform forward
attractors for (1.6)–(1.7). This is rather a problem which deserves to be further clariﬁed
for differential inclusions with time delays, and it is still undergoing investigations. Note
that a differential inclusion with time delays ri ∈ [0, r] usually generates a set-valued
dynamical system in the inﬁnite dimensional functional space C. To understand the
dynamics of such a system, one needs to have a better knowledge to the properties of
its solution sets, and for this purpose there is still a lot of work to do. The results in
this direction can be expected to be reported in forthcoming papers.
Here we consider the case where g is a single-valued mapping which is locally
Lipschitz in the space variables. In this special case (1.6)–(1.7) generates a single-
valued process on C, and we can say more at the moment.
In order to give a precise description for the results, let us ﬁrst introduce several
notations and notions. Let x(·) ∈ C([a − r, b];X). For each t ∈ [a, b], we will use the
notation xt to denote the function in C given by
xt (s) = x(t + s) for s ∈ [−r, 0].
Since we have assumed Lipschitz continuity for g in the space variables, for each
 ∈ C, (1.6)–(1.7) has a unique solution (t, , ) (taking values in X). Of course, one
can also naturally understand the solutions of (1.6)–(1.7) in the functional space C.
More precisely, let x(t) = (t, , ) deﬁned on [−r, ) be a solution of the system.
Deﬁne  ∈ C([0, ); C) as
(t) = xt for each t ∈ [0, ).
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Then we also call (t) a solution of (1.6)–(1.7). To avoid confusion, we will call x(t)
a solution of (1.6)–(1.7) in X, and (t) a solution in C.
We deﬁne the solution operator  of (1.6)–(1.7) in C as follows:
(t, ) = (t, , ), ∀t0,  ∈ R,  ∈ C,
where (t, , ) denotes the solution of (1.6)–(1.7) in C with initial value (0, , )= .
The dynamical concepts such as uniform attraction region and forward attractor etc.
can be deﬁned for (1.6)–(1.7) in the phase space C via the solution operator , just as
we did in the situations of GDSs and differential inclusions without time delays. We
omit the statement in detail.
Let  : C → X be the operator deﬁned by
  = (0), ∀ ∈ C.
For a complete motion  = (t) of  in C, set
x(t) = (t), ∀t ∈ R.
Then x(t) satisﬁes
x′(t) = g(t, x(t), x(t − r1), . . . , x(t − rn)), t ∈ R. (7.14)
We will simply call x(t) a special solution of (7.14). Conversely, for a special solution
x = x(t) of (7.14) in X, deﬁne (t) = xt for each t ∈ R. Then (t) is a complete
motion of .
In the sequel we always assume that the mapping g in (1.6) is single-valued and
is T-periodic in t. We ﬁrst give a result concerning the existence of uniform forward
attractors which may be of independent interest.
Theorem 7.4. Assume g satisﬁes the following local Lipschitz continuity assumption:
(G3) For any bounded subset B of X, there exists a L > 0, such that
|g(t, x, x1, . . . , xn) − g(t, y, y1, . . . , yn)|L(|x − y| + |x1 − y1| + · · · + |xn − yn|)
for all t ∈ R and x, y, xk, yk ∈ B.
Suppose that there exists a nonempty bounded subset M of C that uniformly attracts
a neighborhood N (M, ) of M under the system (1.6)–(1.7). Then the system has a
T-periodic uniform forward attractor Â = {Â()}∈R in C.
Proof. We may assume in advance that g is bounded (otherwise as in the proof of
Theorem 5.9, we can use an appropriate cutoff function to modify g to a bounden
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one), so that no solutions of (1.6)–(1.7) blow up in ﬁnite time. Therefore the solution
operator  is a single-valued T-periodic continuous process on C (see [6]).
Since M uniformly attracts V := N (M, ), there exists a t0 > 0 so that (t, )V ⊂
N (M, ) for all t t0 and  ∈ R. On the other hand, the boundedness of g implies
that there is a a > 0 such that for any solution x(t) of (1.6)–(1.7) in X, we have
|x′(t)|a, ∀t0.
Thanks to the classical Arzela–Ascoli theorem, we easily know that
K :=
⋃
∈R
⋃
t t0+r
(t, )V
is compact in C (see also [6]).
Now using a fully analogous argument as in the proof of Theorem 3.3 with minor
modiﬁcations and the local compactness of the phase space X therein replaced by
the compactness of K, one can easily show that  has a T-periodic uniform forward
attractor Â = {Â()}∈R with Â() ⊂ M for any  ∈ R.
The proof is complete. 
Remark 7.5. We remark that unlike in the case of Theorem 3.3, we need not assume
the attracting set M in Theorem 7.4 is compact.
The assumption that M uniformly attracts a neighborhood N (M, ) in Theorem 7.4 is
crucial for proving the existence of a uniform forward attractor. In the case of Theorem
3.3, there is not such an assumption. However, since the set M therein is compact, it
follows automatically from the local compactness of the phase space X and the fact
that M uniformly attracts each compact subset of u(M) that M uniformly attracts a
compact neighborhood N (M, ), which has played an important role in the proof of
the theorem.
Relevant works on the existence of attractors for periodic functional differential
equations can be found in [6,20,21], etc.
Remark 7.6. Assume Â = {Â()}∈R is a uniform forward attractor of the delayed
system (1.6)–(1.7) in C. Let A = {A()}∈R, where
A() =  Â() := {  |  ∈ Â()}.
By the invariance property of Â, we know that for each  ∈ R and  ∈ Â(), there is
a complete motion  = (t) of  that lies in Â with () = . Since x(t) =  (t) is
a special solution of (7.14), we see that
A() = {x() | x(t) is a special solution of (7.14) that lies in A},
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i.e., A is actually the union of some bounded special solutions of (7.14). Now the
uniform forward attraction property of Â in the space C implies
d((t, , ), A(+ t)) → 0 as t → ∞
for any solution (t, , ) of (1.6)–(1.7) in X in a uniform manner with respect to
 ∈ R and  in any compact subset of u(Â).
Now we state and prove the following theorem which is in fact a combination of
Theorems 7.2 and 7.4.
Theorem 7.7. Assume g satisﬁes the continuity assumption in Theorem 7.4. Suppose
that the nondelayed system (1.8)–(1.9) has a T-periodic uniform forward attractor
A = {A()}∈R with the uniform attraction region u(A). Then
(1) There exists a r > 0, such that when ri ∈ [0, ], the delayed system (1.6)–(1.7) has
a T-periodic uniform forward attractor Âr = {Âr ()}∈R in C;
(2) For any compact subset K of u(A), we have when r is sufﬁciently small that
CK ⊂ u(Âr );
(3) limr→0 H∗X (Ar(), A()) = 0 uniformly with respect to  ∈ R, where
Ar() =  Âr ().
Proof. Let ε > 0 be given arbitrary so that N (MAu , 2ε) ⊂ u(A). Take an arbitrary
compact neighborhood K of MAu with
N
(
MAu , 2ε
)
⊂ K ⊂ u(A).
Then by Theorem 7.2, there exist r > 0 and t0 > 0, such that for any constant delays
ri ∈ [0, r] and any solution (t, , ) of (1.6)–(1.7) in X,
d ((t, , ), A(+ t)) < ε, ∀t t0,  ∈ R,  ∈ CK, (7.15)
which implies that CV uniformly attracts CK under the process , where V = N
(
MAu , ε
)
.
Note that CK is a neighborhood of CV in the phase space C.
By Theorem 7.4,  has a T-periodic uniform forward attractor Âr = {Âr ()}∈R
with CK ⊂ u(Âr ) and
Âr () ⊂ CV ⊂ CK,  ∈ R.
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To complete the proof of the theorem, it sufﬁces to check that
Ar() ⊂ N (A() ε), ∀ ∈ R. (7.16)
Let  ∈ R. We can see that
(− , )CK ⊃ (− , )Âr () = Âr ()
for any  < , by the uniform attraction of Âr we deduce that
lim
→−∞ HC
(
(− , )CK, Âr ()
) = 0.
Consequently
lim
→−∞ HX ((− , , CK),Ar()) = 0, (7.17)
where
(− , , CK) := {(− , , ) |  ∈ CK} = (− , )CK.
We also infer from (7.15) that
H∗X ((− , , CK),A()) < ε, ∀− t0. (7.18)
Now one concludes immediately by (7.17) and (7.18) that (7.16) holds.
The proof is complete. 
Example 7.1. Consider the delayed system (1.6)–(1.7) with
g (t, x, x1, . . . , xn) = −B(t)x + W(t)f (x) +
n∑
i=1
Wi(t)f (xi) + h(t), (7.19)
where B,W,Wi ∈ C(R;Rm×m) are matrix functions with B satisfying (5.19), h ∈
C(R;X), and f ∈ C(X;X). The system in this case can be seen as a general neural
network model, where x denotes the state of the neurons, f is the activation function,
and h the external input. We assume that B,W,Wi and h are T-periodic for some
T > 0.
Suppose that f satisﬁes the following condition:
(A3) There exists 0 < 	 <  ( is the constant in (5.19)) and  > 0 such that
(
(t)f (x), x) 	|x|2 + , ∀t ∈ R, x ∈ X,
where 
(t) = W(t) +∑ni=1 Wi(t).
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Then by Theorem 5.12 we deduce that the nondelayed system
x′(t) = g (t + , x(t)) (t > 0), x(0) = x (7.20)
has a global T-periodic uniform forward attractor A = {A()}∈R in X, where we have
used g(t, x) to denote g(t, x, x, . . . , x).
Further by Theorem 7.2 we know that for any compact subset K of u(A) and
ε > 0, there exist r and  > 0 such that when rir ,
d ((t, , ), A(+ t)) < ε, ∀t
for any solution (t, , ) of the delayed system in X with  ∈ CK .
If f (x) is locally Lipschitz in x, then by Theorem 7.7, we also deduce that the
delayed system has a T-periodic uniform forward attractor Âr = {Âr ()}∈R in C with
the assertions (1)–(3) in Theorem 7.7 holds true.
Remark 7.8. Neural network models with at least locally Lipschitz continuous acti-
vation functions have been widely studied in the literature by many authors under
some stronger additional assumptions on activation functions, such as boundedness and
monotonicity; see for instance, [4,26,45] and references therein, where the asymptotic
stability of equilibria and periodic solutions are investigated via Lyapunov functional
method, etc. Those with only continuous activation functions have also aroused interest
in recent years; see [25].
A simple example is the scalar equation
x′(t) = −a(t)x(t) + b(t) tanh(x(t − r)) + h(t),
which is used as a model of the dynamics of a single artiﬁcial effective neuron with
dissipation and processing delay; see [17]. Other examples can be found; say for
instance, in [41], etc.
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