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Chapter 1
Introduction
“The advantage of knowing about risks is that
we can change our behavior to avoid them.”
-Robert F. Engle (1942-...)
1

1.1 Risk Measures
Risk is the exposure to some potential loss resulting from uncertainty. With
various sources of uncertainty in financial markets, market participants have devel-
oped numerous concepts to deal with risk that are collectively known as risk man-
agement. Financial risk management has tremendously evolved in past decades be-
coming an increasingly sophisticated practice with central function for businesses.
Its key objective is to identify, quantify and manage the risk that a financial insti-
tution faces in order to ensure long-term success. While risk taking is a lucrative
business for banks and insurance companies in fortunate events, it may be harmful
when unfortunate events arise (e.g. the financial crisis 2007/08). Concerned about
excessive risk-taking, legislators all over the world enforce minimum standards for
financial risk management. In banking such regulatory framework is called Basel
III while in the insurance sector similar requirements exist known as Solvency
II. Both, Basel III and Solvency II, impose capital requirements, i.e. banks and
insurance companies are required to keep a reserve to compensate for the risk
they are exposed to. Financial institutions frequently resort to so-called risk mea-
sures to calculate the capital reserves and to assess the market risks resulting from
fluctuations of financial assets.
1.1 Risk Measures
Mathematically, a risk measure is defined as a mapping from the set of all real-
valued random variables, denoted by X , onto the real line. In other words, a risk
measure ρ summarizes the risk associated with a random variable X in a single
number, which we denote by ρ(X). Artzner, Delbaen, Eber, and Heath (1999)
propose a set of desirable properties for risk measures to fulfill:
Axioms. (Coherent risk measures)
1. (Translation invariance) ρ(X +α) = ρ(X)−α for all X ∈ X and all α ∈ R;
2. (Subadditivity) ρ(X1 +X2) ≤ ρ(X1) + ρ(X2) for all X1, X2 ∈ X ;
3. (Positive homogeneity) ρ(αX) = αρ(X) for all α ≥ 0;
4. (Monotonicity) ρ(X2) ≤ ρ(X1) for all X1, X2 ∈ X with X1 ≤ X2.
The first axiom means that adding a risk-free amount α to the initial position
X simply decreases the risk measure by α. The property of subadditivity states
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that the risk associated with diversifying among two positions must be less than
or equal to the sum of their individual risks. The axiom of positive homogeneity
implies that doubling an initial position X, yields a risk, which is twice as large.
Last, monotonicity entails that if a position outperforms another position in all
states of the world, then its risk must be comparably smaller or equal. A measure
that satisfies all four axioms is called coherent. The simplest example of a risk
measure is the standard deviation also known as volatility.
Example 1.1. The volatility σ(X) =
(
Var[X]
) 1
2 is a coherent risk measure.
Often notation is shortened writing σ instead of σ(X). Arguably the most
popular risk measures in finance are Value-at-Risk and Expected Shortfall.
Definition 1.1. (Value-at-Risk) Given a level α ∈ (0, 1), the α Value-at-Risk
(VaR) is defined by V aRα(X) = − inf{x ∈ R : P[X ≤ x] ≥ α}.
In words, the VaR is the largest value such that the probability that the position
is less than V aR is α. Given a VaR exceedance has occurred, the Expected
Shortfall (ES) is simply the expected value of the position.
Definition 1.2. (Expected Shortfall) Given a level α ∈ (0, 1), the α ES is defined
by ESα(X) = E[X|X < V aRα].
Whereas ES is a coherent risk measure, VaR does not satisfy (in general) the
subadditivity axiom. Nevertheless, it enjoys great popularity among practitioners
due to its conceptional clarity.
1.2 Classical Asymptotic vs. Bootstrap Inference
The risk measures described in the previous section are quantities of the risk
population and therefore treated as parameters. Such parameters are usually un-
known to the researcher and need to be inferred from the data. In statistics, one
distinguishes between point estimation and interval estimation. Whereas point
estimation yields a single number as an estimate, interval estimation gives a range
of values that is likely to contain the parameter. Subsequently, we focus on the
volatility measure, albeit the discussion carries easily over to other risk measures.
Suppose one observes a sample of data X1, . . . , Xn, which is assumed to be in-
dependent and identically distributed (i.i.d.).1 Given the data a natural point
1This assumption is clearly violated for financial data and will be relaxed at a later stage.
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estimator for the volatility σ is
σˆn =
(
1
n
n∑
t=1
(
Xt − X¯n
)2) 12
(1.1)
with X¯n =
1
n
∑n
t=1Xt. Standardizing (1.1), its finite sample distribution Gn(x) =
P
[√
n(σˆn − σ) ≤ x
]
is usually unknown. To obtain an interval that contains
the parameter σ with pre-specified probability, say 95%, one traditionally relies
on asymptotic theory, in which the sample size approaches infinity. Frequently
the limiting distribution G∞(x) depends on nuisance parameters, which need to
be replaced by consistent estimators. For instance, under regulatory conditions,
asymptotic theory yields that the Gn(x) approaches a normal distribution with
mean zero and some variance ς2. Replacing ς by a consistent estimate2, say ςˆn,
the asymptotic normality implies that the probability that the following interval[
σˆn − 1.96 ςˆn√
n
, σˆn + 1.96
ςˆn√
n
]
(1.2)
contains the parameter σ converges to 95% as n→ ∞.
A powerful alternative to asymptotic theory for performing statistical analysis
is the bootstrap. The method’s name is derived from the phrase “to pull oneself
up by one’s bootstrap”, which is widely thought to originate from The Surprising
Adventures of Baron Mu¨nchausen by Raspe (1785). In the famous tale, the main
character pulls himself out of a swamp by his own bootstrap. While this seems
physically impossible, the statistical crux of the bootstrap is that the sample –and
only the sample– give rise to its own statistical properties. This is achieved by
treating the data as if they were the population and then drawing new samples
from it, which ought to mimic the statistical properties of the original sample. In
that sense the bootstrap method is a simple algorithmic procedure, which gained
large popularity among practitioners since its introduction by Efron (1979). The
following algorithm illustrates the construction of a bootstrap confidence interval
for the volatility parameter σ.
Algorithm 1.1. (Volatility i.i.d. bootstrap)
1. Generate a bootstrap sample X∗1 , . . . , X
∗
n by randomly drawing with replace-
2Because ς2 = κ−σ
4
4σ2
with κ = E
[
(X−E[X])4], a natural estimator for ς is given by √ κˆn−σˆ4n
4σˆ2n
,
where κˆn =
1
n
∑n
t=1(Xt − X¯n)4.
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ment from X1, . . . , Xn
2. Calculate σˆ∗n =
(
1
n
∑n
t=1(X
∗
t − X¯∗n)2
) 1
2
with X¯∗n =
1
n
∑n
t=1X
∗
t
3. Repeat the previous steps B times and let σˆ
∗(b)
n denote the bootstrap estimator
in the b-th iteration. Estimate G∗n(x) = P∗
[√
n(σˆ∗n − σˆn) ≤ x
]
by
G∗n,B(x) =
1
B
B∑
b=1
1{√n(σˆ∗(b)n −σˆn)≤x},
where 1{A} is equal to 1 if event A is true and zero otherwise.
The bootstrap quantities are conventionally denoted using an asterisk or star
superscript. The number of bootstrap replications B in step 3 involves a trade-
off between estimation accuracy and computational time: the larger B, the more
accurate the estimate, however the more time the computer needs to perform the
calculations. A bootstrap interval for σ analog to (1.2) can be found by selecting
the 2.5% and 97.5% quantile of G∗n,B(x), denoted by G
∗−1
n,B (0.025) and G
∗−1
n,B (0.975),
and setting [
σˆn −
G∗−1n,B (0.975)√
n
, σˆn +
G∗−1n,B (0.025)√
n
]
.
Proving the validity of the bootstrap amounts to show that bootstrap distribution
G∗n and the finite sample distribution Gn are close in some sense.
Definition 1.3. (Bootstrap consistency) Let Gn be the finite sample distribution
and G∗n denote the corresponding bootstrap distribution. Given a distance d, the
bootstrap method is consistent if d
(
Gn, G
∗
n
)→ 0 in probability as n→ ∞.
Common choices for the distance d are the Kolmogorov or the bounded Lips-
chitz distance. In the presence of a continuous limiting distribution G∞, several
distances yield equivalent3 definitions and bootstrap consistency follows from ver-
ifying that d(G∗n, G∞) → 0 in probability as n→ ∞.
3Formally, the distances induce the same topology.
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1.3 Temporal Dependence
Up to this point, we presumed the data to be i.i.d. and left the time dimension
aside. However, most financial data possess a temporal ordering, which frequently
reveals unique features of the data. Figure 1.1 plots the log-returns of the S&P500
Figure 1.1: Daily Log-return of the S&P500 index for the years 2000 until 2017.
index for the years 2000 until 2017. We observe that “large changes tend to be
followed by large changes, of either sign, and small changes tend to be followed
by small changes” (Mandelbrot, 1963), which is known as volatility clustering.
To reflect such temporal dependence, we introduce the conditional probability
given the past Pt−1[·] = P[·|Xt−1, Xt−2, · · · ·] and denote the conditional mean and
conditional variance associated with Pt−1 by Et−1 and Vart−1, respectively. In
correspondence to the unconditional volatility measure σ, its conditional counter-
part σt =
(
Vart−1[Xt]
) 1
2 depends on Xt−1, Xt−2, . . . and is therefore a stochastic
process. Similarly, one obtains conditional analogues for VaR and ES.
Definition 1.4. (Conditional Value-at-Risk) Given a level α ∈ (0, 1), the condi-
tional α VaR is defined by V aRt,α(Xt) = − inf{x ∈ R : Pt−1[Xt ≤ x] ≥ α}.
Definition 1.5. (Conditional Expected Shortfall) Given a level α ∈ (0, 1), the
conditional α ES is defined by ESt,α(Xt) = Et−1[Xt|Xt < V aRα,t].
Again, these risk measures are unobserved by the researcher and must be in-
ferred from the data. For this purpose, the stochastic process of the risk measure
7
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is typically parameterized, e.g. σt = σ(Xt−1, Xt−2, . . . ; θ), and an estimate of the
risk measure is obtained by replacing the unknown parameters by estimates.
1.4 Contribution and Outline of the Thesis
Several bootstrap methods have been proposed in the literature to quantify the
uncertainty around the risk measures’ point estimates. Whereas existing work
shows that simulation results are promising, there is, however, no theoretical result
underpinning the validity of these methods.
The aim of this thesis is to fill this gap. In particular, we can identify three
principal contributions of this thesis. First, we provide a novel, and realistic,
justification for commonly constructed intervals around point estimates of condi-
tional objects such as conditional risk measures. This asymptotic justification is of
rather theoretical nature and established for a general class of time series models.
Second, we propose bootstrap methods to mimic the finite sample distribution of
the quasi-maximum-likelihood estimator associated with the conditional VaR and
ES. In addition, we give formal proofs of bootstrap consistency, which confirm the
validity of those methods. Third, we conduct simulation studies to evaluate the
performance of the bootstrap methods in finite samples. Several interval types are
investigated and recommendations are made regarding the choice of the interval,
which serves as practical guideline for practitioners.
Two challenges arise throughout this thesis. The first issue possesses a funda-
mental character and stems from the fact that on one hand one must condition
on the sample as the past informs about the present, yet on the other hand one
must allow the data up to now to be treated as random to account for estimation
uncertainty. The second issue originates from the stochastic nature of the condi-
tional risk measures. Because the latter vary over time and they do not permit a
limiting distribution, which further complicates the analysis.
Both challenges are addressed in Chapter 2 in detail. Typically, researchers
resort to the unrealistic assumption of two-independent processes to bypass the
fundamental issue described above. To avoid this assumption, a solution based on
a simple sample-split approach is proposed in this chapter, which requires a much
more realistic weak dependence condition instead. Further, to acknowledge that
the conditional quantities vary over time, a merging concept is employed, which
generalizes the notion of weak convergence.
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Chapter 3 verifies the high-level assumptions of the previous chapter for various
time series models including autoregressive moving-average (ARMA) and general-
ized autoregressive conditional heteroskedasticity (GARCH) type models.
In Chapter 4 we propose a fixed-design residual bootstrap method for the
two-step estimator of Francq and Zako¨ıan (2015) associated with the conditional
VaR. The bootstrap’s consistency is proven under mild assumptions and boot-
strap intervals are constructed for the conditional VaR. A large-scale simulation
study supports the theoretical results and sheds further light on the bootstrap’s
performance in finite samples.
Chapter 5 builds on the results of Chapter 4. In this chapter a fixed-design
residual bootstrap is investigated for the estimator of the conditional ES. The
asymptotic validity of the bootstrap scheme is established and a Monte Carlo
experiment is carried out to study the finite sample behavior. Simulations confirm
that the method performs adequately in samples of modest size.
Chapter 6 provides a short conclusion of the thesis. Proofs of the theoretical
results are collected in appendices at the end of each chapter. Whereas notation
is consistent within each chapter, it may differ across chapters. Therefore relevant
notation is specified within the chapters.
9

Chapter 2
A Justification of
Conditional Confidence
Intervals
To quantify uncertainty around point estimates of conditional objects such as con-
ditional means or variances, parameter uncertainty has to be taken into account.
Attempts to incorporate parameter uncertainty are typically based on the unre-
alistic assumption of observing two independent processes, where one is used for
parameter estimation, and the other for conditioning upon. Such unrealistic foun-
dation raises the question whether these intervals are theoretically justified in a
realistic setting. This chapter presents an asymptotic justification for this type
of intervals that does not require such an unrealistic assumption, but relies on a
sample-split approach instead. By showing that our sample-split intervals coin-
cide asymptotically with the standard intervals, we provide a novel, and realistic,
justification for confidence intervals of conditional objects. The analysis is carried
out for a rich class of time series models.1
1This chapter is based on the paper Beutner, Heinemann, and Smeekes (2019b).
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2.1 Introduction
One of the open questions in time series is how to quantify uncertainty around
point estimates of conditional objects such as conditional means or conditional
variances. A fundamental issue arises in the construction of confidence intervals
that ought to capture the parameter estimation uncertainty contained in these
objects. This fundamental issue stems from the fact that on one hand one must
condition on the sample as the past informs about the present, yet on the other
hand one must allow the data up to now to be treated as random to account for
estimation uncertainty. The issue is well-recognized in the econometric literature,
however in practice confidence intervals are commonly constructed by treating the
sample simultaneously as fixed and random. Frequently, such approach is moti-
vated by presuming to have two independent processes. Assuming two independent
processes with the same stochastic structure, using one for conditioning and one
for the estimation of the parameters, bypasses the issue. It is a mathematically
convenient assumption as in such case the uncertainty quantification reduces to
an ordinary inferential problem. However, practitioners rarely have a replicate,
independent of the original series, at hand with the exception of perhaps some
experimental settings. As such, the intervals commonly constructed by practi-
tioners lack a satisfactory theoretical justification. Therefore it is the objective of
the present work to develop a realistic justification for such confidence intervals
around point estimates of conditional objects.
In the literature the fundamental issue described above is encountered in var-
ious ways. In the specific case of a first-order autoregressive (AR) process with
Gaussian innovations, Phillips (1979) investigates the statistical dependence be-
tween the ordinary least squares (OLS) estimator and the endogenous variable
conditioned upon. He obtains an Edgeworth-type expansion for the distribu-
tion of the conditional mean and, further, studies forecasting, where the fun-
damental issue equally arises.2 Lu¨tkepohl (2005, p. 95) explicitly states a two-
independent-processes assumption in connection with vector AR models. He pos-
tulates that such assumption is asymptotically equivalent to using only data not
conditioned upon for estimation. Ing and Wei (2003) clearly distinguish between
independent-realization and same-realization settings and study the unconditional
mean-squared prediction error in the latter for an infinite-order AR process. In
a companion paper they also provide a theoretical verification for order selection
2For prediction intervals some solutions have been discussed. We refer to Section 2.4.
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criteria for same-realization predictions and stress that it can be misleading to
assume that the results for independent-realization settings carry over to those for
corresponding same-realization cases (Ing and Wei, 2005). Other studies inves-
tigate parameter uncertainty by using resampling methods, that typically mimic
a distribution in which the sample, or at least a subsample, is treated as fixed
and random at the same time (cf. Pascual, Romo, and Ruiz, 2004, 2006, Pan and
Politis, 2016a, 2016b). Aware of this paradox, Kreiss (2016) points out that condi-
tioning on observing specific in-sample values affects the parameter estimator, but
the effect is often erroneously disregarded. Deviating from the various bootstrap
approaches, Hansen (2006) examines parameter uncertainty in interval forecasts
in a classical statistical framework. Similar to a general regression framework, he
conditions on an arbitrary fixed out-of-sample value to avoid the issue. However,
conditioning on arbitrary fixed out-of-sample values appears incompatible with the
usual setup of dynamics in which we condition on the final value(s) of the sample.
Acknowledging the issue while avoiding the two-independent-processes argument
bears careful statements as in Francq and Zako¨ıan (2015) who write in view of this
issue “the delta method ... suggests” (p. 162). Similarly, Pesaran (2015) notices
that although such intervals “have been discussed in the econometrics literature,
the particular assumptions that underlie them are not fully recognized” (p. 389).
This chapter provides a novel, and realistic, justification for commonly con-
structed confidence intervals around point estimates of conditional objects. Our
solution is based on a simple sample-split approach and a weak dependence con-
dition, which allows to partition our sample into two asymptotically independent
subsamples. For a rich class of time series models we construct asymptotically
valid sample-split intervals, without relying on the assumption of observing two
independent processes, and show that these intervals coincide asymptotically with
the intervals commonly constructed by practitioners. As will be argued below, an
appropriate concept to study conditional confidence intervals is merging, a con-
cept that generalizes weak convergence. To the best of our knowledge, except for
Belyaev and Sjo¨stedt-De Luna (2000), the present work is the only one to study
merging in the context of conditional distributions. Moreover, we seem to be the
first to employ merging of conditional distributions in time series. By employing
this concept we avoid unnatural assumptions such as observing Xn = x (in dy-
namic models), losing the time index n, and instead explicitly acknowledge that
the conditional objects vary over time.
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The rest of this chapter is organized as follows. Section 2.2 specifies the gen-
eral setup and describes the argument of two independent processes as well as
our sample-split approach. In Section 2.3 we establish merging among the pro-
posed and the two-independent-processes estimator in probability under mild con-
ditions. Further, we construct asymptotically valid sample-split intervals and show
that these coincide asymptotically with the standard intervals. The extension to
prediction is discussed in Section 2.4. Section 2.5 concludes. The main proofs
are collected in Appendix 2.A, while Appendix 2.B provides additional proofs of
intermediate results.
2.2 General Setup
2.2.1 The General Prediction Function
Let {Xt} be a real-valued stochastic process defined on the probability space
(Ω,F ,P). θ denotes a generic parameter vector of length r ∈ N and θ0 the true
value, unknown to the researcher.3 Let Θ ⊆ Rr be the corresponding parameter
space.
Our general setup involves inference on an object that we call the prediction
function, which is a function of both the process {Xt} and of the parameter θ. It
represents the random object of interest, and will typically express quantities such
as a conditional mean or conditional variance (without conditioning on a specific
value) as a function of the sample.
Definition 2.1. The prediction function ψ : R∞ × Θ → R is depending both on
the parameter θ and the entire history of the process {Xt}, such that we can write
the prediction of the quantity at time n+ 1, using data up to time n, as
ψn+1 := ψ(Xn, Xn−1, . . . ; θ). (2.1)
With this setup we can describe most of the possible applications of interest.
We now provide three examples to illustrate the prediction function.
3Generally, in particular throughout Section 2.2, we do not distinguish between θ and θ0 if
there is no ambiguity. In Section 2.3 we explicitly use θ0 to avoid confusion.
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Example 2.1. Suppose the time series {Xt} follows an AR(1) process given by
Xt = βXt−1 + εt, (2.2)
where |β| < 1 and {εt} are independent and identically distributed (i.i.d.) with
E[εt] = 0. The conditional mean of Xn+1 given Xn is
µn+1 := E[Xn+1|Xn] = βXn. (2.3)
Using the prediction function we can then write µn+1 = ψ(Xn, Xn−1, . . . ; θ) =
βXn with θ = β.
A more precarious example, due to its large popularity, is the conditional
variance in a generalized autoregressive conditional heteroskedasticity (GARCH)
model (Engle, 1982; Bollerslev, 1986). Whereas in the previous AR(1) case it suf-
fices to condition on the terminal observation, the subsequent Example 2.2 is more
extreme as the entire sample contains information about the object of interest.
Example 2.2. Let {Xt} follow a GARCH(1, 1) process given by Xt = σtεt with
σ2t = ω + αX
2
t−1 + βσ
2
t−1, (2.4)
where ω > 0, α ≥ 0, 1 > β ≥ 0 and {εt} are i.i.d. with E[εt] = 0 and E[ε2t ] = 1.
The model’s recursive structure implies
σ2n+1 =
ω
1 − β + α
∞∑
k=0
βkX2n−k. (2.5)
It follows directly from (2.5) that
σ2n+1 = ψ(Xn, Xn−1, . . . ; θ) =
ω
1 − β + α
∞∑
k=0
βkX2n−k,
with θ = (ω, α, β)′, and Θ ⊂ (0,∞) × [0,∞) × [0, 1).
The next example shows that for a large class of models the prediction function
can be written in the form of Definition 2.1.
Example 2.3. Following Boussama, Fuchs, and Stelzer (2011), consider a Markov
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chain of the form
St = ϕ(St−1, Xt; θ), t = 1, 2, . . . (2.6)
where ϕ is some map ϕ : Ra × R × Θ → Ra. Whereas Xt is observable by the
researcher at time t, St may be unobservable or only partially observable. The
object of interest ψn+1 is typically a function of the state of the Markov chain Sn,
such that ψn+1 = pi(Sn; θ) for some function pi. Through the recursion in (2.6),
this is in turn a function of the past of Xn, such that we may write
ψn+1 = pi(Sn; θ) = ψn+1(Xn, Xn−1, . . . ; θ).
Many stochastic processes are in fact Markov processes, including ARMA and
GARCH models, several GARCH extensions such as Zako¨ıan’s (1994) threshold
GARCH, and the set of observation driven models considered by Blasques, Koop-
man,  Lasak, and Lucas (2016).
Note that in many cases, such as the GARCH(1,1) of Example 2.2, the pre-
diction function actually depends on the infinite past of the series. In order to
express (an approximation of) the prediction function in terms of observable vari-
ables only, we would need to replace Xt by st for all t < 1, where {st} is a sequence
of (arbitrary) constants to which we refer as starting or initial values. For a fixed
n, we accordingly define an approximate prediction function ψsn+1 : Rn × Θ → R
that is only a function of observable variables and the parameter as
ψsn+1(X1:n; θ) := ψ(Xn, Xn−1, . . . , X1, s0, s−1, . . . ; θ), (2.7)
where X1:n = (X1, . . . , Xn)
′. Note that, given the varying input of the left-hand
side in (3.2), we now actually have a sequence of (varying) functions for n ∈ N.
In many cases the values far in the past are negligible for a wide range of values
for {st}. Consequently, ψsn+1 will be close to ψn+1. This property can be shown to
hold for many different processes including the ones in the examples. We formalize
the exact condition we need regarding the negligibility of the starting values in
Assumption 2.1.(ii).
Although the prediction function typically represents a conditional object, we
have not conditioned on anything yet in the definition. We therefore now extend
the analysis by formally conditioning on observing a particular sample. Let x1:n =
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(x1, . . . , xn)
′ denote a specific sample path of X1:n. Throughout the chapter, we
will discriminate between random variables and their realized counterparts by
writing the former in capital and the latter in lowercase letters to avoid ambiguity.
As we will consider sample splitting later on, we define notation that also
allows for conditioning on only a subsample. For that purpose, let t1 : t2 denote
the (sub-)period from t1 up to t2, and correspondingly Xt1:t2 = (Xt1 , . . . , Xt2)
′
for any integers 1 ≤ t1 ≤ t2 ≤ n, with a corresponding definition for the observed
subsample xt1:t2 . Furthermore, let X
c
t1:n = (c1, . . . , ct1−1, Xt1 , . . . , Xn)
′ denote the
vector where all non-considered subsamples are replaced by a sequence of constants
{ct}, in a similar way as we did for the starting values. We can now formally define
the conditional prediction function.
Definition 2.2. The prediction function conditional on observing Xt1:n = xt1:n
is defined as
ψn+1|t1:n := ψ
s
n+1(x
c
t1:n; θ). (2.8)
Note that we phrase the conditional prediction function directly in terms of the
approximate prediction function ψsn+1 rather than the true prediction function. We
take this “shortcut” because we cannot observe x0, x−1, . . ., so we cannot condition
on those values anyway. Therefore, the “true” conditional object (which we might
represent as ψn+1|−∞:n), is, from an applied point of view, only the theoretical
benchmark.
Example 2.1. (continued) For the conditional mean of an AR(1) process, condi-
tioning only on the terminal observation Xn = xn suffices; that is, for any t1 ≥ 1
and any sequence {ct}, we have that
ψn+1|t1:n = ψ
s
n+1(x
c
t1:n; θ) = βxn = ψ
s
n+1(x
c
n:n; θ) = ψn+1|n. (2.9)
Example 2.2. (continued) For objects such as the conditional variance for the
GARCH(1,1), the conditioning set and the sequence {ct} make a difference, as
ψn+1|t1:n = ψ
s
n+1(x
c
t1:n; θ) =
ω
1 − β + α
n−t1∑
k=0
βkx2n−k
+ αβn−t1
t1−1∑
k=1
βkc2t1−k + αβ
n
∞∑
k=0
βks2−k,
(2.10)
which differs depending on the choice of t1. However, as will be shown later, with
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an appropriate choice of t1, our Assumption 2.1.(ii) on the negligibility of the
initial condition, also implies that the difference between ψn+1|t1:n and ψn+1|1:n
becomes negligible asymptotically.
Before introducing estimators for θ let us discuss the objects we want to con-
struct inference for. In principle there are two unknown objects one could develop
statistical intervals for: ψsn+1(X1:n; θ) (or slightly more generally ψ
s
n+1(X
c
t1:n; θ))
and ψsn+1(x
c
t1:n; θ). For a GARCH(1,1), for instance, the first would read as
ψsn+1(X1:n; θ) =
ω
1 − β + α
n−1∑
k=0
βkX2n−k + αβ
n
∞∑
k=0
βks2−k
whereas the second with t1 = 1 reads as
ψsn+1(x1:n; θ) =
ω
1 − β + α
n−1∑
k=0
βkx2n−k + αβ
n
∞∑
k=0
βks2−k
or more generally, if t1 is not taken to be equal to one, as in (2.10). While sta-
tistical intervals for both objects can be constructed we focus here on conditional
inference, i.e. on intervals for ψn+1|t1:n = ψ
s
n+1(x
c
t1:n; θ). In a time series context
intervals for ψn+1|t1:n are motivated by the relevance property of Kabaila (1999)
which postulates that intervals should relate to what actually happened during
the sample period opposed to what might have happened. Indeed, intervals for
ψn+1|t1:n can theoretically be shown to be considerably shorter than the intervals
for their unconditional counterparts. While the unconditional objects might lead
to a conceptually easier analysis, our focus on the conditional objects is not only
theoretically but also empirically relevant.
Estimating the Prediction Function
As θ is unobserved, we need to estimate it. We assume that the estimator is
based on a subsample 1 : nE (with 1 ≤ nE ≤ n) of the process {XEt } which
is potentially a different sample than {Xt} that arises in the prediction function.
The estimator of θ based on XE1:nE = (X
E
1 , . . . , X
E
nE )
′ will be denoted by θˆ(XE1:nE ).
The introduction of {XEt } serves three purposes: first, using a different process
allows us to formulate the two-independent-processes argument where XEt = Yt,
with {Yt} independent of {Xt}, nE = n and an interval is constructed for ψn+1|1:n.
Second, it will allow us to discuss the standard approach where XEt = Xt, nE = n,
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and an interval is constructed for ψn+1|1:n. Please note already here that this
means that the same variables that arise in the prediction function are also used
for estimating θ. Third, it allows us to define the sample splitting approach which
we study here. In this approach XEt = Xt and an interval is constructed for
ψn+1|nP :n with nE < nP (with 1 < nP ≤ n) such that in contrast to the standard
approach different subsamples are used for prediction and estimation.
Before we illustrate why the standard approach is problematic for constructing
and evaluating conditional intervals, we need to define the final building block of
prediction function estimation: the conditional prediction function estimator.
Definition 2.3. Let 1 ≤ nP ≤ n. Define the prediction function estimator condi-
tional on observing XnP :n = xnP :n as
ψ
∧
n+1|nP :n := ψ
∧
n+1(x
c
nP :n,X
E
1:nE ) = ψ
s
n+1(x
c
nP :n, θˆ(X
E
1:nE )). (2.11)
Note that in the above definition we do not condition on the sample XE1:nE =
xE1:nE that is used to estimate θ. The reason for not conditioning on X
E
1:nE = x
E
1:nE
is that the goal is to preserve the randomness in the second argument of ψsn+1,
i.e. in θˆ(XE1:nE ), and consequently in ψ
∧
n+1|nP :n. Hence, if this goal is achieved
we can use the (non-degenerate) conditional (on XnP :n = xnP :n) distribution
of ψ
∧
n+1|nP :n to construct confidence intervals for ψn+1|nP :n. Having this said
let us have a closer look at the standard approach. As mentioned above in the
standard approach one has XEt = Xt, nP = 1 and nE = n. Hence, denoting
by ψ
∧STA
n+1|1:n the “standard” estimator of the prediction function conditional on
observing X1:n = x1:n, it becomes
ψ
∧STA
n+1|1:n := ψ
∧
n+1(x1:n,x1:n) = ψ
s
n+1(x1:n, θˆ(x1:n)). (2.12)
Notice that there is no capital X in (2.12) because there is only one sample and one
typically conditions on all values of this sample. Hence, (2.12) is non-random and
thus does not have a distribution that could be used to construct intervals. Instead,
to still be able to construct a “standard-looking” interval in practice, researchers
typically implicitly rely on the (approximate) quantiles of the estimator
ψ
∧STA∗
n+1|1:n := ψ
∧
n+1(x1:n,X1:n) = ψ
s
n+1(x1:n; θˆ(X1:n)). (2.13)
It is well understood in the literature that considering the sample as random and
non-random at the same time as in (2.13) does not provide a fully satisfactory
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justification of the intervals used in practice. For the readers not so familiar
with the problem just discussed we provide two examples that both illustrate
the problem arising from (2.13). The examples illustrate that the severity of the
problem may vary; ranging from only complicating the analysis (Example 2.1) to
making the analysis impossible (Example 2.2).
Example 2.1. (continued) For the AR(1), we know from (2.9) that ψn+1|1:n =
ψsn+1(x1:n, θ) = βxn. Estimating β by OLS, say βˆ(X1:n), the estimator in (2.13)
becomes
ψ
∧STA∗
n+1|1:n = ψn+1(x1:n; θˆ(X1:n)) = ψ
s
n+1(x1:n, βˆ(X1:n)) = βˆ(X1:n)xn. (2.14)
Note the discrepancy in treating the terminal observation as random in the esti-
mation sample, yet fixed for the prediction sample. To construct an interval for
βxn, one uses
√
n
(
βˆ(X1:n) − β
) d→ N(0, σ2β) (2.15)
with σ2β = 1 − β2 (cf. Hamilton, 1994, p. 215) and that one can estimate the
variance of this normal distribution by σˆ2β(X1:n) = 1− βˆ(X1:n)2. Then an interval
for βxn is typically constructed the following way:
βˆ(X1:n)xn ± Φ−1(γ/2) xn σˆβ(X1:n)/
√
n, (2.16)
where Φ−1 denotes the standard normal quantile function. However, the interval in
(2.16) is hard to interpret as the terminal observation is treated simultaneously as
fixed and random. In essence, researchers typically approximate the distribution of√
n(βˆ(X1:n)− β)xn instead of the conditional distribution of
√
n(βˆ(X1:n)− β)Xn
given Xn = xn. The approximation of the latter appears rather cumbersome
because even the rather simple condition Xn = xn has an influence on the whole
series X1:n (Kreiss, 2016). Despite the challenge, Phillips (1979) obtains such
approximation based on Edgeworth expansions in the case of εt
iid∼ N(0, σ2ε).
Example 2.2. (continued) For the conditional variance of the GARCH(1,1), the
standard estimator of the prediction function conditional on X1:n = x1:n, is given
20
2.2 General Setup
by
σˆ2 STAn+1|1:n =ψ
s
n+1
(
x1:n; θˆ(x1:n)
)
=
ωˆ(x1:n)
1 − βˆ(x1:n)
+ αˆ(x1:n)
n−1∑
k=0
βˆ(x1:n)
kx2n−k
+ αˆ(x1:n)βˆ(x1:n)
n
∞∑
k=0
βˆ(x1:n)
ks2−k,
(2.17)
where θˆ(x1:n) =
(
ωˆ(x1:n), αˆ(x1:n), βˆ(x1:n)
)′
is some estimate for θ depending on
x1:n. Clearly, (2.17) illustrates for the GARCH(1,1) the above mentioned prob-
lem that the standard estimator is not random (after conditioning). For the
GARCH(1,1) the estimator in (2.13) whose quantiles are used for an interval reads
as
σˆ2 STA∗n+1 =ψn+1
(
x1:n; θˆ(X1:n)
)
=
ωˆ(X1:n)
1 − βˆ(X1:n)
+ αˆ(X1:n)
n−1∑
k=0
βˆ(X1:n)
kx2n−k
+ αˆ(X1:n)βˆ(X1:n)
n
∞∑
k=0
βˆ(X1:n)
ks2−k .
(2.18)
This quantity exemplifies for the GARCH(1,1) that the complete sample is re-
garded as random and non-random at the same time. While for the AR(1) this
complicated the analysis, yet not made it impossible, the dependence on the com-
plete sample here makes it difficult to use this quantity to make meaningful prob-
abilistic statements.
2.2.2 Argument of Two Independent Processes
The argument of two independent processes can at least be traced back to Akaike
(1969), who studies the prediction of AR time series. It reoccurs in Lewis and
Reinsel (1985, p. 394): “...the series used for estimation of parameters and the
series used for prediction are generated from two independent processes which
have the same stochastic structure.” The same argument also appears in Lu¨tke-
pohl (2005, p. 95) and in Dufour and Taamouti (2010). Let {Yt} be a process
independent of {Xt} defined on the same probability space (Ω,F ,P) with {Yt}
having the same stochastic structure as {Xt}. In addition to the sample X1:n of
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the process {Xt}, suppose there is a sample Y1:n := (Y1, . . . , Yn)′ of the process
{Yt} that we use as estimation sample, that is XE1:n = Y1:n. In this situation we
denote the conditional prediction function estimator of Definition 2.3 by ψ
∧2IP
n+1|1:n
and it equals
ψ
∧2IP
n+1|1:n := ψ
∧
n+1(x1:n,Y1:n) = ψ
s
n+1(x1:n; θˆ(Y1:n)). (2.19)
Notice that (2.19) does not have the same shortcoming as (2.13) because even if
we consider x1:n to be known we can nevertheless consider θˆ(Y1:n) to be random
and can hence use its distribution to construct intervals. Throughout this chapter,
we call (2.19), the 2IP (two independent processes) estimator. Then, a conditional
interval I2IPγ (x1:n,Y1:n) can be based on the (approximate) quantiles of ψ
∧2IP
n+1|1:n.
It satisfies
P
[
I2IPγ (x1:n,Y1:n) 3 ψn+1|1:n
∣∣∣X1:n = x1:n] =
(≈)
1 − γ, (2.20)
with the approximate sign indicating asymptotic equivalence. Note that the in-
dependence implies that the distribution of Y1:n in (2.20) does not depend on
the realization x1:n, yet the statement does depend on x1:n because the interval
depends on it (for the AR(1) this can be directly seen from (2.16) when replacing
X1:n by Y1:n). Although the 2IP approach is statistically sound, it assumes two in-
dependent processes with the same stochastic structure. Phillips (1979) points out
that the assumption “is quite unrealistic in practical situations” (p. 241). Indeed,
it is difficult to imagine this assumption to be satisfied in any real-life applica-
tion beyond experimental settings. Moreover, as only one sample realization is
available, to compute the estimate of the interval I2IPγ (x1:n,Y1:n) it is frequently
suggested to take Y1:n = x1:n, violating the independence assumption. Thus, the
2IP approach appears to be a rather questionable justification for the usual inter-
val, and as such, in this work we provide an alternative, realistic, justification of
(asymptotically equivalent) intervals based on sample splitting.
2.2.3 Sample-split Estimation
An intuitive motivation for the sample-split approach is the successive decline
of the influence of past observations present in a substantial class of time series
models. This property permits to split our sample into two (asymptotically) inde-
pendent subsamples. Consider the end point of the estimation sample, nE , and the
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starting point of the prediction sample, nP satisfying 1 < nE < nP ≤ n, such that
the two samples are non-overlapping. In this situation we denote the conditional
prediction function estimator of Definition 2.3 by ψ
∧SPL
n+1|nP :n and it is given by
ψ
∧SPL
n+1|nP :n := ψ
∧
n+1(x
c
nP :n,X1:nE ) = ψ
s
n+1(x
c
nP :n; θˆ(X1:nE )). (2.21)
Throughout the chapter, we call (2.21) the SPL estimator (due to splitting). Sim-
ilar to the two sample approach, we can consider the first argument of ψsn+1 in
(2.21) as given and the second argument as random since the subsamples are non-
overlapping. A conditional interval ISPLγ (xnP :n,X1:nE ) can be constructed such
that
P
[
ISPLγ (xnP :n,X1:nE ) 3 ψn+1|nP :n
∣∣∣XnP :n = xnP :n] =
(≈)
1 − γ. (2.22)
This statement does make sense as there is still randomness in θˆ(X1:nE ) since
X1:nE is not conditioned upon, yet the last n − nP + 1 values of {Xt}nt=1 are
fixed such that their randomness is not taken into account. Similar to (2.20), the
statement in (2.22) does depend on xnP :n and in contrast to x1:n in (2.20) the
realization xnP :n may influence the distribution of X1:nE . However, as said at
the beginning of this subsection the idea of the sample-split approach is that this
dependence will vanish asymptotically.
Remark 2.1. In Section 2.3 we will discuss how nE and nP should be chosen from
an asymptotic perspective to ensure that our regularity conditions are fulfilled. As
we only consider sample splitting as a theoretical approach to validate commonly
constructed conditional confidence intervals, these asymptotic guidelines are suf-
ficient for our purposes and we do not have to consider how to choose nE and
nP in practice. Of course, one could use the sample-split approach in practice to
construct confidence intervals. While one would gain (near) independence between
the two subsamples, this would come at a cost of less estimation precision as fewer
observations are used for parameter estimation. For the Gaussian AR(1) setting,
Phillips (1979) derives asymptotic expansions for the case where, in our notation,
nE = n− l and nP = n for some l ≥ 0, showing that even in this simple case there
is indeed a trade-off as described above and the optimal choice of l is unclear. An
interesting extension of our analysis would therefore be to investigate the optimal
choices of nE and nP to achieve the most accurate confidence intervals in small
samples. However, this choice is likely to be highly dependent on the specific
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model and as such would have to be investigated on a case-by-case basis. This is
therefore outside the scope of the current work.
2.3 Asymptotic Justification
In this section, we connect the sample-split procedure of Section 2.2.3 with the two-
independent-samples approach of Section 2.2.2. First, in Section 2.3.1, we show
that the notion of weak convergence is inadequate to study asymptotic closeness
for objects that vary over time and discuss the concept of merging. Then, in Sec-
tion 2.3.2 we link the 2IP and the SPL estimator by proving that their conditional
distributions merge in probability (Theorem 2.1). Thereafter, in Section 2.3.3, we
construct asymptotically valid intervals (Theorem 2.2) and show that the sample-
split intervals coincide asymptotically with the intervals commonly constructed
by practitioners (Theorem 2.3). Last, in Section 2.3.4, we state intervals of re-
duced form and simplified theoretical results under asymptotic normality of the
parameter estimator.
2.3.1 Merging
To illustrate the inappropriateness of weak convergence in the context considered
here, we revisit Example 2.1 for the 2IP approach and the SPL approach, which
shows that studying asymptotic closeness between conditional distributions is often
complicated by the absence of a limiting distribution.
Example 2.1. (continued) For the 2IP approach (2.15) implies that
√
n
(
βˆ(Y1:n)−
β
) d→ N(0, σ2β) and it entails that √n(βˆ(Y1:n)−β)x converges weakly toN(0, σ2βx2)
for any fixed x 6= 0. Further, the result suggests that the conditional distribu-
tion of
√
n(βˆ(Y1:n) − β)Xn given Xn = xn, which is just the distribution of√
n(βˆ(Y1:n)−β)xn, is asymptotically close to N(0, σ2βx2n). Similarly, for the SPL-
approach with nE/n→ 1 we have
√
n
(
βˆ(X1:nE )−β
) d→ N(0, σ2β) which suggests as
well (if the gap between nE and n is large enough which will be formally specified
below) that the conditional distribution of
√
nE(βˆ(X1:nE )− β)Xn given Xn = xn
is also close to N(0, σ2βx
2
n). For both approaches the approximating distribution
N(0, σ2βx
2
n) varies with n through the terminal realization xn. Note that the con-
cept of weak convergence is not applicable in this context to characterize this
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asymptotic closeness, as it requires a (fixed) limiting distribution, which is absent
here.
Next, we discuss what closeness means in the absence of a limiting distribution.
To do so, first recall that weak convergence of a sequence of cdfs {Fn} on Rk
with k ∈ N, i.e. Fn(τ) → F (τ) for all continuity points τ of F , can alternatively
be defined by dBL(Fn, F ) → 0. Here dBL denotes the bounded Lipschitz metric
defined by
dBL(F,G) = sup
{∣∣∣∣ ∫ fd(F −G)∣∣∣∣ : ||f ||BL ≤ 1}, (2.23)
where for any real-valued function f on Rk one puts ||f ||BL = supx
∣∣f(x)∣∣ +
supx 6=y
|f(x)−f(y)|
||x−y|| , with || · || denoting the Euclidean norm, i.e. ||A|| =
√
tr(A′A)
for any vector or matrix A. Following Dudley (2002) (see D’Aristotile, Diaconis,
and Freedman (1988) and Davydov and Rotar (2009) for related work) we state
the following definition.
Definition 2.4. (Merging) Two sequences of cdfs {Fn} and {Gn} are said to
merge if and only if dBL(Fn, Gn) → 0 as n→ ∞.
Note that weak convergence can be seen as a special case of merging with
Gn = G for all n ∈ N. While merging is appropriate to capture the asymptotic
closeness of the conditional distribution of
√
n(βˆ(Y1:n)−β)Xn and N(0, σ2βx2n) for
a given sample Xn = xn, we now extend the concept in a way that allows us to
deal with asymptotic closeness when we do not condition on a particular sample.
The necessity of this definition can again be exemplified by the AR(1), which also
illustrates how we will deal with the dependence of the statements in (2.20) and
in (2.22) on the sample that we mentioned below these equations. For instance,
in Example 2.1 as described at the beginning of this section, the goal would be to
formalize a statement like ‘when n is large, the probability of all xn such that the
distribution of
√
n(βˆ(X1:n) − β)xn merges with that of √nE(βˆ(X1:nE ) − β)xn is
approximately equal to one’. We now first introduce the conditional distributions
of the 2IP and the SPL estimator in the general case and then give the definition
capturing what we just illustrated for the AR(1).
Let mn be a sequence of normalizing constants with mn → ∞ (e.g. mn =
√
n).
For any t1 ≥ 1, we define the sub σ-algebra It1:n = σ(Xt : t1 ≤ t ≤ n). We denote
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the conditional cdfs of the 2IP and SPL estimator by
F 2IPn (τ |I1:n) :=P
[
mn
(
ψ
∧
n+1(X1:n,Y1:n) − ψn+1
) ≤ τ ∣∣I1:n] (2.24)
FSPLn (τ |InP :n) :=P
[
mn
(
ψ
∧
n+1(XnP :n,X1:nE ) − ψn+1
) ≤ τ ∣∣InP :n], (2.25)
respectively, so that by specifying an event of I1:n and InP :n, we see that (2.24)
and (2.25) are just the centered and scaled distributions of (2.19) and (2.21),
respectively. Please note that (2.25) actually also depends on c, see (2.21), but
since our assumptions will ensure that this dependence vanishes asymptotically we
prefer to suppress the dependence on c here.
Remark 2.2. Although not explicitly mentioned above we consider (2.24) and
(2.25) to be regular conditional cdfs, i.e. we assume that F 2IPn (·|I1:n)(ω) and
FSPLn (·|Inp:n)(ω) are cdfs for every ω ∈ Ω; for the exact definition and the exis-
tence see Dudley (2002, Section 10.2).
We can now define merging in probability (we do so without explicitly using
the conditional cdfs of the 2IP and the SPL approach).
Definition 2.5. (Merging in probability) Two sequences of conditional cdfs {Fn}
and {Gn} are said to merge in probability if and only if dBL(Fn, Gn) p→ 0 as
n→ ∞, where “ p→” denotes “convergence in probability”.
2.3.2 Merging of 2IP and SPL in Probability
Here, we give conditions such that the conditional cdfs of the 2IP and SPL esti-
mator merge. Clearly, the conditional confidence intervals are functions of these
distributions so that their merging is a building block for the study of the condi-
tional confidence intervals based on them. The conditions we give are divided into
three parts. Roughly speaking, the first part (general assumptions) makes sure
that the function we want to predict is well behaved and that we can estimate the
parameter it depends on. The second part (two independent processes) and third
part (SPL estimator) guarantee that these assumptions are met by the 2IP and
the SPL method. To write the conditions in compact form we employ the usual
stochastic order symbols Op and op. We assume that θ0 belongs to the interior
of Θ, i.e. θ0 ∈ Θ˚, and we denote the set of all bounded, real-valued Lipschitz
functions on Rr by BL =
{
h : Rr → R : ||h||BL <∞
}
. We start with the general
assumptions.
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Assumption 2.1. (General assumptions)
(i) (Estimator) mn
(
θˆ(X1:n) − θ0
) d→ G∞ as n → ∞ for some cdf G∞ : Rr →
[0, 1];
(ii) (Differentiability) ψ( · ; θ) is continuous on Θ and twice differentiable on Θ˚;
(iii) (Gradient)
∣∣∣∣∣∣∂ψ(Xn,Xn−1,...;θ0)∂θ ∣∣∣∣∣∣ = Op(1);
(iv) (Hessian) supθ∈V (θ0)
∣∣∣∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂θ∂θ′ ∣∣∣∣∣∣ = Op(1) for some open neighbor-
hood V (θ0) around θ0;
(v) (Initial condition) Given sequences {st} and {ct}, we have
mn
(
ψsn+1(X
c
t1:n; θ0) − ψ(Xn, Xn−1, . . . ; θ0)
)
= op(1),∣∣∣∣∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂θ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1),
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(Xct1:n; θ)∂θ∂θ′ − ∂2ψ(Xn, Xn−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1)
for any t1 ≥ 1 such that (n − t1)/ln → ∞ as n → ∞ and for some model-
specific ln with ln → ∞.
Assumption 2.1.(i) implies the existence of a limiting distribution for the pa-
rameter estimator. The differentiability assumption in 2.1.(ii) plus the bounded-
ness Assumptions 2.1.(iii) ensure that the scaled prediction function estimators
can accurately be approximated by a Taylor expansion; see Lemma 2.1 for details.
Assumption 2.1.(v) with t1 = 1 ensures the negligibility of the starting values
when using the full-sample for prediction, while taking t1 = nP ensures that this
extends to the case where additionally X1, . . . , XnP−1 are replaced by constants,
i.e. where only the subsample (XnP , . . . , Xn) is used for prediction. This assump-
tion implicitly limits the choice of nP ; as replacing past values of Xt for t < nP
by arbitrary constants should have a negligible effect, n − nP needs to increase
faster than some lower bound ln. For models exhibiting an exponential decay in
memory, it typically suffices to take ln = log n (see Chapter 3, Equation (3.13)).
For the 2IP estimator, we additionally need the two-independent-processes as-
sumption, which is formalized in Assumption 2.2.
Assumption 2.2. (Two independent processes)
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(i) (Existence) {Yt} is a process defined on (Ω,F ,P), distributed as {Xt};
(ii) (Independence) {Yt} is independent of {Xt}.
For the SPL estimator we replace the two-independent-processes assumption by
a stationarity and a weak dependence condition, which allows to split our sample
into two (asymptotically) independent and identical subsamples. In addition we
need an assumption on nP and nE as functions of n, that is nE(n) and nP (n).
Assumption 2.3. (SPL estimator)
(i) (Rates) The functions nP : N → N and nE : N → N satisfy nE(n) < nP (n)
for all n, while n−nP (n)ln → ∞ and mnE(n)/mn → 1 as n→ ∞;
(ii) (Strict stationarity) {Xt} is a strictly stationary process;
(iii) (Weak dependence) {Xt} satisfies for each h ∈ BL∫
h d
(
GSPLnE (·|InP :n) −GSPLnE
)
p→ 0 as n→ ∞,
where GSPLnE (·|InP :n) denotes the conditional cdf of mnE
(
θˆ(X1:nE )−θ0
)
given
InP :n and GSPLnE the corresponding unconditional cdf.
The subsample size assumption in 2.3.(i) ensures that the number of observa-
tions used for conditioning is increasing, which along with the negligibility of the
initial conditions implies that the truncation of the prediction function is negligi-
ble. Furthermore, the sample size used for estimation should increase fast enough
that the respective scaling of the 2IP and SPL estimators, mn and mnE respec-
tively, are asymptotically identical. If mn increases no faster than a polynomial
rate, which is generally the case, it is sufficient that nE/n → 1 for mnE/mn → 1
to hold.
The stationarity assumption in 2.3.(ii) can actually be relaxed; what matters is
that the conditions in Assumption 2.1 are still true if only a subsample is consid-
ered. In particular, we need that mnE
(
θˆ(X1:nE ) − θ0
) d→ G∞, which - along with
the assumptions on gradient and Hessian - is certainly satisfied under stationarity.
However, in general the assumption will be far too strict; here we use it simply to
have a clear, interpretable assumption rather than a list of high-level assumptions
that are difficult to interpret. The weak dependence condition in 2.3.(iii) is met
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by numerous Markov processes. Intuitively, (X1, . . . , XnE ) and (XnP , . . . , Xn) ap-
proach independence as their temporal distance nP − nE increases. We illustrate
a particular case in the Remark 2.3.
Remark 2.3. Suppose {Xt} is strong mixing (cf. Doukhan, 1995) and let α de-
note the strong mixing coefficient. For h ∈ BL and for all  > 0, Markov’s and
Ibragimov’s inequality (cf. Hall and Heyde, 1980, Theorem A.5) imply
P
[∣∣∣∣ ∫ h d(GSPLnE (·|InP :n) −GSPLnE )∣∣∣∣ ≥ ]
≤1

E
∣∣∣∣ ∫ h d(GSPLnE (·|InP :n) −GSPLnE )∣∣∣∣
=
1

Cov
[
h
(
mnE
(
θˆ(X1:nE ) − θ0
))
, sign
{∫
h d
(
GSPLnE (·|InP :n) −GSPLnE
)}]
≤4||h||BL

α(nP − nE) .
Taking nP − nE → ∞ such that α(nP − nE) → 0 verifies Assumption 2.3.(iii).
Assumptions 2.1 to 2.3 are met by the AR and GARCH processes considered in
Examples 2.1 and 2.2 (with Assumption 2.1.(v) holding for bounded sequences).
A detailed verification of each assumption under mild conditions is provided in
Chapter 3. We state the following theorem.
Theorem 2.1. (Merging of 2IP and SPL) If Assumptions 2.1 to 2.3 hold, then
F 2IPn (·|I1:n) and FSPLn (·|InP :n) merge in probability.
Having established asymptotic closeness between the conditional cdfs F 2IPn (·|I1:n)
and FSPLn (·|InP :n), we now turn to the construction of asymptotic intervals.
2.3.3 Interval Construction
Henceforth, for any cdf F we write F−1 to denote its generalized inverse given
by F−1(u) = inf
{
τ ∈ R : F (τ) ≥ u}. A confidence interval for ψn+1 based on
quantiles of (2.24) or (2.25) is typically infeasible as these cumulative distribution
functions are unknown for finite n. Here, they are infeasible because roughly they
are the distribution functions of some weights which induce merging multiplied
by mn
(
θˆ(X1:n) − θ0
)
and mnE
(
θˆ(X1:nE ) − θ0
)
, respectively, where, in general,
the distributions of mn
(
θˆ(X1:n) − θ0
)
and mnE
(
θˆ(X1:nE ) − θ0
)
are unknown in
finite samples. Since these are the only unknown distributions an asymptotic
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approximation can be based on G∞ with merging induced by the non-convergent
weights. In general, we also need to estimate G∞; see Examples 2.4 and 2.5 below
for common approaches. We denote estimators of (2.24) and (2.25) resulting from
this approximation by F 2IPn
∧
(·) and FSPLn
∧
(·), respectively. In the next subsection
we provide explicit expressions when G∞ is multivariate normal. For the general
construction, we refer to relations (2.42) and (2.43) in Appendix 2.A and the
explanations preceding these relations. Based on the 2IP approach, we consider
an interval of the form
I2IPγ (x1:n,Y1:n)
=
[
ψ
∧2IP
n+1|1:n −
F 2IPn
∧−1
(1 − γ2)
mn
, ψ
∧2IP
n+1|1:n −
F 2IPn
∧−1
(γ1)
mn
]
, (2.26)
where γ1, γ2 ∈ [0, 1) satisfy γ = γ1 + γ2. We typically take γ1 = γ2 = γ/2 such
that the interval is equal-tailed. Similarly, we construct the following sample-split
interval:
ISPLγ (x
c
nP :n,X1:nE )
=
[
ψ
∧SPL
n+1|nP :n −
FSPLn
∧−1
(1 − γ2)
mn
, ψ
∧SPL
n+1|nP :n −
FSPLn
∧−1
(γ1)
mn
]
. (2.27)
To achieve correct coverage, we need that F 2IPn
∧
(·) and F 2IPn (·|I1:n) merge in prob-
ability and likewise for SPL. A sufficient condition for this in our setting is that we
can consistently estimate the asymptotic distribution of the parameter estimator,
G∞, by an appropriate estimator. This is formulated in Assumption 2.4 below.
Assumption 2.4. (CDF estimator) Let G
∧
n(·) denote a random (r-dimensional)
cdf as a function of X1:n, used to estimate G∞: i.e.
∫
h dG
∧
n(·) p→
∫
h dG∞ as
n→ ∞ for all h ∈ BL.
Although we did not explicitly specify in Assumption 2.4 the dependence of G
∧
n
on X1:n, it should be understood to hold for any subsample of X1:n whose size
goes to infinity. The verification of Assumption 2.4 is a standard step in asymp-
totic analysis. The two examples below provide common methods for verifying
Assumption 2.4.
Example 2.4. Suppose that G∞ belongs to some parametric family {Gθ,ξ|θ ∈
Θ, ξ ∈ Ξ}, where ξ corresponds to additional nuisance parameters. Then, given
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some consistent estimators θˆ(X1:n) and ξˆ(X1:n) for θ0 and ξ0 respectively, it fol-
lows from the continuous mapping theorem that G
∧
n = Gθˆ(X1:n),ξˆ(X1:n) satisfies
Assumption 2.4 if Gθ,ξ is continuous in θ and ξ.
Example 2.5. If Gˆn is based on a consistent bootstrap procedure for G∞ then
Assumption 2.4 clearly holds.
The following theorem states the intervals’ asymptotic validity.
Theorem 2.2. (Asymptotic coverage)
1. (i) Under Assumption 2.1, 2.2 and 2.4, F 2IPn (·|I1:n) and F 2IPn
∧
(·) merge
in probability.
(ii) If in addition F 2IPn
∧
(·) is stochastically uniformly equicontinuous, then
P
[
I2IPγ (x1:n,Y1:n) 3 ψn+1
∣∣∣I1:n] p→ 1 − γ. (2.28)
2. (i) Under Assumption 2.1, 2.3 and 2.4, FSPLn (·|InP :n) and FSPLn
∧
(·) merge
in probability.
(ii) If in addition FSPLn
∧
(·) is stochastically uniformly equicontinuous, then
P
[
ISPLγ (x
c
nP :n,X1:nE ) 3 ψn+1
∣∣∣InP :n] p→ 1 − γ. (2.29)
However, the standard approach, motivated by I2IPγ as in (2.28), computes an
interval of the form ISTAγ (x1:n,x1:n) = I
2IP
γ (x1:n,x1:n) as only one sample realiza-
tion is available. This, of course, strongly violates the independence assumption
of {Xt} and {Yt}. Specifically, replacing Y1:n by X1:n in equation (2.26), leads to
ISTA∗γ (x1:n,X1:n)
=
[
ψ
∧STA∗
n+1|1:n −
FSTAn
∧−1
(1 − γ2)
mn
, ψ
∧STA∗
n+1|1:n −
FSTAn
∧−1
(γ1)
mn
]
, (2.30)
where FSTAn
∧
(·) is defined in relation (2.44) and the text preceding it. Whereas it is
difficult to justify a conditional confidence interval like ISTAγ (x1:n,X1:n) directly
due to the lack of randomness, we can provide a justification by characterizing
how closely the interval resembles the SPL interval. We establish the asymptotic
equivalence, defined in terms of location and (scaled) length, between the two
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intervals in the following theorem. Note that, as our characterization of equivalence
is probabilistic, we need to introduce the “doubly random” versions of the STA and
SPL estimators, where the sample we condition on is considered random. These
estimators are denoted as ψˆn+1(X1:n,X1:n) and ψˆn+1(X
c
nP :n,X1:nE ) respectively.
Theorem 2.3. (Asymptotic equivalence of confidence intervals)
1. (Location) If Assumptions 2.1 to 2.3 hold, then
ψˆn+1(X1:n,X1:n) − ψˆn+1(XcnP :n,X1:nE )
p→ 0.
2. (Length) Under the assumptions of Theorem 2.1 and 2.2 and FSPLn
∧−1
(·)
being stochastically pointwise continuous at u = γ1, 1 − γ2, we have
FSTAn
∧−1
(u) − FSPLn
∧−1
(u)
p→ 0. (2.31)
The first implication states that the locations of the two intervals coincide
asymptotically. The second statement establishes asymptotic closeness of the se-
lected quantiles such that the scaled lengths of the intervals in (2.27) and (2.30)
coincide asymptotically. As such, our sample-split interval coincides asymptoti-
cally with the standard interval, meaning that the standard interval can be substi-
tuted for an (asymptotically) equivalent interval which has a formal justification
in terms of conditional coverage. As such, this provides a justification for the
intervals commonly constructed in practice without having to rely on the two-
independent-processes assumption.
2.3.4 Interval Construction Under Normality
In this subsection we present intervals of reduced form and simplified theoretical
results under asymptotic normality of the parameter estimator.
Assumption 2.5. (Normality) Let G∞ be the cdf of the N(0,Υ0) distribution
with Υ0 = Υ(θ0, ξ0) and assume there exist Υˆ(X1:n) converging in probability to
Υ0.
Usually, the covariance estimator is obtained by inserting consistent estimators for
θ0 and ξ0 into Υ0. Following the plug-in principle, we estimate F
2IP
n (·|I1:n) by a
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normal distribution with mean 0 and variance
υˆ2IPn =
∂ψn+1(x1:n; θˆ(Y1:n))
∂θ′
Υˆ(Y1:n)
∂ψn+1(x1:n; θˆ(Y1:n))
∂θ
such that F 2IPn
∧
(·) = Φ( · /√υˆ2IPn ). Then, the interval in (2.26) simplifies to
I2IPγ (x1:n,Y1:n)
=
[
ψ
∧2IP
n+1|1:n −
√
υˆ2IPn Φ
−1(1 − γ2)
mn
, ψ
∧2IP
n+1|1:n −
√
υˆ2IPn Φ
−1(γ1)
mn
]
.
(2.32)
Similarly, for the sample-split approach we get FSPLn
∧
(·) = Φ( · /√υˆSPLn ) with
υˆSPLn =
∂ψn+1(x
c
nP :n; θˆ(X1:nE ))
∂θ′
Υˆ(X1:nE )
∂ψn+1(x
c
nP :n; θˆ(X1:nE ))
∂θ
such that (2.27) reduces to
ISPLγ (xnP :n,X1:nE )
=
[
ψ
∧SPL
n+1|nP :n −
√
υˆSPLn Φ
−1(1 − γ2)
mn
, ψ
∧SPL
n+1|nP :n −
√
υˆSPLn Φ
−1(γ1)
mn
]
.
(2.33)
In Appendix 2.B we show that if the variance estimator is bounded away from
zero in probability, e.g. 1/υˆ2IPn = Op(1), then F
2IP
n
∧
(·) is stochastically uniform
equicontinuous. Therefore, the asymptotic validity of both intervals can be de-
duced from Theorem 2.2.
Corollary 2.1. (Asymptotic coverage under normality)
1. (i) Under Assumption 2.1, 2.2 and 2.5, F 2IPn (·|I1:n) and Φ
( · /√υˆ2IPn )
merge in probability.
(ii) If in addition 1/υˆ2IPn = Op(1), then
P
[
I2IPγ (x1:n,Y1:n) 3 ψn+1
∣∣∣I1:n] p→ 1 − γ.
2. (i) Under Assumption 2.1, 2.3 and 2.5, FSPLn (·|InP :n) and Φ
( · /√υˆSPLn )
merge in probability.
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(ii) If in addition 1/υˆSPLn = Op(1), then
P
[
ISPLγ (x
c
nP :n,X1:nE ) 3 ψn+1
∣∣∣InP :n] p→ 1 − γ.
Bounding the variance estimator away from zero in probability to establish that
the conditional coverage probability converges to 1−γ in probability has intuitive
appeal: as υˆ2IPn approaches zero, N
(
0, υˆ2IPn
)
becomes degenerate while the interval
in (2.32) collapses (similar for SPL).
For the standard interval, replacing Y1:n by X1:n in (2.32) leads to
ISTA∗γ (x1:n,X1:n)
=
[
ψ
∧STA∗
n+1|nP :n −
√
υˆSTAn Φ
−1(1 − γ2)
mn
, ψ
∧STA∗
n+1|nP :n −
√
υˆSTAn Φ
−1(γ1)
mn
] (2.34)
with υˆSTAn =
∂ψn+1(x1:n;θˆ(X1:n))
∂θ′ Υˆ(Xn)
∂ψn+1(x1:n;θˆ(X1:n))
∂θ . In Appendix 2.B we
prove that υˆSPLn is bounded in probability, which in turn implies that the quantile
function FSPLn
∧−1
(·) = √υˆSPLn Φ−1(·) is stochastically pointwise equicontinuous
at any u ∈ R. Hence, Theorem 2.3 applies. Whereas the first statement of the
theorem remains unaffected, its second statement reads as follows under normality.
Corollary 2.2. (Length under normality) Under the assumptions of Theorem 2.1
and Corollary 2.1, we have√
υˆSTAn Φ
−1(u) −
√
υˆSPLn Φ
−1(u)
p→ 0
for u = γ1, 1 − γ2.
2.4 Prediction Intervals
The preceding sections have focused purely on the construction of conditional
confidence intervals to account for parameter uncertainty. Regarding prediction,
a second source of uncertainty arises, that corresponds to the model’s innovation
process. In this setting, parameter estimation is typically disregarded in textbooks
as the stochastic fluctuation stemming from the estimation procedure is generally
dominated by the stochastic fluctuation of the innovations. Although the resulting
prediction intervals may be asymptotically valid, they are typically characterized
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by under-coverage in finite samples. In response, Pan and Politis (2016a) introduce
the concept of asymptotic pertinence to evaluate distribution approximations that
account for the two sources of randomness, innovation and parameter estimation
uncertainty, according to their general orders of magnitude. Whereas Kunitomo
and Yamamoto (1985) and Samaranayake and Hasza (1988) study properties of
the unconditional distribution of the forecast error, we focus on its conditional
distribution to conform with the relevance property of Kabaila (1999). The fun-
damental issue also arises when considering prediction if one attempts to account
for parameter uncertainty. To illustrate this point, we revisit the introductory
examples and write ∗ to denote the convolution operator.4
Example 2.1. (continued) Prediction intervals for the AR are often constructed
around the point estimate for the conditional mean. The conditional distribution
of the forecast error decomposes into
P
[
Xn+1 − βˆ(X1:n)Xn ≤ ·|Xn = xn
]
=P
[
βXn − βˆ(X1:n)Xn ≤ ·|Xn = xn
] ∗ P[εn+1 ≤ ·], (2.35)
corresponding to estimation and innovation uncertainty, respectively. As argued
above, an approximation of P
[
βXn − βˆ(X1:n)Xn ≤ ·|Xn = xn
]
appears rather
cumbersome. In the special case of εt
iid∼ N(0, σ2ε), Phillips (1979, Theorem 3)
derives an approximation for (2.35) based on Edgeworth expansions.
Example 2.2. (continued) Suppose we are interested in providing a prediction
interval for X2n+1 in the GARCH(1,1). Conditioning on X1:n = x1:n, a common
estimate of X2n+1 is σˆ
2 STA
n+1|1:n as defined in (2.17), since σ
2
n+1|1:n is its expected
value given information up to time n. As
P
[
X2n+1 − σˆ2 STA∗n+1 ≤ ·|X1:n = x1:n
]
=P
[
σ2n+1 − σˆ2 STA∗n+1 ≤ ·|X1:n = x1:n
] ∗ P[σ2n+1|1:n(ε2n+1 − 1) ≤ ·], (2.36)
where σˆ2 STA∗n+1 is defined in (2.18), the desired prediction interval, say J
STA
γ , leads
to a sensible probabilistic statement due to variability in ε2n+1:
P
[
X2n+1 ∈ JSTAγ (X1:n,X1:n)
∣∣∣X1:n = x1:n] =
(≈)
1 − γ . (2.37)
4For independent variables X and Y with X ∼ FX , Y ∼ FY and Z = X+Y ∼ FZ , we write
FZ = FX ∗ FY to denote FZ(z) =
∫ z
−∞ FX(z − y)dFY (y).
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However, it cannot incorporate parameter uncertainty either, since the conditional
distribution P
[
σ2n+1 − σˆ2 STA∗n+1 ≤ ·|X1:n = x1:n
]
= P
[
σ2n+1|1:n − σˆ2 STAn+1|1:n ≤ ·
]
is
degenerate.
In his textbook Pesaran (2015) resorts to a Bayesian-akin approach to avoid the
fundamental issue in forecasting. He argues that θ, although “fixed at the esti-
mation stage ... is viewed best as a random variable at the forecasting stage” (p.
389). Consequently, he assigns some posterior distribution to θ motivated by an
uninformed prior. Treating θ not fixed but random5, the fundamental issue does
not arise.
Barndorff-Nielsen and Cox (1996) require the existence of a transitive statistic
U = U(X1:n) of fixed low dimension to establish conditional independence be-
tween the sample X1:n and their considered future random variable given U = u.
Vidoni (2004, 2009a, 2009b, 2017), Kabaila (1999), Kabaila and He (2004), and
Kabaila and Syuhada (2008, 2010) extend their approach and derive improved
prediction intervals. Although these methods absorb an additional O(n−1) term
in the associated conditional coverage probability, there are several drawbacks as-
sociated with them: the innovation distribution needs typically be specified (e.g.
Gaussian), the results apply only to a limited set of estimators (e.g. maximum like-
lihood) and their framework can only incorporate finite autoregressive components
(e.g. AR(p)).
Assuming two independent processes with the same stochastic structure, using
one for prediction and one for the estimation of the parameters, alleviates the
fundamental issue faced in the continued Examples 2.1 and 2.2. As the conditional
distributions of the 2IP and SPL estimators merge in probability by Theorem
2.1, the 2IP assumption can be avoided by following a sample-split approach as
described in Section 2.2.3.
2.5 Conclusion
In this chapter we study the construction of confidence intervals for conditional
objects such as conditional means or conditional variances, focusing on the concep-
tual issue that arises in the process of taking parameter uncertainty into account.
5We abstract here from random coefficient models, in which the parameters are treated as
random variables potentially depending on hyperparameters.
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It stems from the fact that on one hand one must condition on the sample as
the past informs about the present and future, yet on the other hand one must
allow the data up to now to be treated as random to account for estimation uncer-
tainty. Assuming two independent processes with the same stochastic structure,
where one is used for conditioning and one for the estimation of the parameters,
bypasses this issue, but the assumption itself can generally not be justified in ap-
plications. To avoid this assumption, we propose a solution based on a simple
sample-split approach, that requires a much more realistic weak dependence con-
dition instead. To acknowledge that the conditional quantities vary over time,
we employ a merging concept generalizing the notion of weak convergence. The
conditional distributions of the sample-split estimator and the estimator based
on the two-independent-processes assumption are shown to merge in probability
under mild conditions. The corresponding sample-split intervals are shown to co-
incide asymptotically with the intervals commonly constructed by practitioners,
which provides a novel and theoretically satisfactory justification for commonly
constructed confidence intervals for conditional objects, applicable to a wide class
of time series models, including ARMA and GARCH-type models.
One limitation to our approach is that we restrict ourselves to univariate time
series and objects of interests. At the expense of more involved notation this could
be extended to multivariate time series and objects of interests. A second, and
more restrictive, limitation is our weak dependence assumption needed to achieve
asymptotic independence between the two subsamples, which for instance rules out
application to integrated processes. Given the fundamental role of this assumption
in our setup, it appears difficult to generalize this. However, this also casts further
doubt on the two-independent-processes assumption as validation for confidence
intervals constructed for such persistent processes. A case-by-case treatment, as
for instance done by Gospodinov (2002) for near unit root processes and Sama-
ranayake and Hasza (1988) for explosive processes, appears to be necessary in such
cases, and standard confidence intervals should be treated with caution.
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2.A Lemmas and Proofs of Theorems
We only present the proofs of the leading results here. The proofs of the lemmas
and corollaries can be found in Appendix 2.B. Before going to the proofs, we first
introduce the following auxiliary metrics that will be encountered in the proofs.
For arbitrary cdfs F and G on R, the Kolmogorov and Le´vy metric are
dK(F,G) = sup
τ∈R
∣∣F (τ) −G(τ)∣∣
dL(F,G) = inf
{
ζ > 0 : G(τ − ζ) − ζ ≤ F (τ) ≤ G(τ + ζ) + ζ ∀τ ∈ R} .
Moreover, let Z∞ ∼ G∞ (with G∞ given in Assumption 2.1.(i)) be defined on
some probability space (Ω˘, F˘ , P˘) and define the product measure P¯ = P× P˘ on the
space Ω×Ω˘ with σ-field, generated by the measurable rectangles A×A˘ with A ∈ F
and A˘ ∈ F˘ (cf. Billingsley, 1986, Theorem 18.2). Notice that Z∞ is independent
of {Xt} and {Yt} by construction.
In the proofs we often consider the “doubly random” versions of estimators and
intervals, where the first function argument, the sample to condition on, is con-
sidered random. Instead, we account for the conditioning in the probability state-
ments. This notation is more convenient for proving the results, as we need them
to hold for “all sequences x1:n occurring with high probability”, which is much
easier to quantify by treating these sequences as random. Therefore we use nota-
tions such as the unconditional estimators ψˆ2IPn+1 = ψˆn+1(X1:n,Y1:n) and ψˆ
SPL
n+1 =
ψˆn+1(X
c
nP :n,X1:nE ), as well as their corresponding intervals I
2IP (X1:n,Y1:n) and
ISPL(XcnP :n,X1:nE ); also see (2.24),(2.25) and the remarks above Theorem 2.3.
2.A.1 Lemmas
Lemma 2.1. Let
R2IPn :=mn
(
ψˆn+1(X1:n,Y1:n)− ψn+1
)
(2.38)
− ∂ψ
s
n+1(X1:n, θ0)
∂θ′
mn
(
θˆ(Y1:n)− θ0
)
RSPLn :=mn
(
ψˆn+1(X
c
nP :n,X1:nE )− ψn+1
)
(2.39)
− ∂ψ
s
n+1(X
c
nP :n; θ0)
∂θ′
mn
(
θˆ(X1:nE )− θ0
)
.
(i) If Assumptions 2.1.(i), 2.1.(ii), 2.1.(iv), 2.1.(v) and 2.2.(i) hold, then R2IPn
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is op(1);
(ii) if Assumptions 2.1.(i), 2.1.(ii), 2.1.(iv), 2.1.(v) and 2.3.(i) hold, then RSPLn
is op(1).
Lemma 2.2. Let GSPLnE (·|InP :n) be as given in Assumption 2.3.(iii) and denote
the conditional cdf of Z2IPn := mn
(
θˆ(Y1:n) − θ0
)
given I1:n by G2IPn (·|I1:n).
(i) Under Assumptions 2.1.(i) and 2.2,
∫
h dG2IPn (·|I1:n) p→
∫
h dG∞ ∀h ∈ BL;
(ii) Under Assumptions 2.1.(i) and 2.3,
∫
h dGSPLnE (·|InP :n)
p→ ∫ h dG∞ ∀h ∈
BL.
Lemma 2.3. Let {Gn} be a sequence of cdfs and G be a (non-random) cdf on
(Rr, || · ||). If ∫ hdGn p→ ∫ hdG for all h ∈ BL, then suph∈H ∣∣ ∫ hd(Gn−G)∣∣ p→ 0,
where H =
{
h : Rr → R : ||h||BL ≤ 1
}
.
Lemma 2.4. Assume that the Rr-valued random variable wn (row vector) is Op(1)
and In-measurable. Further, suppose the real-valued random variable Rn is op(1)
and the Rr-valued random variable Zn satisfies P¯[Zn ≤ ·|In] p→ G∞. Then, the
two sequences of conditional cdfs P¯[wnZn +Rn ≤ ·|In] and P¯[wnZ∞ ≤ ·|In] merge
in probability.
Lemma 2.5. Let  > 0 and F and G be cdfs on R with G(τ − ) −  ≤ F (τ) ≤
G(τ + ) +  for all τ ∈ R. Then F−1(u − ) −  ≤ G−1(u) ≤ F−1(u + ) +  for
all u ∈ (, 1 − ).
Lemma 2.6. Suppose {Fn} and {Gn} are sequences of conditional cdfs with
dL(Fn, Gn)
p→ 0 as n → ∞. Further, assume that Gn is stochastically uniformly
equicontinuous: for every , η > 0, there exist δ = δ(, η) > 0 and n¯ = n¯(, η) such
that P
[
supτ∈R supτ ′∈R:|τ−τ ′|<δ |Gn(τ ′) − Gn(τ)| > 
]
< η for all n ≥ n¯. Then,
dK(Fn, Gn)
p→ 0.
Lemma 2.7. If the sequences of conditional cdfs {Fn} and {Gn} merge in proba-
bility and Gn is stochastically uniformly equicontinuous, then P
[
G−1n (γ1) ≤Mn ≤
G−1n (1 − γ2)
∣∣In] p→ 1 − γ1 − γ2 whenever 0 ≤ γ1 ≤ 1 − γ2 ≤ 1, where the random
variable Mn given the σ-algebra In has the cdf Fn.
Lemma 2.8. Suppose {Fn} and {Gn} are sequences of conditional cdfs with
dL(Fn, Gn)
p→ 0 as n → ∞. Further, assume that G−1n is stochastically point-
wise equicontinuous at u ∈ (0, 1): for all , η > 0, there exist δ = δ(, η, u) > 0 and
n¯ = n¯(, η, u) such that P
[
sup|u−v|<δ
∣∣G−1n (v) − G−1n (u)∣∣ > ] < η for all n ≥ n¯.
Then
∣∣F−1n (u) −G−1n (u)∣∣ p→ 0.
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2.A.2 Proofs of Theorems.
Proof of Theorem 2.1. Let w2IPn equal the transpose of
∂ψsn+1(X1:n;θ0)
∂θ and
wSPLn the transpose of
∂ψsn+1(X
c
nP :n
;θ0)
∂θ and set
F 2IP∞,n(τ |I1:n) :=P¯
[
w2IPn Z∞ ≤ τ
∣∣I1:n], (2.40)
FSPL∞,n (τ |InP :n) :=P¯
[
wSPLn Z∞ ≤ τ
∣∣InP :n], (2.41)
the conditional cdfs of w2IPn Z∞ given I1:n and wSPLn Z∞ given InP :n, respec-
tively. Note that (2.40) and (2.41) can be considered to be the “merging limits”
of w2IPn mn(θˆ(X1:n) − θ0) and wSPLn mnE (θˆ(X1:nE ) − θ0). Since mn(θˆ(X1:n) − θ0)
and mnE (θˆ(X1:nE ) − θ0) converge in distribution to G∞ but w2IPn and wSPLn do
not converge, we indexed the “merging limits” in (2.40) and (2.41) by ∞ and n.
The triangle inequality implies
dBL
(
F 2IPn (·|I1:n), FSPLn (·|InP :n)
)
≤ dBL
(
F 2IPn (·|I1:n), F 2IP∞,n(·|I1:n)
)
︸ ︷︷ ︸
I
+ dBL
(
F 2IP∞,n(·|I1:n), FSPL∞,n (·|InP :n)
)
︸ ︷︷ ︸
II
+ dBL
(
FSPL∞,n (·|InP :n), FSPLn (·|InP :n
)
︸ ︷︷ ︸
III
.
We prove that I, II and III are op(1). Consider I and note that mn
(
ψˆ2IPn+1 −
ψn+1
)
= w2IPn Z
2IP
n + R
2IP
n , where Z
2IP
n = mn
(
θˆ(Y1:n) − θ0
)
. The weight w2IPn
is I1:n measurable and Op(1) by Assumptions 2.1.(iii) and 2.1.(v), R2IPn is op(1)
by Lemma 2.1 and
∫
h dG2IPn (·|I1:n) p→
∫
h dG∞ for each h ∈ BL by Lemma
2.2. Replacing Zn, Rn, wn and In in Lemma 2.4 by Z2IPn , R2IPn , w2IPn and I1:n
implies that F 2IPn (τ |I1:n) = P¯[w2IPn Z2IPn + R2IPn ≤ τ |I1:n] and F 2IP∞,n(τ |I1:n) =
P¯[w2IPn Z∞ ≤ τ |I1:n] merge in probability, i.e. I p→ 0.
Consider II and rewrite wSPLn Z∞ = w
2IP
n Z∞+(w
SPL
n −w2IPn )Z∞. The weight
w2IPn is I1:n measurable and Op(1) by Assumptions 2.1.(iii) and 2.1.(v), (wSPLn −
w2IPn )Z∞ = op(1)Op(1) = op(1) by Assumption 2.1.(v) and
∫
hdP¯[Z∞ ≤ ·|I1:n] =∫
h dG∞ for each h ∈ BL. Replacing Zn, Rn, wn and In in Lemma 2.4 by Z∞,
(wSPLn −w2IPn )Z∞, w2IPn and I1:n implies that F 2IP∞,n(τ |I1:n) = P¯[w2IPn Z∞ ≤ τ |I1:n]
and FSPL∞,n (τ |Inp:n) = P¯[wSPLn Z∞ ≤ τ |I1:n] merge in probability, i.e. II p→ 0.
Consider III and note that mn
(
ψˆSPLn+1 − ψn+1
)
= wSPLn Z
SPL
n + R
SPL
n +
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SSPLn , where Z
SPL
n = mnE
(
θˆ(X1:nE ) − θ0
)
and SSPLn =
(
mn
mnE
− 1)wSPLn ZSPLn .
The weight wSPLn is InP :n measurable and Op(1) by Assumptions 2.1.(iii) and
2.1.(v), RSPLn is op(1) by Lemma 2.1 and
∫
h dGSPLnE (·|InP :n)
p→ ∫ h dG∞ for
each h ∈ BL by Lemma 2.2. Further, SSPLn is op(1) since wSPLn = Op(1)
and
(
mn
mnE
− 1)ZSPLn = op(1) by Assumptions 2.1.(i) and 2.3.(i). Replacing
Zn, Rn, wn and In in Lemma 2.4 by ZSPLn , RSPLn + SSPLn , wSPLn and InP :n
implies that FSPLn (τ |InP :n) = P¯[wSPLn ZSPLn + RSPLn + SSPLn ≤ τ |InP :n] and
FSPL∞,n (τ |InP :n) = P¯[wSPLn Z∞ ≤ τ |InP :n] merge in probability, i.e. III p→ 0.
Proof of Theorem 2.2. Consider statement 1.(i). Let Zˆ2IPn follow the mix-
ture distribution G
∧
n(·) as a function of Y1:n such that given Y1:n the conditional
distribution of the random variable Zˆ2IPn is G
∧
n(·). Further, let
F 2IPn
∧
(·) be the conditional cdf of wˆ2IPn Zˆ2IPn given H1:n (2.42)
where wˆ2IPn equals
∂ψsn(X1:n;θˆ(Y1:n))
∂θ′ and H1:n = σ
(
X1, . . . , Xn, Y1, . . . , Yn
)
. Then
dBL
(
F 2IPn (·|I1:n), F 2IPn
∧
(·)
)
≤dBL
(
F 2IPn (·|I1:n), F 2IP∞,n(·|I1:n)
)
+ dBL
(
F 2IP∞,n(·|I1:n), F 2IPn
∧
(·)
)
by the triangle inequality, where F 2IP∞,n(·|I1:n) is defined in equation (2.40). In the
proof of Theorem 2.1, we have shown that F 2IPn (·|I1:n) and F 2IP∞,n(·|I1:n) merge in
probability under Assumptions 2.1 and 2.2. It suffices to show that F 2IP∞,n(·|I1:n)
and F 2IPn
∧
(·) merge in probability. Write wˆ2IPn Zˆ2IPn = w2IPn Zˆ2IPn + Rˆ2IPn with
Rˆ2IPn = (wˆ
2IP
n − w2IPn )Zˆ2IPn . First, we show Rˆ2IPn = op(1). Take an arbitrary
 > 0. We obtain
P
[∣∣Rˆ2IPn ∣∣ ≥ ] ≤ P
[∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ˙n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣∣∣ ∣∣∣∣Zˆ2IPn ∣∣∣∣ ≥ 
]
≤P
[∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ˙n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣∣∣ ∣∣∣∣Zˆ2IPn ∣∣∣∣ ≥ ⋂ θ˙n ∈ V (θ0)
]
+ P
[
θ˙n /∈ V (θ0)
]
≤P
[
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣∣∣ ∣∣∣∣Zˆ2IPn ∣∣∣∣ ≥ 
]
+ P
[
θ˙n /∈ V (θ0)
]
,
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where θ˙n lies between θˆ(Y1:n) and θ0. The first term of the sum vanishes as
supθ∈V (θ0)
∣∣∣∣∣∣∂2ψn+1(X1:n;θ)∂θ∂θ′ ∣∣∣∣∣∣ = Op(1) by Assumptions 2.1.(iv) and 2.1.(v), ∣∣∣∣θˆ(Y1:n)−
θ0
∣∣∣∣ = Op(m−1n ) by Assumptions 2.1.(i) and 2.2.(i) and ∣∣∣∣Zˆ2IPn ∣∣∣∣ = Op(1) as Zˆ2IPn ∼
G
∧
n(·) and
∫
hdG
∧
n
p→ ∫ hdG∞ for all h ∈ BL by Assumptions 2.2.(i) and 2.4. Fur-
ther, as θˆ(Y1:n)
p→ θ0 ∈ V (θ0) and V (θ0) is open, we have P
[
θ˙n /∈ V (θ0)
]→ 0 and
Rˆ2IPn = op(1) follows. Moreover, w
2IP
n is Hn-measurable and Op(1) by Assump-
tions 2.1.(iii) and 2.1.(v) and
∫
h dP¯
[
Zˆ2IPn ≤ ·|H1:n
]
=
∫
h dG
∧
n
p→ ∫ h dG∞ for
each h ∈ BL. Replacing Zn, Rn, wn and In in Lemma 2.4 by Zˆ2IPn , Rˆ2IPn , w2IPn
and Hn implies that F 2IPn
∧
(·) = P¯[w2IPn Zˆ2IPn + Rˆ2IPn ≤ ·|H1:n] and P¯[w2IPn Z∞ ≤
·|H1:n] = F 2IP∞,n(·|I1:n) merge in probability.
Consider statement 1.(ii). As F 2IPn (·|I1:n) and F 2IPn
∧
(·) merge in probability
and F 2IPn
∧
(·) is assumed to be stochastically uniformly continuous, Lemma 2.7
applies. Replacing Fn, Gn, Mn and In by F 2IPn (·|I1:n), F 2IPn
∧
(·), mn
(
ψˆ2IPn+1−ψn+1
)
and I1:n, respectively, it follows that
P
[
I2IPγ (X1:n,Y1:n) 3 ψn+1
∣∣∣I1:n]
=P
[
F 2IPn
∧−1
(γ1) ≤ mn
(
ψˆ2IPn+1 − ψn+1
) ≤ F 2IPn∧−1(1 − γ2)∣∣∣I1:n] p→ 1 − γ.
Claim 2.(i) is similarly proven as 1.(i). Let ZˆSPLn follow the mixture distribu-
tion G
∧
n(·) as a function of X1:nE such that given X1:nE the conditional distribution
of the random variable ZˆSPLn is G
∧
n(·). Further, let
FSPLn
∧
(·) be the conditional cdf of wˆSPLn ZˆSPLn given I1:n (2.43)
where wˆSPLn equals the transpose of
∂ψsn(X
c
nP :n
;θˆ(X1:nE ))
∂θ . Then
dBL
(
FSPLn (·|InP :n), FSPLn
∧
(·)
)
≤dBL
(
FSPLn (·|InP :n), FSPL∞,n (·|InP :n)
)
+ dBL
(
FSPL∞,n (·|InP :n), FSPLn
∧
(·)
)
,
where FSPL∞,n (·|InP :n) is defined in equation (2.41). In the proof of Theorem 2.1,
we have shown that FSPLn (·|InP :n) and FSPL∞,n (·|InP :n) merge in probability under
Assumptions 2.1 and 2.3. It suffices to show that FSPL∞,n (·|InP :n) and FSPLn
∧
(·)
merge in probability. Write wˆSPLn Zˆ
SPL
n = w
SPL
n Zˆ
SPL
n + Rˆ
SPL
n with Rˆ
SPL
n =
(wˆSPLn − wSPLn )ZˆSPLn . First, we show RˆSPLn = op(1). Take an arbitrary  > 0.
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We obtain
P
[∣∣RˆSPLn ∣∣ ≥ ] ≤ P
[∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ¨n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣ ∣∣∣∣ZˆSPLn ∣∣∣∣ ≥ 
]
≤P
[∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ¨n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣ ∣∣∣∣ZˆSPLn ∣∣∣∣ ≥ ⋂ θ¨n ∈ V (θ0)
]
+ P
[
θ¨n /∈ V (θ0)
]
≤P
[
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣ ∣∣∣∣ZˆSPLn ∣∣∣∣ ≥ 
]
+ P
[
θ¨n /∈ V (θ0)
]
,
where θ¨n lies between θˆ(X1:nE ) and θ0. The first term of the sum vanishes as
supθ∈V (θ0)
∣∣∣∣∣∣∂2ψsn+1(XcnP :n;θ)∂θ∂θ′ ∣∣∣∣∣∣ is Op(1) by Assumptions 2.1.(iv) and 2.1.(v) and∣∣∣∣θˆ(X1:nE )−θ0∣∣∣∣ = Op(m−1nE ) by Assumptions 2.1.(i) and 2.3.(i), ∣∣∣∣ZˆSPLn ∣∣∣∣ = Op(1)
as ZˆSPLn ∼ G
∧
n(·) and
∫
h dG
∧
n
p→ ∫ h dG∞ for all h ∈ BL by Assumptions 2.3.(i),
2.3.(ii) and 2.4. Further, as θˆ(X1:nE )
p→ θ0 ∈ V (θ0) and V (θ0) is open, we have
P
[
θ¨n /∈ V (θ0)
]→ 0 and RˆSPLn = op(1) follows. Moreover, wSPLn is I1:n-measurable
and Op(1) by Assumptions 2.1.(iii) and 2.1.(v) and
∫
h dP¯
[
ZˆSPLn ≤ ·|I1:n
]
=∫
h dG
∧
n(·) p→
∫
h dG∞ for each h ∈ BL. Replacing Zn, Rn, wn and In in Lemma
2.4 by ZˆSPLn , Rˆ
SPL
n , w
SPL
n and I1:n implies that FSPLn
∧
(·) = P¯[wSPLn ZˆSPLn +
RˆSPLn ≤ ·
∣∣I1:n] and P¯[wSPLn Z∞ ≤ ·|I1:n] = FSPL∞,n (·|Inp:n) merge in probability.
The proof of statement 2.(ii) is similar to the proof of claim 1.(ii). As FSPLn
∧
(·)
and FSPLn (·|InP :n) merge in probability and FSPLn
∧
(·) is assumed to be stochasti-
cally uniformly continuous, Lemma 2.7 applies. Replacing Fn, Gn, Mn and In by
FSPLn (·|InP :n), FSPLn
∧
(·), mn
(
ψˆSPLn+1 − ψn+1
)
and InP :n, respectively, yields
P
[
ISPLγ (XnP :n,X1:nE ) 3 ψn+1
∣∣∣InP :n]
=P
[
FSPLn
∧−1
(γ1) ≤ mn
(
ψˆSPLn+1 − ψn+1
) ≤ FSPLn∧−1(1 − γ2)∣∣∣InP :n] p→ 1 − γ,
which completes the proof.
Proof of Theorem 2.3. Consider the first statement and expand
ψˆn+1(X1:n,X1:n) − ψˆn+1(XcnP :n,X1:nE )
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=
(
ψˆn+1(X1:n,X1:n) − ψn+1
)− (ψˆn+1(XcnP :n,X1:nE ) − ψn+1).
We show that both terms are op(1). Using (2.39), we have
ψˆn+1(X
c
nP :n,X1:nE ) − ψn+1
=
∂ψsn+1(X
c
nP :n; θ0)
∂θ′
(
θˆ(X1:nE ) − θ0
)
+m−1n R
SPL
n ,
where
∂ψsn+1(X
c
nP :n
;θ0)
∂θ′ = Op(1) by Assumptions 2.1.(iii) and 2.1.(v) and θˆ(X1:nE )−
θ0 = op(1) by Assumptions 2.1.(i), 2.3.(i) and 2.3.(ii). Together with R
SPL
n = op(1)
by Lemma 2.1 and m−1n = o(1), it implies that ψˆn+1(X
c
nP :n,X1:nE )−ψn+1 = op(1).
In addition, replacing Y1:n by X1:n in equation (2.38), we get
ψˆn+1(X1:n,X1:n) − ψn+1 =
∂ψsn+1(X1:n, θ0)
∂θ′
(
θˆ(X1:n) − θ0
)
+m−1n R
STA
n ,
where RSTAn is obtained by replacing Y1:n by X1:n in Equation (2.38). We have∣∣∣∣∣∣∂ψsn+1(X1:n,θ0)∂θ ∣∣∣∣∣∣ = Op(1) by Assumptions 2.1.(iii) and 2.1.(v) and θˆ(X1:n)− θ0 =
op(1) by Assumption 2.1.(i). Since R
2IP
n = op(1) has been shown in Lemma
2.1 without using Assumption 2.2.(ii), we have RSTAn = op(1). Together with
m−1n = o(1), it follows that ψˆn+1(X1:n,X1:n) − ψn+1 = op(1) completing the
claim.
Consider the second statement and let ZˆSTAn follow the mixture distribution
G
∧
n(·) as a function of X1:n such that given X1:n the conditional cdf of the random
variable ZˆSTAn is G
∧
n(·). Further, let
FSTAn
∧
(·) be the conditional cdf of wˆSTAn ZˆSTAn given I1:n (2.44)
where wˆSTAn equals the transpose of
∂ψsn(X1:n;θˆ(X1:n))
∂θ . First, we show that F
STA
n
∧
(·)
and FSPLn
∧
(·), defined in (2.43), merge in probability. The triangle inequality
implies
dBL
(
FSPLn
∧
(·), FSTAn
∧
(·)
)
≤dBL
(
FSPLn
∧
(·), FSPLn (·|InP :n)
)
+ dBL
(
FSPLn (·|InP :n), F 2IPn (·|I1:n)
)
+ dBL
(
F 2IPn (·|I1:n), FSTAn
∧
(·)
)
,
where the first two terms on the right hand side converge in probability to zero
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by Theorem 2.2 (statement 2.(i)) and Theorem 2.1, respectively. We are left to
show that F 2IPn (·|I1:n) and FSTAn
∧
(·) merge in probability. The triangle inequality
implies that
dBL
(
F 2IPn (·|I1:n), FSTAn
∧
(·)
)
≤dBL
(
F 2IPn (·|I1:n), F 2IP∞,n(·|I1:n)
)
+ dBL
(
F 2IP∞,n(·|I1:n), FSTAn
∧
(·)
)
,
where F 2IP∞,n(·|I1:n) is defined in equation (2.40). In the proof of Theorem 2.1,
we have shown that F 2IPn (·|I1:n) and F 2IP∞,n(·|I1:n) merge in probability under
Assumptions 2.1 and 2.2. It suffices to show that F 2IP∞,n(·|I1:n) and FSTAn
∧
(·) merge
in probability. Write wˆSTAn Zˆ
STA
n = w
2IP
n Zˆ
STA
n + Rˆ
STA
n with Rˆ
STA
n = (wˆ
STA
n −
w2IPn )Zˆ
STA
n (note that, in contrast to wˆ
STA
n , there is no need to introduce w
STA
n
as it equals w2IPn ). First, we show Rˆ
STA
n = op(1). Take an arbitrary  > 0. We
obtain
P
[∣∣RˆSTAn ∣∣ ≥ ] ≤ P
[∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; ...θ n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:n) − θ0∣∣∣∣∣∣ ∣∣∣∣ZˆSTAn ∣∣∣∣ ≥ 
]
≤P
[∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; ...θ n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:n) − θ0∣∣∣∣∣∣ ∣∣∣∣ZˆSTAn ∣∣∣∣ ≥ ⋂ ...θ n ∈ V (θ0)
]
+ P
[...
θ n /∈ V (θ0)
]
≤ P
[
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:n) − θ0∣∣∣∣∣∣ ∣∣∣∣ZˆSTAn ∣∣∣∣ ≥ 
]
+ P
[...
θ n /∈ V (θ0)
]
.
where
...
θ n lies between θˆ(X1:n) and θ0. The first term of the sum vanishes
since supθ∈V (θ0)
∣∣∣∣∣∣∂2ψsn+1(X1:n;θ)∂θ∂θ′ ∣∣∣∣∣∣ is Op(1) by Assumptions 2.1.(iv) and 2.1.(v),∣∣∣∣θˆ(X1:n) − θ0∣∣∣∣ = Op(m−1n ) by Assumption 2.1.(i) and ∣∣∣∣ZˆSTAn ∣∣∣∣ = Op(1) as
ZˆSTAn ∼ G
∧
n(·) p→ G∞ by Assumption 2.4. Further, as θˆ(X1:n) p→ θ0 ∈ V (θ0)
and V (θ0) is open, we have P
[...
θ n /∈ V (θ0)
]→ 0 and RˆSTAn = op(1) follows. More-
over, w2IPn is I1:n-measurable and Op(1) by Assumptions 2.1.(iii) and 2.1.(v) and∫
h dP¯
[
ZˆSTAn ≤ ·|I1:n
]
=
∫
h dG
∧
n(·) p→
∫
h dG∞ for each h ∈ BL. Replacing
Zn, Rn, wn and In in Lemma 2.4 by ZˆSTAn , RˆSTAn , w2IPn and I1:n implies that
FSTAn
∧
(·) = P¯[w2IPn ZˆSTAn + RˆSTAn ≤ ·|I1:n] and P¯[w2IPn Z∞ ≤ ·|I1:n] = F 2IP∞,n(·|I1:n)
merge in probability. Thus, FSPLn
∧
(·) and FSTAn
∧
(·) merge in probability. Together
with FSPLn
∧
(·) being stochastically pointwise continuous at γ1 and 1−γ2, assertion
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(2.31) follows by Lemma 2.8, which completes the proof.
2.B Additional Proofs
2.B.1 Proofs of Lemmas
Proof of Lemma 2.1. Consider (i). By Assumption 2.1.(ii) one can write R2IPn
as follows:
R2IPn =mn
(
ψsn+1(X1:n; θ0) − ψn+1(Xn, Xn−1, . . . ; θ0)
)︸ ︷︷ ︸
=R2IP1,n
+
(
θˆ(Y1:n) − θ0
)′ ∂2ψsn+1(X1:n; θ˙n)
∂θ∂θ′
mn
(
θˆ(Y1:n) − θ0
)
︸ ︷︷ ︸
=R2IP2,n
,
where θ˙n lies between θ0 and θˆ(Y1:n). By Assumption 2.1.(v), R
2IP
1,n is op(1); hence
we are left to show that R2IP2,n = op(1). Take an arbitrary  > 0. We obtain
P
[∣∣R2IP2,n ∣∣ ≥ ] ≤ P
[∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ˙n)∂θ∂θ′
∣∣∣∣∣∣∣∣mn∣∣∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣∣∣2 ≥ 
]
≤P
[∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ˙n)∂θ∂θ′
∣∣∣∣∣∣∣∣mn∣∣∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣∣∣2 ≥ ⋂ θ˙n ∈ V (θ0)
]
+ P
[
θ˙n /∈ V (θ0)
]
≤P
[
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(X1:n; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣mn∣∣∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣∣∣2 ≥ 
]
+ P
[
θ˙n /∈ V (θ0)
]
.
The first term vanishes since supθ∈V (θ0)
∣∣∣∣∣∣∂2ψsn+1(X1:n;θ)∂θ∂θ′ ∣∣∣∣∣∣ = Op(1) by Assumptions
2.1.(iv) and 2.1.(v) and mn
∣∣∣∣θˆ(Y1:n) − θ0∣∣∣∣2 = Op(m−1n ) by Assumptions 2.1.(i)
and 2.2.(i). Further, as θˆ(Y1:n)
p→ θ0 ∈ V (θ0) and V (θ0) is open, we have
P
[
θ˙n /∈ V (θ0)
]→ 0 and R2IP2,n = op(1) follows.
The proof of (ii) is analogous; by Assumption 2.1.(ii) one can express RSPLn as
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follows:
RSPLn =mn
(
ψsn+1(X
c
nP :n; θ0) − ψn+1(Xn, Xn−1, . . . ; θ0)
)︸ ︷︷ ︸
=RSPL1,n
+
(
θˆ(X1:nE ) − θ0
)′ ∂2ψsn+1(XcnP :n; θ¨n)
∂θ∂θ′
mn
(
θˆ(X1:nE ) − θ0
)
︸ ︷︷ ︸
=RSPL2,n
with RSPL1,n = op(1) by Assumption 2.1.(v) and θ¨n lying between θ0 and θˆ(X1:nE ).
For an arbitrary  > 0, we obtain
P
[∣∣RSPL2,n ∣∣ ≥ ] ≤ P
[∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ¨n)∂θ∂θ′
∣∣∣∣∣∣∣∣mn∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣2 ≥ 
]
≤P
[∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ¨n)∂θ∂θ′
∣∣∣∣∣∣∣∣mn∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣2 ≥ ⋂ θ¨n ∈ V (θ0)
]
+ P
[
θ¨n /∈ V (θ0)
]
≤ P
[
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣mn∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣2 ≥ 
]
+ P
[
θ¨n /∈ V (θ0)
]
.
The first term vanishes as supθ∈V (θ0)
∣∣∣∣∣∣∂2ψsn+1(XcnP :n;θ)∂θ∂θ′ ∣∣∣∣∣∣ = Op(1) by Assumptions
2.1.(iv) and 2.1.(v) and mn
∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣2 = Op(m−1n ) by Assumptions 2.1.(i)
and 2.3.(i). Further, as θˆ(X1:nE )
p→ θ0 ∈ V (θ0) and V (θ0) is open, we have
P
[
θ¨n /∈ V (θ0)
]→ 0 and RSPL2,n = op(1) follows.
Proof of Lemma 2.2. Consider (i) and let G2IPn denote the unconditional dis-
tribution of mn
(
θˆ(Y1:n) − θ0
)
. By Assumption 2.2.(ii), we have for each h ∈ BL∫
h dG2IPn (·|I1:n) =
∫
h dG2IPn →
∫
h dG∞,
where the last assertion comes from Assumptions 2.1.(i) and 2.2.(i) and Portman-
teau’s Lemma (cf. van der Vaart, 2000, Lemma 2.2). Consider (ii); for each h ∈ BL
we obtain ∫
h d
(
GSPLnE (·|InP :n) −G∞
)
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=
∫
h d
(
GSPLnE −G∞
)
︸ ︷︷ ︸
I
+
∫
h d
(
GSPLnE (·|InP :n) −GSPLnE
)
︸ ︷︷ ︸
II
,
where I → 0 by Assumptions 2.1.(i), 2.3.(i) and 2.3.(ii) and Portmanteau’s Lemma
and II
p→ 0 by Assumption 2.3.(iii).
Proof of Lemma 2.3. For r = 1 Lemma 2.3 appears as Lemma 2 of the supple-
mental material to Castillo and Rousseau (2015). Extending their result to r > 1
we closely follow the proof of Dudley (2002, Theorem 11.3.3) and write Qn and Q
to denote the probability measures corresponding to Gn and G, respectively. Let
 > 0 and take a compact set K ⊂ Rr such that Q(K) > 1−. The set of functions
h ∈ H , restricted to K, form a compact set of functions for the supremum norm
by the Arzela-Ascoli theorem (cf. Dudley, 2002, Theorem 2.4.7). Thus for some
finite J = J() there are h1, . . . , hJ ∈ H such that for any h ∈ H , there is a j ≤ J
with supy∈K
∣∣h(y)−hj(y)∣∣ < . Let K = {y ∈ Rr : ||x− y|| <  for some x ∈ K}.
One has supx∈K
∣∣h(x) − hj(x)∣∣ < 3, since if y ∈ K and ||x− y|| < , then∣∣h(x) − hj(x)∣∣ ≤∣∣h(x) − h(y)∣∣+ ∣∣h(y) − hj(y)∣∣+ ∣∣hj(y) − hj(x)∣∣
≤||h||BL||x− y|| + + ||hj ||BL||x− y|| < 3 .
Let g(x) = max{0, 1− ||x−K||/}, where ||x−K|| = inf{||x− y|| : y ∈ K} for all
x ∈ Rr. Then g ∈ BL and I{x ∈ K} ≤ g ≤ I{x ∈ K}, where I{·} denotes the
indicator function. It follows that
Qn(Rr \K) = 1 −Qn(K) ≤ 1 −
∫
g dQn
p→ 1 −
∫
g dQ ≤ 1 −Q(K) < 
or equivalently P
[
Qn(Rr \K) ≥ 
]→ 0. Thus, for each h ∈ H and hj as above
sup
h∈H
∣∣∣∣ ∫ h d(Qn −Q)∣∣∣∣
≤ sup
h∈H
∫ ∣∣h− hj∣∣ d(Qn +Q) + ∣∣∣∣ ∫ hj d(Qn −Q)∣∣∣∣
≤2(Qn +Q)(Rr \K) + 6+ max
1≤j≤J
∣∣∣∣ ∫ hj d(Qn −Q)∣∣∣∣
≤8+ 2Qn(Rr \K) + max
1≤j≤J
∣∣∣∣ ∫ hj d(Qn −Q)∣∣∣∣.
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Hence,
P
[
sup
h∈H
∣∣∣∣ ∫ h d(Qn −Q)∣∣∣∣ ≥ 11]
≤P
[
2Qn(Rr \K) + max
1≤j≤J
∣∣∣∣ ∫ hj d(Qn −Q)∣∣∣∣ ≥ 3]
≤P
[
Qn(Rr \K) ≥ 
]
+ P
[
max
1≤j≤J
∣∣∣∣ ∫ hj d(Qn −Q)∣∣∣∣ ≥ ]
≤P
[
Qn(Rr \K) ≥ 
]
+
J∑
j=1
P
[∣∣∣∣ ∫ hj d(Qn −Q)∣∣∣∣ ≥ ] ,
where the last two terms are converging to 0 for finite J noting that
∫
hj d(Qn −
Q) =
∫
hjd(Gn−G) p→ 0. Observing that sup
h∈H
∣∣ ∫ hd(Qn−Q)∣∣ = sup
h∈H
∣∣ ∫ hd(Gn−
G)
∣∣ completes the proof.
Proof of Lemma 2.4. This lemma is related to Lemma 8 in Belyaev and
Sjo¨stedt-De Luna (2000) where the quantity corresponding to P¯[wnZ∞ ≤ ·|In]
is non-random. Set F =
{
f : R → R : ||f ||BL ≤ 1
}
. The triangle inequality
implies
sup
f∈F
∣∣∣∣∫ [f(wnZn +Rn) − f(wnZ∞)]dP¯[·|In]∣∣∣∣
≤ sup
f∈F
∣∣∣∣ ∫ [f(wnZn +Rn)− f(wnZn)]dP¯[·|In]∣∣∣∣︸ ︷︷ ︸
=I
+ sup
f∈F
∣∣∣∣ ∫ [f(wnZn) − f(wnZ∞)]dP¯[·|In]∣∣∣∣︸ ︷︷ ︸
=II
.
We show that I
p→ 0 and II p→ 0. Let  > 0; as ||f ||BL ≤ 1 for all f ∈ F we
obtain
I ≤ sup
f∈F
∫ ∣∣∣f(wnZn +Rn) − f(wnZn)∣∣∣d P[·|In]
= sup
f∈F
∫
|Rn|≤
∣∣f(wnZn +Rn) − f(wnZn)∣∣d P¯[·|In]
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+ sup
f∈F
∫
|Rn|>
∣∣f(wnZn +Rn) − f(wnZn)∣∣d P¯[·|In]
≤ sup
f∈F
∫
|Rn|≤
||f ||BL
∣∣wnZn +Rn − wnZn∣∣d P¯[·|In]
+ sup
f∈F
∫
|Rn|>
(
|f(wnZn +Rn)| + |f(wnZn)|
)
d P¯[·|In]
≤ sup
f∈F
||f ||BL
∫
|Rn|≤
|Rn| d P[·|In] + 2 sup
f∈F
||f ||BL
∫
|Rn|>
d P¯[·|In]
≤
∫
|Rn|≤
 d P¯[·|In] + 2 P¯
[|Rn| > ∣∣In] ≤ + 2 P¯[|Rn| > ∣∣In] .
In line with Xiong and Li (2008, Theorem 3.3), employing Markov’s inequality we
have
P¯
[
I ≥ 2] ≤ P¯[P¯[|Rn| > ∣∣In] ≥ /2] ≤ 2

P¯
[|Rn| > ]→ 0
as Rn = op(1) and hence I = op(1). Consider II and let K ≥ 1. We obtain
P¯
[
II ≥ ] ≤ P¯[||wn|| ≥ K]+ P¯[II ≥  ∩ ||wn|| ≤ K] .
As ||wn|| = Op(1) the first term can be made arbitrarily small by choosing K
large. For such K, consider the second term and note that
P¯
[
II ≥  ∩ ||wn|| ≤ K
]
=P¯
[
sup
f∈F
∣∣∣ ∫ [f(wnZn) − f(wnZ∞)]d P¯[·|In]∣∣∣ ≥  ∩ ||wn|| ≤ K]
≤P¯
[
sup
g∈G
∣∣∣ ∫ [g(Zn) − g(Z∞)]d P¯[·|In]∣∣∣ ≥  ∩ ||wn|| ≤ K]
≤P¯
[
sup
g∈G
∣∣∣ ∫ [g(Zn) − g(Z∞)]d P¯[·|In]∣∣∣ ≥ ]
=P¯
[
sup
g∈G
∣∣∣ ∫ g d(P[Zn ≤ ·|In] −G∞)∣∣∣ ≥ ]
with G =
{
g : Rr → R∣∣g(x) = f(w′x), for some f ∈ F and some w ∈ Rr with ||w|| ≤
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K
}
. We have that || · ||BL is uniformly bounded for G since for every g ∈ G
||g||BL = sup
x
∣∣f(w′x)∣∣+ sup
x 6=y
∣∣f(w′x) − f(w′y)∣∣
|w′x− w′y|
|w′x− w′y|
||x− y||
≤ sup
x
∣∣f(w′x)∣∣+ sup
x 6=y
∣∣f(w′x) − f(w′y)∣∣
|w′x− w′y| ||w|| ≤ ||f ||BL K ≤ K .
Thus, ||g/K||BL ≤ 1 and it follows by P¯[Zn ≤ ·|In] p→ G∞ and Lemma 2.3 that
P¯
[
II ≥  ∩ ||wn|| ≤ K
]
≤P¯
[
sup
g∈G
∣∣∣ ∫ g
K
d
(
P[Zn ≤ ·|In] −G∞
)∣∣∣ ≥ 
K
]
≤P¯
[
sup
h∈H
∣∣∣ ∫ h d(P[Zn ≤ ·|In] −G∞)∣∣∣ ≥ 
K
]
→ 0 ,
where H is defined in Lemma 2.3. Thus, II is op(1), which completes the
proof.
Proof of Lemma 2.5. Take  > 0 and let F and G be cdfs on R with G(τ−)− ≤
F (τ) ≤ G(τ + ) +  for all τ ∈ R. Fixing u ∈ (, 1 − ), we obtain
inf
{
τ ∈ R : F (τ) ≥ u+ }+  (2.45)
≥ inf {τ ∈ R : G(τ + ) +  ≥ u+ }+ 
= inf
{
τ ∈ R : G(τ + ) ≥ u}+ 
= inf
{
τ + , τ ∈ R : G(τ + ) ≥ u}
= inf
{
τ ∈ R : G(τ) ≥ u} (2.46)
= inf
{
τ + , τ ∈ R : G(τ) ≥ u}− 
= inf
{
τ ∈ R : G(τ − ) ≥ u}− 
= inf
{
τ ∈ R : G(τ − ) −  ≥ u− }− 
≥ inf {τ ∈ R : F (τ) ≥ u− }−  . (2.47)
Identifying (2.45), (2.46) and (2.47) as F−1(u+ ) + , G−1(u) and F−1(u− )− ,
respectively, completes the proof.
Proof of Lemma 2.6. Let , η > 0. As Gn is stochastically uniformly equicontin-
uous, there exists a δ > 0 and n¯1 ∈ N such that P
[
supτ∈R supτ ′∈R:|τ−τ ′|<δ
∣∣Gn(τ ′)−
Gn(τ)
∣∣ > ] < η for all n ≥ n¯1. Take κ = min(δ/2, ). As dL(Fn, Gn) p→ 0 as
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n → ∞, there exists an n¯2 such that P
[
dL(Fn, Gn) > κ
]
< η for all n ≥ n¯2. Let
n¯ = max(n¯1, n¯2).
P
[
sup
τ∈R
∣∣Fn(τ) −Gn(τ)∣∣ > 2]
≤P
[
sup
τ∈R
∣∣Fn(τ) −Gn(τ)∣∣ > 2 ∩ dL(Fn, Gn) ≤ κ]+ P[dL(Fn, Gn) > κ]
≤P
[
κ + sup
τ∈R
∣∣Gn(τ ± κ) −Gn(τ)∣∣ > 2]+ P[dL(Fn, Gn) > κ]
≤P
[
sup
τ∈R
sup
τ ′∈R:|τ−τ ′|<δ
∣∣Gn(τ ′) −Gn(τ)∣∣ > ]+ P[dL(Fn, Gn) > κ] < 2η
for all n ≥ n¯. As the choice of  and η was arbitrary, the desired result follows.
Proof of Lemma 2.7. Since Fn and Gn merge in probability and dL ≤ 2d1/2BL
(cf. Huber, 2009, p. 36; Dudley, 2002, Theorem 11.3.3), we have dL(Fn, Gn)
p→
0. Let u ∈ (0, 1) and take  > 0 sufficiently small satisfying u ∈ (, 1 − ).
P
[
dL(Fn, Gn) > 
∣∣In] is op(1) since for every δ > 0 the Markov inequality implies
P
[
P
[
dL(Fn, Gn) > 
∣∣In] ≥ δ] ≤ 1δP[dL(Fn, Gn) > ]→ 0. Employing Lemma 2.5
we derive the following bounds:
P
[
Mn ≤ G−1n (u)
∣∣In]
≤P[Mn ≤ G−1n (u) ∩ dL(Fn, Gn) ≤ ∣∣In]+ P[dL(Fn, Gn) > ∣∣In]
≤P[Mn ≤ F−1n (u+ ) +  ∩ dL(Fn, Gn) ≤ ∣∣In]+ op(1)
≤P[Mn ≤ F−1n (u+ ) + ∣∣In]+ op(1)
=Fn
(
F−1n (u+ ) + 
)
+ op(1) = Un
P
[
Mn < G
−1
n (u)
∣∣In]
≥P[Mn < G−1n (u) ∩ dL(Fn, Gn) ≤ ∣∣In]
≥P[Mn < F−1n (u− ) −  ∩ dL(Fn, Gn) ≤ ∣∣In]
≥P[Mn < F−1n (u− ) − ∣∣In]− P[dL(Fn, Gn) > ∣∣In]
=Fn
(
F−1n (u− ) − −
)− op(1) = Ln,
where Fn(· −) denotes the left limit of Fn(·). We show that Ln and Un converge
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in probability to u. Regarding the lower bound Ln we have∣∣∣Fn(F−1n (u− ) − − )− u∣∣∣
≤
∣∣∣Fn(F−1n (u− ) − − )− Fn(F−1n (u− ) − )∣∣∣
+
∣∣∣Fn(F−1n (u− ) − )− (u− )∣∣∣+ 
≤ sup
τ∈R
∣∣∣Fn(τ − −) − Fn(τ−)∣∣∣+ ∣∣∣Fn(F−1n (u− ) − )− (u− )∣∣∣+ 
≤ sup
τ∈R
∣∣∣Fn(τ − −) − Fn(τ−)∣∣∣+ sup
τ∈R
∣∣∣Fn(τ) − Fn(τ−)∣∣∣+ 
≤4dK(Fn, Gn) + sup
τ∈R
∣∣∣Gn(τ − −) −Gn(τ−)∣∣∣+ sup
τ∈R
∣∣∣Gn(τ) −Gn(τ−)∣∣∣+ ,
where the third inequality is due to Cavaliere, Georgiev, and Taylor (2013, p. 217).
As dL(Fn, Gn)
p→ 0 and Gn is stochastically uniformly equicontinuous, Lemma 2.6
implies that dK(Fn, Gn)
p→ 0. Further, supτ∈R
∣∣Gn(τ−−)−Gn(τ−)∣∣ = op(1) and
supτ∈R
∣∣Gn(τ)−Gn(τ−)∣∣ = op(1) by stochastic uniform equicontinuity completing
Ln
p→ u. Regarding the upper bound Un we have∣∣∣Fn(F−1n (u+ ) + )− u∣∣∣
≤
∣∣∣Fn(F−1n (u+ ) + )− Fn(F−1n (u+ ))∣∣∣
+
∣∣∣Fn(F−1n (u+ ))− Fn(F−1n (u+ ) − )∣∣∣
+
∣∣∣Fn(F−1n (u+ ) − )− (u+ )∣∣∣+ 
≤ sup
τ∈R
∣∣∣Fn(τ + ) − Fn(τ)∣∣∣+ 2 sup
τ∈R
∣∣∣Fn(τ) − Fn(τ−)∣∣∣+ 
≤6dK(Fn, Gn) + sup
τ∈R
∣∣∣Gn(τ + ) −Gn(τ)∣∣∣+ 2 sup
τ∈R
∣∣∣Gn(τ) −Gn(τ−)∣∣∣+ ,
where all terms on the right hand side are op(1) such that Un
p→ u. We obtain
Ln︸︷︷︸
p→u
≤ P[Mn < G−1n (u)∣∣In] ≤ P[Mn ≤ G−1n (u)∣∣In] ≤ Un︸︷︷︸
p→u
,
which implies that P
[
Mn < G
−1
n (u)
∣∣In] and P[Mn ≤ G−1n (u)∣∣In] converge in
probability to u for arbitrary u ∈ (0, 1); in particular γ1 and 1−γ2. It follows that
P
[
G−1n (γ1) ≤Mn ≤ G−1n (1 − γ2)
∣∣In]
53
2 A Justification of Conditional Confidence Intervals
=P
[
Mn ≤ G−1n (1 − γ2)
∣∣In]− P[Mn < G−1n (γ1)∣∣In] p→ 1 − γ2 − γ1.
Proof of Lemma 2.8. Let , η > 0 and set ¯ = min{, u, 1 − u}/2. Since
G−1n is pointwise equicontinuous at u, there exist a δ > 0 and an n¯1 such that
P
[
sup|u−v|<δ
∣∣G−1n (v) − G−1n (u)∣∣ > ¯] < η for all n ≥ n¯1. Take κ = min{δ/2, ¯}.
As dL(Fn, Gn)
p→ 0 as n→ ∞, there exists an n¯2 such that P
[
dL(Fn, Gn) > κ
]
< η
for all n ≥ n¯2. We obtain
P
[∣∣F−1n (u) −G−1n (u)∣∣ > 2] ≤ P[∣∣F−1n (u) −G−1n (u)∣∣ > 2¯]
≤P
[∣∣F−1n (u) −G−1n (u)∣∣ > 2¯ ∩ dL(Fn, Gn) ≤ κ]+ P[dL(Fn, Gn) > κ]
≤P
[
κ +
∣∣G−1n (u± κ) −G−1n (u)∣∣ > 2¯]+ P[dL(Fn, Gn) > κ]
≤P
[
sup
|u−v|<δ
∣∣G−1n (v) −G−1n (u)∣∣ > ¯]+ P[dL(Fn, Gn) > κ] < 2η
for all n ≥ n¯ = max(n¯1, n¯2), where the third inequality follows from Lemma 5 and
u ∈ (¯, 1 − ¯) ⊆ (κ, 1 − κ). As  and η were arbitrarily chosen, this completes the
proof.
2.B.2 Proofs of Corollaries
Proof of Corollary 2.1. Statement 1.(i) follows immediately from Theorem 2.2
(statement 1.(i)) and F 2IPn
∧
(·) equals to Φ( · /√υˆ2IPn ). Regarding claim 1.(ii), it is
sufficient to show that 1/υˆ2IPn = Op(1) implies that Φ
( · /√υˆ2IPn ) is stochastically
uniformly equicontinuous by Theorem 2.2 (statement 1.(ii)). Since 1/υˆ2IPn = Op(1)
by assumption, we have for all κ > 0, there exist K = K(κ) and n¯ = n¯(κ) such
that P
[
1/υˆ2IPn > K
]
< κ for all n > n¯. Let φ denote the standard normal density.
Taking δ = 
φ(0)
√
K
, we obtain
P
[
sup
τ∈R
sup
τ ′:|τ−τ ′|<δ
∣∣Φ(τ ′/√υˆ2IPn )− Φ(τ/√υˆ2IPn )∣∣ > ]
≤P
[
φ(0)δ/
√
υˆ2IPn > 
]
= P
[
1/υˆ2IPn > K
]
< κ
for all n > n¯ such that the stochastic uniform equicontinuity condition holds.
Statement 2.(i) follows from Theorem 2.2 (statement 2.(i)) and FSPLn
∧
(·) equals
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Φ
( · /√υˆSPLn ). Claim 2.(ii) is proven analogously to the claim of 1.(ii) replacing
υˆ2IPn with υˆ
SPL
n .
Proof of Corollary 2.2. In the proof of Theorem 2.3 it is shown that FSPLn
∧
(·) and
FSTAn
∧
(·) merge in probability, which simplify to Φ( · /√υˆSPLn ) and Φ( · /√υˆSTAn ),
respectively, under Assumption 2.5. It remains to show that the quantile func-
tion FSPLn
∧−1
(u) =
√
υˆSPLn Φ
−1(u) is stochastically pointwise equicontinuous at
u = γ1, 1− γ2. First, we show that υˆSPLn = Op(1). The triangle inequality implies
υˆSPLn ≤ υSPLn +
∣∣υˆSPLn − υSPLn ∣∣, where υSPLn = ∂ψsn+1(XcnP :n;θ0)∂θ′ Υ0 ∂ψsn+1(XcnP :n;θ0)∂θ
is Op(1) by Assumptions 2.1.(iii) and 2.1.(v). Further, for an arbitrary ε > 0, we
get
P
[∣∣∣∣∣∣∣∣∂ψsn+1(XcnP :n; θ0)∂θ − ∂ψsn+1(XcnP :n; θˆ(X1:nE )∂θ
∣∣∣∣∣∣∣∣ ≥ 
]
≤P
[∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ˜n)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣ ≥ ⋂ θ˜n ∈ V (θ0)
]
+ P
[
θ˜n /∈ V (θ0)
]
≤P
[
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(XcnP :n; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣∣∣ ≥ 
]
+ P
[
θ˜n /∈ V (θ0)
]
,
where θ˜n lies between θˆ(X1:nE ) and θ0. The first term of the sum vanishes
as supθ∈V (θ0)
∣∣∣∣∣∣∂2ψsn+1(XcnP :n;θ)∂θ∂θ′ ∣∣∣∣∣∣ = Op(1) by Assumptions 2.1.(iv) and 2.1.(v)
and
∣∣∣∣θˆ(X1:nE ) − θ0∣∣∣∣ = Op(m−1n ) by Assumptions 2.1.(i) and 2.2.(i). Further,
since θˆ(X1:nE )
p→ θ0 ∈ V (θ0) and V (θ0) is open, we have P
[
θ˜n /∈ V (θ0)
] → 0
and
∣∣∣∣∣∣∂ψn+1(XnP :n;θ0)∂θ − ∂ψn+1(XnP :n;θˆ(X1:nE )∂θ ∣∣∣∣∣∣ = op(1) follows. Together with
Υˆ(X1:nE )
p→ Υ0, it implies
∣∣υˆSPLn − υSPLn ∣∣ = op(1) and hence υˆSPLn = Op(1).
Next, we show that the stochastic pointwise equicontinuity condition is satisfied.
For K > 0, we get
P
[√
υˆSPLn sup
v:|u−v|<δ
∣∣Φ−1(u) − Φ−1(v)∣∣ > ]
≤P[√K sup
v:|u−v|<δ
∣∣Φ−1(u) − Φ−1(v)∣∣ > ]+ P[υˆSPLn > K] .
K can be chosen such that the last term is arbitrary small for large n as υˆSPLn =
Op(1). Given K, the first term is 0 by the choice of δ and continuity of Φ
−1.
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Chapter 3
A General Framework for
Prediction in Time Series
Models
In this chapter we propose a general framework to analyze prediction in time
series models and show how a wide class of popular time series models satisfies this
framework. Our framework coincides with that of Chapter 2 where we establish the
validity of conditional confidence intervals for predictions made in this framework.
In the chapter at hand we formally verify the high-level assumptions of the previous
chapter for the aforementioned time series models. The current chapter therefore
complements the results of Chapter 2 by providing practically relevant applications
of its theory.1
1This chapter is based on the paper Beutner, Heinemann, and Smeekes (2019a).
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3.1 Introduction
In time series prediction one is frequently interested in objects that do not only
depend on parameters but also on the time series’ past. Popular examples are
conditional means or conditional variances. Analyzing predictions in this context
involves a fundamental issue that is well-recognized in the econometric literature.
It stems from the fact that on the one hand one must condition on the sample as
the past informs about the present and future, yet on the other hand one must
treat the data up to now as random to take into account parameter uncertainty.
Nevertheless the issue is often ignored in standard practice or bypassed by assum-
ing two independent processes with the same stochastic structure, using one for
the conditioning and one for the estimation of the parameters (see Section 2.2).
While the latter is a mathematically convenient assumption, it is rarely satisfied
in practice. An alternative, more realistic approach is based on sample-splitting,
in which one splits the sample into two (asymptotically) independent subsamples.
In this chapter we provide a general framework to analyze prediction in time
series models. We revisit the set of high-level assumptions of Chapter 2 under
which we establish the validity of conditional confidence intervals for predictions
while demonstrating an asymptotic equivalence of two-independent processes and
the sample-split approach. We show how a wide class of popular time series models
satisfies this framework. In particular, we consider autoregressive moving-average
(ARMA) and generalized autoregressive conditional heteroskedasticity (GARCH)
type models and formally verify the high-level assumptions of the previous chapter.
Therefore the current paper complements the results of Chapter 2 by providing
practically relevant applicants to its theory.
The rest of this chapter is organized as follows. The general framework to
analyze prediction in time series models is proposed in Section 3.2. In Sections
3.3 and 3.4 we revisit the leading examples of Chapter 2, i.e. the simple case of
a conditional mean in an AR(1) and the conditional variance in a GARCH(1, 1)
model. In Section 3.5 we focus on the conditional mean in a slightly more general
model: the ARMA(1, 1) with drift. Section 3.6 studies the conditional volatility
in a threshold GARCH model. Concluding remarks are presented in Section 3.7.
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3.2 General Framework
Let {Xt} be a univariate stochastic process defined on some probability space
(Ω,F ,P) and denote the relevant parameter (vector) by θ0, which belongs to some
set Θ ⊆ Rr, r ∈ N. The general framework involves inference on objects, which
are a function not only of the parameter but also the the time series’ past. Math-
ematically, such object can be written as follows:
ψn+1 = ψ(Xn, Xn−1, . . . ; θ0) (3.1)
for some function ψ : R∞ × Θ → R. Such prediction function can generally not
be determined completely given a sample X1, . . . , Xn. Replacing the unknown
presample values by arbitrary starting values {st}, yields the following approxi-
mation:
ψsn+1(X1:n; θ0) = ψ(Xn, Xn−1, . . . , X1, s0, s−1, . . . ; θ0), (3.2)
where Xt1:t2 = (Xt1 , . . . , Xt2)
′ for any integers 1 ≤ t1 ≤ t2 ≤ n. To estimate the
prediction function in practice, the standard approach is to replace the unknown
parameter θ0 by an estimator θˆ(X1:n). Conditioning on the entire sample for the
evaluation of the prediction function entails that there is no randomness to account
for parameter uncertainty, which highlights the severity of the fundamental issue
at hand. The issue is frequently bypassed by making the unrealistic assumption of
observing two independent processes, where one is used for the evaluation of the
prediction function and the other for parameter estimation.
An alternative, more realistic approach is based on splitting the sample into two
(asymptotically) independent subsamples. The successive decline of the influence
of past observations, which motivated the approximation in (3.2), entails that
ψsn+1(X
c
t1:n; θ0) = ψ(Xn, Xn−1 . . . , Xt1 , ct1−1, . . . , c1, s0, s−1, . . . ; θ0) (3.3)
serves as an approximation for (3.2) (and hence for (3.1)) for an appropriate choice
of t1. Here X
c
t1:n = (c1, . . . , ct1−1, Xt1 , . . . , Xn)
′ is a vector where a subsample is
substituted by a sequence of constants {ct}, in a similar way as done for the starting
values. Denoting the appropriate choice of t1 by nP , which indicates the starting
point of the prediction sample, the sample-split estimator is obtained by replacing
θ0 in (3.3) by an estimator θˆ(X1:nE ), where nE stands for the for the end of the
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estimation sample. Choosing nE to satisfy 1 < nE < nP ≤ n yields an estimation
subsample that does not overlap with the subsample used for prediction.
In the following sections we revisit the set of high-level assumptions of the
previous chapter (Assumptions 2.1 to 2.5) under which we establish the validity of
conditional confidence intervals for predictions while demonstrating an asymptotic
equivalence of two-independent processes and the sample-split approach. In par-
ticular we formally verify the high-level assumptions of Chapter 2 for a wide class
of popular time series models satisfying the general framework. Since the subse-
quently considered ARMA and GARCH models exhibit an exponential decay in
memory we henceforth set ln = log n with regard to Assumption 2.1. Further,
we constrain ourselves to
√
n-consistent estimators of the parameters such that
mn =
√
n throughout the chapter.
3.3 Conditional Mean in an AR(1)
3.3.1 Model Description
An autoregressive model represents a process in terms of its lagged value(s) and
some stochastic innovation process. The first order autoregressive process without
drift is defined by the following recursion
Xt = β0Xt−1 + εt, (3.4)
for t ∈ Z, where the parameter β0 ∈ Θ satisfies |β0| < 1 and {εt} is a sequence of
innovations. Subsequently, we make the following assumptions.
Assumption 3.1. (AR(1)-model)
(i) (Compactness) Θ is compact;
(ii) (Interior) β0 ∈ Θ˚, where Θ˚ denotes the interior of Θ;
(iii) (Causality) |β| < 1 for all β ∈ Θ;
(iv) (Innovations) εt are i.i.d. from an absolutely continuous distribution with
respect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε4t ] < ∞ and
having a Lebesgue density strictly positive on R;
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Θ is assumed to be compact in Assumption 3.1.(i), which holds true, for in-
stance, if it is of the form Θ =
{
β′ ∈ R : |β| ≤ 1− δ}, where δ > 0 is a sufficiently
small constant. Assumption 3.1.(ii) states that the true parameter vector lies in
the interior of the parameter set and is necessary to obtain asymptotic normality of
the parameter estimator. The causality condition is stated in 3.1.(iii). Assumption
3.1.(iv) imposes further restrictions on the distribution of the innovation process.
Next, we turn to the estimation of the model.
3.3.2 Estimation
To estimate the model in equation (3.4), we employ the OLS estimator given by
βˆ(X1:n) =
n∑
t=2
XtXt−1/
n∑
t=2
X2t−1 (3.5)
As the sample size grows large, the OLS estimator approaches a normal distribu-
tion under regulatory conditions.
Theorem 3.1. (Hamilton, 1994) Under Assumption 3.1
√
n
(
βˆ(X1:n) − β0
) d→ N(0, σ2β) (3.6)
with σ2β = 1 − β20 .
3.3.3 Mapping
The mapping of the AR(1) process into the general setup is straightforward: β0
corresponds to θ0 and the conditional mean of Xn+1 is equal to
ψn+1 = ψ(Xn, Xn−1, . . . ; θ0) = β0Xn. (3.7)
3.3.4 Verification of Assumptions
Assumption 2.1
For Assumption 2.1.(i) to be met, we consider the OLS estimator in (3.5), whose
asymptotic distribution is specified in Theorem 3.1.
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As the function ψ(. . . ; θ) given in (3.7) is continuous on Θ and twice differentiable
on Θ˚, Assumption 2.1.(ii) is met.
Consider Assumption 2.1.(iii) and notice that the gradient simplifies to
∂ψ(Xn, Xn−1, . . . ; θ0)
∂θ
= Xn.
Clearly, Xn is Op(1) since the process {Xt} is strictly stationary; see also Assump-
tion 2.3.(iii), which is verified below.
The condition in Assumption 2.1.(iv) is met as
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = 0.
Regarding Assumption 2.1.(v), we obtain for t1 < n
mn
(
ψsn+1(X
c
t1:n; θ0) − ψ(Xn, Xn−1, . . . ; θ0)
)
=
√
n
(
β0Xn − β0Xn
)
= 0
and ∣∣∣∣∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂θ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = |Xn −Xn| = 0
as well as
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(Xct1:n; θ)∂θ∂θ′ − ∂2ψ(Xn, Xn−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = |0 − 0| = 0,
which completes the verification of Assumption 2.1.
Assumption 2.3
The condition in Assumption 2.3.(i) is satisfied for instance by nE(n) ∼ n− bnbc
and nP (n) ∼ n − bnac with 0 < a < b < 1, where bxc denotes the largest integer
not exceeding x.
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The process {Xt} is strictly stationary since |β0| < 1 and E log+ |εt| ≤ E|εt| <∞,
where log+ x = max{log x, 0} (Bougerol and Picard, 1992, Theorem 4.1).
The process {Xt} is β-mixing with exponential decay (Mokkadem, 1988, Theorem
1’). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption 2.3.(iii) is met
with regard to Remark 2.3 and noting that nP (n)−nE(n) ∼ bnbc− bnac → ∞ as
n→ ∞. For alternative mixing results we refer to Davidson (1994, Theorem 14.9)
or Andrews (1983, Theorem 1).
Assumptions 2.4 and 2.5
Assumption 2.4 is implied by Assumption 2.5, which, in turn, is verified by Theo-
rem 3.1 and σˆ2β(X1:n) = 1 − βˆ(X1:n)2
p→ σ2β .
Assumptions within Corollary 2.1
We show 1/υˆ2IPn = Op(1). By independence of {εt}t∈Z, the distribution of Xn =∑∞
k=0 β
k
0 εn−k is equal to P[Xn ≤ ·] = P[εn ≤ ·]×P[β0εn−1 ≤ ·]×P[β20εn−2 ≤ ·]×. . .
As P[εt ≤ τ ] is continuous and non-degenerate, so is P[Xn ≤ τ ], which does not
dependent of n as {Xt}t∈Z is strictly stationary. It follows that Xn is bounded
away from zero. Further, write υˆ2IPn = X
2
nσˆ
2
β(X1:n) = X
2
nσ
2
β + Sn and note that
Sn = X
2
n
(
σˆ2β(X1:n) − σ2β
)
= op(1). For every  > 0, we have
P
[
υˆ2IPn ≥ 
] ≥P[X2nσβ + Sn ≥  ∩ |Sn| ≤ ]
≥P
[
X2nσ
2
β ≥ 2 ∩ |Sn| ≤ 
]
≥P[X2nσ2β ≥ 2]− P[|Sn| > ],
where the last inequality follows from P[A ∩ B] ≥ P[A] − P[Bc]. Fix δ > 0;
since Xn and hence X
2
n are bounded away from zero and σ
2
β > 0, there exists
an  = (δ) such that P
[
X2n ≥ 2/σ2β
] ≥ 1 − δ/2. For such , there exists an
n¯ = n¯
(
(δ), δ
)
= n¯(δ) such that P
[|Sn| > ] < δ/2 for all n ≥ n¯ since Sn = op(1).
It follows that P
[
υˆ2IPn ≥ 
] ≥ 1− δ for all n ≥ n¯. As δ > 0 was arbitrarily chosen,
this completes the proof of υˆ2IPn being bounded away from zero. The proof of
υˆSPLn being bounded away from zero is analogous and hence omitted.
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3.4 Conditional Variance in a GARCH(1,1)
3.4.1 Model Description
Autoregressive conditional heteroscedasticity models were originally introduced by
Engle (1982) and extended to GARCH models by Bollerslev (1986). The model
reflects the predominant characteristics of financial returns justifying its popu-
larity among practitioners. The model’s temporal dependence structure captures
the slow decaying autocorrelations of absolute financial returns, also known as
volatility clustering. The GARCH(1, 1) process {Xt} is defined by
Xt = σtεt
σ2t = ω0 + α0X
2
t−1 + β0σ
2
t−1
(3.8)
for all t ∈ Z, where θ0 = (ω0, α0, β0)′ are non-negative parameters in a parameter
set Θ and {εt} is a sequence of innovations. In the traditional GARCH model,
Bollerslev (1986) assumed the innovations {εt} to be independent following a stan-
dard normal distribution. The normality assumption is commonly relaxed to ac-
count for stylized statistical properties of financial returns such as skewness due to
leverage effects and kurtosis, also known as fat tails. We denote by θ = (ω, α, β)′
a generic parameter vector and subsequently make the following assumptions:
Assumption 3.2. (GARCH(1,1)-model)
(i) (Compactness) Θ is compact;
(ii) (Interior) θ0 belongs to Θ˚;
(iii) (Non-negativity) ω > 0, α ≥ 0 and β ≥ 0 for all θ ∈ Θ;
(iv) (Strict stationarity) E
[
ln(α0ε
2
t + β0)
]
< 0 and β < 1 for all θ ∈ Θ;
(v) (Roots) α0z > 0 and 1 − β0z > 0 have no common root, and α0 > 0;
(vi) (Innovations) εt are i.i.d. from an absolutely continuous distribution with
respect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε2t ] = 1 and
E[ε4t ] <∞ and having a Lebesgue density strictly positive in a neighborhood
of zero;
Θ is assumed to be compact in Assumption 3.2.(i), which holds true, for in-
stance, if it is of the form Θ = [δ, 1/δ] × [0, 1/δ] × [0, 1 − δ], where δ ∈ (0, 1) is a
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sufficiently small constant. Assumption 3.2.(ii) states that the true parameter vec-
tor lies in the interior of the parameter set and is necessary to obtain asymptotic
normality of the parameter estimator. The non-negativity constraints in 3.2.(iii)
are standard ensuring the conditional variance to be strictly positive. Assumption
3.2.(iv) is necessary and sufficient for {Xt} being strictly stationary (cf. Francq
and Zako¨ıan, 2011, Theorem 2.1). The root condition in 3.2.(v) guarantees that
the GARCH model is irreducible. Assumption 3.2.(vi) imposes further restric-
tions on the moments and density of the innovation process. Next, we turn to the
estimation of the model in (3.8).
3.4.2 Estimation
We consider the quasi maximum likelihood (QML) estimator proposed by Francq
and Zako¨ıan (2004) to estimate the GARCH(1, 1) model. For a generic θ ∈ Θ we
set
σ2t+1(θ) =
∞∑
k=0
βk
(
ω + αX2t−k
)
(3.9)
and note that σ2t+1 = σ
2
t+1(θ0). Replacing the unknown presample observations by
arbitrary values, say st, t ≤ 0, we denote the modified version of (3.9) by σ˜2t+1(θ).
Then the QML estimator of θ0 is defined as any measurable solution θˆ(X1:n) of
θˆ(X1:n) = arg max
θ∈Θ
L˜n(θ;X1:n) (3.10)
with
L˜n(θ;X1:n) =
n∏
t=1
1√
2piσ˜2t (θ)
exp
(
− X
2
t
2σ˜2t (θ)
)
.
Assumption 3.2 implies that the estimator follows asymptotically a normal distri-
bution.
Theorem 3.2. (Francq and Zako¨ıan, 2004) Under Assumption 3.2
√
n
(
θˆ(X1:n) − θ0
) d→ N(0,Υ0), (3.11)
where Υ0 =
(
E[ε4t ] − 1
)
E
[
1
σ4t
∂σ2t (θ0)
∂θ
∂σ2t (θ0)
∂θ′
]−1
and σ2t (θ) is given in (3.9).
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It is worth stressing that Υ0 does not only depend on θ0 but also on some
nuisance parameters such as E[ε4t ].
3.4.3 Mapping
Having described the model and its estimation, we turn to map the model into
the general setup of Chapter 2. The conditional variance σ2n+1 is equal to
ψn+1 = ψ(Xn, Xn−1, . . . ; θ0) =
∞∑
k=0
βk0
(
ω0 + α0X
2
n−k
)
. (3.12)
To verify Assumption 2.1 the first and second derivatives of ψ(Xn, Xn−1, . . . ; θ)
w.r.t. θ are needed. The first order derivatives are
∂ψ(Xn, Xn−1, . . . ; θ)
∂ω
=
1
1 − β ,
∂ψ(Xn, Xn−1, . . . ; θ)
∂α
=
∞∑
k=0
βkX2n−k,
∂ψ(Xn, Xn−1, . . . ; θ)
∂β
=
∞∑
k=1
kβk−1
(
ω + αX2n−k
)
,
whereas the second order derivatives are given by
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω2
= 0,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂α
= 0,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α2
= 0,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂β
= − 1
(1 − β)2 ,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α∂β
=
∞∑
k=1
kβk−1X2n−k,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂β2
=
∞∑
k=2
k(k − 1)βk−2(ω + αX2n−k).
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3.4.4 Verification of Assumptions
Before turning to the verification of the assumptions of Chapter 2, note that the
strict stationarity condition implies the existence of fractional moments: there
exists an s ∈ (0, 1) such that EX2st < ∞ (Nelson, 1990, Theorem 2). For such
s ∈ (0, 1) the following elementary inequalities hold: (a + b)s ≤ as + bs for all
a, b ≥ 0 and cs ≤ c for all c ≥ 1.
Assumption 2.1
For Assumption 2.1.(i) to be met, we consider the QML estimator of Francq and
Zako¨ıan (2004), whose asymptotic distribution is specified in Theorem 3.2.
As the function ψ(. . . ; θ), given in (3.12), is continuous on Θ and twice differen-
tiable on Θ˚, Assumption 2.1.(ii) is satisfied.
Consider Assumption 2.1.(iii) and note that
∂ψ(Xn, Xn−1, . . . ; θ0)
∂ω
=
1
1 − β0
is trivally O(1). For showing ∂ψ(Xn,Xn−1,...;θ0)∂α = Op(1), we need to find a finite M
for every  > 0 such that P
[∣∣∂ψ(Xn,Xn−1,...;θ0)
∂α
∣∣ ≥ M] <  for n sufficiently large.
Employing the Markov inequality, we obtain
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂α
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=0
βk0X
2
n−k
)s]
≤ 1
Ms
∞∑
k=0
βsk0 EX2st =
EX2st
(1 − βs0)Ms
such that M >
(
EX2st
(1−βs0)
)1/s
gives the desired result. Similarly, we get
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂β
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=1
kβk−10
(
ω0 + α0X
2
n−k
))s]
≤ 1
Ms
E
[ ∞∑
k=1
kβ
s(k−1)
0
(
ωs0 + α
s
0X
2s
n−k
)]
=
ωs0 + α
s
0EX2st
Ms(1 − βs0)2
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such that M >
(
ωs0+α
s
0EX2st
(1−βs0)2
)1/s
establishes ∂ψ(Xn,Xn−1,...;θ0)∂β = Op(1), which com-
pletes the verification of Assumption 2.1.(iii).
Focusing on Assumption 2.1.(iv) we notice that
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂α
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α2
∣∣∣∣ = 0
and
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂β
∣∣∣∣ = 1(1 − βsup)2 = O(1),
where βsup = supθ∈V (θ0) β. To show supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α∂β ∣∣∣ = Op(1), we
need to find an M for every  > 0 such that P
[
supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α∂β ∣∣∣ ≥
M
]
<  holds. We find
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α∂β
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=1
kβk−1sup X
2
n−k
)s]
≤ 1
Ms
E
[ ∞∑
k=1
ksβs(k−1)sup X
2s
n−k
]
≤ 1
Ms
∞∑
k=1
kβs(k−1)sup EX2st =
EX2st
Ms(1 − βssup)2
.
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Taking M >
(
EX2st
(1−βssup)2
)1/s
leads to the desired result. Similarly, we have
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂β2
∣∣∣∣ ≥M]
=
1
Ms
E
[( ∞∑
k=2
k(k − 1)βk−2sup
(
ωsup + αsupX
2
n−k
))s]
≤ 1
Ms
E
[ ∞∑
k=2
ks(k − 1)sβs(k−2)sup
(
ωssup + α
s
supX
2s
n−k
)]
≤ 1
Ms
∞∑
k=2
k(k − 1)βs(k−2)sup
(
ωssup + α
s
supEX2st
)
=
2(ωssup + α
s
supEX2st )
Ms(1 − βssup)3
,
where ωsup = supθ∈V (θ0) ω and αsup = supθ∈V (θ0) α. Taking M larger than(
2(ωssup+α
s
supEX2st )
(1−βssup)3
)1/s
completes the verification of Assumption 2.1.(iv).
Regarding Assumption 2.1.(v) we choose {ct} and {st} to be sequences of zeros,
i.e. ct = st = 0 for all t ∈ Z, and note that
ψ(Xn, Xn−1, . . . ; θ) − ψsn+1(Xct1:n; θ) =
∞∑
k=n−t1+1
βkαX2n−k.
We have
mn
(
ψ(Xn, Xn−1, . . . ; θ0) − ψsn+1(Xct1:n; θ0)
)
=
√
nβn−t10
∞∑
k=1
βk0α0X
2
t1−k.
(3.13)
Clearly, the sum is of order Op(1). Further, for any t1 ≥ 1 such that (n− t1)/ln →
∞ we get √nβn−t10 → 0. Hence, (3.13) is op(1). Moreover, we obtain∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂ω − ∂ψ(Xn, Xn−1, . . . ; θ0)∂ω
∣∣∣∣ = 0
and ∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂α − ∂ψ(Xn, Xn−1, . . . ; θ0)∂α
∣∣∣∣ = βn−t10 ∞∑
k=1
βk0X
2
t1−k
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being op(1) since the sum is Op(1) and β
n−t1
0 → 0. Similarly, we find∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂β − ∂ψ(Xn, Xn−1, . . . ; θ0)∂β
∣∣∣∣ = ∞∑
k=n−t1+1
kβk−10 α0X
2
n−k
=(n− t1)βn−t10
∞∑
k=1
βk−10 α0X
2
t1−k + β
n−t1
0
∞∑
k=1
kβk−10 α0X
2
t1−k
being op(1) and we conclude that∣∣∣∣∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂θ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1).
Further, we get
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂ω∂θ′ − ∂ψ(Xn, Xn−1, . . . ; θ)∂ω∂θ′
∣∣∣∣ =(0, 0, 0),
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α2 − ∂ψ(Xn, Xn−1, . . . ; θ)∂α2
∣∣∣∣ =0
and
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α∂β − ∂ψ(Xn, Xn−1, . . . ; θ)∂α∂β
∣∣∣∣ = ∞∑
k=n−t1+1
kβk−1sup X
2
n−k
=(n− t1)βn−t1sup
∞∑
k=1
βk−1sup X
2
t1−k + β
n−t1
sup
∞∑
k=1
kβk−1sup X
2
t1−k
is op(1) by previous arguments noting that βsup ∈ (0, 1). Similarly, it can be shown
that
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂β∂β′ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂β∂β′
∣∣∣∣
= sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=n−t1+1
k(k − 1)βk−2αX2n−k
∣∣∣∣
≤
n−1∑
k=n−t1+1
k(k − 1)βk−2sup αsupX2n−k
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vanishes in probability to zero and we conclude that
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(Xct1:n; θ)∂θ∂θ′ − ∂2ψ(Xn, Xn−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1).
Assumption 2.3
The condition in Assumption 2.3.(i) is satisfied for instance by nE(n) ∼ n− bnbc
and nP (n) ∼ n− bnac with 0 < a < b < 1.
With regard to Assumption 3.2.(iv), {Xt} is a strictly stationary process such that
Assumption 2.3.(ii) is satisfied.
The process {Xt} is β-mixing with exponential decay (Francq and Zako¨ıan, 2011,
Theorem 3.4). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption
2.3.(iii) is met with regard to Remark 2.3 noting that nP (n) − nE(n) → ∞.
Assumptions 2.4 and 2.5
Assumption 2.4 is implied by Assumption 2.5, which, in turn, is verified by Theo-
rem 3.2 and the consistent2 estimator
Υˆ(X1:n) =
(
1
n
n∑
t=1
X4t
σ˜ 4t
(
θˆ(X1:n)
) − 1)
×
(
1
n
n∑
t=1
1
σ˜4t
(
θˆ(X1:n)
) ∂σ˜ 2t (θˆ(X1:n))
∂θ
∂σ˜2t
(
θˆ(X1:n)
)
∂θ′
)−1
.
Assumptions within Corollary 2.1
To show 1/υˆ2IPn = Op(1), recall that υˆ
2IP
n = υ
2IP
n + op(1) (see proof of Corollary
2.2) and define κ = eigminΥ0, the minimum eigenvalue of Υ0. Since Υ0 is positive
definite, we have κ > 0 such that 1/υˆ2IPn = Op(1) is implied by
υˆ2IPn + op(1) = υ
2IP
n ≥ κ
∣∣∣∣∣∣∣∣∂ψn+1∂θ
∣∣∣∣∣∣∣∣2 ≥ κ∣∣∣∣∂ψn+1∂ω
∣∣∣∣2 ≥ κ .
2A formal proof of consistency under Assumption 3.2 is along the lines of the intermediary
results (iv) and (vi) included in Francq and Zako¨ıan (2004, Theorem 2.2).
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Similarly, we obtain υˆSPLn + op(1) ≥ κ such that 1/υˆSPLn = Op(1).
3.5 Conditional Mean in an ARMA(1,1)
3.5.1 Model Description
The ARMA model was popularized by the classical book of Box and Jenkins
(1971). It represents a stationary stochastic process in terms of an autoregressive
and a moving-average part. The ARMA(1, 1) process with drift is given by
Xt − ω0 = α0εt−1 + β0(Xt−1 − ω0) + εt (3.14)
for t ∈ Z, where θ0 = (ω0, α0, β0)′ is a parameter vector in a parameter set Θ and
{εt} is a sequence of innovations. We denote by θ = (ω, α, β)′ a generic parameter
vector and subsequently make the following assumptions:
Assumption 3.3. (ARMA(1,1)-model)
(i) (Compactness) Θ is compact;
(ii) (Interior) θ0 belongs to Θ˚;
(iii) (Invertibility) |α| < 1 for all θ ∈ Θ;
(iv) (Causality) |β| < 1 for all θ ∈ Θ;
(v) (Roots) 1− βz and 1 +αz have no common root, and α, β 6= 0 for all θ ∈ Θ;
(vi) (Innovations) εt are i.i.d. from an absolutely continuous distribution with
respect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε2t ] = σ2ε < ∞
and having a Lebesgue density strictly positive on R;
Θ is assumed to be compact in Assumption 3.3.(i), which holds true, for in-
stance, if it is of the form Θ =
{
(ω, α, β)′ ∈ R3 : |ω| ≤ δ−1, δ ≤ |α| ≤ 1−δ and δ ≤
|β| ≤ 1−δ}, where δ > 0 is a sufficiently small constant. Assumption 3.3.(ii) states
that the true parameter vector lies in the interior of the parameter set and is neces-
sary to obtain asymptotic normality of the parameter estimator. The invertibility
and causality conditions are stated in 3.3.(iii) and 3.3.(iv). Assumption 3.3.(v)
ensures that the ARMA model is irreducible. Assumption 3.3.(vi) imposes further
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restrictions on the distribution of the innovation process. Next, we turn to the
estimation of the model.
3.5.2 Estimation
To estimate the model in equation (3.14), we consider a least squares estimator
in the spirit of Brockwell and Davis (1991).3 Other estimators such as the QML
estimator based on the Gaussian likelihood can alternatively be considered. Let
Gn(α0, β0) be the correlation matrix of (X1, . . . , Xn)
′ with elements given by
Cor(Xt, Xt−k) =
(α0 + β0)(1 + α0β0)
1 + 2α0β0 + α20
βk−10
for k ≥ 1. The (weighted) least squares estimator of θ0 is given by
θˆ(X1:n) = arg min
θ∈Θ
(X1:n − ωιn)′G−1n (α, β)(X1:n − ωιn). (3.15)
with ιn = (1, . . . , 1)
′ ∈ Rn. As the sample size grows large, the estimator ap-
proaches a normal distribution under regulatory conditions.
Theorem 3.3. (Brockwell and Davis, 1991; Bao, 2018) Under Assumption 3.3
√
n
(
θˆ(X1:n) − θ0
) d→ N(0,Υ0) (3.16)
with
Υ0 =

σ2ε(1−α0)2
(1−β0)2 0 0
0
(1−α0β0)2(1−β20)
(α0−β0)2
(1−α20)(1−α0β0)(1−β20)
(α0−β0)2
0
(1−α20)(1−α0β0)(1−β20)
(α0−β0)2
(1−α0β0)2(1−α20)
(α0−β0)2
 . (3.17)
It is worth highlighting that Υ0 does not only depend on θ0 = (ω0, α0, β0)
′,
but also on the nuisance parameter σ2ε .
3Brockwell and Davis (1991) consider ω = 0 for simplicity. The extension to ω 6= 0 is
straight-forward.
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3.5.3 Mapping
Having described the model and its estimation, we write the model in terms of the
general framework. The conditional mean of Xn+1 is equal to
ψn+1 =ψ(Xn, Xn−1, . . . ; θ0)
=ω0 +
∞∑
k=0
(−α0)k(α0 + β0)(Xn−k − ω0).
(3.18)
The first and second derivatives of ψ(Xn, Xn−1, . . . ; θ) w.r.t. θ are need to verify
Assumption 2.1. The first order derivatives are
∂ψ(Xn, Xn−1, . . . ; θ)
∂ω
=
1 − β
1 + α
,
∂ψ(Xn, Xn−1, . . . ; θ)
∂β
=
∞∑
k=0
(−α)k(Xn−k − ω),
∂ψ(Xn, Xn−1, . . . ; θ)
∂α
=
∞∑
k=0
(k + 1)(−α)k
(
(Xn−k − ω) − β(Xn−k−1 − ω)
)
,
whereas the second order derivatives are given by
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω2
= 0,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂β2
= 0,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂β
= − 1
1 + α
,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂α
= − 1 − β
(1 + α)2
,
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α∂β
=
∞∑
k=0
(k + 1)(−α)k(ω −Xn−k−1),
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α2
= −
∞∑
k=1
(k + 1)k(−α)k−1
(
(Xn−k − ω)
− β(Xn−k−1 − ω)
)
.
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3.5.4 Verification of Assumptions
Before turning to the verification of the assumptions of Chapter 2, note that
E|Xt| <∞ as the process {Xt} is assumed to be causal and E|εt| <∞.4
Assumption 2.1
For Assumption 2.1.(i) to be met, we consider the least squares estimator in equa-
tion (3.15), whose asymptotic distribution is specified in Theorem 3.3.
As the function ψn+1(. . . ; θ) given in (3.18) is continuous on Θ and twice differ-
entiable on Θ˚, Assumption 2.1.(ii) is met.
Regarding Assumption 2.1.(iii) we note that
∂ψ(Xn, Xn−1, . . . ; θ0)
∂ω
=
1 − β0
1 + α0
is trivially O(1). To show ∂ψ(Xn,Xn−1,...;θ0)∂β = Op(1), we need to find a finite M
for every  > 0 such that P
[∣∣∂ψ(Xn,Xn−1,...;θ0)
∂β
∣∣ ≥ M] <  for sufficiently large n.
Employing the Markov inequality, we obtain
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂β
∣∣∣∣ ≥M] ≤ 1M E
[∣∣∣∣ ∞∑
k=0
(−α0)k(Xn−k − ω0)
∣∣∣∣
]
≤ 1
M
∞∑
k=0
|α0|k
(
E|Xt| + |ω0|
)
=
E|Xt| + |ω0|
(1 − |α0|)M
4As {Xt} is causal, we can write it in the MA(∞) representation: Xt − ω0 =
∑∞
j=0 ϑjεt−j
with
∑∞
j=0 |ϑj | < ∞ such that E|Xt| ≤ |ω0|+ E|εt|
∑∞
j=0 |ϑj | < ∞.
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such that M > E|Xt|+|ω0|(1−|α0|) gives the desired result. Similarly, we find
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂α
∣∣∣∣ ≥M]
≤ 1
M
E
[∣∣∣∣ ∞∑
k=0
(k + 1)(−α0)k
(
(Xn−k − ω0) − β0(Xn−k−1 − ω0)
)∣∣∣∣
]
≤ 1
M
E
[ ∞∑
k=0
(k + 1)|α0|k
(
|Xn−k| + |ω0| + |β0|
(|Xn−k−1| + |ω0|))]
=
1
M
∞∑
k=0
(k + 1)|α0|k
(
E|Xt| + |ω0|
)
(1 + |β0|) = (E|Xt| + |ω0|)(1 + |β0|)
M(1 − |α0|)2
such that M > (E|Xt|+|ω0|)(1+|β0|)(1−|α0|)2 establishes
∂ψ(Xn,Xn−1,...;θ0)
∂α = Op(1), which
completes the verification of Assumption 2.1.(iii).
Consider Assumption 2.1.(iv) and note that
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω2
∣∣∣∣ =0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω2
∣∣∣∣ =0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂β
∣∣∣∣ = 11 − αsup = O(1)
and
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂α
∣∣∣∣ ≤ 1 + βsup1 − αsup ,
where αsup = supθ∈V (θ0) |α| as well as βsup = supθ∈V (θ0) |β|. To show that the
term supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α∂β ∣∣∣ is Op(1), we need to find an M for every  > 0
such that P
[
supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α∂β ∣∣∣ ≥M] <  holds for sufficiently large n.
We obtain
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α∂β
∣∣∣∣ ≥M]
≤ 1
M
E
[
sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=0
(k + 1)(−α)k(ω −Xn−k−1)
∣∣∣∣
]
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≤ 1
M
E
[ ∞∑
k=0
(k + 1)αksup
(|Xn−k−1| + ωsup)]
≤ 1
M
∞∑
k=0
(k + 1)αksup
(
E|Xt| + ωsup
)
=
E|Xt| + ωsup
M(1 − αsup)2 ,
where ωsup = supθ∈V (θ0) |ω|. Taking M > E|Xt|+ωsup(1−αsup)2 leads to the desired result.
Similarly, we find
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α2
∣∣∣∣ ≥M]
≤ 1
M
E
[
sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=1
(k + 1)k(−α)k−1
(
(Xn−k − ω) − β(Xn−k−1 − ω)
)∣∣∣∣]
≤ 1
M
E
[ ∞∑
k=1
(k + 1)kαk−1sup
(
|Xn−k| + ωsup + βsup
(|Xn−k−1| + ωsup))]
≤ 1
M
∞∑
k=1
(k + 1)kαk−1sup
(
E|Xt| + ωsup
)
(1 + βsup) =
2(E|Xt| + ωsup)(1 + βsup)
M(1 − αsup)3 .
Taking M >
2(E|Xt|+ωsup)(1+βsup)
(1−αsup)3 establishes that supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α2 ∣∣∣ =
Op(1).
Regarding Assumption 2.1.(v) we choose {ct} and {st} to be sequences of zeros,
i.e. ct = st = 0 for all t ∈ Z, and note that
ψ(Xn, Xn−1, . . . ; θ) − ψsn+1(Xct1:n; θ) =
∞∑
k=n−t1+1
(−α0)k(α0 + β0)Xn−k.
We have
mn
(
ψ(Xn, Xn−1, . . . ; θ0) − ψsn+1(Xct1:n; θ0)
)
=
√
n(−α0)n−t1
∞∑
k=1
(−α0)k(α0 + β0)Xt1−k.
(3.19)
Clearly, the sum is of order Op(1) as |α0| < 1 and {Xt} is strictly stationary.
Further, for any t1 ≥ 1 such that (n − t1)/ln → ∞ we get
√
n(−α0)n−t1 → 0.
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Hence, (3.19) is op(1). Moreover, we obtain∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂ω − ∂ψ(Xn, Xn−1, . . . ; θ0)∂ω
∣∣∣∣ = 0
and ∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂β − ∂ψ(Xn, Xn−1, . . . ; θ0)∂β
∣∣∣∣
=
∣∣∣∣ ∞∑
k=n−t1+1
(−α0)kXn−k
∣∣∣∣ ≤ |α0|n−t1 ∞∑
k=1
|α0|k|Xt1−k|
being op(1) since the sum is Op(1) and |α0|n−t1 → 0. Similarly, we find∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂α − ∂ψ(Xn, Xn−1, . . . ; θ0)∂α
∣∣∣∣
=
∣∣∣∣ ∞∑
k=n−t1+1
(
(k + 1)α0 + kβ0
)
(−α0)k−1Xn−k
∣∣∣∣
≤
∞∑
k=n−t1+1
(
(k + 1)|α0| + k|β0|
)|α0|k−1|Xn−k|
≤2(|α0| + |β0|) ∞∑
k=n−t1+1
k|α0|k−1|Xn−k|
=(n− t1)|α0|n−t12
(|α0| + |β0|) ∞∑
k=1
|α0|k−1|Xt1−k|
+ |α0|n−t12
(|α0| + |β0|) ∞∑
k=1
k|α0|k−1|Xt1−k|
being op(1) and we conclude that∣∣∣∣∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂θ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1).
Further, we get
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂ω∂θ′ − ∂ψ(Xn, Xn−1, . . . ; θ)∂ω∂θ′
∣∣∣∣ = (0, 0, 0),
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂β2 − ∂ψ(Xn, Xn−1, . . . ; θ)∂β2
∣∣∣∣ = 0
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and
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α∂β − ∂ψ(Xn, Xn−1, . . . ; θ)∂α∂β
∣∣∣∣
= sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=n−t1
(k + 1)(−α)kXn−k−1
∣∣∣∣ ≤ ∞∑
k=n−t1
(k + 1)αksup|Xn−k−1|
=(n− t1)αn−t1sup
∞∑
k=0
αksup|Xt1−k−1| + αn−t1sup
∞∑
k=0
(k + 1)αksup|Xt1−k−1|
is op(1) by previous arguments as αsup ∈ (0, 1). Similarly, it can be shown that
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α2 − ∂ψ(Xn, Xn−1, . . . ; θ)∂α2
∣∣∣∣
= sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=n−t1+1
(k + 1)k(−α)k−1Xn−k
− β
∞∑
k=n−t1
(k + 1)k(−α)k−1Xn−k−1
∣∣∣∣
≤
∞∑
k=n−t1+1
(k + 1)kαk−1sup |Xn−k| + βsup
∞∑
k=n−t1
(k + 1)kαk−1sup |Xn−k−1|
vanishes in probability to zero and we conclude that
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(Xct1:n; θ)∂θ∂θ′ − ∂2ψ(Xn, Xn−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1).
Assumption 2.3
The condition in Assumption 2.3.(i) is satisfied for instance by nE(n) ∼ n− bnbc
and nP (n) ∼ n− bnac with 0 < a < b < 1.
The process {Xt} is strictly stationary since |β0| < 1 and E log+ |εt| ≤ E|εt| < ∞
(Bougerol and Picard, 1992, Theorem 4.1).
The process
{
(εt, Xt)
}
is β-mixing with exponential decay (Mokkadem, 1988, The-
orem 1’). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption 2.3.(iii)
is met with regard to Remark 2.3 noting that nP (n) − nE(n) → ∞. For an alter-
native mixing result we refer to Davidson (1994, Theorem 14.9).
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Assumptions 2.4 and 2.5
Assumption 2.4 is implied by Assumption 2.5, which, in turn, is verified by Theo-
rem 3.3 and the consistent estimator
Υˆ(X1:n) =
Υˆ11(X1:n) 0 00 Υˆ22(X1:n) Υˆ23(X1:n)
0 Υˆ23(X1:n) Υˆ33(X1:n)
 ,
where
Υˆ11(X1:n) =
σˆ2ε(X1:n)(1 − αˆ(X1:n))2
(1 − βˆ(X1:n))2
Υˆ22(X1:n) =
(1 − αˆ(X1:n)βˆ(X1:n))2(1 − βˆ(X1:n)2)
(αˆ(X1:n) − βˆ(X1:n))2
Υˆ23(X1:n) =
(1 − αˆ(X1:n)2)(1 − αˆ(X1:n)βˆ(X1:n))(1 − βˆ(X1:n)2)
(αˆ(X1:n) − βˆ(X1:n))2
Υˆ33(X1:n) =
(1 − αˆ(X1:n)βˆ(X1:n))2(1 − αˆ(X1:n)2)
(αˆ(X1:n) − βˆ(X1:n))2
and σˆ2ε(X1:n) equals to
1
n− 3
(
X1:n − ωˆ(X1:n)ιn
)′
G−1n
(
αˆ(X1:n), βˆ(X1:n)
)(
X1:n − ωˆ(X1:n)ιn
)
.
Assumptions within Corollary 2.1
To show 1/υˆ2IPn = Op(1), recall that υˆ
2IP
n = υ
2IP
n + op(1) (see proof of Corollary
2.2) and define κ = eigminΥ0, the minimum eigenvalue of Υ0. Since Υ0 is positive
definite, we have κ > 0. Together with |β0| < 1 and |α0| < 1
υˆ2IPn + op(1) =υ
2IP
n ≥ κ
∣∣∣∣∣∣∣∣∂ψsn+1(X1:n; θ0)∂θ
∣∣∣∣∣∣∣∣2
≥κ
∣∣∣∣∂ψsn+1(X1:n; θ0)∂ω
∣∣∣∣2 = κ (1 − β0)2(1 + α0)2 > 0
implies 1/υˆ2IPn = Op(1). Analogously, we have 1/υˆ
SPL
n = Op(1).
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3.6 Conditional Volatility in a T-GARCH(1,1)
3.6.1 Model Description
The threshold GARCH (T-GARCH) model was first introduced by Zako¨ıan (1994).
It accounts for the stylized fact that past positive and negative innovations appear
not to have the same impact on current volatility, which is also known as leverage
effect. The T-GARCH(1, 1) process {Xt} is defined by
Xt = σtεt
σt = ω0 + α
+
0 X
+
t−1 + α
−
0 X
−
t−1 + β0σt−1
(3.20)
for all t ∈ Z using the notation x+ = max{x, 0} and x− = max{−x, 0}. θ0 =
(ω0, α
+
0 , α
−
0 , β0)
′ are non-negative parameters in a parameter set Θ and {εt} is a
sequence of innovations. We denote by θ = (ω, α+, α−, β)′ a generic parameter
vector and subsequently make the following assumptions:
Assumption 3.4. (T-GARCH(1,1)-model)
(i) (Compactness) Θ is compact;
(ii) (Interior) θ0 belongs to Θ˚;
(iii) (Non-negativity) ω > 0, α+ ≥ 0, α− ≥ 0 and β ≥ 0 for all θ ∈ Θ;
(iv) (Strict stationarity) E
[
ln(α+0 ε
+
t + α
−
0 ε
−
t + β0)
]
< 1 and β < 1 for all θ ∈ Θ;
(v) (Roots) 1−β0z > 0 has no common root with α+0 z and α−0 z, and α+0 +α−0 6= 0;
(vi) (Innovations) εt are i.i.d. from an absolutely continuous distribution with
respect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε2t ] = 1 and
E[ε4t ] <∞ and having a Lebesgue density strictly positive in a neighborhood
of zero.
Θ is assumed to be compact in Assumption 3.4.(i), which holds true, for in-
stance, if it is of the form Θ = [δ, 1/δ] × [0, 1/δ]2 × [0, 1 − δ], where δ ∈ (0, 1) is a
sufficiently small constant. Assumption 3.4.(ii) states that the true parameter vec-
tor lies in the interior of the parameter set and is necessary to obtain asymptotic
normality of the parameter estimator. The non-negativity constraints in 3.4.(iii)
are standard ensuring the conditional standard deviation to be strictly positive.
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Assumption 3.4.(iv) is necessary and sufficient for {Xt} being strictly stationary
(cf. Hamadeh and Zako¨ıan, 2011). The root condition in 3.4.(v) guarantees that
the T-GARCH model is irreducible. Assumption 3.4.(vi) imposes further restric-
tions on the moments and density of the innovation process. Next, we turn to the
estimation of the model in (3.20).
3.6.2 Estimation
We consider the Gaussian QML estimator proposed by Hamadeh and Zako¨ıan
(2011). For a generic θ ∈ Θ we set
σt+1(θ) =
∞∑
k=0
βk
(
ω + α+X+t−k + α
−X−t−k
)
(3.21)
and note that σt+1 = σt+1(θ0). Replacing the unknown presample observations by
arbitrary values, say st, t ≤ 0, we denote the modified version of (3.21) by σ˜2t+1(θ).
Then the QML estimator of θ0 is defined as any measurable solution θˆ(X1:n) of
θˆ(X1:n) = arg max
θ∈Θ
L˜n(θ;X1:n) (3.22)
with
L˜n(θ;X1:n) =
n∏
t=1
1√
2piσ˜2t (θ)
exp
(
− X
2
t
2σ˜2t (θ)
)
.
Assumption 3.4 implies that the estimator follows asymptotically a normal distri-
bution.
Theorem 3.4. (Hamadeh and Zako¨ıan, 2011) Under Assumption 3.4
√
n
(
θˆ(X1:n) − θ0
) d→ N(0,Υ0) , (3.23)
where Υ0 =
1
4
(
E[ε4t ] − 1
)
E
[
1
σ2t (θ0)
∂σt(θ0)
∂θ
∂σt(θ0)
∂θ′
]−1
and σt(θ) is given in (3.21).
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3.6.3 Mapping
Having described the model and its estimation, we map the model into the general
framework. The conditional volatility σn+1 is equal to
ψn+1 = ψ(Xn, Xn−1, . . . ; θ0) =
∞∑
k=0
βk0
(
ω0 + α
+
0 X
+
n−k + α
−
0 X
−
n−k
)
. (3.24)
To verify Assumption 2.1 the first and second derivatives of ψ(Xn, Xn−1, . . . ; θ)
w.r.t. θ are needed. The first order derivatives are
∂ψ(Xn, Xn−1, . . . ; θ)
∂ω
=
1
1 − β ,
∂ψ(Xn, Xn−1, . . . ; θ)
∂α+
=
∞∑
k=0
βkX+n−k,
∂ψ(Xn, Xn−1, . . . ; θ)
∂α−
=
∞∑
k=0
βkX−n−k,
∂ψ(Xn, Xn−1, . . . ; θ)
∂β
=
∞∑
k=1
kβk−1
(
ω + α+X+n−k + α
−X−n−k
)
,
whereas the second order derivatives are given by
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω2
= 0
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂α+
= 0
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂α−
= 0
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α+ 2
= 0
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α+∂α−
= 0
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α− 2
= 0
∂2ψ(Xn, Xn−1, . . . ; θ)
∂ω∂β
=
1
(1 − β)2
∂2ψ(Xn, Xn−1, . . . ; θ)
∂α+∂β
=
∞∑
k=1
kβk−1X+n−k
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∂2ψ(Xn, Xn−1, . . . ; θ)
∂α−∂β
=
∞∑
k=1
kβk−1X−n−k
∂2ψ(Xn, Xn−1, . . . ; θ)
∂β2
=
∞∑
k=2
k(k − 1)βk−2(ω + α+X+n−k + α−X−n−k)
3.6.4 Verification of Assumptions
Before turning to the verification of the assumptions of Chapter 2, note that the
strict stationarity condition implies the existence of fractional moments: there ex-
ists an s ∈ (0, 1) such that E|Xt|s <∞ (Hamadeh and Zako¨ıan, 2011, Proposition
A.1).
Assumption 2.1
For Assumption 2.1.(i) to be met, we consider the quasi-maximum likelihood esti-
mator by Hamadeh and Zako¨ıan (2011), whose asymptotic distribution is specified
in Theorem 3.4.
As the function ψ(. . . ; θ), given in (3.24), is continuous on Θ and twice differen-
tiable on Θ˚, Assumption 2.1.(ii) is satisfied.
Consider Assumption 2.1.(iii) and note that
∂ψ(Xn, Xn−1, . . . ; θ0)
∂ω
=
1
1 − β0
is trivally O(1). For showing ∂ψ(Xn,Xn−1,...;θ0)∂α+ = Op(1), we need to find a finite M
for every  > 0 such that P
[∣∣∂ψ(Xn,Xn−1,...;θ0)
∂α+
∣∣ ≥ M] <  for n sufficiently large.
Markov’s inequality implies
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂α+
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=0
βk0X
+
n−k
)s]
≤ 1
Ms
E
[( ∞∑
k=0
βk0 |Xn−k|
)s]
≤ 1
Ms
∞∑
k=0
βsk0 E|Xt|s =
E|Xt|s
(1 − βs0)Ms
such that M >
(
E|Xt|s
(1−βs0)
)1/s
gives the desired result. The same M serves to show
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∂ψ(Xn,Xn−1,...;θ0)
∂α− = Op(1):
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂α−
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=0
βk0X
−
n−k
)s]
≤ 1
Ms
E
[( ∞∑
k=0
βk0 |Xn−k|
)s]
≤ E|Xt|
s
(1 − βs0)Ms
< .
Similarly, we get
P
[∣∣∣∣∂ψ(Xn, Xn−1, . . . ; θ0)∂β
∣∣∣∣ ≥M]
≤ 1
Ms
E
[( ∞∑
k=1
kβk−10
(
ω0 + α
+
0 X
+
n−k + α
−
0 X
−
n−k
))s]
≤ 1
Ms
E
[ ∞∑
k=1
kβ
s(k−1)
0
(
ωs0 + (α
+
0 + α
−
0 )
s|Xn−k|s
)]
=
ωs0 + (α
+
0 + α
−
0 )
sE|Xt|s
Ms(1 − βs0)2
such that M >
(
ωs0+(α
+
0 +α
−
0 )
sE|Xt|s
(1−βs0)2
)1/s
establishes ∂ψ(Xn,Xn−1,...;θ0)∂β = Op(1).
Concerning Assumption 2.1.(iv) we notice that
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂α+
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂α−
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α+ 2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α+∂α−
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α− 2
∣∣∣∣ = 0
and
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂ω∂β
∣∣∣∣ = 1(1 − βsup)2 = O(1),
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where βsup = supθ∈V (θ0) β. To show supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α+∂β ∣∣∣ = Op(1), we
need to find an M for every  > 0 such that P
[
supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α+∂β ∣∣∣ ≥
M
]
<  holds. We obtain
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α+∂β
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=1
kβk−1sup X
+
n−k
)s]
≤ 1
Ms
E
[ ∞∑
k=1
ksβs(k−1)sup |Xn−k|s
]
≤ 1
Ms
∞∑
k=1
kβs(k−1)sup E|Xt|s =
E|Xt|s
Ms(1 − βssup)2
.
Taking M >
(
E|Xt|s
(1−βssup)2
)1/s
leads to the desired result. The same M serves to
prove that supθ∈V (θ0)
∣∣∣∂2ψ(Xn,Xn−1,...;θ)∂α−∂β ∣∣∣ = Op(1) since
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂α−∂β
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=1
kβk−1sup X
−
n−k
)s]
≤ 1
Ms
E
[ ∞∑
k=1
ksβs(k−1)sup |Xn−k|s
]
≤ E|Xt|
s
Ms(1 − βssup)2
< .
Similarly, we have
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(Xn, Xn−1, . . . ; θ)∂β2
∣∣∣∣ ≥M]
=
1
Ms
E
[( ∞∑
k=2
k(k − 1)βk−2(ωsup + α+supX+n−k + α−supX−n−k))s
]
≤ 1
Ms
E
[ ∞∑
k=2
ks(k − 1)sβs(k−2)sup
(
ωssup + (α
+
sup + α
−
sup)
s|Xn−k|s
)]
≤ 1
Ms
∞∑
k=2
k(k − 1)βs(k−2)sup
(
ωssup + (α
+
sup + α
−
sup)
sE|Xt|s
)
=
2(ωssup + (α
+
sup + α
−
sup)
sE|Xt|s)
Ms(1 − βssup)3
,
where ωsup = supθ∈V (θ0) ω, α
+
sup = supθ∈V (θ0) α
+ and α−sup = supθ∈V (θ0) α
−. Tak-
ing M >
(
2(ωssup+(α
+
sup+α
−
sup)
sE|Xt|s)
(1−βssup)3
)1/s
completes the verification of Assumption
2.1.(iv).
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Regarding Assumption 2.1.(v) we choose {ct} and {st} to be sequences of zeros,
i.e. ct = st = 0 for all t ∈ Z, and note that
ψ(Xn, Xn−1, . . . ; θ) − ψsn+1(Xct1:n; θ) =
∞∑
k=n−t1+1
βk
(
α+X+n−k + α
−X−n−k
)
.
We have
mn
(
ψ(Xn, Xn−1, . . . ; θ0) − ψsn+1(Xct1:n; θ0)
)
=
√
nβn−t10
∞∑
k=1
βk0
(
α+0 X
+
t1−k + α
−
0 X
−
t1−k
)
.
(3.25)
Clearly, the sum is of order Op(1). Further, for any t1 ≥ 1 such that (n− t1)/ln →
∞ we get √nβn−t10 → 0. Hence, (3.25) is op(1). Moreover, we obtain∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂ω − ∂ψ(Xn, Xn−1, . . . ; θ0)∂ω
∣∣∣∣ = 0
as well as ∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂α+ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂α+
∣∣∣∣
=
∞∑
k=n−t1+1
βk0X
+
n−k ≤ βn−t10
∞∑
k=1
βk0X
+
t1−k
and ∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂α− − ∂ψ(Xn, Xn−1, . . . ; θ0)∂α−
∣∣∣∣
=
∞∑
k=n−t1+1
βk0X
−
n−k ≤ βn−t10
∞∑
k=1
βk0X
−
t1−k
being op(1) since the sums are Op(1) and β
n−t1
0 → 0. Similarly, we find∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂β − ∂ψ(Xn, Xn−1, . . . ; θ0)∂β
∣∣∣∣
=
∞∑
k=n−t1+1
kβk−10
(
α+0 X
+
n−k + α
−
0 X
−
n−k
)
=(n− t1)βn−t10
∞∑
k=1
βk−10
(
α+0 X
+
t1−k + α
−
0 X
−
t1−k
)
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+ βn−t10
∞∑
k=1
kβk−10
(
α+0 X
+
t1−k + α
−
0 X
−
t1−k
)
being op(1) and we conclude that∣∣∣∣∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂θ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1).
Further, we get
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂ω∂θ′ − ∂ψ(Xn, Xn−1, . . . ; θ)∂ω∂θ′
∣∣∣∣ = (0, 0, 0),
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α+ 2 − ∂ψ(Xn, Xn−1, . . . ; θ)∂α+ 2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α− 2 − ∂ψ(Xn, Xn−1, . . . ; θ)∂α− 2
∣∣∣∣ = 0
and
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α+∂α− − ∂ψ(Xn, Xn−1, . . . ; θ)∂α+∂α−
∣∣∣∣ = 0.
In addition, we find
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α+∂β − ∂ψ(Xn, Xn−1, . . . ; θ)∂α+∂β
∣∣∣∣ = ∞∑
k=n−t1+1
kβk−1sup X
+
n−k
=(n− t1)βn−t1sup
∞∑
k=1
βk−1sup X
+
t1−k + β
n−t1
sup
∞∑
k=1
kβk−1sup X
+
t1−k
and
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ)∂α−∂β − ∂ψ(Xn, Xn−1, . . . ; θ)∂α+∂β
∣∣∣∣ = ∞∑
k=n−t1+1
kβk−1sup X
−
n−k
=(n− t1)βn−t1sup
∞∑
k=1
βk−1sup X
−
t1−k + β
n−t1
sup
∞∑
k=1
kβk−1sup X
−
t1−k
being op(1) by previous arguments noting that βsup ∈ (0, 1). Similarly, it can be
shown that
sup
θ∈V (θ0)
∣∣∣∣∂ψsn+1(Xct1:n; θ0)∂β∂β′ − ∂ψ(Xn, Xn−1, . . . ; θ0)∂β∂β′
∣∣∣∣
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≤
∞∑
k=n−t1+1
k(k − 1)βk−2sup
(
α+supX
+
n−k + α
−
supX
−
n−k
)
vanishes in probability to zero and we conclude that
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsn+1(Xct1:n; θ)∂θ∂θ′ − ∂2ψ(Xn, Xn−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1).
Assumption 2.3
The condition in Assumption 2.3.(i) is satisfied for instance by nE(n) ∼ n− bnbc
and nP (n) ∼ n− bnac with 0 < a < b < 1.
With regard to Assumption 3.4.(iv), {Xt} is a strictly stationary process such that
Assumption 2.3.(ii) is satisfied.
The process {Xt} is β-mixing with exponential decay (Francq and Zako¨ıan, 2006,
Theorem 3). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption
2.3.(iii) is met with regard to Remark 2.3 noting that nP (n) − nE(n) → ∞. For
an alternative mixing result we refer to Carrasco and Chen (2002).
Assumptions 2.4 and 2.5
Assumption 2.4 is implied by Assumption 2.5, which, in turn, is verified by Theo-
rem 3.4 and the consistent estimator
Υˆ(X1:n) =
(
1
n
n∑
t=1
X4t
σ˜ 4t
(
θˆ(X1:n)
) − 1)
×
(
1
n
n∑
t=1
1
σ˜4t
(
θˆ(X1:n)
) ∂σ˜ 2t (θˆ(X1:n))
∂θ
∂σ˜2t
(
θˆ(X1:n)
)
∂θ′
)−1
.
Assumptions within Corollary 2.1
The verification of 1/υˆ2IPn = Op(1) and 1/υˆ
SPL
n = Op(1) is analogous to the
GARCH(1, 1) case and hence omitted.
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Model Conditional variance σ2t specification
E-GARCH(1, 1) lnσ2t = ω + α
Xt−1
σt−1
+ φ
(∣∣∣Xt−1σt−1 ∣∣∣− E|εt|)X2t−1 + β lnσ2t−1
N-GARCH(1, 1) σ2t = ω + α(Xt−1 − φσt−1)2 + βσ2t−1
GJR-GARCH(1, 1) σ2t = ω + α
+X2t−1I{Xt−1≥0} + α
−, X2t−1I{Xt−1<0} + βσ
2
t−1
Q-GARCH(1, 1) σ2t = ω + αX
2
t−1 + βσ
2
t−1 + φXt−1
Table 3.1: GARCH extensions. The respective process {Xt} is generated by Xt =
σtεt, where {εt} is a sequence of innovations and σ2t is the conditional variance at
time t.
3.7 Concluding Remarks
In this chapter we establish the mapping of the conditional mean in an AR(1) and
ARMA(1, 1) model into the general framework. Further, the conditional variance
and the conditional volatility in a GARCH(1, 1) and T-GARCH(1, 1) model, re-
spectively, are shown to be encompassed in this setup. Further, the theoretical
results of Chapter 2 are validated by verifying the corresponding assumptions for
each model. Clearly, the list of nested models is non-exhaustive and can be ex-
tended. For instance one could study higher order models such as the ARMA(p, q)
or the GARCH(p, q) model with p, q ∈ N, which come at the cost of a more evolved
analysis. Table 3.1 enlists four other GARCH-type extensions that are frequently
encountered in the literature. The family of quadratic GARCH (Q-GARCH) mod-
els has been proposed by Sentana (1995). Its Q-GARCH(1, 1) member is very
similar to the GARCH(1, 1) model and can be verified in a similar fashion replac-
ing αX2t−1 by αX
2
t−1 + φXt. The GJR-GARCH(1, 1) model named after Glosten,
Jagannathan and Runkle (1993) is a variant of the T-GARCH(1, 1), which corre-
sponds to squaring the variables involved. It can be easily verified along the lines
of Section 3.6. The exponential GARCH (E-GARCH) model suggested by Nel-
son (1991) and the non-linear GARCH (N-GARCH) introduced by Engle and Ng
(1993) can also be embedded into the general framework. For example, the condi-
tional variance in an N-GARCH(1, 1) given by σ2n+1 = ω0+α0(Xn−φ0σn)2+β0σ2n,
where θ0 = (ω0, α0, β0, φ0)
′ denotes the parameter vector. However, obtaining an
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explicit expression for the conditional variance in terms of θ0 and {Xt}t≤n is com-
plicated due to non-linearities in the recursive formula: e.g. σ2n+1 depends on σ
2
n
and σn in the N-GARCH(1, 1).
There are few GARCH extensions such as the fractionally integrated (FI-
GARCH) of Baillie, Bollerslev, and Mikkelsen (1996) or the fractionally integrated
EGARCH (FIE-GARCH) of Bollerslev and Mikkelsen (1996) that cannot be en-
compassed in the framework at hand. The corresponding processes typically ex-
hibit intermediate or long memory such that standard mixing results do not apply.
Establishing the merging results on the basis of verifying Assumption 2.3.(iii) di-
rectly, instead via some mixing result, is an interesting question, which demands
further investigation.
Finally, we would like to emphasize that conditional risk measures such as
conditional Value-at-Risk (VaR) can be mapped into the general framework. For
instance in the T-GARCH(1,1) model of Section 3.6, the conditional VaR of Xn+1
given {Xt}t≤n at level a ∈ (0, 1) reduces to
V aRa(Xn+1|Xn, Xn−1, . . . )
= − ξa
∞∑
k=0
βk0
(
ω0 + α
+
0 X
+
n−k + α
−
0 X
−
n−k
) (3.26)
with ξa = inf
{
τ ∈ R : P[εt ≤ τ ] ≥ a
}
; see Francq and Zako¨ıan (2015) for details.
Fixing a and treating ξa as additional parameter, (3.26) is a function of {Xt}t≤n
and ϑ0 = (ω0, α
+
0 , α
−
0 , β0, ξa)
′ and hence is nested in the setup. Similarly, the
conditional Expected Shortfall (ES) of Xn+1 given {Xt}t≤n at level a ∈ (0, 1)
ESa(Xn+1|Xn, Xn−1, . . . )
= − µa
∞∑
k=0
βk0
(
ω0 + α
+
0 X
+
n−k + α
−
0 X
−
n−k
) (3.27)
with µa = −E
[
εt|εt < ξa
]
can also be mapped into the general framework.
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Chapter 4
A Residual Bootstrap for
Conditional Value-at-Risk
This chapter proposes a fixed-design residual bootstrap method for the two-step
estimator of Francq and Zako¨ıan (2015) associated with the conditional Value-at-
Risk. The bootstrap’s consistency is proven under mild assumptions for a general
class of volatility models and intervals are constructed for the conditional Value-at-
Risk. A simulation study reveals that the equal-tailed percentile bootstrap interval
tends to fall short of its nominal value. In contrast, the reversed-tails bootstrap
interval yields accurate coverage. We also compare the theoretically analyzed
fixed-design bootstrap with the recursive-design bootstrap. It turns out that the
fixed-design bootstrap performs equally well in terms of average coverage, yet
leads on average to shorter intervals in smaller samples. An empirical application
illustrates the interval estimation.1
1This chapter is based on the paper Beutner, Heinemann, and Smeekes (2018).
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4.1 Introduction
Risk management has tremendously developed in past decades becoming an in-
creasing practice. With minimum capital requirements being enforced by current
legislation (Basel III and Solvency II), financial institutions and insurance com-
panies monitor risk by using conventional measures such as Value-at-Risk (VaR).
Typically, the volatility dynamics are specified by a (semi-)parametric model lead-
ing to conditional risk measure versions. For GARCH-type models the conditional
VaR reduces to the conditional volatility scaled by a quantile of the innovations’
distribution. The latter is conventionally treated as additional parameter and
forms together with the others the risk parameter (Francq and Zako¨ıan, 2015).
The true parameters are generally unknown and need to be estimated to obtain
an estimate for the conditional VaR. Clearly, this VaR evaluation is subject to
estimation risk that needs to be quantified for appropriate risk management.
Whereas an estimator based on a single step is available after reparameteriza-
tion (Francq and Zako¨ıan, 2015), a widely used approach is the following two-step
estimation procedure. First, the parameters of the conditional volatility model
are estimated. Arguably the most popular estimation method in a GARCH-type
setting is the Gaussian quasi-maximum-likelihood (QML) method. Based on the
model’s residuals the quantile is estimated by its empirical counterpart in a second
step. For realistic sample sizes (e.g. 500 or 1,000 daily observations) the estimators
are subject to considerable estimation risk. In particular, the estimation uncer-
tainty associated with the quantile estimator is substantial for extreme quantiles
(e.g. 5% or smaller).
To quantify the uncertainty around the point estimators, one traditionally relies
on asymptotic theory while replacing the unknown quantities in the limiting distri-
bution by consistent estimates. An alternative approach – frequently employed in
practice – is based on a bootstrap approximation. Regarding the estimators of the
GARCH parameters, various bootstrap methods have been studied to approximate
the estimators’ finite sample distribution including the subsample bootstrap (Hall
and Yao, 2003), the block bootstrap (Corradi and Iglesias, 2008), the wild boot-
strap (Shimizu, 2010) and the residual bootstrap. The residual bootstrap method
is particularly popular and can be further divided into recursive (Pascual et al.,
2006; Hidalgo and Zaffaroni, 2007; Jeong, 2017) and fixed (Shimizu, 2010; Cava-
liere, Pedersen, and Rahbek, 2018) design. Whereas in the former the bootstrap
observations are generated recursively using the estimated volatility dynamics, the
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latter design keeps the dynamics of the bootstrap samples fixed at the value of the
original series.
The estimation of the quantile and the conditional VaR have received only se-
lected attention in the bootstrap literature and proposed bootstrap methods have
been, to the best of our knowledge, exclusively investigated by means of simu-
lation. Christoffersen and Gonc¸alves (2005) examine various quantile estimators
and construct intervals for the conditional VaR using a recursive-design residual
bootstrap method. In addition, Hartz, Mittnik, and Paolella (2006) presume the
innovation distribution to be standard normal such that the quantile parameter
is known; they propose a resampling method based on a residual bootstrap and a
bias-correction step to account for deviations from the normality assumption. In
contrast, Spierdijk (2016) develops an m-out-of-n without-replacement bootstrap
to construct confidence intervals for ARMA-GARCH VaR.
We propose a fixed-design residual bootstrap method to mimic the finite sam-
ple distribution of the two-step estimator and provides an algorithm for the con-
struction of bootstrap intervals for the conditional VaR. The proposed bootstrap
method is proven to be consistent for a general class of volatility models. In par-
ticular, our framework does not only encompass GARCH but also several GARCH
extensions such as the threshold GARCH (T-GARCH) of Zako¨ıan (1994) and the
GJR-GARCH named after Glosten, Jagannathan and Runkle (1993). The boot-
strap consistency is established under a set of mild assumptions, which relaxes
moment conditions on the innovations imposed in the GARCH bootstrap litera-
ture. To the best of our knowledge we are the first to theoretically validate the
residual bootstrap for the quantile and the conditional VaR.
The remainder of the chapter is organized as follows. Section 4.2 specifies the
model and the conditional VaR is derived. The two-step estimation procedure is
described in Section 4.3 and asymptotic theory is provided under mild assump-
tions. In Section 4.4, a fixed-design residual bootstrap method is proposed and
proven to be consistent. Further, bootstrap intervals are constructed for the con-
ditional VaR. A simulation study is conducted in Section 4.5 and an empirical
application illustrates the interval estimation based on the fixed-design residual
bootstrap. Section 4.6 concludes and auxiliary results are gathered in the Ap-
pendix. Appendix 4.A contains lemmas and their proofs while Appendix 4.B is
devoted to the related recursive-design residual bootstrap.
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4.2 Model
We consider a conditional volatility model of the form
t = σtηt (4.1)
with t ∈ Z, where {t} denotes the sequence of log-returns, {σt} is a volatility
process and {ηt} is a sequence of independent and identically distributed (i.i.d.)
variables. The specification in (4.1) of the observable process {t} is particularly
suitable for daily financial data. The volatility is presumed to be a measurable
function of past observations
σt = σt(θ0) = σ(t−1, t−2, . . . ; θ0) (4.2)
with σ : R∞ × Θ → (0,∞) and θ0 denotes the true parameter vector belonging
to the parameter space Θ ⊂ Rr, r ∈ N. Subsequently, we consider two examples
for the functional form of (4.2): the well-known GARCH model (Engle, 1982;
Bollerslev, 1986) and the T-GARCH model of Zako¨ıan (1994). Whereas the first is
frequently applied in practice, the second is motivated by our empirical application
(see Section 4.5).
Example 4.1. Suppose {t} follows a GARCH(1, 1) process given by (4.1) and
σ2t = ω0 + α0
2
t−1 + β0σ
2
t−1,
where θ0 = (ω0, α0, β0)
′ ∈ (0,∞) × [0,∞) × [0, 1). The recursive structure implies
σt = σ(t−1, t−2, . . . ; θ0) =
√√√√ ∞∑
k=1
βk−10
(
ω0 + α02t−k
)
.
Example 4.2. Suppose {t} follows a T-GARCH(1, 1) process given by (4.1) and
σt = ω0 + α
+
0 
+
t−1 + α
−
0 
−
t−1 + β0σt−1
with parameters θ0 = (ω0, α
+
0 , α
−
0 , β0)
′ ∈ (0,∞) × [0,∞) × [0,∞) × [0, 1) and
+t = max{t, 0} and −t = max{−t, 0}. The model’s recursive structure yields
σt = σ(t−1, t−2, . . . ; θ0) =
∞∑
k=1
βk−10
(
ω0 + α
+
0 
+
t−k + α
−
0 
−
t−k
)
.
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Throughout the chapter, for any cumulative distribution function (cdf), say G,
we define the generalized inverse by G−1(u) = inf
{
τ ∈ R : G(τ) ≥ u} and write
G(·−) to denote its left limit. Generally, for an arbitrary real-valued random
variable X (e.g. stock return) with cdf FX , the VaR at level α ∈ (0, 1), is given by
V aRα(X) = −F−1X (α).2 Let Ft−1 denote the σ-algebra generated by {u, u < t}.
It follows that the conditional VaR of t given Ft−1 at level α ∈ (0, 1) is
V aRα(t|Ft−1) = σ(t−1, t−2, . . . ; θ0)V aRα(ηt). (4.3)
For given α, the quantile of ηt is constant and can be treated as a parameter.
Thus, denoting the cdf of ηt by F and setting ξα = F
−1(α), equation (4.3) reduces
to
V aRα(t|Ft−1) = −ξα σt(θ0). (4.4)
Typically, α is fixed at a sufficiently small level such that ξα < 0. Except for
special cases (e.g. ηt possesses a standard normal distribution), ξα is unknown and
needs to estimated just like θ0.
4.3 Estimation
We estimate the parameters θ0 and ξα following the two-step procedure of Francq
and Zako¨ıan (2015, Section 4.2). In the first step, we estimate the conditional
volatility parameter θ0 by Gaussian QML. This approach is motivated as follows:
if the innovations {ηt} were Gaussian, the variables ηt(θ) = t/σt(θ) would be i.i.d.
N(0, 1) whenever θ = θ0, where
σt(θ) =σ(t−1, . . . , 1, 0, −1, . . . ; θ). (4.5)
The ’Q’ in QML stands for ’quasi’ and refers to the fact that F does not need to be
the standard normal distribution function. Obviously, given a sample 1, . . . , n, we
generally cannot determine σt(θ) completely. Replacing the unknown presample
observations by arbitrary values, say ˜t, t ≤ 0, we obtain
σ˜t(θ) =σ(t−1, . . . , 1, ˜0, ˜−1, . . . ; θ), (4.6)
2The negative sign is included to conform to the convention of reporting VaR as a positive
number.
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which serves as an approximation for (4.5). The QML estimator of θ0 is defined
by
θˆn = arg max
θ∈Θ
L˜n(θ) (4.7)
with the criterion function specified by
L˜n(θ) =
1
n
n∑
t=1
˜`
t(θ) and ˜`t(θ) = −1
2
(
t
σ˜t(θ)
)2
− log σ˜t(θ).
In the second step, we estimate ξα on the basis of the first-step residuals, i.e.
ηˆt = t/σ˜t(θˆn). The empirical α-quantile of ηˆ1, . . . , ηˆn is given by
ξˆn,α = arg min
z∈R
1
n
n∑
t=1
ρα(ηˆt − z), (4.8)
where ρα(u) = u(α − 1{u<0}) is the usual asymmetric absolute loss function (cf.
Koenker and Xiao, 2006). Equivalently, we can write ξˆn,α = Fˆ
−1
n (α) with Fˆn(x) =
1
n
∑n
t=1 1{ηˆt≤x} being the empirical distribution function (edf) of the residuals.
Having obtained estimators for θ0 and ξα, we turn to the estimation of the
conditional VaR of the one-period ahead observation at level α. Whereas the
notation V aRα(n+1|Fn) stresses the object’s conditional nature, we henceforth
proceed with the abbreviation V aRn,α for notational convenience. Employing
(4.6) – (4.8) we can estimate V aRn,α by
V aR
∧
n,α = −ξˆn,α σ˜n+1
(
θˆn
)
. (4.9)
Clearly, the estimator’s large sample properties cannot be studied using traditional
tools such as consistency since (4.9) does not permit a limit.
For the subsequent asymptotic analysis, we introduce the following assump-
tions.
Assumption 4.1. (Compactness) Θ is a compact subset of Rr.
Assumption 4.2. (Stationarity & ergodicity) {t} is a strictly stationary and
ergodic solution of (4.1) with (4.2).
Assumption 4.3. (Volatility process) For any real sequence {xi}, the function
θ → σ(x1, x2, . . . ; θ) is continuous. Almost surely, σt(θ) > ω for any θ ∈ Θ and
98
4.3 Estimation
some ω > 0 and E[σst (θ0)] < ∞ for some s > 0. Moreover, for any θ ∈ Θ, we
assume σt(θ0)/σt(θ) = 1 almost surely (a.s.) if and only if θ = θ0.
Assumption 4.4. (Initial conditions) There exists a constant ρ ∈ (0, 1) and a
random variable C1 measurable with respect to F0 and E[Cs1 ] <∞ for some s > 0
such that
(i) supθ∈Θ |σt(θ) − σ˜t(θ)| ≤ C1ρt;
(ii) θ → σ(x1, x2, . . . ; θ) has continuous second-order derivatives satisfying
sup
θ∈Θ
∣∣∣∣∣∣∣∣∂σt(θ)∂θ − ∂σ˜t(θ)∂θ
∣∣∣∣∣∣∣∣ ≤ C1ρt, sup
θ∈Θ
∣∣∣∣∣∣∣∣∂2σt(θ)∂θ∂θ′ − ∂2σ˜t(θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ≤ C1ρt,
where || · || denotes the Euclidean norm.
Assumption 4.5. (Innovation process) The innovations {ηt} satisfy
(i) ηt
iid∼ F with F being continuous, E[η2t ] = 1 and ηt is independent of {u :
u < t};
(ii) ηt admits a density f which is continuous and strictly positive around ξα < 0;
(iii) E
[
η4t
]
<∞.
Assumption 4.6. (Interior) θ0 belongs to the interior of Θ denoted by Θ˚.
Assumption 4.7. (Non-degeneracy) There does not exist a non-zero λ ∈ Rr such
that λ′ ∂σt(θ0)∂θ = 0 a.s.
Assumption 4.8. (Monotonicity) For any real sequence {xi} and for any θ1, θ2 ∈
Θ satisfying θ1 ≤ θ2 componentwise, we have σ(x1, x2, . . . ; θ1) ≤ σ(x1, x2, . . . ; θ2).
Assumption 4.9. (Moments) There exists a neighborhood V (θ0) of θ0 such that
the following variables have finite expectation:
(i) sup
θ∈V (θ0)
∣∣∣σt(θ0)σt(θ) ∣∣∣a,
(ii) sup
θ∈V (θ0)
∣∣∣∣∣∣ 1σt(θ) ∂σt(θ)∂θ ∣∣∣∣∣∣b,
(iii) sup
θ∈V (θ0)
∣∣∣∣∣∣ 1σt(θ) ∂2σt(θ)∂θ∂θ′ ∣∣∣∣∣∣c
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for some a, b, c (to be specified).3
Assumption 4.10. (Scaling stability) There exists a function g such that for any
θ ∈ Θ, for any λ > 0, and any real sequence {xi}
λσ(x1, x2, . . . ; θ) = σ(x1, x2, . . . ; θλ),
where θλ = g(θ, λ) and g is differentiable in λ.
The previous set of assumptions is comparable to the conditions imposed by
Francq and Zako¨ıan (2015). Regarding the innovation process we do not need to
assume E[ηt] = 0 (cf. Francq and Zako¨ıan, 2004, Remark 2.5). Whereas Cavaliere
et al. (2018) assume the existence of the sixth moment of ηt for the fixed-design
bootstrap in ARCH(q) models, we only require the fourth moment to be finite in
Assumption 4.5(iii). In Assumption 4.8 the function σ(x1, x2, . . . ; θ) is presumed
to be monotonically increasing in θ, which is a feature shared by various stochastic
volatility models (cf. Berkes and Horva´th, 2003, Lemma 4.1). The monotonicity
condition is used to establish the strong consistency of the quantile estimator.
Further, we require higher order of moments in Assumption 4.9 for the bootstrap,
which does not seem to be restrictive for the classical GARCH-type models (cf.
Francq and Zako¨ıan, 2011, p. 165; Hamadeh and Zako¨ıan, 2011, p. 501). In
particular, Assumption 4.9 is presumed to hold with a = ±12, b = 12 and c = 6
for establishing the convergence of the bootstrap information matrix (see Lemma
4.6 in Appendix 4.A.2).
On the basis of the previous assumptions we extend the strong consistency
result of Francq and Zako¨ıan (2015, Theorem 1) to the quantile estimator.
Theorem 4.1. (Strong consistency) Under Assumptions 4.1–4.3, 4.4(i) and 4.5(i)
the estimator in (4.7) is strongly consistent, i.e. θˆn
a.s.→ θ0. If in addition As-
sumptions 4.6 and 4.9(i) hold with a = −1, then the estimator in (4.8) satisfies
ξˆn,α
a.s.→ ξα.
Proof. Francq and Zako¨ıan (2015, Theorem 1) establish θˆn
a.s.→ θ0. The second
claim follows from supx∈R |Fˆn(x)−F (x)| a.s.→ 0 (Lemma 4.1 in Appendix A.1) and
van der Vaart (2000, Theorem 21.2).
3Note that the variables in (i) to (iii) are strictly stationary (Francq and Zako¨ıan, 2011, p.
181/406).
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To lighten notation, we henceforth write Dt(θ) =
1
σt(θ)
∂σt(θ)
∂θ and drop the
argument when evaluated at the true parameter, i.e. Dt = Dt(θ0). The next result
provides the joint asymptotic distribution of θˆn and ξˆn,α and is due to Francq and
Zako¨ıan (2015).
Theorem 4.2. (Asymptotic distribution) Suppose Assumptions 4.1–4.7, 4.9 and
4.10 hold with a = b = 4 and c = 2. Then, we have( √
n(θˆn − θ0)√
n(ξα − ξˆn,α)
)
d→ N(0,Σα) with Σα = ( κ−14 J−1 λαJ−1Ω
λαΩ
′J−1 ζα
)
, (4.10)
where κ = E[η4t ], Ω = E[Dt], J = E[DtD′t], λα = ξα κ−14 +
pα
2f(ξα)
, ζα = ξ
2
α
κ−1
4 +
ξαpα
f(ξα)
+ α(1−α)f2(ξα) and pα = E[η
2
t 1{ηt<ξα}] − α.
Proof. See Francq and Zako¨ıan (2015, Theorem 4) and note that Assumption 4.10
is needed to ensure Ω′J−1Ω = 1.
In a GARCH(p, q) setting Gao and Song (2008) quantify the uncertainty around
θˆn and ξˆn,α using (4.10) while replacing the unknown quantities in Σα by estimates.
In this spirit ξα can be substituted by ξˆn,α and Ω, J , κ and pα can be replaced by
Ωˆn =
1
n
n∑
t=1
Dˆt, Jˆn =
1
n
n∑
t=1
DˆtDˆ
′
t,
κˆn =
1
n
n∑
t=1
ηˆ4t , pˆn,α =
1
n
n∑
t=1
ηˆ2t 1{ηˆt<ξˆn,α} − α,
(4.11)
respectively, with Dˆt = D˜t(θˆn) and D˜t(θ) =
1
σ˜t(θ)
∂σ˜t(θ)
∂θ . The strong consistency
of the estimators in (4.11) follow from Theorem 4.1 and Lemma 4.2 in Appendix
4.A.1. Moreover, kernel smoothing is commonly employed to estimate the density
f , i.e.
fˆ
S
n (x) =
1
nhn
n∑
t=1
k
(
x− ηˆt
hn
)
(4.12)
with kernel function k and bandwidth hn > 0. Whereas Gao and Song (2008)
consider Lipschitz-continuous kernels, an alternative estimator is based on the
uniform kernel k(x) = 121{|x|≤1} yielding fˆ
S
n (ξˆn,α)
p→ f(ξα) whenever hn ∼ n−%
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for some % ∈ (0, 1/2].4 Based on (4.11) and (4.12), we obtain a consistent estimator
for Σα denoted by Σˆn,α.
Employing Theorem 4.2 we can study the asymptotic behavior of the condi-
tional VaR estimator in (4.9). Since the conditional volatility varies over time, a
limiting distribution cannot exist and therefore the concept of weak convergence is
not applicable in this context. In Chapter 2 we study a merging concept generaliz-
ing the notion of weak convergence, i.e. two sequences of (random) cdfs {Fn}, {Gn}
merge (in probability) if and only if their bounded Lipschitz distance dBL(Fn, Gn)
converges to zero (in probability). Presuming two independent samples, one for
parameter estimation and one for conditioning, the delta method suggests that
the VaR estimator, centered at V aRn,α and inflated by
√
n, and
N
(
0,
(
−ξα ∂σn+1(θ0)∂θ
σn+1
)′
Σα
(
−ξα ∂σn+1(θ0)∂θ
σn+1
))
(4.13)
given Fn merge in probability. Equation (4.13) highlights once more the relevance
of the merging concept since its conditional variance still depends on n and does
not converge as n → ∞. Together with Theorem 4.1 and Σˆn,α p→ Σα, it yields a
100(1− γ)% confidence interval for V aRn,α with bounds (cf. Francq and Zako¨ıan,
2015, Equation (23))
V aR
∧
n,α ± Φ
−1(γ/2)√
n

(
−ξˆn,α ∂σ˜n+1(θˆn)∂θ
σ˜n+1(θˆn)
)′
Σˆn,α
(
−ξˆn,α ∂σ˜n+1(θˆn)∂θ
σ˜n+1(θˆn)
)
1
2
, (4.14)
where Φ is the standard normal cdf. However, with the exception of perhaps
some experimental settings, researchers rarely have a replicate, independent of the
original series, at hand. An asymptotic justification for the interval on the basis
of a single sample is given in Chapter 2. Nevertheless, the interval in (4.14) may
perform rather poorly since the density estimation appears sensitive regarding the
choice of bandwidth (see Gao and Song, 2008, Section 4). Bootstrap methods offer
an alternative way to quantify the uncertainty around the estimators.
4It follows from Lemma 4.3 in Appendix 4.A.1, the mean value theorem and
√
n-consistency
of ξˆn,α.
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4.4 Bootstrap
Bootstrap approximations frequently provide better insight into the actual distri-
bution than the asymptotic approximation, yet they require a careful setup. Hall
and Yao (2003) show that conventional bootstrap methods are inconsistent in a
GARCH model lacking finite fourth moment in the case of the squared innova-
tions’ distribution not being in the domain of attraction of the normal distribution.
They consider a subsample bootstrap instead and study its asymptotic properties.
In correspondence, an m-out-of-n without-replacement bootstrap is proposed by
Spierdijk (2016) to construct confidence intervals for ARMA-GARCH VaR.
Pascual et al. (2006) present a residual bootstrap in a GARCH(1, 1) setting
and assess its finite sample properties by means of simulation. Their bootstrap
scheme follows a recursive design in which the bootstrap observations are generated
iteratively using the estimated volatility dynamics. Building upon their results,
Christoffersen and Gonc¸alves (2005) construct bootstrap confidence intervals for
(conditional) VaR and Expected Shortfall and compare them to competitive meth-
ods within the GARCH(1, 1) model. Theoretical results on the recursive-design
residual bootstrap are provided by Hidalgo and Zaffaroni (2007) and Jeong (2017)
for the ARCH(∞) and GARCH(p, q) model, respectively.
In contrast, Shimizu (2010) considers fixed-design variants of the wild and
the residual bootstrap in which the ARMA-GARCH dynamics of the bootstrap
samples are kept fixed at the values of the original series. The bootstrap estimators
are based on a single Newton-Raphson iteration simplifying the proofs of first-
order asymptotic validity. Shimizu’s approach for the residual bootstrap is also
employed in a multivariate GARCH setting by Francq, Horva´th, and Zako¨ıan
(2016). Recently, Cavaliere et al. (2018) study the fixed-design residual bootstrap
in the context of ARCH(q) models and propose a bootstrap Wald statistic based on
a QML bootstrap estimator. While their theory has been developed independently
to ours, their simulation study indicates that the fixed-design bootstrap performs
as well as the recursive bootstrap.
4.4.1 Fixed-design Residual Bootstrap
We propose a fixed-design residual bootstrap procedure, described in Algorithm
4.1, to approximate the distribution of the estimators in (4.7) – (4.9).
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Algorithm 4.1. (Fixed-design residual bootstrap)
1. For t = 1, . . . , n, generate η∗t
iid∼ Fˆn and the bootstrap observation ∗t =
σ˜t(θˆn)η
∗
t , where σ˜t(θ) and θˆn are given in (4.6) and (4.7), respectively.
2. Calculate the bootstrap estimator
θˆ∗n = arg max
θ∈Θ
L∗n(θ) (4.15)
with the bootstrap criterion function given by
L∗n(θ) =
1
n
n∑
t=1
`∗t (θ) and `
∗
t (θ) = −
1
2
(
∗t
σ˜t(θ)
)2
− log σ˜t(θ).
3. For t = 1, . . . , n compute the bootstrap residual ηˆ∗t = 
∗
t /σ˜t(θˆ
∗
n) and obtain
ξˆ∗n,α = arg min
z∈R
1
n
n∑
t=1
ρα(ηˆ
∗
t − z). (4.16)
4. Obtain the bootstrap estimator of the conditional VaR
V aR
∧∗
n,α = −ξˆ∗n,α σ˜n+1
(
θˆ∗n
)
. (4.17)
Remark 4.1. In contrast to the literature, the bootstrap errors are drawn with
replacement from the residuals rather than the standardized residuals. In fact, re-
centering would be inappropriate in the case of E[ηt] 6= 0. In addition, re-scaling
of the residuals is typically redundant as 1n
∑n
t=1 ηˆ
2
t = 1 is implied by θˆn ∈ Θ˚
under Assumption 4.10; see Francq and Zako¨ıan, 2011, p. 182/406 and note that
the solution requires θˆn belonging to the interior (Francq and Zako¨ıan, Oct. 2018,
personal communication).
Remark 4.2. The term ‘fixed-design’ refers to the fact that the bootstrap obser-
vations are generated using σ˜t(θˆn) = σ(t−1, . . . , 1, ˜0, ˜−1, . . . ; θˆn). In contrast, a
recursive-design scheme replicates the model’s dynamic structure, i.e. ?t = σ
?
t η
?
t
with σ?t = σ(
?
t−1, . . . , 
?
1, ˜0, ˜−1, . . . ; θˆn) and η
?
t
iid∼ Fˆn, which is computationally
more demanding. We refer to Appendix 4.B for a complete description. See also
Cavaliere et al. (2018) for more theoretical insights on the difference in the design
in an ARCH(q).
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Remark 4.3. Whereas (4.15) involves a nonlinear optimization, Shimizu (2010)
proposes a Newton-Raphson type bootstrap estimator instead. The Newton-
Raphson bootstrap estimator corresponding to (4.15) is given by
θˆ∗NRn = θˆn + Jˆ
−1
n
1
2n
n∑
t=1
Dˆt
(
η∗2t − 1
)
,
which can considerably speed up computations.
In the following subsection we show the asymptotic validity of the fixed-design
bootstrap procedure described in Algorithm 4.1.
4.4.2 Bootstrap Consistency
Subsequently, we employ the usual notation for bootstrap asymptotics, i.e. “
p∗→”
and “
d∗→”, as well as the standard bootstrap stochastic order symbol “op∗(1)”
(cf. Chang and Park, 2003). To prove the asymptotic validity of the proposed
bootstrap procedure, we first focus on the stochastic volatility part. Since L∗n is
maximized at θˆ∗n its derivative is equal to zero:
∂L∗n(θˆ
∗
n)
∂θ = 0. A Taylor expansion
around θˆn yields
0 =
√
n
∂L∗n(θˆ
∗
n)
∂θ
=
1√
n
n∑
t=1
∂
∂θ
`∗t (θˆn) +
(
1
n
n∑
t=1
∂2
∂θ∂θ′
`∗t (θ˘n)
)√
n
(
θˆ∗n − θˆn
)
with θ˘n lying between θˆ
∗
n and θˆn. Lemma 4.6 in Appendix 4.A.2 establishes
1
n
∑n
t=1
∂2
∂θ∂θ′ `
∗
t (θ˘n)
p∗→ −2J almost surely. As ∂∂θ `∗t (θ) = D˜t(θ)
( ∗2t
σ˜2t (θ)
− 1), the
first term on the right hand side reduces to 1√
n
∑n
t=1 Dˆt
(
η∗2t − 1
)
. Hence, we get
√
n
(
θˆ∗n − θˆn
)
=
1
2
J−1
1√
n
n∑
t=1
Dˆt
(
η∗2t − 1
)
+ op∗(1) (4.18)
almost surely with 1√
n
∑n
t=1 Dˆt
(
η∗2t − 1
)
converging in conditional distribution to
N
(
0, (κ − 1)J) almost surely by Lemma 4.7 in Appendix 4.A.2. The foregoing
discussion can be summarized by the following intermediate result.
Proposition 4.1. Suppose Assumptions 4.1–4.4, 4.5(i), 4.5(iii), 4.6, 4.7, 4.9 and
105
4 A Residual Bootstrap for Conditional Value-at-Risk
4.10 hold with a = ±12, b = 12 and c = 6. Then, we have
√
n
(
θˆ∗n − θˆn
) d∗→ N(0, κ− 1
4
J−1
)
almost surely.
Proposition 4.1 establishes the asymptotic validity of the bootstrap for the
conditional volatility parameters. Next, we turn to the estimator of the quantile
parameter associated with the VaR at level α. Establishing the asymptotic valid-
ity of the bootstrap for the second part appears challenging since the bootstrap
innovations are drawn from the discrete distribution Fˆn. To overcome this issue we
rely on arguments employed by Bahadur (1966) and Berkes and Horva´th (2003).
Following the general steps of the proof of Francq and Zako¨ıan (2015, Theorem 4),
we standardize equation (4.16) such that the bootstrap quantile estimator satisfies
√
n(ξˆ∗n,α − ξˆn,α) = arg min
z∈R
n∑
t=1
ρα
(
ηˆ∗t − ξˆn,α −
z√
n
)
−
n∑
t=1
ρα(η
∗
t − ξˆn,α)︸ ︷︷ ︸
Q∗n(z)
.
Employing the identity of Koenker and Xiao (2006, Equation (A.3)) we obtain5
Q∗n(z) =zX
∗
n + Y
∗
n + I
∗
n(z) + J
∗
n(z) (4.19)
with
X∗n =
1√
n
n∑
t=1
(
1{η∗t<ξˆn,α} − α
)
,
Y ∗n =
n∑
t=1
(
η∗t − ηˆ∗t
)(
1{η∗t<ξˆn,α} − α
)
,
I∗n(z) =
n∑
t=1
∫ z√
n
0
(
1{η∗t ≤ξˆn,α+s} − 1{η∗t<ξˆn,α}
)
ds,
J∗n(z) =
n∑
t=1
∫ z√
n
+η∗t −ηˆ∗t
z√
n
(
1{η∗t ≤ξˆn,α+s} − 1{η∗t<ξˆn,α}
)
ds.
Subsequently, we look at each term in turn while resorting to Lemmas 4.7 to 4.10
in Appendix 4.A.2. Lemma 4.7 yields X∗n
d∗→ N(0, α(1−α)) almost surely. Further,
5Note that the identity holds not only for u 6= 0 but also for u = 0.
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we notice that Y ∗n neither depends on z nor interacts with it; therefore it can be
disregarded. The term I∗n(z) converges in conditional probability to
z2
2 f(ξα) in
probability by Lemma 4.8. Next, we analyze the asymptotic properties of J∗n(z),
which can be split into J∗n(z) = J
∗
n,1(z) + J
∗
n,2(z) with
J∗n,1(z) =
n∑
t=1
∫ η∗t −ηˆ∗t
0
(
1{η∗t ≤ξˆn,α+ z√n+s}
− 1{η∗t −ξˆn,α−z/√n<0}
)
ds (4.20)
J∗n,2(z) =
n∑
t=1
(
η∗t − ηˆ∗t
)(
1{η∗t<ξˆn,α+ z√n}
− 1{η∗t<ξˆn,α}
)
. (4.21)
Deviating from the proof of Francq and Zako¨ıan (2015), Lemma 4.9 shows that
J∗n,1(z) converges in conditional distribution to a random variable, which does not
depend on z, in probability. We refer to Remark 4.5 in Appendix A.2 for more tech-
nical details. Further, the second term is equal to J∗n,2(z) = zξαf(ξα)Ω
′√n(θˆ∗n −
θˆn
)
+op∗(1) in probability by Lemma 4.10. By the preceding discussion we obtain
Q∗n(z) =
z2
2
f(ξα) + z
(
X∗n + ξαf(ξα)Ω
′√n(θˆ∗n − θˆn))+ J∗n,1(z) + Y ∗n + op∗(1)
in probability. Employing Xiong and Li (2008, Theorem 3.3) and the basic corol-
lary of Hjort and Pollard (2011), we obtain6
√
n(ξˆn,α − ξˆ∗n,α) = ξαΩ′
√
n
(
θˆ∗n − θˆn
)
+
1
f(ξα)
1√
n
n∑
t=1
(1{η∗t<ξˆn,α} − α) + op∗(1)
in probability. Together with (4.18) we have
( √
n(θˆ∗n − θˆn)√
n(ξˆn,α − ξˆ∗n,α)
)
=
(
1
2J
−1 Or×1
1
2ξαΩ
′J−1 1f(ξα)
) 1√n
n∑
t=1
Dˆt
(
η∗2t − 1
)
1√
n
n∑
t=1
(1{η∗t<ξˆn,α} − α)
+op∗(1).
Employing Lemma 4.7 leads to the chapter’s main result.
Theorem 4.3. (Bootstrap consistency) Suppose Assumptions 4.1–4.10 hold with
6Matching notation, we take An(z) = Q∗n(z), which is convex, and set Bn(z) =
z2
2
V +zUn+
Cn, where V = f(ξα), Un = X∗n+ξαf(ξα)Ω′
√
n
(
θˆ∗n− θˆn
)
and Cn+rn(z) = J∗n,1(z)+Y
∗
n +op∗ (1)
with rn(z)
p→ 0 for each z ∈ R. The minimizers of An(z) and Bn(z) are αn = √n(ξˆn,α−ξˆ∗n,α) and
βn = −V −1Un, respectively. The basic corollary of Hjort and Pollard (2011) states αn − βn =
op(1), which implies αn − βn = op∗ (1) in probability (Xiong and Li, 2008, Theorem 3.3).
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a = ±12, b = 12 and c = 6. Then, we have( √
n(θˆ∗n − θˆn)√
n(ξˆn,α − ξˆ∗n,α)
)
d∗→ N(0,Σα)
in probability.
Theorem 4.3 is useful to validate the bootstrap for the conditional VaR esti-
mator. For the asymptotic behavior of the conditional VaR estimator we refer to
(4.13) and the text preceding it. The following corollary is established.
Corollary 4.1. Under the assumptions of Theorem 4.3 the conditional cdfs of√
n
(
V aR
∧∗
n,α − V aR
∧
n,α
)
given Fn and (4.13) given Fn merge in probability.
Its proof is along the lines of the proof of Theorem 2.2. Having proven first-
order asymptotic validity of the bootstrap procedure described in Section 4.4.1,
we turn to constructing bootstrap confidence intervals for VaR.
4.4.3 Bootstrap Confidence Intervals for VaR
Clearly, the VaR evaluation in (4.9) is subject to estimation risk that needs to be
quantified. We propose the following algorithm to obtain approximately 100(1 −
γ)% confidence intervals.
Algorithm 4.2. (Fixed-design bootstrap confidence intervals for VaR)
1. Acquire a set of B bootstrap replicates, i.e. V aR
∧∗(b)
n,α for b = 1, . . . , B, by
repeating Algorithm 4.1.
2. (i) Obtain the equal-tailed percentile (EP) interval[
V aR
∧
n,α − 1√
n
Gˆ∗−1n,B (1 − γ/2), V aR
∧
n,α − 1√
n
Gˆ∗−1n,B (γ/2)
]
(4.22)
with Gˆ∗n,B(x) =
1
B
∑B
b=1 1{√
n
(
V aR
∧∗(b)
n,α −V aR
∧
n,α
)
≤x
}.
(ii) Calculate the reversed-tails (RT) interval[
V aR
∧
n,α +
1√
n
Gˆ∗−1n,B (γ/2), V aR
∧
n,α +
1√
n
Gˆ∗−1n,B (1 − γ/2)
]
. (4.23)
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(iii) Compute the symmetric (SY) interval[
V aR
∧
n,α − 1√
n
Hˆ∗−1n,B (1 − γ), V aR
∧
n,α +
1√
n
Hˆ∗−1n,B (1 − γ)
]
(4.24)
with Hˆ∗n,B(x) =
1
B
∑B
b=1 1{√
n
∣∣V aR∧∗(b)n,α −V aR∧n,α∣∣≤x}.
The interval in (4.22) is obtained by the EP method, that is frequently en-
countered in the bootstrap literature. “Flipping around” its tails leads to the RT
interval given in (4.23), which can be motivated by the results of Falk and Kauf-
mann (1991).7 Clearly, the RT and the EP have equal length. Whereas (4.23) in
its current form emphasizes the interval’s name, RT type intervals are frequently
reported in their reduced form, i.e. the lower and upper bound of (4.23) simplify to
the γ/2 and 1 − γ/2 quantiles of 1B
∑B
b=1 1{V aR∧∗(b)n,α ≤x}, respectively. A RT type
bootstrap interval for the VaR is also constructed in reduced form by Christof-
fersen and Gonc¸alves (2005). Last, the interval in (4.24) presumes symmetry for
rationalizing its construction.
4.5 Numerical Illustration
4.5.1 Monte Carlo Experiment
In order to evaluate the finite sample performance of the proposed bootstrap pro-
cedure a Monte Carlo experiment is conducted. We confine ourselves to four
conditional volatility specifications related to Examples 4.1 and 4.2 in Section 4.2.
The first two are GARCH(1, 1) parameterizations with
(i) high persistence: θ0 =
(
0.05 × 202/252, 0.15, 0.8)′;
(ii) low persistence: θ0 =
(
0.05 × 202/252, 0.4, 0.55)′,
which are similar to the specifications of Gao and Song (2008, Section 4) and
Spierdijk (2016, Section 4.2). In addition, we study two T-GARCH(1, 1) scenarios
likewise associated with high and low persistence:
7In a random sample setting Falk and Kaufmann (1991) prove that the RT bootstrap interval
for quantiles has asymptotically greater coverage than the corresponding EP bootstrap interval.
For additional insights we refer to Hall and Martin (1988).
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(iii) high persistence: θ0 =
(
0.05 × 20/√252, 0.05, 0.10, 0.8)′;
(iv) low persistence: θ0 =
(
0.05 × 20/√252, 0.1, 0.3, 0.55)′.
Within the experiment the VaR level takes two values, i.e. α ∈ {0.01, 0.05}, and
there are two possible innovation distributions: the standard normal distribution
and a Student-t distribution with 6 degrees of freedom.8 We consider four estima-
tion sample sizes, n ∈ {500; 1,000; 5,000; 10,000}, whereas the number of bootstrap
replicates is fixed and equal to B = 2,000. For each model version we simulate
S = 2,000 independent Monte Carlo trajectories.
All simulations are performed on a HP Z640 workstation with 16 cores using
Matlab R2016a. The numerical optimization of the log-likelihood function is car-
ried out employing the build-in function fmincon and running time is reduced by
parallel computing using parfor.
Figure 4.1 displays the density of the distribution of the two-step QMLE es-
timator and the corresponding bootstrap distribution (given a particular sample)
in the high persistence GARCH(1, 1) case for n = 5,000. Figures 4.1(i) to 4.1(iii)
indicate that the bootstrap distribution mimics adequately the finite sample dis-
tribution of the estimator of the volatility parameters. Besides, Figure 4.1(iv)
illustrates that the bootstrap approximation works as well for the distribution of
the quantile estimator. Moreover, all density plots are roughly bell-shaped sup-
porting the theoretical implications of Theorem 4.2 and 4.3.
Table 4.1 reports the results of the three 90%–bootstrap intervals for the 5%–
VaR when the innovation distribution is Student-t (henceforth referred to as base-
line). In the GARCH(1, 1) high persistence case (Panel I, right), we see that
average coverage varies around 90% across all sample sizes for the RT and the
SY interval. In contrast, the EP interval falls short of the nominal 90% by 5.75
percentage points (pp) for small sample size (n = 500). Nevertheless, its average
coverage approaches the nominal value as the sample size increases. Remarkably,
for all three intervals the average rate of the conditional VaR being below the
interval is considerably less than the average rate of the conditional VaR being
above the interval when the sample size is small (n = 500). Regarding the inter-
vals’ length, we observe that the SY interval is on average larger than the EP/RT
interval. As the sample size increases this gap diminishes and the intervals’ av-
erage lengths shrink. Considering the low persistent case (Panel I, left) we find
8The Student-t innovations are appropriately standardized to satisfy Eη2t = 1.
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(i)
√
n(ωˆn − ω0) vs. √n(ωˆ∗n − ωˆn) (ii)
√
n(αˆn − α0) vs. √n(αˆ∗n − αˆn)
(iii)
√
n(βˆn − β0) vs. √n(βˆ∗n − βˆn) (iv)
√
n(ξˆn,α−ξα) vs.√n(ξˆ∗n,α−ξˆn,α)
Figure 4.1: Density estimates for the distribution of the 2-step QMLE (full
line) based on S = 2,000 simulations and the fixed-design bootstrap distribution
(dashed line) based on B = 2,000 replications. α is set to 0.05 and the DGP is a
GARCH(1, 1) with θ0 = (0.08, 0.15, 0.8)
′, sample size n = 5,000 and (normalized)
Student-t innovations (6 degrees of freedom).
similar results regarding the intervals’ average coverage, yet their average lengths
turn out to be smaller compared to the high persistent case. This is intuitive as
the conditional volatility tends to vary less in the low persistent case. Regarding
the T-GARCH(1, 1) in Panel II, the overall picture is similar as in the GARCH
case, however the under-coverage of the EP interval in small samples appears to
be more extreme.
Next, we consider deviations from the baseline specification. In particular,
we study a change in the innovation distribution F (Table 4.2), a change in the
VaR level α (Table 4.3) and a change in intervals’ nominal coverage probability
100(1− γ)% (Table 4.4). While Table 4.5 draws attention to the average coverage
gap between the EP and the RT bootstrap interval, Table 4.6 permits a comparison
of the fixed-design bootstrap with its recursive-design counterpart.
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 84.50 6.30/9.20 0.431 84.25 6.30/9.45 0.582
RT 91.50 3.75/4.75 0.431 91.45 3.40/5.15 0.582
SY 90.40 3.60/6.00 0.443 90.10 3.65/6.25 0.596
1,000 EP 87.05 5.05/7.90 0.305 86.45 6.05/7.50 0.417
RT 91.55 3.75/4.70 0.305 91.05 4.50/4.45 0.417
SY 91.15 3.55/5.30 0.310 90.30 4.75/4.95 0.424
5,000 EP 87.45 6.15/6.40 0.144 87.85 5.70/6.45 0.191
RT 90.35 5.30/4.35 0.144 89.50 5.25/5.25 0.191
SY 89.75 5.35/4.90 0.145 89.70 4.80/5.50 0.192
10,000 EP 87.95 5.40/6.65 0.103 88.30 5.40/6.30 0.135
RT 89.75 4.95/5.30 0.103 89.70 4.90/5.40 0.135
SY 89.55 4.80/5.65 0.103 89.40 4.95/5.65 0.136
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 82.80 6.10/11.10 0.104 82.35 6.25/11.40 0.214
RT 90.20 4.20/5.60 0.104 91.30 3.50/5.20 0.214
SY 89.15 4.05/6.80 0.107 90.10 2.95/6.95 0.219
1,000 EP 84.45 6.00/9.55 0.076 82.95 6.90/10.15 0.156
RT 90.10 4.60/5.30 0.076 90.75 4.50/4.75 0.156
SY 89.00 4.35/6.65 0.077 89.10 4.55/6.35 0.159
5,000 EP 88.40 5.35/6.25 0.035 88.30 4.95/6.75 0.073
RT 90.35 5.20/4.45 0.035 90.45 4.80/4.75 0.073
SY 90.75 4.70/4.55 0.035 89.75 4.45/5.80 0.074
10,000 EP 87.85 4.95/7.20 0.026 87.95 5.40/6.65 0.053
RT 89.75 4.60/5.65 0.026 89.55 5.10/5.35 0.053
SY 89.35 4.45/6.20 0.026 89.30 4.95/5.75 0.054
Table 4.1: The table reports distinct features of the fixed-design bootstrap con-
fidence intervals for the conditional VaR at level α = 0.05 with nominal cov-
erage 1 − γ = 90%. For each interval type and different sample sizes (n), the
interval’s average coverage rates (in %), the average rate of the conditional VaR
being below/above the interval (in %) and the interval’s average length are tab-
ulated. The intervals are based on B = 2,000 bootstrap replications and the
averages are computed using S = 2,000 simulations. Panel I presents the results
for the low and high persistence parametrization of a GARCH(1,1) with (normal-
ized) Student-t innovations (6 degrees of freedom), whereas in Panel II the
DGP is a Student-t T-GARCH(1,1).
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 85.10 6.75/8.15 0.384 83.10 7.75/9.15 0.472
RT 91.45 3.10/5.45 0.384 89.70 3.60/6.70 0.472
SY 90.85 3.50/5.65 0.396 88.65 4.20/7.15 0.482
1,000 EP 85.25 7.10/7.65 0.261 87.55 5.55/6.90 0.335
RT 91.00 3.50/5.50 0.261 91.10 3.25/5.65 0.335
SY 89.50 4.30/6.20 0.266 90.85 3.55/5.60 0.340
5,000 EP 87.50 5.30/7.20 0.121 87.85 5.55/6.60 0.149
RT 90.20 4.35/5.45 0.121 89.30 4.85/5.85 0.149
SY 89.75 4.30/5.95 0.122 89.15 4.95/5.90 0.150
10,000 EP 88.85 5.65/5.50 0.086 89.25 5.30/5.45 0.105
RT 90.50 4.55/4.95 0.086 90.30 4.70/5.00 0.105
SY 90.40 4.85/4.75 0.087 90.10 4.95/4.95 0.106
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 85.15 5.90/8.95 0.086 83.50 6.65/9.85 0.173
RT 90.10 3.30/6.60 0.086 90.20 2.85/6.95 0.173
SY 89.45 3.75/6.80 0.088 89.15 3.60/7.25 0.178
1,000 EP 84.80 5.95/9.25 0.061 84.60 6.60/8.80 0.125
RT 90.05 3.85/6.10 0.061 90.90 3.25/5.85 0.125
SY 89.50 3.85/6.65 0.062 89.55 4.05/6.40 0.128
5,000 EP 87.95 5.30/6.75 0.028 86.85 5.60/7.55 0.057
RT 89.90 4.40/5.70 0.028 88.65 4.50/6.85 0.057
SY 89.55 4.55/5.90 0.028 88.35 4.65/7.00 0.058
10,000 EP 89.70 4.70/5.60 0.020 88.60 5.25/6.15 0.041
RT 90.60 4.40/5.00 0.020 90.50 4.45/5.05 0.041
SY 90.95 4.15/4.90 0.020 90.25 4.65/5.10 0.041
Table 4.2: The table reports distinct features of the fixed-design bootstrap con-
fidence intervals for the conditional VaR at level α = 0.05 with nominal cov-
erage 1 − γ = 90%. For each interval type and different sample sizes (n), the
interval’s average coverage rates (in %), the average rate of the conditional VaR
being below/above the interval (in %) and the interval’s average length are tab-
ulated. The intervals are based on B = 2,000 bootstrap replications and the
averages are computed using S = 2,000 simulations. Panel I presents the results
for the low and high persistence parametrization of a GARCH(1,1) with Gaussian
innovations, whereas in Panel II the DGP is a Gaussian T-GARCH(1,1).
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The simulation results for the scenario when the ηt’s follow a standard normal
distribution are tabulated in Table 4.2. Although the error distribution underlying
the QMLE is correctly specified in this case, the qualitative results stated above
with regard to Table 4.1 persist: the RT and the SY intervals possess accurate
coverage rates across sample sizes, whereas the EP interval exhibits under-coverage
in samples of modest size. Although falling short of the nominal coverage value,
the EP intervals exhibit a tendency of improved average coverage, e.g. 83.50% in
the in the high-persistent T-GARCH case with n = 500 compared to 80.45% in
Table 4.1. Moreover, we observe that the intervals are on average shorter in the
Gaussian case than in the baseline case. This seems partially driven by a smaller
variance of ξˆn,α; for α = 0.05 the asymptotic variance ζα in (4.10) is equal to 3.11
in the Gaussian case compared to 5.72 in the Student-t case with 6 degrees of
freedom.
Table 4.3 focuses on the VaR at level α = 0.01 instead. In comparison to Table
4.1 it is striking that the EP interval performs worse in terms of average coverage
(especially for smaller sample sizes). Take note that this attribute is mainly driven
by differences in the right tail of the bootstrap density. In contrast, the average
coverage of the RT and the SY interval remain varying around 90% for n ≥ 5,000
while a small loss of accuracy occurs in shorter samples. Coherent with a value
of ζα around 32 at α = 0.01 in the Student-t case, we find the intervals for the
1%−V aR to be on average considerably longer than the intervals for the 5%−V aR
in the baseline case.
Increasing the intervals’ nominal value from 90% to 95%, Table 4.4 presents the
results of the three 95%–bootstrap intervals for the 5%–VaR. Again, the RT and
the SY intervals perform well in terms of coverage: across sample sizes their average
coverages are fairly close to 95%. Once more, the EP interval falls short of the
nominal coverage value, yet the discrepancy appears to be less in comparison to the
baseline. For example in the high-persistent GARCH case with n = 500, the EP
interval falls short by 95%−90.25% = 4.75pp compared to 90%−84.25% = 5.75pp
(see Table 4.1).
The question arises why the EP interval performs worse than the other two
interval types in small samples, which seems counter-intuitive at first. Howbeit
the results are in line with the theoretical findings of Falk and Kaufmann (1991,
unnumbered Corollary, p. 488). In a random sample setting they prove that the
RT bootstrap interval for quantiles has asymptotically greater coverage than the
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 78.40 7.40/14.20 0.918 79.65 7.00/13.35 1.227
RT 89.45 2.40/8.15 0.918 89.70 2.05/8.25 1.227
SY 87.85 2.60/9.55 0.955 88.55 2.60/8.85 1.272
1,000 EP 81.45 5.75/12.80 0.657 82.00 5.60/12.40 0.886
RT 90.40 2.30/7.30 0.657 89.90 3.05/7.05 0.886
SY 88.95 2.85/8.20 0.679 88.80 3.20/8.00 0.914
5,000 EP 85.30 5.80/8.90 0.306 85.95 5.05/9.00 0.407
RT 91.30 3.60/5.10 0.306 91.05 3.50/5.45 0.407
SY 90.45 3.65/5.90 0.312 90.40 3.40/6.20 0.413
10,000 EP 86.25 6.30/7.45 0.218 87.00 5.75/7.25 0.289
RT 90.45 4.80/4.75 0.218 90.20 4.75/5.05 0.289
SY 89.35 5.30/5.35 0.221 89.45 4.90/5.65 0.292
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 77.95 7.00/15.05 0.219 77.70 7.70/14.60 0.449
RT 88.35 2.20/9.45 0.219 88.65 1.70/9.65 0.449
SY 86.65 2.60/10.75 0.228 88.10 1.95/9.95 0.467
1,000 EP 80.55 5.50/13.95 0.160 79.60 6.55/13.85 0.330
RT 89.95 2.10/7.95 0.160 89.45 2.55/8.00 0.330
SY 87.75 2.60/9.65 0.165 87.25 3.20/9.55 0.341
5,000 EP 86.25 4.85/8.90 0.074 85.50 5.55/8.95 0.155
RT 91.40 3.70/4.90 0.074 91.80 3.70/4.50 0.155
SY 90.20 3.60/6.20 0.075 90.25 3.75/6.00 0.157
10,000 EP 87.50 5.25/7.25 0.054 86.50 6.10/7.40 0.112
RT 91.25 4.00/4.75 0.054 90.90 4.50/4.60 0.112
SY 90.25 4.05/5.70 0.055 89.85 4.65/5.50 0.114
Table 4.3: The table reports distinct features of the fixed-design bootstrap con-
fidence intervals for the conditional VaR at level α = 0.01 with nominal cov-
erage 1 − γ = 90%. For each interval type and different sample sizes (n), the
interval’s average coverage rates (in %), the average rate of the conditional VaR
being below/above the interval (in %) and the interval’s average length are tab-
ulated. The intervals are based on B = 2,000 bootstrap replications and the
averages are computed using S = 2,000 simulations. Panel I presents the results
for the low and high persistence parametrization of a GARCH(1,1) with (normal-
ized) Student-t innovations (6 degrees of freedom), whereas in Panel II the
DGP is a Student-t T-GARCH(1,1).
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 90.20 3.25/6.55 0.515 90.25 3.30/6.45 0.696
RT 96.00 1.70/2.30 0.515 96.40 1.45/2.15 0.696
SY 95.55 1.35/3.10 0.534 95.15 1.50/3.35 0.720
1,000 EP 92.65 2.45/4.90 0.364 91.80 3.45/4.75 0.498
RT 96.10 2.05/1.85 0.364 95.65 2.20/2.15 0.498
SY 95.75 1.40/2.85 0.373 95.30 2.00/2.70 0.510
5,000 EP 92.95 3.45/3.60 0.171 93.25 2.85/3.90 0.228
RT 95.65 2.15/2.20 0.171 95.30 2.20/2.50 0.228
SY 94.90 2.50/2.60 0.173 95.05 2.20/2.75 0.230
10,000 EP 93.05 3.00/3.95 0.122 93.20 2.90/3.90 0.161
RT 94.70 2.65/2.65 0.122 94.70 2.45/2.85 0.161
SY 94.45 2.65/2.90 0.123 94.10 2.35/3.55 0.162
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 88.70 3.50/7.80 0.125 88.45 3.75/7.80 0.256
RT 95.60 1.90/2.50 0.125 96.25 1.30/2.45 0.256
SY 94.40 1.60/4.00 0.129 94.85 1.45/3.70 0.266
1,000 EP 89.90 3.65/6.45 0.090 90.50 3.40/6.10 0.186
RT 95.55 2.00/2.45 0.090 95.45 1.85/2.70 0.186
SY 94.70 2.00/3.30 0.093 94.50 1.95/3.55 0.192
5,000 EP 93.70 2.65/3.65 0.042 93.55 2.30/4.15 0.087
RT 95.50 2.50/2.00 0.042 95.65 2.40/1.95 0.087
SY 95.20 2.30/2.50 0.042 95.45 2.00/2.55 0.088
10,000 EP 93.90 2.30/3.80 0.031 93.25 2.90/3.85 0.064
RT 95.10 2.50/2.40 0.031 94.95 2.35/2.70 0.064
SY 94.95 2.25/2.80 0.031 94.70 2.35/2.95 0.064
Table 4.4: The table reports distinct features of the fixed-design bootstrap con-
fidence intervals for the conditional VaR at level α = 0.05 with nominal cov-
erage 1 − γ = 95%. For each interval type and different sample sizes (n), the
interval’s average coverage rates (in %), the average rate of the conditional VaR
being below/above the interval (in %) and the interval’s average length are tab-
ulated. The intervals are based on B = 2,000 bootstrap replications and the
averages are computed using S = 2,000 simulations. Panel I presents the results
for the low and high persistence parametrization of a GARCH(1,1) with (normal-
ized) Student-t innovations (6 degrees of freedom), whereas in Panel II the
DGP is a Student-t T-GARCH(1,1).
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corresponding EP bootstrap interval. The emerging gap9
(i) tends to be smaller for larger sample sizes,
(ii) tends to be larger for more extreme quantiles and
(iii) tends to vary with the nominal coverage rate in a non-monotonic way.
Sample
size
(1) (2) (3) (4) (1) (2) (3) (4)
Panel I: GARCH(1, 1)
low persistence high persistence
500 7.00 6.35 11.05 5.80 7.20 6.60 10.05 6.15
1,000 4.50 5.75 8.95 3.45 4.60 3.55 7.90 3.85
5,000 2.90 2.70 6.00 2.70 1.65 1.45 5.10 2.05
10,000 1.80 1.65 4.20 1.65 1.40 1.05 3.20 1.50
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 7.40 4.95 10.40 6.90 8.95 6.70 10.95 7.80
1,000 5.65 5.25 9.40 5.65 7.80 6.30 9.85 4.95
5,000 1.95 1.95 5.15 1.80 2.15 1.80 6.30 2.10
10,000 1.90 0.90 3.75 1.20 1.60 1.90 4.40 1.70
Table 4.5: The table reports the average coverage gap between the RT and the
EP fixed-design bootstrap interval in percentage points. For different sample sizes
(n) Panel I presents the results for the low and high persistence parameterization
of a GARCH(1, 1), whereas Panel II displays the results for the corresponding
T-GARCH(1, 1) processes.
(1) - Table 4.1: 5%–VaR, Student-t innovations and 90% nominal coverage (base-
line)
(2) - Table 4.2: 5%–VaR, Gaussian innovations and 90% nominal coverage
(3) - Table 4.3: 1%–VaR, Student-t innovations and 90% nominal coverage
(4) - Table 4.4: 5%–VaR, Student-t innovations and 95% nominal coverage
Table 4.5 presents the average coverage gap between the EP and the RT
bootstrap interval of the conditional VaR. For example, in the low persistence
GARCH(1, 1) case of the baseline with n = 500, the average coverage gap amounts
to 91.50%− 84.50% = 7.00pp (see also Table 4.1). It is striking that all values are
9We neglect their o(n−1/2) term. Take note that the theoretical results of Falk and Kaufmann
(1991) are not directly applicable in our setting due to GARCH-type effects.
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positive within Table 4.5, which highlights the superiority of the RT bootstrap in-
terval over the EP bootstrap interval. Further, it is eminent that average coverage
gap tends to decrease with increasing sample size, which supports (i). Comparing
columns (1) and (3) we also find that the average coverage gap tends to be larger
for the 1%–VaR than for the 5%–VaR, which gives rise to (ii). Regarding (iii),
the result of Falk and Kaufmann (1991, unnumbered Corollary, p. 488) suggests
that the gap slightly decreases when increasing the nominal coverage from 90% to
95%. Such tendency is precisely observed when comparing columns (1) and (4) of
Table 4.5.
With regard to Remark 4.2 in Section 4.4, Table 4.6 reports the simulation
results for the recursive-design bootstrap. We refer to Appendix 4.B for computa-
tional details. In comparison to the fixed-design approach (see Table 4.1) we find
that the recursive-design method performs similarly in terms of average coverage
for each interval type, which corresponds to the simulation results of Cavaliere
et al. (2018). It is striking, however, that the intervals’ average lengths are larger
in the recursive-design than in the fixed-design setup. For example, in the high
persistence GARCH case (Panel I, right) for n = 500 the average length in the
recursive-design approach is 0.605 for the EP/RT interval compared to 0.582 in
the fixed-design. As the sample size increases this difference disappears. Re-
garding the running time, the fixed-design bootstrap scheme operates faster than
its recursive-design counterpart, e.g. in the T-GARCH high persistence case for
n = 500, applying Algorithm 4.2 with B = 2,000 takes roughly 2.7 seconds whereas
its recursive-design competitor takes about 2.9 seconds per simulation.
In summary, the simulations suggest that for both bootstrap designs the RT
and the SY bootstrap interval work well in terms of average coverage even though
their tails are unequally represented for smaller sample sizes. In contrast, for both
bootstrap designs the EP interval falls short of its nominal coverage, which is in
line with the theoretical findings of Falk and Kaufmann (1991). Since the fixed RT
method leads on average to shorter intervals than the corresponding SY method
and its recursive-design counterpart, this suggests to favor the fixed-design RT
bootstrap interval in (4.23).
118
4.5 Numerical Illustration
Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 85.00 5.95/9.05 0.442 85.05 5.45/9.50 0.605
RT 91.05 4.20/4.75 0.442 91.25 3.95/4.80 0.605
SY 91.40 3.15/5.45 0.459 91.05 3.05/5.90 0.629
1,000 EP 87.00 4.50/8.50 0.309 86.50 5.55/7.95 0.425
RT 91.60 4.00/4.40 0.309 91.20 4.45/4.35 0.425
SY 91.70 3.15/5.15 0.317 91.00 4.05/4.95 0.436
5,000 EP 87.75 6.25/6.00 0.144 87.90 5.50/6.60 0.191
RT 90.10 5.20/4.70 0.144 89.80 5.15/5.05 0.191
SY 90.05 5.10/4.85 0.146 89.70 4.80/5.50 0.193
10,000 EP 87.95 5.45/6.60 0.103 89.00 4.80/6.20 0.135
RT 89.70 5.00/5.30 0.103 89.30 5.35/5.35 0.135
SY 89.50 4.95/5.55 0.103 89.15 5.10/5.75 0.136
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 82.90 5.65/11.45 0.106 82.65 6.00/11.35 0.216
RT 89.80 4.60/5.60 0.106 91.45 3.50/5.05 0.216
SY 89.50 3.90/6.60 0.110 90.50 2.90/6.60 0.224
1,000 EP 84.50 6.00/9.50 0.077 83.25 6.80/9.95 0.158
RT 90.30 4.70/5.00 0.077 90.55 4.55/4.90 0.158
SY 89.90 3.95/6.15 0.079 89.70 4.20/6.10 0.162
5,000 EP 88.15 5.45/6.40 0.035 88.40 4.80/6.80 0.074
RT 90.25 5.35/4.40 0.035 90.10 5.15/4.75 0.074
SY 90.50 4.90/4.60 0.036 90.50 4.15/5.35 0.075
10,000 EP 87.80 5.00/7.20 0.026 88.50 5.10/6.40 0.054
RT 89.35 4.90/5.75 0.026 89.80 5.05/5.15 0.054
SY 89.50 4.40/6.10 0.026 89.75 4.65/5.60 0.054
Table 4.6: The table reports distinct features of the recursive-design bootstrap
confidence intervals for the conditional VaR at level α = 0.05 with nominal
coverage 1 − γ = 90%. For each interval type and different sample sizes (n),
the interval’s average coverage rates (in %), the average rate of the conditional
VaR being below/above the interval (in %) and the interval’s average length are
tabulated. The intervals are based on B = 2,000 bootstrap replications and the
averages are computed using S = 2,000 simulations. Panel I presents the results for
the low and high persistence parametrization of a GARCH(1,1) with (normalized)
Student-t innovations (6 degrees of freedom), whereas in Panel II the DGP
is a Student-t T-GARCH(1,1).
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4.5.2 Empirical Application
We analyze the French stock market index CAC 40 for the period January 1, 1998
– July 1, 2018. The index values for the period are retrieved from Yahoo Finance
and daily (log-) returns (expressed in %) are computed using t = 100 log(pt/pt−1),
where pt denotes the closing value of the index at trading day t. Figure 4.2(i) dis-
(i) Returns of CAC 40 (ii) Histogram of the residuals ηˆt’s
Figure 4.2: The returns of the French stock market index CAC 40 are plotted in
(i) for the period January 1, 1998 – July 1, 2018. The histogram of the residuals
is plotted in (ii) after fitting a T-GARCH(1, 1) model to the subperiod January 1,
1998 – December 31, 2017. A scaled normal density is superimposed.
plays the resulting series of returns. We disregard the observations of the year
2018, which we leave for the out-of-sample evaluation, yielding n = 5,100 remain-
ing observations (i.e. Jan. 1, 1998 - Dec. 31, 2017). For the volatility process we
consider the T-GARCH(1, 1) model specified in Example 4.2.10 Table 4.7 reports
the corresponding point estimates with standard errors obtained by bootstrap-
ping based on Algorithm 4.1. As documented in numerous studies we find that
the volatility persistence is close to unity. In contrast, the point estimate αˆ+n is
rather small. Further, we observe that αˆ−n is considerably larger than αˆ
+
n indicat-
ing a strong leverage effect, i.e. negative returns tend to increase volatility by more
than positive returns of the same magnitude. Figure 4.2(ii) plots the histogram
of the residuals with the normal distribution superimposed. We find that a (nor-
malized) Student-t distribution with 10 degrees of freedom provides an improved
10We also consider an Asymmetric Power GARCH model (Ding, Granger, and Engle, 1993),
i.e. σδt+1 = ω0 + α
+
0 (
+
t )
δ + α−0 (
−
t )
δ + β0σδt with δ > 0, which nests the GARCH(1, 1) model
(δ = 2, α+0 = α
−
0 ) and the T-GARCH(1, 1) model (δ = 1) of Examples 4.1 and 4.2. In practice,
the impact of the power δ on the volatility is minor and the QML approach of Hamadeh and
Zako¨ıan (2011) suggests a δ of 1.03 in favor for the T-GARCH specification.
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ωˆn αˆ
+
n αˆ
−
n βˆn
point estimate 0.0246 0.0150 0.1340 0.9237
std. error 0.0039 0.0099 0.0112 0.0084
Table 4.7: T-GARCH(1, 1) estimates for the subperiod January 1, 1998 – De-
cember 31, 2017. The standard errors are obtained by applying the fixed-design
residual bootstrap with B = 2,000 bootstrap replications.
fit, for which Assumption 4.5(iii) is met.
Next, we perform a rolling window analysis starting with subperiod January
1, 1998 – December 31, 2017 and ending with subperiod July 8, 1998 – June
30, 2018. We have 125 subperiods each consisting of n = 5,100 observations.
For each rolling window period we fit a T-GARCH(1, 1) model and estimate the
one-period-ahead conditional VaR associated with level α = 0.05. Further, we
obtain the associated 95%-confidence intervals based on bootstrap (fixed-design
RT and recursive-design RT) and asymptotic normality, where the latter is given
in (4.14). For example, for the first window the T-GARCH(1, 1) estimates are
reported in Table 4.7 and the conditional 5%-VaR of the one-period ahead (i.e.
January 2, 2018) is estimated by 1.48. The corresponding intervals are [1.39, 1.58]
(fixed-design), [1.38, 1.57] (recursive-design) and [1.41, 1.55] (asymp. normality).
Whereas both bootstrap methods yield RT intervals of (approx.) equal length, it
is striking that the interval based on the asymptotic approximation is considerably
shorter. The results of the rolling window analysis are visualized in Figure 4.3. It
plots the realized return together with (the opposite of) the estimated conditional
VaR. For clarity we only indicate the lower and upper bound of the 95% RT
fixed-design bootstrap interval. We observe that in more turbulent times (e.g.
February, 2018), the estimated VaR amplifies. In such volatile periods we expect
the estimation risk to increase and, accordingly, we find wider bootstrap confidence
intervals.
4.6 Concluding Remarks
We study the two-step estimation procedure of Francq and Zako¨ıan (2015) associ-
ated with the conditional VaR. In the first step, the conditional volatility parame-
ters are estimated by QMLE, while the second step corresponds to approximating
the quantile of the innovations’ distribution by the empirical quantile of the resid-
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Figure 4.3: Returns (solid, blue) and the estimated conditional VaR (solid, green)
for the period January 1, 2018 – July 1, 2018. The estimation rests on the 5,100
preceding observations. Lower and upper bounds for the conditional VaR (dashed,
green) are based on the fixed-design bootstrap scheme using the RT method with
1 − γ = 95%.
uals. A fixed-design residual bootstrap method is proposed to mimic the finite
sample distribution of the two-step estimator and its consistency is proven under
mild assumptions. In addition, an algorithm is provided for the construction of
bootstrap intervals for the conditional VaR to take into account the uncertainty
induced by estimation. Three interval types are suggested and a large-scale sim-
ulation study is conducted to investigate their performance in finite samples. We
find that the equal-tailed percentile interval based on the fixed-design residual
bootstrap tends to fall short of its nominal value, whereas the corresponding in-
terval based on reversed tails yields accurate average coverage combined with the
shortest average length. Although the result seems counter-intuitive at first, it is
in line with the theoretical findings of Falk and Kaufmann (1991). In the sim-
ulation study we also consider the recursive-design residual bootstrap. It turns
out that the recursive-design and the fixed-design bootstrap perform similar in
terms of average coverage. Yet in smaller samples the fixed-design scheme leads
on average to shorter intervals. Further, the interval estimation by means of the
fixed-design residual bootstrap is illustrated in an empirical application to daily
returns of the French stock index CAC 40.
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4.A Auxiliary Results and Proofs
4.A.1 Non-bootstrap Lemmas
In analogy to Dt(θ) and Dˆt we write Ht(θ) =
1
σt(θ)
∂2σt(θ)
∂θ∂θ′ and Hˆt = H˜t(θˆn) with
H˜t(θ) =
1
σ˜t(θ)
∂2σ˜t(θ)
∂θ∂θ . Further, we introduce
St = sup
θ∈V (θ0)
σt(θ0)
σt(θ)
, Tt = sup
θ∈V (θ0)
σt(θ)
σt(θ0)
,
Ut = sup
θ∈V (θ0)
||Dt(θ)||, Vt = sup
θ∈V (θ0)
||Ht(θ)||,
(4.25)
and stress that {St}, {Tt}, {Ut} and {Vt} are strictly stationary and ergodic
processes (cf. Francq and Zako¨ıan, 2011, p. 182/405).
Lemma 4.1. Suppose Assumptions 4.1, 4.2, 4.3, 4.4(i), 4.5(i), 4.6 and 4.9(i)
hold with a = −1. Then, we have supx∈R |Fˆn(x) − F (x)| a.s.→ 0.
Proof. The proof follows Berkes and Horva´th (2003, Theorem 2.1 and Lemma 5.1)
and consists of three parts. First, we show that for any ε > 0 there is a τ > 0 such
that
lim sup
n→∞
sup
θ∈Vτ (θ0)
∣∣∣∣ 1n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} − F (x)
∣∣∣∣
≤ 2
(
F
(
x+ ε|x|)− F (x− ε|x|)) (4.26)
almost surely for any x ∈ R, where Vτ (θ0) =
{
θ ∈ Θ : ||θ − θ0|| ≤ τ
}
. In the
second step, we show Fˆn(x)
a.s.→ F (x) for any x ∈ R using (4.26) and thereafter
prove supx∈R |Fˆn(x) − F (x)| a.s.→ 0.
Let ε > 0 and note that σt ≥ ω by Assumption 4.3. Together with Assumption
4.4(i), there exists a random variable n0 such that C1ρ
t/σt(θ0) ≤ ε for all t > n0.
Then
1
n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} ≤
1
n
n∑
t=1
1{ηt≤xσt(θ)/σt(θ0)+|x|C1ρt/σt(θ0)}
≤n0
n
+
1
n
n∑
t=1
1{ηt≤xσt(θ)/σt(θ0)+ε|x|}
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holds almost surely. Let τ > 0 (to be specified); for any θ ∈ Vτ (θ0) we get
1
n
n∑
t=1
1{ηt≤xσt(θ)/σt(θ0)+ε|x|} ≤
1
n
n∑
t=1
1{ηt≤supθ∈Vτ (θ0) xσt(θ)/σt(θ0)+ε|x|}
almost surely. The uniform ergodic theorem for strictly stationary sequences (cf.
Francq and Zako¨ıan, 2011, p. 181), henceforth called the uniform ergodic theorem,
and Assumptions 4.2, 4.3 and 4.5(i) yield
1
n
n∑
t=1
1{ηt≤supθ∈Vτ (θ0) xσt(θ)/σt(θ0)+ε|x|}
a.s.→E1{ηt≤supθ∈Vτ (θ0) xσt(θ)/σt(θ0)+ε|x|}
=EF
(
sup
θ∈Vτ (θ0)
xσt(θ)/σt(θ0) + ε|x|
)
.
Assumptions 4.3 and 4.9(i) with a = −1 imply limτ→0 supθ∈Vτ (θ0) xσt(θ)/σt(θ0) =
x almost surely. Thus, the dominated convergence theorem entails
lim
τ→0
EF
(
sup
θ∈Vτ (θ0)
xσt(θ)/σt(θ0) + ε|x|
)
= F (x+ ε|x|).
Putting the results together, we get that for every ε > 0, there is a τ > 0 such
that
lim sup
n→∞
sup
θ∈Vτ (θ0)
1
n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} ≤ F (x) + 2
(
F
(
x+ ε|x|)− F (x))
almost surely for any x ∈ R. Similarly it can be shown that for every ε > 0, there
is a τ > 0 such that
lim inf
n→∞ infθ∈Vτ (θ0)
1
n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} ≥ F (x) − 2
(
F (x) − F (x− ε|x|)).
almost surely for any x ∈ R. Combining both results, we establish (4.26).
Next, we show Fˆn(x)
a.s.→ F (x) for any x ∈ R. Let δ > 0; by continuity of F (see
Assumption 4.5(i)), there is a ε > 0 such that
∣∣F (x+ ε|x|)− F (x− ε|x|)∣∣ < δ/2.
Employing equation (4.26), there are τ > 0 and a random variable n1 such that
sup
θ∈Vτ (θ0)
∣∣∣∣ 1n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} − F (x)
∣∣∣∣ < δ
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for all n ≥ n1. Since θˆn a.s.→ θ0 by Theorem 4.1 there is a random variable n2 such
that θˆn ∈ Vτ (θ0) for all n ≥ n2. Thus,
∣∣Fˆn(x) − F (x)∣∣ ≤ sup
θ∈Vτ (θ0)
∣∣∣∣ 1n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} − F (x)
∣∣∣∣ < δ
for all n ≥ max{n1, n2}, which establishes Fˆn(x) a.s.→ F (x) for any x ∈ R. Using
Po´lya’s lemma (cf. Roussas, 1997, p. 206), we establish supx∈R |Fˆn(x)−F (x)| a.s.→ 0
completing the proof.
Lemma 4.2. Suppose Assumptions 4.1–4.3, 4.4(i) and 4.5(i) hold.
(i) If in addition Assumptions 4.4(ii) and 4.9(ii) hold with b = 1, then Ωˆn
a.s.→ Ω.
(ii) If in addition Assumptions 4.4(ii) and 4.9(ii) hold with b = 2, then Jˆn
a.s.→ J .
(iii) If in addition Assumptions 4.4(ii) and 4.9(iii) hold with c = 1, then 1n
n∑
t=1
Hˆt
a.s.→
E[Ht].
(iv) If in addition Assumptions 4.5(iii) and 4.9(i) hold with a = 4, then we have
1
n
n∑
t=1
ηˆmt 1{l≤ηˆt<u}
a.s.→ E[ηmt 1{l≤ηt<u}] for m ∈ {0, 1, 2, 3, 4} and l ≤ u.
Proof. Consider the first statement and expand
1
n
n∑
t=1
Dˆt =
1
n
n∑
t=1
Dt(θˆn)︸ ︷︷ ︸
I
+
1
n
n∑
t=1
(
D˜t(θˆn) −Dt(θˆn)
)
︸ ︷︷ ︸
II
.
Focusing on I, we take ε > 0 and let e1, . . . , er denote the unit vectors spanning
Rr. Since Dt(θ) is continuous in θ we can take Vε(θ0) ⊆ V (θ0) such that
E
[
e′iDt
]− ε < E[ inf
θ∈Vε(θ0)
e′iDt(θ)
]
≤ E
[
sup
θ∈Vε(θ0)
e′iDt(θ)
]
< E
[
e′iDt
]
+ ε
for all i = 1, . . . , r. Since θˆn
a.s.→ θ0 (Theorem 4.1), we have θˆn ∈ Vε(θ0) almost
surely. Together with the uniform ergodic theorem we obtain
1
n
n∑
t=1
e′iDt(θˆn)
a.s.≤ 1
n
n∑
t=1
sup
θ∈Vε(θ0)
e′iDt(θ)
a.s.→ E
[
sup
θ∈Vε(θ0)
e′iDt(θ)
]
< E
[
e′iDt
]
+ ε
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1
n
n∑
t=1
e′iDt(θˆn)
a.s.≥ 1
n
n∑
t=1
inf
θ∈Vε(θ0)
e′iDt(θ)
a.s.→ E
[
inf
θ∈Vε(θ0)
e′iDt(θ)
]
> E
[
e′iDt
]− ε.
Taking ε ↘ 0 establishes 1n
∑n
t=1 e
′
iDt(θˆn)
a.s.→ E[e′iDt] for all i yielding I a.s.→
E[Dt] = Ω. Regarding II, we note that for each θ ∈ Θ, Assumption 4.4 implies
∣∣∣∣D˜t(θ) −Dt(θ)∣∣∣∣ = ∣∣∣∣∣∣∣∣ 1σ˜t(θ) ∂σ˜t(θ)∂θ − 1σt(θ) ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣ 1σ˜t(θ)
(
∂σ˜t(θ)
∂θ
− ∂σt(θ)
∂θ
)
+
σt(θ) − σ˜t(θ)
σ˜t(θ)
1
σt(θ)
∂σt(θ)
∂θ
∣∣∣∣∣∣∣∣
≤ 1
σ˜t(θ)
∣∣∣∣∣∣∣∣∂σ˜t(θ)∂θ − ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣+ |σt(θ) − σ˜t(θ)|σ˜t(θ)
∣∣∣∣∣∣∣∣ 1σt(θ) ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣
≤C1ρ
t
ω
+
C1ρ
t
ω
∣∣∣∣Dt(θ)∣∣∣∣ = C1ρt
ω
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣).
(4.27)
We obtain
||II|| ≤ 1
n
n∑
t=1
∣∣∣∣D˜t(θˆn) −Dt(θˆn)∣∣∣∣ ≤ C1
ω
1
n
n∑
t=1
ρt
(
1 +
∣∣∣∣Dt(θˆn)∣∣∣∣)
a.s.≤ C1
ω
1
n
n∑
t=1
ρt(1 + Ut).
For each ε > 0, Markov’s inequality entails
∞∑
t=1
P
[
ρt(1 + Ut) > ε
]
≤
∞∑
t=1
ρt
1 + E[Ut]
ε
=
1 + E[Ut]
ε(1 − ρ) <∞
since ρ ∈ (0, 1) and E[Ut] < ∞ by Assumption 4.9(ii). The Borel-Cantelli lemma
implies
0 = P
[
lim
t→∞
∞⋃
s=t
{
ρs(1 + Us) > ε
}]
≥ P
[
lim
t→∞ ρ
t(1 + Ut) > ε
]
(4.28)
and hence ρt(1 + Ut) → 0 almost surely. Cesa´ro’s lemma yields 1n
∑n
t=1 ρ
t(1 +
Ut)
a.s.→ 0 and hence ||II|| a.s.→ 0, which validates the first statement.
Consider the second statement and expand
1
n
n∑
t=1
DˆtDˆ
′
t =
1
n
n∑
t=1
Dt(θˆn)D
′
t(θˆn)︸ ︷︷ ︸
III
+
1
n
n∑
t=1
(
D˜t(θˆn)D˜
′
t(θˆn) −Dt(θˆn)D′t(θˆn)
)
︸ ︷︷ ︸
IV
.
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We focus on III and let ε > 0. Since Dt(θ)Dt(θ)
′ is continuous in θ we can take
Vε(θ0) ⊆ V (θ0) such that
E
[
e′iDtD
′
tej
]− ε <E[ inf
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
≤E
[
sup
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
for all i, j = 1, . . . , r. Since θˆn
a.s.→ θ0 by Theorem 4.1, we have θˆn ∈ Vε(θ0) almost
surely. Together with the uniform ergodic theorem we obtain
1
n
n∑
t=1
e′iDt(θˆn)D
′
t(θˆn)ej
a.s.≤ 1
n
n∑
t=1
sup
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
a.s.→E
[
sup
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
1
n
n∑
t=1
e′iDt(θˆn)D
′
t(θˆn)ej
a.s.≥ 1
n
n∑
t=1
inf
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
a.s.→E
[
inf
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
> E
[
e′iDtD
′
tej
]− ε
Taking ε ↘ 0 establishes 1n
∑n
t=1 e
′
iDt(θˆn)D
′
t(θˆn)ej
a.s.→ E[e′iDtD′tej ] for all pairs
(i, j) yielding III
a.s.→ E[DtD′t] = J . Consider IV ; using (4.27) and the elementary
inequality
||xx′ − yy′|| ≤ ||x− y||2 + 2||x− y|| ||y|| (4.29)
for all x, y ∈ Rm, we obtain for θ ∈ Θ∣∣∣∣∣∣D˜t(θ)D˜′t(θ) −Dt(θ)D′t(θ)∣∣∣∣∣∣
≤∣∣∣∣D˜t(θ) −Dt(θ)∣∣∣∣2 + 2∣∣∣∣D˜t(θ) −Dt(θ)∣∣∣∣ ∣∣∣∣Dt(θ)∣∣∣∣
≤C
2
1
ω2
ρ2t
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2 + 2C1
ω
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣) ∣∣∣∣Dt(θ)∣∣∣∣
≤C
2
1
ω2
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2 + 2C1
ω
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2
=
(
C21
ω2
+
2C1
ω
)
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2.
(4.30)
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Hence, we get
||IV || ≤ 1
n
n∑
t=1
∣∣∣∣∣∣D˜t(θˆn)D˜′t(θˆn) −Dt(θˆn)D′t(θˆn)∣∣∣∣∣∣
≤
(
C21
ω2
+
2C1
ω
)
1
n
n∑
t=1
ρt
(
1 +
∣∣∣∣Dt(θˆn)∣∣∣∣)2 (4.31)
a.s.≤
(
C21
ω2
+
2C1
ω
)
1
n
n∑
t=1
ρt(1 + Ut)
2.
For each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρt(1 + Ut)
2 > ε
]
≤
∞∑
t=1
ρt/2
1 + E[Ut]√
ε
=
1 + E[Ut]√
ε(1 −√ρ) <∞
and 1n
∑n
t=1 ρ
t(1 + Ut)
2 a.s.→ 0 follows from combining the Borel-Cantelli lemma
with Cesa´ro’s lemma. Hence, ||IV || a.s.→ 0, which validates the second statement.
Consider the third statement and expand
1
n
n∑
t=1
Hˆt =
1
n
n∑
t=1
Ht(θˆn)︸ ︷︷ ︸
V
+
1
n
n∑
t=1
(
H˜t(θˆn) −Ht(θˆn)
)
︸ ︷︷ ︸
V I
We focus on V and let ε > 0. Since Ht(θ) is continuous in θ we can take Vε(θ0) ⊆
V (θ0) such that
E
[
e′iHtej
]− ε <E[ inf
θ∈Vε(θ0)
e′iHt(θ)ej
]
≤E
[
sup
θ∈Vε(θ0)
e′iHt(θ)ej
]
< E
[
e′iHtej
]
+ ε
for all i, j ∈ {1, . . . , r}. Since θˆn a.s.→ θ0 by Theorem 4.1, we have θˆn ∈ Vε(θ0)
almost surely. Together with the uniform ergodic theorem we obtain
1
n
n∑
t=1
e′iHt(θˆn)ej
a.s.≤ 1
n
n∑
t=1
sup
θ∈Vε(θ0)
e′iHt(θ)ej
a.s.→E
[
sup
θ∈Vε(θ0)
e′iHt(θ)ej
]
< E
[
e′iHtej
]
+ ε
1
n
n∑
t=1
e′iHt(θˆn)ej
a.s.≥ 1
n
n∑
t=1
inf
θ∈Vε(θ0)
e′iHt(θ)ej
a.s.→E
[
inf
θ∈Vε(θ0)
e′iHt(θ)ej
]
128
4.A Auxiliary Results and Proofs
> E
[
e′iHtej
]− ε
Taking ε↘ 0 establishes 1n
∑n
t=1 e
′
iHt(θˆn)ej
a.s.→ E[e′iHtej ] for all pairs (i, j) yield-
ing V
a.s.→ E[Ht]. Regarding V I, we note that
∣∣∣∣H˜t(θ) −Ht(θ)∣∣∣∣ = ∣∣∣∣∣∣∣∣ 1σ˜t(θ) ∂
2σ˜t(θ)
∂θ∂θ′
− 1
σt(θ)
∂2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣ 1σ˜t(θ)
(
∂2σ˜t(θ)
∂θ∂θ′
− ∂
2σt(θ)
∂θ∂θ′
)
+
σt(θ) − σ˜t(θ)
σ˜t(θ)
1
σt(θ)
∂2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣
≤ 1
σ˜t(θ)
∣∣∣∣∣∣∣∣∂2σ˜t(θ)∂θ∂θ′ − ∂2σt(θ)∂θ∂θ′
∣∣∣∣∣∣∣∣+ |σt(θ) − σ˜t(θ)|σ˜t(θ)
∣∣∣∣∣∣∣∣ 1σt(θ) ∂
2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣
≤C1ρ
t
ω
+
C1ρ
t
ω
∣∣∣∣Ht(θ)∣∣∣∣ = C1ρt
ω
(
1 +
∣∣∣∣Ht(θ)∣∣∣∣)
(4.32)
for each θ ∈ Θ. We obtain
||V I|| ≤ 1
n
n∑
t=1
∣∣∣∣H˜t(θˆn) −Ht(θˆn)∣∣∣∣ ≤ C1
ω
1
n
n∑
t=1
ρt
(
1 +
∣∣∣∣Ht(θˆn)∣∣∣∣)
a.s.≤ C1
ω
1
n
n∑
t=1
ρt
(
1 + Vt
)
.
For each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρt(1 + Vt) > ε
]
≤
∞∑
t=1
ρt
1 + E[Vt]
ε
=
1 + E[Vt]
ε(1 − ρ) <∞
and 1n
∑n
t=1 ρ
t(1+Vt)
a.s.→ 0 follows from combining the Borel-Cantelli lemma with
Cesa´ro’s lemma. Hence, ||V I|| a.s.→ 0, which validates the third statement.
Consider the fourth statement; let m ∈ {0, 1, 2, 3, 4} and take l, u ∈ R such
that l ≤ u. We employ the partial integration formula
G(b−)H(b−) −G(a−)H(a−) =
∫
[a,b)
G(t−) dH(t) +
∫
[a,b)
H(s) dG(s) (4.33)
with G and H both right-continuous functions being locally of bounded variation
and a ≤ t < b to expand
1
n
n∑
t=1
ηˆmt 1{l≤ηˆt<u} − E
[
ηmt 1{l≤ηt<u}
]
=
∫
[l,u)
xmdFˆn(x) −
∫
[l,u)
xmdF (x)
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=um
(
Fˆn(u−) − F (u)
)
− lm
(
Fˆn(l−) − F (l)
)
+
∫
[l,u)
(
Fˆn(x) − F (x)
)
dxm.
Lemma 4.1 implies Fˆn(u−) a.s.→ F (u) and Fˆn(l−) a.s.→ F (l) and together with the
dominated convergence theorem yields
∫
[l,u)
(
Fˆn(x) − F (x)
)
dxm
a.s.→ 0. Thus,
1
n
n∑
t=1
ηˆmt 1{l≤ηˆt<u}
a.s.→ E[ηmt 1{l≤ηt<u}]
for m ∈ {0, 1, 2, 3, 4} and l, u ∈ R. Since E[|ηt|m] < ∞ and E[ηmt 1{l≤ηt<u}] =∫ u
l
xmf(x)dx is continuous in l and u it is easy to see that the result extends to
l = −∞ and u = ∞, which validates the fourth statement and completes the
proof.
Lemma 4.3. Suppose Assumptions 4.1–4.9 hold with a = ±6, b = 6 and c = 2
and let In = (ξα − an, ξα + an) with an ∼ n−% log n for some % ∈ (0, 1). Then, we
have
sup
x,y∈In
∣∣∣√n(Fˆn(x) − Fˆn(y))−√n(F (x) − F (y))∣∣∣ p→ 0.
Replacing any Fˆn(·) by Fˆn(· −) does not alter the result.
Proof. We follow Berkes and Horva´th (2003) and define
γ˜t(u) =σ˜t(θ0 + n
−1/2u)/σt(θ0)
γt(u) =σt(θ0 + n
−1/2u)/σt(θ0)
ζt(x, u) =1{ηt≤xγ˜t(u)} − F
(
xγ˜t(u)
)− (1{ηt≤x} − F (x))
Sn(x, u) =
n∑
t=1
ζt(x, u)
Fn(x) =
1
n
n∑
t=1
1{ηt≤x}
for x ∈ R and u ∈ Rr, where we suppress the dependence of γ˜t(u), γt(u) and
ζt(x, u) on n for notational simplicity. Let A > 0 and write V (ξα) to denote the
neighborhood around ξα on which f is continuous; see Assumption 4.5(ii). Since
ξα < 0, we can take a compact neighborhood X = [x, x¯] ⊂ V (ξα) such that ξα ∈ X
and x¯ < 0. We establish the result in seven steps:
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Step 1: E
[|Sn(x, u)|4] = O(n) for all x ∈ X and for all u ∈ {u ∈ Rr : ||u|| ≤
A};
Step 2: sup
x∈X
|Sn(x, u)| = op(
√
n) for all u ∈ {u ∈ Rr : ||u|| ≤ A};
Step 3: sup
||u||≤A
sup
x∈X
|Sn(x, u)| = op(
√
n);
Step 4: sup
||u||≤A
sup
x∈X
∣∣∣ 1√n∑nt=1 (F (xγ˜t(u)) − F (x))− xf(x)Ω′u∣∣∣ = op(1);
Step 5: sup
x∈X
∣∣∣√n(Fˆn(x) −Fn(x))− xf(x)Ω′√n(θˆn − θ0)∣∣∣ = op(1);
Step 6: sup
x,y∈In
∣∣∣√n(Fn(x) − Fn(y)) − √n(F (x) − F (y))∣∣∣ = O(n−%/2 log n)
a.s.;
Step 7: sup
x,y∈In
∣∣∣√n(Fˆn(x) − Fˆn(y))−√n(F (x) − F (y))∣∣∣ p→ 0.
Step 1 to Step 5 are similar to the proofs of Berkes and Horva´th (2003), whereas
Step 6 resembles Bahadur (1966, Lemma 1). Throughout Step 1 to Step 4 we
take δ ∈ (0, 1/2) such that Xδ = [x(1 + 2δ), x¯(1 − 2δ)] satisfies X ⊂ Xδ ⊂ V (ξα).
Because f is continuous on Xδ and Xδ is compact, f is uniformly continuous on
Xδ and there exists a finite M > 0 such that
sup
x∈Xδ
f(x) ≤M. (4.34)
Consider Step 1 ; let Ft be the σ-algebra generated by ζt, ζt−1, . . . and note
that {St(x, u),Ft} is a martingale given x and u. Theorem 2.11 of Hall and Heyde
(1980) yields
E
[
|Sn(x, u)|4
]
≤ C
(
E
[
max
1≤t≤n
ζ4t (x, u)
]
+ E
[( n∑
t=1
Et−1
[
ζ2t (x, u)
])2])
,
for some absolute constant C > 0 independent of x and u, where Et−1 = E[ · |Ft−1]
is the expectation given Ft−1. Since
∣∣ζt(x, u)∣∣ ≤ 2 for all t = 1, . . . , n such that
E
[
max1≤t≤n ζ4t (x, u)
] ≤ 16, it suffices to show that
E
[( n∑
t=1
Et−1
[
ζ2t (x, u)
])2]
= O(n). (4.35)
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First, we focus on the inner part Et−1
[
ζ2t (x, u)
]
and decompose ζt(x, u) into
ζt(x, u) =ζt,1(x, u) + ζt,2(x, u)
with
ζt,1(x, u) =1{ηt≤xγ˜t(u)} − F
(
xγ˜t(u)
)− 1{ηt≤xγt(u)} + F (xγt(u))
ζt,2(x, u) =1{ηt≤xγt(u)} − F
(
xγt(u)
)− 1{ηt≤x} + F (x).
The elementary inequality
( m∑
i=1
xi
)2
≤ m
m∑
i=1
x2i (4.36)
for all x1, . . . , xm ∈ R with m ∈ N implies that
Et−1
[
ζ2t (x, u)
] ≤ 2(Et−1[ζ2t,1(x, u)]+ Et−1[ζ2t,2(x, u)]).
Moreover, the inequality Var[1{X≤y} − 1{X≤z}] ≤ |FX(y) − FX(z)| for y, z ∈ R
and X ∼ FX gives
Et−1
[
ζ2t,1(x, u)
]
=Vart−1
[
1{ηt≤xγ˜t(u)} − 1{ηt≤xγt(u)}
]
≤∣∣F (xγ˜t(u))− F (xγt(u))∣∣
and
Et−1
[
ζ2t,2(x, u)
]
=Vart−1
[
1{ηt≤xγt(u)} − 1{ηt≤x}
]
≤∣∣F (xγt(u))− F (x)∣∣.
Combining results, it follows that
Et−1
[
ζ2t (x, u)
] ≤2(∣∣F (xγt(u))− F (x)∣∣+ ∣∣F (xγ˜t(u))− F (xγt(u))∣∣). (4.37)
Employing (4.37), we obtain that the left-hand side in (4.35) is bounded by
4E
[( n∑
t=1
∣∣∣F (xγt(u))− F (x)∣∣∣+ n∑
t=1
∣∣∣F (xγ˜t(u))− F (xγt(u))∣∣∣)2]
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≤8
(
E
[( n∑
t=1
∣∣∣F (xγt(u))− F (x)∣∣∣)2]︸ ︷︷ ︸
I
+E
[( n∑
t=1
∣∣∣F (xγ˜t(u))− F (xγt(u))∣∣∣)2]︸ ︷︷ ︸
II
)
,
where the last inequality follows from applying (4.36) once more. It suffices to show
that both terms are O(n). Consider I; The Cauchy-Schwarz inequality yields
I =
n∑
t=1
n∑
τ=1
E
[∣∣∣F (xγt(u))− F (x)∣∣∣ ∣∣∣F (xγτ (u))− F (x)∣∣∣] (4.38)
≤
n∑
t=1
n∑
τ=1
(
E
[(
F
(
xγt(u)
)− F (x))2]) 12(E[(F (xγτ (u))− F (x))2])
1
2
.
Henceforth, we take n sufficiently large such that
{
θ : ||θ−θ0|| ≤ A/
√
n
} ⊆ V (θ0).
The mean value theorem implies
sup
||u||≤A
∣∣γt(u) − 1∣∣ = sup
||u||≤A
∣∣∣∣σt(θ0 + u/√n) − σt(θ0)σt(θ0)
∣∣∣∣
= sup
||u||≤A
∣∣∣∣ 1σt(θ0) ∂σt(θ¯n)∂θ′ 1√nu
∣∣∣∣ = 1√n sup||u||≤A
∣∣∣∣σt(θ¯n)σt(θ0)D′t(θ¯n) u
∣∣∣∣
≤ 1√
n
sup√
n||θ−θ0||≤A
σt(θ)
σt(θ0)
sup√
n||θ−θ0||≤A
∣∣∣∣Dt(θ)∣∣∣∣ sup
||u||≤A
||u|| ≤ A√
n
TtUt,
(4.39)
where Tt and Ut are defined in (4.25) and θ¯n lies between θ0 and θ0+u/
√
n. Define
the event
An,t =
{
A√
n
TtUt ≤ δ
}
, (4.40)
where δ is given in the text preceding (4.34). The inner term of (4.38) can be
bounded by
E
[(
F
(
xγt(u)
)− F (x))2]
=E
[(
F
(
xγt(u)
)− F (x))2︸ ︷︷ ︸
≤1
(
1{A cn,t} + 1{An,t}
)]
≤P[A cn,t]︸ ︷︷ ︸
I1
+E
[(
F
(
xγt(u)
)− F (x))21{An,t}]︸ ︷︷ ︸
I2
,
(4.41)
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where the superscript c denotes the event’s complement. Using Markov’s inequal-
ity, the Cauchy-Schwarz inequality and Assumption 4.9, I1 can be bounded by
I1 =P
[
A√
n
TtUt > δ
]
≤ A
2
nδ2
E
[
T 2t U
2
t
] ≤ A2
nδ2
(
E
[
T 4t
]︸ ︷︷ ︸
<∞
) 1
2
(
E
[
U4t
]︸ ︷︷ ︸
<∞
) 1
2
(4.42)
and, thus, I1 = O(n
−1). Regarding I2, the mean value theorem implies
I2 =E
[
x2f2
(
xγ¯t
)(
γt(u) − 1
)2
1{An,t}
]
with γ¯t being between γt(u) and 1. Since |γ¯t − 1| ≤ |γt(u) − 1| ≤ δ in the event of
An,t, we have xγ¯t ∈ Xδ. Employing (4.34), (4.39), the Cauchy-Schwarz inequality
and Assumption 4.9, we establish
I2 ≤E
[
x2M2
A2
n
T 2t U
2
t 1{An,t}
]
≤ x
2M2A2
n
(
E
[
T 4t
]︸ ︷︷ ︸
<∞
) 1
2
(
E
[
U4t
]︸ ︷︷ ︸
<∞
) 1
2
(4.43)
and I2 = O(n
−1) follows. Combining (4.41) to (4.43) yields
E
[(
F
(
xγt(u)
)− F (x))2] ≤ I1 + I2 = O(n−1)
and, together with (4.38), we get
I ≤
n∑
t=1
n∑
r=1
O(n−1/2)O(n−1/2) = O(n).
Next, we consider II, which can be bounded analogously to (4.38) by
II ≤
n∑
t=1
n∑
τ=1
(
E
[(
F
(
xγ˜t(u)
)− F (xγt(u)))2])
1
2
(4.44)
×
(
E
[(
F
(
xγ˜τ (u)
)− F (xγτ (u)))2])
1
2
.
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Assumption 4.4(i) gives
sup
||u||≤A
∣∣γ˜t(u) − γt(u)∣∣
= sup
||u||≤A
|σ˜t(θ0 + n−1/2u) − σt(θ0 + n−1/2u)|
σt(θ0)
≤ ρtC1
ω
.
(4.45)
We define the events
Bt =
{
ρt
C1
ω
≤ δρt/2
}
and Cn,t = An,t ∩ Bt. (4.46)
In analogy to (4.41), the inner part of (4.44) can be bounded by
E
[(
F
(
xγ˜t(u)
)− F (xγt(u)))2]
≤P[C cn,t]︸ ︷︷ ︸
II1
+E
[(
F
(
xγ˜t(u)
)− F (xγt(u)))21{Cn,t}]︸ ︷︷ ︸
II2
.
Employing (4.42) and Markov’s inequality yields
II1 =P
[
A cn,t ∪ Bct
] ≤ P[A cn,t]+ P[Bct ] = P[A cn,t]+ P[ρt/2C1ω > δ
]
(4.47)
≤ A
2
nδ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 + (ρs/2)tE[Cs1 ]δsωs = O(n−1) +O((ρs/2)t).
Regarding II2, the mean value theorem implies
II2 =E
[
x2f2
(
xγ˘t
)(
γ˜t(u) − γt(u)
)2
1{Cn,t}
]
with γ˘t between γ˜t(u) and γt(u). Since
|γ˘t − 1| ≤ |γ˘t − γt(u)| + |γt(u) − 1| ≤ |γ˜t(u) − γt(u)| + |γt(u) − 1| ≤ 2δ
in the event of Cn,t = An,t ∩ Bt, we have xγ˘t ∈ Xδ. Employing (4.34) and (4.45)
we obtain
II2 ≤ E
[
x2M2
(
ρt
C1
ω
)2
1{Cn,t}︸ ︷︷ ︸
≤δ2ρt
]
≤ x2M2δ2ρt = O(ρt). (4.48)
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Equations (4.47) and (4.48) imply
E
[(
F
(
xγ˜t(u)
)− F (xγt(u)))2] ≤ C(n−1 + ρt + (ρs/2)t)
for some constant C > 0. Inserting this result into (4.44), we conclude
II ≤C
n∑
t=1
n∑
τ=1
(
n−1 + ρt + (ρs/2)t
) 1
2
(
n−1 + ρτ + (ρs/2)τ
)) 12
= O(n),
which completes Step 1.
In Step 2 we divide X into intervals with the points x = x1 < x2 < · · · <
xN < xN+1 = x¯ satisfying 0.5 n
−3/4 ≤ xj+1 − xj ≤ n−3/4 for all j = 1, . . . , N and
N ∈ N. It follows that N = O(n3/4). We obtain
sup
x∈X
∣∣Sn(x, u)∣∣ = max
1≤j≤N
sup
xj≤x≤xj+1
∣∣Sn(x, u)∣∣
≤ max
1≤j≤N
sup
xj≤x≤xj+1
(∣∣Sn(xj+1, u)∣∣+ ∣∣Sn(x, u) − Sn(xj+1, u)∣∣)
≤ max
1≤j≤N
∣∣Sn(xj+1, u)∣∣+ max
1≤j≤N
sup
xj≤x≤xj+1
∣∣Sn(x, u) − Sn(xj+1, u)∣∣.
(4.49)
We bound the second term using the elementary inequality
|x− y| ≤ max{x, y} (4.50)
for all x, y ≥ 0. For j = 1 . . . , N , we have
sup
xj≤x≤xj+1
∣∣Sn(x, u) − Sn(xj+1, u)∣∣
= sup
xj≤x≤xj+1
∣∣∣∣ n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤x} + F
(
xj+1γ˜t(u)
)− F (xγ˜t(u)))
−
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − 1{ηt≤xγ˜t(u)} + F (xj+1) − F (x)
)∣∣∣∣
≤ sup
xj≤x≤xj+1
max
{ n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤x} + F
(
xj+1γ˜t(u)
)− F (xγ˜t(u))),
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − 1{ηt≤xγ˜t(u)} + F (xj+1) − F (x)
)}
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≤max
{ n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤xj} + F
(
xj+1γ˜t(u)
)− F (xj γ˜t(u)))︸ ︷︷ ︸
=An
, (4.51)
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − 1{ηt≤xj γ˜t(u)} + F (xj+1) − F (xj)
)
︸ ︷︷ ︸
=Bn
}
.
Note that An and Bn are positive, where the later can be rewritten as
Bn =
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − F
(
xj+1γ˜t(u)
)− 1{ηt≤xj+1} + F (xj+1))
−
n∑
t=1
(
1{ηt≤xj γ˜t(u)} − F
(
xj γ˜t(u)
)− 1{ηt≤xj} + F (xj)) (4.52)
+
n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤xj} + F
(
xj+1γ˜t(u)
)− F (xj γ˜t(u)))
=Sn(xj+1, u) − Sn(xj , u) +An.
It follows from (4.51) and (4.52) that
sup
xj≤x≤xj+1
∣∣Sn(x, u) − Sn(xj+1, u)∣∣ ≤ |Sn(xj+1, u)| + |Sn(xj , u)| +An. (4.53)
Moreover, An expands as follows:
An =
n∑
t=1
(
1{ηt≤xj+1} − F (xj+1) − 1{ηt≤xj} + F (xj)
)
+ n
(
F (xj+1) − F (xj)
)
+
n∑
t=1
(
F
(
xj+1γ˜t(u)
)− F (xj γ˜t(u))) (4.54)
Using equations (4.49), (4.53) and (4.54), we establish
sup
x∈X
∣∣Sn(x, u)∣∣ ≤ 3III + IV + V + V I + 2V II, (4.55)
where
III = max
1≤j≤N+1
∣∣Sn(xj , u)∣∣
IV = max
1≤j≤N
n
(
F (xj+1) − F (xj)
)
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V = max
1≤j≤N
∣∣∣∣ n∑
t=1
(
1{ηt≤xj+1} − F (xj+1)
)− n∑
t=1
(
1{ηt≤xj} − F (xj)
)∣∣∣∣
V I = max
1≤j≤N
n∑
t=1
(
F
(
xj+1γt(u)
)− F (xjγt(u)))
V II = max
1≤j≤N+1
n∑
t=1
∣∣∣F (xj γ˜t(u))− F (xjγt(u))∣∣∣.
We look at each term in turn. For each ε > 0, Markov’s inequality implies
P
[
III ≥ √nε] = P[ max
1≤j≤N+1
∣∣Sn(xj , u)∣∣4 ≥ n2ε4]
≤ 1
n2ε4
E
[
max
1≤j≤N+1
∣∣Sn(xj , u)∣∣4] ≤ N+1∑
j=1
1
n2ε4
E
[∣∣Sn(xj , u)∣∣4]→ 0
as N = O(n3/4) and E
[|Sn(x, u)|4] = O(n) by Step 1. Thus, we have III =
op(
√
n). Regarding IV , the mean value theorem and (4.34) yield
F (xj+1) − F (xj) = f(x˘j)(xj+1 − xj) ≤Mn−3/4, (4.56)
where x˘j ∈ (xj , xj+1). It follows that
IV ≤ nMn−3/4 = Mn1/4
yielding IV = O(n1/4). Further, Theorem 4.3.1 of Cso¨rgo˝ and Re´ve´sz (1981)
implies that there exists a sequence of Brownian bridges {Bn(y) : 0 ≤ y ≤ 1} such
that
V/
√
n = max
1≤j≤N
∣∣∣√n(Fn(xj+1) − F (xj+1))−√n(Fn(xj) − F (xj))∣∣∣
≤ max
1≤j≤N
∣∣∣Bn(F (xj+1))−Bn(F (xj))∣∣∣
+ max
1≤j≤N
∣∣∣√n(Fn(xj) − F (xj))−Bn(F (xj))∣∣∣
+ max
1≤j≤N
∣∣∣√n(Fn(xj+1) − F (xj+1))−Bn(F (xj+1))∣∣∣
≤ max
1≤j≤N
∣∣∣Bn(F (xj+1))−Bn(F (xj))∣∣∣
+ 2 sup
x∈R
∣∣∣√n(Fn(x) − F (x))−Bn(F (x))∣∣∣
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a.s.
= max
1≤j≤N
∣∣∣Bn(F (xj+1))−Bn(F (xj))︸ ︷︷ ︸
Zn,j
∣∣∣+ o(1).
Next, we show that max0≤j≤N
∣∣Zn,j∣∣ = op(1). By the definition of a Brownian
bridge (cf. Cso¨rgo˝ and Re´ve´sz, 1981, p. 41), Zn,j is Gaussian with mean 0 and
variance
Var[Zn,j ] =
(
F (xj+1) − F (xj)
)(
1 − (F (xj+1) − F (xj))︸ ︷︷ ︸
≤1
)
≤Mn−3/4
by (4.56). In addition, we have E
[
Z4n,j
]
= 3
(
Var[Zn,j ]
)2 ≤ 3M2n−3/2. Thus, for
each ε > 0, Markov’s inequality implies
P
[
max
1≤j≤N
∣∣Zn,j∣∣ ≥ ε] = P[ max
1≤j≤N
Z4n,j ≥ ε4
]
≤ 1
ε4
E
[
max
1≤j≤N
Z4n,j
]
≤ 1
ε4
E
[ N∑
j=1
Z4n,j
]
≤ 1
ε4
N∑
j=1
3M2n−3/2 =
3M2
ε4
n−3/2N → 0
as N = O(n3/4) and we conclude max1≤j≤N |Zn,j | = op(1). Thus, V = op(
√
n).
In analogy to (4.41), we bound V I by
V I ≤
n∑
t=1
1{A cn,t}︸ ︷︷ ︸
V I1
+ max
1≤j≤N
n∑
t=1
(
F
(
xj+1γt(u)
)− F (xjγt(u)))1{An,t}︸ ︷︷ ︸
V I2
.
(4.57)
Concerning the first subterm, for each ε > 0, Markov’s inequality and (4.42) yield
P
[
V I1 ≥
√
nε
] ≤ 1√
nε
E
[ n∑
t=1
1{A cn,t}
]
=
1√
nε
n∑
t=1
P[A cn,t] (4.58)
≤ A
2
√
nεδ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 = O(n−1/2).
Thus, we have V I1 = op(
√
n). Regarding V I2, the mean value theorem implies
V I2 = max
1≤j≤N
n∑
t=1
γt(u)f
(
x˜jγt(u)
)
(xj+1 − xj)1{An,t},
where x˜j lies between xj and xj+1. Since |γt(u) − 1| ≤ δ in the event of An,t, we
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have x˜jγt(u) ∈ Xδ. Employing (4.34) and (4.39), we get
V I2 ≤
n∑
t=1
(
1 +
A√
n
TtUt
)
Mn−3/4 = Mn1/4 +
A
n1/4
1
n
n∑
t=1
TtUt
While the first term is of order O(n1/4), the second vanishes almost surely as
1
n
n∑
t=1
TtUt ≤
(
1
n
n∑
t=1
T 2t︸ ︷︷ ︸
a.s.→ E[T 2t ]<∞
) 1
2
(
1
n
n∑
t=1
U2t︸ ︷︷ ︸
a.s.→ E[U2t ]<∞
) 1
2
(4.59)
by Markov’s inequality, the uniform ergodic theorem and Assumption 4.9. Hence,
V I2 = O(n
1/4) almost surely. Next, we show
V II = sup
||u||≤A
sup
x∈X
n∑
t=1
∣∣∣F (xγ˜t(u))− F (xγt(u))∣∣∣ = Op(1), (4.60)
which implies V II = Op(1). Similar to (4.41), we bound V II
 by
V II ≤
n∑
t=1
1{C cn,t}︸ ︷︷ ︸
V II1
+ sup
||u||≤A
sup
x∈X
n∑
t=1
∣∣∣F (xj γ˜t(u))− F (xjγt(u))∣∣∣1{Cn,t}︸ ︷︷ ︸
V II2
where the event Cn,t = An,t ∩ Bt is defined in (4.46). We show that both terms
are Op(1). Employing Markov’s inequality and (4.47), we have for each C > 0
P
[
V II1 ≥ C
] ≤ 1
C
E
[
V II1
]
=
1
C
n∑
t=1
P
[
C cn,t
] ≤ 1
C
n∑
t=1
(
P
[
A cn,t
]
+ P
[
Bct
])
≤ 1
C
n∑
t=1
(
A2
nδ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 + (ρs/2)tE[Cs1 ]δsωs
)
(4.61)
≤ 1
C
(
A2
δ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 + E[Cs1 ]ωsδs(1 − ρs/2)
)
.
Choosing C sufficiently large, P[V II1 ≥ C] can be made sufficiently small and we
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conclude V 1 = Op(1). Analogously to (4.48) we obtain
V II2 = sup
||u||≤A
sup
x∈X
n∑
t=1
∣∣∣xf(xγ˘t)(γ˜t(u) − γt(u))∣∣∣1{Cn,t}
≤
n∑
t=1
|x|M C1ρ
t
ω
1{Cn,t}︸ ︷︷ ︸
≤δρt/2
≤
n∑
t=1
|x|Mδρt/2 ≤ 2|x|Mδ
(1 −√ρ)2 = O(1)
(4.62)
and we conclude V II = Op(1). Step 2 is completed.
In Step 3 we divide the (hyper-)cube [−A,A]r into L = (2N)r cubes with side
length A/N and N ∈ N. In case of a cube `, u•(`) and u•(`) denote the lower left
and upper right vertex of `.11 Similar to (4.49), we obtain
sup
||u||≤A
sup
x∈X
∣∣Sn(x, u)∣∣ ≤ max
1≤`≤L
sup
x∈X
∣∣Sn(x, u•(`))∣∣ (4.63)
+ max
1≤`≤L
sup
u•(`)≤u≤u•(`)
sup
x∈X
∣∣Sn(x, u) − Sn(x, u•(`))∣∣.
We focus on the second term. Fix ` ∈ {1 . . . , L} and consider u satisfying u•(`) ≤
u ≤ u•(`) (element-by-element comparison). Assumption 4.8 implies γ˜t(u•(`)) ≤
γ˜t(u) ≤ γ˜t(u•(`)). Since x < 0 for all x ∈ X , the elementary inequality (4.50)
implies
∣∣Sn(x, u) − Sn(x, u•(`))∣∣
=
∣∣∣∣ n∑
t=1
(
1{ηt≤xγ˜t(u)} − F
(
xγ˜t(u)
)− (1{ηt≤x} − F (x)))
−
n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − F
(
xγ˜t(u
•(`))
)− (1{ηt≤x} − F (x)))∣∣∣∣
=
∣∣∣∣ n∑
t=1
(
1{ηt≤xγ˜t(u)} − 1{ηt≤xγ˜t(u•(`))}
)
︸ ︷︷ ︸
≥0
−
n∑
t=1
(
F
(
xγ˜t(u)
)− F (xγ˜t(u•(`))))︸ ︷︷ ︸
≥0
∣∣∣∣
≤max
{ n∑
t=1
(
1{ηt≤xγ˜t(u)} − 1{ηt≤xγ˜t(u•(`))}
)
, (4.64)
n∑
t=1
(
F
(
xγ˜t(u)
)− F (xγ˜t(u•(`))))}
11Lower left (right) vertex means that all coordinates of u•(`) (u•(`)) are less (larger) than
or equal to the corresponding coordinates of any elements of `.
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≤max
{ n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − 1{ηt≤xγ˜t(u•(`))}
)
︸ ︷︷ ︸
=Cn
,
n∑
t=1
(
F
(
xγ˜t(u•(`))
)− F (xγ˜t(u•(`))))︸ ︷︷ ︸
=Dn
}
.
Note that Cn can be written as
Cn =
n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − F
(
xγ˜t(u•(`))
)− (1{ηt≤x} − F (x)))
−
n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − F
(
xγ˜t(u
•(`))
)− (1{ηt≤x} − F (x)))
+
n∑
t=1
(
F
(
xγ˜t(u•(`))
)− F (xγ˜t(u•(`))))
=Sn
(
x, u•(`)
)− Sn(x, u•(`))+Dn.
(4.65)
Combining (4.64) and (4.65), we find
∣∣Sn(x, u) − Sn(x, u•(`))∣∣ ≤ ∣∣Sn(x, u•(`))∣∣+ ∣∣Sn(x, u•(`))∣∣+ ∣∣Dn∣∣. (4.66)
Moreover, Dn expands as follows:
Dn =
n∑
t=1
(
F
(
xγt(u•(`))
)− F (xγt(u•(`))))
+
n∑
t=1
(
F
(
xγ˜t(u•(`))
)− F (xγt(u•(`))))
−
n∑
t=1
(
F
(
xγ˜t(u
•(`))
)− F (xγt(u•(`))))
(4.67)
Equations (4.63) and (4.67) lead to
sup
||u||≤A
sup
x∈X
∣∣Sn(x, u)∣∣ ≤ 2V III + IX +X +XI +XII (4.68)
with
V III = max
1≤`≤L
sup
x∈X
|Sn
(
x, u•(`)
)|
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IX = max
1≤`≤L
sup
x∈X
|Sn
(
x, u•(`)
)|
X = sup
x∈X
n∑
t=1
∣∣∣F (xγ˜t(u•(`)))− F (xγt(u•(`)))∣∣∣
XI = sup
x∈X
n∑
t=1
∣∣∣F (xγ˜t(u•(`)))− F (xγt(u•(`)))∣∣∣
XII = max
1≤`≤L
sup
x∈X
n∑
t=1
(
F
(
xγt(u•(`))
)− F (xγt(u•(`)))).
V III and IX are op(
√
n) for fixed L by Step 2 whereas X = Op(1) and XI =
Op(1) by (4.60). In analogy to (4.41), we bound XII by
XII ≤
n∑
t=1
1{A cn,t}︸ ︷︷ ︸
XII1
+ max
1≤j≤N
sup
x∈X
n∑
t=1
(
F
(
xγt(u•(`))
)− F (xγt(u•(`))))1{An,t}︸ ︷︷ ︸
XII2
.
We have XII1 = op(
√
n) by (4.58). Regarding XII2, the mean value theorem
implies
XII2 = max
1≤`≤L
sup
x∈X
n∑
t=1
xf(xγ¯t)
(
γt(u•(`)) − γt(u•(`))
)
1{An,t}
with γ¯t lying between γt(u•(`)) and γt(u•(`)). Since |γ¯t − 1| ≤ 2δ in the event of
An,t, we have xγ¯t ∈ Xδ for all x ∈ X . Taking n sufficiently large such that
{
θ :
||θ−θ0|| ≤ A/
√
n
} ⊆ V (θ0), (4.34) and the mean value theorem (see Assumptions
4.3 and 4.4) imply
XII2 ≤|x|M max
1≤`≤L
sup
x∈X
n∑
t=1
(
γt(u
•(`)) − γt(u•(`))
)
=|x|M max
1≤`≤L
n∑
t=1
σt(θ0 + n
−1/2u•(`)) − σt(θ0 + n−1/2u•(`))
σt(θ0)
=|x|M max
1≤`≤L
n∑
t=1
1
σt(θ0)
∂σt(θ¯n)
∂θ′
1√
n
(
u•(`) − u•(`)
)
≤|x|M√
n
max
1≤`≤L
n∑
t=1
σt(θ¯n)
σt(θ0)
∣∣∣∣∣∣∣∣ 1σt(θ¯n) ∂σt(θ¯n)∂θ
∣∣∣∣∣∣∣∣∣∣∣∣u•(`) − u•(`)∣∣∣∣
≤rA|x|M√
nN
n∑
t=1
sup
||θ−θ0||≤A/√n
σt(θ)
σt(θ0)
sup
||θ−θ0||≤A/√n
∣∣∣∣Dt(θ)∣∣∣∣
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≤rA|x|M√
nN
n∑
t=1
TtUt,
where θ0 + n
−1/2u•(`) ≤ θ¯n ≤ θ0 + n−1/2u•(`) (componentwise). Employing
(4.59), we obtain XII2 = O(
√
n)/N almost surely, where the O(
√
n) term does
not depend on N . Choosing N large, we obtain XII2 = o(
√
n) almost surely and
we conclude that XII = op(
√
n). Step 3 is completed.
Regarding Step 4 we establish the following bound:
sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
γ˜t(u)x
)− F (x))− xf(x)Ω′u∣∣∣∣
≤ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
xγ˜t(u)
)− F (xγt(u)))∣∣∣∣︸ ︷︷ ︸
=XIII
+ sup
||u||≤A
sup
x∈X
∣∣∣∣xf(x) 1n
n∑
t=1
D′tu− xf(x)Ω′u
∣∣∣∣︸ ︷︷ ︸
=XIV
(4.69)
+ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
xγt(u)
)− F (x))− xf(x) 1
n
n∑
t=1
D′tu
∣∣∣∣︸ ︷︷ ︸
=XV
,
where XIII = Op(n
−1/2) by (4.60). Further, (4.34) and the ergodic theorem
imply
XIV ≤ sup
||u||≤A
sup
x∈X
|x|f(x)
∣∣∣∣∣∣∣∣ 1n
n∑
t=1
Dt − Ω
∣∣∣∣∣∣∣∣||u|| ≤ A|x|M ∣∣∣∣∣∣∣∣ 1n
n∑
t=1
Dt − Ω
∣∣∣∣∣∣∣∣ a.s.→ 0.
Regarding the last term, we use the mean value theorem and (4.34) to obtain
XV = sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
xf(xγ¯t)
(
γt(u) − 1
)− xf(x) 1√
n
D′tu
)∣∣∣∣
≤ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
xf(x)
(
γt(u) − 1
)− xf(x) 1√
n
D′tu
)∣∣∣∣
+ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
xf(xγ¯t)
(
γt(u) − 1
)− xf(x)(γt(u) − 1))∣∣∣∣
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≤ |x|M√
n
n∑
t=1
sup
||u||≤A
∣∣∣∣(γt(u) − 1)− 1√nD′tu
∣∣∣∣︸ ︷︷ ︸
XV1
+ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
x
(
f(xγ¯t) − f(x)
)(
γt(u) − 1
)∣∣∣∣︸ ︷︷ ︸
XV2
with γ¯t being between γt(u) and 1. For n sufficiently large such that
{
θ : ||θ−θ0|| ≤
A/
√
n
} ⊆ V (θ0), a second-order Taylor expansion gives
XV1 =
|x|M√
n
n∑
t=1
sup
||u||≤A
1
σt(θ0)
∣∣∣∣σt(θ0 + n−1/2u) − σt(θ0) − 1√n ∂σt(θ0)∂θ′ u
∣∣∣∣
=
|x|M√
n
n∑
t=1
sup
||u||≤A
1
σt(θ0)
∣∣∣∣ 12nu′ ∂2σt(θ¯n)∂θ∂θ′ u
∣∣∣∣
≤A
2|x|M
2n3/2
n∑
t=1
σt(θ¯n)
σt(θ0)
∣∣∣∣∣∣∣∣ 1σt(θ¯n) ∂
2σt(θ¯n)
∂θ∂θ′
∣∣∣∣∣∣∣∣
≤A
2|x|M
2n3/2
n∑
t=1
sup√
n||θ−θ0||≤A
σt(θ)
σt(θ0)
sup√
n||θ−θ0||≤A
∣∣∣∣Ht(θ)∣∣∣∣ ≤ A2|x|M
2n3/2
n∑
t=1
TtVt
with θ¯n being between θ0 and θ0 + n
−1/2u. The Cauchy-Schwarz inequality, the
uniform ergodic theorem and Assumption 4.9 yield
1
n
n∑
t=1
TtVt ≤
(
1
n
n∑
t=1
T 2t︸ ︷︷ ︸
a.s.→ E[T 2t ]<∞
) 1
2
(
1
n
n∑
t=1
V 2t︸ ︷︷ ︸
a.s.→ E[V 2t ]<∞
) 1
2
and we conclude that XV1 = O(n
−1/2) almost surely. Before turning to XV2, we
establish two auxiliary results:
(i) 1√
n
∑n
t=1 sup||u||≤A
∣∣γt(u) − 1∣∣ = O(1) almost surely;
(ii) sup||u||≤A supx∈X max1≤t≤n
∣∣f(xγ¯t) − f(x)∣∣ = op(1).
Statement (i) follows from (4.39) and (4.59) as
1√
n
n∑
t=1
sup
||u||≤A
∣∣γt(u) − 1∣∣ ≤ A
n
n∑
t=1
TtUt ≤ A
(
1
n
n∑
t=1
T 2t︸ ︷︷ ︸
a.s.→ E[T 2t ]<∞
) 1
2
(
1
n
n∑
t=1
U2t︸ ︷︷ ︸
a.s.→ E[U2t ]<∞
) 1
2
.
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To show (ii), we note that the Cauchy-Schwarz inequality and Assumption 4.9
yield E
[
(TtUt)
3
] ≤ E[T 6t ] 12E[U6t ] 12 < ∞. For every ε > 0 and for n sufficiently
large such that
{
θ : ||θ − θ0|| ≤ A/
√
n
} ⊆ V (θ0), we have
P
[
sup
||u||≤A
max
1≤t≤n
∣∣γt(u) − 1∣∣ ≥ ε] ≤ P[A max
1≤t≤n
TtUt ≥ ε
√
n
]
≤P
[
A3 max
1≤t≤n
(TtUt)
3 ≥ ε3n3/2
]
≤ A
3
n3/2ε3
E
[
max
1≤t≤n
(TtUt)
3
]
≤ A
3
√
nε3
E
[
(TtUt)
3
]
,
which converges to 0, and thus we obtain sup||u||≤A max1≤t≤n
∣∣γt(u)− 1∣∣ = op(1).
Because γ¯t lies between γt(u) and 1, it follows that sup||u||≤A max1≤t≤n
∣∣γ¯t− 1∣∣ =
op(1). Thus, for sufficiently large n, we have xγ¯t ∈ Xδ with probability close to
one. Then, statement (ii) follows from the fact that f is uniformly continuous on
Xδ. Employing both auxiliary results, we obtain
XV2 ≤ sup
||u||≤A
sup
x∈X
1√
n
n∑
t=1
|x| ∣∣f(xγ¯t) − f(x)∣∣ ∣∣γt(u) − 1∣∣
≤|x| sup
||u||≤A
sup
x∈X
max
1≤t≤n
∣∣f(xγ¯t) − f(x)∣∣ 1√
n
n∑
t=1
sup
||u||≤A
∣∣γt(u) − 1∣∣ = op(1).
Thus XV is op(1), which completes Step 4.
Concerning Step 5 we obtain for each ε > 0
P
[
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
1{ηˆt≤x} −
1√
n
n∑
t=1
1{ηt≤x} − xf(x)Ω′
√
n
(
θˆn − θ0
)∣∣∣∣ ≥ ε]
≤P
[
sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
1{ηt≤γ˜t(u)x} −
1√
n
n∑
t=1
1{ηt≤x} − xf(x)Ω′u
∣∣∣∣ ≥ ε]
+ P
[√
n||θˆn − θ0|| > A
]
≤P
[
sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
γ˜t(u)x
)− F (x))− xf(x)Ω′u∣∣∣∣ ≥ ε2
]
+ P
[
sup
||u||≤A
sup
x∈X
∣∣Sn(x, u)/√n∣∣ ≥ ε
2
]
+ P
[√
n||θˆn − θ0|| > A
]
.
Since
√
n||θˆn−θ0|| = Op(1) by Theorem 4.2, the third term can be made arbitrarily
small for large n by choosing A sufficiently large. Given A, the first two terms
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converge to zero by Step 3 and Step 4, which completes Step 5.
Regarding Step 6 we refer to Bahadur (1966, Lemma 1). Replacing ξ by ξα
in the proof and choosing the sequences an and bn to satisfy an ∼ n−% log n and
bn ∼ nψ as n→ ∞, where ψ = (1 − %)/2, it follows that
Hn,α = sup
x∈In
∣∣∣(Fn(x) −Fn(ξα))− (F (x) − F (ξα))∣∣∣ = O(n−(%+ψ) log n)
almost surely as n → ∞. Inserting the definition of ψ and inflating the term by√
n leads to
√
nHn,α = O
(
n−%/2 log n
)
almost surely as n → ∞. Together with
the triangle inequality, we establish
sup
x,y∈In
∣∣∣√n(Fn(x) −Fn(y))−√n(F (x) − F (y))∣∣∣ ≤ 2√nHn,α=O(n−%/2 log n),
which completes Step 6.
Regarding Step 7 we bound
sup
x,y∈In
∣∣∣√n(Fˆn(x) − Fˆn(y))−√n(F (x) − F (y))∣∣∣
≤2 sup
x∈In
∣∣∣√n(Fˆn(x) −Fn(x))− xf(x)Ω′√n(θˆn − θ0)∣∣∣
+ sup
x,y∈In
∣∣∣√n(Fn(x) −Fn(y))−√n(F (x) − F (y))∣∣∣
+ sup
x,y∈In
∣∣∣(xf(x) − yf(y))Ω′√n(θˆn − θ0)∣∣∣.
Taking n sufficiently large such that In ⊂ X , the first term on the right-hand side
vanishes in probability by Step 5. The second term vanishes almost surely by Step
6. The last term can be bounded as follows:
sup
x,y∈In
∣∣∣(xf(x) − yf(y))Ω′√n(θˆn − θ0)∣∣∣
≤ sup
x,y∈In
∣∣xf(x) − yf(y)∣∣ ||Ω|| √n∣∣∣∣θˆn − θ0∣∣∣∣.
Since f(x), and hence xf(x), is continuous in a neighborhood of ξα by Assumption
4.5(ii) and In shrinks to ξα we have supx,y∈In
∣∣xf(x)−yf(y)∣∣→ 0. Together with√
n
∣∣∣∣θˆn − θ0∣∣∣∣ = Op(1) (Theorem 4.2) we find that the last term converges in
probability to 0, which completes Step 7.
To verify that replacing any Fˆn(·) by Fˆn(·−) does not alter the result, we note
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that Fˆn
(
x − n−1) ≤ Fˆn(x−) ≤ Fˆn(x) ≤ Fˆn(x + n−1) for all x ∈ In (similarly
for y). Setting I¯n = (ξα − a¯n, ξα + a¯n) with a¯n = an + n−1, we can bound
supx,y∈In
∣∣√n(Fˆn(x−)−Fˆn(y))−√n(F (x)−F (y))∣∣ and supx,y∈In ∣∣√n(Fˆn(x−)−
Fˆn(y−)
)−√n(F (x) − F (y))∣∣ by
sup
x,y∈I¯n
∣∣∣√n(Fˆn(x) − Fˆn(y))−√n(F (x) − F (y))∣∣∣
+ 2 sup
y∈In
√
n
(
F
(
y + n−1
)− F (y − n−1)). (4.70)
The first term in (4.70) vanishes in probability by Step 7 as a¯n ∼ an. Regarding
the second term, the mean value theorem implies
2 sup
y∈In
√
n
(
F
(
y +
1
n
)
− F
(
y − 1
n
))
=
4√
n
sup
y∈In
f
(
y + εn
)
,
where |εn| ≤ n−1. Since 4√n → 0 and supy∈In f(y+εn) → f(ξα) the term vanishes,
which completes the proof.
Remark 4.4. Step 5 is closely related to Lemma 3.2 of Gao and Song (2008)
with Ω corresponding to their e/2. Whereas in Step 5 we establish the uni-
formity over a compact neighborhood of ξα, they claim –without formal proof–
uniform convergence in probability over R assuming differentiability of f and
supx∈R x
2|f ′(x)| <∞.
4.A.2 Bootstrap Lemmas
Henceforth we use P∗, E∗, Var∗ and Cov∗ to denote the probability, expectation,
variance and covariance conditional on Fn.
Lemma 4.4. Suppose Assumptions 4.1–4.3, 4.4(i), 4.5(i) and 4.5(iii) hold.
(i) If in addition Assumption 4.9(i) holds with a = 4, then E∗[η∗mt ]
a.s.→ E[ηmt ]
for m ∈ {1, 2, 3, 4}.
(ii) If in addition Assumptions 4.6, 4.7 and 4.9(i) hold with a = −1, 4, then we
have E∗[η∗mt 1{η∗t<ξˆn,α}]
a.s.→ E[ηmt 1{ηt<ξα}] for m ∈ {0, 1, 2, 3, 4}.
Proof. Lemma 4.2 gives E∗[η∗mt 1{η∗t<u}] =
1
n
∑n
t=1 ηˆ
m
t 1{ηˆt<u}
a.s.→ E[ηmt 1{ηt<u}].
Taking u = ∞ proves the first claim, whereas the second claim follows from
E[ηmt 1{ηt<u}] being continuous in u and ξˆn,α
a.s.→ ξα by Theorem 4.1.
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Lemma 4.5. Suppose Assumptions 4.1–4.3, 4.4(i), 4.5(i), 4.5(iii), 4.6 and 4.9(i)–
(ii) hold with a = ±4. Then, we have θˆ∗n p
∗
→ θ0 almost surely.
Proof. Let ν > 0 and set B = {θ ∈ Θ : ||θ − θ0|| ≥ ν}; We establish the result in
the following three steps:
Step 1: we obtain L∗n(θ) −L∗n(θˆn) = 12n
∑n
t=1
(
1 − σ2t (θˆn)
σ2t (θ)
η∗2t + log
σ2t (θˆn)
σ2t (θ)
)
+
R∗n(θ) with supθ∈Θ
∣∣R∗n(θ)∣∣ p∗→ 0 almost surely;
Step 2: There exists a ζ < 0 such that supθ∈B L
∗
n(θ) − L∗n(θˆn) < ζ/2 + S∗n
with S∗n
p∗→ 0 almost surely;
Step 3: we show P∗
[
θˆ∗n ∈ B
] a.s.→ 0.
Regarding Step 1 we find
L∗n(θ) − L∗n(θˆn) =
1
2n
n∑
t=1
{
η∗2t −
σ˜2t (θˆn)
σ˜2t (θ)
η∗2t + log
σ˜2t (θˆn)
σ˜2t (θ)
}
,
where 1n
∑n
t=1 η
∗2
t
p∗→ 1 almost surely since
E∗
[
1
n
n∑
t=1
η∗2t
]
= E∗
[
η∗2t
] a.s.→ 1 and Var∗[ 1
n
n∑
t=1
η∗2t
]
=
1
n
Var∗
[
η∗2t
] a.s.→ 0
by Lemma 4.4. It remains to show the negligibility of the initial conditions, i.e.
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
{
log
σ˜2t (θˆn)
σ˜2t (θ)
− log σ
2
t (θˆn)
σ2t (θ)
}∣∣∣∣ a.s→ 0 (4.71)
and
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
σ2t (θˆn)
σ2t (θ)
− σ˜
2
t (θˆn)
σ˜2t (θ)
)
η∗2t
∣∣∣∣ p∗→ 0 (4.72)
almost surely. The inequality log(1 +x) ≤ x for all x > −1 and Assumption 4.4(i)
yield
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
log
σ2t (θˆn)
σ2t (θ)
− log σ˜
2
t (θˆn)
σ˜2t (θ)
)∣∣∣∣
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= sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
log
σ˜2t (θ)
σ2t (θ)
− log σ˜
2
t (θˆn)
σ2t (θˆn)
)∣∣∣∣
≤ sup
θ∈Θ
2
n
n∑
t=1
∣∣∣∣ log σ˜2t (θ)σ2t (θ)
∣∣∣∣ = sup
θ∈Θ
4
n
n∑
t=1
∣∣∣∣ log σ˜t(θ)σt(θ)
∣∣∣∣
= sup
θ∈Θ
4
n
n∑
t=1
∣∣∣∣ log(1 + σ˜t(θ) − σt(θ)σt(θ)
)∣∣∣∣
≤ 4
n
n∑
t=1
log
(
1 +
C1ρ
t
ω
)
≤ 4
n
n∑
t=1
C1ρ
t
ω
≤ 4C1
ω(1 − ρ)n
a.s.→ 0
verifying (4.71). Further, Assumption 4.4(i) and (4.29) imply
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
σ˜2t (θˆn)
σ˜2t (θ)
− σ
2
t (θˆn)
σ2t (θ)
)
η∗2t
∣∣∣∣ ≤ sup
θ∈Θ
1
n
n∑
t=1
∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ) − σ
2
t (θˆn)
σ2t (θ)
∣∣∣∣η∗2t
= sup
θ∈Θ
1
n
n∑
t=1
σ2t (θˆn)
σ˜2t (θ)
∣∣∣∣ σ˜2t (θˆn) − σ2t (θˆn)σ2t (θˆn) + σ
2
t (θ) − σ˜2t (θ)
σ2t (θ)
∣∣∣∣η∗2t
≤ sup
θ∈Θ
1
n
n∑
t=1
σ2t (θˆn)
σ˜2t (θ)
( |σ˜2t (θˆn) − σ2t (θˆn)|
σ2t (θˆn)
+
|σ2t (θ) − σ˜2t (θ)|
σ2t (θ)
)
η∗2t
≤ sup
θ∈Θ
1
n
n∑
t=1
σ2t (θˆn)
σ˜2t (θ)
( |σ˜t(θˆn) − σt(θˆn)|2
σ2t (θˆn)
+ 2
|σ˜t(θˆn) − σt(θˆn)|
σt(θˆn)
+
|σt(θ) − σ˜t(θ)|2
σ2t (θ)
+ 2
|σt(θ) − σ˜t(θ)|
σt(θ)
)
η∗2t
≤ 1
n
n∑
t=1
σ2t (θˆn)
ω2
(
C21ρ
2t
ω2
+ 2
C1ρ
t
ω
+
C21ρ
2t
ω2
+ 2
C1ρ
t
ω
)
η∗2t
≤
(
2C21
ω4
+
4C1
ω3
)
1
n
n∑
t=1
ρtσ2t (θˆn)η
∗2
t .
To verify (4.72) are left to show that 1n
∑n
t=1 ρ
tσ2t (θˆn)η
∗2
t
p∗→ 0 almost surely. For
every ε > 0, Markov’s inequality implies
P∗
[
1
n
n∑
t=1
ρtσ2t (θˆn)η
∗2
t ≥ ε
]
≤ 1
ε
1
n
n∑
t=1
ρtσ2t (θˆn)E∗
[
η∗2t
]
As E∗
[
η∗2t
] a.s.→ 1 (Lemma 4.4), it remains to show that 1n∑nt=1 ρtσ2t (θˆn) a.s.→ 0. We
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have
1
n
n∑
t=1
ρtσ2t (θˆn) =
1
n
n∑
t=1
ρtσ2t (θ0)
σ2t (θˆn)
σ2t (θ0)
≤
(
1
n
n∑
t=1
ρ2tσ4t (θ0)
) 1
2
(
1
n
n∑
t=1
σ4t (θˆn)
σ4t (θ0)
) 1
2
by the Cauchy-Schwarz inequality. Since θˆn
a.s.→ θ0 (Theorem 4.1) such that θˆn ∈
V (θ0) almost surely, the uniform ergodic theorem and Assumption 4.9(i) result in
1
n
n∑
t=1
σ4t (θˆn)
σ4t (θ0)
a.s.≤ 1
n
n∑
t=1
T 4t
a.s.→ E[T 4t ] <∞.
In addition, we have for δ > 0
∞∑
t=1
P
[
ρ2tσ4t (θ0) > δ
] ≤ ∞∑
t=1
ρst/2E[σst (θ0)]
δs/(4)
=
E[σst (θ0)]
δs/(4)(1 − ρs/2) <∞
such that the Borel-Cantelli Lemma implies ρ2tσ4t (θ0)
a.s.→ 0 as t→ ∞. Therefore,
1
n
∑n
t=1 ρ
2tσ4t (θ0)
a.s.→ 0 follows by Cesa´ro’s lemma. Combining results, we establish
1
n
∑n
t=1 ρ
tσ2t (θˆn)
a.s.→ 0, which verifies (4.72) and completes Step 1.
Consider Step 2 ; by compactness of B the Heine-Borel theorem entails that
there exists a finite number of neighborhoods of size smaller than 1/k, i.e. Vk(θ1),. . . ,
Vk(θK) with K = K(k) ∈ N, covering B. We have
sup
θ∈B
L∗n(θ) − L∗n(θˆn) = max
i=1,...,K
sup
θ∈Vk(θi)∩B
L∗n(θ) − L∗n(θˆn)
Next, we fix i ∈ {1, . . . ,K}. With regard to Step 1, we obtain for each M > 1
L∗n(θ) − L∗n(θˆn)
=
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
>M
}(1 − σ2t (θˆn)
σ2t (θ)
η∗2t︸ ︷︷ ︸
≥0
+ log
σ2t (θˆn)
σ2t (θ)
)
+
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
≤M
}(1 − σ2t (θˆn)
σ2t (θ)
η∗2t + log
σ2t (θˆn)
σ2t (θ)
)
+R∗n(θ)
≤ 1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
>M
}(1 + log σ2t (θˆn)
σ2t (θ)
)
+
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
≤M
}σ2t (θˆn)
σ2t (θ)
(
1 − η∗2t
)
+
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
≤M
}(1 − σ2t (θˆn)
σ2t (θ)
+ log
σ2t (θˆn)
σ2t (θ)
)
+R∗n(θ)
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such that
sup
θ∈Vk(θi)∩B
L∗n(θ) − L∗n(θˆn)
a.s.≤ 1
2
1
n
n∑
t=1
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
>M
}(1 + log σ2t (θ˙)
σ2t (θ)
)
︸ ︷︷ ︸
I
+
1
2
1
n
n∑
t=1
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
≤M
}σ2t (θ˙)
σ2t (θ)
(
1 − η∗2t
)
︸ ︷︷ ︸
II
+
1
2
1
n
n∑
t=1
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
≤M
}(1 − σ2t (θ˙)
σ2t (θ)
+ log
σ2t (θ˙)
σ2t (θ)
)
︸ ︷︷ ︸
III
+ sup
θ∈Θ
∣∣R∗n(θ)∣∣︸ ︷︷ ︸
IV
.
Subsequently, we consider each term in turn. Regarding I, take k sufficiently
large such that θ˙ satisfying ||θ˙− θ0|| ≤ 1/k yields θ˙ ∈ V (θ0). The uniform ergodic
theorem, the inequality log(x) ≤ x for all x > 0 and the Cauchy-Schwarz inequality
imply
I
a.s.→E
[
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
>M
}(1 + log σ2t (θ˙)
σ2t (θ)
)]
≤E
[
1{σ2tT 2t >Mω2}
(
1 + log
σ2t T
2
t
ω2
)]
=E
[
1{σ2tT 2t >Mω2}
(
1 − 2 logω + 4
s
log σ
s/2
t + 2 log Tt
)]
≤E
[
1{σ2tT 2t >Mω2}
(
1 − 2 logω + 4
s
σ
s/2
t + 2Tt
)]
≤
(
E
[(
1 − 2 logω + 4
s
σ
s/2
t + 2Tt
)2]
︸ ︷︷ ︸
I1
) 1
2(
P
[
σ2t T
2
t > Mω
2
]
︸ ︷︷ ︸
I2
) 1
2
with σt = σt(θ0). Employing (4.36) we find that
I1 ≤ 4
(
1 +
(
2 logω
)2
+
16
s2
E
[
σst
]
+ 4E
[
T 2t
])
<∞
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and using Markov’s inequality the second subterm can be bounded by
I2 ≤ P
[
T 2t > Mω
2/2
]
+ P
[
σ2t > Mω
2/2
]
≤ 2
Mω2
E
[
T 2t
]
+
(
2√
Mω
)s
E
[
σst
]
.
Since I1 can be made arbitrarily small by the choice of M we get I = o(1) almost
surely. Further, for given M , Lemma 4.4 entails
∣∣∣E∗[II]∣∣∣ ≤M ∣∣∣1 − E∗[η∗2t ]∣∣∣ a.s.→ 0 and Var∗[II] ≤ M2n Var∗[η∗2t ] a.s.→ 0
such that II
p∗→ 0 almost surely. Consider III; the uniform ergodic theorem yields
III
a.s.→ E
[
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
≤M
}(1 − σ2t (θ˙)
σ2t (θ)
+ log
σ2t (θ˙)
σ2t (θ)
)]
and the right-hand side approaches
E
[
1 − σ
2
t (θ0)
σ2t (θi)
+ log
σ2t (θ0)
σ2t (θi)
]
(4.73)
as M and k grow large. Thus, almost surely, III can be made arbitrarily close
to (4.73) by choosing M and k sufficiently large. Further, since θi ∈ B, we have
θi 6= θ0 and Assumption 4.3 implies σ
2
t (θ0)
σ2t (θi)
6= 1 almost surely. The elementary
inequality 1 − x + log x ≤ 0 for x > 0, which holds with equality if and only if
x = 1, implies that (4.73) is strictly smaller than 0. We conclude that there exists a
ζi < 0 such that III < ζi holds for sufficiently large M and k and n almost surely.
Set ζ = maxi=1,...,K ζi, which satisfies ζ < 0. Combining results we complete Step
2.
Consider Step 3 ; if θˆ∗n ∈ B, then (4.15) yields
sup
θ∈B
L∗n(θ) = L
∗
n(θˆ
∗
n) ≥ L∗n(θˆn).
and by monotonicity of the probability measure P∗ we obtain
P∗
[
θˆ∗n ∈ B
] ≤P∗[ sup
θ∈B
L∗n(θ) − L∗n(θˆn) ≥ 0
]
.
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Together with Step 2 we obtain
P∗
[
θˆ∗n ∈ B
] ≤ P∗[ζ/2 + S∗n > 0]+ o(1) ≤ P∗[|S∗n| > −ζ/2]+ o(1) = o(1)
almost surely, which completes Step 3 and establishes the lemma’s claim.
Lemma 4.6. Suppose Assumptions 4.1–4.4, 4.5(i), 4.5(iii), 4.6 and 4.9 hold with
a = ±12, b = 12 and c = 6. Then, we have 1n
∑n
t=1
∂2
∂θ∂θ′ `
∗
t (θ˘n)
p∗→ −2J almost
surely for θ˘n between θˆ
∗
n and θˆn.
Proof. We have
1
n
n∑
t=1
∂2
∂θ∂θ′
`∗t (θ˘n) =
1
n
n∑
t=1
(
∗2t
σ˜2t (θ˘n)
− 1
)
H˜t(θ˘n)︸ ︷︷ ︸
I
− 1
n
n∑
t=1
(
3
∗2t
σ˜2t (θ˘n)
− 1
)
D˜t(θ˘n)D˜
′
t(θ˘n)︸ ︷︷ ︸
II
.
Employing ∗t = σ˜t(θˆn)η
∗
t the first term can be expanded as follows:
I =
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
Ht(θ˘n)η
∗2
t︸ ︷︷ ︸
I1
+
1
n
n∑
t=1
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
H˜t(θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
Ht(θ˘n)
)
η∗2t︸ ︷︷ ︸
I2
− 1
n
n∑
t=1
H˜t(θ˘n)︸ ︷︷ ︸
I3
.
Consider I1; we take ε > 0 and denote the unit vectors spanning Rr by e1, . . . , er.
Since
σ2t (θ1)
σ2t (θ2)
Ht(θ2) is continuous in θ1 and θ2 we can take Vε(θ0) ⊆ V (θ0) such
that
E
[
e′iHtej
]− ε <E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
≤E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
< E
[
e′iHtej
]
+ ε
for all i, j = 1, . . . , r. Since θ˘n lies between θˆ
∗
n and θˆn, Theorem 4.1 and Lemma
4.5 imply θ˘n
p∗→ θ0 almost surely. Since θˆn a.s.→ θ0 and θ˘n p
∗
→ θ0 almost surely, we
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have θˆn ∈ Vε(θ0) almost surely and θ˘n ∈ Vε(θ0) with conditional probability close
to one almost surely. In such case, we have for all pairs (i, j)
L∗n(i, j) ≤
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iHt(θ˘n)ejη
∗2
t ≤ U∗n(i, j)
with
L∗n(i, j) =
1
n
n∑
t=1
inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ejη
∗2
t
U∗n(i, j) =
1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ejη
∗2
t .
Using the uniform ergodic theorem, the conditional mean of the upper bound
satisfies
E∗
[
U∗n(i, j)
]
=E∗
[
η∗2t
] 1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
a.s.→E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
< E
[
e′iHtej
]
+ ε.
whereas its conditional variance vanishes:
Var∗
[
U∗n(i, j)
]
=Var∗
[
η∗2t
] 1
n2
n∑
t=1
(
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
)2
≤Var∗[η∗2t ] 1n2
n∑
t=1
S4t T
4
t V
2
t
≤Var∗[η∗2t ] 1n
(
1
n
n∑
t=1
S12t︸ ︷︷ ︸
a.s.→ E[S12t ]<∞
) 1
3
(
1
n
n∑
t=1
T 12t︸ ︷︷ ︸
a.s.→ E[T 12t ]<∞
) 1
3
(
1
n
n∑
t=1
V 6t︸ ︷︷ ︸
a.s.→ E[V 6t ]<∞
) 1
3
a.s.→ 0.
Similarly, we obtain for the lower bound
E∗
[
L∗n(i, j)
] a.s.→ E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
> E
[
e′iHtej
]− ε
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and Var∗
[
L∗n(i, j)
] a.s.→ 0. Taking ε↘ 0 subsequently, we get
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iHt(θ˘n)e
′
jη
∗2
t
p∗→ E[e′iHtej]
almost surely for all pairs (i, j), which in turn yields I1
p∗→ E[Ht] almost surely.
Regarding I2, for any θ1, θ2 ∈ Θ Assumption 4.4(i) implies∣∣∣∣ σ˜t(θ1)σ˜t(θ2) − σt(θ1)σt(θ2)
∣∣∣∣ =∣∣∣∣ σ˜t(θ1) − σt(θ1)σ˜t(θ2) + σt(θ1)σt(θ2) σt(θ2) − σ˜t(θ2)σ˜t(θ2)
∣∣∣∣
≤|σ˜t(θ1) − σt(θ1)|
σ˜t(θ2)
+
σt(θ1)
σt(θ2)
|σt(θ2) − σ˜t(θ2)|
σ˜t(θ2)
≤C1ρ
t
ω
+
σt(θ1)
σt(θ2)
C1ρ
t
ω
=
C1ρ
t
ω
(
1 +
σt(θ1)
σt(θ2)
) (4.74)
and combined with the elementary inequalities (4.29) (with m = 1) yields∣∣∣∣ σ˜2t (θ1)σ˜2t (θ2) − σ
2
t (θ1)
σ2t (θ2)
∣∣∣∣ ≤ ∣∣∣∣ σ˜t(θ1)σ˜t(θ2) − σt(θ1)σt(θ2)
∣∣∣∣2 + 2∣∣∣∣ σ˜t(θ1)σ˜t(θ2) − σt(θ1)σt(θ2)
∣∣∣∣σt(θ1)σt(θ2)
≤C
2
1ρ
2t
ω2
(
1 +
σt(θ1)
σt(θ2)
)2
+
2C1ρ
t
ω
(
1 +
σt(θ1)
σt(θ2)
)
σt(θ1)
σt(θ2)
(4.75)
≤
(
C21
ω2
+
2C1
ω
)
ρt
(
1 +
σt(θ1)
σt(θ2)
)2
≤
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θ1)
σ2t (θ2)
)
.
It follows that
||I2|| ≤ 1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)H˜t(θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
Ht(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
=
1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)
(
H˜t(θ˘n) −Ht(θ˘n)
)
+
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
− σ
2
t (θˆn)
σ2t (θ˘n)
)
Ht(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
≤ 1
n
n∑
t=1
{
σ˜2t (θˆn)
σ˜2t (θ˘n)
∣∣∣∣∣∣H˜t(θ˘n) −Ht(θ˘n)∣∣∣∣∣∣+ ∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
∣∣∣∣ ∣∣∣∣Ht(θ˘n)∣∣∣∣}η∗2t
≤ 1
n
n∑
t=1
{(
σ2t (θˆn)
σ2t (θ˘n)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
))
C1ρ
t
ω
(
1 +
∣∣∣∣Ht(θ˘n)∣∣∣∣)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) ∣∣∣∣Ht(θ˘n)∣∣∣∣}η∗2t
≤
(
5C1
ω
+
6C21
ω2
+
2C31
ω3
)
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
)(
1 +
∣∣∣∣Ht(θ˘n)∣∣∣∣)η∗2t ,
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where the third inequality comes from (4.32) and (4.75). In the case of θˆn ∈ V (θ0)
and θ˘n ∈ V (θ0), we get
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) (
1 + ||Ht(θ˘n)||
)
η∗2t ≤
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)
(1 + Vt)η
∗2
t .
For any δ > 0 we find
P∗
[
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)
(1 + Vt)η
∗2
t ≥ δ
]
=
E∗[η∗2t ]
δ
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)
(1 + Vt).
using Markov’s inequality. Moreover, for ε > 0 we have
∞∑
t=1
P
[
ρt
(
1 + S2t T
2
t
)
(1 + Vt) > ε
]
≤
∞∑
t=1
ρt
E
[
(1 + S2t T
2
t )(1 + Vt)
]
ε
=
E
[
(1 + S2t T
2
t )(1 + Vt)
]
ε(1 − ρ) <∞
such that the Borel-Cantelli Lemma implies ρt
(
1 + S2t T
2
t
)
(1 + Vt)
a.s.→ 0 as t→ ∞.
Therefore, 1n
∑n
t=1 ρ
t
(
1 + S2t T
2
t
)
(1 + Vt)
a.s.→ 0 follows by Ce´saro’s lemma and we
get 1n
∑n
t=1 ρ
t
(
1 + S2t T
2
t
)
(1 + Vt)η
∗2
t
p∗→ 0 almost surely. Combining results gives
||I2|| p
∗
→ 0 almost surely. Similar to the proof of Lemma 4.2(iii), we establish
I3
p∗→ E[Ht] almost surely using θ˘n p
∗
→ θ0 almost surely. Combining results we
establish that I = I1 + I2 − I3 p
∗
→ 0 almost surely. Consider the second term and
expand
II =3
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)η
∗2
t︸ ︷︷ ︸
II1
+ 3
1
n
n∑
t=1
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n) −
σ2t (θˆn)
σ2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)
)
η∗2t︸ ︷︷ ︸
II2
− 1
n
n∑
t=1
Dt(θ˘n)D
′
t(θ˘n)︸ ︷︷ ︸
II3
.
We treat the subterms of II analogously to the subterms of I. We begin with II1
and take ε > 0. Since
σ2t (θ1)
σ2t (θ2)
Dt(θ2)D
′
t(θ2) is continuous in θ1 and θ2 we can take
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Vε(θ0) ⊆ V (θ0) such that
E
[
e′iDtD
′
tej
]− ε <E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
≤E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
for all i, j = 1, . . . , r. Since θˆn
a.s.→ θ0 and θ˘n p
∗
→ θ0 almost surely, we have θˆn ∈
Vε(θ0) almost surely and θ˘n ∈ Vε(θ0) with conditional probability close to one
almost surely. In such case, we have for all pairs (i, j)
L¯∗n(i, j) ≤
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iDt(θ˘n)D
′
t(θ˘n)e
′
jη
∗2
t ≤ U¯∗n(i, j)
with
L¯∗n(i, j) =
1
n
n∑
t=1
inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ejη
∗2
t
U¯∗n(i, j) =
1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ejη
∗2
t .
Using the uniform ergodic theorem, the conditional mean of the upper bound
satisfies
E∗
[
U¯∗n(i, j)
]
=E∗
[
η∗2t
] 1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
a.s.→E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
whereas its conditional variance vanishes:
Var∗
[
U¯∗n(i, j)
]
=Var∗
[
η∗2t
] 1
n2
n∑
t=1
(
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
)2
≤Var∗[η∗2t ] 1n2
n∑
t=1
S4t T
4
t U
4
t
≤Var∗[η∗2t ] 1n
(
1
n
n∑
t=1
S12t︸ ︷︷ ︸
a.s.→ E[S12t ]<∞
) 1
3
(
1
n
n∑
t=1
T 12t︸ ︷︷ ︸
a.s.→ E[T 12t ]<∞
) 1
3
(
1
n
n∑
t=1
U12t︸ ︷︷ ︸
a.s.→ E[U12t ]<∞
) 1
3
a.s.→ 0.
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Similarly, we obtain for the lower bound
E∗
[
L¯∗n(i, j)
] a.s.→ E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
> E
[
e′iDtD
′
tej
]− ε
and Var∗
[
L¯∗n(i, j)
] a.s.→ 0. Next, we take ε↘ 0 and get
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iDt(θ˘n)D
′
t(θ˘n)e
′
jη
∗2
t
p∗→ E[e′iDtD′tej]
almost surely for all pairs (i, j), which in turn yields II1
p∗→ E[DtD′t] = J almost
surely. Regarding II2, we find
||II2|| ≤ 1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)D˜t(θ˘n)D˜′t(θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
=
1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)
(
D˜t(θ˘n)D˜
′
t(θ˘n) −Dt(θ˘n)D′t(θ˘n)
)
+
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
− σ
2
t (θˆn)
σ2t (θ˘n)
)
Dt(θ˘n)D
′
t(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
≤ 1
n
n∑
t=1
{
σ˜2t (θˆn)
σ˜2t (θ˘n)
∣∣∣∣∣∣D˜t(θ˘n)D˜′t(θ˘n) −Dt(θ˘n)D′t(θ˘n)∣∣∣∣∣∣
+
∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
∣∣∣∣ ∣∣∣∣Dt(θ˘n)∣∣∣∣2}η∗2t
≤ 1
n
n∑
t=1
{(
σ2t (θˆn)
σ2t (θ˘n)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
))
×
(
C21
ω2
+
2C1
ω
)
ρt
(
1 +
∣∣∣∣Dt(θ˘n)∣∣∣∣2)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) ∣∣∣∣Dt(θ˘n)∣∣∣∣2}η∗2t
≤
(
6C1
ω
+
11C21
ω2
+
8C31
ω3
+
2C41
ω4
)
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
)(
1 +
∣∣∣∣Dt(θ˘n)∣∣∣∣2)η∗2t ,
where the third inequality follows from (4.30) and (4.75). In the case of θˆn ∈ V (θ0)
and θ˘n ∈ V (θ0), we get
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) (
1 + ||Dt(θ˘n)||2
)
η∗2t ≤
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
η∗2t .
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For any δ > 0 we find
P∗
[
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
η∗2t ≥ δ
]
=
E∗[η∗2t ]
δ
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
.
using Markov’s inequality. Moreover, for ε > 0 we have
∞∑
t=1
P
[
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
> ε
]
≤
∞∑
t=1
ρt
E
[
(1 + S2t T
2
t )(1 + U
2
t )
]
ε
=
E
[
(1 + S2t T
2
t )(1 + U
2
t )
]
ε(1 − ρ) <∞
such that the Borel-Cantelli Lemma implies ρt
(
1+S2t T
2
t
)(
1+U2t
) a.s.→ 0 as t→ ∞.
Therefore, 1n2
∑n
t=1 ρ
t
(
1 + S2t T
2
t
)(
1 + U2t
) a.s.→ 0 follows by Ce´saro’s lemma and
we get 1n
∑n
t=1 ρ
t
(
1 + S2t T
2
t
) (
1 + U2t
)
η∗2t
p∗→ 0 almost surely. Combining results
gives ||II2|| p
∗
→ 0 almost surely. Similar to the proof of Lemma 4.2(ii), we establish
II3
p∗→ E[DtD′t] = J almost surely using θ˘n p∗→ θ0 almost surely. Combining results
we find II = 3II1 + 3II2 − I3 p
∗
→ 3J + 0− J = 2J almost surely. In conclusion, we
have
1
n
n∑
t=1
∂2
∂θ∂θ′
`∗t (θ˘n) =I − II p
∗
→ −2J
almost surely, which completes the proof.
Lemma 4.7. Suppose Assumptions 4.1–4.4, 4.5(i), 4.5(iii), 4.6, 4.9 and 4.10 hold
with a = −1, 4, b = 4 and c = 2. Then, we have
1√
n
n∑
t=1
(
Dˆt
(
η∗2t − 1
)
1{η∗t<ξˆn,α} − α
)
d∗→ N(0,Υα) with Υα =
(
(κ− 1)J pαΩ
pαΩ
′ α(1 − α)
)
almost surely.
Proof. Set αn = E∗
[
1{η∗t<ξˆn,α}
]
and expand
1√
n
n∑
t=1
(
Dˆt
(
η∗2t − 1
)
1{η∗t<ξˆn,α} − α
)
=
1√
n
n∑
t=1
(
Dˆt
(
η∗2t − E∗[η∗2t ]
)
1{η∗t<ξˆn,α} − αn
)
+
1√
n
n∑
t=1
(
Dˆt
(
E∗[η∗2t ] − 1
)
αn − α
)
.
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Consider the second term; with regard to Remark 4.1 we have E∗
[
η∗2t
]
= 1
whenever θˆn ∈ Θ˚ under Assumption 4.10. Since θˆn a.s.→ θ0 ∈ Θ˚ by Theorem 4.1
and Assumption 4.6, we have 1√
n
∑n
t=1 Dˆt
(
E∗[η∗2t ]− 1
)
= 0 for sufficiently large n
almost surely. Further,
αn =
1
n
n∑
t=1
1{ηˆt<ξˆn,α}
a.s.
=
bnαc + 1
n
= α+O(n−1)
and hence 1√
n
∑n
t=1(αn − α) a.s.→ 0. Using the Crame´r-Wold device it remains to
show that for each λ = (λ′1, λ2)
′ ∈ Rr+1 with ||λ|| 6= 0
n∑
t=1
1√
n
λ′
(
Dˆt
(
η∗2t − E∗[η∗2t ]
)
1{η∗t<ξˆn,α} − αn
)
︸ ︷︷ ︸
Z∗n,t
d∗→ N(0, λ′Υαλ)
almost surely. By construction, we have E
[
Z∗n,t
]
= 0. Further, we obtain
s2n =
n∑
t=1
E∗
[
Z∗2n,t
]
= λ′
(
Var∗[η∗2t ]Jˆn Cov∗[η∗2t ,1{η∗t<ξˆn,α}]Ωˆn
Cov∗[η∗2t ,1{η∗t<ξˆn,α}]Ωˆ
′
n Var∗[1{η∗t<ξˆn,α}]
)
λ.
Lemma 4.2 states Jˆn
a.s.→ J and Ωˆn a.s.→ Ω. Employing Lemma 4.4 yields
Var∗
[
η∗2t
]
= E∗
[
η∗4t
]− (E[η∗2t ])2 a.s.→ κ− 1,
Var∗[1{η∗t<ξˆn,α}] = αn(1 − αn)
a.s.→ α(1 − α),
Cov∗
[
η∗2t ,1{η∗t<ξˆn,α}
]
= E∗
[
η∗2t 1{η∗t<ξˆn,α}
]− E∗[η∗2t ]αn a.s.→ pα
and s2n
a.s.→ λ′Υαλ follows. Next, we verify Lindeberg condition. For an arbitrary
ε > 0
n∑
t=1
E∗
[
Z∗2n,t1{|Z∗n,t|≥snε}
]
≤
n∑
t=1
E∗
[
Z∗2n,t1{|η∗t |>C}
]
︸ ︷︷ ︸
I
+
n∑
t=1
E∗
[
Z∗2n,t1{|Z∗n,t|≥snε}1{|η∗t |≤C}
]
︸ ︷︷ ︸
II
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holds, where C > 0. Employing the elementary inequalities
(x+ y)z ≤ 2z(xz + yz) (4.76)
and |x− y|z ≤ xz + yz for all x, y, z ≥ 0 we find that
Z∗2n,t ≤
4
n
((
λ′1Dˆt
)2(
η∗2t − E∗[η∗2t ]
)2
+ λ22(1{η∗t<ξˆn,α} − αn)
2
)
≤ 4
n
((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
)
.
Hence, we obtain
I ≤ 4
n
n∑
t=1
E∗
[((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
)
1{|η∗t |>C}
]
=4
(
λ′1Jˆnλ1E∗
[
η∗4t 1{|η∗t |>C}
]
+
(
λ′1Jˆnλ1E∗[η∗2t ]2 + λ22
)
E∗
[
1{|η∗t |>C}
])
a.s.→4
(
λ′1Jλ1E
[
η4t 1{|ηt|>C}
]
+
(
λ′1Jλ1E[η2t ]2 + λ22
)
E
[
1{|ηt|>C}
])
and choosing C sufficiently large yields I
a.s.→ 0. Given a value of C, we have
II ≤ 4
n
n∑
t=1
E∗
[((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
)
× 1{||λ1||(η∗2t +E∗[η∗2t ])maxt ||Dˆt||+|λ2|≥√nsnε}1{|η∗t |≤C}
]
≤ 4
n
n∑
t=1
((
λ′1Dˆt
)2(
C4 + E∗[η∗2t ]2
)
+ λ22
)
× 1{||λ1||(C2+E∗[η∗2t ])maxt ||Dˆt||+|λ2|≥√nsnε}
=4
(
λ′1Jˆnλ1
(
C4 + E∗[η∗2t ]2
)
+ λ22
)
1{||λ1||(C2+E∗[η∗2t ])maxt ||Dˆt||+|λ2|≥
√
nsnε}
a.s.→4
(
λ′1Jλ1
(
C4 + E[η2t ]2
)
+ λ22
)
× 0 = 0
To appreciate why the indicator function converges to 0 almost surely we employ
(4.27) and (4.76) and note θˆn ∈ V (θ0) almost surely to get
1
n
n∑
t=1
∣∣∣∣Dˆt∣∣∣∣4 ≤ 1
n
n∑
t=1
(∣∣∣∣Dt(θˆn)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Dt(θˆn)∣∣∣∣))4 (4.77)
a.s.≤ 1
n
n∑
t=1
(
Ut +
C1ρ
t
ω
(1 + Ut)
)4
≤ 24
(
1
n
n∑
t=1
U4t +
C41
ω4
1
n
n∑
t=1
{
ρt(1 + Ut)
}4)
.
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The uniform ergodic theorem and Assumption 4.9(ii) imply 1n
∑n
t=1 U
4
t
a.s.→ E[U4t ] <
∞. Further, (4.28) leads to ρt(1 + Ut) a.s.→ 0 as t → ∞, which in turn implies{
ρt(1 + Ut)
}4 a.s.→ 0 as t → ∞. Cesa´ro’s lemma yields 1n∑nt=1 {ρt(1 + Ut)}4 a.s.→ 0
and we have limn→∞ 1n
∑n
t=1
∣∣∣∣Dˆt∣∣∣∣4 <∞ almost surely. Thus, maxt ||Dˆt||/√n a.s.→
0 as (
maxt ||Dˆt||√
n
)4
≤ 1
n2
n∑
t=1
||Dˆt||4 a.s.→ 0.
and 1{||λ1||(C2+E∗[η∗2t ])maxt ||Dˆt||+|λ2|≥
√
nsnε}
a.s.→ 0 follows. Combining results, es-
tablishes 1s2n
∑n
t=1 E∗
[
Z∗2n,t1{|Z∗n,t|≥sn}
] a.s.→ 0. The Central Limit Theorem for
triangular arrays (cf. Billingsley, 1986, Theorem 27.3) implies that
∑n
t=1 Z
∗
n,t con-
verges in conditional distribution to N
(
0, λ′Υαλ
)
almost surely.
Lemma 4.8. Suppose Assumptions 4.1–4.9 hold with a = ±6, b = 6 and c = 2.
Then, we have I∗n(z)
p∗→ z22 f(ξα) in probability.
Proof. Using Fubini’s theorem, the conditional expectation is equal to
E∗
[
I∗n(z)
]
=
n∑
t=1
∫ z/√n
0
E∗
[
1{η∗t ≤ξˆn,α+s} − 1{η∗t<ξˆn,α}
]
ds
=n
∫ z/√n
0
(
Fˆn(ξˆn,α + s) − Fˆn(ξˆn,α−)
)
ds
=
∫ z
0
√
n
(
Fˆn
(
ξˆn,α +
u√
n
)
− Fˆn(ξˆn,α−)
)
du
=
∫ z
0
√
n
(
Fˆn
(
ξˆn,α +
u√
n
)
− Fˆn(ξˆn,α−) − F
(
ξˆn,α +
u√
n
)
+ F (ξˆn,α)
)
du︸ ︷︷ ︸
I
+
∫ z
0
√
n
(
F
(
ξˆn,α +
u√
n
)
− F (ξˆn,α)
)
du︸ ︷︷ ︸
II
.
Regarding I, take % ∈ (0, 1/2) and set I¯n =
[
ξα − 0.5n−%, ξα + 0.5n−%
]
. Since√
n(ξˆn,α − ξα) = Op(1), the probabilities of the events
{
ξˆn,α +
|z|√
n
/∈ I¯n
}
and{
ξˆn,α − |z|√n /∈ I¯n
}
can be made arbitrarily small for large n. If ξˆn,α +
|z|√
n
∈ I¯n
and ξˆn,α − |z|√n ∈ I¯n, then ξˆn,α ∈ I¯n and ξˆn,α + u√n ∈ I¯n belong to I¯n for all u
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between 0 and z. In that case
|I| ≤ |z| sup
x,y∈I¯n
∣∣∣√n(Fˆn(x) − Fˆn(y−))−√n(F (x) − F (y))∣∣∣ p→ 0
by Lemma 4.3. Focusing on II, the mean value theorem implies that
II =
∫ z
0
uf
(
ξˆn,α + εn
)
du =
∫ z
0
u
(
f
(
ξˆn,α + εn
)− f(ξα)) du︸ ︷︷ ︸
II1
+
∫ z
0
uf(ξα) du︸ ︷︷ ︸
II2
with εn lying between 0 and u/
√
n. Since |εn| ≤ |z|/
√
n and ξˆn,α
a.s.→ ξα we have
|II1| ≤ z
2
2
sup
|v|≤|z|
∣∣∣f(ξˆn,α + v
n
)
− f(ξα)
∣∣∣ a.s.→ 0.
Further, II2 simplifies to II2 =
z2
2 f(ξα) and combining results establishes
E∗
[
I∗n(z)
] p→ z2
2
f(ξα).
The conditional variance vanishes in probability as
Var∗
[
I∗n(z)
]
=
n∑
t=1
Var∗
[ ∫ z/√n
0
(1{η∗t ≤ξˆn,α+s} − 1{η∗t<ξˆn,α})ds
]
=n Var∗
[ ∫ z/√n
0
(1{η∗t ≤ξˆn,α+s} − 1{η∗t<ξˆn,α})ds
]
≤n |z|√
n
E∗
[ ∫ z/√n
0
(1{η∗t ≤ξˆn,α+s} − 1{η∗t<ξˆn,α})ds
]
=
|z|√
n
∫ z/√n
0
n
(
Fˆn(ξˆn,α + s) − Fˆn(ξˆn,α−)
)
ds
=
|z|√
n
E∗
[
I∗n(z)
] p→ 0,
where the inequality follows from the fact that
Var(Y ) ≤ |c| E[Y ] (4.78)
with Y =
∫ c
0
(1{X≤s} − 1{X<0})ds, X is a real-valued integrable random variable
and c ∈ R (cf. Francq and Zako¨ıan, 2015, p. 171).
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Lemma 4.9. Suppose Assumptions 4.1–4.10 hold with a = ±12, b = 12 and
c = 6. Then, we have J∗n,1(z)
d∗→ Γ( r2 , κ−14 ξ2αf(ξα)) in probability, i.e. a Gamma
distribution with shape parameter r2 and scale parameter
κ−1
4 ξ
2
αf(ξα).
Proof. We set ξ¯n,α(z) = ξˆn,α +
z√
n
and define
T ∗n(z, u) =
n∑
t=1
τ∗n,t(z, u)
τ∗t (z, u) =
∫ (1−λ˜−1t (u))η∗t
0
(1{η∗t −ξ¯n,α(z)≤s} − 1{η∗t −ξ¯n,α(z)<0})ds
λ˜t(u) =
σ˜t(θˆn + n
−1/2u)
σ˜t(θˆn)
for z ∈ R and u ∈ Rr, where we suppress the dependence of τ∗t (z, u) and λ˜t(u) on
n for notational simplicity. We decompose T ∗n(z, u) = T
∗
n,1(z, u) + T
∗
n,2(z, u) with
T ∗n,1(z, u) =
n∑
t=1
1{λ˜t(u)>1}τ
∗
t (z, u) and T
∗
n,2(z, u) =
n∑
t=1
1{λ˜t(u)<1}τ
∗
t (z, u).
Let A > 0; We establish the result in three steps:
Step 1: T ∗n,1(z, u)
p∗→ 12ξ2αf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
Step 1: T ∗n,2(z, u)
p∗→ 12ξ2αf(ξα)E
[
1{D′tu<0}u
′DtD′tu
]
in probability for all z ∈ R and for all u ∈ {u ∈ Rr : ||u|| ≤ A};
Step 2: sup||u||≤A
∣∣T ∗n(z, u)− 12ξ2αf(ξα)u′Ju∣∣ p∗→ 0 in probability for all z ∈ R;
Step 3: J∗n,1(z)
d∗→ Γ( r2 , κ−14 ξ2αf(ξα)) in probability.
Consider Step 1 ; employing the elementary equality∫ c
0
(1{x≤s} − 1{x<0})ds = (x− c)
(
1{c≤x<0} − 1{0≤x<c}
)
, (4.79)
for c, s, x ∈ R and rearranging we obtain
τ∗t (z, u) =
((
η∗t − ξ¯n,α(z)
)− (1 − λ˜−1t (u))η∗t )
×
(
1{(1−λ˜−1t (u))η∗t ≤η∗t −ξ¯n,α(z)<0} − 1{0<η∗t −ξ¯n,α(z)≤(1−λ˜−1t )(u)η∗t }
)
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=λ˜−1t (u)
((
η∗t − ξ¯n,α(z)
)− (1 − λ˜t(u))ξ¯n,α(z))
×
(
1{(1−λ˜t(u))ξ¯n,α(z)≤η∗t −ξ¯n,α(z)<0} − 1{0<η∗t −ξ¯n,α(z)≤(1−λ˜t(u))ξ¯n,α(z)}
)
=λ˜−1t
∫ (1−λ˜t)ξ¯n,α(z)
0
(
1{η∗t −ξ¯n,α(z)≤s} − 1{η∗t −ξ¯n,α(z)<0}
)
ds. (4.80)
Hence, we have
T ∗n,1(z, u) =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t
∫ (1−λ˜t)ξ¯n,α(z)
0
(
1{η∗t −ξ¯n,α(z)≤s} − 1{η∗t −ξ¯n,α(z)<0}
)
ds.
Using Fubini’s theorem, its conditional mean is equal to
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
Fˆn
(
ξ¯n,α(z) + s
)− Fˆn(ξ¯n,α(z) − ))ds,
which can be decomposed into
E∗
[
T ∗n,1(z, u)
]
= I + II + III
with
I =
1
2
ξ¯2n,α(z)f(ξα)
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
(
λ˜t(u) − 1
)2
II =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
F
(
ξ¯n,α(z) + s
)
− F (ξ¯n,α(z))− sf(ξα))ds
III =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
Fˆn
(
ξ¯n,α(z) + s
)− Fˆn(ξ¯n,α(z) − )
− F (ξ¯n,α(z) + s)+ F (ξ¯n,α(z)))ds.
We consider the first term, which expands to
I = I1(I2 + I3 + I4 + I5),
where
I1 =
1
2
ξ¯2n,α(z)f(ξα)
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I2 =
1
n
n∑
t=1
1{λ˜t(u)>1}
(
λ˜−1t (u) − 1
)
n
(
λ˜t(u) − 1
)2
I3 =
1
n
n∑
t=1
1{λ˜t(u)>1}
(
n
(
λ˜t(u) − 1
)2 − u′DˆtDˆ′tu)
I4 =
1
n
n∑
t=1
1{λ˜t(u)>1}u
′(DˆtDˆ′t −DtD′t)u
I5 =
1
n
n∑
t=1
1{λ˜t(u)>1}uDtD
′
tu.
Theorem 4.1 gives ξ¯n,α(z) = ξˆn,α +
z√
n
a.s.→ ξα and I1 a.s.→ 12ξ2αf(ξα) follows. Re-
garding I2, we employ the mean value theorem as well as (4.27) and (4.74) and
obtain
sup
||u||≤A
√
n
∣∣λ˜t(u) − 1∣∣ = sup
||u||≤A
√
n
∣∣∣∣ σ˜t(θˆn + n−1/2u)σ˜t(θˆn) − 1
∣∣∣∣
= sup
||u||≤A
√
n
∣∣∣∣ 1σ˜t(θˆn) ∂σ˜t(θ¯n)∂θ′ u√n
∣∣∣∣ = sup||u||≤A
∣∣∣∣ σ˜t(θ¯n)σ˜t(θˆn)D˜t(θ¯n)u
∣∣∣∣
≤ sup
||u||≤A
||u|| σ˜t(θ¯n)
σ˜t(θˆn)
∣∣∣∣D˜t(θ¯n)∣∣∣∣ (4.81)
≤ sup
||u||≤A
||u||
(
σt(θ¯n)
σt(θˆn)
+
C1ρ
t
ω
(
1 +
σt(θ¯n)
σt(θˆn)
))
×
(∣∣∣∣Dt(θ¯n)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Dt(θ¯n)∣∣∣∣))
a.s.≤ A
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
with θ¯n lying between θˆn and θˆn + n
−1/2u. Similarly, we find
sup
||u||≤A
√
n
∣∣λ˜−1t (u) − 1∣∣ (4.82)
a.s.≤ A
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
. (4.83)
Together with (4.76), we thus have
√
n|I2| ≤ 1
n
n∑
t=1
√
n
∣∣λ˜−1t (u) − 1∣∣n(λ˜t(u) − 1)2
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a.s.≤ A
3
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3
(4.84)
≤2
3A3
n
n∑
t=1
(
S3t T
3
t +
C31ρ
3t
ω3
(1 + StTt)
3
)(
U3t +
C31ρ
3t
ω3
(1 + Ut)
3
)
≤23A3
(
1
n
n∑
t=1
S3t T
3
t U
3
t +
(
2C31
ω3
+
C61
ω6
)
1
n
n∑
t=1
ρ3t(1 + StTt)
3(1 + Ut)
3
)
.
The right-hand side quantity is O(1) almost surely. To appreciate why note that
Ho¨lder’s inequality, the uniform ergodic theorem and Assumption 4.9 imply
1
n
n∑
t=1
S3t T
3
t U
3
t ≤
(
1
n
n∑
t=1
S12t︸ ︷︷ ︸
a.s.→ E[S12t ]<∞
) 1
4
(
1
n
n∑
t=1
T 12t︸ ︷︷ ︸
a.s.→ E[T 12t ]<∞
) 1
4
(
1
n
n∑
t=1
U6t︸ ︷︷ ︸
a.s.→ E[U6t ]<∞
) 1
2
.
Further, for each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρ3t(1 + StTt)
3(1 + Ut)
3 > ε
]
≤
∞∑
t=1
ρt
E[(1 + StTt)(1 + Ut)]
ε1/3
=
E[(1 + StTt)(1 + Ut)]
ε1/3(1 − ρ) <∞
and 1n
∑n
t=1 ρ
3t(1+StTt)
3(1+Ut)
3 a.s.→ 0 follows from combining the Borel-Cantelli
lemma with Cesa´ro’s lemma. Thus, we have
√
nI2 = O(1) almost surely implying
I2
a.s.→ 0. Regarding I3 we use the mean value theorem as well as (4.32) and (4.74)
168
4.A Auxiliary Results and Proofs
to find
sup
||u||≤A
∣∣√n(λ˜t(u) − 1)− Dˆ′tu∣∣
= sup
||u||≤A
1
σ˜t(θˆn)
∣∣∣∣√n(σ˜t(θˆn + u/√n)− σ˜t(θˆn))− ∂σ˜t(θˆn)∂θ′ u
∣∣∣∣
= sup
||u||≤A
1
σ˜t(θˆn)
1√
n
u′
∂2σ˜t(θ˘n)
∂θ∂θ′
u ≤ sup
||u||≤A
||u||2 1√
n
σ˜t(θ˘n)
σ˜t(θˆn)
∣∣∣∣H˜(θ˘n)∣∣∣∣
≤ sup
||u||≤A
||u||2 1√
n
(
σt(θ˘n)
σt(θˆn)
+
C1ρ
t
ω
(
1 +
σt(θ˘n)
σt(θˆn)
))
×
(∣∣∣∣H(θ˘n)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣H(θ˘n)∣∣∣∣))
a.s.≤ A
2
√
n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
(4.85)
with θ˘n lying between θˆn and θˆn + n
−1/2u. Together with (4.76), we establish
|I3| ≤ 1
n
n∑
t=1
∣∣∣n(λ˜t(u) − 1)2 − (Dˆ′tu)2∣∣∣
≤ 1
n
n∑
t=1
(√
n
(
λ˜t(u) − 1
)− u′Dˆt)2 + 2
n
n∑
t=1
∣∣Dˆ′tu∣∣ ∣∣∣√n(λ˜t(u) − 1)− u′Dˆt∣∣∣
a.s.≤ A
4
n2
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)2(
Vt +
C1ρ
t
ω
(1 + Vt)
)2
+
2A3
n
√
n
n∑
t=1
Ut
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
≤A
4
n2
n∑
t=1
(
S2t T
2
t +
C21ρ
2t
ω2
(1 + StTt)
2
)(
V 2t +
C21ρ
2t
ω2
(1 + Vt)
2
)
+
2A3
n
√
n
n∑
t=1
Ut
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
≤A
4
n
(
1
n
n∑
t=1
S2t T
2
t V
2
t +
(
2C21
ω2
+
C41
ω4
)
1
n
n∑
t=1
ρ2t(1 + StTt)
2(1 + Vt)
2
)
+
2A3√
n
(
1
n
n∑
t=1
StTtUtVt +
(
2C1
ω
+
C21
ω2
)
1
n
n∑
t=1
ρt(1 + StTt)Ut(1 + Vt)
)
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Ho¨lder’s inequality, the uniform ergodic theorem and Assumption 4.9 imply
1
n
n∑
t=1
S2t T
2
t V
2
t ≤
(
1
n
n∑
t=1
S8t︸ ︷︷ ︸
a.s.→ E[S8t ]<∞
) 1
4
(
1
n
n∑
t=1
T 8t︸ ︷︷ ︸
a.s.→ E[T 8t ]<∞
) 1
4
(
1
n
n∑
t=1
V 4t︸ ︷︷ ︸
a.s.→ E[V 4t ]<∞
) 1
2
and
1
n
n∑
t=1
StTtUtVt ≤
(
1
n
n∑
t=1
S4t︸ ︷︷ ︸
a.s.→ E[S4t ]<∞
) 1
4
(
1
n
n∑
t=1
T 4t︸ ︷︷ ︸
a.s.→ E[T 4t ]<∞
) 1
4
(
1
n
n∑
t=1
U4t︸ ︷︷ ︸
a.s.→ E[U4t ]<∞
) 1
4
(
1
n
n∑
t=1
V 4t︸ ︷︷ ︸
a.s.→ E[V 4t ]<∞
) 1
4
.
Further, for each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρ2t(1 + StTt)
2(1 + Vt)
2 > ε
]
≤
∞∑
t=1
ρt
E[(1 + StTt)(1 + Vt)]√
ε
=
E[(1 + StTt)(1 + Vt)]√
ε(1 − ρ) <∞
implying 1n
∑n
t=1 ρ
2t(1 + StTt)
2(1 + Vt)
2 a.s.→ 0 and
∞∑
t=1
P
[
ρt(1 + StTt)Ut(1 + Vt) > ε
]
≤
∞∑
t=1
ρt
E[(1 + StTt)Ut(1 + Vt)]
ε
=
E[(1 + StTt)Ut(1 + Vt)]
ε(1 − ρ) <∞.
yielding 1n
∑n
t=1 ρ
t(1 +StTt)Ut(1 + Vt)
a.s.→ 0. Combining results, we have I3 a.s.→ 0.
With regard to I4 the mean value theorem implies
∣∣∣∣Dt(θˆn) −Dt(θ0)∣∣∣∣ = ∣∣∣∣∣∣∣∣ 1σt(θˆn) ∂σt(θˆn)∂θ − 1σt(θ0) ∂σt(θ0)∂θ
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣( 1σt(θ˙n) ∂
2σt(θ˙n)
∂θ∂θ′
− 1
σ2t (θ˙n)
∂σt(θ˙n)
∂θ
∂σt(θ˙n)
∂θ′
)(
θˆn − θ0
)∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣(Ht(θ˙n) −Dt(θ˙n)D′t(θ˙n))(θˆn − θ0)∣∣∣∣∣∣∣∣ a.s.≤ (Vt + U2t )∣∣∣∣θˆn − θ0∣∣∣∣
(4.86)
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with θ˙n between θˆn and θ0. The triangle inequality and (4.31) lead to
|I4| ≤||u||2 1
n
n∑
t=1
∣∣∣∣DˆtDˆ′t −DtD′t∣∣∣∣
≤A
2
n
n∑
t=1
∣∣∣∣∣∣Dt(θˆn)D′t(θˆn) −Dt(θ0)D′t(θ0)∣∣∣∣∣∣
+
A2
n
n∑
t=1
∣∣∣∣∣∣D˜t(θˆn)D˜′t(θˆn) −Dt(θˆn)D′t(θˆn)∣∣∣∣∣∣
≤A
2
n
n∑
t=1
∣∣∣∣Dt(θˆn) −Dt∣∣∣∣2 + 2A2
n
n∑
t=1
||Dt||
∣∣∣∣Dt(θˆn) −Dt∣∣∣∣
+
A2
n
n∑
t=1
∣∣∣∣∣∣D˜t(θˆn)D˜′t(θˆn) −Dt(θˆn)D′t(θˆn)∣∣∣∣∣∣
a.s.≤ A2∣∣∣∣θˆn − θ0∣∣∣∣2 1
n
n∑
t=1
(
Vt + U
2
t
)2
+ 2A2
∣∣∣∣θˆn − θ0∣∣∣∣ 1
n
n∑
t=1
Ut
(
Vt + U
2
t
)
+A2
(
C21
ω2
+
2C1
ω
)
1
n
n∑
t=1
ρt(1 + Ut)
2.
Employing Ho¨lder’s inequality, the uniform ergodic theorem and Assumption 4.9
one can show that limn→∞ 1n
∑n
t=1
(
Vt + U
2
t
)2
= O(1) almost surely as well as
limn→∞ 1n
∑n
t=1 Ut
(
Vt + U
2
t
)
= O(1) almost surely. Together with θˆn
a.s.→ θ0 the
first and the second term vanish. The third term vanishes almost surely by the dis-
cussion below (4.31), which establishes I4
a.s.→ 0. Next, we show that I5 converges
in probability to E
[
1{D′tu>0}u
′DtD′tu
]
. For ε > 0 we have
I5 ≤ 1
n
n∑
t=1
1{√n(λ˜t(u)−1)>−ε}u
′DtD′tu
≤ 1
n
n∑
t=1
1{D′tu>−2ε}u
′DtD′tu︸ ︷︷ ︸
a.s.→ E[1{D′tu>−2ε}u
′DtD′tu]
+
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu
by the ergodic theorem and similarly
I5 ≥ 1
n
n∑
t=1
1{√n(λ˜t(u)−1)>ε}u
′DtD′tu
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≥ 1
n
n∑
t=1
1{D′tu>2ε}u
′DtD′tu︸ ︷︷ ︸
a.s.→ E[1{D′tu>2ε}u
′DtD′tu]
− 1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu.
We can choose ε > 0 sufficiently small such that E[1{D′tu>±2ε}u
′DtD′tu] is suffi-
ciently close to E[1{D′tu>0}u
′DtD′tu]. Given ε > 0, it remains to show that the
term 1n
∑n
t=1 1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu vanishes in probability. The Cauchy-
Schwarz inequality, the ergodic theorem and Assumption 4.9 imply
0 ≤ sup
||u||≤A
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu
≤A2 1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}U
2
t
≤A2
(
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}
) 1
2
(
1
n
n∑
t=1
U4t︸ ︷︷ ︸
a.s.→ E[U4t ]<∞
) 1
2
We are left to show that the average in the first brackets vanishes in probability.
Since the term is positive, it suffices to prove that its expected value vanishes as
n grows large. For every C > 0, we obtain
E
[
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}
]
≤ 1
n
n∑
t=1
P
[∣∣√n(λ˜t(u) − 1) −D′tu∣∣ > ε ∩√n∣∣∣∣θˆn − θ0∣∣∣∣ ≤ C]
+ P
[√
n
∣∣∣∣θˆn − θ0∣∣∣∣ > C].
The second term can be made arbitrarily small by choosing C sufficiently large.
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Given C, we use (4.27), (4.85) and (4.86) as well as Markov’s inequality to obtain
1
n
n∑
t=1
P
[∣∣√n(λ˜t(u) − 1) −D′tu∣∣ > ε ∩ ∣∣∣∣θˆn − θ0∣∣∣∣ ≤ C/√n]
≤ 1
n
n∑
t=1
P
[
A2√
n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
+A
(
C1ρ
t
ω
(1 + Ut) +
(
Vt + U
2
t
) C√
n
)
> ε
]
≤ 1
n
n∑
t=1
P
[
A
n1/4
(
StTt +
C1ρ
t
ω
(1 + StTt)
)
>
√
ε
2
]
+
1
n
n∑
t=1
P
[
A
C1ρ
t
ω
(1 + Ut) >
ε
4
]
+
1
n
n∑
t=1
P
[
A
n1/4
(
Vt +
C1ρ
t
ω
(1 + Vt)
)
>
√
ε
2
]
+
1
n
n∑
t=1
P
[
AC√
n
(
Vt + U
2
t
)
>
ε
4
]
≤
(
2A√
εn1/4
) s
2 1
n
n∑
t=1
E
[(
StTt +
C1ρ
t
ω
(1 + StTt)
) s
2
]
+
(
4A
εω
) s
2 1
n
n∑
t=1
ρ
st
2 E
[
C
s
2
1 (1 + Ut)
s
2
]
+
(
2A√
εn1/4
) s
2 1
n
n∑
t=1
E
[(
Vt +
C1ρ
t
ω
(1 + Vt)
) s
2
]
+
4AC
ε
√
n
1
n
n∑
t=1
E
[
Vt + U
2
t
]
.
(4.87)
We have 1n
∑n
t=1 E
[
Vt+U
2
t
]
= E[Vt]+E
[
U2t
]
and using Ho¨lder’s inequality as well
as Assumptions 4.4 and 4.9, it is straight-forward to show that 1n
∑n
t=1 ρ
st
2 E
[
C
s
2
1 (1+
Ut)
s
2
]→ 0, 1n∑nt=1 E[(Vt + C1ρtω (1 + Vt)) s2 ] <∞ and 1n∑nt=1 E[(StTt + C1ρtω (1 +
StTt)
) s
2
]
< ∞ such that (4.87) goes to 0. Therefore, we obtain that the term
sup||u||≤A
1
n
∑n
t=1 1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu converges in probability to 0 com-
pleting the proof of I5
p→ E[1{D′tu>0}u′DtD′tu]. Having analyzed I1, . . . , I5 we
conclude that I
p→ 12ξαf(ξα)E[1{D′tu>0}u′DtD′tu].
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Consider II; the mean value theorem yields
II =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
s
(
f
(
ξ¯n,α(z) + εt,n(z, u)
)− f(ξα))ds
with εt,n(z, u) between 0 and (1 − λ˜t(u))ξ¯n,α(z). In addition, we have
n1/8 max
t=1,...,n
sup
||u||≤A
|λ˜t(u) − 1| p→ 0. (4.88)
To appreciate why, note that (4.81) gives
n1/8 max
t=1,...,n
sup
||u||≤A
|λ˜t(u) − 1|
a.s.≤ A
n3/8
max
t=1,...,n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
.
The right-hand side converges in probability to zero since for every ε > 0
P
[
A
n3/8
max
t=1,...,n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
≥ ε
]
=P
[
A3
n9/8
max
t=1,...,n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3
≥ ε3
]
≤P
[
A3
n9/8
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3
≥ ε3
]
→ 0
with regard to (4.84). We define
ξ¯+n,α(z) = ξ¯n,α(z) + max
t=1,...,n
|λ˜t(u) − 1| |ξ¯n,α(z)|
ξ¯−n,α(z) = ξ¯n,α(z) − max
t=1,...,n
|λ˜t(u) − 1| |ξ¯n,α(z)|.
and set In =
[
ξα − an, ξα + an
]
with an ∼ n−1/8 log n as n → ∞. Since
n1/8
(
ξ¯+n,α(z)− ξα
) p→ 0 and n1/8(ξ¯−n,α(z)− ξα) p→ 0 as √n(ξˆn,α− ξα) = Op(1) and
(4.88) holds, the probabilities of the events
{
ξ¯+n,α(z) /∈ In
}
and
{
ξ¯−n,α(z) /∈ In
}
can
be made arbitrarily small for large n. If ξˆ+n,α, ξˆ
−
n,α ∈ In, then ξ¯n,α(z) + εt,n(z, u)
belong to In for all t = 1, . . . , n, for all u such that ||u|| ≤ A and given z. In that
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case we have
|II| ≤ 1
2
ξ¯2n,α(z) sup
x∈In
∣∣f(x) − f(ξα)∣∣ 1
n
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)n
(
1 − λ˜t(u)
)2
.
We have ξ¯2n,α(z)
a.s.→ ξ2α by Theorem 4.1 and supx∈I¯n
∣∣f(x) − f(ξα)∣∣ → 0 as
In shrinks to ξα and continuity of f in a neighborhood of ξα (see Assumption
4.4(ii)). Moreover, 1n
∑n
t=1 1{λ˜t(u)>1}λ˜
−1
t (u)n
(
1 − λ˜t(u)
)2
= I2 + I3 + I4 + I5
p→
E[1{D′tu>0}u
′DtD′tu] and we conclude |II| p→ 0.
Focusing on III, we only consider the case ξˆ+n,α, ξˆ
−
n,α ∈ In since the probabilities
of the events
{
ξ¯+n,α(z) /∈ In
}
and
{
ξ¯−n,α(z) /∈ In
}
can be made arbitrarily small for
large n. Because ξˆ+n,α, ξˆ
−
n,α ∈ In implies that ξ¯n,α(z) and ξ¯n,α(z) + s belong to In
for all s between 0 and (1 − λ˜t(u))ξ¯n,α(z) for all t = 1, . . . , n, we obtain
|III| ≤∣∣ξ¯n,α(z)∣∣ sup
x,y∈In
∣∣∣√n(Fˆn(x) − Fˆn(y−))−√n(F (x) − F (y))∣∣∣
× 1
n
n∑
t=1
√
n
∣∣λ˜−1t (u) − 1∣∣.
We have
∣∣ξ¯n,α(z)∣∣ a.s.→ |ξα| and supx,y∈In ∣∣√n(Fˆn(x) − Fˆn(y−)) − √n(F (x) −
F (y)
)∣∣ p→ 0 by Lemma 4.3. Moreover, (4.82) and (4.84) together with Ho¨lder’s
inequality yield
1
n
n∑
t=1
√
n
∣∣λ˜−1t (u) − 1∣∣
a.s.≤ 1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
(4.89)
≤
(
1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3) 13
= O(1)
almost surely as n→ ∞. We conclude III p→ 0 and establish
E
[
T ∗n,1(z, u)
] p→ 1
2
ξαf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
. (4.90)
Employing (4.78), the conditional T ∗n,1(z, u) is bounded by
Var∗
[
T ∗n,1(z, u)
]
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=
n∑
t=1
1{λ˜t(u)>1}λ˜
−2
t (u)
× Var∗
[ ∫ (1−λ˜t(u))ξ¯n,α(z)
0
(1{η∗t −ξ¯n,α(z)≤s} − 1{η∗t −ξ¯n,α(z)<0})ds
]
≤
n∑
t=1
λ˜−2t (u)
∣∣λ˜t(u) − 1∣∣ ∣∣ξ¯n,α(z)∣∣
× E∗
[ ∫ (1−λ˜t(u))ξ¯n,α(z)
0
(1{η∗t −ξ¯n,α(z)≤s} − 1{η∗t −ξ¯n,α(z)<0})ds
]
=
∣∣ξ¯n,α(z)∣∣ n∑
t=1
λ˜−2t (u)
∣∣λ˜t(u) − 1∣∣
×
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
Fˆn
(
ξ¯n,α(z) + s
)− Fˆn(ξ¯n,α(z) −))ds
≤ξ¯2n,α(z)
n∑
t=1
λ˜−2t (u)
∣∣λ˜t(u) − 1∣∣2(Fˆn(ξ¯+n,α(z))− Fˆn(ξ¯−n,α(z)))
=ξ¯2n,α(z)
1
n
n∑
t=1
n
∣∣λ˜−1t (u) − 1∣∣2(Fˆn(ξ¯+n,α(z))− Fˆn(ξ¯−n,α(z))).
We have ξ¯2n,α(z)
a.s.→ ξ2α and Fˆn
(
ξ¯+n,α(z)
) − Fˆn(ξ¯−n,α(z)) p→ F (ξα) − F (ξα) = 0
since ξ¯+n,α(z)
p→ ξα, ξ¯−n,α(z) p→ ξα and supx∈R |Fˆn(x) − F (x)| a.s.→ 0 (Lemma 4.1).
Analogously to (4.89), we find
1
n
n∑
t=1
n
∣∣λ˜−1t (u) − 1∣∣2
a.s.≤ 1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)2(
Ut +
C1ρ
t
ω
(1 + Ut)
)2
≤
(
1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3) 23
= O(1)
almost surely as n → ∞. We conclude Var∗[T ∗n,1(z, u)] p→ 0 and together with
(4.90) we establish T ∗n,1(z, u)
p∗→ 12ξ2αf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
. The proof of
T ∗n,2(z, u)
p∗→ 12ξ2αf(ξα)E
[
1{D′tu<0}u
′DtD′tu
]
in probability is analogous and hence
omitted.
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Regarding Step 2 the triangle inequality yields
sup
||u||≤A
∣∣∣T ∗n(z, u) − p lim
n→∞T
∗
n(z, u)
∣∣∣
≤ sup
||u||≤A
∣∣∣T ∗n,1(z, u) − p lim
n→∞T
∗
n,1(z, u)
]∣∣∣
+ sup
||u||≤A
∣∣∣T ∗n,2(z, u) − p lim
n→∞T
∗
n,2(z, u)
]∣∣∣.
(4.91)
Let N ≥ 1 be an integer. Analogously to the third step in Lemma 4.3, we divide
the (hyper-)cube [−A,A]r into L = (2N)r cubes with side length A/N . Again, in
case of a cube `, u•(`) and u•(`) denote the lower left and upper right vertex of
`. Given ` ∈ {1, . . . , L} and u satisfying u•(`) ≤ u ≤ u•(`) (element-by-element
comparison), Assumption 4.8 implies λ˜t(u•(`)) ≤ λ˜t(u) ≤ λ˜t(u•(`)). Further,
given z, Theorem 4.1 results in ξ¯n,α(z)
a.s.→ ξα < 0. Thus, we have for n sufficiently
large
T ∗n,1
(
z, u•(`)
) ≤T ∗n,1(z, u) ≤ T ∗n,1(z, u•(`))
T ∗n,2
(
z, u•(`)
) ≤T ∗n,2(z, u) ≤ T ∗n,2(z, u•(`)).
Let k ∈ {1, 2}; we obtain
sup
||u||≤A
∣∣∣T ∗n,k(z, u) − p lim
n→∞T
∗
n,k(z, u)
∣∣∣
≤ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣
+ max
1≤`≤L
sup
u•(`)≤u≤u•(`)
∣∣∣T ∗n,k(z, u•(`))− T ∗n,k(z, u)∣∣∣︸ ︷︷ ︸
An
+ max
1≤`≤L
sup
u•(`)≤u≤u•(`)
∣∣∣p lim
n→∞T
∗
n,k
(
z, u•(`)
)− p lim
n→∞T
∗
n,k(z, u)
)∣∣∣︸ ︷︷ ︸
Bn
with
An ≤ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− T ∗n,k(z, u•(`))∣∣∣
≤ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣
+ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣
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+ max
1≤`≤L
∣∣∣p lim
n→∞T
∗
n,k
(
z, u•(`)
)− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣
Bn ≤ max
1≤`≤L
∣∣∣p lim
n→∞T
∗
n,k
(
z, u•(`)
)− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣.
Hence, we establish the following bound
sup
||u||≤A
∣∣∣T ∗n,k(z, u) − p lim
n→∞T
∗
n,k(z, u)
∣∣∣ ≤2IV + V + V I
with
IV = max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣
V = max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣
V I = max
1≤`≤L
∣∣∣p lim
n→∞T
∗
n,k
(
z, u•(`)
)− p lim
n→∞T
∗
n,k
(
z, u•(`)
)∣∣∣.
Regarding V I, we have for every u satisfying ||u|| ≤ A that
p lim
n→∞T
∗
n,k(z, u) =
 12ξ2αf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
if k = 1
1
2ξ
2
αf(ξα)E
[
1{D′tu<0}u
′DtD′tu
]
if k = 2
is continuous in u. Together with ||u•(`) − u•(`)|| ≤ AN for every ` ∈ {1, . . . , L},
it follows that V I can be made arbitrarily small by choosing N sufficiently large.
Given N (and L), IV
p∗→ 0 in probability and V p
∗
→ 0 in probability by Step 1,
which completes Step 2.
Consider Step 3 ; for each ε > 0 we obtain
P∗
[∣∣∣∣J∗n,1(z) − 12ξ2αf(ξα)√n(θˆ∗n − θˆn)′J√n(θˆ∗n − θˆn)
∣∣∣∣ ≥ ε]
≤P∗
[
sup
||u||≤A
∣∣∣∣T ∗n(u) − 12ξ2αf(ξα)u′Ju
∣∣∣∣ ≥ ε]+ P∗[√n||θˆ∗n − θˆn|| > A].
With regard to Proposition 4.1, the second term can be made arbitrarily small
for large n by choosing A sufficiently large. Given A, the first term vanishes in
probability by Step 2. Expanding 12 =
κ−1
8
4
κ−1 , we establish
J∗n,1(z) =
κ− 1
8
ξ2αf(ξα)
√
n
(
θˆ∗n − θˆn
)′ 4
κ− 1J
√
n
(
θˆ∗n − θˆn
)
+ op∗(1)
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in probability. Proposition 4.1 implies that
√
n(θˆ∗n − θˆn)′ 4κ−1J
√
n(θˆ∗n − θˆn) d
∗
→ χ2r,
where χ2r denotes the Chi Square distribution with r degrees of freedom. Further,
note that Y = cQ with c > 0 and Q ∼ χ2r implies Y ∼ Γ(r/2, 2c). It follows that
J∗n,1(z)
d∗→ Γ
(
r
2
,
κ− 1
4
ξ2αf(ξα)
)
in probability, which completes Step 3 and establishes the lemma’s claim.
Remark 4.5. In the preceding proof of Lemma 4.9 a compactness/supremum ar-
gument is employed, in which the monotonicity condition of Assumption 4.8 plays
a central role. In contrast, the proof of Francq and Zako¨ıan (2015, p. 172) rests
on a conditional argument involving the density of ηt given {θˆn − θ0, ηu : u < t}.
This argument does not carry over to the residual bootstrap since the probability
mass function of η∗t given {θˆ∗n − θˆn, η∗u : u < t} and Fn has, almost surely, a single
point mass.
Lemma 4.10. Suppose Assumptions 4.1–4.10 with a = ±12, b = 12 and c = 6.
Then, we have J∗n,2(z) = zξαf(ξα)Ω
′√n(θˆ∗n − θˆn)+ op∗(1) in probability.
Proof. Inserting ηˆ∗t =
σ˜t(θˆn)
σ˜t(θˆ∗n)
η∗t into (4.21) leads to
J∗n,2(z) =
n∑
t=1
(
1 − σ˜t(θˆn)
σ˜t(θˆ∗n)
)
η∗t
(
1{η∗t<ξˆn,α+ z√n}
− 1{η∗t<ξˆn,α}
)
︸ ︷︷ ︸
j
∗(2)
n,t (z)
. (4.92)
A Taylor expansion around θˆn yields
1 − σ˜t(θˆn)
σ˜t(θˆ∗n)
=
1
σ˜t(θˆn)
∂σ˜t(θˆn)
∂θ
(
θˆ∗n − θˆn
)
(4.93)
+
1
2
(
θˆ∗n − θˆn
)′ σ˜t(θˆn)
σ˜t(θ˘n)
(
1
σ˜t(θ˘n)
∂2σ˜t(θ˘n)
∂θ∂θ′
− 2
σ˜2t (θ˘n)
∂σ˜t(θ˘n)
∂θ
∂σ˜t(θ˘n)
∂θ′
)(
θˆ∗n − θˆn
)
=Dˆ′t
(
θˆ∗n − θˆn
)
+
1
2
(
θˆ∗n − θˆn
)′ σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n) − 2D˜t(θ˘n)D˜′t(θ˘n)
)(
θˆ∗n − θˆn
)
,
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where θ˘n lies between θˆ
∗
n and θˆn. Plugging this result into (4.92) gives
J∗n,2(z) =
1√
n
n∑
t=1
j
∗(2)
n,t (z)Dˆ
′
t︸ ︷︷ ︸
I
√
n
(
θˆ∗n − θˆn
)
+
1
2
√
n
(
θˆ∗n − θˆn
)′ 1
n
n∑
t=1
σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n) − 2D˜t(θ˘n)D˜′t(θ˘n)
)
j
∗(2)
n,t (z)︸ ︷︷ ︸
II
×√n(θˆ∗n − θˆn).
With regard to Proposition 4.1, it suffices to show that I
p∗→ ξαzf(ξα)Ω′ in prob-
ability and II
p∗→ 0 in probability. The conditional mean and variance of the first
term are
E∗[I] =
√
nE∗
[
j
∗(2)
n,t
] 1
n
n∑
t=1
Dˆ′t =
√
nE∗
[
j
∗(2)
n,t (z)
]
Ωˆ′n
Var∗[I] =Var∗
[
j
∗(2)
n,t
] 1
n
n∑
t=1
DˆtDˆ
′
t = Var∗
[
j
∗(2)
n,t (z)
]
Jˆn.
(4.94)
Lemma 4.2 states Ωˆn
a.s.→ Ω and Jˆn a.s.→ J . Further, we have
√
nE∗
[
j
∗(2)
n,t (z)
] p→
zξαf(ξα) and
√
nE∗
[(
j
∗(2)
n,t (z)
)2] p→ |z|ξ2αf(ξα), which implies Var∗[j∗(2)n,t (z)] p→ 0.
To appreciate why, we obtain for z ≥ 0
√
nE∗
[
j
∗(2)
n,t (z)
]
=
√
n
∫[
ξˆn,α,ξˆn,α+
z√
n
) x dFˆn(x)
=
(
ξˆn,α +
z√
n
)√
nFˆn
(
ξˆn,α +
z√
n
−
)
− ξˆn,α
√
nFˆn(ξˆn,α−)
−√n
∫[
ξˆn,α,ξˆn,α+
z√
n
)Fˆn(x) dx
= ξˆn,α
√
n
(
Fˆn
(
ξˆn,α +
z√
n
−
)
− Fˆn
(
ξˆn,α −
))
︸ ︷︷ ︸
I1
+ zFˆn
(
ξˆn,α +
z√
n
−
)
︸ ︷︷ ︸
I2
−
∫
[0,z)
Fˆn
(
ξˆn,α +
y√
n
)
dy︸ ︷︷ ︸
I3
.
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Using Lemma 4.3 and the mean value theorem, we find
I1 =ξˆn,α
√
n
(
F
(
ξˆn,α +
z√
n
−
)
− F (ξˆn,α))+ op(1)
=zξˆn,αf
(
ξˆn,α + εn
)
+ op(1),
where 0 ≤ εn ≤ z/
√
n, and together with Theorem 4.1 we establish I1
p→ zξαf(ξα).
Moreover, Theorem 4.1 and Lemma 4.1 imply I2
p→ zF (ξα) and using addi-
tionally the dominated convergence theorem, we obtain I3
p→ zF (ξα). Hence,√
nE∗
[
j
∗(2)
n,t (z)
] p→ zξαf(ξα) for z ≥ 0 and analogously one can show it to hold for
z < 0. Similarly, we find for z ≥ 0
√
nE∗
[(
j
∗(2)
n,t (z)
)2]
=
√
n
∫[
ξˆn,α,ξˆn,α+
z√
n
) x2 dFˆn(x)
=
(
ξˆn,α +
z√
n
)2√
nFˆn
(
ξˆn,α +
z√
n
−
)
− ξˆ2n,α
√
nFˆn(ξˆn,α−)
−√n
∫[
ξˆn,α,ξˆn,α+
z√
n
)Fˆn(x) dx2
=
((
ξˆn,α +
z√
n
)2
− ξˆ2n,α
)√
nFˆn
(
ξˆn,α +
z√
n
−
)
+ ξˆ2n,α
√
n
(
Fˆn
(
ξˆn,α +
z√
n
−
)
− Fˆn(ξˆn,α−)
)
− 2
∫
[0,z)
(
ξˆn,α +
y√
n
)
Fˆn
(
ξˆn,α +
y√
n
)
dy
=
(
2zξˆn,α +
z2√
n
)
Fˆn
(
ξˆn,α +
z√
n
−
)
+ ξˆ2n,α
√
n
(
Fˆn
(
ξˆn,α +
z√
n
−
)
− Fˆn(ξˆn,α−)
)
− 2
(
ξˆn,α
∫
[0,z)
Fˆn
(
ξˆn,α +
y√
n
)
dy +
∫
[0,z)
y√
n
Fˆn
(
ξˆn,α +
y√
n
)
dy
)
p→2zξαF (ξα) + zξ2αf(ξα) − 2zξαF (ξα) = zξ2αf(ξα)
and analogously for z < 0. Combining results we establish I
p∗→ ξαzf(ξα)Ω′ in
probability. Consider the second term; since θˆn
a.s.→ θ0 (Theorem 4.1) and θˆ∗n p
∗
→ θ0
almost surely (Lemma 4.5), we have P∗
[
θ˘n /∈ V (θ0)
] a.s.→ 0. Thus, for every ε > 0
we obtain
P∗
[||II|| ≥ ε]
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≤P∗
[∣∣∣∣∣∣∣∣ 1n
n∑
t=1
σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n) − 2D˜t(θ˘n)D˜′t(θ˘n)
)
j
∗(2)
n,t
∣∣∣∣∣∣∣∣ ≥ ε ∩ θ˘n ∈ V (θ0)
]
+ P∗
[
θ˘n /∈ V (θ0)
]
≤P∗
[
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)∣∣j∗(2)n,t ∣∣ ≥ ε
]
+ o(1)
≤1
ε
E∗
[
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)∣∣j∗(2)n,t ∣∣
]
+ o(1)
=
1
ε
E∗
[∣∣j∗(2)n,t ∣∣] 1n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)
+ o(1)
almost surely, where the third inequality follows from Markov’s inequality. Because
E∗
[∣∣j∗(2)n,t ∣∣] ≤ E∗[(j∗(2)n,t )2] 12 p→ 0, it remains to show that
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2) (4.95)
is stochastically bounded. Using (4.32) we find
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣ ≤ sup
θ∈V (θ0)
(∣∣∣∣Ht(θ)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Ht(θ)∣∣∣∣))
≤Vt + C1ρ
t
ω
(
1 + Vt
)
.
Employing (4.74) we further have
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
≤ sup
θ∈V (θ0)
(
σt(θˆn)
σt(θ)
+
C1ρ
t
ω
(
1 +
σt(θˆn)
σt(θ)
))
a.s.≤ StTt + C1ρ
t
ω
(
1 + StTt
)
.
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In addition, (4.27) and (4.36) imply
sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2 ≤ sup
θ∈V (θ0)
(∣∣∣∣Dt(θ)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣))2
≤ sup
θ∈V (θ0)
3
(∣∣∣∣Dt(θ)∣∣∣∣2 + C21ρ2t
ω2
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣2))
≤3U2t +
3C21ρ
2t
ω2
(
1 + U2t
)
.
Hence,
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)
a.s.≤ 1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(
1 + StTt
))
×
(
Vt +
C1ρ
t
ω
(
1 + Vt
)
+ 6U2t +
6C21ρ
2t
ω2
(
1 + U2t
))
=
1
n
n∑
t=1
StTtVt︸ ︷︷ ︸
II1
+
6
n
n∑
t=1
StTtU
2
t︸ ︷︷ ︸
II2
+
C1
ω
1
n
n∑
t=1
ρtStTt︸ ︷︷ ︸
II3
+
C1
ω
1
n
n∑
t=1
ρtStTtVt︸ ︷︷ ︸
II4
+
C1
ω
1
n
n∑
t=1
ρtVt︸ ︷︷ ︸
II5
+
C1
ω
6
n
n∑
t=1
ρtU2t︸ ︷︷ ︸
II6
+
C1
ω
6
n
n∑
t=1
ρtStTtU
2
t︸ ︷︷ ︸
II7
+
C1
ω
1
n
n∑
t=1
ρtStTtVt︸ ︷︷ ︸
II8
+
C21
ω2
1
n
n∑
t=1
ρ2tVt︸ ︷︷ ︸
II9
+
C21
ω2
1
n
n∑
t=1
ρ2tStTt︸ ︷︷ ︸
II10
+
C21
ω2
1
n
n∑
t=1
ρ2tStTtVt︸ ︷︷ ︸
II11
+
6C21
ω2
1
n
n∑
t=1
ρ2tStTt︸ ︷︷ ︸
II12
+
C31
ω2
6
n
n∑
t=1
ρ3tU2t︸ ︷︷ ︸
II13
+
C31
ω2
6
n
n∑
t=1
ρ3tStTt︸ ︷︷ ︸
II14
+
6C21
ω2
1
n
n∑
t=1
ρ2tStTtU
2
t︸ ︷︷ ︸
II15
+
C31
ω2
6
n
n∑
t=1
ρ3tStTtU
2
t︸ ︷︷ ︸
II16
+
C21
ω2
1
n
n∑
t=1
ρ2t︸ ︷︷ ︸
II17
+
C31
ω2
6
n
n∑
t=1
ρ3t︸ ︷︷ ︸
II18
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From Assumption 4.9, the uniform ergodic theorem and Ho¨lder’s inequality, we
obtain
II1 ≤
(
1
n
n∑
t=1
S3t
) 1
3
(
1
n
n∑
t=1
T 3t
) 1
3
(
1
n
n∑
t=1
V 3t
) 1
3
a.s.→
(
E
[
S3t
]) 13(E[T 3t ]) 13(E[V 3t ]) 13 <∞
and similarly we can show that limn→∞ II2 <∞ almost surely. Consider II3; for
each ε > 0, Markov’s inequality and the Cauchy-Schwarz inequality yield
∞∑
t=1
P
[
ρtStTt > ε
]
≤
∞∑
t=1
ρt
1 + E[StTt]
ε
=
1 + (E[S2t ])
1
2 (E[T 2t ])
1
2
ε(1 − ρ) <∞
and 1n
∑n
t=1 ρ
tStTt
a.s.→ 0 follows from combining the Borel-Cantelli lemma with
Cesa´ro’s lemma. Thus, II3
a.s.→ 0. Similarly we can show that the terms II4, . . . , II16
vanish almost surely. Further, II17 ≤ 1n C
2
1
ω2(1−ρ2)
a.s.→ 0 and similarly, we can prove
that II18 vanishes almost surely, which completes the proof.
4.B Recursive-design Residual Bootstrap
This appendix devotes attention to the recursive-design residual bootstrap. The
bootstrap schemes described in Algorithms 4.3 and 4.4 are the recursive-design
counterparts of Algorithms 4.1 and 4.2, respectively. Note that the bootstrap ob-
servation ?t is generated recursively on the basis of its past realizations 
?
t−1, . . . , 
?
1.
Algorithm 4.3. (Recursive-design residual bootstrap)
1. For t = 1, . . . , n generate η?t
iid∼ Fˆn and the bootstrap observation ?t = σ?t η?t
with σ?t = σ
?
t (θˆn) and σ
?
t (θ) = σ(
?
t−1, . . . , 
?
1, ˜0, ˜−1, . . . ; θ)
2. Calculate the bootstrap estimator
θˆ?n = arg max
θ∈Θ
L?n(θ)
with the bootstrap criterion function given by
L?n(θ) =
1
n
n∑
t=1
`?t (θ) and `
?
t (θ) = −
1
2
(
?t
σ?t (θ)
)2
− log σ˜t(θ).
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3. For t = 1, . . . , n compute the bootstrap residual ηˆ?t = 
?
t /σ
?
t (θˆ
?
n) and obtain
ξˆ?n,α = arg min
z∈R
1
n
n∑
t=1
ρα(ηˆ
?
t − z).
4. Obtain the bootstrap estimator of the conditional VaR
V aR
∧?
n,α = −ξˆ?n,α σ˜n+1
(
θˆ?n
)
.
Algorithm 4.4. (Recursive-design bootstrap confidence intervals for VaR)
1. Acquire a set of B bootstrap replicates, i.e. V aR
∧?(b)
n,α for b = 1, . . . , B, by
repeating Algorithm 4.3.
2. (i) Obtain the EP interval[
V aR
∧
n,α − 1√
n
Gˆ?−1n,B (1 − γ/2), V aR
∧
n,α − 1√
n
Gˆ∗−1n,B (γ/2)
]
with Gˆ?n,B(x) =
1
B
∑B
b=1 1{√
n
(
V aR
∧?(b)
n,α −V aR
∧
n,α
)
≤x
}.
(ii) Calculate the RT interval[
V aR
∧
n,α +
1√
n
Gˆ?−1n,B (γ/2), V aR
∧
n,α +
1√
n
Gˆ?−1n,B (1 − γ/2)
]
.
(iii) Compute the SY interval[
V aR
∧
n,α − 1√
n
Hˆ?−1n,B (1 − γ), V aR
∧
n,α +
1√
n
Hˆ?−1n,B (1 − γ)
]
with Hˆ?n,B(x) =
1
B
∑B
b=1 1{√
n
∣∣V aR∧?(b)n,α −V aR∧n,α∣∣≤x}.
In contrast to the fixed-design residual bootstrap, the bootstrap sample ?1, . . . , 
?
n,
conditional on the original sample, is a dependent sequence. Therefore one likely
needs a stronger set of conditions to show the validity of the recursive-design
residual bootstrap. Moreover, whether the recursive bootstrap scheme is valid is
contingent on the specific conditional volatility model, e.g. GARCH(1, 1), and as
such needs to be investigated on a case-by-case basis. This is therefore outside the
scope of the present work.
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Chapter 5
A Residual Bootstrap for
Conditional Expected
Shortfall
This chapter studies a fixed-design residual bootstrap method for the two-step
estimator of Francq and Zako¨ıan (2015) associated with the conditional Expected
Shortfall. For a general class of volatility models the bootstrap is shown to be
asymptotically valid under the conditions imposed in Chapter 4. A simulation
study is conducted revealing that the average coverage rates are satisfactory for
most settings considered. There is no clear evidence to have a preference for any
of the three proposed bootstrap intervals. This contrasts results in Chapter 4 for
the VaR, for which the reversed-tails interval has a superior performance.1
1This chapter is based on the paper Heinemann and Telg (2018).
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5.1 Introduction
The assessment of market risk is a key challenge that financial market participants
face on a daily basis. To evaluate the risk, financial institutions primarily employ
the risk measure Value-at-Risk (VaR) to meet the capital requirements enforced by
the Basel Committee on Banking Supervision. Despite its popularity, the VaR is
not a coherent risk measure as it fails to fulfill the subadditivity property (Artzner
et al., 1999). A coherent alternative is the related risk measure Expected Shortfall
(ES). For a given level α, it is defined as the expected return in the worst 100α%
cases and is therefore sometimes called Expected Tail Loss.2 In contrast to the
VaR, the ES provides valuable information on the severity of an incurred loss,
which makes it the preferred risk measure in practice (cf. Acerbi and Tasche,
2002a; 2002b). Consequently, the Basel Committee published revised standards
in January 2016 resembling a shift from VaR towards ES as the underlying risk
measure (Osmundsen, 2018).
In the literature there is an increasing interest in conditional risk measures,
which take into account the temporal dependence of asset returns. Frequently,
the volatility dynamics are specified by a (semi-)parametric model such that the
conditional ES can be expressed as the product of the conditional volatility and
the ES of the innovations distribution (cf. Francq and Zako¨ıan, 2015, Example 2).
The latter can be treated as additional parameter, which is generally unknown just
like the parameters of the conditional volatility model. Inferring the parameters
from data leads to an evaluation of the conditional ES that is prone to estimation
risk. As argued in Chapter 4 this estimation uncertainty can be substantial for
risk measures related to extreme events.
The uncertainty around point estimates is typically determined by asymptotic
theory, in which one replaces unknown quantities in the limiting distribution by
consistent estimates. For example, Cai and Wang (2008) and Martins-Filho, Yao,
and Torero (2018) study the behavior of proposed nonparametric estimators for
conditional VaR and ES, based on asymptotics and simulation studies. An alterna-
tive approach is based on bootstrap approximations. Regarding the estimators of
the volatility models parameters, several bootstrap methods have been examined,
among which the sub-sample bootstrap (Hall and Yao, 2003), the block bootstrap
2In the literature, ES is also sometimes referred to as conditional VaR since it is defined
as the expected loss given a VaR exceedence. Since conditional refers to temporal dependence
(i.e. conditional on past returns) in this work, we refrain from using this term to prevent any
confusion.
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(Corradi and Iglesias, 2008), the wild bootstrap (Shimizu, 2010) and the residual
bootstrap, both with recursive (Pascual et al., 2006; Hidalgo and Zaffaroni, 2007)
and fixed design (Shimizu, 2010; Cavaliere et al., 2018). However, the estima-
tion of the conditional ES has received only limited attention in the bootstrap
literature. Christoffersen and Gonc¸alves (2005) construct intervals for conditional
ES based on a recursive-design residual bootstrap method. Gao and Song (2008)
compare coverage probabilities for conditional ES based on this bootstrap method
and asymptotic normality results in their simulation study.
In this chapter, we extend the results of Chapter 4 derived for conditional VaR
to the conditional ES estimator. In particular, we follow the two-step procedure of
Francq and Zako¨ıan (2015) for the estimation of the underlying parameters. In a
first step, we obtain estimates of the parameters of the stochastic volatility model
by quasi-maximum-likelihood (QML) estimation. Based on the model’s residuals,
an estimate for the innovations ES is obtained in the second step. We propose
a fixed-design residual bootstrap method to mimic the finite sample distribution
of this two-step estimator for a general class of volatility models. Moreover, an
algorithm is provided for the construction of bootstrap intervals for the conditional
ES.
The remainder of the chapter is organized as follows. Section 5.2 introduces
a general class of volatility models and derives the conditional ES. The two-step
estimation procedure is described in Section 5.3 and corresponding asymptotic
results are provided under the assumptions imposed in Chapter 4. In Section 5.4,
a fixed-design residual bootstrap method is proposed and proven to be consistent.
In addition, bootstrap intervals are constructed for the conditional ES. Section
5.5 consists of a Monte Carlo study. Section 5.6 concludes. Auxiliary results and
proofs of the main results are gathered in the Appendix.
5.2 Model
We consider conditional volatility models of the form
t = σtηt, (5.1)
with t ∈ Z, where t denotes the log-return, {σt} is a volatility process and {ηt}
is a sequence of independent and identically distributed (i.i.d.) variables. The
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volatility is assumed to be a measurable function of past observations
σt+1 = σt+1(θ0) = σ(t, t−1, . . . ; θ0), (5.2)
with σ : R∞ × Θ → (0,∞) and θ0 denotes the true parameter vector belonging
to the parameter space Θ ⊂ Rr, r ∈ N. Various commonly used volatility models
satisfy (5.1) – (5.2); for examples see Francq and Zako¨ıan (2015, Table 1). Consider
an arbitrary real-valued random variable X (e.g. stock return) with cdf FX . If
EX [X−] < ∞ with X− = max{−X, 0}, then the ES at level α ∈ (0, 1) is finite
and given by ESα(X) = −EX
[
X|X < F−1X (α)
]
. Let Ft−1 denote the σ-algebra
generated by {u, u < t}. It follows that the conditional ES of t given Ft−1 at
level α ∈ (0, 1) is
ESα(t|Ft−1) =σ(t−1, t−2, . . . ; θ0)ESα(ηt). (5.3)
As ηt are i.i.d., the ES at level α of ηt is constant for a given α and can be treated
as a parameter. Setting µα = −E
[
ηt|ηt < ξα
]
with ξα = F
−1(α) and F denoting
the cdf of ηt, (5.3) reduces to
ESα(t|Ft−1) = µασt(θ0). (5.4)
Typically, α is chosen small (e.g. 5% or 1%) such that ξα < 0 and hence µα > 0.
Except for special cases3, µα is unknown and needs to estimated just like θ0.
5.3 Estimation
For the estimation of the parameters θ0 and µα we employ the two-step procedure
of Francq and Zako¨ıan (2015, Remark 3). First, the vector of the conditional
volatility parameters θ0 is estimated by quasi-maximum-likelihood (QML). Since
σt+1(θ) = σ(t, t−1, . . . , 1, 0, −1, . . . ; θ) (5.5)
3We derive the analytical expressions for µα for the cases in which ηt are normally as well
as Student-t distributed in Appendix 5.B.
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can generally not be determined completely given a sample 1, . . . , n, we replace
the unknown presample observations by arbitrary values, say ˜t, t ≤ 0, yielding
σ˜t+1(θ) =σ(t, t−1, . . . , 1, ˜0, ˜−1, . . . ; θ). (5.6)
Then the QML estimator of θ0 is defined as
θˆn = arg max
θ∈Θ
L˜n(θ) (5.7)
with the criterion function specified by
L˜n(θ) =
1
n
n∑
t=1
˜`
t(θ) and ˜`t(θ) = −1
2
(
t
σ˜t(θ)
)2
− log σ˜t(θ).
In the second step, µα can be estimated on the basis of the first-step residuals, i.e.
ηˆt = t/σ˜t(θˆn). A reasonable estimator of µα (cf. Gao and Song, 2008) is given by
µˆn,α = −
∑n
t=1 ηˆt1{ηˆt<ξˆn,α}∑n
t=1 1{ηˆt<ξˆn,α}
, (5.8)
where ξˆn,α is the empirical α-quantile of ηˆ1, . . . , ηˆn, i.e. ξˆn,α = Fˆ
−1
n (α) with em-
pirical distribution function Fˆn(x) =
1
n
∑n
t=1 1{ηˆt≤x}.
Having obtained estimators for θ0 and µα, we turn to the estimation of the
conditional ES of the one-period ahead observation at level α. For notational
convenience, we use the abbreviation ESn,α to denote ESα(n+1|Fn). Employing
(5.6) – (5.8) we can estimate ESn,α by
ES
∧
n,α = µˆn,α σ˜n+1
(
θˆn
)
. (5.9)
For the asymptotic analysis of (5.7) – (5.9) we assume the conditions of Chapter
4, which we restate for completeness.
Assumption 5.1. (Compactness) Θ is a compact subset of Rr.
Assumption 5.2. (Stationarity & ergodicity) {t} is a strictly stationary and
ergodic solution of (5.1) with (5.2).
Assumption 5.3. (Volatility process) For any real sequence {xi}, the function
θ → σ(x1, x2, . . . ; θ) is continuous. Almost surely, σt(θ) > ω for any θ ∈ Θ and
some ω > 0 and E[σst (θ0)] < ∞ for some s > 0. Moreover, for any θ ∈ Θ, we
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assume σt(θ0)/σt(θ) = 1 almost surely (a.s.) if and only if θ = θ0.
Assumption 5.4. (Initial conditions) There exists a constant ρ ∈ (0, 1) and a
random variable C1 measurable with respect to F0 and E[Cs1 ] <∞ for some s > 0
such that
(i) supθ∈Θ |σt(θ) − σ˜t(θ)| ≤ C1ρt;
(ii) θ → σ(x1, x2, . . . ; θ) has continuous second-order derivatives satisfying
sup
θ∈Θ
∣∣∣∣∣∣∣∣∂σt(θ)∂θ − ∂σ˜t(θ)∂θ
∣∣∣∣∣∣∣∣ ≤ C1ρt, sup
θ∈Θ
∣∣∣∣∣∣∣∣∂2σt(θ)∂θ∂θ′ − ∂2σ˜t(θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ≤ C1ρt,
where || · || denotes the Euclidean norm.
Assumption 5.5. (Innovation process) The innovations {ηt} satisfy
(i) ηt
iid∼ F with F being continuous, E[η2t ] = 1 and ηt is independent of {u :
u < t};
(ii) ηt admits a density f which is continuous and strictly positive around ξα < 0;
(iii) E
[
η4t
]
<∞.
Assumption 5.6. (Interior) θ0 belongs to the interior of Θ denoted by Θ˚.
Assumption 5.7. (Non-degeneracy) There does not exist a non-zero λ ∈ Rr such
that λ′ ∂σt(θ0)∂θ = 0 almost surely.
Assumption 5.8. (Monotonicity) For any real sequence {xi} and for any θ1, θ2 ∈
Θ satisfying θ1 ≤ θ2 componentwise, we have σ(x1, x2, . . . ; θ1) ≤ σ(x1, x2, . . . ; θ2).
Assumption 5.9. (Moments) There exists a neighborhood V (θ0) of θ0 such that
the following variables have finite expectation:
(i) sup
θ∈V (θ0)
∣∣∣σt(θ0)σt(θ) ∣∣∣a,
(ii) sup
θ∈V (θ0)
∣∣∣∣∣∣ 1σt(θ) ∂σt(θ)∂θ ∣∣∣∣∣∣b,
(iii) sup
θ∈V (θ0)
∣∣∣∣∣∣ 1σt(θ) ∂2σt(θ)∂θ∂θ′ ∣∣∣∣∣∣c
for some a, b, c (to be specified).
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Assumption 5.10. (Scaling stability) There exists a function g such that for any
θ ∈ Θ, for any λ > 0, and any real sequence {xi}
λσ(x1, x2, . . . ; θ) = σ(x1, x2, . . . ; θλ),
where θλ = g(θ, λ) and g is differentiable in λ.
For a discussion of the conditions we refer to Section 4.3 and Francq and
Zako¨ıan (2015, Section 2 and 3). On the basis of the previous assumptions we
extend the strong consistency result of Francq and Zako¨ıan (2015, Theorem 1) to
the estimator of the ES at level α of ηt.
Theorem 5.1. (Strong consistency) Under Assumptions 5.1–5.3, 5.4(i) and 5.5(i)
the estimator in (5.7) is strongly consistent, i.e. θˆn
a.s.→ θ0. If in addition Assump-
tions 5.5(iii), 5.6, and 5.9(i) hold with a = −1, 4, then the estimator in (5.8)
satisfies µˆn,α
a.s.→ µα.
Proof. Francq and Zako¨ıan (2015, Theorem 1) establish θˆn
a.s.→ θ0. Moreover, we
have
µˆn,α = −
1
n
∑n
t=1 ηˆt1{ηˆt<ξˆn,α}
1
n
∑n
t=1 1{ηˆt<ξˆn,α}
a.s.→ −E[ηt1{ηt<ξα}]
P[ηt < ξα]
= −E[ηt|ηt < ξα] = µα
by Lemma 4.2, which verifies the second claim.
To lighten notation, we henceforth write Dt(θ) =
1
σt(θ)
∂σt(θ)
∂θ and drop the
argument when evaluated at the true parameter, i.e. Dt = Dt(θ0). The next
result provides the joint asymptotic distribution of θˆn and µˆn,α and is due to
Francq and Zako¨ıan (2012).
Theorem 5.2. (Asymptotic distribution) Suppose Assumptions 5.1–5.7, 5.9 and
5.10 hold with a = b = 4 and c = 2. Then, we have( √
n(θˆn − θ0)√
n(µˆn,α − µα)
)
d→ N(0,Γα) with Γα = ( κ−14 J−1 ϕαJ−1Ω
ϕαΩ
′J−1 να
)
, (5.10)
where κ = E[η4t ], Ω = E[Dt], J = E[DtD′t], ϕα = 12xα−µα κ−14 , να = σ2α−xαµα+
κ−1
4 µ
2
α, σ
2
α =
1
α2Var[
(
ηt − ξα
)
1{ηt<ξα}] and xα = − 1αCov
[
η2t , (ηt − ξα)1{ηt<ξα}
]
.
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In order to evaluate σ2α and xα in Theorem 5.2, we need expressions for the
variance and covariance term respectively. After basic manipulation we find
Var[
(
ηt − ξα
)
1{ηt<ξα}] = pα + α+ ξα(1 − α)α(ξα − 2µα) − (αµα)2
Cov
[
η2t , (ηt − ξα)1{ηt<ξα}
]
= −αµα − (ξαpα − qα),
with pα = E[η2t 1{ηt<ξα}] − α and qα = E[η3t 1{ηt<ξα}]. In a GARCH(p, q) setting,
Gao and Song (2008) quantify the uncertainty around θˆn and µˆn,α using (5.10)
while replacing the unknown quantities in Γα by estimates. In the same spirit,
ξα and µα can be substituted by ξˆn,α and µˆn,α while Ω, J , qα, pα and κ can be
replaced by
Ωˆn =
1
n
n∑
t=1
Dˆt, qˆn,α =
1
n
n∑
t=1
ηˆ3t 1{ηˆt<ξˆn,α}, κˆn =
1
n
n∑
t=1
ηˆ4t ,
Jˆn =
1
n
n∑
t=1
DˆtDˆ
′
t, pˆn,α =
1
n
n∑
t=1
ηˆ2t 1{ηˆt<ξˆn,α} − α,
(5.11)
where Dˆt = D˜t(θˆn) and D˜t(θ) =
1
σ˜t(θ)
∂σ˜t(θ)
∂θ . The strong consistency of the es-
timators in (5.11) follows from Lemma 4.2 and Theorem 4.1. Based on (5.11)
we obtain a consistent estimator for Γα denoted by Γˆn,α. Note that in the joint
asymptotic distribution in Theorem 5.2 the probability density function (pdf) of
ηt does not occur. This is in contrast to the limiting distribution of the parame-
ters that comprise the conditional VaR estimator (see (4.10)). Hence, no density
estimation (by e.g. kernel smoothing) is required here.
The asymptotic behavior of the conditional ES estimator can be studied by em-
ploying Theorem 5.2. Since the conditional volatility varies over time, a limiting
distribution cannot exist and therefore the concept of weak convergence is not ap-
plicable in this context. In Chapter 2 we study a merging concept that generalizes
the notion of weak convergence, i.e. two sequences of (random) cdfs {Fn}, {Gn}
merge (in probability) if and only if their bounded Lipschitz distance dBL(Fn, Gn)
converges to zero (in probability). Assuming two independent samples, one for
parameter estimation and one for conditioning, the delta method suggests that
the ES estimator, centered at ESn,α and inflated by
√
n, and
N
(
0,
(
µα
∂σn+1(θ0)
∂θ
σn+1
)′
Γα
(
µα
∂σn+1(θ0)
∂θ
σn+1
))
(5.12)
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given Fn merge in probability. Equation (5.12) highlights once more the relevance
of the merging concept since the conditional variance still depends on n and does
not converge as n → ∞. In combination with Theorem 5.1 and Γˆn,α a.s.→ Γα,
100(1− γ)% confidence intervals for ESn,α can be constructed with bounds given
by
ES
∧
n,α ± Φ
−1(γ/2)√
n

(
µˆn,α
∂σ˜n+1(θˆn)
∂θ
σ˜n+1(θˆn)
)′
Γˆn,α
(
µˆn,α
∂σ˜n+1(θˆn)
∂θ
σ˜n+1(θˆn)
)
1
2
, (5.13)
where Φ denotes the standard normal cdf. It has to be mentioned that researchers
rarely have a replicate, independent of the original series, to their disposal.4 An
asymptotic justification for the interval on the basis of a single sample is given in
Chapter 2. Bootstrap methods offer an alternative way to quantify the uncertainty
around the estimators.
5.4 Bootstrap
5.4.1 Fixed-design Residual Bootstrap
We propose a fixed-design residual bootstrap procedure, described in Algorithm
5.1, to approximate the distribution of the estimators in (5.7) – (5.9).
Algorithm 5.1. (Fixed-design residual bootstrap)
1. For t = 1, . . . , n, generate η∗t
iid∼ Fˆn and the bootstrap observation ∗t =
σ˜t(θˆn)η
∗
t , where σ˜t(θ) and θˆn are given in (5.6) and (5.7), respectively.
2. Calculate the bootstrap estimator
θˆ∗n = arg max
θ∈Θ
L∗n(θ) (5.14)
with the bootstrap criterion function given by
L∗n(θ) =
1
n
n∑
t=1
`∗t (θ) and `
∗
t (θ) = −
1
2
(
∗t
σ˜t(θ)
)2
− log σ˜t(θ).
4Exceptions would include some experimental settings.
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3. For t = 1, . . . , n compute the bootstrap residual ηˆ∗t = 
∗
t /σ˜t(θˆ
∗
n) and obtain
µˆ∗n,α = −
∑n
t=1 ηˆ
∗
t 1{ηˆ∗t<ξˆ∗n,α}∑n
t=1 1{ηˆ∗t<ξˆ∗n,α}
, (5.15)
where ξˆ∗n,α is the empirical α-quantile of ηˆ
∗
1 , . . . , ηˆ
∗
n.
4. Obtain the bootstrap estimator of the conditional ES
ES
∧∗
n,α = µˆ
∗
n,α σ˜n+1
(
θˆ∗n
)
. (5.16)
In the following subsection we show the asymptotic validity of the fixed-design
bootstrap procedure described in Algorithm 5.1.
5.4.2 Bootstrap Consistency
Subsequently, we employ the usual notation for bootstrap asymptotics, i.e. “
p∗→”
and “
d∗→”, as well as the standard bootstrap stochastic order symbol “op∗(1)” (cf.
Chang and Park, 2003). The asymptotic validity of the bootstrap corresponding
to the stochastic volatility part is shown in Proposition 4.1. Therefore, we focus
only on µˆ∗n,α. By construction, we have
∑n
t=1 1{ηˆ∗t<ξˆ∗n,α} = bαnc + 1, where bxc
denotes the largest integer not exceeding x. Defining αn =
bαnc+1
n , we standardize
(5.15) such that the bootstrap estimator satisfies
√
n(µˆ∗n,α − µˆn,α) = −
1
αn
1√
n
n∑
t=1
(
ηˆ∗t 1{ηˆ∗t<ξˆ∗n,α} + αnµˆn,α
)
= − 1
αn
(
A∗n +B
∗
n + C
∗
n +D
∗
n
)
,
(5.17)
where the scaling factor −1/αn in (5.17) converges to −1/α since α ≤ αn ≤ α+ 1n .
The different terms in brackets are given by
A∗n =
1√
n
n∑
t=1
(
ηˆ∗t − ξˆn,α
)(
1{ηˆ∗t<ξˆ∗n,α} − 1{η∗t<ξˆn,α}
)
,
B∗n = ξˆn,α
1√
n
n∑
t=1
(
1{ηˆ∗t<ξˆ∗n,α} − αn
)
,
C∗n =
1√
n
n∑
t=1
(
ηˆ∗t − η∗t
)
1{η∗t<ξˆn,α},
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D∗n =
1√
n
n∑
t=1
((
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α} + αn
(
ξˆn,α + µˆn,α
))
.
Employing arguments of Chen (2008, Lemma 2) Lemma 5.1 in Appendix 5.A
states the asymptotic negligibility of A∗n, i.e. A
∗
n
p∗→ 0 in probability. The term
B∗n = 0 since
1
n
∑n
t=1 1{ηˆ∗t<ξˆ∗n,α} = αn by construction. Further, Lemma 5.2 in
Appendix 5.A states that C∗n = αµαΩ
√
n
(
θˆ∗n− θˆn
)
+op∗(1) in probability. Last, we
have D∗n
d∗→ N(0, να) almost surely by Lemma 5.3 in Appendix 5.A. The previous
discussion together with the asymptotic expansion of
√
n
(
θˆ∗n− θˆn
)
in (4.18) yields( √
n(θˆ∗n − θˆn)√
n(µˆ∗n,α − µˆn,α)
)
=
(
1
2J
−1 Or×1
− 12µαΩ′J−1 − 1α
)
×
 1√n
n∑
t=1
Dˆt
(
η∗2t − 1
)
1√
n
n∑
t=1
((
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α} + αn
(
ξˆn,α + µˆn,α
))
+op∗(1)
in probability. Employing Lemma 5.3 once more leads to the chapter’s main result.
Theorem 5.3. (Bootstrap consistency) Suppose Assumptions 5.1–5.10 hold with
a = ±12, b = 12 and c = 6. Then, we have( √
n(θˆ∗n − θˆn)√
n(µˆ∗n,α − µˆn,α)
)
d∗→ N(0,Γα)
in probability.
Theorem 5.3 is useful to validate the bootstrap for the conditional ES estimator.
For the asymptotic behavior of the conditional ES estimator we refer to (5.12) and
the text preceding it. The following corollary is established.
Corollary 5.1. Under the assumptions of Theorem 5.3 the conditional cdfs of√
n
(
ES
∧∗
n,α − ES
∧
n,α
)
given Fn and (5.12) given Fn merge in probability.
Having proven first-order asymptotic validity of the bootstrap procedure de-
scribed in Algorithm 5.1, we turn to constructing bootstrap intervals for ES.
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5.4.3 Bootstrap Confidence Intervals for ES
Clearly, the ES evaluation in (5.9) is subject to estimation risk that needs to be
quantified. We propose the following algorithm to obtain approximately 100(1 −
γ)% confidence intervals.
Algorithm 5.2. (Fixed-design bootstrap confidence intervals for ES )
1. Acquire a set of B bootstrap replicates, i.e. ES
∧∗(b)
n,α for b = 1, . . . , B, by
repeating Algorithm 5.1.
2. (i) Obtain the equal-tailed percentile (EP) interval[
ES
∧
n,α − 1√
n
Gˆ∗−1n,B (1 − γ/2), ES
∧
n,α − 1√
n
Gˆ∗−1n,B (γ/2)
]
(5.18)
with Gˆ∗n,B(x) =
1
B
∑B
b=1 1{√
n
(
ES
∧∗(b)
n,α −ES
∧
n,α
)
≤x
}.
(ii) Calculate the reversed-tails (RT) interval[
ES
∧
n,α +
1√
n
Gˆ∗−1n,B (γ/2), ES
∧
n,α +
1√
n
Gˆ∗−1n,B (1 − γ/2)
]
. (5.19)
(iii) Compute the symmetric (SY) interval[
ES
∧
n,α − 1√
n
Hˆ∗−1n,B (1 − γ), ES
∧
n,α +
1√
n
Hˆ∗−1n,B (1 − γ)
]
(5.20)
with Hˆ∗n,B(x) =
1
B
∑B
b=1 1{√
n
∣∣ES∧∗(b)n,α −ES∧n,α∣∣≤x}.
For a discussion of the three interval types in Algorithm 5.2, we refer to Section
4.4.3. In the next section, features of the fixed-design bootstrap intervals for the
conditional ES are studied by means of simulations.
5.5 Monte Carlo Experiment
To assess the proposed bootstrap procedure in finite samples, we consider a sim-
ulation setup similar to Chapter 4. The Data Generating Process (DGP) is a
GARCH(1, 1), which falls in the class of conditional volatility models defined in
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(5.1) – (5.2). More specifically, we consider t = σtηt,σ2t+1 = ω0 + α02t + β0σ2t
with θ0 = (ω0, α0, β0). Regarding the GARCH parameters we study two scenarios:
(i) high persistence: θ0 = (0.05 × 202/252, 0.15, 0.8),
(ii) low persistence: θ0 = (0.05 × 202/252, 0.4, 0.55).
The innovations {ηt} are drawn from two different distributions: the Student-t
distribution with ν = 6 degrees of freedom and the standard normal distribution
(which corresponds to the case ν = ∞). Whereas in the latter case the innovations
are appropriately standardized, in the former we draw from the normalized density
f(x) = 1σν fν(x/σν) such that E[η
2
t ] = 1, where σ
2
ν =
ν−2
ν and fν(x) =
Γ( ν+12 )√
νpiΓ( ν2 )
(
1+
x2
ν
)− ν+12 . In this setting, the ES of the innovations distribution reduces to µα =
fν−2(ξα)
α with ξα = σνF
−1
ν (α) and Fν(x) =
∫ x
−∞ fν(y)dy; we refer to Appendix 5.B
for details. For the experiment, the ES level takes two values: α ∈ {0.01, 0.05}.
We consider four different sample sizes n ∈ {500; 1,000; 5,000; 10,000} and the
number of bootstrap replicates is fixed at B = 2,000. For each model, we simulate
S = 2,000 independent Monte Carlo trajectories. All simulations are carried out
on a HP Z640 workstation with 16 cores using Matlab R2016a. The numerical
optimization of the log-likelihood function is performed using the built-in function
fmincon. Parallel computing by means of parfor is employed to reduce running
time significantly.
In Section 4.5 it is demonstrated that the bootstrap distribution mimics ad-
equately the finite sample distribution of the estimator of the volatility parame-
ters. In a similar fashion, we assess whether the bootstrap distribution (given a
particular sample) mimics the distribution of the ES parameter estimator. Fig-
ure 5.1 displays the density estimates for the distribution of
√
n(µˆn,α − µα) and√
n(µˆ∗n,α − µˆn,α) in the high persistence case for n = 5,000 with α ∈ {0.01, 0.05}.
In both cases, we observe that the density plots are bell curves around the value
zero, which supports the theoretical results of Theorem 5.2 and 5.3. Since the
density graphs for the other scenarios are very similar, they are not reported in
order to conserve space. We continue by studying the coverage probabilities of the
three bootstrap intervals introduced in Section 5.4.3.
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(i) α = 0.05 (ii) α = 0.01
Figure 5.1: Density estimates for the distribution of
√
n(µˆnα − µα) (full line)
based on S = 2,000 simulations and the fixed-design bootstrap distribution of√
n(µˆ∗n,α − µˆn,α) (dashed line) based on B = 2,000 replications. The DGP is a
GARCH(1, 1) with θ0 = (0.08, 0.15, 0.8)
′, sample size n = 5, 000 and (normalized)
Student-t innovations (6 degrees of freedom).
Table 5.1 reports the results of the three 90%–bootstrap intervals for the 5%–
ES with Student-t distributed innovations (which we consider as benchmark). For
moderate sample sizes, we observe satisfactory coverage probabilities that lie rel-
atively close to the nominal level of 90%. For small sample size (n = 500), the
intervals exhibit small under-coverage with values ranging from 4.00 to 5.85 per-
centage points (pp) below the nominal value. For all three intervals, we find that
the average rate of the conditional ES being below the interval is considerably
less than it being above the interval. This phenomenon is most pronounced in
smaller sample size. Concerning the average length of the intervals, we can make
two important observations. Firstly, the SY interval is on average larger than the
EP/RT interval.5 As sample size increases, this gap disappears and all intervals’
average lengths shrink. Secondly, the average length of intervals is larger in the
high persistence case, as the conditional volatility varies more compared to the
lower persistence case. In the following, we study deviations from the benchmark
specification. Table 5.2 considers a change in the innovation distribution F , while
Table 5.3 and 5.4 take into account a change in the ES level α and a change in
the nominal coverage probability 100(1 − γ)%, respectively.
Table 5.2 considers the case where the innovations follow a standard normal
distribution. Results are qualitatively similar to the benchmark. In particular,
coverage rates are generally close to the nominal level for n ≥ 1,000 yet the under-
5By construction, the EP and the RT interval are of equal length.
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
low persistence high persistence
500 EP 84.35 3.85/11.80 0.613 83.15 4.45/12.40 0.825
RT 85.30 2.35/12.35 0.613 86.00 2.15/11.85 0.825
SY 86.00 2.50/11.50 0.623 85.45 2.65/11.90 0.833
1, 000 EP 88.05 3.40/8.55 0.448 87.55 3.95/8.50 0.610
RT 88.70 2.70/8.60 0.448 88.85 2.75/8.40 0.610
SY 88.85 2.60/8.55 0.452 88.55 3.00/8.45 0.612
5, 000 EP 89.35 4.35/6.30 0.216 89.85 3.35/6.80 0.287
RT 89.90 3.75/6.35 0.216 89.90 3.45/6.65 0.287
SY 90.05 4.05/5.90 0.216 90.15 3.20/6.65 0.287
10, 000 EP 89.00 4.70/6.30 0.155 89.60 4.35/6.05 0.204
RT 89.60 4.55/5.85 0.155 89.55 4.55/5.90 0.204
SY 89.55 4.35/6.10 0.155 89.55 4.45/6.00 0.204
Table 5.1: The table reports distinct features of the fixed-design bootstrap confi-
dence intervals for the conditional ES at level α = 0.05 with nominal coverage
1 − γ = 90%. For each interval type and different sample sizes, the interval’s
average coverage rates (in %), the average rate of the conditional ES being be-
low/above the interval (in %) and the interval’s average length are tabulated. The
intervals are based on B = 2,000 bootstrap replications and the averages are com-
puted using S = 2,000 simulations. The DGP is a GARCH(1,1) with (normalized)
Student-t innovations (6 degrees of freedom).
coverage in smaller sample sizes is less in this scenario. For example, the average
coverage is at most 3.70pp below the 90% level even when n = 500. In general,
results seem to be “less extreme” compared to the benchmark: (i) the average
length of all intervals is smaller for all sample sizes and (ii) the average rate of the
conditional ES being above the interval lies closer to the corresponding rate below
the interval. Moreover, we observe that there is no interval that outperforms the
others in the case of ηt being standard normally distributed.
Table 5.3 provides simulation results for the conditional ES at level α = 0.01,
where the DGP is a GARCH(1, 1) with Student-t innovations (6 degrees of free-
dom). Unsurprisingly, we find that the average length of all intervals is consid-
erably larger compared to the benchmark. More strikingly, we observe that the
phenomenon of under-coverage appears across sample sizes. For the lowest sample
size considered, i.e. n = 500, average coverage rates are between 15pp and 20pp
below nominal value. This problem is still severe for the case n = 1,000, as rates
are still approximately 10pp too low. Results are more satisfactory for the two
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
low persistence high persistence
500 EP 86.45 4.65/8.90 0.446 86.30 5.10/8.60 0.549
RT 87.85 2.15/10.00 0.446 87.65 2.40/9.95 0.549
SY 88.10 2.80/9.10 0.455 87.50 3.50/9.00 0.555
1, 000 EP 89.05 4.60/6.35 0.309 89.10 4.25/6.65 0.397
RT 89.25 3.05/7.70 0.309 88.90 3.10/8.00 0.397
SY 89.65 3.60/6.75 0.311 89.60 3.50/6.90 0.399
5, 000 EP 90.15 4.35/5.50 0.145 89.25 4.20/6.55 0.178
RT 89.75 3.90/6.35 0.145 88.90 3.95/7.15 0.178
SY 90.15 4.10/5.75 0.145 89.00 4.10/6.90 0.179
10, 000 EP 89.60 4.70/5.70 0.103 89.45 4.95/5.60 0.126
RT 89.85 4.20/5.95 0.103 89.70 4.45/5.85 0.126
SY 89.95 4.30/5.75 0.103 89.40 4.90/5.70 0.126
Table 5.2: The table reports distinct features of the fixed-design bootstrap confi-
dence intervals for the conditional ES at level α = 0.05 with nominal coverage
1 − γ = 90%. For each interval type and different sample sizes, the interval’s
average coverage rates (in %), the average rate of the conditional ES being be-
low/above the interval (in %) and the interval’s average length are tabulated. The
intervals are based on B = 2,000 bootstrap replications and the averages are com-
puted using S = 2,000 simulations. The DGP is a GARCH(1,1) with Gaussian
innovations.
highest sample sizes. An explanation for this result can be found in Gao and Song
(2008, Remark 3.3) who assert that the effective sample size for the estimation
of ES is solely nα. All in all, we conclude that larger sample sizes are needed to
obtain acceptable coverage probabilities.
Table 5.4 considers an increase in the interval’s nominal value from 90% to
95%. Once again we conclude that the results are qualitatively similar to the
benchmark. The average lengths of the intervals are larger for every sample size
considered. These results are to be expected for bootstrap intervals with higher
nominal value.
It might be of interest to compare the results for the conditional ES with those
reported in Chapter 4 for the conditional VaR. There we find that the EP interval
performs worse than the RT interval in small samples, which is in line with the
theoretical findings in Falk and Kaufmann (1991). This result does not carry over
to the conditional ES, since in most instances (except Table 5.4) the EP interval
even outperforms the RT interval. To make a full comparison, we also computed
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
low persistence high persistence
500 EP 73.75 4.75/21.50 1.183 72.25 5.45/22.30 1.566
RT 71.30 0.75/27.95 1.183 70.75 1.00/28.25 1.566
SY 74.85 1.55/23.60 1.226 73.70 2.00/24.30 1.616
1, 000 EP 81.90 2.55/15.55 0.944 81.55 2.80/15.65 1.260
RT 80.55 0.85/18.60 0.944 79.45 1.30/19.25 1.260
SY 82.20 1.25/16.55 0.955 81.20 1.55/17.25 1.270
5, 000 EP 87.05 3.15/9.80 0.476 88.30 2.30/9.40 0.632
RT 87.35 2.55/10.10 0.476 88.00 2.50/9.50 0.632
SY 87.30 2.85/9.85 0.477 88.25 2.40/9.35 0.632
10, 000 EP 88.45 3.70/7.85 0.347 89.10 3.00/7.90 0.458
RT 88.40 3.75/7.85 0.347 88.45 3.40/8.15 0.458
SY 88.65 3.60/7.75 0.347 88.55 3.20/8.25 0.458
Table 5.3: The table reports distinct features of the fixed-design bootstrap confi-
dence intervals for the conditional ES at level α = 0.01 with nominal coverage
1 − γ = 90%. For each interval type and different sample sizes, the interval’s
average coverage rates (in %), the average rate of the conditional ES being be-
low/above the interval (in %) and the interval’s average length are tabulated. The
intervals are based on B = 2,000 bootstrap replications and the averages are com-
puted using S = 2,000 simulations. The DGP is a GARCH(1,1) with (normalized)
Student-t innovations (6 degrees of freedom).
the results where the DGP is a T-GARCH(1, 1). Results are vastly comparable
and available upon request.
To summarize, the simulation study suggests that the fixed-design bootstrap
works well in terms of average coverage. In comparison to the conditional VaR,
higher sample sizes are necessary to obtain coverage rates close to the nominal
value. There is no clear evidence to have a preference for any of the three intervals
based on the simulation results in all different settings. This directly contrasts
results for the conditional VaR in Chapter 4 for which the RT bootstrap interval
is found superior.
5.6 Conclusion
We study the two-step estimation procedure of Francq and Zako¨ıan (2015) associ-
ated with the conditional ES. In the first step, the conditional volatility parameters
are estimated by QMLE, while the second step corresponds to the estimation of
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
low persistence high persistence
500 EP 89.40 1.85/8.75 0.732 89.65 2.10/8.25 0.984
RT 90.65 1.00/8.35 0.732 90.85 1.00/8.15 0.984
SY 90.50 1.15/8.35 0.745 91.10 1.30/7.60 0.997
1, 000 EP 92.80 1.45/5.75 0.534 93.05 1.15/5.80 0.727
RT 93.50 1.15/5.35 0.534 93.35 1.20/5.45 0.727
SY 93.60 1.00/5.40 0.540 93.40 1.15/5.45 0.730
5, 000 EP 93.80 2.25/3.95 0.257 94.35 1.60/4.05 0.342
RT 94.45 2.05/3.50 0.257 94.95 1.50/3.55 0.342
SY 94.20 2.10/3.70 0.257 94.60 1.55/3.85 0.342
10, 000 EP 94.35 2.45/3.20 0.185 94.25 1.85/3.90 0.243
RT 95.25 2.35/2.40 0.185 94.50 2.05/3.45 0.243
SY 94.90 2.50/2.60 0.185 94.70 1.85/3.45 0.243
Table 5.4: The table reports distinct features of the fixed-design bootstrap confi-
dence intervals for the conditional ES at level α = 0.05 with nominal coverage
1 − γ = 95%. For each interval type and different sample sizes, the interval’s
average coverage rates (in %), the average rate of the conditional ES being be-
low/above the interval (in %) and the interval’s average length are tabulated. The
intervals are based on B = 2,000 bootstrap replications and the averages are com-
puted using S = 2,000 simulations. The DGP is a GARCH(1,1) with (normalized)
Student-t innovations (6 degrees of freedom).
conditional ES based on the first-step residuals. We find that the estimators of the
parameters that comprise the conditional ES have a joint asymptotic distribution
that does not depend on the innovation density. This is in direct contrast with
the conditional VaR estimator for which density estimation is required.
A fixed-design residual bootstrap method is proposed to mimic the finite sam-
ple distribution of the two-step estimator and its consistency is proven under mild
assumptions. In addition, an algorithm is provided for the construction of boot-
strap intervals for the conditional ES to take into account the uncertainty induced
by estimation. Three interval types are suggested and a simulation study is con-
ducted to investigate their performance in finite samples. Firstly, we find that
average coverage rates of all intervals are close to nominal value, except when
sample size is low. Secondly, we find that there is no clear evidence that any
of the proposed intervals outperforms the others. This contrasts the results in
Chapter 4 for the conditional VaR, where we find superiority of the reversed-tails
bootstrap interval.
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5.A Auxiliary Results and Proofs
Lemma 5.1. Suppose Assumptions 5.1–5.10 hold with a = ±12, b = 12 and c = 6.
Then, we have A∗n
p∗→ 0 in probability.
Proof. The proof is inspired by Chen (2008, proof of Lemma 2). Take δ ∈
(1/4, 1/2), and expand
A∗n =
1√
n
n∑
t=1
(
ηˆ∗t − ξˆn,α
)(
1{ηˆ∗t<ξˆ∗n,α} − 1{η∗t<ξˆn,α}
)
=
1√
n
n∑
t=1
(
ηˆ∗t − ξˆn,α
)(
1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α} − 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α}
)
=
1√
n
n∑
t=1
(
ηˆ∗t − ξˆn,α
)(
1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α} − 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α}
)
×1{|ηˆ∗t −η∗t |+|ξˆ∗n,α−ξˆn,α|<n−δ}︸ ︷︷ ︸
I
+
1√
n
n∑
t=1
(
ηˆ∗t − ξˆn,α
)(
1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α} − 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α}
)
×1{|ηˆ∗t −η∗t |+|ξˆ∗n,α−ξˆn,α|≥n−δ}.︸ ︷︷ ︸
II
The first term can be bounded by
|I| ≤ 1√
n
n∑
t=1
∣∣ηˆ∗t − ξˆn,α∣∣(1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α} + 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α})
× 1{|ηˆ∗t −η∗t |+|ξˆ∗n,α−ξˆn,α|<n−δ}
≤ 1√
n
n∑
t=1
(
n−δ + |η∗t − ξˆn,α|
)
1{ξˆn,α≤η∗t }1{η∗t −n−δ<ξˆn,α+n−δ}︸ ︷︷ ︸
=1{0≤η∗t −ξˆn,α<2n−δ}
+
1√
n
n∑
t=1
(
n−δ + |η∗t − ξˆn,α|
)
1{ξˆn,α−n−δ≤η∗t +n−δ}1{η∗t<ξˆn,α}︸ ︷︷ ︸
=1{−2n−δ≤η∗t −ξˆn,α<0}
≤ 2√
n
n∑
t=1
(
n−δ + |η∗t − ξˆn,α|
)
1{|η∗t −ξˆn,α|≤2n−δ}
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≤ 6√
nnδ
n∑
t=1
1{|η∗t −ξˆn,α|≤2n−δ}︸ ︷︷ ︸
W∗n
Note that, given the original sample, the random variablesX∗t,n = 1{|η∗t −ξˆn,α|<2n−δ}
are i.i.d. The conditional mean satisfies E∗[X∗t,n] = Op(n−δ); to appreciate why,
we have
E∗[X∗t,n] = P∗
[
ξˆn,α − 2n−δ < η∗t < ξˆn,α + 2n−δ
]
= Fˆn
(
ξˆn,α + 2n
−δ − )− Fˆn(ξˆn,α − 2n−δ)
= F
(
ξˆn,α + 2n
−δ)− F (ξˆn,α − 2n−δ)+ op(n−1/2)
= 4n−δf
(
ξˆn,α + bn
)
+ op(n
−1/2) = 4n−δf(ξα) + op(n−δ) + op(n−1/2)
where bn ∈ (−2n−δ, 2n−δ). The third equality follows from Lemma 4.3. The mean
value theorem is applied to obtain the fourth equality and the last equality is due
to continuity of f in a neighborhood of ξα and ξˆn,α + bn
a.s→ ξα. Thus, we have
E∗
[
W ∗n
]
=
6√
nnδ
n∑
t=1
E∗
[
X∗t,n
]
= Op(
√
n/n2δ) = Op(n
−δ)
Var∗
[
W ∗n
]
=
36
n1+2δ
n∑
t=1
E∗
[
X∗t,n
](
1 − E∗[X∗t,n]︸ ︷︷ ︸
≤1
)
= Op(n
−3δ)
implying W ∗n
p∗→ 0 in probability and we conclude that I p
∗
→ 0 in probability. Re-
garding the second term, we write 1ˆ∗n,t = 1{|ηˆ∗t −η∗t |+|ξˆ∗n,α−ξˆn,α|≥n−δ} and establish
the following bound
|II| ≤ 1√
n
n∑
t=1
∣∣ηˆ∗t − ξˆn,α∣∣(1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α} + 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α})1ˆ∗n,t
=
1√
n
n∑
t=1
∣∣ηˆ∗t − ξˆn,α∣∣(1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α}1{ηˆ∗t<ξˆn,α}
+ 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α}1{ξˆn,α≤ηˆ∗t }
)
1ˆ
∗
n,t
+
1√
n
n∑
t=1
∣∣ηˆ∗t − ξˆn,α∣∣(1{ξˆn,α≤η∗t }1{ηˆ∗t<ξˆ∗n,α}1{ξˆn,α≤ηˆ∗t }
+ 1{ξˆ∗n,α≤ηˆ∗t }1{η∗t<ξˆn,α}1{ηˆ∗t<ξˆn,α}
)
1ˆ
∗
n,t
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≤ 1√
n
n∑
t=1
2
∣∣ηˆ∗t − η∗t ∣∣1ˆ∗n,t + 1√n
n∑
t=1
2
∣∣ξˆ∗n,α − ξˆn,α∣∣1ˆ∗n,t.
The Taylor expansion in (4.93) and ηˆ∗t =
σ˜t(θˆn)
σ˜t(θˆ∗n)
η∗t gives
η∗t − ηˆ∗t =Dˆ′t
(
θˆ∗n − θˆn
)
η∗t (5.21)
+
1
2
(
θˆ∗n − θˆn
)′ σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n) − 2D˜t(θ˘n)D˜′t(θ˘n)
)(
θˆ∗n − θˆn
)
η∗t
with θ˘n between θˆ
∗
n and θˆn. Employing the Cauchy-Schwarz inequality we obtain
∣∣ηˆ∗t−η∗t ∣∣ = ∣∣∣∣θˆ∗n−θˆn∣∣∣∣∣∣∣∣Dˆt∣∣∣∣|η∗t |+12 ∣∣∣∣θˆ∗n−θˆn∣∣∣∣2 σ˜t(θˆn)σ˜t(θ˘n)
(∣∣∣∣H˜t(θ˘n)∣∣∣∣+2∣∣∣∣D˜t(θ˘n)∣∣∣∣2)|η∗t |.
Hence, |II| can further be bounded by
|II| ≤ n∣∣∣∣θˆ∗n − θˆn∣∣∣∣2 1√nn
n∑
t=1
σ˜t(θˆn)
σ˜t(θ˘n)
(∣∣∣∣H˜t(θ˘n)∣∣∣∣+ 2∣∣∣∣D˜t(θ˘n)∣∣∣∣2)|η∗t |︸ ︷︷ ︸
II1
+ 2
√
n
∣∣ξˆ∗n,α − ξˆn,α∣∣ 1n
n∑
t=1
1ˆ
∗
n,t︸ ︷︷ ︸
II2
+2
√
n
∣∣∣∣θˆ∗n − θˆn∣∣∣∣ 1n
n∑
t=1
∣∣∣∣Dˆt∣∣∣∣ |η∗t |1ˆ∗n,t︸ ︷︷ ︸
II3
.
Since
√
n
(
θˆ∗n−θˆn
) d∗→ N(0, κ−14 J−1) almost surely and √n(ξˆ∗n,α−ξˆn,α) d∗→ N(0, ζα)
in probability for some ζα (see Theorem 4.3), it remains to show that the under-
braced terms converge in conditional probability to zero in probability. Consider
II1; for every ε > 0 we obtain
P∗
[
II1 ≥ ε
] ≤ P∗[II1 ≥ ε ∩ θ˘n ∈ V (θ0)]+ P∗[θ˘n /∈ V (θ0)]
≤P∗
[
1√
nn
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)︸ ︷︷ ︸
Qt,n
|η∗t | ≥ ε
]
+ P∗
[
θ˘n /∈ V (θ0)
]
(5.22)
≤1
ε
E∗
[
1√
nn
n∑
t=1
Qt,n|η∗t |
]
+ P∗
[
θ˘n /∈ V (θ0)
]
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=
E∗
[|η∗t |]
ε
√
nn
n∑
t=1
Qt,n + P∗
[
θ˘n /∈ V (θ0)
]
,
where the last inequality is due to Markov. As E∗
[|η∗t |] ≤ (E∗[η∗2t ])1/2 a.s.→(
E
[
η2t
])1/2
= 1, 1n
∑n
t=1Qt,n = Op(1) and P∗
[
θ˘n /∈ V (θ0)
] a.s.→ 0 by Lemma
4.4 and the proof of Lemma 4.10, we have P∗
[
II1 ≥ ε
] p→ 0 and we conclude that
II1
p∗→ 0 in probability. Next, we focus on II2. For every ε > 0 we obtain
P∗
[
II2 ≥ ε
]
≤ P∗
[
1
n
n∑
t=1
1{|ηˆ∗t −η∗t |+|ξˆ∗n,α−ξˆn,α|≥n−δ} ≥ ε ∩ θ˘n ∈ V (θ0)
]
+ P∗
[
θ˘n /∈ V (θ0)
]
≤ P∗
[
1
n
n∑
t=1
1{||θˆ∗n−θˆn|| ||Dˆt|| |η∗t |+ 12 ||θˆ∗n−θˆn||2Qn,t |η∗t |+|ξˆ∗n,α−ξˆn,α|≥n−δ} ≥ ε
]
+ P∗
[
θ˘n /∈ V (θ0)
]
≤ P∗
[
1
n
n∑
t=1
1{ C√
n
||Dˆt|| |η∗t |+C
2
2n Qn,t |η∗t |+ C√n≥n−δ}
≥ ε
]
+ P∗
[√
n
∣∣ξˆ∗n,α − ξˆn,α∣∣ > C]+ P∗[√n∣∣∣∣θˆ∗n − θˆn∣∣∣∣ > C]+ P∗[θ˘n /∈ V (θ0)]
≤ 1
εn
n∑
t=1
P∗
[
C√
n
||Dˆt|| |η∗t | +
C2
2n
Qn,t |η∗t | +
C√
n
≥ n−δ
]
+ P∗
[√
n
∣∣ξˆ∗n,α − ξˆn,α∣∣ > C]+ P∗[√n∣∣∣∣θˆ∗n − θˆn∣∣∣∣ > C]+ P∗[θ˘n /∈ V (θ0)]
≤ n
δ
εn
n∑
t=1
E∗
[
C√
n
||Dˆt|| |η∗t | +
C2
2n
Qn,t |η∗t | +
C√
n
]
+ P∗
[√
n
∣∣ξˆ∗n,α − ξˆn,α∣∣ > C]+ P∗[√n∣∣∣∣θˆ∗n − θˆn∣∣∣∣ > C]+ P∗[θ˘n /∈ V (θ0)]
=
nδ√
n
CE∗
[|η∗t |]
ε
1
n
n∑
t=1
||Dˆt||︸ ︷︷ ︸
II2,1
+
nδ
n
C2E∗
[|η∗t |]
2ε
1
n
n∑
t=1
Qn,t︸ ︷︷ ︸
II2,2
+
nδ√
n
C
ε︸ ︷︷ ︸
II2,3
+ P∗
[√
n
∣∣ξˆ∗n,α − ξˆn,α∣∣ > C]︸ ︷︷ ︸
II2,4
+P∗
[√
n
∣∣∣∣θˆ∗n − θˆn∣∣∣∣ > C]︸ ︷︷ ︸
II2,5
+P∗
[
θ˘n /∈ V (θ0)
]
︸ ︷︷ ︸
II2,6
.
Previously, we have shown that II2,6
a.s.→ 0, whereas the II2,4 and II2,5 can be
made arbitrarily small in probability by choosing C sufficiently large. Given C,
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we find II2,3 → 0 as nδ√n → 0. Recalling that limn→∞ E∗
[|η∗t |] ≤ 1 almost surely
and
∑n
t=1Qn,t = Op(1) we find II2,2
p→ 0. The Cauchy-Schwarz inequality gives
1
n
∑n
t=1 ||Dˆt|| ≤
(
1
n
∑n
t=1
∣∣∣∣Dˆt∣∣∣∣4)1/4 and together with limn→∞ 1n∑nt=1 ∣∣∣∣Dˆt∣∣∣∣4 <
∞ almost surely (see proof of Lemma 4.7), we get that II2,1 a.s.→ 0. Thus, P∗
[
II2 ≥
ε
] p→ 0 and we establish II2 p∗→ 0 in probability. Regarding II3, Ho¨lder’s inequality
implies
II3 ≤
(
1
n
n∑
t=1
η∗2t
) 1
2
(
1
n
n∑
t=1
∣∣∣∣Dˆt∣∣∣∣4) 14( 1
n
n∑
t=1
1ˆ
∗
n,t︸ ︷︷ ︸
=II2
) 1
4
.
We have 1n
∑n
t=1 |η∗t |2
p∗→ E[η2t ] almost surely as
E∗
[
1
n
n∑
t=1
|η∗t |2
]
= E∗
[|η∗t |2] a.s.→ E[η2t ]
and
Var∗
[
1
n
n∑
t=1
|η∗t |2
]
=
1
n
Var∗
[|η∗t |2] a.s.→ 0
by Lemma 4.4. Recalling that limn→∞ 1n
∑n
t=1
∣∣∣∣Dˆt∣∣∣∣4 < ∞ almost surely and
II2
p∗→ 0 in probability we establish II3 p
∗
→ 0 in probability.
Lemma 5.2. Suppose Assumptions 5.1–5.4, 5.5(i), 5.5(iii), 5.6, 5.7, 5.9 and 5.10
hold with a = ±12, b = 12 and c = 6. Then, we have C∗n = αµαΩ
√
n
(
θˆ∗n − θˆn
)
+
op∗(1) in probability.
Proof. Inserting (5.21) into the definition of C∗n we obtain
C∗n = −
1
n
n∑
t=1
Dˆ′tη
∗
t 1{η∗t<ξˆn,α}︸ ︷︷ ︸
I
√
n
(
θˆ∗n − θˆn
)
− 1
2
√
n
(
θˆ∗n − θˆn
)′ 1√
nn
n∑
t=1
σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n) − 2D˜t(θ˘n)D˜′t(θ˘n)
)
η∗t︸ ︷︷ ︸
II
× 1{η∗t<ξˆn,α}
√
n
(
θˆ∗n − θˆn
)
.
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Since
√
n
(
θˆ∗n− θˆn
) d∗→ N(0, κ−14 J−1) almost surely by Proposition 4.1 and II p∗→ 0
in probability by (5.22), it remains to show that I
p∗→ αµαΩ′ in probability. Noting
that −E[ηt1{ηt<ξα}] = αµα, we obtain
E∗[I] = − E∗[η∗t 1{η∗t<ξˆn,α}] 1n
n∑
t=1
Dˆ′t = −E∗
[
η∗t 1{η∗t<ξˆn,α}
]
Ωˆ′n
a.s.→ αµαΩ′
Var∗[I] =Var∗
[
η∗t 1{η∗t<ξˆn,α}
] 1
n2
n∑
t=1
DˆtDˆ
′
t =
1
n
Var∗
[
η∗t 1{η∗t<ξˆn,α}
]
Jˆn
a.s.→ 0
by Lemmas 4.2 and 4.4, which completes the proof.
Lemma 5.3. Suppose Assumptions 5.1–5.4, 5.5(i), 5.5(iii), 5.6, 5.9 and 5.10 hold
with a = −1, 4, b = 4 and c = 2. Then, we have
1√
n
n∑
t=1
(
Dˆt
(
η∗2t − 1
)(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α} + αn
(
ξˆn,α + µˆn,α
)) d∗→ N(0,Ψα)
almost surely with
Ψα =
(
(κ− 1)J αxαΩ
αxαΩ
′ α2σ2α
)
.
Proof. In the proof of Lemma 4.7 it is shown that 1√
n
∑n
t=1 Dˆt
(
E∗[η∗2t ] − 1
)
= 0
for sufficiently large n almost surely since θˆn
a.s.→ θ0 ∈ Θ˚ and E∗
[
η∗2t
]
= 1 whenever
θˆn ∈ Θ˚ under Assumption 5.10. It remains to show that for each λ = (λ′1, λ2)′ ∈
Rr+1 with ||λ|| 6= 0
n∑
t=1
1√
n
λ′
(
Dˆt
(
η∗2t − E∗[η∗2t ]
)(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α} + αn
(
ξˆn,α + µˆn,α
))︸ ︷︷ ︸
Z∗n,t
d∗→ N (0, λ′Ψαλ)
almost surely by the Crame´r-Wold device. By construction, we have E∗
[
Z∗n,t
]
= 0.
Further, we have that s2n =
∑n
t=1 Var∗
[
Z∗n,t
]
is equal to
λ′
(
Var∗[η∗2t ]Jˆn Cov∗[η∗2t ,
(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α}]Ωˆn
Cov∗[η∗2t ,
(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α}]Ωˆ
′
n Var∗[
(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α}]
)
λ.
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Lemma 4.2 gives Jˆn
a.s.→ J and Ωˆn a.s.→ Ω. Further, 4.5 implies
Var∗[
(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α}]
=E∗[η∗2t 1{η∗t<ξˆn,α}] −
(
E∗[η∗t 1{η∗t<ξˆn,α}]
)2
+ ξˆ2n,αE∗[1{η∗t<ξˆn,α}]
(
1 − E∗[1{η∗t<ξˆn,α}]
)
− 2ξˆn,α
(
E∗[η∗t 1{η∗t<ξˆn,α}] − E
∗[η∗t 1{η∗t<ξˆn,α}] E
∗[1{η∗t<ξˆn,α}]
)
a.s.→E[η2t 1{ηt<ξα}] −
(
E[ηt1{ηt<ξα}]
)2
+ ξ2αE[1{ηt<ξα}]
(
1 − E[1{ηt<ξα}]
)
− 2ξα
(
E[ηt1{ηt<ξα}] − E[ηt1{ηt<ξα}] E[1{ηt<ξα}]
)
=Var[
(
ηt − ξα
)
1{ηt<ξα}]
and
Cov∗[η∗2t ,
(
η∗t − ξˆn,α
)
1{η∗t<ξˆn,α}]
=E∗[η∗3t 1{η∗t<ξˆn,α}] − E
∗[η∗2t ] E∗
[
η∗t 1{η∗t<ξˆn,α}
]
− ξˆn,α
(
E∗[η∗2t 1{η∗t<ξˆn,α}] − E
∗[η∗2t ] E∗[1{η∗t<ξˆn,α}]
)
a.s.→E[η3t 1{ηt<ξα}] − E[η2t ] E
[
ηt1{ηt<ξα}
]
− ξα
(
E[η2t 1{ηt<ξα}] − E
[
η2t
]
E
[
1{ηt<ξα}
])
=Cov[η2t ,
(
ηt − ξα
)
1{ηt<ξα}]
as well as
Var∗
[
η∗2t
]
= E∗
[
η∗4t
]− (E[η∗2t ])2 a.s.→ κ− 1.
Thus, we get s2n
a.s.→ λ′Ψαλ. Next, we verify Lindeberg condition. For any ε > 0
n∑
t=1
E∗
[
Z∗2n,t1{|Z∗n,t|≥snε}
]
≤
n∑
t=1
E∗
[
Z∗2n,t1{|η∗t |>C}
]
︸ ︷︷ ︸
I
+
n∑
t=1
E∗
[
Z∗2n,t1{|Z∗n,t|≥snε}1{|η∗t |≤C}
]
︸ ︷︷ ︸
II
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holds, where C > 0. Employing the elementary inequalities (x+y)z ≤ 2z(xz +yz)
and |x− y|z ≤ xz + yz for all x, y, z ≥ 0 we find that
Z∗2n,t ≤
8
n
((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
(
η∗2t + ξˆ
2
n,α + µˆ
2
n,α
))
.
Thus, we obtain
I ≤ 8
n
n∑
t=1
E∗
[((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
(
η∗2t + ξˆ
2
n,α + µˆ
2
n,α
))
1{|η∗t |>C}
]
=8
(
λ′1Jˆnλ1E∗
[
η∗4t 1{|η∗t |>C}
]
+ λ22E
∗[η∗2t 1{|η∗t |>C}]
+
(
λ′1Jˆnλ1E∗[η∗2t ]2 + λ22(ξˆ2n,α + µˆ2n,α)
)
E∗
[
1{|η∗t |>C}
])
a.s.→8
(
λ′1Jλ1E
[
η4t 1{|ηt|>C}
]
+ λ22E
[
η2t 1{|ηt|>C}
]
+
(
λ′1Jλ1E[η2t ]2 + λ22(ξ2α + µ2α)
)
E
[
1{|ηt|>C}
])
and choosing C sufficiently large yields I
a.s.→ 0. Given a value of C, we have
II ≤ 8
n
n∑
t=1
E∗
[((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
(
η∗2t + ξˆ
2
n,α + µˆ
2
n,α
))
× 1{||λ1||(η∗2t +E∗[η∗2t ])maxt ||Dˆt||+|λ2|(|η∗t |+|ξˆn,α|+|µˆn,α|)≥√nsnε}1{|η∗t |≤C}
]
≤ 8
n
n∑
t=1
((
λ′1Dˆt
)2(
C4 + E∗[η∗2t ]2
)
+ λ22
(
C2 + ξˆ2n,α + µˆ
2
n,α
))
× 1{||λ1||(C2+E∗[η∗2t ])maxt ||Dˆt||+|λ2|(C+|ξˆn,α|+|µˆn,α|)≥√nsnε}
≤8
(
λ′1Jˆnλ1
(
C4 + E∗[η∗2t ]2
)
+ λ22
(
C2 + ξˆ2n,α + µˆ
2
n,α
))
× 1{||λ1||(C2+E∗[η∗2t ])maxt ||Dˆt||+|λ2|(C+|ξˆn,α|+|µˆn,α|)≥√nsnε}
a.s.→8
(
λ′1Jλ1
(
C4 + E[η2t ]2
)
+ λ22
(
C2 + ξ2α + µ
2
α
))× 0 = 0
as maxt ||Dˆt||/
√
n
a.s.→ 0. Combining results, gives 1s2n
∑n
t=1 E∗
[
Z∗2n,t1{|Z∗n,t|≥sn}
] a.s.→
0. The Central Limit Theorem for triangular arrays (cf. Billingsley, 1986, Theorem
27.3) implies that
∑n
t=1 Z
∗
n,t converges in conditional distribution to N
(
0, λ′Ψαλ
)
almost surely, which completes the proof.
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5.B Derivation of Analytical Expressions
Let Y ∼ tν with cdf Fν and pdf fν , where tν denotes the Student-t distribution
with ν degrees of freedom. Recall that σ2ν =
ν−2
ν such that η = σνY is now
appropriately standardized, i.e. E[η2] = 1. Then we get
F (x) = P[η ≤ x] = P [Y ≤ x/σν ] = Fν (x/σν)
ξα = F
−1(α) = σνF−1ν (α).
The following relationship links the (conditional) moments of η and Y :
E[ηm|η < ξα] = σmν E[Y m|Y < F−1ν (α)] (5.23)
with m ∈ N. Using moments of the truncated Student-t distribution derived in
Kim (2008, p. 84) we can find closed form expressions for the conditional expec-
tations of Y m. For m = 1 and any b ∈ R we have6
E [Y |Y < b] = − Γ(
ν−1
2 )ν
ν/2
2Fν(b)Γ(
ν
2 )
√
pi
(ν + b2)−
ν−1
2
= − Γ(
ν−1
2 )
√
ν
2Fν(b)
ν−2
2 Γ(
ν−2
2 )
√
pi
(
1 +
b2
ν
)− ν−12
= − Γ(
ν−1
2 )
Fν(b)σν
√
ν − 2Γ( ν−22 )
√
pi
(
1 +
(σνb)
2
ν − 2
)− ν−12
= −fν−2 (σνb)
Fν(b)σν
,
where we recognize that Γ
(
ν
2
)
= ν−22 Γ
(
ν−2
2
)
. Together with (5.23) we have
E[η|η < ξα] = σνE
[
Y |Y < F−1ν (α)
]
= −fν−2 (ξα)
α
. (5.24)
Similarly, we can derive for m = 2 and any b ∈ R
E[Y 2|Y < b] = 1
σ2ν
− b Γ(
ν−1
2 )ν
ν/2
2Fν(b)Γ
(
ν
2
)√
pi
(
ν + b2
)− ν−12
=
1
σ2ν
+ bE[Y |Y < b].
6We only truncate from above, hence the lower truncation bound of Kim (2008) is a = −∞.
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Combined with (5.23) we arrive at
E[η2|η < ξα] = σ2νE[Y 2|Y < F−1ν (α)]
= σ2ν
(
1
σ2ν
+ F−1ν (α)E[Y |Y < F−1ν (α)]
)
= 1 + σ2νF
−1
ν (α)E[Y |Y < F−1ν (α)]
= 1 − ξα fν−2(ξα)
α
.
Now, as P [η < ξα] = α, we obtain
E
[
η21{η<ξα}
]− α = E [η2|η < ξα]P [η < ξα] − α = −ξαfν−2(ξα). (5.25)
Finally, we consider m = 3. Using Γ( ν−12 ) =
ν−3
2 Γ(
ν−3
2 ) or equivalently Γ(
ν−3
2 ) =
2
ν−3Γ(
ν−1
2 ), it follows that
E[Y 3|Y < b] = − Γ(
ν−3
2 )ν
ν/2
2Fν(b)Γ
(
ν
2
)√
pi
(ν + b2)−
ν−3
2
− b2 Γ(
ν−1
2 )ν
ν/2
2Fν(b)Γ
(
ν
2
)√
pi
(ν + b2)−
ν−1
2
= −
(
2(ν + b2)
ν − 3 + b
2
)
Γ( ν−12 )ν
ν/2
2Fν(b)Γ
(
ν
2
)√
pi
(ν + b2)−
ν−1
2
=
(
2(ν + b2)
ν − 3 + b
2
)
E[Y |Y < b],
which leads to
E[η3|η < ξα] = σ3νE[Y 3|Y < F−1ν (α)]
= σ3ν
(
2(ν + σ−2ν ξ
2
α)
ν − 3 +
(
ξα
σν
)2)
E[Y |Y < F−1ν (α)]
=
(
2(νσ2ν + ξ
2
α)
ν − 3 + ξ
2
α
)
σνE[Y |Y < F−1ν (α)]
= −
(
2(νσ2ν + ξ
2
α)
ν − 3 + ξ
2
α
)
fν−2(ξα)
α
.
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Thus, we obtain
E
[
η31{η<ξα}
]
= E
[
η3|η < ξα
]
P [η < ξα]
= −
(
2(νσ2ν + ξ
2
α)
ν − 3 + ξ
2
α
)
fν−2(ξα).
(5.26)
From (5.24) – (5.26), we get the following expressions for the quantities µα, pα
and qα:
µα = −E[η|η < ξα] = fν−2(ξα)
α
pα = E
[
η21{η<ξα}
]− α = −ξαfν−2(ξα)
qα = E
[
η31{η<ξα}
]
= −
(
2(νσ2ν + ξ
2
α)
ν − 3 + ξ
2
α
)
fν−2(ξα).
Note that the Student-t distribution approaches the standard normal distribution
as ν → ∞. In that case, σν → 1 and also fν(·) → φ(·) and Fν(·) → Φ(·), i.e. the
standard normal pdf and cdf, respectively. Hence, when η is standard normally
distributed, we have ξα = Φ
−1(α) as well as µα =
φ(ξα)
α , pα = −ξαφ(ξα) and
qα = −(2 + ξ2α)φ(ξα).
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Chapter 6
Conclusion
“To succeed, jump as quickly at opportunities as you do at conclusions.”
-Benjamin Franklin (1706-1790)
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This chapter provides an overall conclusion of the thesis. More detailed,
chapter-specific conclusions can be found at the end of each of the core chap-
ters. Risk measures play a key role in financial risk management and are enforced
by current legislation to protect financial stability. In particular VaR and ES are
popular risk measures, that are used to calculate capital reserves and to assess
the market risks associated with financial assets. Frequently these risk measures
are applied conditionally to account for the temporal dependence of financial data
and point estimates are obtained. To quantify the uncertainty around these point
estimates, practitioners often construct confidence intervals by resorting to boot-
strap methods. This thesis provides a theoretical justification for commonly con-
structed intervals around point estimates of conditional objects such as conditional
risk measures. New bootstrap methods are proposed to quantify the uncertainty
around the point estimates of the conditional VaR and ES and theoretical re-
sults are presented confirming their validity. Their performances are evaluated
by means of simulations and practical recommendations are made to practitioners
who choose to apply these bootstrap methods in empirical applications.
Chapter 2 focuses on quantifying the parameter uncertainty around point esti-
mates of conditional objects. A fundamental issue arises stemming from the fact
that on one hand one must condition on the sample as the past informs about the
present, yet on the other hand one must allow the data to be treated as random to
account for estimation uncertainty. Typically confidence intervals are constructed
using an unrealistic assumption of observing two independent processes, which
bypasses the issue. An alternative, realistic justification for this type of intervals
is presented based on a sample-split approach and a weak dependence condition.
To acknowledge that the conditional quantities vary over time, a merging concept
is employed, which generalizes the notion of weak convergence.
Chapter 3 highlights the general setup of the previous chapter. It formally veri-
fies the high level assumptions of Chapter 2 for various popular time series models.
Among others these include the conditional mean in an AR(1) and ARMA(1, 1)
model, the conditional variance in a GARCH(1,1) model as well as the condi-
tional volatility in a threshold GARCH model. In addition, the straight-forward
extension to the conditional VaR and ES is presented.
Chapter 4 studies the conditional VaR in a general class of volatility models.
A popular two-step estimator is examined and a fixed-design residual bootstrap
method is proposed to mimic its finite sample distribution. Theoretical results
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are established that underpin the method’s validity and bootstrap intervals are
constructed for the conditional VaR. A simulation study reveals that the common
equal-tailed percentile bootstrap interval tends to fall short of its nominal value,
whereas the reversed-tails bootstrap interval yields accurate coverage. Compared
to the related recursive-design bootstrap, both methods perform equally well re-
garding coverage, yet the fixed-design scheme leads on average to shorter intervals.
The fixed-design residual bootstrap method is easy to implement and illustrated
in an empirical application to French stock market data.
Chapter 5 revisits the general class of volatility models of Chapter 4 and focuses
on the conditional Expected Shortfall. Again, a two-step estimator is considered
and a fixed-design residual bootstrap method is employed to resemble its finite
sample distribution. The asymptotic validity of the bootstrap scheme is estab-
lished and a simulation study confirms that the method performs adequately in
samples of modest size.
While this thesis contributes to the understanding of constructing bootstrap
intervals for conditional risk measures, it is far from complete and several avenues
of research are left unexplored. Subsequently, we point out possible extensions of
this thesis. A natural continuation would be to include a time varying conditional
mean in the class of volatility models, i.e. t = µt + σtηt, where both, µt and
σt, are measurable function of past observations: µt+1 = µ(t, t−1, . . . ; θ0) and
σt+1 = σ(t, t−1, . . . ; θ0). Such framework would nest ARMA-GARCH models,
for which estimation results (cf. Francq and Zako¨ıan, 2004) and some bootstrap
results (Shimizu, 2010) are available. Whether these bootstrap methods extend
to conditional risk measures remains an open issue.
In addition, a multivariate extension of the results is worth to consider. Good
progress is done in that field by Francq and Zako¨ıan (2018), who study the con-
ditional VaR of a portfolio when the individual returns follow a semi-parametric
multivariate dynamic model. They also propose a recursive bootstrap scheme,
yet leave its asymptotic validity for future research. It would also be interesting
to compare their recursive-design bootstrap method with its fixed-design counter-
part and study different interval types. Concerning the bootstrap consistency, it
however seems to be easier to show the asymptotic validity for the fixed-design
bootstrap method (Cavaliere et al., 2018).
Also, the fixed-design residual procedure can be employed to mimic the finite
sample distribution of alternative estimators such as the one-step estimator asso-
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ciated with the conditional VaR or ES (Francq and Zako¨ıan, 2015) or estimators
based on extreme value theory (Martins-Filho et al., 2018). Whereas the former es-
timator may perform better than the two-step procedure in cases of heavy-tailed
innovation distributions, the latter is appealing when exploring the conditional
VaR and ES sufficiently far in the distribution’s tail.
Another interesting path of research would be to study whether the bootstrap
procedures proposed in this thesis achieve asymptotic refinements. This could
also shed light on the difference between the fixed-design and the recursive-design
residual bootstrap. In the literature only few asymptotic refinements results are
available for GARCH(1,1) processes. Whereas Corradi and Iglesias (2008) derive
higher order asymptotic refinements of the block bootstrap, Jeong (2018) estab-
lishes the second-order refinement of a recursive-design residual bootstrap. A
reason for this deficit is that the Edgeworth expansions are extremely difficult to
obtain for GARCH-type processes.
To conclude, bootstrap inference for conditional risk measures has practical
relevance for banks, asset managers, pension funds, but also for regulatory insti-
tutions. This thesis proposes bootstrap methods to quantify the estimation un-
certainty, provides theoretical results underpinning their validity and shows their
good finite sample performance. Various extensions arise in this context, which
are left unexplored ... for now.
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Chapter 7
Valorisation
“Those who ignore statistics are condemned to reinvent it.”
-Bradley Efron (1938-...)
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Some readers may be surprised by the fact that the term valorization goes
back to Karl Marx and the idea of self-expansion of capital, i.e. the growth of
capital through value-forming activity. On the contrary, Adam Smith, the father
of modern capitalism, coined the term human capital to describe the workers skill
set to perform labor. Merging both lines of thought, I discuss in this addendum the
increase in the value of human capital (knowledge) through value-forming activity
(my research). In particular, I stress the relevance of the topic bootstrap inference
for conditional risk measures and highlight the innovativeness of this dissertation
as well as the practical implementability of its methods.
To recognize the relevance of the topic, I explore the three fundamental pillars
on which this dissertation is grounded: (i) conditional volatility models, (ii) boot-
strap methods and (iii) risk measures. Emphasizing the importance of the first
pillar, Robert Engle was awarded the Nobel Price in Economics in 2003 for his
methods of analyzing time series with time-varying volatility. His ARCH model
specifies the swing between turbulent and calmer periods in stock markets and its
GARCH (1,1) extension is known as the workhorse of financial application. The
second pillar relates to the revolutionary idea of using resampling techniques to
perform statistical inference. In recognition of the bootstrap, Bradley Efron will
accept the International Prize in Statistics in 2019, possibly the highest honor in
this field.1 Present-day bootstrap methods are the conventional solution in prac-
tice to construct confidence intervals that address estimation uncertainty. The
third pillar of this thesis deals with the assessment of risk attributed to finan-
cial assets. Risk measures such as Value-at-Risk (VaR) and Expected Shortfall
(ES) are extremely popular in Finance to quantify the exposure to risk, which is
essential for making informed decisions.
The financial econometric thesis at hand is the result of pooling these funda-
mental insights from finance, economics and statistics. It proposes to construct
bootstrap intervals for conditional VaR and ES that account for estimation uncer-
tainty. Existing work shows that simulation results are promising, however there
are no theoretical results underpinning the validity of these methods. This disser-
tation aims to fill this gap in the literature by providing the necessary theoretical
foundations. In particular, the contribution of this dissertation to the literature is
threefold. First, a fundamental issue is solved that arises in the analysis of econo-
metric forecasting techniques. Second, refined bootstrap intervals are proposed
1In 2005 he was already awarded with the National Medal of Science. If there existed a Nobel
Price in Statistics, Efron would have received it almost surely.
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for conditional VaR and ES and theoretical results (based on mild assumptions)
are established confirming their validity. Proving the validity of the methods is
crucial as an application of invalid bootstrap methods for predicting risk can have
severe impact. Third, simulations are presented supporting the theoretical results
and practical recommendations are made to practitioners.
The last point immediately gives rise to the practical implementability of the
bootstrap methods. Contrary to techniques based on asymptotic theory, the
proposed bootstrap methods are easy-to-implement and fully data-driven as il-
lustrated in an empirical exercise (see p. 120). In addition, the recommended
fixed-design residual bootstrap technique is compatible with various conditional
volatility models (e.g. GARCH, T-GARCH, etc.) and moreover faster than its
recursive-design competitor. Furthermore, the significant increase in the availabil-
ity of computing power makes the computational cost of the bootstrap a subordi-
nate concern. Nevertheless, the thesis also offers variants that find a compromise
in the trade-off between computational time and precision (see p. 104).
All in all, this dissertation offers valuable insights for financial institutions
that are engaged in risk management such as banks, pension funds and insurance
companies. Besides their intrinsic motivation to mitigate risk to an acceptable
level, they are also committed by law to calculate capital requirements by means
of VaR and ES and to report them to the regulatory authorities.2 Therefore,
the content of this dissertation also has a immediate appeal to regulators that are
primarily concerned about excessive risk-taking. I sincerely hope that the methods
presented within this thesis become part of financial practice in the future and that
they find their way into the regulatory frameworks to ensure financial stability.
2In the banking sector the regulatory framework is called Basel III, whereas its counterpart
in the insurance sector is known as Solvency II.
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Risicomaatstaven spelen een belangrijke rol in financieel risicobeheer en wor-
den in de huidige regelgeving toegepast om de financie¨le stabiliteit te waarborgen.
Vooral Value-at-Risk en Expected Shortfall, kortweg VaR en ES, zijn populaire ri-
sicomaatstaven om kapitaalreserves te berekenen en de marktrisico’s van financie¨le
activa te beoordelen. Risicomaatstaven nemen vaak de tijdafhankelijkheid van fi-
nancie¨le gegevens in acht. Dit betekent dat ze voorwaardelijk worden toegepast,
m.a.w. afhankelijkheid van verleden waarden wordt expliciet gemodelleerd. Een
veelvuldig gebruikte methode om onzekerheid rond de puntschattingen van risico-
maatstaven te kwantificeren is het opstellen van betrouwbaarheidsintervallen door
middel van de bootstrap.3
Dit proefschrift levert drie belangrijke bijdrages. Ten eerste biedt het een the-
oretische onderbouwing voor veel voorkomende geconstrueerde intervallen rond
puntschattingen van voorwaardelijke objecten, zoals voorwaardelijke risicomaat-
staven. Ten tweede, nieuwe bootstrap methoden worden voorgesteld om de onze-
kerheid rond de puntschattingen van de voorwaardelijke VaR en ES te kwantifi-
ceren. Bijbehorende theoretische resultaten worden gepresenteerd ter bevestiging
van hun validiteit. Ten derde, simulatieresultaten evalueren de prestaties von de
voorgestelde methodiek en bijbehorende aanbevelingen zijn gericht op onderzoe-
kers die kiezen voor een praktische toepassing van deze bootstrap methoden.
Hoofdstuk 2 beschouwt het kwantificeren van de parameteronzekerheid rond
puntschattingen van voorwaardelijke objecten. Er is sprake van een fundamenteel
probleem. Enerzijds wordt de steekproef als gerealiseerd beschouwt zodat het ver-
leden informeert over het heden. Anderzijds wordt de steekproef ook gezien als
een re´eks toevalsvariabelen zodat men schattingsonzekerheden kan verklaren. Om
dit probleem te omzeilen, worden betrouwbaarheidsintervallen opgesteld onder de
onrealistische aanname twee onafhankelijke processen te observeren. Een alterna-
tieve, realistische rechtvaardiging voor dit type intervallen wordt gepresenteerd op
basis van een steekproef-splitsing en een zwakke afhankelijkheidsconditie. Omdat
de voorwaardelijke objecten varie¨ren door de tijd heen, wordt een merging concept
gebruikt dat zwaake convergentie generaliseert.
Hoofdstuk 3 belicht de algemene opzet van het vorige hoofdstuk. Een technisch
rapport verifieert de voorwaarden van hoofdstuk 2 voor verschillende tijdreeksmo-
dellen. Deze omvatten onder meer de voorwaardelijke verwachting in een AR(1)
3Bootstrap betekent letterlijk laarzenriem en is afgeleid van de Engelse uitdrukking pull
oneself up by one’s bootstraps.
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en ARMA(1,1) model, de voorwaardelijke variantie in een GARCH(1,1) model
evenals de voorwaardelijke volatiliteit in een T-GARCH model. Ook wordt de
uitbreiding van de voorwaardelijke VaR en ES gepresenteerd.
In hoofdstuk 4 wordt de voorwaardelijke VaR besproken in een algemene cate-
gorie van volatiliteitsmodellen. Een populaire twee-staps schatter is onderzocht en
een fixed-design residual bootstrap methode wordt voorgesteld om de onbekende
verdeling van de oorspronkelijke steekproef te benaderen. Theoretische resultaten
ondersteunen de validiteit van deze bootstrap methode en bootstrap intervallen
worden opgesteld voor de voorwaardelijke VaR. Een simulatiestudie toont aan dat
het gebruikelijke equal-tailed percentile bootstrap interval de tendens heeft te kort
te schieten ten opzichte van de nominale waarde, terwijl het reversed-tails boot-
strap interval een accurate dekking oplevert. In vergelijking met de gerelateerde
recursive-design residual bootstrap dekken beide methoden even goed, maar de
fixed-design opzet leidt gemiddeld tot kortere intervallen. De fixed-design residual
bootstrap methode is eenvoudig te implementeren en wordt ge¨ıllustreerd in een
empirische toepassing op Franse beursgegevens.
In hoofdstuk 5 ligt de focus op voorwaardelijke ES als risicomaatstaf, waarbij
dezelfde algemene categorie volatiliteitsmodellen in acht wordt genomen als in
hoofdstuk 4. Wederom is een twee-staps schatter bestudeerd en een fixed-design
residual bootstrap methode gebruikt om de steekproefverdeling te benaderen. De
asymptotische validiteit van de bootstrap algoritme wordt theoretisch bewezen
en een simulatiestudie bevestigt dat de methode adequaat presteert in de meeste
gevallen.
De conclusie van het proefschrift is te vinden in hoofdstuk 6. De algemene
conclusie luidt dat bootstrap inferentie voor voorwaardelijke risicomaten prakti-
sche relevantie heeft voor banken, vermogensbeheerders en pensioenfondsen, maar
ook voor regelgevende instituten. De theoretische resultaten uit dit proefschrift
ondersteunen onderzoekers om de bootstrap methoden zorgvuldig toe te passen.
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