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Abstract. Let Fq be a finite field with char Fq = p and n > 0 an integer with gcd(n, log p q) = 1. Let ( ) * : Fq(x 0 , . . . , x n−1 ) → Fq(x 0 , . . . , x n−1 ) be the Fq-monomorphism defined by x * i = x i+1 for 0 ≤ i < n − 1 and x * n−1 = x q 0 . For f, g ∈ Fq(x 0 , . . . , x n−1 ) \ Fq, define f • g = f (g, g * , . . . , g (n−1) * ). Then (Fq(x 0 , . . . , x n−1 ) \ Fq, •) is a monoid whose invertible elements are called global P-forms. Global P-forms were first introduced by H. Dobbertin in 2001 with q = 2 to study certain type of permutation polynomials of F 2 m with gcd(m, n) = 1; global P-forms with q = p for an arbitrary prime p were considered by W. More in 2005 . In this paper, we discuss some fundamental questions about global P-forms, some of which are answered and others remain open.
introduction
Let F be a field and F (x 0 , . . . , x n−1 ) the field of rational functions in x 0 , . . . , x n−1 over F . Let u > 0 be an integer such that x n − u is irreducible over Q, which is equivalent to saying that for every prime divisor r of n, u is not an rth power of an integer [8, Theorem 8.1.6] . Let ( ) * : F (x 0 , . . . , x n−1 ) −→ F (x 0 , . . . , x n−1 )
be the F -monomorphism defined by x * i = x i+1 for 0 ≤ i < n − 1 and x * n−1 = x u 0 . For f ∈ F (x 0 , . . . , x n−1 ) and i ≥ 0, we write f i * · · · * = f i * .
For f, g ∈ F (x 0 , . . . , x n−1 ), we define
. . , g (n−1) * ) whenever the right side is meaningful. Writing f = f1 f2 , where f 1 , f 2 ∈ F [x 0 , . . . , x n−1 ] with f 2 = 0, we have
. . , g (n−1) * ) f 2 (g, g * , . . . , g (n−1) * ) .
Hence for f •g to be defined for all f ∈ F (x 0 , . . . , x n−1 ), it is necessary and sufficient that g, g * , . . . , g (n−1) * be algebraically independent over F . We will see in Section 3 that g, g * , . . . , g (n−1) * are algebraically independent over F if and only if g is not a constant.
We are primarily interested in the case F = F q with char F q = p, u = q, and gcd(n, log p q) = 1. In this case, we also see that (F q (x 0 , . . . , x n−1 ) \ F q , •) forms a monoid with identity x 0 . The invertible elements of this monoid are called global P-forms (in x 0 , . . . , x n−1 over F q ) and the group they form is denoted by G(n, q).
Global P-forms were first introduced by Dobbertin in [5] with q = 2 and were later generalized by More [11] to the case q = p for an arbitrary prime p. The motivation of this notion, according to [5] , is in the study of certain permutation polynomials of finite fields that possess a "uniform representation". More precisely, let n, n ′ , m be positive integers such that nn ′ ≡ 1 (mod m) and let f ∈ G(n, q).
Denote the inverse of f in G(n, q) by f (−1) and put
) is not 0. By choosing n ′ large enough subject to the condition nn ′ ≡ 1 (mod m), this requirement is satisfied.) Let D denote the set of all x ∈ F q m at which the rational functions f and f (−1) • f ∈ F q (x) are both defined. Then for all x ∈ D we have
In particular, f is one-to-one on D. Write f = f1 f2 where
. Then g is one-to-one on D. If, in addition, one can show that g is also one-to-one on F q m \D and g(F q m \D)∩g(D) = ∅, it follows that g is a permutation polynomial of F q m . In [4] , Dobbertin found a formula for the inverse of the Kasami permutation polynomial. The proof in [4] implicitly relied on an extraordinary global P-form Q n ∈ G(n, 2) and its inverse, both of which were made explicit later in [5] . (We will revisit the global P-form Q n in detail shortly.)
It is clear that G(1, q) ∼ = PGL(2, q). For m | n, there is a natural embedding G(m, q) ֒→ G(n, q). There is another embedding
The image of φ n consists of all global P-forms that are rational monomials. A fundamental question is whether G(n, q) is generated by G(1, q) and Im φ n . The answer is not known.
In [5] , Dobbertin proved that
Moreover,
where e 0 , . . . , e i−1 ∈ {±1} are subject to the conditions e 0 = −1 (when i < n), e 0 = ±1 (when i = n), e i−1 = −1, and (e j−1 , e j ) = (1, 1) for all 0 < j < i. It is not known if Q n ∈ G(1, n) ∪ Im φ n . It follows from (1.2) and (1.3) (or by direct computation) that o(Q 2 ) = 2. Dobbertin [5] posed the question whether o(Q n ) is infinite for n > 2. We will prove that o(Q n ) = ∞ for n > 2. The paper is organized as follows. In Section 2 we assume that F is an arbitrary field and x n − u ∈ Z[x] is irreducible over Q, where n and u are positive integers. We introduce the notion of a Z[u 1 n ]-valued degree for functions in F (x 0 , . . . , x n−1 ), which allows us to prove that if g ∈ F (x 0 , . . . , x n−1 ) \ F , then g, g * , . . . , g (n−1) * are algebraically independent over F . In Section 3, we assume that F = F q , u = q, and gcd(n, log p q) = 1, where p = char F q . After a discussion of the basic properties of global P-forms, we prove that o(Q n ) = ∞ for n > 3. The proof is based on the computation of the Z[2 1 n ]-valued degree of Q n . Section 4 is devoted the structure of the group G(n, q) of global P-forms. Several embeddings are described:
is a subgroup of G(n, q) of finite index. Left coset representatives of H(n, q) in G(n, q) are determined and so is the structure of the quotient group H(n, q)/{f ∈ H(n, q) : d max (f ) = d min (f ) = 1}. Section 4 also contains several open questions that are fundamental for a better understanding of the group G(n, q).
Let F be a field and let n and u be positive integers such that x n −u is irreducible over Q. For 0 = f = e0,...,en−1≥0 c e0,...,en−1
We also define d(0) = −∞. It is obvious that
The next result is more interesting.
where f • g is defined in (1.1).
n−1 (c ∈ F \ {0}) be the leading term of f with respect to d. Then the leading term of f • g equals that of cg
Then the function d :
n ]∪{−∞} has the following properties. For f, g ∈ F (x 0 , . . . , x n−1 ),
In fact, −d is a valuation of F (x 0 , . . . , x n−1 ) with the value group (Z[u
Note that
which are distinct for different (e 0 , . . . , e n−1 ). Therefore,
. . , g (n−1) * are algebraically independent over F .
where a ∈ F \ {0} and g 1 ∈ F (x 0 , . . . , x n−1 ) with d(g 1 ) < 0. We then consider 
Then by Lemma 2.2,
which is a contradiction.
Note. Theorem 2.3 with F = F p and u = p was stated in [11] . But unfortunately, the proof there is seriously flawed.
As a consequence of Theorem 2.3, the operation (composition) f • g in (1.1) is well defined for all f ∈ F (x 0 , . . . , x n−1 ) and g ∈ F (x 0 , . . . , x n−1 ) \ F .
Next we extend the notion of the Z[u
Proof. The proof is similar to that of Lemma 2.2. We only prove one case:
e0,...,en−1≥0 ce 0 ,...,e n−1 =0
Remark 2.6. In Lemma 2.5, if d max (g) = 0, then g = a + g 1 for some a ∈ F \ {0} and g 1 ∈ F (x 0 , . . . , x n−1 ) with d max (g 1 ) < 0. Hence
Similarly, if d min (g) = 0, then g = b + g 2 for some b ∈ F \ {0} and g 2 ∈ F (x 0 , . . . , x n−1 ) with d min (g) > 0. Hence
Let M(n, F ) denote the set of all rational monomials in F (x 0 , . . . , x n−1 ), that is,
. . , e n−1 ∈ Z}. (Note. Rational monomials, according to our definition, have coefficient 1.) It is easy to verify that (M(n, F ), ·, •) is a commutative ring whose "addition" is the ordinary multiplication · and whose "multiplication" is the composition • defined in (1.1). The additive and multiplicative identities are 1 and x 0 , respectively. Moreover, the mapping
is a ring isomorphism.
Global P-Forms
From now on we assume, in the notation of Section 2, that F = F q , u = q, and gcd(n, log p q) = 1, where p = char F q . Clearly, F q (x 0 , . . . , x n−1 ) \ F q is closed under • and ( )
the first equal sign follows from the definition of • and ( ) * ; the second equal sign relies on the fact that g n * = g q . Therefore for f, g, h ∈ F q (x 0 , . . . ,
It is obvious that f
is a monoid with identity x 0 . The ith power and the inverse, if exists, of an element f of this monoid are denoted by f (i) and f (−1) , respectively. The invertible elements of (F q (x 0 , . . . , x n−1 ) \ F q , •), called global P-forms, form the group G(n, q).
Proposition 3.1. Let f ∈ F q (x 0 , . . . , x n−1 ) \ F q . The following statements are equivalent.
(i) f ∈ G(n, q). Proof. (i) ⇒ (ii). For all 0 ≤ i ≤ n − 1, we have
Since f, f * , . . . , f (n−1) * are algebraically independent over F q , we have f
Since g, g * , . . . , g (n−1) * are algebraically independent over F q , we have g • f = x 0 . Hence f ∈ G(n, q).
When q = 2 and n ≥ 2, Dobbertin found that
given by (1.3). The verification of this claim is straightforward for n = 2 but is quite complicated for general n; we refer the reader to [4] for the details. It is known that o(Q 2 ) = 2, and an open question in [5] asks if o(Q n ) is infinite for n ≥ 3. We now answer this question affirmatively. (i) For odd n ≥ 3 and any m ≥ 0,
Consequently,
Hence we have (3.1).
(ii) By (2.7) and (2.
Hence we have (3.2). 
The Group G(n, q)
When n = 1, the situation is quite simple. It is well known that f ∈ F q (x 0 ) generates F q (x 0 ) over F q if and only if f = ax0+b cx0+d , where a, b, c, d ∈ F q and ad − bc = 0. Thus it follows from Proposition 3.1 that
For any field F , let Cr n (F ) = Aut(F (x 0 , . . . , x n−1 )/F ) be the Cremona group of F in n dimensions. Then we have G(1, q) ∼ = PGL(2, F q ) ∼ = Cr 1 (F q ) with the obvious isomorphisms.
Proposition 4.1. There is a group embedding
Proof. For f ∈ G(n, q), we have f (−1) ∈ G(n, q), from which it follows that γ(f ) ∈ Cr n (F q ). For f, g ∈ G(n, q) and h ∈ F q (x 0 , . . . , x n−1 ), we have
That γ is one-to-one is obvious.
Remark. When n = 2 and F is an algebraically closed field, a set of generators of the Cremona group Cr 2 (F ) is given by the Noether-Castelnuovo theorem [10, Theorem 2.20] and a presentation of Cr 2 (F ) is given in [1, 6] . When n = 2 but F is not algebraically closed or when n ≥ 3, the situation is more difficult [12, 13] . 
Proof. To prove the first claim, it suffices to show that ψ m,n (f
To prove that second claim, assume that α = f (x 0 , x k , . . . , x (m−1)k ) ∈ G(n, q), where f ∈ F q (x 0 , . . . , x m−1 ). We show that f (x 0 , . . . , x m−1 ) ∈ G(m, q). To this end, it suffices to show that α (−1) ∈ F q (x 0 , x k , . . . , x (m−1)k ). We have
We claim that α * , α (k+1) * , . . . , α ((m−1)k+1) * are algebraically independent over
which is a contradiction. Therefore the left side of (4.2) does not involve α * , α (k+1) * , . . . , α ((m−1)k+1) * . Since α, α * , . . . , α (m−1) * are algebraically independent over F q , this means that α (−1) does not involve x 1 , x k+1 , . . . , x (m−1)k+1 . In the same way,
Rational monomials in G(n, q) were determined in [11] for n = 2 and q = p. In general, we have the following Proof. In the first claim, the "if" part follows from the ring isomorphism (2.11); the "only if" part follows from Lemma 4.4 (i). The second claim follows from the ring isomorphism (2.11).
Remark. The ring Z[q 1 n ] is an order of the number field K = Q(q 1 n ), i.e., a subring of o K (the ring of integers of K) which is also a free Z-module of rank n. By Dirichlet's unit theorem [7, 9] , Lemma 4.4. If f ∈ G(n, q), then the following hold.
Hence
(ii) Assume to the contrary that d max (f )d min (f ) < 0. Without loss of generality, assume d max (f ) > 0 and d min (f ) < 0. Then by Lemma 2.5,
which cannot be both true.
(iii) Assume to the contrary that δ(f ) = (0, 0). Since q = 2, we have d max (f + 1) < 0 and d min (f + 1) > 0. By (ii), f + 1 / ∈ G(n, 2), which is a contradiction.
Let M(n, q) denote the set of all rational monomials in G(n, q), that is,
There are several open questions about the fundamental structure of the group G(n, q).
Question 4.8. Let q = 2 and n = 2. Is x 0 + 1, x 0 x 1 the free product of x 0 + 1 and x 0 x 1 ? Question 4.9. Let q = 2 and n ≥ 2. Does Q n belong to G(1, q) ∪ M(n, q) ? (Q n is the Dobbertin global P-form given in (1.2).)
Remark.
(i) For general q, the answer to Question 4.7 is negative. For example, let q = 3 and n = 2.
(ii) A positive answer to Question 4.7 implies a positive answer to Question 4.8.
(iii) When q = 2 and n = 2, there is a mysterious relation between Q 2 and x 0 + 1 found by computer:
Because of the this relation, we see that for q = 2 and n = 2, a positive answer to Question 4.7 also implies a negative answer to Question 4.9.
We provide some evidence supporting a possible positive answer to Question 4.8.
where 0 = e i ∈ Z for all 1 ≤ i ≤ n. If f = x 0 , then n = 2m ≥ 6 and e 1 + e 3 + · · · + e 2m−1 = e 2 + e 4 + · · · + e 2m = 0.
Proof. Since
we have
When n = 2m, it follows from (4.3) and Lemma 2.5 that
, and by Remark 2.6, + 1)(x 1 + 1) ) (e1) = 0. Hence for n = 2m + 1, we have
Now assume f = x 0 . By (4.4), (4.5) and (4.7), we must have n = 2m and e 1 + e 3 + · · · + e 2m−1 = e 2 + e 4 + · · · + e 2m = 0. It remains to show that m ≥ 3. Assume to the contrary that m ≤ 2. We only have to consider the case m = 2 since m = 1 is clearly impossible. Then e 1 = −e 3 and e 2 = −e 4 . Thus
Thus we have (x 0 + 1)
, which is a contradiction.
We introduce some new notation to make the proof of the next result easier.
We identity x i with t
, where 
where c ∈ F q \ {0}, c a ∈ F q and {a :
n ] + . Equation (4.9) clearly implies c e0+···+en−1−1 = 1. Thus we may assume c = 1. If f = 1, we are done. So assume to the contrary that f = 1. Equation (4.9) becomes f (t e ) = f (t) e , i.e., Since e = 1, we have a contradiction. ) is a subgroup of G(n, q) and H(n, q) has a normal subgroup H 0 (n, q) = {f ∈ G(n, q) : δ(f ) = (1, 1)}. We will see that [G(n, q) : H(n, q)] < ∞ and we will determine a system of representatives of the left cosets of H(n, q) in G(n, q). We will also determine the structure of H(n, q)/H 0 (n, q).
Let A be a set of ordered pairs (a, b) ∈ F 2 q , ab = 0, a = b, that represent each two element subset of F q \ {0} precisely once. Proposition 4.13. A system of representatives of the left cosets of H(n, q) in G(n, q) is given by
In particular, [G(n, q) : H(n, q)] = 1 2 q(q + 1).
Proof. 1
• We first show that G(n, q) = α∈L α • H(n, q). Let f ∈ G(n, q). If f ∈ H(n, q), then f ∈ x 0 • H(n, q). So we assume f / ∈ H(n, q). 
• H(n, q)
where either (a, b ′′ ) or (b ′′ , a) belongs A. Then ∆ is a group. In fact, let τ be the order 2 automorphism of (Z[q Proposition 4.14. The mapping δ : H(n, q) → ∆ defined in (2.6) is an onto group homomorphism with ker δ = H 0 (n, q).
Proof. That δ is a group homomorphism follows from Lemma 2.5. To prove that δ is onto, it suffices to show that fro each e ∈ Z[q n , e i ∈ Z.
Let p = char F q and ν p the p-adic valuation of Q(q 1 n ). Then ν p (e) = 0 since e is a unit. Thus (4.11) gives ν p (e 0 ) = 0, i.e., p ∤ e 0 . Let I = {0 ≤ i ≤ n − 1 : e i > 0} and J = {0 ≤ j ≤ n − 1 : e j < 0}. Then The above element has d max = e and d min = 1.
