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Detecting Disaster Information Sentences
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Using Recurrent Neural Network 








  빅데이터는 비정형 데이터인 텍스트로 이루어져 있어 텍스트 마
이닝을 통해 정책 수립, 의사 결정에 한 유의미한 정보를 도출
할 수 있는 분석이 가능하다. 텍스트 마이닝 기법  순환 신경망
을 사용한 최근의 연구들은 기존의 딥러닝 알고리즘인 CNN  
다른 기계학습 알고리즘보다 성능이 향상된 것을 확인할 수 있다. 
딥러닝 알고리즘은 양질의 학습 데이터의 양에 따라 학습의 효율 
 결과가 달라진다. 따라서 본 연구에서는 Word2Vec 모델을 이
용한 학습 데이터를 증강하는 기법을 용하여 재난 문장탐지 모
델의 정확도가 개선되는지를 확인해보았다. 한, 순환 신경망의 
종류인 LSTM과 GRU를 이용한 텍스트 분석 결과를 비교하여 소
셜미디어에서의 화재 발생의 정보를 담고 있는 문장을 탐지하는 
방법의 정확도를 향상하고자 한다.
  본 연구에서 제안하는 재난 문장탐지 모델은 데이터를 증강하는 
과정과 모델이 학습하는 단계에서 선행연구보다 사용자의 개입을 
최소화하고, 정확도를 향상했다. 한, 탐지된 재난 문장은 추후 
개체명 인식을 이용하여 정형화할 수 있어 비정형 데이터에서의 
재난 치를 비롯한 정보를 추출할 수 있다는 에서 의의가 있
다.
주요어  : 딥 러 닝 ,  순 환 신 경 망 ,  데 이 터  증 강 ,  W o r d 2 V e c ,  재 난  정 보 ,  
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1.  서 론
1. 1 연 구  배 경   목
  빅데이터 분석 기술은 정책 제언 의사 결정뿐만 아니라 가까운 미래를 측
하는 등 많은 분야에서 활발히 활용되고 있으며, 2016년에는 1.6ZB의 데이터가 
생성되었고, 2025년에는 이의 10배에 달하는 데이터가 생성될 것이라고 할 정
도로 규모가 속도로 성장하고 있다(Reinsel, 2017). 특히 일본에서 2011년 발
생한 도호쿠 지진 발생 당시 트 터에서 빠르게 지진과 쓰나미, 원  사고에 
해 된 사례가 있고, 2012년 10월 22일 허리 인 샌디가 발생했을 후의 
포스퀘어(Foursquare)의 체크인 데이터와 뉴욕의 피해 상태를 일치함을 살펴볼 
수 있어 재난 피해 분석에서 소셜미디어 데이터가 연구  재난 분석에 유의미
하게 사용되었다(Pu, 2013). 이처럼 재난 리 분야에서 재난 방  분석, 나
아가 재난 사고를 측하기 해서 소셜미디어 데이터와 같은 비정형 데이터의 
한 분석이 필요하다.
그림 1-1. 허리 인 샌디 발생 후 체크인 데이터
- 2 -
  트 터와 같은 소셜미디어 데이터 속에는 실제의 정보보다 훨씬 많은 양의 
불필요한 데이터와 무의미한 데이터가 존재한다. 기존에는 이를 구분해내고 필
요한 데이터만을 추출하기 한 문서 분류 기법으로 패턴인식(pattern 
recognition), SVM(Support Vector Machine), LDA(Latent Dirichlet 
Allocation) 등과 같은 기계학습 방식을 사용해왔다.
  2012년 이미지넷(Imagenet Large Scale Visual Recognition Challenge, 
ILSVRC)에서 토론토 학이 84%의 정답률을 기록하여 압도 인 성능을 보임
으로써 딥러닝(Deep learning) 기술이 두되었다. 기존의 방법보다 10%가량 
정확도를 향상한 것이었다. 기존의 기계학습  기타 알고리즘은 사람이 이미지
나 텍스트에 한 특징(feature)을 직  설정하고, 최 화된 모델을 설계하는 
구조 다. 하지만 딥러닝 알고리즘은 여러 개의 이어를 겹쳐 쌓아 생긴 무수
히 많은 라미터를 컴퓨터가 직  조정해가며 최 화된 해를 구한다. 딥러닝 
알고리즘은 데이터가 많을수록 과 합(overfitting) 되지 않는 학습 결과를 보
여주기 때문에 빅데이터 분석에 효과 이고 합한 알고리즘으로 이미지 분석, 
텍스트 마이닝 등 다양하게 사용되고 있다.
그림 1-2. 이미지넷 정답률(NVIDIA 2016 conference)
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  딥러닝 알고리즘 모델이 좋은 성능을 내기 해서는 용량의 데이터 세트가 
필요하다. 따라서 부분의 텍스트 마이닝 연구에서는 학습 데이터로써 용량
의 말뭉치(corpus)를 사용하고 있다. 하지만 데이터 생성과 이용에는 한계가 있
어 많은 연구자가 데이터 증강 기법에 해서 연구하여, 한 데이터의 증강
은 모델 성능에 향을 다고 밝 냈다(Zhang, 2015).
  따라서 본 연구에서는 소셜미디어 데이터를 이용한 딥러닝 모델에 데이터 증
강 기법을 용하여 재난 정보  특히 화재 재난을 포함한 문장을 텍스트 데
이터에서 탐지하는 정확도를 향상하는 것을 목 으로 한다. 제안된 모델은 성 
상이나 센서로 습득된 데이터가 아니라 사람이 작성한 데이터에서 재난 정보
를 습득할 수 있다는 에서 의의가 있다. 이후, 습득된 재난 정보를 바탕으로 
재난 이력을 리하거나 실시간 재난 정보를 제공하는 등의 활용 방안도 제안
하고자 한다.  딥러닝을 이용한 재난 탐지모델은 기존의 패턴인식과 같은 기
계학습 알고리즘과 다르게 사용자의 개입이 고 입력된 데이터를 통해서 모델
이 라미터를 조정하며 스스로 학습해 나간다는 장 이 있다.
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1. 2  연 구  동 향
  재난 탐지 련 연구는 주로 센서를 통해 획득한 데이터를 이용하여 이루어
진다. 센서 데이터는 정형화되어있어 텍스트 데이터 분석보다 간단하고 빠른 분
석이 가능하기 때문이다. 하지만 소셜미디어 데이터를 이용하면 사용자를 하나
의 센서로 이용하여 재난 발생 이력을 리하거나 과거 재난의 경향 분석  
모니터링에 한 정보도 수집할 수 있다는 장 이 있다.
  텍스트 마이닝을 다양한 언어에 용하기 해서는 각 언어에 한 학습 데
이터가 필요하다(Ruder, 2016). 따라서 본 연구에서는 한국어 데이터에 해 
한정하여 실험하 다. 한 은 어와 달리 조사가 존재하고 어미가 복잡한 특성
이 있어 한  텍스트를 분석할 때 어려움이 있다(장경애, 2015). 따라서 소셜미
디어 데이터의 텍스트를 사용하기보다 네트워크 구조만을 분석하기도 하여(김
재훈, 2017), 표 1-1과 같이 소셜미디어 데이터의 텍스트를 이용하여 재난 탐지 
분석을 한 연구들을 주로 연구 동향을 살펴보았다.
  Earle(2012)은 트 터에서 지진과 련된 단어인 “earthquake”, “gempa”, 
“temblor”, “terremoto”, “sismo”와 같은 키워드가 포함된 트 터를 불러온 후 
유 의 치 정보가 담겨 있는 트 터를 이용하여 지진을 감지하는 모델을 제
안하 다. 이 모델은 실제 지진의 건수보다 은 양의 지진을 탐지하지만 지진 
발생 시간 2분 이내에 탐지하는 빠른 성능을 보여주었다.
  조민희(2015)는 SNS, 뉴스, 커뮤니티 게시 , 정책데이터 등에서 재난 발생
과 원인, 재난의 종류 등을 탐지하기 해 개체명에 한 사 을 작성하고 재난 
정보를 탐지하 다.
  Lazard(2015)는 에볼라 바이러스에 한 질병 리 센터와 주고받은 트윗 
데이터를 수집한 후 ‘SAS Text Miner’를 통해 토픽 분석을 하여 사람들이 에
볼라 바이러스에 해 어떻게 생각하는지에 해 분석하 다. 이는 사 에 지정
한 데이터에 해 제한 으로 실험을 수행하 기 때문에, 트 터 체 데이터에 
용하기 어렵다.
  임 엽(2015)은 트 터에서 지명 키워드를 이용하여 이벤트 종류와 상
없이 지명과 련된 키워드가 증가하면 그 지역에 이벤트가 발생했다고 가
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정하는 이벤트 치 탐지모델을 제안하 다. 이는 어떠한 이벤트가 발생하면 사
용자들이 그와 련된 트 터들을 작성하는 경향을 이용한 것이다. 하지만 이벤
트의 종류를 알 수 없고, 동음이의어에 해서 구별할 수 없다는 한계가 있다.
  국내의 재난안 연구원에서는 재난 보  책 수립에 사용하는 소셜 빅보
드를 운 하고 있다. 이는 최선화(2016)의 소셜미디어 험도 기반 재난이슈 탐
지모델을 기반으로 한다. 최선화(2016)는 험도 기반 조 이슈 탐지모델과 어
휘패턴 기반 재난 발생이슈 탐지모델 두 가지를 제안하 는데, 이  어휘패턴 
기반 방식의 경우에는 ‘화재’가 ‘휩쓸다’라는 단어의 5 자 이내에 있으면 화재
라고 단한다. 해당 연구에서 화재에 한 탐지 정확도는 51%(8,191/16,074)
로 낮은 편이며 사 이나 키워드 이용방식과 같이 연구자가 직  모든 패턴을 
입력해야 한다는 단 이 있다. 
  하 수(2016)는 트 터의 치를 확정하기 한 지명 단어의 노이즈 제거 기
법과 랜드마크를 이용하여 지명 단어를 확정하는 기법을 제안하 다. 노이즈 제
거 기법은 불용어 사 을 만든 후 지명 단어의 모든 사례를 직  작성하고 사
을 갱신하여 노이즈를 제거한다. 지명 확정 기법은 랜드마크에 한 사 을 이용
하여 사 에 해당하는 키워드를 가진 트 터에 랜드마크의 치를 부여한다.
  Burel(2017)은 BOW(bag of words)를 이용하여 문장을 학습하는 CNN 모
델과 특정 키워드에 해서만 문장을 학습하는 CNN 모델을 융합한 
Dual-CNN 모델을 이용하여 트 터에서의 이벤트를 탐지하는 모델을 제안하
다. 홍수와 같은 재난에서는 79% 이상의 정확도를 보 지만 그 외에는 SVM 
모델과 비슷하거나 조  나은 성능을 보 다.
  유호선(2018)은 형 재난이슈를 상으로 해당 재난에 한 키워드로 트윗, 
뉴스를 수집하여 사회 재난들의 생존 주기를 연구하 다. 생존 기간을 해당 이
슈가 트 터 상에서 언 이 되는 기간으로 잡고, 생존 주기의 유형에 따라 재난
을 분류하 다. 분류된 재난들에 하여 재해 통계 연감에 있는 지표와 기간을 비
교하여 의사 결정 나무(Decision Tree)를 통해 련이 큰 지표들을 추출하 다.
  이처럼 국외에서는 Burel(2017)의 연구와 같이 딥러닝을 사용하여 재난 정보 
문장탐지 모델을 사용하 지만, 한국어에서는 언어의 특성이 어와 달라 모델
을 비교할 수 없다. , Burel(2017)의 연구는 정확도가 기존 기계학습 방식에 
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비해 크게 향상되지 않았다는 단 이 있었기 때문에 본 연구에서는 텍스트 분
석에서 더 향상된 성능을 보여주고 있는 순환신경망 기법을 용하 다. 신동원
(2017)에 따르면 이 모델은 한국어 데이터에서도 SVM, CNN과 비교하여 
0.6% 향상된 정확도를 보 다.
  반면 국내에서 진행된 부분의 연구는 사용자가 사 을 만들고 그에 해당하
는 키워드를 찾거나 패턴과 일치하는지 확인하여 재난 정보 문장 여부를 별
하 다. 이는 재난 정보에 해당하는 키워드나 패턴을 비롯하여 모든 외 처리
에 한 정보까지 사용자가 직  사 을 추가해야 해서 오랜 기간이 필요하다
는 단 이 있다. 최선화(2016)의 탐지모델은 2012년부터 꾸 히 계속 사 을 
업데이트하여 실제로 국립재난안 연구원이 운 하는 소셜 빅보드 시스템에서
도 활용 이다.
  따라서 본 연구에서는 딥러닝  텍스트 분석에서 성능이 좋은 순환 신경망 
알고리즘을 이용하고, 학습된 Word2Vec 모델을 통해 데이터를 증강하여 사용
자의 간섭을 최 한 이고 더욱 정확한 재난 정보가 담긴 문장을 탐지하는 모
델을 제안하여 최선화(2016)의 모델과 비교하여 정확도를 평가해보았다. 이때 
순환신경망 모델에서는 LSTM과 GRU의 성능이 데이터의 종류에 따라 다르게 
나왔다는 조휘열(2016)의 연구에 따라 두 가지 방식을 용하여 평가하고, 그에 
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1. 3 연 구  범   방 법
  사회 으로 이슈가 되는 형 재난들은 사람들이 SNS에 공유하여 빠르고 
리 퍼지게 된다. 하지만 SNS에서는 불필요한 데이터의 생성이 같이 일어나기 
때문에 상 분석을 해 합한 데이터를 별하는 것이 요하다. 비정형 데
이터인 SNS 텍스트 데이터에서 특정 재난 정보를 정확히 탐지해 낼 수 있다면 
탐지된 SNS 데이터를 이용한 분석의 정확도도 더 높아지고, 재난 발생 치 
추정  측 등의 다양한 활용이 가능하다.
  본 연구에서 사용하는 데이터는 RNN 모델의 학습을 한 뉴스 데이터와 평
가를 한 트 터 데이터, 그리고 Word2Vec 모델의 학습을 한 키피디아 
데이터가 있다. 트 터 데이터에서는 재난 련 문장이 기 때문에 학습에 
합하지 않아 “화재” 키워드로 검색한 뉴스 데이터를 학습 데이터로 사용하 다. 
  딥러닝 모델은 학습 데이터(training data)가 으면 과 합이 일어나 모델의 
성능이 매우 떨어지게 된다. 하지만 재난 문장을 직  분류 후 라벨링(labeling) 
하므로 만들 수 있는 학습 데이터의 양에 한계가 있었다. 충분한 학습 데이터를 
확보하기 해 데이터 증강(augmentation)이 필요하다고 단하여 데이터 증
강을 한 Word2Vec 모델을 만들었다. 실험의 자세한 내용은 3. 실험 방법에
서 설명하 다.
  본 연구에서 비정형 데이터를 이용한 재난 문장탐지 방법의 흐름은 그림 1-3
과 같다.
  첫 번째 단계는 데이터를 증강하고자 Word2Vec 모델을 학습시키는 과정이
다. Word2Vec 모델은 단어들을 벡터화하여 단어들 사이의 계를 벡터로 표
할 수 있게 하는 가장 효과 인 워드 임베딩 기법의 하나이다. Word2Vec 
모델은 학습된 데이터가 크면 클수록 더 정확한 단어 계를 나타낼 수 있으므
로 한국어 키피디아의 체 문서를 이용하여 학습하 다. 데이터 증강은 
Word2Vec 모델을 이용해 학습 데이터의 문장에 있는 모든 명사를 동의어로 
치환하는 방식으로 진행하 다.
  두 번째 단계에서는 딥러닝 모델(LSTM, GRU)에 학습 데이터를 입력하여 
모델의 각 라미터를 학습시키는 과정이다. 학습이 완료된 후에 정확도 평가를 
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하 다. 본 연구에서는 최선화(2016)에서 사용했던 패턴인식 기법의 결과를 
F1-measure를 이용하여 비교해 보았다.
  마지막 단계로는 가장 학습이 잘된 모델을 이용하여 트 터 데이터에서 재난 
문장탐지 모델을 용해보았다. , 본 연구의 재난 문장탐지 모델을 이용하여 
어떤 분야에 활용할 수 있을지 제안해보았다.
그림 1-3. 연구 흐름도 
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2 .  이 론  배 경
2 . 1 텍 스 트  처 리
2.1.1 워드 임베딩 기법
  워드 임베딩(Word Embedding)이란 원시 형태의 텍스트로 이루어진 데이터
를 딥러닝  기계학습 알고리즘에 용하기 해 하나의 단어를 벡터 공간상
의 하나의 으로 치환하여 숫자 형식으로 변환하는 것을 말한다. 즉, 텍스트 
데이터를 숫자로 변환하는 과정이며 기존의 연구에서는 One-hot encoding 방
식을 리 사용해왔다. 이 방식은 n개의 단어가 있을 때 길이가 n인 벡터를 만
들어, 어떤 단어가 해당하는 자리에 1을 넣고 나머지 자리에는 0을 넣는 방식
으로 사용한다. 이 방법은 단어가 많아지면 계산량이 격히 늘어나며 단어 사
이의 계를 나타낼 수 없다는 큰 단 이 존재했다. 하지만 딥러닝의 성능 향상
으로 신경망 모델을 이용하여 각각의 어휘의 계를 벡터화한 NNLM(Neural 
Network Language Model)을 제안한 이후(Bengio, 2003), CBOW과 
Skip-gram 방식을 도입한 신경망 모델인 Word2Vec를 제안하여 단어 의미 
유사도 평가에서 Bengio의 연구보다 더 향상된 결과를 보여줬다(Mikolov et 
al. 2013). Word2Vec 모델은 기존의 방법에 비해 계산량을 여 빠른 학습을 
가능하게 하여 워드 임베딩 기법  가장 표 인 모델로 사용되고 있다.
  Word2Vec에서 임베딩하려는 단어의 수를 , 사용자가 지정한 은닉층
(hidden layer)의 노드 수를 이라고 하면, 모델은 크기가 ×인 가 치 행
렬 을 업데이트하면서 가장 최 화된 값을 찾는 방향으로 학습한다.
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그림 2-1. CBOW, Skip-gram 모식도 
  그림 2-1처럼 CBOW는 주변에 분포하는 단어를 줬을 때(  ⋯) 
심 단어()를 측하여 실제 값과의 차이의 손실을 이는 방향으로 학습을 진
행하며, Skip-gram은 심 단어를 줬을 때() 그 주변에 분포하는 단어
( ⋯)를 측하여 실제 값과의 차이의 손실을 이는 방향으로 학습이 
진행된다. Mikolov의 연구에서는 데이터가 많을 때 Skip-gram에서의 단어 의
미 유사도 평가의 정확도가 더 높게 나왔으므로 본 논문에서는 데이터 증강을 
해 Word2Vec을 용할 때에는 Skip-gram 방식을 용하 다.
  Skip-gram에서   …개의 단어를 임베딩 할 때, Word2Vec 모델









 log  

                    (2-1)
  는 kernel window로써, 심 단어에서 얼마나 떨어져 있는 단어를 볼 것인
지를 나타내는 지표이다. 가 클수록 학습시간은 더 오래 걸리지만, 더 높은 유
사도를 보일 수 있다(Mikolov, 2013).
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2.1.2 데이터 증강 기법
  데이터 증강 기법(Data Augmentation)이란 딥러닝  기계학습 분야에서 
인 으로 데이터의 양을 증가시키는 기술이다(Wan et al. 2014). 본래는 통
계학에서 결측치(Missing value)를 처리하기 한 기법으로 사용 고, 딥러닝 
분야에서는 주로 이미지 데이터에 용되어 사용한다. 이미지의 이블은 그
로 둔 채 이미지의 픽셀을 변화시켜 추가 인 데이터를 생성한다. 추가로 생성
된 데이터는 알고리즘의 과 합을 방지하는 용도로 학습된다. 주로 이미지 데이
터에서 사용되는 데이터 증강 방법으로는 Horizontal flips, Random 
crops/scales, Color jitter, Rotation 등이 있다. Flip은 이미지를 반 시키는 
것이고, Crops/Scale은 알아볼 수 있는 내에서 이미지를 잘라 내거나 크기를 
조 하는 것이고, Jitter는 이미지의 색상을 변경하는 것이다. 이처럼 생성된 이
미지 데이터는 사람에게는 같게 인식되지만, 컴퓨터는 각각 새로운 이미지 데이
터로 인식하여 학습할 수 있게 된다.
그림 2-2. 이미지 데이터 증강 시
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  반면 텍스트 데이터에서는 문장 속 단어의 순서나 특정 표 이 빠짐으로써 
문장의 의미가 달라질 수 있으므로 와 같은 증강 기법을 사용할 수 없다. 이
에 어와 련하여 Zhang(2015)은 Thesaurus의 유의어 사 을 통한 문장 속 
단어를 유의어로 체하여 생성된 유의어 문장을 추가로 활용하는 데이터 증강 
기법을 제시하 다. 이는 사  생성된 막 한 양의 유의어 사 이 필요하다는 
단 이 존재한다. 한, 국내에서 조휘열(2017)은 Seq2Seq모델을 통해 딥러닝
을 통해 컴퓨터가 학습할 문장을 직  생성하는 기법을 제시하 고, 모든 모델
에서 Augmented 된 데이터가 학습 성능이 향상되었다는 결과를 보 다(조휘
열, 2017). 하지만 이처럼 자동 생성된 문장에서는 필요한 단어가 들어가 있지 
않거나  뜻이 다른 문장을 생성하는 오류가 존재한다는 단 이 있다.
  2018년 3월 20일 Kaggle의 “Toxic Comment Classification Challenge”에
서 어로 이루어진 데이터를 다른 언어로 번역 후, 다시 어로 번역한 문장을 
학습 문장으로 활용하여 2등을 기록하는 등(Neongen, 2018) 아직 텍스트에서 
데이터 증강 기법에 한 연구는 활발히 연구 이다. 아직 한 에서는 텍스트 
데이터 증강 기법에 한 연구결과로 나타난 기 이 명확하지 않다.
  본 논문에서는 앞서 기술한 Word2Vec을 이용하여 한  키피디아의 모든 
문서에 하여 Word2Vec 모델을 학습하고, 학습된 모델을 이용하여 유의어로 
체하는 데이터 증강 방식을 용하 다. 이는 사용된 언어와 상 없이 
Word2Vec 모델이 학습된 결과를 유의어로 제시하게 되며 사  작성된 유의어 
사 이 필요 없다는 장 이 존재한다.
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2 . 2  순 환  신 경 망
2.2.1 RNN(Recurrent Neural Network)
  RNN(Recurrent Neural Network)은 인공신경망의 한 종류로서, 이미지 분
석에 주로 사용되는 CNN(Convolution Neural Network)과는 달리 음성, 문
자, 주가 등 시간에 따라 배열된(Sequence) 데이터 처리에 합한 모델로 알려
져 있다. RNN의 기존 인공신경망들과 가장 큰 차이 은 재의 출력 결과가 
이  단계에 한 메모리 정보로 장되어 같은 입력 값을 넣더라도 이 에 들
어온 입력값들에 따라 다른 출력 값이 나온다는 이다. 즉, 피드백을 통해 이
까지의 입력 값들에 한 정보를 기억하고 다음 단계로 달하기 때문에 순
차 인 데이터 처리에 강 을 나타내고 있다.
  RNN은 그림 2-3과 같이 다양한 방식으로 연결하여 입력값과 출력값의 처리
가 가능하여 사진에 단어들의 나열을 붙여 설명을 만들거나, 단어들의 나열을 
분석하여 특정한 값을 추출하여 문장에 한 감정 분석, 분류 등을 하기도 한
다.  텍스트 데이터에서 가장 많이 연구되는 분야인 단어의 나열을 다른 언어
로 번역을 하는 등의 다양한 방법에 용할 수 있다.
그림 2-3. RNN의 활용 시 
- 15 -
   Elman(1990)의 가장 기본 인 RNN 모델은 그림 2-4와 같이 체인 구조로 
구성되어 있으며 각 기본 구조와 state를 펼쳐 놓을 때를 나타내었다.
  
그림 2-4. 기본 인 RNN 모식도
  에 갱신된  이 단계에 반 되며 의 인자를 수식으로 나타내면 식 
2-2와 같다.
                           (2-2)
  는 에서의 hidden state를 나타내고, 는 에서의 입력값이며 는 가
치 행렬이다. 는 활성 함수(activation function)로 보통 tanh 와 같은 시그
모이드 함수를 사용하여 식 2-3과 같이 표 할 수 있다. hidden state는 
의 정보와 의 입력값을 받아 갱신된 후, 출력값 로 식 2-4와 같이 나타난다.
  tanh                       (2-3)
                              (2-4)
  RNN 모델은 순 (forward propagation)와 역 (backpropagation)를 
통해 경사 하강법(gradient descent)으로 가 치 값들을 갱신하며 학습을 진행
한다. 
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  Elman의 모델은 역  시에 tanh함수가 양쪽 끝에서 기울기 값이 0으로 
수렴하기 때문에 기울기 손실(vanishing gradients)이 발생한다. 이로 인해 장
기 의존성(Long-term Dependency)의 문제가 발생하여 먼 정보일수록 잘 잊
어버린다는 단 이 존재한다(Bengio, 1994).
  경사 하강법이란 딥러닝 네트워크의 측 결 값과 실제 결 값의 차이를 정
의하는 loss function의 의 값을 최소화하기 해, 기울기를 이용하는 방법
이다. loss를 구할 때 cross-entropy 함수는 식 2-5와 같다.
 log                  (2-5)
  는 실제값을 의미하고 은 측값을 나타낸다. 한 state에서의 
기울기 변화 식은 식 2-6과 같다.
   ∇                        (2-6)
  는 learning rate로 학습이 진행되는 속도를 나타내며 사용자가 조정하는 
하이퍼 매개변수(Hyperparameter)에 속한다. 경사 하강법을 진행할 때, 체 
학습 데이터를 사용하는 Batch Gradient Descent는 막 한 계산량이 필요하
다. 따라서 데이터를 mini-batch로 나 어 용하는 Mini-batch gradient 
descent(MGD)나 일부 데이터만 잘라내어 용하는 Stochastic Gradient 
Descent(SGD) 방법이 알려져 있다. 본 연구에서는 MGD 방식을 용하 다.
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2.2.2 LSTM(Long Short-Term Memory Unit)
  앞서 언 한 RNN의 문제 을 해결하기 해 Hochreiter(1997)은 cell-state
를 추가한 LSTM(Long Short-Term Memory Units) 모델을 제안했다. 
LSTM은 기본 으로 Elman의 RNN과 같은 구조로 이루어져 있으나 각 state
에 게이트(gate)들을 추가하여 달할 정보들을 선택하고 셀 스테이트
(cell-state)를 통해 결 값을 갱신하여 달한다. LSTM의 구조는 그림 2-5와 
같다.
그림 2-5. LSTM의 구조
  LSTM 모델에서 새로 추가된 게이트들은 망각(Forget), 입력(Input), 출력
(Output) 게이트라고 하며, LSTM 한 셀의 흐름은 그림 2-6, 그림 2-7, 그림 






                       (2-7)
  는 시그모이드 함수를 뜻하고 0에서 1 사이의 값을 출력한다. 먼 , 그림 
2-5의 망각 게이트(식 2-7)에서는 잊어버릴 정보를 선택하는 과정으로, 
  를 입력값으로 받은 후, 시그모이드 함수를 통해 요소(element)를 기억
할 것인지 지워버릴 것인지를 결정한다.
그림 2-7. LSTM-2
  
   
                        (2-8)
  tanh                       (2-9)
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  다음 단계로 그림 2-7과 같이 새로운 정보를 셀 스테이트에 장할지를 두 
단계를 통해 결정한다. 입력 게이트(식 2-8)에서 새로운 입력값을 갱신할 것인
지를 결정하고, 기본 RNN 모델의 hidden state와 같이(식 2-9) tanh  함수를 
이용하여 에서의 -1부터 1 사이의 입력값을 만들어낸다.
그림 2-8. LSTM-3 
  ⊗  ⊗                     (2-10)
  ⊗는 요소별(element-wise) 곱셈을 뜻한다. 식 2-10과 그림 2-8에서는 
의 셀 스테이트에서 불필요한 요소를 망각 게이트의 결 값과 곱하여 삭제
한다. 그 후, 에서 새로운 입력값을 입력 게이트의 결 값과 곱하여 더하여 
에서의 셀 스테이트 값을 갱신한다.
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그림 2-9. LSTM-4 
  
  
                     (2-11)
  ⊗tanh                        (2-12)
  마지막 단계인 그림 2-9의 구조와 같이 출력 게이트(식 2-11)를 통해 출력될 
요소들이 선택된 후 식 2-11과 같이 에서의 셀 스테이트의 정보를 곱하여 원
하는 값만 재 정보인   값으로 갱신한다. LSTM 모델에서도 일반 인 
RNN과 마찬가지로 경사 하강법을 통해 역 를 계산하여 가 치를 학습한다
(Graves, 2012).
  LSTM은 셀 스테이트에 정보를 입력, 출력, 망각 게이트를 통해 담음으로써 
요한 정보는 더 오래 기억하고, 불필요한 정보는 삭제하며 RNN에서의 기울
기 손실 문제를 완화하여 성능을 크게 향상했다. 이후 LSTM의 구조를 변형한 
연구들이 발표되었고 Greff(2017)은 각 변형 알고리즘의 성능을 TIMIT 데이
터 세트1)에서 평가하여 각 모델의 구조보다는 learning rate와 같은 하이퍼 매
개변수가 성능에 가장 큰 향을 다고 하 다.
1) TIMIT은 미국 어 사용자들의 성별과 다양한 방언에 따라 모아놓은 음성 말뭉
치(corpus)이다. 자동 음성 인식 시스템을 해 설계되었다(Wikipedia).
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2.2.3 GRU(Gated Recurrent Unit)
  LSTM의 많은 변형  조경 (2014)의 GRU(Gated Recurrent Unit) 모델
은 LSTM의 별도로 셀 스테이트를 두지 않고 학습을 진행하기 때문에, 필요한 
매개변수 수가 LSTM보다 어 학습 속도가 매우 빠르고 데이터의 수도 게 
필요로 한다. GRU 모델의 구조는 다음과 같다.
그림 2-10. GRU의 구조 
  GRU는 LSTM 모델의 입력, 망각 게이트를 합친 업데이트 게이트(update 




                      (2-11)
  
  
                      (2-12)
  리셋 게이트와 업데이트 게이트는 LSTM의 게이트들과 같은 원리로 0부터 1 
사이의 값을 출력한다.
  GRU 셀의 흐름은 그림 2-11, 2-12와 같이 나타낼 수 있다.
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그림 2-11. GRU-1
 tanh⊗                  (2-13)
  그림 2-11은 에 정보를 장하는 과정을 나타내었다. 식 2-13은 
에 정보
를 장할 때, 리셋 게이트 를 이용하여 의 정보  를 선택하여 장
한다는 뜻이다. 리셋 게이트의 값이 1이면 과거 정보를 모두 장하고, 0이면 
모두 잊는다. 이때, 리셋 게이트의 값과 상 없이 에서의 정보 는 모두 장
한다.
그림 2-12. GRU-2 
  ⊗   ⊗
                   (2-14)
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  그림 2-12는 조합된 재 정보인 과 과거 정보인  을 업데이트 게이트 
를 이용하여 로 갱신한다. 식 2-1은 그 과정을 수식으로 나타내었다. 업데
이트 게이트가 0이라면 과거 정보는 모두 잊고 재는 모두 기억하고, 1이라면 
과거는 모두 기억하고 재 정보는 잊는다.
  GRU는 LSTM보다 훨씬 빠른 학습 속도를 가지고 기존의 알고리즘과 비슷
하거나 더 좋은 정확도를 보여주고 있다(Chung, 2014). 보통 GRU보다 LSTM
이 용량 데이터에서 더 좋은 성능을 보인다고 알려졌지만, 조휘열(2016)은 
용량 텍스트 분류 기술에 용할 때 GRU가 더 높은 정확도를 보인다고 발표
했다.
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3.  실험 방 법
3. 1 데 이 터
  실험 학습에는 “화재, 불”의 키워드로 검색된 2017년 1월부터 2018년 1월까
지의 조선일보 뉴스 기사 903개를 모델의 학습에 용하고, 선행연구와의 정확
도를 비교해 보았다. 2017년 12월 14일부터 12일 26일까지 수집된 트 터 
364,477개에 학습된 모델을 용하여 평가하 다. 데이터 증강을 한 
Word2Vec 모델 학습에는 한국어 키피디아에 등록된 문서 416,391개2)개를 
이용하 고, 모델의 학습에는 조선일보 뉴스 기사 903개  ‘Text’ 항목을 불러
와 21,041개의 문장으로 나 어 그  5,931개의 문장을 라벨링 하여 용하
다. 화재 련 문장 분류의 기 은 다음 표 3-1과 같다.
Class 분류 기
0 재난 발생과 련 없는 문장
1 화재 어휘패턴에 포함되는 문장
표 3-1. 문장 분류 기
  화재 재난 발생 여부의 정보 단 여부는 선행연구인 박성공(2015)의 “재난 
빅데이터 기반 조 감지 기술개발  소셜 빅보드 확산 략 수립”의 “화재 재
난 어휘패턴 규칙”을 참고하여 직  분류하 다. 표 3-2과 표 3-3은 재난 어휘
패턴 규칙과 분류된 학습 데이터 5,931개  일부만을 나타내었다.













|스마우그|안 리|안 검|압수수색| 방|원인|이유|조사|타살|
학 구 열 | 장감 식 | 훈 련 | 건 의 | 통 령 | 무 능 | 종 편 | 왜 | 가 능 성 | 뉴 스
\s{0,1} 고|상식|역사|특별재난지역|선포|개그콘서트|요령|주의|소
실|정 \s {0,1}피해|재산\s{0,1}피해|천만\s{0,1}원|감식|발화 |
여원|씨랜드|숭례문|세월호)




우그|안 리|안 검|압수수색| 방|원인|이유|조사|타살|학구열
| 장감식|훈련)\w{0,5}(화재|불|불길|화염)
표 3-2. “화재” 재난에 한 어휘패턴 규칙(박성공, 2015)
Text Class
불법 주차는 화재 때마다 피해를 키운 원인  하나로 지 된다 1
스포츠센터 화재 이후로 출동 사이 이 울릴 때마다 가슴이 두근거리고 식
은땀이 납니다
1




정부는 건설 장에서 사고가 발생하면 건설공사 입찰자격 사 심사(PQ) 
제도에서 불이익을 주는 환산재해율을 시행하고 있다.
0
국에서 매일 사고 희생자가 발생하는데 정부는 매일 묵념해야 하나 0
표 3-3. 학습 데이터 일부
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3. 2  설 계
3.2.1 체 구조
그림 3-1. 체 구조 
  체 재난 문장탐지 모델의 단계는 그림 3-1과 같으며 크게 두 가지로 분류
하여 평가한다. ①은 키피디아로 학습된 Word2Vec 모델로 데이터의 동의어
를 치환하여 증강된 데이터를 생성하는 과정이다. 이 과정에서 데이터는 두 배 
증가하게 되어 학습 데이터로 사용된다. ② 데이터를 이용하여 LSTM/GRU 
모델을 학습하는 과정이다. 여기서 데이터를 그 로 사용하거나 증강된 데이터
를 사용하여 모델의 성능을 비교해 보았다. 학습이 완료된 모델과 선행연구의 
기법을 학습 데이터에 용해보고, 정확도 평가를 진행하여 가장 성능이 좋은 
모델로 트 터 데이터에도 용하여 비교해 보았다.
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3.2.2 딥러닝 모델 구조
  실험에는 LSTM, GRU 모델을 사용하여 각 성능을 비교하 다. 
  김윤(2014)은 “Convolution neural networks for sentence classification”
에서 Convolutional layer를 이용하여 문서의 특성값을 추출하는 그림 3-2와 
같은 모델을 제시했다.
  먼 , 벡터화된 문장을 각 단어에 해 벡터 상의 공간에 임베딩한다. 이후, 
여러 개의 필터를 이용해 슬라이딩하여 합성 곱(Convolution)을 통해 feature 
vector를 생성한다. 이후, Max pooling과 dropout을 이용하여 결과를 출력한
다. 이 과정은 일반 인 CNN(Convolution Neural Network)의 일부와 같다. 
 과정을 통해 체 데이터의 크기를 여 연산을 일 수 있으며, 과 합을 방지
할 수 있게 된다.
  Jiegzhan(2017)은 의 Convolution-Max pooling 과정을 거쳐 생성된 각
각의 feature vector들을 이용하여 RNN에 용하여 텍스트를 분류하는 모델을 
제안하 고, 본 연구에서도 같은 방식을 사용하 다.
그림 3-2. CNN 기반 문장 분류 모델 모식도(Kim, 2014)  
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  Tensorflow에서 제공하는 시각화 툴인 Tensorboard로 나타낸 모델의 흐름
도는 다음과 같다.
그림 3-3. Tensorboard로 나타낸 실험 모식도




그림 3-4. 딥러닝 모델 이어 


















표 3-4. 딥러닝 모델 이어 설명 
 ※ _  : 입력된 문장 개수
  본 연구에서 LSTM/GRU를 용할 때에는 벡터화된 문장을 길이 50으로 자
른 후, 400차원으로 워드 임베딩을 거친다. 입력값을 3개의 합성 곱 필터를 
용하여 Max pooling 하여 생성된 feature vector를 LSTM/GRU 이어에 입
력한다. LSTM/GRU는 최종 으로 손실(loss)과 측한 라벨링 값을 출력하게 
되며, 모델의 학습은 손실을 최 한 이는 방향으로 진행된다.
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4.  실험  결 과
4. 1 데 이 터  처 리
  실험에는 Python 3.5, Tensorflow 1.6 버 을 사용하여 Windows 10 환경
에서 사용하 다. 직  라벨링 하여 모델 학습에 사용된 뉴스 문장 데이터는 
5,931개이다.
  한  텍스트는 어와 달리 명사가 조사와 결합에 따라 형태가 달라지기 때
문에 Python의 KoNLPy(Korean Natural Language Processing in Python) 
패키지를 이용하여 형태소 분석 후의 결과를 입력값으로 용하 다. KoNLPy
에는 품사 태깅을 해 꼬꼬마, 코모란, 한나눔, 트 터 등의 분석기를 제공하고 
있으며 각 분석기는 사용된 말뭉치와 품사 태깅 기   말뭉치(corpus)에 조
씩 차이가 있다. 본 연구에서 각 분석기를 용하여 실험해본 결과 코모란 분
석기를 사용했을 때의 정확도가 가장 높았다. , 입력값에 입하는 품사 태깅 
요소에 따라 기계학습 모델의 성능이 달라진다는 선행연구(김민정, 2008)를 참
조하여 여러 조합을 시도해 보았고, 모든 품사를 고려했을 때 가장 과 합 되지 
않는 결과를 보여 실험에 용하 다.
그림 4-1. 품사 태깅 요소별 모델의 성능
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  N은 명사(1), N+V은 명사와 동사(2), ALL은 모든 형태소(3)를 입력값으로 
넣은 결과이며 F1-measure를 확인해본 결과 (3)의 경우가 가장 성능이 좋은 
것을 확인할 수 있었다.
  Word2Vec 모델은 텍스트 사이를 나타내는 임베딩 기법  탁월한 성능을 
보이지만, 딥러닝을 진행할 때 성능에 크게 향을 미치지 못한다는 조휘열
(2015)의 연구가 있다. 따라서 본 연구에서 텍스트 임베딩을 진행할 때는 체 
문서에서 형태소 분석을 진행한 후 모든 형태소에 숫자를 부여한 다음 각 문장
을 벡터화하는 lookup table 형식의 방법을 사용했다. 다음 표 4-1은 체 데















표 4-1. 형태소 사  일부
  실험에 사용된 문장은 각각 길이가 달라 벡터화하기 하여 길이를 같게 바
꿀 필요가 있다. 실험 데이터의 문장은 형태소 분석 후 평균 50.31개의 형태소
를 가지고 있어 각 문장을 길이 50인 벡터로 변환하 다. 여기서 "<PAD/>"는 
문장의 길이를 맞춘 후, 생기는 여백에 부여한 값으로 일종의 패딩(padding)과 
같다. 임베딩 후의 결과는 표 4-2와 같다.
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Text
부산 동매산 턱에서 50  남성이 라이터를 켜고 휴 화를 찾는 
과정에서 불이 나 임야 1000㎡를 태우고 4시간 만에 진화 다
소방당국은 소방차 40 와 소방 원 134명을 장으로 출동시켰고 
오  6시 53분쯤 불길을 완 히 잡았다
Embed
[390,  438, 2347, ...,    0,      0,    0]
[1440,  939,   110, ...,    0,    0,      0]
표 4-2. 임베딩 결과 일부
  각 문장은 와 같은 형태로 벡터화되었고, 각 형태소는 400차원의 벡터에 
랜덤하게 임베딩하여 의미 계를 나타내었다. 형태소가 임베딩되는 차원이 클
수록 더 다양한 의미 계를 표 할 수 있지만, 계산량은 기하 수 으로 증가
할 수 있다. 일반 으로 Word2Vec와 GloVe와 같은 표 인 워드 임베딩 과
정에서 300-500차원의 임베딩을 시행하기 때문에 본 연구에서도 300, 400, 500 
차원으로 임베딩하여 용해보았다.
그림 4-2. 임베딩 차원별 모델의 성능
  실험 결과, 400차원으로 임베딩 할 때 가장 성능이 좋음을 확인할 수 있었다. 
이 결과로 보아 단순히 단어 사이의 정보를 많이 담는 것이 모델의 성능에 
향을 주지 않는 것을 확인할 수 있었으며 이후의 실험에도 같은 방법을 용하
다.
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  데이터 증강을 해서 Word2Vec 모델을 학습하 고, 데이터는 한국어 키
피디아에 제공하는 모든 문서를 사용하 다. Python의 gensim 패키지에서 제
공하는 Word2Vec을 사용하 고, 직  설정한 변수는 다음과 같다.
 - 'min_count': 5 # 등장 횟수가 5 이하인 단어는 무시한다.
 - 'size': 300 # 300차원짜리 벡터 스페이스에 임베딩한다.
 - 'sg': 1 # 0이면 CBOW, 1이면 skip-gram을 사용
한다.
 - 'batch_words': 10000 # 사 을 구축할 때 한 번에 읽을 단어 수
 - 'iter': 10 # 딥러닝에서 말하는 epoch, 반복 횟수
  학습된 Word2Vec 모델을 이용하여 뉴스 문장 데이터를 동의어로 치환해보
았다. 이때, 모든 형태소에 해 치환이 진행하면 조사와 어미, 미사까지 바
어버려 이해할 수 없는 문장이 생성되는 문제가 발생하 다. 따라서 명사에 한
해서 동의어로 치환하 다.
  동의어 치환은 most_similar 함수를 이용하여 표 4-3과 같이 동의어를 치환
한 문장을 생성하 다. 1은 표 이 된 단어와 가장 유사한 단어로 바꾼 것이며 





경남 양 세종병원에서 지난 26일 발생한 화재로 39명이 사망했다
오토바이에 한 한 우리나라는 한참 후진국이다
장에 있다 경찰에 인계된 A씨는 라이터를 켜 바닥에 떨어진 휴 폰을 찾
다가 낙엽에 불이 붙었다고 진술한 것으로 알려졌다
1
북 거창 성모병원에서 지난 26개월 일어나한 화재로 39여명이 타계했다
모터사이클에 한 한 한국는 며칠 개발도상국이다
소방 에 있다 경찰 에 이 된 A김씨는 에디터를 켜 진흙에 떨어진 휴
화을 찾다가 교복에 불길이 붙었다고 증언한 방법으로 알려졌다..
2
남 창녕 이석행에서 지난 26일만 빈발한 산사태로 39정이 서거했다
승합차에 한 한 한반도는 잠시 선진국이다
세월호에 있다 경찰서에 불하된 A정씨는 믹서를 켜 윗부분에 떨어진 핸드폰
을 찾다가 목에 비명이 붙었다고 자백한 만큼으로 알려졌다
표 4-3. 데이터 증강 결과 일부
  1에서는 일부 문법이 맞지 않는 것을 볼 수 있지만, 문장의 의미는 비슷하게 
유지됨을 확인할 수 있다. 하지만 2의 결과를 보면 “산사태”와 같이 발생한 재
난이 아  달라지는 등, 재난의 종류나 문장의 의미가 바 어 버리는 경우가 다
수 발생했다. 따라서 데이터 증강을 한 동의어 치환 단계에서는 명사에 한해 
가장 유사한 단어만 바꾸어 실험을 진행하 다. 데이터 증강 단계에서는 학습 
데이터의 양이 원본 데이터의 두 배로 늘어나게 된다.
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4. 2  화 재  재 난  문장탐 지  모 델  평 가
4.2.1 모델 평가
  화재 재난 문장을 분류하기 해 앞서 진행하여 증강된 데이터의 여부와 




 ③ 데이터 증강+ GRU
 ④ 데이터 증강 + LSTM
 ⑤ 선행연구 기법
  LSTM/GRU 모델에서 사용된 하이퍼 라미터를 조정하며 실험해보았다. 실
험 결과 convolution layer의 커  크기를 세 개(3, 4, 5)로 놓고 batch size 
20, hidden state의 수 400, max pooling size 4, learning rate 0.01, dropout 
ratio 0.5일 때의 성능이 가장 좋아 이후, 실험에 용하 다. 경사 하강법을 구
하기 한 optimizer로는 Geoffrey Hinton(2012)의 RMSprop를 사용하 다.
  5,931개의 데이터를 교차 검증(Cross-validation)하기 하여 일반 으로 사
용하는 Train/Test set 비율인 7:3으로 분류하 고, 과 합을 방지하기 하여 
Train set을 다시 7:3의 비율로 Train/Validation으로 나 어 동시에 평가를 
진행하 다. 모델 ②, ③, ④, ⑤가 학습하는 과정 의 정확도(Accuracy)와 
손실(loss)을 Tensorboard를 이용하여 나타내 보았다. 각 모델에서 학습을 진
행한 정확도와 손실 그래 는 다음과 같다. 주황색 선은 Training set, 빨강색 
















































































  ①, ②의 정확도 그래 를 보면 Train set에서의 학습은 모두 이루어졌는데 
Validation set에서의 정확도가 더 올라가지 못하고 있음을 확인할 수 있다. 데
이터 증강 과정 후인 ③, ④ 모델의 Train set과 Validation set의 정확도가 
더 차이가 나지 않고, 손실 값도 안정 으로 어드는 것을 확인할 수 있었고, 
이는 데이터 증강 과정을 거친 후의 학습한 모델이 덜 과 합 되었고, 더 좋은 
성능을 보 다고 해석할 수 있다. 데이터 증강을 거쳐 학습 데이터의 양이 2배 
증가하 기 때문에 더 다양한 데이터를 통한 학습이 가능해져 과 합을 피했다
고 추측할 수 있었다. 한, 데이터 증강이 이루어지지 않았을 때 가장 최 의 
모델은 Epoch = 1200 부근인 것으로 보아 그 시 에서 학습이 끝났음을 추측
할 수 있다. 각 모델의 Test set에서의 정확도는 다음과 같았다. 정확도는 식 
4-1과 같이 구하 다.
모델 정확도
 ① GRU 0.9432
 ② LSTM 0.9321
 ③ 데이터 증강 + GRU 0.9525
 ④ 데이터 증강 + LSTM 0.9494





    (4-1)
  데이터 증강 과정을 거친 모델이 Test set에서 조  높은 정확도를 보이는 
것으로 보아 상술한 것과 같이 과 합을 피해 학습이 더 잘 이루어졌다는 해석
을 내릴 수 있었다. LSTM과 GRU의 차이는 거의 없지만 GRU를 이용한 모
델이 정확도가 더 높은 것을 확인할 수 있다. 데이터를 증강했을 때, LSTM의 
정확도가 더 증가하는 것으로 보아 더 많은 입력값이 있을 때는 LSTM이 더 
좋은 성능을 보일 것으로 보인다.
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4.2.2 정확도 평가
  표 4-7은 텍스트와 측되어 나온 데이터 결과의 일부이다.
Text Actual Predict
1
3일 오후 서울 마포구 홍 입구역 인근 서교동 사




신차의 문제 도 분명히 있은 만큼 자동차 메이커
의 소비자 심에서의 역할과 정부의 문가 집단 
양성을 통한 립 인 객  원인 확보도 요한 
비 자세라 할 수 있다
0 0
3
이날 오  3시께 국집 배달원 유모(52)씨가 술
에 취한 채 서울장여 을 찾아 "여자를 불러달라"
며 성매매를 요구했다가 거 당하자 홧김에 불을 
질러 투숙객 5명이 사망하고 5명이 부상당했다
1 0
4
그러나 소방법은 '화재 발생 시 출입문이 자동으
로 닫히는 구조로 해야 한다'고 규정하고 이런 고
정 장치 설치를 제한하고 있다
0 1
표 4-7. 탐지 모델 결과 일부
  의 표와 같이 라벨링 되는 결과를 확인할 수 있었고, 1과 2의 경우와 같이 
기존의 분류를 제 로 측하는 경우와 3, 4와 같이 잘못된 측을 하는 경우




1 True Positive(TP) False Positive(FP)
0 False Negative(FN) True Negative(TN)
표 4-8. Confusion Matrix
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  본 연구에서 제안한 모델과 선행연구의 성능을 평가하기 해 식 4-2, 4-3, 
4-4를 바탕으로 화재 재난 문장탐지 모델의 정확률(precision)과 재 율(recall)
의 조화 평균인 F1-measure 값을 구하 다.
정확률 

                         (4-2)
재현율 

                         (4-3)
   ∙
∙
                       (4-4)
  정확도 평가에 앞서 뉴스 데이터에서 학습에 사용되지 않는 2,004개의 데이
터를 랜덤하게 추출한 후, 모델을 사용하여 재난 정보 문장을 찾아보았다. 그 
결과는 아래의 표 4-9부터 4-13과 같다. 다섯 개의 모델  Augmented GRU 
모델이 5,931개의 학습 데이터  높은 F1-measure인 0.653968을 나타냄을 
확인할 수 있었고, 이는 기존 최선화(2015)의 패턴인식을 용한 연구를 데이터




1 69 20 89
0 89 1,825 1,914
sum 158 1,845 2,003




1 120 169 289
0 37 1,677 1,714
sum 157 1,846 2,003





1 103 54 157
0 55 1,791 1,846
sum 158 1,845 2,003




1 106 62 168
0 52 1,783 1,835
sum 158 1,845 2,003




1 106 180 286
0 52 1,665 1,717
sum 158 1,845 2,003
표 4-13. ⑤ 선행연구 기법 Confusion Matrix
 
  표 4-14의 결과와 같이 2,003개의 재난 정보 문장 실험 데이터에 하여 모
델의 학습 데이터에서의 분류 결과는 모든 모델이 패턴인식 기법보다 성능이 
향상되었음을 보여 다. 한, 딥러닝을 이용한 재난 문장탐지 기법은 사  작
성해야 하는 방 한 어휘 사 이 필요하지 않다. 따라서 패턴인식 기법보다 사
용자의 간섭이 다는 장 이 있고, 모델의 성능도 더 좋은 것으로 보여 재난 
문장탐지 방법에 더 합하다고 볼 수 있다.
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모델 Precision Recall Accuracy F1-measure AUC
① GRU 0.7753 0.4367 0.9456 0.5587 0.7129
② LSTM 0.4152 0.7643 0.8972 0.5381 0.8113
③ 데이터 증강 + GRU 0.6561 0.6519 0.9456 0.6540 0.8371
④ 데이터 증강 + LSTM 0.6310 0.6709 0.9431 0.6503 0.8186
⑤ 선행연구 기법 0.3706 0.6709 0.8842 0.4775 0.7866
표 4-14. 모델 평가
  분류 모델의 평가 지표인 ROC(Receiver Operating Characteristics) 커
의 면 인 AUC(The Area Under a ROC Curve)의 값은 1에 가까울수록 분
류 모델의 민감도(sensitivity)와 특이도(specificity)가 모두 높으므로 우수한 
모델이라고 할 수 있다. AUC의 값을 확인했을 때도 증강을 거친 GRU 모델이 
가장 성능이 좋음을 알 수 있다. 이때, GRU 모델은 데이터 증강 과정을 거치
지 않았을 때, 성능이 크게 떨어지는 것을 확인할 수 있어 증강 과정이 유의미
하다고 볼 수 있다.  LSTM 모델의 경우, 학습에 필요한 라미터의 수가 
GRU 모델보다 매우 많아 데이터 증강 여부와 계없이 모델의 성능이 크게 
변화하지 않음을 보인다. 의 결과로 학습 데이터가 충분히 크지 않을 때는 
GRU 모델이 사용하기에 더 합함을 알 수 있다. AUC와 F1-measure를 살
펴보았을 때, 종합 인 성능이 모델 ③이 가장 우수하여 이후 트 터에 용할 
때 ③에서 학습된 모델을 이용하여 실험하 다.
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4.3 트 터 데이터 용 결과
  트 터 데이터는 coordinate, user_id, text 등 30개의 속성값이 있으며 모든 
속성값에 하여 복인 트 터를 제거한 후 2017년 12월 14일부터 12일 26일
까지 트 터 364,477개를 수집하 다. 이 기간은 나무 키를 참조하여 최근 일
어난 화재  제천 스포츠센터 화재 발생 날짜인 2017년 12월 21일을 기 으
로 약 10일간의 추이를 살펴보기 하여 설정하 다. 데이터를 증강하고 GRU
를 사용한 ③ 모델을 용해 본 결과 총 3,081개의 트 터가 재난 정보 문장으
로 탐지되었다. 다음 그림 4-11과 4-12는 날짜별 트 터 탐지개수와 날짜별 트
터 검출 비율을 나타내었다.
그림 4-3. 모델 ③ 날짜별 트 터 탐지개수
그림 4-4. 모델 ③ 날짜별 트 터 검출 비율(%)
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  그림 4-3을 보면 화재 재난이 발생한 21일 이후 탐지되는 개수가 늘어났다가 
어드는 것을 확인할 수 있었다. 이는 재난 발생 후, 재난 정보 트 터에 한 
탐지가 잘 이루어졌다고 볼 수 있다. 그림 4-4에서도 화재가 발생한 21일 이후
로 검출되는 비율이 늘어났다가 어드는 것을 확인할 수 있었다.
그림 4-5. 선행연구 ⑤ 날짜별 트 터 탐지개수  
그림 4-6. 선행연구 ⑤ 날짜별 트 터 검출 비율(%)
  그림 4-5, 4-6은 선행연구의 기법을 이용하여 트 터 데이터에서 검출 결과
를 나타내었다. 그래 의 양상은 비슷하게 나오지만, 모델 ③의 결과가 항상 
게 나오는 것을 확인할 수 있었다.
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  정확도 평가를 해 364,477개의 트 터를 모두 읽고 평가하기는 어렵다. 먼
, 트 터의 리트윗이라는 특성상 다른 사용자가 같은 텍스트를 언 하는 때도 
있으므로 텍스트 내용이 복된 결과를 제외하 다. 이후, 무작 로 추출한 
3,000개의 트 터를 이용하여 평가하 다. 탐지된 문장 일부와 일부 표본에 
한 정확률은 표 4-15, 표 4-16과 같다. 표 4-15를 보면 잘못된 문장탐지의 경
우, 딥러닝 모델은 화재와  련 없는 문장을 탐지하는 것을 볼 수 있으며, 
기존 패턴인식은 사용자가 오타나 잘못된 표 을 썼을 때를 구분하지 못하고 
탐지하는 것을 볼 수 있다. 한, 사용된 학습 데이터는 뉴스 데이터를 사용하
기 때문에 화재 발생에 한 피해 상황을 구체 으로 달하는 문장이 많아 
“오  2시 9분쯤 경찰이 도착했다.”, “이 사고로 버스에 타고 있던 시민 1명이 
숨지고 15명이 다쳤다.”와 같은 문장들을 오 분류하는 경향을 보 다. 딥러닝 
모델에서는 더 다양한 학습 데이터를 입력값으로 진행하면 해결할 수 있을 것
으로 보인다.
Text Y ③ ⑤
RT @ 불 번지는 속도 무섭다.
2층이 목욕탕 https://t.co/p5zTO8caTZ
1 1 1
후후 좋은 하루 보내시길~ㅎ 0 1 0
뭐야 이사람, 완  내로남불아냐 0 0 1
장  불러 놓고 야당 의원이 30분 가까이 호통을 칩니다. 법안 심
사와 무 한 정치  공격인데, 다른 상임 에서 통과된 법안의...
0 1 1




1 4 3 7
0 6 2,987 2,993
sum 10 2,990 3,000





1 10 69 79
0 0 2,921 2,921
sum 10 2,990 3,000
표 4-17. 선행연구 ⑤ 트 터 Confusion Matrix
모델 Precision Recall Accuracy F1-measure AUC
③ 데이터 증강 + GRU 0.5714 0.4 0.997 0.4709 0.6994
⑤ 선행연구 기법 0.1268 1 0.977 0.2247 0.9885
표 4-18. 트 터 데이터 모델 평가
  3,000개의 트 터 데이터의 평가 결과는 선행연구의 기법은 재 율이 100%
가 나왔지만, F1-measure와 정확도는 제안한 모델이 더 높게 나오는 것을 확
인할 수 있었다. 하지만 AUC의 값은 ③의 모델이 패턴을 이용한 기존 모델보
다 매우 낮게 나옴을 확인할 수 있었다. 이러한 이유는 다음과 같이 추측해볼 
수 있다.
  첫 번째로 실제 데이터 안에 재난 정보 문장이 거의 없었기 때문에 탐지되는 
문장 자체가 어 생기는 오류이다. 본 연구에서 잘 학습된 모델이어도 학습 데
이터에서 약 6% 정도의 오답률이 존재한다. 따라서 실험 데이터의 실제 재난 
정보 문장 수가 을수록 그 데이터에서의 성능은 떨어져 보인다. 본 연구에서 
트 터 실험 데이터의 실제 재난 문장의 수는 10개뿐으로, 이러한 오류가 크게 
나타난다. 두 번째로 모델이 학습 데이터에서 과 합이 일어나 그 외의 데이터
에서의 성능이 하되는 것으로 추측할 수 있다. 이는 학습 데이터의 양을 충분
히 늘리는 것으로 해결 가능하며, 학습 데이터에서 더 다양한 형태의 재난 정보 
문장의 수가 많을수록 더 좋은 성능을 보일 수 있다.
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4. 4 재 난  문장탐 지  기 법  활 용  방 안
  본 연구에서 제안하는 재난 문장탐지 기법은 빅데이터의 비정형 텍스트 데이
터로부터 재난 정보를 가진 문장을 찾는 것을 가능하게 한다. 한, 본 연구에
서는 “화재” 재난의 문장을 주로 탐지하 지만 다른 재난 정보 문장을 추가
하여 학습에 활용한다면 여러 개의 재난 정보를 분류하여 탐지할 수 있는 시스
템을 구축할 수 있다. 이는 재난 방 분야에서 사용자를 일종의 센서로 사용하
여 재난 방 시스템을 구축할 수 있고, 재난 발생 후 정책을 수립할 때에도 다
양한 의견을 수렴하거나 피해 상황 등을 악할 수 있는 원시 데이터를 수집할 
수 있다는 에서 의의가 있다. 본 연구에서는 재난 문장탐지 기법을 이와 같은 
재난 정보 서비스에 활용하는 방안을 살펴보았다.
  재, ETRI에서는 공공 인공지능 오  API를 포털을 통해 제공하고 있다. 
인공지능 오  API는 언어 분석, 어휘 계 분석, 질문 분석, 음성 인식과 같은 
서비스를 제공하고 있으며 이  언어 분석 API의 개체명 인식(Named-entity 
Recognition, NER) 서비스를 사용하면 문장에서 개체명을 추출하여 비정형 데
이터를 정형화된 형식으로 출력할 수 있게 된다.
그림 4-7. ETRI 공공 인공지능 오  API 
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 개체명이란 인명, 지명, 기 명 등과 같은 특정 개체를 표 하는 단어를 말하
며, ETRI에서는 15개의 분류(인물, 학문 분야, 이론, 인공물, 기 , 지역, 문
명, 날짜, 시간, 수량, 이벤트, 동물, 식물, 물질, 용어)  146개 세분류로 구성
된 태그 셋을 바탕으로 개체명 인식 서비스를 제공하고 있다. 이  인공물
(AF), 기 (OGG), 지역(LC), 날짜(DT), 시간(TI), 수량(QT) 등을 이용한다면 
재난 정보에 한 태그를 부착할 수 있다. 다음 표 4-17은 본 연구 실험 데이
터에 용한 일부이다.
 표 4-17과 같이 텍스트로 이루어진 비정형 데이터에서 장소, 피해액, 시간, 날
짜 등을 추출할 수 있었으며 개체명 인식 태그 부착 과정에서 일부 오류가 발
생하는 것을 확인하 지만, API가 더 고도화된 후 용한다면 재 재난 안  
연구원에서 제공하는 재난 안 지도에 SNS를 분석한 실시간 재난 황 등을 
제공할 수 있게 된다.
Text LC TI
부산 동매산 턱에서 50  남성이 라이터를 
켜고 휴 화를 찾는 과정에서 불이 나 임





부산소방안 본부에 따르면 이날 오  3시 6
분쯤 부산 사하구 감천동 동매산 자락 턱





[ ' 부산 소 방 안
본부', '오  3
시 6분']
소당당국은 소방차 40 와 소방 원 134명
을 장으로 출동시켰고 오  6시 53분쯤 불





 이번 산불로 임야 1000㎡를 태워 440만원 





표 4-19. ETRI OPEN API 용 결과 
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  행정안 부의 국립재난안 연구원에서는 8가지 분야에 해 안 지도를 제공
하고 있다3). 그림 4-14와 4-15는 재난안 연구원에서 제공하는 생활 안 지도
의 재난 안  정보 제공 서비스화면과 실시간 정보 제공 서비스화면이다. PC와 
모바일 환경에서 생활 안  정보를 공개하여 제공하고 있으며 재난 안  분야
에서 화재 발생, 붕괴 발생, 산불 발생, 산사태 발생, 지진 발생 등의 재난 정보
를 발생한 통계를 토 로 제공하고 있다. 한, 실시간 정보로 통합 기지수, 미
세먼지, 미세먼지 등의 센서를 통해 입수할 수 있는 정보를 제공하고 있지만 
본 연구의 재난 정보 문장탐지 모델과 인공지능 오  API 서비스를 결합하여 
사용하면 실시간으로 SNS에서 발생하는 재난 정보 혹은 안  신고 정보 등을 
활용하는 것이 가능할 것이다.
그림 4-8.  생활안 지도 재난 안  서비스화면
3) http://www.safemap.go.kr/main/smap.do?flag=2(방문일 : 2018.04.21)
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그림 4-9. 생활안 지도 실시간 정보 서비스화면 
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5 .  결 론
  인터넷에서 발생하는 데이터의 수가 차 증가하고 있고, 빅데이터에서 좋은 
성능을 나타내는 딥러닝 모델의 성능이 계속해서 발 하고 있다. 이로 인해 빅
데이터에서 딥러닝을 이용하여 의사 결정에 의미 있는 정보를  수 있는 연구
가 계속해서 이루어지고 있다. 따라서 본 연구에서는 비정형 데이터에 딥러닝을 
이용하여 재난 정보 문장을 탐지하는 모델을 제안하 고, 이는 텍스트 데이터에
서 의미 있는 정보만을 별할 수 있다는 에서 의의가 있다.
  기존의 사  기반의 문장탐지 방식은 사용자가 많은 양의 사 을 직  지속
해서 리  업데이트를 해주어야 하지만 딥러닝에서는 새로운 라벨링 데이터
를 추가만 하면 모델이 스스로 학습하여 라미터를 갱신한다. 따라서 본 연구
에서는 딥러닝의 과 합을 막기 해 데이터를 늘리는 과정에서 학습된 
Word2Vec 모델을 통해 증강한 학습 데이터를 사용하고, 실제로 모델의 성능
이 향상된 결과를 살펴볼 수 있었다. 이는 사용자의 개입을 최 한 여 기존의 
방법 보다 효율 인 모델을 만들었다고 할 수 있다.
  한, LSTM 모델은 GRU 모델과 비교하여 라미터의 수가 매우 많아 모
델을 충분히 학습하는 데 필요한 데이터가 더 크다고 알려져 있다. 본 연구에서 
각 모델의 AUC 면 을 비교한 결과 데이터의 증강이 이루어지지 않았을 때, 
GRU 모델의 성능이 선행연구보다도 떨어짐을 확인할 수 있었다. 따라서 GRU 
모델이 과 합 되었음을 알 수 있었고, 데이터 증강 과정이 하게 이루어졌
다고 단된다. LSTM의 경우는 데이터 증강 여부와 계없이 비슷한 성능을 
보이므로 모델의 학습이 충분히 이루어지지 않았음을 알 수 있다.
  본 연구에서 제안하는 문장탐지 모델을 ETRI의 인공지능 오  API와 결합
하여 사용하면 비정형 데이터인 트 터 데이터에서 시공간  정보와 재난의 피
해 규모 한 추출할 수 있게 될 것이다. 이 방법은 트 터를 비롯하여 모든 텍
스트 데이터에 용할 수 있으며, 화재 재난 외의 다른 재난 정보만이 아니라 
원하는 정보를 가진 문장을 학습하게 되면 원하는 정보를 필터링하여 탐지하는 
모델로도 사용할 수 있다. 이를 이용하여 재 국립재난연구원에서 서비스하는 
안 지도를 비롯한 치 정보 서비스에 실시간 정보를 제공할 수 있을 것이다.
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  본 연구의 모델 정확도를 하하는 요인은 다음과 같이 생각할 수 있다. 첫 
번째, 연구자의 개입이 들어가는 라벨링 과정에서 혼자서는 더 많은 양의 학습 
데이터를 생성할 수 없었다. 뉴스 데이터뿐만 아니라 트 터에 해서도 라벨링
을 진행하여 학습 데이터로 사용하 다면 트 터 데이터에서의 정확도도 더 향
상되었을 것이다. 두 번째, 텍스트 데이터를 처리할 때 형태소 분석을 하게 되
는데, 이 과정에서 맞지 않는 형태소로 태그를 하거나 하는 정확성이 떨어지는 
문제가 있었다. 이는 체 인 실험의 정확도를 떨어트리는 원인으로 형태소 분
석기를 바꾸어가면서 실험을 해보았지만 조 씩 다른 오류가 계속해서 발생하
다. 이는 성능이 개선된 형태소 분석기를 이용하여 실험을 진행하면 해결할 
수 있는 문제로 보인다.
  최근에는 NIPS 2016(Conference on Neural Information Processing Systems 
2016)에서 발표된 GAN(Generative Adversarial Network)과 같이 성능이 우수한 
문장생성에 쓰일 수 있는 알고리즘이 존재한다. 추후 이러한 향상된 딥러닝 알
고리즘을 사용하여 학습에 필요한 데이터를 재생성 하는데 용하여, 재난 문장
탐지 기법의 정확도를 더욱 높일 수 있는 연구가 필요하다. 한, 탐지된 문장
에 담겨 있는 공간  시간 정보를 이용하여 시계열 분석을 진행하여 재난의 
상 계  요인분석에 한 연구에 활용하고자 한다.
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Detecting Disaster Information 
Sentences from Unstructured Data
Using Recurrent Neural Network 
- Case Study on Fire Accident -
Yim, Janghyuk
Department of Civil and Environmental Engineering 
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Seoul National University
Abst r a c t
  Big data is composed of text which is unstructured data, and it is 
possible to analyze by using text mining to derive meaningful 
information for policy making and decision making. A recent studies 
using recurrent neural networks of text mining techniques show 
improved performance over CNN and other machine learning algorithms. 
In the deep learning algorithm, the efficiency and results of learning 
vary depending on the amount of high quality learning data. Therefore, 
in this study, by applying the technique data augmentation using the 
Word2Vec model, we tried to improve the accuracy of the disaster 
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sentence detection model. Furthermore, by comparing the results of the 
text analysis using LSTM and GRU is a kind of recurrent neural 
networks, we would like to improve the accuracy of the method of 
detecting a text containing information of fire on social media.
  The disaster sentence detection model proposed in this research 
minimized user intervention and improved accuracy compared to 
previous research at the stage of data augmentation and model learning. 
In addition, the detected disaster sentence can be standardized using the 
object name recognition at a later date, which is meaningful in that it 
can extract information including disaster positions in unstructured data.
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