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Al~traet--A fast single-view method for determining the location of mobile robot in 3-D space is 
proposed. In the method, a tetragon mark is used as the reference target and no prerequisite condition 
is imposed in grabbing the image. The method utilizes the 3-D vector analysis technique and simple 
algebraic omputation to achieve the fast location determination. Error analysis on the effects of sensor 
resolution in different distances and elevation angles is included. Experimental results show that the 
location determination time is about 0.22 s in a 12 MHz IBM compatible PC/AT computer system and 
the location error is less than 2% in average. 
1. INTRODUCTION 
Location determination is an important procedure for mobile robot navigation [1, 2]. In the 
standard mark approach, Fukui [3], Courtney et al. [4, 5], Magee et ai. [6], Chou et al. [7] and 
Kabuka et al. [8] proposed ifferent single-view methods coupled with various types of standard 
marks to determine the robot location under certain initial conditions. These methods use only one 
single mark (except Kabuka's) and are considered to be infeasible in practical application [9]. This 
is because the mark can be shaded and the fitting conditions may not be satisfied in real 
environment. Thus, Hung et al. [10] proposed the concept of using multiple marks to overcome 
these two difficulties based on the assumption that we can pre-locate reference marks at different 
locations in the working space such that at least one mark remains unshaded from the camera 
mounting on the robot wherever the robot is located. With the improvement, the "standard mark" 
approach becomes feasible in determining the robot location in real environment. The location 
determination includes three procedures: (1) determine the local location from the four vertices of 
a known trapezium ark (see Fig. 1), (2) recognize the perspective label in the mark, (3) determine 
the global location by a 3-D geometrical transformation from the mark coordinate system to the 
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Fig. 1. An example mark with label "X". 
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global coordinate system. Although no prerequisite condition is required by the approach, the two 
iteration processes of the local location determination are still time-consuming. 
In this paper, we present a fast method based on the 3-D vector analysis technique and simple 
algebraic omputation to improve the performance of the approach. 
In Section 2, a fast local location determination method is presented. The location errors are 
analyzed in Section 3. Experimental environment and results are shown in Section 4. Discussions 
and conclusions are found in Section 5. 
2. THE FAST LOCAL LOCATION DETERMINATION METHOD 
The camera viewing model of a tetragon mark is schematically illustrated in Fig. 2. The 
coordinates of the four vertices Pi, i = 1-4, of the mark are given by (xi, y~, z0), i = 1-4. (X c, Yc, Zc) 
is the local location of the camera lens center in the mark coordinate system. A 3-D point with 
camera coordinates (x', y', z') is related to its image corresponding point by 
(x', y', z') = 2(u,f, v), (1) 
where ~ is a scaling factor, f is the focal length, and (u, v) are the image coordinates of the projection 
of (x', y', z') on the image plane. In the local location determination procedure, we first solve the 
four scaling factors 2i, i = 1-4, for the four vertices of the mark. Then we solve X¢, Y~ and Zc. 
To solve the four scaling factors, the intersection point P5 of two diagonals ~3 and ['2})4 will be 
used. From Fig. 2, we obtain 
Ps~ = r]P~l (2) 
and 
P5--~2 = r2 P4-~2, (3) 
where rm and r2 are two constants in the given mark. Substituting equation (1) into (2) and (3), we 
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Fig..2. The camera viewing model of a mark. 
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obtain 
and 
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From equations (4) and (5), At and ).3 can be derived and given by 
(us - u3) 
).l = (1 - rt)(ul - u3) ).5 = K125 
and 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(io) 
where S > 0. Thus 
).5 = ++_RI2/S. (15) 
In (15), only positive value of ).5 will be used. 
After solving the sealing factors, the distance L~ between Pi and the camera lens center is obtained 
by 
Li = gi).5(u 2 +f2  + 1)2)1/2, i --  1 -4 .  (16) 
On the other hand, L~ can be defined by 
2 _ (Xc - xi) 2 + (Yc - -Y i )  2 + (Zc - -  g0) 2, i = 1-4. (17) L i - 
Substitute (16) into (17) and choose i = 1, 2 and 3, then Xc, Y~ and Zc can be solved as 
Xc = (P (y ,  - Y3) - Q(yt  - y2))/D (18) 
Y¢ = (Q(xt  - x2) - P(x l  - x3))/D (19) 
Zc - +(L  2 - (X~ - xl) 2 - (Yc - y l )2)  I/2 "~" go, (20) 
(U 5 --  132 )
).4 = r2 (u  4 - -  U2 ) ).5 = K4).5. (13) 
Here, it is obvious [see (10)-(13)] that if ).5 can be solved, 1i, / = 1-4, can be solved too. 
To  solve ).5, we use the real distance between any two points of  P~, i -- 1-4. Let RI2 stand for 
the distance between points Pt and P2, then RI2 is given by 
R22 = ().IUl - -  ).2 U2) 2 "~ ( ) ' I f - - ) .2 f )  2 + ().lVl - -  ).21)2) 2
----- ) .2[(KlU 1 - K2u2) 2 -t- (K l f -  K2f )  2 + (KI1)I - K21)2) 2] 
--).Is 2, (14) 
and 
(u 5 -- Ul) 
).3 = r l (u  3 --  Ul ) ~'5 = K3).5. (1 l )  
I f  ul - u3 = 0, Ri and ).3 will be derived from (5) and (6). This is because ul - u3 = 0 and vl - v3 -- 0 
cannot be true at the same time. 
Similarly, 22 and ).4 can be obtained from (7) and (8) [or from (8) and (9)] and given by 
).2 = (ld5 - -  ld4 ) 
(I -- r2)(U 2 -- U4) ).5 = K2).5 (12) 
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where 
p= 2 2 (L: - L, - (x~ - x~) - (y~ -y~))/2 (21) 
Q = (LI - L~ - (xl - x~) - (y32 -y~ ))/2 (21a) 
D = (xl - x:)(yl - Y3) - (Xl - x3)(Y~ - Y2) ~ 0. (22) 
If the camera is assumed to be always located above the mark, only the positive sign is chosen 
in (20). 
3. LOCATION ERROR ANALYS IS  
From the derivation of location determination, we find that the accuracy of the location (camera 
lens position) is affected by the precision of the image of the mark vertices. In real applications, 
location errors are introduced into the computations due to the limitation of sensor esolution and 
noise. The error caused by small deviation of image centroid is negligible [7, 11]. The resolution 
of the sensing elements i  the ultimate limiting factor in the image processing system. Even if all 
other sources of error can be avoided completely, the limitation of resolution still introduces an 
uncertainty of _+ 1 pixels in any computation [12]. Correct focusing of the image is important since 
an out-of-focus pattern will contain blurred edges that could introduce some errors in the vertex 
detection. This can be easily handled by using autofocusing cameras. The glare reflected from the 
material of which the mark is constructed can also introduce some errors. In real-life situations, 
this would require the mark to be constructed of materials which attenuate glare. Let us consider 
the resolution limit which causes the so-called quantization error. Here, we utilize an image 
processing technique described in [13] to compensate he quantization errors. Different distances 
from camera lens to mark and different angles between the optical axis and the normal of mark 
plane (elevation angle) enlarge the quantization error which in turn causes various location errors. 
For a sample mark (Fig. 1) of four vertices with mark coordinates of (0, 0, 0), (25, 0, 0), (22, 20, 0) 
and (3, 20, 0) (unit: crn) in counterclockwise direction and the focal length of 16 mm, we use the 
least-square-error techniques [14, 15] to find the edge lines of the mark image and extract the 
vertices from the intersections of the edge lines. Based on the above environment, we develop a 
program to analyze the variations of local location vs different distances and elevation angles. 
Figures 3a-c show the variations of Xc, Yc and Zc vs different distances and elevation angles. From 
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Fig. 3. Plots of error vs elevation angle for various values of distance from camera lens to mark. 
the analysis results, large errors are found at long distance from camera to mark and/or large 
elevation angle (greater than 70°). We suggest the condition of large elevation angle to be avoided 
in real applications. 
4. EXPERIMENTAL RESULTS 
The top-view of the experiment setup composed of two warehouses is shown in Fig. 4. The point 
marked with " . "  is the origin of the global coordinate system. Three marks labeled "X", "Y" and 
"Z" are located at three positions indicated by A, B and C, respectively. A is on the wall, B and 
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Fig. 4. The top-view of the experiment setup composed of two warehouses. 
C are in the ceiling. An example mark with label "X" is shown in Fig. l. The global coordinate 
system and the three mark coordinate systems are all right-handed. Their geometrical relationships 
are shown in Table 1. The positions marked with "/x" are the test points. The real locations of 
the 20 test points are listed in Table 2. The whole program including image processing [10] and 
location determination process written in C-language is implemented in an IBM compatible PC/AT 
computer system. The experimental results are shown in Table 2. The local location determination 
takes 0.22 s. (The previous method [10] takes about 1.5 s.) The location error is less than 2% in 
average. 
Table 1. The parameters describing the locations of mark A, B 
and C in the global coordinate system 
Location 
of mark 
~t'.TI;f. ) I ff~l,d[:~) e l : | ,  ] 
~ i ' i l q ' i  ; ;a I ° !  I I ; ' [°! = '|"1 
Table 2. The real location of test points and the experimental results of the local location 
determination 
Test Used Real location Experimental results of 
local location with Error 
points mark Local Global rate (%) in average 
1 "X" (-3%-22¢165) (-20¢-35,78) (-30.3,-21.6t166.5) ±1.8~ 
2 "X" (01-60e175) (-50,-25,41) (0.2,-60.8,174.6) ±1.3~ 
3 "X" (-20t56t90) (-30t-ii0,156) (-20.If56.4,89.2) ±0.9% 
4 "X" (100t-27f60) (-150,-140,73) (i00.9,-26.6,59.7) ±1.5~ 
5 "X" (110,16t25) (-160t-175,114) (111.5,15.7t25.6) ±2.4~ 
6 "Y" (-25,50f100) (-100f-50198) (-25.1t49.5,101.0) ±i.0~ 
7 "Y" (50t80t153) (-175f-20144) (50.9,79.2,152.5) ±1.8~ 
8 "Y" (90,40r170) (-2151-60,30) (90.6,40.7,169.3) ±1.8~ 
9 "Y" (110,50,107) (-2351-50,93) (109.4tS0.8t107.6) ±1.6~ 
i0 "Y" (I00,-30,65) (-225,-130,135) (i00.6t-30.2,64.8) ±0.7~ 
11 "Z" (-30r100r150) (-300r-180t100) (-30.11100.8t149.3) ±0.8~ 
12 "Z" (105t70t150) (-330r-45t100) (i04.7t70.i,150.4) ±0~3~ 
13 "Z" (150t50t145) (-350,0,105) (149.1r49.4,145.6) ±1.2~ 
14 "Z" (155t-100,120) (-500,5,130) (154.1t-99.3,121.2) ±1.0~ 
15 "Z" (75t-40t120) (-4401-75t130) (75.3,-40.2all9.0) ±0.81 
16 "Z" (-25t-i05,170) (-505,-175,80) (-25.3t-104.0t170.7)±l.2~ 
17 "g" ( -50t201165 } ( -380t -200t85)  ( -50 .3 ,20 .3 ,163 .9)  ±1~5~ 
18 "g" I(-80,-30,140) (-430,-230,Ii0) (-80.3,-29.8,140.9) ±0.7~ 
19 "g" !(-I051-80,145)i(-480,-255,105) (-104.4t-79.51145.7)±0.61 
20 "g" (-190,10,160) (-390,-340,90) (-191.3,9.6,161.3) ±4~0~ 
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5. D ISCUSSION AND CONCLUSIONS 
Since no prerequisite condition needs to be satisfied in the method, it is obvious that the error 
caused by alignment can be avoided. Thus, the method can provide more accurate location 
measurement than other methods [1-8] in which one or two initial conditions should be satisfied. 
To reduce the location error caused by the quantization error involved in the image plane, the 
accuracy of subpixel level should be considered. In this regard, we use the line coefficients to 
calculate the coordinates of the corresponding vertices in the image. In order to obtain more 
accurate results, high accuracy line detection techniques hould be developed. 
In this paper, a fast single-view method for mobile robot location determination has been 
proposed. In the method, a tetragon mark is used as the reference target and no prerequisite 
condition is imposed in grabbing the image. The method utilizes the 3-D vector analysis technique 
and simple algebraic computation to achieve the fast location determination (0.22 s at PC/AT). The 
method employs the multiple-mark strategy which allows the mobile robot work in a complex 
environment which may be a composed space or a space with rough ground. The error analysis 
and the experimental results for a composed space verify that the method is feasible for real 
applications and the location error can be controlled within 2%. 
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