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Resumo 
Com o aumento da competitividade cada vez mais surge a necessidade das empresas 
possuírem mecanismos de análise de dados que lhes forneçam informação útil que apoie 
o processo de tomada de decisão. Neste âmbito, os modelos de previsão de vendas 
parecem ter grande interesse para definir planos de produção, para apoiar as encomendas 
de matéria-prima e até jogar com a flexibilidade de horários dos trabalhadores produtivos. 
No caso do setor do calçado é possível agregar os dados de acordo com estruturas 
hierárquicas inerentes ao negócio podendo então aplicar-se modelos hierárquicos. Neste 
estudo são utilizados dados reais de uma indústria alemã de calçado num modelo 
hierárquico que prevê as suas vendas em Portugal por estação. 
Palavras-chave: Modelos hierárquicos; Calçado; Moda; Previsão de vendas. 
 
Abstract 
Competition is increasing so companies need to get data analysis mechanisms to obtain 
useful information to support decision making process. In this way sales prediction 
models seem to be interesting to define production plans, support row materials orders 
and play with flexible hours of productive workers. In footwear sector it is possible to 
aggregate data in hierarchical structures that represent the business structure. In this study 
are used real data from a German footwear industry to predict their sales in Portugal by 
season. 
Key-words: Hierarchical Models; Footwear; Fashion; Sales prediction.  
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Capítulo 1 
1. Introdução 
A prolongada crise económica sentida por todo o mundo empresarial estimulou a 
competitividade dos mercados. Desta forma, as empresas tentam utilizar toda a 
informação ao seu dispor para realizar análises cuidadosas e úteis que apoiem a gestão. 
Uma análise errónea pode originar consequências muito graves e, no seu extremo, levar 
ao encerramento da empresa. 
 Observando dados históricos e outras variáveis exógenas as empresas produzem 
diversos planeamentos para atuar: planos de produção, de investimento, de custos, de 
marketing, de vendas, entre outros. Planear é uma forma de tentar antever o futuro com o 
objetivo de melhorar a performance de uma empresa. Um bom planeamento pode ser a 
melhor ferramenta de apoio à gestão e tomada de decisão. 
 O estudo abordado neste trabalho refere-se a ferramentas inteligentes que um gerente 
pode usar para ter informação sobre as vendas da empresa, a fim de planear a produção 
para o próximo período. Deste modo, ao longo deste trabalho vai ser desenvolvido um 
modelo preditivo que visa estimar a quantidade de calçado vendida de uma indústria de 
calçado.  
 
1.1 Apresentação da ara® 
 
 
Figura 1. 1: Prospeto calçado ara® 
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A ara Shoes AG, sediada em Langenfeld, Alemanha, é uma indústria de calçado, 
detentora da marca ara®. Aliando design, tecnologia e know-how procura produzir 
calçado de excecional qualidade e conforto. Conta com cerca de 4.200 colaboradores, 
concentrados sobretudo nas quatro unidades de produção na Alemanha, em Portugal, na 
Roménia e na Indonésia. Em 2014, a ara® enviou perto de 7 milhões de pares de sapatos 
aos seus clientes espalhados em cerca de 70 países, alcançando uma faturação de cerca 
de 209,8 milhões de euros. 
 
1.2 Motivação 
Como colaboradora da ara Shoes Portuguesa, empresa filial da ara Shoes AG, a 
oportunidade de conciliar o meu trabalho com o conhecimento adquirido ao longo do 
mestrado, produzindo algo útil para o crescimento da empresa, revela-se um desafio 
interessante. A possibilidade de colocar em prática técnicas de data mining numa 
abordagem económica e observar o seu impacto num cenário real é sem dúvida aliciante.  
 Sendo o calçado um produto com um ciclo de vida muito curto e sazonal, as tendências 
de mercado tornam-se, praticamente, imprevisíveis e a procura do consumidor muito 
volátil face à moda. Estes aspetos tornam desafiante produzir um modelo de previsão de 
vendas fiável. 
 
1.3 Definição do Problema 
O desafio proposto consiste em construir um modelo de previsão que permita prever as 
vendas da empresa em Portugal por cliente numa estação. Existem cerca de 30 sapatarias 
no país que vendem calçado ara® e existem duas coleções por ano, Outono/Inverno e 
Primavera/Verão. Dado que o calçado se insere nas indústrias de moda, os artigos 
geralmente nunca são os mesmos de ano para ano, exceto os best-sellers e os artigos 
básicos. No entanto, os modelos não variam, por exemplo este ano podem existir três 
artigos München, diferentes dos quatro artigos München que vão existir para o ano. Deste 
modo, a previsão será feita ao nível do modelo de calçado (daqui para a frente 
denominado como família, de modo a não causar confusão com o termo modelo 
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preditivo) e, se possível, por tamanho e cores. Diferentes artigos da mesma família são 
produzidos com as mesmas ferramentas (moldes e formas), e portanto, geralmente, mudar 
os artigos não requer investimentos em ferramentas.  
 
1.4 Objetivo 
O objetivo da presente dissertação é explorar a estrutura hierárquica inerente ao negócio, 
de modo a produzir previsões das vendas da empresa para todos os níveis. Pretende-se 
comparar os resultados com o modelo preditivo ARIMA, apurando quais as vantagens e 
desvantagens inerentes à hierarquização dos dados. 
  
1.5 Estrutura da Dissertação 
A dissertação encontra-se estruturada da seguinte forma: o Capítulo 2 refere-se à revisão 
de literatura, onde numa primeira parte se analisa as peculiaridades da indústria do 
calçado e moda e numa segunda fase se abordam os modelos de previsão hierárquicos, a 
técnica eleita a utilizar neste estudo; o Capítulo 3 indica como o modelo foi construído, 
seguindo uma metodologia CRISP-DM e compara os resultados com a aplicação de outro 
modelo; por último, o Capítulo 4 apresenta as conclusões e sugestões para trabalhos 
futuros.  
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Capítulo 2 
2. Revisão de Literatura 
Numa indústria o agente principal é o retalhista. O retalhista encomenda ao produtor e 
disponibiliza ao cliente final os seus produtos. Estas diferentes fases aliadas ao longo 
período de produção e distribuição requerem o apoio de previsões de longo prazo 
(Thomassey 2014).  
Com os mercados cada vez mais competitivos surge a importância de antever o 
comportamento dos clientes de modo a satisfazer sempre as suas necessidades, evitando 
que recorram a empresas rivais para encontrar o que desejam e fidelizando-os à marca. 
Além da satisfação do cliente, a previsão de vendas traz outras vantagens ao processo de 
tomada de decisão. Os métodos de previsão a curto prazo são uma importante ferramenta 
para melhorar a gestão dos recursos humanos e materiais; métodos a médio prazo tornam-
se uma mais-valia na execução de orçamentos; e os métodos a longo prazo auxiliam na 
avaliação do risco e dos benefícios dos investimentos (Silva 2015).  
Uma boa previsão permite a eficiência da empresa, no entanto, uma má previsão pode 
afetar o lucro e a posição competitiva desta (Sousa 2011).  
 
2.1 Business Expertise 
O processo de previsão no setor do calçado e moda é bastante complexo e específico, pelo 
que se deve considerar algumas características como a sazonalidade das vendas originada 
pelas condições meteorológicas e a sua relação com o calçado; o poder de compra dos 
consumidores; promoções; a moda e a efemeridade do produto; e a variedade do produto 
em cores e tamanhos (Thomassey 2014).  
Para produtos relacionados com a moda, a procura dos consumidores é muito volátil. 
Geralmente um fator decisivo na escolha é o preço, o que leva as indústrias a deslocarem 
a sua produção para países onde a mão-de-obra é mais barata. Esta deslocação permite às 
indústrias aumentar a sua produção, no entanto aumenta também o tempo de entrega do 
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produto ao cliente. Isto amplifica a importância da previsão de vendas num horizonte 
temporal mais alargado e com a maior precisão possível (Thomassey 2014). 
 
2.1.1 Horizonte Temporal e Ciclo de Vida 
O horizonte temporal da previsão deve ser definido cuidadosamente. Este deve ter em 
conta as necessidades da empresa em termos de antecipação, porém quanto mais alargado 
for, maior será o erro de previsão. No início de cada estação, Outono/Inverno (OI) ou 
Primavera/Verão (PV), o produtor deve ter o seu armazém abastecido para satisfazer as 
encomendas das lojas e para mais tarde repor alguns produtos que os retalhistas 
necessitem. Deste modo, existem dois horizontes de previsão: a longo prazo, para a 
estação completa e a curto prazo para as reposições de stock (Thomassey 2014). 
 
Figura 2. 1: Exemplo de um planeamento para produtos da coleção OI (Fonte: 
Thomassey (2014, p.12)) 
 
 A Figura 2.1 demonstra o processo de planeamento para produtos de uma coleção OI 
e é possível verificar o quão alargado deve ser o horizonte temporal. A criação e design 
da coleção ocorre enquanto os produtos da mesma estação, mas do ano anterior estão a 
ser vendidos às sapatarias (Agosto a Fevereiro) e prolonga-se durante grande parte da 
produção. As empresas começam a produzir entre Dezembro e Janeiro para estar 
disponível nas sapatarias a partir de Agosto. Até Outubro/Novembro as indústrias 
produzem para repor alguns artigos que tenham esgotado. No esquema o período de 
entrega ao cliente inicia em Junho/Julho, mas em situações em que a produção esteja 
muito longe pode ser necessário alargar o período de entregas. 
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 Comparado com o longo processo de criação do produto até à venda ao cliente, o ciclo 
de vida do produto é muito curto. A moda é efémera e consequentemente um best-seller 
hoje pode ser um fracasso no próximo ano. Este tipo de indústria pode ser dividido em 
três segmentos: artigos de moda que têm um ciclo de vida de cerca de 10 semanas, mas 
possuem cerca de 35% de peso no mercado; produtos sazonais distinguidos pela estação 
da coleção que ocupam aproximadamente 45% do mercado e têm um ciclo de vida de 
cerca de 20 semanas; e produtos básicos que são vendidos ao longo de todo ano (Yelland 
e Dong 2014). 
 Deste modo, denota-se que a gestão de inventário é um aspeto importante nas 
indústrias de moda. Um nível de stock ótimo permite a maximização do lucro e reduzir 
os custos desnecessários. A fim de maximizar o lucro, fabricantes procuram reduzir o 
tempo de entrega do produto, adotar políticas de reposição de stock eficientes e melhorar 
a qualidade do produto, de forma a manterem-se competitivos no mercado (Ho e Choi 
2014). 
 
2.1.2 Agregação 
Quando se fala de calçado a variedade do produto é enorme. Um artigo tem diversas cores 
e vários tamanhos. Assim, as empresas agregam os seus produtos de forma hierárquica 
de acordo com a sua tipologia. 
 
Figura 2. 2: Exemplo de agregação dos dados por tipologia dos produtos Fonte: 
(Fonte: Thomassey (2014, p.13)) 
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A Figura 2.2 demonstra a desagregação de produtos do tipo Stock Keeping Units (SKU 
- Unidade de Manutenção de Stock), ou seja o artigo é definido por um conjunto de 
números que permite seguir a estrutura acima (Davydenko e Fildes 2014). 
Através de dados históricos apenas é possível prever até ao nível da Família (na Figura 
2.2, o nível Family) do produto. Os dados referentes a níveis inferiores de agregação são 
efémeros (Thomassey 2014). 
 
2.1.3 Variáveis Exógenas  
Existem diversos fatores que influenciam as vendas, como a moda, a localização das lojas, 
o marketing, dados macroeconómicos (poder de compra e desemprego), o efeito 
calendário, a competitividade, a meteorologia, entre outros. As empresas devem ter em 
conta esses aspetos e considerá-los nas suas estratégias. A previsão de vendas não é 
exceção e deve integrar, se possível, variáveis que caracterizem esses fatores. Porém, o 
impacto de algumas destas variáveis é difícil de estimar e inconstante ao longo dos anos. 
Pode também existir correlação entre as variáveis exógenas, dificultando a modelação do 
impacto de cada uma nas vendas. Infelizmente, alguns destes dados não podem ser 
integrados porque não estão disponíveis, como a informação referente à competitividade 
porque não é previsível como a meteorologia (Thomassey 2014). 
Na previsão de vendas diárias de retalho de calçado, Sousa (2011) usa como variáveis 
exógenas o mês, o dia da semana, os feriados, promoções e saldos, as semanas pré e pós 
Natal e Páscoa, a temperatura média e o índice de volume de negócios no comércio a 
retalho de têxteis, vestuário, calçado e artigos de couro. 
A utilização de muitas variáveis explicativas pode também prejudicar o modelo 
preditivo, por poderem estar correlacionadas e conter ruído. Por este motivo, Silva (2015) 
testou a influência de diversas variáveis. Assim, no seu modelo preditivo que estima as 
vendas líquidas mensais por unidade de negócio para cada loja Worten, acabou apenas 
por utilizar quatro: mês do ano, número de fins de semana, Páscoa e campanhas 
promocionais. 
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Variáveis exógenas como os fins de semana e feriados, épocas festivas, saldos e 
promoções podem ter influência para as previsões a nível de retalhistas, mas no caso das 
indústrias de moda pode ser pouco significativo dado que as vendas são concretizadas 
antes da estação (PV ou OI) começar. No entanto variáveis como o clima, a moda e a 
competitividade podem ser significativas. 
 
2.2 Séries Temporais Hierárquicas 
Dado que os modelos de previsão servem para apoiar a tomada de decisão, a sua precisão 
é vital para a sobrevivência da empresa em questão. Cada empresa é única e a sua 
realidade muda a cada dia que passa. Deste modo, é importante utilizar o modelo mais 
adequado de acordo com as características de cada empresa e o mercado em que se insere, 
bem como adaptá-lo com o decorrer do tempo. 
No presente relatório optou-se pela aplicação de um modelo de previsão de séries 
temporais hierárquicas, porque como verificado na secção anterior é possível agregar os 
dados por tipologia. Em bases de dados deste tipo pode ser interessante explorar a relação 
de dependência entre os diversos níveis e observar tanto os dados simples como os dados 
agregados. 
 
Figura 2. 3: Diagrama de árvore hierárquico de dois níveis (Fonte: Hyndman, 
Athanasopoulos e Shang 2014, p.2)) 
 
 A Figura 2.3 representa uma estrutura hierárquica de dois níveis, onde o nível 0 
corresponde à agregação completa dos dados, o nível 1 desagrega os dados em dois 
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grupos (A e B), por fim, o nível dois corresponde à dessegregação máxima dos dados 
(Hyndman, Athanasopoulos e Shang 2014). 
O nó do nível 0 é geralmente denominado como raiz e os nós do último nível como 
nós-folha. Os nós intermédios tanto podem ser designados como nós-pai ou nós-folha, 
dependendo do contexto. Por exemplo, o nó A é um nó-folha em relação ao nó Total e 
um nó-pai em relação ao nó AB (Gama, et al. 2012). 
Geralmente para este tipo de problemas são aplicados os modelos Bottom-up, Top-
Down ou uma combinação dos dois, abordagem Middle-out. 
A abordagem Bottom-up utiliza uma regressão linear, geralmente, adaptada ao 
problema em questão, para prever cada série do nível mais baixo da hierarquia de forma 
independente. De seguida, os dados são somados de acordo com a hierarquia para obter 
as previsões dos níveis superiores. 
O modelo Top-down prevê o nível mais elevado da hierarquia, desagregando depois 
os dados para prever os níveis inferiores. O modelo define proporções que indicam como 
as previsões do topo devem ser desagregadas para obter as previsões da base, existindo 
diversos métodos para obter essas proporções.  
O package hts (Hyndman, Athanasopoulos e Shang 2014) disponibiliza três métodos 
para obter as proporções do Top-down: 
- Average historical proportions: cada proporção retrata a média das proporções 
históricas e é dada por: 𝑝𝑗 = 
1
𝑇
 ∑
𝑦𝑗,𝑡
𝑦𝑡
𝑇
𝑡=1  , onde pj representa a proporção do nó-folha j, 
yj,t o valor histórico do nó-folha j  no momento t, yt o valor histórico do topo no momento 
t e T o número de dados históricos para cada nó-folha; 
- Proportions of historical averages: cada proporção consiste na média dos valores 
históricos de cada série em relação à média dos valores históricos do topo e é dada por: 
𝑝𝑗 = ∑
𝑦𝑗,𝑡
𝑇
𝑇
𝑡=1 ∑
𝑦𝑡
𝑇
𝑇
𝑡=1⁄ ; 
- Forecasted proportions: num primeiro passo executa previsões para as séries da base 
e calcula a proporção de cada previsão face à agregação de todas estas previsões. Depois 
utiliza estas “previsões de proporções” para desagregar a previsão da série do topo. A 
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expressão é dada por: 𝑝𝑗 = ∏
?̂?𝑗,ℎ
(𝑙)
?̂?
𝑗,ℎ
(𝑙+1)
𝐾−1
𝑙=0  , onde K representa o número de níveis da 
hierarquia, ?̂?𝑗,ℎ
(𝑙)
 é a previsão h-step-ahead da série correspondente ao nó que está l níveis 
acima de j e ?̂?𝑗,ℎ
(𝑙)
 é a soma das previsões h-step-ahead abaixo do nó que está l níveis acima 
de j. 
A abordagem Middle-out é uma mistura dos modelos Top-down e Bottom-up. É 
escolhido um nível intermédio para o qual são executadas as previsões. Para obter as 
previsões dos níveis superiores é utilizado o método Bottom-up para agregar as previsões 
do nível médio. E para calcular as previsões dos níveis inferiores é utilizada uma 
abordagem Top-down para desagregar as previsões do nível médio (Hyndman, 
Athanasopoulos e Shang 2014). 
Além das tradicionais modelações Bottom-up e Top-down, Hyndman, et al. (2011) 
sugerem um modelo que combina e reconcilia as previsões de cada série temporal para 
todos os níveis da hierarquia feitas de forma independente (previsões base) em regressões 
lineares para otimizar a combinação dessas previsões. Obtendo assim previsões 
reconciliadas. Este modelo é denominado por Optimal Combination (Wickramasuriya, 
Athanasopoulos e Hyndman 2015).  
Na modelação do problema Hyndman, et al. (2011) partem de uma matriz que reflete 
a estrutura hierárquica, também utilizada nas abordagens tradicionais e representada 
abaixo. A matriz S utilizada é do tipo n x nk, onde n representa cada nó da estrutura e nk 
corresponde a cada nó do último nível da hierarquia, ou seja, representa os nós-folha. 
Assim, para a estrutura da Figura 2.3 a matriz S é composta por 5 colunas (número de 
nós-folha) e 8 linhas (número total de nós). O valor 1 significa que um determinado nó 
incluí o nó-folha daquela coluna e 0 significa o oposto. Assim, observando a matriz da 
Figura 2.4, verifica-se que a primeira linha corresponde ao nó do nível 0, porque todos os 
nós-folha estão incluídos. Por exemplo, a segunda linha retrata o nó A, visto que as três 
primeiras colunas ilustram os três nós-folha que desagregam deste nó. As últimas cinco 
linhas são os cinco nós-folha do nível 2. 
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Figura 2. 4: Matriz de valores observados originada pela multiplicação da matriz S 
com a matriz dos valores observados no último nível (Fonte: Hyndman, 
Athanasopoulos e Shang 2014, p.2) 
 
A equação de regressão para prever em todos os níveis é dada pela seguinte expressão: 
?̂?ℎ = 𝑆𝛽ℎ + 𝜀ℎ , onde: 
?̂?ℎ é o vetor das previsões dos h nós da hierarquia; 
𝛽ℎ é a média desconhecida dos valores do último nível da hierarquia; 
𝜀ℎ é o erro de média 0 e matriz var-covar dada por ∑ℎ. 
 Geralmente a matriz var-covar é desconhecida, deste modo os autores sugerem admitir 
um erro para o modelo igual ao erro de previsão no último nível, assumindo que os erros 
satisfazem a mesma condição de agregação que os dados originais. 
 Sob este pressuposto mostram que o melhor estimador linear não enviesado para βh é 
?̂?ℎ = (𝑆
′𝑆)−1𝑆′?̂?𝑛(ℎ) que não depende da matriz var-covar. 
 As previsões reconciliadas são dadas pela expressão ?̃?ℎ = 𝑆(𝑆
′𝑆)−1𝑆′?̂?ℎ. 
 Para obter o estimador βh o algoritmo hts disponibiliza quatro métodos diferentes: 
- Método dos Mínimos Quadrados Ordinários, OLS (Ordinary Least Squares): baseia-se 
no critério dos mínimos quadrados que consiste na minimização da soma dos quadrados 
dos resíduos, ou seja, encontra o estimador para o qual a soma dos quadrados das 
diferenças entre o valor estimado e os dados observados é menor, maximizando o ajuste 
do modelo aos dados observados. O modelo OLS assume as cinco hipóteses clássicas: 
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 Linearidade dos parâmetros para garantir uma regressão linear;  
 O valor esperado dos resíduos é nulo, para que o modelo se aproxime da realidade; 
 As variáveis explicativas não podem ser constantes nem linearmente dependentes, 
de modo a garantir a variabilidade da variável explicada; 
 Amostragem aleatória para garantir o não enviesamento da amostra; 
 Existência de uma variância constante nos erros – homoscedasticidade). 
Com base nestes pressupostos, a abordagem OLS gera estimadores BLUE (Best Linear 
Unbiased Estimators), isto é, os melhores (mais eficientes, pois têm variância mínima no erro 
comparado com outros modelos lineares centrados) estimadores lineares centrados 
(convergem assimptoticamente para a média), (Wooldridge 2009). Os estimadores OLS são 
obtidos com as equações acima; 
- Método dos Mínimos Quadrados Ponderados, WLS (Weighted Least Squares): 
Semelhante ao modelo anterior, mas reflete o comportamento dos erros aleatórios no 
modelo, dado que não assume uma variância constante nos erros (tem em conta a diagonal 
da matriz var-covar dos erros de previsões base). Deste modo o método surge como uma 
solução a modelos que apresentem heteroscedasticidade (a variância do erro está 
relacionada com uma ou mais variáveis explicativas). Numa primeira fase o WLS corrige 
a heteroscedasticidade transformando o modelo numa equação com homoscedasticidade, 
através de um ponderador (1/hx, onde hx é a função de xi que está relacionada com o erro; 
xi denota todas as variáveis explicativas por observação i). Posteriormente, é aplicado o 
OLS. Desta forma é possível obter melhores estimadores do que utilizando o método OLS 
na equação inicial. O WLS atribui menos peso a observações com uma variância do erro 
maior, enquanto o OLS, ao assumir um erro constante, atribui o mesmo peso a todas as 
observações (Wooldridge 2009). As previsões reconciliadas são obtidas pela expressão 
?̃?ℎ𝑆?̂?ℎ = 𝑆(𝑆
′ ∑  −1 𝑆)
−1𝑆′ ∑  −1 ?̂?ℎ, onde ∑ representa a matriz var-covar do erro. Como 
referido, esta matriz é desconhecida e, portanto, assume-se ∑    = 𝐸′𝐸, onde E é a matriz 
dos erros das previsões base e E’E é a matriz diagonal var-covar dos erros das previsões 
base; 
- MinT (Minimum trace): Este método pode ser considerado um desenvolvimento do 
anterior, dado que parte também da matriz var-covar, mas analisa também os elementos 
fora da diagonal. Esta abordagem incorpora a informação da matriz completa de 
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covariâncias dos erros de previsão base para minimizar o erro quadrático das previsões 
reconciliadas. Obtendo as melhores (variância mínima) previsões reconciliadas lineares 
centradas, (Wickramasuriya, Athanasopoulos e Hyndman 2015). Para obter a matriz 
completa das covariâncias o algoritmo hts possibilita a escolha de um dos dois métodos 
disponíveis: a matriz de covariâncias da amostra, sam, e um estimador de redução 
(shrinkage estimator), shr, que transforma a matriz de covariâncias da amostra para que 
os coeficientes mais extremos se alterem para valores mais centrais, em direção à 
diagonal. Conforme aumenta a amostra, a matriz sam aproxima-se da matriz shr, (Ledoit 
e Wolf 2003). Os estimadores são obtidos com a mesma expressão que o WLS. A matriz 
var-covar é que é obtida de outra forma. Com a opção sam, a matriz é dada por ∑    = 𝑦′𝑦, 
sendo y os valores observados do conjunto de treino.; 
- nseries: aplica os pesos de acordo com o número de séries agregadas a cada nó. Os pesos 
atribuídos para cada série são o inverso da soma de cada linha da matriz S, (Hyndman, 
Athanasopoulos e Shang 2014). 
 Para obter a matriz inversa o algoritmo hts disponibiliza cinco métodos de 
decomposição: Decomposição LU; Conjugate Gradient Method; Decomposição de 
Cholesky; Algoritmo Hierárquico Recursivo; Regressão linear Esparsa (Hyndman, et al. 
2016). 
 
2.2.1 Casos de Estudo 
Hyndman, et al. (2011) aplicaram o modelo optimal combination numa previsão da 
procura de turismo na Austrália, onde desagregaram os dados por objetivo da viagem e 
região geográfica. Deste modo, concluíram que a nova abordagem proporciona resultados 
ótimos melhores do que as abordagens comuns, Bottom-up e Top-down. 
Diversos autores têm vindo a aplicar a abordagem de combinações hierárquicas de 
Hyndman, et al. (2011). No seu estudo de previsão de vendas no setor do retalho de 
equipamentos eletrónicos, Silva (2015) aborda não só estas três modelações, mas também 
um modelo não hierárquico que prevê cada série em todos os níveis da hierarquia 
independentemente, ignorando assim a relação hierárquica subjacente. 
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Silva (2015) refere ainda que a abordagem de Hyndman, et al. (2011) é vantajosa 
devido à possibilidade de aplicar um algoritmo de aprendizagem diferente para todas as 
séries temporais de todos os níveis hierárquicos, permitindo a utilização de todos os dados 
e das dinâmicas inerentes a cada série temporal. 
Esta modelação foi também aplicada numa previsão demográfica na Austrália através 
da hierarquização de dados sobre mortalidade infantil em género e por localização 
geográfica (Shang e Smith 2013). 
Num estudo sobre redes elétricas, foi aplicada esta modelação para prever as curvas 
de carga, desagregando as séries temporais por pontos de abastecimento da rede e por 
diferentes níveis de voltagem (Almeida, Ribeiro e Gama 2015). 
Davydenko e Fildes (2014) abordam séries temporais hierárquicas ajustadas através 
de juízos de valor. Referem a previsão com séries temporais estatísticas nos níveis de 
SKU desagregados ao máximo e depois ajustadas pelo gerente da empresa tendo em conta 
o seu business expertise, como a abordagem de previsão mais bem estabelecida. No 
entanto, evidências empíricas sugerem que os juízos de valor sob incerteza são afetados 
por tendências subjetivas inerentes ao sujeito que produz o juízo de valor e não são 
ótimos. 
Yelland e Dong (2014) usam uma abordagem de séries temporais hierárquicas 
bayesianas para prever a procura de bens de moda. Afirmam que esta abordagem é 
indicada para previsões a longo prazo quando existe um elevado tempo de entrega do 
produto e o ciclo de vida é curto.  
 
2.2.2 Avaliação dos Modelos de Previsão Hierárquicos 
As medidas de avaliação devem ser adaptadas às peculiaridades dos modelos 
hierárquicos, no entanto, muitos autores limitam-se a utilizar simplesmente medidas de 
desempenho básicas (Gama, et al. 2012). A escolha de uma medida de erro para avaliar a 
precisão das previsões através de série temporais é um tópico complexo e controverso 
(Davydenko e Fildes 2014). 
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De forma a estudar o erro de previsão, a base de dados é, normalmente, dividida em 
subconjuntos, um com as observações anteriores a um dado instante de tempo t, 
denominado conjunto de treino, as observações do instante t, que se trata do conjunto de 
teste e outro com as observações seguintes. Tendo esta separação é possível aplicar dois 
métodos para aprendizagem do modelo (Silva 2015): 
- Janela Crescente (Growing Window): esta técnica utiliza o primeiro subconjunto para 
prever o momento t. Feita a previsão, as observações do instante t são adicionadas ao 
conjunto de treino e é executada a previsão do momento t+1. As observações de t+1 são 
então acrescentadas no conjunto de treino para prever t+2 continuando neste ciclo até 
obter previsões para todos os instantes após t e até T, sendo T o horizonte temporal da 
base de dados (Silva 2015); 
- Janela Deslizante (Sliding Window): semelhantes ao Growing Window, porém neste 
caso à medida que novas observações referentes a um instante são adicionadas ao 
conjunto de treino, as observações do momento mais antigo são removidas do mesmo. 
Desta forma, a amplitude temporal do conjunto de treino é sempre a mesma (Silva 2015). 
Obtendo as previsões, o erro é calculado tendo em conta os valores reais observados. 
Existem diversos métodos para estimar o erro do modelo, um deles é o Erro Absoluto 
Médio (MAE – Mean Absolute Error) que é dado por:  
𝑀𝐴𝐸 = 
1
𝑛
 ∑ |?̂?𝑡 − 𝑦𝑡|
𝑛
𝑡=1 = ∑ |𝑒𝑡|
𝑛
𝑡=1                  (2.1) 
onde n é o número de observações disponíveis para teste, ?̂?𝑡 é a previsão para o instante 
t e yt é o valor observado em t. 
 Outra medida utilizada é o Erro Absoluto Médio Percentual (MAPE - Mean Absolute 
Percentage Error) dado pela expressão: 
 𝑀𝐴𝑃𝐸 = 
1
𝑛
= ∑ |
?̂?𝑡− 𝑦𝑡
𝑦𝑡
| × 100𝑛𝑡=1                   (2.2) 
Davydenko e Fildes (2014) alertam para a importância de estabelecer uma medida de 
avaliação que garanta resultados facilmente interpretáveis quando aplicada a dados reais 
e que tenha em conta as melhorias alcançadas na performance da empresa. Quando uma 
16 
 
medida de erro inapropriada é aplicada corre-se o risco de adotar um processo de previsão 
não adequado à empresa em questão. 
 
2.3 Tecnologias Utilizadas 
Para implementação dos modelos de Data Mining e análise de dados é comum utilizar a 
linguagem de programação R (R Core Team 2016), por oferecer um vasto leque de 
packages que permitem a modelação de dados.  
Na aplicação dos modelos de séries temporais hierárquicas descritos nesta secção 
Hyndman, Athanasopoulos e Shang (2014) propõem o package hts (Hyndman, et al. 
2016) do R. Este package cria uma série temporal hierárquica. Os inputs necessários são 
as séries temporais de nível inferior e as informações sobre a estrutura hierárquica. 
Os packages forecast (Hyndman 2016) e dplyr (Wickham e Francois 2015) foram 
também utilizados para auxiliar nas previsões hierárquicas, mas também para elaborar 
previsões com o modelo ARIMA, de modo a comparar os resultados com o algoritmo 
hts.  
Para auxiliar em cálculos foi utilizado o package MASS (Venables e Ripley 2002) 
para obter matrizes transpostas 
 
2.4 Outras Abordagens 
Os métodos de séries temporais lineares são os mais utilizados na previsão de vendas pela 
sua simplicidade e fácil compreensão (Silva 2015). 
 Existem diversos modelos, como por exemplo Exponential Smoothing; Modelo de 
Holt Winters; Modelo de Box & Jenkins; regressões; ou ARIMA. Contudo, para aplicar 
estes modelos é necessário bastantes dados históricos, uma complexa otimização dos seus 
parâmetros e Business Expertise, pelo que não são eficientes para prever vendas de 
calçado devido às peculiaridades do setor da moda referidas no capítulo anterior 
(Thomassey 2014). 
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Devido à complexidade dos dados e diversidade dos mercados em que cada empresa 
se insere surgem os modelos não lineares. Estes modelos permitem previsões mais 
robustas e suportadas por diversas variáveis explicativas, conseguindo captar as 
dinâmicas não lineares das séries temporais e as suas interações (Silva 2015). 
O sucesso das redes neuronais deve-se à possibilidade de retratar relações funcionais 
complexas das observações de séries temporais. Geralmente, são mais eficientes após a 
correção de tendência e sazonalidade como em Sousa (2011). O autor opta também por 
um número reduzido de neurónios, garantindo resultados satisfatórios, de modo a reduzir 
o tempo computacional e evitar o over-fitting (quando o modelo se especializa nos dados 
de treino, perdendo a capacidade de adaptação a novas observações. Assim a capacidade 
de generalizar é reduzida, e a hipótese encontra-se superajustada ao conjunto de treino). 
As redes neuronais parecem ser as preferidas quando falamos de previsões no setor da 
moda. Banica, Pirvu e Hagiu (2014) aplicam redes neuronais nas duas abordagens 
estudadas: previsão de indicadores financeiros e tendências relacionadas com a indústria 
do vestuário Romeno a nível macroeconómico e microeconómico. 
No seu estudo sobre previsão de tendências de moda em especial em termos de cores, 
Yu, et al. (2014) comparam a performance do modelo linear ARIMA e dois modelos de 
inteligência artificial: redes neuronais e redes neuronais fuzzy. Concluem que o último 
apresenta resultados melhores e de interpretação mais fácil.  
As redes neuronais não são sensíveis a dados com ruído, têm uma densa capacidade 
de representação e realizam previsões em dados diferentes do conjunto de treino 
(aprendizagem não supervisionada). Porém, devido à sua complexidade podem consumir 
bastante tempo de execução computacional, tornando-se menos vantajosos que os 
modelos lineares que superam pela sua simplicidade e fácil interpretação (Silva, 2015). 
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Capítulo 3 
3. Descrição do Problema e Metodologia 
De forma a estruturar e organizar a construção do modelo preditivo optou-se por seguir a 
metodologia Cross Industry Standard Process for Data Mining (CRISP-DM) que segue 
os seis seguintes passos (Azevedo 2008):  
 
Figura 3. 1: Ciclo CRISP-DM 
 
1) Compreensão do negócio, na Figura 3.1 como Business Understanding: análise 
dos objetivos do projeto numa perspetiva da empresa e das necessidades do 
negócio e conversão desse conhecimento para a definição de um problema de 
data mining; 
2) Compreensão dos dados, denominado na Figura 3.1 por Data Understanding: 
Trabalhar e analisar os dados fornecidos com o objetivo de identificar 
problemas ou subconjuntos interessantes e formular hipóteses sobre 
informações ocultas; 
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3) Preparação dos dados, representado na Figura 3.1 por Data Preparation: 
consiste em todas as atividades efetuadas aos dados iniciais até obter a base de 
dados final; 
4) Modelação ou Modeling na Figura 3.1: aplicação de várias técnicas de 
modelação; 
5) Avaliação ilustrado por Evaluation na Figura 3.1: revisão dos passos 
executados para a construção do modelo e verificação da concretização dos 
objetivos do negócio; 
6) Implementação, na Figura 3.1 apresentado por Deployment: apresentação dos 
resultados de forma que a empresa compreenda e possa utilizar. 
 
3.1 Compreensão do Negócio 
Como já foi referido, o negócio possui uma estrutura hierárquica podendo ser analisado 
a diversos níveis.  
 
  
A Figura 3.2 demonstra a estrutura hierárquica sugerida por Thomassey (2014) e 
adaptada aos produtos da ara®. Seguindo a estrutura SKU, por exemplo, o artigo 12-
Marca: 
ara®
Mercado: 
Homem; 
Senhora
Coleção: PV; OI
Família: definida pelo modelo 
(München; Atlanta; Tokio...)
Artigo: Referência (por exemplo: 12-
37280)
Cor: Preto, castanho, azul...
Tamanho: 35-47 ou 2,5-9
Figura 3. 2: Agregação de dados por tipologia de produtos ara® 
(adaptado de Thomassey (2014, p.13) 
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37280-01 diz-nos: através do número 12 que é calçado de mulher, com o 372 a que família 
pertence, o 80 especifica o artigo e o 01 corresponde à cor preta. 
Para cada estação existem dois mercados (homem e senhora), para cada mercado 
existem várias famílias de produtos (conjuntos de artigos produzidos com a mesma 
forma), para cada família existem vários artigos e para cada artigo existem várias cores e 
tamanhos.  
Dentro da empresa existem diversos tipos de planeamento e análises, para alguns a 
informação geral é suficiente, como o caso da orçamentação, mas para outros a 
informação mais específica pode ser uma mais-valia. Deste modo, a previsão das vendas 
líquidas para o total da marca é um pouco insuficiente para o planeamento da produção. 
Por isso mesmo, a construção de um modelo de previsão ao nível da família torna-se 
imprescindível para conseguir satisfazer todas as necessidades dos clientes e evitar a 
acumulação de stocks. 
O planeamento da produção assenta sobre as encomendas principais dos clientes. As 
sapatarias encomendam ao setor comercial os artigos nas cores e tamanhos que desejam. 
O responsável das vendas considera uma margem para garantir algum stock para as 
reposições e transmite ao planeador toda a informação. Para elaborar o planeamento de 
produção o planeador considera uma margem para salvaguardar a produção de sapatos 
com defeito e com os recursos de produção disponíveis tenta otimizar para satisfazer a 
requisição do setor comercial. Aos responsáveis pela orçamentação é disponibilizada uma 
estimativa da produção total do próximo ano para elaborar o planeamento de custos. 
Posteriormente, com o plano de custos, com o plano de produção para a estação e com 
informações referentes aos minutos necessários para produzir e o custo por minuto de 
cada fábrica, é realizado o cálculo do custo de produção de cada artigo bem como os 
preços de venda às sapatarias e ao cliente final. 
O objetivo deste trabalho é explorar a estrutura hierárquica inerente ao negócio para 
prever uma variável aleatória contínua e analisar as vantagens ou desvantagens face ao 
modelo linear simples ARIMA. Neste processo serão utilizados os dados disponibilizados 
pela empresa para construir o conjunto de treino dos algoritmos realizando uma 
aprendizagem supervisionada. 
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3.2 Compreensão dos Dados 
A empresa disponibilizou 22 ficheiros Excel, um ficheiro por estação com informações 
das vendas por cliente, por artigo, por cor e por tamanho, contendo informação referente 
à quantidade vendida, preços de custo e o décimo de entrega da mercadoria (existem 3 
décimos por mês: até dia 10, até dia 20 e até dia 28, 30 ou 31 conforme o caso). No mesmo 
ficheiro, mas noutra folha existe informação sobre os artigos referente à família. Ainda 
noutra folha ainda estão os preços de venda às sapatarias e os preços de venda ao 
consumidor final por artigo, distinguindo calçado de senhora e de homem. O primeiro 
ficheiro referia-se à estação PV 2006 e o último à OI 2016. Deste modo foi possível retirar 
toda a informação necessária para a realização do projeto. 
 Num primeiro passo em cada ficheiro acrescentou-se à folha das encomendas a 
informação referente à forma e ao género (calçado de homem ou senhora). De seguida 
agregou-se a informação dos 22 ficheiros numa única base de dados com 11 colunas 
(Estação, Ano da coleção, N.º de cliente, Artigo, Família, Género, Quantidade, Preço, 
Mês de entrega, Décimo de entrega e Ano de entrega) e 30.935 linhas de dados. Optou-
se por não incluir os dados referentes à cor e tamanho, porque tanto pormenor iria gerar 
uma base de dados muito esparsa com valores muito baixos. Como as bases de dados não 
dispunham informação sobre a data de encomenda, considerou-se a data de entrega da 
mercadoria. 
 Numa breve análise observou-se que as coleções possuem dois períodos de entrega 
distintos. Para OI ocorrem sobretudo entre Julho e Setembro e PV entre Janeiro e Março. 
 
3.2.1 Análise Exploratória 
Para uma primeira análise dos dados foi construído o Time Plot (Figura 3.3) que permite 
detetar observações pouco habituais e alterações ao longo do tempo (Hyndman 2016). 
 O gráfico demonstra um forte padrão de sazonalidade devido aos períodos de entrega 
das coleções no início de cada estação, existindo diversos meses onde não há entregas. 
Através da Figura 3.3 consegue distinguir-se dois períodos de entrega por ano. O primeiro 
pico de cada ano corresponde às entregas de PV, enquanto o segundo pico representa as 
entregas OI.  
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 Em termos de tendência verifica-se um forte crescimento entre 2006 e 2008, atingindo 
um pico máximo no início de 2008 com as entregas de PV. Contudo, provavelmente 
devido à crise financeira que assolou diversos países incluindo Portugal, denota-se uma 
quebra das entregas em 2008 para a estação OI. No ano seguinte, denota-se um ligeiro 
aumento, mantendo-se relativamente constante nas entregas das estações seguintes. No 
segundo semestre de 2010 as entregas tornam a aumentar, alcançando um pico no início 
de 2011 semelhante ao ocorrido na entrega de PV de 2008. O aumento entre 2008 e 2009 
está sobretudo relacionado com o aumento das aquisições por clientes antigos, dado que 
as sapatarias novas tiveram pouco impacto.  
 
Figura 3. 3: Entregas mensais das encomendas 
 
Se olharmos para as estações PV e OI separadamente, apura-se que a partir do segundo 
semestre de 2011 as encomendas quebram gradualmente até 2016, existindo um pico em 
2014. Neste período, o impacto da saída de alguns clientes é anulado pela entrada de 
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outros, assim, verifica-se que a quebra deve-se à redução do consumo por parte das 
sapatarias em geral. Em oposição ao verificado nestes anos, em 2014, as sapatarias 
aumentam significativamente o seu consumo e o impacto dos novos clientes é superior 
ao impacto da saída de algumas sapatarias. 
 A redução em 2016 pode dever-se ao facto das encomendas para OI não estarem 
encerradas quando os dados foram retirados do sistema, ou seja, posteriormente podem 
ter existido encomendas para calçado a ser entregue até Setembro. 
 
Tabela 3. 1: Estatísticas das entregas 
 
 Em média são entregues cerca de 2.388 pares de calçado todos os meses, contudo 
observando os valores máximo (10.745 pares), mínimo (0 pares) e a Figura 3.3, 
compreende-se que os dados não são normalmente distribuídos e possuem uma grande 
variância ao longo do ano, portanto o valor da média é um valor pouco plausível. Além 
disso, a mediana indica-nos que 50% dos dados são inferiores a 1.041 pares. Na Tabela 
3.1 calcula-se a dispersão dos dados através de duas medidas: o desvio-padrão que indica 
uma dispersão de 2.847 pares em torno da média e o Intervalo Interquartil (Interquartil 
Range – IQR) que retrata uma amplitude entre o 1º e 3º quartil de 3.773 pares. O primeiro 
quartil indica que 25% dos dados são inferiores a 137 pares e o 3º quartil mostra que 25% 
dos dados são superiores a 3.909 pares. Assim o IQR revela que 50% dos dados oscilam 
entre os quartis variando em 3.773 pares. 
O boxplot ilustrado na Figura 3.4 representa a informação da Tabela 3.1 referente aos 
quartis, média e valores extremos. No gráfico observa-se a presença de outliers 
superiores, ou seja, valores atípicos ou inconsistentes que se encontram muito distantes 
Estatística Univariada
Mínimo 0
1º Quartil 137
Mediana 1.041
Média 2.388
3º Quartil 3.909
Máximo 10.745
Desvio Padrão 2.847
IQR 3.772
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dos quartis. Três destes outliers referem-se a Março de 2008 (10.745 pares), Abril de 
2011 (10.690 pares) e Julho de 2010 (10.042 pares). O valor mínimo não é um outlier, 
porque além de ocorrer bastantes vezes, existem diversos meses onde as entregas são 
quase nulas que é o caso dos meses que antecedem e sucedem as épocas de entregas 
(Abril, Maio e entre Outubro e Dezembro).  
 
Figura 3. 4: Boxplot das entregas das encomendas 
 
3.2.2 Sazonalidade 
De forma a compreender melhor os padrões da sazonalidade e identificar os anos em que 
o comportamento se altera, procedeu-se à construção do Seasonal Plot (Hyndman 2016). 
É possível identificar os dois períodos de entrega: entre Janeiro e Março as entregas 
da estação PV e entre Julho e Setembro as entregas de OI. Em 2011 (linha azul mais 
escura na Figura 3.5) verifica-se que o pico das entregas PV ocorreu mais tarde que o 
habitual, entre Março e Abril. Este acontecimento pode dever-se ao facto de, nesse ano, 
o Inverno ter-se prolongado até mais tarde, apresentando-se os meses de Fevereiro e 
Março mais frios e chuvosos que o habitual. Em contrapartida, o mês de Abril foi mais 
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quente que o habitual, gerando um pico das entregas nesta altura (Instituto de 
Meteorologia, I. P. 2011). Em 2010 observa-se o oposto, em Janeiro ocorre o pico das 
entregas PV. A entrega antecipada pode dever-se ao período de seca sentido nesse Inverno 
(Instituto de Meteorologia, I. P. 2010).  
 
Figura 3. 5: Gráfico da sazonalidade das entregas mensais das encomendas 
 
A Figura 3.6 ajuda também a estudar a sazonalidade. As linhas horizontais representam 
as médias de todos os anos para cada mês (Hyndman 2016). Esta análise evidencia uma 
vez mais as duas épocas de entrega com períodos de entregas quase nulas entre Abril e 
Junho e entre Outubro e Dezembro. Demonstra que o comportamento não é bem igual 
todos os anos, oscilando os picos mais altos das entregas de PV entre Janeiro e Março e 
de OI entre Julho e Setembro. Verifica-se uma vez mais o pico de encomendas 
antecipadas em Janeiro de 2010 e o pico posterior de Abril de 2011. 
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Figura 3. 6 Gráfico dos desvios da sazonalidade das entregas das encomendas 
 
3.2.3 Autocorrelação 
A autocorrelação é uma medida utilizada para analisar a relação entre valores desfasados 
de uma série temporal.  
Através do gráfico da função de autocorrelação (Autocorrelation Function – ACF), 
apresentado na Figura 3.7 é possível estudar a tendência do conjunto de dados. Verifica-
se um padrão: cada depressão dura 3 meses seguida de um pico de 3 meses. Nas 
depressões o segundo mês é o que apresenta o coeficiente de autocorrelação mais negativo 
e nos picos é também o segundo mês que apresenta o maior coeficiente, exceto nos 18º e 
24º coeficientes que são inferiores ao respetivo coeficiente anterior. O 6º coeficiente é 
maior que os outros lags e o 3º é o mais negativo. 
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Figura 3. 7: Função de Autocorrelação (ACF) das entregas mensais 
 
 Os ruídos brancos (White Noise) são séries temporais que não apresentam 
autocorrelação. Quando se trata de um ruído branco os valores da ACF são próximos de 
zero e 95% das correlações devem estar compreendidas no limite ±2/√𝑇, onde T é a 
dimensão da série temporal, neste caso, entre 2006 e 2015, 108 meses. 
Feito o cálculo, neste caso os limites são -0,1924 e 0,1924. Observando o gráfico da 
Função de Autocorrelação verifica-se que 19 em 24 dos coeficientes de autocorrelação 
excedem os limites calculados, ou seja, apenas 21% está compreendido no intervalo, não 
se tratando assim de um ruído branco. Deste modo, pode afirmar-se que a série apresenta 
autocorrelação. 
 
3.3 Preparação dos Dados 
Foram encontrados alguns problemas na base de dados como por exemplo, a numeração 
dos artigos na estação OI 2012 continha mais um dígito na folha das encomendas do que 
nas folhas dos preços e das informações. Após análise verificou-se que todos os artigos 
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na folha das encomendas começavam por “3”, o número que representava esta estação no 
sistema na altura em que o ficheiro foi criado. Retirando o primeiro dígito foi possível 
identificar o número do artigo e então atribuir a família e o género. 
A partir da estação OI 2013 a numeração dos artigos foi alterada, passando a conter 9 
dígitos em vez de 7. Com o apoio do setor comercial identificou-se que na nova 
numeração os dois primeiros dígitos identificam o género, “11” calçado de homem, “12” 
e “22” calçado de senhora. Os restantes 7 dígitos permanecem coerentes à numeração 
anterior. Os 3 dígitos seguintes definem a família, podendo existir famílias definidas por 
mais do que um conjunto de 3 dígitos. Os 2 dígitos seguintes definem os diversos artigos 
dentro da família. Os últimos 2 dígitos referem-se à cor. 
Observou-se também que houve uma alteração na numeração dos clientes em 2011 
para 5 dígitos em vez de 7. Além dessa alteração, também se verificou que para o mesmo 
cliente poderia existir mais do que um número de cliente referente a diversas sapatarias 
do mesmo grupo. Com o apoio do setor comercial foi possível corrigir de forma coerente, 
atribuindo aos clientes nas estações anteriores a OI 2011 o novo número de cliente, exceto 
no caso de sapatarias que deixaram de adquirir os nossos produtos antes da transição para 
a nova numeração. Nestes casos manteve-se o número antigo pois não foi criado nenhum 
número novo para esses clientes. Para os clientes com mais do que uma sapataria, 
tratando-se de um grupo generalizou-se para apenas um número de cliente. 
Relativamente à família observou-se que o nome nem sempre era homogéneo, por 
exemplo, no caso do calçado Liverpool, por vezes vem denominado “Liverpool-St” no 
caso de botas (St diminutivo de Stiefel, botas em alemão) ou “Liverpool-St-Gore-Tex” 
quando se trata de botas à prova de água, entre outros casos. Apesar destas variações é 
calçado que pertence todo à mesma família e portanto o nome da família foi uniformizado. 
Como já foi referido, a estrutura permite hierarquizar os dados como demonstrado na 
Figura 3.8. 
 
Figura 3. 8: Hierarquia com 6 níveis 
Total Estação Cliente Género Família Cor Tamanho
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No entanto, como mencionado, não vamos pormenorizar até cor e tamanho, pelo que 
apenas vamos estudar a hierarquia até ao 4º nível para que os dados não sejam tão esparsos 
(Figura 3.9). 
 
Figura 3. 9: Hierarquia com 4 níveis 
 
 Após uma breve análise, verificou-se que existem no total 153 famílias de calçado de 
homem e 222 de calçado de senhora. Por estação existem em média 17 famílias para 
homem e 44 para mulher. Algumas famílias repetem-se entre estações, mas são muito 
poucas. Para as coleções de homem OI apenas o tipo Ben se repete em todos os anos e 
para PV unicamente a família Pan. Nas coleções de senhora repetem-se mais famílias 
para cada tipo de coleção, no caso de OI as famílias Atlanta, Graz, Portofino e Verona 
existem em todos os anos e para PV o calçado do tipo Korfu, Meran e Rügen. Observou-
se também que existem em média 32 clientes por estação e que ao longo dos anos alguns 
deixam de encomendar e surgem outros novos. De modo a evitar que os dados sejam 
esparsos adaptou-se a estrutura até ao 2º nível, de forma a ficar mais simples e coeso, 
como ilustra a Figura 3.10. 
 
Figura 3. 10: Hierarquia com 2 níveis 
 
 Como referido no capítulo anterior, a moda é efémera e consequentemente o ciclo de 
vida do produto é muito curto. É por este motivo que as famílias estão sempre a alterar-
se repetindo-se apenas durante 3 ou 4 anos. As famílias que se repetem todos os anos 
correspondem a artigos de calçado básicos que se adequam sempre. 
A Figura 3.11 representa a estrutura com 2 níveis que será utilizada no modelo 
preditivo hierárquico. O nível 0 corresponde à agregação completa dos dados, isto é à 
Total Estação Cliente Género Família
Total Estação Género
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quantidade de sapatos entregue em Portugal pela ara®. O nível 1 desagrega a quantidade 
vendida por estação e o nível 2 distingue o mercado. 
 
Figura 3. 11: Diagrama árvore da estrutura hierárquica da ara® 
 
De forma a aplicar o algoritmo hts (Hyndman, et al. 2016) a base de dados teve de ser 
reestruturada. Para que o algoritmo funcione é necessário que a base de dados represente 
o último nível da hierarquia. Cada coluna deve representar um nó-folha, e todos os nós-
folha provenientes do mesmo pai devem estar seguidos na base de dados. As linhas 
representam o tempo, cada linha deve corresponder a um décimo de entrega da 
mercadoria ordenada de forma crescente. 
 Através da funcionalidade das “Tabelas Dinâmicas” do Excel foi rápido organizar os 
dados da forma pretendida, necessitando apenas de alguns ajustes nas linhas. Como não 
houve entregas em todos os décimos foi necessário inserir linhas em branco para 
representar os décimos em falta. Obteve-se uma matriz com 394 linhas a contar com o 
cabeçalho, iniciando-se no primeiro décimo de Novembro de 2005 e terminando no 3º 
décimo de Setembro de 2016; e com 4 colunas que representam o último nível: Homem 
PV, Senhora PV, Homem OI e Senhora OI. 
Posteriormente, por motivos que serão explicados na secção seguinte, foi necessário 
recorrer novamente às “Tabelas Dinâmicas” para organizar as linhas por mês de entrega 
em vez de décimo. Desta forma, a base de dados ficou mais coesa com apenas 132 linhas 
incluindo cabeçalho e as 4 colunas por estação e género. 
 
ara
PV
Homem Senhora
OI
Homem Senhora
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3.4 Modelação Linear Simples 
Como referido na análise exploratória, existe uma grande variância na quantidade de 
pares entregue por mês ao longo do ano, dificultando a modelação do problema. Deste 
modo, foram construídos diversos modelos preditivos para a série do topo com o 
algoritmo ARIMA. 
 Os modelos foram desenvolvidos apenas com os dados históricos da variável a prever. 
Não foram incluídas variáveis exógenas, porque, como referido no Capítulo 2, variáveis 
como os fins de semana e feriados, épocas festivas, saldos e promoções não têm impacto 
nas vendas de uma indústria e as variáveis como o clima, a moda e a competitividade são 
desconhecidas. 
  
3.4.1 ARIMA 
Com o objetivo de comparar os resultados obtidos com o modelo hierárquico, 
executaram-se previsões com o modelo linear simples ARIMA (Auto-Regressive 
Integrated Moving Average). 
 Através do package forecast (Hyndman 2016) é possível determinar o melhor modelo 
ARIMA que se aplica a uma determinada série temporal. O modelo é aplicado a séries 
estacionárias. Quando isto não se verifica, a série tem de ser diferenciada para se tornar 
estacionária, gerando uma série integrada (I). As desfasagens (lags) da série estacionária 
são denominadas por termos "auto-regressivos" (AR). As desfasagens (lags) dos erros de 
previsão são designadas por termos de “médias móveis” (MA). Através do gráfico ACF, 
apresentado na Figura 3.7, foi estudada a diferenciação, onde se verificou que estamos 
perante uma série estacionária (a média é constante ao longo do tempo em torno de uma 
tendência) (Nau 2014). 
O comando auto.arima retorna os valores dos parâmetros p, d e q que produzem o 
melhor modelo ARIMA de acordo com os valores dos critérios AIC (Akaike’s 
Information Criterion), AICc (Corrected AIC) e BIC (Bayesian Information Criterion) 
(Hyndman 2016). 
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Tabela 3. 2: Parâmetros do melhor modelo ARIMA para a série temporal 
 
 Os parâmetros p, d e q representam, respetivamente, os termos AR (o número de 
termos autorregressivos), I (o número de diferenças não sazonais necessárias para 
transformar numa série estacionária) e MA (número de erros de previsão desfasados). 
Cada um dos parâmetros pode tomar os valores 0, 1 ou 2 (Nau 2014).  
 Para o parâmetro d o valor 0 significa que o modelo não é diferenciado: 𝑦𝑡 = 𝑌𝑡, sendo 
Y a série original, y a série diferenciada e t o tempo. Quando d toma o valor 1 indica que 
o modelo utiliza a 1ª diferença: 𝑦𝑡 = 𝑌𝑡 − 𝑌𝑡−1. Por fim, d=2 exprime a 2ª diferença: 𝑦𝑡 =
(𝑌𝑡 − 𝑌𝑡−1) − (𝑌𝑡−1 − 𝑌𝑡−2), ou seja, a diferença das duas primeiras diferenças (Nau 
2014). 
 O parâmetro p define quantos termos autorregressivos serão utilizados no modelo de 
previsão. Quando p é nulo nenhum termo autorregressivo é utilizado. Se p=1 então 𝑌?̂? =
𝛿1 𝑌𝑡−1, onde  representa o parâmetro autorregressivo. E quando p toma o valor 2 são 
utilizados dois termos autorregressivos: 𝑌?̂? = 𝛿1 𝑌𝑡−1 + 𝛿2 𝑌𝑡−2, onde ilustra o 
segundo termo autorregressivo (Nau 2014). 
 Por fim, o parâmetro q transmite quantos termos de médias móveis serão aplicados no 
modelo de previsão. Se este parâmetro for nulo significa que os erros de previsão não 
serão utilizados para determinar a variável em estudo. Quando toma o valor 1 é inserido 
no modelo um termo de médias móveis: 𝑌?̂? = −(1 − 𝛼0)𝑒𝑡 − (1 − 𝛼1) 𝑒𝑡−1, onde  
representa o coeficiente de médias móveis de cada erro e e ilustra o erro de previsão para 
cada momento. Por último, se q=2 então 𝑌?̂? = −(1 − 𝛼0)𝑒𝑡 − (1 − 𝛼1)𝑒𝑡−1 − (1 −
𝛼2)𝑒𝑡−2 (Nau 2014). 
auto.arima(TS)
ARIMA (2,0,2)
AR1 AR2 MA1 MA2 Interceção
Coeficientes 0,9679 -0,966 -0,9788 0,7534 2387,64
Desvio Padrão 0,0274 0,0289 0,0632 0,0784 140,4143
σ
2
 = 4391722 Log-likelihood = -1.186,23
AIC = 2.384,46 AICC = 2.385,13 BIC = 2.401,71
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 Este método automático para escolher o modelo que mais se adequa segue dois passos: 
primeiro, para determinar o número de diferenças (d) é repetido o teste KPSS, que testa 
se uma série temporal é estacionária em torno de uma tendência determinística; segundo, 
os valores de p e q são escolhidos através da minimização do critério AICc, mas não são 
consideradas todas as hipóteses possíveis. O algoritmo usa o método de procura stepwise 
para percorrer todo o modelo (Hyndman 2016). 
Os critérios AIC, AICc e BIC são medidas estatísticas de quão bem um modelo se 
ajusta a um conjunto de dados, estimam o verdadeiro erro num conjunto de treino.  
 O critério AIC indica que o melhor modelo é aquele que minimiza a seguinte 
expressão: 𝐴𝐼𝐶 =  −2 log(𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑) + 2𝑘, onde k=p+q+1 caso o modelo 
possua uma interceção ou um termo constante, ou k=p+q caso contrário. Porém, como o 
AIC é um estimador enviesado, surge o critério AICc que visa eliminar o viés através da 
expressão: 𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 + 
2(𝑘+1)(𝑘+2)
𝑛−𝑘−2
, onde n é o tamanho da amostra (Cryer e Chan 
2008). 
 A abordagem BIC determina que o melhor modelo é o que minimiza a expressão: 
𝐵𝐼𝐶 =  −2 log(𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑) + 𝑘log(𝑛) (Cryer e Chan 2008). 
 
3.4.2 Avaliação 
 Inicialmente foi construído um modelo de previsão com 24 meses de treino para a 
previsão do mês seguinte. Na abordagem sliding window o erro médio absoluto era de 
2.174 pares e growing window era de 2.053 pares (Figura 3.12, “SW” e “GW”). Assim o 
erro absoluto médio parece bastante alto tendo em conta que o valor máximo de pares 
entregues num mês foi de 10.745. 
 Posteriormente, foi construído um modelo idêntico, porém com o conjunto de treino 
normalizado (subtraindo a média e dividindo pelo desvio padrão do conjunto de treino). 
No final, as previsões foram desnormalizadas (multiplicando pelo desvio padrão e 
somando a média do conjunto de treino) e obteve-se um erro médio absoluto com sliding 
window de 1.989 pares e com growing window de 1.685 pares (Figura 3.12, “Norm. SW” 
e “Norm. GW”). 
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Figura 3. 12: Comparação do MAE dos modelos ARIMA 
 
 Com resultados ainda pouco satisfatórios, o problema foi modelado através das 
diferenças das entregas de um mês relativamente ao mês anterior. Contudo, os resultados 
obtidos foram insatisfatórios, apresentando com sliding window um erro médio absoluto 
de 2.864 pares e com growing window de 2.434 pares (Figura 3.12, “Dif. SW” e “Dif. 
GW”). 
 Por último, criaram-se 12 sub-bases de dados, cada uma correspondendo a um mês, 
com um valor para cada ano. Deste modo, as previsões para cada mês foram feitas com 
base nos valores reais dos 3 anos anteriores do respetivo mês em questão, isto é, por 
exemplo, para prever Janeiro de 2009 foram utilizados como conjunto de treino Janeiro 
de 2006, de 2007 e de 2008. Com este método o erro absoluto médio foi de 1.995 e 1.630 
pares com slidding e growing window, respetivamente (Figura 3.12, “Mês SW” e “Mês 
GW”). 
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 Observando a Figura 3.12 verifica-se que o modelo Mês a Mês com growing window 
é o que apresenta menor erro de previsão. Com sliding window é o modelo com dados 
normalizados que tem melhor desempenho, no entanto é pior que o modelo Mês a Mês 
com growing window. Constata-se também que a modelação com diferenças é a que 
origina maior erro nas duas abordagens. De notar também que as modelações com 
growing window proporcionam, em 75% dos casos melhores resultados do que com 
sliding window. 
 
3.5 Exploração da Estrutura Hierárquica 
O objetivo é explorar a estrutura hierárquica inerente ao negócio através do packgage hts 
do R (Hyndman, et al. 2016) e desenvolver um modelo com menor taxa de erro possível, 
que devolva resultados de fácil compreensão e que seja simples de forma a facilitar a 
deteção do motivo de eventuais discrepâncias entre a previsão e a realidade. 
 
Figura 3. 13: Entrega das encomendas principais entre 11/2005 e 09/2016 
 
 A hierarquia utilizada possui dois níveis (Coleção e Mercado). No nível mais 
desagregado os dados são distinguidos por coleção (OI e PV) e por mercado (Senhora e 
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Homem). No nível 1 diferencia-se apenas por coleção. E no nível 0 os dados são 
completamente agregados. Na Figura 3.13 observa-se o gráfico dos dados para cada nível 
com início em Novembro de 2005 e final em Setembro de 2016 
 
3.5.1 Modelo Experimental 
Optou-se por aplicar o algoritmo hts às 12 bases de dados mensais, uma vez que foi o 
modelo que demonstrou melhores resultados com o ARIMA.  
Num primeiro passo converteu-se as 12 bases de dados em séries temporais com 
frequências anuais (igual a 1) e início em 2006 através do comando ts. De seguida foi 
definida a hierarquia das séries temporais utilizando o comando hts, informando o sistema 
de que o 1º nível possui dois nós sendo que as duas primeiras colunas das bases de dados 
correspondem ao nó (PV) e as restantes duas ao nó (OI). 
Através do comando smatrix é possível obter a matriz S correspondente à hierarquia 
em questão. A Equação 3.1 representa a matriz S obtida. Como mencionado no Capítulo 
2, cada linha representa uma série da hierarquia e o número de colunas corresponde ao 
número de nós-folha (Homem PV, Senhora PV, Homem OI e Senhora OI). 
𝑆 =
[
 
 
 
 
 
 
1
1
0
1
1
0
1
0
1
1
0
1
1 0 0 0
0
0
0
1
0
0
0
1
0
0
0
1]
 
 
 
 
 
 
                          (3.1) 
 
 Conforme abordado no Capítulo 2 existem vários métodos para obter os estimadores 
da regressão que combinam as previsões base. 
 Para o caso do método OLS, a Equação 3.2 exibe os pesos obtidos e a Equação 3.3 
exemplifica a aplicação desses pesos para estimar a série temporal PV. 
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𝑆(𝑆′𝑆)−1𝑆′ = 
[
 
 
 
 
 
 
0.571
0.286
0.286
0.286
0.476
−0.19
0.286
−0.19
0.476
0.143
0.238
−0.10
0.143
0.238
−0.10
0.143
−0.10
0.238
0.143
−0.10
0.238
0.143  0.238 −0.10 0.619 −0.38 −0.05 −0.05
0.143
0.143
0.143
0.238
−0.10
−0.10
−0.10
0.238
0.238
−0.38
−0.05
−0.05
0.619
−0.05
−0.05
−0.05
0.619
−0.38
−0.05
−0.38
0.619]
 
 
 
 
 
 
     (3.2) 
 
?̃?𝑃𝑉 = 0.286 × ?̂?𝑇𝑜𝑡𝑎𝑙 +  0.476 ×  ?̂?𝑃𝑉 −  0.19 ×  ?̂?𝑂𝐼 +  0.238 × ?̂?𝑃𝑉,𝐻 +  0.238 ×
 ?̂?𝑃𝑉,𝑆 −  0.10 ×  ?̂?𝑂𝐼,𝐻 −  0.10 ×  ?̂?𝑂𝐼,𝑆                 (3.3) 
 
 Para obter os pesos com o modelo WLS, como mencionado no Capítulo 2, é necessário 
a matriz var-covar das previsões base, ilustrada na Equação 3.4. Para obter os erros foi 
executado o modelo ARIMA individualmente para todas as séries da hierarquia, numa 
abordagem growing window, modelado com as 12 bases de dados, prevendo cada mês 
com os respetivos dos anos anteriores, uma vez que para a série do topo foi a modelação 
que melhores resultados apresentou.   
∑ =  𝐸
′𝐸 =
[
 
 
 
 
 
 
2656900 1543610 1131220
 896809 657218
  481636
115730
67237
49274
1520790 78240 1165450
883551 45456 677105
647502 33312 496210
      5041   66243     3408    50765
  
870489 44784 667095
 2304 34320
  511225 ]
 
 
 
 
 
 
   (3.4) 
 
Com a matriz var-covar dos erros das previsões base e S é, então, possível obter os 
estimadores, como demonstra a Equação 3.5. 
𝑆(𝑆′ ∑  −1 𝑆)
−1𝑆′ ∑ = −1 
[
 
 
 
 
 
 
0.551 0.320 0.235
0.294 0.171 0.125
0.258 0.150 0.110
0.024
0.013
0.011
0.316 0.016 0.242
0.168 0.09 0.129
0.148 0.008 0.113
0.126 0.073 0.054 0.005 0.072 0.004 0.055
0.167 0.097 0.071
0.113 0.066 0.048
0.145 0.084 0.062
0.007
0.005
0.006
0.096 0.005 0.073
0.065 0.003 0.050
0.083 0.004 0.064]
 
 
 
 
 
 
   (3.5) 
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 Por fim, é possível construir uma regressão para cada série, de modo a produzir as 
previsões reconciliadas. A Equação 3.6 exemplifica o caso da série OI Senhora. 
?̃?𝑂𝐼,𝑆 = 0.145 × ?̂?𝑇𝑜𝑡𝑎𝑙 +  0.084 × ?̂?𝑃𝑉 +  0.062 × ?̂?𝑂𝐼 +  0.006 ×  ?̂?𝑃𝑉,𝐻 +
 0.083 ×  ?̂?𝑃𝑉,𝑆 +  0.004 × ?̂?𝑂𝐼,𝐻 +  0.064 × ?̂?𝑂𝐼,𝑆            (3.6) 
 
 Com a abordagem MinT, utilizando a matriz var-covar do conjunto de treino, 
representada na equação 3.7, produziram-se os estimadores da Equação 3.8.  
∑ =  𝐸
′𝐸 =
[
 
 
 
 
 
 
1701085278 968381970 732703308
 968374530 7440
  732695868
68639083
68639083
0
899742887 47226193 685477115
899735447 6876 564
7440 47219317 685476551
    14779474  53859609                0              0         
  
845875838 6876  564
 11561929 35657388
  649819163]
 
 
 
 
 
 
    (3.7) 
 
𝑆(𝑆′ ∑  −1 𝑆)
−1𝑆′ ∑ = −1 
[
 
 
 
 
 
 
0.571 0.286 0.286
0.286 0.476 −0.19
0.286 −0.19 0.476
0.143
0.238
−0.10
0.143 0.143 0.143
0.238 −0.10 −0.10
−0.10 0.238 0.238
0.143 0.238 −0.10 0.619 −0.38 −0.05 −0.05
0.143 0.238 −0.10
0.143 −0.10 0.238
0.143 −0.10 0.238
−0.38
−0.05
−0.05
0.619 −0.05 −0.05
−0.05 0.619 −0.038
−0.05 −0.38 0.619 ]
 
 
 
 
 
 
   (3.8) 
 
 Aplicando para a série do topo, a Equação 3.9 ilustra a previsão reconciliada com os 
estimadores gerados pelo método MinT. 
?̃?𝑇𝑜𝑡𝑎𝑙 = 0.571 × ?̂?𝑇𝑜𝑡𝑎𝑙 +  0.286 × ?̂?𝑃𝑉 +  0.286 ×  ?̂?𝑂𝐼 +  0.143 × ?̂?𝑃𝑉,𝐻 +
 0.143 ×  ?̂?𝑃𝑉,𝑆 +  0.143 × ?̂?𝑂𝐼,𝐻 +  0.143 × ?̂?𝑂𝐼,𝑆            (3.9) 
 
 Da abordagem nseries resultam os pesos apresentados na Equação 3.10. 
?̂?ℎ = 
[
 
 
 
 
 
0.143
0.071
0.071
0.036
0.036
0.036]
 
 
 
 
 
                           (3.10) 
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Posteriormente procedeu-se à execução de previsões através dos métodos bottom-up, 
middle-out, top-down e optimal combination. Para executar as previsões utilizou-se o 
comando forecast com o método arima. Este comando escolhe os parâmetros do ARIMA 
através do auto.arima, deste modo os parâmetros selecionados são os que melhor se 
adaptam ao modelo, como explicado anteriormente. 
 Para o método optimal combination executaram-se as diversas variações para obter os 
estimadores da regressão (OLS, WLS, MinT e nseries). Para a inversão da matriz S 
denotou-se que todos os métodos retornavam os mesmos resultados em todos casos. Não 
foi possível executar o MinT. O sistema informa que a matriz var-covar do erro concebida 
com este modelo não é diagonal, isto é, não é simétrica. 
 
3.5.2 Avaliação 
Para avaliar os modelos experimentais utilizou-se a medida MAE numa abordagem 
growing window, visto que anteriormente devolveu melhores resultados. O algoritmo 
ARIMA foi aplicado a todas as séries da hierarquia, com a intenção de comparar os 
resultados com o hts. Foi também utilizada a modelação Mês a Mês. Na Tabela 3.3 é 
possível observar os resultados dos dois algoritmos.  
 
Tabela 3. 3: MAE com Growing Window para o ARIMA e diferentes modelos 
hierárquicos 
 
Para a série do topo observa-se na Figura 3.14 que a exploração da estrutura 
hierárquica com o algoritmo hts produz resultados piores do que o ARIMA. Denota-se 
que dentro dos modelos hierárquicos, os Top-down’s produzem previsões com um erro 
menor. 
Middle-Out A F Forecast P. OLS WLS nseries
Growing Window
Total 1.630 1.845 1.784 1.718 1.718 1.783 1.726 1.748 1.750
PV 947 903 913 911 906 913 913 899 911
OI 694 942 871 815 815 871 845 852 868
H-PV 71 89 89 121 118 89 100 94 98
S-PV 933 864 874 862 856 874 870 861 869
H-OI 48 62 123 115 76 123 113 66 98
S-OI 715 898 875 756 765 874 847 818 859
Top-Down
Bottom-up
Optimal Combination
ARIMA
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Figura 3. 14: MAE do nível 0 com Growing Window – todos os modelos 
 
Uma vez mais, no nível 1 da hierarquia (Figura 3.15), no caso da série OI, o ARIMA 
comporta-se melhor que as modelações hierárquicas. Porém, para a série de nível 1 PV é 
o modelo WLS que apresenta melhor desempenho. Neste caso, o erro obtido com o 
ARIMA é superior a qualquer um dos outros. Analisando apenas as modelações 
hierárquicas, para OI são os modelos Top-Down A e F que devolvem os melhores 
resultados. 
 
 
Figura 3. 15: MAE do nível 1 com Growing Window – todos os modelos 
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Quanto ao nível 2, ilustrado na Figura 3.16, o ARIMA produz os erros mais baixos 
para todas as séries, exceto para a série Senhora PV, para a qual os resíduos desenvolvidos 
por todas as modelações hierárquicas são inferiores. O Bottom-up apresenta o melhor 
comportamento dos modelos hierárquicos para as duas séries de Homem e o Top-Down 
A e F para as duas séries de Senhora. 
 
Figura 3. 16: MAE do nível 2 com Growing Window – todos os modelos 
 
Observando apenas os modelos optimal combnation, constata-se que utilizando o WLS 
para obter os estimadores da regressão, obtém-se um erro preditivo inferior. 
 Em geral, o modelo ARIMA aparenta ter os melhores resultados. Opostamente, o 
modelo Bottom-up parece ter o pior comportamento.  
 Entre as diversas abordagens do Optimal Combination denota-se que, em geral, o WLS 
consegue uma melhor performace, apresentando os erros mais baixos em 5 das 7 séries. 
Isto acontece, pois o modelo WLS atribui menos peso a observações com uma variância 
do erro maior, enquanto o OLS atribui o mesmo peso a todas as observações e o nseries 
nem sequer considera os erros.  
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Capítulo 4 
4. Conclusões e Trabalho Futuro 
O objetivo deste projeto era desenvolver um modelo hierárquico de previsões de vendas 
que fosse capaz de obter bons resultados e de fácil interpretação para quem os fosse 
utilizar. Porém, a empresa possui os seus próprios mecanismos, pelo que não será 
implementado. Deste modo, procurou-se desenvolver uma análise comparativa entre o 
modelo hierárquico e um modelo linear simples. 
No final deste projeto empírico fica ainda muito trabalho por desenvolver, porém é 
possível retirar algumas conclusões interessantes. 
 
4.1 Conclusões 
Este projeto é um entre muitos que procuram explorar uma estrutura hierárquica para 
produzir previsões. Contudo, tem a peculiaridade de abordar todas as hipóteses de 
modelação hierárquica disponíveis no package hts (Hyndman, et al. 2016) com a 
modelação linear simples feita pelo ARIMA (Hyndman 2016). 
 Os resultados obtidos foram satisfatórios tendo em conta as peculiaridades da indústria 
do calçado e a grande variabilidade dos dados disponíveis. 
 Contrariamente ao esperado, em geral o ARIMA apresentou melhor desempenho do 
que qualquer modelo hierárquico, com erros inferiores para a maioria das séries. Mas, tal 
como Hyndman, et al. (2011) e Silva (2015) verificou-se que a abordagem Optimal 
Combination devolve resultados mais acertados do que as tradicionais abordagens 
Bottom-up e Top-down. 
 Em relação ao tempo de execução, as duas abordagens, hts e ARIMA, foram bastante 
eficazes, devolvendo os resultados de forma quase imediata. Este aspeto pode dever-se 
ao facto de as previsões terem sido executadas em sub-bases dados da original, e 
consequentemente com menos dados no conjunto de treino. 
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 Com o modelo Mês a Mês, onde as previsões são realizadas tendo em conta apenas as 
observações do respetivo mês de anos transatos, o horizonte temporal das previsões é de 
12 meses, dado que a cada mês que passa, obtém-se dados para treinar para prever o 
mesmo mês do próximo ano. Se a previsão fosse feita pelo menos ao nível da Família, 
um modelo deste tipo poderia ser útil para obter as previsões de cada Coleção (OI e PV), 
de modo a otimizar o planeamento de produção. Assim, tendo em conta, não só o tempo 
de produção, bem como o tempo de entrega ao cliente, o planeador de produção 
conseguiria, com esta ferramenta, executar um plano de produção que permitiria facilitar 
as encomendas de matéria-prima e otimizar os recursos humanos, produzindo sem 
acumulação de stocks e garantindo a satisfação do cliente.  
 
4.2 Trabalho Futuro 
Como as previsões foram feitas até ao nível dos mercados, os dados não apresentavam as 
influências da moda e a efemeridade do produto. Porém, seria sem dúvida aliciante e 
interessante produzir um modelo que discriminasse o calçado pelo tipo de material 
utilizado e por cores. Thomassey (2014) referiu que modelos lineares simples, como os 
aplicados neste trabalho, não são eficientes para prever vendas em setores influenciados 
pela moda. Deste modo, poderia ser interessante explorar redes neuronais, ou outro 
modelo múltiplo, e tentar utilizar variáveis exógenas para estimar as vendas. No caso das 
cores, penso que seria interessante aliar juízos de valor de especialistas de moda para 
obter as previsões. 
Ficou por abordar neste projeto os casos de incerteza como por exemplo, quando se 
insere um novo modelo no mercado ou quando surge um cliente novo.  
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Acrónimos 
ACF Autocorrelation Function 
AIC Akaike’s Information Criterion  
AICc Corrected AIC 
ARIMA Auto-Regressive Integrated Moving Average 
BIC Bayesian Information Criterion 
BLUE Best Linear Unbiased Estimators 
CRISP-DM Cross Industry Standard Process for Data Mining 
IQR Interquartil Range 
KPSS Teste Kwiatkowski–Phillips–Schmidt–Shin 
MinT Minimum trace 
OI Outono/Inverno 
OLS Ordinary Least Squares 
PV Primavera/Verão 
SKU Stock Keeping Units 
WLS Weighted Least Squares 
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Anexo A 
A.1 Código utilizado para análise exploratória 
#ANÁLISE EXPLORATÓRIA 
setwd("C:/Users/FilipaVeríssimo/Desktop/Encomendas") 
library(forecast) 
library(dplyr) 
d<-read.csv("AE.csv", sep=";",dec=",") 
SomaQtd <- d %>% group_by(Year, month) %>% summarise(sum(pares)) 
TS<-ts(SomaQtd[,3],frequency=12,start=c(2005,11)) 
#TIME PLOT 
plot(TS,main="Entrega de encomendas em Portugal",xlab="Ano",ylab="Pares") 
#BOXPLOT 
boxplot(TS,main="Boxplot: Entrega de encomendas em 
Portugal",xlab="Total",ylab="Pares") 
#SEASONAL PLOT 
library(RColorBrewer) 
cor<-c(brewer.pal(9,"YlOrRd"),"lightgray","darkgray","black") 
cor1<-c(rainbow(9),"lightgray","darkgray","black") 
#SEASONPLOT 
seasonplot(TS,main="Seasonplot: Entrega de encomendas",xlab="Meses", 
ylab="Pares",year.labels=FALSE,year.labels.left=FALSE,col=cor1,pch=19) 
legend(x=10,y=10000,legend=c(2005,2006,2007,2008,2009,2010,2011,2012,2013,2014
,2015,2016),col=cor1,text.col = cor1,cex=1,pch=19) 
#SEASONAL DEVIATION PLOT 
monthplot(TS,main="Season Deviation Plot: Entrega de 
encomendas",xlab="Meses",ylab="Pares",xaxt="n") 
axis(1,at=1:12,labels=month.abb,cex=0.8) 
#ANÁLISE UNIVARIADA 
summary(TS) 
sd(TS) 
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IQR(TS) 
#AUTOCORRELAÇÃO 
TS1<-window(TS,start=2006,end=2016-0.01) 
lag.plot(TS1,lags=9,do.lines=FALSE) 
Acf(TS1,main="Função de Autocorrelação da entrega das encomendas (2006-2015)") 
#WHITE NOISE - SÉRIES TEMPORAIS QUE NÃO APRESENTAM 
AUTOCORRELAÇÃO 
2/sqrt(108) 
 
A.2 Códigos utilizados para aplicar o ARIMA 
setwd("C:/Users/FilipaVeríssimo/Desktop/Encomendas") 
library(forecast) 
library(dplyr) 
d<-read.csv("AE.csv", sep=";",dec=",") 
SomaQtd <- d %>% group_by(Year, month) %>% summarise(sum(pares)) 
TS<-ts(SomaQtd[,3],frequency=12,start=c(2005,11)) 
 
A.2.1 Modelo simples 
#SLIDING WINDOW -> Para Growing Window substituir A por 2005 
A<-2005 
B<-11 
C<-2007 
D<-10 
TS1<-window(TS,start=c(A,B),end=c(C,D)) 
f.arima<-auto.arima(TS1,seasonal=TRUE) 
fTS1<-forecast.Arima(f.arima,h=1) #previsão 11/2007 
fTS1<-fTS1[4] 
FTS1<-as.numeric(fTS1) 
rTS1<-window(TS,start=c(C,D+1),end=c(C,D+1)) #Valor real 11/2007 
RTS1<-rTS1[1] 
erro<-FTS1-RTS1 
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print(erro) 
repeat{ 
 B<-B+1 
 if (B==13){ 
  B<-1 
  A<-A+1 
  } 
 D<-D+1 
 if (D==13){ 
  D<-1 
  C<-C+1 
  } 
 if (C==2016 & D==9){ 
  break} 
 TS1<-window(TS,start=c(A,B),end=c(C,D)) 
 f.arima<-auto.arima(TS1,seasonal=TRUE) 
 fTS1<-forecast.Arima(f.arima,h=1) #previsão 11/2007 
 fTS1<-fTS1[4] 
 FTS1<-as.numeric(fTS1) 
 if (D==12){ 
  rTS1<-window(TS,start=c(C+1,1),end=c(C+1,1)) 
  } 
 else { 
 rTS1<-window(TS,start=c(C,D+1),end=c(C,D+1)) 
 } 
RTS1<-rTS1[1] 
erro<-c(erro,FTS1-RTS1) 
print(erro) 
}  
#ARMAZENAR OS ERROS SW E GW EM OBJETOS DIFERENTES 
MAE.ARIMA24sw<-sum(abs(erro))/length(erro) #Usar para sliding window 
MAE.ARIMA24gw<-sum(abs(erro))/length(erro) #Usar para growing window 
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A.2.2 Modelo com normalização dos dados 
#SW ARIMA NORMALIZAÇÃO – Para Growing Window substituir A por 2010 
A<-2010 
B<-01 
C<-2011 
D<-12 
TS1<-window(TS,start=c(2010,01),end=c(2011,12)) 
TSn<-(TS1-mean(TS1))/sd(TS1) 
f.arima<-auto.arima(TSn,seasonal=TRUE) 
fTSn<-forecast.Arima(f.arima,h=1) 
fTSn<-fTSn[4] 
print(fTSn) 
FTSn<-as.numeric(fTSn) 
FTS1<-FTSn*sd(TS1)+mean(TS1) 
 repeat{ 
 B<-B+1 
 if (B==13){ 
  B<-1 
  A<-A+1 
  } 
 D<-D+1 
 if (D==13){ 
  D<-1 
  C<-C+1 
  } 
 if (C==2016 & D==09){ 
  break} 
 TS1<-window(TS,start=c(A,B),end=c(C,D)) 
 TSn<-(TS1-mean(TS1))/sd(TS1) 
 f.arima<-auto.arima(TSn,seasonal=TRUE) 
 fTSn<-forecast.Arima(f.arima,h=1) #previsão 11/2007 
 fTSn<-fTSn[4] 
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 print(fTSn) 
 fTSn<-as.numeric(fTSn) 
 FTS1<-c(FTS1,fTSn*sd(TS1)+mean(TS1)) 
}  
f<-ts(FTS1,frequency=12,start=c(2012,01)) 
r<-window(TS,start=c(2012,01)) 
e<-f-r 
#ARMAZENAR OS ERROS SW E GW EM OBJETOS DIFERENTES 
MAE.ARIMAnormsw<-sum(abs(e))/length(e) #para sliding window 
MAE.ARIMAnormgw<-sum(abs(e))/length(e) #para growing window 
 
 
A.2.3 Modelo com as diferenças dos dados 
#SW ARIMA DIFERENÇAS – Para Growing Window substituir A por 2005 
A<-2005 
B<-12 
C<-2007 
D<-11 
TS1<-window(TSD,start=c(A,B),end=c(C,D)) 
f.arima<-auto.arima(TS1,seasonal=TRUE) 
fTS1<-forecast.Arima(f.arima,h=1) #previsão 12/2008 
fTS1<-fTS1[4] 
FTS1<-as.numeric(fTS1) 
FTS1<-c(FTS1+window(TS,start=c(C,D),end=c(C,D))) 
 repeat{ 
 B<-B+1 
 if (B==13){ 
  B<-1 
  A<-A+1 
  } 
 D<-D+1 
 if (D==13){ 
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  D<-1 
  C<-C+1 
  } 
 if (C==2016 & D==9){ 
  break} 
 TS1<-window(TSD,start=c(A,B),end=c(C,D)) 
 f.arima<-auto.arima(TS1,seasonal=TRUE) 
 fTS1<-forecast.Arima(f.arima,h=1) 
 fTS1<-fTS1[4] 
 fTS1<-as.numeric(fTS1) 
 fTS1 
 fTS1<-c(fTS1+window(TS,start=c(C,D),end=c(C,D))) 
 FTS1<-c(FTS1,fTS1) 
}  
 FTS1 
 f<-ts(FTS1,frequency=12,start=c(2008,12)) 
 r<-window(TS,start=c(2008,12)) 
e1<-f-r 
#ARMAZENAR OS ERROS SW E GW EM OBJETOS DIFERENTES 
MAE.ARIMAdifsw<-sum(abs(e1))/length(e1) #para sliding window 
MAE.ARIMAdifgw<-sum(abs(e1))/length(e1) #para growing window 
 
A.2.4 Modelo Mês a Mês 
#Para a série do topo 
SomaQtd <- d %>% group_by(Year, month) %>% summarise(sum(pares)) 
TS<-ts(SomaQtd[,3],frequency=12,start=c(2005,11)) 
#Para as séries do 1º nível 
#pv para PV, substitui por oi para OI  
pv<-d %>% group_by(Year,month) %>% filter(Season=="pv") %>% 
summarise(sum(pares)) 
TS<-ts(pv[,3],frequency=12,start=c(2005,11)) 
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#Para as séries do 2º nível 
#pvh para PV Homem, substituir pv por oi para OI e h por s para Senhora 
pvh <- d %>% group_by(Year,month) %>%  filter(Season=="pv",Gender=="h")%>% 
summarise(sum(pares)) 
TS<-ts(pvh[,3],frequency=12,start=c(2005,11)) 
 
A.2.4.1 Sub-bases de dados 
#Correr para as 7 séries 
A<-2006 
Jan<-window(TS,start=c(A,1),end=c(A,1)) 
Fev<-window(TS,start=c(A,2),end=c(A,2)) 
Mar<-window(TS,start=c(A,3),end=c(A,3)) 
Abr<-window(TS,start=c(A,4),end=c(A,4)) 
Mai<-window(TS,start=c(A,5),end=c(A,5)) 
Jun<-window(TS,start=c(A,6),end=c(A,6)) 
Jul<-window(TS,start=c(A,7),end=c(A,7)) 
Ago<-window(TS,start=c(A,8),end=c(A,8)) 
Set<-window(TS,start=c(A,9),end=c(A,9)) 
Out<-window(TS,start=c(A,10),end=c(A,10)) 
Nov<-window(TS,start=c(A,11),end=c(A,11)) 
Dez<-window(TS,start=c(A,12),end=c(A,12)) 
repeat{ 
 if (A==2017){ 
  break 
  } 
 A<-A+1 
 m1<-window(TS,start=c(A,1),end=c(A,1)) 
 m2<-window(TS,start=c(A,2),end=c(A,2)) 
 m3<-window(TS,start=c(A,3),end=c(A,3)) 
 m4<-window(TS,start=c(A,4),end=c(A,4)) 
 m5<-window(TS,start=c(A,5),end=c(A,5)) 
 m6<-window(TS,start=c(A,6),end=c(A,6)) 
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 m7<-window(TS,start=c(A,7),end=c(A,7)) 
 m8<-window(TS,start=c(A,8),end=c(A,8)) 
 m9<-window(TS,start=c(A,9),end=c(A,9)) 
 m10<-window(TS,start=c(A,10),end=c(A,10)) 
 m11<-window(TS,start=c(A,11),end=c(A,11)) 
 m12<-window(TS,start=c(A,12),end=c(A,12)) 
 Jan<-c(Jan,m1) 
 Fev<-c(Fev,m2) 
 Mar<-c(Mar,m3) 
 Abr<-c(Abr,m4) 
 Mai<-c(Mai,m5) 
 Jun<-c(Jun,m6) 
 Jul<-c(Jul,m7) 
 Ago<-c(Ago,m8) 
 Set<-c(Set,m9) 
 Out<-c(Out,m10) 
 Nov<-c(Nov,m11) 
 Dez<-c(Dez,m12)} 
} 
names(Jan)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Fev)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Mar)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Abr)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Mai)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Jun)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Jul)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Ago)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Set)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Out)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Nov)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
names(Dez)<-c('2006','2007','2008','2009','2010','2011','2012','2013','2014','2015') 
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A.2.4.2 Sliding e Growing Window 
# 3 meses para prever 1  
#Sliding Window apenas foi utilizado para a série do topo 
A<-1 
Jan1<-c(Jan[A],Jan[A+1],Jan[A+2]) 
f.arima1<-auto.arima(Jan1) 
f1<-forecast.Arima(f.arima1,h=1) #previsão 01/2009 
f1<-f1[4] 
F1<-as.numeric(f1) 
 
Fev1<-c(Fev[A],Fev[A+1],Fev[A+2]) 
f.arima2<-auto.arima(Fev1) 
f2<-forecast.Arima(f.arima2,h=1) #previsão 01/2009 
f2<-f2[4] 
F2<-as.numeric(f2) 
 
Mar1<-c(Mar[A],Mar[A+1],Mar[A+2]) 
f.arima3<-auto.arima(Mar1) 
f3<-forecast.Arima(f.arima3,h=1) #previsão 01/2009 
f3<-f3[4] 
F3<-as.numeric(f3) 
 
Abr1<-c(Abr[A],Abr[A+1],Abr[A+2]) 
f.arima4<-auto.arima(Abr1) 
f4<-forecast.Arima(f.arima4,h=1) #previsão 01/2009 
f4<-f4[4] 
F4<-as.numeric(f4) 
 
Mai1<-c(Mai[A],Mai[A+1],Mai[A+2]) 
f.arima5<-auto.arima(Mai1) 
f5<-forecast.Arima(f.arima5,h=1) #previsão 01/2009 
f5<-f5[4] 
58 
 
F5<-as.numeric(f5) 
 
Jun1<-c(Jun[A],Jun[A+1],Jun[A+2]) 
f.arima6<-auto.arima(Jun1) 
f6<-forecast.Arima(f.arima6,h=1) #previsão 01/2009 
f6<-f6[4] 
F6<-as.numeric(f6) 
 
Jul1<-c(Jul[A],Jul[A+1],Jul[A+2]) 
f.arima7<-auto.arima(Jul1) 
f7<-forecast.Arima(f.arima7,h=1) #previsão 01/2009 
f7<-f7[4] 
F7<-as.numeric(f7) 
 
Ago1<-c(Ago[A],Ago[A+1],Ago[A+2]) 
f.arima8<-auto.arima(Ago1) 
f8<-forecast.Arima(f.arima8,h=1) #previsão 01/2009 
f8<-f8[4] 
F8<-as.numeric(f8) 
 
Set1<-c(Set[A],Set[A+1],Set[A+2]) 
f.arima9<-auto.arima(Set1) 
f9<-forecast.Arima(f.arima9,h=1) #previsão 01/2009 
f9<-f9[4] 
F9<-as.numeric(f9) 
 
Out1<-c(Out[A],Out[A+1],Out[A+2]) 
f.arima10<-auto.arima(Out1) 
f10<-forecast.Arima(f.arima10,h=1) #previsão 01/2009 
f10<-f10[4] 
F10<-as.numeric(f10) 
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Nov1<-c(Nov[A],Nov[A+1],Nov[A+2]) 
f.arima11<-auto.arima(Nov1) 
f11<-forecast.Arima(f.arima11,h=1) #previsão 01/2009 
f11<-f11[4] 
F11<-as.numeric(f11) 
 
Dez1<-c(Dez[A],Dez[A+1],Dez[A+2]) 
f.arima12<-auto.arima(Dez1) 
f12<-forecast.Arima(f.arima12,h=1) #previsão 01/2009 
f12<-f12[4] 
F12<-as.numeric(f12) 
 
 repeat{ 
 A<-A+1 
 if (A==8){ 
  break} 
 Jan1<-c(Jan1[-c(A,A+1)],Jan[A],Jan[A+1],Jan[A+2]) 
 f.arima1<-auto.arima(Jan1) 
 f1<-forecast.Arima(f.arima1,h=1) 
 f1<-f1[4] 
 F1<-c(F1,as.numeric(f1)) 
  
 Fev1<-c(Fev1[-c(A,A+1)],Fev[A],Fev[A+1],Fev[A+2]) 
 f.arima2<-auto.arima(Fev1) 
 f2<-forecast.Arima(f.arima2,h=1) 
 f2<-f2[4] 
 F2<-c(F2,as.numeric(f2)) 
 
 Mar1<-c(Mar1[-c(A,A+1)],Mar[A],Mar[A+1],Mar[A+2]) 
 f.arima3<-auto.arima(Mar1) 
 f3<-forecast.Arima(f.arima3,h=1) 
 f3<-f3[4] 
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 F3<-c(F3,as.numeric(f3)) 
 
 Abr1<-c(Abr1[-c(A,A+1)],Abr[A],Abr[A+1],Abr[A+2]) 
 f.arima4<-auto.arima(Abr1) 
 f4<-forecast.Arima(f.arima4,h=1) #previsão 01/2009 
 f4<-f4[4] 
 F4<-c(F4,as.numeric(f4)) 
 
 Mai1<-c(Mai1[-c(A,A+1)],Mai[A],Mai[A+1],Mai[A+2]) 
 f.arima5<-auto.arima(Mai1) 
 f5<-forecast.Arima(f.arima5,h=1) #previsão 01/2009 
 f5<-f5[4] 
 F5<-c(F5,as.numeric(f5)) 
 
 Jun1<-c(Jun1[-c(A,A+1)],Jun[A],Jun[A+1],Jun[A+2]) 
 f.arima6<-auto.arima(Jun1) 
 f6<-forecast.Arima(f.arima6,h=1) #previsão 01/2009 
 f6<-f6[4] 
 F6<-c(F6,as.numeric(f6)) 
 
 Jul1<-c(Jul1[-c(A,A+1)],Jul[A],Jul[A+1],Jul[A+2]) 
 f.arima7<-auto.arima(Jul1) 
 f7<-forecast.Arima(f.arima7,h=1) #previsão 01/2009 
 f7<-f7[4] 
 F7<-c(F7,as.numeric(f7)) 
 
 Ago1<-c(Ago1[-c(A,A+1)],Ago[A],Ago[A+1],Ago[A+2]) 
 f.arima8<-auto.arima(Ago1) 
 f8<-forecast.Arima(f.arima8,h=1) #previsão 01/2009 
 f8<-f8[4] 
 F8<-c(F8,as.numeric(f8)) 
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 Set1<-c(Set1[-c(A,A+1)],Set[A],Set[A+1],Set[A+2]) 
 f.arima9<-auto.arima(Set1) 
 f9<-forecast.Arima(f.arima9,h=1) #previsão 01/2009 
 f9<-f9[4] 
 F9<-c(F9,as.numeric(f9)) 
 
 Out1<-c(Out1[-c(A,A+1)],Out[A],Out[A+1],Out[A+2]) 
 f.arima10<-auto.arima(Out1) 
 f10<-forecast.Arima(f.arima10,h=1) #previsão 01/2009 
 f10<-f10[4] 
 F10<-c(F10,as.numeric(f10)) 
 
 Nov1<-c(Nov1[-c(A,A+1)],Nov[A],Nov[A+1],Nov[A+2]) 
 f.arima11<-auto.arima(Nov1) 
 f11<-forecast.Arima(f.arima11,h=1) #previsão 01/2009 
 f11<-f11[4] 
 F11<-c(F11,as.numeric(f11)) 
 
 Dez1<-c(Dez1[-c(A,A+1)],Dez[A],Dez[A+1],Dez[A+2]) 
 f.arima12<-auto.arima(Dez1) 
 f12<-forecast.Arima(f.arima12,h=1) #previsão 01/2009 
 f12<-f12[4] 
 F12<-c(F12,as.numeric(f12)) 
 }  
f1<-ts(F1,frequency=1,start=c(2009)) 
r1<-c(Jan[4],Jan[5],Jan[6],Jan[7],Jan[8],Jan[9],Jan[10]) 
r1<-ts(r1,frequency=1,start=c(2009)) 
e1<-f1-r1 
 
f2<-ts(F2,frequency=1,start=c(2009)) 
r2<-c(Fev[4],Fev[5],Fev[6],Fev[7],Fev[8],Fev[9],Fev[10]) 
r2<-ts(r2,frequency=1,start=c(2009)) 
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e2<-f2-r2 
 
f3<-ts(F3,frequency=1,start=c(2009)) 
r3<-c(Mar[4],Mar[5],Mar[6],Mar[7],Mar[8],Mar[9],Mar[10]) 
r3<-ts(r3,frequency=1,start=c(2009)) 
e3<-f3-r3 
 
f4<-ts(F4,frequency=1,start=c(2009)) 
r4<-c(Abr[4],Abr[5],Abr[6],Abr[7],Abr[8],Abr[9],Abr[10]) 
r4<-ts(r4,frequency=1,start=c(2009)) 
e4<-f4-r4 
 
f5<-ts(F5,frequency=1,start=c(2009)) 
r5<-c(Mai[4],Mai[5],Mai[6],Mai[7],Mai[8],Mai[9],Mai[10]) 
r5<-ts(r5,frequency=1,start=c(2009)) 
e5<-f5-r5 
 
f6<-ts(F6,frequency=1,start=c(2009)) 
r6<-c(Jun[4],Jun[5],Jun[6],Jun[7],Jun[8],Jun[9],Fev[10]) 
r6<-ts(r6,frequency=1,start=c(2009)) 
e6<-f6-r6 
 
f7<-ts(F7,frequency=1,start=c(2009)) 
r7<-c(Jul[4],Jul[5],Jul[6],Jul[7],Jul[8],Jul[9],Jul[10]) 
r7<-ts(r7,frequency=1,start=c(2009)) 
e7<-f7-r7 
 
f8<-ts(F8,frequency=1,start=c(2009)) 
r8<-c(Ago[4],Ago[5],Ago[6],Ago[7],Ago[8],Ago[9],Ago[10]) 
r8<-ts(r8,frequency=1,start=c(2009)) 
e8<-f8-r8 
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f9<-ts(F9,frequency=1,start=c(2009)) 
r9<-c(Set[4],Set[5],Set[6],Set[7],Set[8],Set[9],Set[10]) 
r9<-ts(r9,frequency=1,start=c(2009)) 
e9<-f9-r9 
 
f10<-ts(F10,frequency=1,start=c(2009)) 
r10<-c(Out[4],Out[5],Out[6],Out[7],Out[8],Out[9],Out[10]) 
r10<-ts(r10,frequency=1,start=c(2009)) 
e10<-f10-r10 
 
f11<-ts(F11,frequency=1,start=c(2009)) 
r11<-c(Nov[4],Nov[5],Nov[6],Nov[7],Nov[8],Nov[9],Nov[10]) 
r11<-ts(r11,frequency=1,start=c(2009)) 
e11<-f11-r11 
 
f12<-ts(F12,frequency=1,start=c(2009)) 
r12<-c(Dez[4],Dez[5],Dez[6],Dez[7],Dez[8],Dez[9],Dez[10]) 
r12<-ts(r12,frequency=1,start=c(2009)) 
e12<-f12-r12 
 
e<-c(e1,e2,e3,e4,e5,e6,e7,e8,e9,e10,e11,e12) 
 
A.2.4.3 Armazenar os MAE 
#Série do nível 0 
#ARMAZENAR OS ERROS SW E GW EM OBJETOS DIFERENTES 
MAE.ARIMAmsw<-sum(abs(e))/length(e)  #para sliding window 
MAE.ARIMAmgw<-sum(abs(e))/length(e) #para growing window 
 
#Séries dos níveis 1 e 2 
#Apenas Growing Window 
MAE.pv<-sum(abs(e))/length(e) 
MAE.oi<-sum(abs(e))/length(e) 
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MAE.pvh<-sum(abs(e))/length(e) 
MAE.pvs<-sum(abs(e))/length(e) 
MAE.oih<-sum(abs(e))/length(e) 
MAE.ois<-sum(abs(e))/length(e) 
 
A.2.5 Comparação dos MAE com ARIMA 
#ERROS ARIMA – BARPLOT – Apenas da série Total 
erros<-c(MAE.ARIMA24sw,MAE.ARIMA24gw, 
MAE.ARIMAnormsw,MAE.ARIMAnormgw,MAE.ARIMAdifsw,MAE.ARIMAdifgw,
MAE.ARIMAmsw,MAE.ARIMAmgw) 
names(erros)<-c("SW","GW", "Norm. SW","Norm. GW","Dif. SW","Dif. GW","Mês 
SW","Mês GW") 
g<-barplot(erros,ylim=c(0,3000),cex.names=0.7,beside=TRUE,cex.main=1, 
main="Comparação do MAE",legend = rownames(erros),args.legend = list(x = "center", 
bty = "n", cex=20,inset=c(0, 0.1))) 
text(g, erros, labels = format(erros, 4),pos = 3, cex = .7) 
 
A.3 Códigos utilizados para aplicar hts 
setwd("C:/Users/FilipaVeríssimo/Desktop/Encomendas") 
library(hts) 
d<-read.csv("TUDO MÊS.csv", sep=";",dec=",") 
bts<-ts(d,frequency=12,start=c(2005,11)) 
y<-hts(bts,nodes=list(2,c(2,2)),characters=c(2,2)) 
ally<-aggts(y,levels=0) #devolve todas as séries da hierarquia 
somey<-aggts(y,levels=c(0,2)) #devolve as séries temporais no nível 0 e 2 
S<-smatrix(y) #devolve a matriz S 
plot(y,levels=c(0,1,2),xlim=c(2005,2016)) 
bts<-ts(d,frequency=12,start=c(2005,11)) 
 
#Sub-bases de dados 
bm<-function(x){ 
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m<-bts[c(x,x+12,x+12*2,x+12*3,x+12*4,x+12*5,x+12*6,x+12*7,x+12*8,x+12*9), 
c(1,2,3,4)] 
m<-ts(m,frequency=1,start=c(2006)) 
m<-hts(m,nodes=list(2,c(2,2)),characters=c(2,2)) 
return(m) 
} 
Jan<-bm(3) 
Fev<-bm(4) 
Mar<-bm(5) 
Abr<-bm(6) 
Mai<-bm(7) 
Jun<-bm(8) 
Jul<-bm(9) 
Ago<-bm(10) 
Set<-bm(11) 
Out<-bm(12) 
Nov<-bm(13) 
Dez<-bm(14) 
 
#GROWING WINDOW – 3 meses para prever 1 
#Alterar os parâmetros do forecast() para os diversos modelos (bu, mo, td, comb) 
#Substituir ‘Jan’ por todos os meses para obter as previsões todas 
A<-2006 
B<-2008 
n<-1 
y1<-window(Jan,start=c(2006),end=c(B)) 
fy1<-forecast(y1,h=1,method='bu',fmethod='arima') 
f<-aggts(fy1,levels=c(2)) 
repeat{ 
 if(B==2014){ 
 break 
 } 
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 A<-A+1 
 B<-B+1 
 n<-n+1 
 y1<-window(Jan,start=c(2006),end=c(B)) 
 fy1<-forecast(y1,h=1,method='bu',fmethod='arima') 
 fy1<-aggts(fy1,levels=c(2)) 
 f<-rbind(f,fy1) 
 print(f) 
 } 
fJan<-round(f) 
fJan<-ifelse(fJan<0,0,fJan) 
fJan<-ts(fJan,frequency=1,start=2009) 
fJan<-hts(fJan,nodes=list(2,c(2,2)),characters=c(2,2)) 
fJant<-aggts(fJan,levels=0) 
fJan1<-aggts(fJan,levels=1) 
fJan2<-aggts(fJan,levels=2) 
 
#ERROS 
rJan<-window(aggts(Jan,levels=0),start=c(2009)) 
eJan<-fJant-rJan 
rJan1<-window(aggts(Jan,levels=1),start=c(2009)) 
eJan1<-fJan1-rJan1 
rJan2<-window(aggts(Jan,levels=2),start=c(2009)) 
eJan2<-fJan2-rJan2 
 
#Depois de correr o código para os 12 meses 
ehts<-c(eJan,eFev,eMar,eAbr,eMai,eJun,eJul,eAgo,eSet,eOut,eNov,eDez) 
 
ehts1.1<-c(eJan1[,1],eFev1[,1],eMar1[,1],eAbr1[,1],eMai1[,1],eJun1[,1],eJul1[,1], 
eAgo1[,1],eSet1[,1],eOut1[,1],eNov1[,1],eDez1[,1]) 
 
ehts1.2<-c(eJan1[,2],eFev1[,2],eMar1[,2],eAbr1[,2],eMai1[,2],eJun1[,2],eJul1[,2], 
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eAgo1[,2],eSet1[,2],eOut1[,2],eNov1[,2],eDez1[,2]) 
 
ehts2.1<-c(eJan2[,1],eFev2[,1],eMar2[,1],eAbr2[,1],eMai2[,1],eJun2[,1],eJul2[,1], 
eAgo2[,1],eSet2[,1],eOut2[,1],eNov2[,1],eDez2[,1]) 
 
ehts2.2<-c(eJan2[,2],eFev2[,2],eMar2[,2],eAbr2[,2],eMai2[,2],eJun2[,2],eJul2[,2], 
eAgo2[,2],eSet2[,2],eOut2[,2],eNov2[,2],eDez2[,2]) 
 
ehts2.3<-c(eJan2[,3],eFev2[,3],eMar2[,3],eAbr2[,3],eMai2[,3],eJun2[,3],eJul2[,3], 
eAgo2[,3],eSet2[,3],eOut2[,3],eNov2[,3],eDez2[,3]) 
 
ehts2.4<-c(eJan2[,4],eFev2[,4],eMar2[,4],eAbr2[,4],eMai2[,4],eJun2[,4],eJul2[,4], 
eAgo2[,4],eSet2[,4],eOut2[,4],eNov2[,4],eDez2[,4]) 
 
#Erro absoluto médio 
#Substituir bu consoante o método para armazenar os erros com todos os modelos 
#Bottom-up (bu),Middle-out (mo), Top-down A (tda), Top-down F (tdf), Top-down FP 
(tdfp), OLS (ols), WLS (wls), nseries(n) 
maehts.bu<-sum(abs(ehts))/length(ehts) 
maehts1.1.bu<-sum(abs(ehts1.1))/length(ehts1.1) 
maehts1.2.bu<-sum(abs(ehts1.2))/length(ehts1.2) 
maehts2.1.bu<-sum(abs(ehts2.1))/length(ehts2.1) 
maehts2.2.bu<-sum(abs(ehts2.2))/length(ehts2.2) 
maehts2.3.bu<-sum(abs(ehts2.3))/length(ehts2.3) 
maehts2.4.bu<-sum(abs(ehts2.4))/length(ehts2.4) 
 
A.3.1 Comparação dos MAE com o ARIMA 
#Gráfico de barras do MAE com GW (ARIMA + HTS) 
T<-c(MAE.ARIMAmgw, maehts.bu, maehts.mo, maehts.tda, maehts.tdf, maehts.tdfp, 
maehts.ols, maehts.wls, maehts.n) 
PV<-c(MAE.pv, maehts1.1.bu, maehts1.1.mo, maehts1.1.tda, maehts1.1.tdf, 
maehts1.1.tdfp, maehts1.1.ols, maehts1.1.wls, maehts1.1.n) 
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OI<-c(MAE.oi, maehts1.2.bu, maehts1.2.mo, maehts1.2.tda, maehts1.2.tdf, 
maehts1.2.tdfp, maehts1.2.ols, maehts1.2.wls, maehts1.2.n) 
PV.H<-c(MAE.pvh, maehts2.1.bu, maehts2.1.mo, maehts2.1.tda, maehts2.1.tdf, 
maehts2.1.tdfp, maehts2.1.ols, maehts2.1.wls, maehts2.1.n) 
PV.S<-c(MAE.pvs, maehts2.2.bu, maehts2.2.mo, maehts2.2.tda, maehts2.2.tdf, 
maehts2.2.tdfp, maehts2.2.ols, maehts2.2.wls, maehts2.2.n) 
OI.H<-c(MAE.oih, maehts2.3.bu, maehts2.3.mo, maehts2.3.tda, maehts2.3.tdf, 
maehts2.3.tdfp, maehts2.3.ols, maehts2.3.wls, maehts2.3.n) 
OI.S<-c(MAE.ois, maehts2.4.bu, maehts2.4.mo, maehts2.4.tda, maehts2.4.tdf, 
maehts2.4.tdfp, maehts2.4.ols, maehts2.4.wls, maehts2.4.n) 
 
names(T)<-c("BU", "MO","TD A","TD F","TD FP","OLS","WLS","nseries") 
g<-barplot(T,ylim=c(0,2500),cex.names=0.4,beside=TRUE,cex.main=1, 
main="Comparação dos erros com GW para o nível 0 - Total",args.legend = list(x = 
"topright", bty = "n", cex=.7,inset=c(0, 0.1))) 
text(g, T, labels = format(T, 4),pos = 3, cex = .7) 
 
n1<-cbind(PV,OI) 
rownames(n1)<-c("Bottom-up", "Middle-out","Top-Down A","Top-Down F","Top-
Down FP","OLS","WLS","nseries") 
g<-barplot(n1,ylim=c(0,2500),cex.names=1,beside=TRUE,cex.main=1, 
main="Comparação dos erros com GW para o nível 1 - PV e OI",legend = 
rownames(n1),args.legend = list(x = "topright", bty = "n", cex=.7,inset=c(0, 0.1))) 
text(g, n1, labels = format(n1, 4),pos = 3, cex = .5) 
 
n2<-cbind(PV.H,PV.S,OI.H,OI.S) 
rownames(n2)<-c("Bottom-up", "Middle-out","Top-Down A","Top-Down F","Top-
Down FP","OLS","WLS","nseries") 
g<-barplot(n2,ylim=c(0,2500),cex.names=1,beside=TRUE,cex.main=1, 
main="Comparação dos erros com GW para o nível 2 - Coleção e Género",legend = 
rownames(n2),args.legend = list(x = "topright", bty = "n", cex=.7,inset=c(0, 0.1))) 
text(g, n2, labels = format(n2, 4),pos = 3, cex = .3) 
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A.3.2 Estimadores 
#S - Matriz S 
S<-smatrix(y) 
#ST - Transposta da Matriz S 
library(MASS) 
ST<-t(S) 
 
A.3.2.1 OLS 
#Pesos 
betas<-S %*% ginv(ST %*% S) %*% ST 
 
A.3.2.2 WLS 
#E - Matriz dos MAE com o ARIMA para cada série 
E<-matrix(c(MAE.T,MAE.pv,MAE.oi,MAE.pvh,MAE.pvs,MAE.oih,MAE.ois), 
ncol=7,nrow=1) 
#ET – Transposta da matriz dos erros 
ET<-t(E) #Transposta 
#vc - Matriz diagonal var-covar dos erros 
vc<-ET %*% E 
#vcI - Inversa da matriz var-covar dos erros  
vcI<-ginv(vc)  
#Pesos 
betas<-S  %*%  ginv(ST  %*%  vcI  %*%  S)  %*%  ST  %*%  vcI 
 
A.3.2.3 MinT 
#Matriz das observações do conjunto de treino 
amostra<-window(y,start=c(2006,01),end=c(2015,12)) 
 
aT<-aggts(amostra,level=0) 
a1<-aggts(amostra,level=1) 
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a2<-aggts(amostra,level=2) 
 
aPV<-a1[,1] 
aOI<-a1[,2] 
aPV.H<-a2[,1] 
aPV.S<-a2[,2] 
aOI.H<-a2[,3] 
aOI.S<-a2[,4] 
 
am<-matrix(c(aT,aPV,aOI,aPV.H,aPV.S,aOI.H,aOI.S),ncol=7,nrow=120, 
byrow=FALSE) 
#Transposta da matriz das observações do conjunto de treino 
amT<-t(am) 
#Matriz var-covar das observações do conjunto de treino 
vc<-amT%*%am 
#Pesos 
betas<-S %*% ginv(ST %*% vc %*% S) %*% ST %*% vc 
 
A.3.2.4 nseries 
#Pesos são a inversa da soma das linhas da matriz S 
b<-ginv(matrix(rowSums(S),ncol=7,nrow=1)) 
 
