Abstract. Computational problems sometimes can be cast in the following form: Given a point x in R , determine if x lies in some fixed polyhedron. In this paper we give a general lower bound to the complexity of such problems, showing that 1 / 2 log2 fs linear comparisons are needed in the worst case, for any polyhedron with fs s-dimensional faces. For polyhedra with abundant faces, this leads to lower bounds nonlinear in n, the number of variables.
1. Introduction. Computational problems sometimes can be cast in the following form. Given n numbers xl, x2, , Xn, determine if they satisfy some fixed set of linear inequalities, i.e., if the point x= (x l, x2,..., xn) lies in some "polyhedron". For example, the problem of verifying a maximum element can be stated as "Given x l, x,..., xn, determine if x >=xi for all i." As another example, a version of the minimum spanning tree verification problem is the following: Given a weight function w on the set of edges in a graph G, determine if w(To) <-_ w(T) for all spanning trees T of G (To is a fixed spanning tree, and w(T) is the sum of edge weights in T). The aim of this paper is to establish a general lower bound on this type of problems, in terms.of some intrinsic characteristics of the polyhedron in question. In contrast to a previous result of this type (Rabin [5] ), the present bound can give values larger than the number of variables.
2. Definitions and notations. Let R be the space of real n-tuples. A set P in R is a polyhedron if P ={xlx R , /i(x)-<0, 1, 2,..., m}, where m is an integer, x= (xl, x, ., x,), and/i(x) l_n c,Txi-ai for some real numbers cij, ai. The polyhedral decision problem B (P) is to determine whether x s P for any input x. We are interested in the linear decision tree model [1], [5] , [10] . An algorithm is a ternary tree with each internal node representing a test of the form " Aixi-c: 0", and each leaf containing a "yes" or "no" answer. For any input, the algorithm proceeds by moving down the tree, testing and branching according to the test results (<, =, or >), until a leaf is reached. At that point, the answer to the question "Is x s P?" is supplied by the leaf. The cost of an algorithm is the height of the tree, i.e., the maximum number of tests made for any input. The complexity 6f B(P) is the minimum cost of any algorithm, and is denoted by C(P).
Faces of a polyhedron. Let overlap. The set of faces ,s(P) is independent of the choice of li(x). That is, if e-(xllT(x)-<_ 0, 1, 2, , m'}, the set s(P) constructed using {/ (x)} is the same as the one constructed using {/i(x)}. For an intrinsic definition of faces, see for example [3] , [8] . C(P) >=1/2 log Theorem 1 relates the complexity of B(P) to certain "static" combinatorial properties of the polyhedron P. Informally, if a polyhedron P has many edges (or faces), then the theorem says it is difficult to decide whether a point lies in P. The rest of this section is devoted to proving Theorem 1. Note that the corollary follows from Theorem l since(C(P)<__2 ce'. n --s/ We will assume in what follows that .P is of dimension n. The following informal argument demonstrates that this can be done without loss of generality. Suppose that dim (P)= n' <n. Let $ _R be the smallest affine subspace of R" containing all of P; thus dim (S) n'. Now every test hixi-c: 0 in R" either corresponds to a linear test Y hx-c': 0 in S (where x' is, for x e S, x expressed in a basis for $), or else (if { R"IE ,xi c} S) the test hixi-c: 0 is useful only for determining if x e $, and not for telling if x e P under the assumption that x e $. Therefore the complexity of determining if an x e R" is in P is at least as great as the complexity of determining if an x e $ is in P. Since dim (S)= dim (P) we are finished with our demonstration.
To prove Theorem 1 we shall adopt the "adversary approach" commonly used in deriving lower bounds for decision trees. We shall design an adversary strategy which, for any algorithm, will specify the outcomes for successive queries based on the results of previous queries. The following lemma is essential to the construction of LEMMA 
I(v,)l->-1(o)1.
For each x e Vt, the same leaf in the tree T is reached and the algorithm must say "yes, 
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Equations (2) and (4) As the left-hand side of (5) is an increasing function of t, and C(P)>= t, we have proved Theorem 1. 71 4. Remarks. General discussions on the maximum number of faces that a polyhedron can have are given in [31 and [7] . As there can be =( m ) n-1_ edges for certain polyhedra defined by m inequalities, the corollary to Theorem 1 establishes a lower bound of order n log m for, say m > n 2, to the corresponding polyhedral decision problem.
It would be interesting to find a "natural" problem in concrete computational complexity for which the bound of Theorem 1 yields a nontrivial (i.e., nonlinear) lower bound. In this regard we mention that, originally, it was hoped that the present approach would lead to an l)(n 2 log n) lower bound to the complexity of the all-pair shortest paths problem. That bound would follow if the triangular polyhedron pn) in R ), defined as {xix (Xijl 1 < < f < n)', Xik > O, Xii d. Xjk " Xik for all 1 < < k < n and 1 <_-/"-< n} (we define xii 0 and xij xji, if i.>j), has at least exp (cn 2 log n) edges1. However, it has recently been shown by Graham, Yao, and Yao [2] that pn) has less than exp (cn 2) edges, with the implication that only a cn 2 lower bound can be obtained in this approach.
One candidate for the application of Theorem 1 is the problem of constructing optimal alphabetic trees [4] , for which the best algorithm known has an O(n log n) running time. For a start, what is the number of edges in the polyhedron corresponding to deciding if a complete balanced tree is an optimal alphabetic tree? Another candidate is the verification problem for minimum spanning trees mentioned in the Introduction. It seems difficult, however, to obtain a nonlinear bound in this case, since the number of edges involved is no more than exp (cn log* n) (because the problem can be solved in O(n log* n) by Tarjan's result [9] ).
See [11] for a proof of this statement. We remark that it was incorrectly stated in [11] that P") has provably exp (cn log n) edges.
