Equivariant Pieri Rules For Isotropic Grassmannians by Li, Changzheng & Ravikumar, Vijay
ar
X
iv
:1
40
6.
46
80
v2
  [
ma
th.
AG
]  
7 J
ul 
20
15
EQUIVARIANT PIERI RULES FOR ISOTROPIC
GRASSMANNIANS
CHANGZHENG LI AND VIJAY RAVIKUMAR
Abstract. We give a Pieri rule for the torus-equivariant cohomology of (sub-
maximal) Grassmannians of Lie types B, C, and D. To the authors’ best
knowledge, our rule is the first manifestly positive formula, beyond the equi-
variant Chevalley formula. We also give a simple proof of the equivariant Pieri
rule for the ordinary (type A) Grassmannian.
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1. Introduction
Let V be an N -dimensional complex vector space equipped with a symmetric
or skew-symmetric bilinear form ω, which can be either trivial or non-degenerate.
The Grassmannians IGω(m,N) of classical Lie type parameterize m-dimensional
isotropic vector subspaces of V . The cohomology ring of an isotropic Grassmannian
X = IGω(m,N), or more generally of a homogeneous variety, has an additive
basis of Schubert classes represented by Schubert subvarieties Xλ. One of the
central problems of Schubert calculus is to find a manifestly positive formula for
the structure constants of the cup product of two Schubert cohomology classes,
or equivalently, for the triple intersection numbers of three Schubert subvarieties
in general position. Such a positive formula, called a Littlewood-Richardson rule,
has deep connections to various subjects, including geometry, combinatorics and
representation theory.
An isotropic Grassmannian X can be written as a quotient of a classical com-
plex simple Lie group G by a maximal parabolic subgroup P (with two notable
1
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exceptions of Lie type Dn, described in Section 7). Fix a choice of maximal com-
plex torus T and a Borel subgroup B with T ⊂ B ⊂ P . The Schubert varieties
Xλ (relative to B) are closures of B-orbits, and hence are T -stable. They give a
basis [Xλ]
T for the T -equivariant cohomology H∗T (X) as a H
∗
T (pt)-module. The
structure coefficients Nνλ,µ in the equivariant product,
[Xλ]
T · [Xµ]
T =
∑
ν
Nνλ,µ[Xν ]
T ,
are homogeneous polynomials which satisfy a positivity condition conjectured by
Peterson [40] and proved by Graham [20]. In particular, they are Graham-positive,
meaning they are polynomials in the negative simple roots, with nonnegative integer
coefficients. These equivariant structure coefficients carry much more information
than the triple intersection numbers of Schubert varieties, and are more challeng-
ing to study. When the bilinear form ω is trivial, i.e., when X = Gr(m,N) is a
type A Grassmannian, there has been extensive work on equivariant Littlewood-
Richardson rules [26, 37, 28, 46]. However, for Grassmannians of Lie type other
than A, there have been no manifestly Graham-positive formulas, to the authors’
best knowledge, except for the equivariant Chevalley formula which concerns mul-
tiplication by Schubert divisors ([27, 8], see also e.g. [29, Theorem 11.1.7 (i)]).
We remark that an effective (but non-positive) algorithm for computing the struc-
ture coefficients for general G/P is given in [35] (see also [39, 26] for the type A
case). Remarkably, a manifestly positive equivariant Littlewood-Richardson rule
has recently been given by Buch for two-step partial flag varieties of type A [10].
In the present paper, we give for the first time an equivariant Pieri rule for
Grassmannians of Lie types B, C, and D, as well as a new proof of the Pieri rule
in type A. Such a rule concerns products with the special Schubert classes [Xp]
T ,
which are related to the equivariant Chern classes of the tautological quotient bun-
dle, and generate the T -equivariant cohomology ring. Using geometric methods,
we give a manifestly positive formula for the structure coefficients Nµλ,p of the equi-
variant multiplication [Xλ]
T · [Xp]
T . For type A Grassmannians X = Gr(m,N),
the equivariant Pieri rule has been even more extensively studied than the more
general equivariant Littlewood-Richardson rule (see e.g. [38, 30, 31, 19, 18]). Nev-
ertheless, we give a new proof that reveals an interesting reduction of arbitrary
Pieri coefficients to much simpler ones. Namely, we prove that any Pieri coefficient
Nµλ,p(Gr(m,N)) is equal to a Pieri coefficient of the form N
ν
ν,p′(Gr(m
′, N)) in a
possibly different Grassmannian Gr(m′, N). Such a reduction has also been made
in [21] and [42] in a combinatorial way, but our argument is much simpler and can
explain its geometric origin. Each coefficient Nνν,p′(Gr(m
′, N)) is the restriction of
a special equivariant Schubert class [Xp′ ]
T to a T -fixed point of Gr(m′, N). There
have been several manifestly positive formulas for these restriction coefficients (see
[27, 2, 5] for general G/P ; [22, 25] for Lagrangian and maximal orthogonal Grass-
mannians; and for example [14] for type A Grassmannians). For completeness, we
include one more restriction formula in the appendix. For isotropic Grassmannians
X = IGω(m,N) of Lie types B and C, we use geometric arguments to reduce
the Pieri coefficients Nµλ,p(X) to sums of specializations of restriction coefficients
Nνν,p′(Gr(m
′, N)). In the type D case, we succeed in a similar way for most of
the Pieri coefficients, and can reduce the rest to appropriate restriction coefficients
Nνν,p′(X
′) with respect to an isotropic Grassmannian X ′ of type D. We remark
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that in the case of the complete flag variety of Lie type A, an equivariant Pieri rule
with respect to a distinct set of special Schubert classes is contained in [32].
To state our formula precisely, we will parametrize Schubert varieties by Schu-
bert symbols (also called index sets in [12], or jump sequences), which gives a uni-
form description for all classical Lie types. Schubert symbols for a Grassmannian
IGω(m,N) are subsets λ = {λ1 < λ2 < · · · < λm} of the integer interval [1, N ]
which in addition satisfy λi + λj 6= N + 1 for all i, j if ω is non-degenerate. We
denote by |λ| the codimension of the Schubert variety Xλ in X . We also need
the combinatorial relation λ → µ between Schubert symbols λ and µ, which says
roughly that the cohomology class [Xµ] occurs in some cohomological Pieri prod-
uct involving [Xλ]. Let us now restrict our attention to a Grassmannian of type
Cn; i.e. we let N = 2n and ω be non-degenerate and skew-symmetric. We adopt
the notation SG(m, 2n) to refer to this symplectic Grassmannian. Given λ → µ,
the pair (λ, µ) defines two combinatorial sets Lλ,µ and Qλ,µ (see Sections 4 - 7
for precise descriptions), which index certain hyperplanes and quadratic hyper-
surfaces in P2n−1, respectively. We adopt the Bourbaki [7] expression for simple
roots αi (resp. αˆj) of type Cn (resp. A2n−1) in terms of weights: αn = 2tn and
αi = ti − ti+1 for 1 ≤ i ≤ n − 1 (resp. αˆj = tˆj − tˆj+1 for 1 ≤ j ≤ 2n − 1).
The inclusion of T into a maximal complex torus of GL(N,C) ⊃ G induces a ring
homomorphism F : Z[tˆ1, . . . , tˆ2n] → Z[t1, . . . , tn], defined by F (tˆj) = tj if j ≤ n
and F (tˆj) = −t2n+1−j otherwise. Conveniently, the homomorphism F sends simple
roots of type A2n−1 to simple roots of type Cn. It follows that F sends Graham-
positive polynomials of type A2n−1 to Graham-positive polynomials of type Cn.
Using the specialization F , we therefore have
Theorem 1.1 (Equivariant Pieri rule for SG(m, 2n)). Let λ be a Schubert symbol
for SG(m, 2n) and 1 ≤ p ≤ 2n−m. In H∗T (SG(m, 2n)), we have
[Xλ]
T · [Xp]
T =
∑
Nµλ,p[Xµ]
T ,
where the sum is over Schubert symbols µ satisfying λ → µ and |µ| ≤ p + |λ|.
Furthermore, each coefficient Nµλ,p is a sum of 2
#Qλ,µ specializations of restriction
coefficients for the type A Grassmannian Gr(m′, 2n):
Nµλ,p(SG(m, 2n)) =
∑
I⊂Qλ,µ
F
(
NνIνI ,p′(Gr(m
′, 2n))
)
,
where m′ = m+ |µ| − |λ|, p′ = p+ |λ| − |µ|, and each νI is an associated Schubert
symbol for Gr(m′, 2n) (defined explicitly in Section 5).
In particular if |µ| = p + |λ|, then p′ = 0. As a consequence, the coefficient Nµλ,p
is a summation of 2#Qλ,µ copies of the constant polynomial 1. This reproduces
the ordinary Pieri rule of Buch, Kresch and Tamvakis [12]. For the odd orthogonal
Grassmannian OG(m, 2n+1) (i.e. the type B case), an equivariant Pieri coefficient
Nµλ,p(OG(m, 2n+1)) is generally not a multiple of another type C equivariant Pieri
coefficient, in contrast to the case of ordinary cohomology [6] (see also [4, section
3.1]). Nevertheless, we give a manifestly positive Pieri formula for it as well as for
the type D Grassmannian OG(m, 2n). We refer our readers to Theorems 6.2 and
7.4 for the precise statements.
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Our equivariant Pieri rules are obtained by geometric arguments, which include
two major steps. Let us consider the natural projections
IGω(m,N)
pi
←− IFω(1,m;N)
ψ
−→ IGω(1, N),
where IFω(1,m;N) denotes the corresponding two-step isotropic flag variety. Let
Yλ,µ denote the Richardson variety given by the intersection of the Schubert variety
Xλ with the opposite Schubert variety labeled by µ, let Zλ,µ be the projected
Richardson variety ψ(π−1(Yλ,µ)), and let Lp be a subvariety of IGω(1, N) ⊂ P
N−1
with the property that Xp = π(ψ
−1(Lp)). Finally, for any variety Y , let
∫ T
Y
denote
the equivariant pushforward along the morphism Y → pt. When X is of type A
or C, the natural injection ι : IGω(1, N)→ P
N−1 is the identity isomorphism, and
our first step is to write Nµλ,p as the integral of an equivariant cohomology class in
PN−1 via the projection formula:
Nµλ,p =
∫ T
X
[Yλ,µ]
T · [Xp]
T =
∫ T
PN−1
[Zλ,µ]
T · [Lp]
T .
When X is of type B or D, the injection ι is no longer surjective, but a more
involved analysis still works. Such a technique has led to a Pieri rule for the ordi-
nary cohomology of isotropic Grassmannians [43, 12] as well as triple intersection
formulas in K-theoretic Schubert calculus [13, 15, 41]. In equivariant cohomology,
it reduces Nµλ,p to an easier calculation in H
∗
T (P
N−1). However, any direct compu-
tation of
∫ T
PN−1
[Zλ,µ]
T · [Lp]
T involves sign cancelations, and fails to be manifestly
positive.
Our key observation is that the projected Richardson variety Zλ,µ ⊂ P
N−1 can be
degenerated into 2#Qλ,µ linear subvarieties ZνI ,νI , indexed by subsets I ⊂ Qλ,µ.
These in turn can be interpreted as projections to PN−1 of Richardson varieties
YνI ,νI in a type A Grassmannian X
′ := Gr(m′, N). Applying the projection for-
mula in the reverse direction, we reduce
∫ T
PN−1
[Zλ,µ]
T · [Lp]
T to a sum of quantities
that are easy to compute, with positivity apparent:∫ T
PN−1
[Zλ,µ]
T · [Lp]
T =
∑
νI
∫ T
PN−1
[ZνI ,νI ]
T · [Lp′ ]
T =
∑
νI
∫ T
X′
[YνI ,νI ]
T · [Xp′ ]
T .
In particular, each subvariety YνI ,νI is simply the T -fixed point in X
′ corresponding
to the Schubert symbol νI , and
∫ T
X′
[YνI ,νI ]
T · [Xp′ ]
T is the (specialized) restriction
of [Xp′ ]
T to that T -fixed point.
In addition to the equivariant Pieri rules, there is another important compo-
nent to the equivariant Schubert calculus for isotropic Grassmannians, namely the
equivariant Giambelli formulas which express an arbitrary Schubert class as a poly-
nomial in special equivariant Schubert classes or Chern classes (see [30, 36, 25, 47,
24, 23, 44, 45] and references therein). The torus-equivariant cohomology ring of an
isotropic Grassmannian (or more generally of a homogeneous variety) behaves more
simply than its ordinary cohomology ring, in the sense that it is essentially deter-
mined by the equivariant Chevalley formula of multiplication by divisor classes due
to Mihalcea’s criterion [35]. This has led to nice applications on the Giambelli-type
formula for type A flag varieties by Lam and Shimozono [33]. However, it is far
from obvious how one can obtain applications to full Pieri-type formulas from this
criterion or the Giambelli-type formulas.
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The paper is organized as follows. In section 2, we introduce some basic notions
for Grassmannians across classical Lie types. In section 3, we review basic proper-
ties of the torus-equivariant cohomology. In sections 4-7, we give the equivariant
Pieri rules for Grassmannians of type A, C, B and D respectively. Finally in the
appendix, we include a manifestly positive formula for the restriction coefficients
for type A Grassmannians.
Acknowledgements. The authors thank Hongjia Chen, Thomas Hudson, K. N.
Raghavan, Sushmita Venugopalan, and especially Anders Skovsted Buch and Leonardo
Constantin Mihalcea for useful discussions and helpful feedback. The authors are
also grateful to the referee for the careful reading and valuable comments. The first
author is supported by IBS-R003-D1.
2. Grassmannians of classical Lie types
Let V be an N -dimensional complex vector space equipped with a bilinear form
ω, and denote
IGω(m,N) := {Σ 6 V : dimC Σ = m, ω(v,w) = 0 ∀v,w ∈ Σ}.
Throughout this paper, we will consider a Grassmannian variety X = IGω(m,N)
of Lie type An−1, Bn, Cn or Dn, characterized by the following properties and
notations respectively:
An−1: ω(·, ·) ≡ 0. Namely X = Gr(m,n) is an ordinary Grassmannian, where
N = n.
Bn: ω is non-degenerate and symmetric, andN is odd. ThenX = OG(m, 2n+1)
is called an odd orthogonal Grassmannian, where N = 2n+ 1.
Cn: ω is non-degenerate and skew-symmetric, and N is even. Then X =
SG(m, 2n) is called a symplectic Grassmannian, where N = 2n.
Dn: ω is non-degenerate and symmetric, and N is even. Then X = OG(m, 2n)
is called an even orthogonal Grassmannian, where N = 2n.
In all of these cases, we will assume m ≤ n. When m = n we refer to X as a
Lagrangian Grassmannian in type Cn and a maximal orthogonal Grassmannian in
types Bn and Dn. The Grassmannian X is a smooth projective variety of complex
dimension m(n−m) in the type An−1 case, 2m(n−m) +
m(m+1)
2 in types Bn and
Cn, and 2m(n−m) +
m(m−1)
2 in type Dn.
Take an isomorphism V ∼= CN by specifying a basis {e1, · · · , eN} of V which in
addition satisfies ω(ei, ej) = δi+j,N+1 for all i ≤ j if ω is non-degenerate. Define
a complete (isotropic) flag E• by Ej := 〈e1, . . . , ej〉, the span of the first j basis
vectors. Let [1, N ] denote the set of integers {1, 2, · · · , N}. A Schubert symbol
for X is a subset λ = {λ1 < λ2 < · · · < λm} of [1, N ] which in addition satisfies
λi + λj 6= N + 1 for all i ≤ j if ω is non-degenerate. The set of Schubert symbols
for X is denoted by S(X).
The Schubert subvarieties of X (relative to E•) are parameterized by Schubert
symbols as follows (see [12, 34] for identifications with alternate parametrizations).
The Grassmannian X = IGω(m,V ) admits a transitive action of an appropriate
reductive complex Lie group G of rank n (with the exception of X = OG(n, 2n),
where the action is transitive only when restricted to one of the two connected
components). Precisely, G = GL(n,C), SO(2n + 1,C), Sp(2n,C) or SO(2n,C),
according to whether X is of type An−1, Bn, Cn or Dn. The stabilizer of E•
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in the G-action is a Borel subgroup B of G, which contains a maximal complex
torus T ∼= (C∗)n with eigenvectors e1, · · · , eN . Each Schubert symbol λ indexes a
T -fixed point Σλ := 〈eλ1 , . . . , eλm〉, whose B-orbit closure is the Schubert variety
Xλ := B.Σλ. Now we let B
− denote the opposite Borel subgroup intersecting
B at T , and define the opposite Schubert variety Xλ := B−.Σλ. We denote the
codimension of Xλ in X (equivalently the dimension of X
λ) by |λ|, which is given
by the formula:
|λ| =

dimX −
∑m
j=1(λj − j) for type An−1,
dimX −
∑m
j=1(λj − j −#{i < j : λi + λj > N + 1}) for type Cn,
dimX −
∑m
j=1(λj − j −#{i ≤ j : λi + λj > N + 1}) for types Bn, Dn.
We note that in types An−1, Bn and Cn the Schubert varieties Xλ and X
λ have
alternative characterizations by the Schubert conditions :
Xλ = {Σ ∈ X : dim(Σ ∩ Eλj ) ≥ j for 1 ≤ j ≤ m}, and
Xλ = {Σ ∈ X : dim(Σ ∩ 〈eλj , eλj+1 . . . , eN 〉) ≥ m+ 1− j for 1 ≤ j ≤ m}.
For an analagous characterization in type Dn, see [11, Proposition A.2].
Among the Schubert varieties Xλ, there are special Schubert varieties XSp , also
denoted simply as Xp, which have codimension p and are determined by the single
condition {Σ ∈ X : dim(Σ∩Enp ) ≥ 1}. Here p is a positive integer with p ≤ N−m
if X is of type A or C, and p ≤ N −m− 1 otherwise. The special Schubert symbol
Sp, together with the integer np will be specified when we discuss the equivariant
Pieri rules individually later.
Given Schubert symbols λ = {λ1 < . . . < λm} and µ = {µ1 < . . . < µm}, we
write λ ≤ µ if λj ≤ µj for 1 ≤ j ≤ m. In types B and C, we have λ ≤ µ if and
only if Xλ ⊂ Xµ. In Section 7, we define a stronger relation  on Schubert symbols
which coincides with the relation Xλ ⊂ Xµ in type D. The Richardson variety
Yλ,µ := Xλ ∩ X
µ has dimension |µ| − |λ|, and is nonempty if and only if µ ≤ λ
(resp. µ  λ in type D). In particular, Yλ,λ consists of a single T -fixed point Σλ.
Given µ ≤ λ, we define the associated Richardson diagram by
DX(λ, µ) := {(j, c) : µj ≤ c ≤ λj} ⊂ [1,m]× [1, N ].
We will simply denote DX(λ, µ) as D(λ, µ) whenever there is no confusion, and will
represent this set visually as an m×N matrix with stars for every entry in D(λ, µ)
and zeros elsewhere. We say c ∈ [1, N ] is a zero column of D(λ, µ) if λj < c < µj+1
for some j ∈ [0,m], where we set λ0 = 0 and µm+1 = N + 1 for convenience. In
types B, C, and D, we will also define the notion of a cut in D(λ, µ). As we will
see, zero columns and cuts will be further used to define combinatorial sets Lλ,µ
and Qλ,µ, which index certain hyperplanes and quadratic hypersurfaces in P
N−1.
3. Torus Equivariant Cohomology
The aim of this paper is to give an equivariant Pieri rule for X = IGω(m,N). In
this section we review some basic properties of the torus-equivariant cohomology,
and do the first step of our reductions.
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3.1. Basic properties of H∗T (X). We refer the readers to [16, 29] and references
therein for the facts mentioned here. Recall that X has a transitive G-action, and
T ⊂ G is a fixed maximal complex torus. Let pt denote a point equipped with a
trivial T -action. The T -equivariant cohomology H∗T (pt) is given by
H∗T (pt) = Λ := Z[t1, . . . , tn],
where each ti is defined as follows. Let χi denote the character that sends (z1, . . . , zn) ∈
T = (C∗)n to zi. Note that χi induces a one-dimensional representation Cχi of T ,
defined by (z1, . . . , zn).v 7→ ziv for any v ∈ C. We then define ti := c
T
1 (Cχi), for
1 ≤ i ≤ n, where Cχi is treated as a T -equivariant line bundle over the point pt.
1
The T -equivariant cohomology H∗T (·) is a contravariant functor from complex
T -spaces to graded Λ-algebras. For a T -invariant subvariety Y of X , we denote the
natural inclusion and projection, respectively, by
ιY : Y →֒ X ; ρY : Y −→ {pt}.
Both ιY and ρY are proper maps, and hence induce equivariant pushforwards
ιY,∗ : H
∗
T (Y ) → H
∗
T (X) and ρY,∗ : H
∗
T (Y ) → H
∗
T (pt) = Λ respectively. We will
henceforth denote the map ρY,∗ by
∫ T
Y
, as in the introduction. The subvariety Y
determines an equivariant cohomology class [Y ]T ∈ H2codimYT (X) under ιY,∗.
We notice that the Schubert subvarieties Xλ and X
λ are all T -invariant. In
fact, H∗T (X) is a free Λ-module and the sets {[Xλ]
T } and {[Xλ]T } form Λ-bases for
H∗T (X). These bases are dual with respect to the equivariant pushforward to the
point: ∫ T
X
[Xλ]
T · [Xµ]T = δλ,µ.
The structure coefficients in the equivariant product,
[Xλ]
T · [Xµ]
T =
∑
ν
Nνλ,µ(X)[Xν ]
T ,
are simply denoted Nνλ,µ = N
ν
λ,µ(X) when there is no confusion, and are given by
Nνλ,µ =
∫ T
X
[Xλ]
T · [Xµ]
T · [Xν ]T .
They are homogeneous polynomials of degree (|λ|+ |µ|− |ν|) in the negative simple
roots with non-negative integer coefficients [20] (we will specify the simple roots in
terms of the weights ti later).
Let XT denote the set of T -fixed points Σλ in X . The T -equivariant inclusion
ιT := ιXT induces an injective ring morphism
ι∗T : H
∗
T (X) →֒ H
∗
T (X
T ) = ⊕λΛ,
which extends to an isomorphism over the fraction field of Λ. We call Nνν,µ a
restriction coefficient, due to the following well-known fact [3]:
Nνν,µ = ι
∗
Σν [Xµ]
T .
We have Nνν,µ = 0 unless Σν ∈ Xµ, or equivalently ν ≤ µ. This vanishing is a
special case of the fact that Nνλ,µ = 0 unless ν ≤ λ and ν ≤ µ [27].
1It is also common to use the basis of opposite Schubert varieties together with the identification
ti := −c
T
1 (Cχi ). The resulting structure coefficients will still be Graham-positive (in the sense of
being positive polynomials in the negative simple roots).
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3.2. First step for the equivariant Pieri rule. Our goal is to give an equivariant
Pieri rule for X ; that is, a manifestly positive formula for equivariant multiplication
by a special Schubert class,
[Xλ]
T · [Xp]
T =
∑
µ
Nµλ,p[Xµ]
T .
We remark that the Grassmannian IGω(m,N) carries an exact sequence of tauto-
logical bundles: 0 → S → CN → Q → 0. The special equivariant Schubert class
[Xp]
T coincides with the relative equivariant Chern class cTp (Q − Enp) (possibly
up to a factor of 2 in types B and D), where Enp is regarded as a trivial vector
subbundle of CN which is stable under the action of T .
We let IFω(1,m;N) denote the two-step isotropic flag variety, and consider the
natural projections π and ψ as below.
IFω(1,m;N)
X = IGω(m,N)
IGω(1, N) ⊂ P
N−1
π
ψ
Let Z := IGω(1, N) ⊂ P
N−1. Recall that Xp = {Σ ∈ X : dim(Σ ∩ Enp) ≥ 1}. It
follows thatXp = π
(
ψ−1(Z∩P(Enp))
)
. Note that the subvariety Lp ⊂ Z mentioned
in the introduction is precisely Z ∩ P(Enp). Let Zλ,µ be the projected Richardson
variety ψ(π−1(Yλ,µ)). Following [12, §5], we write λ → µ if appropriate combina-
torial relations are satisfied by the Schubert symbols λ and µ. Precise descriptions
of the relation λ → µ and the varieties P(Enp) and Zλ,µ will be postponed to the
type-dependent discussions in the next four sections. As mentioned in the intro-
duction, we will achieve our equivariant Pieri rule in two main steps. Let us end
this section by the first step:
Proposition 3.1. Given µ ≤ λ ∈ S(X) and p ∈ [1, N −m] (resp. [1, N −m− 1]
in type B or D), we have Nµλ,p(X) = 0 unless λ → µ, |µ| ≤ |λ| + p, and µ ≤ Sp.
When λ→ µ, we have
Nµλ,p =
∫ T
Z
[Zλ,µ]
T · [Z ∩ P(Enp)]
T .
Proof. It is well known that Nµλ,p vanishes unless |µ| ≤ |λ| + p and µ ≤ Sp [27].
Given Schubert symbols µ ≤ λ, we can apply the projection formula to get
Nµλ,p =
∫ T
X
[Yλ,µ]
T · [Xp]
T =
∫ T
Z
ψ∗[π
−1(Yλ,µ)]
T · [Z ∩ P(Enp)]
T .
In [12, §5] it is shown that the projection ψ : π−1(Yλ,µ) → Zλ,µ has positive
dimensional fibers when λ 6→ µ, and is a birational isomorphism when λ→ µ. The
Gysin pushforward ψ∗[π
−1(Yλ,µ)]
T therefore vanishes unless λ → µ, in which case
it equals [Zλ,µ]
T . 
4. Type A Pieri Reduction
In this section, we consider the Grassmannian X = Gr(m,n). We will show
that each equivariant Pieri coefficient Nµλ,p(X) is equal to a restriction coefficient
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Nνν,p′(X
′) for a possibly different type A Grassmannian X ′. By a result of Graham
[20], each coefficient is a homogeneous polynomial in Z≥0[−αˆ1, · · · ,−αˆn−1]. Here
αˆi := ti − ti+1 ∈ H
2
T (pt) can be naturally identified with the simple roots of
SL(n,C) ⊂ GL(n,C) = G. More precisely, each character χi : T → C
∗ induces a
weight ǫi : Lie(T )→ C, and αˆi is identified with the simple root ǫi − ǫi+1. We will
use an analagous identification in types B, C, and D without further comment.
The special Schubert varieties Xp = XSp are indexed by integers 1 ≤ p ≤ n−m,
and satisfy Xp = π(ψ
−1(P(En+1−p−m))). The special Schubert symbol Sp is given
by
Sp = {n+ 1−m− p, n+ 2−m, · · · , n},
which corresponds to the special partition (p, 0, · · · , 0) in the traditional parame-
terization of Schubert varieties by partitions.
Given Schubert symbols µ 6 λ, we let x1, . . . , xn denote the basis of V
∗ dual
to e1, . . . , en. The projected Richardson variety Zλ,µ = ψ(π
−1(Yλ,µ)) ⊂ P
n−1 is
defined by the linear equations xc = 0 with c varying over the set
Lλ,µ := {c ∈ [1, n] : c is a zero column of D(λ, µ)}
(see e.g. [17, §9.4] or [15, Lemma 3.3]). We define an associated set
ν := ν(λ, µ) = [1, n] \ Lλ,µ
which is simply the complement of Lλ,µ. The set ν can naturally be thought of as
a Schubert symbol for the Grassmannian X ′ := Gr(m′, n) with m′ := #ν.
We consider the natural projections
Gr(m′, n)
pi′
←− Fℓ(1,m′;n)
ψ′
−→ Gr(1, n) = Pn−1,(4.1)
and study the projected Richardson variety Zν,ν := ψ
′ ◦ (π′)−1(X ′ν ∩X
′ν) ⊂ Pn−1.
We have the following trivial but important observation.
Lemma 4.1. The projected Richardson varieties Zλ,µ and Zν,ν in P
n−1 are equal.
Proof. The diagrams DX(λ, µ) and DX′(ν, ν) have the same zero columns, and
hence the same equations define Zλ,µ and Zν,ν . 
Given Schubert symbols λ = {λ1 < . . . < λm} and µ = {µ1 < . . . < µm} in
S(X), we write λ → µ, if both of the following hold: (1) µ ≤ λ; (2) λi < µi+1 for
1 ≤ i ≤ m− 1. In other words the Richardson diagram D(λ, µ) is well defined, and
none of its columns have more than one star2.
Proposition 4.2 (Equivariant Pieri rule for Gr(m,n)). Given Schubert symbols
λ → µ and a positive integer p ≤ n − m such that |µ| ≤ |λ| + p, we define p′ :=
|λ|+ p− |µ| ≥ 0. We then have
Nµλ,p(X) = N
ν
ν,p′(X
′).
Furthermore if µ ≤ Sp, then N
µ
λ,p(X) 6= 0.
Proof. Since λ → µ, we have dim(Yλ,µ) = #ν −m = m
′ −m. On the other hand,
dim(Yλ,µ) = |µ| − |λ|. It follows that m
′ −m = p− p′. Therefore we have∫ T
X
[Xλ]
T · [Xµ]T · [Xp]
T =
∫ T
Pn−1
[Zλ,µ]
T · [P(En+1−p−m)]
T
2Equivalently, letting P (λ) and P (µ) be the corresponding partitions, the skew-diagram
P (µ)/P (λ) is a horizontal strip.
10 CHANGZHENG LI AND VIJAY RAVIKUMAR
=
∫ T
Pn−1
[Zν,ν ]
T · [P(En+1−p′−m′)]
T
=
∫ T
X′
[X ′ν ]
T · [(X ′)ν ]T · [X ′p′ ]
T .
The first and third equalities follow from Proposition 3.1, and the second equality
follows from Lemma 4.1 and the equality m′ + p′ = m+ p.
The statement of nonvanishing follows from the fact that µ ≤ Sp if and only if
µ1 ≤ n+ 1−m− p, and ν ≤ Sp′ if and only if ν1 ≤ n+ 1−m
′ − p′. Since ν1 = µ1
and −m − p = −m′ − p′, these statements are equivalent. It is well known that
Nνν,p′ 6= 0 exactly when ν ≤ Sp′ (see e.g. [26]). 
There have been several manifestly positive formulas for the restriction coeffi-
cients Nνν,p′(X
′) [27, 2, 5, 14], and we include one in Appendix A that uses Schubert
symbols. Combining Lemma A.2 with Proposition 4.2 yields an equivariant Pieri
rule for the ordinary Grassmannian.
Example 4.3. Let X = Gr(3, 8) and let λ = {1, 4, 8} and µ = {1, 3, 6}. The
Richardson diagram D(λ, µ) is then ∗ 0 0 0 0 0 0 00 0 ∗ ∗ 0 0 0 0
0 0 0 0 0 ∗ ∗ ∗
 .
The associated set ν := ν(λ, µ) = {1, 3, 4, 6, 7, 8} is a Schubert symbol for X ′ =
Gr(6, 8). We have Nµλ,5(X) = N
ν
ν,2(X
′) = (t2− t1)(t5− t1), where the final equality
follows from Lemma A.2.
5. Type C Pieri Reduction
In this section, we consider a symplectic Grassmannian X = SG(m, 2n). The
special Schubert varieties Xp = XSp are indexed by integers 1 ≤ p ≤ 2n−m. Since
IGω(1, 2n) = P
2n−1, we have Xp = π(ψ
−1(P(Enp))), where np := 2n+ 1 −m− p.
Furthermore, we have
Sp =
{
{np} ∪ [2n+ 2−m, 2n] if np > m− 1,
({np} ∪ [2n+ 1−m, 2n]) \ {2n+ 1− np} if np ≤ m− 1.
Given Schubert symbols µ ≤ λ ∈ S(X), we call c ∈ [0, 2n] a cut3 in the Richard-
son diagram D(λ, µ) if either λj ≤ c < µj+1 or λj ≤ 2n − c < µj+1 for some
j ∈ [0,m]. We notice that 0 and 2n are always cuts, and set
Lλ,µ := {c ∈ [1, 2n] : λj < c < µj+1 for some j ∈ [0,m]}⋃
{c ∈ [1, 2n] : µj = 2n+ 1− c = λj for some j ∈ [1,m]},
Qλ,µ := {c ∈ [2, n] : c is a cut in D(λ, µ) and c− 1 is not}.
Let {xj} denote the basis of V
∗ dual to {ej}. It is shown in [12, §5] that the
projected Richardson variety Zλ,µ is the complete intersection in P
2n−1 cut out by
the polynomials
(1) {xc : c ∈ Lλ,µ}, and
3Our definition of cut differs from [12], wherein c must satisfy λj ≤ c < µj+1 for some j.
However subsequent notions are equivalent.
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(2) {xd+1x2n−d + . . . + xcx2n+1−c : c ∈ Qλ,µ}, where d is the largest cut less
than c.
We therefore let
m′ := 2n−#Lλ,µ −#Qλ,µ = dim(Zλ,µ) + 1 ≥ 1
be the dimension of the affine cone over Zλ,µ. Following [12, §5], we write λ→ µ if
the Richardson diagram D(λ, µ) is defined, contains no 2 × 2 blocks of stars, and
whenever it contains two stars in column c, it contains one star in column 2n+1−c.
That is,
Definition 5.1. Given Schubert symbols λ and µ in S(X), we write λ→ µ when
(1) µ ≤ λ,
(2) λi ≤ µi+1 for 1 ≤ i ≤ m− 1, and
(3) if λi = µi+1 for some i, then µj < 2n+ 1− λi < λj for some j.
Given λ→ µ in S(X), let ν(λ, µ) := [1, 2n] \ Lλ,µ. For any subset I ⊂ Qλ,µ, we
define an associated set
(5.1) νI(λ, µ) := ν(λ, µ) \ (I ∪ {2n+ 1− c : c ∈ Qλ,µ \ I}),
which we simply write as νI whenever there is no confusion with λ, µ. Moreover,
we shall naturally think of νI as a Schubert symbol for the type A Grassmannian
X ′ := Gr(m′, 2n), by noting that the set νI always has cardinality m
′ for any I.
We therefore obtain projected Richardson varieties ZνI ,νI ⊂ P
2n−1 as defined in
the case of type A Grassmannians using (4.1). We note that ZνI ,νI is the complete
intersection in P2n−1 cut out by the linear equations xc = 0 for c ∈ Lλ,µ, xc = 0
for c ∈ I, and x2n+1−c = 0 for c ∈ (Q \ I).
We have the following important lemma.
Lemma 5.2. As classes in H∗T (P
2n−1), we have
[Zλ,µ]
T =
∑
I⊂Qλ,µ
[ZνI ,νI ]
T .
Proof. Let ζ := cT1 (OP2n−1(1)) ∈ H
∗
T (P
2n−1) be the first equivariant Chern class
of the dual to the tautological subbundle on P2n−1. For any j ∈ [1, 2n], there is
a T -invariant hyperplane Z(xj) defined by the single equation xj = 0. We notice
that the natural T -equivariant morphism OP2n−1(−1) → C
2n → Cej defines a
T -equivariant section of OP2n−1(1)⊗ Cej , whose zero set is just Z(xj). Since
Cej =
{
ρ∗XCχj if 1 ≤ j ≤ n, and
ρ∗XC−χ2n+1−j if n+ 1 ≤ j ≤ 2n,
the equivariant hyperplane class [Z(xj)]
T is given by
[Z(xj)]
T = cT1 (OP2n−1(1)⊗ Cej) =
{
ζ + tj for 1 ≤ j ≤ n
ζ − t2n+1−j for n+ 1 ≤ j ≤ 2n.
Further details can be found in (for example) [16, Lecture 4]. For any integers
0 < d < c ≤ n, the quadratic polynomial fd,c := xd+1x2n−d + . . . + xcx2n+1−c
defines a nonzero T -equivariant section of the line bundle OP2n−1(1) ⊗ OP2n−1(1)
over P2n−1. It follows that the equivariant quadric class [Z(fd,c)]
T satisfies
[Z(fd,c)]
T = cT1 (OP2n−1(1)⊗OP2n−1(1)) = 2ζ.
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Note that 2ζ = (ζ + tc) + (ζ − tc) for any c ∈ [1, n]. In particular, we have
∏
c∈Qλ,µ
(2ζ) =
∏
c∈Qλ,µ
((ζ + tc) + (ζ − tc)) =
∑
I⊂Qλ,µ
∏
c∈I
(ζ + tc)
∏
c∈Qλ,µ\I
(ζ − tc)
 .
It follows that
[Zλ,µ]
T =
∏
c∈Qλ,µ
(2ζ)
∏
c∈Lλ,µ
(ζ + F (tˆc))
=
∑
I⊂Qλ,µ
∏
c∈I
(ζ + tc)
∏
c∈Qλ,µ\I
(ζ − tc)
∏
c∈Lλ,µ
(ζ + F (tˆc))
=
∑
I⊂Qλ,µ
[ZνI ,νI ]
T ,
where the last equality is due to the fact that ZνI ,νI is defined by the linear equa-
tions xc = 0 for c ∈ [1, 2n] \ νI = I ∪ {2n+ 1− c : c ∈ Qλ,µ \ I} ∪ Lλ,µ. 
The maximal torus T ⊂ G = Sp(2n,C) ⊂ GL(2n,C) acts on V = C2n by
diagonal matrices diag{z1, z2, · · · , zn, z
−1
n , · · · , z
−1
2 , z
−1
1 }. It is embedded into the
maximal torus Tˆ ⊂ GL(2n,C) of diagonal matrices diag{zˆ1, . . . , zˆ2n}.
This embedding induces natural morphisms F : H∗
Tˆ
(pt) = Z[tˆ1, . . . , tˆ2n] →
Z[t1, . . . , tn] = H
∗
T (pt) and F¯ : H
∗
Tˆ
(P2n−1)→ H∗T (P
2n−1), where F is given by4
tˆi 7→
{
ti if i ≤ n,
−t2n+1−i if i ≥ n+ 1.
Furthermore, the embedding T →֒ Tˆ induces the following commutative diagram
of morphisms:
H∗
Tˆ
(P2n−1)
∫
Tˆ
P2n−1

F¯
// H∗T (P
2n−1)
∫
T
P2n−1
(⋆)

H∗
Tˆ
(pt)
F
// H∗T (pt)
The simple roots of GL(2n,C) are given by αˆi = tˆi − tˆi+1 for i = 1, · · · , 2n− 1,
and the simple roots of G are given by αn = 2tn and αi = ti − ti+1 for i =
1, · · · , n − 1. Clearly, F sends simple roots of GL(2n,C) to simple roots of G.
The Pieri coefficients Nµλ,p(X) are elements of Z≥0[−α1, · · · ,−αn], as proven more
generally by Graham [20]. We will express arbitrary Pieri coefficients of type Cn
in terms of specializations F
(
NνIνI ,m+p−m′ (Gr(m
′, 2n))
)
, resulting in a manifestly
positive Pieri formula.
Note that any T -invariant linear subvariety L of P2n−1 is also invariant under
the action of Tˆ . By the Borel construction of equivariant cohomology, it follows
immediately that F¯ ([L]Tˆ ) = [L]T , where [L]Tˆ denotes the class of L in H∗
Tˆ
(P2n−1).
4In particular, the map F is determined by cTˆ1 (Mˆ) 7→ c
T
1 (M), where Mˆ is any one-dimensional
representation of Tˆ andM is the restriction of this representation to T via the embedding T →֒ Tˆ .
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In particular, since F¯ is a ring homomorphism, we have
(5.2) F¯
(
[ZνI,I ]
Tˆ · [P(Enp)]
Tˆ
)
= [ZνI,I ]
T · [P(Enp)]
T .
We now restate and prove Theorem 1.1, which reduces arbitrary Pieri coefficients
for SG(m, 2n) to the specializations of restriction coefficients for Gr(m′, 2n) via F ,
resulting in a manifestly positive Pieri formula.
Theorem 5.3 (Equivariant Pieri rule for SG(m, 2n)). Given λ, µ ∈ S(X) and an
integer 1 ≤ p ≤ 2n−m, we have Nµλ,p = 0 unless λ → µ and |µ| ≤ |λ| + p. When
both hypotheses hold, we define p′ := |λ|+ p− |µ|. We then have
(5.3) Nµλ,p(X) =
∑
I⊂Qλ,µ
F
(
NνIνI ,p′(X
′)
)
.
Furthermore if µ ≤ Sp, then N
µ
λ,p(X) 6= 0.
Proof. Due to Proposition 3.1, we can assume λ → µ and |µ| ≤ |λ| + p. By [12,
Propostion 5.1], we have dim(Yλ,µ)+m = dim(Zλ,µ)+1. Since dim(Yλ,µ) = |µ|−|λ|
and dim(Zλ,µ) + 1 = m
′, we have p′ = m+ p−m′. Applying Proposition 3.1 with
np := 2n+ 1− p−m, we have
Nµλ,p(X) =
∫ T
P2n−1
[Zλ,µ]
T · [P(E2n+1−p−m)]
T
=
∑
I⊂Qλ,µ
∫ T
P2n−1
[ZνI ,νI ]
T · [P(E2n+1−p′−m′)]
T by Lemma 5.2
=
∑
I⊂Qλ,µ
∫ T
P2n−1
F¯ ([ZνI ,νI ]
Tˆ · [P(E2n+1−p′−m′)]
Tˆ ) by Equation 5.2
=
∑
I⊂Qλ,µ
F (
∫ Tˆ
P2n−1
[ZνI ,νI ]
Tˆ · [P(E2n+1−p′−m′)]
Tˆ ) by diagram (⋆)
=
∑
I⊂Qλ,µ
F (NνIνI ,p′(X
′)).
For the nonvanishing statement, note that µ1 = min(νI) for any I ⊂ Qλ,µ. As in the
type A case, it follows that if µ ≤ Sp, then νI ≤ Sp′ , and hence F (N
νI
νI ,p′
(X ′)) 6= 0.
Nµλ,p(X) is therefore a sum of 2
#Qλ,µ nonzero polynomials in Z>0[t2 − t1, . . . , tn −
tn−1,−2tn], and is itself nonzero. 
Example 5.4. Consider X := SG(3, 8) with Schubert symbols λ = {2, 4, 8} and
µ = {1, 3, 5}, and let p = 5. The Richardson diagram D(λ, µ) is as follows, with
the cuts marked by solid lines: ∗ ∗ 0 0 0 0 0 00 0 ∗ ∗ 0 0 0 0
0 0 0 0 ∗ ∗ ∗ ∗
 .
There are no linear equations defining Zλ,µ, and hence the set ν(λ, µ) = {1, 2, 3, 4, 5, 6, 7, 8}.
Since Qλ,µ = {2, 4}, we have the following Schubert symbols for X
′ := Gr(6, 8):
ν{2,4} = {1, 3, 5, 6, 7, 8},
ν{2} = {1, 3, 4, 6, 7, 8},
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ν{4} = {1, 2, 3, 5, 6, 8}, and
ν∅ = {1, 2, 3, 4, 6, 8}.
Thus, we have
Nµλ,5(X) = F
(
N
ν{2,4}
ν{2,4},2
(X ′) +N
ν{2}
ν{2},2
(X ′) +N
ν{4}
ν{4},2
(X ′) +N
ν∅
ν∅,2
(X ′)
)
= F ((tˆ2 − tˆ1)(tˆ4 − tˆ1)) + F ((tˆ2 − tˆ1)(tˆ5 − tˆ1))
+ F ((tˆ4 − tˆ1)(tˆ7 − tˆ1)) + F ((tˆ5 − tˆ1)(tˆ7 − tˆ1))
= (t2 − t1)(t4 − t1) + (t2 − t1)(−t4 − t1)
+ (t4 − t1)(−t2 − t1) + (−t4 − t1)(−t2 − t1)
= 4t21.
We note that in this example the solution is the square of the highest root. It will be
interesting to find appropriate conditions that simplify the intermediate calculation.
Remark 5.5. We mention here that the Pieri formula presented in Theorem 5.3
is just one of several equivalent formulas that can be derived by our methods. In
particular, let
P ⊂ {c ∈ [1, n] : {c, 2n+ 1− c} ⊂ ν(λ, µ)}
be any subset of cardinality #Qλ,µ. Note that Qλ,µ is itself such a subset. However,
substituting any such P for Qλ,µ in (5.3) and (5.1) yields an equivalent formula for
Nµλ,p(X). It is likely that the calculation of certain Pieri coefficients could be made
simpler by using a formula derived from a subset P 6= Qλ,µ. We are investigating
whether the equivalence of these alternate formulations reveals additional structure
of the equivariant cohomology of X.
6. Type B Pieri Reduction
Throughout this section, we consider an odd orthogonal Grassmannian X =
OG(m, 2n+ 1). The special Schubert varieties Xp are indexed by integers 1 ≤ p ≤
2n−m, and satisfy Xp = {Σ ∈ X : dim(Σ ∩ Enp) ≥ 1}, where
np :=
{
2n+ 2−m− p if p ≤ n−m,
2n+ 1−m− p if p > n−m.
Equivalently, we have Xp = XSp , where
Sp :=
{
{np} ∪ [2n+ 3−m, 2n+ 1] if np > m− 1, and
({np} ∪ [2n+ 2−m, 2n+ 1]) \ {2n+ 2− np} if np ≤ m− 1.
Definition 6.1. Given Schubert symbols λ and µ in S(X), we write λ→ µ when
(1) µ ≤ λ,
(2) λi ≤ µi+1 for 1 ≤ i ≤ m− 1, and
(3) if λi = µi+1 for some i, then µj < 2n+ 2− λi < λj for some j.
Given Schubert symbols µ ≤ λ in S(X), we call c ∈ [0, 2n+1] a cut in D(λ, µ) if
either λj ≤ c < µj+1 or λj ≤ 2n+1− c < µj+1 for some j ∈ [0,m]. We notice that
0 and 2n+ 1 are always cuts. Recall that c ∈ [1, N ] is a zero column of D(λ, µ) if
λj < c < µj+1 for some j. We set
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Lλ,µ := {c ∈ [1, 2n+ 1] : c is a zero column in D(λ, µ)}
∪ {c ∈ [1, 2n+ 1] : µj = 2n+ 2− c = λj for some j ∈ [1,m]},
Qλ,µ := {c ∈ [2, n+ 1] : c− 1 is not a cut , and either c is a cut or c = n+ 1}.
Let x1, . . . , x2n+1 denote the basis of V
∗ dual to e1, . . . , e2n+1. The projected
Richardson variety Zλ,µ is a complete intersection in P
2n−1 cut out by the polyno-
mials
(1) {xc : c ∈ Lλ,µ}, and
(2) {xd+1x2n+1−d + . . .+ xcx2n+2−c : c ∈ Qλ,µ}, where d is the largest cut less
than c.
If Qλ,µ 6= ∅, let cˆ ∈ Qλ,µ be an arbitrary element. Let Z
′
λ,µ ⊂ P
2n denote
the subvariety cut out by the same polynomials defining Zλ,µ except the quadratic
polynomial corresponding to cˆ (namely x
dˆ+1x2n+1−dˆ + . . .+ xcˆx2n+2−cˆ, where dˆ is
the largest element of Qλ,µ that is less than cˆ). Fixing an integer 1 ≤ p ≤ 2n−m,
we set the following definitions:
Q′λ,µ :=
{
Qλ,µ \ {cˆ} if p > n−m and Qλ,µ 6= ∅,
Qλ,µ otherwise.
m′ := 2n+ 1−#Lλ,µ −#Q
′
λ,µ,
X ′ := Gr(m′, 2n+ 1).
Let ν(λ, µ) := [1, 2n+1] \Lλ,µ. Let ν
+(λ, µ) := ν(λ, µ)∪ {n+1}. Finally, for each
subset I ⊂ Q′λ,µ, we let
νI(λ, µ) := ν(λ, µ) \ (I ∪ {2n+ 2− c : c ∈ Q
′
λ,µ \ I}) .
We will simply denote these sets by ν, ν+, and νI whenever there is no confusion
about λ, µ. Moreover, we will naturally think of νI (resp. ν
+ when p > n − m
and Qλ,µ = ∅) as a Schubert symbol for the type A Grassmannian X
′ (resp.
Gr(m′ + 1, 2n + 1)). We therefore obtain projected Richardson varieties ZνI ,νI
(resp. Zν+,ν+) in P
2n, as defined in the case of type A Grassmannians using (4.1).
The maximal torus T ⊂ G = SO(2n+1,C) acts on V = C2n+1 by diagonal ma-
trices diag{z1, z2, · · · , zn, 1, z
−1
n , · · · , z
−1
2 , z
−1
1 }. It is embedded into a larger torus
(C∗)2n+1 ⊂ GL(2n + 1,C) of diagonal matrices diag{zˆ1, . . . , zˆ2n+1}. This induces
a ring homomorphism FB : Z[tˆ1, . . . , tˆ2n+1]→ Z[t1, . . . , tn] defined by
tˆi 7→

ti if i ≤ n
0 if i = n+ 1
−t2n+2−i if i ≥ n+ 2.
The simple roots of G are given by αn = tn and αi = ti − ti+1 for i = 1, · · · , n− 1.
It is easy to check that the specialization map FB sends simple roots ofGL(2n+1,C)
to simple roots ofG. The Pieri coefficientsNµλ,p(X) are elements of Z≥0[−α1, · · · ,−αn]
by [20]. Using FB , we will express arbitrary Pieri coefficients for type Bn in terms
of specializations of type A coefficients, resulting in a manifestly positive Pieri for-
mula.
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We can now state the main result of this section.
Theorem 6.2 (Equivariant Pieri rule for OG(m, 2n+1)). Given λ, µ ∈ S(X) and
an integer 1 ≤ p ≤ 2n − m, we have Nµλ,p = 0 unless λ → µ and |µ| ≤ |λ| + p.
When both hypotheses hold, we define p′ := |λ|+ p− |µ|. We then have
Nµλ,p(X) =

1
2FB
(
Nν
+
ν+,p′
(Gr(m′ + 1, 2n+ 1))
)
if p > n−m and Qλ,µ = ∅, and∑
I⊂Q′ FB
(
NνIνI ,p′(X
′)
)
otherwise.
Furthermore if µ ≤ Sp, then N
µ
λ,p(X) 6= 0.
Consider the (2n − 1) dimensional quadric Q := OG(1, 2n + 1), with inclusion
map ι : Q →֒ P2n. By Proposition 3.1, we have Nµλ,p =
∫ T
Q
[Zλ,µ]
T · [Q ∩ P(Enp)]
T ,
which we shall reduce further to a calculation on H∗T (P
2n). Note that P(Enp) is not
contained in Q if and only if p ≤ n−m, and in this case [Q∩P(Enp)]
T = ι∗[P(Enp)]
T .
By the following lemma, we can also express [Q ∩ P(Enp)]
T = [P(Enp)]
T as the
pullback of a class in H∗T (P
2n) when p > n−m.
Lemma 6.3. Given n−m < p ≤ 2n−m, we have
[Q ∩ P(Enp)]
T =
1
2
ι∗[P(Enp ⊕ 〈en+1〉)]
T .
Proof. We thank the referee for the following simplified argument. As in type C,
let ζ := cT1 (OP2n(1)) ∈ H
∗
T (P
2n) be the first equivariant Chern class of the dual
to the tautological subbundle on P2n. For any j ∈ [1, 2n + 1], the corresponding
equivariant hyperplane class is defined by
[Z(xj)]
T = ζ + FB(tˆj) =

ζ + tj for 1 ≤ j ≤ n
ζ for j = n+ 1
ζ − t2n+2−j for n+ 2 ≤ j ≤ 2n+ 1.
For any integers 1 ≤ d < c ≤ n+ 1, the corresponding equivariant quadric class is
defined by
[Z(xdx2n+2−d + . . . xcx2n+2−c)]
T = 2ζ.
We have
ι∗ι
∗[P(Enp ⊕ 〈en+1〉)]
T
= [P(Enp ⊕ 〈en+1〉)]
T · ι∗[Q]
T
= [P(Enp ⊕ 〈en+1〉)]
T · 2ζ
= 2[P(Enp)]
T
= 2ι∗[Q ∩ P(Enp)]
T ,
where the third equality holds because ζ = [Z(xn+1)]
T . Since the pushforward ι∗
is injective, the result follows. 
We can now prove the main result of this section.
Proof of Theorem 6.2. Due to Proposition 3.1, we can assume λ → µ and |µ| ≤
|λ| + p. By [12, Propostion 5.1], we have dim(Yλ,µ) +m = dim(Zλ,µ) + 1. Since
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dim(Yλ,µ) = |µ| − |λ| and m
′ = dim(Zλ,µ) + 1 (resp. dim(Zλ,µ) + 2 if Qλ,µ 6=
∅ and p > n−m), it follows that
p′ =
{
m+ p−m′ + 1 if Qλ,µ 6= ∅ and p > n−m,
m+ p−m′ otherwise.
We consider the following two cases.
Case 1: Suppose Qλ,µ = ∅. In this case Zλ,µ is a linear subvariety of Q ⊂ P
2n
and is equal to Zν,ν . Therefore, by Proposition 3.1, we have N
µ
λ,p =
∫ T
Q
[Zν,ν ]
T ·
[Q ∩ P(Enp)]
T .
If p ≤ n−m, then
[Q ∩ P(Enp)]
T = ι∗[P(E2n+2−m−p)]
T = ι∗[P(E2n+2−m′−p′)]
T .
By the projection formula we conclude Nµλ,p = FB
(
Nνν,p′(X
′)
)
.
Now, observe that we must have n+1 ∈ Lλ,µ (since n and n+1 are both cuts and
n+ 1 6∈ λ ∪ µ). Recall that Z(xn+1) ⊂ P
2n is the hyperplane cut out by xn+1 = 0.
If p > n−m, then by Lemma 6.3 we have
Nµλ,p =
1
2
∫ T
P2n
[Zν,ν ]
T · [P(Enp ⊕ 〈en+1〉)]
T
=
1
2
∫ T
P2n
[Zν+,ν+ ]
T · [Z(xn+1)]
T · [P(Enp ⊕ 〈en+1〉)]
T
=
1
2
∫ T
P2n
[Zν+,ν+ ]
T · [P(Enp)]
T
=
1
2
∫ T
P2n
[Zν+,ν+ ]
T · [P(E2n+2−(m′+1)−p′))]
T
=
1
2
FB
(
Nν
+
ν+,p′(X
′)
)
.
Case 2: Now suppose Qλ,µ 6= ∅. Note that Z
′
λ,µ ∩ Q = Zλ,µ and ι
∗[Z ′λ,µ]
T =
[Zλ,µ]
T ∈ H∗T (Q). As in Case 1, we could use Lemma 6.3 along with the projection
formula to move our calculation to P2n and prove the desired result. However,
we will instead use the fact that [Zλ,µ]
T = ι∗[Z ′λ,µ]
T along with the projection
formula to move to P2n. The advantage of this alternate proof is that it generalizes
immediately to the type D case, where there is no analogue of Lemma 6.3.
Since P(Enp) ⊂ Q for p > n−m, we have
ι∗[P(Enp) ∩Q]
T =
{
[P(Enp)]
T · [Q]T if p ≤ n−m
[P(Enp)]
T if p > n−m
We therefore have
Nµλ,p(X) =
∫ T
Q
[Zλ,µ]
T · [P(Enp) ∩Q]
T
=
{∫ T
P2n
[Z ′λ,µ]
T · [P(Enp)]
T · [Q]T if p ≤ n−m∫ T
P2n
[Z ′λ,µ]
T · [P(Enp)]
T if p > n−m
=
{∫ T
P2n
[Zλ,µ]
T · [P(Enp)]
T if p ≤ n−m∫ T
P2n
[Z ′λ,µ]
T · [P(Enp)]
T if p > n−m
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=
∫ T
P2n
∑
I⊂Q′λ,µ
[ZνI ,νI ]
T · [P(E2n+2−m′−p′)]
T
=
∑
I⊂Q′λ,µ
FB
(
NνIνI ,p′(X
′)
)
,
where the subvarieties ZνI ,νI are defined as in (4.1). The fact that [Zλ,µ]
T (resp.
[Z ′λ,µ]
T for p > n−m) is equal to
∑
I⊂Q′λ,µ
[ZνI ,νI ]
T follows from Lemma 5.2. For
the nonvanishing statement, let S be any of the Schubert symbols νI in Cases 1
and 3 (resp. ν+ in Case 2), and note that µ1 = min(S). As in the type A case, it
follows that if µ ≤ Sp, then S ≤ Sp′ , and hence FB(N
S
S,p′(X
′)) 6= 0. In Cases 1 and
3, it follows that Nµλ,p(X) is a sum of 2
#Q′λ,µ polynomials in Z>0[t2 − t1, . . . , tn −
tn−1,−tn], and in particular is nonzero. 
Remark 6.4. When p > n − m and Qλ,µ = ∅, the Pieri coefficient N
µ
λ,p(X) =
1
2FB(N
ν+
ν+,p′
(X ′)) is indeed an element of Z[t1, . . . , tn], since 2 divides ι
∗[P(Enp ⊕
〈en+1〉)]
T by Lemma 6.3. By Lemma 7.5, we will see that Nµλ,p(X) is equal to the
type B restriction coefficient Nνν,p′(OG(m
′, 2n+ 1)). In particular, any restriction
coefficient of Lie type B is the specialization of a restriction coefficient of Lie type
A, up to a factor of 2.
Example 6.5. Let X := OG(2, 7), let p = 3, and consider Schubert symbols λ =
{3, 6} and µ = {1, 6}. Note that p > n − m = 1. We have Lλ,µ = {2, 4, 5, 7},
Qλ,µ = ∅, m
′ = 3, p′ = 2, X ′ = Gr(4, 7), and ν+ = {1, 3, 4, 6}. Using Lemma A.2,
we calculate Nν
+
ν+,2(X
′) = (tˆ5 − tˆ1)(tˆ7 − tˆ1). Hence N
µ
λ,3 =
1
2 (−t3 − t1)(−2t1) =
(−t3 − t1)(−t1).
7. Type D Pieri Reduction
Throughout this section, we consider an even orthogonal Grassmannian X =
OG(m, 2n), wherem ≤ n. We note that our results apply equally well to OG(n, 2n),
which has two connected components, and to OG(n− 1, 2n), which is realized as a
homogeneous space by quotienting SO(2n,C) by a submaximal parabolic subgroup.
For each 1 ≤ p ≤ 2n −m − 1, the special Schubert variety Xp has codimension p
and satisfies Xp = {Σ ∈ X : dim(Σ ∩ Enp) ≥ 1}, where
np :=
{
2n+ 1−m− p if p < n−m
2n−m− p if p ≥ n−m.
Equivalently, we have Xp = XSp , where
Sp :=
{
{np} ∪ [2n+ 2−m, 2n] if np > m− 1,
({np} ∪ [2n+ 1−m, 2n]) \ {2n+ 2− np} if np ≤ m− 1,
We mention here that there is an additional special Schubert variety X˜n−m of
codimension n − m in X . We will discuss multiplication by the Schubert class
[X˜n−m]
T in Remark 7.7.
Following [11, §A] we make the following definitions. For any Schubert symbol
λ ∈ S(X), let [λ] = λ ∪ {c ∈ [1, 2n] : 2n+ 1− c ∈ λ}. We define type(λ) ∈ {0, 1, 2}
as follows. If n ∈ [λ], then we let type(λ) be congruent mod 2 to 1 plus the number
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of elements in [1, n] \ λ. In other words, if #([1, n] \ λ) is even then type(λ) = 1,
and if #([1, n] \ λ) is odd then type(λ) = 2. Finally, if n 6∈ [λ], we set type(λ) = 0.
In typeD, the Bruhat order is characterized by a stricter relation on the Schubert
symbols.
Definition 7.1. Given Schubert symbols λ and µ in S(OG(m, 2n)), we write µ  λ
if the following conditions hold:
(1) µ ≤ λ, and
(2) if there exists c ∈ [1, n− 1] such that [c+ 1, n] ⊂ [λ] ∩ [µ] and #λ ∩ [1, c] =
#µ ∩ [1, c], then we have type(λ) = type(µ).
By [11, Proposition A.2], we have µ  λ if and only if Xµ ⊂ Xλ.
Definition 7.2. Given Schubert symbols λ and µ in S(X), we write λ→ µ when
(1) µ  λ;
(2) λi ≤ µi+1 for 1 ≤ i ≤ m− 1, unless λi = n+ 1 and µi+1 = n;
(3) if λi = µi+1 for some i, then µj < 2n+ 2− λi < λj for some j; and
(4) it is not the case that λi = µi+1 ∈ {n, n+ 1} for any 1 ≤ i ≤ m− 1.
Remark 7.3. Given arbitrary Schubert symbols λ, µ ∈ S(X), the definition of a
cut in D(λ, µ) is significantly more complicated in type D (see [41] for details).
However, assuming λ→ µ, the situation is simpler.
Given Schubert symbols λ → µ ∈ S(X), we call c ∈ [0, 2n] a cut in D(λ, µ) if
either λj ≤ c < µj+1 or λj ≤ 2n − c < µj+1 for some j ∈ [0,m]. We notice that
0 and 2n are always cuts. Recall that c ∈ [1, 2n] is a zero column of D(λ, µ) if
λj < c < µj+1 for some j. The following definitions also hold only for Schubert
symbols λ→ µ:
Lλ,µ :={c ∈ [1, 2n] : c is a zero column in D(λ, µ)}
∪ {c ∈ [1, 2n] : ∃j ∈ [1,m] such that 2n+ 1− c = µj = λj
or 2n+ 1− c = n+ 1 = λj < µj+1
or 2n+ 1− c = n = µj > λj−1},
Qλ,µ :={c ∈ [2, n] : c− 1 is not a cut , and either c is a cut or c = n}.
Let x1, . . . , x2n denote the basis of V
∗ dual to e1, . . . , e2n. The projected Richardson
variety Zλ,µ is a complete intersection in P
2n−1 cut out by the polynomials
(1) {xc : c ∈ Lλ,µ}, and
(2) {xd+1x2n−d + . . . + xcx2n+1−c : c ∈ Qλ,µ}, where d is the largest cut less
than c.
If Qλ,µ 6= ∅, let cˆ ∈ Qλ,µ be an arbitrary element. Let Z
′
λ,µ ⊂ P
2n−1 denote
the subvariety cut out by the same polynomials defining Zλ,µ except the quadratic
polynomial corresponding to cˆ. Fixing an integer 1 ≤ p ≤ 2n−m − 1, we set the
following definitions:
Q′λ,µ :=
{
Qλ,µ \ {cˆ} if Qλ,µ 6= ∅ and p ≥ n−m,
Qλ,µ otherwise.
m′ := 2n−#Lλ,µ −#Q
′
λ,µ,
X ′ := Gr(m′, 2n).
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Let ν(λ, µ) := [1, 2n] \ Lλ,µ. For each subset I ⊂ Q
′
λ,µ, we let
νI(λ, µ) := ν(λ, µ) \ (I ∪ {2n+ 1− c : c ∈ Q
′
λ,µ \ I}) .
We will simply denote these sets as ν and νI whenever there is no confusion about
λ, µ. Moreover, we shall naturally think of νI as a Schubert symbol for the type A
Grassmannian X ′ = Gr(m′, 2n), by noting that the set νI always has cardinality
m′ for any I. We therefore obtain projected Richardson varieties ZνI ,νI ⊂ P
2n−1
as defined in the case of type A Grassmannians using (4.1).
The maximal torus T ⊂ G = SO(2n,C) acts on V = C2n by diagonal matrices
diag{z1, z2, · · · , zn, z
−1
n , · · · , z
−1
2 , z
−1
1 }. It is embedded in a larger torus (C
∗)2n ⊂
GL(2n,C) of diagonal matrices diag{zˆ1, . . . , zˆ2n}. This induces a ring homomor-
phism FD : Z[tˆ1, . . . , tˆ2n]→ Z[t1, . . . , tn] defined by
tˆi 7→
{
ti if i ≤ n
−t2n+1−i if i ≥ n+ 1.
The simple roots of G are given by αn = tn−1 + tn and αi = ti − ti+1 for i =
1, · · · , n− 1. The map FD sends positive roots of GL(2n,C) to positive roots of G,
with the sole exception of the root αˆn = tˆn − tˆn+1, which is sent to 2tn. However,
using Corollary A.3, we will ensure that specializations of the root αˆn never occur
in our Pieri rule. We can now state the main result of this section.
Theorem 7.4 (Equivariant Pieri rule for OG(m, 2n)). Given λ, µ ∈ S(X) and an
integer 1 ≤ p ≤ 2n − m − 1, we have Nµλ,p = 0 unless λ → µ and |µ| ≤ |λ| + p.
When both hypotheses hold, we define p′ := |λ|+ p− |µ| ≥ 0. We then have
(7.1) Nµλ,p(X) =
{
Nνν,p′(OG(m
′, 2n)) if Qλ,µ = ∅ and p ≥ n−m,∑
I⊂Q′
λ,µ
FD
(
NνIνI ,p′(X
′)
)
otherwise.
Furthermore if µ  Sp, then N
µ
λ,p(X) 6= 0.
The following lemma holds for all isotropic Grassmannians. We will need it to
prove Theorem 7.4 in the case Qλ,µ = ∅ and p ≥ n−m.
Lemma 7.5. Let IGω(m,N) be a Grassmannian of Lie type Dn (respectively Bn
or Cn), and suppose λ→ µ and 1 ≤ p ≤ 2n−m− 1 (respectively 1 ≤ p ≤ 2n−m).
If Qλ,µ = ∅, then we have #ν ≤ n, where ν = ν(λ, µ) = [1, N ]\Lλ,µ. Furthermore
if |µ| ≤ |λ|+ p, then
Nµλ,p(IGω(m,N)) = N
ν
ν,|λ|+p−|µ|(IGω(#ν,N)).
Proof. If Qλ,µ = ∅, then c is a cut in D(λ, µ) for any c ∈ [1, N ]. We then claim
that {c,N + 1 − c} ∩ Lλ,µ 6= ∅ for any c ∈ [1, N ]. To see why, we reproduce the
argument from [41, Lemma 4.14]: If we are working in type B and c = n+ 1, then
n + 1 must be a zero column, and hence be in Lλ,µ . Otherwise, let us consider
c ≤ N/2. Since c− 1 is a cut, we have λi ≤ c− 1 < µi+1 (or λi ≤ N +1− c < µi+1)
for some i. Then c (resp. N +1− c) is a zero column, in which case we are done; or
we have c = µi+1 ∈ µ (resp. N + 1− c = λi ∈ λ). It follows that N + 1− c ∈ Lλ,µ
(resp. c ∈ Lλ,µ), proving our claim. We therefore have #ν = N −#Lλ,µ ≤ n.
As a consequence, ν can be treated as a Schubert symbol for IGω(#ν,N). We
now consider Zν,ν ⊂ P
N−1 to be the projected Richardson variety coming from the
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Richardson variety Y ′ν,ν ⊂ IGω(#ν,N). As in Lemma 4.1, we then see that Zν,ν =
Zλ,µ. Since |λ|+p−|µ| ≥ 0, we have N
µ
λ,p(IGω(m,N)) = N
ν
ν,|λ|+p−|µ|(IGω(#ν,N))
by Proposition 3.1. 
The proof of our main theorem follows easily.
Proof of Theorem 7.4. We note that as in the proof of Theorem 6.2, we have p =
m+p−m′+1 ifQλ,µ 6= ∅ and p ≥ n−m, and p
′ = m+p−m′ otherwise. If Qλ,µ = ∅
and p ≥ n −m then we are done by Lemma 7.5. Let Q := OG(1, 2n) denote the
(2n− 2) dimensional quadric of isotropic lines, with inclusion ι : Q →֒ P2n−1. Note
that [Q ∩ P(Enp)]
T = ι∗[P(Enp)]
T if and only if p < n − m. If Qλ,µ = ∅ and
p < n −m, it follows that Nµλ,p =
∫ T
Q
[Zν,ν ]
T · ι∗[P(Enp)]
T = FD
(
Nνν,p′(X
′)
)
, as in
the proof of Case 1 of Theorem 6.2. Finally, if Qλ,µ 6= ∅, the proof is identical to
the proof of Case 2 of Theorem 6.2 (simply replace FB with FD, 2n with 2n − 1,
p ≤ n−m with p < n−m, and p > n−m with p ≥ n−m). 
In conclusion, the combination of Theorem 7.4 with Lemma A.2 and Corollary
A.3 yields a manifestly positive type D Pieri rule. To see that the hypotheses of
Corollary A.3 are met, note that if I1∩νI = {n}, then µ1 = n, since µ1 ∈ νI for any
I ⊂ Qλ,µ. Therefore c is a cut for every c ∈ [1, n], and hence Qλ,µ = ∅. Moreover,
since I1 = [1, n], we have 2n + 1 − p
′ − m′ = n, so p = n − m + 1 > n − m. In
this case, the Pieri rule does not make use of the specialization FD, and positivity
follows from any one of the known positive formulas for the restriction coefficient
Nνν,p′(OG(m
′, 2n)) (e.g. [27, 2, 5]).
Example 7.6. Let X := OG(1, 8),and suppose we wish to calculate N
{1}
{2},4(X).
Note that #Q{2},{1} = ∅, and p = 4 > 3 = n−m. It follows that
N
{1}
{2},4(X) = N
{1,2}
{1,2},3(OG(2, 8))
= (−t1 − t2) ((−t4 − t2)(t4 − t2) + (−t2 − t1)(−t3 − t1)) ,
where the final polynomial is computed using Anders Buch’s Equivariant Schubert
Calculator [9]. Interestingly, this type D restriction coefficient is not the specializa-
tion of any type A restriction coefficient (see Remark 7.8).
Remark 7.7. For the even orthogonal Grassmannian OG(m, 2n), there is an ad-
ditional special Schubert variety X˜n−m of codimension n−m defined by X˜n−m :=
{Σ ∈ X : dim(Σ ∩ 〈e1, . . . , en−1, en+1〉) ≥ 1}
5. The type Dn Dynkin diagram
automorphism induces an involution of OG(m, 2n) that interchanges Schubert va-
rieties of types 1 and 2, and maps X˜n−m to Xn−m. Multiplication with [X˜n−m]
T
is equivalent to multiplication with [Xn−m]
T in the following sense: We denote by
N˜µλ,n−m(X) the structure coefficients of [Xλ]
T · [X˜n−m]
T . Then, it follows from
(7.1) and the involution of OG(m, 2n) that
N˜µλ,p(X) =
{
N˜νν,p′(X
′) if Qλ,µ = ∅, and∑
I⊂Q′
λ˜,µ˜
F˜D
(
N ν˜Iν˜I ,p′(X
′)
)
otherwise;
5The definitions of X˜n−m and Xn−m are reversed in [12] when n is even.
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where X ′ and p′ are defined as before, and
F˜D(tˆi) :=
{
FD(tˆ2n+1−i) if i ∈ {n, n+ 1}, and
FD(tˆi) if i /∈ {n, n+ 1}
is induced by FD and the involution. We note that F˜D also sends all positive
roots of type A2n−1 to positive roots of type Dn except for the simple root tˆn −
tˆn+1. It follows from Corollary A.3 that the aforementioned formula for N˜
µ
λ,p(X)
is manifestly positive.
Remark 7.8. Suppose Qλ,µ = ∅ and p ≥ n − m. The restriction coefficient
Nµλ,p = N
ν
ν,p′(OG(m
′, 2n)) may not be the specialization (via FD or F˜D) of a type
A restriction coefficient from a Grassmannian Gr(m′′, 2n) for any 1 ≤ m′′ ≤ 2n−1,
even up to a factor of 2 (in contrast to the type B case; see Remark 6.4). We have
verified several such examples by computer, including Example 7.6.
Appendix A. Formula for Restrictions of Special Schubert Classes
In this appendix, we provide a manifestly positive formula for the restriction of
a special Schubert class in H∗T (Gr(m,N)) to an arbitrary T -fixed point, stated in
terms of Schubert symbols. We derive this formula directly from the Atiyah-Bott-
Berline-Verge integration formula, but it can also be deduced from other restriction
formulas, such as [14, 5]. We thank Sushmita Venugopalan for her insight in proving
the following key lemma.
Lemma A.1. Consider the polynomial ring Z[x1, . . . , xr; y1, . . . , yp+r−1]. We have
the following algebraic identity:
(A.1)
∑
j∈[1,r]
∏
i∈[1,p+r−1](yi − xj)∏
i∈[1,r]\{j}(xi − xj)
=
∑
1≤c1<...<cp≤p+r−1
p∏
i=1
(yci − xci−i+1).
Proof. We claim that both sides of (A.1) are equal to
p∑
k=0
ek(y1, . . . , yp+r−1)hp−k(−x1, . . . ,−xr),
where ek(y1, . . . , yp+r−1) is an elementary symmetric polynomial of degree k, and
hj(−x1, . . . ,−xr) is a complete homogeneous symmetric polynomial of degree j for
j ≥ 0. We set hj(−x1, . . . ,−xr) = 0 for j < 0.
For any positive integer k, let V (x1, . . . , xk) denote the Vandermonde determi-
nant
∏
1≤i<j≤k(xj − xi). Combining fractions on the left-hand side of (A.1), we
get∑
j∈[1,r]
(−1)j−1(y1 − xj) · · · (yp+r−1 − xj)V (x1, . . . , x̂j , . . . , xr)
V (x1, . . . , xr)
=
∑
all sequences
1≤c1<...<ck≤p+r−1
for 0≤k≤p+r−1
 ∑
j∈[1,r]
(yc1 ··· yck)(−1)
j−1(−xj)
p+r−1−kV (x1, ... , x̂j , ... , xr)
V (x1, ... , xr)
 .
The coefficient in Z[x1, . . . , xr] of the monomial yc1 . . . yck above is equal to
(−1)p−ks(p−k)(x1, . . . , xr).
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Here,
s(p−k)(x1, . . . , xr) :=
det

xp+r−1−k1 . . . x
p+r−1−k
r
xr−21 . . . x
r−2
r
...
. . .
...
x1 . . . xr
1 . . . 1

(−1)r−1V (x1, . . . , xr)
is a Schur polynomial. By the Jacobi-Trudi formula, we have s(p−k)(x1, . . . , xr) =
hp−k(x1, . . . , xr) = (−1)
p−khp−k(−x1, . . . ,−xr) as desired.
To prove the equality from the right-hand side, we set some more notation. For
any positive integers b ≤ a, let
{
a
b
}
denote the set of strictly increasing subsequences
{ci}
b
i=1 ⊂ [1, a]. Fix an integer 1 ≤ k ≤ p− 1 and a sequence {fi}
k
i=1 ∈
{
p+r−1
k
}
.
Let
{
p+r−1
p
}′
denote the elements of
{
p+r−1
p
}
containing {fi}
k
i=1 as a subsequence.
For any {ci}
p
i=1 ∈
{
p+r−1
p
}′
, let {ĉj}
p−k
j=1 denote the weakly increasing sequence
{ci − i + 1 : ci 6= fj for any j}. The coefficient in Z[x1, . . . , xr] of the monomial
yf1 . . . yfk on the right-hand side of (A.1) is then
(A.2)
∑
{ci}∈{p+r−1p }
′
p−k∏
j=1
(−xĉj )
 .
The set
{
p+r−1
p
}′
has cardinality
(
p+r−k−1
p−k
)
, exactly the number of degree p − k
monomials in Z[x1, . . . , xr], up to scalar multiples. We claim that no monomial
occurs more than once in (A.2). Suppose on the contrary that {ĉj}
p−k
j=1 = {d̂j}
p−k
j=1
for some pair {ci}
p
i=1 6= {di}
p
i=1 ∈
{
p+r−1
p
}′
. Then there exists a minimum integer
h such that fh = ci = dj for some i 6= j. Assuming i < j, we have di < dj = ci.
Since di 6= fl for any l ∈ [1, k], we have ĉi−h+1 6= d̂i−h+1, a contradiction. It follows
that (A.2) equals hp−k(−x1, ...,−xr). 
Now we consider the Grassmannian X = Gr(m,N), and compute the structure
coefficient Nνν,p in the equivariant product [Xν ]
T · [Xp]
T of equivariant Schubert
classes. Here ν = {ν1 < · · · < νm} is a general Schubert symbol; p ∈ {1, · · · , N −
m}, and Xp = XSp is labeled by the special Schubert symbol Sp = {N + 1 −m −
p,N + 2 − m, · · · , N}. We can further assume ν ≤ Sp, since N
ν
ν,p would vanish
otherwise (see e.g. [27]). Let I1 := [1, N −m− p+1], I2 := [N −m− p+2, N ] and
r := #(I1 ∩ ν). It follows from ν ≤ Sp that r ≥ 1 and I2 \ ν consists of p + r − 1
elements. Write I1 ∩ ν = {a1 < · · · < ar} and I2 \ ν = {b1 < · · · < bp+r−1}.
We have the following formula of Nνν,p, which gives the restriction of the special
Schubert class [Xp]
T to the T -fixed point corresponding to ν.
Lemma A.2. The restriction coefficient Nνν,p is given by
(A.3) Nνν,p =
∑
1≤c1<···<cp≤p+r−1
p∏
i=1
(tb(ci) − ta(ci−i+1)).
Proof. Let A := [Zν,ν ]
T · [P(EN−m−p+1)]
T ∈ H∗T (P
N−1). By Proposition 3.1 we
have Nνν,p =
∫ T
PN−1
A. For 1 ≤ j ≤ N , let ι∗j : H
∗
T (P
N−1) → H∗T (P(〈ej〉)) denote
the restriction to the T -fixed point of PN−1 corresponding to the j-th basis vector.
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Note that ι∗jA = 0 unless j ∈ I1 ∩ ν, in which case we have ι
∗
jA =
∏
i6∈ν(ti −
tj)
∏
i∈I2
(ti − tj). By the Atiyah-Bott-Berline-Vergne integration formula (see e.g.
[1, §2.5]), we therefore have∫ T
PN−1
A =
N∑
j=1
ι∗jA∏
i∈[1,N ]\{j}(ti − tj)
=
∑
j∈I1∩ν
∏
i∈I1\ν
(ti − tj)
∏
i∈I2\ν
(ti − tj)
2
∏
i∈I2∩ν
(ti − tj)∏
i∈[1,N ]\{j}(ti − tj)
=
∑
j∈I1∩ν
∏
i∈I2\ν
(ti − tj)∏
i∈I1∩ν\{j}
(ti − tj)
=
∑
j∈[1,r]
∏
i∈[1,p+r−1](tbi − taj )∏
i∈[1,r]\{j}(tai − taj )
.
Lemma A.1 yields the result, after identifying yi with tbi for 1 ≤ i ≤ p+ r− 1, and
xi with tai for 1 ≤ i ≤ r. 
We observe that Lemma A.2 is manifestly positive in the sense that the terms
(tbci − taci−i+1) are elements of Z≥0[t2− t1, . . . , tN − tN−1]. Specializations of these
terms yield manifestly positive Pieri rules in types C and B (Theorems 5.3 and 6.2).
When N = 2n, the specialization FD sends all positive roots ta − tb (where a < b)
to positive roots of type Dn except for the simple root tn − tn+1 of type A2n−1.
Nevertheless, the following corollary ensures the type D Pieri rule (Theorem 7.4)
is manifestly positive as well.
Corollary A.3. If N = 2n, then none of the terms (tbci − taci−i+1) in the summa-
tion (A.3) are given by (tn+1 − tn) unless I1 = [1, n] and I1 ∩ ν = {n}.
Proof. If the term (tn+1− tn) occurs, then there exits 1 ≤ c1 < · · · < cp ≤ p+ r− 1
and 1 ≤ i ≤ p such that tb(ci)−ta(ci−i+1) = tn+1−tn. It follows that n = a(ci−i+1) ≤
ar < b1 ≤ b(ci) = n+ 1. Hence, we have ci = 1, r = 1, b1 = n+ 1, and a1 = n. 
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