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Theory is when you know everything but nothing works. Practice is
when everything works but no one knows why. In our lab, theory and
practice are combined: nothing works and no one knows why.
Crazy Proverb, Unknown Source
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Abstract
This Master thesis work was performed in Ericsson AB, Lund. It studies and
validates two classes of algorithms to be used in mm-wave massive MIMO an-
tenna arrays, for their use in the future 5G mobile communication systems. The
first class of algorithms relates to the calibration of the transceiver (TRX) chains
responses of the antenna array and makes use of the antenna array mutual cou-
pling, which is considered as known by the system. It is used to compensate for
inaccuracies in the TRX base-band complex responses, caused by environmental
conditions such as temperature, humidity and aging, which are much more criti-
cal in mm-wave than conventional bands. After the calibration, the beamforming
capabilities of the massive MIMO systems are increased. The second class of algo-
rithms is related to the estimation of antenna array mutual coupling matrix, due
to the fact that this information is used in the first method. The antenna array
mutual coupling estimation algorithm was proposed by Ericsson’s engineers and
tested in this work. Since the systems considered will work at mm-wave frequen-
cies, small construction errors can create big differences in antenna array coupling
properties, so the coupling matrix must be estimated for each constructed system
of the same kind.
Several estimation and calibration algorithms were simulated, using Matlab R©
as a software for simulation, and analyzed. The estimation of TRX chains’ com-
plex responses is needed. Two estimation algorithms are used, referred as lin-
ear and non-linear least squares estimation. These estimation algorithms need
to use the information regarding the antenna array mutual coupling matrix and
over-the-air (OTA) self-measurements between pairs of elements in the antenna
array. These measurements can be done considering all the possible pairs of el-
ements in the antenna array (full measurements) or just a subset of the closest
pairs (neighbour measurements). Firstly, simulations using a generic case were
done, and later, simulations considering constraints in an Ericsson radio module
proprietary system were done. Internal and external unwanted interference in
the radio system were considered, to check for limitations in the estimation algo-
rithms. So as to validate the proposed methods and algorithms, a testbed system
using a radio module working at 28 GHz was built and measured. The signal
levels and frequencies in the HW components of the testbed were calculated us-
ing the data-sheets of the components and later measured using a vector network
analyzer and an spectrum analyzer. The last task was to write the code for con-
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trolling the radio module, then perform calibration using it and finally measure
the performance of the algorithm using an an-echoic chamber. Due to a lack of
time, the code needed to do the OTA measurements, the OTA measurements and
the validation of the algorithms are left as future work.
Observing the results of the simulations, several recommendations are made
for future measurement validations. One common conclusion is that it is best to
perform the minimum amount of self-measurements available, with those being
the ones corresponding to the strongest coupling gains between elements in the
antenna array. There were different preferred algorithms for calibration depend-
ing on the value of the signal-to-noise ratio (SNR) and the value of the signal-to-
interference (SIR) ratio. Regarding the antenna array coupling matrix estimation,
the conclusion is that the algorithm proposed by Ericsson’s engineers works, but
in order to achieve good results, the required post-processing SNR values of the
related measurements may be too big. Therefore, it may take too long to perform
these measurements. Possibilities to improve this algorithm are recommended
and left as future work. Regarding the HW to be used in the testbed, it is rec-
ommended to add some extra components in order to improve the quality of the
signals in the system, for future measurements.
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Popular Science Summary
Do you remember a time when you were watching a standard definition (SD)
YouTube video or streaming a song on your laptop or PC and the player sud-
denly stopped? Nowadays you want to watch streaming videos on your laptop
or mobile phone in a high-definition (1080p) format and in the future you may
even want to stream 4K 3D videos and watch them in your Smart-TV or mobile
phone. Mobile services are expected to be fast, reliable and cheap. Apart from
this, the number of connected devices is growing exponentially, and three times
more devices are expected to be connected in the next 5 years. Consequently, sci-
entists and engineers are working towards developing and installing increasingly
sophisticated systems to meet today’s and tomorrow’s user demands.
When it comes to cellular communications, there are several ideas on how to
improve the network performance. Two of them are to have base stations with a
lot of cooperating antennas and to use higher frequency bandwidths, only avail-
able at higher frequencies, in the millimeter wave region. These two concepts
seem complicated, and they are! Nevertheless, these novel technologies are two
main candidates to be integrated in future fifth-generation (5G) mobile systems,
expected to be rolled-out in 2020.
When using multiple antennas in a base station (or even in a mobile device),
it is desirable to avoid different behavior of the circuits in the system over time
caused by temperature, humidity and other environmental factors. This is even
more important when many antennas are used, as slight changes in the circuit
responses may destroy the performance advantage of using these cooperating
antennas. Everything gets even more complicated in higher frequencies, since
the environmental effect is stronger. But Maths are really strong, and since all the
data in our devices is in fact processed mathematically in a digital form, can’t we
do something to compensate for this physical (i.e. analog) effects in the mathe-
matical (i.e. digital) domain?. The answer is yes, we can, and this mathematical
compensation process is called calibration.
For the calibration procedure (or algorithm) to work, it is necessary to know
how the many antennas interrelate to one another, for the different frequencies
in the frequency band of interest. Hence, some antenna factory characterization
must be done beforehand. Since this characterization gets more and more com-
plex with an increasing number of antennas, and the antenna properties may still
vary after installation, it is necessary to find more efficient methods of charac-
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terization (in particular, efficient estimators of massive MIMO arrays coupling
matrix). This Master thesis addresses these two problems associated with envi-
ronmental changes effects in mm-wave massive MIMO systems and characteri-
zation of massive MIMO arrays.
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Chapter1
Introduction
During the past decade, the mobile communication market has grown tremen-
dously and it is expected to continue doing so with more devices being connected
every day. Apart from this, users demand higher data rates and new services,
which need lower latency and more robust communications. Hence, 5G wireless
communication standard [1],[2] is currently under development to meet these re-
quirements. With a crowded frequency spectrum, the available bandwidth is lim-
ited and has to be shared between different users (e.g., cellular communications,
broadcast services and radar). One way to serve more users is through the use
of MIMO communications, originally proposed in [4] for increasing data rates.
However, MIMO can also support multiuser communication in the same time
and frequency resource. Multiuser MIMO has become an attractive option for
practical implementation through the introduction of massive MIMO, advocat-
ing the use of very many antennas at the base station [5], [6]. MIMO technology
consists of the use of multiple antennas on both transmitter and receiver to cre-
ate multiple virtual data paths. Besides, since higher frequencies provide larger
bandwidths, technologies working in these higher frequencies, called millimeter
wave (mm-wave) frequencies [7], must be developed. Higher frequencies imply
smaller antenna elements, which allow many more antennas to be placed in the
same space, resulting in massive MIMO arrays. Thus, massive MIMO and mm-
wave technologies go hand in hand [8]. Environmental factors, such as tempera-
ture and humidity, affect the performance of mm-wave massive MIMO systems.
The focus of this Master thesis is to implement algorithms to reduce the effect of
these environmental factors on mm-wave massive MIMO systems.
1.1 Background
Massive MIMO consists of the use of a greatly large number of antennas, in the
range of hundreds and even thousands, that work together in order to increase
the quality of the received signal, thus greatly increasing the wireless data trans-
mission rates and energy efficiency. Mm-wave spectrum is the band of spectrum
between 30 GHz and 300 GHz. This spectrum is considered as the way to provide
5G services due to the availability of more bandwidth to deliver faster, higher-
quality video, and disruptive services.
1
2 Introduction
Massive MIMO requires a very stable response of the transmit and receive
radio frequency (RF) chains to work properly. Hardware impairments violate the
requirement for flat transceiver (TRX) chains’ responses and they may change
with temperature, humidity or component aging [9]. Therefore, calibration al-
gorithms for the compensation of non-idealities in the TRX chains’ responses are
needed. There are calibration algorithms for time-division duplex (TDD) opera-
tion [10] and frequency-division duplex (FDD) operation [11],[12],[13].
There is a problem that has not been fully addressed in mm-wave massive
MIMO systems. The wireless channel between the transmitter and the receiver
must be known by both sides of the communication link in order to achieve good
beamforming capabilities. When the users first try to connect to a base station,
they usually send a random access request in order to perform the procedures
to get connected to the base station. In this very first stage, there is no previous
knowledge of the channel. Hence, no beamforming can be made to the users
in this stage. One solution to this problem is to beamform to a predefined set
of directions, both in transmission and in reception. When the maximum sig-
nal is found in one of the preset directions, the user has been found by the base
station, and, consequently, the base station is also found by the user. With this ap-
proach, users that are very far away from the base station can still get connected
to it. Previously, the furthest users could not get connected because the received
power was below the required threshold. The TX and RX chain responses must
be estimated and compensated in the best possible manner, to avoid impairments
which would destroy the beamforming capabilities. The TRX chains’ calibration
method proposed in this work can solve the aforementioned problem.
1.2 Objective
The goal of this Master thesis project is to study, implement and validate different
calibration algorithms for compensation of hardware impairments in mm-wave
massive MIMO systems. These calibration algorithms calibrate the downlink
(DL) chain and the uplink (UL) chain of a base station, independently. To do so,
the coupling matrix of the antenna array must be known. The higher the number
of antenna elements, the harder it becomes to measure the array coupling matrix.
The development of the thesis can be divided into three major milestones. Firstly,
the study, simulation and selection of algorithms for array calibration. Secondly,
the study, simulation and selection of algorithms for array coupling matrix es-
timation. Thirdly, the testing of these algorithms in an Ericsson AB proprietary
testbed, located in Lund.
1.3 Methodology
Firstly, a literature study was performed in which the underlying theory and ex-
isting algorithms for TRX chains calibration were investigated [10],[11],[12],[13].
There are different algorithms that can be used for the calibration of the array TRX
chains’ responses. This thesis focuses on algorithms based on "self-measurements"
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performed within the antenna array [17],[18],[19]. Different estimation algorithms
were studied and simulated, and the most suitable one, for the problem at hand,
was selected. MATLAB R©was the tool used for these simulations.
Secondly, a literature study on array coupling estimation algorithms was also
done [14]. Since the already existing algorithms are not as efficient as it is desir-
able, the chosen algorithm was the one developed internally in Ericsson, based
on [20]. This algorithm is part of Ericsson intellectual property assets (IPA), so
not all the implementation detail is disclosed. This algorithm is much faster and
more efficient than the ones found in the literature. MATLAB R©was the tool used
for these simulations as well.
Lastly, a testbed for calibration and measurements on a real base station sys-
tem was prepared, in order to check the validity of the algorithms proposed. The
system is a radio module/ASIC developed by Ericsson [15],[16], and the mea-
surements were done in an Ericsson testbed located in Lund. To control the
testbed system, existing C# and Python control codes were modified.
1.4 Structure
The remainder of this report is structured as follows. In Chapter 2, an overview
of calibration algorithms found in the literature is made. Different methods are
explained, simulated and compared, and the most suitable method was selected.
As well as this, the method proposed by Ericsson’s engineers to estimate the cou-
pling matrix of an antenna array is briefly explained. Chapter 3 shows simu-
lations of different calibration techniques and simulations of the antenna array
matrix coupling estimator algorithm. Chapter 4 describes the Ericsson base sta-
tion system to be used, and the measurements to be performed in the testbed.
Lastly, in Chapter 5, conclusions and suggestions for future work are provided.
4 Introduction
Chapter2
Algorithms and Estimators
2.1 TRX Chains Calibration Algorithms
MIMO systems can be used for three purposes: beamforming, spatial diversity
and spatial multiplexing. The main purpose of a massive MIMO system is the
last one. Spatial multiplexing in massive MIMO systems is performed by beam-
forming different signals to different users, located in different positions (this is
also known as multiuser MIMO). Both line-of-sight and no-line-of-sight users are
considered by massive MIMO. Beamforming can be done in azimuth and/or ele-
vation by utilizing a proper antenna array (when it is made in both azimuth and
elevation, it is known as 3D-beamforming). In Fig. 2.1, a conceptual compar-
ison between beamforming in current mobile systems (single-user MIMO) and
beamforming in 5G system (multiuser MIMO) is found.
Figure 2.1: Example image. Reference [3]
Beamforming works by setting different amplitude and phase values on the
electromagnetic (EM) surface currents of each antenna element, thus creating
different interference in the far-field of different angular positions. This can be
done by scaling signals in the base-band domain. It is generally agreed that the
propagation channel is reciprocal [21], but the TRX RF chains at both ends of the
link are generally not [22]. In mm-wave massive MIMO systems, amplitude and
phase values must be set very accurately to beamform in the desired directions.
Small errors in the phase values can lead to a complete loss of the transmission
link. Therefore, a very accurate knowledge of the TX and RX chains’ complex
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responses is needed, in order to compensate for possible inaccuracies. Environ-
mental conditions, such as temperature, humidity and components aging, result
in changes of the TRX chains’ responses. Hence, it is necessary to find a way to
mitigate these effects. Isolated systems in terms of temperature, humidity and
so on can be created. This kind of systems exist in more expensive and complex
systems such as satellites or high performance radars, but are not affordable for
mobile communications’ base stations. That is the reason why the TRX chains’ re-
sponses need to be calibrated. Such a procedure is termed "TRX calibration", and
contains two steps: (i) estimation of calibration coefficients, and (ii) compensation
by applying those coefficients to the TX/RX signals.
2.1.1 Description of Self-measurements
To estimate the TRX chains’ responses at the base station side, a procedure named
"self-measurements" must be performed. These measurements consist of sending
a test signal through every transmit path to every receive path in the antenna
system, using the mutual coupling between elements as propagation channel.
This concept is illustrated in Fig. 2.2.
Figure 2.2: Self-measurements conceptual image.
Assuming the transmit (tn and tm) and receive (rn and rm) responses to in-
clude the response of the circulator in each direction, the signal model (i.e. digital
equivalent signal) in this system for the path tn to rm through hm,n is
ym,n(t) = rm·hm,n·tn·stest(t) + nm,n(t), (2.1)
In Eq. 2.1, ym,n refers to the complex value obtained from the measurement
between TX branch n and RX branch m, nm,n(t) refers to the noise in the mea-
surement, not only captured by the antenna, but also generated by the receiver
(thermal noise). The test signal stest is defined over the time interval 0≤t≤Tsig,
with Tsig being equal to the inverse of the minimum frequency component of the
signal.
From the signal model, it can be observed that the higher the gain of the
TX and RX responses, the higher the post-processing SNR. In section 3.1, it is
seen that the higher this SNR, the better the calibration. Thus, self-measurements
should be done by setting the amplifiers of the system to maximum gains but
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also taking care that no component of the radio module is run into compression.
Another way to increase the post-processing SNR is through performing the same
measurement several times and then averaging over these measurements.
The array coupling matrix is assumed to be composed of a deterministic com-
ponent h (coupling between antenna elements) and a random component h˜, i.e.
h = h+ h˜. This random component is modeled as an independent and identically
distributed (IID) zero-mean circularly-symmetric complex Gaussion (ZMCSCG)
variable with variance σh˜. The random component is used to model sources of
interference such as reflections, internal circuits coupling, etc. It is supposed that
only the deterministic component, which is the coupling between antenna ele-
ments, is known. The changes in the responses of the TX and RX chains are very
slow (in the range of minutes). Since the length of the test signal is in the range
of a few milliseconds, it is clear that the TX and RX chain responses can be taken
as constant over the measurement time.
To estimate the calibration coefficients, one must sound the M antennas one-
by-one by transmitting the test signal from each antenna and receiving on the
other M − 1 silent antennas. This makes a total of M · (M − 1) measurements,
which are expressed in matrix notation in Eq. 2.2,
Y(t) = R·H·T·s(t) +N(t), (2.2)
where H = HT is assumed. Estimation algorithms need the same or a higher
number of equations, compared to the number of (unknown) variables, to work.
Since there are a total of 2M variables to estimate, at least 2M equations are
needed. Therefore, some measurement combinations may be unnecessary. Since
the goal of estimation algorithms is to find out which parameters are more likely
to be present in a set of functions, which must be defined before using them in
estimation algorithms. There are different possibilities, but we focused our study
on three cases: full measurements, neighbour measurements and weighted mea-
surements.
Full Measurements
There are a total of M · (M− 1) available measurements that can be used. In Fig.
2.3, one can find a conceptual image of all the measurements available from a
central element, in a 5 by 5 array. There are advantages and disadvantages when
using this full set of measurements. It may seem that the higher the number of
available measurements, the better the estimation. This is true in case the mea-
surements have a good enough post-processing signal-to-noise ratio (SNR) and
signal-to-interference ratio (SIR). This is not true for the furthest elements in the
antenna array. To overcome this issue, another interesting approach is described
in the next section, which consists of using a (neighbour) subset of all the possible
measurements.
Neighbour Measurements
There must be more than 2M raw measurements, but not necessarily M · (M− 1),
hence, the estimation can be performed using a lower number of measurements
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with respect to all the combinations. This number must be Nmeas, with 2M ≤
Nmeas ≤ M(M− 1). Since 2M ≤ M(M− 1), M must be higher than or equal to
3. Measurements can be performed from all the elements to a subset of elements,
such as their neighbours. In Fig. 2.4, one can find an illustration of a reduced set
of measurements, called neighbour measurements, with the 4 closest neighbours
(of the central element) in the planar array being considered.
Figure 2.3: All measurements. Figure 2.4: 4 neighbour measure-
ments.
One advantage of neighbour methods is that they are much faster, since fewer
measurements are needed and the estimation algorithms only need to compute a
lower amount of data.
Weighted Measurements
Another possibility is to define a set of weighted functions, weighting them pro-
portionally to the expected SNR per measurement. Weighted equations must
always be defined so that they agree with the signal model definition. This is not
as straightforward as selecting a subset of functions. Weighted measurements’
functions for relative DL-to-UL calibration were defined in [10]. Weighted mea-
surements for absolute DL (TX) and absolute UL (RX) estimation is so complex
it is out of the scope of this thesis. One possibility is to combine weighted mea-
surements with neighbour measurements, hence improving the results by elimi-
nating measurements with extremely low SNR and reducing the impact of mea-
surements with low SNR while increasing the impact of the most reliable (high
SNRs) measurements.
2.1.2 Estimation Methods
Generalized Method of Moments
This method was originally introduced for statistical inference in econometrics.
It is an estimation approach which exploits a particular structure of the signal
model, more specifically the moment conditions [23]. In our case, a vector of mo-
ment conditions g(y, r, t) that satisfies E{g(y, r, t)} = E{g(y, φ)} = 0 is required,
where 0 is an all-zeros vector. In the previous equation, r = [r1 . . . rM]T , t =
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[t1 . . . tM]T , φ = [tTrT ]T and y = [y1,2T . . . y1,MT yM,1T . . . yM,M−1T ]T . Defining
the moment conditions to be Eqs. 2.3 and 2.4,
E{ fn,m,l} = E{ym,lrnhn,l − yn,lrmhm,l} ∀m, l, n and m 6= n 6= l, (2.3)
E{dn,m,l} = E{yl,mtnhl,n − yl,ntmhl,m} ∀m, l, n and m 6= n 6= l, (2.4)
and stacking all fn,m,l terms in f (y, r) and all dn,m,l terms in d(y, t), and denoting
g(y, φ) = [f (y, r)T d(y, t)T ]T , (2.5)
the GMM estimator is obtained by solving
φest = arg min
φ
‖t‖2=M
‖r‖2=M
g(y, φ)H ·W · g(y, φ), (2.6)
where W is a weighting matrix that generally needs to be optimized. Note
that the imposed constraints avoid the all-zero solution and normalizes the av-
erage energy per entry of φest to one. The GMM method can be solved by using
optimization algorithms.
Linear Least Square (LLS) Methods
The linear least square methods are a particularization of the GMM. By setting
W to be the identity matrix, Eq. 2.6 results in φest = argminφ ‖g(y, φ)‖2, which
can be solved by fitting this equation to a M-dimensional line, through the linear
least square approximation. To include the power constraints ‖t‖2 = M and
‖r‖2 = M, this method must be solved by using Lagrange multipliers [24]. The
Lagrange function is defined as
L(x,λ) = ‖g(y, φ)‖2 + λ1(‖t‖2 −M) + λ2(‖r‖2 −M), (2.7)
and to solve the problem, the gradient ∇x,λ(x,λ), must be computed and set to
zero. Then, solutions to this equality must be found. Since this method seemed
a bit complicated (and time consuming) from Ericsson’s perspective, the recom-
mendation was to use a method already developed in the company. It consists of
using the formula yn,m = rn · (hn,m + h˜n,m) · tm + nn,m. For the high signal quality
case (SNR → ∞ and SIR → ∞), the equation simplifies to yn,m = rn · hn,m · tm.
One can then define
Γn,m =
hn,m
yn,m
=
1
rn
· 1
tm
→ Γn,m · tm − 1rn = 0. (2.8)
Eq. 2.8 can be re-written in matrix form as A · x = b. A is composed of
elements of Γn,m and some "-1"s, x contains the unknowns tm and 1rn , and b is
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forced to have one element different from zero, to avoid the all-zero solution.
Vector x is calculated as
x = (AT ·A)−1AT · b (2.9)
This method requires a matrix inversion. The detailed derivations of this
matrix and vectors are given in Appendix A.1. This method estimates the RX and
TX chain responses, scaled by an unknown complex constant which appears since
one of the parameters is forced to take the value of 1. There were two possibilities
for defining Eq. 2.8, by defining Γn,m =
hn,m
yn,m or by defining Γn,m =
yn,m
hn,m
. In
Appendix A.1, it is demonstrated that the first definition leads to a higher post-
processing SNR of the estimation. In case it is one’s intention to calculate the
relative RX/TX chain responses, Eq. 2.8 must be defined as Eq. 2.10.
Γn,m =
yn,m
ym,n
=
rm
rn
· tn
tm
=
cm
cn
→ Γn,m · cn − cm = 0. (2.10)
Non-linear Least Square (NLLS) Method1
This approach consists of using the Gauss-Newton minimization algorithm. One
must define a set of equations in vector form as f (x) = 0, as it is shown in Eq.
2.11. 
f1(x)
f2(x)
...
fK(x)
 =

0
0
...
0
 (2.11)
where x is the vector of unknowns. The vector x can be found by iterations as
xl+1 = xl − J(xl)+f(xl), (2.12)
where J+ is the pseudo-inverse of the Jacobian matrix. As well as this, one ele-
ment of the Jacobian matrix is defined as [J(xl)]mn =
∂ fm
∂xn
, where m = 1, . . . , M (M
is the number of equations), n = 1, . . . , N (N is the number of unknowns) and the
Jacobian matrix equals J(xl)+ = (J(xl)TJ(xl))−1J(xl)T .
By using the definition of the signal model found in Eq. 2.8, and by defining
fn,m = ∆n,m − δtm · δrn, with ∆n,m = hn,myn,m , δtm = 1tm and δrn = 1rn , one has all the
equations needed to solve the problem. The detailed derivation of these matrices
and vectors are provided in Appendix A.2. Since the solution for this method
requires the pseudo-inversion of a matrix, it consumes a high computational load.
One suggestion is to solve this equation by using quasi-Newton methods [20],
because these methods are computationally more efficient. As seen in Appendix
B.1, this method estimates the RX/TX chain responses scaled by an unknown
complex constant. This same problem occurred in the LLS estimation approach.
1The application of non-linear least squares approximation as an estimation method
was proposed by Ericsson’s engineers at the end of 2016.
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2.1.3 Further Issues on Calibration
Two-Stage Calibration
Two calibration stages are found in any base station system:
1. Initial installation’s calibration setup.
2. On-the-go calibration: this is done when the system is working, sending
and receiving data to and from users.
In the first case, the deviation of the TRX chains’ responses (to be called "er-
ror" from now on) is uncontrolled, and may be extremely big. Despite that, sev-
eral minutes can be allocated for the base station system to set itself up in a real
installation scenario, so one can overcome the big initial error.
Figure 2.5: Timing scheme for the two stage calibration procedure.
In the second case, the error is controlled and limited to a maximum accept-
able value. Since the minimum achievable error depends on the SINR, as will
be seen in section 3.1, a minimum value for this error must also be chosen. The
error is expected to increase in a linear fashion (this is just an assumption for sim-
plicity). Thus, considering maximum and minimum errors, time periods can be
estimated. A timing scheme is illustrated in Fig. 2.5. In this image, the meaning
of the variables are:
• TInitial : calibration time for system initialization.
• TWorking: time during which the system sends/receives users’ data and
does not need to perform calibration.
• TCalib: time the system needs for calibration of the circuits in the TRX
chains. Users are idle during this time.
In Fig. 2.6, a conceptual image of the cluster of uncalibrated (red) and cali-
brated (green) complex values in the initialization calibration is found. In Fig. 2.7,
a conceptual image of the cluster for the on-the-go calibration is found. One must
be aware of the different scalings of the x and y axes. The distributions of these
clusters are directly related to the DMR (deviation to mean ratio) performance
tool, to be elaborated in Section 2.3.3.
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Figure 2.6: Cluster of TRX
chain baseband complex re-
sponses for setup calibra-
tion.
Figure 2.7: Cluster of TRX chain
responses for on-the-go cal-
ibration.
Let’s clarify DMR with an example. Consider a maximum deviation of one
degree per radius of value 1, i.e.
DMR =
1deg · (pi/180)
1volt
→ DMR(dB) = 20 · log10( pi180 ) = −35 dBc. (2.13)
If the minimum desired DMR is set to be a tenth of the maximum acceptable
error, the minimum DMR will be -45 dBc. All these DMRs can be obtained under
certain post-processing SIR and SNR constraints. In the next chapter, simulations
are done in order to choose the post-processing SIR and SNR values that result in
the desired DMR values.
Iterative Calibration Procedure
The possibility of performing more than one calibration calculation per calibra-
tion procedure was considered and tested. Instead of only doing one measure-
ment and then calibrate, the idea is to perform one measurement and one cali-
bration, more than once. This concept is further developed in Section 5.2.1. This
option was considered in case the calibration procedure is not only limited by
post-processing SNR and/or SIR but also by the capabilities of the calibration
method. In Chapter 3, one can find simulations that consider two calibration
calculations per calibration procedure.
Importance of Phase Compensation
The non-idealities in the circuits of the TRX chains affect the equivalent currents
on the antennas’ surfaces of the massive MIMO array. By changing the amplitude
of the equivalent currents on the antenna surface, over the array aperture, the
main lobe angular width and side-lobe-levels (SLLs) can be modified [21]. By
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changing the effective phase of the currents over the array aperture, a change in
the main-beam pointing direction of the array pattern is achieved.
Hence, the compensation of the phase component is much more important
than compensation of the amplitude component, for mm-wave massive MIMO
application. If the calibration method is able to get an "almost flat" response of the
phase values of the complex TRX circuits’ responses, but a not "so flat" response of
the amplitude values, the calibration can be still regarded as valid. In Chapter 3,
it can be seen that calibration algorithms better compensate the phase component
of the TRX circuits’ responses than the amplitude component.
2.1.4 Types of Compensation
Once the TRX circuits’ base-band complex responses have been estimated, they
must be compensated in order to achieve the desired beamforming properties.
There are three different types of compensation, depending on the kind of system
used: switched array (relies on analog compensation), fully digital array (relies
on digital compensation) and hybrid array (relies on analog or hybrid compensa-
tion).
Fully Digital Array (Digital Compensation)
If a fully digital array (one RF chain per antenna element) is used, the calibra-
tion can be done in the digital domain. This compensation consists of "pre-
multiplication" by the inverse value of the estimated complex response of each
TRX chain, in each base-band port. For example, to beamform power in a certain
direction, the signal to send through each antenna port "n" will be sbeamn . If the
estimated complex transmit response in each TX chain is tn, the effective signal
to send through each port must be se f fn = 1tn · sbeamn . As shown in Fig. 2.8, the
compensation in a fully digital array can be completely done in the base-band
digital domain. For a fully digital array, each DAC and ADC port are fully free to
set any scaling coefficient to the signals sent from and to them.
Figure 2.8: Schematic idea of a TRX circuits’ digital compensation.
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Switched Array (Analog Compensation)
When using switched arrays, which perform analog beamforming through the
use of power amplification and phase shifting in each antenna element, the com-
pensation must be done in the analog domain. The compensation in these sys-
tems is much more complicated than in a fully digital array:
• Power amplification compensates for the amplitude component of the TRX
chains’ complex responses.
• Phase shifter compensates for the phase component of the TRX chains’
complex responses.
Figure 2.9: Schematic idea of a TRX circuits’ analog compensation.
Different configurations of the power amplifier generate different phase re-
sponses. Different configurations of the phase shifter generate different gain/loss
responses. Hence, the operations of amplification and phase shifting cannot be
considered as linear. There are two ways to solve this problem:
• Predefined tables: stored configurations where the full response (amplifiers
+ phase shifters) is known beforehand. This can result in a huge memory
consumption.
• Control loop: this requires the use of a measurement probe in each antenna
port. Then, a control loop is applied, to re-adjust the signal until the desired
values are obtained. This solution scheme is shown in Fig. 2.10.
From Fig. 2.9, it can also be understood that the compensation is not linear.
The overall response of the chain is affected by the amplifiers, the phase shifters,
the connection to the antenna as well as tho connection of the circuits to the dig-
ital base-band domain. The calibration must be done by taking into account the
configuration in which the amplifier and phase shifter were set during the self-
measurement procedure. In the radio module used in this work, the compensa-
tion is done in the analog domain, so further work is needed in order to define
the corresponding calibration algorithm.
2.2 Antenna Coupling Matrix Estimators
For the calibration algorithms to work, it is necessary to use the antenna array
coupling matrix. With a few antennas, this coupling matrix can be estimated
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Figure 2.10: (a) Ideal case, (b) Gain-phase balancing by using a
control loop. This image can be found in [15].
using scattering parameters and a vector network analyzer [25]. This is affordable
if there are just a few antennas in the system. With many antennas, this procedure
gets really complicated. Another approach to estimate the coupling matrix is by
performing measurements in an anechoic chamber in different angular positions
[14]. Since all the existing methods take too much time and may not be affordable
for certain cases, such as the one in this work, an innovative estimation method,
which is proposed by Ericsson’s engineers, will be simulated and verified.
2.2.1 Procedure for Matrix Estimation2
The estimation of the coupling matrix must be done during factory calibration.
The steps for the proposed method are:
1. Estimate receiver paths in the device-under-test (DUT) radio unit.
2. Measure internal coupling between digital ports (self-measurements).
3. Estimate antenna coupling matrix based on step one and 2.
RX Paths Estimator in DUT
The DUT and probe, i.e. test transmitter, must be placed in an anechoic chamber,
with a distance enough to assume far-field distance, i.e. the incident plane wave,
between DUT and probe. The probe is physically positioned to ensure that the
incident plane wave gives identical incident signals at each antenna element on
the DUT antenna array (i.e., probe being placed in the broadside direction of the
array). The antennas must then be perfectly positioned and aligned, with respect
to each other. A conceptual image can be found in Fig. 2.11.
Then, a test signal TXtest is sent over-the-air from the probe to the DUT. The
received signal at each antenna port is equal to k1 · TXtest, where k1 is the un-
known path between the DAC port in the test transmitter and antenna ports in
the antenna array. In Fig. 2.12, a full detailed scheme for the plane wave acquisi-
tion is illustrated.
2This procedure is proposed by Ericsson’s engineers.
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Figure 2.11: Plane wave acquisition by DUT.
Figure 2.12: Full propagation path for plane wave acquisition by
DUT.
Note that there may be a small impact on the received signals from antenna
coupling. If needed, the simulated antenna coupling array can be used to correct
the received signals. The assumption is that it is not needed since all the antennas
receive identical signals and hence coupling between them should not influence
the measurements. Receiver algorithms may be used to mitigate impact from un-
wanted reflections in the test room, since they can isolate line-of-sight wave from
the reflected incident waves. The total transfer functions between the transmit-
ter and receiver is given in Eq. 2.14 and a conceptual image of the equivalent
base-band complex RX chains’ responses of the DUT is provided in Fig. 2.13.
yi =
RXi
TXtest
= k1 · ri. (2.14)
Figure 2.13: Signal view from plane wave acquisition.
It is convenient to remove any unknown attenuation/gain in the estimated
receiver functions by scaling the estimates. One proposal is to scale to have the
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RMS signal of the receiver functions to equal to 1. Each receive function rˆi, as
defined in Eq. 2.15, will then show the deviation from the ideal signal,
rˆi = yi · M
∑Mk=1 |yk|2
. (2.15)
It may be possible to rotate the DUT to get other incident angles. These mea-
surements can give information on the physical placement of the antenna patches
in the antenna matrix. This information can be used to compensate for errors in
the physical placement when the antenna matrix is used for fixed beam commu-
nication. There is a small difference in the received power, and a big difference in
the received phase, in each antenna element in the DUT array. Considering the
DUT as a circular aperture of radius R, measuring at a distance Dmeas, the effective
distance between the probe and the DUT aperture edge is Dedge =
√
D2meas + R2.
Between the aperture edge and aperture center, there is a difference in the re-
ceived power of
PWdi f f = 10 · log10(Dedge)− 10 · log10(Dmeas), (2.16)
and a phase difference of
φdi f f =
2pi
λ
· (Dedge − Dmeas). (2.17)
For the smallest far-field distances, the angular aperture from the DUT cen-
ter to the DUT edge (θ = arctan(R/Dmeas)) is around 3-4 degrees. Therefore, no
radiation pattern compensation is needed. For the smallest far-field distances,
the difference in the received power between the antenna center and the antenna
edge is in the order of tenths of a dB (even lower), so it can be neglected. How-
ever, the phase difference caused by the different propagation distances must be
calculated and compensated in the mm-wave frequency range. An aperture with
a radius of 4cm, at a measurement distance of one meter, and a working frequency
of 28 GHz, gives a phase difference of 0.47 radians, i.e. 27 degrees. Hence, the cru-
cial effect to compensate is the phase difference caused by different propagation
distances. This correction is named "parallax error correction" in Ericsson.
Self-Measurements
The DUT has to be placed in a physical environment where signals from un-
wanted reflections in the room are significantly smaller than the signal in the
direct path. Anechoic chamber is not needed but since it is used in the previous
step, the proposal is to continue with the same environment. The time between
the measurements in the previous and the current steps should be small enough
to ensure that the DUT is behaving in the same way in both steps. The signals are
injected into one digital base-band port and received at a different digital base-
band port. These self-measurements must consider all the possible combinations
of measurements in order to estimate as many antenna array coupling values as
possible. It is possible to receive at multiple ports using the same transmit port.
It may be even possible to transmit from multiple ports simultaneously if one can
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create orthogonal signals in each transmitter by using orthogonal codes. The total
transfer function from port j to port i is:
yij =
RXi
TXj
= ri · hij · tj + nij. (2.18)
Estimator of Antenna Coupling
Two options are considered for antenna coupling estimation. The first option
consists of using an already published method for relative RX/TX chain response
estimation. The selected method is the LLS. It contains the following steps:
1. Estimate the relationship between the RX/TX transfer functions cˆi = ri/ti.
The methods are published in [12]. In this work, we have to solve a matrix
problem based on the following formulation:
Γnm =
Ynm
Ymn
=
rn · tm
rm · tn =
cn
cm
→ Γnm · cm − cn = 0. (2.19)
2. Calculate the transmit transfer function as tˆi = rˆi/cˆi, with scaling such that
1
M ∑
M
k=1 |tˆk|2 = 1
3. Estimate antenna coupling matrix. Note that there are M(M − 1)/2 cou-
pling coefficients in an antenna matrix with M ports.
(a) Each antenna coupling hij can be extracted from two self-measurements
yij = ri · hij · tj and yji = rj · hji · ti = rj · hij · ti.
(b) Using the estimated values rˆi and tˆi, we get hˆij =
yij
rˆi ·tˆj and hˆij =
yji
rˆj ·tˆi ,
which are combined to increase the post-processing SNR of the esti-
mation by a maximum of 3dB.
The second option consists of the estimation of the antenna coupling matrix
directly from plane wave acquisition and self-measurements. This option is most
likely the better option since intermediate results tend to increase uncertainties.
Regarding this option, several alternatives exist. By considering three ports k,
l, m, with one signal transmitted from port l and received at ports k and m, the
signal models are written in Eq. 2.20:
ykl = rk · hkl · tl + nkl and yml = rm · hml · tl + nml . (2.20)
One can eliminate the unknown transmitter parameter tl and rewrite the for-
mula as given in Eq. 2.21:
resklm = ykl · rm · hml − yml · rk · hkl , (2.21)
with expected value E(r̂esklm) = 0. There are multiple ways to solve these equa-
tions, such as NLLS newton-method, LLS method, maximum-likelihood (ML)
method, etc. In this Master thesis work, two methods were tested for option 2,
LLS estimation and NLLS estimation.
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2.2.2 Further Issues in Coupling Matrix Estimation
Effect of the Unknown Constant
During the estimation of the RX circuits’ complex response vector, when normal-
ization is done, the estimated RX complex response would be rˆ = k1 · r. When
the relative DL to UL complex response is estimated, another unknown constant
appears. Since the TX circuits’ complex response equal
tˆ =
rˆ
cˆ
=
k1
k2
· r
c
= k3 · t, (2.22)
when the antenna array coupling matrix is estimated, a total scaling factor affects
the estimation. This effect is shown in Eq. 2.23
hˆij =
yij
rˆj · tˆi
=
yij
k1 · k3 · rj · ti = kT · hij. (2.23)
This is not a problem if the scalar kT is the same for all the estimated val-
ues. The ratios between different antenna coupling values hij/hkl must be kept
the same as if there is no uncontrolled scaling. The scaling is removed by apply-
ing normalization to the estimated antenna array coupling matrix values. Af-
ter estimating the coupling matrix, it is our goal to use it for TX and RX cir-
cuits’ calibration. The estimated antenna array coupling matrix has the following
structure hˆij = kT · (hij + µij), where µij is the noise present in the estimation
when hij is estimated by using two consecutive and independent noisy measure-
ments. Since the estimation of the coupling matrix is not time-critical, the post-
processing SNR of both measurements could be greatly increased. For low SNR
in the plane wave acquisition’s measurements and without the normalization of
the estimated antenna array coupling matrix, by observing the full signal model
(yij = ri · (kT · (hij + µij)) · tj + nij), it can be understood that the quality of the
self-measurements will be drastically reduced.
Estimator of He f f
As it was explained in Section 2.1.1, there is a random component in the antenna
array coupling matrix of the signal model for the self-measurements, i.e. the in-
terference related term h˜. The calibration procedure will be severely affected in
the case of low post-processing SIR. Hence, there is a strong limitation coming
from multiple unknown sources of interference, but this problem can still be re-
duced. If the interference is considered as reciprocal, i.e., Inm = Imn, and to be
invariant over time and environmental conditions, an "effective" coupling matrix
He f f = H + I can be estimated.
The interference matrix may be composed of the sum of a deterministic com-
ponent and a varying component, i.e. I = Idet + Ivar. Averaging over several
calculations of this effective matrix may reduce the size of the varying compo-
nent. When using the "effective" estimated coupling matrix for the calibration
procedure, the effect of the interference will be much lower. It is very impor-
tant to remark that in order to estimate the effective coupling matrix He f f , two
conditions must hold:
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• The interference matrix must be reciprocal (I = IT).
• The interference matrix must be time invariant and not affected by envi-
ronmental conditions.
When a base station system is placed "on-site", there will still be a small source
of interference due to reflections from the surroundings. One must consider that
interference will always be present in any real system.
2.3 Performance Measures
In order to select the best estimation method to be applied for the calibration of
the TRX circuits, performance measures must be defined. Below, several perfor-
mance measures are defined for the estimation of the TRX circuits’ responses.
2.3.1 Cramér-Rao Lower Bound
The CRLB indicates the theoretical lower boundary of the variance of any unbi-
ased estimation of an unknown parameter based on observed data, which de-
pends directly on this unknown data. Thus, it defines a lower bound on the
variance of any unbiased estimator of φest = [tˆTest rˆ
T
est]
T . It can be used as a ref-
erence of the best possible estimation of the given parameters. Its derivation for
the case at hand is extremely complicated, and it is out of the scope of the Master
thesis. A full mathematical derivation can be found in [11]. Since it is not critical
to obtain an absolute comparison against the "best" possible performance, given
by the CRLB, just a relative comparison between several methods is sufficient.
2.3.2 Mean Square Error
The mean square error (MSE) between the uncalibrated TX/RX chain responses
and their estimations is another performance measure. Since the estimated pa-
rameters are scaled by the same unknown constant, one must define the MSE in
a way that this constant is removed. The simplest way to solve this is by divid-
ing all the estimated parameters by one of them, hence removing the unknown
constant. A division by the corresponding parameter must be done on the ini-
tial values, in order to scale both sets of parameters accordingly. The estimation
method with the lowest MSE is the best in terms of the estimation performance.
The MSE for the RX and TX chain responses are given in Eq. 2.24.
MSErˆ = Er[(r− rˆ)2] and MSEtˆ = Et[(t− tˆ)2]. (2.24)
2.3.3 Cauchy Schwartz Inequality
Since the estimated parameters are scaled by an unknown constant, a perfor-
mance measure that does not need to explicitly deal with this scaling factor is
of interest. The Cauchy-Schwartz inequality (CSIN), which states how "parallel"
two n-dimensional vectors are, can do this. The formulation of the CSIN for the
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RX and TX chain responses is illustrated in Eq. 2.25, where rˆ and r are the esti-
mated RX and original RX circuits’ responses, and tˆ and t are the estimated TX
and original TX circuits’ responses, respectively. This is shown in Eq. 2.25.
0 ≤ rcs =
√|rH · rˆ|
‖r‖ · ‖rˆ‖ ≤ 1 and 0 ≤ tcs =
√|tH · tˆ|
‖t‖ · ∥∥tˆ∥∥ ≤ 1 (2.25)
In the previous inequalities, rcs and tcs are used as performance measures
for the RX and TX circuits responses’ estimation, respectively. This inequality
returns a value between 0 and 1, with 0 for the worst possible estimation and one
for perfect estimation, which is obtained for SINR = ∞.
Deviation to Mean Ratio3
The ratio between the standard deviation and the mean can be used as a per-
formance measure of the TX and RX circuits’ responses. If the ratio is too big,
it means the estimation method has not performed well. The digital base-band
representation of the TX and RX circuits’ complex responses form a cluster in
the I-Q domain, as seen in Fig. 2.7 and Fig. 2.6. The blue arrow is the mean
complex value, and the red and the green circles represent the clusters before
and after calibration, respectively. The standard deviation is calculated as a 2-
dimensional standard deviation, which equals the square root of the quadratic
sum of the standard deviation in the I-axis and the standard deviation in the
Q-axis, i.e. σT =
√
σ2I + σ
2
Q. The equation for the calculation of the mean of a
complex vector is given in Eq. 2.26.
R = Real(R) + i · Imag(R) (2.26)
The estimated parameters are scaled by an unknown constant, but this does
not affect the DMR performance tool, since this constant affects equally the stan-
dard deviation (σ) and the mean (µ). This is shown in Eq. 2.27 and Eq. 2.28.
Standard Deviation = σT =
√
∑ (x− µ)2
N
→
√
∑ (c · x− c · µ)2
N
= c · σ (2.27)
Deviation to Mean Ratio (DMR) =
c · σ
c · µ =
σ
µ
(2.28)
The best estimation method is the one with the lowest deviation to mean ratio,
given the same values of post-processing SNR and post-processing SIR.
2.3.4 Other Performance Measures
Since all the previously explained algorithms will be implemented in real sys-
tems, other performance measures must be taken into account, such as timing and
memory consumption. These requirements may vary depending on the system
3This performance measure is proposed by the Master student.
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in which the algorithms are implemented. Some systems may be very restricted
by timing, and others may suffer from low computational power.
Timing and Memory Performance
Timing performance is a measure related to the time the system takes to run the
estimation and calibration algorithms. Different algorithms take different times
to run. If a system changes very fast, the calibration should be performed as fast
as possible. In more stable systems, such timing restrictions may not be present.
Further analysis on timing performance is out of the scope of the Master thesis.
Memory performance is a measure related to the amount of memory (e.g.
RAM) required by the calibration algorithms to perform the necessary calcula-
tions. Since the calibration algorithms rely on the pseudo-inversion of one or
more matrices, it will be important to ensure that the system is capable of per-
forming such calculations. If the system has allocated a maximum memory for
mathematical operations less than the required by the calibration algorithm, the
operation will not be performed. Another procedure that uses less memory but
more time to run would be needed in such case.
Overall Performance
A "cost-function" that contains all the performance measures can be defined in
order to compare different methods not only in terms of accuracy but also in
terms of timing and memory performance. To this end, the following terms may
be defined: result performance (Rp), timing performance (Tp) and memory per-
formance (Mp). In Eq. 2.29, α1, α2 and α3 are used to scale each factor of the
cost function, to give a different importance to each of the different parameters,
depending on the system analyzed.
Ctotal = α1 · Rp + α2 · Tp + α3 ·Mp (2.29)
2.3.5 Selected Tools
LLS and NLLS estimation methods have been chosen and applied for full mea-
surements and neighbour measurements. CRLB was not used as a performance
measure because the goal was to obtain a relative comparison between different
methods, and hence an absolute comparison with respect to the best possible es-
timation method is not necessary. As it will be explained in Chapter 3, MSE and
CSIN are measures that give information on the performance, but they do not
provide enough relevant information when compared to the DMR. Hence, the
DMR was determined to be the main performance measure for the Master thesis
work.
Chapter3
Simulation Study and Analysis of
Results
This chapter contains a simulation study of some of the algorithms and meth-
ods explained in Chapter 2. These simulations are made considering an antenna
array coupling matrix which may not be absolutely realistic. In any case, these
simulations will serve as a reference case for the comparison of the different al-
gorithms and estimators. The coupling matrix is assumed to be proportional to
the distance between the elements, which is an assumption that may not hold for
real systems. Hence, each particular system must be simulated in order to ob-
tain its true performance. Two different calibration scenarios are considered, as
explained in Section 2.1.3. The first one consists of a long-time calibration, to be
performed when the system is deployed. The second one consists of a short-time
calibration, performed cyclically and "on-the-go", in between system operation,
i.e. when the system is transmitting and receiving data to and from user devices.
For the first one, a big deviation in the TRX circuits’ responses is assumed (refer
to Fig. 3.1 for an example), and for the second one, the deviation is regarded as
small (refer to Fig. 3.2 for an example).
Figure 3.1: Big error cluster. Figure 3.2: Small error cluster.
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3.1 Calibration Algorithms
This section shows the performance of different combinations of measurement
setups and estimation algorithms for their application to TRX circuits’ calibration.
All the following combinations were simulated and analyzed:
• LLS vs NLLS estimation methods.
• CSIN, DMR and MSE performance measures.
• Big initial error vs. small initial error.
• One iteration vs. two iterations of the calibration procedure.
• One or two or three levels of neighbours vs. full measurements.
Two iterations of the calibration procedure correspond to two sets of measure-
ment plus calibration. This is: measurements are conducted, then calibration is
applied. After that, measurements are conducted again, and a second calibration
is applied. Since the measurements are conducted twice, there is a gain of 3dB in
terms of equivalent post-processing SNR. The aim here is to check whether it is
better to perform all the measurements together and make the calibration once, or
it is better to conduct half the amount of measurements and calibrate, but twice.
"Level 1" neighbours refers to the 8 neighbours directly surrounding an antenna
element. For corner elements it refers to their three neighbour elements and, for
the edge elements, it refers to the 5 neighbour elements. For "Level 2" neighbours,
a total of 24 elements are considered (the corner and edge cases will have corre-
spondingly fewer neighbours). The concept of levels of neighbours is illustrated
in Fig. 3.3.
Figure 3.3: One level (blue) and two levels (blue + red) of neighbours
for an inner and a corner element.
Simulations were conducted both with and without the knowledge and ig-
norance of interference. The known interference could be added to the antenna
array coupling matrix to make an effective matrix of the form He f f = H + I.
Most of the simulations were done considering constant interference over the
array and a few consider interference decaying faster than antenna array cou-
pling gain over the array. All the simulations were done considering different
post-processing SIR values. Infinite SIR means no interference over the antenna
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array. Different values of post-processing SNR and SIR were tested, to check
which values are required to obtain a certain system performance. Both values
were defined with respect to 1. Hence, in order to translate from a value of "one"
to the input power in the receive antenna ports, the coupling gain must be con-
sidered. This is usually done only with regards to the maximum coupling gain,
which is -15 dB in this case. Then, the graphs will be exactly the same but with
"real" post-processing SNR and SIR values 15 dB below the ones illustrated in the
representations. Full knowledge of He f f equals the case of knowledge of H with
SIR→ ∞. Some other complementary information are given in Appendix A.2. It
is well known that beamforming in an antenna array is achieved by changing the
complex signals that excite each antenna element in the array. The effect of the
phase component is more important than the effect of the amplitude component,
with regards to the pointing direction. The TRX circuits’ calibration algorithms
simulated in this section have been found to be more effective in compensating
for the error in the phase component than the amplitude component (as can be
observed in Fig. B.1), and that is why these algorithms are well suited for the
improvement of beamforming capabilities.
The unit "dBc" defines a relation between a reference signal and its leakage.
A value of 0 dBc refers to the reference signal itself. An amount of -10 dBc refers
to a tenth of the power of the reference signal.
3.1.1 No Interference Added
Some simulations were done considering SIR→ ∞. Simulations of full measure-
ments using both LLS and NLLS estimation were performed. From Fig. 3.4 and
Fig. 3.5, it can be concluded that, for a big initial error, it is best to use two itera-
tions of the algorithm and, for a small initial error, the method is not so relevant.
Figure 3.4: Error mean for big ini-
tial error.
Figure 3.5: Error mean for small
initial error.
3.1.2 Interference Constant over Antenna Array
Most of the simulations were done for a constant interference level over the an-
tenna array. Different values of post-processing SNR and SIR were simulated for
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every performance measure. Firstly, simulations of the CSIN, MSE and DMR per-
formance measures are analyzed, in order to check whether or not any of these
measures is redundant or useless. The post-processing SIR is defined with respect
to the maximum value of antenna array coupling matrix. This means that, if the
maximum antenna array coupling gain is, for instance, -15 dB, a post-processing
SIR of 30 dB results in an interference level which is 45 dB below the signal level.
Figure 3.6: CSIN performance. Figure 3.7: Modified CSIN perfor-
mance.
In Fig. 3.6, one can observe the performance curves of the CSIN measure.
The higher the post-processing SNR and SIR, the closer it is to the value of 1. By
changing the representation to (1− CSIN) and forcing a semi-log scale, as in Fig.
3.7, one can separate the performance curves for high values of SIR and SNR. This
representation looks very similar to that of the DRM, which is shown in Fig. 3.9.
Thus, it does not make sense to use it. By observing the MSE representation in
Fig. 3.8, and by comparing it against Fig. 3.9, one can see that the trend is similar
to that of the DMR. Hence, MSE is also disregarded.
Figure 3.8: MSE performance
with semilog-y scale.
Figure 3.9: DMR performance,
same scenario.
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Big Initial Error
This section shows the performance of the TRX circuits’ calibration when the ini-
tial error is big. Both TX and RX chains are considered. Besides, the performance
of both the LLS and the NLLS estimation methods is simulated. One and two
iterations of the calibration procedure are done as well. The estimation perfor-
mance using one, two or three levels of neighbours, or full measurements is also
compared. One must note that all the figures in this section show the DMR per-
formance for the TX and/or RX chains.
Figure 3.10: One vs. three neigh-
bours (N), one vs. two itera-
tions (I), NLLS estimation.
Figure 3.11: One, two or three
neighbors and full, two iter-
ations using LLS estimation.
From Fig. 3.10 and Fig. 3.11, which show the DMR performance of the RX
chain, one can deduce that, the more the measurements used for the estimation
of the TRX chains’ responses, the worse is the performance. This is consistent
with the results in Fig. 3.28 in Section 3.1.3, in terms of more measurements con-
tributing to a poorer performance for the higher SNR range. As well as this, for
the same number of measurements, it is better to iterate the calibration procedure
twice. This is consistent with the results shown in Fig. 3.14 and Fig. 3.15.
In Fig. 3.12 and Fig. 3.13, which show the DMR performance for the RX vs.
TX chain, a comparison of LLS and NLLS estimation methods can be found. The
same conditions are applied as the previous figures: DMR performance measure,
one neighbour measurement and two iterations of the calibration procedure. For
lower values of post-processing SIR, the calibration using the NLLS estimation
works better than the one using LLS estimation.
For LLS estimation and low values of the post-processing SIR, the estimation
of the TX chains is worse than the estimation of the RX chains. This is because the
first value of the TX chain estimation is forced to equal one in the LLS estimation,
in order to avoid the all-zero solution. In Fig. 3.14 and Fig. 3.15, for the low post-
processing SNR range, the performance is lower for two iterations than for one
iteration of the calibration.
Analyzing Fig. 3.16 and Fig. 3.17, one can observe that, for high values of
post-processing SIR and for one iteration of the calibration procedure, LLS esti-
mation works better than NLLS estimation. The opposite happens for lower val-
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Figure 3.12: One neighbour and
two iterations using LLS es-
timation.
Figure 3.13: One neighbour and
two iterations using NLLS
estimation.
Figure 3.14: TX chain, one neigh-
bour, one vs two iterations
using NLLS estim.
Figure 3.15: RX chain, one
neighbour, one vs two itera-
tions using NLLS estim.
Figure 3.16: TX chain, one neigh-
bour, LLS vs. NLLS, one it-
eration.
Figure 3.17: RX chain, one
neighbour, LLS vs. NLLS,
one iteration.
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ues of post-processing SIR. The reason behind this may be that NLLS estimation
has not converged. By increasing the number of iterations for NLLS estimation,
this effect disappears. On the contrary, and since it is desirable to reduce the time
the estimation takes, it is not recommendable to use NLLS estimation with a huge
number of iterations. For low values of post-processing SNR, the NLLS estima-
tion method performs better than LLS. By observing Fig. 3.18 and Fig. 3.19, it is
easily concluded that two iterations of the calibration procedure give better re-
sults when using NLLS estimation than when using LLS estimation, for the low
post-processing SIR range.
Figure 3.18: TX chain, one neigh-
bour, LLS vs. NLLS, two iter-
ations.
Figure 3.19: RX chain, one
neighbour, LLS vs. NLLS,
two iterations.
Several conclusions can be drawn:
• The fewer the number of neighbour measurements used for the estimation,
the better are the results.
• Two iterations of the calibration procedure give the same or better per-
formance than one iteration in the high post-processing SNR ranges, but
worse for the low post-processing SNR ranges.
• For the NLLS estimation method, TX and RX chains’ compensation gives
the same performance.
• For low post-processing SIR ranges:
– LLS estimation gives a better performance for RX estimation than for
TX estimation.
– LLS estimation gives a worse performance than NLLS estimation.
• For high post-processing SIR ranges:
– LLS estimation and NLLS estimation gives the same performance for
two iterations.
– LLS estimation gives the best performance for one iteration.
– TX and RX chains’ compensation has the same performance for NLLS
and LLS estimation.
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Small Initial Error
The same simulations that were done in the previous section were done for this
section, but considering a small initial error. From Fig. 3.20 and Fig. 3.21, one can
deduce that, for a small initial error, two iterations of the calibration procedure
performs worse than one iteration, in the case of low post-processing SIR val-
ues. The performance is the same for high post-processing SIR ranges. Besides,
the performance is worse when a higher number of neighbour measurements are
used for estimation purposes. All the observations are consistent with the con-
clusions drawn in the previous section for big initial error. One must note that the
figures in this section show the DMR performance for the TX and/or RX chains.
Figure 3.20: RX chain, one vs.
three neighbours, LLS, one
vs. two iterations.
Figure 3.21: RX chain, one or two
or three neighbours and full,
LLS, one iteration.
Looking at Fig. 3.22 and Fig. 3.23, one can appreciate that NLLS estima-
tion performs equally for TX and RX chains’ estimation. For LLS estimation, the
performance is equal across the different cases in the high post-processing SIR
range. For the low post-processing SIR range, LLS estimation better estimates the
RX chain than the TX chain. By looking at Figs. 3.24- 3.27, one can see that, for
the high post-processing SIR range, both LLS and NLLS estimation give the same
performance. For the low SIR range, LLS estimation has worse performance than
NLLS estimation. The performance for two iterations is worse in the low SIR
range in comparison to one iteration. This trend is consistent with what is shown
in Fig. 3.20. It can be seen that the behaviour of these estimation methods for a
small initial error is very similar to the one with a big initial error (i.e. big de-
viation) in the TRX chains’ responses. It is our goal (as will be explained in the
following chapter) to get a deviation to mean ratio (after calibration) of around
-45 dBc. If an internal interference level of -45 dBc (i.e. SIR=45 dB) is present,
a post-processing SNR value of 70 dB will lead to a performance of around -50
dBc, both for one or two iterations of the calibration procedure, using one level of
neighbors. Thus, for a small initial error, it is better to use LLS estimation and one
iteration of the calibration procedure, if the interference level is small enough. If
the interference level is big, it is better to use NLLS estimation and one iteration.
Two iterations do not improve the performance for a small initial error.
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Figure 3.22: RX vs TX chain ,
one neighbour, LLS, one it-
eration.
Figure 3.23: RX vs TX chain, one
neighbour, NLLS, one itera-
tion.
Figure 3.24: RX chain, one
neighbour, LLS vs. NLLS,
one iteration.
Figure 3.25: TX, one neighbour,
LLS vs. NLLS, one iteration.
Figure 3.26: RX chain, one
neighbour, LLS vs. NLLS,
two iterations.
Figure 3.27: TX chain, one neigh-
bour, LLS vs. NLLS, two iter-
ations.
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3.1.3 Interference Varying over Array Aperture
The effect of an interference which varies in power over the array aperture is an-
alyzed here. NLLS estimation was used, together with DMR as the performance
measure. A small initial error is considered, since the results for a big initial error
are similar. In Figs. 3.28- 3.30, the legend has the following structure: NX_I-YY,
where X refers to the level of neighbours and YY refers to the interference value
with respect to the maximum coupling gain.
Figure 3.28: Constant Interference over array elements.
Figure 3.29: Decay in interfer-
ence equal to coupling gain.
Figure 3.30: Interference decay-
ing faster than coupling gain.
Measurements with an unknown interference result in a lower performance
of the calibration algorithm (as compared to known interference or no interfer-
ence). This is due to the deviation to mean ratio not being reduced with an in-
creasing value of the post-processing SNR, given a concrete value of the post-
processing SIR. With a constant interference over the array aperture, estimation
with less neighbours performs better. For neighbouring antenna elements that
are further away, the ratio between the antenna coupling gain and the unknown
interference decreases, resulting in lower quality measurements. When the inter-
ference decays equally to or faster than the coupling gain between the antennas
in the array, it is better to use fewer neighbours in the low post-processing SNR
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region. In the high SNR region, it is better to use more elements.
3.2 Antenna Coupling Matrix Estimator
This estimator is based on the use of two kind of measurements, each of them per-
formed in different time instants thus with uncorrelated noise and interference
effects. The first measurement consists of the acquisition of an electromagnetic
plane wave sent by the probe antenna and received by the DUT. The second mea-
surement consists of self-measurements in the DUT, which are the same as the
ones performed in the previous section. Different values of post-processing SNR
must be simulated in each of the involved measurements. Since two estimators
were proposed, both of them were tested. The first one worked, but the second
one did not. Therefore, only the results from the first estimator are shown. For
the self-measurements simulations, a reciprocal interference was assumed. More
simulations considering a non-reciprocal interference can be done, in order to
find out the effect of the interference on the performance of the estimator.
Figure 3.31: DMR estimation of
RX responses.
Figure 3.32: Relative C = RX/TX
responses’ estimation.
The estimation of the antenna array coupling matrix is done before any pre-
vious TRX chains’ calibration. Therefore, any initial state can be expected. Thus,
the deviation of the TRX chains’ responses cannot be assumed to be small. In the
following figures, SNRRX refers to the SNR at each receive antenna port for the
plane wave acquisition. SNRSM refers to the SNR in each RX antenna port for
the self-measurements procedure. This SNR is different from the one shown in
the previous section. Fig. 3.31 shows the DMR of the RX chains’ responses esti-
mation. The SNR in the self-measurements does not affect the performance of the
RX chain responses estimations, since both procedures are independent of each
other. As well as this, the DMR of the RX chain responses equals the inverse of
the SNR of the plane wave acquisition. In Fig. 3.32, the DMR of the estimation of
the relative receive to transmit (RX/TX) chain responses is shown.
Fig. 3.33 shows the DMR of the normalization of the estimated antenna ar-
ray coupling matrix divided by the actual antenna array coupling matrix (i.e.
Hest/H). As can be seen in Fig. 3.33, big initial error and small initial error result
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Figure 3.33: DMR of array mutual coupling estimation for reciprocal
interference. Big vs. small initial error.
in the same performance for the high post-processing SNR range. For low SNR
values, the estimation is better with a small initial error. The noise present in the
estimation of the RX chains’ responses will act as an interference in the antenna
array coupling matrix estimation, since both measurements are independent. The
full signal model for the self-measurements is shown below, where µRXi is the
noise present in the RX chains responses’ estimation.
YSMij = (ri + µ
RX
i ) · hij · tj + nSMij (3.1)
It is important to find a balance between the SNR in the plane wave mea-
surements and the SNR in the self-measurements, since the performance of the
estimation saturates for very high SNR values in the plane wave acquisition. The
y-axis in Fig. 3.33 shows the power of the interference that will be inherently
present when the estimated antenna array matrix is used for TRX calibration pur-
poses. Reciprocal interference was considered in the self-measurements of these
simulations. It is proposed, as future work, to consider non-reciprocal interferen-
cein the simulations, in order to check its effect on the performance of the antenna
array coupling matrix estimator.
Chapter4
Radio Module Considerations and
Measurements Setup
Ideas, concepts and simulations are important, but it is mandatory to test some
of these ideas and simulations in a practical setup, to confirm their validity in a
real environment. After introducing and explaining the calibration and coupling
matrix estimation algorithms, it is time to detail their possibilities and limitations
in an Ericsson radio module. As well as this, some measurements must be con-
ducted in a testbed in order to validate the algorithms and estimators.
4.1 Radio Module Considerations
An overview of the radio module to be used as a DUT is illustrated in this section,
with its considerations and design features and capabilities. Limitations in the
system are also explained.
4.1.1 System Overview
In this section, a brief description of the system is done, in order to clarify how
it works in a real environment. This system is a radio access module, containing
a total of 64 active antenna elements and 40 surrounding idle elements. The an-
tenna array is shown in Fig. 4.1. The aim of these 40 idle elements is to obtain a
uniform impedance over the array aperture. The system is a radio module/ASIC
system composed of 4 TRX blocks, connected to 4 antenna modules. Each an-
tenna module supports two polarizations.
Each TRX block consists of two 16-element IF TRX chains, one for each po-
larization. Each antenna module consists of four RFICs and a package with 64
integrated dual polarized patch antenna elements. Each RFIC has two indepen-
dent radio groups with 8 TX/RX chains in each group and in each polarization.
The arrangement in the radio module/ASIC is illustrated in Fig. 4.2, where
crosses represent the antenna elements (one must note the numbering is not cor-
rect in this image). The antenna element placement, when it is seen from above,
is given on Table 4.1. An schematic of the antenna module architecture and the
RF IC architecture can be found in [15].
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Limitations in the Availability of Self-measurements
The system is limited in terms of available self-measurements, since there are
radio groups that can be configured to only transmit or only receive. If one an-
tenna element in one radio group is transmitting or receiving, none of the other
7 elements in the same radio group can be configured to receive or to transmit,
respectively. When one element is transmitting, no other element in the same
radio group can receive. Physical connections are the limiting factor for the self-
measurements capabilities.
Some TX-to-RX paths are not available because they are connected to the
same ADC. Regarding the self-measurements, the elements with coupling gain
below -30 dB should be considered very carefully, and the ones with coupling
gain below -40 dB should be discarded. The limitations in self-measurements
capabilities caused by hardware connections limits not only the TRX circuits’ cal-
ibration but also the antenna array coupling matrix estimation. Regarding the
TRX circuits’ calibration, there is access to a limited number of self-measurements,
which can result in a decreased performance with regards to systems without any
hardware constraint.
The simulated coupling matrix from the antenna array was provided, and it is
illustrated in Fig. 4.3. The upper-left quadrant contains the horizontal to horizon-
tal polarization coupling gain, the bottom-right quadrant contains the vertical to
vertical polarization coupling gain, the upper-right quadrant and the bottom-left
quadrant contain the cross-polarizations coupling gains. The element Sij in the
matrix refers to the portion of power that is sent from the antenna element j and
received in the antenna element i.
Measurements from elements in one RFIC to elements in another RFIC can
be performed. Cross-polarization measurements can be performed as well. The
decision was to make the measurements inside one polarization, in order to sim-
plify the complexity of the measurement setup. The mean of the coupling gains
computed over all the antenna elements is illustrated in Fig. 4.4. It is computed
by averaging the coupling gains from each element to the others, over the entire
array. Taking into account the connections’ constraints and a minimum accept-
able coupling gain of -40 dB, the measurement sets can be defined.
RC 0 1 2 3 4 5 6 7
0 0-15 0-14 0-6 0-7 1-15 1-14 1-6 1-7
1 0-13 0-12 0-4 0-5 1-13 1-12 1-4 1-5
2 0-10 0-11 0-3 0-2 1-10 1-11 1-3 1-2
3 0-8 0-9 0-1 0-0 1-8 1-9 1-1 1-0
4 3-0 3-1 3-9 3-8 2-0 2-1 2-9 2-8
5 3-2 3-3 3-11 3-10 2-2 2-3 2-11 2-10
6 3-5 3-4 3-12 3-13 2-5 2-4 2-12 2-13
7 3-7 3-6 3-14 3-15 2-7 2-6 2-14 2-15
Table 4.1: Antenna element placement as seen from above i.e. look-
ing down at the antenna array.
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Figure 4.1: Antenna array front view, showing both driven and idle
elements.
Figure 4.2: Antenna elements ar-
ranged over 4 RFICs.
Figure 4.3: Simulated coupling
matrix.
The values illustrated in Fig. 4.4 are of a high interest. These values are used
as a "rule-of-thumb" to define neighbour elements and power parameters for TRX
circuits’ calibration in real systems developed by Ericsson, where a similar an-
tenna array is used.
Interference inside RFICs
The circuits’ interference inside each RF IC in the radio module must be consid-
ered. Internal information in the company stated the internal leakage inside a
RFIC to be around -45 dBc between antenna elements. The internal leakage be-
tween RFICs is around -90 dBc. It was agreed that this internal leakage should
be modeled as an uniformly distributed random variable. In Section 2.2, it was
stated that the antenna array coupling matrix estimation method developed in-
ternally in Ericsson could eliminate the internal leakage effect, under certain con-
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Figure 4.4: Mean coupling over all antenna array.
straints. If these constraints do not hold, the internal leakage must be taken as an
extra source of interference.
4.1.2 Other System Considerations
Timing requirements
TRX circuits’ calibration must be performed in the shortest amount of time pos-
sible. This was explained in Section 2.1.3, but in this section we are applying
this requirement to the radio module made available for the project. The system
would stop working for a short time when performing the self-measurements.
One advantage is that the estimation of the TRX circuits’ responses and the data
transmission/reception can run in parallel in a Field Programmable Gate Array
(FPGA). Hence, the only time-limiting factor is the time the system takes to make
the self-measurements. In Fig. 4.5, a timing scheme can be found.
Figure 4.5: Timing requirements for the calibration procedure.
• Tstart: initial time to start the self-measurements.
• Tmeas: time to perform the self-measurements. This depends on the inte-
gration time.
• Tsend: time to send the raw measurements for estimation and calibration.
• Tcalculations: time to perform the estimation.
• Tset: time to calibrate the TRX circuits’ responses.
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• Tdata−user−NoCalib: period of time during which calibration has not been
applied and data from users is transmitted and received.
• Tdata−user−Calib: period of time when data from users is transmitted and
received after calibration is applied.
• TCalibration−Not−Necessary: time when no calibration is necessary.
The aim is to minimize the time periods Tstart, Tmeas and Tsend, without crit-
ically reducing the performance of the estimation, since this minimizes the total
calibration time, thus increasing the overall efficiency of the system.
Power Requirements
The power level of the test signals used in the self-measurements must be defined
as well. Each receiver in the radio module will accept a certain maximum input
power (let’s refer to it as XX dBm) without running into compression. The maxi-
mum transmit power, which will not run the receiver into compression, must be
selected with regards to the maximum coupling gain in the antenna array. The
provided maximum antenna array coupling gain in the radio module is -11.6 dB.
A basic link budget calculation states:
PTX = PRX −max(H) = XX dBm+ 11.6 dB. (4.1)
By considering N0 to be the noise spectral density, NF to be the noise figure of
each receiver, and BWdB the bandwidth of the signal in decibels, one can derive
the noise level in the system as:
NPW = N0 + NF+ BWdB = −174 dBm+ 11 dB+ 86 dB = −77 dBm. (4.2)
The SNR of the self-measurement related to the strongest coupling gain can
be calculated, by using Eq. 4.2, as:
SNR (dB) = max(PRX)− NPW = XX− (−77) dB. (4.3)
If a certain performance is desired and the SNR level for one cycle of one
measurement does not bring that performance, a post-processing SNR must be
obtain by averaging over several cycles of the same measurement. The number
of minimum cycles is:
Ncycles = d10
SNRdesired−SNR1cycle
10 e. (4.4)
Similar calculations can be made for the measurement related to the plane
wave acquisition, since these calculations are related to the power levels in the
self-measurements.
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4.2 Simulations using Radio Module Features
A few simulations have been made in this section, by taking radio module fea-
tures into consideration. The aim of these simulations is to get an idea of the
post-processing SNR and SIR values that are required to achieve a certain perfor-
mance in the system, before performing the measurements in the testbed.
4.2.1 TRX Circuits’ Calibration
In these simulations, only the self-measurements with a coupling gain higher
than -40 dB were considered. As well as this, post-processing SNR and SIR val-
ues were defined with respect to the power transmitted by the TX elements. If
the definition must be made with regard to the maximum received power in an
antenna port, the maximum coupling gain (11.6 dB) must be subtracted from the
SNR and SIR values. Thus, if a performance value of -40 dBc is obtained for
SNR = 40 dB and SIR = 50 dB, the SNR and the SIR in the antenna port for the
maximum coupling gain will be SNR = 28.4 dB and SIR = 38.4 dB. In this sec-
tion, all the figures show the DMR performance of the TRX circuits’ calibration.
Big Initial Error
In this part, the performance of the TRX circuits’ calibration, with a big initial
error in the circuits’ responses, is calculated. In Fig. 4.6 and Fig. 4.7, one can see
a comparison between one and two iterations of the calibration calculation, by
estimating the RX circuits’ responses using both LLS and NLLS estimation.
Two iterations of the calibration procedure work better than one iteration, for
high values of post-processing SIR, and worse for low values, which is consistent
with the conclusions drawn in Section 3.1.2. By observing Figs. 4.8-4.11, one
can conclude that one iteration of the calibration procedure performs better with
LLS estimation, for high values of the SIR. On the contrary, NLLS estimation
works better for low values of SIR. For two iterations, NLLS estimation works
better in the low post-processing SIR range. There is no difference in performance
for the high SIR range. For the low post-processing SNR range, two iterations
perform worse than one iteration. All these conclusions are consistent with the
simulations of the generic signal model used in Chapter 3.
Small Initial Error
In this part, the performance of TRX circuits’ calibration for the radio module,
with a small initial error in the TRX chains’ responses, is analyzed. In Fig. 4.12
and Fig. 4.13, one can observe that two iterations perform better than one itera-
tion for high values of post-processing SIR, and worse for low values. By observ-
ing Figs. 4.14-4.17, one can see that one iteration using LLS estimation performs
better in the high SIR range than in the low SIR range. The opposite happens for
NLLS estimation. For two iterations, NLLS estimation is better for low SIR val-
ues and equal in performance for high values. All these conclusions are, again,
consistent with Section 3.1.2.
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Figure 4.6: RX chain, 1 vs. 2 iter-
ations, LLS estimation. Big
error.
Figure 4.7: RX chain, 1 vs. 2 iter-
ations, NLLS estimation. Big
error.
Figure 4.8: LLS vs. NLLS with
one iteration (RX chain). Big
error.
Figure 4.9: LLS vs. NLLS with
one iteration (TX chain). Big
error.
Figure 4.10: LLS vs. NLLS with
two iterations (RX chain).
Big error.
Figure 4.11: LLS vs. NLLS with
two iterations (TX chain).
Big error.
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Figure 4.12: RX chain, 1 vs.
2 iterations, LLS estimation.
Small Error.
Figure 4.13: RX chain, 1 vs. 2
iterations, NLLS estimation.
Small Error.
Figure 4.14: LLS vs. NLLS per-
forming one iteration (RX).
Small Error.
Figure 4.15: LLS vs. NLLS with
one iteration (TX). Small Er-
ror.
Figure 4.16: LLS vs. NLLS with
two iterations (RX chain).
Small Error.
Figure 4.17: LLS vs. NLLS with
two iterations (TX chain).
Small Error.
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Conclusions
Some specific simulations are needed for each particular system in case an specific
performance is sought. For instance, in our case, a performance of -45 dBc is
desired. There are two ways to achieve this:
• One iteration→ SNR = 110; dB and SIR = 70; dB, either LLS or NLLS.
• Two iterations→ SNR = 90; dB and SIR = 65; dB, either LLS or NLLS.
For the previous values, it seems that the initial performance requirements
may need to be relaxed, but more simulations are needed to confirm this. It is
expected that, by using the least number of the strongest neighbour elements, the
results would be better. This aspect is left for future work.
4.2.2 Antenna Coupling Matrix Estimator
In this section, the performance of the antenna array coupling matrix estimator
for the radio module is simulated. Two noisy calculations must be done. The
first noisy measurement is related to the plane wave measurement acquisition
from the horn antenna to the radio module and the second relates to the self-
measurements. Reciprocal interference was assumed in the self-measurement
simulations.
Figure 4.18: DMR performance
for estimation of RX chains.
Figure 4.19: Relative C = RX/TX
responses’ estimation.
By looking at Fig. 4.18 and Fig. 4.19, one can see that the noise in the plane
wave acquisition (SNRRX) directly affects the estimation of the RX circuits’ re-
sponses, but does not affect the relative RX to TX responses. The opposite trend
happens for the noise in the self-measurements (SNRSM). For a small initial er-
ror, the estimation of the relative RX to TX chain responses is better than for a big
initial error. All these observations are consistent with the results in Section 3.2.
Fig. 4.20 shows that, for high values of post-processing SNRSM, the esti-
mation algorithm gives the same performance, both for a small and a big initial
error. For low values of post-processing SNRSM, the estimation is better for a
small initial error than for a big initial error. The noise present in the estimated
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RX circuits’ responses will act as an interference in the antenna array coupling
matrix estimation, thus limiting the estimation performance. As well as this, Fig.
4.20 shows that an increase in SNRSM may not bring any improvement in the
estimation performance, for certain values of SNRSM.
The behavior obtained by using the radio module parameters shares the same
trends as the behavior obtained using the generic signal model. This confirms
that the general signal model is good enough to be considered as a reference case
for estimation performance.
Figure 4.20: DMR of array mutual coupling estimation for reciprocal
interference. Big vs. small initial error.
4.3 Test Signal
This system is intended to work in the 28 GHz band, utilizing a maximum band-
width of 800 MHz. Thus, a test signal with a bandwidth of 800 MHz, centered at
28 GHz must be defined. The aim is to send a multi-tone test signal with constant
amplitude in the frequency domain, but with different phase values in each spec-
tral component. The aim of using different phase values is to reduce the peak to
average power ratio (PAPR) in the time domain, in order to increase the efficiency
of the RF circuitry. This signal can be defined by using the IFFT operation. The
train of deltas in frequency (i.e. multi-tone signal) will have the structure shown
in Fig. 4.21, with each tone having a certain phase value.
To select the proper phase value in each tone, a brute-force search was per-
formed, using MATLAB. In Fig.4.22, one can find the trend of the power-to-
average-power ratio (PAPR), given different combinations of signal constellation,
number of tones over the bandwidth and number of iterations for the brute force
search. The results in this figure will be used as a reference to define the test signal
to be used in TRX circuits’ calibration of real systems developed by Ericsson. The
mathematical formulation of this problem is given in Eq. 4.5, where Tones( f , φ)
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refers to the mathematical formulation of the tones. Due to computational lim-
itations, we had to limit the number of phases and tones that were tested. For
k tones in frequency and N phases, there is a total of Nk combinations. For high
values of N and k, the computation time required by the simulation is not feasible
for this project.
s(t, φ) = IFFTf (Tones( f , φ)) and φˆ = argmin
φ
(
max|s(t, φ)|√‖s(t, φ)‖2
)
(4.5)
Figure 4.21: Test signal gener-
ation.
Figure 4.22: PAPR for different sim-
ulation sets.
Initially, the idea was to use a sequence generated from a signal created by
using the previous explained above, but a better method was found. In other
Ericsson premises, some calibration measurements were done using a method
based on the cross-correlation of two signals. The method correlates a signal
with a BW of≈100 MHz with the same signal but scaled and delayed by the path
between the TX and RX. The correlation returns a signal with a BW of ≈100 Hz,
from which one can extract the delay and complex scaling factor. This method has
been shown to work quite well even under low SNR conditions, since it brings a
post-processing SNR gain of 60 dB. The only drawback is that it can only measure
one frequency tone at a time.
4.4 Testbed Features and Measurements Strategy
4.4.1 Testbed Features
A description of the testbed features, its signal levels and frequencies, and its
physical connections is provided in this section. Some pictures of the testbed are
shown in Fig. 4.23. This setup is composed of a lab PC, a radio module/ASIC, a
TRX board, a power supply, a horn antenna, some RF components and one LAN
switch (apart from some measurement equipment that was already in place). The
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connection to the LAN switch allows for higher scalability and adaptability. The
schematic of the testbed is provided in Fig. C.1. In Table C.1, one can find a
complete list of the components used in the testbed.
Figure 4.23: Pictures of the testbed setup at Ericsson’s Laboratory.
4.4.2 Signal Levels and Frequencies
A detailed description of the signal levels and frequencies of the testbed system
is given in this section. After the measurements are performed with the testbed
in a lab environment, the same measurements must be performed in an anechoic
chamber, since the lab environment suffers from the presence of interference and
the anechoic chamber (ideally) do not. There are three main parts in the measure-
ment system:
• External LO path (one way, from TRX board to mixer).
• IF and RF external paths (two ways, from horn antenna to TRX board and
vice-versa).
• Over-the-air (OTA) propagation path.
External LO Path
This is a one-way path, from TRX board to mixer, and it is in charge of generating
a high frequency LO signal to be used in the mixer. The aim of that signal is to
up/down-convert the IF/RF signals sent to/from the horn antenna from/to the
TRX board. The LO signal path schematic is illustrated in Fig. 4.24.
This external path starts in the TRX board, which generates a pure tone (LO
signal) at 5.17 GHz. The power level of this tone can be set between -3 and 5 dBm.
This signal is amplified by two power amplifiers, and the amplified signal power
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can be up to 18 dBm. The amplifiers must be powered with a +7V (obligatory) and
a -0.3V (optional, but improves performance) DC inputs. The amplified signal
enters a comb generator which produces integer product tones of the input signal
as fout = n · fin with n ∈ N, i.e. 5.17 GHz, 10.34 GHz, 15.51 GHz, 20.68 GHz,
25.85 GHz, 31.02 GHz, 36.19 GHz, 41.36 GHz, etc. Since it is a passive element,
the power of each integer product is reduced with respect to the input power,
with a higher reduction the higher the integer product. The signal composed
of the integer tones enters a band-pass filter (BPF) centered at 32 GHz, with a
bandwidth of 10 GHz. Then, only the 5th, 6th and 7th integer products get out
of the BPF with a substantial power level. The filtered signal feeds the booster
board, which amplifies the 31 GHz tone. The booster board can also be used to
amplify the modulated 28 GHz signal.
Figure 4.24: LO path. From TRX board to mixer (one way).
Using the information present in Appendix C.1, one can calculate the full
response of this path. It is expected to create the following tones (weakest ones
are not considered), with the following power levels:
• At 25.85 GHz→ PW ≈ -57 dBm.
• At 31 GHz→ PW ≈ -18 dBm.
• At 36.2 GHz→ PW ≈ -25 dBm.
• At 41.4 GHz→ PW ≈ -60 dBm.
The strongest tone entering the mixer is the one at 31 GHz, but there is an-
other tone that must be accounted for, which is the one at 36.2 GHz. These two
tones can result in mixed spurious signals. The booster board is expected to am-
plify the tone at 31 GHz but also the tone at 36 GHz (with a lower gain than that
provided at 31 GHz). The mixer needs an LO drive power of around 12 dBm, so a
gain of 30 dB must be provided by the booster board. All these calculations must
be confirmed through measurements, which will be shown in Section 4.5.
IF and RF External Paths
This is a two way path, from TRX board to horn antenna, passing through the
mixer. In the mixer, the LO signal is used to up-convert the IF signal and down-
convert the RF signal. An schematic image of this path is given in Fig. 4.25.
The mixer is the most important component of this path, because of its role in
up/down-converting signals. The properties of the mixer are listed below:
• Conversion Loss: typically 8.5 dB, maximum 12.5 dB.
• LO-to-RF Isolation: 28 dB.
• LO-to-IF Isolation: 20 dB.
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• RF-to-IF Isolation: 40 dB.
• Input 1dB Compression: 2 dBm.
• LO drive level: 9 to 14 dBm.
Figure 4.25: IF/RF path between TRX board and horn antenna.
Another component to take into account is the splitter, which (theoretically)
has a 3dB transmission loss in every direction. In this kind of setups, it is better to
use a circulator, which allows for transmission and reception, providing each port
with sufficient protection. As an improvement, we propose to collocate a narrow
band-pass filter, centered at 28 GHz, at the RF output of the mixer, in order to
improve the quality of the transmitted and received signals.
Over-the-air (OTA) Propagation Path
This is a two-way propagation path, with the air as its physical medium. It is, ide-
ally, a free-space propagation environment. The signal is sent over-the-air from
the radio module to the horn antenna, and vice-versa. A conceptual image is
shown in Fig. 4.26.
Figure 4.26: OTA propagation path between DUT and horn antenna.
The horn antenna has a gain of 15 dBi at 28 GHz. Each patch antenna in the
radio module has a gain of 5 dBi. The free-space propagation loss, for far-field
distances, follows Eq. 4.6; where d is the measurement distance, f is the working
frequency and c is the speed of light in the air. The propagation loss at 28 GHz,
with regard to d, can be seen in Fig. 4.27.
PL f ree−space (dB) = 20 · log10
(
4pi · d · f
c
)
(4.6)
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Figure 4.27: OTA free-space propagation loss at 28 GHz (valid from
FF distance).
The OTA measurements from the horn antenna to the radio module must be
performed at a distance further than the far-field (FF) distance, in order to ensure
plane wave acquisition. The FF distance can be calculated by using Eq. 4.7, where
D is the diameter of the smallest sphere that fully contains the antenna, and λ = cf
is the wavelength in the air.
FFdistance (m) =
2 · D2
λ
(4.7)
The diameter of the smallest sphere that fully contains the radio module is
D ≈ 7cm. Consequently, the far-field distance is 83 cm. The diameter of the
sphere fully containing the horn antenna is 4.5 cm, so the measurement distance
was set to 83 cm. The total effective loss in the OTA propagation path is Ltot =
PL f ree−space − Gpatch − Ghorn, where Gpatch is the gain of each patch antenna and
Ghorn is the gain of the horn antenna. At 1 m distance, the total loss is Ltot =
61− 5− 15 = 41 dB. Depending on the direction of the measurement, the power
at each antenna port can be calculated as:
• Transmission from DUT to Horn: Phorn = Ppatch − Ltot
• Transmission from Horn to DUT: Ppatch = Phorn − Ltot
It was decided that a received input power of -40 dBm was desirable in each
measurement. A measurement distance of 4 m was chosen to ensure plane wave
acquisition. The propagation loss was then increased to 67 dB.
4.4.3 Measurements Strategy
A description of the OTA measurements to be performed in the testbed is given in
this section. There exist some code capable of doing some of the tasks in the mea-
surements. Therefore, this code will be re-used when possible and only changed
when necessary. A total of three sets of measurements are proposed.
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Measurement 1
The first set of measurements is based on sending a plane wave from the probe
antenna to the radio module’s antenna. By measuring this plane wave in each
patch element of the radio module, the RX circuits’ responses can be estimated.
A conceptual image of this set of measurements can be found in Fig. 4.28. In
order to understand how these measurements are done in the testbed, all their
steps are mentioned below. Synchronization requirements for the ADC and DAC
can be found on Fig. 4.30. As well as this, a detailed flowchart describing this set
of measurements is found in Fig. 4.31.
1. Default activation of the radio module and TRX board.
2. Launch test signal in the TRX board.
(a) Activate the TRX board and the other external circuits.
(b) Generate the local oscillator (LO) signal.
3. Measure the RX paths in the radio module/ASIC.
(a) Activate one RX path .
(b) Sample with DAC (synchronize it to ADC).
(c) Extract the raw data signal from ADC.
(d) Repeat from 3a with the next RX path (until RXs completion).
4. Send measurements to the PC.
Figure 4.28: Conceptual image
for the 1st measurement.
Figure 4.29: Conceptual image
for the 2nd measurement.
Figure 4.30: Synchronization requirement on ADC and DAC.
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Figure 4.31: Flow chart for measurement 1.
Measurement 2
The second set of measurements consists of performing self-measurements be-
tween two antenna elements on the radio module. This set of measurements is
done from one TX path to one RX path in the radio module. A conceptual im-
age of this set of measurements can be found in Fig. 4.29. The steps to follow to
perform this set of measurements are mentioned below. Synchronization require-
ments for the ADC and DAC can be found on Fig. 4.30. A very detailed flowchart
containing the steps of measurement 2 is given in Fig. 4.32.
1. Default activation of the radio module.
2. Launch test signal in the radio module and generate the LO signal.
3. Measure the RX paths in the radio module/ASIC.
(a) Activate one RX path and configure it.
(b) Activate one TX path and configure it.
(c) Sample with DAC (synchronize it to ADC).
(d) Extract the raw data signal from ADC.
(e) Repeat from 3b with the next TX path (until TXs completion).
(f) Repeat from 3a with the next RX path (until RXs completion).
4. Send measurements to the PC.
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Figure 4.32: Flow chart for measurement 2.
Measurement 3 (Validation)
The third set of measurements consists of pointing a maximum and a minimum
of the radiation pattern to two different angular directions, both with and with-
out calibration. This is done in both DL and UL transmission. Therefore, a total of
16 measurements will be performed. If the antenna array coupling matrix estima-
tion and the calibration algorithms worked as planned, the system was expected
to send more power in the maximums and less power in the minimums, with re-
gard to a non-calibrated system. A conceptual image of this set of measurements
can be found in Fig. 4.33.
Figure 4.33: Conceptual image for third measurement.
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4.4.4 Estimators and Measurements Correspondence
Array Coupling Matrix Estimation
Validation can be done by comparing the results obtained through measurements
and estimators with the results obtained through simulations. The array coupling
matrix estimation is performed by using the following sequence of processes:
1. Measurement 1 + RX path estimation, as it was done in Section 2.2.1.
2. Measurement 2 + relative DL to UL estimation.
3. Coupling matrix estimation.
Estimation and Compensation of TRX Circuits’ Responses
For the calibration of the TRX circuits’ responses, the following process is used:
1. Measurement 2 + absolute DL to UL estimation.
2. Compensation of the TRX circuits’ responses.
The best way to validate this method is by using measurement 3, but another
simpler procedure can be used. This simpler procedure consists of measuring the
deviation of the TRX circuits’ responses before and after calibration is performed.
A lower deviation is expected when this measurement is conducted after the cal-
ibration has been applied.
4.5 HW External Path Measurements
In order to confirm the expected performance of the HW elements involved in
the external paths in the testbed, some measurements using a vector network an-
alyzer (VNA) and a spectrum analyzer (SA) must be conducted. By using these
measurements, one can confirm the expected behaviour and also measure the
real performance of the components. The aim is to measure each component sep-
arately, in order to verify their performance, and measure all of them connected
together afterwards. Some unexpected issues caused delays:
• One of the supplied broadband amplifiers was broken.
• The provided comb-generator did not work well. A comparison of the
performance of a correct one vs. that of the broken one is given in Fig. C.4.
• The cable to feed the booster board was not provided on time.
• The mechanical mounts of some components were not in place.
The broadband amplifiers and the BPF were measured using the VNA, and
that is how the broken amplifier was detected. Several screen captures from the
spectrum analyzer are shown in Appendix C.1, for an input signal of 0 dBm and
5.17 GHz. Even though the amplifiers were supposed to be fed with 7V and -
0.3V for maximal gain performance, only 5V gave a similar performance and this
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Figure 4.34: LO signal (output of booster board).
reduced the temperature of the components. Consequently, there was no need
for extra cooling fans. In Fig. 4.34, one can find a measurement screen showing
the output signal of the external LO path. There was a rejection of at least 18 dB
between the wanted signal at 31 GHz and the spurious at 26 GHz and 36 GHz.
Therefore, this signal can be taken as a pure enough LO signal.
Figure 4.35: Booster board output, used after the mixer.
The generated LO tone at 31 GHz should have an amplitude between 9 and 14
dBm to properly drive the mixer. In Fig. 4.36, one can find a screen-shot of the SA,
which shows the RF output of the mixer when a 10 dBm signal tone at 3 GHz was
fed as an IF signal. In order to increase the RF output signal, the RF signal was
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connected to the booster board to increase its power. The measurement results of
this new setup is shown in Fig. 4.35. This setup with the booster board connected
at the RF output would only be used for the set of OTA measurements. The power
of the RF signal increased linearly as the power of the IF signal was increased, but
only in the range from 0 dBm to 10 dBm. There was no substantial increase of the
inter-modulation products in the mixer. Therefore, the power of the IF signal
was set to 10 dBm. The TRX board provides with an IF signal of 0 dBm. Even
though this power level was high enough for other calibration activities, they
are not strong enough for the calibration and estimation activities in this work.
Therefore, it is recommended that some power amplifiers should be used in the
TX output of the TRX board.
Figure 4.36: RF output of the mixer for the proposed setup.
The post-processing technique uses a cross-correlation calculation which in-
creases the post-processing SNR by 60 dB. The noise level in the radio module
receiver was around -77 dBm, so a 0 dBm input signal at the horn antenna will
give an SNR of 30 dB, in each patch antenna port. With the post-processing gain,
the SNR increases up to 90 dB. It was observed from simulations that the required
SNR in order to properly estimate the antenna array coupling matrix was 90 dB.
Thus, the HW is consistent with the requirements from simulations. Since the
measurements will be performed at 4 m distance, the propagation loss is 67 dB.
Taking into account the antennas gain, the total loss is 47 dB. A signal level of -40
dBm is desirable, so the input power at the horn antenna must be 7 dBm.
In order to estimate the antenna array coupling matrix, the maximum accu-
racy and quality of the signals must be determined. It is considered unusual that
a BPF was not added at the output of the mixer. Therefore, a narrow-band BPF
centered at ≈28 GHz was proposed to be added (Marki Microwave FB-2770) and
it was connected to the RF port of the mixer.
56 Radio Module Considerations and Measurements Setup
4.6 Code Preparation and OTA measurements
To perform the validation measurements for the TRX circuits’ calibration algo-
rithms, it is necessary to write control codes for the radio module and the in-
struments in the testbed. A source code of several files containing some of the
functions needed to control the instruments was provided. These functions were
developed in previous calibration activities conducted in other premises of the
company. These sources of code were written in three different programming
languages (MATLAB, C# and Python), and this increased the difficulty of cus-
tomizing these codes for measurements. Three main parts of code are needed.
The first part is related to the control of the TRX board, which contains the digital
base-band domain. This part is in charge of injecting a signal through several
DAC ports and reading another signal from several ADC ports. A baseline code
to perform this "inject + read" of the signals must be developed. The second part
is related to the control of the radio module, which contains the RF circuitry. This
part is in charge of activating and deactivating different TX and RX paths in the
radio module. And the third part is related to the calibration algorithms and
estimators, which is conducted in the PC. This part is in charge of performing
the estimations and calibration using raw data from measurements. Therefore,
regarding control and processing code, the following tasks must be completed:
• Write the baseline code to inject/read signals in the TRX board.
• Create the code for controlling the radio module, for each of the measure-
ments defined in this work.
• Translate to Python the algorithms and estimators developed in this work.
Write the code that combines the control of the radio module and the esti-
mation algorithms.
• Develop the code for the validation measurements.
Some functions have been identified in the code provided. The functions
which are related to the control of the radio module are: identification of the
corresponding front-end (FE) and integrated circuit (IC) from a given element
number, enabling the selected ICs and FEs, setting the LO, setting the polariza-
tion, setting the amplifiers (PA or LNA), setting the phase shifters and setting the
beam pointing direction from a pre-stored set of directions. The functions related
to control of the TRX board include: measurement of the delay and the complex
scaling between one DAC and one ADC ports in the board, initialization of the
FPGA and other functions which are not needed for the purpose of this work.
There was time to develop the baseline code for injection and reading of sig-
nals in the TRX board, between the selected DAC and ADC ports. An identifi-
cation of its different ports was obtained and provided as well. here are 4 ADC
ports as well as 6 DAC ports (2 of them used for the LO signal). Pseudo-code
sources related to the third and fourth tasks outlined above are shown in Sec-
tion C.3. Besides, a few self-measurements and plane wave acquisition measure-
ments were conducted, to check it was possible to do so with the functionalities
that were provided. From this point, it is almost straightforward to continue the
measurements work.
Chapter5
Conclusions and Future Work
5.1 Conclusions
Algorithms for TRX circuits’ calibration have been studied and tested. These al-
gorithms have been proven, through simulations, to improve the beamforming
capabilities of antenna arrays. In order to validate their performance, a testbed
has been set up. The initial aim was to measure an Ericsson’s radio module on
it, but because of a lack of time, this is left for future work. TRX calibration algo-
rithms, in order to work, must use the antenna array coupling matrix coefficients.
Hence, an innovative and efficient algorithm for the estimation of the antenna ar-
ray coupling matrix has been studied and simulated. It has been proven that the
calibration and estimation algorithms perform better with low levels of interfer-
ence and high post-processing SNR values. So as to prepare the validation setup,
the elements which were needed, were gathered and measured. To perform the
validation measurements, several pieces of control code must be developed. The
aim of these pieces of code is to configure and control all the equipment in the
testbed setup. This part of the thesis could not be completed due to limited time
and factors outside the control of the project. Despite this, a baseline code capable
of performing some of the required tasks has been prepared and explained in this
thesis work.
Beamforming in an antenna array is achieved by changing the complex sig-
nals that excite each antenna element in the array. When pointing the beam, the
effect of the phase component is much more important than the effect of the am-
plitude component. Algorithms for TRX calibration have shown to better correct
the phase component than the amplitude component (as can be observed in Fig.
B.1), and that is why these algorithms are very convenient for the improvement of
beamforming capabilities. In these algorithms, the TRX circuits’ responses must
be estimated. Self-measurements, which consist of transmitting through each
antenna element and receiving in each of the other antenna elements, must be
conducted over the antenna array. These measurements are then used in an al-
gorithm which estimates the TRX circuits’ responses. Both linear and non-linear
estimation techniques have been studied and simulated. The main conclusion is:
the least amount of the strongest self-measurements must be used in the estima-
tion phase. This approach offers two advantages: less measurements are used
(lower time to make them) and less computation resources for the estimation.
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Regarding the antenna array mutual coupling matrix estimation, two mea-
surements are needed: plane wave acquisition in the radio module and self-
measurements over the same radio module. The noise in the first measurement
acts as interference in the estimation, while the noise in the second measurement
acts as AWGN. Both measurements were affected by a deterministic component
of interference, but this was simulated as a reciprocal interference. That is the
reason why it did not affect the performance of the estimation. If the interference
is regarded as reciprocal and invariant in time, the estimation will lead to both
the antenna array coupling matrix and the interference. Some more simulations
considering a non-reciprocal interference should be made. The provided radio
module has some connection-related limitations that must be taken into account
when conducting self-measurements. TRX circuits’ calibration algorithms must
be customized to specific systems. The HW elements provided to compose the
testbed had been measured. It is concluded that the initially proposed setup can
be improved by adding some extra amplifiers and an extra filter. Regarding the
control code, some modifications, over an already existing code, have been done.
The main contributions are a baseline code and an explanation on how to develop
the necessary programs to conduct the OTA measurements.
5.2 Future Work
5.2.1 Calibration Algorithms
Some ideas related to the algorithms for TRX circuits’ calibration include:
• Use orthogonal codes from each transmit antenna to all the receive anten-
nas, to allow for parallel self-measurements.
• Solve LLS estimation by using Lagrange Multipliers. This is explained in
section 2.1.
• Create a mixed estimation of weighted and neighbour methods.
• Apply Control Theory to the calibration procedure, which is combined
with the simulation of a dynamic system. This is explained below.
• Develop calibration algorithms for distributed massive MIMO networks.
This idea is also explained below.
Dynamical System and Control Theory
It is interesting to simulate a dynamical system in order to check how a mea-
surement delay may affect the compensation performance. This happens since
small changes in the TRX circuits’ responses can happen in the time the system
takes to perform all the self-measurements, leading to an estimation that is not a
100% correct. If the self-measurements are performed over a very long time span,
the TRX circuits’ responses may have changed significantly, as is depicted on the
left image of Fig. 5.1. If Control Theory is applied, a variant of the calibration
procedure can be defined. By doing so, the system can track the changes in the
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responses, as it is shown on the right image of Fig. 5.1. The crosses show how
the TRX chain responses of the system changes. The dots show how well the
chain responses are estimated. The circle shows the possible values to which the
estimation can "jump", depending on the measurement time. The longer the mea-
surement time, the smaller and closer to the results the circle is. A combination
of actual and previous measurements can be used in the estimation. As well as
this, one can use a combination of previous and actual estimations. Fig. 5.2 and
Fig. 5.3 show possible control loops to use in the calibration procedure, but this
idea must be much further developed.
Figure 5.1: Long (left) vs short (right) time measurements applying
control theory.
Figure 5.2: Control theory loop for LLS calibration.
Figure 5.3: Control theory loop for NLLS calibration.
Application of Calibration Algorithms to Distributed Massive MIMO Networks
The calibration algorithms shown in this work can only be applied to single ar-
rays. Distributed massive MIMO networks, which are composed of various co-
60 Conclusions and Future Work
operating arrays, will be used in 5G systems. Because of the unknown constant
that appears in the estimation algorithms, if each array is calibrated indepen-
dently, advanced wireless techniques such as coordinated multi-point can not be
used. Each antenna array would receive/send signals with different phase val-
ues in reception/transmission. Therefore, the TRX circuits’ responses of all the
arrays must be estimated together in a common processing unit, since this will
overcome the difference in unknown constants, creating a common constant for
all the arrays. This concept is similar to the one of neighbour measurements, and
this is shown in Fig. 5.4. A base-station can be seen as the sub-array of an array
in the cooperating system. Simulations to confirm the viability of this idea must
be conducted.
Figure 5.4: Parity between sub-arrays and base-stations using
neighbour measurements for TRX chain responses estimation.
5.2.2 Array Coupling Matrix Estimation
Only one of the two proposed estimation methods shown to work correctly. Since
the second one (that failed to work) seemed more appropriate, an attempt can be
made to solved the problem, such as using Lagrange multipliers on it. Apart from
this, simulations considering non-reciprocal interference must be done, in order
to analyze its impact on the estimation performance. Besides, it is suggested that
the elements with the strongest coupling gains in the self-measurements involved
in this estimator, since this can help to increase the performance.
5.2.3 Over-The-Air (OTA) Measurements
It is recommended to acquire a BPF centered at 28 GHz, and put it at the RF
output of the mixer. Some preparation of the code to perform the OTA measure-
ments has been done, but there was not enough time to prepare everything. A
baseline code has been developed, apart from a detailed description on how to
write and perform the OTA measurements. It is recommended to develop all the
code in Python, to avoid an increase in the complexity, coming from the com-
munications between different programming languages. Hence, future work in-
cludes: translate the algorithms developed in MATLAB, write code to control the
radio module, perform the measurements in an an-echoic chamber and compare
results with the simulations in this work.
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AppendixA
Full Derivation of Estimators
A.1 Full Derivation of LLS Estimator
The signal model for the TRX circuits’ calibration is as follows yn,m = rn · (hn,m +
h˜n,m) · tm+nn,m. By considering SNR→ ∞ and SIR→ ∞, the previous equation
is simplified to yn,m = rn · hn,m · tm, which can be defined as:
Γn,m =
hn,m
yn,m
=
1
rn
· 1
tm
→ Γn,m · tm − 1rn = 0. (A.1)
Equation A.1 can be re-written in the matrix form A · x = b. The formulation
of matrix A is found below in Eq. A.2.
A =

0 Γ21 0 . . . 0 −1 0 . . . 0
0 0 Γ31 . . . 0 −1 0 . . . 0
...
...
...
. . . 0
...
...
. . .
...
Γ12 0 0 . . . 0 0 −1 . . . 0
0 Γ32 0 . . . 0 0 −1 . . . 0
...
...
...
. . .
...
...
...
. . .
...
0 0 0 . . . ΓM(M−1) 0 0 . . . −1
1 0 0 . . . 0 0 0 . . . 0

(A.2)
The vector x contains the unknowns tm and 1rn , as it is seen in x = [1/r1 =
1, 1/r2 = 1, . . . 1/rM = 1, t1 t2 . . . tM]T , and b has only one element differ-
ent from zero, to avoid the all-zero solution, as seen in b = [0, 0, 0, . . . , 1]T .
Vector x would be calculated as x = (ATA)−1AT · b. With the previous formula-
tion, if only neighbour measurements are used, one must remove the rows cor-
responding to measurements which have not been performed, both in matrix A
and vector b.
Regarding the definition of the previous equations, there are two possibilities.
Define Γn,m =
hn,m
yn,m
or Γn,m =
yn,m
hn,m
. In the first case, the equivalent post-processing
noise formulation can be found in Eqs. A.3 and A.4. In the second case, the
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equivalent noise can be found in Eq. A.5.
Γn,m =
H
ynoise
=
H
yno−noise
+ N′ → N′ = − N ·H
yno−noise(yno−noise + N)
(A.3)
N′ = − N ·H
yno−noise(yno−noise + N)
= − N
R · T · (R ·H · T+ N) (A.4)
Γn,m =
ynoise
H
= R · T+ N′′ → N′′ = N
H
(A.5)
It can be seen that N′  N′′ in case R  1 and T  1. Since TX and RX
chains are set to their maximum gains, the first option is the best.
A.2 Full Derivation of NLLS Estimator
We must define a set of equations in vector form as f(x) = b = 0, i.e.
f1(x)
f2(x)
...
fK(x)
 =

0
0
...
0
 , (A.6)
where x is the vector of unknowns. The vector x can be found by iterations xl+1 =
xl − J(xl)+ · f(xl), where J+ is the pseudo-inverse of the Jacobian matrix. The
function f (x)is defined as fn,m = ∆n,m − δtm · δrn, with
∆n,m =
hn,m
yn,m
, δtm =
1
tm
and δrn =
1
rn
. (A.7)
The Jacobian matrix is [J(xl)]mn =
∂ fm
∂xn
, where m = 1 . . . M is the number
of equations and n = 1 . . . N is the number of unknowns. Vector x equals x =
[δr1, δr2, . . . δrM, δt1, δt2, . . . δtM]T . The full formulation of the Jacobian matrix
is found in Eq. A.8,
J =

0 δt1 0 . . . 0 0 −δr2 0 . . . 0
0 0 δt1 . . . 0 0 −δr3 0 . . . 0
...
...
...
. . .
...
...
. . .
...
...
0 0 0 . . . 0 δt1 −δrM 0 . . . 0
δt2 0 0 . . . 0 0 0 −δr1 . . . 0
0 0 δt2 . . . 0 0 0 −δr3 . . . 0
...
...
...
. . .
...
...
...
. . .
...
...
0 0 0 . . . 0 δt2 0 −δrM . . . 0
−δtM 0 0 . . . 0 0 0 0 . . . −δr1
...
...
...
. . .
...
...
...
. . .
...
...
0 0 0 . . . −δtM 0 0 0 . . . −δrM−1

. (A.8)
AppendixB
Additional Simulations
B.1 Additional Simulation Results for the Calibration
Method
In this section, there are several figures which show the amplitude and phase of
the complex TX and RX responses, both before and after calibration. One and
two iterations are represented. Both LLS and NLLS estimation are represented as
well.
Figure B.1: NLLS, SNR = 40 dB, no interference, TX and RX vector
responses. Blue for uncalibrated, red and yellow for calibrated.
65
66 Additional Simulations
B.2 Additional Simulation Results for the Coupling
Matrix Estimator
In this section, some images of the results of the antenna array mutual coupling
estimation, by using the first method proposed by Ericsson, can be found. It is im-
portant to control the values of SNRRX and SNRSM in order to avoid undesired
(but not erroneous) results.
Figure B.2: Antenna coupling estimation given different SNRs in
Plane Wave Acquisition and Self-measurements (T and CH).
AppendixC
Additional Information: Testbed and
Radio Module
C.1 Additional Information on the Testbed
By observing Fig. C.6, one can see little but noticeable differences in the responses
of both comb generators. The one which is considered as broken works, but
worse than expected.
Figure C.1: Schematic of the testbed setup.
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Component N ID Manufacturer Source Comments
Radio ASIC one one Ericsson Internal
TRX Board one two Ericsson Internal
BB Amplifier one three Marki Mic. <26.5GHz. Sat. out 20dBm. G = 12dB.
Mixer one 4 MarkiMicrow.
Input CP 2dBm, Loss -7.5dB. LO to RF
isol. -30dB, LO level 13-18dBm.
Comb gener. one 5 Marki Mic. Min input 16dBm. 6th harm. -30 dB.
31 GHz BPF one 6 Marki Mic. Passband loss 2.5 dB, 9 GHz BW
28 GHz Amp one 7 Ericsson MIC Booster board, several amplifiers.
Test fixture one 8 Ericsson MIC
Horn Antenna one 9 ? Internal
Cables three 10 ? Internal Loss not critical, one two m, too short
RF Switch one 11 ? Internal GPIB controlled
Power supply one 12 Internal Manually controlled
Test PC one 13 Internal Verify LAN board and MATLAB.
Table C.1: Components for testbed system. Some already available,
others acquired.
Figure C.2: Comb generator re-
sponse for a 5 GHz input sig-
nal.
Figure C.3: Frequency response
of the BPF at 32 GHz.
Figure C.4: Broken comb-
generator (left) and unbro-
ken (right). Top is two GHz
input and bottom is 5 GHz.
Figure C.5: Output of 2 broad-
band amplifiers connected in
series.
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Figure C.6: Output of comb
generator connected to the
two broadband amplifiers. 5
GHz divisions.
Figure C.7: Output of band pass
filter connected to previous
chain. 5 GHz divisions.
C.2 Additional Information of the Radio Module
A picture of the radio module to be used for validation measurements can be
found in Fig. C.8. On the back of the radio module, there are 5 RF connections
and one pins connection. The 5 RF connections correspond to TX horizontal,
TX vertical, RX horizontal, RX vertical and the LO (local oscillator). The pins
connection is used for control purposes, i.e. communication between the TRX
board and the radio module. This control is in charge of activating the radio
module, controlling the power amplifiers and low-noise amplifiers, activating
and deactivating different TRX chains, etc.
Figure C.8: Picture of the radio module from broadside direction.
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C.3 Pseudo-code for OTA Measurements
This section contains a pseudo-code description of the control codes for perform-
ing measurement 1 and measurement 2 of the OTA measurements defined in this
work.
The first measurement is related to the estimation of the RX circuits’ responses,
for its use in the estimation of the antenna array coupling matrix. The second
measurement is related to the estimation of the TRX circuits’ responses (either
absolute or relative responses) using self-measurements performed in the radio
module.
Algorithm 1 Measurement 1
1: procedure READ RX PATHS COMPLEX RESPONSES
2: Initialization
3: DAC = dac← Set DAC to one connected to PAAM
4: ADC = adc← Set ADC to the one connected to horn antenna
5: REF = measReference(DAC,ADC)← Measure reference element
6: loop 1 (over RX paths):
7: activateRXpath(iter)← Activate DUT’s corresponding RX path
8: measRx(iter) = measAmpPh(DAC,ADC,REF)← Read scaling
9: close loop;
10: estRXpaths = estimRX(measRx)← Estimate RX paths using
11: end.
Algorithm 2 Measurement 2
1: procedure SELF-MEASUREMENTS IN RADIO MODULE
2: Initialization
3: DAC = dac← Set DAC to one connected to PAAM
4: ADC = adc← Set ADC to one connected to PAAM
5: REF = measReference(DAC,ADC)← Measure reference element
6: loop 1 (over RX paths):
7: activateRXpath(iter1)← Activate DUT’s RX corresponding path
8: loop 2 (over TX paths):
9: activateTXpath(iter2)← Activate DUT’s TX corresponding path
10: measRxTx(iter1,iter2) = measAmpPh(DAC,ADC,REF)← Scaling
11: close loop 2;
12: close loop 1;
13: estRX2TXpaths = estimRX2TX(measRxTx)← RX to TX response
14: estRXTXpaths = estimRXTX(H,measRxTx)← RX and TX responses
15: end.
