Abstract-This paper proposes a novel framework for the processing of auto-stereo video. It is based on the video-plusdepth data representation and provides high compatibility with diverse displays. An effective stereo matching algorithm based on the genetic algorithm is adopted to generate the depth map streams for the first and last video streams. The layered coding scheme is proposed to transmit the corresponding layer according to the customer demand and the network performance. Then, the multicast technology and the QoS terminal adaptive technology are adopted for the network transmission approach. Finally, the appropriate depth image-based rendering solution is proposed for the whole framework to generate the virtual views for the displays with different view numbers. The experimental results demonstrate the effectiveness of the whole framework. Technical challenges are identified in the end.
I. INTRODUCTION
Due to great progress in the areas of computer vision algorithms, image coding algorithms, auto-stereoscopic displays and depth image-based rendering techniques, auto-stereo video services have reached a high technical maturity and been ready for marketing now.
The video-plus-depth data representation, proposed by "the advanced three-dimensional television system technologies" (ATTEST) project, provides high scalability and flexibility for the different stereo displays [1, 2] . Based on this data representation, we propose an entire framework for the auto-stereo video services in order to realize the effective transmission on the traditional network and the diverse applications at the customer terminals.
The stereo matching algorithm is crucial to generate the depth map. Ref. [3] proposes a local "winner-take-all" (WTA) scheme at each pixel within the given window. The Markov random field algorithm is proposed in [4] . Besides, there are many other algorithms such as maxflow [5] , graph-cut [6] and so on. D. Scharstein proposes the evaluation criterion for the performance of the stereo matching algorithms in [7] . In this paper, we adopt the genetic algorithm which belongs to the global optimization approaches and has perfect effect in our experiments.
In our framework, it is assumed that all the auto-stereo video streams are obtained by the parallel imaging system. Then, the depth image-based rendering (DIBR) techniques are used to generate the virtual views in the receiver side to be compatible to displays with different view numbers. Ref. [8] and [9] proposed the asymmetrical filter and anisotropic diffusion to improve the quality of rendered view. In this paper, we propose the DIBR solution for our framework based on two depth map streams. The experimental results demonstrate the effectiveness of this solution.
The remainder of this paper is organized as follows: we provide an overview of the whole framework in section 2. Then, we analyze and detail each individual part in the processing line in section 3, 4, 5 and 6. The experimental results are given in the corresponding sections in this paper. Finally, we conclude the paper in section 7.
II. FRAMWORK FOR THE WHOLE PROCESSING LINE
Based on the video-plus-depth representation, there are mainly two proposed framework in the literature.
In the ATTEST project, it creates the depth map for one view. Then, it can render the virtual views in the receiver by the depth-image-based rendering (DIBR) techniques. Under this proposal, we only have to transmit one video-plus-depth stream to the receiver. The data amount is significantly reduced. However, the appearance of disocclusions in the rendered view will increase with the display view number M. As a result, the bigger the M is, the poorer the quality of the rendered image will be. P. Kauff et al. proposes to create the depth map for all the N views, which means to obtain N video-plus-depth streams in his paper [10] . It can render the virtual views with higher quality compared with the ATTEST project proposal. However, it is very time-consuming to create the depth maps for all the original N views. Moreover, it has to transmit N video-plus-depth streams to the receiver. The data amount is nearly N times larger than that in the ATTEST proposal. It will put higher burden on the network definitely.
Under this consideration, we put forward an approach in order to make a balance of the rendered view quality and the network tolerance. We demonstrate the whole framework in Fig.1 . The experimental results will be shown on the basis of a multi-view test database with N=5 views (see Fig. 2 ). This database is provided by Middlebury College's website [11, 12] .
III. DEPTH MAP CREATION
In this framework, we only create the depth map for view 1 and N. Then, we will obtain two video-plus-depth streams. We compare the original data amount of our framework, the P. Kauff proposal and the ATTEST project in Fig.3 . From Fig.3 , we found that with the increase of N, the original data amount in the receiver side is nearly 33% larger in the P. Kauff proposal than that in the ATTEST proposal, while our proposal is only a little larger.
Considering the transmission issue, the ATTEST proposal transmits one video-plus-depth stream to the receiver. Our proposal has to transmit two video-plusdepth streams whose data amount is twice larger than that in the ATTEST proposal. The P. Kauff proposal has to transmit N video-plus-depth streams which are N times more. The transmitted data in our proposal is slightly larger than that in the ATTEST proposal, but significantly smaller compared with the P. Kauff proposal.
Note that the video streams in different views are obtained by the parallel imaging system. Then, the depth map creation steps are shown in Fig.4 . We will detail these steps in the following sections.
A. Stereo Matching
Stereo matching is the most crucial steps in the above flowchart. There are many proposed methods in the literature, such as the Markov random field algorithm, max-flow, graph-cut and so on.
In our experiment, we propose a stereo matching algorithm combining the genetic algorithm and the linear interpolation together. The detailed design is shown in [13] . For our test database, we create the disparity maps for view 1 and 5. The result of the stereo matching for view 1 is shown in Fig. 5 .
B. Post-processing
There are two ill-posed problems in the stereo matching. One is that the point correspondences exist but can't be found uniquely. The other is that the correspondences don't exist at all because of the occlusion of other objects. These disocclusions will be displayed as "black holes" in the disparity map. As a result, we have to design the post-processing step to fill these holes. In our experiment, we adopt the nearest neighborhood interpolation to post-process the disparity map.
C. Depth Map Calculation
After the post-processing, the depth map can be calculated from the disparity map as in
In (1) 
IV. SCALABLE CODING
In our framework, we aim to provide video programs to various customer displays such as the 2D digital TV and the auto-stereo display with different view numbers.
The ATTEST project transmits one video-plus-depth stream to the receiver. However, P. Kauff et al. propose to transmit N video-plus-depth streams.
Compared with the ATTEST proposal, the P. Kauff solution obtains better rendered view quality since more missing information can be provided by other video-plusdepth streams to decrease the visibility of disocclutions. However, it has higher computational complexity on the depth map creation algorithm. Besides, it has to transmit more data to the receiver, which will put higher burden on the network.
After analyzing these two solutions, we propose the scalable coding scheme in order to make a balance of the rendered view quality and network tolerance.
Our proposal is also based on the layered coding scheme. We design the base layer and advanced layer in our scalable coding scheme as Fig.6 .
For the 2D display, we only need to transmit the base layer. For the stereo display, we transmit the additional advanced lay 1. View 1 and N in these two layers can guarantee the perfect perception of stereo vision in the stereo display. If the customer requests other views, the advanced layer 2 will be used. This layer contains two depth map streams for view 1 and N. These depth maps will be used to render the virtual views in the receiver. We no longer need to transmit other video streams. This DIBR solution will be demonstrated in section 6.
Compared with other two solutions, our proposal can get the tradeoff of rendered view quality, data amount and the computational complexity to generate the depth map.
V. TRANSMISSION APPROACH
Considering the diverse demand of the consumers and the unexpected variance of the network, it may be necessary for the network to provide more flexibility and scalability. Our approach aims to break through the unidirectional transmission restriction of the traditional video program and makes it possible for the consumers to reflect their demand to the server. In order to realize the function, we propose the following solutions. For the design of the network, we adopt the stereo video multicast technology and the QoS terminal adaptive technology after the supervising of the network performance.
A. Network Supervising and Prediction System
In the system, it is based on the Pathload theory to detect and forecast the network performance in the Windows platform [14] . Both the server and customer will send the detecting data package to detect the end-to-end bandwidth of the network, and utilize this bandwidth as the transmission rate of the unidirectional delay detecting package. Then, it can verify the bandwidth value according to the detected unidirectional delay. Furthermore, it can obtain the mean value of the delay jitter making use of certain sample mechanism and processing method. Finally, the AR model will be used to forecast the network parameters. The entire network supervising and prediction system is shown in Fig.7 .
B. Multicast Technology
Considering the large amount of data in the auto-stereo video and the characteristics of the network, we design a novel extensible application layer multicast algorithm S-TAG. It uses the information of the detected bottom topological information and the QoS parameters to construct the efficient, flexible and extensible network.
Every node could use different parameters (such as the path leaps, the end-to-end delay, the end-to-end bandwidth etc.) to choose the father node. The node only needs to protect the local information of the correlative nodes and could neglect the structure and the performance of the global network. Moreover, if the stereo video requires larger bandwidth, the S-TAG mode can convert to the P2P mode conveniently and obtain the data from more than one node [15, 16] .
C. Management of the Network Service
In order to be adaptive to various terminals and provide more interactive performance for the users, we also need to design the effective management approach to administrate the whole network. In our experiment, we adopt the LDAP protocol to store the network data attained by the SNMP protocol [17, 18] . Meanwhile, these data can reflect the users' interest and habit, and provide the basis for the prediction of the users' future choice for the video program. This approach integrates the SNMP with LDAP protocol and can manage the network efficiently.
VI. VIEW RENDERING
In the receiver, there may be various kinds of display such as the 2D display, stereo head-mounted display, auto-stereo display with different view numbers M and so on. In order to satisfy the customer need, the appropriate DIBR solution is crucial.
In our proposal, the original data are divided into several layers. We transmit the corresponding layer according to the customer display. We show their relation in Table 1 . (M is the display view number) .
Based on this relationship, we no longer need to render the virtual view for the 2D display and stereo display with two view points. However, if the view number M exceeds two, we have to transmit two depth map streams in the advanced layer 2. Then, we will have to render the arbitrary virtual views in the customer side. The DIBR solutions are the same for different virtual views, so we take the middle virtual view I for example to show the DIBR solution we designed. It is shown in Fig.8 .
A. DIBR Algorithm
In the DIBR solution, we should first convert the depth map to the disparity map between the original view and the virtual view.
Assume that the display view number M is 3, then we have to generate one virtual view I from view 1 and N. This view I is the middle view of the view 1 and N.
At first, we have to convert the depth map of view 1 and N to the disparity map according to
In (2) After this consistency check, we will get the initial virtual view I. The rendered result is shown in Fig.9(a) .
C. Gaussian Filter
In the initial virtual view I, some mistakes may appear at the objects boundaries. Particularly, the "ghost effect" may be caused by averaging the pixel value. It will decrease the view quality and influence the stereo perception.
The smooth of the initial virtual view can improve the image quality. It is especially useful to remove the mistakes along the object boundaries. In our experiment, we choose the Gaussian filter to realize this function. After Gaussian filtering, we get the final virtual view I. The final result with Gaussian filtering is shown in Fig.9(b) and Fig.9(c) . The Standard deviation of Gaussian filtering is 0.5 in Fig.9(b) and 10 Fig.9(c) . We compare the rendered virtual views with and without Gaussian filtering in this figure.
After the above three steps, we get the final rendered virtual views. For various auto-stereo displays with different view number, we adopt such scheme to get the virtual views. Figure 9 Final virtual view with and without Gaussian filtering.
VII. CONCLUSIONS
In this paper, we detail and analyze the proposed framework. In order to provide compatibility with different displays, we choose the video-plus-depth representation. Two depth map streams are generated for view 1 and N. Then, the layered coding algorithm is designed for this representation. The transmission approach combined with network supervising and prediction system guarantees the effect of the coding scheme. Finally, the appropriate DIBR solution is proposed for this framework. The final virtual view has excellent stereo perception quality. The experimental results demonstrate the effectiveness of the proposed framework.
In the future, we are looking forward to improve our framework in the following aspects. The stereo perception relies highly on the human vision system. We aim to incorporate the features of human vision system in the redesign of the coding and transmission approach. Besides, the N auto-stereo video streams contain large data redundancy. We hope to extract this information and combine it with our coding algorithm.
