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Abstract 
Saoudi, A., Generalized automata on infinite trees and Muller-McNaughton’s Theorem, Theoreti- 
cal Computer Science 84 (1991) 165-177. 
We introduce various types of top-down and bottom-up generalized automata on infinite trees. 
We study the power of deterministic and nondeterministic generalized tree automata and prove 
that deterministic and nondeterministic bottom-up automata accept the same class. We prove also 
that nondeterministic top-down and bottom-up generalized automata have the same power. We 
give various characterizations of the monadic second order theory of the tree in terms of tree 
automata and tree grammars. We consider different types of extensions of Muller-McNaughton’s 
Theorem. But, unfortunately not all the extensions of it are possible. 
Introduction 
The theory of automata has many applications in compiling, in parallel processing, 
and in switching theory. This theory has been extended by Biichi [3] and Muller 
[13] to infinite sequences, and by Gurevich and Harrington [9], Muller et al. [17], 
Rabin [17,18], Mostowski [12], Nivat and Saoudi [16], and Thomas [21] to infinite 
trees. It is also well-known that tree automata have many applications to logic ([5, 
9, 17, 14, 16, 21, 20]), to the semantic of programming languages ([6, ll]), and to 
rewriting systems [7]. Rabin introduces and proves that Muller automata on infinite 
trees define a boolean algebra. Unfortunately, deterministic Muller tree automata 
define a family which is not a boolean algebra (see [19]). Muller-McNaughton’s 
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Theorem is a fundamental result in the theory of automata. For example, Gurevich 
and Harrington [9] use it and give a simple proof of the decidability of SkS. This 
gives a motivation for looking for an extension of Muller-McNaughton’s Theorem 
to infinite trees. 
Our first aim is to generalize Muller automata such that both deterministic and 
nondeterministic models define a boolean algebra. The second aim is to find a 
model, which is an extension of Muller automata, such that the deterministic one 
has the same power as the nondeterministic one. The organization of the paper is 
as follows. 
In Section 1 we give some basic definitions. In Section 2 we recall some results 
related to automata on infinite sequences in order to make clear the passage from 
infinite words to infinite trees. In Section 3 we give some characterizations of the 
monadic second order theory of the tree in terms of tree grammars and tree automata. 
In Section 4 we introduce various types of top-down and bottom-up generalized 
tree automata. We prove that deterministic bottom-up generalized tree automata 
and nondeterministic top-down generalized tree automata have the same power. 
We compare generalized tree automata with Rabin automata and we prove that 
deterministic generalized top-down tree automata are less powerful than nondeter- 
ministic generalized top-down tree automata. 
In Section 5 we consider various extensions of Muller-McNaughton’s Theorem 
and prove that not all extensions are possible. 
1. Basic definitions 
An infinite tree (i.e. k-ary w-tree) over E is a mapping from Dk ={l, . . . , k}” to 
2. We denote by Tg (resp. TX) the set of infinite (resp. finite) k-ary trees over 2. 
Here trees are denoted as terms. We define an infinite branch of the tree t, starting 
at the root, as an infinite word (t(u,))iz,,, where 
(i) uO= A, and 
(ii) For each i, there exists a ji E (1, . . . , k} such that ui+, = nijZ. 
Let ti (i = 1,2) be a finite k-ary tree with F, (i.e. Fr(ti)) as a frontier (i.e. 
Fi = {u: u E dom( ti) and uj is not in dom( t,), for 1 <j s k}). We define the relation 
c between two frontiers as: F, c F2 if for each node y E F, there exists a node x E F, 
such that x < y. t, is an initial tree of t2 (t, c tJ iff (i) dom( t,) E dom( t2), and (ii) 
for each u E dom(t,): t,(u) = t2(u). Then t, is called a proper initial tree of t2 (i.e. 
t, < t2) if t, is an initial tree of t, and F, c F,. Let L be a set of finite k-ary trees; 
we define the limit of L in the sense of Rabin as 
Rlim(L) = { t: there is an infinite sequence ( ti)+,, with tj E L, ti < ti+l and t, < t}. 
Let X = {x,, . . . , x,} be a set of variables such that X n C = 0 and let ( L,)o,,,, 
be a sequence of sets of finite k-ary trees on 2 u X such that L, n X = 0 and L, 
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contains a finite k-ary tree such that all variables occur as values of frontier nodes. 
We define L,.(L,, . . . , L,) as the set of trees that are obtained by taking t in LO and 
grafting elements of Li at the nodes of t valued by xi. L,.(L,, . . . , L,) is formally 
defined as follows: 
(i) If t = xi then t.(L, , . . . , L,) = Li. 
(ii) If aEE and L, is a set of finite trees then a(L,,...,LJJ= 
Iu(t1,. . .1 tk): ti E Li}. 
(iii) If t=a(t,,...,t,) then 
t.(L,, . . . ) L,)=a(t,.(L, ,..., L,) )..., fk.(L1 )...) L”)). 
(iv) L.(L,, . . . , L,) = lJttL t.(L,, . . . , L,). 
For example, the set u(x,,x,).({u, b}) denotes the set {~(a, a), a(& a), 
~(a, b), a(b, b)) (and not {a(~, a), ~(6, b)]). 
Let 
L,.(L, 9.. ., .L,y = (L,.(L,, . . .) LJ-‘).(L,). . . , L,), 
where LO .( L, , . . . , L,)’ = Lo. 
Lo.(L, 9. ’ ., L,)” = {t E T’;i : 3( fn)O~nsw such that t = Rlim{ t, : 0 s n s w}, 
to E Lo and fP E tP-, .( L, , . . . , L,)}. 
A set L of infinite trees is said to be rational (i.e. regular) if there is a sequence 
(Li)os,s,, of rational finite tree sets such that L is equal to Lo.(L,, . . . , L,)“. 
A projection is a mapping from a set E to a set A. A projection determines a 
mapping from the set of trees on 2 to the set of trees on A. For more details about 
properties of trees the reader can consult [4]. 
2. Automata on infinite sequences 
Before defining Rabin automata on infinite trees, we will recall the concept of 
w-automata (i.e. finite automata on infinite sequences) in order to make clear the 
passage from words to trees. The idea of using automata for recognizing infinite 
sequences is due to the late Biichi [3]. Biichi used w-automata to prove the 
decidability of the monadic second order theory of natural numbers with the 
successor relation, which is called SlS. 
A Biichi automaton is a structure M = (Q, E, qo, 6, F), where Q is a finite set of 
states, 1 is the input alphabet, q. is the initial state, 6 : Q x E + 2Q is the transition 
function, and F G Q is the set of designated states. 
A computation of M over an infinite word u is a mapping C : [w] + Q satisfying 
the following conditions: 
(i) C(0) = qo, and 
(ii) for each iE[w], C(i+l)ES(C(i),U(i)). 
168 A. Saoudi 
M accepts the infinite word u if there exists a designated state which occurs infinitely 
often in this computation. 
A Muller automaton is a structure M = (Q, 2, qO, 6, F), where 
(i) Q, 2, qO, 6 are defined as before, and 
(ii) F is the set of designated sets of states. 
A computation C is accepted in the sense of Muller if and only if the set of states 
occurring infinitely often in this computation belongs to F. 
In [ 131, Muller proves that the family of u-languages accepted by a deterministic 
Muller automata is a boolean algebra. 
Theorem 2.1 (Muller-McNaughton [ 13,151). F or each w-language L, the following 
conditions are equivalent : 
(i) L is accepted by a deterministic Muller automaton, 
(ii) L is a jinite boolean combination of w-languages accepted by deterministic 
Biichi automata, 
(iii) L = IJy=, Li.Kr, where Li and Ki are regular languages, and 
(iv) L is a jinite boolean combination of w-languages which are limit of regular 
languages. 
Remarks. (i) The equivalence between (i) and (iii) is well known as a conjecture 
of Muller. 
(ii) The original Muller-McNaughton Theorem is known as the equivalence 
between deterministic Muller automata and nondeterministic Biichi automata. 
3. Rabin automata and the monadic second order theory of the tree 
We now define classes of regular tree grammars that generate infinite trees in 
order to characterize the monadic second order theory of the tree. 
Definition 3.1. An S-regular k-ary w-tree grammar is a structure G = 
(V, 2, vO, R, Vi,,), where V is the set of nonterminal symbols, 2 is the alphabet, vO 
is the start symbol, R is the set of rewriting rules of the form v + f(v, , . . . , vk), and 
where f E 2 and v, vi E V, and V,,,is the set of designated nonterminals (i.e. variables). 
Definition 3.2. An R-regular k-ary w-tree grammar is a structure G = 
(v, 1, uo, R, Vi”,), where V, 1, vO, R are defined as for S-regular tree grammar and 
Vi”& 2”. 
An X-regular k-ary w-tree grammar, an X-regular tree grammar for short, where 
X belongs to {S, R}, is said to be deterministic if when v + a( v, , . . . , vk) and 
v+a(iT,,..., ~7~) are rules, then ui = 6,. 
Generalized automata on infinite trees 169 
A derivation tree, associated with the tree t, is a mapping d from Dk to E x V 
satisfying the following conditions: 
(1) 
(2) 
An 
some 
For each node U, the following condition is satisfied: 
If d(u)=(a, v) and d(ui)=(t(ui),vi) then v+a(v ,,..., uk) is a rule. 
infinite tree t is generated by an S-regular grammar G (i.e. vO=+” t) if for 
derivation tree d of t and for each infinite branch of d a variable from Vinf 
occurs infinitely often. 
An infinite tree t is generated by an R-regular tree grammar G if for some 
derivation tree d of t and for each path of d, the set of variables occurring infinitely 
often on this path belongs to Vinf. 
Definition 3.3 (Special automaton). A k-ary w-tree S-automaton, an S-automaton for 
short, is a structure M = (Q, E, qO, 8, F), where Q is a set of finite states, E is a 
finite set of input symbols, q,, is the initial state, 8: Q XE +2Qh is the transition 
function and F is a subset of Q. 
A computation of M on t is a tree C over Q with C(A) = qO and for each node 
u(C(u1) ,..., C(uk))~S(c(u), t(u)). M accepts t if for some computation of M 
on t, on each infinite branch of this computation, a state from F occurs infinitely 
often. M is called deterministic if for each state q and each input a, we have 
Card(G(q, a)) c 1. In [ 161 characterizations of rational sets of infinite trees in terms 
of tree automata and tree grammars are given. 
Theorem 3.4 (Nivat, Saoudi [ 161). F or each set L of infinite trees, the following 
conditions are equivalent: 
(i) L is accepted by an S-automaton, 
(ii) L is generated by an S-regular tree grammar, and 
(iii) L is a rational set. 
This gives an extension of Kleene’s Theorem to infinite trees. 
Definition 3.5. A Rabin k-ary w-tree automaton, an R-automaton for short, is a 
structure M = (Q, Z; qO, 6, F), where Q, 1, qO, 6 are defined as before and FE 2Q. 
M accepts t if there is a computation of M on t such that, for each infinite path 
of this computation, the set of states occurring infinitely often belongs to F. 
We use the term R-automaton to denote an R-automaton with the following 
acceptance condition: 
(1) An infinite tree is accepted by an R-automaton if there is a computation such 
that for each infinite branch of this computation, the set of states occurring finitely 
many times on this branch belongs to F. 
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We use the term &-automaton to denote an R-automaton with the following 
acceptance condition: 
(2) An infinite tree is accepted by an &-automaton iff for some computation and 
each branch of this computation, the set of states occurring in this branch belongs 
to F. 
Theorem 3.6 (Rabin [ 171). The family of sets of infinite trees accepted by R-automata 
is a boolean algebra. 
Proposition 3.7 (Nivat, Saoudi [16]). For each X E {S, R, R}, the family of sets of 
infinite trees accepted by X-automata is closed under projection. 
The monadic second order theory of the tree 
Let T=(D,v,s ,,..., sk,c ), where v is the constant for the empty word, s, , . . . , sk 
is the successor function such that si(u) = ui, and s is the prefix relation on the 
tree domain. Let 2 = {a,, . . , a,,} be an alphabet and let P,, . . . , P,, be the unary 
predicates such that P;(u) = True iff t(u) = a,, where t is an infinite tree on 2‘. 
An L,-formula is a formula built up using constants, successor functions, unary 
predicates, individual variables ranging over D, a set of variables ranging over 
subsets of D, quantifiers, and connectors. Rabin [ 171 proves that for each &-formula, 
one can construct a nondeterministic Rabin automaton (i.e. R-automaton), that 
accepts exactly the trees satisfying this formula. 
An infinite tree satisfying a formula r,/~ is called a model of I/J. We denote by 
Model(+) the set of infinite trees satisfying $. 
Theorem 3.8. For an infinite tree set L, the following conditions are equivalent: 
(i) L is accepted by an R-automaton, 
(ii) there is an L,-formula $I such that L = Model( $), 
(iii) L is generated by an R-regular grammar, and 
(iv) L is accepted by an R-automaton. 
The equivalence between (i) and (ii) is due to Rabin [ 171. The equivalence between 
(i) and (iv) has been established by Nivat and Saoudi [ 161. The equivalence between 
(i) and (iii) is due to natural correspondence between tree grammars and tree 
automata. 
4. Top-down and bottom-up generalized automata 
It is well known from [20] that for finite trees, regular tree grammars, top-down 
tree automata, and deterministic bottom-up tree automata define the same sets of 
finite trees. We will extend this result to infinite tree sets. 
Generalized automala on infinite trees 171 
Definition 4.1. A top-down generalized k-ary w-tree automaton is a structure M = 
(Q,4q0,&L%where Q,%q0,fj:QxC+2Qh are defined as before, and F is the 
set of designated sets of sets of states (i.e., F s 22v). 
A computation of a top-down generalized tree automaton M on the infinite tree 
t is the mapping from [k]* to Q, where C(A) = qO and for each node u, 
((C(ul), . . ., C(uk)) E ~(C(U), t(u)). 
Let C be a computation and B be an infinite branch of C. Then we define Inf( B), 
Fin(B) and Occ(B) as follows: 
Inf(B) = {q: Card(B-‘(q)) = w}, 
Fin(B)={q:OsCard(BP’(q))<w}, 
Occ(B) = {q: Card(B-‘(q)) # 0). 
We define Tinf(C), Tfin(C) and Tocc(C) by 
Tinf(C) = {Inf(B): B is an infinite branch of C}, 
Tfin( C) = {Fin(B): B is an infinite branch of C}, 
Tocc( C) = {Occ( B): B is an infinite branch of C}. 
A computation C of a generalized tree automaton is called i-accepted if there is a 
designated set H such that the condition Ci is satisfied, where C, is defined for 
i=l,..., 9 as follows: 
C,: Tinf(C)n H=@, C2: Tinf( C) c H, C,: Tinf(C) = H, 
C,:Tocc(C)nH=Q), C,: Tocc(C) c_ H, Ch: Tocc( C) = H, 
C,: Tfin(C)n H=@, C,: Tfin(C) c H, C,: Tfin(C) = H. 
A generalized k-ary w-tree automaton is said to be complete if for each state q 
and each input symbol a, Card(S(q, a)) a 1. M is called deterministic if for each 
state q and each input symbol a, we have Card( 6(q, a)) 2 1. A computation C is 
said to be i-accepted if it satisfies condition C,. We use the term Gi-automaton to 
denote a top-down generalized k-ary w-tree automaton with acceptance condition 
defined according to condition C,. 
Proposition 4.2. For i = 1, . . . , 9 and a set of infinite trees L, the following conditions 
are equivalent: 
(i) L is accepted by a G,-automaton (resp. G,-automaton), and 
(ii) L is accepted by a complete G,-automaton (resp. G,-automaton). 
For i = 1, . . . ,6 one can easily prove this theorem by adding an extra state which 
can not be left by the automaton. For i = 7,%, 9 one can add two states: an intermedi- 
ate state and an extra state which is reachable from the intermediate state. 
Definition 4.3. A bottom-up generalized k-ary o-tree automaton is a structure M = 
(Q, 2, 6, T, F), where Q, E, F are defined as before, 6 : Q” x I+ 2Q is the transition 
function, and T is the set of terminal states. 
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A computation of M, where M is a bottom-up generalized tree automaton, on 
the tree t is a mapping from D to Q, such that C(A) E T, and for each node u, 
C(u) E 6((C(ul), . . , C(uk)), t(u)). We use G,-automaton to denote a bottom-up 
generalized k-ary w-tree automaton with acceptance condition defined according 
to condition C,. 
Remarks. (i) For X E {inf, fin, occ}, we have TX(C) n H = 0 iff TX(C) G g. 
(ii) From (i), the acceptance conditions C, and C2 are equivalent. 
(iii) The acceptance conditions C, (resp. C,) and C, (resp. C,) are equivalent. 
(iv) Tinf(C)={H ,,..., H,} iff Tfin(C)={fi ,,..., H,,}. 
(v) For an infinite branch B of some computation, we have Inf(B) = H iff 
Fin(B)=Q-H. 
From the last remark (i.e. remark (v)), we deduce that the acceptance conditions 
C3 and C, are equivalent. 
Theorem 4.4. For iE {3,6,9}, the family of sets accepted by a deterministic Gi- 
automaton is a boolean algebra. 
Proof. The closure by intersection follows from the classical construction (i.e. 
product-automaton construction). Since a G,-automaton is equivalent to a complete 
G,-automaton, one can take a deterministic and complete Gi-automaton, comple- 
ment the set of designated sets, and then obtain a G,-automaton which accepts the 
complement. 0 
Theorem 4.5. For an injinite tree set L, the following conditions are equivalent: 
(i) L is accepted by a deterministic G,-automaton (resp. G,-automaton), and 
(ii) L belongs to the boolean closure of sets accepted by deterministic R-automata 
(resp. l?-automata). 
Proof. (i) implies (ii) follows from the fact that the acceptance condition C, is 
nothing else than the boolean combination of the acceptance condition used by 
R-automata. (ii) implies (i) follows from the fact that deterministic G,-automata 
define a boolean algebra and the fact that G,-automata generalize R-automata. 0 
Theorem 4.6. For an infinite tree set L, the following conditions are equivalent: 
(i) L is accepted by a deterministic G,-automaton, and 
(ii) L belongs to the boolean closure of sets accepted by deterministic R,-automata. 
The proof is similar to the proof of the Theorem 4.9. We will now define some 
classes of regular tree grammars, which generate the same classes as those accepted 
by G,-automata. 
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Definition 4.7. A G-regular k-ary o-tree grammar is a structure G = ( V, E, v,, , R, Vi,,,), 
where V, 2, Q, R are defined as before and Vi,,-G 22v is the set of designated sets 
of sets of variables. 
A tree t is i-generated by G if there is an infinite derivation in G, having as a 
derivation tree (i.e. a trace of this derivation) a tree satisfying condition C, with 
Vnf instead of F. 
We use the term Gj-regular tree grammar for a G-regular k-ary w-tree grammar 
with the generation condition according to condition C,. 
Proposition 4.8. For i E { 1, . . . , 9} and a set L of infinite trees, the following conditions 
are equivalent: 
(i) L is generated by a G,-regular tree grammar, and 
(ii) L is accepted by a Gi-automaton. 
The equivalence between (i) and (ii) is due to the natural correspondence between 
regular tree grammars and tree automata. 
Proposition 4.9. For i E { 1, . . , 9) and a set L of injinite trees, the following conditions 
are equivalent: 
(i) L is accepted by a G,-automaton, and 
(ii) L is a projection of a set accepted by a deterministic Gi-automaton. 
For the proof, one can construct a deterministic Gi-automaton accepting the set 
K of trees over E x Q x [ml, and coding the tree with its computation, such that 
the first projection of K is equal to L. 
Theorem 4.10. For an infinite tree set L, the following conditions are equivalent: 
(i) L is accepted by an R-automaton, 
(ii) L is accepted by a G,-automaton, 
(iii) L is accepted by a G,-automaton, and 
(iv) L is accepted by a G,-automaton. 
Proof. The equivalence between (i) and (iii) is due to Nivat and Saoudi [14], where 
G,-automata are called M-automata. From the following facts: 
l G2-automata are more powerful than R-automata, 
l G3-automata are more powerful than G2-automata, and 
l the equivalence between (i) and (iii), 
one can obtain the equivalence between (ii) and (iii). The equivalence between 
G,-automata and G8-automata follows from remark (iv) following Definition 4.3. 0 
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Theorem 4.11. For i E (1,. . . ,9} and a set L of infinite trees, the following conditions 
are equivalent: 
(1) L is accepted by a Gi-automaton with n states, 
(2) L is accepted by a Gi-automaton with n states, and 
(3) L is accepted by a deterministic Gi-automaton with n2 states. 
Proof. The equivalence between (1) and (2) is a consequence of the following facts: 
(i) The family of sets accepted by Gi-automata is closed by union. 
(ii) A Gi-automaton can be simulated by a G,-automaton with one terminal state 
and a Gi-automaton with one terminal state can be simulated by a G,-automaton. 
Let M = (Q, E,6, T, F) be a G,-automaton accepting K. Now we shall exhibit a 
deterministic Gi-automaton M’ = (Q’, .E, 6’, T’, F’) equivalent to M. 
Construction: 
(1) Q’=QxQ 
(2) for each {q,, . . . , qk, q’, q} E Q and a E 2 do 
ifqEs((qr,..., qk), 0) then (4, s’> 
= 6’(((% 9 s), . . . 3 (qi, q’)y . . . 7 (qk, q’)), a) 
(3) T’= TxQ 
(4) F’= {A c_ Q’: p,(A) E F}. 
If C’ is an i-accepted computation of M’ then p,( C’) is a computation of M which 
is also i-accepted. From an i-accepted computation C of M on t, one can easily 
construct an i-accepted computation of M’ on t. 0 
Note that the equivalence between bottom-up and top-down Rabin pair binary 
w-tree automata is due to Mostowski [12]. 
5. Deterministic generalized automata and Muller-McNaughton’s Theorem 
In this section we prove that nondeterministic Gi-automata are more powerful 
than deterministic G,-automata. We also define some extensions of Muller- 
McNaughton’s Theorem and prove that not all of them are possible. 
Let us recall some result due to Thomas [21], where the following theorem is 
proved. 
Theorem 5.1. 7’he boolean closure of sets, that are limit of rational$nite tree sets, is 
properly included in the family of sets accepted by S-automata. 
Remarks. (i) The last theorem shows that some extension of Muller-McNaughton’s 
Theorem is not possible. 
(ii) Note that rational finite tree sets are those accepted by nondeterministic 
top-down tree automata. 
Before studying other extensions of Muller-McNaughton’s Theorem, we need to 
recall some results. 
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Proposition 5.2 (Nivat, Saoudi [16]). The f amily of sets accepted by deterministic 
R-automata is not closed under union. 
Proposition 5.3. There is a set accepted by a deterministic Gi-automata (i = 3,6,9) 
which is not accepted by deterministic X-automata (X = S, R). 
Proof. Let k = 2 and L = a( b”, cw) + a( P, b”); L is not accepted by any deterministic 
R-automata but one can easily construct a deterministic Gi-automata which accepts 
K. Cl 
We shall prove that nondeterministic Gj-automata are more powerful than deter- 
ministic ones. 
Theorem 5.4. For i E { 1, . . . ,9}, thefamily of sets accepted by deterministic Gi-automata 
is properly included in the family of those accepted by G,-automata. 
Proof. Let T(f, a, b) be the set of finite trees t such that if u E Fr( t) then t(u) = a 
ort(u)=belset(u)=J:LetL=(tET(f,a,b):Itl a 2 2) L is accepted by a bottom-up 
automaton, where Itl, is the number of a’s occurring on t. Consider the substitution 
s such that 
(i) if t = a then s(t) = aw, 
(ii) if t = b then s(t) = b”, 
(iii) s(a(t,, . . . , tk)) = a(s(t,), . . . , s(t,)). 
s(L) is a set of infinite trees accepted by an G,-automaton. Assume that s(L) is 
accepted by a deterministic G,-automaton M. Choose t in Tcf, a, b) large enough 
with only b’s on frontier, such that one state q’ occurs at least three times on the 
frontier of t. For i =4, . . . ,9, we also assume that the set of states occurring in 
paths, starting at the root and ending at the nodes labelled by q’, are the same. 
Let t, be the tree obtained by changing one of the three b’s into an a and t2 be 
the tree obtained by changing one more b into an a. By definition s( tl) E s(L) and 
s( t2) E s(L). Now let C, be the computation of M on ti (i = 1,2) and F, be the set 
of all subsets occurring infinitely often on branches of Ci. Since M is deterministic, 
F, is equal to F2 and s( tl) E s(L). This contradicts the fact that s( t,) is not in s(L). q 
As a consequence of Theorems 4.5 and 5.4, we have the following result. 
Corollary 5.5. 7’he family of sets accepted by R-automata contains properly the boolean 
closure of the family of sets accepted by deterministic R-automata. 
This result has also been obtained independently by Haffer [lo]. 
Theorem 5.6 (Nivat, Saoudi [16]). The family of sets accepted by deterministic S- 
automata is equal to the family of sets which are limit offinite tree sets accepted by 
deterministic top-down automata. 
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We will now study the extensions of Muller-McNaughton’s Theorem to tree 
automata. 
Theorem 5.7. The following extensions of Muller-McNaughton’s Theorem are not 
possible: 
(1) The family of sets accepted X-automata is equal to the boolean closure of sets 
accepted by deterministic X-automata (X = S, R). 
(2) The family of sets accepted by R-automata is equal to the boolean closure of 
sets which are limit of sets accepted by top-down tree automata. 
(3) The family of sets accepted by R-automata is equal to the family of sets which 
are limit of sets accepted by deterministic top-down tree automata. 
(4) The family of sets accepted by R-automata is equal to the boolean closure of 
sets accepted by deterministic S-automata. 
(5) The family of sets accepted by deterministic R-automata is equal to the boolean 
closure of sets which are limit of sets accepted by deterministic tree automata. 
(6) The family of sets accepted by deterministic R-automata is equal to the family 
of sets which are limit of sets accepted by deterministic top-down tree automata. 
(7) The family of sets accepted by deterministic R-automata is equal to the boolean 
closure of sets accepted by deterministic S-automata. 
(8) The boolean closure of sets accepted by deterministic R-automata is equal to the 
boolean closure of sets accepted by deterministic S-automata. 
Proof. Let X (resp. DX) be the family of sets accepted by nondeterministic (resp. 
deterministic) X-automata, Ret (resp. DRec) be the family of finite tree sets accepted 
by nondeterministic (resp. deterministic) top-down tree automata, and (F)R be the 
boolean closure of the family F. 
It follows from Theorems 4.10, 4.5 and 5.4 that version (l), for X = R, is not 
possible. Since S is not a boolean algebra (see [IS]), version (l), for X = S, is not 
possible. By using the fact that (Rlim(Rec)), c S and the fact that S c R, we deduce 
that version (2) is not possible. Since (Rlim(DRec), G (Rlim(Rec)),, we deduce 
that version (3) is not possible. From (DS), = (Rlim( DRec), G S c R, one can deduce 
that version (4) is not possible. Since DR is not a boolean algebra, versions (5), (6) 
and (7) are not possible. 
Assume that (DS),=(DR),. Then the projection of (DS), (i.e. n((DS),>) is 
equal to the projection of (DR),. Since n((DS),) = n((DR),) c S, n(S) c S and 
17((DR),) = R, we deduce that RG S. This contradicts the fact that S c R (see 
[ISI). q 
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