Let G be a split reductive group, K be a non-Archimedean local field, and O be its ring of integers. Satake isomorphism identifies the algebra of compactly supported invari-
G L (C) of the Langlands dual group. In this note we report on the results of the study of analogues of such an isomorphism for finite groups.
In our setup we replaced Gelfand pair G(O) ⊂ G(K) by a finite pair H ⊂ G. It is convenient to rewrite the character side of the isomorphism as O(
finite pairȞ ⊂Ǧ and use Satake isomorphism as a defining property of the duality. In this text we make a preliminary study of such duality and compute a number of nontrivial examples of dual pairs (H, G) and (Ȟ,Ǧ). We discuss a possible relation of our constructions to String Topology.
Introduction
Langlands duality for reductive groups and Satake isomorphism are important concepts that are used in the formulation of Langlands conjectures. The author's motivation for writing this paper is placing these concepts into a more general context with the hope that in the future it might reveal new perspectives on the classical Langlands correspondence.
Let us recall (see [8] for an accessible introduction to Langlands theory) some basic definitions needed to state Satake isomorphism. We write G for a split reductive group, K for a non-Archimedean local field, and O for its ring of integers. By following the idea mentioned in the abstract we are going to replace the linear space
of Hecke operators by C[H\G/H] with finite G and H. As usual, a group in superscript V G signals for taking G-invariants. Similarly the space of complexified algebraic characters
the Langlands dual group G L (C) over
C in our setup has a finite analogue C[Ȟ\Ǧ/Ȟ]. In general, we don't assume thatǦ splits into a product just like G L (C) × G L (C).
We would like to think about elements of C[H\G/H] ⊂ C[G] as H-bi invariant functions
on G: f (hgh ′ ) = f (g), g ∈ G, h, h ′ ∈ H. The linear space C[H\G/H] has two unital algebra structures. The first product f · g is a point-wise multiplication of functions. The second is the convolution f × g, which in general is noncommutative. Recall that a pair of finite groups H ⊂ G is a Gelfand pair iff f × g is commutative. Roughly speaking, we want to study duality on Gelfand pairs
which interchanges the products
We don't expectȞ ⊂Ǧ to exist for an arbitrary Gelfand pair H ⊂ G. Neither do we hope thať H ⊂Ǧ will be given by a functorial construction. A notable exception is H = {1} and G is abelian. ThenȞ = {1} andǦ = Hom Z (G, C × ).
One of the reasons for studying such an amorphous structure (besides formal resemblance with Satake isomorphism) is a link it provides between combinatorics and algebra. We postpone,
for now, the formal definition of duality. Instead we formulate its corollary, which will be proven in due time (see (53)). To state it we notice that the space X = G/H splits into a disjoint union X = o i of H-orbits (in this paper we assume that the map G → Aut(X)
has no kernel). The space of functions C[X] as a regular G-representation decomposes into a direct sum of irreducible multiplicity-one representations C[X] = i T i . By a(H, G), b(H, G) we denote the arrays {#o i }, {dim T i }, respectively. One of the nice features of (1) is that it swaps the sizes of orbits, which live on combinatorial side of the correspondence, and the dimensions of representations, which belong to algebraic side:
a(H, G) = b(Ȟ,Ǧ), b(H, G) = a(Ȟ,Ǧ) and |X| = |X|.
An illustration It is amusing to see that (H, G) = (Z 4 , S 4 ) and (Ȟ,Ǧ) = (S 3 , S 3 × S 3 ) is an example of pairs (H, G) ∼ = (Ȟ,Ǧ) which satisfy (3) . In fact, it is the simplest example of a non self-dual, noncommutative pairs in duality (1) .
In the second pair, S 3 is embedded diagonally into S 3 × S 3 . The orbits of S 3 in S 3 × S 3 /S 3 coincide with the conjugasy classes in S 3 . These are {1}, {(1, 2), (1, 3) , (2, 3)}, {(1, 2, 3), (1, 3, 2)}.
So a(S 3 , S 3 × S 3 ) = {1, 2, 3}. The trivial, sign, and two-dimensional representations exhaust the set Irrep(S 3 ) of irreducible representations of S 3 . By Peter-Weyl isomorphism
b(S 3 , S 3 × S 3 ) = {1, 1, 4}.
The group of rotations of a cube in R 3 is isomorphic to S 4 (it coincides with the group of permutations of diagonals). Let X be the set of faces of the cube. The stabilizer of a face is isomorphic to Z 4 . Thus X ∼ = S 4 /Z 4 . Under Z 4 X breaks into a union of two one-point orbits and one four-point orbit. We infer that a(Z 4 , S 4 ) = {1, 1, 4}. Frobenius formula
relates Z 4 invariants in T i with the multiplicities V i of T i in C[X]. As usual, Ind G H C stands for the G-representation induced from the trivial representation of subgroup H, and Res G H T stands for the restriction of T from G to H. Thus all representations T i that contain the Z 4 -invariant vectors are subrepresentations of C[X]. Among such is the tautological 3-dimensional representation twisted by sign(σ). In order to construct another subrepresentation of C[X] we notice that S 4 can be mapped onto S 3 . Geometrically this homomorphism comes from the S 4 action on pairs of opposite edges of the tetrahedron. Under this map a generator e of Z 4 maps to a reflection in S 3 . Because of this, the two-dimensional representation of S 3 pulled back to
For more examples the reader can consult Section 3.
Algebras with two multiplicative structures Linear spaces C[H\G/H] have more structures then multiplications · and × mentioned above. We are going to enhance C[H\G/H] by these structures and put the resulting object inside of a certain category. This will let us state in more precise terms what it means to swap the products in formula (2).
We will be writing X for G/H. We start with an observation that To this end, we start in a greater generality by fixing finite sets X, Y , which at the moment have no relation to the pair (H, G). C[X × Y ] is an algebra with respect to the point-wise multiplication of functions (f · g)(x, y) := f (x, y)g(x, y) with the unit 1 · (x, y) = 1.
The convolution product
C[X × Y ] is isomorphic to the space of linear maps Hom
The isomorphism is defined by the formula
Under this identification, the convolution becomes a composition of maps. In particular, C[X × X] is an algebra with unit 1 × (x, y) = δ xy x, y ∈ X and
is equipped with two functionals:
and is positive-definite: (a, a) > 0, a = 0.
The units satisfy
We are going to use to complex anti-linear involutions on C[X × X]. The first one is the complex conjugation map
The second is a Hermitian conjugation (µf )(y, x) :=f (x, y).
Note that
and tr · (πa) = tr · (a), tr · (µa) = tr · (a),
Traces are related by the identities
Suppose now that X = Y = Z = G/H for the finite H ⊂ G. All of the above structures are compatible with the regular left G action on C[X × X]. This way C[X × X] G inherits the products · and ×, the traces tr · and tr × , and the involutions π and µ.
Our basic objects will be Frobenius algebras with some additional data:
There is a tautological pairing between linear spaces U and W
To summarize, we have a construction
where
Define a new tripleǍ as (W, U, ·, · ) by interchanging U and W (c.f. this with the definition from Section 3 in [6] ).
Remark 1
We want to think about triples (W, U, ·, · ) as objects of a category T . In T we don't insist on tr U and tr W being nonzero, nor on dim U and dim W being finite. Still we require ·, · to be a nondegenerate pairing. The morphisms in T are homomorphisms (inclusions) of underlying algebras compatible with inner products involutions and traces. T is a monoidal category with respect to the tensor product of triples.
We would like to explore the following problem: Under what conditions on the pair (H, G) is there a dual pair (Ȟ,Ǧ), such that there is an isomorphism in T
and what is the freedom in the choice of (Ȟ,Ǧ)?
Notice that if we formally replace
. It is part of the structures needed for (20) to hold. Of course, in the case of infinite groups one has to be careful about analytic aspects, which will be ignored in our finite setting. 
In this formula T i stands for irreducible G-representations, and dim V i (G/H) for their multiplicities.
The most well-known example of a Gelfand pair is G embedded diagonally into G × G. This follows, for example, from Remark 2 and Peter-Weyl theorem [14] .
Relation to topology It turns out that structures similar to A(H, G) appear in topology.
To see this, we fix a connected (for simplicity) oriented submanifold N in a finite-dimensional compact connected manifold M . Let us define the space of paths
The first indication that L(N, M ) has some relation to previous constructions is that the set of N ) ) (see e.g. [2] p.397 Corollary 10.7.6). The map i stands for embedding N → M . In order to simplify the notations we will often omit i and the base point in the formulas.
These linear spaces are parts of a richer structure. The direct sum
is the graded commutative algebra with respect to the ∪-product. It has two involutions π(a) =ā. Involution µ is a composition of complex conjugation π and geometric operation or * that changes orientation of a path or(γ)(t) = γ(1 − t).
Homology groups
)) has an algebra structure
defined by concatenation of paths (see [15] , [9] ). This product is denoted by a • b.
By definition a developable orbifold M is quotient of a manifold M by the discrete group Γ acting properly. In this case π 1 (M ) by definition is equal to Γ. In our application we choose N to be a Γ-invariant submanifold.
Example 3 To make connection with the algebraic discussion we take M to be a compact simply connected manifold equipped with a finite group G action. For N we take a G-orbit of a point y ∈ M . Denote by p : M → M the canonical projection. The submanifold N ⊂ M is an orbifold point {x} = p( N ). In this setup π 1 (M ) := G and π 1 (N ) := St(y) = H. Now N is disconnected but the appropriate modifications of the previous constructions go through.
The product on H * (N, M ) extends without troubles to developable orbifolds (see [11] for M ⊂ M ×M case). The linear space H 0 ({x}, M ) with the product × is the Hecke algebra of the pair of
Now we would like to assume that N is an even-dimensional manifold. We reduce the grading in algebras H * (N, M ), H * (N, M ) modulo two. This way we get a triple
In the above formulas ·, · stands for the pairing between homology and cohomology. Had We say that a pair of manifoldsŇ ⊂M is dual to N ⊂ M if
As in the case with groups, in order for this isomorphism to hold, H * (N, M ) must be a commutative algebra. In this case we will refer to the pair (N, M ) as a topological Gelfand pair.
As in the group case, the diagonal embedding M → M ×M of orientable M gives an example a topological Gelfand pair. Indeed the space L(M, M × M ) is homeomorphic to the free loop
, which is commutative (see [3] for details).
It is not obvious that the proposed duality is nontrivial. In the following sections we will see that there are plenty of examples of dual group pairs.
Here is an outline of the paper. The text is divided roughly in two parts: theoretical material (Section 2) and a collection of examples (Section 3). Here is a more detailed breakdown.
In Section 2 we study at some length the general aspects of the duality. Thus in Section 2.1 we isolate features of duality that can be formulated without mentioning Gelfand pairs.
In Section 2.2 we discuss properties of the duality related to the combinatorics of G-action on G/H. Section 2.3 contains, besides the well-known material about spherical functions, the formulas for idempotents for ×-product. The general formula for matrix C is derived in Section 2.4. Some algebraic and arithmetic properties of the coefficients of matrix C are determined in Section 2.5. Based on this we formulated a necessary condition for existence of the dual paiř H,Ǧ in Section 2.6. Conjectural relation of the Galois group of the splitting field and duality is discussed in Section 2.7. In Section 2.8 we set up a language for studying (non)uniqueness of the dual pair. Section 3 is devoted to examples of dual pairs described with various levels of precision. In Sections 3.1, 3.2, and 3.3 we manually compute the triples (A, B, C). In Section 3.4 we illustrate how a necessary condition established in previous sections work in the simplest example. Rudiments of computed-aided classification of dual pairs are presented in Section 3.5.
In Section 4 we listed some of the open problems in the outlined theory.
Acknowledgment The author benefited from conversations on the subject of this paper with 
Duality for group pairs
We will see in this section that a triple A(H, G) (19) can be effectively encoded by a square matrix C(H, G). In terms of this matrix, the duality corresponds to taking the Hermitian adjoint
Duality in abstract terms
The goal of this section is to give a more economic description for the triple (19). For this purpose we take a linear space Q as a prototype for C[H\G/H]. We assume that Q is equipped with two commutative algebra structures · and ×, has two traces tr · and tr × , has two commuting (15) anti-linear involution π, µ compatible with both multiplications. We require that traces are real (16) . They also satisfy (10), (11) . Note that equations (17) are formal corollaries of (10) and (15) .
We demand that units satisfy (12) . Denote by A(Q) the triple (U (Q), W (Q), a, b ) where
We fix notations for normalized traces:
Proposition 5 Under above assumption the triple A(Q) (23) determines a character algebra
Proof. The only difference between A(Q) and (Q, ·, ×, tr · , tr × , π, µ) is that of normalization of traces in A(Q). As soon as we recover the normalization constants tr × (1 × ), tr · (1 · ) we recover the septuple.
From nondegeneracy of Tr U , Tr W (11) we derive existence of elements e U ∈ U, e W ∈ W such that a,
It follows from (17) that e U = tr
constants K, N are defined by the formulas
Units 1 · , 1 × are obviously invariant with respect to π and µ. We have the following (in)equalities:
We conclude that
Proposition 6 1. In a character algebra E = (Q, ·, ×, tr · , tr × , π, µ) (Q, ·) and (Q, ×) are isomorphic to direct products C dim Q of fields.
2. We fix an inner product as in (10) and two sets A, B, |A| = |B| = dim Q. Up to an isomorphism E is completely characterized by two real vectors A ∈ C A , B ∈ C B and a matrix C such that
{X i |i ∈ A} is the basis of minimal idempotents defined with respect to multiplication ·.
{Ψ j |j ∈ B} is the similar basis for ×-multiplication. There are involutions µ : A → A,
The isomorphism of two triples (A, B, C),
σ intertwines µ and µ ′ . τ intertwines π and π ′ .
The data satisfy
3. By (12) 1 · /|X| is an idempotent for ×-multiplication, 1 × -for ·-multiplication. Thus
In case
Proof.
Algebras (Q, ·) and (Q, ×) are semisimple. Indeed both π, µ permute maximal ideals {m} of (Q, ·) and act on their intersection rad · = m. They also preserve filtration rad · ⊃ rad 2 · ⊃ · · · . Let rad k · be the last nonzero term of this filtration (we use that rad · is nilpotent). Then (a, a) = tr · (a · πa) = 0 ⇒ rad · = {0}. Thus (Q, ·) is a direct sum of fields. π permutes minimal idempotents {X i |i ∈ A}. We have 0 < tr · (X i · πX i ). From this we conclude that π acts trivially on {X i }.
We can prove the same way that (Q, ×) is semisimple and µ acts trivially on the set of minimal idempotents {Ψ i |i ∈ B}. We have tr Let us expand Ψ i in the basis of X i :
Then
Equations (25) and (32) imply that
It is equivalent to the statement that (C −1 ) ij = B −1
j , which implies that
We leave to the reader the proof of (27) which uses πµ = µπ and (16).
The triple (A, B, C) is sufficient to recover two algebra structures up to an isomorphism.
For this purpose we choose the standard basis {X i } for the vector space C dim Q . We declare it a basis of idempotents for · -multiplication, tr · (X i ) := A i , µX i := X µ(i) , πX i := X i . π and µ obviously commute. Positivity of tr · (a · πb) follows from (24).
We define the basis {Ψ i } of idempotents for × multiplication by the formula (32), where the matrix d is extracted from (33). We also define tr × by tr × (Ψ i ) := B i . The formula (10) would follow from (34).
Equations (29),(31) follow from
Remark 7 Tensor product in monoidal category T transforms into tensor product of matrices
Recall (see Proposition 6) that involutions in the context of matrix C are acting on indices of C.
The matrix C(H, G)
(with the structures defined in (6, 7, 9, 13, 14) ) defines a septuple E(H, G) and a triple A(Q(H, G)) from Proposition 5. Semi-simple multiplications define bases {X i } and {Ψ i } of minimal idempotents in Q(H, G). This way we get a triple (A, B, C) (24,25,26) associated with (H, G).
By Propositions 5 and 6 the triple A(H, G) contains as much information as the triple (A, B, C) and involutions π, µ. (27). We will see that (30) is satisfied and C completely determines A and B. Our goal for now is to find explicit formulas for (A, B, C) that come from a finite Gelfand pair H ⊂ G.
From now on to the end of the paper we assume that X = G/H.
O i determines an H orbit o i ⊂ X:
Remark 9 Note that 1 × = X 1 that corresponds to the diagonal X ⊂ X × X is a minimal ·-idempotent.
Proposition 10
1. In the product of ·-idempotents
the coefficients a ijs are nonnegative integers.
2. The integrality condition (37) in the coordinate form becomes
Proof. Suppose (x, y) ∈ O s , where O s is the orbit that defines X s . Then a ijs is the number of
We leave verification of the second statement to the reader.
Corollary 11
We can use the triple (A, B, C) to write transition matrices between bases {X s } and {Ψ j }:
Zonal spherical function
The basis {X i } was identified in Remark 8. The description of the basis {Ψ j } uses the concept of zonal spherical function, or spherical function for short.
Definition 12 Let (T (g), V ) be a unitary finite-dimensional representation of of a finite G. We associate a function on G defined by the formula:
with a unit H-invariant vector θ. We call ψ θ (g) the spherical function associated with a subgroup H and unit invariant vector θ.
The function ψ θ (g) satisfies ψ θ (hgh ′ ) = ψ θ (g) and descends to a function on H\X.
We will be writing Spec G (C[X]) for collection of irreducible representations with no repetitions that appear in (21). Each representation is equipped with a fixed positive-definite Hermitian inner product. Let T i be a representation from Spec G (C[X]). By construction
We conclude that H-invariant vector θ i in T i is unique up to a scaling factor. We normalize it (θ i , θ i ) = 1.
Convention 13
It is convenient to use the elements of the set Spec G (C[X]) as labels of func-
will stand for the spherical function ψ θ (g), where θ is a normalized H-invariant vector in the representation T which belongs to the isomorphism class i.
We define a Hermitian inner product on G by the formula (f,f ′ ) = g∈G f (g)f ′ (g).
Proposition 14
Functions {ψ i (g)} are orthogonal with respect to the inner product in C[G]
and define a basis in C[X] H .
Proof. We extend vector θ i = θ i,1 to an orthonormal basis {θ i,1 , . . . , θ i,dim(T i ) }. The function
The following identity is a simple corollary of the Schur orthogonality relation for matrix coefficients of finite groups:
By orthogonality ψ i are linearly independent. Their number coincides with cardinality |Spec
which is equal to the number of summands in (21). By assumption dim(V i (X)) ≤ 1. Thus, by (5) and Maschke isomorphism
Corollary 15
We interpret H × H invariant function
follows from (41).
Proposition 16
The functions Ψ i are minimal idempotents in (C[X × X], ×). The function Ψ 1 corresponding to trivial representation is equal to 1 · /|X|.
Proof. Schur orthogonality relations yield the proof:
Computing matrix C
Having obtained explicit formulas for X i , Ψ j we can compute matrix C (matrices A and B were computed in (36) and (44)).
Proposition 17
In each H-orbit o i ⊂ X choose a i ∈ o i . The indexing is chosen so that St(a 1 ) = H. We also fix g i ∈ G such that a i = g i a 1 . There is a bijection between {g i } and {X i }.
In the notations of isomorphism (21)
Proposition 18 Matrix C satisfies
Proof. The first equality is the corollary of orthogonality of Ψ 1 (x, x ′ ) = 1 |X| and {Ψ i (x, x ′ )|i = 1}. Indeed, by taking O i as in (35) and using the first line of (46) we get
This is equivalent to (47).
The second equality follows from Fourier expansion of the characteristic function ∆ X of the diagonal X ⊂ X × X :
In terms of the functions ψ j and characteristic function δ H (g) of the subgroup H this equality becomes
On substituting g → g i and multiplying both sides by |o i | this equality becomes equation (48).
Corollary 19 Matrix C completely determines diagonal matrices A and
This follows from the inspection of (46) or from Proposition 6 item (3), Remark 9, and Proposition 16.
Remark 20 Matrix C for (G, G × G) (G is embedded diagonally) is nothing else but the character table for the group G.
Arithmetic properties of C
In this section we will take a closer look at the coefficients of the matrix C, which was derived from a Gelfand pair (H, G).
Proposition 21
The coefficients of C generate a Galois extension L of Q whose Galois group is abelian. L is a minimal splitting field for regular representation
Proof. Recall that exponent e(G) of a finite group G is a minimal positive number such that g e(G) = 1∀g ∈ G. By [5] Theorem 41.1 p. 292 any irreducible representation T of a finite
being an algebra of endomorphisms of K[X]
, by the above theorem is a direct sum
By the cited theorem idempotents {Ψ i } are defined over K and the inner products (X i , Ψ j ) ∈ K. Let L be a subfield of K generated by (X i , Ψ j ). The Galois group of K is an abelian group Z 
Proposition 22
The entries of the matrix C sj /B j are algebraic integers.
Proof. Let us expand X s in the basis {Ψ j } as in (39): By definition Ψ j is an idempotent for ×-product. From this we deduce that
It means that {Ψ j } is an eigenbasis for the operator L s y := X s ×y and C sj /B j are its eigenvalues.
The matrix of L s in the basis {X s } has integer coefficients (Proposition 10). The characteristic polynomial of this matrix is monic with integer coefficients. By definition its roots are algebraic integers.
Remark 23 By Proposition 10.2 Section I in [13] p.60 the set of algebraic integers in Q[ 
Duality isomorphism
Let us spell out explicitly how duality D (20) isomorphism is defined. Let (H, G) be a Gelfand pair and (Ȟ,Ǧ) be the dual Gelfand pair.
We choose a basis of minimal idempotents {X i } for U and {Ψ j } for W . There are similar bases {X i } forǓ and {Ψ j } forW . The duality map D acts by
σ and τ are some bijection between indexing sets. The fact that D is an isomorphism of structures (see Remark 1) manifests itself in equalities
Now it will be convenient to identify the set of labels A, B with the set {1, . . . , |X|} in a such a
. Without loss of generality we can assume that τ = σ = id. It follows from Corollary 19 that
Therefore |G/H| = |X| = |X| = |Ǧ/Ȟ|.
The same way from (36,44,52) we read that 
Proposition 24
The triple (Ǎ,B,Č) satisfies (28), (47), (48), (49) with all the variables replaced by their checked modifications.
Proof. Equation (28) tells us that
jj is the inverse to the transpose of C ij . From this we infer that
Duality interchanges equations (47),(48). It also swaps last pair of equations in (49).
Definition 25 (A, B, C) is called an integral triple if (Ǎ,B,Č) satisfies (38) and (50). In terms of (A, B, C) this conditions reads
Strictly speaking the second equation is a corollary of the first. Still, it is worthwhile to write it separately because it is easy to verify.
Definition 26 (A, B, C) is called a self-dual triple if A i = B i and there are σ, τ such that
Definition 27 Let L be a minimal splitting extension of Q for regular representation
. σπ = πσ, τ µ = µτ . As L ⊂ Q ab ⊂ C, g commutes with the complex conjugation.
Galois group of C and duality
Let L be the splitting field of the regularǦ-representation Q[X]. An element g of the Galois group Gal(L/Q) (which we know is abelian) permutes irreducible sub-representations of L[X].
This way g defines a permutationτ g of idempotents {Ψ i }. As a result, we have an element
(1,τ g −1 , g) of the group Aut(Ǎ,B,Č) defined in (27). By abuse of notation, we will say that
) is an element of Gal(L/Q). The coefficients of C and C † generate the same subfield of C. From this we conclude that (τ g , 1, g) is a symmetry of (A, B, C). 
Let us define groups
, which is a symmetry of (A, B, C) related to H, G. We will refer to elements {(α k , β k , 1)|k ∈ Z(Out H (G))} as elements of Z H (G).
In the above setup we conjecture that (τ g , τ
Gal(L/Q) is the same for H, G andȞ,Ǧ. Conjecture implies that 
Suppose that Aut(G) = G/Z(G). In this case

Maps between Gelfand pair
A map φ is a strong Hecke equivalence if it induces a bijection φ : G/H → G ′ /H ′ . We say that φ is a Hecke equivalence if it induces a bijection H\G/H → H ′ \G ′ /H ′ .
Proposition 28 Hecke equivalence φ : (H, G) → (H ′ , G ′ ) of finite Gelfand pairs implies strong Hecke equivalence.
pullback. By the assumption it defines an isomorphism of invariants . From this we conclude that φ * is injective. From isomorphism (57) we see that ψ j (x) = a ij ψ ′ i (φ(x)) where (a ij ) is an invertible matrix. We know that spherical functions are orthogonal. This explains why
Example 29 Here is a diagram, created with a help of a computer, of Hecke equivalences between all the Gelfand pairs that produce matrices (A, B, C) (58) with n = 7:
Note that the graph is connected and all pairs are (strongly) Hecke equivalent to (S 6 , S 7 ).
Example 30 We used a computer to generate the diagram of all Hecke equivalences of Gelfand pairs that correspond to matrix C
The matrix is a member of a bigger family matrixes related to S n ≀S k (n = 4, k = 2)and discussed in Section 3.2. We have a connected diagram of equivalences with the terminal group equal to S 4 ≀ S 2 (we omit precise formulas for inclusion H ⊂ G):
Here is the diagram of maps of the dual family of groups. The pair which corresponds to S 2 ≀ S 4 from Section 3.2 is C ′ :
We see that the diagram of Hecke equivalences for the dual family is disconnected.
We come to the conclusion that the dual pair (Ȟ,Ǧ) for (H, G), even it exists, is not necessarily unique even if study pairs up to Hecke equivalence.
Examples
In this section we discuss some examples of the proposed duality. We will formulate a classical sufficient condition for (H, G) to be a Gelfand pair.
Proposition 31 Let ψ : G → G be an involutive anti-automorphism such that ψ leaves each double cosets HgH invariant. Then (H, G) is a Gelfand pair.
(S n−1 , S n )
Let S n be a symmetric group on n letters (n ≥ 2, S 1 := {1}). The map σ → σ −1 leaves S n−1 and S n−1 σ n−1,n S n−1 invariant. So, by Proposition 31 (S n−1 , S n ) is a Gelfand pair. The set X = S n /S n−1 is isomorphic to {1, . . . , n} with the natural S n -action. X is a union of two
is a direct sum of the trivial representation C and n − 1-dimensional defining representation. We conclude that
The formulas for A and B follow from equations (36) The symmetry of the matrix C implies that (S n−1 , S n ) is a self-dual pair.
The group S n ≀ S k
A more complex example is the wreath product
It is a symmetry group of a set of pairs
n ⋊ S k acts by the formula
The stabilizer of (1, 1) is the subgroup H = (S n−1 × S
Their respective cardinalities are 1, n − 1, n(k − 1).
From this we conclude that G = H ∪ Hg 1 H ∪ Hg 2 H where
The anti-involution g → g −1 leaves all three double cosets invariant and by Proposition 31 we know that (H, G) is a Gelfand pair.
The group G is compatible with projection p : X → X 0 = {1 . . . , k}, p(i, j) = j. G action on the image of p factors through S k . The pullback along p defines an inclusion 
The function (T (g)θ, θ), g ∈ S k from (40) has the following values:
From this we immediately compute the values of Ψ 2 (x, x 0 ), where x 0 = (1, 1):
From this we derive the following formulas:
These numbers constitute the second column of the matrix C. We recover the third column from equation (48). Here is the final answer for C:
As the double cosets are invariant with resect to g → g −1 , we conclude that X i are invariant with respect to π and µ. π and µ act trivially on Ψ i because all the irreducible sub-representations
We see that C † corresponds to the column-wise action of S k ≀S n on the set X. It is remarkable that duality doesn't preserve cardinalities of the groups for
Semidirect product with an abelian group
In this section we will find the dual pair for the pair (H, A ⋊ H). In this pair groups A and H are finite. A is an abelian group, equipped with an H-action. The embedding of H is defined
There is an anti-involution ν on G defined by the formula (a, h) → (h −1 (a), h −1 ). It is the composition of the inverse and the involution (a, h) → (−a, h). ν preserves double cosets HaH.
By Proposition 31 (H, A ⋊ H) is a Gelfand pair. Note that the homogeneous space X coincides with A. The group H is acting on X = A according to homomorphism φ : H → Aut(A), which defines the semi-direct product. The group A acts on X by translations.
We use adjoint to φ to define the semidirect productǍ ⋊ H, whereǍ is the Pontryagin dual
In this section we show that (H,Ǎ ⋊ H) is dual to (H, A ⋊ H). Note that even thoughǍ ⋊ H and A ⋊ H have the same cardinalities in general the groups are not isomorphic. The simplest example is H = F × p acting on A = F p -additive group of the finite field. The H orbits in X are the orbits of H-action on A. To simplify notations we fix a represen-
An o(χ i )-graded representation T of the group G is a representation that decomposes into the direct sum of linear spaces labelled by characters from a fixed G-orbit:
The group G acts on T by isomorphisms g : T χ → T gχ . The groups A acts on T χ according to the character χ.
Proposition 32
1. Any representation T of G has a decomposition Proof. T decomposes into A-isotypic components by the characters χ ∈Ǎ. The group G shuffles these components. The characters can be grouped according to orbits o(χ i ). By construction, Our next goal is to find a formula for the functions Φ i . To do this we have to find a
Proposition 33
is an H-invariant function on X.
It implies that θ g −1 χ = θ χ .
The function
represents an H-invariant unit vector in T o(χ i ) . After a little algebra we find that
The triple (A, B, C) in our case is
Equations (63) make it obvious that a possible dual pair to H ⊂ A ⋊ H is H ⊂Ǎ ⋊ H.
Non examples
There are some classical examples of Gelfand pairs that do not have any dual counterparts. One set of such non examples is formed by S k × S n−k ⊂ S n (See [17] for classification of multiplicity free subgroups in S n .) Computations with GAP4 (we omit details) show that C n derived from
C n fails integrality test (56) for n ≥ 3.
Gelfand pairs (G, G × G) described in Remark 20 almost never pass integrality tests (55,56).
Rare exceptions from the above rule come some solvable G. The nature of these groups deserve a closer study.
On classification of dual pairs
In this section we present our attempt to compile a list of matrices C that come from dual Gelfand pairs. The computation of matrix C, if done by hand, could be very time-consuming. This is why we used the GAP4 system to accelerate the calculations. By (52) duality doesn't change |X|. GAP4 has a library of all transitive effective actions on sets with cardinality ≤ 30.
Given a group and a transitive action on X we recover H without troubles, as a stabilizer of a point. This way we can systematically search for dual pairs. The data that must be present in an ideal list might take some space. In such a list each matrix C should be accompanied by the description of the generators of G ⊂ S |X| . The list should also contain a description of all Hecke equivalences φ : G → G ′ in the case C happen to correspond to more then one pair. It is clear that there is a room in the list for more interesting details. To save space I decided to drastically limit myself with a description only of C and with a record of cardinality r(C) of the set {(H, G)|C(H, G) = C} of the isomorphism classes of pairs. I will also omit matrices that break into nontrivial tensor products.
Let us fix the notations used in the table. Matrix L n is defined in (58). Matrix E n is (ζ ij n ), i, j = 0, . . . n − 1. ζ n is a primitive root of unity of order n. Matrix M n,k is defined in (59). In the table below we will be writing r(C) in the exponent of C. Double entries in the second
Some sporadic examples
Mathieu group G = M 11 , the smallest in the sporadic family, acts transitively on the 22 objects (see [4] p.221 for details). In this case H is the alternating group A 6 . The C matrix is      
It is related to the exceptional group G = M 12 and a subgroup H = PSL 2 (Z 11 ) ⊂ M 11 ⊂ M 12 .
Involutions π and µ also act trivially. For more on multiplicity free subgroups in sporadic groups see [1] .
Some open questions
In this section I collected several questions related to the subject of the paper that are worth of a closer look.
On the relation to other dualities
The first question that needs to be addressed is rather vague: what is the relation of the proposed duality to other dualities known in mathematics: Mirror symmetry and Langlands duality. Though, the constructions in this paper were partly motivated by Satake isomorphism, This might give an indication of a possible relation of proposed duality to Mirror symmetry.
Duality for Gelfand pairs of Lie groups and locally compact groups
In order to define a Gelfand pair in the context of differential geometry we consider the algebra of differential operators Dif f (X) on the homogeneous space X = G/H (see [16] for more details). The fundamental group, which was used in Example 3, is a part of a package that contains also the higher homotopy groups. The higher homotopy groups form a graded Lie algebra with respect to Whitehead product. In fact the theory of rational homotopy type of Sullivan tells us that the the homotopy category of rational differential graded Lie algebras with nilpotent finite type homology is equivalent to the rational homotopy category of nilpotent topological spaces with finite type rational homology. Would it be possible to combine this equivalence and the Lie algebra technique used in the differential geometry to construct interesting examples of topological Gelfand pairs?
On the categorification
Objects of the category V ect[X × X] G [7] are finite-dimensional linear spaces V x,y , x, y ∈ X together with a finite group action. R(g) : V x,y → V gx,gy , g ∈ G, X. There is a map from Still, even in the case that C has integral coefficients (e.g. in case of S n−1 , S n ) categorification is unknown. Such a categorification, if it exist, would resemble a construction from [12] . Note that formulas (39) bases {X i } and {Φ j } have analogues in the Geometric Langlands theory. Element X i is similar to the image in the K-theory of a skyscraper sheaf with support on the strata of the affine Grassmannian. Φ j is analogous to the image of a perverse sheaf. The main distinction from the Geometric Langlands theory is that our matrix C is never upper-triangular.
On the sufficient conditions for existence of the dual pair
The author is not aware of any such a condition except a condition to be a finite abelian group.
Experimental data (about hundred examples) doesn't contradict the following conjecture: If the matrix C corresponding to Gelfand pair H, G satisfying (55) and (56) then there is a dual paiř H,Ǧ.
On the String Topology
Not too many examples of topological Gelfand pairs discussed in the introduction are known.
The most basic is {pt} ⊂ S 2n+1 . H * (N, M ), H * (N, M ) in this case are polynomial algebras in one variable of degree 2n. Simply-connected compact Lie groups give another class of examples.
Again, N = {1} is one-point set. A product of such manifolds, we denote it by P , can be interpreted as a topological analogue of a finite abelian group (it is also a self-dual object). Let us consider a fiber bundle M with a base N and a fiber P . Let us also assume that the bundle has a section σ : N → M . This structure is analogous to a semidirect product A ⋊ H from The author is planning to address these questions in the following publications.
