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Abstract
We study the stability of a type of unbounded polycycles which appear in some planar
differential equations. Each of these polycycles has hyperbolic corners, but the product of
the hyperbolicity ratios of all its corners does not decide its stability. We obtain an explicit
convergent integral whose sign gives the stability of the polycycle.  2002 Elsevier Science
(USA). All rights reserved.
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1. Introduction
Graphics with hyperbolic corners are one of the simplest graphics considered
in the literature. In this case, it is well known that the so called graphic number γ ,
in most of cases decides the stability of the graphic (see [1,2]). Remember that if
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a graphic Γ has m corners pi , i = 1, . . . ,m, and each of them being an hyperbolic
saddle with eigenvalues −ai < 0< bi (hyperbolicity ratio ai/bi ) then
γ =
m∏
i=1
ai
bi
.
Furthermore Γ is stable (respectively, unstable) if γ > 1 (respectively, γ < 1).
The above result also can be stated saying that the return map of a transversal
section Σ trough a regular point of Γ has a return map of the form
Π(x)=∆xγ + o(xλ); (1)
see [2] for a detailed proof. In our situation, the map Π(x) is called semi-regular
and has been studied with much more detail in some recent papers; see, for
instance, [3] and [4]. In fact, in the first paper it is proved that for graphics with
hyperbolic corners Π cannot have infinitely many fixed points accumulating to 0
unless it is identically the identity. In [4] the author proves this last property for a
general graphic, and so solves the so called finiteness Dulac problem.
The compact bifurcations of planar vector fields (that is the qualitative changes
on bounded regions on the plane) have been widely studied, in particular the
stability and bifurcations of limit cycles from bounded graphics (see [2,5–7], or
Roussarie’s book [8] for a review). Recently, Dumortier et al. [6] have shown that
the existence of a uniform bound on the number of limit cycles for polynomial
vector fields of degree n (Hilbert’s sixteenth problem) can be checked determining
the cyclicity of all the limit periodic sets (see Chapter 2 of [8] for a definition of
these concepts). In particular, they have proved that for n= 2,121 limit periodic
sets must be taken into account.
With respect to unbounded polycycles, Sotomayor and Paterlini [9] studied
the simplest bifurcations of the polynomial vector fields at the infinity, that is how
singular points and periodic orbits tends to (or spring from) the infinity.
The main goal of this paper is to give an effective way of studying the stability
of some planar unbounded polycycles when γ = 1. We just study the “second
degree of degeneration,” or better said in other words, we are able to compute∆ in
formula (1) for some concrete graphics appearing in the Poincaré compactification
of some families of polynomial differential equations. All these graphics are such
that their separatrices are straight lines in some local charts. We describe them
in the sequel. The value ∆ is obtained in terms of improper convergent integrals.
Note that when ∆ = 1, by using (1) the stability of Γ can be obtained from this
value.
The first family is the so called polynomial Kolmogorov systems (see [10]),
and includes several differential equations studied in ecological models; see, for
instance, [11]. It can be written as{
x˙ = xf (x, y),
y˙ = yg(x, y),
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where f and g are also polynomials and is studied in Section 2. The graphic
that we consider is the one formed by the two positive semi-axes and the equator
of the Poincaré sphere. The value ∆ is given in Theorem 3. We also present a
result, see Corollary 5 in Section 2.2, which guarantees the bifurcation of one limit
cycle from this graphic. This limit cycle can be interpreted as a large amplitude
oscillation for the Kolmogorov system.
Section 3 is motivated by the paper of Holmes [12]. That paper is devoted to
study the stability at infinity of some quadratic systems with only one invariant
straight line. The second family that we consider is{
x˙ = yf (x, y)+ g(x),
y˙ = yq(x, y), (2)
where f , g and q are polynomials. It is the extension of the systems studied
in [12] to arbitrary degree. Observe that under some additional hypotheses the
above differential equations have a graphic Γ formed by the invariant line and the
equator of the Poincaré sphere with just two critical points. This graphic has D
shape and that is the reason for which we call the above systems D-systems.
It is easy to see that if the graphic Γ for system (2) has just two singularities
(the corners of Γ ) its graphic number is γ = 1. In Theorem 7 of Section 3 we give
the expression of a value ∆, defined in (1), as an improper convergent integral.
Remember that this value ∆ (when it is different from 1) gives the stability of the
graphic. As a corollary of this theorem we reobtain the results of [12] for quadratic
D-systems written in general form.
We want to comment that the results of Holmes have also been obtained in [13]
by totally different procedures. They rely on the transformation of the quadratic
D-system into a Liénard equation. It seems difficult to generalize that different
approach for arbitrary polynomial D-systems.
2. Kolmogorov systems
2.1. Stability at infinity of Kolmogorov systems
In this section we deal with polynomial Kolmogorov systems{
x˙ = xf (x, y)=∑ni+j=1 pij xiyj ,
y˙ = yg(x, y)=∑ni+j=1 qij xiyj , (3)
with some additional conditions that assure that
(i) In the Poincaré compactification of the field (see [14] or [2]) there appears a
polycycle Γ∞ defined by the positive semi-axes of abscissas and ordinates,
and the corresponding sector at the infinity linking them; see Fig. 1.
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Fig. 1. Transversal sections used to compute the return map associated to Γ∞ .
(ii) There are only three singular points located in the vertices of the polycy-
cle Γ∞, which are hyperbolic saddles. One of them is the origin and we de-
note the points at infinity x∞ for the one defined by the direction {y = 0}, and
y∞ for the one defined by {x = 0}.
The following sets of conditions characterize systems (3) satisfying (i) and (ii):
(A1):


f (x,0) > 0 for all x > 0,
g(0, y) < 0 for all y > 0,
gn−1(1, z)− fn−1(1, z) > 0 for all z > 0,
(A2):


Condition for hyperbolic saddle at x∞:
λ1 := pn,0(qn−1,1 − pn,0) > 0.
Condition for hyperbolic saddle at y∞:
λ2 := (p1,n−1 − q0,n)/q0,n > 0.
Condition for hyperbolic saddle at the origin:
λ3 := −q0,1/p1,0 > 0.
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Here gk and fk denote the homogeneous part of degree k of g and f , respec-
tively.
The set of conditions (A1) implies that there are no other critical points in Γ∞,
while the set (A2) forces the hyperbolicity of the corners of Γ∞.
Now define
γ = λ1λ2λ3 (4)
and
∆= exp
{
lim
ε→0
( 1/εa∫
ε
g(x,0)
xf (x,0)
dx − λ1λ3
1/εb∫
ε
fn−1(1, z)
z(gn−1(1, z)− fn−1(1, z)) dz
− λ3
1/εc∫
ε
f (0, y)
yg(0, y)
dy
)}
(5)
where a = λ1λ3/(1 + λ1), b= λ1λ2/(1+ λ2), c= 1/(λ3(1+ λ2)).
The graphic number associated to Γ∞ is given by γ in expression (4). It is
well known that when γ > 1 (respectively, γ < 1) then Γ∞ is asymptotically
stable (respectively, unstable). The main result of the section deals with the case
γ = 1 and gives an effective method for studying the stability in this case. It is
stated in the next theorem.
Theorem 1. Assume that system (3) satisfies conditions (A1) and (A2) and that
γ = λ1λ2λ3 = 1. Consider the value∆ given in expression (5). Then the following
holds:
The value ∆ is well defined and the return map (taking the transversal section
{x = 1}) associated to Γ∞ takes the form Π(y) = ∆y + o(y). Furthermore,
if ∆ < 1 (respectively, ∆ > 1) then Γ∞ is asymptotically stable (respectively,
unstable).
Remark 2. A useful way for computing the integral expressions involved in ∆ is
developed in Lemma 4.
Before proving the above theorem we state two preliminary results. The first
one is a reformulation of Lemma 8 of [15]. The second one deals with the
expressions which appear in ∆.
Lemma 3. Consider system
x˙ =−x(a + f (x, y))= P(x, y),
y˙ =−y(b+ g(x, y))=Q(x,y), (6)
where f and g begin at least with first order terms, and a and b are positive
numbers. Let σε,δ(y) be the transition map of the flow of (6) in the first quadrant,
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from {x = ε} to {y = δ}, ε and δ being positive and small enough. Then
σε,δ(y)=A(ε, δ)ya/b + o
(
ya/b
)
,
where A(ε, δ)=R(ε, δ)εδ−a/b and lim(ε,δ)→0R(ε, δ)= 1.
In the next lemma we give a procedure to compute the value ∆ defined in
expression (5). Observe that it is more general than the result that we need. In
fact, it characterizes the only value a for which a kind of Cauchy principal value
exists, for a special type of improper nonconvergent integrals.
Lemma 4. Set
R(x)= A+ P(x)+Bx
n
x(C +Q(x)+Dxn) ,
where A, B , C and D are constants satisfying AD/(BC) < 0, P(x) and Q(x)
are polynomials whose terms have degree between 1 and n− 1. Consider
lim
ε→0+
ε−a∫
ε
R(x) dx, with a > 0.
This limit is well defined and it is finite if and only if a =−AD/(BC); moreover,
in this case
lim
ε→0+
ε−a∫
ε
R(x) dx = BC −AD
nCD
ln
∣∣∣∣DC
∣∣∣∣−∑Res(R(z) ln(z)),
where
R(z)= P(z)− (A/C)Q(z)− [(BC −AD)/nCD]zQ
′(z)
z(C +Q(z)+Dzn) ,
and the sum
∑
ranges over all the poles of R except 0.
Proof. Consider a polynomial p¯(x) such that the following decomposition holds:
A+ p¯(x)+Bxn
x(C +Q(x)+Dxn) =
α
x
+ β(Q
′(x)+ nDxn−1)
C +Q(x)+Dxn ,
where α and β are constants. A computation shows that α = A/C, β = (BC −
AD)/n(CD) and
p¯(x)= A
C
Q(x)+ BC −AD
nCD
xQ′(x). (7)
By elementary integration we have that
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lim
ε→0+
ε−a∫
ε
A+ p¯(x)+Bxn
x(C +Q(x)+Dxn) dx
= lim
ε→0+
ln
(
ελ
)+ BC −AD
nCD
ln
∣∣∣∣Cεan +Q(1/εa)εan +DC +Q(ε)+Dεn
∣∣∣∣, (8)
where
λ=−(a + 1)A
C
− aBC −AD
CD
.
The limit in Eq. (8) is well defined if and only if λ = 0, that is, when
a = −AD/(BC). Now, assuming that a = −AD/(BC) from Eq. (8) we have
that
lim
ε→0+
ε−a∫
ε
A+ p¯(x)+Bxn
x(C +Q(x)+Dxn) dx =
BC −AD
nCD
ln
∣∣∣∣DC
∣∣∣∣. (9)
Now, we get
lim
ε→0+
ε−a∫
ε
R(x) dx
= lim
ε→0+
ε−a∫
ε
A+ P(x)+Bxn
x(C +Q(x)+Dxn) −
A+ p¯(x)+Bxn
x(C +Q(x)+Dxn)
+ A+ p¯(x)+Bx
n
x(C +Q(x)+Dxn) dx
= lim
ε→0+
ε−a∫
ε
P (x)− p¯(x)
x(C +Q(x)+Dxn) dx
+ lim
ε→0+
ε−a∫
ε
A+ p¯(x)+Bxn
x(C +Q(x)+Dxn) dx. (10)
The second limit in Eq. (10) has been computed in Eq. (9). On the other hand,
observe that if we denote
R(x)= P(x)− p¯(x)
x(C +Q(x)+Dxn) ,
then limx→0+ xR(x) = 0. Hence the first integral can be computed by using
residues (see [16], for example), obtaining that
+∞∫
0
R(z) dz=−
∑
Res
(R(z) ln(z)),
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where the sum ranges over all the poles of R except 0. From this last equality, the
result follows. ✷
Proof of Theorem 1. It is well known that the return map associated to Γ∞
writes as Π(y)=Λyγ +o(yγ ), where Λ is positive constant and γ is the graphic
number of Γ∞; see [2]. Remember that γ can be computed as the product of the
hyperbolicity ratios of the 3 corners of Γ∞, that is γ = λ1λ2λ3. Let us compute
these 3 numbers.
The hyperbolicity ratio of the origin is clearly given by λ3 =−q0,1/p10.
To compute the hyperbolicity ratios associated to x∞ and y∞, we have to
consider the Poincaré compactification of (3).
Now, we recall the Poincaré compactification for a general planar vector
field X given by a differential equation (x˙, y˙) = (P (x, y),Q(x, y)), where P
and Q are polynomials. Let S2 = {y = (y1, y2, y3) ∈R3: y21 + y22 + y23 = 1}, and
p = (0,0,1) be the upper pole. Consider the central projection f :TpS2 → S2.
dfp(X) defines two copies of X, one in the upper hemisphere and another in the
lower hemisphere. We denote the union of the two copies by X′. If the vector
field X is polynomial, then X′ can be extended to the full sphere, including the
equator in which we can observe the behaviour of the solutions of the system at
infinity. This extended vector field is called the Poincaré compactified vector filed
p(X) corresponding to X. It is an analytic vector field, and the equator is invari-
ant under the flow of p(X). The projection of the closed upper hemisphere of S2
on y3 = 0 under (y1, y2, y3)→ (y1, y2) is called the Poincaré disc.
To compute the expression of p(X) we consider six local charts Ui =
{y ∈ S2: yi > 0} and Vi = {y ∈ S2: yi < 0} for i = 1,2,3. The corresponding
coordinate maps Fi :Ui →R2 and Gi :Vi →R2 are defined by Fi(y)=Gi(y)=
(yjy
−1
i , yky
−1
i )=: (z1, z2)= z for j < k and j, k = i . In these local coordinates
p(X) has the following expressions:
zn2 ·A(z)
[(
Q(1/z2, z1/z2)− z1P(1/z2, z1/z2)
) ∂
∂z1
+ (−z2P(1/z2, z1/z2)) ∂
∂z2
]
in U1,
zn2 ·A(z)
[(
P(z1/z2,1/z2)− z1Q(z1/z2,1/z2)
) ∂
∂z1
+ (−z2Q(z1/z2,1/z2)) ∂
∂z2
]
in U2,
A(z)
[
P(z1, z2)
∂
∂z1
+Q(z1, z2) ∂
∂z2
]
in U3,
where A(z)= (z21 + z22 + 1)−(n−1)/2. The expression for each Vi is the same as
for Ui except for a multiplicative factor (−1)n−1.
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In the local chart U1 of the compactification of (3), x∞ is the origin of system

z˙1 = z
n
2
An−1
(
z1
z2
g
( 1
z2
, z1
z2
)− z1
z2
f
( 1
z2
, z1
z2
))
= 1
An−1
(
z1[gn−1(1, z1)− fn−1(1, z1)] + z2[. . .]
)
= 1
An−1
(
(qn−1,1 − pn,0)z1 + · · ·
)
,
z˙2 = z
n
2
An−1
(− z1
z2
f
( 1
z2
, z1
z2
))= 1
An−1
(−z2fn−1(1, z1)+ · · · )
= 1
An−1 (−pn,0z2 + · · ·);
(11)
therefore, taking into account assumption (A2), x∞ is a saddle with hyperbolicity
ratio λ1 = pn,0/(qn−1,1 − pn,0).
In the local chart U2, y∞ is the origin of system

z˙1 = z
n
2
An−1
(
z1
z2
f
(
z1
z2
, 1
z2
)− z1
z2
g
(
z1
z2
, 1
z2
))
= 1
An−1
(
z1[fn−1(z1,1)− gn−1(z1,1)] + z2[. . .]
)
= 1
An−1
(
(p1,n−1 − q0,n)z1 + · · ·
)
,
z˙2 = z
n
2
An−1
(−g( z1
z2
, 1
z2
))= 1
An−1
(−z2gn−1(z1,1)+ · · · )
= 1
An−1 (−q0,nz2 + · · ·),
(12)
and then y∞ is a saddle with hyperbolicity ratio λ2 = (p1,n−1 − q0,n)/q0,n.
Hence when γ = λ1λ2λ3 = 1, the return map associated to Γ∞ is Π(x) =
Λx + o(x). In what follows we compute the coefficient Λ and prove Λ = ∆,
where ∆ is given in expression (5).
We will consider the transversal section Σ = {{x = 1} × [0, Y ]} for some
Y > 0, and the following decomposition of Π (see Fig. 1):
Π(y)= T4 ◦ σ3 ◦ T3 ◦ σ2 ◦ T2 ◦ σ1 ◦ T1(y),
where T1 is the regular transition map from Σ to {x = 1/εa} for ε > 0 small
enough, and where a is a number that will be conveniently chosen below; σ1 is the
transition map associated to a neighborhood of x∞ taking the transversal sections
{x = 1/εa} and {y = µx} for µ> 0 small enough; T2 is the regular transition map
associated to the separatrix in the infinite of Γ∞ from {y = µx} to {y = (1/µb)x},
where b is a number again to be chosen; σ2 is the transition map associated to a
neighborhood of y∞ from {y = (1/µb)x} to {y = 1/δc} for δ > 0 small enough
and c to be chosen; T3 is the regular transition map from {y = 1/δc} to {y = δ};
σ3 is the transition map associated to the origin between {y = δ} and {x = ε}, and
T4 is the transition from {x = ε} to Σ .
Computation of T1, T4, T2 and T3. By computing the first variational equations
of the differential equations (3), (3), (11) and (3), respectively, associated to the
edges of Γ∞ we obtain that
Ti(x)= tix + o(x), i = 1,2,3,4,
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where
t1 := t1(ε)= exp
{ 1/εa∫
1
g(x,0)
xf (x,0)
dx
}
,
t4 := t4(ε)= exp
{ 1∫
ε
g(x,0)
xf (x,0)
dx
}
,
t2 := t2(µ)= exp
{ 1/µb∫
µ
−fn−1(1, z1)
z1[gn−1(1, z1)− fn−1(1, z1)] dz1
}
,
t3 := t3(δ)= exp
{ δ∫
1/δc
f (0, y)
yg(0, y)
dy
}
.
Computation of σ1, σ2, σ3. We have to study the transition map in a neigh-
borhood of x∞, y∞ and 0, respectively. By using Lemma 3 we obtain that
σi(x)=Aixλi + o
(
xλi
)
, i = 1,2,3,
where
A1 :=A1(ε,µ)=R1(ε,µ) ε
a
µλ1
and lim
(ε,µ)→0R1(ε,µ)= 1,
A2 :=A2(µ, δ)=R2(µ, δ) µ
b
δcλ2
and lim
(µ,δ)→0R2(µ, δ)= 1,
A3 :=A3(δ, ε)=R3(δ, ε) δ
ελ3
and lim
(δ,ε)→0R3(δ, ε)= 1.
Now we are able to compute the leading term of Π . In what follows we use
the following notation: (a, b)(n), where n ∈ {1,2}, means a point expressed in
coordinates of the local charts U1 and U2 of the Poincaré compactification. Here
(a, b) means a point expressed in the usual Cartesian coordinates:
Π(1, y)= T4 ◦ σ3 ◦ T3 ◦ σ2 ◦ T2 ◦ σ1 ◦ T1(1, y)
= T4 ◦ σ3 ◦ T3 ◦ σ2 ◦ T2 ◦ σ1
(
1
εa
, t1y + o(y)
)
= T4 ◦ σ3 ◦ T3 ◦ σ2 ◦ T2 ◦ σ1
((
εat1y + o(y), εa
)(1))
= T4 ◦ σ3 ◦ T3 ◦ σ2 ◦ T2
((
µ,A1ε
λ1at
λ1
1 y
λ1 + o(yλ1))(1))
= T4 ◦ σ3 ◦ T3 ◦ σ2
((
1
µb
, t2A1ε
λ1at
λ1
1 y
λ1 + o(yλ1))(1)
)
.
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Notice that(
1
µb
, t2A1ε
λ1at
λ1
1 y
λ1 + o(yλ1))(1)
=
(
1
t2A1ελ1at
λ1
1 y
λ1 + o(yλ1) ,
1
µbt2A1ελ1at
λ1
1 y
λ1 + o(yλ1)
)
= (µb,µbt2A1ελ1atλ11 yλ1 + o(yλ1))(2).
Hence,
T4 ◦ σ3 ◦ T3 ◦ σ2
((
µb,µbt2A1ε
λ1at
λ1
1 y
λ1 + o(yλ1))(2))
= T4 ◦ σ3 ◦ T3
((
A2µ
λ2bt
λ2
2 A
λ2
1 ε
λ1λ2at
λ1λ2
1 y
λ1λ2 + o(yλ1λ2), δc)(2))
= T4 ◦ σ3 ◦ T3
((
δ−cA2µλ2btλ22 A
λ2
1 ε
λ1λ2at
λ1λ2
1 y
λ1λ2 + o(yλ1λ2), 1
δc
))
= T4 ◦ σ3
((
t3δ
−cA2µλ2btλ22 A
λ2
1 ε
λ1λ2at
λ1λ2
1 y
λ1λ2 + o(yλ1λ2), δ))
= T4
((
ε,A3t
λ3
3 δ
−cλ3Aλ32 µ
λ2λ3bt
λ2λ3
2 A
λ2λ3
1 ε
λ1λ2λ3at
λ1λ2λ3
1 y
λ1λ2λ3
+ o(yλ1λ2λ3))).
Then we have that
Π(1, y)= (1, t4tλ1λ2λ31 tλ2λ32 tλ33 Aλ2λ31 Aλ32 A3ελ1λ2λ3aµλ2λ3bδ−λ3cyλ1λ2λ3
+ o(yλ1λ2λ3)).
Therefore, using the expression of A1, A2 and A3 given before,
Λ= tλ1λ2λ31 tλ2λ32 tλ33 t4R1(ε,µ)λ2λ3R2(µ, δ)λ3R3(δ, ε)
× ε(λ1λ2λ3+λ2λ3)a−λ3µ(λ2λ3+λ3)b−λ1λ2λ3δ1−(λ3+λ2λ3)c. (13)
Notice that Λ is a constant and does not depend on ε, δ and µ. At this mo-
ment we fix a, b and c in order the integrals that appear in the expression of
limε→0 t4(ε)t1(ε) (notice that λ1λ2λ3 = 1), limµ→0 t2(µ) and limδ→0 t3(δ) to be
convergent. These values can be found by using Lemma 4 and are given by
a = λ1λ3
1+ λ1 , b =
λ1λ2
1+ λ2 and c=
1
λ3(1 + λ2) .
With these values of a, b and c, and taking into account that λ1λ2λ3 = 1, we get
ε(λ1λ2λ3+λ2λ3)a−λ3µ(λ2λ3+λ3)b−λ1λ2λ3δ1−(λ3+λ2λ3)c = 1.
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Since the expression of Λ given in Eq. (13) does not depend on ε, δ and µ,
taking δ = µ= ε > 0 and ε small enough we can compute Λ as
Λ= lim
ε→0 t1t4t
λ2λ3
2 t
λ3
3 R1(ε)
λ2λ3R2(ε)
λ3R3(ε)= lim
ε→0 t1t4t
λ2λ3
2 t
λ3
3
= exp
{
lim
ε→0
( 1/εa∫
ε
g(x,0)
xf (x,0)
dx − λ2λ3
1/εb∫
ε
fn−1(1, z)
z(gn−1(1, z)− fn−1(1, z)) dz
− λ3
1/εc∫
ε
f (0, y)
yg(0, y)
dy
)}
.
Hence, the theorem is proved. ✷
2.2. Bifurcation of limit cycles from Γ∞ in Kolmogorov systems
In this section we use Theorem 1 to obtain a bifurcation result.
Corollary 5. Let XΛ be a continuous family of vector fields of Kolmogorov
type satisfying (A1) and (A2), where Λ is a vector of parameters. Assume that
the unbounded polycycle Γ∞ of XΛ0 has graphic number γ0 = 1 and ∆0 < 1
(respectively, ∆0 > 1). Then at least one stable (respectively, unstable) limit cycle
bifurcates from Γ∞, if Λ is a small enough perturbation of Λ0, such that γΛ < 1
(respectively, γΛ > 1).
Proof. First, recall that the graphic number γ (Λ) = λ1λ2λ3 is the fist stability
indicator of Γ∞. If γ (Λ) < 1 (respectively, γ (Λ) > 1) then Γ∞ is unstable (re-
spectively, stable). Suppose that γ0 = 1 and ∆0 < 1 (hence Γ∞ is asymptotically
stable; the proof in the other case is analogous). Let Σ be a transversal section of
Γ∞ associated to XΛ0 parametrized by s. Denote by ΠΛ the return map associ-
ated to Σ for each XΛ. Let s1 be small enough such that ΠΛ0(s1) < s1. By the
continuous dependence of the flow with respect to parameters, if Λ is sufficiently
close to Λ0, then ΠΛ(s1) < s1. Since γ (Λ) < 1, by Theorem 1 there exists s2
such that for all s  s2, ΠΛ(s) > s. Therefore a fixed point of ΠΛ in (s2, s1) must
exist. ✷
The following example illustrates the mechanism of bifurcation of a limit cycle
from Γ∞ described in Corollary 5.
Example 6. Consider the following system:{
x˙ = x(1+ x + x2 + axy + p1,2y2),
y˙ = y(−1− y + q2,1x2 + axy − y2),
(14)
with q2,1 > 1 and p1,2 <−1.
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If a(p1,2 + q2,1) > 0 and |p1,2 + q2,1| is small enough, then system (14) has at
least one limit cycle near Γ∞. Furthermore, it is attractor (respectively, repeller)
when a > 0 (respectively, a < 0).
Proof. By using expression (4) for the values of λi , i = 1,2,3, we have that
the graphic number of Γ∞ for system (14) is γ =−(p1,2 + 1)/(q2,1 − 1). Hence,
γ = 1 if and only if p1,2+q2,1 = 0. In this case, by using again the same formulas,
we have that λ2 = q2,1 −1 and λ3 = 1. Theorem 1 implies that the stability of Γ∞
can be deduced from the value
∆= exp
{
lim
ε→0
(
−(q2,1 − 1)
×
ε
−1/q2,1∫
ε
1 + az− q2,1z2
z([q2,1 − 1] + [q1,2 − p2,1]z+ [q2,1 − 1]z2) dz
)}
.
By using Lemma 4 we have that ∆= exp{−(π/2)a}. From this expression and
Corollary 5 the result follows. ✷
3. D-systems
3.1. Stability at infinity of D-systems
In this section we deal with polynomial systems of degree n having an invariant
straight line without critical points on it. Without loss of generality this line can
be considered to be {y = 0}. They can be written as{
x˙ = yf (x, y)+ g(x)=∑ni+j=0 pij xiyj ,
y˙ = yq(x, y)=∑ni+j=1 qij xiyj , (15)
where qi0 = 0 for all i and g(x) = 0 for all x ∈R.
Furthermore, we consider the subfamily of (15) formed for the vector fields
which just have two singularities of hyperbolic saddle type in the infinity of their
Poincaré compactification. These singularity are the ones given by the invariant
line y = 0. We denote by x+∞ (respectively, x−∞) the singularities which is in the
direction of the positive (respectively, negative) semi-axis of abscissas.
The analytic conditions on system (15) which reflect the above situation are
given in the sequel.
Conditions to ensure that there are no singular points on y = 0 and that x+∞ and
x−∞ are the only singularities at the infinity:
(B1):
{
g(x) > 0 for all x > 0,
fn−1(z,1)+ pn,0zn − zqn−1(z,1) < 0 for all z ∈R,
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where fk and qk denote the homogeneous part of degree k of f and q , respec-
tively. We also have assumed that the flow on y = 0 goes to the right. It is obvious
that this is not a restriction. Notice that, since fn−1(z,1)+ pn,0zn − zqn−1(z,1)
is a polynomial of degree n, the above condition implies that n has to be an even
number.
Conditions which imply that x+∞ and x−∞ are hyperbolic saddles:
(B2): pn,0(qn−1,1 − pn,0) > 0.
Note that systems (15) satisfying conditions (B1) and (B2) have two polycycles
in their Poincaré compactification. Each one of these polycycles is given by the
straight line {y = 0} and half equator of the Poincaré compactification. We denote
by D+∞ (respectively,D−∞) the one situated on the upper (respectively, lower) half
plane.
The main result of the section is the following
Theorem 7. Consider system (15) under conditions (B1) and (B2). Then, the
return map (taking the transversal section {x = 0}) associated to the graphic D+∞
takes the form Π(y)=∆+y + o(y), where
∆+ = exp
{
1
npn,0
[ ∞∫
−∞
npn,0q(x,0)− qn−1,1g′(x)
g(x)
dx
+
+∞∫
−∞
n(pn,0 − qn−1,1)qn−1(z,1)− qn−1,1G′n(z)
Gn(z)
dz
]}
,
where Gn(z)= fn−1(z,1)+ pn,0zn − zqn−1(z,1). Therefore if ∆+ < 1 (respec-
tively, ∆+ > 1) then D+∞ is asymptotically stable (respectively, unstable).
Remark 8. (i) Note that in the above expression for Λ+ the improper integral can
be computed by using the usual techniques of residues.
(ii) From the result for D+∞ we can obtain a similar result forD−∞ just by using
the change of variables (x, y)→ (x,−y). More concretely, we have the following
result: taking again the transversal section {x = 0}, the return map associated
to D−∞ takes the form Π(y)=∆y + o(y), where
∆− = exp
{
1
npn,0
[ ∞∫
−∞
npn,0q(x,0)− qn−1,1g′(x)
g(x)
dx
−
+∞∫
−∞
n(pn,0 − qn−1,1)qn−1(z,1)− qn−1,1G′n(z)
Gn(z)
dz
]}
.
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(iii) By using Theorem 7 and (ii) it is possible to produce examples of quadratic
systems (n= 2) such that each of the values ∆+ or ∆− independently takes the
values 1, greater than 1 or smaller than 1.
Before proving the above theorem we need a result similar to Lemma 4 for
other types of improper integrals.
Lemma 9. Set
R(x)= A+ P(x)+Bx
n−1
C +Q(x)+Dxn =
h(x)
m(x)
,
where A is a constant, B , C and D are nonzero constants, P(x) is a polynomial
whose terms have degree between 1 and n− 2, and Q(x) is a polynomial whose
terms have degree between 1 and n− 1. Consider
lim
ε→0+
1/εa∫
−1/ε
R(x) dx, with a > 0.
This limit is well defined and it is finite if and only if a = 1; moreover, in this case
lim
ε→0+
1/ε∫
−1/ε
R(x) dx =
∞∫
−∞
A+ P(x)− (B/nD)Q′(x)
C +Q(x)+Dxn dx
=
∞∫
−∞
h(x)− (B/nD)m′(x)
m(x)
dx.
Furthermore, this last integral can be computed by the usual techniques of res-
idues.
Proof. Observe that from direct integration
lim
ε→0+
1/εa∫
−1/ε
Q′(x)+ nDxn−1
C +Q(x)+Dxn dx
= lim
ε→0+
ln
∣∣∣∣ εnεan Cε
an + εanQ(1/εa)+D
Cεn + εnQ(−1/ε)+ (−1)nD
∣∣∣∣. (16)
This limit is finite if and only if a = 1. Assume now that a = 1; from Eq. (16)
lim
ε→0+
1/ε∫
−1/ε
Q′(x)+ nDxn−1
C +Q(x)+Dxn dx = limε→0+ ln
∣∣∣∣ D(−1)nD
∣∣∣∣= 0. (17)
A. Gasull et al. / J. Math. Anal. Appl. 269 (2002) 332–351 347
Now, we get
lim
ε→0+
1/ε∫
−1/ε
R(x) dx
= lim
ε→0+
1/ε∫
−1/ε
A+P(x)+Bxn−1
C +Q(x)+Dxn −
B
nD
Q′(x)+ nDxn−1
C +Q(x)+Dxn
+ B
nD
Q′(x)+ nDxn−1
C +Q(x)+Dxn dx
= lim
ε→0+
1/ε∫
−1/ε
A+P(x)− (B/nD)Q′(x)
C +Q(x)+Dxn dx
+ lim
ε→0+
1/ε∫
−1/ε
B
nD
Q′(x)+ nDxn−1
C +Q(x)+Dxn dx. (18)
The second limit in Eq. (18) has been computed in Eq. (17) and is zero. The first
limit in Eq. (18) gives rise to the improper integral appearing in the statement. ✷
Proof of Theorem 7. Consider the transversal section Σ = {{x = 0}×[0, Y ]} for
some Y > 0, and the following decomposition of Π (see Fig. 2):
Π(y)= T3 ◦ σ2 ◦ T2 ◦ σ1 ◦ T1(y),
where T1 is the regular transition map from Σ to {x = 1/δ} for δ > 0 small
enough; σ1 is the transition map associated to a neighborhood of x+∞ taking the
Fig. 2. Transversal sections used to compute the return map associated to D+∞.
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transversal sections {x = 1/δ} and {y = εx} for ε > 0 small enough; T2 is the
regular transition map associated to the separatrix in the infinite of D+∞ from
{y = εx} to {y = −εx}; σ2 is the transition map associated to a neighborhood
of x−∞ from {y =−εx} to {x =−1/δ}, and T3 is the regular transition map from
{x =−1/δ} to Σ .
Computation of T1, T2 and T3. By studying the first variational equations asso-
ciated to the edges of Γ∞ of the differential equations (15), the expression of (15)
in the local chart U2 of the Poincaré compactification and (15), respectively, we
obtain that
Ti(x)= tix + o(x), i = 1,2,3,
where
t1 := t1(δ)= exp
{ 1/δ∫
0
q(x,0)
g(x)
dx
}
,
t2 := t2(ε)= exp
{ 1/ε∫
−1/ε
qn−1(z1,1)
fn−1(z1,1)+ pn,0zn1 − z1qn−1(z1,1)
dz1
}
,
t3 := t3(δ)= exp
{ 0∫
−1/δ
q(x,0)
g(x)
dx
}
.
Computation of σ1 and σ2. We have to study the transition map in a neigh-
borhood of x+∞ and x−∞. By using Lemma 3 we obtain that
σi(x)= Ai|x|λi + o
(
xλi
)
, i = 1,2,
where λ1 = λ, λ2 = 1/λ, and λ and 1/λ are the hyperbolicity ratios of x+∞ and
x−∞, respectively:
A1(δ, ε)= δ
ελ
R1(δ, ε) and lim
(δ,ε)→0R1(δ, ε)= 1,
A2(ε, δ)=− ε
δ1/λ
R2(ε, δ) and lim
(ε,δ)→0R2(ε, δ)= 1,
By doing similar computations to those in the proof of Theorem 1 we have
∆+ = lim
ε→0 exp
{
1
λ
1/ε∫
−1/ε
qn−1(z,1)
fn−1(z,1)+ pn,0zn − zqn−1(z,1) dz
+
1/ε∫
−1/ε
q(x,0)
g(x)
dx
}
.
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We can calculate the above limit by using Lemma 9, obtaining
lim
ε→0
1/ε∫
−1/ε
q(x,0)
g(x)
dx =
∞∫
−∞
q(x,0)− (qn−1,1/npn,0)g′(x)
g(x)
dx,
and
lim
ε→0
1/ε∫
−1/ε
qn−1(z,1)
fn−1(z,1)+ pn,0zn − zqn−1(z,1) dz
=
∞∫
−∞
qn−1(z,1)− (qn−1,1/n(pn,0 − qn−1,1))G′n(z)
Gn(z)
dz,
where Gn(z)= fn−1(z,1)+ pn,0zn − zqn−1(z,1). From the above formulas the
result follows. ✷
3.2. Stability at infinity of quadratic D-systems
In [12], Holmes studied the stability of D+∞—the separatrix cycle surrounding
the upper half plane—for quadratic D-systems, giving an explicit expression of
∆+ for systems of type{
x˙ =∑2i+j=0 aij xiyj ,
y˙ = xy,
satisfying (i) a210 < 4a00a20, (ii) a211 <−4a02(1− a20), and (iii) 0 < a20 < 1.
By applying Theorem 7 for n = 2 we reobtain her result for the general
quadratic D-system{
x˙ = yf (x, y)+ g(x)=∑2i+j=0 pij xiyj ,
y˙ = yq(x, y)= y(q01 + q11x + q02y),
(19)
assuming conditions
(B1):


p00 > 0 and p20 > 0, in order that g(x) > 0 for all x ∈R,
(p11 − q02)2 − 4(p20 − q11)p02 < 0,
in order that f1(z,1)+ p20z2 − zq1(z,1) = 0 for all z ∈R,
and
(B2): p20(q11 − p20) > 0.
Note that conditions (B1) and (B2) above are just the reformulation for n= 2
of conditions (B1) and (B2) given in the previous section.
The following result is a generalized formulation of Theorem 1 of [12].
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Corollary 10. Consider system (19) under hypotheses (B1) and (B2). The return
map (taking the transversal section {x = 0}) associated to D+∞ takes the form
Π(y)=∆+y + o(y), where
∆+ = exp
{
π
p20
[
2q01p20 − q11p10√
4p00p20 − p210
+ 2q02(p20 − q11)− q11(p11 − q02)√
4p02(p20 − q11)− (p11 − q02)2
]}
.
Hence, if ∆+ < 1 (respectively, ∆+ > 1) then D+∞ is asymptotically stable (re-
spectively, unstable).
With the same transversal section, the return map associated to D−∞ takes the
form Π(y)=∆−y + o(y), where
∆− = exp
{
π
p20
[
2q01p20 − q11p10√
4p00p20 − p210
− 2q02(p20 − q11)− q11(p11 − q02)√
4p02(p20 − q11)− (p11 − q02)2
]}
.
Hence, if ∆− < 1 (respectively, ∆− > 1) then D−∞ is asymptotically stable (re-
spectively, unstable).
Proof. The prove follows directly from direct integration of the expression of ∆+
and ∆− given in Theorem 7. ✷
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