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Many special functions arise as “renormalized” limits of sequences of polynomials 
that satisfy a polynomial renewal equation. We determine the asymptotic behavior 
of these sequences of polynomials for both ordinary and “coefficientwise” con-
vergence, and illustrate it with specific examples. f, 1986 Academic Press, Inc. 
1. INTRODUCTION 
An entire function 
f(x)= f c,xn 
n=O 
(1.1) 
is often most simply defined as the limit of the Nth partial sums 
N 
sN(x)= c c,xn (1.2) 
n=O 
of its power series expansion about 0. However, this definition need not be 
the most convenient for establishing various interesting properties of f(x), 
such as its zero distribution. I  his study of the zero distribution fthe 
Bessel function J,(x), Hurwitz [16] made use not of sN(x), but rather of a 
sequence of polynomials in x and x- ‘, the Lommel polynomials R,,,(x), for 
which 
lim ((4 x)“+~ R,,,+, (x)/T(v + m + 1)) = J,(x). (1.3) m-m 
Set 
R tn.\,+ lb) = ct xl-” &A x2). (1.4) 
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Hurwitz used a Sturmian argument to show that the zeros of gZm,Jx) are 
all positive when v > -1, and hence that J,(x) has only real roots for 
v z -1 (see [25, pp. 302-3071). Here g,,, satisfies 
g m+ &) = (v + m + 1) g,,,(x) - xg,- l,YW (1.5) 
We shall think of this linear ecurrence as a very special case of the (non- 
normalized) renewal equation. 
The objects of this study are the polynomials determined by the renewal 
equation (3.6). Various examples of special interest are given in Sections 5, 
6, 7, and 8. The nature of our results is well illustrated by the following 
special case. 
THEOREM 1. Zfa,(x)=a,(x)= 1 for all x and 
n-l 
a,+,(x)=(A+n)u,(x)+ c u/&)Xn-k 
k=O 
(1.6) 
UN(X) 
,‘%..co,= 
UN(O) 
A!%2 (A+ l)...(A+N-1) 
=x+ 1 +x-“(x+ 1 -A)@y(A+ 1,x) (1.7) 
where 
y(l + 1, x) = [“ e-“s” ds (1.8) 
0 
is the incomplete gamma function. 
We shall call the u,(x)/aN(0) the “renormalized polynomials.” Their con- 
vergence is studied in detail in Sections 3 and 4. Note that a slight change 
in the form of the recurrence may have a strong effect on the nature of the 
limit. For u,(x) = al(x) = 1 and A = 1, Theorem 1 yields ex for the limit, 
while for 
n-1 
an+l(X)=(l +n)%(x)- c ak(X)(-X)“-k 
k=l 
(1.9) 
with the same initial conditions the limit is 1 + 0.5x. In this case u,(O) = n!, 
while a simple induction shows a,( - 2) = 2”- ‘; the two rates of growth are 
quite different, and “renormalization” produces a zero. 
Recall that the partial sums sN(z) are, plainly, determined by the 
calculation fthe derivatives off(x) at x = 0. Theorem 2 of Section 3 shows 
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that the determination of the a,(x) for a given analytic function f(x) 
corresponds to the inversion of a certain Laplace transform. This is 
somewhat less simple, but there should be compensating benefits besides 
those already obtained in the Bessel case by Hurwitz. For example, 
numerical experimentation i dicates that the zeros of the polynomials a,(x) 
lie closer to the zeros off(x) then do those of s,(x) for many (though not 
all) commonly studied special functions. 
This study was motivated by (1) the need to study the zeros of certain 
polynomials c,(v) generated by a specific quadratic (and hence nonlinear) 
recurrence (9.2) that arose in connection with a Bessel analogue of the 
Riemann zeta function [151, and by (2) the very penetrating work [4] in 
which linear and quadratic recurrence are studied together. We present 
here a reasonably complete discussion of the first-order asymptotics in the 
linear case. The nonlinear case presents a vast open area for further study, 
in which only isolated results are now available. For the Hawkins 
polynomials of Section 9 we have used facts peculiar to (9.1) and (9.2), 
together with some results on scalar enewal equations to prove the con- 
vergence to cos rcu. The details are in [23]. The Bernoulli polynomials 
provide another example of a family of polynomials atisfying a quadratic 
recurrence. Their zero distribution a d asymptotic behavior have rencently 
been determined with much greater precision than hitherto by Dilcher 
[S-S]. For the literature on scalar renewal equations, see [3; 9; 10, 
285-293, 306-307; 181 and the references therein. Somewhat more remote 
from our present inquiries are the recurrences treated in [ 121. 
In Sections 3 and 4 we have generalized the (A + n) of (1.6) to A + nti 
where ,u, %> 0. The situation for p = 0 is significantly different, but in at 
least one instance it leads to an interesting family of polynomials (see 
Sect. 8). In (3.10) of Section 3 the reader may take y, = ... = Y,,, = 0, but it 
does seem noteworthy that these extra parameters may be introduced 
without causing much additional complication in the underlying formalism. 
2. DEFINITIONS AND NOTATION 
We wish to consider power series with arbitrary coefficients, so we shall 
initially formulate our results in terms of a rather “relaxed” form of con- 
vergence. In Section 4 we consider convergence in the ordinary sense. 
Let B be the collection fall formal power series with real coefficients. 
For F(x) and I;;(x) belonging to 8, where 1 <j< co, we say 
7; 00 
F-(x)= 1 cmixm -+ 1 c,xm =F(x) 
It?=0 ??I=0 
(2.1) 
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if for any E > 0 and M > 0 there is a J = J(E, M) such that 
Icmj-c*I <G 06mGA4, (2.2) 
provided j> J. We say that F(x) is the “coefticientwise l mit” of Fj(x), and 
write 
(CW),:: Fj(X)=F(x). (2.3) 
For a nice exposition of the theory of formal power series (that incidently 
studies everal quadratic recurrences), see [ 173. Henceforth (as in [ 173; 
see also [2]) we shall enlarge B to include series of the form 
f c,xm (2.4) 
lPl=m0 
where m. is any finite (and hence possibly negative) integer. 
For any linear operator L and any function w(t) in its range we define a
new operator (L; w(t)) by 
(L; w(t))f(t) = Cw(t)l-’ LCw(t)f(t)l. 
For any f(t) it is easy to see that 
(2.5) 
(2.6) 
so these operators map 9 back into 9. 
3. GENERAL RESULTS FOR COEFFICIENTWISE CONVERGENCE 
We shall determine the coefficientwise limits of inductively defined 
sequences of polynomials whose definition i volves a power series 
h(x)= f hkxk, h,= 1. (3.1) 
k=O 
We set 
$+ f bkXk (3.2) 
k=l 
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and 
[h(x)]‘= f hj:‘Xk. 
kc0 
(3.3) 
For a fixed value of T we define the exponential generating functions 0 by 
.,Y)=k;oTYk. (3.4) 
Finally, for any real a we set 
(3.5) 
THEOREM 2. For positive A and p, and any scalars a,, a,, define a,,(x) =
a&; L P) by aa = aa, al(x) = al, and 
n-1 
(3.6) 
k=O 
for n>, 1. Thus a,, ,( ) x 1s a o p ly nomial of degree at most n. Set 
T= l/p and a=a,r/a,. 
Then 
(3.7) 
QN(X) 
4x) := (cw) ,‘Fm a,(O) 
hp’xk. (3.8) 
COROLLARY. Under the same hypotheses, 
ahdx) 
(Cw)Nl~~~(~+~)...(~+(N-l)~) 
= a, 
f 
o’ (1 - t)=‘- ’ YJzxt) dt, aof% 
=alz ;(l-t)T1-‘@(ixt)dr, 
s a, = 0, (3.9) 
if the integrals exist and the series @ and Yv, converge uniformly on compact 
subsets. If a, = 0 and a, = 1 the right-hand side becomes 
I 
m 
ec”“@[zx( 1- e-““)I ds. 
0 
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The corollary is deduced by interchange of integration a d summation, 
writing the beta function integrals in terms of gamma functions, and 
making the change of variable t= 1 - eew. 
If h(x) = (1 -x)-r then bk = 1 for all k; hence Q(y) = ey when r = 1. In 
this particular case the integral of the corollary is a well-known Laplace 
transform [20, p. 3301 that can be evaluated in terms of the incomplete 
gamma function, and Theorem 1 quickly follows. The recurrence discussed 
after Theorem 1 corresponds to h(x) = 1 +x. 
We begin the proof of Theorem 2 by writing the recurrence in terms of a 
linear operator. 
LEMMA. The linear recurrence 
n-1 
+ c ak(x) b,-kxn-k 
k=O 
(3.10) 
is equivalent o 
( z; t’“h’(xt) exp [ M Y?nT f + C - 1” I) f(t) m=l m 
( d a15 + a0-g+ -; h’(xt) 1 = 0 t 1 (3.11) 
where f (t) is the formal power series 
f(t) = f a,(x) t”. 
n=l 
(3.12) 
ProoJ: Expansion of the operators yields 
lrt-‘-rt-2+ f ry,t- f+h-‘[rxh’-‘h’(xt)f+hIf’] 
m=l 
or 
f(t)-alt=Itf(t)+pt2f’(t)+ F ymtm+lf(t) 
?7l=l 
(3.14) 
The result follows upon equating coefficients of t”+ i and using (3.12). 
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We now let y, = 0 for all i. The coefficient of tm in h’(x?) f(t) is 
u(m)= f a,h!,‘,x”-“, (3.15) 
k=l 
where the sum is considered to be 0 if m = 0. Also, 
t’=(~z+s)t.‘~‘--zt”-*. (3.16) 
Since 
(L,; w(t) h’)f= (L2; h’) 1 (3.17) 
is equivalent o 
(b; ~(t)WfY-) = Mh’), (3.18) 
we find by equating powers of tS ~’ in the latter that 
(I~+s)u(s)--u(s+~)= -(a,s+ra,)h~?)x” 
or 
u(s+ l)=(~+~~)~(~)+(a~~~~+a,)h,~.*)x”. 
Iteration yields 
(3.19) 
(3.20) 
u(~+1)=(~+s~)(~+(s-l)~)U(s-l) 
+(~+s~)(a,(s-l)~+aa,)hb”,x”-‘+(a,s~+a,)hl’)x” (3.21) 
and a second iteration yields 
U(S+1)=(~+S~)(~+(S-l)~)(~t(S-2)~)z4(S-2) 
+(A-t-~p)(~+(~-l)p)[a,(s-2)~+a,]h~~~,x”~* 
+(;1+s~)[ao(s-l)~+a,]h~.~,xx”~‘+(aos~+a,)h~~)xS.(3.22) 
Since u(0) = 0, continued iteration yields 
N 
u(N)= c a,hj;LkxNmk 
k=l 
N-l 
=,:, (a,k~+a,)(i+(k+l)~)...(~+(N-l)~)h~’xk. (3.23) 
Thus 
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Now write 
&=‘$&)=‘&,,+a,,x+ “’ +a,- &%k-l. (3.24) 
Upon equating powers of x0, x1, x2,... we find that (suppress the superscript 
T for now) 
a,,ho=u,(~+~)...(1+(N-l)~)h, 
a,,-,h,+a,,h,=(uo~+u*)(l+2~)~~~(~+(N- l)P)hl 
u~~~~h~+u~~~~1~+u*~ho=(2uo~+ua,)(~+3~)~~~(~+(N-1)~)h~ 
(3.25) 
and in general 
,. (3.26) i Uj,N-(,-j,h,_j=(sUOC1+U,)(~+(s+l)~)”’(jl+(N-l)CL)h, 
j=O 
Recall that ho = hg) = 1. Hence 
aoN=al(l+~)...(~+(N-l)~), 
and 
(3.27) 
UON- 1 -= O(N-1). 
uON 
lim &= a” + a’ hi’). 
N-.co UoN %(n+Po 
It follows that we also have 
UIN- I -= O(N-1) 
uON 
so upon dividing the third line of (3.25) by uON we find that 
lim a2N= 2UoP + a, 
N-cc UON %(A + PI@ + &I 
hy’. 
Upon repeating this procedure we find that 
lim akN= kaoP+a, 
N-m UoN a,(n+p).‘*(n+kp) 
hf 1, 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
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and so 
UN(X) a(x) = (cw) lim -= bPL+Ul 
N-m u,(O) k=+,(~+&“(~+k~) 
hp’xk. (3.33) 
This proves the theorem. 
4. ORDINARY CONVERGENCE 
Recall 
xh’(x)=h(x) f bkxk. 
k=l 
It follows from the above that 
Mh,= f h,-,bk 
k=l 
and then by an easy induction that 
p(k) 
bk = c 6,h(” 
i=l 
where the 
(4.1) 
(4.2) 
(4.3) 
h(‘) = hy,. . . Qk, eo>O, (4.4) 
encode the p(k) unrestricted partitions ofk (e.g., 1+ 1 + 2 + 2 + 2 + 3 = 11 
corresponds to h:hih,). Also, 
P(k) P(k) 
1 ei= 1, (4.5) 
,=I 
,;, Wil = zk - 1; 
a useful check is provided by a well-known identity of Euler, that if each h, 
is replaced by the number of unrestricted partitions ofj, then b, becomes 
o(k), the sum of the divisors of k. It follows that 
(4.6) 
Now if 
lhjl dAlCI’ (4.7) 
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for all j, where A,, C, are positive constants independent ofj (essentially 
the statement hat h(x) has a nonzero radius of convergence) then 
Ib,l 6 AC; (4.8) 
for some positive constants A, CZ independent of k. 
THEOREM 3. If (4.7) is valid, then the conclusion of Theorem 2 holds in 
the sense of uniform convergence on compact sets. 
Proof: Fix a compact set S and define 
4, = ftk(x) = 
a,(x) 
((n - 1) p + A)((n - 2) ,a + 2). . . (p + A) 
(4.9) 
and 
From 
(4.10) 
4, + 1(x) = h(x) + 
1 
(np + J+) **. (p + 1) 
n-1 
x 1 ~k(x)((k-l)C1+~)...(~+~)b,-kxn~k (4.11) 
k=l 
we obtain 
AC” 
CD 
“+l~~“+(n~+i)...(~+~)k=I k 
“.& ((k-l)p+A)...(p+IZ) 
Ck 
where 
C= C2 max (xl. 
1.2 s
Set 
B, = max Qj. 
is4 
Then 
B q+I=max(B,,@,+,), 
4091114/2-16 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
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and 
@ ((k - 1) p + A). . . (p + A) 
Ck 1 . (4.16) 
We easily see that for large values of n, 
-p i ((k-l)~+i)...(~+~)~n((n-l)~+I)...(~+~) (4t7) 
n k=l Ck C” 
since the last erm is the largest. Hence for some n, depending only on C, 
and hence only on the set S, we have (by the same reasoning) 
((n - 2) p + 2) *. . (/A + 1) 
.“I <“:*+ c.“-’ 
~(n-2)((n-3)~+1)...(~+rl)+ ((n-2)p+l)...(p++) 
(y-2 C”-1 
< 2 max(C, pe1C2) 
\ 
C” ((n-2)p+i)...(p+t) (4.18) 
for n 2 n,. Thus 
2A max(C, p-‘C’) 1 (n/L+A)((n-l)p+1) ’ n2no, (4.19) 
and it follows that the sequence B, is bounded. Hence 
b,(x)l <B((n- l)~+n)... (P+A), (4.20) 
where the bound B depends only on the set S. 
We can now show that the sequence Q,,(X) converges uniformly on com- 
pact sets. It suffices toshow that 
5 M,+ I(X) - Ql,(x)l (4.21) 
n=l 
converges uniformly on compact sets. By the above estimates and (4.11), 
we see that this sum is dominated by 
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Here the terms have been grouped according to powers of C and summed; 
see, e.g., [14, p. 3161. Since this converges, the result follows. 
5. AN ASSOCIATED QUADRATIC RECURRENCE 
We now take 
h(x)= f k!xk= 1 -exp(-x~l)f~-Xt~le-l;‘dt. 
k=O 
(5.1) 
This formal power series atisfies the differential equation 
X%‘(X) + h(x)(x - 1) + 1 = 0 (5.2) 
and hence (differentiate again) the second-order equation 
xW(x)+(3x- l)h’(x)+h(x)=O. (5.3) 
The change of variable 
p-y(X)=X$j= r bkXk 
k-l 
=x+3x2+ 13x3+71x4+461x’ + 3447x6+ 0’. (5.4) 
yields the Ricatti equation 
(5.5) 
If we set b, = 1, it follows that the bi satisfy the quadratic recurrence 
n-1 
b n+l=(n+l)b,+ c bd’n-k. (5.6) 
k=O 
For the polynomials a,(x) of Section 3 we have (for I = p = 1, so(x) = 
a,(x)= 1) 
n-1 
%+,(X)=(n+l)%(x)+ c %(X)b,-kXn-k, 
k=O 
(5.7) 
so here 
dl)=b,, n> 1. (5.8) 
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Calculation yields 
(5.9) 
(5.10) 
ur( x) = 2 + x 
Q(X) = 6 +4x + 3x2 
Here 
a&)=24+18x+16x2+13x’ 
a,(x)=120+96x+90x2+84x3+71x4 
u6(x) = 720 + 600x + 576x2 + 558x3 + 532x4 +461x5. 
@(.Y)=(l-Y)Y and Yv,(Y) = Cl- Yr’. 
Hence by the theorem, 
(cw) lim UN(X) 1 
s 
1 
N-m a,(O)= o (1 --xw* df=i--J (5.11) 
a fact that is indeed suggested by the numerical values of the u,(x), and 
that is related to the fact that 
(5.12) 
in the Bore1 sense (see [ 13, p. 192; 11. Note that neither the hypothesis nor 
the conclusion of Theorem 3 is valid here. 
6. EXPONENTIALS 
We already saw after Theorem 1 that for a,,(x) = at(x) = 1, p = d = 1, and 
h(x) = (1 -x)-l we have convergence of a,(x)/a,(O) to ex. If we change 
the value of 1 to 0, Theorem 3 with a = 1 yields 
lim aN(X)=(l +x)&-. 
N-cc U,(O) 
(6.1) 
In fact, one can show that 
a,(x)= +2)!C(n- l)~+,(x)+ (~-~)x~,-,(x)-x~s,~~(x)] (6.2) 
for n >, 2, where 
s,(x)= f c. 
k=, k! 
(6.3) 
ASYMPTOTIC BEHAVIOR 
It follows that a,( - 1) = 0 for n > 2. We remark that if 
u,(x)= -x-x*, u*(x) = 1 -x2 
541 
(6.4) 
were the initial conditions, then the polynomial 
a,(x)=(n-l)![(n-l)+(n-2)x-x*] 
= (n - 1 )!(x + 1 )(n - 1 - x) (6.5) 
would solve the recurrence. Note that its nonconstant zero tends to infinity. 
Here a,(x)/a,(O) + x + 1. 
If u,(x)=O, u,(x)= 1, and 
b -0 2m+1- 9 b,,=(-1)“2, (6.6) 
then the polynomials 
n-1 
a,+,(x)=na,(x)- 1 d.db,-k~~-~, 
k=l 
(6.7) 
upon renormalization, will converge uniformly on compact sets to cos x. 
This follows by Theorem 3. These polynomials may be regarded as a type 
of “Lommel polynomials” for the cosine. Unlike the Lommel polynomials. 
these can have complex zeros. A short list of them follows: 
q(x) = 2 
u4(x) = 6 - 2x2 
q(x) = 24 - 10x* 
&j(x) = 120 - 54x2 + 2x4 
u,(x) = 720 - 336x2 + 18x4 
. . . 
all(x) = 3628800 - 1774080~’ + 131040x4 - 3360x6 + 34x8. 
(6.8) 
Here a 2n+ ,(x) has degree 2n - 2; let s2n- 2(x) denote the partial sum of the 
Maclaurin series for cos x of degree 2n - 2. Numerical calculations indicate 
that the roots of a 2n+,(~) are closer to those of cos x than those of 
s*~-~(x). We list here the smallest (in modulus) roots under the 
corresponding functions: 
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n cos x J2” - 2 a2n+l 
3 1.5707963 1.5924504 1.5714897 
4 1.5707963 1.5699058 1.5707823 
5 1.5707963 1.5708211 1.5807965 
Dilcher has pointed out (private communication) that 
u*k+*(X)= (2k+ I)! s,,(x)+ (2k- l)! X2SZ&X) 
U2k + 3(x) = (2k + 2)! s*p(x) + (2k)! X2Qk ~ *(x). 
7. BE.SEL FUNCTIONS 
Saya,(x)=a,(x)=1,~=1,whileb,= -landb,=Ofork#l.Thenthe 
recurrence is 
an + I(X) = (A + n) a,(x) - -WI - l(X), n2 1. (7.1) 
Since h’/h = -1 we have 
h(x) = K,,epx and h,=K,$-$ (7.2) 
so K,= 1. Thus 
m (-1)” 
@(y)= k;, (Q* yk (7.3) 
and 
(7.4) 
and Theorem 3 yields 
lim uiv(x) 
O” (-1)k(k+ l)Xk 
NrmaN(0)=kCOk!(l+l)...(~+k). 
For I = 1 this limit is J,(2&), and the polynomials are the Lommel 
polynomials g,,O(x) of order 0. For I = 0 the limit is D,(xJ,(Zfi)), and 
numerical calculations show that the zeros of the polynomials are close to 
the zeros of this derivative. 
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8. THE PARAMETER ,u 
It seems reasonable that a decrease in p could result in a more rapidly 
growing limit function. Consider the case a,,(x) = al(x) = 1 and 6, = 1 for 
all k. Here it follows that hk = 1 for all k, so for n > 1 we have 
n-1 
a,+l(X)=(~+pn)a,(x)+ c aJx)xn-k. (8.1) 
k=l 
Set T = l/p; by a standard Laplace transform (see, e.g., [20, p. 3301) we 
have 
f 
m 
= e-““@[7x( 1 - eps”)] ds = < fTx ec”uTTI-- l du. 
(7x1 0 
(8.2) 
0 
We are assuming here that ,u, A > 0. As x + cc the integral clearly con- 
verges to a finite value, so the limit function in this case is of exponential 
type at least (in fact, exactly) z. 
We now return to the recurrence (8.1) with ,U = 0. In this case we have no 
theorem on convergence, and it becomes conceivable for the a,(x) to have 
an arbitrarily large number of zeros in a fixed compact set. We show that 
with a slight change in initial conditions this will actually happen, and in a 
quite orderly way. 
THEOREM 4. Zf p = 0 and so(x) = al(x) = 1, then all zeros of a,(x) are 
0( 1 AI ). Zf i 2 1, they all have modulus exactly 1. 
ProoJ Set 
f(r) =f(A; x, t) = f a,(x) t”. 
n=l 
Multiplication fboth sides of (8.1) by t” + ’ and summation on n yields 
f(t)-f=hf(t)+t -f a,(x)tk f (xt)“-k 
k=O n=k+l 
=alf(r)+& V(t)+ 1); (8.4) 
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here the order of summation has been interchanged. Thus 
S(t) =
t 
1 - t(x + A) + (n - 1) xt2 
t 
=(~-l)x(t-LXJ(t-CC*) (8.5) 
where the ai = ai(A, x) are the roots of the quadratic in the denominator of 
fi Partial fractions ow yield 
(8.6) 
Hence an a,(x) can vanish only if a, = pa2, where p = es is an nth root of 
unity. An obvious calculation yields 
x+i+J~=p(x+1.-JjzjF-G) (8.7) 
and (after some manipulation) 
x~-2x[(L1)c0s8+1]+J?=0. (8.8) 
By the quadratic formula the zeros are O( Ill), and for Iz > 1 it is easily seen 
that each has modulus 1. We remark that 
a,(x)=(x+3L)a,~,(x)-(3,- l)xanp2(x), 12 2, (8.9) 
and 
1 
x”a n+l 0 - = X a,+ I(~xh n2 1. (8.10) 
Somewhat more recondite are the facts that 
(n--l)%+, .+*-k(X)-(~--)x 
k=2 
n-1 
x 1 e(x) a,-k(x), n 3 2, (8.11) 
k=l 
and that if we define polynomials ~~(2) by 
n-1 
a,(x)= c c,(qx’ (8.12) 
j=O 
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then all zeros of the cj(lz) are real. We reserve the proofs, their com- 
binatorial significance for counting connected components of linear arrays, 
and various generalizations fora future note. 
9. THE HAWKINS POLYNOMIALS 
Hawkins [IS] has introduced the polynomials defined by 
u,(v) = u,(v) = i[v’- ($)‘I (9.1) 
and 
n 30, (9.2) 
and has found a deep connection between them and the “Bessel” Riemann 
zeta function. The latter is 
(9.3) 
where A,,, is the nth positive zero of the Bessel function J,(x). For v = &f 
we have A,,, rt,Z = nrr, and for v a half odd integer the corresponding Bessel 
function is elementary. Heuristic studies by Scroggs [22] indicate that 
these polynomials have a number of interesting properties, and in par- 
ticular that upon renormalization they converge to 
cos ?cv 
uniformly on compacts sets. This is proved in [23], where it is also 
established that 
Ck(V) = 
-(k+ l)! 
on any compact set S that does not contain half odd integers. 
10. REMARKS 
(9.4) 
There is an extensive literature on partial sums of power series and their 
zeros. See, for example, [ 11,21, 241 and the references therein. However, 
the classical Lommel polynomials already demonstrate that many of the 
546 KENNETH B. STOLARSKY 
results in [ 1 l] on the angular distribution fzeros for s,,,(x) cannot be 
directly extended to the a,(x). 
The use of generating functions is a prominent feature of our present 
study of polynomial sequences generated by linear ecurrences. Itis worth 
mentioning that the paper [ 191 of Pollaczek makes a very profound use of 
this technique in the case of three term recurrences. 
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