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Abstract
Macroscopically heterogeneous materials, characterised mostly by compara-
ble heterogeneity lengthscale and structural sizes, can no longer be modelled
by deterministic approach instead. It is convenient to introduce stochas-
tic approach with uncertain material parameters quantified as random fields
and/or random variables. The present contribution is devoted to propagation
of these uncertainties in mechanical modelling of inelastic behaviour. In such
case the Monte Carlo method is the traditional approach for solving the pro-
posed problem. Nevertheless, convergence rate is relatively slow, thus new
methods (e.g. stochastic Galerkin method, stochastic collocation approach,
etc.) have been recently developed to offer fast convergence for sufficiently
smooth solution in the probability space. Our goal is to accelerate the uncer-
tainty propagation using a polynomial chaos expansion based on stochastic
collocation method. The whole concept is demonstrated on a simple numeri-
cal example of uniaxial test at a material point where interesting phenomena
can be clearly understood.
Keywords: Polynomial chaos expansion, Stochastic collocation method,
Elasto-plastic material, Uncertainty propagation
1. Introduction
Probabilistic or stochastic mechanics deals with mechanical systems, which
are either subject to random external influences - a random or uncertain envi-
ronment, or are themselves uncertain, or both, cf. e.g. the reports [10, 13, 20].
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From a mathematical point of view, these systems can be characterised
by stochastic ordinary/partial differential equations (SODEs/SPDEs), which
can be solved by stochastic finite element method (SFEM). SFEM is an ex-
tension of the classical deterministic finite element approach to the stochastic
framework i.e. to the solution of stochastic (static and dynamic) problems
involving finite elements whose properties are random, see [24]
Nowadays, Monte Carlo (MC) is the most widely used technique in simu-
lating models driven by SODEs/SPDEs. MC simulations require thousands
or millions samples because of relatively slow convergence rate, thus the to-
tal cost of these numerical evaluations quickly becomes prohibitive. To meet
this concern, the surrogate models based on the polynomial chaos expansion
(PCE), see [25, 26], were developed as a promising alternative. PC-based
surrogates are constructed by different fully-, semi- or non-intrusive methods
based on the stochastic Galerkin method [8, 20], stochastic collocation (SC)
method [3, 4, 28] or DoE (design of experiments)-based linear regression [5].
The principal differences among these methods are as follows. Stochastic
Galerkin method is purely deterministic (nonsampling method), but leads to
solution of large system of equations and needs a complete intrusive modi-
fication of the numerical model (and/or existing finite element code) itself.
Consequently, suitable robust numerical solver is required. On the other
hand, SC method is a sampling method, does not require intrusive modifi-
cation of a model, but uses a set of model simulations. The computation
of PCE coefficients is based on explicit formula and computational effort
depends only on the chosen level of accuracy and corresponding number of
grid points, see [8, 20, 27]. The linear regression is based again on a set of
model simulations performed for a stochastic design of experiments, usually
obtained by Latin Hypercube Sampling. The PCE coefficients are then ob-
tained by a regression of model results at the design points, which leads to a
solution of a system of equations. A short overview of yet another approaches
for solving SODEs/SPDEs is available in [27].
In particular, this paper is focused on the modelling of uncertainties in
elasto-plastic material. While numerical studies using MC methods have
been presented during several years, the PC-based strategies has emerged
only recently, [1, 2, 21]. The authors mostly extended original work of
Ghanem and Spanos [8] to elasto-plasticity problem by approximating spa-
tial varying material properties and model responses using Karhunen-Loe`ve
and PCE, respectively. The interested reader may also consult an excellent
work on this subject by Rosic [22]. However, all these works concentrate es-
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pecially on the stochastic Galerkin method and SC method is discussed only
marginally. Hence this paper is devoted to the application of SC method
and for a sake of simplicity we focus here on uncertainty propagation in
elasto-plastic material at a single material point.
The paper is organised as follows: A problem setting is presented in Sec-
tion 2, followed by description of material model in Section 3 and surrogate
model in Section 4. Section 5 then demonstrates the proposed framework
on elasto-plasticity problem at material point. The essential findings are
summarised in Section 6.
2. Problem setting
This paper is focused on the modelling of uncertainties in properties of
elasto-plastic material and investigates the influence of such uncertainties on
mechanical behaviour. To fulfill this objective, we introduce a bounded body
D ⊂ R3 (reference configuration) with a piecewise smooth boundary ∂D. In
particular, the Dirichlet and Neumann boundary conditions are imposed on
ΓD ⊂ ∂D and ΓN ⊂ ∂D, respectively, such that ∂D = ΓD ∪ ΓN. Moreover,
we are interested in the time-dependent behavior of D, thus we consider a
time interval [0, T ] ⊂ R+. The evolution of the material body D in the
geometrically linear regime is expressed as
u : D × [0, T ] −→ R3, (1)
where u [m] is the displacement field. In a quasi-static setting, the linear
momentum balance equation is then described by
− divσ(x, t) = f (x, t), x ∈ D, t ∈ [0, T ] (2)
and corresponding boundary conditions
σ(x, t) · n(x) = tN(x, t),
x ∈ ΓN, t ∈ [0, T ], (3)
u(x, t) = uD(x, t),
x ∈ ΓD, t ∈ [0, T ], (4)
where σ(x, t) [Pa] is the stress tensor, f (x, t) [Nm−3] is the body forces, n [−]
is the exterior unit normal, tN(x, t) [Pa] is the prescribed surface tension and
uD(x, t) [m] is the prescribed displacement.
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Consider now a system involving material variability. If the input pa-
rameter is defined as a random variable and/or field, the system would be
governed by a set of SPDEs and the corresponding responses would also
be random vectors of nodal displacements, see [15, 17]. Let (Ω,S ,P) be
a complete probability space with Ω the set of the elementary events ω, P
the probability measure and S an σ-algebra on the set Ω. Following previ-
ous definitions of the evolution of the material body D (Eq. 1), we are now
concerned with the mapping in the stochastic setting:
u : D × [0, T ]× Ω −→ R3. (5)
Consequently, the linear momentum balance equation is then given by
− divσ(x, t, ω) = f(x, t, ω),
x ∈ D, t ∈ [0, T ], ω ∈ Ω (6)
and corresponding boundary conditions
σ(x, t, ω) · n(x) = tN(x, t, ω),
x ∈ ΓN, t ∈ [0, T ], ω ∈ Ω, (7)
u(x, t, ω) = uD(x, t, ω),
x ∈ ΓD, t ∈ [0, T ], ω ∈ Ω. (8)
In order to solve this stochastic partial differential equation and obtain the
approximate responses of the system, MC method is usually used. The effort
of performing MC simulations is high, and hence strategies based on the
surrogate models have been developed to accelerate the SPDEs solution.
In particular, we employ the polynomial expansion and collocation method
described concisely in Section 4.
3. Material Model
In order to demonstrate a performance of the SC method, we briefly
introduce the mathematical formulation of the deterministic elasto-plastic
behaviour. The basic equations of flow plasticity theory start from the de-
composition of strain rate vector ε˙ [−] in an elastic (reversible) part ε˙ [−]
and a plastic (irreversible) part ε˙p [−], see [9, 18],
ε˙ = ε˙e + ε˙p. (9)
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The elastic strain rate is related to the stress rate according to constitutive
relation for an isotropic elastic material as
σ˙ =De : ε˙e, (10)
where De [Pa] is the elastic material stiffness matrix. The associated flow
rule is usually defined using the plastic multiplier and the plastic potential,
which is in this case equal to a particular yield criterion, as
ε˙p = λ˙
∂f(σ, σy)
∂σ
. (11)
It remains to characterise loading/unloading conditions established in stan-
dard Karush–Kuhn–Tucker form as
f ≤ 0, λ˙ ≥ 0, λ˙f = 0. (12)
Just for the sake of completeness, we introduce the simplest and most use-
ful yield condition formulated by Maxwell–Huber–Hencky–von Mises, often
called J2-plasticity, see [6]. Here, the yield criterion is expressed as
f(σ, σy) =
√
J2 − σy(κ)√
3
, (13)
where J2 [Pa
2] is the second invariant of the deviatoric stress, σy(κ) [Pa] is the
tensile yield strength. Here, we assume a bilinear form of strain hardening
plasticity described by an evolution of the tensile yield strength as a function
of a hardening parameter κ as
σy(κ) = σy(ε
eq
p ) = σy,0 +Hε
eq
p , (14)
where H [Pa] is the hardening parameter, σy,0 [Pa] is the initial yield strength
and εeqp [−] is the equivalent plastic strain calculated as εeqp =
√
(2
3
εp : εp).
The most popular approach for integrating the constitutive equations of
isotropic hardening J2-plasticity is the radial return method proposed by
Krieg and Krieg, see [14]. The stability and efficiency of the algorithms and
also details of the algorithmic formulation may be found in [6, 12].
4. Surrogate model
The construction of a surrogate of the computational model can be used
for a significant acceleration of each sample evaluation. Here we use the SC
method [3, 4, 28] to construct the surrogate model based on the PCE.
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4.1. Polynomial chaos expansion
In modelling of heterogeneous material, some material parameters are
not constants, but can be described as random variables (RVs), namely real-
valued random variables X : Ω→ R specified completely by their cumulative
distribution functions (CDFs). From a mathematical and computational
point of view, it is better to use independent random variables for numerical
integration over the probability space Ω, see [15, 20]. Therefore, we introduce
set of independent Gaussian random variables ξ(ω) = (ξ1(ω), . . . , ξs(ω)])
T
with zero mean and unit variance, see [20, 26] 1. According to the Doob-
Dynkin lemma [27], the model response u(ξ(ω)) = (. . . , ul(ξ(ω)), . . . )
T is a
random vector which can be expressed in terms of the same random variables
ξ(ω). Since ξ(ω) are independent standard Gaussian RVs, Wiener’s PCE
based on multivariate Hermite polynomials 2—orthogonal in the Gaussian
measure—{Hα(ξ(ω))}α∈J is the most suitable choice for the approximation
u˜(ξ(ω)) of the model response u(ξ(ω)) [26], and it can be written as
u˜(ξ(ω)) =
∑
α∈J
uαHα(ξ(ω)), (15)
where uα is a vector of PC coefficients and the index set J ⊂ N(N)0 is a finite
set of non-negative integer sequences with only finitely many non-zero terms,
i.e. multi-indices, with cardinality |J | = R.
4.2. Stochastic collocation
As a preamble, it has been proven that for sufficiently smooth solution
in the probability space, SC method achieves as fast convergence as stochas-
tic Galerkin method, see [27]. Moreover, utilisation of existing deterministic
solvers for repetitive runs and especially no need for numerical model modifi-
cation are important practical aspects. Such properties make the SC method
more preferred alternative to stochastic Galerkin method and MC method
for solving SODEs/SPDEs, see [26, 27, 28].
1Due to positive values of some material properties, it is convenient to also define
lognormal transformation of Gaussian RV as q(ω) = exp(µg + σgξ(ω)). The statistical
moments µg and σg can be transformed from statistical moments µq and σq given for
lognormally distributed material property, see [16].
2We assume the full PC expansion, where number of polynomials r is fully determined
by the degree of polynomials p and number of random variables s according to the well-
known relation r = (s+ p)!/(s!p!).
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In principle, SC method is based on the approximation of stochastic so-
lution using appropriate multivariate polynomials. According to [27], the
SC method can be seen as a high-order ”deterministic sampling method.”
The formulation is based on an explicit expression of the PC coefficients as,
see [3, 4, 28]:
uα,l =
∫
Ω
ul(ξ)Hα(ξ) dP(ξ) , (16)
which can be solved numerically using an appropriate integration (quadra-
ture) rule on Rs. Equation (16) then becomes
uα,l =
1
γ
α
i∑
j=1
ul(ξj)Hα(ξj)wj , (17)
where γ
α
= E[H2α(ξ)] are the normalization constants of PC basis, ξj stands
for an integration node, wj is a corresponding weight and i is the number
of quadrature points. Once we have obtained accurate PC approximation,
following analytical relations replacing exhaustive sampling procedure of PC
expansion are used to calculate mean µl and standard deviation σ
STD
l
µl = E[u˜l] ≈
∫
Ω
(∑
α≤r
uα,lHα(ξ)
)
dP(ξ) = u0,l, (18)
σSTDl =
√
E[(u˜l − E[u˜l])2] ≈
√√√√( ∑
0<α≤r
γα u2α,l
)
. (19)
According to Eq. (17), the computational effort of SC method is given
by the effort needed for realisation of i deterministic simulations. Partic-
ular number of simulations i and their spatial positions follow from choice
of a desired accuracy. Here we employ version of the Smolyak quadrature
rule, in particular nested Kronrod-Patterson version, see [11]. This method-
ology produces significantly less collocation points than other quadrature
rules, see [28]. For a detailed mathematical formulation and corresponding
numerical technique of several sparse quadratures construction, we refer the
interested reader to [3, 4, 11, 27]. For an illustration, Kronrod-Patterson
sparse grids for two Gaussian random variables and different accuracy levels
(number of points) are plotted in Fig. 1.
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(a) (b) (c)
Figure 1: Kronrod-Patterson quadrature rule for two Gaussian random variables and
different number of collocation points: (a) i = 37; (b) i = 261; (c) i = 921
5. Example: Plasticity problem at a material point
So as to demonstrate the described methodology on elasto-plastic prob-
lem, we employ a numerical simulation of uniaxial tensile test at a mate-
rial point. For a sake of clarity, we introduce a simple elasto-plastic model
with four material parameters listed in Tab. 1 and we consider only Young’s
modulus E [Pa] to be uncertain. With respect to its physical meaning, we
describe it by a lognormally distributed RV. Remaining three input param-
eters, namely Poisson’s ratio ν [−], initial yield strength σy,0 [Pa] and hard-
ening parameter H [Pa] are assumed to be a constant. The solution of the
elasto-plastic problem involves a discretization into 80 uniform time steps T .
First of all, we investigate the accuracy of SC-based strategy in predicting
Symbol Type of variable Value Mean (µq) Standard deviation (σ
STD
q )
E lognormal RV - 210 · 109 21 · 109
ν constant 0.3 - -
σy,0 constant 235 · 106 - -
H constant 2.1 · 109 - -
Table 1: Input material parameters of numerical study
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Figure 2: Reference MC simulations corresponding to material parameters in Tab. 1,
evolution of σ11 [Pa] as function of ε11 [−]
mean, standard deviation and 0.01−quantile of model response σ11 [Pa]3.
The quality of a PC-based surrogate depends on the number i of collocation
points and on the degree of polynomials p used in Eq. (15). In order to
assess the accuracy of surrogate models constructed for different number
of points i and polynomial degree p, we compare the obtained predictions
with a reference solution computed by MC method using 106 samples, see
Fig. 2. To quantify the difference between the resulting predictions of mean
µ, standard deviation σSTD and quantile Q0.01 of model response σ11 [Pa], we
define following relative error:
e(v) =
‖v − vMC‖l2([0,T ]×Ω)
‖vMC‖l2([0,T ]×Ω) , (20)
where v stands for an investigated prediction of mean, standard deviation
or quantile, vMC denotes the reference MC solution and l
2 is the Euclidean
norm. The prediction based on a surrogate model is calculated using either
MC sampling method or – if possible – using analytical relations, which are
independent on the sampling procedure, see Eqs. (18) and (19). Figs. 3(a)-(f)
display the evolution of error in sampling-based predictions (solid lines) of
mean µ, standard deviation σSTD and quantile Q0.01 along with the number of
MC samples used for their computation. Particularly, Figs. 3(a)-(c) compare
3Other response components are equal to zero.
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Figure 3: Error analysis of (a) mean µ [−], (b) standard deviation σSTD [−] and (c) quantile
Q0.01 [−] for fixed number of sparse grid points (i = 35); (d) Error analysis of mean µ [−],
(e) standard deviation σSTD [−] and (f) quantile Q0.01 [−] for fixed degree of PCE (p = 5)
the results for different degree of PC expansion (p = 1 and p = 5) assem-
bled with the same number of collocation points i = 35, while Figs. 3(d)-(f)
display the error in predictions for different numbers of collocation points
(i = 9 and i = 35) and fixed polynomial degree p = 5. All the sampling-
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based predictions were obtained using the same MC samples and thus, the
differences among the curves depicted in Figs. 3(a)-(f) are produced solely by
the inaccuracy of the involved PCE. The sampling-based predictions are also
accompanied by the predictions obtained analytically from the constructed
PCE (dashed lines). Obviously, the predictions computed by sampling of a
chosen PCE converge towards the predictions obtained from the same PCE
analytically. We would like to point out Fig. 3(e), where all the sampling-
based predictions have comparable error for lower number of samples. For ap-
proximately 103 samples, the error of the sampling-based predictions reaches
the error of analytical prediction and with more samples PCE-based predic-
tions remain almost unchanged while the error of the full model-based MC
sampling continues decreasing. In other words, difference between curves
in the left part of the graph clearly refers to the sampling error, while the
right part of the graph reveals the error of the PCE-based surrogates. Same
phenomenon may be observed in Fig. 3(b), but in Fig. 3(a) is the error of
surrogates negligible. We may conclude that with enough collocation points
already the degree p = 1 is sufficient for predicting mean of a model response,
while Fig. 3(d) shows that high polynomial degree cannot compensate low
number of collocation points. Contrarily, Figs. 3(b)-(c) and 3(e)-(f) indicate
that for predictions of higher statistical moments or quantiles, higher order
of polynomial degree becomes more important than the employed number of
collocation points.
p / i 9 17 19 33 35
e(µσ11) - 4.1 · 10−4 3.9 · 10−4 3.4 · 10−4 1.7 · 10−4 1.0 · 10−4
e(σSTDσ11 ) 1 7.5 · 10−2 7.4 · 10−2 7.4 · 10−2 7.4 · 10−2 7.4 · 10−2
3 1.4 · 10−2 1.4 · 10−2 1.2 · 10−2 1.1 · 10−2 1.1 · 10−2
5 1.1 · 10−2 9.8 · 10−3 7.4 · 10−3 5.6 · 10−3 5.1 · 10−3
e(Q0.01σ11 ) 1 2.5 · 10−2 2.5 · 10−2 2.5 · 10−2 2.5 · 10−2 2.5 · 10−2
3 5.1 · 10−3 4.9 · 10−3 4.7 · 10−3 4.6 · 10−3 4.6 · 10−3
5 5.1 · 10−3 4.9 · 10−3 4.4 · 10−3 4.2 · 10−3 4.1 · 10−3
Table 2: Errors of surrogate models calculated for different degree of PC expansion p and
number of collocation points i
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Comparison of predictions for other values of polynomial degree p and
number of collocation points i is listed in Tab. 2. Predictions of mean µ and
standard deviation σSTD are computed from surrogates analytically. From
the relationship in Eqs. (18) and (19) it is clear that mean of the response
is fully described by the constant term of polynomials and higher degrees
are relevant only for prediction of standard deviation. Number of collocation
points is on the other hand important for predicting both the statistical
moments. The results also confirm that predictions of standard deviation
σSTD or quantile Q0.01 are more sensitive to polynomial degree than to the
number of collocation points.
Furthermore, the coefficient of determination R2 is utilised to indicate the
overall accuracy of PC-based surrogate models. It provides a measure of how
well is the reference MC solution reproduced by a surrogate model in terms
of the data variance explained by the surrogate relative to the total data
variance, see [23]. Hence, the values of R2 lie between 0 and 1, and perfectly
explained data variation is denoted by 1. The definition of the coefficient of
determination R2 is for our purpose expressed as
R2 = 1−
‖σ11,MC − σ11,PC‖2l2(Ω)
‖σ11,MC − µσ11,MC‖2l2(Ω)
. (21)
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Figure 4: Evolution of R2: (a) as a function of degree of PCE (i = 35); (b) as a function
of sparse grid points (p = 5)
Figs. 4(a)-(b) display the evolution of the coefficient of determination R2
in all time steps of numerical example. It is evident that the surrogate model
12
−4 −2 0 2 41.8
2
2.2
2.4
x 108
ξ1 [−]
σ
1
1
,T
2
9
[P
a]
 
 
MC
SC(p = 1)
SC(p = 5)
−4 −2 0 2 42
2.1
2.2
2.3
2.4
2.5x 10
8
ξ1 [−]
σ
1
1
,T
3
4
[P
a]
 
 
MC
SC(p = 1)
SC(p = 5)
(a) (b)
Figure 5: Shape of critical PC expansions corresponding to (a) T = 29 and (b) T = 34.
is less accurate when the elastic limit is reached and the model response is not
smooth. This phenomenon is displayed in Figs. 5(a)-(b) where two examples
of PC expansions corresponding to time steps T = 29 and T = 34, respec-
tively, are plotted as functions of random variable ξ1 and compared with the
reference MC solution. One can see that as a consequence of active yielding,
the model response σ11 [Pa] is not smooth, but close to bilinear, which is
difficult to be approximated by low order polynomials. On the other hand,
Fig 4(b) points out that once having sufficient polynomial degree, increasing
the number collocation points does not lead to significant improvement of
surrogate quality as documented also by results in Tab. 2.
Several interesting results have been derived within the scope of numer-
ical calculations with all uncertain parameters as an input. We consider all
the parameters to be lognormally distributed with prescribed mean µq and
standard deviation σSTDq given in Tab. 3. In addition, the uniaxial tensile
Symbol Type of variable Value Mean (µq) Standard deviation (σ
STD
q )
E lognormal RV - 210 · 109 21 · 109
ν lognormal RV - 0.3 0.015
σy,0 lognormal RV - 235 · 106 23.5 · 106
H lognormal RV - 21 · 108 2.1 · 108
Table 3: Input parameters of numerical study
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Figure 6: Reference MC simulations corresponding to material parameters in Tab. 3,
evolution of model response σ11 [Pa] as function of ε11 [−]
problem is extended by load/unload cycle resulting in 300 uniform time steps
T of numerical analysis. Fig. 6 presents the reference MC solution obtained
for 106 samples.
The Eqs. (20) – (21) are utilised again to asses the accuracy of surrogate
model. Figs. 7(a)-(b) and Tab. 4 display the results of error analysis for
predicting mean µ, standard deviation σSTD and quantile Q0.01 of a model
response σ11. The errors exhibit very similar convergence with increasing
number of collocation points and degree of polynomials as in previous exam-
p / i 201 3065 12057 20681
e(µσ11) - 3.6 · 10−3 1.1 · 10−3 3.1 · 10−4 2.3 · 10−4
e(σSTDσ11 ) 1 7.9 · 10−2 7.8 · 10−2 7.8 · 10−2 7.8 · 10−2
5 2.3 · 10−2 6.4 · 10−3 3.7 · 10−3 3.8 · 10−3
15 – – 2.2 · 10−3 1.6 · 10−3
e(Q0.01σ11 ) 1 4.1 · 10−2 4.1 · 10−2 4.1 · 10−2 4.1 · 10−2
5 1.3 · 10−2 7.6 · 10−3 7.2 · 10−3 7.1 · 10−3
15 – – 2.5 · 10−3 2.4 · 10−3
Table 4: Errors of surrogate models calculated for different degree of PC expansion p and
number of collocation points i
14
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Figure 7: Error analysis of (a) mean µ [−], (b) standard deviation σSTD [−] and (c) quantile
Q0.01 [−] for fixed number of sparse grid points (i = 12057); (d) Error analysis of mean
µ [−], (e) standard deviation σSTD [−] and (f) quantile Q0.01 [−] for fixed degree of PCE
(p = 5)
ple.
The coefficient of determination R2 is plotted in Figs. 8(a)-(b) to quantify
the overall accuracy of surrogate models in particular time steps. The lower
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quality of PC expansion is caused again by nonlinearity in the stochastic
solution near elastic limit of material.
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Figure 8: Evolution of R2: (a) Function of degree of PCE (i = 12057); (b) Function of
sparse grid points (p = 5)
The evolution of time requirements as a function of number of samples
N is presented in Fig. 9 for MC computations and PC-based computations
performed for different number of collocation points (i = 201, i = 12057).
PC-based predictions of mean µ and standard deviations σSTD are obtained
analytically, while predictions of quantileQ0.01 are computed by MC sampling
with N = 105 samples.
Computational time required for prediction of mean is composed mainly
by the time necessary for evaluation of collocation points, because only the
constant term of PCE needs to be calculated and the corresponding computa-
tional time is negligible. Fig. 9(a) shows that time requirements of MC-based
and PC-based predictions are comparable, which indicates that the organisa-
tion of collocation points does not bring any significant advantage comparing
to randomicity of MC method. This may be caused by high nonlinearity of
the model, which needs to be described by higher order polynomials con-
structed on higher number of collocation points as suggested by better result
of PC-based predictions for i = 20681 points.
Similar phenomenon may be observed also in Fig. 9(b), where PC-based
predictions outperform results of MC method also for higher number of col-
location points. Nevertheless, a significant role is also played by the poly-
nomial order used and thus the computational time includes here also the
time needed for calculation of all the polynomial terms. This time is how-
16
100 105
10−4
10−3
10−2
10−1
t [s]
e
(µ
σ
1
1
)
[−
]
 
 
MC
i = 9
i = 201
i = 3065
i = 12057
i = 20681
100 105
10−4
10−3
10−2
10−1
t [s]
e
(σ
S
T
D
σ
1
1
)
[−
]
 
 
MC
p = 1
p = 5
p = 15
i = 9
i = 201
i = 3065
i = 12057
i = 20681
100 105
10−4
10−3
10−2
10−1
t [s]
e
(Q
0
.0
1
σ
1
1
)
[−
]
 
 
MC
p = 1
p = 5
p = 15
i = 9
i = 201
i = 3065
i = 12057
i = 20681
(a) (b) (c)
Figure 9: Error analysis of (a) mean µ [−], (b) standard deviation σSTD [−] and (c) quantile
Q0.01 [−] as a function of computational time
ever still negligible compared to the time needed for the evaluation of collo-
cation points as visible in Fig. 9(b). Here, the points corresponding to the
same number of collocation points but different polynomial order have almost
identical time coordinate. This observation suggests an important conclusion
and recommendation to use the highest polynomial order possible for a given
number of collocation points – in Figs. 9(b)-(c), this situation correspond to
left ends of lines corresponding to particular polynomial orders.
The same conclusion may be done regarding Fig. 9(c), even though here
the computational time needed for PC-based predictions includes also in-
evitable time for MC-sampling of the polynomials with N = 105 samples,
which seems again negligible, relatively compared to the time for evaluation
of collocation points. The number of MC samples of polynomials is chosen
with respect to Figs. 7(c) and 7(f), where the curves of prediction errors
seems to be stabilised between N = 104 and N = 105 samples and higher
number of samples will probably not change the results. It is also interesting
to point out the negligible effect of increasing number of collocation points
for an unchanged polynomial order leading to waste of computational time
and worse results than MC-based predictions.
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6. Conclusions
This paper presents the numerical modelling of elasto-plastic material be-
havior described by the uncertain parameters. In particular, we employed
the Maxwell–Huber–Hencky–von Mises model, which is sufficiently robust
to describe real-world materials such as metals, but which is also nonlinear
and time-dependent material model. In order to investigate the presence of
uncertainty on material response, we replace the expensive MC simulations
of computational model by its cheaper approximation based on PCE com-
puted by SC method. The whole concept is demonstrated on two simple
examples of uniaxial test at a material point, where interesting phenomena
can be clearly understood. First example consider only loading path and
Young’s modulus to be uncertain, while the second example is extended by
load/unload cycle and uncertainty assumed in all the four material parame-
ters: Young’s modulus, Poisson’s ratio, initial yield strength and hardening
parameter. The quality of obtained surrogate models is compared to MC
method in terms of accuracy as well as the time requirements. Figs. 9(a)-(c)
show that the second example represent situation where time requirements
are mainly driven by time needed for evaluation of collocation points and PC
construction is negligible. However, the PC-based predictions achieve also
similar accuracy as MC-based predictions for equal number of sampling and
collocation points as demonstrated in Figs. 7(a)-(f). Therefore, the PC-based
approximation does not bring an important acceleration in this example. In
the first example, the computational time of model simulation is too small
for any reliable measurement. Nevertheless, we may point out the results
in Figs. 3(a)-(f), where only 35 collocation points need to be computed for
prediction of mean and standard deviation with errors comparable to MC-
based predictions obtained for more than 103 samples. Hence, the significant
acceleration by PC-based approximation cannot be guaranteed generally, but
definitely remains interesting and worthy to apply.
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