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PENUTUP 
6.1 Kesimpulan  
Berdasarkan dari hasil penelitian yang telah dilakukan maka diperoleh 
kesimpulan sebagai berikut : 
1. Klasifikasi menggunakan algoritma LVQ2.1 dapat digunakan untuk 
mengklasifikasi serangan jaringan berdasarkan dataset NSL-KDD. 
2. Aplikasi klasifikasi serangan dengan menerapkan metode LVQ2.1 dengan 
pembagian data 90:10, akurasi terbaik sebesar 90% pada scenario 29 fitur 
(treshold = 0.1), nilai learning rate (α) = 0.035, 0.06 dan 0.075, nilai 
minimum learning rate (α) = 0.01, pengurangan learning rate (α) = 0.1 dan 
window (ɛ) = 0.3 dan 0.4. 
3. Rata-rata akurasi tertinggi diperoleh dengan menggunakan 8 fitur sebesar 
86% pada setiap scenario parameter LVQ2.1. 
6.2 Saran 
Adapun saran penulis untuk pengembangan penelitian ini selanjutnya 
adalah : 
1. Menambah cakupan data yang digunakan. 
2. Menerapkan metode feature selection symmetrical uncertainty dan gain 
ratio pada kasus lain. 
3. Menerapkan metode feature selection yang lain dengan kasus yang sama. 
4. Membangun aplikasi yang dapat melakukan proses klasifikasi serangan 
secara real-time. 
 
