Abstract. Atmospheric water vapour has been acknowledged as an essential climate variable. Weather prediction and hazard assessment systems benefit from real-time observations, whereas long-term records contribute to climate studies. Nowadays, ground-based global navigation satellite system (GNSS) products have become widely employed, complementing satellite observations over the oceans. Although the past decade has seen a significant development of the GNSS infrastructure in Central and South America, its potential for atmospheric water vapour monitoring has not been fully exploited. With this in mind, we have performed a regional, 7-year-long and homogeneous analysis, comprising 136 GNSS tracking stations, obtaining high-rate and continuous observations of column-integrated water vapour and troposphere zenith total delay. As a preliminary application for this data set, we have estimated local water vapour trends, their significance, and their relation with specific climate regimes. We have found evidence of drying at temperate regions in South America, at a rate of about 2 % per decade, while a slow moistening of the troposphere over tropical regions is also weakly suggested by our results. Furthermore, we have assessed the regional performance of the empirical model GPT2w to blindly estimate troposphere delays. The model reproduces the observed mean delays fairly well, including their annual and semi-annual variations. Nevertheless, a long-term evaluation has shown systematical biases, up to 20 mm, probably inherited from the underlying atmospheric reanalysis. Additionally, the complete data set has been made openly available as supplementary material.
Introduction
Atmospheric water vapour plays a dominant role in the radiative balance and the hydrological cycle (Turco, 1992) . It constitutes a prominent greenhouse gas controlling the heat budget of the planet (Philipona et al., 2005) . Although the water vapour is limited almost exclusively to the troposphere and most of the global-mean quantity is confined to the first 2 km above the surface (Ross and Elliott, 1996) , it has a highly variable and complex distribution that evolves on timescales ranging from hours to a day (Salby, 1992) . In consequence, accurate, high-rate, global, and continuous water vapour measurements are essential for weather prediction and natural hazards assessment, as well as for long-term studies of climate change. In fact, the increase in specific humidity shown by global analysis constitutes one more piece of evidence for steady global warming (Hartmann et al., 2013) .
While nowadays many instruments and techniques provide profiles or column-integrated water vapour (IWV) measurements with diverse degrees of accuracy, continuity, and spatial and temporal resolutions (e.g. radiosondes and ground-and satellite-based infrared or microwave radiometers), global navigation satellite system (GNSS)-based column-integrated water vapour products have become widely used. This technique, since its first devising (Bevis et al., 1992 (Bevis et al., , 1994 Duan et al., 1996) , is now well established and mature. It is able to provide continuous, all-weather and highly accurate measurements at low cost. It is even possible to obtain observations at near-real time (e.g. Ware et al., 2000; Karabatić et al., 2011; Li et al., 2014) , capable to be ingested by weather now-casting analysis (de Haan et al., 2004; de Haan et al., 2009) . Also important for long-term studies, GNSS-based observations are not affected by the stability issues that could arise when working with radiosondes profiles due to changes in instrumentation, calibration, or analysis methods (Zhai and Eskridge, 1996) .
Based on operational troposphere delay time series, provided by the International GNSS Service (IGS, Dow et al., 2009) , several global-scale analysis of atmospheric water vapour content have been published. For example, Wang et al. (2007) employed actual observations of surface pressure and air temperature records to retrieve, from those observed delays, column IWV. Due to the lack of in situ weather observations at most of the IGS tracking sites they devised a correct, although involved, procedure in order to obtain atmospheric pressures at the GNSS instruments location. Aiming to overcome the same issue, Heise et al. (2009) analysed the utilisation of synthetic pressure observations from numerical weather models (NWMs), assessing the impact of this approach on the uncertainty of the water vapour estimates. On the other hand, Vey et al. (2009) were able to retrieve water vapour time series from a homogeneous reprocessing of GNSS observations, later employing these independent products to perform a global and long-term validation of a NWM (Vey et al., 2010) . Jin et al. (2007) studied the seasonal variability in GPS-derived products and their trends, while Steigenberger et al. (2007) compared the longterm trends estimated with GPS and very-long-baseline interferometry (VLBI) techniques, although in both works the analysis were restricted to time series of troposphere delay. Also, a general good agreement between ocean-based satellite and GNSS-derived column IWV observations has been established (Mears et al., 2010) .
None of the mentioned long-term and global analysis had a particularly good coverage in Central and South America. Moreover, previous regional analysis of GNSS-derived water vapour in South America had narrow spatial and temporal coverage, employed GPS-only observations, and were focused on the validation of the methodology by comparison against radiosondes measurements (Sapucci et al., 2007) , or radiosondes and satellite-based observations (Fernández et al., 2010) . Another regional inter-technique comparison was performed by Calori et al. (2015) , using GPS-only observations, comprising about 30 sites, and spanning 2 years. Recently, a 1-year-long experiment employing an episodic but highly dense meteorological GNSS network in Amazonia studied water vapour-convection interactions in the tropics (Adams et al., 2015) . On the other hand, a large and welldistributed GNSS network covering Central America and the Caribbean has been producing, since 2012, column IWV at near-real time (Feaux et al., 2012) .
Here we present an independent, homogeneously computed, dense, and almost continent-wide estimation of atmospheric water vapour content from GNSS observations in Central, South America, and the Caribbean. Although the data only span 7 years, we believe they could constitute a valuable contribution to regional and global climate studies. For this reason, we have made the complete data collection openly available as supplementary material . As a preliminary application for these products we have analysed the regional performance of the recently released troposphere model GPT2w . In addition, we have computed regional and local trends of water vapour content, together with realistic uncertainties, studying the correlation between these parameters and several climate regimes. We describe in detail the methodology employed in the overall analysis and the results of a comparison performed between our estimates and several IGS troposphere products. Also, we have made a comprehensive account of the procedure employed to work out the lack of in situ atmospheric pressure measurements at most of the processed GNSS sites.
Moreover, given the spatial distribution of the GNSS sites and the sampling rate and continuity of the estimated water vapour time series, these data could also be employed in other multiple research areas -for example, the assessment of global NWMs, the analysis of daily and sub-daily water vapour variability, the calibration of satellite-based radiometer (on land) measurements, or studies of mesoscale convective systems.
Data and methods

GNSS observations
In this study GNSS observations spanning 7 years, between January 2007 and December 2013, were analysed. The selected tracking stations have a near-continentwide distribution, from southern California to Tierra del Fuego, and belong to International GNSS Service Network (IGS, http://www.igs.org/), Systéme d'Observation du Niveau des Eaux Littorales (SONEL, http://www.sonel.org/ -GPS-.html), Rede Brasileira de Monitoramento Contínuo dos Sistemas GNSS (RBMC, Brazil, http://www.ibge.gov. br), and Red Argentina de Monitoreo Satelital Continuo (RAMSAC, Argentina, www.ign.gob.ar). In total, our analysis involved 136 stations, including a few reference stations in Antarctica and islands in the Atlantic and Pacific oceans.
The particular selection of tracking stations was mainly determined by two reasons. First, we included as many regional IGS sites as possible to assure a good alignment of the daily solutions to the IGS08 terrestrial reference frame (Rebischung et al., 2012) . Second, and also important for the present study, we included many non-IGS regional stations. Some of them were already incorporated by several analysis centres (ACs) into their contribution to the IGS second reprocessing campaign (repro2; Rebischung, 2015) . In addition, the final station selection was also constrained by the actual availability of the raw observations in open-access repositories. This condition, aside from the GNSS observations, also extends to all other employed data. It ensures the complete or partial reproducibility of the present work.
GNSS data analysis
The observations were processed with the Bernese GNSS Software version 5.2 , at a doubledifference level, and models recommended by the International Earth Rotation and Reference Systems Service (IERS) were used (Petit and Luzum, 2010) . Therefore, ocean tidal loading corrections, according to Letellier (2004) , atmospheric tidal loading displacements, provided by van Dam and Ray (2010) , and absolute phase-centre corrections for satellites and receivers, as issued by the IGS (file IGS08.atx), were applied. First-order ionospheric delays were eliminated by means of the ionosphere-free linear combination, and higher-order terms were modelled according to Fritsche et al. (2005) . In addition, troposphere zenith total delays (ZTDs) were modelled as 30 min linear piecewise estimates, applying the wet term of the Vienna Mapping Function 1 (VMF1; Böhm et al., 2006b) , together with daily gradients according to Chen and Herring (1997) . Consistent a priori values for the zenith hydrostatic delays (ZHDs) were introduced, from a spatial and temporal interpolation of the 6-hourly fields of a NWM. These delays are readily provided by the Vienna University of Technology (TUW), and they are derived from the most recent NWM (Dee et al., 2011) produced by the European Centre for Medium-Range Weather Forecasts (ECMWF). A low-elevation cutoff angle of 3 • was consistently used during the analysis of the whole data set.
To assure a homogeneous set of GPS + GLONASS precise orbits and clocks, and consistent Earth orientation parameters (EOPs), reprocessed products computed by the Center for Orbit Determination in Europe (CODE) were used. In particular, we made use of the co2 orbits, clocks, and EOPs generated, as part of CODE's repro2 re-analysis, from 3-day long-arc solutions (Steigenberger et al., 2014) . Additionally, operational ionospheric maps and differential code biases (DCBs), also provided by CODE, were employed. As mentioned, the IGS08 terrestrial reference frame was introduced by means of constraints on coordinates of selected IGS tracking sites.
Comparison between ZTD time series
In order to quantify the consistency of our ZTD estimates, and particularly to look for the presence of any long-term bias, we performed a site-by-site comparison with three different data sets produced by IGS ACs (Table 1) . These time series, besides the operational troposphere products computed by the Jet Propulsion Laboratory (JPL) and the US Naval Observatory (USNO) (see Byun and Bar-Sever, 2009 ), include the homogeneous ZTD time series computed by CODE and JPL for the repro2 re-analysis (co2 and jp2 solutions, respectively).
For each site, the total mean difference between solutions and the corresponding root mean squares (RMSs) were computed. Before differencing, all time series were screened and ZTD estimates with an standard deviation above a given tolerance were masked out (σ ZTD > 4 mm). Also, the IGS operational data were cleansed of unrealistic estimates present in some (old) SINEX files (issue already reported by . In total, we removed about 3 % of all the ZTD records available for these comparisons.
In addition, the co2 and jp2 solutions were also intercompared. The resulting site-by-site and total mean differences were used as an indicator of the expected consistency between estimates from two homogeneous but independent analysis.
Comparison with modelled troposphere delays
We performed a comparison between the ZTD estimates from our GNSS analysis and the values derived from the troposphere empirical model GPT2w . This model has many applications, not only in real-time navigation but also when highly precise determinations of slant troposphere delays are required but mapping function coefficients from NWMs are not readily available. Furthermore, GPT2w can also provide the weighted mean temperature (T m ) above the site, a quantity required to retrieve IWV from observed ZTD.
In order to assess the long-term performance of the troposphere delays derived from the GPT2w model, in Central and South America, we computed the daily and total mean difference, as well as the corresponding RMS, between ZTDs derived from GPT2w and GNSS observations. This analysis was performed over each one of the 136 GNSS sites in-626 C. E. Bianchi et al.: GNSS-derived IWV over Central and South America cluded in our processing. For this comparison annual and semi-annual periodic terms were included in the computation of the GPT2w's derived parameters. Following the methodology applied by , for their 1-year-long comparison against IGS operational products, modelled ZHDs and zenith wet delays (ZWDs) were computed according to Davis et al. (1985) and Askne and Nordius (1987) , respectively.
Computation of IWV time series
In order to retrieve IWV estimates from our observed ZTD time series we applied a methodology similar to the one described by Wang et al. (2007) . In practice, ZHDs were computed according to Davis et al. (1985) but employing observed atmospheric pressures and site heights taken from the daily GNSS solutions. Then, the computed ZHDs were subtracted from the observed ZTDs to retrieve the wet terms (i.e. ZWDs). Finally, the ZWDs were scaled by a proportionality constant, as described by Askne and Nordius (1987) , to obtain IWV estimates every 30 min.
Combining the expressions given by Davis et al. (1985) and Askne and Nordius (1987) the IWV can be estimated by
where P is the atmospheric pressure at the GNSS benchmark, h is the corresponding geodetic height, ϕ is its corresponding latitude, R v is the specific gas constant for water vapour (461.5181 kg K −1 ), ρ is the density of liquid water (1000 kg m −3 ), T m is the tropospheric weighted mean temperature above the GNSS site, k 3 is a refractivity constant (3739 K 2 Pa −1 ), and k 0 2 is a derived constant (0.221 K Pa −1 ; see Bevis et al., 1994) . In particular, if the height is introduced in metres (m), the pressure in hectopascals (hPa), the zenith total delay in millimetres (mm), and the weighted mean temperature in kelvin (K), then the integrated water vapour computed with Eq. (1) results in kilograms per square metre (kg m −2 ) of water vapour present in a vertical atmospheric column.
As mentioned above, observations of atmospheric pressure at the GNSS sites were required. Considering that in situ observations were only available for 12 of the processed GNSS sites, we followed the strategy employed by Wang et al. (2007) to solve the same issue. That is, the weighted averages of pressure observations from synoptic stations located at less than 50 km from each GNSS site were computed, accounting for the effect of the height differences (see Appendix A) and weighting each measurement according to the inverse of its distance to the corresponding GNSS site. The averaged pressures were interpolated every 30 min if required, but only within data gaps shorter than 8 h. Time series of atmospheric pressure, at the level of the GNSS benchmarks, were obtained for 112 of the processed sites. Finally, in order to quantify the error involved in the overall process, a comparison was performed on those IGS sites where in situ measurements were actually available, resulting in a mean RMS of 0.9 hPa.
In this work we employed atmospheric pressure data sets provided by the University of Wyoming (UW, global surface observations available at http://weather.uwyo.edu/), by the National Oceanic and Atmospheric Administration (NOAA, ISD-lite product available at ftp://ftp.ncdc.noaa. gov/pub/data/noaa/isd-lite/), and by the IGS (RINEX m-files, available at ftp://cddis.gsfc.nasa.gov/gps/data/daily/ and alternative repositories). Before any computation all available pressure records were cleansed of unrealistic values (see Appendix A).
In essence, the three main error sources for the IWV estimate are the uncertainties in the surface pressure, in the observed ZTD, and in the weighted mean temperature above the GNSS site (Bevis et al., 1994) . Taking the partial derivatives of IWV with respect to P , ZTD, and T m , and assuming no cross-correlations, the formal variance for the estimates can be approximated as
and then the following numerical relation is found when typical values for the parameters are introduced:
In this study, we derived T m from the 6-hourly model levels of the ERA-Interim NWM (Dee et al., 2011) , strictly following the methodology described by Wang et al. (2016a) . That is, for each GNSS site the T m was computed at the nearest four grid nodes of the NWM, integrating from the upper model level down to the geopotential height of the GNSS benchmark, and then interpolating linearly at the site's location and at the observation epoch (the ZTDs were estimated every 30 min). If required, extrapolated profiles of air temperature and relative humidity every 50 m were introduced at those sites located below the lower model level. From a 13-year comparison of this methodology against T m values derived from radiosonde profiles, at 20 GNSS sites, Wang et al. (2016a) found a mean RMS value of 0.5 % (σ T m ≈ 1.5 K). In addition, we restricted the analysis to ZTD estimates with a standard deviation σ ZTD ≤ 4 mm. Also, as mentioned above, we estimated the uncertainty for the averaged pressures as σ P ≈ 1 hPa. Then, the formal standard deviation for the IWV estimates was approximated as σ IWV ≈ 1 kg m −2 of water vapour present in a vertical atmospheric column, equivalent to 1 mm of liquid water column. Finally, our IWV estimates were compared with several co-located radiosonde observations, also provided by UW (upper-air data set, http: //weather.uwyo.edu/).
Analysis of the IWV estimates
In order to detect possible trends in the IWV time series, we applied a methodology similar to the one described by Nilsson and Elgered (2008) . Essentially, we estimated a mean, a linear trend, and periodic annual, semi-annual, and diurnal terms to the observed water vapour content at each site. Thus, the functions adjusted to the IWV time series are 
where we assumed, a priori, independent observations (white noise). Here t is expected in modified Julian days, whereas t 0 represents the mean epoch of the observations. For time series spanning less than 5 (mostly continuous) years the second term at the right of Eq. (4) was omitted (i.e. no trends were computed). In Eq. (4), the mean and decadal trend parameters are a 0 and a 1 , respectively. Also, the annual, semi-annual, and diurnal amplitudes are represented in Eq. (4) by the pairs (a 2 , a 3 ), (a 4 , a 5 ), and (a 6 , a 7 ), respectively. While Nilsson and Elgered (2008) only included periodic annual and semi-annual parameters, we also added daily terms. This takes into account strong diurnal signals present in some of the analysed time series (particularly in the tropics).
For each site, the autocovariance of the residuals of the adjustment, as a function of the time, was computed and modelled by
With these models, realistic variance-covariance matrices for the observations, including significant temporal correlations that extend several days, were constructed. Here a maximum temporal lag |t 1 − t 2 | of 2 weeks was considered. Then, following Nilsson and Elgered (2008) , the variance-covariance matrices of the estimated parameters were recomputed by the formal introduction of the modelled temporal correlations. Taking into account these significant temporal correlations present in the data, realistic uncertainties for the estimated parameters were obtained. If these correlations are not considered, the uncertainties for the trends are underestimated, on average, by a factor of 10.
3 Results and discussion
GNSS processing evaluation
In general, all the compared ZTD solutions show good agreement, with long-term mean inter-biases lower than half a millimetre (Fig. 1) . The site-by-site comparison between our estimates and the operational IGS products reveals the largest systematic biases, up to 5 mm, both in excess and in deficit (Fig. 1a) . In this case, the discrepancies are probably related to the use of a specific mapping function (i.e. Niell, 1996) . In contrast, these biases are non-existent, or they are greatly reduced, when our products are compared with both CODE and JPL reprocessing results (co2 and jp2 solutions, Fig. 1b and c, respectively). The co2 and jp2 solutions show the best agreement, although some systematic bias exists in central Chile and Argentina (Fig. 1d) . In this case our results fully agree with CODE's estimates, showing the same differences with respect to JPL's results. The exact reason for this small bias is not investigated here, but, given the known high correlation between height and troposphere delay estimates, it is probably related to the alternative approaches employed by each AC regarding atmospheric loading. Indeed, van Dam et al. (2010) found that, owing to the high topographic variability, significant estimated height errors, between 2 and 4 mm, could be expected for sites in that region. Fundamentally, it depends on the spatial resolution of the loading model employed and the accuracy of its underlying topographic grid.
In total, the quality of our ZTD estimates is on par with both IGS reprocessing analyses and it surpasses the consistency of the operational products. As expected, our results agree more closely with CODE's estimates, thanks to the use of similar processing strategies, models, and software, but also because we employed co2 reprocessed orbits and EOPs. Finally, we found no reason not to extend this confidence to the ZTD estimates of all the remaining GNSS sites processed. Therefore, all further inferences and discussions are based on the complete set of 136 ZTD time series resulting from our GNSS analysis.
Troposphere model assessment
The performance of the GPT2w model in Central and South America, for the computation of ZTD parameters, clearly results within the ranges reported by for both the long-term mean values and their corresponding dispersion (Fig. 2) . In particular, the model does an excellent job reproducing local ZTD annual and semi-annual signals, with no significant residual terms at (almost) any site. However, some systematic behaviours, spatially or temporally correlated, could be observed.
On average the modelled mean delays present no bias with respect to the observed ones. However, the modelled ZTDs seems to be systematically underestimated, by up to 20 mm, at sites in wet regions, mostly located between the northern and southern tropical circles (Fig. 2a) . Böhm et al. found a similar bias in Central America and the Caribbean region, but it was disregarded due to the very short span of the local data employed in their analysis (about 4 months). According to our results the bias exists and it extends deeply to the . At a few sites, particularly in northern Chile and Peru, the mean ZTD bias also presents variations that clearly follow an annual and semi-annual period, with amplitudes of about 25 mm (e.g. Fig. 3a , b, c, and d; sites indicated in Fig. 2a) . Nevertheless, as already mentioned, modelled values at most of the sites are not affected by these residual signals.
In addition, some of the systematic biases observed in South America seem to be related to the insufficient resolution of the GPT2w's underlying topographic model to accurately reproduce the highly variable topography near the Andes (Fig. 2a, black triangles) . Indeed, the GPT2w model extrapolates several parameters from its reference surface to the height of the point of interest. Although the computation of the modelled ZHDs only requires extrapolated air pressures, the computation of the ZWDs additionally requires extrapolated air temperatures and water vapour partial pressures (which strongly depends on the modelled specific humidity at the reference surface). In particular, downward extrapolations over several thousands metres could lead to an overestimation of the modelled ZWD by several centimetres. As an extreme example, the model systematically overestimated the ZTD at the site CALL (El Callao, Peru) by almost 50 mm (Fig. 2a , red circle with a superimposed black triangle). In this case the orthometric height of the corresponding GNSS benchmark is 5 m, while the four surrounding grid nodes have orthometric heights of 13, 507, 1711, and 3761 m, respectively.
The total RMS of the ZTD differences also results within the ranges reported by , with a regional mean value of ∼ 41 mm (Fig. 2b) . In contrast with the behaviour shown by the daily mean ZTD differences, the respective daily RMS values do contain predominantly annual and semi-annual signals on most of the sites analysed (e.g. Fig. 3e , f, g, and h; sites indicated in Fig. 2b ). At the remaining sites annual and semi-annual signals are probably also present, but they are not evident by the presence of additional components with shorter periods but significant amplitudes. Here the site-by-site comparisons also reveal some spatial correlation, with minimum RMS values along western South America and maximum values on sites located in southern Brazil and central-eastern Argentina. As suggested by Böhm et al., the future addition of diurnal and semi-diurnal amplitudes into the model would surely help to mitigate the observed dispersion.
It is worth noting that the present analysis could not discriminate the precise source of the observed systematic behaviour, although the mean biases are probably inherited from the underlying NWM, in this case ERA-Interim (Dee et al., 2011) . In fact, significant discrepancies in the water vapour data sets from ERA-Interim and two other thirdgeneration reanalysis had been determined, particularly in South America, and are attributed to the lack of sufficient radiosondes measurements (Wang et al., 2016b) . Indeed, Wang et al. report differences amounting up to 2.5 kg m −2 on lands, equivalent to about 15 mm of troposphere zenith total delay. In any case, given an application requiring the synthetic slant delays provided by GPT2w, it might be worthwhile introducing local or regional correction biases. Nevertheless, the possible benefits of this approach should be assessed in more detail. 
IWV retrieval and analysis
In total, observed IWV time series for 110 GNSS sites, spanning at least 1 year, were obtained. No discontinuities were observed at any site due to the involved procedure employed to compute the pressures at the GNSS benchmark level. As anticipated, the time series show clear annual and semi-annual signals, with site-dependent amplitude and scatter (Fig. 4, left panels) . In addition, many sites also present a strong diurnal signal (e.g. Fig. 4a and c) . The autocovariance (ACV) function of the residual time series reveals the magnitude of the temporal correlations present within the data. Clearly, observations with a time difference shorter than 2 weeks could not be assumed as uncorrelated (Fig. 4, right  panels) . In some cases, besides the inclusion of diurnal parameters in the modelling, these short-term signals are strong enough to produce a recognisable pattern in the ACV function of the corresponding residuals (e.g. Fig. 4a, right panel) .
Our IWV estimates were compared with measurements at 13 regional upper-air observation stations. The differences between IWV derived from co-located radiosondes and GNSS show a normal distribution, with mean values between −1 and +1 kg m −2 , and a standard deviations below 3 kg m −2 (Table 2) . Therefore, the accuracy of our IWV estimates is always better than 3 kg m −2 and satisfies the requirement for regional climate studies within the Global Climate Observing System (GCOS) specifications (see, for example, EUMETNET, 2010) .
The estimates for the mean IWV present a very wide range, from almost zero to ∼ 60 kg m −2 (Table 3 and its continuation). Also, the mean IWV values show a clear spatial correlation (Fig. 5a ). Both results should be expected, and are mainly related to the climate types at the locations where the GNSS tracking stations are installed. Following the Köppen-Geiger climate type classification for the Americas (Fig. 5c) , as given by Peel et al. (2007) , the analysed sites span from an arid desert in northern Mexico (climate type B) to a polar tundra in southernmost Chile and Argentina (climate type E), with temperate areas and tropical rainforests in between (climate types C and A, respectively). In addition, some sites show local topographic effects. For example, the relatively low estimate of ∼ 20 kg m −2 for the mean IWV above site BOGT, with respect to its neighbour sites, is explained by the high altitude of this station, of about 2500 m above mean sea level (Fig. 5a , green circle in northwestern South America). Clearly, the most interesting results from the IWV analysis are the estimated trends. In this case, the analysis was restricted only to those time series spanning more than 5 years, for a total of 73 sites (Fig. 5b) . Although the estimated parameters and their corresponding uncertainties are of the same order of magnitude, some non-null trends result as significant even within their formal errors (Table 3) . However, given the limited length of the analysed time series, it could be rather difficult to compute seasonal trends from these data with any reasonable confidence, so no such attempt was made here.
On the other hand, the estimated trends do correlate within regions with similar climate type (Table 4 ). In particular, temperate regions in South America seem to be drying (Fig. 6b) , whereas the tropical areas in Central and South America and the Caribbean, as a whole, seem to be slowly moistening (Fig. 6a) . Of course, these inferences could not be conclusive given the inhomogeneous distribution of the GNSS tracking sites within the regions of common climate. Indeed, the dis- tribution of the sites in South America is clearly biased towards the east. Thus, the negative trend obtained for the temperate areas seems to be determined mainly by a distinctive group of stations in southern Brazil and central-eastern Argentina, all showing a similar diminution in IWV of about 5 % per decade (Fig. 5b) . A similar analysis also suggests that the arid areas in the Northern Hemisphere (NH) are drying, while exactly the opposite is occurring in the arid areas of the Southern Hemisphere (SH, Fig. 6c ), but in this case the number of sites averaged is quite small, resulting in far less significant trends (Table 4) . In any case, the prolonged drought experienced by Brazil, mainly in the northeast but also in the south (Gutiérrez et al., 2014) , is quite evident in our results (Fig. 5b) . In this case the negative IWV trends we obtained are mainly driven by the recent dry years experienced in these temperate and tropical areas (years 2010 , 2012 Marengo and Bernasconi, 2014) . The relation between the estimated local IWV trends and the observed temperature changes, within the analysed time period, seems to also depend on the climate regime. The observed moistening of the troposphere, in Patagonia and most arid regions in South America, coincides with a moderate increase in surface temperatures (Fig. 5d) . Similarly, a slight temperature increase also coincides with the observed slow average moistening of the atmosphere over the tropical regions. In contrast, the moderate increase in surface temperatures observed over temperate regions in South America coincides with the drying of the troposphere.
It is worth noting that the estimated IWV trends are only valid for the given time span and should not be regarded as long-term signals without further considerations. For ex- ample, in our crude analysis no attempt was made to isolate the possible effects of the moderate El Niño SouthernOscillation (ENSO) events occurring within the observed time period (La Niña in 2007 -2008 Huang et al., 2015) , although the associated IWV variability could be significant (Trenberth et al., 2005) . Also, note that none of the analysed time series span more than 7 years. Optimally, given the sensitivity of the trends to the specific time period analysed (Steigenberger et al., 2007) , at least a decade of data should be required in order to infer significant longterm variability for these atmospheric parameters. In essence, to obtain more stable trends, longer time series are required. Nonetheless, despite these shortcomings, the spatial correlation shown by the parameters estimated within particular regions, with similar climate regimes, suggests that some trends are significant and evince real changes in the amount or distribution of the atmospheric water vapour over the region under study.
Evidence of drying of the troposphere over temperate regions in South America has been found, at a mean IWV rate of approximately 2 % per decade, particularly in southern Brazil and central-eastern Argentina. Although the GNSS analysis only spanned 7 years, the introduction of significant temporal correlation produced reliable trends, with realistic uncertainties. The results also suggest a slow troposphere moistening at the tropics, but this inference is less conclusive. Nevertheless, the trends estimated are only valid for the given time span and could not be regarded as long-term signals.
The regional, multi-year analysis has also made possible a robust performance assessment of the GPT2w blind model and, indirectly, its underlying NWM (i.e. ERA-Interim). The analysis showed the good general agreement between observed and modelled mean delays, but it also revealed some limitations (up to 20 mm in ZTD). These biases are probably related to the less-than-optimal availability of regional water vapour measurements (radiosondes) for the assimilation process. For practical applications, requiring near-the-horizon and highly precise troposphere slant delays, local mean corrections could be useful.
Furthermore, the complete data set has been made openly available as supplementary material . This multi-year, high-rate and homogeneous analysis, comprising more than a hundred GNSS tracking sites, and specifically aimed for atmosphere IWV retrieval, has no precedent in the region under study, particularly in South America. In the future, the computation of longer time series, together with the inclusion of additional and better distributed GNSS sites, will surely help to increase the potential uses of the data collection for climate studies.
Data availability
All underlying data for this research, including GNSS observations and meteorological measurements, can be openly accessed from the respective data repositories of the organisations and agencies mentioned below (see Acknowledgements) . This ensures the entire reproducibility of the present work.
Appendix A: Atmospheric pressure at the GNSS sites In this work, atmospheric pressure time series from several sources were combined in order to retrieve IWV estimates from observed ZTDs. In the following sections we give a precise description of the procedures applied to the original records of each data set in order to obtain consistent pressures at the GNSS sites.
A1 Outlier detection in pressure time series
Before any computation, the pressure time series from each synoptic station were screened for unrealistic values. In general, this issue involves simultaneously several fields, including pressure and air temperature records. As noted by Wang et al. (2007) , the data set provided by the IGS (i.e. RINEX m-files) resulted as particularly noisy and should not be employed without rigorous cleaning.
The procedure was performed on a station-per-station basis and comprises two steps. Firstly, successive records were screened for pressure rates exceeding ±6 hPa per hour, which are probably only possible in extremely severe weather conditions (Nott, 2006) . Secondly, the standard deviations, σ , of the remaining records were computed. Those records departing more than 4σ from the mean were also discarded. In total, 0.07, 0.17, and 12.5 % of the available records were regarded as outliers, from UW, NOAA, and IGS data sets, respectively, and therefore were not employed.
A2 Pressures from IGS data set
In situ synoptic atmospheric observations at some GNSS tracking sites are provided by the IGS by means of RINEX m-files. The geodetic height differences (1h) from barometers to GNSS benchmarks are available in the log files of each site or directly in the RINEX headers. In the present study 1h ranged from −4.2 to 15 m. For this reason 1h was simply assimilated to a geopotential height difference (1z).
Then, assuming a standard atmosphere, the pressure P at the GNSS benchmark can be approximated by means of the barometric height formula (Zdunkowski and Bott, 2004 )
where P 0 and T 0 are the observed atmospheric pressure and air temperature, respectively, L is the assumed lapse rate of the temperature (0.006499 K m −1 ), g 45 is the normal gravity at 45 • latitude (9.80665 m s −2 ), and R is the gas constant of dry air (287.05 J kg −1 K −1 ).
A3 Pressures from NOAA data set
The ISD-lite product from NOAA provides several fields, including atmospheric pressure records reduced to mean sea level (ftp://ftp.ncdc.noaa.gov/pub/data/noaa/isd-lite/).
Thereafter, this level of reference is approximated here to a constant orthometric height H 0 = 0 m for all synoptic stations. By means of the geoid undulation N at the location of the GNSS station, computed in this case with help of the geopotential model EGM2008 (Pavlis et al., 2012) , the orthometric height H at the GNSS benchmark can be approximated as H = h−N, where the corresponding geodetic height h is known. In this work N ranged from −48 to 40 m. The relation between orthometric (i.e. geometric) heights H and geopotential heights z is given by (see, for example, van Dam et al., 2010) z(H, ϕ) = g(ϕ) g 45 r(ϕ) H r(ϕ) + H ,
where r(ϕ) represents the radius at latitude ϕ over the chosen reference ellipsoid, in this case WGS84 (NIMA, 2000) , whereas g(ϕ) is the normal gravity at the same latitude. The radius r(ϕ) can be computed as
where a and b are the semi-major and semi-minor axes of the reference ellipsoid. In this case, a = 6 378 137.0 m and b = 6 356 752.3 m. The normal gravity g(ϕ) can be computed as g(ϕ) = g e 1 + k s sin 2 ϕ p 1 − e 2 sin 2 ϕ ,
where e represents the eccentricity of the reference ellipsoid (0.0066943800229), whereas g e corresponds to the normal gravity at the Equator (9.7803267714 m s −2 ) and k s is Somigliana's constant (1.931853 × 10 −3 ). By means of Eq. (A2) the geopotential heights z 0 and z, at the pressure reference level and the GNSS benchmark, respectively, can be computed. Then, the pressure P at the GNSS benchmark can be obtained from Eq. (A1), where 1z = z − z 0 and P 0 and T 0 are known. It is worth noting that no actual information about the altitude of the synoptic station is required.
A4 Pressures from UW data set
The UW data set includes, among many other fields, global observations of surface atmospheric pressure and temperature (http://weather.uwyo.edu/). In this case the pressures are expressed as altimeter settings (http://www.srh.noaa.gov/ images/epz/wxcalc/altimeterSetting.pdf) from which raw pressures, as measured by the stations, could be retrieved.
In practice, the following expression was iteratively solved for P 0
where A 0 is the corresponding altimeter setting, H 0 is the altitude of the station above mean sea level, C is a conventional offset (0.3h Pa), and P std and T std are standard pressure and temperature at mean sea level (1013.25 hPa and 288.15 K, respectively). The orthometric height of the station was approximated by the altitude H 0 , while the orthometric height of the GNSS benchmark results in H = h − N, where the geoid undulation N at the GNSS station location was computed with help of a geopotential model (EGM2008; Pavlis et al., 2012) . By means of Eq. (A2) the geopotential heights z 0 and z, at the barometer level and the GNSS benchmark, respectively, can be computed. Then, the pressure P at the GNSS benchmark can be obtained from Eq. (A1), where 1z = z − z 0 and P 0 and T 0 are known.
It is worth noting that, for a few synoptic stations, the altitudes reported by UW and NOAA are not coincident, with differences reaching hundreds of metres in same cases. For this reason a direct comparison was performed, between raw pressure measurements obtained from an alternative source (Servicio Meteorológico Nacional from Argentina, http://www.smn.gov.ar) and pressures computed with Eq. (A5). This analysis revealed that the altimeter settings from UW data set are consistent with the altitudes provided by NOAA (http://www.nws.noaa.gov/tg/siteloc.php). Therefore, altitudes H 0 as reported by NOAA were employed for all computations.
