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Abstract
Linked social media and survey data have the potential to be a unique source of
information for social research. While the potential usefulness of this methodology is
widely acknowledged, very few studies have explored methodological aspects of
such linkage. Respondents produce planned amounts of survey data, but highly
variant amounts of social media data. This study explores this asymmetry by
examining the amount of social media data available to link to surveys. The extent of
variation in the amount of data collected from social media could affect the ability to
derive meaningful linked indicators and could introduce possible biases. Linked
Twitter data from respondents to two longitudinal surveys representative of Great
Britain, the Innovation Panel and the NatCen Panel, show that there is indeed
substantial variation in the number of tweets posted and the number of followers and
friends respondents have. Multivariate analyses of both data sources show that only a
few respondent characteristics have a statistically significant effect on the number of
tweets posted, with the number of followers being the strongest predictor of posting
in both panels, women posting less than men, and some evidence that people with
higher education post less, but only in the Innovation Panel. We use sentiment
analyses of tweets to provide an example of how the amount of Twitter data
collected can impact outcomes using these linked data sources. Results show that
more negatively coded tweets are related to general happiness, but not the number
of positive tweets. Taken together, the findings suggest that the amount of data
collected from social media which can be linked to surveys is an important factor to
consider and indicate the potential for such linked data sources in social research.
Keywords: Data linkage; Social media; Survey; Quantity; Measurement
1 Introduction
Linking social media and survey data may be useful for studying social phenomena and
improving survey processes (Murphy et al. [14]) and can address methodological issues of
research projects that rely on either data source exclusively. However, multiple practical
considerations come before being able to conduct analyses on linked datasets. First, it
is important to consider the population that the data represents, i.e., data can only be
linked for those using a particular social media platform. For example, a recent Ofcom
(UK) survey showed that 25% of internet users have a Twitter account, while 91% had
a Facebook account (Ofcom [16]). In addition, there are important and unique ethical
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concerns relating to obtaining informed consent, and the usage and storage of such data
that need to be addressed (Sloan et al. [24]). This consent must be obtained within a survey,
not only for ethical but also logistical reasons, so that the data sources can be linked.
After consent is obtained, an additional concern is the asymmetry in data that comes
from the linked survey and social media data, specifically the variability in the data quan-
tity obtained from social media. Survey data structure is planned, with similar data out-
comes expected for most respondents. Conversely, as posting on social media platforms
is unconstrained, there can be highly variant amounts of data collected per person, and
the variability can affect analyses of these data (Amaya et al. [2]; Dahal, Kumar and Li [4]).
If there are differences in measures derived from social media posts which are systemati-
cally related to the quantity posted, questions arise in regard to the relationship between
the amount of content and its impact on analyses. Most basically, if there is a sample of
respondents that post more (or less), then the results may be different than a sample post-
ing less (or more). More broadly, the question also arises as to why these differences exist.
If differences across amounts of content exist, it is unclear whether differences that are
identified in substantive analyses (such as sentiment analyses) can be attributed to actual
differences in attitudes or behavior, or just to differential ability to identify the signal in the
varying amounts of content. The present research is, to our knowledge, the first to explore
these issues as a methodological concern.
For the methodology of linking survey and social media data to further develop, it is
important to explore the nature and impact of this asymmetry in data. As no previous
research has been conducted in this area, a baseline understanding is required for future
research to build upon. We use linked survey and Twitter data to show the extent of this
data asymmetry and importance it can have on analyses. However, our research questions
and methods apply across other instances of linked social media and survey data. We ask
the following two research questions:
RQ1) Does the amount of data available from Twitter vary by individual characteristics
identifiable through their survey and social media data?
RQ2) Does variation between individuals in the amount of collected Twitter data affect
the relationship between the linked survey and social media data?
The answers to these questions inform the nature of these types of linked data broadly
and the considerations that researchers need to make in conducting analyses using this
methodology.
2 Linked survey and social media data and its asymmetry
Social media data, such as from Twitter, rarely contain socio-demographic information on
users; in response, researchers classify users into socio-demographic categorizations, such
as gender and socio-economic status, based on users’ social media data (Sloan [23]). Evi-
dence suggests that these classifications are frequently erroneous (Sloan [23]), but linked
survey and social media data have the potential to improve these classification methods by
testing outcomes against a gold standard (i.e., survey data). Similarly, the method of gen-
erating indicators for attitudes and behaviors from social media data may be improved
through linkage with surveys. Linked survey and social media data that have correspond-
ing types of constructs and measures can be compared to identify if outcomes are related
in expected ways.
Survey research can likewise benefit from such linkage. Text analysis of social media
posts (e.g., tweets) can generate indicators to match the domains measured in the survey.
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Sentiment analysis can provide indicators of the valence of social media content, which
may provide additional measures of respondent views and feelings. Analysis of social me-
dia posts using available lexicon dictionaries can also automatically output a number of
new variables relating to, among others, linguistic, psychological, social and biological
processes, beliefs, and socio-economic issues (e.g., Pennebaker et al. [18]) that can be
linked to survey data. Indicators of social networks, not easily mapped in a conventional
survey, may be obtained through social media metadata. These additional measures can
bolster the available measures in survey data, without additional burden to respondents,
and can be used for a variety of purposes, in methodological or substantive research. Given
the dynamic and fluid nature of social media, these data can be generated on a continuous
basis, as opposed to the static nature of a survey interview.
In order to link these data, consent is needed to be asked within the survey context, for
both ethical and logistic (e.g., to obtain user handles) reasons. In the limited number of
studies linking survey and social media data, consent to link survey and social media data
has ranged between 27% and 90% (Murphy et al. [13]; Karlsen and Enjolras [8]; Guess et al.
[5]; Al Baghal et al. [1]; Henderson et al. [6]; Wojcik and Hughes [26]). Low consent rates
found in some of these studies can, in some instances, introduce bias during data analysis
(Sakshaug and Kreuter [21]; Sakshaug et al. [20]). One study has explored consent rates
and biases in the request to link Twitter data to survey responses (Al Baghal et al. [1]).
Using the same data as the present research, this study found that almost 26% of NatCen
Panel (NCP) respondents were Twitter users, and 27% of these consented to link their
data. The Understanding Society Innovation Panel (IP) obtained a 31% consent rate among
the 22% of the respondents identifying as Twitter users. Further analyses found that in
the NCP women and younger respondents consented at a lower rate than men and older
respondents; the only statistically significant impact in the IP was that web respondents
consented less than face-to-face respondents in its mixed-mode design.
While these findings show differences between those consenting and not, there may
be further error introduced within individuals consenting. In a survey, while respondents
can answer a question or not, the design controls the amount of data a person can/should
provide. No such constraint exists in an individual’s use of social media, such as Twitter:
they can post as much or as little as they like and control who has access to these data. This
unconstrained use can result in variation in the amount of data available to link. Some
consenters may post nothing, others may post but make their data private, while others
may have plenty of posts available for analysis. This asymmetry in data obtained from
survey and social media sources has a potentially substantial impact on analyses utilizing
this novel data source.
Analyses of Twitter posts can be made using indicators that are generated to match
or supplement the domains measured in the survey. For example, sentiment analysis can
provide indicators of the valence of a post’s content which can potentially indicate the
mental wellbeing of the person who has written the post. This type of information can
be either at the individual level or at the level of Twitter posts. Individual-level analyses
are analogous to the survey approach: Twitter users are treated as individual cases and
summary measures are calculated for each user. Conversely, tweets can be analyzed as
units nested within respondents.
For either type of analysis, there is a potential difficulty in using Twitter posts due to the
potentially large variation in the number of posts across individuals. A smaller number
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of Twitter posts can increase within-individual variation, decreasing the precision of esti-
mates, and may limit the possibilities of conducting complex multivariate analyses (Amaya
et al. [2]). The quantity of available posts, however, also matters for individual-level analy-
ses of Twitter data since the summary measures that are aggregated at the individual level
are a function of the tweets themselves. Research using sentiment analysis shows that such
techniques may also produce biased estimates as the number of tweets included decrease
(Dahal, Kumar, and Li [4]). As such, measures that are based on a larger number of posts
are likely to capture sentiment more accurately, and researchers may be more confident in
providing summary measures for individuals who produce more content on Twitter than
those posting less.
However, if the amount of data posted is related to the measures being derived from this
content in a direct, systematic way, the analysis may be impacted in currently unknown
ways. Those who provided more (or less) social media data may be different on the out-
come of interest than those providing less (or more). Whether there is such a difference
has yet to be ascertained. To the extent that differences exist, questions arise as to whether
these differences are related to respondent characteristics and if there is any evidence as
to if these differences would impact analyses in a detectable way.
In addition to the textual data, each Twitter post also contains associated metadata
which could be linked to survey data. For example, tweets may have a location tag and
more posts would provide a fuller picture of place and movement of survey respondents.
Researchers could also collect information about social networks through the respon-
dents’ followers and people they follow. The amount of information is increasingly im-
portant when thinking about social media data in a real-time, longitudinal manner, as the
data becomes more diffuse. To study social phenomena across time, data must be collected
during the time interval of interest. Fewer posts reduces the likelihood that data will be
available for that time interval, which decreases the information available for analysis or
requires an increase in the size of the interval studied. Increasing the time interval, how-
ever, reduces the real-time nature and the amount of between-wave analysis available for
a longitudinal study.
The present study is the first to explore the differences in the quantity of data produced
across respondents in regard to how it may impact the data and methodology of linking
social media and survey data. In particular, we explore the impact that this asymmetry may
have when analyzing linked Twitter data and survey responses from two nationally rep-
resentative panel studies. The current study analyzes 2017 NatCen and Innovation Panel
data, where Twitter data of consenting respondents are collected through the Twitter ap-
plication programming interface (API) and linked to their survey responses. We show
how the volume of data collected from social media can vary between individuals and dis-
cuss how systematic differences across respondent characteristics may suggest possible
information bias. Importantly, we provide an example of how differences in the amount of
Twitter data collected from individuals can impact analyses by examining the relationship
between the quantity of sentiment-scored tweets and a measure of wellbeing recorded in
the IP survey.
3 Data
Respondents gave consent to link their Twitter and survey data in the tenth wave of the IP,
fielded during 2017. The IP is a vehicle for methodological experimentation in a longitudi-
nal survey design and is conducted annually. Interviews are attempted with all household
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members 16+ years of age. It uses a multi-stage probability sample of persons and house-
holds in Great Britain. Refreshment samples were also selected at the fourth (IP4), seventh
(IP7), and tenth wave (IP10) (University of Essex [25]). The IP is a mixed-mode survey, in-
cluding web and face-to-face modes.
Individual response rates for the IP are calculated as completion rates among those re-
sponding at their initial wave of interview. At the initial wave (IP1), conducted in 2008, the
individual response rate (AAPOR RR3) by sample members was 52.4%. In 2011, for the
IP4 refreshment sample, the initial response rate was 44.1%, and the initial IP7 individual
response rate was 24.3% in 2014. The reinterview rate at IP10 for those interviewed at IP1
was 31.2%, resulting in an overall response rate of 16.3%; for the IP4 refreshment sam-
ple, the reinterview rate at IP10 was 48.4%, resulting in an overall response rate of 21.3%;
and the reinterview rate for the IP7 refreshment sample at IP10 was 61.8%, resulting in an
overall response rate of 15.0%.
The NCP asked for consent to link Twitter and survey data in the July 2017 wave. It
is a probability-based mixed-mode panel (web and telephone) designed to represent the
British adult (18+) population (Jessop [7]). Panel members were recruited from all re-
spondents completing the 2015 and 2016 British Social Attitudes (BSA) cross-sectional
surveys, where households were selected in a three-stage design, using the Postcode Ad-
dress File (PAF), a list of addresses (or postal delivery points) compiled by the UK Post Of-
fice. The July 2017 wave was the ninth fieldwork wave of the NCP since November 2015,
which is conducted at irregular intervals (no more than one in any month) to address spe-
cific research issues. For the July 2017 NCP, the survey response rate (AAPOR RR1), i.e.
the proportion of people issued to the survey that took part, was 59.6%. The overall re-
sponse rate, i.e. the participation from the original sample frame using the proportion of
participants eligible for an interview in the BSA, was 14.7%. Since the goal of our analy-
sis is to study the sample of survey respondents who consented to link their Twitter data
rather than making generalizable estimates, our analyses are unweighted.
3.1 Data collection
We used the rtweet package (Kearney [9]) in R (R Core Team [19]) to collect Twitter
data from IP and NCP respondents who provided their Twitter username. While other
packages are available in R to retrieve data from the Twitter API, rtweet is the only pack-
age to our knowledge that allows capturing tweets and metadata for a set of usernames
and is currently maintained (see https://cran.r-project.org/web/packages/rtweet/readme/
README.html). For a given user, the package extracts the following data from Twitter’s
Representational State Transfer (REST) API, which provides data in JavaScript Object No-
tation (JSON) format and is converted to an R dataset:
• List of tweets posted by the user: original tweets, retweets (user re-posts tweet from
another user), or quoted tweets (user re-posts tweet from another user plus their
comment)
• Metadata about each tweet (see Sloan et al. [24] for further details): date and time of
the tweet posting; location of the tweet posting; application posting the tweet (e.g.
iPhone App); number of retweets for posting; and number of times the tweet has been
liked (“favorited”)
• Metadata about the user: name; profile description; location; website; number of
accounts they follow (“friends”); number of accounts following them (“followers”);
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Table 1 Outcome of Twitter Data Collection in IP10 and NCP. Conditional Percentages
IP10 NCP
N % N %
Total respondents 1945 100 2184 100
Have personal Twitter account 428 22 558 26
Consented to link Twitter and survey data 171 40 151 27
Provided username 163 100 150 100
Have public account and tweets > 0 127 78 113 75
Have public account and tweets = 0 6 4 5 3
Have private account 16 10 8 5
Invalid username 14 9 24 16
number of tweets ever posted (“statuses count”); date and time of account creation;
whether account is public or private (tweets only visible to approved followers); and
whether the account is verified.
Note that Twitter data can only be captured from users with a public account, i.e.
where tweets are publicly visible. Furthermore, the Twitter API has data capture re-
strictions specifying that for each user only the most recent 3200 tweets are retriev-
able (https://developer.twitter.com/en/docs/twitter-api/v1/tweets/timelines/overview).
There are also limits to the number of requests per time interval: up to 900 calls can
be made to the Twitter API per 15-minute window (i.e., Twitter data can be requested for
up to 900 users), and up to 100,000 calls per 24-hour window.
In the IP, 428 respondents (22% of the full sample) indicated they have a personal Twit-
ter account, 171 respondents (33% of those with a Twitter account) consented for their
data collected from Twitter to be linked with their survey data, and 163 respondents pro-
vided their username. Most of those respondents (78%) have a public Twitter account and
posted at least one tweet on their timeline. Another 14% of usernames provided either
have a private account (i.e. the content of tweets is not publicly available) or they have a
public account but have posted no tweets. For these users, we can only collect the account
metadata. The remaining 9% of usernames provided are invalid, and we cannot collect
any Twitter data. We manually looked up these usernames using the search function on
the Twitter website and found that while some of these names are non-existent, others re-
late to a deleted or suspended account. Results are similar for the NCP (Table 1). Overall,
29.7% of Twitter-using respondents (the reference population) in the IP sample and 20.3%
in the NCP sample have usable Twitter data, i.e., provided a valid username and have a
public Twitter account with at least one tweet.
3.2 Twitter data quantity analyses
Of central interest for this paper is the amount of data provided by individuals in their
tweet content, one indication of which is the total number of posts a person makes (“sta-
tuses count”). Over time, posts can be extracted repeatedly, and the data available to link
can include the most recent 3200 posts for the initial collection plus all posts from that
point on. To reflect that studies could collect many more posts over time and to better
reflect the true variation in amount of data generated by respondents, we use the total
number of posts ever made as the outcome variable. Since data would only be available
for public accounts with at least one tweet, only these are further analyzed, leaving 127
cases from the IP and 113 from the NCP.
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Additional variables from the metadata can be informative to the amount of data that is
available to link to survey responses; here we focus on the number of followers and friends
(accounts followed) respondents have on Twitter. Both can be useful for studying social
networks and are additional data that may be linked. Importantly for the current study,
both number of followers and friends are also useful to understand Twitter data genera-
tion, i.e. via posting. Prior research has identified a strong positive relationship between
the number of tweets and the number of followers (Kwak et al. [11]), with the number of
friends being an even stronger predictor of posting behaviour than followers (Yang and
Counts [27]).
3.3 Sentiment analysis
Given the availability of well-being survey measures in the IP only, this particular example
does not include the NCP sample. We performed sentiment analysis on individual tweets
collected from IP respondents using both the Afinn (Nielsen [15]) and Bing (Liu [12]) lex-
icons, which are dictionaries of words with sentiment ratings included in the R tidyverse
package (Silge and Robinson [22]). We use both lexicons in the analyses to increase the
chances of reliable results. The Afinn lexicon scores words on a –5 (most negative) to +5
(most positive) scale, while the Bing lexicon simply indicates a word as either positive or
negative. However, this simpler scoring allows for more words to be included in the analy-
sis. Both lexicons focus on a set of affective words; 2477 words are coded in the Afinn lex-
icon and 6786 in the Bing lexicon. Non-textual data (e.g. emojis), symbols or links are not
included in the lexical sentiment analysis. Using these two lexicons, two sentiment scores
are created per tweet: one each for the Afinn and Bing lexicons. The Afinn sentiment score
is the summation of word values coded from the lexicon. For the Bing sentiment score, the
number of positive and negative words are each counted, and then the difference between
these are taken. Positive values mean that more positive words are used in the tweets and
indicate an overall positive sentiment; negative values represent the opposite. We do not
include retweets in our sentiment analysis, only original tweets by the respondent.
As not all words are coded, not all tweets receive a sentiment score for each lexicon. As
such, not every respondent had a sentiment-coded tweet, and given the larger number of
words in the Bing lexicon, slightly more respondents had a Bing-scored tweet than Afinn-
scored. A total of 119 respondents (of the 127 which we were able to collect tweets from)
had at least one tweet with a Bing score, while 117 had at least one Afinn-scored tweet.
Where sentiment scores are calculated, we code the tweet as being positive, negative, or
neutral on each sentiment score separately. We then count the number of positive, neg-
ative, and neutral tweets each respondent made. Respondents with at least one collected
tweet but no sentiment score were counted as having zero positive, negative, and neutral
tweets.
For comparison to the survey data, which contains an equivalent amount of data across
respondents, we link sentiment scores for respondents’ tweets to their survey responses,
focusing on indicators of well-being. Sentiment scores are intended to measure positiv-
ity or negativity, and without limitations on what content is being included, will reflect
sentiment across domains generally. For this reason, we focus on a measure of general
mental well-being. In particular, we use answers to a question about general happiness
from the General Health Questionnaire (GHQ) (Cox et al. [3]). The question asks “Have
you recently been feeling reasonably happy, all things considered?” and we collapse the
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response options “More so than usual” and “About the same as usual”, considering these
“happy” responses. The remaining response options “Less so than usual” and “Much less
than usual” are collapsed as the “unhappy” category, creating a dichotomous outcome. Of
the respondents providing at least one public tweet (and hence available for sentiment
coding), 82.1% (n = 103) are in the “happy” and 17.9% (n = 23) are in the “unhappy” cate-
gory; one respondent declined to answer.
3.4 Additional covariates
The remainder of the covariates explored come from the survey data. While these data
could be collected using other methods (e.g. non-probability methods), we are evaluating
the methodology of linked data, and hence the necessity of using these large probability
surveys. From these surveys, we select additional variables that are available in both the IP
and NCP, including objective and subjective measures to indicate possible biases in data
collected across a range of respondent characteristics. We use these variables for multi-
variate analyses. Education is indicated in three categories (precoded in the data): higher
education degree, professional degree/A-levels, and anything lower. Analyses compare
employed to unemployed, females to males, married to non-married, frequent internet
use to less frequent and age is measured continuously in years.
Income is categorized by monthly income and is dichotomized as more or less than
£2400 per month, the (precoded) categorization closest to the median earnings in the UK
(ONS [17]). Any missing data on income in the IP is imputed using several techniques
(Knies [10]). There was one respondent in the subset of NCP data for which income data
was missing who was excluded from the analysis. Ethnicity is indicated as white British
identity or not in the IP, although it is more basically indicated as white or not in the NCP.
Subjective current financial wellbeing is one of the few subjective measures captured for all
IP respondents, and the only one that is measured identically in both surveys. Those saying
they are “living comfortably” or “doing alright” financially are combined and compared
to respondents who say they are less well off (all questions used are in the Appendix).
Given the smaller sample sizes, we use both the p < 0.10 and p < 0.05 cut-offs to indicate
statistical significance.
4 Results
Calls to the Twitter API collected a total of 118,593 and 132,687 tweets from IP and NCP
respondents, respectively. Table 2 presents descriptive statistics for tweets we collected,
tweets ever posted (total posts), followers, and friends. In both datasets, there are similar
numbers of posts available per respondent, with slightly larger amounts available in the
NCP: While we collected a median number of 304 posts per IP respondent, we collected
a median number of 485 posts per NCP respondent. Besides the amount of data collected
from tweets, information about friends and followers is also available. There are larger
numbers of friends than followers per person: in the IP, for example, respondents have
a median number of 182 friends and 71 followers. But even for the median number of
followers, the data suggest that most respondents bring a wider set of data beyond their
own posts.
There is substantial variation in the amount of posting from these respondents’ Twit-
ter accounts. In the IP data, although 19 respondents had over 3200 posts, the call made
to the Twitter API never returned the maximum 3200 for any respondent; rather 3199
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Table 2 Data from Survey Respondents’ Twitter Accounts
Median Mean SD Min Max
IP
Collected 304 933.63 1157.60 1 3199
Total Posts 306 2255.32 6057.36 1 36,451
Followers 71 260.25 568.95 1 3734
Friends 182 350.95 567.54 0 3912
NCP
Collected 485 1174.11 1269.28 1 3200
Total Posts 519 3655.01 14020.68 1 139,754
Followers 70 442.19 1750.14 0 17,941
Friends 235 455.30 557.02 3 3318
was the maximum number of posts extracted. Due to the high skew to the distribution,
the mean is substantially larger than the median across all measures, with the standard
deviation larger than the mean in every case. This large variation in the amount of data
available contrasts with the more planned nature of survey data. While respondents may
provide different amounts of data because of routing or item-nonresponse, the variation
in amounts is unlikely to reach levels seen in Twitter data, and unlike in survey data, this
variation should be an expected feature of the data.
This leads to the first research question, whether this variation is related to individual
characteristics or not. If this variance in amount of content produced is random, then we
may not be too concerned about the range in activity between users. However, if it is not,
and if the amount of content is a function of demographics or other factors, then there
is the risk of introducing bias into analyses of linked data. To examine this, we specify a
model in which the total number of tweets is the dependent variable, with predictors com-
ing from both the survey and Twitter data. Due to the high variation in the total number
of posts made seen in Table 2, the natural log of total posts is used as the outcome in a
general linear model. The predictors include both the demographics and subjective eco-
nomic well-being from survey data and the friends and followers on Twitter as outlined
above. For the same reasons as with total posts, we use the natural log of the number of
friends and followers. Table 3 presents the results for models of both IP and NCP data.1
The results suggest there are indeed characteristics related to variation in the volume
of social media posts linked to survey data. There is a strong relationship between the
number of followers and the total number of posts made in both surveys, consistent with
previous findings (Kwak et al. [11]; Yang and Counts [27]). Unlike those studies, the linked
survey data allow for additional controls in this analysis and show that this effect persists
after accounting for individual characteristics. However, the number of friends shows no
relation to posting behavior. The directionality between followers and posting is not en-
tirely clear; more posts could attract followers, or having more followers may compel users
to post more. In either case, it is important to control for this relationship in identifying
the relationships between other respondent characteristics and total posts.
Few of the respondent characteristics included have a significant relationship to the
number of posts. None are significant in the NCP. Women post significantly less (at
p < 0.10) on Twitter than men in the IP. The only other significant impact found among IP
respondents is that those with professional or A-Level degrees post more than those with
1Using the count of tweets collected as the dependent variable did not change substantive results.
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Table 3 Prediction of Number of Total Twitter Posts (log)
IP (S.E.) NCP (S.E.)
#Followers (log) 1.004** 0.958**
(0.114) (0.137)








HH Income £2400+ –0.298 0.074
(0.360) (0.386)
Education (baseline other education)




Frequent Internet Use 1.106 0.507
(0.844) (0.552)












less education. University educated respondents tend to post more in the IP as well, but
this does not achieve a statistically significant effect. Overall, there is some uncertainty
about how respondent characteristics relate to the amount of Twitter data available to use
with linked survey responses; where it is significant, it appears to be greater amounts of
data available for men and somewhat more educated respondents.
As well as whether there is variation related to respondent characteristics, it is also
important whether differences in the number of tweets available impact the analysis of
linked data. To address this second research question using an exemplar, we estimate the
relationship between the quantity of positive, neutral and negative tweets collected and
respondents’ general happiness measured in the survey. For tweets with scores on both
Afinn and Bing lexicons, the correlation of scores across the two lexicons is very high,
r = 0.88. As the two lexicons are intended to indicate affect broadly in the same way, this
finding is reassuring and not surprising. Table 4 presents additional descriptive statistics
for the number of scored tweets using the Afinn and Bing lexicons. Overall, more tweets
are positively scored than negatively scored using either lexicon, suggesting a generally
more positive tone to content.
While the coded tweets are more positive overall, there are also a sizable number of
negative tweets per respondents in either lexicon. There are relatively few neutrally coded
tweets, however, although some respondents have more of these using the Bing scoring.
As with the overall quantity of Twitter data available, the statistics in Table 4 show great
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Table 4 Number of Tweets by Afinn and Bing Sentiment Score, Innovation Panel
Median Mean SD Min Max
Afinn
Positive 52 167.54 242.78 0 1233
Negative 24 98.69 160.64 0 788
Neutral 2 7.94 12.76 0 62
Bing
Positive 64 188.58 265.84 0 1350
Negative 28 114.54 181.71 0 946
Neutral 8 35.26 54.52 0 250
variation in the number of sentiment-scored tweets collected. The high skew in distribu-
tions leads to means substantially larger than the medians across all sentiments, with large
standard deviations and shows the substantial variability in data availability across survey
respondents.
To identify if the quantity of sentiment-scored tweets is related to well-being measured
in the survey, we estimate a logistic regression model predicting the “unhappy” category
of response on the general happiness measure. We include the number of positively and
negatively scored tweets as covariates in separate models for the Afinn and Bing lexicons.
As with the above analyses, the natural log of the number of sentiment-scored tweets is
used to account for the skewed distribution. The models do not include the number of
neutral tweets, to account for the inclusion of respondents with no coded tweets at zero
values on all counts, but also because these may be less relevant given the desire to re-
late affective content to well-being. The remainder of covariates are those included in the
above analyses on overall tweet counts as possible controls on quantity and to maintain
consistency. The exception is that frequent internet use had to be dropped due to lack of
variation on this variable and the dependent variable. Results of the models using counts
of Afinn and Bing sentiment-scored tweets are presented in Table 5.
The key result is the relationship between negatively scored tweets and general happi-
ness. For the Bing lexicon negatively scored tweets, there is a statistically significant re-
lationship (p = 0.052) with general happiness, and for the Afinn negatively scored tweets
there is a near-significant relationship (p = 0.108). The difference in significance is likely to
be attributable in part to the fewer words and hence coded tweets in the Afinn lexicon. The
impact of coding differences is further suggested by the smaller coefficient estimated using
the Afinn lexicon. However, there is no impact found in either model for the number of
positively coded tweets, although these are more commonly found in the data. This find-
ing suggests that the significant relationship between negatively scored tweets and general
happiness is not only a function of the number of tweets overall, but that the sentiment of
tweets is important.
The interpretation of the estimated effects of negative tweet counts on general happi-
ness suggests a relationship that may be contrary to expectation. That is, a greater number
of negatively coded tweets are related to a lower estimated probability of a respondent giv-
ing an “unhappy” response to the general happiness question. This result may be due to
a number of factors which deserve greater exploration but are beyond the scope of this
paper. In particular, there needs to be a greater examination of the actual content of these
tweets. Regardless, the results suggest the differential relationship that the quantity of con-
tent extracted from Twitter may have on outcomes studied in linked data sources. In this
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#Positive Tweets (log) 0.058 0.230
(0.327) (0.361)
#Negative Tweets (log) –0.525 –0.733*
(0.326) (0.377)
#Followers (log) 0.543 0.582*
(0.349) (0.352)








HH Income £2400+ –0.651 –0.703
(0.804) (0.812)
Education (baseline other education)
















instance, the relationship between general happiness and negative sentiment expressed in
Twitter posts is different for individuals with different quantities of available data. This
finding evidences the need for analyses identifying possible biases in data quantities such
as those presented in Table 3.
While the key finding is the impact of the quantity on a substantive outcome, Table 5 also
displays how linked social media and survey data can provide additional insights. In par-
ticular, respondents with a greater number of followers (in the Bing coded count model)
are more likely to provide an “unhappy” response. This result deserves further exploration
and is one that is only possible to identify using similarly linked data. Only two other vari-
ables show a significant relationship to the general happiness outcome. Controlling for
both social media and other survey variables, women and those employed are also sig-
nificantly more likely to give “unhappy” responses. The combination of results from both
social media and survey data are suggestive of the varied analyses this type of data linkage
can provide.
5 Discussion
Linked Twitter and survey data provide a novel data source that is greater than the sum
of its parts. However, even after respondents have given their consent and provided Twit-
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ter usernames, it is important to understand the analytical limitations. Recent research
exploring Reddit social media data similarly points out the importance of understanding
the data, and that differences in amounts of data can impact analyses (Amaya et al. [2]). We
expand on these ideas by linking Twitter data from survey respondents directly to their
survey responses and provide initial evidence on the impact the amount of data collected
from Twitter can have on analyses of these linked data. We find some consenters may
post nothing, others may post but make their data private, while others may have plenty
of posts available for analysis. We note that this is an advantage of the linked approach: a
sample directly from the Twitter API is a sample of tweets and therefore misses out those
people who do not post. By linking to survey data, we also know who does not post, and
can possibly account for it.
Our research focuses on the nature of linked survey and social media in regard to the
differences in the amount of data created by respondents posting on Twitter. In particular,
we explore whether the variation in data obtained from survey respondents’ Twitter ac-
count is related to individual characteristics and whether such variation can impact anal-
yses of linked data. On both counts, the results illustrate important outcomes that should
be considered by researchers using this methodology. The amount posted varies greatly,
as do the number of friends and followers on the site. A strong positive relationship exists
between the number of followers and posting behavior, although the directionality of this
relationship needs further exploration. Importantly, the analyses provide some evidence
that differences in content production are related to gender and educational attainment,
but not to other important covariates. Given the finding that women and less educated
individuals may post less (at least in the IP), there is a need for further exploration about
the impact this may have when using the linked data in substantive research. As much
research using Twitter is concerned with volume of content (e.g. to see what is ‘trending’),
this paper has demonstrated that some demographic groups may be under-represented in
such studies as they tweet less.
We provide an initial example of how quantity may affect substantive outcomes. Sen-
timent analysis of tweets demonstrates the possible impact of data quantity created by
posting on Twitter on estimating general happiness measured in linked survey data. The
number of tweets coded as having a negative affect is significantly (or nearly so) related
to “unhappy” responses recorded in linked survey data. The results show that differential
production of content leads to different relationships with an outcome of interest. If the
data contained mostly respondents which consistently produced more content (negative-
valence tweets in this example), then analyses combining these data to survey responses
could lead to different interpretations than in instances with fewer tweets.
The mechanisms for what may be driving these differences need additional exploration
as the use of these linked data sources develops. For example, the relationship is the oppo-
site of what might be expected, with more negative tweets indicating a lower probability
of “unhappy” responses. One possible explanation could be people more unhappy (more
directly indicated in the survey) are less likely to post to social media as the present analy-
sis shows the number of positive tweets is not significantly related to this outcome. These
results necessitate further research but may be subject to certain limitations. Basic auto-
mated sentiment analyses like those used here do not capture phrases. For example, “I wish
I was happy” would be counted as positive given the positive word “happy”.
Al Baghal et al. EPJ Data Science           (2021) 10:32 Page 14 of 20
The lack of significant results in the above analyses, both exploring who is creating Twit-
ter data and how this data can impact other outcomes, is not definitive that a relationship
or bias does not exist, particularly given the limitation of small sample sizes in both the IP
and NCP. Given that a subset of the population uses any given social media platform, and
the relatively low consent rates found across studies, small numbers are a potential issue
researchers using this methodology may continue to face. However, the significant results
found in this study warrant further research and future research will endeavor to, among
other goals, generate these linkages on larger data sets. As well as linkages to other stud-
ies, current research is also focusing on ways to improve consent rates, which will increase




What is your Twitter username?
SOFTCHECK: “Twitter usernames must begin with an @ character, followed a max-
imum of 15 characters (A-Z, a-z, 0-9, underscore), no word spaces. Please check and
amend.”
General happiness
Have you recently been feeling reasonably happy, all things considered?
1. More so than usual
2. About the same as usual
3. Less so than usual
4. Much less than usual
Sex




What is your ethnic group?
1. British/English/Scottish/Welsh/Northern Irish
2. Irish
3. Gypsy or Irish Traveller
4. Any other White background
5. White and Black Caribbean
6. White and Black African
7. White and Asian
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13. Any other Asian background
14. Caribbean
15. African
16. Any other Black background
17. Arab
97. Any other ethnic group
Education
Can you tell me the highest educational or school qualification you have obtained?
1. PhD or equivalent doctoral level qualification
2. Masters or equivalent higher degree level qualification
3. Postgraduate academic below-Masters level qualification (e.g. Certificate or
Diploma)
4. Bachelors or equivalent first degree qualification
5. Post-secondary academic below-degree level qualification (up to 1 year)
6. Post-secondary academic below-degree level qualification (2 and more years)
7. Post-secondary vocational training (up to 1 year)
8. Post-secondary vocational training (2 and more years)
9. Completed secondary school
10. Completed primary school
96. None of the above
Subjective economic wellbeing
How well would you say you are managing financially these days? Would you say you
are. . . ?
1. Living comfortably
2. Doing alright
3. Just about getting by
4. Finding it quite difficult
5. Finding it very difficult
HH income
Derived variable from several questions, with imputation. See Knies [10]
Employment
Can I just check, did you do any paid work last week - that is in the seven days ending last




How often do you use the internet for your personal use?
1. Every day
2. Several times a week
3. Several times a month
4. Once a month
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5. Less than once a month
6. Never use
7. No access at home, at work or elsewhere
Marital status
What is [NAME’s / CNAME’s / ff_forname’s / your] legal marital status?
1. Single and never married or never in a legally recognised Civil Partnership
2. Married
3. A Civil Partner in a legally recognised Civil Partnership
4. Separated but legally married
5. Divorced
6. Widowed
7. SPONTANEOUS: Separated from Civil Partner
8. SPONTANEOUS: A former Civil Partner, the Civil Partnership legally dissolved
9. SPONTANEOUS: A surviving Civil Partner (partner having died)
Age
What is [your]/[NAME]’s/[forname]’s date of birth?
NCP
Collected in BSA interview
Sex




To which of these groups do you consider you belong?
1. BLACK: of African origin
2. BLACK: of Caribbean origin
3. BLACK: of other origin (WRITE IN)
4. ASIAN: of Indian origin
5. ASIAN: of Pakistani origin
6. ASIAN: of Bangladeshi origin
7. ASIAN: of Chinese origin
8. ASIAN: of other origin (WRITE IN)
9. WHITE: of any origin
10. MIXED ORIGIN (WRITE IN)
11. OTHER (WRITE IN)
98. (Don’t know)
99. (Refusal)
Collected in July 2017 or earlier NCP wave
Twitter handle
What is your Twitter username?
Al Baghal et al. EPJ Data Science           (2021) 10:32 Page 17 of 20
SOFTCHECK: “Twitter usernames must begin with an @ character, followed a max-
imum of 15 characters (A-Z, a-z, 0-9, underscore), no word spaces. Please check and
amend.”
Education
Starting from the top, please look down the list of qualifications and select the first one
you come to that you have passed
1. Degree or equivalent, and above
2. A levels or vocational level 3 or equivalent, and above
3. Other qualifications below A levels or vocational level 3 or equivalent
4. Other qualification (Please describe)
5. No qualifications
Subjective economic wellbeing
How well would you say you are managing financially these days?
Would you say you are . . . ?
1. Living comfortably
2. Doing alright
3. Just about getting by
4. Finding it quite difficult
5. Finding it very difficult
HHIncomeChk
You have previously told us that your total monthly household income from all sources
before tax was {HHIncomeTxt}.
To help us with our analysis, could you please confirm if that is still correct?
1. Yes
2. No
HHIncomeUpd {IF HHIncomeChk = 2}
Could you please tell us which of the following represents the total monthly income of
your household from all sources before tax?
If you are unsure, please give your best estimate.




















20. £7201 or more
Employment
Which of these descriptions applied to what you were doing last week, that is the seven
days ending last Sunday?
1. In full-time education (not paid for by employer, including on vacation)
2. On government training/employment programme
3. In paid work (or away temporarily) for at least 10 hours in week
4. Waiting to take up paid work already accepted
5. Unemployed and registered at a JobCentre or JobCentre Plus
6. Unemployed, not registered, but actively looking for a job (of at least 10 hrs a week)
7. Unemployed, wanting a job (of at least 10 hrs per week) but not actively looking for
a job
8. Permanently sick or disabled
9. Wholly retired from work
10. Looking after the home
11. Doing something else
Internet use
On average, how often would you say you access the internet for personal use?
Please include time spent on the internet on all devices you use, for example a computer,
laptop, tablet or smartphone”}




5. Less often than once a month
6. {IF TEL: Do not have access to the internet}
Marital status
Which of these applies to you at present?
1. Married
2. In a registered same-sex civil partnership
3. Living with a partner
4. With a partner you do not live with
5. Separated (after being married or in a same-sex civil partnership)
6. Divorced/dissolved same-sex civil partnership
7. Widowed/surviving partner from a same-sex civil partnership
8. Single (never married/never in a civil partnership)
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Age
So we don’t have to check your age each time we conduct a new survey, could you
please tell us your date of birth?
1. Yes
2. No
Please enter your date of birth
AgeCheck
What was your age at your last birthday?
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