[1] One of the important implications of a no-net-rotation (NNR) model of the Earth's horizontal surface velocity is that it is used as a constraint in the definition of the International Terrestrial Reference Frame (ITRF). We present here our most recent estimates of an NNR model (GSRM-NNR-2) that uses over 5700 geodetic station velocities. We test the sensitivity of our model by varying data input and model assumptions. The difference between our various models is maximally 0.6 mm yr À1 , but can be larger if we use only a geographically limited core velocity data set, or if a significant bias in frame origin translation rate exists. Although plate boundary zones should not be considered as being part of rigid plates (Kreemer and Holt, 2001) , the details of the velocity field within the plate boundaries have an insignificant effect on the NNR frame. The difference between the various NNR models that we test is small compared to the difference between our NNR models and ITRF2000, which can be up to 3.1 mm yr À1 . We conclude that the ITRF2000 does not satisfy the NNR condition when considering an NNR model that is based on the actual present-day velocity of the entire Earth's surface, instead of NNR-NUVEL-1A. Citation: Kreemer, C., D. A.
Introduction
[2] By convention [e.g., McCarthy and Petit, 2004] , the time evolution of the International Terrestrial Reference Frame (ITRF) is defined such that there should be no-netrotation (NNR) of the frame with respect to the Earth's lithosphere. In practice the ITRF2000 orientation time evolution was defined by minimizing its 3 rotation rates with respect to the NNR-NUVEL-1A plate motion model using the horizontal velocities of a polyhedron of core ITRF sites [Altamimi et al., 2002 [Altamimi et al., , 2003 . The NNR condition is kinematically defined by setting the following integral over the Earth's surface to be zero [Solomon and Sleep, 1974] :
where v is the horizontal velocity at surface position r, and dA is an infinitesimal element of surface area at r. In practice we evaluate (1) over finite areas (0.6°by 0.5°). From (1) one can derive an NNR model from any plate motion model. NNR-NUVEL-1A [Argus and Gordon, 1991 ] is one such model that satisfies the NNR condition, but is based on a surface velocity model of the Earth (i.e., NUVEL-1A [DeMets et al., 1994] ) that incorrectly describes the present-day velocity of part of the Earth's surface [Kreemer and Holt, 2001] . These shortcomings of NNR-NUVEL1A result from the Earth's surface being solely parameterized by rigid spherical caps (thereby ignoring the deforming plate boundary zones, which can be very wide), and from errors in NUVEL-1A's estimate of present-day relative plate motions [e.g., Sella et al., 2002; Kreemer et al., 2003] .
[3] The alignment of ITRF2000 to NNR-NUVEL1A does not guarantee that the ITRF2000 frame satisfies an NNR condition that is internally consistent with the surface velocity field implied by the ITRF2000 station velocities. A more accurate NNR condition is one based on an NNR model that is derived from our best knowledge of the present-day horizontal surface velocity field everywhere on the Earth's surface. Such models are starting to emerge through a combination of geodetic velocity data and interpolation and/or finite element techniques [Kreemer et al., 2000; Drewes and Angermann, 2001 ]. One such model is the Global Strain Rate Map (GSRM) [Kreemer et al., 2003] , which is parameterized as a set of rigid spherical caps with deformable plate boundary zones between them. GSRM is mainly based on geodetic velocity estimates and is defined in a self-consistent manner by the rigid body rotations of 25 spherical caps and a velocity gradient tensor field for the plate boundary zones [Kreemer et al., 2003] . When using the GSRM model, the NNR model is implicitly derived from a plate-fixed kinematic model. This study aims to quantify the stability and sensitivity of the latest GSRM-NNR frame in terms of modeling assumptions and data input. These tests are necessary to verify the stability of the GSRM-NNR model and to assess its difference with ITRF. This, in turn, would be important if a model like GSRM-NNR-2 were to be adopted as the NNR model for the alignment of future generations of ITRF.
Kinematic Model
[4] We use a core velocity solution onto which available published velocities are transformed. The core solution consists of a velocity field estimated from weekly global and regional GPS solutions from the International GNSS Service (IGS) analysis for 372 sites between 1996.75 and 2005.5. Velocity solutions are computed for four IGS regional associate analysis centers (Australia, Europe, South and North America) and are attached to a central solution computed from re-processed results from the IGS analysis center at Scripps Institute of Oceanography. Using a freenetwork approach [Davies and Blewitt, 2000] all stations with a minimum of 104 observations over a minimum of 2.5-year data-span are fitted to a constant linear station motion model. The minimum data requirements are introduced so that velocity estimates are reliable in the presence of seasonal signals [Blewitt and Lavallée, 2002] . The resulting free network solution is aligned to ITRF2000 by estimating a 14 parameter Helmert transformation.
[5] Station velocity solutions from 93 published (or otherwise available) studies are aligned to the core solution through a 6-parameter Helmert transformation (rotation and translation rate) using horizontal velocities at collocated sites. (All solutions are based on the GPS technique, except for the global Very Long Baseline Interferometry (VLBI) solution (NASA Goddard Space Flight Center VLBI Group, Solution 2004en, 2004 , data products available electronically at http://lupus.gsfc.nasa.gov/global).) If a translation rate in addition to a rotation rate does not significantly improve the fit (as defined through an F-test statistics) only a rotation rate is applied as part of the transformation. This process is iterative (and non-unique) because for some station velocity solutions a sufficient number of collocated sites only occurs once a number of other station velocity solutions have been attached to the core solution. A few station velocity solutions remain with insufficient collocated sites, and those velocities are rotated in the core solution frame (i.e., ITRF2000) in the process of solving for the global velocity gradient tensor field [Kreemer et al., 2003] . All transformation results and references to the incorporated station velocity solutions are tabulated in the auxiliary material 1 . The current database consists of 5732 velocities at 5459 sites ( Figure 1 ). Unlike the model presented by Kreemer et al. [2003] we do not include in this study Quaternary fault slip rate data in central Asia. We exclude fault data in this study, because 1) since the earlier GSRM models the amount of geodetic velocities has increased tremendously in central Asia, eliminating the need for additional geologic data to constrain the velocity gradient field there, and 2) even though fault data may help to localize strain rates near faults, such information rarely alters the local velocity gradient (let alone the global integral of velocity crossed with radial vector) in a significant way.
[6] For all plates with at least two velocities we calculate an angular velocity in ITRF2000 (Table 1) . We then convert these estimates into relative angular velocities with respect to the Pacific plate and apply the results as plate boundary velocity constraints while inverting for the velocity gradient tensor field for the plate boundary zones. We apply PAfixed geologically-inferred angular velocities to those plates that do not have sufficient geodetic coverage. These angular velocities are obtained by combining geologic rates with geodetic relative angular velocities obtained in this study (Table 2) .
[7] We satisfy (1) by following Kreemer and Holt [2001] , which will yield the NNR pole for the reference plate and we then subsequently calculate the NNR angular velocities for all plates (Table 1) using the relative angular velocities. The difference between our NNR frame and ITRF2000 is taken as the difference between our PA-ITRF2000 and PA-NNR angular velocities, and expressed as an ITRF2000 relative to NNR (e.g., ITRF2000-NNR) angular velocity (Table 3) .
Testing Alternative Models
[8] We now test several variations to our data input and model assumptions and we assess their effect on the global velocity integral, and thus the NNR frame.
[9] 1. In this case we only use our core solution of 372 velocities and do not attach any other study. Consequently, for many plate boundary zones the site coverage is very small, and for several plates the geographic coverage is more limited (e.g., Pacific, Nazca, Somalia) than our preferred solution (Figure 1 ) leading to some different plate angular velocities.
[10] 2. Instead of our own core velocity solution we use another global solution (Z. Altamimi, personal communication, 2006 ) to which to attach the published station velocity solutions. Because Altamimi's solution already has the DORIS and VLBI techniques included, we do not attach velocities from the VLBI technique, as we would otherwise do (see Table S1 ).
[11] 3. Kreemer and Holt [2001] argued that plate boundary zones, which deform, should not be modeled as being part of adjacent rigid plates, and they showed that such a false assumption significantly changed their NNR model. Most plate boundaries are now fairly well covered with geodetic velocity measurements (Figure 1 ), but any significant future change to the global velocity field could arguably come from a refined knowledge of the velocity field there. As an extreme test we calculate the velocity gradient tensor field without using any data within the plate boundary zones. The velocity field within those zones is therefore simply the velocity gradient field that satisfies the plate velocity constraints imposed on the rigid adjacent plates and blocks.
[12] 4. Our estimate of the angular velocities of some plates (e.g., North America (NA), Eurasia) could change significantly once the effects of glacial isostatic adjustments (GIA) have been properly accounted for. In an ongoing study of NA plate motion the GIA signal has been removed from the observed velocities in order to obtain an improved secular estimate [Blewitt et al., 2005] . As a test we use that estimate (w x = 0.0183, w y = À0.1851, w z = À0.0241), converted to a PA-fixed frame, as a velocity boundary constraint instead of that listed in Table 1 .
[13] 5. Some plates' geodetic motions are currently undetermined because there are insufficient geodetic velocities to calculate an angular velocity. Examples are the Juan de Fuca (JF) and Cocos (CO) plates. Geologic rates have been estimated for these plates (Table 2) , but it is possible that these are significantly different than the actual presentday rates. For example, such a discrepancy has been found for the Nazca plate [Angermann et al., 1999; Norabuena et al., 1999] , which geodetic rotation rate relative to South America is 84% of that of NUVEL-1A [Kreemer et al., 2003] . As a test we impose an angular velocity constraint for the unconstrained plates (JF, CO, Rivera, Scotia, Cap- r(x, y), r(x, z), and r(y, z) are the correlation coefficient between x and y, x and z, and y and z directions, respectively. These plates have insufficient velocities to determine their angular velocity geodetically. Their no-net-rotation angular velocity is inferred from including published geologic rates. One could infer their ITRF2000 angular velocities by subtracting our ITRF2000-NNR angular velocity (Table 3) . ricorn, Caroline) that is also at 84% of the rate presented in the literature.
[14] 6. Any real net translation rate of the crust relative to the Earth's center of mass that is not due to tectonic deformation is likely to be small, <1mm yr À1 [Trupin et al., 1992; Argus et al., 1999; Greff-Lefftz, 2000] . Geodesy has not yet reached the required precision to quantify any such translation rate; furthermore, defining the translation rate of the frame origin is confounded by orbit errors and deficiencies in tracking network sampling [Argus et al., 1999] . Altamimi et al. [2002] found that SLR translation rates can be $1.0 mm yr À1 (in Z-direction) and can be even larger for GPS. The ITRF origin rate definition is therefore uncertain at this level.
[15] To test the affect on the NNR frame, we translate our velocity solution with 1.7 mm yr À1 towards 36°N and 111°E, which changes the horizontal velocity field, before we calculate plate angular rotations and determine the NNR frame. This translation rate is equal to that inferred on the basis of the comparison between vertical VLBI velocities and GIA predictions [Argus, 1996] . Although this translation rate does not necessarily reflect any existing translation rate bias in ITRF2000, it serves as an illustration. It should be noted that the direction of the translation rate is important, because different directions will impact the plate angular velocities differently, and therefore the impact on the NNR frame will vary with the direction of any translation rate.
Discussion and Conclusions
[16] We find that the inter-model differences between most of our different NNR model realizations are relatively small. The difference between the NNR models in Table 3 leads to a maximum velocity (at 90°away from the Euler pole corresponding to the relative angular velocities: u max ) that is 1.8 mm yr À1 for Case 1, 1.8 mm yr À1 for Case 6, and 0.6 mm yr À1 for the other cases. It is anticipated that the difference between Case 1 and our preferred model will diminish in the future as the spatial coverage of the IGS network (and hence our core solution) increases. The incorporation of a large translation rate of 1.7 mm yr À1 results in the largest difference in NNR frame compared to our preferred model. The fact that the difference between the ITRF2000-NNR angular velocities for Case 6 and our preferred model (Table 3) is minimal is because the additional translation rate in Case 6 equally affects the ITRF and NNR velocities. We conclude that the assessment of a possible frame translation rate bias should be a subject for continuing research, because it not only affects the origin definition but, if the bias is significant, the NNR frame as well. Also, future work needs to assess the sensitivity of the direction of the translation rate bias on the NNR frame.
[17] Our results indicate that if we use the SNARF angular velocity for North America instead of the one based on velocities that are not adjusted for the effects of GIA, our NNR frame is not significantly affected. However, it is not certain whether this conclusion still stands if SNARF-like angular velocities would be available, and used, for other plates, such as Eurasia.
[18] Kreemer and Holt [2001] showed that it is important to not model the plate boundary zones as if they are part of the rigid adjacent plates. That conclusion still stands, but the small difference between Case 3 and our preferred model indicates that the NNR frame is not very sensitive to the fine details of the velocity field within the plate boundary zones (the difference in models relates to a maximum differential velocity of 0.3 mm yr À1 ). When we set the rates for the unconstrained plates to be 84% of the most recent estimated geologic rates (i.e., Case 5) the difference in NNR model is relatively small. In our preferred model the summed areal velocity of the six unconstrained plates is 2.6% of the global integral, and evidently changing those velocities has no significant effect on the outcome of (1). However, further tests show that if we change those plate rates to being 50% of published geologic rates the impact on NNR is significant. Such a drastic difference between true and inferred geologic rates is, on the other hand, probably unrealistic.
[19] The difference between our various NNR model cases is small compared to the difference between any of our NNR frames and ITRF2000. For most cases the difference amounts to a rotation whose associated Euler pole can generally be found in western Canada. The related velocity difference can be up to 2.6-3.1 mm yr À1 (v max : Table 3 ) in parts of Eurasia, South America, Africa and the Pacific (not considering Case 1). This is a large difference considering the uncertainty in the NNR frame and the standard velocity error for most (continuous) stations. The difference is slightly larger than the 2.3 mm yr À1 that Altamimi et al. [2003] estimated to be the maximum velocity related to the difference between ITRF2000 and the NNR model of Kreemer and Holt [2001] (as estimated using the velocities at 50 ITRF core sites). We conclude that ITRF2000 does not satisfy the NNR constraint if the NNR model is based on the actual present-day velocity of the entire Earth's surface.
[20] For matters of consistency it would be acceptable for future ITRF generations to continue having the frame aligned to the NNR-NUVEL1A model, even if that entails that ITRF does not satisfy a true NNR condition based on present-day surface kinematics. However, one of the main problems with the current alignment procedure is that it is limited to using only sites far away from plate boundaries. The use of the GSRM-NNR-2 model instead of NNR-NUVEL1A would alleviate that restriction and would simultaneously ensure a proper NNR condition for ITRF. We show here that given a small frame translation rate bias and sufficient global coverage, GSRM-NNR-2 has sub mm yr ) and v max (mm yr À1 ) which is the horizontal velocity 90°away from corresponding Euler pole. Different cases are discussed in text. u max is the maximum velocity difference corresponding to the relative angular velocity between our preferred NNR model and the different cases.
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stability. Whether it is worth making the change from using NNR-NUVEL1A to a model like GSRM-NNR (and such change may also require significant change in Earth Orientation Parameters) should remain subject to ongoing research and discussions.
