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Abstract
This paper deals with the file allocation problem [6] concerning the dynamic optimization of communication
costs to access data in a distributed environment. We develop a dynamic file re-allocation strategy that adapts on-
line to a sequence of read and write requests whose location and relative frequencies are completely unpredictable.
This is achieved by replicating the file in response to read requests and migrating the file in response to write
requests while paying the associated communications costs, so as to be closer to processors that access it frequently.
We develop first explicit deterministic on-line strategy assuming existence of global information about the state of
the network; previous (deterministic) solutions were complicated and more expensive. Our solution has (optimal)
logarithmic competitive ratio. The paper also contains the first explicit deterministic data migration [7] algorithm
achieving the best known competitive ratio for this problem. Using somewhat different technique, we also develop
the first deterministic distributed file allocation algorithm (using only local information) with poly-logarithmic
competitive ratio against a globally optimized optimal prescient strategy.
© 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
1.1. The problem
This paper is concerned with finding efficient strategy for replicating and migrating data in presence
of a dynamic pattern of reads and writes (see Fig. 1, details in Section 2). This is a well-studied problem
in distributed systems [10].
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Fig. 1. The file allocation problem. A subset of the network processors are holding copies of a file F . The file may be read or
written by any of the processors.
In order to achieve maximum efficiency, we need to maximally exploit the locality of reference in the
underlying distributed program, and incorporate it with the spatial locality of the underlying network
architecture. More specifically, if many read requests to a specific file are issued in some vicinity, it is
advisable to copy the relevant file to, or near, that vicinity. However, this should be balanced by the
relatively greater cost of moving an entire file versus the smaller cost of transferring only the data being
read. On the other hand, if the file is frequently written, then it seems advisable to remove all replica but
one, and locate this replica close to the vicinity of the writes.
In this paper, we will avoid making any statistical assumptions about the location or frequency of read
and write requests. The above conflicting heuristics must somehow be balanced in a dynamic fashion,
so that the resulting algorithm automatically adapts to changing access patterns. The goal here is finding
an “almost optimal” dynamic policy, rather than “learning” the best “static” file assignment.
We will use, as a measure of performance, the “competitive ratio” which is defined as the ratio be-
tween the costs associated with an on-line algorithm versus the costs expended by an optimal dynamic
policy (referred to as “adversary”), who has perfect knowledge of the future, to deal with the same
sequence of events. To capture additional subtleties arising in distributed systems, such as the need for
local control, the standard definition of competitiveness, as introduced by Sleator and Tarjan [12,14],
needs to be refined. Below we briefly elaborate on this important issue.
1.2. Centralized and distributed models
Centralized model. In this “standard” setting, as introduced in [12,14], the on-line algorithm is fully
aware of the global state of the system, which consists of the current configuration (i.e., the position of
all file replicas) and the current input, but is unaware of the future sequence of input requests. An on-line
algorithm is called c-competitive if for every sequence of requests its cost is at most c times the cost of
a prescient adversary up to a constant additive term (if there is no additive term the algorithm is called
strictly competitive).
In other words, we assume some “daemon” that keeps track of the migrating, replicating, and dying
populations of files in the network. In particular, we assume that the daemon tells processors how to go
about finding the closest current copy of every file, how to update all replicas after a write, etc. More
importantly, the daemon coordinates the decisions made by different processors.
Distributed model. In a more realistic distributed setting, such a daemon does not exists. The decisions
are made based solely on local information. It is thus up to the on-line algorithm to find out (for pay) the
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relevant part of the global state necessary to take a decision; the only information that the algorithm has
“for free” is the past local input. The additional handicap imposed on the on-line distributed algorithm
is that it is evaluated against the off-line adversary that does not pay for overhead of control needed to
take an intelligent decision.
Consequently, the task of designing efficient on-line distributed algorithms is quite a challenging one,
and cannot be taken for granted. While certain techniques have been developed in the literature in order
to competitively locate mobile objects based on local information [2,6], it is hard (and sometimes prov-
ably impossible) to “localize” global-knowledge decision strategy without compromising the perfor-
mance. Consequently, “good” global-knowledge on-line algorithm may prove to be absolutely useless
in the distributed environment. For example, the “existential” method of [5] for derandomizing on-line
algorithms is based on obtaining global information and thus cannot be be efficiently implemented in a
distributed setting.
1.3. Existing results
The management of data in a multiprocessing environment has been extensively studied, both from
the theoretical and the practical standpoints. The 1981 survey paper by Dowdy and Foster [10], dealing
with the file allocation (or assignment) problem, cites close to a hundred references.
First competitive algorithms for special cases of the centralized version of the problem were found
by Black and Sleator [7] and Westbrook [15]. The file allocation problem may be viewed as the com-
bined solution to the two subproblems defined in [7]. Other special cases of these problems have been
considered in [8,13,16].
In [6], randomized algorithms have been developed for the general network, with competitive ra-
tio of O(log n) for the centralized problem and O(log4 n) for the distributed problem. The existential
construction of [5] can be used to obtain an O(log2 n)-competitive deterministic centralized on-line
“algorithm”. One of its disadvantages is the exponential computational cost, which makes it unattractive
from the practical perspective. Since this algorithm is based on obtaining global information, it cannot
be efficiently implemented in the distributed setting (competitive ratio of (n)).
1.4. Summary of our results
In this paper, we develop the following results:
• Centralized: we develop an optimum deterministic algorithm with an O(log n) competitive ratio.
• Distributed: we develop the first deterministic solution with an O(log4 n) competitive ratio.
One of the corollaries of our centralized algorithm is a simple deterministic 7-competitive Move-To-
Min (MTM) data migration algorithm, which achieves the best known competitive ratio.
1.5. Structure of the paper
In Section 2, we give a somewhat more formal statement of the problem. Section 3 describes some
basic tools. We start by presenting in Section 4 the building blocks of our solution, which deal with
the two special cases of the problem. The first is a simple potential function analysis of the greedy
Steiner tree heuristic, and the second is a simple deterministic 7-competitive data migration algorithm.
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This is the best known competitive ratio for file migration. In Section 5 we present a (deterministic)
centralized file allocation algorithm which is O(log n)-competitive, based on the basic ideas presented
in Section 4. This algorithm is optimally competitive (up to a constant factor) for general network topol-
ogies. In Section 7, we present a different (deterministic) distributed file allocation algorithm which is
O(log4 n)-competitive.
2. Problem statement
Network model. The underlying network topology is modeled by a weighted undirected graph (also
referred to as “weighted graph”, or “metric space”) where processors are represented by vertices, and
edge weights represent transmission costs between corresponding pairs of vertices. The weighted graph
need not obey the triangle inequality, but a natural metric space can be defined where the points are
processors and the distance between two points is equal to the length of the shortest path between the
processors in the weighted graph.
Input/output. The algorithm receives, as an input, the sequence of read and write requests issued
at different network nodes (Fig. 1). As an output, it produces a sequence of responses, each response
changing the configuration, namely the network nodes currently holding the replicas of the file (Fig. 2).
In case of distributed on-line algorithms, configuration also includes various distributed data structures
maintained by the algorithm.
The response is based on the information available to the algorithm. In the case of off-line algorithm,
this information consists of the past and the future inputs. In the case of centralized on-line algorithms,
it consists of the past inputs. In the case of distributed on-line algorithms, it consists of the past local
inputs and the part of the current global information explicitly communicated to the location at which
the decision is made.
Data are assumed to be organized in indivisible blocks such as files (or pages). It can be accessed via
communication links by paying a charge equal to the data transfer size times the distance traversed (in
the above metric space). Individual words or records can be read or written remotely, but a file cannot
be split among processors. Files may be replicated in various processors throughout the network, but
copy consistency must be maintained. In other words, all file replicas must be identical and must reflect
all write transaction performed until now. Each read must return the most updated value, and the value
written must be propagated to all replicas.
Fig. 2. The file allocation operations. The file may be either replicated or deleted.
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Costs. The total cost expended by a centralized (on-line or off-line) algorithm consists of the cost
caused by the configuration changes, plus the cost of serving the input requests. The costs of configura-
tion changes are:
• The cost of erasing a file replica is zero.
• The cost of replicating a file from one location to another is the cost of communication between these
two locations, times the files size, D (which may be quite large).
The costs of request service are as follows:
• The cost of serving a read request is the cost of communication from the location of the request to the
closest replica. (Minimum cost obtained by communicating over the shortest path.)
• The cost of serving a write request is the cost of communication from location of the write request to
all the replicas. (Minimum cost obtained by communicating over the minimum-weight Steiner tree,
of the above locations.)
In case of a distributed on-line algorithm, the cost incorporates also the cost of control, i.e., mainte-
nance of distributed data structures. Each time a control message is sent, on-line pays the number of bits
in the message, times the cost of the path traversed by that message.
3. Preliminaries
In this section, we describe some basic tools we use.
3.1. The cover problem
3.1.1. The cover problem definition
The on-line cover problem [6] is the problem of maintaining a covering of small number of small
diameter subsets of a dynamically changing set in a weighted graph.
Let G be a weighted graph. Let Q be a subset of nodes of G.
For integers r, s > 0, a set C = {C1, C2, . . . , Cs} of mutually exclusive subsets of nodes, and a choice
of nodes p1, p2, . . . , ps , pi ∈ Ci , is called an r-cover of Q iff for every i, i = 1, 2, . . . , s, Q ∩ Ci /= ∅,
and Q ⊂⋃si=1 Ci , and for every Ci , i = 1, 2, . . . , s, the distance between any node in Ci and pi is at
most r . r is called the radius of the cover.
Each of the sets Ci is called a cover set. The chosen nodes, p1, p2, . . . , ps , are called covering nodes.
Initially the set contains a single node Q = {q0} and the cover contains one covering set C1 = {q0},
and a single covering node p1 = q0.
The on-line cover problem for some fixed parameter r is the problem of maintenance of an r-cover
for a dynamic set Q, where insertions into Q and deletions from Q are allowed (but Q is never allowed
to be empty), where s changes with Q.
Define the optimal cost of an insertion to be the minimum distance between a node of Q and the
inserted node, and the optimal cost for a deletion is 0.
For every integer k > 0, [6] gives an algorithm for the on-line cover problem that maintains a 2(k −
1)-covering such that for every sequence of insertions and deletions, if the optimal cost for the sequence
is UPD, the final value of s is at most 1 + (1/k) · UPD.
When all operations are insertions we can define a tree S over the set of nodes Q with edges between
every origin and destination nodes for each insertion. In this case the covering of Q can be viewed as a
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tree cover, i.e., a partition of the dynamically growing subtree S in a graph into O(T (S)/k) subtrees of
diameter at most k each, where k > 0 is some integer.
3.1.2. The hierarchical cover problem
In most of the cover problem applications we need to simultaneously solve r-cover problems with
r = O(2i) for all 0  i  log(Diam).
We would like to minimize the final number of covering sets.
To obtain the hierarchy of covers define i-level cover algorithms for solving the 2(k − 1)-cover prob-
lem for Q for k = 2i , i.e., give all level algorithms the entire sequence of insertions and deletions.
Naively, this will result in log(Diam) factor in the number of covering sets.
We have stronger claims on the performance of the hierarchical algorithm.
Let the number of covering sets maintained by the i-level cover algorithm be denoted as s(i). Let
the total number of covering sets creations made by the i-level cover algorithm be denoted c(i). Then
s(i)  c(i).
The following theorem is a slight modification from [6]:
Theorem 3.1. The following invariant is maintained by the hierarchical cover algorithm
log(Diam)∑
i=0
2i · (s(i)− 1)
log(Diam)∑
i=0
2i · (c(i)− 1)
O(min{log n, log(Diam)}) · UPD.
For completeness of discussion, the solution and analysis of the cover problem is described in Ap-
pendix A.
3.2. The on-line Steiner tree problem
Let G be a weighted graph. An on-line Steiner tree algorithm obtains a sequence of vertices σ =
v1, v2, . . . , v of the graph G.
In response the Steiner tree algorithm computes subtrees T1, T2, . . . , T of G, such that for every
i, i = 1, 2, . . . , , Ti spans all vertices vj , j = 1, 2, . . . , i (and possibly other vertices as well). The
subtree Ti must include Ti−1 as a subgraph. The algorithm must compute Ti independently of vertices
vj , j > i.
The configuration of a Steiner tree algorithm is the tree it currently holds. The cost for changing from
configuration Ti to configuration Ti+1 is defined to be equal to the sum of weights of the edges added to
Ti as to obtain Ti+1. This is also referred to as the distance between the configurations dist(Ti, Ti+1).
For a Steiner tree algorithm Alg, the cost over an input request sequence σ , denoted costAlg(σ ), is
defined to be the sum of the individual request costs:
∑
i dist(Ti, Ti+1). It follows from the definition
that this cost is equal to the weight of T.
The cost of an optimal adversary is the weight of a minimum Steiner tree spanning all vertices in σ .
Since we are interested in strictly competitive on-line Steiner tree algorithms the word “strictly” is
often omitted when discussing the on-line Steiner tree problem.
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Notation. For a weighted graph G, d(p, q) denotes the weight of the minimum weighted path be-
tween vertices p and q of G . Where Q is a subset of vertices and p is a vertex of G, d(Q, p) =
minq∈Q{d(p, q)}.
The k-neighborhood of a vertex v is the set of all vertices u, s.t., d(u, v)  k. This set is denoted
Nv(k).
T (Q) denotes the weight of a minimum Steiner tree spanning the vertices in Q. T (Q) is also used to
denote the Steiner tree itself, and the meaning should be clear from the context.
Where S is a tree, T (S) simply denotes the weight of the tree.
The on-line Steiner tree problem is equivalent to a special case of the file allocation problem, where
D = 1, only read requests are issued, and the algorithm is forced to replicate upon a read request.
Imaze and Waxman [11] define this problem and give upper and lower bounds for it. They show that
the greedy on-line Steiner tree algorithm is log n competitive.
For completeness of the discussion we give here an alternative very simple proof of this claim. We
also give in Section 4.1 another potential function proof that shows the competitive ratio of the greedy
Steiner tree algorithm is O(min{log n, log(Diam)}). That potential function proof gives the intuition
behind our more complex file allocation algorithm proof. Analysis of the greedy Steiner tree algorithm
was also independently made by [1,9,17] giving similar bounds.
The greedy Steiner tree algorithm. The greedy Steiner tree algorithm connects a new point to the
closest point already in the tree.
Theorem 3.2. The greedy Steiner tree algorithm is strictly log n-competitive for any weighted graph
over n vertices.
Proof. Let σ = v1, v2, . . . , v be the request sequence of vertices. Let A be the minimum Steiner tree
spanning all vertices in σ .
Let H be a minimal cycle for the vertices in σ . The weight of H is bounded above by twice the weight
of A.
Consider any two adjacent vertices v and u along the cycle H . Let u be the vertex requested later
than v. The cost for serving the request for u is at most d(u, v), which is at most the weight of the path
between them in H (see Fig. 3).
Fig. 3. The minimal cycle H and n/2 pairs of adjacent vertices.
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Now divide the vertices into n/2 pairs of adjacent vertices along the cycle H . This can be done so
that the sum of weights of paths between these adjacent vertices will be at most half the total weight of
H , and therefore at most the weight of A.
It follows that the cost greedy incurs on the n/2 requests for one of the vertices in each of these
pairs is at most the weight of A.
The result follows by removing these n/2 vertices and repeating the process described until one
vertex is left. Thus we get that greedy’s cost is at most log n times the weight of the minimum Steiner
tree A. 
4. The Building blocks
This section presents the two basic ideas used in the construction of the deterministic file allocation
algorithm in Section 5.
First we consider a special case of the problem, where D = 1, and only read requests are issued. This
version of the problem is related to the on-line Steiner tree problem, studied by [11].
4.1. More on the on-line Steiner tree problem
The on-line Steiner tree problem is equivalent to a special case of the file allocation problem, where
D = 1, only read requests are issued, and the algorithm is forced to replicate upon a read request.
In the following paragraph we consider the greedy strategy for the Steiner tree problem and give
a simple potential function proof for the competitiveness of the greedy on-line Steiner tree algorithm,
and thus to read-only replication. (Alternative nonpotential function proofs given by [1,9,11,16], and in
Section 3.2.).
Although this is not essential for the proofs of competitiveness of our file-allocation algorithms, the
intuition behind this potential function serves as a basis to the more complex potential function used
to prove our deterministic file-allocation algorithm, and we believe that it gives more insight into the
problem.
The greedy Steiner tree algorithm. The greedy Steiner tree algorithm connects a new point to the
closest point already in the tree. To this algorithm corresponds a simple replication algorithm (for the
read-only case), namely replicate from the closest replica.
Theorem 4.1. The greedy Steiner tree algorithm is strictly O(min{log n, log(Diam)}) competitive for
any weighted graph over n vertices.
For the definition of the potential function we need a way to form a tree cover (Section 3.1), i.e., a
partition of a subtree S in a graph to O(T (S)/k) subtrees of radius at most k each, where k is some
integer. As described in Section 3.1 the tree cover problem is a restriction of the cover problem of [6]. In
fact we use the hierarchical cover problem, defined in Section 3.1, to obtain a hierarchy of tree covers.
The analysis of the Steiner tree potential function  is somewhat different than the usual one-step
analysis. We first let the adversary serve all the requests, and then define the potential function based
on its final configuration. We show that   0. Then we prove that its initial value 0  c× (adversary
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cost), where c is the competitive ratio. Finally we show that when the on-line algorithm serves a request
the potential function decreases by at least the service cost. It follows that the on-line cost is at most c
times the off-line cost.
Proof of Theorem 4.1. Let A denote the adversary optimal Steiner tree, and B denote the greedy on-line
subtree.
Define a hierarchical tree cover for the adversary tree A as in Section 3.1. That is for each level
0  i  log(Diam) we have a tree cover of s(i) = O(T (A)/2i ) covering subtrees of radius at most
2(2i − 1) < 2i+1.
Let pi1, p
i
2, . . . , p
i
s(i) be the covering nodes in the i-level tree cover.
Let k = 2i+1. For every covering node such that the on-line subtree has not reached its k-neighbor-
hood, the potential function holds a credit of 4k.
The potential function  is the sum of these credits over all levels and covering nodes:
 = 4
log(Diam)∑
i=0
2i+1
s(i)∑
j=1
{
1 if Npij (2
i+1) ∩ B = ∅,
0 otherwise.
We proceed with the analysis of the potential function .
Clearly   0. Using Theorem 3.1 we obtain
  4
log(Diam)∑
i=0
2i+1 · (s(i)− 1)  O(min{log n, log(Diam)}) · T (A).
The first inequality follows since for every level i, the first covering node is the origin node v1 which is
contained in B, and therefore at most s(i)− 1 nodes may donate to the value of the potential function.
Therefore we only need to show the potential function decreases by at least the on-line cost expended
for adding a new vertex v to its subtree upon a request (see Fig. 4).
This cost is the distance to the nearest node in the on-line subtree to the requested node v, d(B, v).
Choose k = 2i+1 so that 4k is the least power of two such that 4k  d(B, v).
Fig. 4. The greedy Steiner tree potential function.
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Fig. 5. The newly requested node v enters the k-neighborhood of covering node p.
Since 2k < d(B, v) there was no vertex in the on-line subtree in the 2k-neighborhood of v before the
request.
Since v ∈ A, there is a covering node p, in the i-level tree cover, at distance at most k from v.
Let b be the nearest node in the on-line subtree, B, to node p. Then,
d(p, b)  d(v, b)− d(v, p) > 2k − k = k.
Thus the k-neighborhood of p did not contain a node in B before the request, but contains a new node
in the on-line subtree after the request for v. We therefore conclude that the potential function decreases
by at least 4k  d(B, v) (see Fig. 5). 
We remark that a somewhat improved bound can be obtained by first dealing with all requests of cost
at most T (A)/n for the on-line algorithm. Since there may be at most n such requests the total cost
incurred by the on-line algorithm for such requests is at most T (A).
To deal with the rest of the requests tree covers are needed only for levels i, such that T (A)/n 
4 · 2i+1  2 · diam(A). Since the maximal cost for a request is bounded by diam(A).
For each level we have 2i+1 · (s(i)− 1)  O(T (A)), so that the proof gives a competitive ratio pro-
portional to the number of levels:
O
(
log
(
n · diam(A)
T (A)
))
.
This result was independently established in [16].
4.2. File migration
While the Steiner tree problem model a special case of the read only file allocation problem, the data
migration problem relates to file allocation with only write requests.
The file migration problem consists of a single copy of a file held at some processor in a network of
processors, and a sequence of file accesses issued at different processors. Each access to the file costs
the distance between the requesting processor and the processor holding the file copy.
In what follows we give the first deterministic algorithm for file migration on arbitrary topologies.
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The following theorem states that a solution for the file migration problem also applies to the file
allocation problem with only write requests.
Theorem 4.2. Given a file allocation algorithm A, there exists another algorithm B that keeps only one
copy of the file such that for any sequence of write requests, B’s cost for that sequence is at most the cost
incurred by A for the same sequence up to a constant additive term.
Proof. We assume that A starts at a configuration consisting of a single copy of the file. This can change
its cost by at most an additive term.
We will show that at any given time, for any file copy held by A at some processor p, there exists
another algorithm B(p) that keeps only one copy of the file at processor p such that if σ is the request
sequence so far then CostB(p)(σ )  CostA(σ).
The proof is by induction on the time.
At the beginning there is only one algorithm holding the file copy at the same location as A does.
Assume A replicates a file copy from processor p onto processor q. Then B(q) is defined to be the
algorithm that behaves the same as B(p) up to the current request and then migrates the file copy from
p onto q. The other algorithms do not change their configuration. When A deletes all algorithms do not
change their configuration.
It follows that for any processor u for which A holds a copy of the file the cost B(u) incurs for
migrations is at most the cost incurred by A for configuration updates.
For any given write request at some processor w, A’s cost for that request is at least the distance from
any one of its file copies to the writing processor and therefore at least the cost incurred by B(u). 
Algorithm Move-To-Min (MTM). The algorithm divides the request sequence into phases. Each phase
consists of D consecutive accesses to the file at processors w1, w2, . . . , wD . During a phase the algo-
rithm does not move the copy of the file. At the end of a phase migrate the copy to a processor m in the
network such that the sum of distances from m to the wi’s is minimized.
Theorem 4.3. Algorithm Move-To-Min is 7-competitive for file migration on arbitrary network topolo-
gies.
Proof. We analyze the performance of the algorithm in a phase. Let a = a0 denote the position of the
adversary copy at the beginning of a phase, and ai, 1  i  D denote its position after the ith request
of the phase. Also let b denote the position of the on-line copy at the beginning of the phase (see Fig. 6).
During the phase MTM incurs a cost of d(b,wi) on the ith request. At the end of the phase its cost for
migrating the file is D · d(b,m). Thus its total cost for the phase is
CostMTM=
∑
i
d(b,wi)+D · d(b,m)

∑
i
d(a,wi)+D · d(b, a)+D · d(b,m).
The adversary incurs a cost of d(ai−1, wi) on the ith request, plus a cost of D · d(ai−1, ai) for its
migration after the request (see Fig. 7). Thus the adversary cost during the entire phase is
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Fig. 6. Algorithm Move-To-Min (MTM). In the example D = 7. m minimizes the sum of distances to the D access locations.
Fig. 7. The costs incurred by the on-line algorithm and the adversary over a phase.
CostAdv = D ·
∑
i
d(ai−1, ai)+
∑
i
d(ai−1, wi).
Using the triangle inequality we get that for any 0    D:
CostAdv=D ·
∑
i
d(ai−1, ai)+
∑
i
d(ai−1, wi)

∑
i
{d(a, ai−1)+ d(ai−1, wi)}

∑
i
d(a, wi).
Thus we obtain
D · d(a,m) 
∑
i
d(a, wi)+
∑
i
d(m,wi)  2
∑
i
d(a, wi)  2CostAdv.
We use the potential function  = 2D · d(a, b). We show that over a phase it increases by at most seven
times the adversary cost and decreases by at least the on-line cost. Let a′ = aD .
&=2D · (d(a′, m)− d(a, b))
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D(2d(a′, m)+ d(a,m)− d(b,m)− d(a, b))
=2D · d(a′, m)+D · d(a,m)
+
∑
i
d(a,wi)−
∑
i
d(a,wi)−D · d(b,m)−D · d(a, b)
7CostAdv − CostMTM. 
5. Centralized file allocation
In this section we present a deterministic O(log n)-competitive file allocation algorithm for arbitrary
networks.
We assume that initially the algorithm holds a single copy of the file in the network. Otherwise we
can delete all copies but one, incurring no additional cost. Set λ = 4.
The file allocation algorithm (FA). The algorithm partitions the request sequence into phases. Each
phase, except perhaps for the last one, contains exactly D successive write requests.
Within each phase, the algorithm deals only with read requests.
Dealing with read requests. At all times the algorithm maintains a partial list, L, of previous read
requests in the current phase.
Upon receiving a new read request initiated by processor r , add r to L.
If L consists of more than D read requests, then consider the smallest k-neighborhood of r containing
D requests.
If the algorithm does not hold a copy of the file at distance less than λk from r , replicate a copy of the
file to r from the closest processor to r holding a copy, and remove the D requests from L (see Fig. 8).
Dealing with write requests. When a phase ends, let w1, w2, . . . , wD be the locations of the D writes
initiated during the phase. Let m be a processor such that the sum of distances from m to the wi’s (i.e.,∑
i d(m,wi)) is minimized. Now, replicate a copy of the file tom from the closest processor to it holding
a copy, and then delete all copies of the file except the one at m. The read requests list, L, is initialized
to be empty. This procedure is called the reorganization step.
Fig. 8. The file allocation algorithm (FA): dealing with read requests. r is the last read request (λ = 4.)
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m can also be chosen among the wi’s to minimize the sum of distances to the other write locations,
instead of minimizing over all vertices. (We show that choosing m this way increases the competitive
ratio by at most a constant factor.)
Theorem 5.1. Algorithm FA is O(min{log n, log(Diam)})-competitive for file allocation on arbitrary
network topologies.
5.1. Competitive analysis of FA
This section describes the proof of Theorem 5.1 for the competitiveness of the file allocation algorithm
FA.
We prove Theorem 5.1 using a potential function argument. We analyze the change in the potential
function , in phases. For each operation within a phase we show that during the phase the potential
function increases by at most O(log n) times the adversary cost and decreases by at least the on-line cost,
which concludes the theorem.
The analysis is separated into five main parts:
• We begin by proving  is nonnegative in Lemma 5.2.
• Next we prove that the total sum of changes in over all configuration changes made by the adversary
during the phase is O(log n) times the sum of its configuration change costs. This is done in Lemma
5.3.
• Lemma 5.4 deals with the change in the potential function after both the adversary and the on-line
algorithm serve a read request. We show that  increases by at most O(1) times the adversary cost
for the read and decreases by at least the on-line cost for that read.
• Lemma 5.5 deals with the change in the potential function due to a replication made by algorithm FA.
We prove that  increases by at most O(1) times the adversary cost for the D reads that caused that
replication and decreases by at least the cost of the replication to the on-line algorithm.
• Finally, in Lemma 5.6 we analyze the change in the potential function at the end of a phase proving
that it increases by at most O(log n) times the cost the adversary incurred during the phase for serving
the D write requests invoked during the phase and decreases by at least the cost FA incurred for those
write requests and for performing the reorganization step taken at the end of the phase.
Throughout the proof we use A to denote the adversary configuration, and B to denote the on-line
configuration.B is the subtree spanningB, implied by the on-line replications. This is defined as follows:
When FA replicates from p ∈ B onto a vertex q /∈ B, then the shortest path between p and q is added
to B.
We define an intermediate adversary.
At the beginning of a phase the intermediate adversary holds a minimum Steiner tree spanning the
copies held by the original adversary and the single copy held by the on-line algorithm.
During a phase the intermediate adversary replicates to the same locations that the original adversary
replicates to, but never discards any file copies. Thus, the read requests occurring during the phase cost
the intermediate adversary at most as much as their cost for the original adversary.
Associated with the intermediate adversary is a tree, denoted A, that includes all vertices in the
intermediate adversary configuration, and the edges include the original edges at the beginning of a
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phase and edges to new vertices, these are the edges that were used by the true adversary to replicate the
file.
5.2. The potential function for FA
The potential function for FA, , is composed of three main potential components.
Each is responsible of dealing with different parts of the analysis.
Basically, ) is the potential for the cost of on-line replications, * is the potential for the cost of read
requests, and + is the potential for the cost of write requests.
Following the ideas of the proof of Theorem 4.1 for greedy Steiner tree, we use a hierarchical tree
cover (Section 3.1) of the intermediate adversary subtree A.
At the end of each phase the hierarchical tree cover is reconstructed according to the new intermediate
adversary configuration, starting at the processor holding the migrated single on-line file copy, (i.e., the
first covering processor is that one), and then dynamically maintained to reflect the changes in A.
For every level 0  i  log(Diam) we have a tree cover of s(i) covering subtrees of radius at most
2(2i − 1).
Let pi1, p
i
2, . . . , p
i
s(i) be the covering nodes in the i-level tree cover.
This tree cover implies a partition of the network into disjoint sets: Si1, Si2, . . . , Sis(i), such that every
node v is contained in a single set Sij such that p
i
j is closest to v among all i-level covering processors
(breaking ties arbitrarily).
Define the constants λ∗1 = 22λ+22λ+1 and λ∗ = 3(2 + (2λ∗1)2(1 + 1λ)).
We use the following notation in the potential function definition.
Notation. For some k  0, and nodes p and q, let dk(p, q) = min{d(p, q), k}.
Let x−. y = max{x − y, 0}.
The definition of ) is similar to the Steiner tree potential function definition (see Fig. 9).
Fig. 9. The potential function for FA. Here we view the contribution of one covering processor to ) (D · d(B, p)), and the
contribution of p and of a pair of requests u,w to * (2d(B, p)− 2(λ+ 1)(d(p, u)+ d(p,w))).
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Let R(i) = 8(λ+ 1)(2i − 1). For every i-level covering processor, pij , if the nearest on-line file copy
is in its R(i + 1)-neighborhood, we give a credit proportional to D times its distance to that copy,
D · d(B, pij ). If the nearest on-line file copy is not in the R(i + 1)-neighborhood of pij we associate a
credit of D · R(i + 1) with it
) = λ∗ ·D
log(Diam)∑
i=0
s(i)∑
j=1
dR(i+1)(B, pij ).
We now turn to define *. Let L be the list of read requests, issued during the current phase, used by
the algorithm.
For every i-level covering processor, pij , consider the read requests in L initiated at processors, u ∈
Sij . We associate with p
i
j a credit proportional to dR(i+1)(B, pij )− max{(2(λ+ 1)d(pij , u), 12R(i)}.
* = λ∗1
log(Diam)∑
i=0
s(i)∑
j=1
∑
read u∈Sij in L
[
dR(i+1)(B, pij )−. max
{
2(λ+ 1)d(pij , u),
1
2
R(i)
}]
.
Finally, let + = D · T (B), the potential function is
 = ) −*++.
5.3. The potential function analysis
Lemma 5.2. The potential function, , is nonnegative.
Proof. We prove that *  ).
Consider a level 0  i  log(Diam), and a covering processor, p = pij , 1  j  s(i).
Let u ∈ Sij be a location of read requests in L. Let
*(i, j, u) = dR(i+1)(B, pij )−. max
{
2(λ+ 1)d(pij , u),
1
2
R(i)
}
.
We first show that there are at most D read requests in L, for which the above expression is positive.
Assume the opposite, then there areD requests, at processors u1, u2, . . . , uD (not necessarily distinct)
according to their order of appearance, for which
2(λ+ 1)d(pij , ut ) < d(B, pij )  d(B, ut )+ d(pij , ut )
for 1  t  D, and hence (2λ+ 1)d(pij , ut ) < d(B, ut ).
Consider theDth such request at processor uD . Let ut , 1  t < D, be a location of one of the previous
D − 1 requests. Then
d(B, uD)+ d(B, ut )>(2λ+ 1) · (d(uD, pij )+ d(pij , ut ))
(2λ+ 1) · d(uD, ut ).
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Fig. 10. Demonstrating 2(λ+ 1)d(p, ut ) < d(B, p) and λ · d(ut , uD) < d(B, uD). (λ = 4.)
Therefore,
2 · d(B, uD)d(B, uD)+ d(B, ut )− d(uD, ut )
>2λ · d(uD, ut ).
and hence, d(B, uD) > λ · d(uD, ut ). It follows that
d(B, uD) > λ · max
1tD
d(uD, ut ).
and therefore algorithm FA would have replicated upon the request at uD , and would have removed
those D requests from L, a contradiction (see Fig. 10).
Consider now one of the read requests for which *(i, j, u) is positive, where u is the processor
initiating the read, then *(i, j, u)  dR(i+1)(B, pij ).
Since there are at most D such components, and λ∗  λ∗1, we get that *  ). 
Lemma 5.3. The total change in  due to adversary replications and deletions during a phase is at
most O(λ · min{log n, log(Diam)}) times the cost of these operations.
Proof. Clearly if the adversary deletes copies, the potential function does not change since it is
only a function of the intermediate adversary configuration A, and the configuration of the on-line
algorithm, B.
Thus the overall change in  due to adversary replications is composed of the total change in ) and
* for these operations. * cannot decrease as a result of a replication made by the adversary.
Let &) denote the total change in ) due to adversary replications. Let A0 denote the the intermediate
adversary tree at the beginning of the current phase.
For the i-level tree cover there can be at most s(i)−1 covering processors, pij , such that dR(i+1)(B, pij )
> 0, since always the first covering processor coincides with the processor holding the single on-line
copy at the beginning of the phase.
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Using Theorem 3.1 we obtain
&)λ∗ ·D
log(Diam)∑
i=0
R(i + 1) · (s(i)− 1)
O(λ) ·D
log(Diam)∑
i=0
2i · (s(i)− 1)
O(λ · min{log n, log(Diam)}) ·D · (T (A)− T (A0)).
This concludes the lemma since the change in D · T (A) is equal to the intermediate adversary cost
for replications, which is at most the original adversary cost for its replications. 
Lemma 5.4. For each read request,  increases by at most O(λ) times the adversary cost for that
request minus the cost FA incurs for the same request.
Proof. Consider a read request initiated at processor r . The only potential component affected is *.
The on-line cost for serving the request is d(B, r).
Let i be largest such that R(i)  d(B, r).
Let a be the processor nearest to r where the intermediate adversary keeps a copy of the file. There
exists a covering processor q at the i-level tree cover at distance of at most 2(2i − 1) from a. Then
d(q, a)  2(2i − 1) = 1
4(λ+ 1)R(i) 
1
4(λ+ 1)d(B, r).
Therefore,
d(q, r)  d(q, a)+ d(a, r)  1
4(λ+ 1)d(B, r)+ d(a, r).
It follows that if p = pij is the i-level covering processor such that r ∈ Sij , then
d(p, r)  d(q, r) 
1
4(λ+ 1)d(B, r)+ d(a, r).
Since R(i)  d(B, r)  R(i + 1) we have that the change in * obeys
&*λ∗1 ·
[
d(B, p)− max
{
2(λ+ 1) · d(p, r), 1
2
R(i)
}]
λ∗1 ·
[
d(B, r)− d(p, r)− max
{
2(λ+ 1) · d(p, r), 1
2
R(i)
}]
λ∗1 ·
[
d(B, r)−
((
1
2
+ 1
4(λ+ 1)
)
· d(B, r)+ (2λ+ 3) · d(a, r)
)]
d(B, r)− λ∗1(2λ+ 3) · d(a, r).
Since the intermediate adversary never discards copies, the file copy held nearest to r by the adversary
is at least as far as that of the intermediate adversary.
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We therefore conclude that
& = −&*  λ∗1(2λ+ 3) · d(A, r)− d(B, r). 
For every replication made by algorithm FA, associate the D read requests that were removed from L
after the replication.
Lemma 5.5. For each replication FA performs,  increases by at most O(1) times the adversary cost
for the D read requests associated with the replication minus the cost incurred by FA for the replication.
Proof. Let r be the processor FA replicated to. Let B be the on-line configuration prior to the replica-
tion. The on-line cost for the replication is
CostFA = D · d(B, r).
As a result of the replication + increases by exactly the replication cost: &+ = D · d(B, r).
Let the locations of the D requests associated with the replication to r be r1, r2, . . . , rD = r . Then for
every 1  j  D:
d(rj , r) 
1
λ
d(B, r).
For any i-level covering processor p, the replication to r cannot increase dR(i+1)(B, p), and therefore
cannot increase ) −*.
We would now like to bound the decrease that may be caused to * as a result of the removal of
these D requests from L. Let rt , 1  t  D, be one of these requests. Then for every i-level covering
processor, p = pij such that rt is included in Sij , the potential may decrease by at most
λ∗1 ·
[
dR(i+1)(B, p)− max
{
(2(λ+ 1)d(p, r)·, 1
2
R(i)
}]
 λ∗1 · R(i + 1)
if R(i)  2d(B, p) and 2(λ+ 1) · d(p, r)  d(B, p).
It follows that (2λ+ 1) · d(p, r)  d(B, r) and hence
R(i)  2(d(B, r)+ d(p, r))  2
(
1 + 1
2λ+ 1
)
· d(B, r) = λ∗1 · d(B, r).
Therefore, if  is the largest such that R()  λ∗1 · d(B, rt ), then the total decrease in * due to the
removal of rt from L may be at most
λ∗1 ·
∑
i,s.t.R(i)λ∗1·d(B,rt )
R(i + 1)  2λ∗1 · R(+ 1).
It follows that
R(+ 1)  2λ∗1 · d(B, rt )  2λ∗1 · (d(B, r)+ d(r, rt ))  2λ∗1 ·
(
1 + 1
λ
)
· d(B, r).
The total change in * therefore obeys
&*  −(2λ∗1)2
(
1 + 1
λ
)
D · d(B, r).
20 B. Awerbuch et al. / Information and Computation 185 (2003) 1–40
Fig. 11. The adversary costs for the read requests associated with the phase, and the appropriate covering processors.
We therefore obtain that
CostFA −&*+&+
(
2 + (2λ∗1)2
(
1 + 1
λ
))
D · d(B, r)
= λ
∗
3
D · d(B, r). (1)
We will now show that the change in ) compensates for this quantity.
Let i be largest such that R(i)  d(B, r).
For 1  j  D, let aj be the processor nearest to rj where the intermediate adversary keeps a copy
of the file.
Since the intermediate adversary never discards copies the file copy held nearest to rj by the adversary,
at the time of the request, was at least as far from rj as aj . It follows that the adversary cost for serving
the D requests associated with the replication obeys
CostAdv 
D∑
j=1
d(aj , rj ).
For every j , there exists a covering processor pj in the i-level tree cover at distance of at most
2(2i − 1) from aj (see Fig. 11). Then
d(pj , aj )  2(2i − 1) = 14(λ+ 1)R(i) 
1
4(λ+ 1)d(B, r).
Therefore,
d(pj , r)d(pj , aj )+ d(aj , rj )+ d(rj , r)
 1
4(λ+ 1)d(B, r)+ d(aj , rj )+
1
λ
d(B, r)
<
1
3
d(B, r)+ d(aj , rj )
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for λ  4.
Let p be the i-level covering processor minimizing d(pj , r). Then
D · d(p, r)
D∑
j=1
d(pj , r)
 1
3
D · d(B, r)+
D∑
j=1
d(aj , rj )
 1
3
D · d(B, r)+ CostAdv.
After the replication to processor r , the on-line copy nearest to p is at distance of at most d(p, r).
Since d(B, r)  R(i + 1) we have that the change in ) obeys
&)λ∗ ·D · (d(p, r)− dR(i+1)(B, p))
λ∗ ·D · (2d(p, r)− d(B, r))
λ∗ ·
(
2CostAdv + 23D · d(B, r)−D · d(B, r)
)
=2λ∗ · CostAdv − λ
∗
3
D · d(B, r).
Using inequality 1 we obtain
& = &) −&*+&+  2λ∗ · CostAdv − CostFA. 
We are left with dealing with the on-line cost for serving write requests, and with analyzing the
potential change at the end of a phase.
Three events take place associated with the reorganization step at the end of a phase:
• End-of-phase replication: A file copy is replicated onto processor m.
• End-of-phase deletion: All other file copies are deleted.
• Intermediate adversary initialization: The intermediate adversary’s configuration is initialized.
The adversary cost associated with a phase is its cost for all requests issued in the phase and for all
configuration changes made by the adversary during the phase.
Lemma 5.6. The change in  due to the events associated with the reorganization step at the end of a
phase is at most O(λ · min{log n, log(Diam)}) times the adversary cost associated with the phase minus
the on-line cost spent for serving the write requests during the phase and for the reorganization step.
Proof. We analyze the change in  separately for the end-of-phase replication, and separately for the
end-of-phase deletion and intermediate adversary initialization.
The end-of-phase replication involves a replication of a new file copy at some processor m.
To analyze the change in  due to the replication to m, we analyze the change in  after an imaginary
simulation of an additional D read requests at processor m, that forces FA to replicate to m, (viewing
22 B. Awerbuch et al. / Information and Computation 185 (2003) 1–40
all D requests simultaneously and ignoring other requests still in L), and therefore reaching the required
configuration.
LetA,B, andB denote the appropriate configurations at the end of the phase, before the reorganization
step takes place.
From Lemma 5.5 we infer the following.
Claim 5.6.1. The change in the potential function following the end-of-phase replication is
&  O(1) ·D · d(A,m)−D · d(B,m).
After the end-of-phase deletion is made, FA leaves only one copy of the file at processor m. Hence, if
B
′ denotes the tree implied by the on-line replications during the phase including the replication to m,
then
&+ = −D · T (B ′)
The intermediate adversary configuration is initialized to a minimal Steiner tree spanning the proces-
sors in the real adversary configuration and m.
From Lemma 5.3 we have that ) −* is always bounded by O(λ · min{log n, log(Diam)}) times the
weight of the intermediate adversary subtree. Therefore the initialization of its configuration increases
the potential function by at most O(λ · min{log n, log(Diam)}) ·D · T (A ∪ {m}).
Thus we have that the total change in the potential function due to the reorganization step is
&  O(λ · min{log n, log(Diam)}) ·D · {T (A ∪ {m})+ d(A,m)} −D · {T (B ′)+ d(B,m)} (2)
Let CostFA denote the cost FA incurred for the D write requests of the phase, and CostAdv denote the
adversary cost for the same requests plus its replications cost.
The following two claims conclude the lemma.
Claim 5.6.2. The cost the adversary incurs for the write requests of the phase and for its replications
made during the phase satisfies
CostAdv  D · 14{T (A ∪ {m})+ d(A,m)}.
Proof of Claim 5.6.2. Let w1, w2, . . . , wD be the locations of the D write requests of the phase.
Let Ai be the adversary configuration after the request at wi arrived, thus AD = A.
By the triangle inequality we have:
CostAdv
∑
i
T (Ai−1 ∪ {wi})+D ·
∑
i
dist(Ai−1, Ai)

∑
i
T (A ∪ {wi}).
The last sum is at least the sum of distances from one processor in A to the wi’s, and is therefore at
least
∑
i d(m,wi).
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We conclude that
D · {T (A ∪ {m})+ d(A,m)}2D · T (A ∪ {m})
2
(∑
i
T (A ∪ {wi})+
∑
i
d(m,wi)
)
4
∑
i
T (A ∪ {wi})  4CostAdv. 
Claim 5.6.3. The cost for FA for the write requests of the phase satisfies
CostFA  D · T (B ′)+ CostAdv.
Proof of Claim 5.6.3. Let w1, w2, . . . , wD be the locations of the D write requests of the phase.
Let Bi be FAs configuration after the request at wi arrived, and BD = B. Since the on-line subtree is
monotonically growing during a phase, we have
CostFA=
∑
i
T (Bi−1 ∪ {wi})

∑
i
T (B ∪ {wi})
D · T (B ′)+
∑
i
d(m,wi)
D · T (B ′)+ CostAdv.
Since
∑
i d(m,wi)  CostAdv, as proved in Claim 5.6.2. 
Now, using Claims 5.6.2 and 5.6.3 in Eq. (2) we get the lemma. 
Note that the proof of Lemma 5.6 holds even if the end-of-phase replication is made to a processor p
such that
∑
i d(p,wi)  γ ·
∑
i d(m,wi), increasing the competitive ratio by at most a constant factor.
The following lemma implies that choosing p amongst w1, w2, . . . , wD has this property.
Lemma 5.7. Let w1, w2, . . . , wD be D arbitrary points in a metric space. Then,
min
i
∑
j
d(wi, wj ) 
(
2 − 2
D
)
min
m
∑
j
d(m,wj ).
Proof. The proof of the lemma is established using the triangle inequality and symmetry:
D · min
i
∑
j
d(wi, wj )
∑
i
∑
j
d(wi, wj )

∑
i
∑
j /=i
(d(wi,m)+ d(m,wj ))
(2D − 2)
∑
i
d(m,wi). 
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6. Preliminaries for the distributed algorithm
6.1. Graph decompositions
The hierarchical network decomposition [3] defines the notion of clusters, partitions, and a hierarchy
of partitions.
All these definitions are a function of some parameter k. (Usually k = log n.)
A cluster C is a set of vertices.
A partition is a set of (possibly overlapping) clusters.
Partitions are classified into one of log(Diam) levels, denoted respectively P0,P1, . . . ,Plog(Diam).
The collection of these partitions is called the hierarchical network decomposition, denoted by P .
A vertex may belong to several clusters and a cluster may belong to many partitions.
For every level i and every cluster C ∈ Pi we arbitrarily choose a vertex v ∈ C called the i-level
cluster leader and denote it by Li(C).
The diameter of a cluster C, denoted by diam(C), is defined to be the maximal distance between any
two vertices in C.
The stretch of the ith level partition Pi is defined to be minimal upper bound S such that for every
cluster C ∈ Pi , diam(C)  (2i − 1) · S. Similarly, the stretch of a collection of partitions, P , is denoted
to be the maximal stretch of any partition in P .
The degree of an ith level partition Pi is defined to be the maximal number of mutually overlapping
clusters in Pi (i.e., clusters with nonempty intersection). Analogously, we define the degree of a col-
lection of partitions. We use the notations stretch(Pi), deg(Pi ), stretch(P) and deg(P) in the obvious
manner.
As a function of some parameter k, the level i partition, Pi , 0  i  log(Diam), has the following
properties:
• Every 2i − 1 neighborhood is properly contained in some cluster, C ∈ Pi .
• A vertex participates in at most 2 · n1/kk clusters C ∈ Pi , i.e., deg(Pi )  2 · n1/kk.
• The stretch of a cluster C ∈ Pi is at most 2k − 1, i.e., stretch(Pi )  2k − 1.
It follows from the above properties that P0 consists of n disjoint clusters, each of which is a single
vertex.
For the case k = log n we have deg(P)  2 log n and stretch(P)  2 log n.
6.2. Distributed data tracking
6.2.1. Data tracking
The data tracking mechanism of [6] is a generalization of the mobile user tracking mechanism of
[2,4] (see Fig. 12).
In a network over a set P of n processors, the data tracking problem allows to maintain a subset Q of
processors holding copies of the file with the following operations on Q:
Insert(u, v), initiated at u ∈ Q, inserts v to the set Q.
Delete(v), initiated at v, removes v from the set Q.
Find(u), initiated at u, returns the address of a processor v ∈ Q.
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Fig. 12. The i-level sparse graph partition and its properties.
Definition. A distributed on-line data tracking algorithm serves sequences of Insert, Delete and
Find operations initiated at processors of the network. The cost of a distributed on-line data tracking
algorithm for a sequence of operations is the total cost of messages it sends to conduct those opera-
tions.
Definition. The approximation factor for an on-line data tracking algorithm, α, is the maximum over
all Find operations of the ratio d(u, v)/d(u,Q), where u is the node initiating the Find, and v ∈ Q is
the returned node (see Fig. 13).
Definition. The optimal cost of Insert(u,v) is the cost of transmitting the file from u to v; i.e., D ·
d(u, v).
The optimal cost of Delete(v) is 0.
The optimal cost of Find(u) is the cost of sending a message from u to the closest processor in Q;
i.e., d(u,Q).
Bartal et al. [6] present a distributed on-line data tracking algorithm, named TRACK, dealing with
arbitrary sequences of Insert, Delete and Find operations, such that the following theorem holds.
Fig. 13. The operation of the data tracking mechanism.
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Theorem 6.1. For every n-processor network, for every sequence of operations σ,
1. TRACK’s total cost for conducting Insert and Delete in σ is O(min{log2 n, log n log(Diam)}/ log2 D)
times the total optimal cost of those operations.
2. TRACK’s cost on each Find in σ is O(log2 n/ log2 D) times the optimal cost of that Find.
3. TRACK’s approximation factor is O(log n/ logD)
(where the value of D is truncated to [2, n]).
The data tracking competitive ratio over request sequences of of updates and searches is denoted
CTRACK. We have that CTRACK = O(log2 n/ log2 D).
The data tracking approximation factor is denoted by α.
The memory needed for the algorithm is at most O(log2(Diam)) per processor.
If no memory considerations are made then the approximation factor can be reduced to α = O(1).
6.2.2. Scanning mechanism
Another simple tool is a distributed data structure that enables scanning through a subset of proces-
sors.
The scanning mechanism is usually used together with the data tracking mechanism, as to enable
performing tracking operations over all processors, such as a Delete-All operation.
In a network over a set P of n processors, let Q be a subset of processors in P . Initially Q includes a
single processor v0.
Given a sequence of insertions for processors v1, v2, . . . , vt , we maintain a distributed data structure.
The processors v1, v2, . . . , vt are connected in a tree structure T , by using an adjacency list at each
processor in T .
When an insertion for vi arrives: i.e., Insert(vj ,vi) , j < i is made, we add vi to the tree T , by leaving
a pointer in vj to vi , we also leave a back-tracking pointer in vi to vj .
This procedure enables scanning through all processors in the tree structure starting at every one of
the processors in T , at a cost equal to the weight of T .
The above description requires a considerable amount (+(n)) of memory per processor, for keeping
the list of its children. In the next section we describe how this can be reduced to O(log(Diam)).
6.2.3. List manipulation
We now turn to the question of memory needs of our distributed algorithms. In our algorithms pro-
cessors, p, maintain lists of pointers L(p) to other processors.
Assume that the address of a processor appears in the lists of at most x processors.
Keeping every list at the processor maintaining it requires +(n) pointers per processor.
To overcome this difficulty, for every processor we translate the list L(p), into log(Diam) lists. List
Li(p), 0  i  log(Diam), is the list of processors at distance between 2i and 2i+1 − 1 from p.
Now, instead of keeping the entire list in p, pointers are kept to only one of the processors in each of
the log(Diam) lists, and within a list Li(p), each processor in the list keeps a pointer to the next. The
distance between any two processors u and v in Li(p) is at most d(u, p)+ d(p, v)  2(2i+1 − 1), and
therefore every operation on the list Li(p), is proportional to 2i .
It follows that every processor needs only log(Diam) pointers for maintaining the information for
its own list, and since it may appear in the lists of at most x processors it may need x more pointers.
Therefore the total memory requirements is reduced to O(x + log(Diam)) pointers per processors.
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The operations provided by this data structures, for the list L(p), are
• Insert(v)—insert the address of processor v into L(p), this is done by updating the pointers in the
required level. The cost associated is O(d(p, v)).
• Delete(v)—delete the address of processor v into L(p), this is done by updating the pointers in the
required level. The cost associated is O(d(p, v)).
• Find—Find a processor in L(p), by using the pointer to a processor in the nonempty list Li(p) with
minimal i. The cost associated is O(d(p, L(p))).
• Scan—Scan the entire list, at a cost proportional to the sum of communication costs between p and
every processor in L(p).
7. The Distributed algorithm
In this section we give a distributed deterministic polylog(n)-competitive file allocation algorithm for
arbitrary networks.
Considering the deterministic file allocation algorithm FA presented in Section 5 we see that the
algorithm maintains a list L of previous read requests issued at the different processors in the network.
In the distributed setting, this information is not available, and decisions must be made only upon local
information.
In what follows, we give a distributed file allocation algorithm (DFA), that using the graph-decompo-
sitions described in Section 6.1 gathers local information about the read requests in sequence and operate
similarly to algorithm FA.
We adapt the proof of competitiveness given in Section 5 to prove that the increase in the competitive
ratio obtained is within polylogarithmic factors.
Distributed data structures.
Algorithm DFA uses several distributed data structures:
• The hierarchical graph decomposition (Section 6.1). The network is decomposed in log(Diam) levels
partitions P = {P0,P1, . . . ,Plog(Diam)}, each of which partitions the graph into clusters, such that
every (2i − 1)-neighborhood is contained in an i-level cluster, and stretch(P)  2 log n and deg(P) 
2 log n.
Each cluster C is assigned a cluster leader Li(C). We let every node know of all leaders of clusters in
all levels that contain that node. There are at most deg(P) log(Diam) such clusters.
• Data tracking (Section 6.2.1) and scanning mechanism (Section 6.2.2), for the set Q of processors
holding copies of the file. Let CTRACK = O(log2 n/ log2 D) be the data tracking competitive ratio, and
let α be the approximation factor of the data tracking mechanism.
• The list manipulation data structure described in Section 6.2.3 for efficiently keeping lists at the pro-
cessors.
We assume that initially the algorithm holds a single copy of the file in the network. Otherwise we
can delete all copies but one, incurring no additional cost. Let λ = 9.
The distributed file allocation algorithm (DFA).
The algorithm partitions the request sequence into phases. Each phase, except perhaps for the last
one, contains exactly D consecutive write requests.
Within each phase, the algorithm deals only with read requests.
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Fig. 14. The distributed file allocation algorithm. Replication to r is made if there were D read requests in the interior of C
during the current phase.
Dealing with read requests. For every level, i, and every cluster C ∈ Pi , the algorithm holds a read
requests counter in the cluster leader Li(C), denoted ci(C).
Every processor keeps a list of processors reading the file from it during the phase.
Initially all counters, ci(C), are set to zero.
Upon receiving a new read request initiated by processor r , we search for a copy of the file using the
distributed data tracking mechanism’s Find(r) operation.
Let s be the processor at which a copy of the file has been found. s updates the list of processors
reading it to include r . Let h = d(s, r) be the distance of that copy to r .
Let  be largest such that for k = 2 − 1, k  h/(λα · stretch(P)).
For every cluster C in the -level partition P such that r ∈ C, inform cluster leader L(C) to increase
the reads counter c(C) by 1.
If the counter of any of the clusters reached D, then initialize that counter to 0. Then, replicate a copy
of the file to r from processor s, holding a copy of the file.
Update the distributed data structures, by initiating an Insert (s,r) data tracking operation, and per-
forming the same insertion to the tree scanning mechanism, T (see Fig. 14).
Dealing with write requests. Algorithm DFA deals with writes the same as algorithm FA does.
A list of the locations of the write requests issued during the phase (with repetitions) is kept at the
processor initially holding a copy of the file, denoted z.
The algorithm maintains the tree scanning mechanism, T , spanning the set of copies it holds by
adding to it the edges along which it replicates.
When a write request arrives atw, DFA initiates a Find(w) operation to find a processor holding a copy
of the file, then it traverses the tree T , updating the data in all processors holding a copy of the file, adds
the location w of the writing processor to the list at the processor, z, initially holding a copy of the file.
Once the write counter at z reaches the file size D, the phase ends, and we make a “reorganization
step,” as follows:
Let the D locations where the file has been written be w1, w2, . . . , wD . Find the “central” location,
m = wi , with the property that the sum of distances from m every one of the other D − 1 write locations
is minimized.
The central location, m, is computed by processor z, that knows about all the D write locations.
Then a replication is made onto m, by performing a Find(m) operation and then replicating a copy
from the found location, s. Update the data tracking structure by initiating Insert(s,m).
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Now, DFA traverses the tree T again, for every processor in T , communicate with every processor in
the list of processors reading from it to inform all cluster leaders defined in the read procedure above to
initialize their reads counters. Then DFA deletes all the replicas, except for the last one at m.
For each deleted replica kept at processor v, update the distributed data structure by initiating a De-
lete(v) data tracking operation, and eventually initialize the tree scanning mechanism T to the single
node m.
Theorem 7.1. The competitive ratio of algorithm DFA for file allocation on arbitrary network topologies
is O(min{log n, log(Diam)} · stretch(P) · max{deg(P), α · CTRACK}).
Corollary 7.2. Algorithm DFA is O(max{log3 n, α · log4 n/ log2 D})-competitive for file allocation on
arbitrary network topologies.
Competitive Analysis of DFA. The proof of Theorem 7.1 for the competitiveness of the distributed file
allocation algorithm DFA, is a modification of the proof of Theorem 5.1 for algorithm FA, in Section 5.
We prove theorem 7.1 using a potential function argument. We analyze the change in the potential
function , in phases. For each operation within a phase we show that during the phase the potential
function increases by at most polylog(n) times the adversary cost and decreases by at least the on-line
cost.
Throughout the proof we use A to denote the adversary configuration, and B to denote the on-line
configuration. B denotes the subtree spanning B, implied by the on-line replications, this is the same
underlying tree as for the structure maintained by the distributed tree scanning mechanism, T .
We define an intermediate adversary as in the proof of Theorem 5.1.
At the beginning of a phase the intermediate adversary holds a minimum Steiner tree spanning the
copies held by the original adversary and the single copy held by the on-line algorithm.
During a phase the intermediate adversary replicates to the same locations that the original adversary
replicates to, but never discards any file copies. Thus, the read requests occurring during the phase cost
the intermediate adversary at most as much as their cost for the original adversary.
Associated with the intermediate adversary is a tree, denoted A, that includes all vertices in the
intermediate adversary configuration, and the edges include the original edges at the beginning of a
phase and edges to new vertices, these are the edges that were used by the true adversary to replicate the
file.
The Potential Function for DFA. As for algorithm FA, the potential function for DFA, , is composed
of three main potential components, each responsible of different parts of the analysis.
Basically, ) is the potential for the cost of on-line replications, * is the potential for the cost of read
requests, and + is the potential for the cost of write requests.
We use a hierarchical tree cover (Section 3.1) of the intermediate adversary subtree A.
At the end of each phase the hierarchical tree cover is reconstructed according to the new intermediate
adversary configuration, starting at the processor holding the migrated single on-line file copy, (i.e.,
the first covering processor is that one), and then dynamically maintained to reflect the changes in
A.
For every level 0  i  log(Diam) we have a tree cover of s(i) covering subtrees of radius at most
2(2i − 1).
Let pi1, p
i
2, . . . , p
i
s(i) be the covering nodes in the i-level tree cover.
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Let β = λ · stretch(P) · (α · CTRACK + deg(P)).
Let λ∗1 = λλ−1(α · CTRACK + deg(P)), and let λ∗ = 2λ∗1 + 6α · CTRACK.
The definition of ) is similar to the one in Section 5.
Let 0    log(Diam). Let R() = λ · stretch(P) · (2 − 1). Let i() = max{− 2, 0}. For every ,
an i()-level covering processor, pi()j , if the nearest on-line file copy is in its R(+ 1)-neighborhood,
we give a credit proportional to D times its distance to that copy, D · d(B, pi()j ).
If the nearest on-line file copy is not in the R(+ 1)-neighborhood of pi()j then we associate a credit
of D · R(+ 1) with it.
) = λ∗ ·D
log(Diam)∑
=0
s(i())∑
j=1
dR(+1)(B, pi()j ).
For every level  and cluster C ∈ P, let e(C) be the number of read requests, issued during the
current phase, that have been dealt with in C; i.e., requests that have increased the counter c(C) during
the execution of the algorithm in the current phase.
For a node p, let C(p) denote an -level cluster containing p’s (2 − 1)-neighborhood.
For every , and i()-level covering processor, pi()j , we give a credit proportional to e(C(pi()j )) ·
dR(+1)(B, pi()j ).
* = λ∗1
log(Diam)∑
=0
s(i())∑
j=1
e(C(pi()j )) · dR(+1)(B, pi()j ).
Finally, let + = CTRACK ·D · T (B), the potential function is
 = ) −*++.
The Potential function analysis
Lemma 7.3. The potential function, , is nonnegative.
Proof. We prove that *  ).
Consider some level  and cluster C ∈ P.
It follows from the definition of the algorithm that whenever a read request, initiated at some proces-
sor, r , increases the counter c(C) for the cluster, then r ∈ C, and if c(C) reaches a count of D then a
file is replicated onto r , and hence onto C. The counter is set to 0 and will not be increased again till the
next phase arrives.
Therefore, we have
e(C)  c(C)  D.
Since λ∗  λ∗1 we infer that *  ). 
Lemma 7.4. The total change in  due to adversary replications and deletions during a phase is at
most O(β · min{log n, log(Diam)}) times the cost of these operations.
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Proof. The proof of this lemma is exactly the same as the proof of the the matching Lemma 5.3 for
algorithm FA in Section 5. 
Lemma 7.5. For each read request,  increases by at most O(β) times the adversary cost for that
request minus the cost DFA incurs for the same request.
Proof. Consider a read request initiated at processor r .
Let s be the processor at which a copy of the file has been found by DFA. Let h = d(s, r) be the
distance of that copy to r .
Let  be largest such that 2 − 1  h/(λα · stretch(P)).
Since the file copy found is at most further then the closest to r by the data tracking approximation
factor we have: h  α · d(B, r), and hence,
λ · stretch(P)(2 − 1)  d(B, r)  λα · stretch(P)(2+1 − 1),
that is R()  d(B, r)  α · R(+ 1).
The on-line cost for serving the read is composed of two components: One is the cost of the data
tracking Find operation, which is bounded by CTRACK · d(B, r).
The second is the cost of communicating with all -level cluster leaders of clusters containing r .
There are at most deg(P) such clusters, C, and communicating with each costs at most diam(C) 
(2 − 1) · stretch(P).
Thus the total on-line cost obeys,
CostDFACTRACK · d(B, r)+ deg(P) · R()
(α · CTRACK + deg(P)) · dR(+1)(B, r)
β · (2+1 − 1), (3)
using R()  d(B, r)  α · R(+ 1).
If the intermediate adversary does not hold a copy of the file at distance of at most (2 − 1)/2 from r
then the real adversary does not hold such a copy either and therefore must expend a cost of CostAdv 
max{(2 − 1)/2, 1} upon the request.
A read request cannot cause an increase in the potential function, and thus
&  0 = 2β ·
(
2 · 2
 − 1
2
+ 1
)
− β · 2+1  6β · CostAdv − CostDFA.
Otherwise, the intermediate adversary holds a file copy at a processor a at distance less than (2 −
1)/2 from r . Let i() = max{− 2, 0}, then there exists a covering processor p at the i()-level tree
cover at distance of at most max{2(2−2 − 1), 0}  (2 − 1)/2 from a. Therefore,
d(p, r)  d(p, a)+ d(a, r)  (2 − 1)/2 + (2 − 1)/2  (2 − 1).
Consider now the -level cluster C(p) containing ps (2 − 1)-neighborhood then since r ∈ Np(2 −
1), then it is also contained in C(p) and therefore e(C(p)) is increased by 1 upon the request at r .
It follows that the change in *, in response to the request at r , obeys
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&*λ∗1 · dR(+1)(B, p)
λ∗1 · (dR(+1)(B, r)− d(p, r))
λ∗1 ·
(
dR(+1)(B, r)− 1
λ
R()
)
λ∗1
(
1 − 1
λ
)
· dR(+1)(B, r)
=(α · CTRACK + diam(P)) · dR(+1)(B, r),
using R()  d(B, r).
Since * is the only potential component affected by a read request, we obtain, using inequality 3,
&  −&*  −CostDFA. 
For every replication made by algorithm DFA, associate the D read requests that have increased the
counter that have reached D at the cluster to which the replication is made.
Lemma 7.6. For each replication DFA performs,  increases by at most O(β) times the adversary
cost for the D read requests associated with the replication minus the cost incurred by DFA for the
replication.
Proof. Let r be the processor DFA replicated to. Let B be the on-line configuration prior to the repli-
cation.
Let s be the processor at which a copy of the file has been found by DFA. Let h = d(s, r) be the
distance of that copy to r .
Let  be largest such that 2 − 1  h/(λα · stretch(P)).
Since the file copy found is at most further then the closest to r by the data tracking approximation
factor we have: h  α · d(B, r), and hence,
λ · stretch(P)(2 − 1)  d(B, r)  λα · stretch(P)(2+1 − 1),
that is R()  d(B, r)  α · R(+ 1).
The on-line cost for the replication is the (amortized) cost of the data tracking update operations,
which is bounded by CTRACK ·D · h.
As a result of the replication + increases by exactly D times the length of the replication path:
&+ = D · h.
Since h  α · R(+ 1) we obtain
CostDFA +&+  2α · CTRACK ·D · dR(+1)(B, r). (4)
Let C be the -level cluster for which the read counter reached D, when DFA decided to replicate to r .
Let the locations of the D requests associated with the replication to r be r1, r2, . . . rD = r . All
requests were counted by the leader of cluster C, and therefore were issued by processors in C. Thus
for every 1  j  D:
d(rj , r)  diam(C)  (2 − 1) · stretch(P)  1
λ
dR(+1)(B, r),
since R()  d(B, r).
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Consider the decrease that may be caused to * as a result of initializing the counter c(C) to 0. *
decreases only for processors, p, (if exist) in the i()-level cover, such that C = C(p). Therefore
d(p, r)  diam(C)  1
λ
dR(+1)(B, r),
dR(+1)(B, p)  dR(+1)(B, r)− d(p, r)  (λ− 1) · d(p, r).
Let )(p) = λ∗ ·D · dR(+1)(B, p) and *(p) = λ∗1 · e(C(p)) · dR(+1)(B, p).
Since e(C)  c(C)  D, and since a file copy is replicated onto r , we obtain that
&)(p)−&*(p)λ∗ ·D · (d(p, r)− dR(+1)(B, p))+ λ∗1 ·D · dR(+1)(B, p)

(
λ∗1 −
(
1 − 1
λ− 1
)
λ∗
)
· dR(+1)(B, p)
0,
since λ∗  2λ∗1  λ∗1/
(
1 − 1
λ−1
)
.
For other i-level covering processors, p, clearly dR(i+1)(B, p) does not increase, and hence&)(p)−
&*(p)  0.
We now turn to show that for some processor the change in ) −* compensates for the increase in
inequality 4.
For 1  j  D, let aj be the processor nearest to rj where the intermediate adversary keeps a copy
of the file.
Since the intermediate adversary never discards copies, the file copy held nearest to rj by the adver-
sary at the time of the request, was at least as far from rj as aj .
Consider the case that there exists 1  j  D, such that
d(aj , rj ) 
1
λ
dR(+1)(B, r).
Then there exists a covering processor p at the i()-level tree cover at distance of at most 2 − 1 from
aj . Then
d(p, aj )  2 − 1  1
λ
R() 
1
λ
dR(+1)(B, r).
Therefore,
d(p, r)d(pj , aj )+ d(aj , rj )+ d(rj , r)
 1
λ
dR(+1)(B, r)+ 1
λ
dR(+1)(B, r)+ 1
λ
dR(+1)(B, r)
= 1
3
dR(+1)(B, r),
for λ = 9.
After the replication to processor r , the on-line copy nearest to p is at distance of at most d(p, r).
Therefore,
&)(p)−&*(p)λ∗ ·D · (dR(+1)(p, r)− dR(+1)(B, p))+ λ∗1 ·D · dR(+1)(B, p)
λ∗ ·D · dR(+1)(p, r)+ (λ∗ − λ∗1) ·D · (d(p, r)− dR(+1)(B, r))
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(2λ∗ − λ∗1) ·
1
3
D · dR(+1)(B, r)− (λ∗ − λ∗1) ·D · dR(+1)(B, r))
=−λ
∗ − 2λ∗1
3
D · dR(+1)(B, r).
Since λ∗ = 2λ∗1 + 6α · CTRACK, combining with inequalities 4 and 5 we conclude that
& = &) −&*+&+  −CostDFA.
Consider now the case that for every 1  j  D,
d(aj , rj ) 
1
λ
dR(+1)(B, r).
Then we charge the adversary the cost of dR(+1)(aj , rj ). This cost is charged only once in each level,
since after the replication, for every  level cluster C′ containing rj , the distance between an on-line file
copy and any processor in C′ is at most
diam(C′)+ d(rj , r)  diam(C′)+ diam(C)  2(2 − 1) · stretch(P),
and hence less than λα · (2 − 1) · stretch(P), so that a replication will not be initiated by that cluster’s
leader during this phase.
Since d(B, r)  R(), it follows that the total cost charged for the adversary associated this way with
the request at rj is at most∑
,s.t. 1
λ
R()d(aj ,rj )
R(+ 1)2 · R(m+ 1)
4λ · d(aj , rj ),
where m is the largest such that 1
λ
R(m)  d(aj , rj ).
We therefore define the adversary cost associated with level  to be
CostAdv=
D∑
j=1
dR(+1)(aj , rj )
 1
λ
D · dR(+1)(B, r).
Therefore, from inequalities 4 and 5 we obtain
&+ CostDFA&) −&*+&++ CostDFA
2α · CTRACK ·D · dR(+1)(B, r)
2λα · CTRACK · CostAdv. 
We are left with dealing with the on-line cost for serving write requests, and with analyzing the
potential change at the end of a phase.
Three events take place associated with the reorganization step at the end of a phase:
• End-of-phase replication: A file copy is replicated onto processor m.
• End-of-phase deletion: All other file copies are deleted.
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• Intermediate adversary initialization: The intermediate adversary’s configuration is initialized.
In addition another operation is performed:
• End-of-phase initialization: All cluster leaders’ counters accessed during the phase are reset to 0.
The cost of this operation is at most the cost expended by the algorithm for serving the read requests
and therefore can be ignored (at the expense of a factor of two in the competitive ratio).
The adversary cost associated with a phase is its cost for all requests issued in the phase and for all
configuration changes made by the adversary during the phase.
Lemma 7.7. The change in  due to the events associated with the reorganization step at the end of a
phase is at most O(β · min{log n, log(Diam)}) times the adversary cost associated with the phase minus
the on-line cost spent for serving the write requests during the phase and for the reorganization step.
Proof. The proof of this lemma follows the steps of the proof of the the matching Lemma 5.6 for
algorithm FA in Section 5, with modifications needed to reflect the distributed overhead for serving the
requests.
We have the following claims:
Let Cost1DFA be the cost incurred by DFA for the replication onto m.
Let B ′ denote the tree implied by the on-line replications during the phase including the replication
to m.
Claim 7.7.1. The total change in the potential function due to the reorganization step is
& O(β · min{log n, log(Diam)}) ·D · {T (A ∪ {m})+ d(A,m)}
−{CTRACKD · T (B ′)+ Cost1DFA}. (5)
Let Cost2DFA denote the cost DFA incurred for serving the D write requests of the phase, and CostAdv
denote the adversary cost for the same requests plus its replications cost.
Claim 7.7.2. The cost the adversary incurs for the write requests of the phase and for its replications
made during the phase, satisfies:
CostAdv  D · 16{T (A ∪ {m})+ d(A,m)}.
Claim 7.7.3. The cost for DFA for the write requests of the phase satisfies:
CostDFA  CTRACK · (D · T (B ′)+ CostAdv).
The rest of proof takes after the proof of Lemma 5.6. 
8. Open problems
In [6] a lower bound of 7(log n) was proved for the file allocation problem in the global-view setting.
While this paper shows this ratio to be tight up to a constant factor, the upper bound achieved here in the
distributed setting is O(log4 n). Thus the first obvious open problem is determining the exact competitive
ratio of the distributed file allocation problem.
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Let the competitive ratio of the on-line Steiner tree problem on a specific metric space be cn. We
conjecture that there exists a deterministic (global-control) O(cn)-competitive algorithm for the file al-
location problem.
In [6], a similar theorem was proved using randomization algorithms against adaptive adversaries
(and thus proving an O(c2n) bound on the deterministic competitive ratio via [5]).
Finally, the problem of devising competitive algorithms for the constrained file allocation problem
[6] on arbitrary network topologies is still open.
A. The cover problem
We complete our discussion by showing a solution to the cover problem (Section 3.1). We repeat the
formulation of the cover problem.
A.1. The cover problem
Given a weighted graph G, and a dynamically changing set Q, we would like to construct an r-cover
forQ. That is dynamically define a set of mutually exclusive subsetsC = {C1, C2, . . . , Cs}, and a choice
of nodes p1, p2, . . . , ps , pi ∈ Ci , so that for every i, i = 1, 2, . . . , s, Q ∩ Ci /= ∅, and Q ⊂⋃si=1 Ci ,
and for every Ci , i = 1, 2, . . . , s, the distance between any node in Ci and pi is at most r .
Initially the set contains a single node Q = {q0} and the cover contains one covering set C1 = {q0},
and a single covering node p1 = q0.
The on-line cover problem for some fixed parameter r is the problem of maintenance of an r-cover
for a dynamic set Q, where insertions into Q and deletions from Q are allowed (but Q is never allowed
to be empty), where s changes with Q.
Define the optimal cost of an insertion to be the minimum distance between a node of Q and the
inserted node, and the optimal cost for a deletion is 0. The optimal cost for a sequence of inserts and
deletes is the sum of optimal costs of the operations.
We now turn to describe the cover algorithm and the proof of Theorem 3.1.
A.2. The basic cover algorithm—Unweighted case
We describe an on-line algorithm for maintaining a 2(k − 1)-cover for any integer k > 0.
Assume at first, that all weights in the weighted graph G are 1, and that all insertions are to nodes
adjacent in this graph to nodes already in Q. Therefore, the cost charged for an insertion is 1.
Each cover set is represented by a directed tree. The root is the corresponding covering node, and all
edges point towards the root. A node contained in a cover set is marked as such. A node in Q is marked
as such.
The cover algorithm works as follows. Every node p is associated with a counter cp. Initially q0’s
counter is 0. For all other nodes the value is undefined.
Let the current cover sets be C = {C1, C2, . . . , Cs}, let C =⋃si=1 Ci , and let the covering nodes be
p1, p2, . . . , ps . The algorithm maintains the following invariants:
1. For every p ∈ C, 0  cp  2k − 2.
2. For every i, 1  i  s, for every p ∈ Ci , cp is an upper bound on d(p, pi).
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Fig. 15. The cover problem algorithm for k = 4, and cover radius 2k − 2 = 6.
3. For every i, 1  i  s, all nodes in Ci form a directed tree rooted at pi . This tree is a subtree of
G.
4. For every i, 1  i  s, every path from pi to a leaf in the tree representing Ci contains at least one
node of Q.
5. (k× the number of cover sets created) + (the number of nodes p such that cp  k)  (the optimal
cost for the sequence).
These invariants ensure the correctness of the algorithm. Invariants 1, 2, and 4 imply that a node in Q is
within distance at most 2k − 2 from a covering node.
We now describe the cover algorithm, by defining how it handles insertions and deletions (see Fig.
15).
Let p be an inserted node. Let q ∈ Q be the node adjacent to p. If p is already in C, it is simply
marked as being in Q. Otherwise, the following update procedure is performed. First, cp is set to cq + 1,
and p is added to q’s tree by an edge pointing from p to q.
Now, if cp = 2k − 1, a scan-back procedure is conducted, starting at p. The counter of each node
scanned is decreased by k, and then the scan moves to its parent in the tree. The scan-back stops once a
node b with cb < k is encountered (the root has a counter 0, so the process must stop). This preserves
invariant 1: 0  cp  2k − 2.
Let t be the node scanned just before b. If the new value of ct is 0, then a new cover set is created
with t as the covering node. This is done by detaching t and all successors of t from b’s tree.
Let p be a deleted node. p is marked as not in Q. For all q ∈ C \Q that have no successors in Q,
remove q and all successors. If q is the root of its tree then the appropriate cover set is removed.
This procedure preserves invariant 4.
A.3. The basic cover problem—Analysis
The procedure described above clearly preserves properties 1 and 4, as mentioned above.
We turn to prove the other properties of the cover algorithm.
We show that the cover algorithm preserves a somewhat stronger property than invariant 2:
2′. For every i, 1  i  s, for every p ∈ Ci , cp is an upper bound on d(p, pi). If cp  k then the length
of the path from pi to p equals cp.
The proof that the invariant holds is by induction on the insertion steps in the algorithm, using the
fact that when a node is inserted it is firstly assigned its predecessor’s counter plus one, and the fact that
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if a counter is ever decreased then it decreased from some value greater than k to some value smaller
than k.
It is clearly true at the beginning where there is only one node in the tree with zero counter. Con-
sider a new insertion of node p from q. For a node x, let c′x denote the value of its counter after the
insertion. If c′p  2k − 2 then since c′p = cq + 1 the invariant follows from the induction hypothesis.
Assume q ∈ Ci , since the distance to the covering node pi increases by at most 1. we have d(pi, p) 
d(pi, q)+ 1  cq + 1 = c′p.
If c′p = 2k − 1 then let b and t be as in the procedure above. If c′t > 0 then since when t was inserted
from b, we had that t’s counter was greater by 1 from b’s counter. and before the insertion of p, cb < k
while ct > k it follows that cb was once decreased by k, and therefore c′t = ct − k = cb + 1.
If ct = 0 then the invariant holds since before the insertion all counters of nodes in the path from t to
p were greater than k, and the length of the paths from the covering node to these nodes only decreased
as a result of the creation of a new cover set. The only counters decreased are those along the path from
t to p. Obviously each counter is equal to the length of the path from the new covering node t to that
node. It follows that the procedure preserves invariant 2.
To prove invariant 5, define =the number of nodes p, such that cp  k. Obviously when a new node
is inserted &  1. A node deletion may only reduce the value of . If a new cover set is created, that
is ct = 0, it follows that the length of the path from t to p is k − 1. The counter of every node along the
path has decreased from a value of at least k to a value below k. Since there are k such nodes we get
&  −k. As   0 the claim follows.
A.4. The cover algorithm—Weighted case
Arbitrary distances can be translated into integral distances while changing costs by no more than
a constant factor. To deal with arbitrary integer distances between nodes, imagine that along an edge
between two nodes there are virtual nodes that divide the distance into segments of length 1.
If an insertion of node p is performed, let up be the length of the shortest path from the nearest node
q in Q to p. The insertion is done by simulating insertions for all virtual nodes along the shortest path
from the nearest node q in Q to p in that order. If one of the virtual nodes is a covering node then let p
be a covering node. This may only decrease distances between a covering node and the actual nodes in
it’s cover set. Following this, delete all virtual nodes.
A.5. The hierarchical cover algorithm
The hierarchical cover algorithm (Section 3.1) is defined by simultaneously running cover algorithms
for log(Diam) levels. For level 0  i  log(Diam) we run a 2(k − 1)-cover algorithm for k = 2i .
Let the number of of covering sets maintained by the i-level cover algorithm be denoted s(i). Let
the total number of covering sets creations made by the i-level cover algorithm be denoted c(i). Then
s(i)  c(i).
We recall Theorem 3.1 stated in Section 3.1.
Theorem A.1. The following invariant is maintained by the hierarchical cover algorithm
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log(Diam)∑
i=0
2i · (s(i)− 1)
log(Diam)∑
i=0
2i · (c(i)− 1)
O(min{log n, log(Diam)}) · UPD.
The theorem follows by replacing Property 5 of the cover algorithm by the following stronger claim.
Let the optimal cost for insertions of nodes v, such that uv  (2i − 1)/2n be denoted UPDi .
5′. For every level i,
(c(i)− 1) · (2i − 1)+
∑
p;up (k−1)2n ,cpk
up  2 · UPDi .
Thus the optimal cost, uv , of an insertion of node v is accounted for only in levels i such that 2i − 1 
2n · uv , and therefore in at most O(min{log n, log(Diam)}) levels.
Summing up over all levels we get
∑log(Diam)
i=1 (c(i)− 1) · 2i is bounded above by O(min{log n, log(Diam)}) times the optimal cost, giving the bound in Theorem 3.1.
To prove invariant 5′, let k = 2i , and define
 =
∑
p;up (k−1)2n ,cpk
up.
Obviously when a new node p such that up  (k − 1)/2n is inserted &  up. A node deletion may
only reduce the value of . Let t be as defined in the cover algorithm. If a new cover set is created, that
is ct = 0, let P be the path from t to p. It follows that the length of the path P is k − 1. Since∑
p∈P ;up< (k−1)2n
up  (k − 1)/2,
we have that
∑
p∈P ;up (k−1)2n up  (k − 1)/2. The counter of every node along the path has decreased
from a value of at least k to a value below k. We therefore get that
&  −
∑
p∈P ;up (k−1)2n
up  −(k − 1)/2.
As   0 the claim follows.
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