Abstract. In this paper, by using fixed point index theory, we study the existence of positive solutions for nonlinear second-order m-point impulsive boundary value problems on time scales. As an application, we give an example to demonstrate our results.
Introduction
The theory of impulsive differential equations describe processes which experience a sudden change of their state at certain moments. Impulsive differential equations have become more important in recent years in some mathematical models of real processes and phenomena studied in physics, chemical technology, population dynamics, biotechnology and economics. For the introduction of the basic theory of impulsive equations, see [1, 2, 11, 16] and the references therein.
The study of dynamic equations on time scales goes back to Stefan Hilger [9] . Now it is still a new area of fairly therotical exploration in Mathematics. We refer to the books by Bohner and Peterson [4, 5] .
Recently, the existence and multiplicity of positive solutions for linear and nonlinear second-order impulsive differential equations have been studied extensively [6, 7, 10, 20] . However, the corresponding theory of such equations is still in the beginning stages of its development, especially the impulsive dynamic system on time scales, see [3, 8, 13, 17, 18] . There is not much work on second-order with m-point impulsive boundary value problems on time scales, see [14, 19] .
In [7] , Guo studied the following two-point boundary value problem
In [10] , Hu, Liu and Wu studied second-order two-point impulsive boundary value problem
By using the fixed point theorem in cone, they obtained the existence criteria of one or two positive solutions. In [15] , Ma considered the existence and multiplicity of positive solutions for the m-boundary value problems
The main tool is Guo-Krasnoselskii fixed point theorem.
In [14] , Li, Chen and Wu studied the following m-point boundary value problems for p-Laplacian impulsive dynamic equations on time scales
In accordance with the Leray-Schauder fixed point theorem and the nonlinear alternative of Leray-Schauder type, they get the existence of at least one positive solution. They also considered the existence of at least three positive solutions by using a new fixed point theorem.
Motivated by the above results, in this study, we consider the following second-order m-point impulsive boundary value problem (BVP) on time scales
where T is a time scale, 0, 1
.., n with 0 < t 1 < t 2 < ... < t n < 1. ∆u| t=t k and ∆u | t=t k denote the jump of u(t) and u (t) at t = t k , i.e.,
) represent the right-hand limit and left-hand limit of u(t) and u (t) at t = t k , k = 1, 2, ..., n, respectively.
Throughout this paper we assume that following conditions hold:
By means of the fixed point index theory in the cone [12] , we get the existence of at least two positive solutions for the impulsive BVP (1.1). Then we generalized this to obtain many positive solutions. In fact, our results is also new when T = R (the differential case) and T = Z (the discrete case). Therefore, the results can be considered as a contribution to this field. This paper is organized as follows. In Section 2, we provide some definitions and preliminary lemmas which are key tools for our main results. We give and prove our main results in Section 3. Finally, in Section 4, we give an example to demonstrate our results.
Preliminaries
In this section, to state the main results of this paper, we need the following lemmas. Throughout the rest of this paper, we assume that the points of impulse t k are right dense for each
Then B is a real Banach space with the norm u = sup
it satisfies all equations of (1.1).
Obviously, K is a cone in B. We note that, for each u ∈ K, u = sup
Denote by θ and ϕ, the solutions of the corresponding homogeneous equation
under the initial conditions
Using the initial conditions (2.2), we can deduce from equation (2.1) for θ and ϕ the following equations:
and
is a solution of the equation
where
10)
then u is a solution of the impulsive boundary value problem (1.1).
Proof. Let u satisfies the integral equation (2.6), then we have
i.e.,
So that
Since
we have that
(2.13) From (2.5), (2.12) and (2.13), we get that
which implies that A( f ) and B( f ) satisfy (2.9) and (2.10), respectively.
Then for u ∈ B ∩ C 2 (J ) with f, q ≥ 0, the solution u of the problem (1.1) satisfies
Proof. It is an immediate subsequence of the facts that
Lemma 2.3. Let (H1) − (H3) and (H5) hold. Assume
Proof. Assume that the inequality u (t) < 0 holds. Since u (t) is nonincreasing on [0, 1] T , one can verify that
From the boundary conditions of the problem (1.1), we have
The last inequality yields
Therefore, we obtain that
According to Lemma 2.2, we have that u(1) ≥ 0. So, c − 
Proof. Since u ∈ K, nonnegative and nondecreasing
On the other hand, u (t) is nonincreasing on [0, 1] T . So, for every t ∈ [0, 1] T , we have
This together with
So, the proof of Lemma is completed.
Now define an operator T : K −→ B by
where W k , G, A( f ), B( f ) and θ, ϕ are defined as in (2.7), (2.8), (2.9), (2.10) and (2.3) respectively.
Lemma 2.5. Let (H1) − (H6) hold. Then T : K → K is completely continuous.
Proof. By Arzela-Ascoli theorem, we can easily prove that operator T is completely continuous.
Main Results
The following fixed point theorem is fundamental and important to the proofs of our main results. 
(ii) If there exists e ∈ K \ {0} such that x Tx + λe for all x ∈ ∂D K and all λ > 0,
Now we consider the existence of at least two positive solutions for the BVP (1.1) by the fixed point theorem in [12] .
We define
Lemma 3.2. Ω ρ has the following properties:
(c) u ∈ Ω ρ if and only if min
Now for convenience we introduce the following notations. Let (H7) There exist ρ 1 , ρ 2 , ρ 3 ∈ (0, ∞) with ρ 1 < γρ 2 and ρ 2 < ρ 3 such that
Then problem (1.1) has at least two positive solutions u 1 , u 2 with
(H8) There exist ρ 1 , ρ 2 , ρ 3 ∈ (0, ∞) with ρ 1 < ρ 2 < γρ 3 < ρ 3 such that
Proof. We only consider the condition (H7). If (H8) holds, then the proof is similar to that of the case when (H7) holds. By Lemma 2.5, we know that the operator T : K → K is completely continuous. First, we show that i K (T, K ρ 1 ) = 1. In fact, by (2.14), F
i.e., Tu < u for u ∈ ∂K ρ 1 . By (i) of Lemma 3.1, we obtain that i K (T, K ρ 1 ) = 1. Secondly, we show that i K (T, Ω ρ 2 ) = 0. Let e(t) ≡ 1. Then e ∈ ∂K 1 . We claim that u Tu + λe, u ∈ ∂Ω ρ 2 , λ > 0.
Suppose that there exists u 0 ∈ ∂Ω ρ 2 and λ 0 > 0 such that 
i.e. γρ 2 > γρ 2 + λ 0 , which is a contradiction. Hence by (ii) of Lemma 3.1, it follows that i K (T, Ω ρ 2 ) = 0. Finally, similar to the proof of i K (T, K ρ 1 ) = 1, we can prove that i K (T, K ρ 3 ) = 1. Since ρ 1 < γρ 2 and Lemma 3.2 (b), we have K ρ 1 ⊂ K γρ 2 ⊂ Ω ρ 2 . Similarly with ρ 2 < ρ 3 and Lemma 3.2 (b), we have Ω ρ 2 ⊂ K ρ 2 ⊂ K ρ 3 . Therefore (iii) of Lemma 3.1 implies that BVP (1.1) has at least two positive solutions u 1 , u 2 with
Theorem 3.3 can be generalized to obtain many solutions. 
Then problem (1.1) has at least 2m 0 solutions in K.
(H10) There exists {ρ i } 2m 0 i=1 ⊂ (0, ∞) with ρ 1 < γρ 2 < ρ 2 < ρ 3 < γρ 4 < ... < γρ 2m 0 < ρ 2m 0 such that
Then problem (1.1) has at least 2m 0 − 1 solutions in K.
Theorem 3.5. Suppose (H1) − (H6) hold. Then we have the following assertions.
(H11) There exists {ρ i } 2m 0 +1 i=1 ⊂ (0, ∞) with ρ 1 < ρ 2 < γρ 3 < ρ 3 < ... < ρ 2m 0 < γρ 2m 0 +1 < ρ 2m 0 +1 such that
(H12) There exists (1 + t)(3 − s), t ≤ s.
It is clear that (H1) − (H6) are satisfied. Taking ρ 1 = 3, ρ 2 = 12, ρ 3 = 1000, we can obtain that ρ 1 < γρ 2 and ρ 2 < ρ 3 .
Now, we show that (H7) is satisfied: Then, (H7) condition of Theorem 3.3 hold. Hence, we get the BVP (4.1) has at least two positive solutions.
