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One method of obtaining near minimax polynomial approximation to 
J-g en+ ” [ -1, 1 ] is to choose p E “$, such that f- p equioscillates on the point set 
consisting of the extrema of r,+ I. It is shown that IIJ-pII may be expressed in 
terms off I”+‘) in the same manner as E,df), the error of minimax approximation. 
The Lebesgue constants are also investigated. 
1. INTRODUCTION 
Suppose SE C (n+ ‘)[--I I]. Then it is known that for minimax polynomial 
approximation on [-1, 1 i 
cm := p:$ Ilf-PII = 2”(n1+ 1)’ Is’““)(a~ ” (1.1) 
where <E (-1, 1) and I( . I( denotes the Chebyshev norm on [-1, 1). 
It is also well known that near minimax approximation is given by the 
interpolating polynomial q E Yn constructed on the zeros of T,+ I, the 
Chebyshev polynomial of degree n + 1. We then have 
(1.2) 
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where [E (-1, 1). Details of both of these results may be found, for 
example, in Phillips and Taylor [3]. It is also possible to find the Lebesgue 
constant A,(T) for such interpolation and deduce that 
Z,<(l+A,(T))E,,< 
( 
2+Gln(n+ 1) E,. 
) 
See Rivlin 141. 
Another method of obtaining near minimax approximation is to choose 
the unique p E %Yn such that the error f-p equioscillates on the point set 
consisting of the n + 2 extrema of T,, 1. Such an approximation is usually 
suggested as a means of starting the Remez exchange algorithm. We will 
investigate the error f-p and show that a result similar to (1.1) and (1.2) 
holds. 
2. EQUIOSCILLATION ON EXTREMA OF T,,,, 
Let qj = cos(jn/(n + l)), j = O,..., n + I, denote the extrema of T, + , on 
I-1, 11. We note that 
10; (x - rjj) = tx’ - ;’ uJx) ) 
where U, E Yn is the Chebyshev polynomial of the second kind. 
Swwse 4, + 1 E Z + 1 is the interpolatory polynomial for f constructed on 
H= {v o,..., r,,+ 1 1, when 
f(x) - qn+ l(x) = (x2 - ;! un(x)flx, VO,“‘, vn+ Il. 
The coefftcient of x”+’ in q,,+,(x) isf[qO,..., qn+r] and we “economise” q,+ 1 
to obtain 
p(x)=q,+,(x)-~S[~o,...,?~+,l T,,+,(x), 
where p E Tn. It is clear that f-p equioscillates on H as f (vj) - 
q,+ ,(Vj) = o,j= 0 ,..., n + 1. 
We also have 
f(x) -p(x) = (x2 - l) un(x)f[x7 ro, 
2” 
. . . 7 ?,,I1 
+ T*+l(x)f [ao, 2” --- 3 vn+ll (2.1) 
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and observe that 
= 2”(n: 1), lf’““‘(Q a 
mn+’ 2”(n + l>! ’ 
(2.2) 
where I E (-1, 1) and 
m nil = xEe ,] vn+ “(X>l. 
THEOREM. If fE C(n+‘)[-l, I] and pi CT is such that f-p 
equioscillates on H then 
If- PII = 2”@; 1>, lf’“+“CU>I 3 
where ,u E (-1, 1). 
ProoJ: We need to prove that 
(2.3) 
where M,, , = ]]f(“+‘) ]I. The result then follows from (2.2) and the 
continuity off (n+ “. 
It is not possible to obtain (2.3) by simply bounding the two terms in (2.1) 
as their signs may differ. We let x = cos 8, 0 E [0, rr], e(x) = 2”(f(x) -p(x)) 
and write (2.1) as 
e(x) = -sin 8 . sin(n + 1) 19 .f[x, q0 ,..., qn+ ,] 
+cos(n+ l)~~f[‘lo,...,Vn+,l. (2.4) 
We consider four separate cases: 
(i) sin(n + 1) 8 and cos(n + 4) 8 of opposite signs. 
We use 
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to write (2.4) as 
e(x) = - 
sin8ssin(n+ 1)13 
cos B + 1 fh VO’“‘. rt,l 
+ 
c 
cos(n+ 1)8+ 
sin 8. sin(n + 1) 0 
cos 0 + 1 1 .f[V 07”‘~ flnt 1 I
The factors -tan id. sin(n + 1) 0 and cosjn + f) B/cos 40 are of the same 
sign and hence 
le(x)l< Icos(n + l)Ql Mn+l < Mn+’ 
(n + l)! (n + l)! . P-6) 
(ii) sin(n + 1) 8 and sin(n + f) e of opposite signs. 
We use 
to deduce that 
e(x)=cot+8.sin(n+ l)O*f[x,r,,...,rl,tlI 
sin(n + f) 0 - 
sin je “fI17 0 3.--v v, f I 1 
when again (2.6) follows. 
(iii) cos(n + 1) 8 and cos(n + f) 13 of opposite signs. 
We first note that 
M 
’ (n :+I;! 
as qO= 1 and v,,+,=-1. 
(2.8) 
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We then use (2.5) in (2.4) to deduce that 
e(x) = -(cOS nB + COS(n + 1) 0) *f[& 1103-7 Vn+ I 1 
+ cos(n + 1) 8 -J-lx, VO,.“3 rl,l 
= -2 cos(n + f) 8. cm +e *j-lx, VO,..‘, vn+ II 
+ cos(n + 1) e *f[x, var..., r,]. 
The signs of the factors -2 cos(n + 4) 0. cos 40 and cos(n + 1) 0 are the 
same and hence, using also (2.8), 
1 e(x)1 < ( cos nel . 
M n+l M 
(n + l)! ’ 
fl+I 
(n + l)! ’ (2.9) 
(iv) cos(n + 1) e and sin(n + 4) 8 of same s&n. 
We use (2.7) in (2.4) to deduce that 
e(x) = (cos(n + 1) e - cos nd) ..I+, v. ,..., r,+ ,I 
+cos(n+ wfb,~1~.4,+Ii 
= -2 sin(n + $) . sin +e *f[x, q0 ,..., qn+ ,1 
+ cos(n + 1) e gp, v, ,..., rn+, I. 
This time the relevant factors have opposite signs and (2.9) follows. 
Result (2.6) follows immediately from (2.4) for 8= 0 and 8= rc. For 
r3 E (0, n), it can be seen from Table I that (i)-(iv) cover all possibilities as 
+S E (0, fz). Thus the proof of the theorem is complete. 
TABLE I 
Quadrant which contains 
(n + 4, B (n+ I)0 Relevant case 
I 1 
1 2 
2 2 
2 3 
3 3 
3 4 
4 4 
4 1 
(iv) 
(iii) 
6) 
(ii) 
(iv) 
(iii) 
0) 
(ii) 
640/36/3-h 
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3. LEBESGUE CONSTANT 
Suppose p E *Yn is as defined in Section 2 and thus f -p equioscillates on 
H. We may write p in terms of Chebyshev polynomials as follows. 
where 
p(x) = \: t c/( Tk(X), 
?zo 
(3.1) 
(3.2) 
See Fraser [ 11. (2’ denotes summation with the first term halved and C” 
summation with the first and last terms halved.) Thus 
p(cos 0) = & i' ?$(a, * COS kej COS ke 
k-0 .j=O 
= & g! f(qj) $1 [COS k(B + ej> + COS k(’ - ej)ly 
where 0, = jn/(n + l), j = 0 ,..., n + 1. Hence 
IIPII <A,(W * llfll? 
where A,(H), the Lebesgue constant of the mapping of S to p, is given by 
with 
f ’ [COS k(e i- ej) + cos k(e - e,)] 
k=O 
1 “f:, = 
z I 2(n + l) j=O 
sin[(n + f)(e + Bj)] + sin[(n + :)(e- e,)] 
sin $(e + ej) sin $(e - ej) 
1 ilfl 
= 2(n + 1) z; 
sin(n + 1) e . (cot + (e + ej) + cot + (e - e,& 
-220++ i)e 
~ (sin(n + 1) 81 ;ti 
2(n + 1) 4 
cOt$e+ej)+cOt+(e-ej) + 1. (3.3) 
J=L 
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It now follows, making use of the bounds derived in McCabe and Phillips 
[2], that 
~,W) GA,(T) + 13 (3.4) 
where A,(T) is the Lebesgue constant for interpolation on the zeros of T,, , . 
Values of ,4,(H) for various n were calculated and are given in Table II. 6,,, 
is the point at which h, is a maximum. Values of A,(T) are also shown and 
it is conjectured that in place of (3.4) we have the stronger results, 
A,@) < ~,O’> for n odd and n> 1, 
A,W) = ~#I for n even, 
4nax = 42 for n even. 
TABLE II 
n 8 max A,(H) A,,(T) 
1 0 1.5 1.414 
2 Oorfn 1.667 1.667 
3 1.104 1.830 1.848 
4 fR 1.989 1.989 
5 1.284 2.094 2.104 
6 fR 2.202 2.202 
7 1.362 2.280 2.287 
8 $72 2.362 2.362 
9 I .401 2.424 2.429 
10 f7r 2.489 2.489 
50 472 3.466 3.466 
100 fR 3.901 3.901 
However, the authors have not been able to find proofs of these conjectures. 
It is easily seen from (3.3) and McCabe and Phillips 12, Eqs. (16) and 
(20)] that 
when n is even. 
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