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Abstract
In the study of free arrangements, the most useful result to con-
struct/check free arrangements is the addition-deletion theorem in [6].
Recently, the multiple version of the addition theorem is proved in [2],
called the multiple addition theorem (MAT) to prove the ideal-free
theorem. The aim of this article is to give the deletion version of
MAT, the multiple deletion theorem (MDT). Also, we can generalize
MAT from the viewpoint of our new proof. Moreover, we introduce
their restriction version, a multiple restriction theorem (MRT). Appli-
cations of them including the combinatorial freeness of the extended
Catalan arrangements are given.
1 Introduction
Let K be an arbitrary field, V = Kℓ and S = K[x1, . . . , xℓ] its coordinate
ring. Let DerS := ⊕ℓi=1S∂xi. A hyperplane arrangement A is a finite set
of linear hyperplanes in V . For each H ∈ A, let us fix a linear form αH ∈ V
∗
such that kerαH = H . The logarithmic derivation module D(A) of A
is defined by
D(A) := {θ ∈ DerS | θ(αH) ∈ SαH (∀H ∈ A)}.
D(A) is a reflexive S-module, and not free in general. We say that A is free
with exponents exp(A) = (d1, . . . , dℓ) if there are S-free homogeneous basis
θ1, . . . , θℓ ∈ D(A) with deg θi = di (i = 1, . . . , ℓ). For integers d1, . . . , dℓ, let
(d1, . . . , dℓ)≤ denote that d1 ≤ · · · ≤ dℓ.
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In the study of hyperplane arrangements, the freeness is one of the most
important objects. But in general it is very difficult to determine whether
a given arrangment is free or not. The most useful method to check the
freeness is the following addition-deletion theorem.
Theorem 1.1 ([6])
Let H ∈ A, A′ := A \ {H} and A′′ := AH := {H ∩ L | L ∈ A′}. Then two
of the following three imply the third:
(1) A is free with exp(A) = (d1, . . . , dℓ−1, dℓ).
(2) A′ is free with exp(A′) = (d1, . . . , dℓ−1, dℓ − 1).
(3) A′′ is free with exp(A′′) = (d1, . . . , dℓ−1).
In particular, all the three hold true if A and A′ are both free.
There are a lot of variants of Theorem 1.1. For example, the division
theorem in [1] is one of them. Among them, recently, the multiple addition
theorem (MAT) is introduced in [2] to prove the freeness of ideal subarrange-
ments. Let us recall MAT.
Theorem 1.2 (Multiple addition theorem (MAT), [2], Theorem 3.1)
Assume that A′ is a free arrangement with exp(A′) = (d1, d2. . . . , dℓ)≤ such
that di =: d for q ≤ i ≤ ℓ. For Hℓ, . . . , Hq ∈ A with 2 ≤ q, define A
′′
j :=
(A′∪{Hj})
Hj , A := A′∪{Hq, . . . , Hℓ} and assume the following conditions:
(1) |A′| − |A′′j | = d (j = q, . . . , ℓ),
(2) X :=
⋂ℓ
i=qHi is (ℓ− q + 1)-codimensional, and
(3) X 6⊂
⋃
K∈A′ K.
Then A is free with exponents (d1, d2, . . . , dq−1, d+ 1, . . . , d+ 1).
This multiple addition theorem enables us, under certain conditions, to
add hyperplanes at once to free arrangements keeping the freeness with con-
trolled behavior of exponents. Then it is very natural to ask, what about
the multiple deletion theorem? The first aim of this article is to answer this
very natural question as follows:
Theorem 1.3 (Multiple deletion theorem, MDT)
Assume that A is a free arrangement with exp(A) = (1, d2. . . . , dℓ)≤ such
that 1 < d2. For H2, . . . , Hq ∈ A with 2 ≤ q ≤ ℓ, let αj := αHj (j =
2, . . . , q), define A′′j := A
Hj , A′ := A\{H2, . . . , Hq} and assume the following
conditions:
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(1) |A| − |A′′j | = dj (j = 2, . . . , q),
(2) X :=
⋂q
i=2Hi is (q − 1)-codimensional, and
(3) X 6⊂
⋃
K∈A′ K.
Then A′ is free with exponents (1, d2−1, d3−1, . . . , dq−1, dq+1, . . . , dℓ). More
explicitly, there is a basis for D(A) of the form θE , α2η2, . . . , αqηq, θq+1, . . . , θℓ
for D(A) with deg ηi = di − 1, deg θj = dj for all i, j.
From the same viewpoint of Theorem 1.3, we can show a generalized
version of the multiple addition theorem in [2] as follows:
Theorem 1.4 (Multiple addition theorem 2, MAT2)
Assume that A′ is a free arrangement with exp(A′) = (1, d2. . . . , dℓ)≤. For
Hℓ, . . . , Hq ∈ A with 2 ≤ q, define A
′′
j := (A
′ ∪ {Hj})
Hj , A := A′ ∪
{Hq, . . . , Hℓ} and assume the following conditions:
(1) |A′| − |A′′j | = dj (j = q, . . . , ℓ),
(2) X :=
⋂ℓ
i=qHi is (ℓ− q + 1)-codimensional, and
(3) X 6⊂
⋃
K∈A′ K.
Then A is free with exponents (1, d2, . . . , dq−1, dq + 1, . . . , dℓ + 1). More-
over, there is a basis θE , θ2, . . . , θq−1, ηq, . . . , ηℓ for D(A
′) such that deg θi =
di, deg ηj = dj, θi ∈ D(A) and ηj ∈ D(A \ {Hj}) for all i, j.
Also, we can show the restriction version as follows:
Theorem 1.5 (Multiple restriction theorem, MRT)
Let A be free with exp(A) = (1, d2, . . . , dℓ)≤ and let X ∈ Lk(A). Then
AX := {X ∩H | H ∈ A, X 6⊂ H} is free with exp(AX) = (1, dk+2, . . . , dℓ) if
and only if |AX| = 1 + dk+2 + · · ·+ dℓ.
We give some applications of MDT and MAT2. In particular, by observ-
ing MAT, we can show that the freeness of the extended Catalan arrange-
ments depends only on its combinatorics.
The organization of this article is as follows. In §2 we introduce several
definitions and results used in this article. In §3 we prove MDT and MAT2.
In §4 we prove MRT by showing a more general result. In §5 we consider the
relation between combinatorics of freeness and MAT.
Acknowledgements. The first author is partially supported by KAKENHI,
JSPS Grant-in-Aid for Scientific Research (B) 16H03924, and Grant-in-Aid
for Exploratory Research 16K13744.
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2 Preliminaries
In this section let us fix a notation and introduce several results used for the
rest of this article. Let A be an arrangement of hyperplanes in V = Kℓ as in
§1. The intersection lattice L(A) of A is defined by
L(A) := {
⋂
H∈B
H | B ⊂ A}.
Let Lk(A) := {X ∈ L(A) | codimV (X) = k}. On L(A) the Mo¨bius func-
tion µ is defined by µ(V ) = 1, and by
µ(X) = −
∑
Y ∈L(A), X(Y⊂V
µ(Y ).
The Poincare´ polynomial π(A; t) is
π(A; t) :=
∑
X∈L(A)
µ(X)(−t)codimX ,
and the characteristic polynomial χ(A; t) is
χ(A; t) :=
∑
X∈L(A)
µ(X)tdimX .
For X ∈ L(A), the localizaton AX := {H ∈ A | X ⊂ H} is a subarrange-
ment of A, and the restriction AX := {H ∩X | H ∈ A\AX} is an arrange-
ment in X . More generally, for a point x ∈ V , let Ax := {H ∈ A | x ∈ H},
and D(A)x is the localization of D(A) at the homogeneous prime ideal cor-
responding to x.
Next recall several results related to D(A) introduced in §1. For a non-
negative integer d, let D(A)d denote the homogeneous degree d-part ofD(A).
Here θ ∈ DerS is homogeneous of degree d if θ(α) is homogeneous of degree
d for all α ∈ V ∗ with θ(α) 6= 0. When A 6= ∅, θE ∈ D(A) and the free
S-module SθE is a direct summand of D(A). Explicitly, for any H ∈ A, if
DH(A) := {θ ∈ D(A) | θ(αH) = 0}, then
D(A) ≃ SθE ⊕DH(A).
Hence A is free if and only if DH(A) is free for some, and hence any H ∈ A.
Hence 1 ∈ exp(A) when A 6= ∅ is free. For X ∈ L(A), it is easy to see that
AX is free if A is free. Contrary to the localization, there are no relations of
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freeness between A and AH for H ∈ A. The most useful relation is Theorem
1.1. In fact, always we have the exact sequence
(2.1) 0→ D(A′)
·αH→ D(A)
ρ
→ D(A′′),
where ρ is the map taking modulo αH , and called the Euler restriction map.
And the exact sequence (2.1) is right exact if all the three conditions in
Theorem 1.1 hold. When A is free, we can relate the exponents with its
Poincare´ polynomial as follows.
Theorem 2.1 ([7])
If A is free with exp(A) = (d1, . . . , dℓ), then π(A; t) =
∏ℓ
i=1(1 + dit).
For a multiplicity function m : A → Z>0, we can define the logarith-
mic derivation module D(A, m) of the multiarrangement (A, m) as
D(A, m) := {θ ∈ DerS | θ(αH) ∈ Sα
m(H)
H (∀H ∈ A)}.
D(A, m) is a reflexive S-module, and not free in general. Hence we can
define its freeness and exponents in the same way as for A. Let |m| :=∑
H∈Am(H) and Q(A, m) :=
∏
H∈A α
m(H)
H .
Definition 2.2
Let H ∈ A. Then the Ziegler restriction (AH, mH) of A onto H is defined
by
mH(X) := |{L ∈ A \ {H} | L ∩H = X}|
for X ∈ L(AH). Then we have the Ziegler restriction map
πH : DH(A)→ D(A
H, mH)
by taking modulo αH . Hence ker πH = DH(A)[−1] = αHDH(A).
Theorem 2.3 ([9])
Assume that A is free with exp(A) = (1, d2, . . . , dℓ). Then (A
H, mH) is free
with exp(AH , mH) = (d2, . . . , dℓ). In particular, the Ziegler restriction map
is surjective in this case.
For the freeness, the following criterion is important.
Theorem 2.4 (Saito’s criterion, [5])
Let θ1, . . . , θℓ ∈ D(A, m) be homogeneous derivations. Then det(θi(xj)) ∈
SQ(A, m). Moreover, they form a basis for D(A, m) if and only if they are
S-independent, and |m| =
∑ℓ
i=1 deg θi.
5
The following is very important to analyze freeness.
Theorem 2.5 ([6])
Let H ∈ A and A′ := A \ {H}. Then there is a polynomial B with degB =
|A′| − |AH | such that
θ(αH) ∈ (αH , B)
for all θ ∈ D(A′).
Based on Theorem 2.5, we often use the following two arguments in this
article.
Proposition 2.6
Let H ∈ A, A′ := A \ {H} and d := |A′| − |AH |. Then
(1) θ ∈ D(A′) belongs to D(A) if deg θ < d.
(2) Assume that there is θ ∈ D(A′)d such that θ(αH) = B modulo αH .
If there is a generator θE , ϕ1, . . . , ϕs, θ for D(A
′) such that ϕi(αH) ≡ giB for
i = 1, . . . , s modulo αH , then θE , ϕ1 − giθ, . . . , ϕs − gsθ, αHθ is a generator
for D(A). In particular,
(3) if A′ is free with exp(A′) = (d1, . . . , dℓ), dℓ = d, θ1, . . . , θℓ form a
basis for D(A′) with deg θi = di, θℓ(αH) = B modulo αH , and θi(αH) ≡ giB
modulo αH , then θ1 − g1θ, . . . , θℓ−1 − gℓ−1θ, αHθℓ form a basis for D(A).
Proof. (1) Trivial by Theorem 2.5.
(2) For ϕi with degϕi < d, (1) implies that ϕi ∈ D(A). For those with
deg ϕi ≥ d, let
ϕi(αH) = fiαH + giB
by Theorem 2.5. Then replacing ϕi by ϕi − giθ, it holds that all ϕi ∈ D(A).
Let us show that θE , ϕ1, . . . , ϕs, αHθ generateD(A). Note that θ(αH) 6∈ SαH .
Let ϕ ∈ D(A) ⊂ D(A′). Then ϕ = fθE+
∑s
i=1 fiϕi+gθ. Since all derivations
but θ belongs to D(A), gθ ∈ D(A) which implies that αH | g. Thus (2)
follows. (3) is immediate from (2). 
Proposition 2.7
Let H ∈ A and assume that A is free with exp(A) = (1, d2, . . . , dℓ). Let
θi (i = 2, . . . , ℓ) be a basis for D(A) with deg θi = di, and let Q
′ :=
Q(AH , mH)/Q(AH). Assume that |A| − |AH | = dℓ, and
Q′πH(θE) =
ℓ∑
i=2
πH(fi)πH(θi),
where fi ∈ S. If there is some i such that πH(fi) 6= 0 and di = dℓ, then
πH(θ2), . . . , πH(θℓ−1), Q
′πH(θE)
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form a basis for D(AH, mH), and
π(θE), πH(θ2), . . . , πH(θℓ−1)
form a basis for D(AH).
Proof. By Theorem 2.3 and the decomposition D(A) ≃ SθE ⊕DH(A), we
may assume that πH(θ2), . . . , πH(θℓ−1), πH(θℓ) form a basis for D(A
H, mH).
We may assume that fℓ 6= 0. By the reason of degrees, fℓ ∈ K
×. Hence we
may replace πH(θℓ) byQ
′πH(θE) to obtain that πH(θ2), . . . , πH(θℓ−1), Q
′πH(θE)
is a basis for D(AH, mH). In particular, πH(θE), πH(θ2), . . . , πH(θℓ−1) are in-
dependent over S/αH , and the sum of their degrees are |A
H|. Hence Saito’s
criterion completes the proof. 
3 Proof of Theorems 1.3 and 1.4
Let us prove main results in this article.
Proof of Theorem 1.3. Let αi be the defining linear form of Hi. We
show by induction on q. First let q = 2. Let θE , θ2, . . . , θℓ be a basis for
D(A) with deg θi = di and θi ∈ DH2(A). Let π : DH2(A) → D(A
′′
2, m
H2) be
the Ziegler restriction map. Then Theorem 2.3 implies that π(θ2), . . . , π(θℓ)
form a basis for D(A′′2, m
H2). Let Q := Q(A′′2, m
H2)/Q(A′′2). Then Qπ(θE) ∈
D(A′′2, m
H2)d2 by the condition (1). Hence there are fi ∈ S such that
Qπ(θE) =
k∑
i=2
π(fi)π(θi),
where d2 = · · · = dk < dk+1. By comparing the degrees, we may assume that
π(f2) ∈ K
×. Then by Proposition 2.7, we may replace π(θ2) by Qπ(θE) to
obtain a basis Qπ(θE), π(θ3), . . . , π(θℓ) for D(A
′′
2, m
H2). Hence again Propo-
sition 2.7 implies that the derivations π(θE), π(θ3), . . . , π(θℓ) form a basis
for D(A′′2). Let ρ : D(A) → D(A
′′
2) be the Euler restriction map. Then
ρ(θi) = π(θi) for i ≥ 3 by definition. Since ρ is surjective too, there are
polynomials f, fi (i = 3, . . . , ℓ) such that
θ2 = fθE +
ℓ∑
i=3
fiθi + αHθ
′
by (2.1). Here θ′ ∈ D(A \ {H2}). Replacing θ2 by θ2 − fθE −
∑ℓ
i=3 fiθi, we
have the desired basis for D(A).
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Now assume that the statement holds true for q−1 ≥ 1. When the case of
q, by induction, D(A) has a basis of the form θE , α2η2, . . . , αq−1ηq−1, θq, . . . , θℓ
with deg ηj = dj−1, deg θj = dj . Replacing αjηj by αjηj− (αjηj(αq)/αq)θE ,
we may assume that αjηj ∈ DHq(A) for j = 2, . . . , q−1. Also, we may assume
that θq, . . . , θℓ ∈ DHq(A). Let π : DHq(A) → D(A
Hq , mHq) be the Ziegler
restriction map. By Theorem 2.3, π(α2η2), . . . , π(αq−1ηq−1), π(θq), . . . , π(θℓ)
form a basis for D(AHq , mHq). Let Q := Q(AHq , mHq)/Q(AHq). Then θqE :=
Qπ(θE) ∈ D(A
Hq , mHq)dq by the condition (1). Hence θ
q
E can be expressed as
a S/αq-linear combination of the basis whose degree is at most dq. If there is
θj such that deg θj = dq, and it appears in the linear combination with a non-
zero scalar coefficient, then the same argument as when q = 2, combined with
Proposition 2.7, implies that π(α2η2), . . . , π(αq−1ηq−1), θ
q
E, π(θq+1), . . . , π(θℓ)
form a basis for D(A′′q , m
Hq). Hence by the same argument as when q = 2,
we may replace θq by the derivation of the form αHqθ
′ with θ′ ∈ D(A\{Hq}),
which completes the proof. Assume not. Hence
(3.1) θqE =
q−1∑
i=2
π(fi)π(αiηi) (fi ∈ S).
Let Hq ∩ Hj =: Xj ∈ A
Hq and let βj ∈ S/αq be the defining linear form
of Xj . Note that ∩
q−1
j=2Xj = X . We show that there is a point x ∈ X
such that αY (x) 6= 0 for all Y ∈ A
Hq \ {X2, . . . , Xq−1}. To show it, it
suffices to check that X 6⊂ Y ∈ AHq \ {X2, . . . , Xq−1} by extending the
base field K if necessary. Assume that there is such Y = H ∩ Hq, H ∈ A.
Since X ⊂ Y ⊂ H , the condition (3) implies that H ∈ {H2, . . . , Hq−1}, a
contradiction.
Hence there is x ∈ X \
⋃
Y ∈A′′q , Y 6=Xj
Y such that the right hand side of
(3.1) is zero at x. We show that the left hand side cannot be zero at x. Since
π(θE) is nowhere vanishing, it is equivalent to say that Q(x) = 0. Note that
αY (x) 6= 0 for Y ∈ A
′′
q \ {X2, . . . , Xq−1}. Thus Q(x) = 0 could occur only
when m(Xj) ≥ 2 for some j, which cannot occur by the condition (2).
Proof of Theorem 1.4. Let αi be the defining linear form of Hi. We
show by induction on q. When q = ℓ, this is Theorem 1.2. Assume that
the statement holds true for q + 1 ≤ ℓ. By induction, D(A′) has a basis of
the form θE , θ2, . . . , θq, ηq+1, . . . , ηℓ with deg θi = di, deg ηj = dj such that
ηj(αj) = bj modulo αj for j = q + 1, . . . , ℓ, where bj is the polynomial in
Theorem 2.5 with deg bj = |A
′| − |A′′j |. Also, if di < dq, then Proposition 2.6
implies that θi ∈ D(A). Moreover, by the induction hypothesis, ηj(αi) ≡ 0
modulo αi for all i 6= j. Hence it suffices to show that θi(αq) ≡ bq modulo αq
for some i with deg θi = dq by Proposition 2.6. Assume not. Then we may
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assume that θi is tangent to X for all i. Let x ∈ X with Ax = {Hq, . . . , Hℓ}
by the condition (3). Then
k(x)⊗D(A′)x ≃ K
ℓ = TX,x ⊕NX,x,
i.e., the tangent space decomposes into the tangent space and normal space
of X at x. Here k(x) is the residue field of Sx. By the condition (2), the
former is of (q− 1)-dimensional and the latter (ℓ− q+1)-dimensional. Note
that θE and all θi ∈ TX,x by the assumption above. Thus
ℓ− q + 1 = dimNX,x
= dim〈ηq+1, . . . , ηℓ〉K
≤ ℓ− q,
a contradiction. 
In fact, the assertions in Theorems 1.3 and 1.4 are weaker than proved
here. Explicitly, the following holds.
Corollary 3.1
Let A be a free arrangement satisfying the conditions (1), (2) and (3) in
Theorem 1.3. Let I ⊂ {2, . . . , q} and set A−I := A \ {Hi}i∈I . Then A−I is
free with basis
θE , {ηi}i∈I , {αiηi}i 6∈I , θq+1, . . . , θℓ
in the notation of Theorem 1.3.
Proof. Immediately from the proofs of Theorem 1.3 and Theorem 2.4. 
Corollary 3.2
Let A′ be a free arrangement satisfying the conditions (1), (2) and (3) in
Theorem 1.4. Let I ⊂ {q, . . . , ℓ} and set A+I := A ∪ {Hi}i∈I . Then A+I is
free with basis
θE , {ηi}i 6∈I , {αiηi}i∈I , θ2, . . . , θq−1
in the notation of Theorem 1.4.
Proof. Immediate by the proofs of Theorem 1.4 and Theorem 2.4. 
4 Multiple restriction theorems (MRT)
After proving Theorems 1.3 and 1.4, it is also natural to ask whether we have
a multiple restriction theorem or not. In the setup of MDT and MAT2, we
can say yes to this question.
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For an ℓ-arrangement A and a subspace X ⊂ V , define the arrangement
A ∩X in X by
A ∩X := {L ∩X | L ∈ A, L 6⊃ X}.
If X ∈ L(A), then A ∩ X = AX . By using these terminology, first, let us
formulate the multiple restriction theorem in terms of MAT2 and MDT.
Theorem 4.1 (MRT from MDT)
Let A be a free arrangement satisfying the conditions (1), (2) and (3) in
Theorem 1.3. For I ⊂ {2, . . . , q}, let XI := ∩i∈IHi. Then A
XI is free with
basis
θE, {αiηi}i 6∈I , θq+1, . . . , θℓ.
Here for θ ∈ D(A), θ stands for the restriction of θ onto X .
Proof. Apply Corollary 3.1. 
Theorem 4.2 (MRT from MAT2)
Let A′ be a free arrangement satisfying the conditions (1), (2) and (3) in
Theorem 1.4. For I ⊂ {q, . . . , ℓ}, let XI := ∩i∈IHi. Then A
′ ∩ XI is free
with basis
θE, {ηi}i 6∈I , θ2, . . . , θq.
Here for θ ∈ D(A′), θ stands for the restriction of θ onto X .
Proof. Apply Corollary 3.2. 
In fact, when we want to check the freeness of AX in terms of Theorem
4.1, sometimes the conditions (1), (2) and (3) are too many to check. We
can show the following MRT.
Theorem 4.3
LetA be an ℓ-arrangement with a generator θE , θ1, . . . , θs, ϕ1, . . . , ϕℓ−k−1 such
that deg θi = di ≤ di+1 ≤ ej := deg ϕj for all i, j. Let X ∈ Lk(A) such that
|AX | = 1 +
∑ℓ−k−1
i=1 ei. Then A
X is free with exp(AX) = (1, e1, . . . , eℓ−k−1).
To prove Theorem 4.3, the fundamental lemma is the following.
Lemma 4.4
Let A be an arrangement and X ∈ Lk(A). Then the Euler restriction map
ρ : D(A)→ D(AX) is generically surjective. In particular, if θE , θ1, . . . , θs is
a generator forD(A), then there are (ℓ−k−1)-elements among θ1, . . . , θℓ−k−1
which are SX-independent, where SX := Sym∗(X∗).
10
Proof. Let x ∈ X be a generic point. Then it is clear that
D(A)x = 〈θ1, . . . , θk, ∂xk+1 , . . . , ∂xℓ〉,
D(AX)x = 〈∂xk+1, . . . , ∂xℓ〉,
where we change the coordinates {xi}
ℓ
i=1 in such a way that X = {x1 = · · · =
xk = 0} and θi ∈ D(AX)∩(⊕
k
i=1S∂xi). Hence θi|X = 0 for all i. At this point
ρ is clearly surjective. Since ρ is an S-module homomorphism, the image of ρ
has to contain at least (ℓ− k)-elements which contains the Euler derivation,
and they are SX-independent.
Also, note that, we may define the map ρXH,Y : DH(A) → DY (A
X) for
H ∈ A with H ⊃ X and Y ∈ AX as follows. First, for θ ∈ DH(A) and
L ∈ AH, define the map ρHH,L : DH(A)→ DL(A
H) as
ρHH,L(θ) := ρ(θ)−
ρ(θ)(αL)
αL
ρ(θE),
where ρ is the Euler restriction map. Combine this map till X to obtain the
map ρXH,Y . Then it is clear that
ρ = ρE ⊕ ρ
X
H,Y : D(A) = SθE ⊕DH(A)→ S
XρE(θE)⊕DY (A
X).
Hence the same result holds true for the generator ofDH(A) and their images
in DY (A
X). 
Proof of Theorem 4.3. Assume that the image of ϕ1, . . . , ϕℓ−k−1 are S
X-
independent in DY (A
X) in the terminology of the proof of Theorem 4.3.
Then Saito’s criterion completes the proof. Assume not. Then at least one
of θi has to be contained in the S
X-independent images of the generator.
Let M be the matrix of coefficients of those SX-independent derivations in
DY (A
X). Then by Theorem 2.4,
|AX | − 1 ≤ deg detM ≤ |AX| − 1− ej + di ≤ |A
X| − 1
for some i, j. Hence all the inequalities above are equal. Thus again Saito’s
criterion completes the proof. 
Now Theorem 1.5 is an immediate corollary of Theorem 4.3.
5 Combinatorial freeness and MAT2
In this section, we investigate the relation between combinatorial freeness
and MAT. Though MAT was introduced in [2] to check freeness of some ar-
rangements, it also works well to check whether the freeness is combinatorial
or not. Explicitly, we can show the following.
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Theorem 5.1
Assume that A is free and its freeness depends only on L(A). If B is a free
arrangement constructed by adding hyperplanes to A using MAT2, then the
freeness of B depends only on L(B).
Proof. Whether we can add hyperplanes to A, without destroying the free-
ness, by using MAT2 or not keeping freeness depends only on L(B). This
observation completes the proof. 
To give an example of Theorem 5.1, let us introduce the notation used in
this section. Let K = R and let Φ an irreducible crystallographic root system
of rank ℓ. Let W be the corresponding Weyl group acting on V = Rℓ. Fix a
positive system Φ+. Then the simple system ∆ = {α1, . . . , αℓ} is also fixed.
For each α ∈ Φ+, the hyperplane Hα consists of the points x ∈ V orthogonal
to α. AWeyl arrangement AΦ+ is defined as the set {Hα | α ∈ Φ
+}. More
generally, for U ⊂ Φ+, define
AU := {Hα | α ∈ U}.
Let us introduce a partial order in Φ+ as follows. For α, β ∈ Φ+, α ≤ β
if β − α ∈
∑ℓ
i=1 Z≥0αi. Then a (lower) ideal I ⊂ Φ
+ is the lower closed
set with respect to this partial order in Φ+. The main result in [2], which
was proved by using MAT, asserts that AI is free if I is an ideal. Also, for
α ∈ Φ+ and j ∈ Z, define a hyperplane Hjα in R
ℓ+1 = Spec(S[z]) by
Hjα := {α = jz}.
Then the extended Shi arrangement Shik is the arrangement in Rℓ+1
defined as
Shik := {Hjα | α ∈ Φ
+, j ∈ Z, −k + 1 ≤ j ≤ k} ∪ {z = 0},
and the extended Catalan arrangement Catk is the arrangement in Rℓ+1
defined as
Catk := {Hjα | α ∈ Φ
+, j ∈ Z, −k ≤ j ≤ k} ∪ {z = 0}.
Both of them are free, which was shown in [8]. Now we can give a main
application of MAT2.
Theorem 5.2
The freeness of the extended Catalan arrangements depends only on its in-
tersection lattices.
Theorem 5.2 follows immediately from the following.
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Corollary 5.3
Let I be a lower ideal of the positive system, and
Shik+I := Shi
k ∪{H−kα | α ∈ I}.
Then the freeness of Shik+I depends only on L(Shi
k
+I).
Proof. We know that the freeness of Shik depends only on the combinatorics
by Theorem 6.1 in [1]. Hence by Theorem 5.1, it suffices to show that Shik+I
can be constructed from Shik keeping freeness by using MAT2.
By Theorem 1.2 in [3], we know that Shik+I is free with
exp0(Shi
k
+I) = ((kh)
ℓ) + (d1, . . . , dℓ),
where (d1, . . . , dℓ) is the dual partition of the height distribution of roots in
I (see [2]), and exp0(Shi
k
+I) indicates the multiset of degrees of free basis
of D0(Shi
k
+I) := D(Shi
k
+I)/SθE . Let s be the largest height of the positive
root belonging to I, and let J be the ideal consisting of positive roots in I
whose heights are strictly less than s. We use the induction on the largest
height of ideals to show the statement. When s = 0 then there is nothing to
show. Assume s > 0. Then Theorem 1.3 in [3] implies that exp0(Shi
k
+J) =
((kh)ℓ)+(d1, . . . , dℓ−t, (s−1)
t), where {β1, . . . , βt} is all the positive roots in I
of height s and d1 ≤ · · · ≤ dℓ−t ≤ s−1. By Theorems 1.2 and 1.3 in [3] again,
Shik+J ∪{H
−k
βi
} is free with exponents ((kh)ℓ)+(d1, . . . , dℓ−t, (s−1)
t−1, s) for all
i. Hence the deletion theorem implies that Shik+J ∩H
−k
βi
is free with exponents
((kh)ℓ) + (d1, . . . , dℓ−t, (s− 1)
t−1). Thus
| Shik+J | − | Shi
k
+J ∩H
−k
βi
| = kh + s− 1
for all i.
Since β1 + kz, . . . , βt + kz are the defining equation of positive roots in I
of height kh+s, it is easy to show that they are linearly independent over R.
Also, let X := ∩ti=1H
−k
βi
. If X ⊂ Hjα ∈ Shi
k
+J for some α ∈ Φ
+, −k ≤ j ≤ k,
then puting z = 0 shows that
t⋂
i=1
H0βi ⊂ Hα.
Hence Lemma 4.6 in [2] implies that α =
∑t
i=1 aiβi with ai ∈ Z≥0. Thus
j = (
∑t
i=1 ai)k. Since −k ≤ j ≤ k, H
j
α = H
−k
βi
for some i. Hence the three
conditions in MAT2 are verified, and we may add hyperplanes H−kβ1 , . . . , H
−k
βs
to Shik+J , without destroying the freeness, by MAT2, which completes the
proof. 
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