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Abstract
We investigate the radial part of the charged massive Klein-Gordon equation in Kerr-
Newman spacetime, and in several specific situations, obtain exact solutions by means of
essentially hypergeometric functions or their confluent types. Using these global solutions
and generally obtained local solutions, we calculate a sort of intensity of the collision of two
field excitations, which is a slight generalization of the trace of the stress tensor. We find
that when the black hole is nonextremal, the intensity of the collision of two ingoing modes
is bounded. However, in the extremal limit, more precisely ~κH → 0, the upper bound
grows so that when the frequency of one of the two modes satisfies the critical relation,
the intensity of the collision at the horizon becomes unboundedly large. Furthermore, the
intensity of the collision of ingoing and outgoing modes is always unbounded, as well as
in the classical particle theory. Our results suggest that the BSW effect is inherited by
the quantum theory.
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1 Introduction
In classical particle theory, it was shown in [1] that the collision energy of two particles in
the center of mass frame can be unboundedly large at the event horizon of an extremal
Kerr black hole on the equatorial plane if the energy ε and angular momentum m of one
of the particles satisfies the critical relation ε = ΩHm, where ΩH is the angular velocity
of the black hole. This is called the BSW effect. The authors of [1] discussed whether it is
possible for an extremal black hole to be used as an ultra-high energy particle collider and
a probe of dark matter and the Planck-scale physics. Many other authors have revealed its
universality. In [2], similar phenomena were observed in the Kerr-Newman spacetime for
neutral particles, and in [3] [4] the authors investigated the BSW effect for nonequatorial
orbits and found the limit to the latitude where the critical particles reach the event
horizon. In [5], it was shown that nonrotating but extremely charged black holes also
cause similar divergences of the collision energy for critically charged particles. Many
authors have discussed the BSW effect in a variety of situations [6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34] and the
possibilities of other processes of unboundedly high-energy collision, [35, 36, 37], and for
a review see [38].
In this paper, we consider the quantum effect of the BSW process. In a naive consider-
ation, since the tunnel effect enables critical particles to reach the event horizon regardless
of the potential barrier, the BSW effect may occur even in nonextremal black hole. On
the other hand, quantum effects may modify the collision energy of two particles so that
it has an upper bound. The main purpose of this paper is to discuss whether the quantum
theory inherits the BSW effect or not.
Since it is difficult to treat full quantum field theory even in the test field approxi-
mation, we work in the classical Klein-Gordon field theory in Kerr-Newman spacetime.
2
Classical fields describe a part of quantum features of corresponding particles, e.g., the
tunnel effect and uncertainty relations.
The Klein-Gordon equation in Kerr-Newman spacetime can be separated in terms
of each variable and both the radial and angular part arrive at solving confluent Heun
equations for nonextremal black hole. Furthermore, for the extremal case, the radial part
arrives at the double confluent Heun equation. Unfortunately, in general parameters, ex-
act solutions of Heun-type equations that are represented in globally defined forms are
unknown. On the other hand, local solutions of Heun’s equation that are expressed as
power series are obtained in the Frobenius method, as are those of the other Fuchsian
ordinary differential equations [39]. In [40] [41], the authors transformed both parts of
the Klein-Gordon equation into canonical form of the (double) confluent Heun equation
explicitly and the power series solutions were used for the survey of Hawking radiation.
Their approximate global solutions have also been investigated. In [42] [43], approximate
solutions were obtained through what is called asymptotic matching method. In [44],
solutions of a massive scalar field in the Kerr-Newman background are obtained by use of
Whittaker functions, but they are valid only near the event horizon and infinity. In [46],
the author obtained the solutions in near-extremal Kerr-Newman spacetime for an electri-
cally charged massive Klein-Gordon field that has critical frequency using the (confluent)
hypergeometric functions. When it comes to the exact solutions, in [45] the authors
pointed out that the Klein-Gordon equation relates to various well-known equations in
several specific cases. In particular, they contain the situations in which solutions are ob-
tained by use of the Jacobi functions or the Legendre functions in the nonextremal case.
In this paper, we search for several specific parameters in which the radial part of the
charged massive Klein-Gordon equation in Kerr-Newman spacetime reduces to essentially
hypergeometric equations or their confluent types. As a result, we obtain the globally
defined exact solutions in each of the cases. Our results contain those of [46] and [45].
Related works in different approaches are found in [47].
For our purpose, as long as the qualitative features of the BSW effect are concerned,
the local behaviors of the solutions in the vicinity of the horizon are of importance rather
than the global ones. However, the global solutions enable quantitative discussions.
This paper is organized as follows. In section 2, we give an overview of the BSW effect
in a somewhat general setting, namely, in Kerr-Newman spacetime for charged massive
particles. In section 3, we see the transformations of the Klein-Gordon equation to the
confluent and double confluent Heun equation, and obtain local solutions explicitly. In
section 4, we find several specific situations in which the radial part of the Klein-Gordon
equation reduces to essentially hypergeometric equations or their confluent types. We
obtain appropriately normalized solutions in each of the cases. In section 5, we define a
slight generalization of the trace of the stress tensor that can be used as a kind of intensity
of “collision” of two field excitations, and evaluate it. In section 6, we discuss what our
results mean.
2 An overview of the BSW effect
In this section, we review some properties of geometry and orbits of charged massive
particles in Kerr-Newman spacetime, and the BSW effect.
3
2.1 The Kerr-Newman geometry
Kerr-Newman spacetime is generated by a black hole with mass M , angular momentum
per unit mass a = J/M , and electric charge Q. The line element ds and gauge field A in
Kerr-Newman spacetime in Boyer-Lindquist coordinates are given by [48] [49]
ds2 = −∆
ρ2
(
dt− a sin2θdφ)2 + ρ2
∆
dr2 + ρ2dθ2 +
sin2θ
ρ2
[
(r2 + a2)dφ− adt]2 , (1)
A = Aadx
a = −Qr
ρ2
(
dt− a sin2θdφ) , (2)
where
ρ2 = r2 + a2 cos2θ, ∆ = r2 − 2Mr + a2 +Q2. (3)
If M2 > a2 + Q2, then ∆ vanishes at r = rH = M +
√
M2 − a2 −Q2 and r = rC =
M −
√
M2 − a2 −Q2, where r = rH and r = rC correspond to the event horizon and the
Cauchy horizon, respectively. The geometry has a ring singularity at (r, θ) = (0, pi2 ).
If M2 = a2 +Q2, then ∆ has a double root r = rH = rC . In this case, it is said that
the black hole is ‘extremely rotating and charged’, or simply “extremal”.
If M2 < a2 +Q2, then the geometry has a “naked singularity”. In this paper, we do
not consider this situation.
The angular velocity ΩH , electric potential ΦH and surface gravity κH at the event
horizon are given by
ΩH =
a
r2H + a
2
, (4)
ΦH =
QrH
r2H + a
2
, (5)
κH =
rH − rC
2(r2H + a
2)
. (6)
2.2 The motion of a charged massive particle in Kerr-Newman
spacetime
The motion of a charged particle is given by the action functional written in the form
S[xa, η] =
∫
dλ
1
2
[
η−1gab
(dxa
dλ
)(dxb
dλ
)
− ηµ2 + eAa dx
a
dλ
]
, (7)
where µ is the rest mass, e is the electric charge, λ is a parameter of the orbit, η is an
auxiliary degree of freedom called the “einbein”. It is clear that the motions of massless
particles are obtained by taking the limit µ→ 0.
This system is singular in that the Lagrangian does not contain the derivative of η, i.e.,
some constraint conditions should be imposed to describe the system in the Hamiltonian
formulation. The primary and secondary constraints are
piη ≈ 0 (8)
{piη,H} = −12 [gab(pia − eAa)(pib − eAb) + µ2] ≈ 0, (9)
respectively. Here, piq means the canonical momentum conjugate to a canonical variable
q. We fix η = 1 so that λ is an affine parameter, ds = µdλ, pa = µgabu
b = pia − eAa, and
ua = µ−1 dx
a
dλ
, where pia means the canonical momentum conjugate to x
a.
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The secondary constraint (9) gives the Hamilton-Jacobi equation of a particle with
mass µ and charge e in Kerr-Newman spacetime:
1
ρ2
{
− 1
∆
[
(r2 + a2)
∂SHJ
∂t
+ a
∂SHJ
∂φ
+ eQr
]2
+∆
(
∂SHJ
∂r
)2
+
1
sin2θ
[
∂SHJ
∂φ
+ a sin2θ
∂SHJ
∂t
]2
+
(
∂SHJ
∂θ
)2}
+ µ2 = 0, (10)
where the Hamilton-Jacobi function is denoted by SHJ. SHJ, and is related to the canonical
momenta pia conjugate to x
a as pia = ∂aS
HJ. Since t and φ are cyclic coordinates, Eq. (10)
is separable on the following assumption:
SHJ(t, φ, r, θ) = −εt+mφ+ SHJr (r) + SHJθ (θ), (11)
where ε and m are constants that correspond to the Killing energy and angular momen-
tum, respectively. Substituting Eq. (11), Eq. (10) is separated into left and right side in
terms of variables r and θ. Both sides are equal to a separation constant K:
−∆
(
dSHJr
dr
)2
− µ2r2 +
[
(r2 + a2)ε− am− eQr
]2
∆
(12)
=
(
dSHJθ
dθ
)2
+ µ2a2 cos2θ +
1
sin2θ
(m− aε sin2θ)2 (13)
= K ≥ 0. (14)
Note that Q = K − (m− aε)2 is called Carter’s constant. The Hamilton-Jacobi function
is integrated as
SHJr = σr
∫ r
dr
√
R(r)
∆
, SHJθ = σθ
∫ θ
dθ
√
Θ(θ), (15)
where the choices of the two signs σr = ±1 and σθ ± 1 are independent and
R(r) = P (r)2 −∆(µ2r2 +K), (16)
Θ(θ) = K − µ2a2 cos2θ −B(θ)2, (17)
P (r) = (r2 + a2)ε− am− eQr, (18)
B(θ) =
1
sin θ
(m− aε sin2θ). (19)
The classical motions are permitted only when
R(r) ≥ 0, (20)
Θ(θ) ≥ 0 (21)
are satisfied.
We can write pia = ∂S
HJ/∂xa in the following form:
pit = −ε, (22)
piφ = m, (23)
pir = σr
√
R
∆
, (24)
piθ = σθ
√
Θ, (25)
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and obtain dxa/dλ = gab(pib − eAb):
ρ2
dt
dλ
= aB sin θ +
(r2 + a2)P
∆
, (26)
ρ2
dr
dλ
= σr
√
R, (27)
ρ2
dθ
dλ
= σθ
√
Θ, (28)
ρ2
dφ
dλ
=
B
sin θ
+
aP
∆
. (29)
Nevertheless we have fixed η = 1, the orientation of the parameterization remains to be
decided. For example, two orbits whose 4-momenta are pa and −pa are equivalent, for the
difference between them is merely the orientation of the parameterization λ. Therefore,
one should identify pa with −pa. To eliminate this ambiguity, we shall employ the future-
directed condition dx
dλ
≥ 0, where dx is a future-directed timelike 1-form.
From the line element (1), one finds that the basis (dt−a sin2 θdφ, dr, dθ, (r2+a2)dφ−
adt) diagonalizes the metric tensor gab, and dt − a sin2 θdφ is a future-directed timelike
1-form outside the event horizon. Thus, the future-directed condition is
dt− a sin2 θdφ
dλ
=
P
∆
≥ 0, (30)
i.e., P (r) ≥ 0 outside the event horizon.
2.2.1 Permitted motions near the horizon
In all the sections of this paper, for simplicity, we use the symbols PH , P
′
H , and P
′′
H to
denote the quantities
PH = P (rH) = (r
2
H + a
2)ε− am− eQrH , (31)
P ′H = P
′(rH) = 2rHε− eQ, (32)
P ′′H = P
′′(rH) = 2ε, (33)
and PC , P
′
C replacing rH by rC .
A particle thrown from outside the event horizon, say r = r0, reaches the event
horizon if and only if the four constants of the motion µ, ε, m, and K satisfy the existence
conditions (20) and (21) in the entire region rH ≤ r ≤ r0.
Near the event horizon,
R(r) ≃ P 2H + 2
[
(P ′HPH − (rH −M)(µ2r2H +K)
]
(r − rH) +O
(
(r − rH)2
)
. (34)
Thus, in the near-horizon limit r → rH ,
R(r) → R(rH) = P 2H ≥ 0, (35)
R′(r) → R′(rH) = 2P ′HPH − 2(rH −M)(µ2r2H +K). (36)
Particles that satisfy PH = 0 are called “critical” particles.
1. If a particle is noncritical, R(rH) > 0, so there always exist regions from which
particles reach the event horizon as long as Θ(θ) ≥ 0.
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2. If a particle is critical, and the Kerr-Newman geometry is nonextremal, R(rH) = 0
and R′(rH) < 0, so there are no such regions: the critical particles never reach the
event horizon.
However, the situation is somewhat subtle. For a slightly noncritical particle, i.e.,
P 2H 6= 0 but sufficiently small, the region from which the particle reaches the event
horizon is
rH ≤ r ≤ r0 ≃ P
2
H
2(rH −M)(µ2r2H +K)
+ rH . (37)
3. If the particle is critical, and the Kerr-Newman geometry is extremal, R(rH) =
R′(rH) = 0 and
R′′(rH) = 2
[
(P ′H)
2 − (µ2M2 +K)], (38)
so the condition for the critical particle to reach the horizon is
K ≤ (P ′H)2 − µ2M2 (39)
and from condition (21),
K ≥ µ2a2 cos2θ +B(θ)2. (40)
Thus, the condition for such a K to exist is
µ2a2 cos2θ +B(θ)2 ≤ (P ′H)2 − µ2M2. (41)
This condition (41) for e = Q = 0 was investigated in [3], and for e = 0, Q 6= 0
in [4], and gives sin2θ a lower bound (the region is called the high-velocity collision
belt) in each case.
2.3 The collision energy of two particles
Consider two particles whose 4-velocities are uai , where i = 1, 2. We distinguish the
particles by subscript index i = 1, 2. The collision energy Ecm of the two particles in the
center-of-mass frame is defined by [1]
E2cm = −gab(µ1ua1 + µ2ua2)(µ1ub1 + µ2ub2) (42)
= µ21 + µ
2
2 − 2gab(pi1a − eAa)(pi2b − eAb). (43)
Substituting Eqs. (2), (22), (23), (24), and (25), one obtains
E2cm = µ
2
1 + µ
2
2 +
2
ρ2
[
P1P2 − σr1σr2
√
R1
√
R2
∆
−B1B2 − σθ1σθ2
√
Θ1
√
Θ2
]
. (44)
One can see that Ecm can diverge when ∆ = 0 or ρ
2 = 0.
2.3.1 Near-horizon limit
Let us take the near-horizon limit r → rH . For simplicity, we write PHi = Pi(rH) =
(r2H + a
2)εi − ami − eiQrH (i = 1, 2) and ρ2H = ρ2(rH) = r2H + a2 cos2θ.
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From Eq. (44), naively it seems that E2cm diverges in the limit ∆ → 0. However, it is
an indeterminate form. The asymptotic behaviors of P1P2/∆ and
√
R1
√
R2/∆ are
P1P2
∆
≃ PH1PH2
(rH − rC)(r − rH) −
PH1PH2
(rH − rC)2 +
P ′H1PH2 + PH1P
′
H2
rH − rC +O(r − rH),(45)√
R1
√
R2
∆
≃ PH1PH2
(rH − rC)(r − rH) −
PH1PH2
(rH − rC)2 +
P ′H1PH2 + PH1P
′
H2
rH − rC
−1
2
(µ21r
2
H +K1)
PH2
PH1
− 1
2
(µ22r
2
H +K2)
PH1
PH2
+O(r − rH). (46)
i)When σr1σr2 = 1, the two particles are both ingoing or both outgoing. In the near-
horizon limit ∆→ 0, unless PH1 = 0 or PH2 = 0, the collision energy converges:
lim
r→rH
E2cm = µ
2
1 + µ
2
2 +
1
ρ2H
[
(µ21r
2
H +K1)
PH2
PH1
+ (µ22r
2
H +K2)
PH1
PH2
−2B1B2 − 2σθ1σθ2
√
Θ1
√
Θ2
]
. (47)
When PH1 = 0 or PH2 = 0, the collision energy at the horizon can diverge. As we defined
in section 2.2.1, particles that satisfy PH = (r
2
H +a
2)ε−am−eQrH = 0 are called critical
particles.
As we saw in section 2.2.1, critical particles reach the event horizon from an outer
region only in the extremal case. In nonextremal case, slightly noncritical particles reach
the event horizon from the region
rH ≤ r ≤ r0 ≃ P
2
H
2(rH −M)(µ2r2H +K)
+ rH . (48)
Therefore, even in nonextremal case, the collision energy can be arbitrarily large, but the
larger it is, the narrower the region in which the orbit can exist is. In [35], the authors
pointed out that the collision energy of a “multiple scattering process” has no upper
bound in which the first ordinary particle collides with the second particle in the region
(48) and gets energy and momentum so that the new PH of the second particle becomes
closer to 0 than the original one, and the second collision with another ordinary particle
occurs on the event horizon.
ii)When σr1σr2 = −1, the particles are ingoing and outgoing. In the near-horizon limit,
unless both particles are critical, the collision energy diverges as
E2cm ≃ µ21 + µ22 +
1
ρ2H
[
4PH1PH2
(rH − rC)(r − rH)
− 4PH1PH2
(rH − rC)2 +
4P ′H1PH2 + 4PH1P
′
H2
rH − rC
−(µ21r2H +K1)
PH2
PH1
− (µ22r2H +K2)
PH1
PH2
−2B1B2 − 2σθ1σθ2
√
Θ1
√
Θ2
]
+O(r − rH) (49)
≈ 4PH1PH2
ρ2H∆
+O(∆0). (50)
We itemize a summary of this section:
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1. In classical particle theory, Eq. (47) tells us that in both extremal and nonextremal
Kerr-Newman spacetime, the collision energy of two ingoing particles can be un-
boundedly large at the event horizon if one of the particles is critical, i.e., it satisfies
PH = 0.
2. However, critical particles are able to reach from outside to the event horizon only
in the extremal case.
3. Equation (49) tells us that the collision energy of an ingoing and an outgoing particle
is unboundedly large on the horizon unless both particles are critical.
In the following sections, we see the field-theoretical counterparts of above results. To
begin with, let us investigate the field equation of a scalar field, namely, the Klein-Gordon
equation in Kerr-Newman spacetime, and its solutions.
3 Charged massive scalar field in Kerr-Newman
spacetime
3.1 The Klein-Gordon and Hamilton-Jacobi equation
The Klein-Gordon equation1 for a massive and electrically charged scalar field Ψ in curved
spacetime is written as [
1√−gDa(g
ab√−gDb)− µ
2
~2
]
Ψ = 0, (51)
where Da = ∂a − ie
~
Aa, e and µ are the electric charge and mass of the scalar field Ψ,
respectively, and g is the determinant of the metric tensor. For Kerr-Newman spacetime,
g = −ρ4 sin2 θ. (52)
To see the relation to the classical theory, we write Ψ in the following form:
Ψ = exp
( i
~
S
)
. (53)
Substituting Eq. (53) into Eq. (51), the equation can be arranged as
gab(∂aS − eAa)(∂bS − eAb) + µ2 = i~√−g ∂a
[
gab
√−g(∂bS − eAb)
]
. (54)
In the classical limit ~→ 0, S formally satisfies the Hamilton-Jacobi equation
gab(∂aS − eAa)(∂bS − eAb) + µ2 = 0. (55)
Therefore, S can be thought of as a candidate of a field-theoretical counterpart of the
Hamilton-Jacobi function SHJ.
Note that while the 4-gradient of the Hamilton-Jacobi function ∂aS
HJ represents the
canonical momentum of the particle, that of the phase of the scalar field ∂aS is not always
1This is minimally coupled with scalar curvature R. Since that of Kerr-Newman spacetime is 0, the method
of the coupling does not matter.
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the counterpart. Since the Klein-Gordon equation is a second-order differential equation,
the general solution has two arbitrary constants, which relate to the arbitrariness of the
superposition and normalization. That is why in general a configuration of the scalar field
corresponds to a situation in which there are more than one particles having momenta
different from each other. Therefore, to see whether a solution Ψ corresponds not to
a superposition of many momenta but to a single momentum at a point x = x0, one
should compare the asymptotic behaviors of ∂aS and ∂aS
HJ around x = x0, calculating
the logarithmic derivative of Ψ:
∂a lnΨ =
i
~
∂aS
?∼ i
~
∂aS
HJ =
ipia
~
(~→ 0, x→ x0). (56)
Let us define outgoing and ingoing modes. In particle theory, we admit the future-
directed condition (30), or P (r) ≥ 0 outside the event horizon. However, for classical
fields, there exist no restrictions on P (r). We should define outgoing and ingoing modes
so that they appropriately correspond to those of particle theory. For that purpose, we
define a field-theoretical “contravariant momentum” Ua as
Ua = gab(−i~∂b lnΨ− eAb) (57)
= gab(∂bS − eAb). (58)
When the real part of Ua behaves asymptotically as Re(Ua) ∼ dxa
dλ
around a point x0,
where xa = xa(λ) is the orbit of a particle motion, then we call Ψ a pure mode at the
point. When
P (r)Re(U r) ∼ P (r) dr
dλ
> 0, (59)
then Ψ is a pure outgoing mode at the point. Similarly, when
P (r)Re(U r) ∼ P (r) dr
dλ
< 0, (60)
then Ψ is a pure ingoing mode at the point.
For Kerr-Newman spacetime in Boyer-Lindquist coordinates, when
Re
(− i~P (r)∂r lnΨ) ∼ P (r)pir > 0, (61)
then Ψ is a pure outgoing mode at x0, and when
Re
(− i~P (r)∂r lnΨ) ∼ P (r)pir < 0, (62)
then it is a pure ingoing mode at x0.
3.2 The Klein-Gordon equation in Kerr-Newman spacetime
We assume the scalar field Ψ is written in the following form:
Ψ = f(r)g(θ) exp
[ i
~
(−εt+mφ)
]
. (63)
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Substituting Eq. (63) into Eq. (51), we can separate the Klein-Gordon equation in terms
of r and θ [41]:
d2f
dr2
+
(
1
r − rH +
1
r − rC
)
df
dr
+
1
~2∆2
[
P (r)2 −∆(µ2r2 + λ)
]
f = 0, (64)
~
2
sinθ
d
dθ
(
sinθ
dg
dθ
)
−
[
µ2a2 cos2θ − λ+
(
εa sinθ − m
sinθ
)2 ]
g = 0, (65)
where λ is the separation constant and P (r) is defined by Eq. (18).
The angular part of Eq. (65) is a kind of spheroidal equation, which in a category of
the confluent Heun equation. The solutions of the angular part of Eq. (65) are the oblate
spheroidal harmonic functions and λ are their eigenvalues, which are parameterized by
two integers m and l such that |m| ≤ l, as is the case with the spherical harmonics [50].
However, the values of λ cannot be analytically expressed in terms of m and l. In our
case, λ takes on a real value.2
To see the counterpart of λ in particle theory, substituting g(θ) = exp
[ i
~
Sθ(θ)
]
into
Eq. (65), we obtain
λ =
(
dSθ
dθ
)2
+ µ2a2 cos2θ +
1
sin2θ
(m− aε sin2θ)2 − i~
[
cos θ
sin θ
dSθ
dθ
+
d2Sθ
dθ2
]
. (66)
Comparing Eq. (13) with Eq. (66), we find that λ is a field-theoretical counterpart of K.
As we will see below, one finds that the radial part of Eq. (64) can also be written in
the from of the confluent Heun equation and, in the extremal case Eq. (64) is the double
confluent Heun equation [40] [41]. Furthermore, in several special cases, Eq. (64) reduces
to essentially hypergeometric equations.
3.3 Local solutions in the nonextremal case
The radial part of the Klein-Gordon equation (64) is arranged in the form
d2f
dr2
+
(
A1
r − rH +
A2
r − rC +E0
)
df
dr
+
[
B1
(r − rH)2 +
B2
(r − rC)2 +
C1
r − rH +
C2
r − rC +D0
]
f = 0, (67)
where
A1 = A2 = 1, E0 = 0, (68)
B1 =
P 2H
~2(rH − rC)2 , (69)
B2 =
P 2C
~2(rH − rC)2 , (70)
C1 = − 2P
2
H
~2(rH − rC)3 +
2P ′HPH
~2(rH − rC)2 −
µ2r2H + λ
~2(rH − rC) , (71)
C2 =
2P 2C
~2(rH − rC)3 +
2P ′CPC
~2(rH − rC)2 +
µ2r2C + λ
~2(rH − rC) , (72)
D0 =
ε2 − µ2
~2
. (73)
2In general, the eigenvalues of spin-weighted spheroidal harmonics are complex. They take on real values
only in the oblate or prolate case with spin 0 [51].
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With some exceptions, this equation has two regular singular points at r = rH , rC and
an irregular singular point at r =∞. In general, second-order linear ordinary differential
equations that have four regular singular points are called Heun equations, and those that
have two regular singular points and an irregular singular point that is obtained by a
confluent process of two regular singular points are called confluent Heun equations. The
form of Eq. (67) is called the natural general form of the confluent Heun equation [39]. An
important exception is the case in which the irregular singular point at infinity becomes
a regular singular point. We shall see that case in section 4.
Consider the following transformations of variables:
x =
r − rH
rC − rH , (74)
f(r) = e
1
2
αxx
1
2
β(x− 1) 12γH(x), (75)
where
α2 = −4(rH − rC)2D0, (76)
β2 = −4B1, (77)
γ2 = −4B2. (78)
Equation (67) transforms into
d2H
dx2
+
(
α+
β + 1
x
+
γ + 1
x− 1
)
dH
dx
+
(
σ
x
+
ν
x− 1
)
H = 0, (79)
where
σ =
1
2
(β + 1)(α − γ − 1) + 1
2
− η, (80)
ν =
1
2
(γ + 1)(α + β + 1)− 1
2
+ δ + η, (81)
δ = −(rH − rC)(C1 + C2) + 1
2
, (82)
η = (rH − rC)C1. (83)
The form of Eq. (79) is called the nonsymmetrical canonical form of the confluent Heun
equation.3 A solution of Eq. (79) that is regular at x = 0 and whose value at x = 0 is
1 can be obtained by a power series. Such a solution is called a local Frobenius solution
of Eq. (79) around x = 0 or merely a local solution. Similarly, local Frobenius solutions
around the other regular singular point x = 1 can also be obtained. Note that the
local Frobenius solutions are “local” in the following two senses: First, a local Frobenius
solution around a regular singular point, say x = 0, is not always that of the other regular
singular point x = 1. Solutions that are Frobenius solutions around both the regular
singular points are called confluent Heun functions. Given parameters of the equation,
confluent Heun functions do not always exist.
Second, since a local Frobenius solution is defined by a power series, the domain of
definition is only inside its radius of convergence. In general, the domain of definition
does not contain the other singular points. When you want global information on the
local Frobenius solution, you need its global analytic continuation. However, that is
unknown except for some special cases. Obvious exceptional cases are when the equations
3Our notation is slightly different from [39] but is the same as [41], replacing µ by σ.
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can reduce to essentially hypergeometric equations, each of which has only three regular
singular points, or their confluent types.
In this section, we see the local Frobenius solutions at x = 0, which are important for
discussing the qualitative properties of the BSW effect.
In nonextremal case rH 6= rC , substituting
H = Hl(α, β, γ, δ, η;x) =
∞∑
n=0
cnx
n (84)
into Eq. (79), one can obtain the 3-term recurrence relation4
(n+ 1)(n + 1 + β)cn+1 + [−n(n+ 1− α+ β + γ) + σ] cn
+ [(n− 1)α+ σ + ν] cn−1 = 0 (85)
and the initial condition
c−1 = 0, c0 = 1. (86)
Here, Hl(α, β, γ, δ, η;x) means the local Frobenius solution at x = 0. For large n, in
general
cn
cn+1
= 1 +O
(
1
n
)
, (87)
so that the radius of convergence of the series is equal to unity.
Substituting n = 0 into Eq. (85), we obtain
c1 = − σ
β + 1
. (88)
Thus, by Eq. (75) and the arbitrariness of the sign of β in Eq. (77), two local solutions
of the radial part of the Klein-Gordon equation (67) are obtained:
f out(x) = e
1
2
αx(x− 1) 12γx 12βHl(α, β, γ, δ, η;x), (89)
f in(x) = e
1
2
αx(x− 1) 12γx− 12βHl(α,−β, γ, δ, η;x), (90)
where explicitly we choose
α = 2~−1(rH − rC)
√
µ2 − ε2, (91)
β =
2iPH
~(rH − rC) , (92)
γ =
2iPC
~(rH − rC) , (93)
δ = ~−2[−2ε(PH − PC) + µ2(rH − rC)(rH + rC)], (94)
η = ~−2
[
− 2P
2
H
(rH − rC)2 +
2P ′HPH
rH − rC − (r
2
Hµ
2 + λ)
]
. (95)
4When β is a negative integer, the recurrence relation (85) is not valid. In such a situation, the Frobenius
solution contains a logarithmic term.
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One can check that f out(x) and f in(x) are pure outgoing and ingoing solutions respectively
at the event horizon, by substituting into Eq. (61) and Eq. (62):
−i~P (r)∂r lnΨout = −i~P (r)
[
β
2(r − rH) +
γ
2(r − rC)
− α
2(rH − rC) −
∂x lnHl(α, β, γ, δ, η;x)
rH − rC
]
(96)
∼ P
2
H
(rH − rC)(r − rH) (97)
∼
∣∣∣∣∣PH
√
R
∆
∣∣∣∣∣ (98)
= |PHpir| ≥ 0, (99)
−i~P (r)∂r lnΨin ∼ − P
2
H
(rH − rC)(r − rH) (100)
∼ − |PHpir| ≤ 0. (101)
3.4 Asymptotic expansions in the extremal case
In the extremal case rH = rC , the two regular singular points of Eq. (67) coincide and
the equation has two irregular singular points. It is implied that the radial part of the
Klein-Gordon equation can be written as the double confluent Heun equation.
Indeed, under the transformation of the variable
ξ = r −M, (102)
one can arrange the radial equation (64) in the form
ξ2
d2f
dξ2
+ 2ξ
df
dξ
+
2∑
i=−2
biξ
if = 0, (103)
where
b2 = ~
−2 (ε2 − µ2) , (104)
b1 = ~
−2 (P ′′HP ′H − 2Mµ2) (105)
= ~−2
[
2M(2ε2 − µ2)− 2εeQ] , (106)
b0 = ~
−2 [P ′′HPH + (P ′H)2 − (M2µ2 + λ)] (107)
= ~−2
[
6Mε(Mε −Qe) + 2aε(aε −m) +Q2e2 −M2µ2 − λ] , (108)
b−1 = 2~−2P ′HPH (109)
= 2~−2(2Mε − eQ) [(M2 + a2)ε− am− eQM] , (110)
b−2 = ~−2P 2H (111)
= ~−2
[
(M2 + a2)ε− am− eQM]2 . (112)
The form of Eq. (103) is the general double confluent Heun equation with a1 = a−1 = 0
and a0 = 1 in [39].
In a procedure that is similar to that for the confluent Heun equation, one can formally
obtain power series around an irregular singular point, say ξ = 0. However, the radii of
convergence of the series are 0. Therefore, such series do not specify analytic functions,
but merely imply the existence of solutions that admit the series as asymptotic expansions.
14
Let us define the following quantities5
α1 = 2
√
−b2 = 2~−1
√
µ2 − ε2, (113)
α−1 = sign(PH) 2i~−1
√
b−2 = 2i~−1PH , (114)
β−1 =
b−1
α−1
= −i~−1P ′H . (115)
It is known that there exist two solutions f out(ξ) and f in(ξ) that admit the following
asymptotic representations [39]:
f in(ξ) ∼ ξβ−1 exp
(
α1
2
ξ +
α−1
2ξ
) ∞∑
n=0
ψ+n
(
ξ
α−1
)n
, (116)
f out(ξ) ∼ ξ−β−1 exp
(
α1
2
ξ − α−1
2ξ
) ∞∑
n=0
ψ−n
(
ξ
−α−1
)n
. (117)
Here, the coefficients ψ±n are given by the 3-term recurrence relation
(n+ 1)ψ±n+1 −
[(
n± β−1 + 1
2
)2
+ b0 − 1
4
∓ α1α−1
2
]
ψ±n
∓α1α−1
(
n± β−1 + b1
α1
)
ψ±n−1 = 0, (118)
where double-signs apply in the same order, and the initial condition
ψ±−1 = 0, ψ
±
0 = 1. (119)
Substituting n = 0, we obtain
ψ±1 =
(
± β−1 + 1
2
)2
+ b0 − 1
4
∓ α1α−1
2
. (120)
4 Reductions to (confluent) hypergeometric equa-
tions
In this section, we study the special cases in which the confluent Heun equation (67) and
the double confluent Heun equation (103) reduce to the hypergeometric equation or its
confluent type.
In this section, for simplicity, we adopt the unit ~ = 1.
4.1 Nonextremal case for specific marginal modes
In generic parameters, Eq. (67) has an irregular singular point at infinity. To see clearly
around infinity, by the transformation of the variable
w =
rC − rH
r − rH , (121)
Eq. (67) is transformed to
d2f
dw2
+
(
2−A1 −A2
w
+
A2
w − 1 −
E0
w2
)
df
dw
+
(
B1
w2
+
B2
w2(w − 1)2 +
C1
w3
− C2
w3(w − 1) +
D0
w4
)
f = 0. (122)
5The signs are chosen so as to be consistent to the physical terms “outgoing” and “ingoing”.
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The conditions for the infinity w = 0 to be a regular singular point are
C1 + C2 = 0 and D0 = E0 = 0. (123)
From Eqs. (71) and (72), and some algebra calculations,
C1 + C2 = 2ε(2εM − eQ)− 2Mµ2. (124)
Combining with D0 = ε
2 − µ2 = 0, condition (123) is equivalent to6
ε2 = µ2 and ε(εM − eQ) = 0. (125)
The condition ε2 = µ2 means that the configurations represent marginally bound states.
That is why we call the modes that satisfy ε2 = µ2 the “marginal modes”.
In fact, in condition (123), Eq. (67) is transformed to the canonical form of the hyper-
geometric equation
x(1− x)d
2fˆ
dx2
+ [c− (a+ b+ 1)x] dfˆ
dx
− abfˆ = 0, (126)
where
a+ b = 1 + 2Λ1 + 2Λ2, (127)
ab = 2Λ1Λ2 + Λ1 + Λ2 + (rH − rC)C1, (128)
c = 1 + 2Λ1, (129)
(Λ1)
2 = −B1, (130)
(Λ2)
2 = −B2, (131)
by the transformations of the variables
x =
r − rH
rC − rH , f(r) = x
Λ1(1− x)Λ2 fˆ(x). (132)
The definitions of Λ1 and Λ2, namely Eqs. (130) and (131), have arbitrariness of their
signs. We choose them as
Λ1 = − iPH
rH − rC , (133)
Λ2 =
iPC
rH − rC . (134)
Therefore, two linearly independent solutions are obtained
f1 = x
Λ1(1− x)Λ2F (a, b; c;x), (135)
f2 = x
−Λ1(1− x)Λ2F (1 + a− c, 1 + b− c; 2− c;x), (136)
where F (a, b; c;x) is the hypergeometric function defined by
F (a, b; c;x) =
∞∑
n=0
(a)n(b)n
n! (c)n
xn (137)
and its analytic continuation. The symbol (a)n is the Pochhammer symbol defined by
(a)0 = 1, (a)n = a(a+ 1) . . . (a+ n− 1). (138)
6Note that condition (125) is equivalent to that of “case-1” in Section III of [45].
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From Eqs. (127), (128) and (129),
a = −iPH − PC
rH − rC +
1
2
{
1− i
√
4
[
B1 +B2 + (rH − rC)C1
]− 1} (139)
= −i(2Mε −Qe) + 1
2
{
1− i
√
4
[
2εPH + (2Mε−Qe)2 − r2Hµ2 − λ
]− 1} , (140)
b = −i(2Mε −Qe) + 1
2
{
1 + i
√
4
[
2εPH + (2Mε−Qe)2 − r2Hµ2 − λ
]− 1} , (141)
c = 1− 2iPH
rH − rC . (142)
Using the transformation formula [52],
F (a, b; c; z) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)(−z)
−aF (a, 1− c+ a; 1 − b+ a; z−1)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)(−z)
−bF (b, 1 − c+ b; 1− a+ b; z−1), (143)
where Γ(z) is the gamma function, which satisfies the relations Γ(z + 1) = zΓ(z) and
Γ(1) = 1, f1 and f2 are expressed as
f1 = x
Λ1(1− x)Λ2
[
Γ(c)Γ(b− a)
Γ(b)Γ(c− a) (−x)
−aF
(
a, 1− c+ a; 1 + a− b;x−1)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)(−x)
−bF
(
b, 1 − c+ b; 1− a+ b;x−1)], (144)
f2 = x
−Λ1(1− x)Λ2
[
Γ(2− c)Γ(b− a)
Γ(1 + b− c)Γ(1− a) (−x)
−1+c−aF
(
1− c+ a, a; 1 + a− b;x−1)
+
Γ(2− c)Γ(a− b)
Γ(1− c+ a)Γ(1− b)(−x)
−1−b+cF
(
1 + b− c, b; 1 − a+ b;x−1)]. (145)
From Eq. (135), the logarithmic derivative of f1 is
∂r ln f1 = − 1
rH − rC
[
Λ1
x
− Λ2
1− x +
ab
c
F (a+ 1, b+ 1; c + 1;x)
F (a, b; c;x)
]
(146)
∼ Λ1
r − rH = −
iPH
(rH − rC)(r − rH) (near the event horizon). (147)
From Eq. (24), the canonical momentum pir is
pir = σr
√
R(r)
∆
(148)
∼ σr PH
(rH − rC)(r − rH) . (near the event horizon) (149)
One can find
−iP (r)∂r ln f1 ∼ PHpir(σr = −1) (near the event horizon) (150)
∼ − P
2
H
(rH − rC)(r − rH) ≤ 0. (151)
Therefore, f1 is a pure ingoing solution at the event horizon.
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Similarly,
−iP (r)∂r ln f2 ∼ PHpir(σr = 1) ≥ 0 (near the event horizon), (152)
i.e., f2 is a pure outgoing solution at the event horizon.
In the far region r ≫ rH , the logarithmic derivative of the first line of Eq. (144) behaves
as
∂r ln
(
the first line of Eq. (144)
)
∼ 1
r
(
−1
2
+
i
2
√
4[B1 +B2 + (rH − rC)C1]− 1
)
.(153)
Now pi2r can be arranged in the form
pi2r =
R(r)
∆2
(154)
= D0 +
C1
r − rH +
C2
r − rC +
B1
(r − rH)2 +
B2
(r − rC)2 (155)
≃ D0 + C1 + C2
r − rH +
−(rH − rC)C2 +B1 +B2
(r − rH)2 +O
(
(r − rH)−3
)
. (156)
When C1 +C2 = D0 = 0,
pi2r ≃
B1 +B2 + (rH − rC)C1
(r − rH)2 +O
(
(r − rH)−3
)
. (157)
Therefore, in the far region,
∂r ln
(
the first line of Eq. (144)
)
∼ 1
r
(
−1
2
+
i
2
√
4(r − rH)2pi2r − 1
)
. (158)
Writing ~ explicitly,
−i~P (r)∂r ln
(
the first line of Eq. (144)
)
∼ −iP (r)
r
(
−~
2
+
i
2
√
4(r − rH)2pi2r − ~2
)
(159)
∼ P (r)|pir| (~→ 0, r ≫ rH). (160)
Thus, when P (r) > 0, the first line of Eq. (144) represents the outgoing part of f1 in the
far region r ≫ rH . Similar calculations reveal that the second line of Eq. (144) is the
ingoing part in the far region.
We adopt the normalization factor N , which adjusts the amplitude of the ingoing part
of Nf1(x0) at a distant point x0 to C
in
0 . Explicitly,
Nf1 ≃ Cin0 (−1)Λ1
Γ(a)Γ(c− b)
Γ(c)Γ(a− b) (−x0)
−Af1 (161)
≃ Cin0
Γ(a)Γ(c− b)Γ(b− a)
Γ(b)Γ(c− a)Γ(a− b)(−x0)
B
(
x
x0
)C
F
(
a, 1− c+ a; 1− b+ a;x−1)
+Cin0
(
x
x0
)A
F
(
b, 1 − c+ b; 1− a+ b;x−1), (162)
where
A = −1
2
− i
2
√
4
[
2εPH + (2Mε −Qe)2 − r2Hµ2 − λ
]− 1, (163)
B = i
√
4
[
2εPH + (2Mε −Qe)2 − r2Hµ2 − λ
]− 1, (164)
C = −1
2
+
i
2
√
4
[
2εPH + (2Mε −Qe)2 − r2Hµ2 − λ
]− 1. (165)
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When a = b + k and k = 0, 1, 2, . . . , then both the first and second terms of the
right-hand side of Eq. (144) diverge. In this case, the following formula [52] is useful:
F (b+ k, b; c; z) =
Γ(c)(−z)−b−k
Γ(b+ k)Γ(c− b)
∞∑
n=0
(b)n+k(1− c+ b)n+k
n!(n+ k)!
z−n[ln(−z)
+ψ(1 + k + n) + ψ(1 + n)− ψ(b+ k + n)− ψ(c− b− k − n)]
+ (−z)−b Γ(c)
Γ(b+ k)
k−1∑
n=0
Γ(k − n)(b)n
n!Γ(c− b− n)z
−n, (166)
where ψ(z) is the digamma function, which is defined as the logarithmic derivative of the
gamma function: ψ(z) = Γ′(z)/Γ(z). For example, when a = b (or k = 0),
f1 = (−1)Λ1 Γ(c)
Γ(a)Γ(c − a) (−x)
− 1
2
∞∑
n=0
(a)n(1 + a− c)n
(n!)2
x−n
×[ln(−x) + 2ψ(n + 1)− ψ(a+ n)− ψ(c− a− n)]. (167)
This solution behaves ∼ x− 12 in the far region.
Note that when a = b, the first line of Eq. (162) coincides with the second line. In
other words, when a = b, the outgoing part and the ingoing part degenerate in the far
region, so that our normalization procedure becomes invalid.
4.1.1 The general Legendre equation
With additional conditions, the radial equation becomes somewhat simpler. For that
purpose, it is easier to see Eq. (67) in another form. In the transformation of variable
u =
2r − 2M
rH − rC , (168)
then Eq. (67) can be arranged in the form of the generalized spheroidal equation [39]:
d
du
[
(u2 − 1) d
du
]
f +
(
−p2(u2 − 1) + 2pβu− ν(ν + 1)− n
2 + s2 + 2nsu
u2 − 1
)
f = 0, (169)
where using A1 = A2 = 1 and E0 = 0,
p2 = −(rH − rC)
2
4
D0, (170)
(n+ s)2 = −4B1, (171)
(n− s)2 = −4B2, (172)
2pβ =
rH − rC
2
(C1 + C2), (173)
ν(ν + 1) =
rH − rC
2
(C2 − C1)− (B1 +B2). (174)
If the conditions (123), or (125), are satisfied, then p = β = 0 so that Eq. (169) is the
same form as the angular part of the spin-weighted spherical wave equation.
If, besides condition (123), B1 = B2 is satisfied, then s = 0 (or n = 0) so that
Eq. (169) reduces to the general Legendre equation. Conditions (123) and B1 = B2 are
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satisfied when7
(i) ε2 = µ2 = eQ = 0, ⇒ PH = PC = −am, (175)
(ii) ε2 = µ2 = 0, eQ = −am
M
, ⇒ PH = −PC = am
M
(rH −M), (176)
(iii) ε2 = µ2 6= 0, εM = eQ, am = (M2 −Q2)ε,
⇒ PH = −PC = εM(rH −M). (177)
In these cases, Eq. (169) is explicitly
d
du
[
(u2 − 1) d
du
]
f +
(
−ν(ν + 1)− n
2
u2 − 1
)
f = 0, (178)
where
n =
2iPH
rH − rC (179)
and
ν =


−12
[
1 + i
√−4λ− 1
]
case (i),
−12
[
1 + i
√
4Q2e2 − 4λ− 1
]
case (ii),
−12
[
1 + i
√
−4(M2 − a2 −Q2)ε2 − 4λ− 1
]
. case (iii).
(180)
Since neither n nor ν is restricted to being integer, Eq. (178) is the general Legendre
equation.
The solutions of the general Legendre equation are known as the general Legendre
functions of the first kind Pnν (u) and those of the second kind Q
n
ν (u), which are essentially
hypergeometric functions [52]:
f+P (u) = P
n
ν (u)
=
1
Γ(1− n)
(
1 + u
1− u
)n
2
F
(− ν, ν + 1; 1− n; 1−u2 ), (181)
fQ(u) = Q
n
ν (u)
=
√
pi Γ
(
ν + n+ 1
)
2ν+1Γ
(
ν + 32
) einpi(u2 − 1)−n2
uν+n+1
×F
(ν + n+ 1
2
,
ν + n+ 2
2
; ν + 32 ;u
−2
)
. (182)
The function f−P (u) obtained through replacing n by −n in f+P (u) is also a solution of
Eq. (178).8 Each f+P (u) represents a solution that contains a pure ingoing mode at the
event horizon u = 1, and similarly f−P (u) for outgoing. Using a transformation formula for
hypergeometric functions, one can find that the solution fQ(u) describes a superposition
of ingoing and outgoing mode at the event horizon.
7It was pointed out in [45] that in the situation (175), the solutions degenerate to be Legendre functions.
8Similarly, the function obtained by replacing n with −n in fQ(u) is also a solution of Eq. (178), but it is a
constant multiple of fQ(u) itself.
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Using the transformation formula (143), the asymptotic behavior of f+P (u) at infinity
is written as
f+P (u)=
(
1 + u
1− u
)n
2
[
Γ(2ν + 1)
Γ(ν + 1)Γ(ν + 1− n)
(
u− 1
2
)ν
F
(− ν, n− ν;−2ν; 21−u)
+
Γ(−2ν − 1)
Γ(−ν)Γ(−ν − n)
(
u− 1
2
)−ν−1
F
(
ν + 1, ν + 1 + n; 2ν + 2; 21−u
)]
(183)
∼ Γ(1 + 2ν)
Γ(ν + 1)Γ(1− n+ ν)
(u
2
)ν
+
Γ(−1− 2ν)
Γ(−ν)Γ(−n− ν)
(u
2
)−ν−1
. (184)
The solution f+P (u) represents a superposition of ingoing and outgoing modes around
infinity. In fact, e.g., in case (i),(u
2
)ν
=
(u
2
)− 1
2
(u
2
)− i√−1−4λ
2
(185)
=
(
r −M
rH − rC
)− 1
2
exp
(
−i
∫ √−1− 4λ
2(r −M) dr
)
(−1− 4λ ≥ 0) (186)
=
(
r −M
rH − rC
)− 1
2
exp
(∫ √
1 + 4λ
2(r −M)dr
)
(−1− 4λ < 0), (187)
so when −1 − 4λ > 0, the first term of Eq. (184) is an ingoing mode of wavelength
∼ 2r√−1−4λ . When −1− 4λ < 0, it blows up.
One can identify a normalized solution Nf in(u) such that Nf in(u) contains a pure
ingoing mode at the event horizon u = 1 and the ingoing amplitude at a distant point
r = r0 ≫M is Cin0 :
Nf in(u) = Cin0
Γ(ν + 1)Γ(ν − n+ 1)
Γ(2ν + 1)
(
r0
rH − rC
)−ν
Pnν (u) (188)
= Cin0
Γ(ν + 1)Γ(ν − n+ 1)
Γ(1− n)Γ(2ν + 1)
(
r0
rH − rC
)−ν
×
(
1 + u
1− u
)n
2
F
(− ν, ν + 1; 1− n; 1−u2 ). (189)
4.2 Extremal case
The double confluent Heun equation (103) reduces to the confluent hypergeometric equa-
tion in the following two cases:
(i) b−2 = b−1 = 0 (190)
or
(ii) b2 = b1 = 0. (191)
The first condition (190) is satisfied in the case9 of critical mode PH = 0. The second
condition (191) represents marginal modes with specific charges, i.e.,
ε2 = µ2 and ε(Mε −Qe) = 0. (192)
Therefore, in these two cases we obtain the global representations of the solutions by
means of confluent hypergeometric functions.
In section 4.2.1, we derive some formulae for the confluent hypergeometric equation.
In section 4.2.2, we apply them to case (i), and in section 4.2.3, to case (ii).
9This case is contained in [46] as the extremal limit of the far region.
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4.2.1 The confluent hypergeometric equation
Before dealing with specific cases (190) and (191), we shall derive some formulae for the
general confluent hypergeometric equation:
ξ2
d2f
dξ2
+ (aξ2 + bξ)
df
dξ
+ (Aξ2 +Bξ + C)f = 0. (193)
Here, we assume
a2 − 4A 6= 0. (194)
Define s and κ as solutions of the quadratic equation
s(s− 1) + bs+ C = 0, (195)
κ2 + aκ+A = 0. (196)
Because of assumption (194), a+ 2κ 6= 0.
By the transformations of variables
ζ = −(a+ 2κ)ξ, (197)
f(ξ) = ξseκξ v(ζ), (198)
Eq. (193) transforms into the canonical form of the confluent hypergeometric equation:
ζ
d2v
dζ2
+ (γ − ζ)dv
dζ
− αv = 0, (199)
where we write
α =
B + as+ bκ+ 2sκ
a+ 2κ
, (200)
γ = b+ 2s. (201)
If γ is not an integer, two linearly independent solutions v1 and v2 of the confluent
hypergeometric equation (199) are written by means of the confluent hypergeometric
function F (α, γ; ζ):
v1 = F (α, γ; ζ), (202)
v2 = ζ
1−γF (α− γ + 1, 2− γ; ζ). (203)
The confluent hypergeometric function is defined by the confluent hypergeometric series:
F (α, γ; ζ) =
∞∑
n=0
α(α+ 1) · · · (α+ n− 1)
n! γ(γ + 1) · · · (γ + n− 1)ζ
n, (204)
and its analytic continuation. The term F (α, γ; ζ) is sometimes called Kummer’s func-
tion. Substituting Eqs. (202) and (203) into Eq. (198), we obtain the general solution of
Eq. (193):
f(ξ) = C1f1(ξ) + C2f2(ξ), (205)
f1(ξ) = ξ
seκξF
(
α, γ;−(a + 2κ)ξ), (206)
f2(ξ) = ξ
s+1−γeκξF
(
α− γ + 1, 2 − γ;−(a+ 2κ)ξ). (207)
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Apparently, we obtain 2 × 2 × 2 = 8 solutions of Eq. (193) since each s and κ has two
values:
s± =
1− b± i
√
4C − (b− 1)2
2
, (208)
κ± =
−a± i√4A− a2
2
. (209)
However, when κ is one fixed value, one finds the relations
γ− = 2− γ+, (210)
α− = α+ − γ+ + 1, (211)
s− = s+ + 1− γ+, (212)
where each subscript sign represents that of s±. Using these relations,
f2+(ξ) = ξ
s++1−γ+eκξF
(
α+ − γ+ + 1, 2− γ+;−(a+ 2κ)ξ
)
(213)
= ξs−eκξF
(
α−, γ−;−(a+ 2κ)ξ
)
(214)
= f1−(ξ). (215)
Therefore, the two solutions f2±(ξ) and f1∓(ξ) are equivalent.10 Below, we write
f1+(ξ) and f2+(ξ) simply as f1(ξ) and f2(ξ), respectively.
The confluent hypergeometric function has the asymptotic expansion around |ζ| =
∞ [52]:
F (α, γ; ζ) ∼ Γ(γ)
Γ(γ − α)
∞∑
n=0
Γ(n+ α)Γ(n + α− γ + 1)
Γ(α)Γ(α − γ + 1)
(−ζ)−n−α
n!
+
Γ(γ)
Γ(α)
eζ
∞∑
n=0
Γ(n+ γ − α)Γ(n + 1− α)
Γ(γ − α)Γ(1 − α)
ζ−n+α−γ
n!
(216)
∼ Γ(γ)
(
(−ζ)−α
Γ(γ − α) +
ζα−γ
Γ(α)
eζ
)
+O (|ζ|−1) . (217)
Therefore, f1 and f2 asymptotically behave around infinity as
f1(ξ) ∼ (a+ 2κ)−α+ Γ(γ+)
Γ(γ+ − α+)ξ
s+−α+eκξ
+(−a− 2κ)α+−γ+ Γ(γ+)
Γ(α+)
ξs++α+−γ+e−(a+κ)ξ , (218)
f2(ξ) ∼ (a+ 2κ)−α− Γ(γ−)
Γ(γ− − α−)ξ
s−−α−eκξ
+(−a− 2κ)α−−γ− Γ(γ−)
Γ(α−)
ξs−+α−−γ−e−(a+κ)ξ . (219)
From relations (210), (211), and (212),
s+ − α+ = s− − α−, (220)
s+ + α+ − γ+ = s− + α− − γ−. (221)
10Furthermore, the exchange κ+ to κ− in F (α, γ; ζ) is represented as Kummer’s transformation
F (γ − α, γ;−ζ) = e−ζF (α, γ; ζ),
so that f1(ξ) and f2(ξ) are invariant in the exchange.
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Define the asymptotic coefficients D1 and D2 as
C1f1(ξ) + C2f2(ξ) ∼ D1ξs+−α+eκξ +D2ξs++α+−γ+e−(a+κ)ξ . (222)
We obtain the connection matrix M between (C1, C2) and (D1,D2) as(
D1
D2
)
=M
(
C1
C2
)
, (223)
M =


(a+ 2κ)−α+
Γ(γ+)
Γ(γ+ − α+) (a+ 2κ)
−α− Γ(γ−)
Γ(γ− − α−)
(−a− 2κ)α+−γ+ Γ(γ+)
Γ(α+)
(−a− 2κ)α−−γ− Γ(γ−)
Γ(α−)

 . (224)
Using Euler’s reflection formula
Γ(z)Γ(1 − z) = pi
sin(piz)
(225)
and
(−1)z = cos(piz) + i sin(piz), (226)
the determinant of M is calculated as
detM =
γ+ − 1
a+ 2κ
. (227)
The inverse of M is
M−1 =


(−a− 2κ)α+ Γ(1− γ+)
Γ(α+ − γ+ + 1) (a+ 2κ)
γ+−α+ Γ(1− γ+)
Γ(1− α+)
(−a− 2κ)α− Γ(1− γ−)
Γ(α− − γ− + 1) (a+ 2κ)
γ−−α− Γ(1− γ−)
Γ(1− α−)

 . (228)
4.2.2 For critical modes
For critical modes, since PH = 0, b−1 = b−2 = 0. The radial equation (103) reduces to
ξ2
d2f
dξ2
+ (aξ2 + bξ)
df
dξ
+ (Aξ2 +Bξ + C)f = 0, (229)
where the parameters are explicitly written as
a = 0, (230)
b = 2, (231)
A = b2 = ε
2 − µ2, (232)
B = b1 = 2M(2ε
2 − µ2)− 2εeQ, (233)
C = b0 = (2Mε− eQ)2 −M2µ2 − λ. (234)
As we saw in section 4.2.1, when a2 − 4A 6= 0, i.e.,
b2 = ε
2 − µ2 6= 0, (235)
one can transform Eq. (229) into the canonical form of the confluent hypergeometric equa-
tion.
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The quantities s± and κ are
s± =
−1± i√4b0 − 1
2
, (236)
κ = i
√
ε2 − µ2 (237)
and α± and γ± are
α± =
b1
2κ
+ 1 + s±, (238)
γ± = 2 + 2s±. (239)
Two solutions of Eq. (229), f1(ξ) and f2(ξ), are obtained:
f1(ξ) = ξ
s+eκξF (α+, γ+;−2κξ) (240)
∼ (2κ)−α+ Γ(γ+)
Γ(γ+ − α+)ξ
s+−α+eκξ
+(−2κ)α+−γ+ Γ(γ+)
Γ(α+)
ξs++α+−γ+e−κξ, (241)
f2(ξ) = f1−(ξ) (242)
= ξs−eκξF (α−, γ−;−2κξ) (243)
∼ (2κ)−α− Γ(γ−)
Γ(γ− − α−)ξ
s−−α−eκξ
+(−2κ)α−−γ− Γ(γ−)
Γ(α−)
ξs−+α−−γ−e−κξ. (244)
For critical modes PH = 0, the definition of ingoing(outgoing) modes at the event
horizon depends on whether PH = +0 or −0.
In the extremal case,
pi2r =
1
ξ2
(
b2ξ
2 + b1ξ + b0 +
b−1
ξ
+
b−2
ξ2
)
. (245)
For critical particles PH = 0, since b−1 = b−2 = 0,
pir =
σr
ξ
√
b0 + b1ξ + b2ξ2. (246)
From Eqs. (240) and Eq. (243), the logarithmic derivatives of f1(ξ) and f2(ξ) are
∂r ln f1(ξ) =
s+
ξ
+ κ− 2κα+
γ+
F (α+ + 1, γ+ + 1;−2κξ)
F (α+, γ+;−2κξ) , (247)
∂r ln f2(ξ) =
s−
ξ
+ κ− 2κα−
γ−
F (α− + 1, γ− + 1;−2κξ)
F (α−, γ−;−2κξ) . (248)
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Writing ~ and PH = ±0 explicitly,
−i~PH∂r ln f1(ξ) = PH
(√
b0
ξ2
− ~
2
4ξ2
+
i~
2ξ
)
+O(ξ0) (249)
= PH
(√
pi2r −
~2
4ξ2
− b1
ξ
− b2 + i~
2ξ
)
+O(ξ0), (250)
−i~PH∂r ln f2(ξ) = −PH
(√
b0
ξ2
− ~
2
4ξ2
− i~
2ξ
)
+O(ξ0) (251)
= −PH
(√
pi2r −
~2
4ξ2
− b1
ξ
− b2 − i~
2ξ
)
+O(ξ0). (252)
It follows that when PH = +0, f1(ξ) is pure outgoing and f2(ξ) is pure ingoing at the
horizon. However, when PH = −0 and b0 > ~24 , then f1(ξ) is pure ingoing and f2(ξ) is
pure outgoing, and when PH = −0 and b0 ≤ ~24 , then f1(ξ) is tunneling in the outgoing
direction and f2(ξ) is tunneling in the ingoing direction at the horizon. We define f
out(ξ)
and f in(ξ) by
f out(ξ) = f1(ξ), f
in(ξ) = f2(ξ)
(
when PH = +0 or b0 ≤ ~
2
4
)
, (253)
f out(ξ) = f2(ξ), f
in(ξ) = f1(ξ)
(
when PH = −0 and b0 > ~
2
4
)
. (254)
When ε2 > µ2, namely κ is pure imaginary, Nfi(ξ) (i = 1, 2) denote solutions that
contain pure ingoing modes at the event horizon ξ = 0 and which are normalized up to
scale such that the amplitudes of the ingoing modes at ξ = ξ0 ≫ M are ∼ Cin0 . Their
explicit forms and asymptotic behaviors are
Nf1(ξ) = C
in
0 (−2κ)γ+−α+
Γ(α+)
Γ(γ+)
ξ
−s+−α++γ+
0 ξ
s+eκξF
(
α+, γ+;−2κξ
)
(255)
∼ Cin0 (−1)γ+−α+(2κ)γ+−2α+
Γ(α+)
Γ(γ+ − α+)ξ
− B
2κ
+1
0 ξ
− B
2κ
−1eκξ
+Cin0
(
ξ
ξ0
) B
2κ
−1
e−κξ, (256)
Nf2(ξ) = C
in
0 (−2κ)γ−−α−
Γ(α−)
Γ(γ−)
ξ
−s−−α−+γ−
0 ξ
s−eκξF
(
α−, γ−;−2κξ
)
(257)
∼ Cin0 (−1)γ−−α−(2κ)γ−−2α−
Γ(α−)
Γ(γ− − α−)ξ
− B
2κ
+1
0 ξ
− B
2κ
−1eκξ
+Cin0
(
ξ
ξ0
) B
2κ
−1
e−κξ. (258)
Note that a series of interesting solutions can be found. If α− is a nonpositive integer
−n, i.e.,11
µ2 > ε2, 4b0 − 1 ≤ 0,
2
[
M(2ε2 − µ2)− εeQ] =√µ2 − ε2 (√1− 4b0 + 2n+ 1) , (259)
11Condition (259) is equivalent to the extremal limit of the characteristic resonance condition in [46].
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where n = 0, 1, 2, . . . , then, the confluent hypergeometric series
F (−n, γ−;−2κξ) =
∞∑
m=0
−n(−n+ 1) . . . (−n+m− 1)
m! γ−(γ− + 1) . . . (γ− +m− 1)(−2κξ)
m (260)
stops at m = n so that F (−n, γ−;−2κξ) is a polynomial of degree n. Therefore, each
f2(ξ) = ξ
−1+
√
1−4b0
2 e−ξ
√
µ2−ε2F (−n, γ−;−2κξ) (261)
decays exponentially as ξ →∞, and describes a bound state.
4.2.3 For marginal modes with specific charges
For marginal modes that satisfy
ε2 = µ2 and ε(εM − eQ) = 0, (262)
Eq. (103) reduces to
ξ2
d2f
dξ2
+ 2ξ
df
dξ
+
(
b0 +
b−1
ξ
+
b−2
ξ2
)
f = 0. (263)
By the transformation of variables
ξ =
1
z
, (264)
Eq. (263) transforms into
z2
d2f
dz2
+
(
az2 + bz
) df
dz
+
(
Az2 +Bz + C
)
f = 0, (265)
where the parameters are explicitly written as
a = 0, (266)
b = 0, (267)
A = b−2 = P 2H , (268)
B = b−1 = 2P ′HPH , (269)
C = b0 = 2aε(aε −m) +Q2e2 −M2ε2 − λ. (270)
When a2 − 4A 6= 0, i.e.,
b−2 = P 2H 6= 0, (271)
the quantities s± and κ are
s± =
1± i√4b0 − 1
2
, (272)
κ = iPH (273)
and α± and γ± are
α± = −iP ′H + s±, (274)
γ± = 2s±. (275)
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Using the formula (228), solutions f out(ξ) and f in(ξ) that contain pure outgoing and
ingoing modes at the event horizon ξ = 0, respectively, are identified up to scale:
f out(ξ) = (2κ)γ+−α+
Γ(1− γ+)
Γ(1− α+)ξ
−s+e
κ
ξ F
(
α+, γ+;−2κ
ξ
)
+(2κ)γ−−α−
Γ(1− γ−)
Γ(1− α−)ξ
−s−e
κ
ξ F
(
α−, γ−;−2κ
ξ
)
(276)
∼ ξiP ′He−κξ (near horizon), (277)
f in(ξ) = (−2κ)α+ Γ(1− γ+)
Γ(α+ − γ+ + 1)ξ
−s+e
κ
ξ F
(
α+, γ+;−2κ
ξ
)
+(−2κ)α− Γ(1− γ−)
Γ(α− − γ− + 1)ξ
−s−e
κ
ξ F
(
α−, γ−;−2κ
ξ
)
(278)
∼ ξ−iP ′Heκξ (near horizon). (279)
Note that f in(ξ) relates to Tricomi’s function. Using Tricomi’s function,
U(a, b, z) =
Γ(1− b)
Γ(1 + a− b)F (a, b; z) +
Γ(b− 1)
Γ(a)
z1−bF (1 + a− b, 2− b; z), (280)
f in(ξ) is written as
f in(ξ) = (−2κ)α−ξ−s−eκξ U
(
α−, γ−,−2κ
ξ
)
. (281)
The first terms of the right-hand side of Eqs. (276) and (278) represent ingoing modes
at a sufficiently distant point. We adopt the normalization procedure in which Nf in(ξ)
contains a pure ingoing mode at ξ = 0 and whose amplitude of ingoing mode at ξ = ξ0 is
∼ Cin0 . The normalization factor N is
N = Cin0 (−2κ)−α+
Γ(α+ − γ+ + 1)
Γ(1− γ+) ξ
s+
0 . (282)
Tricomi’s function (280) is defined even when a is a nonpositive integer by the limiting
procedure. For b = n + 1, n = 0, 1, 2, . . . and a 6= 0, −1, −2, . . . , Tricomi’s function
U(a, n+ 1, z) is [52]
U(a, n+ 1, z) =
(−1)n+1
n!Γ(a− n)
∞∑
k=0
(a)k
(n+ 1)kk!
zk[ln z + ψ(a+ k)− ψ(1 + k)− ψ(n+ k + 1)]
+
1
Γ(a)
n∑
k=1
(k − 1)!(1 − a+ k)n−k
(n− k)! z
−k. (283)
For example, when γ− = 1 (or 4b0 = 1), then
f in(ξ) = −(−2κ)
α−
Γ(α−)
ξ−
1
2 e
κ
ξ
∞∑
k=0
(α−)k
(k!)2
(−2κ
ξ
)k
[ln z + ψ(α− + k)− 2ψ(1 + k)]. (284)
This solution behaves ∼ ξ− 12 in the far region.
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4.2.4 For critical and marginal modes
The radial equation for the critical modes (229) can reduce to a simpler equation under
additional conditions. In sections 4.2.4 and 4.2.5, for simplicity, we assume PH = +0.
When PH = +0 and ε
2 = µ2, i.e., a critical marginal mode, Eq. (229) reduces to
ξ2
d2f
dξ2
+ 2ξ
df
dξ
+ (b1ξ + b0) f = 0, (285)
where
b1 = 2ε(Mε − eQ), (286)
b0 = (3Mε − eQ)(Mε− eQ)− λ. (287)
When b1 = 2ε(Mε−Qe) 6= 0, by the transformations of variables
ξ =
y2
4b1
and f(ξ) =
2
√
b1
y
f˜(y), (288)
Eq. (229) transforms to
d2f˜
dy2
+
1
y
df˜
dy
+
(
1− 1− 4b0
y2
)
f˜ = 0. (289)
Equation (289) is the Bessel equation, which has two fundamental solutions:12
f˜±(y) = J±ν(y) (290)
=
(y
2
)±ν ∞∑
m=0
(−1)m
m! Γ(m± ν + 1)
(y
2
)2m
, (291)
where ν = i
√
4b0 − 1. The function Jν(y) is called the Bessel function. The radius of
convergence of the power series (291) is ∞, so the Bessel function is defined in the entire
space.
Their asymptotic behaviors are [52]
f˜±(y) ∼ 1
Γ(±ν + 1)
(y
2
)±ν
( y ∼ 0 ), (292)
f˜±(y) ∼
√
2
piy
cos
(
y ∓ νpi
2
− pi
4
)
( y ∼ ∞) (293)
=
√
1
2piy
exp
[
i
(
y ∓ νpi
2
− pi
4
)]
+
√
1
2piy
exp
[
−i
(
y ∓ νpi
2
− pi
4
)]
. (294)
The normalized solution, which is pure ingoing at the horizon ξ = 0 and whose ingoing
amplitude at a distant point ξ = ξ0 ≫M , is ∼ Cin0 is obtained:
Nf in(ξ) = Cin0 2
√
piξ0
(
b1
ξ0
) 1
4
ξ−
1
2J−ν
(
2
√
b1ξ
)
(295)
∼


Cin0 2
√
piξ0
(
b1
ξ0
) 1
4 b
− ν2
1
Γ(−ν+1)ξ
− 1+ν
2 ( ξ ∼ 0 ),
2Cin0
(
ξ0
ξ
) 3
4
cos
(
y + νpi2 − pi4
)
. ( ξ ∼ ∞).
(296)
12When ν is an integer, Jν(y) and J−ν(y) are not linearly independent.
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4.2.5 For critical and marginal modes with specific charges
When PH = +0, ε
2 = µ2, and ε(Mε−Qe) = 0, Eq. (229) reduces to
ξ2
d2f
dξ2
+ 2ξ
df
dξ
+ b0f = 0, (297)
which is an Euler equation. Here,
b0 =
{
Q2e2 − λ (when ε = 0),
−λ (when Mε−Qe = 0). (298)
The general solution is
f(ξ) = C+ξ
n+ + C−ξn− , (299)
where n± =
−1± i√4b0 − 1
2
. The solution (299) is a superposition of two modes out-
going(the first term) and ingoing(the second term) in the entire space. The ingoing
normalized solution Nf in(ξ), whose amplitude at ξ = ξ0 is C
in
0 , is
Nf in(ξ) = Cin0
(
ξ
ξ0
)n−
. (300)
5 The intensity of collision of two scalar field ex-
citations
Our aim is to calculate the field-theoretical counterpart of the collision energy of two
particles in the center-of-mass frame. However, the meaning of such a quantity, i.e., the
“collision energy” of two excitations of fields, is somewhat unclear.
For example, if only the consistency in the classical limit is respected, one might
replace piia by ∂aSi in Eq. (43). But one can also replace it by ∂aS¯i, or pi1a and pi2a by
∂aS1 and ∂aS¯2 respectively, and so on. Furthermore, adding any quantities that go to 0
in the classical limit does not affect the consistency. Therefore, these formal replacements
without reasonable physical meanings tell us nothing about the quantum effect, and are
outside our interest.
In this paper, we use the scalar norm of the sum of covariant 4-gradients of two fields,
E2 = ~2gab
(
D¯aΨ¯1 + D¯aΨ¯2
)
(DbΨ1 +DbΨ2) , (301)
as an intensity of the “collision”, where Da is the covariant derivative DaΨi = ∂aΨi −
i
~
eiAaΨi. The quantity E
2 has several desirable properties. First, this is a locally defined
scalar, hence independent of the coordinate.
Second, when Ψi = exp
(
i
~
Si
)
,
E2 =
(
∂aS¯1 − e1Aa
)
(∂aS1 − e1Aa) Ψ¯1Ψ1
+
(
∂aS¯2 − e2Aa
)
(∂aS2 − e2Aa) Ψ¯2Ψ2
+
(
∂aS¯1 − e1Aa
)
(∂aS2 − e2Aa) Ψ¯1Ψ2
+
(
∂aS¯2 − e2Aa
)
(∂aS1 − e1Aa) Ψ¯2Ψ1, (302)
so, under the condition Ψ1 = Ψ2 = 1, E
2 formally transforms into E2cm in the classical
limit ~→ 0.
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Third, when µ1 = µ2 = µ, e1 = e2 = e, E
2 is related to the stress tensor of Ψ = Ψ1+Ψ2.
The stress tensor Tab and its trace T are written as
Tab = ~
2D¯aΨ¯DbΨ− ~
2
2
gabg
cdD¯cΨ¯DdΨ− 1
2
µ2gabΨ¯Ψ, (303)
T = gabTab (304)
= −~2gabD¯aΨ¯DbΨ− 2µ2Ψ¯Ψ (305)
= −E2 − 2µ2Ψ¯Ψ. (306)
Therefore, we arrive at calculations of the trace of the stress tensor. The physical meaning
of the stress tensor is clear: the source of the back-reaction to the gravitational field. It
is possible to say that we define the intensity of a “collision” of field excitations by an
intensity of the back-reaction to the gravitational field.
To calculate E2 at the event horizon, we must obtain the values of gab(∂aS¯1−e1Aa)(∂bS2−
e2Ab) and Ψ¯1Ψ2 there. The former can be obtained only by asymptotic behaviors of the
local solutions around the event horizon13. In sections 5.2 and 5.3, we calculate that in
general situations.
On the other hand, the latter quantity Ψ¯1Ψ2 requires global information about the
solutions. Since we have obtained several global solutions of the radial part of the Klein-
Gordon equation in some specific cases, let us evaluate that in each case.
5.1 Amplitude of the radial part of the scalar field
Summarizing the previous section, the amplitudes of the appropriately normalized solu-
tions Nf in at the event horizon are as follows:
1. When rH 6= rC , ε2 = µ2, and ε(Mε −Qe) = 0,
Cin0
Γ(a)Γ(c− b)
Γ(c)Γ(a− b)(−x0)
−A, (307)
where −A = 1
2
+
i
2
√
4
[
2εPH + (2Mε−Qe)2 − r2Hµ2 − λ
]− 1.
2. When rH = rC , ε
2 6= µ2, and PH = +0,
Cin0 (−2κ)γ−−α−
Γ(α−)
Γ(γ−)
ξ
−s−−α−+γ−
0 ξ
s− , where s− =
−1− i√4b0 − 1
2
. (308)
3. When rH = rC , ε
2 = µ2, PH 6= 0, and ε(Mε −Qe) = 0,
Cin0 (−2κ)−α+
Γ(α+ − γ+ + 1)
Γ(1− γ+) ξ
s+
0 , where s+ =
1 + i
√
4b0 − 1
2
. (309)
4. When rH = rC , ε
2 = µ2, PH = +0, and ε(Mε−Qe) 6= 0,
Cin0 2
√
piξ0
(
b1
ξ0
) 1
4 b
− ν
2
1
Γ(−ν + 1)ξ
− 1+ν
2 , where − 1 + ν
2
=
−1− i√4b0 − 1
2
. (310)
5. When rH = rC , ε
2 = µ2, PH = +0, and ε(Mε−Qe) = 0,
Cin0
(
ξ
ξ0
)n−
, where n− =
−1− i√4b0 − 1
2
. (311)
13Because this calculation requires the next-to-leading order of the asymptotic expansion of f(r), approximate
solutions may derive wrong results.
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Since gamma functions have no zeros but poles at nonpositive integers, in each case the
amplitude at the horizon can be 0. The results are in Table 1. In each case, unless these
conditions are satisfied, the amplitude of the ingoing mode at the horizon does not vanish.
Similarly, the divergences of the amplitudes are also given.
Table 1: Zeros and divergences of the amplitude at the horizon.
Conditions Zeros Divergences
rH 6= rC , ε2 = µ2, ε(Mε−Qe) = 0 a = b No divergences
rH = rC , ε
2 6= µ2, PH = +0 b0 < 0 Eq. (259) and b0 > 0
rH = rC , ε
2 = µ2, PH 6= ±0, ε(Mε−Qe) = 0 4b0 = 1 No divergences
rH = rC , ε
2 = µ2, PH = +0, ε(Mε−Qe) 6= 0 b0 < 0 b0 > 0
rH = rC , ε
2 = µ2, PH = +0, ε(Mε−Qe) = 0 b0 < 0 b0 > 0
In the second, fourth and fifth cases when b0 > 0, the amplitudes at the horizon
diverge as ∼ ξ−1−i
√
4b0−1
2 . These divergences come from the fact that the turning point of
a critical particle (PH = 0) coincides with the horizon of the extremal black hole in the
particle picture. At the turning point, the critical particle spends an infinitely long time
and the probability that it is observed there diverges. On the other hand, when b0 < 0,
the amplitudes at the horizon are 0. Because the condition b0 < 0 corresponds to that of
forbidden motions at the horizon and the turning points move to outside in the particle
picture, the amplitudes decay in the ingoing direction. The proper distance between the
horizon and an external point ξ > 0 is infinite in the extremal case. That is why in the
condition b0 < 0, the amplitudes at the horizon are 0.
When a = b in the first case and 4b0 = 1 in the third case, the amplitudes at the
horizon are also 0. In these situations, as seen below Eq. (167), the outgoing and ingoing
modes at infinity are degenerate so that our normalization procedure becomes invalid.
Note that these divergences do not always mean those of physical quantities. In
practice, a field excitation forms a wave packet, so it is necessary to integrate the product
of the physical quantity and a suitable wave function over the parameter.
In the following subsections, we calculate gab(∂aS¯1 − e1Aa)(∂bS2 − e2Ab) from local
solutions. For simplicity, we define
Iij = 2
(
PiPj
∆
− ~2∆∂r ln f¯i∂r ln fj
)
(312)
so that
gab(∂aS¯i − eiAa)(∂bSj − e2Aj)
= − 1
ρ2
(
PiPj
∆
− ~2∆∂r ln f¯i∂r ln fj −Bi(θ)Bj(θ)− ~2∂r ln g¯i∂r ln gj
)
(313)
= − 1
ρ2
(
Iij
2
−Bi(θ)Bj(θ)− dS¯θi
dθ
dSθj
dθ
)
. (314)
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The intensity of a collision E2 of Ψ1 and Ψ2 is
E2 = − 1
ρ2
{(
I11
2
−B1(θ)2 −
∣∣∣∣dSθ1dθ
∣∣∣∣
2)
|Ψ1|2 +
(
I22
2
−B2(θ)2 −
∣∣∣∣dSθ2dθ
∣∣∣∣
2)
|Ψ2|2
+Re
[(
I12 − 2B1(θ)B2(θ)− 2dS¯θ1
dθ
dSθ2
dθ
)
Ψ¯1Ψ2
]}
(315)
= − 1
ρ2
{
I11
2
|Ψ1|2 + I22
2
|Ψ2|2 +Re
(
I12Ψ¯1Ψ2
)
−
(
B1(θ)
2 +
∣∣∣∣dSθ1dθ
∣∣∣∣
2)
|Ψ1|2 −
(
B2(θ)
2 +
∣∣∣∣dSθ2dθ
∣∣∣∣
2)
|Ψ2|2
−2Re
[(
B1(θ)B2(θ) +
dS¯θ1
dθ
dSθ2
dθ
)
Ψ¯1Ψ2
]}
. (316)
Since Ψ1 and Ψ2 do not have physical divergences, the second and third lines of Eq. (316)
are nonsingular. Each of the first and second terms of the first line depends only on Ψ1 and
Ψ2, respectively. Thus, these terms do not contain quantities relevant to the collision of
the two field excitations. That is why our interest is the singular or nonsingular behavior
of Re(I12Ψ¯1Ψ2). Using the arbitrariness of the argument of C
in
0 in Ψ2 (or Ψ1), i.e.,
Cin0 → eiαCin0 , (317)
we can get the imaginary part of I12Ψ¯1Ψ2 to be 0:
Re
(
I12Ψ¯1Ψ2
)
= |I12| |Ψ1| |Ψ2|. (318)
Below, we calculate I12 and discuss whether |I12| |Ψ1| |Ψ2| has singularities or not.
5.2 Nonextremal case
Let us calculate I12 by local solutions of the Klein-Gordon equation in rH 6= rC . For an
outgoing mode, from Eq. (89), ∂r ln f
out is written as
∂r ln f
out =
β
2(r − rH) +
γ
2(r − rC) −
α
2(rH − rC) −
∂x lnHl(α, β, γ, δ, η;x)
rH − rC (319)
=
β
2(r − rH) −
2η + β
2(rH − rC)(β + 1) +O(r − rH). (320)
For an ingoing mode, ∂r ln f
in is obtained through replacing β by −β:
∂r ln f
in =
−β
2(r − rH) −
2η − β
2(rH − rC)(−β + 1) +O(r − rH). (321)
(i)When both modes are ingoing,
I12 =
2
∆
[
P1P2 −
(
r − rC
rH − rC
)2
PH1PH2
]
−~
2(2η1 − β¯1)β2
2(1 − β¯1)
− ~
2(2η2 − β2)β¯1
2(1− β2) +O(r − rH). (322)
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The first term of the right-hand side is an indeterminate form in the near-horizon limit
r → rH and has finite limit
2
∆
[
P1P2 −
(
r − rC
rH − rC
)2
PH1PH2
]
=
−4PH1PH2
(rH − rC)2 +
2P ′H1PH2 + 2P
′
H2PH1
rH − rC +O(r − rH) (323)
= −~2β¯1β2 − i~P ′H1β2 + i~P ′H2β¯1 +O(r − rH). (324)
Therefore, we obtain
I12H = lim
r→rH
I12 (325)
= (r2Hµ
2
1 + λ1 − i~P ′H1)
β2
1− β¯1
+ (r2Hµ
2
2 + λ2 + i~P
′
H2)
β¯1
1− β2 . (326)
Define
Xi = εi − ΩHmi − ΦHei, (327)
so that
I12H = (r
2
Hµ
2
1 + λ1 − i~P ′H1)
X2
X1 − i~κH + (r
2
Hµ
2
2 + λ2 + i~P
′
H2)
X1
X2 + i~κH
. (328)
When Xi ∼ 0 and Xj ≫ Xi, then |I12H | takes a nearly maximum value:
|I12H | ∼ (r2Hµ2i + λi − i~P ′Hi)
Xj
~κH
. (329)
Although it has been shown that in a nonextremal case the intensity of the collision E2
is bounded, the upper bound of |I12H | is proportional to max(X1,X2)
~κH
and large when
~κH ≪ max(X1,X2).
We can write down the real part and imaginary part explicitly as
Re(I12H) =
(
r2Hµ
2
1 + λ1
) X1X2
X21 + (~κH)
2
+ ~P ′H1
~κHX2
X21 + (~κH)
2
+
(
r2Hµ
2
2 + λ2
) X1X2
X22 + (~κH)
2
+ ~P ′H2
~κHX1
X22 + (~κH)
2
, (330)
Im(I12H) =
(
r2Hµ
2
1 + λ1
) ~κHX2
X21 + (~κH)
2
− ~P ′H1
X1X2
X21 + (~κH)
2
− (r2Hµ22 + λ2) ~κHX1X22 + (~κH)2 + ~P ′H2
X1X2
X22 + (~κH)
2
. (331)
From Eqs. (92) and (142),
c = 1− β. (332)
Equation (326) is
I12H = (r
2
Hµ
2
1 + λ1 − i~P ′H1)
1− c2
c¯1
+ (r2Hµ
2
2 + λ2 − i~P ′H2)
1− c¯1
c2
. (333)
34
When ε2 = µ2 and ε(Mε−Qe) = 0, using ¯Γ(z) = Γ(z¯), cΓ(c) = Γ(c+1), Eqs. (63), (161)
and (333),
lim
r→rH
(
I12Ψ¯1Ψ2
)
=
(
C¯in0
)
1
(
Cin0
)
2
(−x0)−A¯1−A2 g¯1(θ)g2(θ)e−i(ε2−ε1)t+i(m2−m1)φ (334)
×
[
(r2Hµ
2
1 + λ1 − i~P ′H1)
Γ(c¯1 − b¯1)Γ(a¯1)
Γ(c¯1 + 1)Γ(a¯1 − b¯1)
(1− c2)Γ(c2 − b2)Γ(a2)
Γ(c2)Γ(a2 − b2)
+ (r2Hµ
2
2 + λ2 − i~P ′H2)(1− c¯1)
Γ(c¯1 − b¯1)Γ(a¯1)
Γ(c¯1)Γ(a¯1 − b¯1)
Γ(c2 − b2)Γ(a2)
Γ(c2 + 1)Γ(a2 − b2)
]
.
(ii)When mode 1 is ingoing and mode 2 is outgoing,
I12 =
2
∆
[
P1P2 +
(
r − rC
r − rH
)2
PH1PH2
]
− 1
2
(
β1β2(2η2 − 1)
1− β22
+
β1β2(2η1 − 1)
1− β21
)
−1
2
(
β1(β
2
2 − 2η2)
1− β22
+
β2(β
2
1 − 2η1)
1− β21
)
+O(r − rH) (335)
≈ 4PH1PH2
∆
+O(∆0). (336)
It is shown that the stress tensor of a superposition of ingoing and outgoing modes diverges
at the horizon, and comparing Eqs. (50) and (336), it is found that near the horizon,
the leading term of gab∂aS¯1∂bS2 of ingoing and outgoing modes has no field-theoretical
corrections.
5.3 Extremal case
From Eqs. (116) and (117), the asymptotic behavior of ∂r ln f
out and ∂r ln f
in is written
as
∂r ln f
in ∼ −α−1
2ξ2
+
β−1
ξ
+
α1
2
+ ∂ξ ln
∞∑
n=0
ψ+n
(
ξ
α−1
)n
(337)
= −α−1
2ξ2
+
β−1
ξ
+
α1
2
+
ψ+1
α−1
+O(ξ), (338)
∂r ln f
out ∼ α−1
2ξ2
− β−1
ξ
+
α1
2
+ ∂ξ ln
∞∑
n=0
ψ−n
(
ξ
−α−1
)n
(339)
=
α−1
2ξ2
− β−1
ξ
+
α1
2
− ψ
−
1
α−1
+O(ξ), (340)
where ψ±1 have been obtained from Eq. (120).
(i)When both modes are ingoing,
I12 =
2P1P2
ξ2
− 2~2ξ2∂r ln f¯ in1 ∂r ln f in2 . (341)
The first term of the right-hand side of Eq. (341) is expanded as
P1P2
ξ2
=
PH1PH2
ξ2
+
P ′H1PH2 + P
′
H2PH1
ξ
+
1
2
(
P ′′H1PH2 + P
′′
H2PH1
)
+ P ′H1P
′
H2 +O(ξ). (342)
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Using Eqs. (338) and (342), we obtain the near-horizon limit of I12 :
I12H = (M
2µ21 + λ1)
PH2
PH1
+ (M2µ22 + λ2)
PH1
PH2
+ i~
(
− P
′
H1PH2
PH1
+
P ′H2PH1
PH2
)
. (343)
It can be checked that the result (343) is consistent with the calculation in the nonex-
tremal case Eq. (328). Equation (343) indicates that the BSW effect occurs in the extremal
limit. However, for the critical modes, α−1 = 0, the asymptotic expansion Eqs. (116) and
(117) are ill defined. Fortunately, we obtained the solutions in such a situation in section
4.2.2. We will observe what happens for the critical modes in section 5.3.1.
(ii)When mode 1 is ingoing and mode 2 is outgoing, the leading term of the asymptotic
behavior of I12 to the horizon is the same as in the nonextemal case:
I12 ≈ 4PH1PH2
∆
+ o(∆). (344)
5.3.1 Critical modes
For critical modes, from Eqs. (247) and (248),
∂r ln f1(ξ) =
s+
ξ
+ κ− 2κα+
γ+
F (α+ + 1, γ+ + 1;−2κξ)
F (α+, γ+;−2κξ) (345)
=
s+
ξ
+ κ− 2κα+
γ+
+O(ξ), (346)
∂r ln f2(ξ) =
s−
ξ
+ κ− 2κα−
γ−
+O(ξ). (347)
(i)When one mode is f2(ξ) (say mode 1) and the other is ingoing but not critical(say mode
2),
I12 = −2ξ2
(
s¯−
ξ
+ κ¯− 2κ¯ α¯−
γ¯−
)
1
(
− α−1
2ξ2
+
β−1
ξ
+
α1
2
+
ψ1
α−1
)
2
+O(ξ) (348)
≈ (s¯−)1(α−1)2
ξ
+ o(ξ−1). (349)
This situation is the BSW process for PH1 = +0 or (b0)1 ≤ 14 .
As we saw in Table 1, when b0 ≥ 0, the amplitude at the horizon is not 0. When
b0 < 0, the amplitude behaves as ∼ ξ
−1+
√
1−4b0
2 . Therefore, if b0 > −2 and b0 6= 0, then
the intensity of the collision E2 ∼ I12Ψ1Ψ2 diverges at the horizon. If b0 = 0, then s− = 0
so that I12 <∞.
In summary, if b0 > 0 or −2 < b0 < 0, then I12 ×Ψ1 diverges at the horizon.
(ii)When one mode is f1(ξ) (mode 1) and the other (mode 2) is ingoing but not critical,
I12 ≈ (s¯+)1(α−1)2
ξ
+ o(ξ−1). (350)
This situation is the BSW process for PH = −0 and b0 > 14 . From Eq. (255),
Nf1(ξ) ∼ Cin0 (−2κ)γ+−α+
Γ(α+)
Γ(γ+)
ξ
−s+−α++γ+
0 ξ
s+ (351)
I12Ψ1 ∼ ξs+−1 = ξ
−3+i
√
4b0−1
2 . (352)
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Since b0 >
1
4 , I12Ψ1 diverges at the horizon.
(iii)When one mode is f2(ξ) (mode 1) and the other (mode 2) is outgoing but not critical,
I12 ≈ −(s¯−)1(α−1)2
ξ
+ o(ξ−1). (353)
(iv)When one mode is f1(ξ) (mode 1) and the other (mode 2) is outgoing but not critical,
I12 ≈ −(s¯+)1(α−1)2
ξ
+ o(ξ−1). (354)
(v)When both of the modes are critical,
I12 = −2s¯±1s±2 +O(ξ). (355)
The quantity I12 of the collision of critical modes is finite.
6 Conclusion
We have investigated the radial part of the Klein-Gordon equation for a massive and
electrically charged scalar field in Kerr-Newman spacetime. In several specific cases, it
reduces to an essentially hypergeometric equation, so that its exact solutions and their
global nature are obtained in each case. The results of the reductions are summarized in
Table 2.
Table 2: Reductions of the radial part of the Klein-Gordon equation.
Geometry Conditions Reduces to
rH 6= rC No conditions Confluent Heun equations
rH = rC No conditions Double confluent Heun equations
rH 6= rC ε2 = µ2, ε(Mε−Qe) = 0 Hypergeometric equations
ε2 = µ2 = eQ = 0
rH 6= rC ε2 = µ2 = 0, MQe = −am General Legendre equations
ε2 = µ2, Mε = Qe, am = (M2 −Q2)ε
rH = rC PH = 0 Confluent hypergeometric equations
rH = rC ε
2 = µ2, ε(Mε −Qe) = 0 Confluent hypergeometric equations
rH = rC ε
2 = µ2, PH = 0 Bessel equations
rH = rC ε
2 = µ2, PH = 0, ε(Mε−Qe) = 0 Euler equations
Using these global solutions and local solutions, we have evaluated the intensity E2 of
“collision” of two field excitations. We expect that the intensity probes the back-reactions
to the gravitational field. It has been shown that in a nonextremal case, E2 of two ingoing
modes is bounded. Comparing Eq. (47) with Eq. (328), the divergences in the classical
particle calculation are regularized by the replacement
PHi
PHj
=
Xi
Xj
→ Xi
Xj ± i~κH =
Xi
Xj
[
1± i
(
~κH
Xj
)]−1
. (356)
In the limit ~κH → 0, this term grows unboundedly if one mode is critical, namely Xj = 0.
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If the two modes are ingoing and outgoing, the intensity of the collision diverges at
the event horizon no matter whether the black hole is extremal or not.
Our calculations are restricted to the mode analysis in fixed stationary background
geometries, i.e., Kerr-Newman geometries. To reveal what these unboundedly large quan-
tities mean physically, further studies are necessary. In general, divergences of the stress
tensor indicate that the fixed background approximation becomes invalid. Thus, from our
results it is implied that under the existence of outgoing modes in any Kerr-Newman ge-
ometries, or critical modes in extremal geometries at the event horizon, the approximate
prescription in which the background geometries are fixed ought to fail to describe the
scalar fields near the horizon.
In conclusion, our results suggest that the BSW effect is inherited by the quantum
theory. However, the mechanism that restricts the unboundedly high-energy phenomena
for ingoing modes within the extremal cases is quite different from that of classical parti-
cles. In classical particle theory, the potential barrier of a nonextremal black hole prevents
critical particles from reaching the event horizon. On the other hand, in quantum the-
ory, although critical modes reach the event horizon through the tunneling process, the
intensities of the collisions are regularized by field-theoretical effects.
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A Relations between the solutions
In this section, we see the relations between the solutions we obtained in sections 4.1,
4.1.1, 4.2.2, 4.2.3, 4.2.4, and 4.2.5.
To avoid confusion, we write f out(ξ)(marginal) and f
in(ξ)(marginal) for the solutions (276)
and (278) that we obtained in section 4.2.3 and f1(ξ)(critical) and f2(ξ)(critical) for Eqs. (240)
and (243) in section 4.2.2.
A.1 Nonextremal case
Let us see the relation between sections 4.1 and 4.1.1.
First, in case (i) ε2 = µ2 = Qe = 0,
a = −i(2Mε −Qe) + 1
2
{
1− i
√
4
[
2εPH + (2Mε−Qe)2 − r2Hµ2 − λ
]− 1} (357)
=
1
2
[
1− i
√
−4λ− 1
]
(358)
= 1 + ν, (359)
Similarly,
b =
1
2
[
1 + i
√
−4λ− 1
]
(360)
= −ν, (361)
c = 1− n (362)
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and
Λ1 = −Λ2 = −n
2
. (363)
Therefore, from Eq. (135),
f1 =
(
1 + u
1− u
)n
2
F
(
1 + ν,−ν; 1− n; 1−u2
)
(364)
= Γ(1− n) f+P (u). (365)
Using the linear transformation formula [52]
F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z), (366)
Eq. (136) is
f2 = x
−Λ1(1− x)Λ2+c−a−bF (1− a, 1− b; 2− c;x) (367)
=
(
1 + u
1− u
)−n
2
F
(− ν, 1 + ν; 1 + n; 1−u2 ) (368)
= Γ(1 + n) f−P (u). (369)
Next, in both case (ii) and (iii), namely, Eqs. (176) and (177) respectively, PH = −PC
and
a = − i(PH − PC)
rH − rC +
1
2
{
1− i
√
4
[
2εPH + (2Mε −Qe)2 − r2Hµ2 − λ
]− 1} (370)
= − 2iPH
rH − rC +
1
2
{
1− i
√
4
[
2εPH + (2Mε−Qe)2 − r2Hµ2 − λ
]− 1} (371)
=


−n+ 12
[
1− i
√
4Q2e2 − 4λ− 1
]
( case (ii) ),
−n+ 12
[
1− i
√
−4(M2 − a2 −Q2)ε2 − 4λ− 1
]
( case (iii) )
(372)
= −n+ 1 + ν. (373)
Similarly,
b = −n− ν, (374)
c = 1− n, (375)
Λ1 = Λ2 = −n
2
. (376)
From Eqs. (135), (136), and formula (366), we obtain
f1 =
(
1− u
2
)−n
2
(
1 + u
2
)−n
2
F
(− n+ 1 + ν,−n− ν; 1− n; 1−u2 ) (377)
=
(
1 + u
1− u
)n
2
F
(− ν, 1 + ν; 1− n; 1−u2 ) (378)
= Γ(1− n) f+P (u) (379)
and
f2 =
(
1 + u
1− u
)−n
2
F
(
1 + ν,−ν; 1 + n; 1−u2
)
(380)
= Γ(1 + n) f−P (u). (381)
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A.2 The extremal limit of f1 and f2
In sections 4.1 and 4.2.3, the conditions for the parameters of the field excitations Eqs. (125)
and (262) are equivalent. Therefore, it is expected that the extremal limits of f1 and f2 are
f in(ξ)(marginal) and f
out(ξ)(marginal), respectively, up to the scale factors. For a consistency
check, let us calculate the extremal limit of Eqs. (144) and (145).
From Eq. (144),
(−1)
iPH
rH−rC (rH − rC)−i(2Mε−Qe)f1 (382)
= (−1)
iPH
rH−rC (rH − rC)−i(2Mε−Qe)xΛ1(1− x)Λ2
×
[
(rH − rC)a Γ(c)
Γ(c− a)
Γ(b− a)
Γ(b)
(r − rH)−aF
(
a, 1 − c+ a; 1− b+ a;x−1) (383)
+ (rH − rC)b Γ(c)
Γ(c− b)
Γ(a− b)
Γ(a)
(r − rH)−bF
(
b, 1− c+ b; 1− a+ b;x−1)].
The extremal limit of the first line of (383) can be calculated as
(−1)
iPH
rH−rC (rH − rC)−i(2Mε−Qe)xΛ1(1− x)Λ2 (384)
= (r −M)−
i(PH−PC )
rH−rC
(
1 +
M − rH
r −M
) r−M
M−rH
iPH
2(r−M)
(
1 +
M − rC
r −M
) r−M
M−rC
iPC
2(r−M)
(385)
−→ (r −M)−i(2Mε−Qe) exp
(
iPH
r −M
)
(386)
= ξ−i(2Mε−Qe)e
κ
ξ , (387)
where “−→” means the extremal limit. The limit of a is
a = −i(2Mε−Qe) + 1
2
{
1− i
√
4
[
2εPH + (2Mε −Qe)2 − r2Hµ2 − λ
]− 1} (388)
−→ −iP ′H +
1
2
{
1− i
√
4[P ′′HPH + (P
′
H)
2 −M2µ2 − λ]− 1
}
(389)
= α−. (390)
Similarly, in the same limit,
b −→ α+, (391)
1 + a− b −→ γ−, (392)
1 + b− a −→ γ+, (393)
i(2Mε −Qe) + a −→ s−, (394)
i(2Mε −Qe) + b −→ s+. (395)
The hypergeometric functions F (a, b; c; z) are related to the confluent hypergeometric
functions F (a, c; z) as
lim
b→∞
F
(
a, b; c;
z
b
)
= lim
b→∞
F
(
b, a; c;
z
b
)
= F (a, c; z). (396)
Thus,
F
(
a, 1− c+ a; 1− b+ a;x−1) −→ F(α−, γ−;−2κ
ξ
)
, (397)
F
(
b, 1− c+ b; 1 − a+ b;x−1) −→ F(α+, γ+;−2κ
ξ
)
. (398)
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From the asymptotic expansion of the gamma function [52],
zβ−α
Γ(z + α)
Γ(z + β)
∼ 1 + (α− β)(α + β − 1)
2z
+O(z−2). (399)
Using this formula,
(rH − rC)a Γ(c)
Γ(c− a) = (rH − rC)
a Γ(c− 1 + 1)
Γ(c− 1 + 1− a) (400)
= (rH − rC)a(c− 1)a(c− 1)−a Γ(c− 1 + 1)
Γ(c− 1 + 1− a) (401)
= (−2iPH)a(c− 1)−a Γ(c− 1 + 1)
Γ(c− 1 + 1− a) (402)
−→ (−2κ)α− , (403)
and
(rH − rC)b Γ(c)
Γ(c− b) −→ (−2κ)
α+ . (404)
Therefore, we obtain the extremal limit of (383):
(−1)
iPH
rH−rC (rH − rC)−i(2Mε−Qe)f1 −→ f in(ξ)(marginal), (405)
where f in(ξ)(marginal) is Eq. (278).
By similar calculations, one can derive the extremal limit of f2. From Eq. (145),
(−1)−
iPH
rH−rC (rH − rC)i(2Mε−Qe)f2 (406)
= (−1)−
iPH
rH−rC (rH − rC)i(2Mε−Qe)x−Λ1(1− x)Λ2(−x)c−1
×
[
(rH − rC)a Γ(2− c)
Γ(1 + b− c) (r − rH)
−aF
(
1− c+ a, a; 1 + a− b;x−1) (407)
+(rH − rC)b Γ(2− c)
Γ(1− c+ a)(r − rH)
−bF
(
1 + b− c, b; 1 − a+ b;x−1)].
Using the relation (398) and the asymptotic formula (399), one finds
(−1)−
iPH
rH−rC (rH − rC)i(2Mε−Qe)f2 −→ f out(ξ)(marginal), (408)
where f out(ξ)(marginal) is Eq. (276).
A.3 Extremal case
The relation between the confluent hypergeometric function and the Bessel function is [52]
lim
a→∞
[
F (a, b;− z
a
)
Γ(b)
]
= z
1
2
− b
2Jb−1
(
2
√
z
)
. (409)
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Using this relation, the marginal limit κ→ 0 of Eq. (243) is
lim
κ→0
f2(ξ)(critical) = lim
κ→0
ξs−eκξF (α−, γ−;−2κξ) (410)
= lim
κ→0
ξs−eκξF
( b1
2κ
, γ−;−2κ
b1
b1ξ
)
(411)
= (b1)
i
2
√
4b0−1Γ(γ−)ξ−
1
2J−i√4b0−1
(
2
√
b1ξ
)
(412)
= (b1)
i
2
√
4b0−1Γ(γ−)ξ−
1
2 f˜−(2
√
b1ξ), (413)
where J−i√4b0−1
(
2
√
b1ξ
)
and f˜−(2
√
b1ξ) are defined by Eq. (291). Using the asymptotic
behavior of f˜−(y) Eq. (292),
lim
b1→0
lim
κ→0
f2(ξ)(critical) = ξ
n− , (414)
where n± = −12 ± i2
√
4b0 − 1.
Similarly,
lim
κ→0
f1(ξ)(critical) = (b1)
− i
2
√
4b0−1Γ(γ+)ξ−
1
2 f˜+(2
√
b1ξ) (415)
and
lim
b1→0
lim
κ→0
f1(ξ)(critical) = ξ
n+ . (416)
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