Abstract. In this paper we present an e cient, polynomial-time method to perform calculations in the divisor class group of a curve which has a single point on its normalization above in nity. In particular, we provide a unique representation of divisor classes and an algorithm for reducing a divisor on such a curve to its corresponding representative. Such curves include the case of elliptic, odd-degree hyperelliptic and superelliptic curves.
Introduction
The goal of this paper is to describe a practical and e cient method for computing in the Jacobian of a large class of algebraic curves.
This research is primarily motivated by cryptography, as abelian varieties over nite elds can be used for implementing discrete logarithm based cryptosystems. However, the methods are equally applicable to the situation where the curves are de ned over characteristic zero elds, and so our methods are also relevant for studying the arithmetic of curves.
We also generalise the subexponential algorithm of Adleman-DeMarrais-Huang 1] (which is based on the function eld sieve) for solving discrete logarithms on these curves.
Explicit computation on elliptic curves is easily performed as the group law is given by simple formulae. Jacobians of hyperelliptic curves have also been implemented. The addition rule is given by Cantor's algorithm 6]. The key to Cantor's algorithm is a reduction method which is analogous to reduction of binary quadratic forms.
For computing in Jacobians it is essential to be able to determine if two divisors are equivalent. The main obstacle to computing in more general Jacobians is nding a suitable method of reducing divisors. The approach adopted in this paper is to use lattice reduction techniques to provide a reduction method. This is analogous to the strategy used for computing with ideals in number eld (see Cohen 8 ] Section 6.5).
In this paper we are concerned with curves given in the form C : c n (x)y n + c n?1 (x)y n?1 + + c 1 (x)y + c 0 (x)
where c j (x) 2 k x] for some eld k. The function eld of the curve C is K := k(C).
We will think of this as being a degree n algebraic extension of the function eld k(x) and will sometimes write K = k(x; y) where the algebraic relation C(x; y) = 0 is implicit. We will impose the following further conditions on C.
1. C non-singular as an a ne curve. 2. c n (x) = 1 (which can always be arranged by a change of variables, though this may render the curve singular). 3. There should be only one point at in nity on the desingularisation of the projective model of the curve. Equivalently, the \in nite" place of k(x) (i.e., the place corresponding to the element x ?1 ) should be totally rami ed in K=k(x). 4. The integral closure of k x] in k(C) = k(x; y) is k x; y] (where the algebraic relation C(x; y) = 0 is implicit). The most serious of these restrictions is the third. In Section 3 we will give a large class of curves satisfying these four conditions.
We note that there have already been methods proposed to compute in general Jacobians (see for instance Coates 7] , Huang-Ieradi 13], Volcheck 23] ). These methods, however, are not practical and they require taking extensions of the base eld. We observe that the restriction of our method to the hyperelliptic case yields Cantor's algorithm (which in turn, restricted to elliptic curves, gives the usual addition formulae) and so our method is a very natural generalisation.
We now summarise the contents of the paper. In Section 2 we list some results about Jacobians and divisor class groups. In Section 3 we describe superelliptic curves. In Sections 4 and 5 we provide some background theory. Section 6 contains the details of the reduction algorithm. The remainder of the paper is concerned with the discrete logarithm problem on Jacobians of curves over nite elds.
Divisor Class Groups of Curves
For this section let C be any non-singular algebraic curve over any eld k. A divisor of C over k is a formal sum D = P p2C(k) n p p where p runs over all places of the function eld k(C) and where n p 2 Z. The degree of a divisor D is P p n p deg(p) where deg(p) is the degree of the residue eld k(C) p =k (equivalently, the degree of the eld of de nition of the k-points corresponding to p). An e ective divisor is one for which all n p 0. We say that D 1 D 2 if D 1 ?D 2 is an e ective divisor. Given a function f 2 k(C) we can de ne the order of f at a prime divisor p in the usual way (using uniformizers at p). The divisor of a function f is (f) = P p ord p (f)p, which is a divisor of degree zero (and is called a principal divisor).
Write Div 0 k (C) for the set of all divisors of C which are de ned over k (which means that they are xed by the action of Gal( k=k)) and which have degree zero.
Write Prin k (C) for the set of all divisors of functions f 2 k(C). Then Prin k (C) is a subgroup of Div 0 k (C) and the Divisor Class Group of the curve C is de ned to be the quotient
To actually compute in the Divisor Class Group of a general curve we need a suitable representation of divisors. Addition of divisors is trivial, however determining whether two divisors di er by a principal divisor is much more di cult. This di culty may be solved in the case of hyperelliptic curves by borrowing Gauss' algorithm for reducing quadratic forms. However, the de nition of reduced divisor used in the hyperelliptic case does not generalise to give a unique divisor in our more general setting. This paper overcomes the obstacle of unique representation of divisors for a class of curves.
Our task in this section is to show that there is a candidate for a unique representation of divisors. For a divisor D let L(D) = ff 2 k(C) : (f) ?Dg and l(D) = dim k (L(D)) as usual. We rst give the following standard lemma. Lemma 1. Let C be a non-singular curve over k of genus g with a given k-point P 1 . Let D be a degree zero divisor in Div 0 k (C). Then there is an e ective divisor E over k of degree g such that D is equivalent to E ? gP 1 .
Proof. By the Riemann-Roch theorem (see, for instance, Fulton 12 The problem with the above result is that there may be several di erent e ective divisors E so that E ? gP 1 is equivalent to D. The next result shows that there is a unique choice of E having minimal degree. Theorem 2. Let C be a non-singular curve over k of genus g with a given k-point P 1 . Let D 2 Div 0 k (C). Then there is a uniqe e ective divisor over k of minimal degree m g such that E ? mP 1 is equivalent to D. The above result shows that there is a unique representative for each divisor class. The problem is then to give an algorithm which will reduce any divisor to this form. In Section 6 we describe a method which achieves this for the class of curves introduced in the introduction.
We now discuss a subtle point which is usually not mentioned in this context. The Jacobian of a curve C is naturally de ned over the algebraic closure of the eld k via the exact sequence
This de nition allows one to see that the Jacobian has a more functorial and geometric interpretation. One then de nes the Jacobian over the eld k to be Jac k (C) := Jac k (C) G where G = Gal( k=k). Taking Galois cohomology of the short exact sequence (3) yields
which shows that the divisor class group is only a subgroup of the Jacobian. We now show that the Divisor Class Group is actually equal to the Jacobian. Theorem 3. Let C=k be a curve with a k-point. The map Div 0 k (C) ?! Jac k (C) G is surjective.
Proof. Fix a point P 1 in C(k). Let D be any divisor in Jac k (C) G . As in Theorem 2 there is a unique smallest integer m such that l(D + mP 1 ) = 1 and l(D + (m ? 1)P 1 ) = 0. Let f 2 L(D + mP 1 ) and set E to be the e ective divisor (f) + D + mP 1 . We want to show that E is actually de ned over k, rather than k. Now, let be any element of G. That E ? mP 1 lies in Jac k (C) G means that E ? mP 1 = E ? mP 1 = E ? mP 1 + (h) for some function h 2 k(C). In other words, (h) = E ? E.
This means that (fh) = E ? D ? mP 1 and so fh 2 L(D + mP 1 ). It follows that h is a scalar, and that E = E. Before giving the method of reduction of divisors we introduce a large class of curves which satisfy the restrictions imposed in the introduction.
The Geometry Of Superelliptic Curves
In this section we will provide a large class of curves of the form (1) which satisfy the four properties imposed in the introduction.
Let n and be any positive integers. Note that we do not assume that either n or are prime. By a superelliptic curve we will mean C : y n = c(x) := a x + + a 0 (4) de ned over a eld k (by which we mean that the coe cients a j lie in k). We will assume n; 3 since elliptic and hyperelliptic curves can already be easily handled using other techniques.
In this section we will discuss some aspects of the geometry of superelliptic curves. For background consult Fulton 12] .
To ensure that the a ne curve C is non-singular we will impose the condition that gcd(c(x); c 0 (x)) = 1 (i.e., the polynomial c(x) has no repeated roots) and the eld k has characteristic coprime to n (in particular, characteristic zero is permitted). Note that, if we take n to be odd, all our results will be valid in characteristic 2.
We now consider the projective closure of C. If n < then the curve has the homogeneous equation y n z ?n = a x + a ?1 x ?1 z + + a 0 z : From this we see that the only point at in nity is x : y : z] = 0 : 1 : 0]. This point is a singular point as long as n+1 < . If n > then similar arguments show that the point 1 : 0 : 0] is the only point at in nity (and that this is singular when n + 1 > ). If n = then there are n di erent points at in nity (de ned over k), namely x : y : 0] where y n = a x n . These points are all not singular.
In the case n 6 = we may blow up the singular point at in nity repeatedly until we have a non-singular model for the curve C. It can be shown that, if (n; ) = 1, then there is only one point above in nity on the non-singular model. In other words, the in nite prime is totally rami ed. Furthermore, the condition that n be coprime to the characteristic of k implies that the rami cation is tame.
For the case of hyperelliptic curves it is much easier to handle the behaviour of functions in the case where in nity is rami ed (see for a description of how the Infrastructure must be used in the case where there is more than one place at in nity). Hence, for this article, we impose the restriction (n; ) = 1.
In this paper, \superelliptic curve" will always mean the non-singular model of the curve (4) over the eld k, subject to the three restrictions:
1. gcd(c(x); c 0 (x)) = 1 2. (n; chark) = 1 3. (n; ) = 1. Note that we will always be working with the non-singular model of C, but that there is no danger from just using the a ne model (4) and treating the point at in nity as a formal symbol. The next task is to determine the genus of C.
Proposition 4. The genus of the curve C is equal to 1 2 (n ? 1)( ? 1). Proof. Consider the map : C ! P 1 (k) given by : x : y : z] 7 ! x : z]. This is a degree n map which has rami cation points at in nity and the distinct zeroes of c(x). All these points are totally rami ed and have rami cation index equal to n.
The Hurwitz formula (see Fulton 12] 8?36) therefore implies that 2(g ? 1) = 2n(0 ? 1) + ( + 1)(n ? 1) from which we see g = 1 2 ( ? 1)(n ? 1) .
Note that if = n + 1 then the genus of C attains the maximal possible genus for a degree curve.
We now make some comments about the number of points on a curve (4) over a nite eld F q (where we assume that the curve only has singular points at in nity and so, in particular, (n; q) = 1). If (n; q ? 1) = 1 then each value of x 2 F q gives rise to exactly one value y 2 F q (since nth roots always exist and are unique in this case). Similarly, if (n; q j ? 1) = 1 for j = 1; 2; : : :; g then #C(F q j ) = q j + 1 for j = 1; 2; : : :; g. In this case, all the symmetric functions in the roots of the characteristic polynomial of Frobenius are equal to zero, from which it follows that the characteristic polynomial of Frobenius is simply X 2g + q g . The Jacobian of C therefore has q g + 1 points and is supersingular. For cryptographic purposes, supersingular abelian varieties must be avoided, as their discrete logarithms may be reduced to those in a nite eld using the Tate pairing attack of Frey and R uck 10].
We now consider the function eld K = k(C) as a degree n extension of k(x). The condition imposed earlier that (n; chark) = 1 ensures that this algebraic extension of elds is separable. The discriminant of the eld extension K=k(x) is (?1) n(n?1)=2 n n c(x) n?1 .
As above, this extension of elds is totally (and tamely) rami ed at the in nite place of k(x). One of the conditions imposed in the introduction is that the integral closure of k x] in K should be k x; y]. The following result shows that this property holds for the curves we are considering. The only primes which can e ect this index are ones arising from square factors of the discriminant of K=k(x) (in other words, powers of primes dividing c(x)).
Let l(x) be some irreducible factor of c(x). The minimal polynomial of y is y n ? c(x) and this is an Eisenstein polynomial at l(x). We now appeal to 11] Theorem 24 (also see Stichtenoth 22 ] III.5.12) which implies that l(x) is totally rami ed in K=k(x) and that, locally at l(x), the index of k x; y] in O is 1.
The Divisor Class Group as an Ideal Class Group
Let C=k be a curve satisfying the properties listed in the introduction. Let O be the Dedekind ring which is the intersection of all valuation rings at all places expect for the place P 1 at in nity. Then O is the integral closure of k x] in the extension k(C)=k(x) and we have insisted that this be k x; y] (where the algebraic relation C(x; y) = 0 is implicit in k x; y]).
We now show that the divisor class group of the curve C and the ideal class 
where Ker is the subgroup of Pic 0 k (C) generated by all degree zero divisors with support lying in S.
In our case we have S = fP 1 g, which implies Ker = f0g, and the result follows.
For curves C=k which satisfy the properties of the introduction, we therefore have
Our task of computing in Jac k (C) is therefore reduced to task of composing and reducing ideal classes in Cl(O). First we will introduce some of the basic theory of ideals in k x; y].
Ideals in Function Fields
Every element of K = k(C) may be written as An integral ideal of O is an additive subgroup of O which is also a O-module.
We will use two di erent representations of ideals (and hopefully no confusion will arise):
The notation (a 1 (x; y); :::; a m (x; y)) (where m is usually 1 or 2) will represent the ideal fb 1 (x; y)a 1 (x; y)+ +b m (x; y)a m (x; y) : b 1 (x; y); : : :; b m (x; y) 2 Og.
The notation a 1 (x; y); : : :; a n (x; y)] represents the k x]-modulefb 1 (x)a 1 (x; y)+ + b n (x)a n (x; y) : b 1 (x); : : :; b n (x) 2 k x]g. Every ideal may be written in this form. However, it is not true that every such module is an ideal.
A fractional O-ideal (i.e. an ideal corresponding to a non-e ective divisor) is represented by an integral O-ideal and a denominator which lies in k x]. The set of classes of fractional ideals forms the abelian group Cl(O). In this paper we will mainly be considering integral ideals and so we will usually omit the adjective \integral".
Every integral ideal of O is a k x]-module and thus will be represented by a basis 0 ; : : : ; n?1 ], where i = P n?1 j=0 a ij (x)y j , with a ij (x) 2 k x]. This representation can be made unique by computing the Hermite Normal Form (HNF) of the matrix (a ij ) i;j=0;:::n?1 . Similarly, a fractional ideal is represented by a denominator and a k x]-module in HNF as above.
Composition of k x]-modules is performed by multiplying termwise and then taking the HNF reduction as described in Cohen 8] .
The degree of a (fractional) ideal in HNF is given by the degree of the product of the diagonal elements (minus the degree of the norm of the denominator) and denoted by deg. It turns out that the degree of a principal ideal equals the degree of a generator. The degree of an ideal is equal to the degree of the divisor corresponding to the ideal. We emphasise that we are considering three di erent notions of degree:
If a(x; y) 2 O then we write deg x (a(x; y)) and deg y (a(x; y)) for the usual degrees of a(x; y) as a polynomial.
If a is an ideal then we have deg(a) to be the degree of the corresponding divisor (which can be computed from the HNF of the k x]-module representation of a). We now explain how to determine how a \ nite" prime of k(x) decomposes in K.
Proposition 7. Let C=k be a curve satisfying the properties of the introduction.
Let p(x) be an irreducible polynomial in k x] and suppose C(x; y) factors modulo p(x) as Q m i=1 r i (x; y) ei . Then the prime p(x) splits as (p(x)) = Q m i=1 (p(x); r i (x; y)) ei where each ideal (p(x); r i (x; y)) is a prime ideal of K of rami cation degree e i and residue class degree f i = deg y r i (x; y). Proof 6. Computing reduced divisors 6.1. The idea. For this section we allow k to be a eld of any characteristic. The methods given will work for any curve C=k of the form described in the introduction, however we only provide the full details in the case of superelliptic curves.
We have seen that the problem of reduction of divisors comes down to the problem of reduction of ideals. We will solve this problem by using similar ideas to those developed for number eld arithmetic (see Cohen 8] or 4]). Unlike the number eld situation, we can prove that our algorithm always computes the \smallest" reduced ideal (with respect to the degree of the norm). The strategy is as follows:
Assume that we can compute an element e of smallest norm an integral ideal D. Then we prove that (e)=D is an ideal equivalent to D ?1 which has smallest norm among all ideals equivalent to D ?1 . This fact can be used in our situation by rst computing an ideal which is equivalent to D ?1 and then looking for an element of smallest norm therein. Thus, a class is uniquely given by a representation of the speci c reduced divisor. The representation of such a divisor can be made unique by using the Hermite normal form representation of the ideal as a k x]-module.
The computation of the element e can be achieved by a modi ed lattice reduction as follows: We rst show that the degree of the norm of an element is a \metric" on the Dedekind ring O by using properties of the embedding of superelliptic curves into a eld of Puiseux expansions. We use the word \metric" to mean that it satis es the properties required for the lattice reduction (the word \norm" would be more appropriate, but also more confusing). Furthermore, we modify the lattice basis reduction algorithm and corresponding invariants from 18] in such a way that they work with the new metric. In this way, we can compute a element of an ideal whose norm is of smallest degree.
All these computations are exact and do not need any computation in the eld of puiseux expansions. This is due to the very special nature of these superelliptic curves and the representation with a Dedekind ring where the prime at in nity is totally rami ed. This situation does not exist in the number eld case for n > 2 since there is no number eld with a totally rami ed prime at in nity. Therefore, this is a natural generalisation of the imaginary quadratic case, which enables a simple arithmetic for jacobians of hyperelliptic curves. But since there is only one integral ideal in a given class of smallest degree, namely the reduced ideal, e must be unique up to multiplication by a unit (and the units are all scalars in this case), and so A = (e)=D is the reduced ideal in the class of D ?1 .
We can then formulate the following algorithm for computing the reduced ideal corresponding to an integral ideal D:
Compute an integral ideal equivalent to D ?1 , namely E := Q 6 =1 D . Compute the shortest vector e in E. Output (e)=E = (e) D=N K=k(x) (D). It is possible to generalise this algorithm to Jacobians of function elds which do not have a totally rami ed prime (at in nity). In that case, one must further pay attention to the behaviour of the primes above in nity since the divisor class group is not isomorphic to the ideal class group. The reduced ideal produced by the above algorithm does not correspond to a single divisor class and it is not clear how to distinguish the divisor classes corresponding to the given ideal.
6.3. Embeddings of function elds. To explain the algorithm, we need to introduce some theory and notation about embeddings of function elds into Puiseux expansion elds. In this paper, we limit ourselves to the situation of a curve with a totally rami ed prime at in nity. The more general theory goes back to Mahler 15] ; we adopt the notation of 20]. These elds allow some geometry analogous to Minkowski's theory 15]. We will now explain how to embed k(C) into such elds. Theorem 9. Let C(x; y) be a curve over a eld k. Suppose k(C)=k(x) is a degree n extension having a totally rami ed prime at the \in nite" place of k(x). Let 1 ; : : : ; n be the distinct elements in k(x) such that C(x; i ) = 0 and let k n the eld extension of k containing the n-th roots of unity. Then We now return to the case of superelliptic curves y n = c(x) with deg x c(x) = and ( ; n) = 1. To generalise to a larger class of curves one must consider a more general norm form.
All deg( i ) are equal to =n; this can be seen as follows: since i = k n j for some k, where n is an n-th root of unity and Q n i=1 j = c(x), and ( ; n) = 1. So, deg( (i) ) equals max j fdeg a j + j=ng, thus they are all equal.
Recall that deg( ) is de ned to be the degree (in x) of the norm of in the extension k(C)=k(x). The following lemma relates the two de nitions of norm.
Lemma 10. Let C=k be a superelliptic curve and let = P n?1 j=0 a j (x)y j 2 k(C). We have deg( ) = n N(L( )) = max j f(deg x a j (x))n + jg. Proof. The following computation is performed in k n hx 1=n i. We have deg( ) =
(i) ) = P n i=1 deg( (i) ) = n max j fdeg x a j (x) + j=ng and the proof follows.
From this lemma one sees that we have a suitable \metric" (or norm) on O for performing lattice reduction techniques. In other words Corollary 1. Let = P n?1 j=0 a j y j 2 O. The function deg( ) = max j fdeg a j n+ jg is a metric on O.
Due to this result, we do not need to compute with elements of the eld of puiseux expansions but we can compute with just elements of k(C). Observe that we do not need to extend the ground eld in order to be able to add divisors. This is a very important consideration for the applications.
Nevertheless, we do need a modi ed lattice basis reduction algorithm which takes the modi ed metric into account.
Modi ed lattice basis reduction. In contrast to lattices in vector spaces
over Q, there exists a lattice basis reduction algorithm which always computes a reduced basis for lattices over function elds. In particular, this algorithm computes the smallest element with respect to the maximumnorm as a metric. In this section, we will mention the necessary modi cations to show that we can apply the lattice reduction algorithm with our modi ed metric to compute an element of an ideal with smallest norm. The original algorithm, as well as the proofs, can be found in 18].
To an element = We have OD(b 1 ; : : : ; b n ) 0; this is easily proved by computing the determinant by e.g. starting by the rst column. We say that the basis b 1 ; : : : ; b n is reduced if OD(b 1 ; : : : ; b n ) = 0. It follows immediately that the length of the i-th vector of a reduced basis is the i-th successive minimum of L with respect to the new metric. Especially, the rst vector will be the shortest vector of the lattice, i.e. it will represent an element of the ideal with smallest degree norm.
In the following, if we speak about permuting coordinates, this means that we put the y-exponent and thus its degree modi cation to the corresponding coordinate when ipping its place in the vector. Again, this is easily proved by developing the determinant according to the rst column and paying attention to the degree modi cations. We only mention the existence and the complexity of the reduction algorithm, since the formulation and its correctness are now analogous to the original case and can be found We give now a very rough estimate on the complexity for the composition algorithm on the divisor class group of a curve. The computation of a smallest element in an ideal is of complexity O(n 3 m OD), where OD is bounded by P n i=1 nm = O(n 2 m) , thus is at most O(n 6 m 2 ).
The nal multiplication now is of lower complexity, thus can be omitted. Finally, we have to estimate an upper bound for the norms of the basis vectors of an ideal I, i.e. for m. Since the matrix representation will be given in Hermite normal form and the determinant of the matrix is equal to the degree of the norm of the corresponding ideal, we get immediately m deg I. Since deg I g for a reduced ideal I, we have m g. This nishes the proof.
Discrete Logarithms
We now return to the more general model C : C(x; y) = n X i=0 c i (x)y i for our curve C (subject to the restrictions given in the introduction) but restrict to the case where the eld k is a nite eld F q . We let = maxdeg x c i (x).
The discrete logarithm problem on Pic 0 Fq (C) is the following: given a divisor class D 1 and some divisor class D 2 in the subgroup of Pic 0 Fq (C) generated by D 1 ,
nd an integer such that D 2 D 1 . This problem is the central problem for cryptography on abelian varieties.
In the following sections we will generalise the algorithm of Adleman-DeMarraisHuang 1], which was developed for solving discrete logarithms in jacobians of hyperelliptic curves.
Explicit bounds for a generating system
In this section we generalise the method of M uller, Stein and Thiel 16] to show the following result, for the curves C(x; y) above. Theorem 14. Let d := next_prime max n; 2 log(4g ? 2) log q then the divisor class group (which, in this case we are thinking of as an ideal class group), of C is generated by the set of prime ideals of inertia degree one whose norm is less than q d .
To prove this result we will need to use zeta functions. We refer the reader to 16] for further explanation of the notation. Let denote a character of nite order on Pic 0 k (C) and extend to act on Div 0 k (C) in the natural way. We let 1 denote the trivial character, and de ne two zeta functions, where u = q ?s , by where both products are over the set of prime divisors of K. It is well known that both zeta functions can be expressed as polynomials in u, with respective roots
A consequence of the Riemann Hypothesis (which was proved by Weil) for function elds is that all roots satisfy j! i j = j! i ( )j = p q:
We can now prove the theorem. Proof. Suppose the prime divisors of inertia degree one and norm less than q d only generate a proper subgroup G Pic 0 k (C). Then let be any character which is trivial on G but non-trivial on Pic 0 k (C).
Since (p) = 1 for all prime divisors p of inertia degree one and norm less than q d then some of the Euler factors in Z(u; K) agree with some of the Euler factors in Z(u; ; K). We let Q denote the product over all prime divisors of inertia degree one and norm less than or equal to q d , whilst Q y will denote the product over all other prime divisors. We obtain where the sum is now over all prime divisors of degree a divisor of d and of inertia degree greater than one. Hence, since d is prime, the only divisors in the last sum must be of degree d or 1. But they cannot be of degree one, since if p lies above p and p has inertia degree greater than one, we have deg p f p > 1:
So the sum is over all divisors of degree d and of inertia degree greater than one. But, again since d is prime, we then conclude that the inertia degree is equal to d, but this is impossible since the inertia degree must be less or equal to than n and d > n. Hence the sum is empty and A = 0. We now look at the coe cient of u d?1 in equation (5) . Since the coe cient of u d?1 in P(u) vanishes we have
By the Riemann Hypothesis for function elds we deduce that q d + 1 (2g + (2g ? 2)) q d=2 ; which implies d 2 log(4g ? 2) log q : This contradicts the choice of d. Therefore must be the trivial character and G = Pic 0 k (C).
The Algorithm
In this section we shall describe a method (based on that of Adleman-DeMarraisHuang 1]) for solving discrete logarithms on Pic 0 k (C). A variant of the HafnerMcCurley method as described in 17] could also be applied to solve this problem. This would involve composing random multiples of divisors, reducing them and then factoring them over the given factor base. The Hafner-McCurley method is easier to analyse from a theoretical point of view. Nevertheless, obtaining a non-heuristic analysis would be very di cult to achieve. For function elds of degree greater than two the Hafner-McCurley approach is less amenable to practical implementation than the method we shall give below. This last fact is for a number of reasons:
1. To obtain the non-heuristic running time one must restrict to dense matrices. This means we cannot use sparse techniques. In a practical algorithm this would become a major computational bottleneck. The method we propose will produce sparse matrices. 2. In function elds of degree greater than two it appears unlikely that an ecient sieving technique like that applied in degree two elds in 9] can be found. The method below does allow e cient sieving strategies to be employed. 3. The factor base for the Hafner-McCurley style method is the set of all prime ideals of norm less than some bound. In our method we need only to take all prime ideals of inertia degree one less than some bound. This means for the same size factor base we have a larger bound, and hence more chance of factoring an element of a xed size. We therefore leave, as a theoretical exercise for the reader, the analysis for the Hafner-McCurley style method for function elds of degree greater than two. We shall focus instead on giving a heuristic analysis of a method which would appear to be far more suitable in practice.
First we recall the result of 1].
Theorem 15 (Adleman, De Marrais and Huang) . There is a heuristic sub-exponential algorithm to solve the discrete logarithm problem in the Jacobian of an (odd degree)
hyperelliptic curve C=F p of genus g, assuming that log p < (2g + 1) 0:98 :
A heuristic analysis shows that the method runs in time O ? L q 2g+1(1=2; c)
for some constant c as g ! 1.
As usual we have used the function L N ( ; ) = exp( (log N) (log logN) 1? ) to interpolate between polynomial ( = 0) and exponential ( = 1) time.
In this section we shall show Theorem 16. Let C=F q be a curve as in the introduction. There is a heuristic sub-exponential algorithm to solve the discrete logarithm problem in Pic 0 Fq (C) for the general curve C above assuming log q 2 log :
The heuristic complexity is given by O L e (1=2; p 2 logq + o (1)) as ! 1. We assume in the analysis that n and q are xed.
In the case of hyperelliptic curves our method and that of Adleman, De Marrais and Huang and practically identical.
If C is a superelliptic curve then the group size is O(q g ) and the complexity estimate in the above theorem becomes L q g (1=2; 2= p n ? 1 + o(1)) as tends to in nity. This last de nition will make sense because since a(x) and b(x) are coprime we cannot have p(x) dividing b(x). We then put D = (p(x); r(x; y)), so D is a prime divisor of inertia degree equal to one and ord D ( ) = t.
If p(x) divides D and is totally rami ed then there is one prime divisor, D, lying above p(x) and we have ord D ( ) = et=f, were e and f are the rami cation and residue degrees of D.
For hyper-and super-elliptic curves these last two cases exhaust all possibilities.
For other curves any additional cases when p(x) divides D can be handled on an ad hoc basis. We do not expect such a method to take too long since the degree of D 3 will be less than or equal to g. Suppose the x-coordinates in the support of the divisor D 3 over the algebraic closure act like the roots of a random polynomial of degree g with coe cients in F q . Then we expect, with probability roughly 1=g, that the x-coordinates are the roots of an irreducible polynomial of degree g. In such a situation the divisor D 3 will be prime and have inertia degree one. So, on average, we expect to try at most g such random values of t until we nd a suitable D 3 . One problem which arises is that the factor base will now include some`large' primes. We shall see that this is not a problem later.
We now need to construct relations on the factor base. There are a number of relations which come for free, for example the decomposition of the rami ed primes of F q x] gives relations, as does the decomposition of primes in F q x] of degree less than S 1 which split completely into prime divisors in K of inertia degree one.
The other relations we require are created using`random' values of a(x) and b(x) of degree less than S 2 and then determining the prime divisors in the support of the function = a(x) + b(x)y:
If all such prime divisors lie in F, which mainly depends on whether the polynomial N has all its irreducible factors having degree less than S 1 , we can store the relation and continue. This last step can be speeded up using techniques from factoring algorithms such as lattice sieving, see 21] for details in the context of the current paper. Lattice sieving will allow us to hopefully force any rogue factor base element into a relation and hence using lattice sieving increases the chances of getting a relation matrix of full rank. Indeed it is using lattice sieving which allows us to deduce relations on the`large' primes in the factor base which we produced above.
At this stage we meet with a problem, since the full relation lattice may not be generated by elements in the function eld of the speci c form = a(x) + b(x)y: This could cause our algorithm to fail to terminate and leads to one of the reasons why our analysis below is only heuristic. However, in practice this can be overcome.
We choose many elements 2 K(C), whose minimal polynomial, C (x; ) over F q x] is non-singular. Each such can be expressed as a polynomial in y and we can use the curve de ned by C (x; ) to nd more relations of the form a + b : One would expect that if enough such were chosen we would eventually cover the entire relation lattice. Another advantage of this approach is to provide an inherent parallelism for the computation. If the algorithm was to be distributed over a network of workstations each workstation could sieve with a di erent polynomial C (x; ).
To simplify the complexity analysis below we shall, however, assume that a(x) and b(x) are random polynomials of degree less than or equal to S 2 . Since factoring polynomials over nite elds (and hence factoring N ) can be accomplished in random polynomial time, see 3] and the discussion in 2], this is no theoretical barrier to our method.
We will need to produce a little over #F such relations. However once this has been accomplished the discrete logarithm problem can be solved using standard matrix techniques. Given that our matrices will be sparse we can even apply sparse matrix techniques. Since this step is common to all index calculus methods we shall not explain it further here but see 5].
9.3. The Overall Complexity. We let N q (r; s) denote the number of monic polynomials of degree less than or equal to r over F q which have all their irreducible factors of degree less than or equal to s. The complexity will depend heavily on the following result of Lovorn-Bender and Pomerance 14] Theorem 18 (Lovorn-Bender and Pomerance). Let u = r=s and assume that 1 s r. Then, uniformly for all prime powers such that q (r log 2 r) 1=s , we have N q (r; s) = q r =u (1+o(1))u as s ! 1 and u ! 1.
We use this to analyse the probability that a randomly chosen pair of polynomials, a(x) and b(x), of degree less than S 2 give rise to a relation as above. In our situation this is given by taking r = + nS 2 and s = S 1 in the above theorem. Since n = O( ) we see that 1 s (log r + log 3 r) log a( log ) 1=2 = 2 logq log 1=2 :
Hence the requirement that q (r log 2 r) 1=s in our situation becomes, approximately, log q 2 log : In such a situation the probability of attaining a relation is approximately given by P = S 1 r (1+o(1))r=S1
:
But we will need to generate roughly q S1 relations so this will require approximately T = q S1 P ?1 di erent random choices of a(x) and b(x). We notice that (1)) : All that remains is to estimate the time needed to perform the matrix step. If w denotes the number of rows of a matrix then we let k denote the exponent such that w k is the roughly proportional to the time needed to perform the matrix step. Since our matrices are sparse we should be able to achieve k = 2, but for completeness we let k be variable.
Our matrix has roughly q S1 rows and so the matrix step should take roughly q kS1 steps, which is O (L e (1=2; kc 1 )) : Hence our overall complexity estimate is O ( 
