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Abstract
In this paperwe consider the problemof efficient computation of cross-moments of a vector randomvariable
represented by a stochastic context-free grammar. Two types of cross-moments are discussed. The sample
space for the first one is the set of all derivations of the context-free grammar, and the sample space for the
second one is the set of all derivations which generate a string belonging to the language of the grammar. In
the past, this problem was widely studied, but mainly for the cross-moments of scalar variables and up
to the second order. This paper presents new algorithms for computing the cross-moments of an arbitrary
order, and the previously developed ones are derived as special cases.
Keywords: stochastic context-free grammar, cross-moments, semiring, moment-generating function,
partition function, inside-outside algorithm
1. Introduction
The cross-moments of random variables modeled with stochastic context-free grammars (SCFG) are im-
portant quantities in the SCFG modeling [9]. They are defined as expected value of the product of integer
powers of the entries of randomvector variable,which can represent string or derivation length, the number
of rule occurrences in a derivation or uncertainty associated with the occurring rule. The expectation can be
taken either with respect to the sample space of all SCFG derivations or with respect to the sample space of
all derivations which generate a string belonging to the language of the grammar. Throughout this paper,
the name cross-moments is usually used in the former case, while in the latter case we talk about conditional
cross-moments.
The computation of cross-moments may become demanding if the sample space is large. In the past, this
problem was widely studied, but mainly for the cross-moments of scalar variables (called simply moments)
and up to the second order. The first order moments computation, such as expected length of deriva-
tions and expected string length, are given in [22]. The computation of SCFG entropy is considered in
[13]. The procedure for computing the moments of string and derivation length is given in [9], where
the explicit formulas for the moments up to the second order are derived. First order conditional cross-
moments are considered in [10], where the algorithm for conditional SCFG entropy is derived. A more
general algorithm for computing the conditional cross-moments of a vector variable of the second order is
derived in [12].
In this paperwe give the recursive formulas for computing the cross-moments and the conditional cross-
moments of an arbitrary order, for a vector variable which factorizes according to a certain rule which is
satisfied in the case of stringorderivation length, the number of rule occurrences inderivationoruncertainty
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associatedwith the occurring rule. The formulas arederivedby the differentiation of the recursive equations
for themoment generating function [18],which are obtained from the algorithms for computing thepartition
function of a SCFG [14] for the cross-moments and with the inside algorithm [11], [7] for the conditional
cross-moments.
The paper is organized as follows. Section 2 introduces multi-index notation, which is used throughout
the paper, and reviews some preliminary notions about generalized Leibniz’s formula, basic algebraic struc-
tures, and context free grammars. In Section 3 we give the formal definition of SCFG cross-moments and
moment-generating function. The recursive equations for cross-moments are given in Section 4 for the case
when the sample space is the set of all derivations, while in Section 5 we consider the set of all derivations
which generate a string belonging to the language of the grammar as the sample space.
2. Preliminaries
This section gives some basic definitions and theorems which are used in the paper. We review the
multiindex formulation of the Generalized Leibniz’s formula [17], and basic notions from the theory of
weighted context free grammars, according to [14] and [15].
2.1. Multiindexes, Multinomial theorem and Generalized Leibniz’s formula
Multi-indexes. A multi-index is defined as a tuple of nonnegative integers α = (α1, . . . , αd) ∈ N
d
0. We
define its dimension as dim(α) = d and its length as the sum |α| = α1+α2+ · · ·+αd. The multi-index factorial
is α! = α1! · · ·αd!. The zero multi-index is 0 = (0, . . . , 0).
If β = (β1, . . . , βd) ∈ Nd0, we write β < α if βi < αi for i = 1, . . . , d. We write β 6 α provided βi 6 αi for
i = 1, . . . , d. The sum and difference of α and β, where β 6 α, are defined to be α± β = (α1 ± β1, . . . , αd ± βd).
If β1, . . . ,βN are multi-indexes and β1 + · · · + βN = α, we define the multinomial coefficients to be(
α
β1, . . . ,βN
)
=
α!
β1! · · ·βN!
.
For a vector z = (z1, . . . , zd) ∈ Rd and a multi-index β = (β1, . . . , βd) ∈ Nd0, the multi-index power is defined to
be
zβ = z
β1
1
· · · z
βd
d
.
Multinomial theorem and Generalized Leibniz’s formula. With these settings, the multinomial theo-
rem [16] can be expressed as
( N∑
i=1
zi
)α
=
∑
β1+···+βN=α
(
α
β1, . . . ,βN
) N∏
i=1
z
βi
i
,
for a vector z = (z1, . . . , zd) ∈ Rd and α = (α1, . . . , αd) ∈ Nd0.
Let α = (α1, . . . , αd) and let Cα denote the set of all functions u : Rd → R having α-th partial derivative.
For a function u : Rd → R, we define the partial derivative of an order α as
D(α)
{
u(t1, . . . , td)
}
=
∂|α|u(t1, . . . , td)
∂α1t1 . . . ∂αdtd
∣∣∣∣∣
t=0
.
Note that D(0)
{
u(t)
}
= u(t). According to the generalized Leibniz’s formula [17], the following equality
holds
D(α)
{
FG
}
=
∑
06β6α
(
α
β
)
D(β)
{
F
}
· D(α−β)
{
G
}
, (1)
2
for all F,G ∈ Cα. The derivative of the product of more than two functions can be found according to [21]
D(α)
{ m∏
i=1
Fi
}
=
∑
β1+·+βm=ν
(
α
β1, . . . ,βm
) m∏
i=1
D(βi)
{
Fi
}
, (2)
for all Fi ∈ Cν; i = 1, . . . ,m.
Tuples of elements indexed with multi-indexes. The set of all multi-indexes lower than or equal to ν
is denoted withAν,
Aν =
{
α ∈ N
dim(ν)
0
| α 6 ν
}
,
and |Aν| denotes its cardinality.
For α = (α1, . . . , αd) and β = (β1, . . . , βd), we define the lexicographic order relation ≺, so that α ≺ β if
α1 = β1, . . . , αn = βn and αn+1 < βn+1.
Let ν = (ν1, . . . , νd) ∈ Nd0 be a multi-index and α1, . . . ,α|Aν | be multi-indexes fromAν such that 0 = α1 ≺
α2 ≺ · · · ≺ α|Aν | = ν. Let z = (z1, . . . , z|Aν |) ∈ R
|Aν | and let z :Aν → R be a function which to each αi fromAν
associates a real number z(αi), such that z(αi) = zi. We use the following notation for vector z
z =
(
z(α)
)
α∈Aν
= (z(α1), . . . , z(α|Aν |)).
2.2. Semirings
A monoid is a triple (K,⊕, 0) where ⊕ is an associative binary operation on the set K and 0 is the identity
element for⊕, i.e. a⊗0 = 0⊕a = a, for all a ∈ K. Amonoid is commutative if the operation⊕ is commutative.
Example 2.1. LetΣ be a non-empty set. The free monoidΣ∗ = (Σ, ·, ǫ) overΣ is amonoid, where the carrier set
Σ∗ = { a1 . . . an | n ∈ N0, ai ∈ Σ (1 6 i 6 n)} is the set of all strings over Σ and ǫ is the (unique) empty string of
length zero. The operation · denotes the composition (concatenation) of strings defined by u1 · u2 = u1u2 for
all u1, u2 ∈ Σ∗.
A semiring is a tuple (K,⊕,⊗, 0, 1) such that
1. (K,⊕, 0) is a commutative monoid with 0 as the identity element for ⊕,
2. (K,⊗, 1) is a monoid with 1 as the identity element for ⊗,
3. ⊗ distributes over ⊕, i.e. (a ⊕ b) ⊗ c = (a ⊗ c)⊕ (b ⊗ c) and c ⊗ (a⊕ b) = (c ⊗ a) ⊕ (c ⊗ b), for all a, b, c in K,
4. 0 is an annihilator for ⊗, i.e. a ⊗ 0 = 0 ⊗ a = 0, for every a in K.
A semiring is commutative if the operation⊗ is commutative. The operations⊕ and⊗ are called the addition
and the multiplication in K. For a topology τ we define the topological semiring as a pair
(
K, τ
)
.
Semiring of multivariate power series. A d-dimensional formal power series is defined as a map
s : Nd
0
→ R and can be denoted as an infinite tuple
s =
(
s(α)
)
α∈Nd
0
.
Let R
[
N
d
0
]
denote the set of all d-dimensional formal power series:
R
[
N
d
0
]
=
{
s : Nd0 → R
}
.
In order to create a semiring structure, we write elements of R
[
N
d
0
]
as
s(t) =
∑
α∈Nd
0
s(α)tα,
3
where t ∈ Rd, and use the usual rules for power series,
(s1 + s2)(t) =
∑
α∈Nd
0
(s(α)
1
+ s(α)
2
)tα, (3)
(s1 · s2)(t) =
∑
α∈Nd
0
( ∑
β+γ=α
s
(β)
1
s
(γ)
2
)
tα. (4)
A commutative semiring of multivariate power series can now be defined as the tuple
(
R
[
N
d
0
]
,+, ·, 0, 1
)
,
where the addition and multilication are defined with (3)-(4) and the identities 0 and 1 are from R.
2.3. Weighted and stochastic context-free grammars
By a weighted context-free grammar (WCFG) over a commutative semiring
(
K,+, ·, 1, 0
)
we mean a tuple
G =
(
Σ,N , S,R,w
)
, where
• Σ =
{
w1, . . . ,w|Σ|
}
is a finite set of terminals,
• N =
{
A1, . . . ,A|N|
}
is a finite set of nonterminals disjoint with Σ,
• S ∈ N is called the start symbol (throughout the paper it is usually assumed that S = A1),
• R ⊆ N × (Σ ∪ N)∗ is a finite set of rules. A rule (A, α) ∈ R is commonly written as A → α, where the
nonterminal A is called the premise. The set of all rules Ai → Bi, j, Bi, j ∈ (N ∪Σ)
∗ will be denoted by Ri.
• w : R→ K is the function called weight.
The left-most rewriting relation⇒ associated with G is defined as the set of triples
(
α, π, β
)
∈ (Σ ∪ N)∗ ×
R× (Σ∪N)∗, for which there is a terminal string u ∈ Σ∗ and a nonterminal string δ ∈ (Σ∪N)∗, along with a
nonterminalA ∈ N and a string γ ∈ (Σ∪N)∗ such that α = uAδ, β = uγδ, andπ = A→ γ is a rule fromR. The
left-most relation triple
(
α, π, β
)
will be denoted by α
π
⇒ β. The left-most derivation (hereinafter the derivation)
in this grammar is a string π1, . . . , πn ∈ R∗ for which there are grammar symbols α, β ∈ Σ ∪ N such that
we can derive β from α by applying the rewriting rules π1, . . . , πn α
π1
⇒ · · ·
πn
⇒ β. The weight function is
extended to derivations such that w (π1 · · ·πN) = w(π1) · · ·w(πN), for all π1 · · ·πN ∈ R∗. A nonterminal A is
productive if there exists a derivation π1 · · ·πk such that A
π1
⇒ · · ·
πk
⇒ u, u ∈ Σ∗. A nonterminal A is accessible
from a nonterminal B if there exist derivations π1 · · ·πk such that B
π1
⇒ · · ·
πk
⇒ ηAξwhere η, ξ ∈ (Σ∪N)∗ (if A
is accessible from S, then it is simply accessible). A nonterminal A is useful if it is accessible and productive
(otherwise, it is useless).
A weighted context-free grammar G =
(
Σ,N ,A1,R, p
)
over the probability semiring
(
R+,+, ·, 0, 1
)
is called a stochastic context-free grammar (SCFG) if the weight p maps all rules to the real unit interval
[0, 1]. A SCFG is reduced if p(A→ γ) > 0 for allA→ γ ∈ R and each nonterminal A, and all nonterminals are
useful. In this paper we consider only the reduced SCFGs. In addition, we assume that the SCFG is proper,
which means that the weight function p gives us a probability distribution over the rules that we can apply,
i.e.
∑|Ri |
j=1
p
(
Ai → Bi, j) = 1 for all 1 6 i 6 |N|.
For a stochastic context-freegrammarG =
(
Σ,N ,A1,R, p
)
wedefine the subgrammarGi =
(
Σ,N ′
i
,Ai,R′i , p
′
i
)
with the start symbol Ai, whereN
′
i
is the set which consists of Ai and nonterminals accessible from Ai and
R′
i
⊆ R is the set of rules in which only nonterminals fromN ′
i
appear as premises and p′
i
(π) = p(π) for each
π ∈ R′
i
. In the following text, for the notational convenience, we will assume p ≡ p′
i
when there is no danger
of confusion. Note that if Gi is reduced, then Gi also has this property.
4
3. Moment-generating function of SCFG
LetG =
(
Σ,N ,A1,R, p
)
be a stochastic context-free grammar,Ω the set of all derivations in G, andΩi the
set of all derivations starting at Ai ∈ N . The grammar G is consistent if∑
pi∈Ωi
p(pi) = 1,
for 1 6 i 6 |N|. Booth and Thompson [1] gave the consistency condition for the start symbol S = A1 by the
following theorem.
Theorem 3.1. A reduced stochastic context-free grammar G is consistent if ρ(M) < 1, where ρ(M) is the absolute
value of the largest eigenvalue of the expectation matrix M = [Mi,n], 1 6 i, n 6 |N| defined by
Mi,n =
|Ri |∑
j=1
p
(
Ai → Bi, j
)
rn(i, j), (5)
where rn(i, j) denotes the number of times the nonterminal An appears on the right-hand side of the rule π = Ai → Bi, j.
Note that the expectation matrices M(i) of all subgrammars Gi are the principal submatrices of M, and
according to [8] (Corollary 8.1.20), ρ(M(i)) 6 ρ(M) and Gi are also consistent, i.e.
∑
pi∈Ωi
p(pi) = 1. (6)
Let G =
(
Σ,N ,A1,R, p
)
be SCFG, let Gi =
(
Σ,N ′
i
,Ai,R′i , p
)
be i-th subgrammar, i = 1, · · · , |N|, and let
Xi =
[
Xi,1(pi), . . . ,Xi,D(pi)
]T
be random variables distributed according to the p′
i
(recall that p′
i
(pi) = p(pi)).
The i-th cross-moment of an order ν = (ν1, . . . , νD) is defined with
µ(ν)
p,Xi
=
∑
pi∈Ωi
p(pi) · Xi,1(pi)
ν1 · · ·Xi,D(pi)
νd =
∑
pi∈Ωi
p(pi) Xi(pi)
ν. (7)
The direct computation of (7) by enumerating all derivations is inefficient, since it requires the O(|Ω|)
operations, and it even becomes infeasible whenΩ is an infinite set. On the other hand, if we can derive the
expressions for efficient computation of the moment-generating function (10), the moment can be retrieved
by differentiation.
In this paper we consider the random vectorsX which can be represented as the sum of random vectors
Y : R → R:
X(π1 · · ·πN) = Y
(
π1
)
+ · · · + Y
(
πN
)
, (8)
for all π1 · · ·πN ∈ Ω. This assumption may seem too restrictive, but it holds in some important cases: (1) If
X(pi) represents derivation length, then Y(πi) = 1; (2) if X(pi) is the derived string length, then Y(πi) equals
the number of terminals on the right-hand side of πi; (3) ifX(pi) represents the self-information of derivation
pi [10], then Y(πi) = − log p(πi).
Following the Proposition 6 from [3], it can be shown that the cross-moments are bounded if the
factorization (8) holds and, for all t = (t1, . . . , tD); |ti| < 1, we have
∑
pi∈Ωi
p(pi)
(
tTXi(pi)
)ν
<
∑
pi∈Ωi
p(pi) Xi(pi)
ν < C < ∞ ⇒
∞∑
k=0
1
k!
∑
pi∈Ωi
p(pi)
(
tTXi(pi)
)k
=
∑
pi∈Ωi
p(pi)et
TXi(pi). (9)
5
Accordingly, we can define the i-th moment-generating function (MGF), as the functionMp,Xi : R
D → R, where
Mp,Xi (t) =
∑
pi∈Ωi
p(pi)et
TXi(pi), (10)
for all t ∈ RD and the cross-moment can be retrieved from theMGF by differentiating:
µ(ν)p,Xi =
∂|ν|Mp,Xi(t)
∂ν1t1 . . . ∂νDtd
∣∣∣
t=0
= Dν
{
Mp,Xi (t)
}
, (11)
The i-th conditional cross-moment of an order ν, µ(ν)
p,Xi |u
, and the i-th conditional moment generating function,
Mp,X|u(t) are defined in the similar manner if the summing is performed over the set of all derivations
starting at Ai and ending with a string u ∈ Σ
∗ (note that in this case we are dealing with the finite sums).
For the subgrammar Gi =
(
Σ,N ′
i
,A1,R′i , p
)
, we can construct G˜i =
(
Σ,N ′
i
,Ai,R′i ,w
)
, the i-th moment-
generating grammar, with the weight function taking values from the semiring of multivariate power series,
w : R → R
[
N
d
0
]
, defined with
w(π) = p(π)et
TY(π), (12)
for all π ∈ R. A derivation pi = π1 · · ·πN in Gi with the weight p(pi) = p(π1) · · · p(πN) is also a derivation in
G˜i, for which the weight is given with
w(pi) = w(π1) · · ·w(πN) = p(π1)e
tTY(π1) · · · p(πN)e
tTY(πN) = p(pi)et
TX(pi). (13)
The i-thMGF can now be can be expressed as the sum of derivation weights in G˜i as
Mp,Xi (t) =
∑
pi∈Ω
p(pi)et
TXi(pi) =
∑
pi∈Ω
w(pi). (14)
Thus, the problem ofMGF computation is reduced to the problem of the partition function computation [14],
and the conditionalMGF can be computed using the inside algorithm [7] over the binomial semiring [19]. In
the following sections we show how the expressions for the cross-moments and conditional cross-moments
can be derived from (14).
4. Cross-moments computation of SCFG
Let G˜i =
(
Σ,N ′
i
,Ai,R′i ,w
)
be a weighted context-free grammar over a commutative semiring
(
K,+, ·, 1, 0
)
endowed with a topology τ. Assuming that for 1 6 i 6 |N| the infinite collections
{
w(pi)
}
pi∈Ωi
are summable
in τ and that the distributive law for infinite sums holds, we define the partition function Z : N → K, which
to every nonterminal Ai ∈ N associates the sum
Zi =
∑
pi∈Ωi
w
(
pi
)
. (15)
By factoring out the first rewriting of each derivation in the sum, using the distributive law, the partition
function can be expressed with the system [14]:
Zi =
|Ri |∑
j=1
w(Ai → Bi, j) ·
|N|∏
k=1
Z
rk(Bi, j)
k
, (16)
where 1 6 i 6 |N|.
6
Now, let G˜i =
(
Σ,N ′
i
,A′
i
,R′
i
,w
)
be the moment-generating grammar for Gi =
(
Σ,N ′
i
,Ai,R′i , p
)
with
w(π) = p(π)et
TY(π) (17)
and
Xi(π1 · · ·πN) = Y
(
π1
)
+ · · · + Y
(
πN
)
, (18)
for all i = 1, . . . , |N|. According to the discussion made in section 3, the value of the partition function
at the nonterminal Ai corresponds to the i-th moment-generating function, Zi = Mp,Xi (t), and the i-th
cross-moment
µ(α)
p,Xi
= Dα
{
M(i)
X
}
= Dα
{
Zi
}
=
∑
pi∈Ωi
p(pi)X(pi)α (19)
can be computed by differentiating (16) and solving the resulting equation. Note that
µ(0)p,Xi = D0
{
Zi
}
=
( ∑
pi∈Ωi
p(pi)et
TX(pi)
)
|t=0 =
∑
pi∈Ωi
p(pi) = 1, (20)
for all 1 6 i 6 |N|. The cross-moments of higher order can be obtained by applying the generalized Leibniz’s
formula (1) to (16), which leads us to the following system:
µ(α)
p,Xi
=
|Ri|∑
j=1
∑
β6α
(
α
β
)
Dα−β
{
w
(
Ai → Bi, j
)}
· Dβ
{ |N|∏
k=1
Z
rk(Bi, j)
k
}
, (21)
where
Dα−β
{
w
(
Ai → Bi, j
)}
= p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)α−β
, (22)
since w(π) = p(π)et
T ·Y , for π ∈ R. According to the generalized Leibniz’s rule (2), we have
Dβ
{ |N|∏
k=1
Z
rk(Bi, j)
k
}
=
∑
γ1+···+γ|N|=β
(
β
γ1, . . . ,γ|N|
) |N|∏
k=1
Dγk
{
Z
rk(Bi, j)
k
}
(23)
and
Dγk
{
Z
rk(Bi, j)
k
}
= Dγk
{ rk(Bi, j)∏
l=1
Zk
}
=
∑
δ1+···+δrk (Bi, j )=γk
(
γk
δ1, . . . , δrk(Bi, j)
) rk (Bi, j )∏
l=1
µ(δl)
p,Xk
. (24)
By substituting (24) and (23) in (21), we obtain:
µ(α)
p,Xi
=
|Ri|∑
j=1
∑
β6α
Qi, j
(
α,β
)
, (25)
where
Qi, j
(
α,β
)
=
(
α
β
)
p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)α−β
·
∑
γ1+···+γ|N|=β
(
β
γ1, . . . ,γ|N|
) |N|∏
k=1
∑
δ1+···+δrk (Bi, j )=γk
(
γk
δ1, . . . , δrk(Bi, j)
) rk (Bi, j )∏
l=1
µ(δl)
p,Xk
. (26)
7
To solve the system (25), we split it into two parts: one depending and the other not depending on µ(α)p,Xi :
µ(α)p,Xi =
|Ri|∑
j=1
Qi, j
(
α,α
)
+
|Ri |∑
j=1
∑
β<α
Qi, j
(
α,β
)
, (27)
where
Qi, j
(
α,α
)
= p
(
Ai → Bi, j
)
·Wi, j
(
α
)
(28)
and
Wi, j
(
α
)
=
∑
γ1+···+γ|N|=α
(
α
γ1, . . . ,γ|N|
) |N|∏
k=1
∑
δ1+···+δrk (Bi, j )=γk
(
γk
δ1, . . . , δrk(Bi, j)
) rk (Bi, j )∏
l=1
µ(δl)
p,Xk
. (29)
Further, if we set
Hi, j
(
γ1, . . . ,γ|N|
)
=
(
α
γ1, . . . ,γ|N|
) |N|∏
k=1
∑
δ1+···+δrk (Bi, j )=γk
(
γk
δ1, . . . , δrk(Bi, j)
) rk (Bi, j)∏
l=1
µ(δl)
p,Xk
, (30)
the expression forWα
(
Bi, j
)
can be rewritten as:
Wi, j
(
α
)
=
|N|∑
n=1
H
(n)
i, j
(
γ1, . . . ,γ|N|
)
+
∑
γ1+···+γ|N|=α
γ1,...,γ|N|<α
Hi, j
(
γ1, . . . ,γ|N|
)
, (31)
where H
(n)
i, j
(
γ1, . . . ,γ|N|
)
stands for Hi, j
(
γ1, . . . ,γ|N|
)
with γn = α and all other γ-s equal zero, which is,
according to (30),
H
(n)
i, j
(
γ1, . . . ,γ|N|
)
=
∑
δ1+···+δrn (Bi, j )=α
(
α
δ1, . . . , δrn(Bi, j)
) rn(Bi, j )∏
l=1
µ(δl)p,Xn ·
|N|∏
k=1
k,n
rk (Bi, j )∏
l=1
µ(0)p,Xk . (32)
Finally, after using of µ(0)p,Xk = 1, we obtain
H
(n)
i, j
(
γ1, . . . ,γ|N|
)
=
∑
δ1+···+δrn (Bi, j )=α
(
α
δ1, . . . , δrn(Bi, j)
) rn(Bi, j )∏
l=1
µ(δl)p,Xn , (33)
which can be rewritten using the same procedure as
H(n)
i, j
(
γ1, . . . ,γ|N|
)
=
rn(Bi, j)∑
s=1
µ(α)
p,Xn
+
∑
δ1+···+δrk(Bi, j )=α
δ1,...,δrn(Bi, j )<α
(
α
δ1, . . . , δrn(Bi, j)
) rn (Bi, j )∏
l=1
µ(δl)
p,Xm
=
= rn(Bi, j) · µ
(α)
p,Xn
+
∑
δ1+···+δrn(Bi, j )=α
δ1,...,δrn(Bi, j )<α
(
α
δ1, . . . , δrn(Bi, j)
) rn (Bi, j )∏
l=1
µ(δl)
p,Xn
. (34)
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By substitution of (34) in (31) it follows that:
Wi, j
(
α
)
=
|N|∑
n=1
rn(Bi, j) · µ
(α)
p,Xn
+
|N|∑
n=1
∑
δ1+···+δrn (Bi, j)=α
δ1,...,δrn(Bi, j )<α
(
α
δ1, . . . , δrn(Bi, j)
) rn (Bi, j )∏
l=1
µ(δl)p,Xn +
∑
γ1+···+γ|N|=α
γ1,...,γ|N|<α
Hi, j
(
γ1, . . . ,γ|N|
)
. (35)
Further, by substitution of (35) and (28) in (27), the moment can be expressed with:
µ(α)p,Xi =
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
rn(Bi, j) · µ
(α)
p,Xn
+
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
∑
δ1+···+δrn(Bi, j )=α
δ1,...,δrn (Bi, j )<α
(
α
δ1, . . . , δrn(Bi, j)
) rn(Bi, j )∏
l=1
µ(δl)p,Xn +
|Ri |∑
j=1
p(Ai → Bi, j)
∑
γ1+···+γ|N|=α
γ1,...,γ|N|<α
Hi, j
(
γ1, . . . ,γ|N|
)
+
|Ri |∑
j=1
∑
β<α
Qi, j
(
α,β
)
, (36)
where Hi, j
(
γ1, . . . ,γ|N|
)
and Qi, j
(
α,β
)
are given with (30) and (26). Finally, if we introduce
c
(α)
i
=
|Ri |∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
∑
δ1+···+δrn(Bi, j )=α
δ1,...,δrn (Bi, j )<α
(
α
δ1, . . . , δrn(Bi, j)
) rn(Bi, j )∏
l=1
µ(δl)p,Xn +
|Ri |∑
j=1
p(Ai → Bi, j)
∑
γ1+···+γ|N|=α
γ1,...,γ|N|<α
Hi, j
(
γ1, . . . ,γ|N|
)
+
|Ri |∑
j=1
∑
β<α
Qi, j
(
α,β
)
, (37)
the equation (36) can be more compactly written as:
µ(α)
p,Xi
=
|N|∑
n=1
Mi,n · µ
(α)
p,Xn
+ c(α)
i
, (38)
or in a matrix form:
µ(α)p =M · µ
(α)
p + c
(α), (39)
where µ(α)p =
[
µ(α)p,X1 , . . . , µ
(α)
p,X|N|
]T
is the cross-moment vector c(α) =
[
c
(α)
1
, . . . , c(α)
|N|
]T
and M is the momentum
matrix defined in Theorem 3.1. Since we assume that the condition ρ(M) < 1 given in Theorem 3.1 is
satisfied, I −M is invertible, and the matrix equation has a unique solution given with
µ(α)p =
(
I −M
)−1
c(α). (40)
Provided that the we have computed the inverse
(
I−M
)−1
, which does not depend on α, the cross-moment
is completely determined by the term c(α), which depends on all cross-moments of the order lower than α
and can be computed using (37). In the following section, we derive c(α) for scalar random variables up
to the second order, and retrieve the previous results for the first and second order moments [1], [9] as a
special case of the equation (40).
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4.1. First order moments
In the case of the first order moments α = (1) and the expression (19) reduces to the expectation of Xi,
µ(1)p,Xi =
∑
pi∈Ωi
p(pi)Xi(pi). (41)
The moment vector, µ(α)p =
[
µ(1)
p,X1
, . . . , µ(1)
p,X|N|
]
, is computed as in the equation (40),
µ(1)p =
(
I −M
)−1
c(1), (42)
where c(1) =
[
c
(1)
1
, . . . , c(1)
|N|
]T
. The first and second sum in the expression (37) for c
(α)
i
reduce to zero and
c(1)
i
=
∑|Ri|
j=1
Qi, j(1, 0), or, after the use of the expression (26) for Qi, j(α,β),
c(1)
i
=
|Ri |∑
j=1
p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)
. (43)
Let, π1 · · ·πN be a derivation starting at the start symbol A1 and ending with a string u ∈ Σ∗. If we set
Y
(
Ai → Bi, j
)
= 1, according to (18), we have X1(π1 · · ·πN) =
∑N
n=1 Y
(
πn
)
= N, i.e. X1 is the length of the
derivation. According to the expression (41), the moment µ(1)
p,X1
is the expected derivation length which
agrees with [1] and [9].
Similarly, if we set Y
(
Ai → Bi, j
)
=
∑|Σ|
n=1
tn(i, j), where tn(i, j) denotes the number of terminals in the string
Bi, j, the variable X1(π1 · · ·πN) reduces to the length of the word derived from π1 · · ·πN . In this case, the
moment µ(1)p,X1 reduces to the expected string length and the formula (43) reduces to the result from [1].
4.2. Second order moments
The formula for the second order moments is somewhat more complicated. In the case when α = (2),
c
(α)
i
is reduced to:
c
(2)
i
=
|Ri |∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
∑
δ1+···+δrn (Bi, j )=α
δ1,...,δrn(Bi, j )<2
(
2
δ1, . . . , δrn(Bi, j)
) rn(Bi, j )∏
l=1
µ(δl)
p,Xn
+
|Ri|∑
j=1
p(Ai → Bi, j)
∑
γ1+···+γ|R|=2
γ1,...,γ|R|<2
Hi, j
(
γ1, . . . ,γ|R|
)
+
|Ri|∑
j=1
Qi, j
(
2, 0
)
+
|Ri |∑
j=1
Qi, j
(
2, 1
)
. (44)
The first sum in the previous expression can be transformed to:
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
∑
δ1+···+δrn(Bi, j )=2
δ1,...,δrn (Bi, j )<2
(
2
δ1, . . . , δrn(Bi, j)
) rn(Bi, j)∏
l=1
µ(δl)
p,Xn
=
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
rn(Bi, j)
(
rn(Bi, j) − 1
)
·
(
µ(1)
p,Xn
)2
. (45)
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To compute the second sumwe introduceH
(a,b)
i, j
(
γ1, . . . ,γ|N|
)
, which isHi, j
(
γ1, . . . ,γ|N|
)
with γa = γb = 1 and
with all other γ-s equals to zero. We have:
H
(a,b)
i, j
(
γ1, . . . ,γ|N|
)
= 2 ·
∑
δ1+···+δra(Bi, j )=γa
(
γa
δ1, . . . , δra(Bi, j)
) ra(Bi, j)∏
l=1
µ(δl)p,Xk
∑
δ1+···+δrb(Bi, j )=γb
(
γb
δ1, . . . , δrb(Bi, j)
) rb(Bi, j)∏
l=1
µ(δl)
p,Xa
·
|N|∏
k=1
k,a,b
∑
δ1+···+δrk (Bi, j )=γk
(
γk
δ1, . . . , δrk(Bi, j)
) rk(Bi, j )∏
l=1
µ(δl)
p,Xb
, (46)
and
H(a,b)
i, j
(
γ1, . . . ,γ|N|
)
= 2 ·
ra(Bi, j)∑
c=1
µ(1)
p,Xk
·
rb(Bi, j)∑
d=1
µ(1)
p,Xk
= 2 · ra(Bi, j) · rb(Bi, j) · µ
(1)
p,Xa
µ(1)
p,Xb
. (47)
By substitution of the second sum in (44)
|Ri |∑
j=1
p(Ai → Bi, j)
∑
γ1+···+γ|N|=2
γ1,...,γ|N|<2
Hi, j
(
γ1, . . . ,γ|N|
)
=
|Ri |∑
j=1
p(Ai → Bi, j)
|N|∑
a=1
|N|∑
b=a+1
H(a,b)
i, j
(
γ1, . . . ,γ|N|
)
=
= 2 ·
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
a=1
|N|∑
b=a+1
ra(Bi, j) · rb(Bi, j) · µ
(1)
p,Xa
µ(1)p,Xb =
=
|Ri |∑
j=1
p(Ai → Bi, j)
|N|∑
a=1
|N|∑
b=1
ra(Bi, j) · rb(Bi, j) · µ
(1)
p,Xa
µ(1)
p,Xb
−
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
rn(Bi, j)
2
(
µ(1)
p,Xn
)2
. (48)
Now, (44) reduces to
c
(2)
i
= CRi +
|Ri|∑
j=1
Qi, j
(
2, 0
)
+
|Ri |∑
j=1
Qi, j
(
2, 1), (49)
where
CRi =
|Ri|∑
j=1
p(Ai → Bi, j)
|N|∑
a=1
|N|∑
b=1
ra(Bi, j) · rb(Bi, j) · µ
(1)
p,Xa
µ(1)
p,Xb
−
|Ri |∑
j=1
p(Ai → Bi, j)
|N|∑
n=1
rn(Bi, j)
(
µ(1)
p,Xn
)2
(50)
and
Qi, j
(
2, 0) = p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)2
, (51)
Qi, j
(
2, 1) = 2 · p
(
Ai → Bi, j
)
·Y
(
Ai → Bi, j
) |N|∑
n=1
rn(Bi, j)∑
a=1
µ(1)p,Xn = 2 · p
(
Ai → Bi, j
)
·Y
(
Ai → Bi, j
) |N|∑
n=1
rn(Bi, j)µ
(1)
p,Xn
. (52)
If we set Y
(
Ai → Bi, j
)
= 1 for allAi → Bi, j ∈ R, X1 becomes derivation length. The formula for computing
the second order moments of derivation length is given in [9] and it can be derived from the equation (49),
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since
|Ri|∑
j=1
Qi, j
(
2, 0) =
|Ri|∑
j=1
p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)2
=
|Ri |∑
j=1
p
(
Ai → Bi, j
)
= 1, (53)
|Ri|∑
j=1
Qi, j
(
2, 1) = 2 ·
|N|∑
n=1
( |Ri |∑
j=1
p
(
Ai → Bi, j
)
· rn(Bi, j)
)
µ(1)
p,Xn
= 2 ·
|N|∑
n=1
ei,nµ
(1)
p,Xn
= 2 · µ(1)
p,Xn
− 2, (54)
where the last equation follows from (40), and
c(2)
i
= CRi + 2 · µ
(1)
p,Xn
− 1. (55)
Finally, by substituting (55) in (40), we obtain
m(α)
{
X
}
=
(
I −M
)−1
·
(
CRi + 2 ·m1 − 1
)
, (56)
where CRi =
[
CR1, . . . ,CR|N|
]
and 1 =
[
1, . . . , 1
]
, in agreement with [9].
5. Conditional cross-moments computation for SCFGs
Let G˜i =
(
Σ,N ′
i
,Ai,R′i ,w
)
be aweighted context-free grammar over a commutative semiring
(
K,+, ·, 1, 0
)
,
andΩi(u) be a set of all derivations which derive u ∈ Σ
∗ starting from Ai. The inside weight of the weighted
grammar G˜i is the function σi : Ni × Σ∗ → R
[
N
d
0
]
, defined as the sum of weights of all derivations starting
with Ai and ending with u,
σi
(
u
)
=
∑
pi∈Ωi(u)
w
(
pi
)
, (57)
for 1 6 i 6 |R| and u ∈ Σ∗. Let Ai → Bi, j ∈ R and
Bi, j = v1Ai1v2Ai2 · · ·vkAikvk+1, (58)
where vi ∈ Σ
∗ and Ain ∈ N . For the cycle-free reduced grammars the inside weight can be computed using
the inside algorithm [7] and [20] which, after recursive application of
σi(u) =
|Ri |∑
j=1
∑
u1,u2,...,uk∈Σ
∗
u=v1u1v2···vkukvk+1
w(Ai → Bi, j) ·
k∏
j=1
σi j (u j), (59)
ends with the equation in which only rules Ai → u, u ∈ Σ∗ appear on the right-hand side:
σi
(
u
)
= w
(
Ai → u
)
. (60)
Note that in practice, the recursive algorithm defined by the equations (60)-(60) is always implemented in
the iterative manner using some of the parsing techniques considered in [7].
The goal of this section is an efficient computation of i-th conditional cross-moments of an order
ν = (ν1, . . . , νD),
µ(ν)
p,Xi |u
=
∑
pi∈Ωi(u)
p(pi) · Xi,1(pi)
ν1 · · ·Xi,D(pi)
νd =
∑
pi∈Ωi(u)
p(pi) Xi(pi)
ν, (61)
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using the inside algorithm. Let G˜i =
(
Σ,N ′
i
,Ai,R′i ,w
)
be the i-th moment generating grammar for Gi =(
Σ,N ′
i
,Ai,R′i , p
)
, where the weight takes values from the semiring of formal power series w : R → R
[
N
d
0
]
,
defined with
w(π) = p(π)et
TY(π), (62)
for all π ∈ R. Then, the conditionalMGF Mp,Xi |u(t) is the insideweight in the semiring of power series
σi
(
u
)
=
∑
α∈Nd
0
µ(α)
p,Xi|u
α!
· t(α), (63)
and it can be expressed with a recursive equation given with the expressions (59) and (60). On the other
hand,
Mp,Xi |u(t) =
∑
α∈Nd
0
µ(α)
p,Xi|u
α!
· t(α), (64)
and the conditional cross-moments can be obtained by applying the mapB(ν) : R(t)→ R|Aν | on σi
(
u
)
, which
is defined with
B(ν)
{ ∑
α∈Nd
0
z(α)
α!
· t(α)
}
=
(
z(α)
)
α∈Aν
, (65)
and we have
B(ν)
{
σi
(
u
)}
=
(
µ(α)
p,Xi |u
)
α∈Aν
. (66)
The mapping B(ν) maps the semiring of the power series in the binomial semiring of an order ν, which is
defined as the tuple (R|Aν |,⊕,⊗, 0, 1), where the ⊕ and ⊗ are defined with
u ⊕ v =
(
u(α) + v(α)
)
α∈Aν
, (67)
u ⊗ v =
( ∑
β6α
(
α
β
)
u(β) · v(α−β)
)
α∈Aν
, (68)
for all u, v ∈ R|Aν |, and the identities for ⊕ and ⊗ are respectively given with
0 = ( 0, 0, . . . , 0︸     ︷︷     ︸
|Aν | times
)
1 = (1, 0, . . . , 0︸  ︷︷  ︸
|Aν|−1 times
).
In this way, the cross-moments of the order lower than or equal to ν can recursively be expressed as
B(ν)
{
σi(u)
}
=
|Ri|⊕
j=1
⊕
u1,u2,...,uk∈Σ
∗
u=v1u1v2···vkukvk+1
w(Ai → Bi, j) ⊗
k⊗
j=1
B(ν)
{
σi j (u j)
}
(69)
with the base case
B(ν)
{
σi
(
u
)}
= B(ν)
{
w
(
Ai → u
)}
. (70)
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As shown in [19], the following equalities hold:
( N⊕
n=1
wn
)(α)
=
N∑
n=1
w
(α)
n , (71)
( N⊗
n=1
wn
)(α)
=
∑
β1+···+βN=α
(
α
β1, . . . ,βN
) N∏
n=1
w
(βn)
n , (72)
for wn ∈ R
|Aν |; n = 1, . . . ,N, and we get
µ(α)
p,Xi |u
=
|N|∑
j=1
∑
u1,u2,...,uk∈Σ
u=v1u1v2···ukvkuk+1
∑
β6α
(
α
β
)
p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)α−β ∑
γ1+···γk=β
k∏
j=1
(
β
γ1, . . . ,γk
)
µ
(γ j)
p,Xi j |u j
(73)
with the base case
µ
(γ)
p,Xi |u
= p
(
Ai → u
)
· Y
(
Ai → u
)γ
. (74)
As previously mentioned, the recursive algorithm (73)-(74) can always be implemented in the iterative
manner using some of the procedures considered in [7].
The algorithm given by equations (73)-(74) can be considered as a generalization of the algorithms by
Li and Eisner [12] for the cross-moments of order α = (1, 1) and Hwa [10] for the cross-moments of order
α = (1). Li and Eisner introduced the second order entropy semiring, which is the binomial semiring of the
order (1, 1), and ran the inside algorithm on it. The algorithm for the moments of order α = (1) is provided
by Hwa [10], where conditional entropy is considered. As noted in [4], Hwa’s algorithm can be obtained
by running the inside algorithm over the first order entropy semiring [6], which is the binomial semiring
of the order (1). Hwa’s algorithm is considered in the following subsection.
5.1. First order conditional moments
In the case of first order conditional moments α = (1), the i-th conditional cross-moment (61) is the
expectation of Xi,
µ(1)
p,X1 |u
=
∑
pi∈Ωi(u)
p(pi)Xi(pi). (75)
In this case, the recursive equations (73)-(74) reduce to
µ(0)
p,Xi |u
=
|N|∑
j=1
∑
u1,u2,...,uk∈Σ
u=v1u1v2···ukvkuk+1
p
(
Ai → Bi, j
)
·
k∏
j=1
µ(0)
p,Xi j |u j
, (76)
µ(1)
p,Xi |u
=
|N|∑
j=1
∑
u1,u2,...,uk∈Σ
u=v1u1v2···ukvkuk+1
p
(
Ai → Bi, j
)
· Y
(
Ai → Bi, j
)
·
k∏
j=1
µ(0)
p,Xi j |u j
+
p
(
Ai → Bi, j
)
·
k∑
n=1
µ(1)
p,Xin |un
k∏
j=1
j,n
µ(0)
p,Xi j |u j
, (77)
with the base case:
µ(0)
p,Xi |u
= p
(
Ai → u
)
, µ(1)
p,Xi|u
= p
(
Ai → u
)
· Y
(
Ai → u
)
. (78)
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In [10], Hwa considered the conditional entropy of the grammar given in Chomsky form for which
Bi, j = v1Ai1v2Ai2v3 and v1, v2, v3 are equal to the empty string. The conditional entropy is obtained as the
moment µ(1)
p,X1 |u
, whereX1(pi) = − log p(pi), for all pi ∈ Ω1, and Hwa’s algorithm can be retrieved by imposing
Chomsky form condition in (73)-(74), with Y(πi) = − log p(πi).
6. Conclusion
In this paper we considered the problem of computing the cross-moments and the conditional cross-
moments of a vector variable represented by a stochastic context-free grammar. We proposed new algo-
rithms, which are derived by differentiation of the recursive equations for the moment-generating function
[18], which are obtained from the algorithms for computing the partition function of a SCFG [14] for the
cross-moments and with the inside algorithm [11], [7] for the conditional cross-moments. In this way, we
obtained the algorithms which can be considered as a generalization of the previously developed formulas
for moments [9], [22] and conditional cross-moments [10], [12].
The computation of cross-moments may be demanding and often infeasible. The proposed method
for its solution via the computation of moment-generating function turned out to be a very elegant and
powerful way. In the future, we hope that this idea can successfully be reused in the theory of formal
languages for the computation of cross moments of string and tree automata [2], [5].
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