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The diffusion resulting from the proposed model is a combination between TV-based and
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are explored in detail and numerical examples of real and synthetic images are presented.
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1. Introduction
Image segmentation is a very important step towards high-level vision modeling and analysis. Its task is to partition an
image into a number of regions corresponding to the objects in the image. Mathematically, the segmentation problem, as
formulated by Mumford and Shah [25], can be deﬁned as follows:
Given Ω ⊂ R2 an open, bounded, smooth domain and I : Ω → R an observed image, ﬁnd a decomposition Ωi of Ω
and a piecewise smooth approximation u of I such that u varies smoothly within each Ωi , and discontinuously across the
boundaries of Ωi .
The Mumford–Shah segmentation model refers to the minimization of the following energy functional
E(u) =
∫
Ω
λ(u − I)2 + α
∫
Ω−Γ
|∇u|2 + γ |Γ | (1.1)
where u is the smooth version of I , and Γ = Γu is the set of the discontinuity points of u. We call the ﬁrst term, the second
term, and the third term of the right-hand side of Eq. (1.1) the ﬁtting term, the smoothing term and, respectively, the length
term.
In the recent years, the segmentation problem has been studied extensively [3,5,6,9,14,16,17,19–24,26,28,30–40] using
different methods.
Along with the Mumford–Shah model [25], other variational methods have been successfully used for image segmenta-
tion such as region competition [23,24,40], geodesic active contour [8], geodesic active region [27]. In variational formulation,
image segmentation is achieved by solving an energy minimization problem, which includes some useful information such
as prior shape and constraints on the regularity of object boundaries.
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wise smooth case, the level set minimization problem for the two-phase case can be formulated as follows:
Let u0 : Ω → R be the original image function deﬁned on a two-dimensional bounded, open and smooth domain Ω .
Denote by C the contour which separates Ω into two regions Ω1 and Ω2. Let the Lipschitz function φ be one level set
function, i.e. C = {(x, y) | φ(x, y) = 0}, and u+ , u− are C1 functions such that u(x, y) = u+(x, y)(H(φ(x, y)) + u−(x, y)(1 −
H(φ(x, y)) where H is the Heaviside function. Then, the energy to be minimized is given by the formula [35]:
F
(
u+,u−, φ
)= ∫
Ω
∣∣(u+ − u0)∣∣2H(φ) +
∫
Ω
∣∣(u− − u0)∣∣2(1− H(φ))
+ μ
∫
Ω
∣∣∇u+∣∣2H(φ) + μ∫
Ω
∣∣∇u−∣∣2(1− H(φ))+ μ∫
Ω
∣∣∇H(φ)∣∣. (1.2)
For the piecewise constant case, the reduced Mumford–Shah model can be written as Eq. (1.2) dropping the smoothing
term [35]. For multi-phase segmentation, under the same assumptions for Ω and u0, the minimization problem can be
formulated as follows:
Let C be a closed subset of Ω consisting of a ﬁnite set of smooth curves which partition the domain of the image
u0 into m regions {Ωi}, i = 1,2, . . . ,m. Each region Ωi can be represented by a level set function φi , i = 1,2, . . . ,m, i.e.
Ωi = {(x, y) | φi(x, y) > 0} where m = logn and n is the number of phases. Denote by c j , j = 1,2, . . . ,n, the mean of the
original image u0 for each phase j, j = 1,2, . . . ,n.
Then the energy functional can be expressed by the equality [35]:
Fn(c j, φi) =
∑
1 jn=2m
∫
Ω
(u0 − c j)2χ j +
∑
1im
∫
Ω
∣∣∇H(φi)∣∣ (1.3)
where χ j is the characteristic function for each class or phase j, j = 1,2, . . . ,n.
Another approach to level set methods was done by Chung and Vese using multiple layers of a single level set func-
tion [16]. The main idea is to represent the discontinuity set of u0 using more than one level-line of the Lipschitz continuous
function φ. Then the segmentation problem can be written as:
infc1,c2,...,cm+1,φ
{
F (c1, c2, . . . , cm+1, φ) =
∫
Ω
∣∣(u0(x) − c1)∣∣2H(l1 − φ(x))dx
+
m∑
i=2
∫
Ω
∣∣(u0(x) − ci)∣∣2H(φ(x) − li−1)H(li − φ(x))dx
+
∫
Ω
∣∣(u0(x) − cm+1)∣∣2H(φ(x) − lm)dx+ m∑
i=1
∫
Ω
∣∣∇H(φ(x) − li)∣∣dx
}
(1.4)
where l1 < l2 < · · · < lm are m levels for φ. These models can work well with a good choice for initialization.
An independent work for image segmentation was done also by Lie et al. [21], where authors propose an interesting and
eﬃcient multi-phase image segmentation model. The novelty of this approach is to introduce a piecewise constant level
set function and use each constant value to represent a unique phase, i.e. if 2n phases should be identiﬁed, then the level
set function must approach 2n predetermined constants. The minimization functional obtained is convex and differentiable,
therefore it avoids some of the problems with the non-differentiability of the Delta and Heaviside functions. For reader’s
convenience, we will follow the notations from [21].
Assume that it is required to ﬁnd a partition {Ωi} of a domain Ω , i = 1,2, . . . ,n and some regions can be empty.
This is similar to ﬁnd a piecewise constant function which takes values φ = i, i = 1,2, . . . ,n. The discontinuities of φ will
separate the regions. The authors [21] deﬁned the basis functions ψi = (1/αi)∏nj=1, j =i(φ − j) and αi =∏nk=1,k =i(i − k) and
i = 1,2, . . . ,n.
Then a function u can be represented by u =∑ni=1 ciψi , i = 1,2, . . . ,n. The function u is piecewise constant and u = ci
on each Ωi . The sum in u involves basis functions of polynomials of order n − 1 in φ and the unknown coeﬃcients ci ,
i = 1,2, . . . ,n. Each ψi is expressed as a product of linear factors of the form (φ − j), with the ith factor omitted. Therefore,
ψi(x) = 1 for x ∈ Ωi and ψi(x) = 0 elsewhere. The basis functions ψi can be used to express arc length of the boundary of
Ωi and the area Ωi of each phase, i.e. |∂Ωi | =
∫
Ω
|∇ψi | and |Ωi | =
∫
Ω
ψi .
Let u0 deﬁned on the domain Ω be the image to be segmented, possibly with noise. Based on the above assumptions,
the minimization problem for segmenting the image u0 is
min
{
F (c, φ) =
∫
|u − u0|2 + β
n∑
i=1
∫
|∇ψi|
}
. (1.5)Ω Ω
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geometrical quantities such as the unit normal and the mean curvature for the curves.
Advantages using classical level set methods are the ability to express geometrical quantities and motions. The length of
the zero level curve Γ and the area A of the region inside Γ are measured by |Γ | = ∫
Ω
(|∇H(φ)|) and |A| = ∫
Ω
(|H(φ)|)
respectively. The unit normal N and the mean curvature k to Γ are deﬁned by N = ∇φ|∇φ| and k = ∇N . The drawback of
using level set based methods is that the energy functional is not convex with respect to the level set function and leads to
undesirable solutions. This problem becomes more diﬃcult when we have to handle multi-phase segmentation.
To overcome this problem, Bresson et al. [4] and Chan et al. [12] proposed new variational frameworks in which soft
membership functions are introduced to represent the regions such that the new functionals are convex with respect to
the membership function. Therefore, the global minimum can be achieved, and in plus, these models are not sensitive to
initialization. For fast implementation, in [4] was used Chambolle’s fast dual projection method [10].
Soft segmentation derived also from analysis of natural or synthetic images, where the patterns often do not have clear
cut boundaries. Unlike the classical hard segmentation, soft segmentation assumes that each point of the image may belong
to more than one pattern with some probability, called ownership (or membership) in the literatures.
Soft segmentation approach offers more ﬂexibility in modeling and combined with other methods, such as the
variational-PDE methods can lead to more powerful models and eﬃcient algorithms.
One of the early developed soft segmentation methods is called fuzzy C-mean segmentation. It uses fuzzy C-mean
segmentation method (FCM) clustering [15,20,29]. Mathematically, the standard FCM objective function of partitioning a
data set {x j}, j = 1, . . . , K into c clusters is given by
c∑
i=1
k∑
j=1
umij ‖x j − vi‖ (1.6)
where ‖ · ‖ is the Euclidean norm and vi , i = 1, . . . , K is the cluster center. The original FCM method is very sensitive
to noise. An adaptive fuzzy C-mean method (AFCM) was proposed by Pham and Prince [29], where the constant cluster
centers used in the FCM model are substituted by spatially varying functions to impose local spatial homogeneity. In [29],
the authors also used a kernel version of FCM together with a non-Euclidean distance in the objective function.
An important approach on soft segmentation is based on phase transition theory [2,19,20,31]. The idea is to use the
phase function to approximate the corresponding hard segmentation length term, and to form a weight for each phase in
the ﬁdelity term. In [20], the authors use the signature function to denote multiple phases and uses sinc(x) to approximate
the characteristic function of each phase. The model is called Sine–Sinc model. Using the theory of Γ -convergence and the
convex-concave procedure (CCCP) [3,7,38], the iteration scheme is guaranteed to converge to a local minimum or a saddle
point.
The most related work is presented in [31], where the author proposed a stochastic-variational model for soft Mumford–
Shah segmentation.
We will brieﬂy review the main idea of the work presented in [31].
Let I : Ω → R be an image deﬁned on an open, bounded, smooth domain Ω ⊂ R2. Suppose the image contains K
patterns. Denote by Ωi the support of each pattern, i = 1, . . . , K and Γ the set of edges, i.e. Ω \ Γ =⋃Ki=1 Ωi .
Deﬁne pi(x), i = 1, . . . , K the probability that the pixel x from Ω belongs to the region i, with the conditions 0 
pi(x)  1, i = 1, . . . , K , ∑ki=1 pi = 1 and ui , i = 1, . . . , K the mean ﬁelds of the patterns. Denote P (x) = (p1(x), . . . , pk(x))
and U (x) = (u1(x), . . . ,uk(x)). The author also assumes that the patterns share the same variance σ . Then, for each pattern,
the pixel intensity {I(x) | x ∈ Ω} is an independent random variable, indexed by x distributed with Gaussian distribution
ui(x) and variance σ .
Using the Bayesian formula [13,18], the posterior probability given I , can be expressed as a product between the condi-
tional probability and the prior probabilities as:
Prob(P ,U |I) = Prob(I|P ,U )Prob(P )Prob(U )/Prob(I)
assuming that the mixture patterns U and P are independent.
By taking the logarithmic likelihood E[P ,U |I] = − logProb(P ,U |I) the soft segmentation problem can be written as:
min
{
E[P ,U |I] = E[I|P ,U ] + E[U ] + E[P ]} (1.7)
modulo an insigniﬁcant constant.
Furthermore, the minimization problem (1.7) can be expressed as:
min
{
E[P ,U |I] = α
K∑
i=1
∫
Ω
∣∣∇ui(x)∣∣2 + λ K∑
i=1
∫
Ω
(I(x) − ui(x))2pi(x)
2σ 2
+
K∑
i=1
∫ (
9
∣∣∇pi(x)∣∣2 + (pi(x)(1− pi(x)))2

)}
, i = 1, . . . , K . (1.8)Ω
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to the Γ -convergence theory [22]).
The ﬁnal goal of the work presented in [31] is to minimize the energy deﬁned by the relation (1.8).
Our approach is a generalization of the model (1.8) in the following aspects:
(1) We consider that in each pattern the difference of the pixel intensity from its mean is a random variable indepen-
dently and identically distributed (i.i.d.) from a Gaussian distribution of mean ui(x) and variance σi . The variance varies
from one pattern to another, and the mean is spatially varying depending on each pixel of the image. In this way, the model
becomes more robust to noise.
(2) We also use an energy functional with variable exponent
∫
Ω
|∇u(x)|q(x) where
q(x) =
{
1+ 1
1+β|∇G σ˜ ∗I(x)|2 if |∇ui(x)| ρ,
1 if |∇ui(x)| > ρ
(1.9)
with β,ρ > 0 ﬁxed and G σ˜ a Gaussian function.
Using (2) will give the model the following beneﬁts: (a) it ensures TV-based diffusion (q(x) = 1) along edges and Gaus-
sian smoothing (q(x) = 2) in homogeneous regions; and, (b) it employs anisotropic diffusion (1 < q(x) < 2) in regions in
which the difference between noise and edges is diﬃcult to distinguish.
The proposed framework can be applied to real and synthetic images with good results. The rest of the paper is organized
as follows. In Section 2, we develop our soft segmentation model. In Section 3, we present the implementation details and
in Section 4 we show some numerical examples. Finally, we close the paper with a short conclusion.
2. Model development
In this section, we will make a detailed presentation of the proposed model. Let I : Ω → R be an image deﬁned on an
open, bounded, smooth domain Ω ⊂ R2. Suppose the image contains K patterns. For reader’s convenience, we will follow
closely the notations from [31].
We make the following assumptions: (a) at each point x from Ω , the intensity I(x) is a random variable and, (b) for each
pattern, the random variables {I(x) | x ∈ Ωi} are distributed with Gaussian distribution of mean ui(x) and variance σi . As in
the previous section, we denote by pi(x) the probability that the pixel x belongs to the pattern i, i = 1, . . . , K .
Then the probability density function (pdf) of the patterns mixture image I at any pixel x is given by the formula
P
(
I(x)|U (x), P (x))= K∑
i=1
G
(
ui(x),σi
)
pi(x) (2.1)
where
G
(
ui(x),σi
)= [1/√2πσi exp
(
− (I(x) − ui(x))
2
2σ 2i
)]
. (2.2)
Consider now the joint probability
P
(
I(x), x ∈ Ω)= ∏
x∈Ω
[
P
(
I(x)|U (x), P (x))].
To maximize the joint probability is equivalent to minimize the negative log-likelihood E[I|P ,U ] = − log P (I(x), x ∈ Ω).
It follows
− log P(I(x), x ∈ Ω)= −∫
Ω
log
(
K∑
i=1
G
(
ui(x),σi
)
pi(x)
)
. (2.3)
Therefore, the energy for the mixture model is given by the formula
E[I|P ,U ] = −μ
∫
Ω
log
(
K∑
i=1
G
(
ui(x),σi
)
pi(x)
)
(2.4)
for some μ > 0, provided that (I(x)|P ,U ) is independent of (I(y)|P ,U ).
The energy can be written as
E[I|P ,U ] = μ
K∑
i=1
∫
Ω
(
log(
√
2πσi) + (I(x) − ui(x))
2
2σ 2i
)
pi(x) (2.5)
with
∑K
i=1 pi(x) = 1,0 pi  1 and for some μ > 0.
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i = 1, . . . , K .
To obtain the length term of our energy model, we impose two constraints [31]: (a) each probability pi(x) has almost
two phases: on (for pi(x) = 1) and off (for pi(x) = 0) and the soft boundary in between is narrow, (b) the transition bands
(soft boundaries) are regular. To combine these two conditions, we need to use the Modica–Mortola type of energy [22]
with   1 controling the transition bandwidth
E[, pi] =
∫
Ω
(
9
∣∣∇pi(x)∣∣2 + (pi(x)(1− pi(x)))2

)
, i = 1, . . . , K . (2.6)
Using the Γ -convergence theory [1,22], it follows that for  → 0, E[, pi] → length(Γ ).
We refer the reader to Modica and Mortola [22] for a proof (with some adequate modiﬁcation). Incorporating all three
energy terms (ﬁtting, smoothing, length) we obtained a generalization model with different means and variances for the
soft Mumford–Shah segmentation with K phases:
min(U ,P ,σ )
{
E[P ,U |I] = α
K∑
i=1
∫
Ω
∣∣∇ui(x)∣∣2 + λ K∑
i=1
(∫
Ω
(I(x) − ui(x))2
2σ 2i
pi(x) + 12
∫
Ω
log
(
2πσ 2i
)
pi(x)
)
+
K∑
i=1
∫
Ω
(
9
∣∣∇pi(x)∣∣2 + (pi(x)(1− pi(x)))2

)}
, i = 1, . . . , K (2.7)
where σ = (σ1, . . . , σK ).
The energy term E[U ] = α∑Ki=1 ∫Ω |∇ui(x)|2 where α is an additive constant. Our proposed model uses a functional
with variable exponent∫
Ω
∣∣∇u(x)∣∣q(x)
where q(x) is deﬁned as in (1.9).
Using the variable exponent, the minimization problem becomes:
min(U ,P ,σ )
{
E[P ,U |I] = α
K∑
i=1
∫
Ω
∣∣∇ui(x)∣∣q(x) + λ K∑
i=1
(∫
Ω
(I(x) − ui(x))2
2σ 2i
pi(x) + 12
∫
Ω
log
(
2πσ 2i
)
pi(x)
)
+
K∑
i=1
∫
Ω
(
9
∣∣∇pi(x)∣∣2 + (pi(x)(1− pi(x)))2

)}
, i = 1, . . . , K . (2.8)
To solve (2.8) we need to compute the Euler–Lagrange equations associated with this problem.
Deﬁne V = (V1, . . . , V K ) and v = (v1, . . . , vK ). Then, without the simplex constraint on the ownership P , for any
given U , the ﬁrst order variation of the energy E under P → P + δP is given by
∂E =
∫
Ω
K∑
i=1
Viδpi dx+
∫
∂Ω
K∑
i=1
viδpi dH (2.9)
where H is the Hausdorff measure on ∂Ω and
Vi = −18pi(x) + 2

pi(x)
(
1− pi(x)
)(
1− 2pi(x)
)+ λ(ui(x) − I(x))2
2σ 2i
+ 1
2
log
(
2πσ 2i
)
, x ∈ Ω, (2.10)
vi = 18 ∂pi(x)
∂n
, x ∈ ∂Ω. (2.11)
The relation (2.9) can be written in the free-gradient form
∂E
∂ f P
= V |Ω + v|∂Ω.
In fact, P belongs to the (K − 1)-simplex. Consider the orthogonal projection
Π : T P RK → T PK−1.
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Π(t) = t − 1K 〈t,1K 〉
K
= t − 〈t〉1K
where
〈t〉 =
∑K
i=1 ti
K
and
1K√
K
= (1, . . . ,1)√
K
is the normal direction of the tangent plane. Therefore, the constrained gradient of E on the (K − 1)-simplex is given by
∂E
∂ P
= Π
(
∂E
∂ f P
)
= (V − 〈V 〉1K )∣∣Ω+(v − 〈v〉1K )∣∣∂Ω
and the Euler–Lagrange system of equations on P , given U is as follows:
Vi(x) =
〈
V (x)
〉
, x ∈ Ω, (2.12)
vi(x) =
〈
v(x)
〉
, x ∈ ∂Ω (2.13)
where Vi and vi are given in the relations (2.10) and (2.11). The Euler–Lagrange equation for ui(x) given pi(x) is:
α div
(
q(x)
∣∣∇ui(x)∣∣q(x)−2∇ui(x))− λ(ui(x) − I(x))
σ 2i
pi(x) = 0, x ∈ Ω, (2.14)
∣∣∇ui(x)∣∣q(x)−2 ∂ui(x)
∂n
∣∣∣∣
∂Ω
= 0, x ∈ ∂Ω. (2.15)
The Euler–Lagrange equation for σi is given by
σ 2i = λ
∫
Ω
(
ui(x) − I(x)
)2
pi(x)/
∫
Ω
pi(x), x ∈ Ω. (2.16)
3. Implementation details
To ﬁnd an optimal solution (U,P,σ ) to problem (2.8), we used the alternating minimization (AM) algorithm, which
is progressive, i.e. for each step (n + 1), given the patterns Un = (uni ; i = 1,2, . . . , K ) and the ownership Pn = (pni ; i =
1,2, . . . , K ) ﬁnd
Pn+1 = argminP E
[
P|Un, I] (3.1)
or equivalently solve the following ﬂow equation:
d(pi)
dt
= Lpi (I,ui, pi,σi) (3.2)
with
Lpi (I,ui, pi,σi) = 18pi − 2−1pi(1− pi)(1− 2pi) −
〈
V (P, e)
〉+ λ(I − ui)2
2σ 2i
+ λ
2
log
(
2πσ 2i
)
(3.3)
and
〈
V (P , e)
〉= 1
K
K∑
i=1
(
−18pi + 2

pi(1− pi)(1− 2pi) + λ(ui − I)
2
2σ 2i
+ λ
2
log
(
2πσ 2i
))
= λ
K
K∑
i=1
(I − ui)2
2σ 2i
+ λ
2K
K∑
i=1
log
(
2πσ 2i
)+ 2
K
K∑
i=1
(
2p3i − 3p2i
)+ 2
K
(3.4)
since
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i=1
pi = 1, 
(
K∑
i=1
pi
)
= 0, (3.5)
〈V 〉 = 1
K
K∑
i=1
Vi,
Vi = −18pi + 2

pi(1− pi)(1− 2pi) + λ
(
(ui − I)2
2σ 2i
+ 1
2
log
(
2πσ 2i
))
. (3.6)
Following, based on Pn and Un , the best estimation for the pattern Un+1
Un+1 = argminU E
[
U|Pn, I] (3.7)
or solve the ﬂux equation:
d(ui)
dt
= Lui (I,ui, pi,σi) (3.8)
where
Lui = α div
(
q(x)
∣∣∇ui(x)∣∣q(x)−2∇ui(x))− λ(ui(x) − I(x))
σ 2i
pi(x) (3.9)
and q(x) is given in relation (1.9).
For each step n, given the patterns Un = (uni ; i = 1,2, . . . , K ) and the ownership Pn = (pni ; i = 1,2, . . . , K ), ﬁnd the
optimal σ n = (σ ni ; i = 1,2, . . . , K ), from the relation (2.16).
Summarizing, the updating . . . (Un,Pn,σ n) → (Un+1,Pn+1,σ n+1) . . . is obtained solving the following system of equa-
tions:
pn+1i = pni + dtpLpi
(
I,uni , p
n
i ,σ
n
i
)
,
un+1i = uni + dtuLui
(
I,uni , p
n
i ,σ
n
i
)
,
σ n+1i = σ ni + dtsLσi
(
I,uni , p
n
i ,σ
n
i
)
, (3.10)
where
Lσi = −λ
∫
Ω
pi(I − ui)2 + σ 2i
∫
Ω
pi (3.11)
and dtp , dtu and dts are steps sizes, Lpi , Lui are deﬁned above.
4. Experiments
To show the effectiveness of the proposed segmentation model, four experiments are reported as follows. All the simu-
lations are made on images which can be partitioned into three phases. The model (1.8) presented in [31] is a special case
of the proposed model, where q(x) = 2 and σ is a ﬁxed constant for each partition. For our model (2.8), the variance σi ,
i = 1,2,3 could take different values and is optimized during the implementation.
For smoothing, we use an energy functional with variable exponent∫
Ω
∣∣∇u(x)∣∣q(x) (4.1)
with q(x) deﬁned by the formula (1.9). This functional ensures TV-based diffusion (q(x) = 1) along edges and Gaussian
smoothing (q(x) = 2) in homogeneous regions. It also employs anisotropic diffusion (1 < q(x) < 2) in regions in which the
difference between noise and edges is diﬃcult to distinguish.
Fig. 1 is a comparison between model (1.8) and our model (2.8) using an MRI brain image. Fig. 1(a) is the given noisy
image, contaminated with Gaussian noise with mean zero and variance σ = 0.005. Fig. 1(b), (c) represent the segmentation
result u(x) using our model (2.8), respectively model (1.8). In Fig. 1(d), (e), (f) are represented the mean ﬁelds u1(x),
u2(x), u3(x) of the patterns for the proposed model (2.8) and on the third row, in Fig. 1(g), (h), (i) are the corresponding
probabilities p1(x), p2(x), p3(x).
The soft Mumford–Shah segmentation result u(x) shown in Fig. 1(b), (c) is given by the formula:
u(x) =
K∑
ui(x)pi(x), x ∈ Ω. (4.2)
i=1
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Fig. 2. Comparison on variance: (a) Synthetic noisy image. (b) Segmentation result with varying σi . (c) Segmentation result using σi ﬁxed constant.
The results are obtained after 100 iterations using as parameters α = 3, ρ = 0.4, β = 0.01, λ = 0.3,  = 0.1. The optimized
variances for model (2.8), obtained after 100 iterations are: σ1 = 0.38265, σ2 = 0.56573, σ3 = 0.73654.
The proposed model offers a better segmentation result than the model (1.8). The segmentation result for the old model
(1.8) contains more spurious dots. Of course, we can decrease the spurious dots by choosing bigger smoothing coeﬃcient α,
but then the edges of the partitions will be seriously damaged. For our model (2.8) the variance σi varies from one pattern
to another, and this fact prevents the spurious dots to appear. In this way, the model becomes more robust to noise.
A similar comparison is shown in Fig. 2. We explore the inﬂuence of variance σi for a synthetic image corrupted with
Gaussian noise with mean zero and variance σ = 0.01. The purpose of this experiment is to compare the results of our
model (2.8), when σi is a varying function which needs to be optimized and the case in which σi is the same ﬁxed constant.
As it can be seen in Fig. 2(c), the segmentation result of the model (1.8) will give us an image containing more spurious
dots. The optimized variances for our model, obtained after 100 iterations are: σ1 = 0.38282, σ2 = 0.56057, σ3 = 0.73617.
Fig. 3 shows a comparison on q(x) for a synthetic image contaminated with Gaussian noise with mean zero and variance
σ = 0.01. The aim of this implementation is to compare the results of our model (2.8), when q(x) is a varying function on
the interval [1,2] and the case in which q(x) is a constant, either one or two.
In our model (2.8), q(x) varies from pixel to pixel and from iteration to iteration and provide better results than if q(x)
is ﬁxed and does not vary during the implementation. To illustrate this fact, we considered two cases for q(x) constant:
(1) q(x) = 1 and (2) q(x) = 2. In case (1), Fig. 3(c), the denoising is more slower and takes more iterations in order to obtain
a satisfactory result. In case (2), Fig. 3(d), the denoising is faster and leads to a loss of the image details. As it can be seen
in Fig. 3(b), our model offers a better segmentation, being a combination of the TV-based and isotropic smoothing. For the
experiments 2 and 3, we used the same set of parameters as for experiment 1. The optimized variances for our model,
obtained after 100 iterations are: σ1 = 0.38303, σ2 = 0.56075, σ3 = 0.73461.
The aim of the last experiment is to test the ability of our model to perform well on an image with texture. For the
last experiment, we compare our model (2.8) with model (1.8) using a synthetic image with “zebra” texture, corrupted with
Gaussian noise of mean zero and different variance on each partition. The image in experiment 4 was created by overlapping
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mentation using q(x) = 2.
Fig. 4. (a) Synthetic image with “zebra” texture and Gaussian noise. (b) Segmentation result using model (2.8). (c), (d) Segmentation result using model
(1.8) at 500, respectively 1500 iterations. (e), (f), (g) The mean ﬁelds u1(x), u2(x), u3(x) of the patterns for model (2.8). (h), (i), (j) The corresponding
probabilities p1(x), p2(x), p3(x) for model (2.8).
a circular section from a zebra image on a gray circle, the mean intensity of the zebra section being equal to the intensity
of the gray circle. Then, different Gaussian noise was added on all three partitions (black, gray, and zebra stripes) with the
same mean zero and variances 0.0005, 0.02 and 0.001.
In our model, we minimized the negative log-likelihood which includes the variance σi . From Fig. 4(b), we can see
that the proposed model (2.8) gives better results than model (1.8) which uses only the L2-norm for the ﬁtting term.
The variance measures the difference of the pixel intensity from its mean. For our model, the variance σi is optimized
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implementation. It can be seen that some spurious dots appear, which cannot be segmented using the model (1.8).
We included two segmentation results using the model (1.8) with 500, respectively 1500 iterations. As it can be seen
in Fig. 4(c) and (d), for the model (1.8), if we increase the degree of smoothing, the “zebra” image is blurred before the
elimination of the noise. To compare the models, we used the following parameters: α = 6, ρ = 0.4, β = 0.01, λ = 0.1,  =
0.05. The optimized variances obtained for our model, after 500 iterations are: σ1 = 0.32075, σ2 = 0.45748, σ3 = 0.55782.
5. Conclusions
Segmentation is a very important step in image processing and vision analysis. A critical problem in energy based
multi-phase segmentation is the non-convexity of the functional energy. Level set methods have been used successfully in
multi-phase segmentation, but they fail to work for soft segmentation due to overlapping and no clear boundaries between
different phases. The combination of the stochastic approaches and the variational PDE methods can lead to more powerful
models and eﬃcient algorithms.
This paper presents a generalization of Shen’s model [31] using Mumford–Shah soft segmentation. We generalized the
model proposed by Shen [31] in the following aspects:
(1) In each pattern, the difference of the pixel intensity from its mean is a random variable independently and identically
distributed (i.i.d.) from a Gaussian distribution of mean ui(x) and variance σi . The variance varies from one pattern to
another, and the mean is spatially varying depending on each pixel of the image. In this way, the model becomes more
robust to noise.
(2) The energy functional has variable exponent given by the relation (4.1), which gives the model the following beneﬁts:
(a) it ensures TV-based diffusion (q(x) = 1) along edges and Gaussian smoothing (q(x) = 2) in homogeneous regions, (b) it
employs anisotropic diffusion (1 < q(x) < 2) in regions in which the difference between noise and edges is diﬃcult to
distinguish. The proposed work can be applied to real and synthetic images with good results.
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