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General introduction
With the development of medical imaging, there has been a growing interestin combining information frommultiple images on a voxel-by-voxel basis.This is a challenging task because spatial alignment between different ima-
ges is often lacking. The process of finding spatial correspondence between two or
more images is called image registration. In this thesis, we present novel automatic
image registration methods.
1.1 Needs for image registration
Spatial correspondence between images is required in many medical applications,
but it is rarely fulfilled in practice. There are multiple reasons for that.
Firstly, images may be acquired using different imaging modalities or imaging
devices, possibly inducing a lack of coherence in the coordinate systems that are
used to store the images. This is the case in the example shown in Figure 1.1.
Secondly, spatial correspondence between images is not ensured evenwhen they
are acquired with the same imaging device. At different acquisition points, the ima-
(a) CT (b) T1-weighted MR (c) T2-weighted MR
Figure 1.1: Images of the head and neck region acquired from the same subject with dif-
ferent imaging modalities. Matrix dimensions and voxel sizes differ between the computed
tomography (CT) image (a) and the magnetic resonance (MR) images (b and c). The image
space outside the two dashed lines drawn on the CT image is not present in the MR images.
Spatial correspondence between the images is not present, as evidenced by the orange arrow
pointing at the nasal cavity region.
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(a) Time point 1 (b) Time point 2 (c) Time point 3
Figure 1.2: Three CT images acquired from the thorax of the same patient at three successive
time points. An approximate delineation of the lung, made on the image of the first time point
(a), is repeated on the two others (b and c). The positional differences between the images
are primarily attributed to respiratory motion in the illustrated case.
(a) Subject 1 (b) Subject 2 (c) Subject 3
Figure 1.3: Three T1-weighted MR images obtained from three different subjects. The lack
of spatial correspondence between the images is due to the differences in morphology and in
posture of the three subjects.
ged subject may have been positioned in different postures. And even if such bulk
motion is taken care of, motion due to breathing or heart beating, for instance, re-
mains a possible source of misalignments (Figure 1.2). Furthermore, health condi-
tions may evolve between successive image acquisitions, which may induce changes
in the imaged tissues (e.g. tumour remission, tissue swelling), and therefore impede
spatial correspondence between images.
Thirdly, datasets of images may include images acquired from different subjects,
which onemaywish to register for the purpose of atlas building [26]. In this scenario,
spatial correspondence between the acquired images is lacking due to the differences
in anatomy and posture of the subjects (Figure 1.3).
The various misalignment sources that we have just cited may be combined in a
given dataset.
1.2 Background on image registration
Extensive surveys onmedical image registration can be found in the literature [27,88,
117, 124, 148]. The growing variety of medical imaging datasets has gone along with
the parallel development of a considerable number of image registration techniques.
Image registration techniques may be classified in various manners.
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A first very broad way to characterise an image registration method consists in
determining whether it is feature-based or intensity-based. Feature-based registration
approaches are usually based on points, lines or surfaces extracted from the images,
and aim at minimising the distance between corresponding features in the images.
This requires the extraction of salient features as well as the estimation of their cor-
respondences. The reader is referred to [117] for an overview of feature-based re-
gistration methods. The disadvantage of feature-based registration is that any error
during the feature extraction stage will propagate into the registration and cannot
be recovered at a later stage. Other methods, referred to as intensity-based, use the
image intensities directly without the need for feature extraction. These methods
measure the degree of shared information between the images, based on the voxel
intensities.
A second characterisation criterion consists in determining whether a registra-
tion method is parametric or non-parametric. In parametric image registration, the
number of possible transformations is limited by introducing a parametrisation of
the transformation used to register the images. For example, a three-dimensional
rigid transformation has six parameters (three translation parameters and three ro-
tation parameters). For non-parametric registration techniques, a dense displace-
ment field is estimated which describes the deformation at every voxel. The reader
is referred to [39, 96, 117] for an overview of non-parametric methods.
This thesis will focus on registration methods that are both intensity-based and
parametric.
1.3 Image registration components
To apply image registration, three main registration components have to be selected.
The first one is the dissimilarity measure, denoted D. It quantifies the dissimila-
rity between the images to register. The choice of dissimilarity measure generally
depends on the acquisition modalities of the images to register. There exists a large
variety of dissimilarity measures. Examples of the most common dissimilarity mea-
sures used for image registration are the sum of squared differences, the correlation
coefficient and the mutual information [27]. Dissimilarity measures may be defined
for two images, but also in the more general case in which two or more images are
considered. For instance, one possible extension of the sum of squared differences
for two or more images is the variance dissimilarity measure proposed by Metz et
al. [94].
The second registration component is the transformation model, which can be rigid
or non-rigid. Rigid transformations involve translation and rotation components
only. Contrary to rigid registration, non-rigid registration allows to take into account
shrinkage or more local deformations. Affine or B-spline transformation models are
examples of commonly used non-rigid transformations [117]. Figure 1.4 provides
example of images obtained after rigid and non-rigid registration.
The third registration component is the optimisation technique,which aims to find
the optimal transformation by minimising the measure of dissimilarity between the
images. Iterative optimisation procedures are commonly applied to determine that
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transformation. Well-known instances of such optimisers are gradient descent [99],
quasi-Newton [32], and nonlinear conjugate gradient [28].
(a) Reference image (b) Moving image
(initial position)
(c) Moving image after (d) Moving image after
a rigid registration a non-rigid registration
Figure 1.4: Example of registration results obtained with two transformation models. The
reference image (a) is taken as reference for the registration of the moving image (b). Rigid
registration allows rotations and translations, but no shrinking, as shown in (c). Non-rigid
registration based on B-splines (d) allows shrinking and deformations. The overlayed grid (not
used during registration) provides an indication of the transformations applied to the moving
image.
1.4 Image registration schemes
Multiple strategies have been proposed for the production of sets of registered med-
ical images. These strategies, also referred to as image registration schemes, specify
the manner in which the images are registered. For instance, some image registra-
tion schemes are based on the selection of a fixed reference image to which the re-
maining images of the dataset (considered as moving images) are registered, while
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other registration schemes do not require the definition of such a fixed reference
image. Differences between registration schemes may also involve the number of
images that are considered in the optimisation procedures. Commonly, dissimilarity
measure optimisation is performed for pairs ofG = 2 images, but more general met-
hods have been proposed that allow to handle G ≥ 2 images at a time. This section
proposes a categorisation of registration schemes, based on the number of images to
register (G = 2 images or the general case for G ≥ 2 images) and describes common
registration schemes for these two families of schemes.
1.4.1 Registration schemes for G = 2 images
Most image registrations are formulated as optimisation problems for which the in-
formation of two imagesM1 andM2 are considered at a time. This is referred to as
pairwise registration.
Pairwise registration with a reference image By far, the most common pairwise
registration framework consists in choosing a fixed reference image, to which the
remaining image (referred to as moving image) is spatially aligned (Figure 1.5a).
The aim of pairwise registration is to yield a transformation T 1→2 that maps point
coordinates from the image space of the fixed reference imageM1 to the image space
of the moving image M2. One of the disadvantages of pairwise registration with a
reference image is that registration results depend on the choice of reference image
[45].
Symmetric pairwise registration Other pairwise registration techniques do not re-
quire the selection of a reference image: they are both symmetric and pairwise. This
is, for instance, the case in the method of Seghers et al. [120], which actually perform
two pairwise registrations that alternatively consider the images as fixed reference
and moving image (Figure 1.5b). This symmetric pairwise scheme yields transfor-
mations T 1→2 and T 2→1, which are combined into transformations that bring the
original imagesM1 andM2 into an average image space that is not the image space
of any of them. Other examples of symmetric pairwise registration methods include
approaches proposed by Avants et al. [9] and Vercauteren et al. [144].
1.4.2 Registration schemes for G ≥ 2 images
The two common registration schemes for G = 2 images based on pairwise registra-
tion described in Section 1.4.1 can be extended to the general case of the registration
of G ≥ 2 images. A third registration scheme, called groupwise registration, allows to
register G ≥ 2 images simultaneously in a single optimisation procedure.
Pairwise registration with a reference image The most conventional way for ap-
plying image registration to a set of G ≥ 2 images is to select one fixed reference
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M1 M2T
1:2
M1 M2
T
1:2
T
2:1
(a) Pairwise registration with a fixed (b) Symmetric pairwise registration
image (orange box) and a moving image
Figure 1.5: Common registration schemes for G = 2 images. Each optimisation procedure is
represented by a circled gear symbol.
image among them, and then successively register the remaining images to that re-
ference image in an individual manner. This registration scheme is based on the
pairwise framework illustrated in Figure 1.5a. Such a pairwise scheme for the re-
gistration of a set of G ≥ 2 images is not always ideal, for two main reasons. The
first reason is that pairwise registration requires the selection of a reference image
among the images that have to be registered. The selection of the reference image
is not always obvious, and may have an impact on the registration results [45]. The
second reason is that pairwise registration implies running multiple optimisation
procedures in which only two images of the complete image dataset take part. The
combination of all image information in a single optimisation procedure is there-
fore not possible in this pairwise scheme. The pairwise registration scheme with a
reference image is illustrated in Figure 1.6a in the case of G = 3 images.
Symmetric pairwise registration Similarly to the case with G = 2 images, symme-
tric pairwise registration schemes can be used to registerG ≥ 2 images. The method
of Seghers et al. [120] allows to bring the G images to an average image space that is
not the image space of one of the original images. This registration scheme does not,
however, allow to register all images in a single optimisation procedure. This sym-
metric pairwise registration scheme is illustrated in Figure 1.6b in the case of G = 3
images.
Groupwise registration Groupwise registration schemes are registration schemes
that allow the registration ofG ≥ 2 images in a single optimisation procedure, which
is not possible with the other registration schemes for G ≥ 2 images. Groupwise re-
gistration schemes allow to take into account all image information in that single
optimisation procedure, while the other registration schemes consider only the in-
formation of a pair of images during each pairwise registration. Most groupwise
registration techniques do not require the selection of a reference image space. A
single groupwise registration yields G transformations T g, g = 1...G, each of which
is applied to the corresponding original image Mg so that is it brought to an image
space in which all images are aligned. Such a scheme is illustrated in Figure 1.6c in
the case of G = 3 images.
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M1
M2 M3
T
1:2
T
1:3
(a) Pairwise registration with a reference image.
The orange box indicates thatM1 is taken as reference image.
M1
T1:3
M2 M3
T
1:2
T
2:1
T
3:1
T
1:3
T
3:2
T
2:3
(b) Symmetric pairwise registration.
M1
T
1
2
T T
3
M3M2
(c) Groupwise registration.
Figure 1.6: Common registration schemes for G ≥ 2 images.
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1.5 Purpose of this thesis
This thesis proposes advanced medical image registration methods for applications
that can be grouped in two broad themes.
The first theme focuses on registration techniques increasing the reliability of
quantitative measurements extracted from sets of medical images (Figure 1.7). As ex-
plained in Section 1.1, multiple factors contribute to the lack of spatial coherence bet-
ween images, which may have an impact on quantitative measurements extracted in
a voxel-per-voxelmanner from sets of images. InChapters 2, 3 and 4, we propose ad-
vanced image registrationmethods that aim at improving the reliability of voxelwise
quantitative measurements, based on the registration schemes presented in Section
1.4. The domains of application considered in this theme include quantitative diffu-
sion measurements extracted from diffusion-weighted MR images (DW-MRI), from
T1-weighted MR images, and from dynamic contrast-enhanced (DCE) imaging.
M1
M2
M3
Acquired images Registered images
Quantitative images 
based on the
registered images 
Figure 1.7: Image registration for quantitative imaging. In the illustrated example, three initial
images (denoted M1, M2 and M3) are registered to ensure the reliability of the quantitative
images that are extracted from them.
The second theme that is considered in this thesis is the registration of multi-
channel images. In medical applications, it happens that the images that have to be
registered are composed of multiple channels. The channels of a given multi-channel
image may be obtained from different post-acquisition operations (e.g. filtering,
computation of feature images) or from different acquisitions (e.g. different mo-
dalities or time points). Establishing spatial correspondence between multiple sets
of multi-channel images is called multi-channel image registration (Figure 1.8). Pair-
wise registration techniques have previously been proposed for that problem [113].
In Chapter 5, we address the problem of multi-channel image registration by propo-
sing a novel groupwise registration scheme analogous to the one presented in Figure
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1.6c but adapted to the multi-channel nature of the images.
M2
~
M3
~
M1
~
Initial
multi-channel images
Multi-channel images
after image registration
Figure 1.8: Image registration for multi-channel images. In the illustrated example, the regis-
tration of three multi-channel images (denoted M˜1, M˜2 and M˜3) is considered.
1.6 Chapters overview
This section provides a brief summary of the chapters of this thesis.
Chapter 2 Apparent diffusion coefficient (ADC) images are quantitative parame-
tric maps obtained by applying a curve fitting procedure to multiple DW-MR ima-
ges. Due to patient motion during their acquisition, it is not ensured that the DW-
MRIs are spatially aligned, which may affect the reliability of the ADC images. This
chapter develops a pipeline based on automatic three dimensional (3D) non-rigid
pairwise and symmetric pairwise image registrations to compensate for misalign-
ments both within each DW-MRI and between all DW-MRIs acquired for a given
subject. Evaluation of the method is performed based on ADC images obtained from
abdominal free-breathing DW-MRIs.
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Chapter 3 This chapter aims to study respiratory tract exacerbation (RTE), based on
DW-MR images acquired from patients with cystic fibrosis (CF). Quantitative ima-
ges are extracted from the DW-MR images based on intravoxel incoherent motion
(IVIM), a bi-exponential model yielding quantitative images for molecular-based
diffusion, perfusion and for volume fraction. The extraction of quantitative infor-
mation is preceded by an image registration technique, which like in Chapter 2, en-
sures spatial correspondence within and between the DW-MRIs. We subsequently
assess whether the extracted quantitative IVIM parameters could be used to monitor
treatment response during respiratory tract exacerbation in patients with CF.
Chapter 4 In this chapter, we design a dissimilarity measure that can be used for
the groupwise registration of G ≥ 2 images in a single optimisation procedure. Gi-
ven the widespread use of mutual information for pairwise registration, this chapter
proposes to use amultivariate version ofmutual information, called total correlation,
in the context of groupwise registration. We provide justifications for choosing total
correlation as groupwise dissimilarity measure, among other multivariate versions
of mutual information. To test the ability of groupwise total correlation to handle
multiple numbers of images, the experimental setting involves six types of quanti-
tative MR and dynamic imaging datasets containing between G = 5 and G = 160
images to register at a time.
Chapter 5 In Chapter 5, we propose a novel groupwise registration framework for
the registration of multi-channel datasets of medical images. The key idea is to for-
mulate multi-channel registration as a groupwise image registration problem. The
method that we propose is fully modular in terms of dissimilarity measure, trans-
formation model, regularisation method, and optimisation strategy. Besides, it is ap-
plicable to any number of multi-channel images, any number of channels per image,
and it allows to put in correspondence any pair of images and not just corresponding
channels.
Chapter 6 We conclude the thesis with a brief summary, a discussion of general
strengths and limitations of our work, and suggestions for future research.
Influence of image registration on
apparent diffusion coefficient
images computed from
free-breathing diffusion MR
images of the abdomen
Abstract — Apparent diffusion coefficient (ADC) images are quantitative
images that are obtained by applying a curve fitting procedure to multi-
ple diffusion-weighted MR (DW-MR) images. Spatial correspondence bet-
ween the DW-MR images is not ensured due to patient motion during image
acquisition. The curve fitting models used to derive ADC images assume
spatial coherence of the DW-MR images. If that condition is not fulfilled, the
reliability of the obtained ADC images may be degraded. In this chapter,
we evaluated the importance of using image registration techniques to en-
sure spatial correspondence of the DW-MR images before generating ADC
images. We acquired DW-MR images from the abdominal region of free-
breathing healthy volunteers. To assess ADC reproducibility, multiple acqui-
sitions of all DW-MR images were performed (two time points, four image
series per time point). The image registration pipeline that we developed is
based on automatic three-dimensional non-rigid registrations that compen-
sate for motion both within each image and between all images acquired for
a given subject. ADC distributions are compared with and without image
registration in abdominal volumes of interest. Besides, the effects of interpo-
lation andGaussian blurring as alternative trivial strategies to reducemotion
artefacts are also investigated. Among the four considered scenarios (no pro-
cessing, interpolation, blurring and registration), registration yields the best
alignment scores. In particular, ADCs obtained without registration are 30%
higher than with registration, based on the considered datasets. Registration
improves voxelwise reproducibility at least by a factor of 2 and decreases
uncertainty (Fréchet-Cramér-Rao lower bound). Registration provides simi-
lar improvements in reproducibility and uncertainty as acquiring four times
more data.
Based upon: J.-M. Guyader, L. Bernardin, N. H. M. Douglas, D. H. J. Poot, W. J. Niessen and S. Klein,
“Influence of image registration of ADC images computed from free-breathing diffusion MRIs of the
abdomen”, Journal of Magnetic Resonance Imaging, vol. 42, no. 2, pp. 315–330, 2015.
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2.1 Introduction
The apparent diffusion coefficient (ADC) is a non-invasive measure providingquantitative information on the diffusion of water molecules in biological tis-sues [74]. Pathophysiological processes such as cancer are known to have an
impact on cell density, which translates into diverse diffusion properties. This is the
reason why the ADC constitutes a potentially interesting imaging biomarker in the
field of oncology drug development. ADC images can be computed from diffusion-
weighted MR images (DW-MRIs) characterised by different b-values and diffusion
gradient directions. This chapter focuses on abdominal ADCs, with a particular in-
terest in the liver.
Spatial alignment of the acquired DW-MRIs is not guaranteed if the subject mo-
ves during the acquisition [58, 100]. Misalignments may be due to patient bulk mo-
tion. In the abdominal region, misalignments are particularly prone to occur because
of respiratory and cardiac motion, inducing poor image quality. The issue of image
quality is commonly addressed by acquiring each DW-MRI several times during an
imaging session and averaging them [57, 66, 68, 101]. Despite improving the signal-
to-noise ratio (SNR) of the resulting ADC image, this technique does not compensate
for motion. It also causes blurring and leads to longer acquisition times. A first alter-
native to averaging consists of preventing motion during the acquisition by means
of breath holding, triggering or gating [17, 57, 61, 70, 71, 131, 132]. These methods
have the advantage of addressing the issue of motion at the source, therefore redu-
cing the need for image post-processing. However, breath holding requires a short
scan time. Also, triggering and gating do not always perform well if the respiratory
rhythm is irregular [19]. A second alternative to averaging is post-acquisition mo-
tion compensation [6,66,82,90,102,103]. In this chapter, we use image registration as
a post-acquisition motion compensation technique. Its goal is to bring all acquired
DW-MRIs into a common image space using 3D deformable transformations and to
subsequently extract ADC quantitative images. According to the acquisition proto-
col, individual DW-MRIs may be affected by misalignments. In the general case, mo-
tion should therefore be compensated at the level of individual images (intra-image
registration), but also motion between the various images should be compensated
(inter-image registration).
We therefore propose an image registration pipeline that brings all DW-MRIs of
a given patient into a common image space, using both intra-image and inter-image
registration. The method is quantitatively evaluated on ten abdominal imaging da-
tasets of five healthy volunteers using a free-breathing protocol (two scanning sessi-
ons per subject). The ADC images obtained after applying our motion compensation
pipeline to the DW-MRIs are compared to ADC images obtained without applying
motion compensation. Results obtained for two alternative scenarios to image regis-
tration are also provided. Evaluation is based on the computation of uncertainty and
reproducibility measures.
For ADC computations from diffusionMRIs of the abdomen and thorax, the clo-
sest related works involving post-acquisition motion compensation based on image
registration are the studies of Arlinghaus et al. [6] and Mazaheri et al. [90]. These ar-
ticles include an image registration step and compare ADC maps without and with
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registration. In this chapter, we follow a similar approach for abdominal images.
Compared to existing work, the main contributions of this chapter are the following:
first, data analysis is performed using not only regionwise but also voxelwise me-
asurements, allowing to take into account organ heterogeneity. Second, this chap-
ter includes measures of the precision of the estimated ADCs based on the square
root of the Fréchet-Cramér-Rao lower bound, denoted FCRLBσ . Third, we propose
to study reproducibility of the ADCs at two levels. Since each volunteer is scan-
ned on two occasions, the baseline and follow-up scans can be used for assessing
inter-visit reproducibility. The acquisition protocol also provides the opportunity to
study intra-visit reproducibility. In order to ensure consistency of the volumes of
interest, segmentations are propagated to the various series and scanning sessions
using image registration. Finally, we investigate to what extent the duration of the
acquisition could be reduced if image registration was used.
2.2 Materials and methods
2.2.1 Subjects
Five healthy volunteers (volunteer 1 – sex: female, age: 30 years old, body mass
index: 19.5 kg/m²; volunteer 2 – male, 35 years, 27.7 kg/m²; volunteer 3 – female, 64,
27.1 kg/m²; volunteer 4 – male, 63, 23.1 kg/m²; volunteer 5 – male, 62, 29.3 kg/m²)
were scanned twice in a fasted state, with the same imaging set-up and protocol.
The average time between the two scanning sessions was 7 days (time range: 3 to 12
days). The study was conducted with the approval of the ethics committees of the
participating institutes.
2.2.2 Acquisition protocol
Diffusion-weighted MRIs were acquired on a 1.5 T MR scanner (MAGNETOM
Avanto; Siemens Healthcare, Erlangen, Germany), using a multi-slice 2D echo-
planar imaging (EPI) sequence in the transverse orientation. Repetition time (TR)
was 8,000 ms and echo time (TE) 95 ms. Matrix size was 256×224×40 and 40 slices
were acquired with an in-plane spatial resolution of 1.48×1.48 mm², slice thickness
(d) 5 mm, field of view (FOV) 38×38 cm2, bandwidth 1,776Hz/px and EPI factor 112.
Neither respiratory nor cardiac triggering were used and a SPAIR (spectral attenua-
ted inversion recovery) fat suppression was applied. The duration of each scanning
session was 16.7 minutes. The subjects were not asked to hold their breath. A free-
breathing protocol was selected based on the advantages reported in literature [66],
among which are: more flexible sequence design, greater choice of b-values, better
patient compliance, and possibility of performing multiple slice excitations. In addi-
tion, ADCs in the liver have been proven not to be significantly different according
to the selected type of protocol: free-breathing or breath-holding [70].
For each volunteer and each scanning session, four successive series of images
were acquired. For each series, 28 image type were acquired, an image type being
defined in this chapter by a condition of b-value and diffusion gradient direction.
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The number of images acquired per volunteer and per scanning session was there-
fore 112. A graph showing the acquisition timeline is provided in Figure 2.1. Out of
the 16.7 minutes of the scanning session, only 14.9 are dedicated to the actual image
acquisition. The images are denoted Ib,g,s, with indexes b, g and s respectively re-
ferring to the b-value, gradient direction and series index (s = 1...4). Ten b-values b
were used: 0, 50, 100, 150, 200, 300, 500, 900, 1200 and 1600 s/mm2. The diffusion
gradients g were successively set along three orthogonal directions x, y and z, with
x and y defining the axial plane, except for b = 0 s/mm2 (no specific orientation).
Each three-dimensional image Ib,g,s was reconstructed from 40 two-dimensional sli-
ces, with the particularity that they were not acquired contiguously: the odd slices
were acquired first in the inferior-superior direction, followed by the even slices,
in the same direction. The consequence is that two consecutive slices in the recon-
structed volume were acquired 4 seconds apart. This interleaved acquisition scheme
is meant to reduce cross-talk between slices [13].
Odd slices  
Even slices 
Mean acquisition times Dif fusion gradient orientations 
No DW gradient 
Along x 
Along y 
Along z 
One 3D image 
0             224 s         
Series 1 Series 2 Series 3 Series 4 
259 s     483 s         518 s     742 s         777 s  1001 s  
 35 s  (no acquisition)
Figure 2.1: Acquisition sequence for one scanning session. A ▽ symbol represents the mean
acquisition time of the odd slices (△ for the even slices).
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Figure 2.2: Pairwise registration scheme with a reference image (a) and symmetric pairwise
registration scheme (b). In the pairwise case with reference image, a moving image (P2) is
aligned to a fixed reference (P1). In the symmetric pairwise case, all images are considered
as moving images: each image to all other images and the computed transformations are
combined to bring the images to a common mid-point space in which they are aligned.
2.2.3 Background: pairwise registration with a reference image
and symmetric pairwise registration
Image registration is commonly applied using a pairwise scheme with a reference
image (Figure 2.2a). Two images are considered [56]: a fixed reference image P1
and a moving image P2, with their respective image spaces Ω1 and Ω2, and x the
spatial coordinate. This scheme consists in finding the transformation T : Ω1 →
Ω2 that spatially aligns P2(T (x)) with P1(x). Using T , P2 is then brought to Ω1.
This pairwise scheme is not well suited to alignment problems for which there is no
obvious reference image. In such cases, other registration schemes can be employed.
In this section, we propose to use a symmetric pairwise registrations scheme
based on multiple pairwise registrations [120]. Let us consider n images Pi, i = 1...n
to be aligned with such a method. Figure 2.2b provides an example for n = 2 images.
For each i, Pi is taken as fixed image and n independent registration are performed
between each Pj , j = 1...n, and Pi, yielding n transformations Ti→j . Each Pi is then
resampled into an average or mid-point image space using T¯−1i (x), the inverse of the
arithmetic mean of the transformations Ti→j , with i = 1...n.
T¯−1i (x) =

 1
n
n∑
j=1
Ti→j(x)

−1 (2.1)
Both pairwise with reference and symmetric pairwise schemes are used in this chap-
ter. Unlike the pairwise schemes, the groupwise schemes require only one optimisa-
tion procedure to register two or more images. Groupwise methods like the method
of Metz et al. [94] were not investigated in the framework of this chapter.
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2.2.4 Description of the image processing pipeline
The automatic pipeline that we designed consists of several registration steps, follo-
wed by a ADC curve fitting step. All registrations are performed using a 3D non-
rigid transformation model and a mutual information dissimilarity measure [133].
The various steps are described in this section and illustrated in Figure 2.3.
2.2.4.1 Step ➀ – Intra-image registration
Due to respiratory motion, the interleaved acquisition scheme described in Section
2.2.2 creates artefacts between the odd and even slices of the acquired images Ib,g,s
(Figure 2.4a). The first step of our image processing pipeline is therefore to com-
pensate for such odd/even artefacts. From each acquired DW-MRI Ib,g,s, two three-
dimensional subvolumes Ib,g,s,odd and Ib,g,s,even are extracted, respectively based on
the odd slices and on the even slices, centered at their original positions but with
a doubled slice thickness. Ib,g,s,odd and Ib,g,s,even therefore do not have empty lines
between two of their immediately neighbouring slices. The hypothesis is made that
individual odd or even subvolumes are not affected by motion artefacts. This intra-
image registration step consists of applying the symmetric pairwise registration
technique described in Section 2.2.3 to the two subvolumes Ib,g,s,odd and Ib,g,s,even.
Once the two subvolumes are registered, they are resampled in 3D to the resolution
of the original image Ib,g,s. This resampling process includes interpolations in the
3D space. The voxelwise average of the resampled motion-corrected odd and even
subvolumes is finally computed, yielding the images Jb,g,s.
2.2.4.2 Steps ➁ to ➃ – Inter-image registration
The images Jb,g,s (step ➀) are brought into a common image space in steps ➁ to ➃.
Step➁ – Symmetric pairwise registration of the four repeated scans As mentioned
in Section 2.2.2, each type of image is acquired four times during a scanning ses-
sion. The goal of step ➁ is to register the images of each set of four repeated scans.
The four intra-corrected images Jb,g,s, with s = 1...4, are registered in a symmetric
pairwise manner (Section 2.2.3) for each pair (b, g) ∈ B × G. This yields the trans-
formations {Rb,g,s, s = 1...4} and the registered images {Kb,g,s, s = 1...4}, which are
then averaged in a voxelwise manner to yield an imageKb,g with an improved SNR.
Step ➂ – Pairwise registration between b-values images Spatial correspondence
between the various image types is established in this step. The voxelwise average
K0,0 is chosen as fixed image because it has the highest SNR. 27 independent pair-
wise registrations are performed with the Kb6=0,g 6=0 as moving images, producing the
transformations Tb,g. The mutual information dissimilarity measure that we used
is particularly suitable for aligning images characterised by different intensity distri-
butions, which is the case when DW-MR images of different b-values are considered.
In addition, the non-rigid transformation model that was used during registration is
rather conservative, which avoids that low SNR images be deformed in a too extreme
manner.
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Figure 2.3: Image processing pipeline. Step ➀: intra-image registration. Steps ➁, ➂ and ➃:
inter-image registration. Step ➄: maximum likelihood ADC fitting.
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a
b
c
d
Figure 2.4: Coronal b = 0 s/mm2 DW-MR images. ‘No processing’ scenario (a), ‘interpolation’
scenario (b), ‘Gaussian blurring’ scenario (c), and ‘image registration’ scenario (d).
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Step➃ – Final resampling A simple final step to bring all the images into the same
image space would be to successively apply the transformation Rb,g,s to the intra-
aligned images Jb,g,s and then the Tb,g to the Kb,g,s images. As this would imply
interpolating the images twice, we choose instead to apply the composite transfor-
mation Rb,g,s◦Tb,g,s to the intra-compensated images Jb,g,s to obtain the final images
Lb,g,s. The ADCs are then extracted by curve fitting from the Lb,g,s (Section 2.2.4.3).
The Kb,g images are only used for estimating Tb,g.
2.2.4.3 Step ➄ – ADC computation
Knowledge of the complete diffusion tensorD is not necessary for computing ADCs,
which is why only three distinct diffusion gradient directions were used in the acqui-
sition. A mono-exponential model is used to extract the diagonal elements of the
diffusion tensorD, alongside with an estimation of s0, the MR intensity without dif-
fusion gradient. s is the observed MR intensity for a given b-value b (in s/mm2).
Each gradient direction is described by its unit vector g (Equation 2.2):
s = s0 exp
[−b (gTDg)] (2.2)
The ADC is defined as the average of diagonal elements of the diffusion tensor
D (Equation 2.3):
ADC =
d1,1 + d2,2 + d3,3
3
(2.3)
An MR-specific curve fitting technique based on Poot et al. [107] is used to ex-
tract ADC values from the acquired DW-MRIs. It consists of a maximum likelihood
estimator that takes into account the Rician noise characteristics in magnitude MR
data [122]. The optimisation problem thus contained the four parameters: s0, d1,1,
d2,2 and d3,3. The Fréchet-Cramér-Rao lower bound (FCRLB) is in addition compu-
ted at each spatial location and provides a lower bound of the variance of the ADC.
The square root of FCRLB, denoted FCRLBσ , will be reported because it has the same
dimension as the ADC. The FCRLBσ indicates the theoretical uncertainty of the ADC
value computed at a given spatial location.
Previous studies showed that micro-circulation and perfusion effects cause de-
viation from the mono-exponential model for low b-values (i.e. under 50 – 100
s/mm2) [5, 33, 67, 71–73]. In order to avoid the influence of perfusion, images acqui-
red with b = 0 and 50 s/mm2 were not used in the fitting procedure. The DW-MRIs
with b = 1200 and 1600 s/mm2 were also not used due to their too low signal-to-
noise ratios. The curve fitting was consequently performed on the images Lb,g,s,
with b ∈ {100, 150, 200, 300, 500, 900} s/mm2, g∈ G and s = 1...4.
2.2.4.4 Reproducibility assessment
The fact that four repeated series of measurements (s = 1...4) were acquired for each
visit allows to study the intra-visit reproducibility of the computed ADCs. This is
made possible because the scanner parameters remained unchanged during one vi-
sit. It is therefore of interest to apply image registration to each series taken inde-
pendently and compare the ADC results over the four series. To process a single
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series (‘1 series’ case), a simpler version of the pipeline is designed, in which the
inter-image registration step only consists in registering the Jb6=0,g 6=0,s=s0 DW-MRIs
of the considered series s0 with Jb=0,g=0,s=s0 (this replaces steps ➁, ➂ and ➃).
2.2.5 Software
The post-acquisition motion correction pipeline that is described in this chapter is
based on elastix [65], a publicly available open source image registration software.
Optimisation is performed using stochastic gradient descent [64], a multi-resolution
strategy with 2 resolution levels and a maximum number of 2,000 iterations per re-
solution. Mutual information [87, 105, 133] is chosen as dissimilarity measure as it is
particularly suitable for handling registration across images with different intensity
distributions, such as DW-MR images acquired with different b-values and/or dif-
fusion gradient directions. A three-dimensional B-spline transformation model [118]
with control points spacing of 64mm is utilised to describe the motion of the patients
during the acquisition. Such a conservative point spacing is meant to avoid that ima-
ges with a low SNR be deformed in a too extreme fashion. The parameter files used
for the registrations are available on the webpage of elastix1. Image manipulati-
ons, including format conversion, sorting, preparation of the registrations as well as
the management of the registration steps is performed using Python scripts (version
2.7.3) alongside with the following additional packages: NumPy 1.6.2, SciPy 0.11.0,
pydicom 0.9.7 and NiBabel 1.3.0. Some functions of the open source Insight Tool-
kit [56] were also used for converting image formats. The ADC fitting was carried
out using MATLAB.
2.3 Experiments
2.3.1 Considered scenarios
The DW-MRIs and ADC images obtained with the pipeline described in Section 2.2
are compared with three other scenarios. In total, four scenarios were considered in
this chapter.
The first, referred to as ‘no processing’, consists in applying the ADC curve fit-
ting directly on the acquired images Ib,g,s. In a second scenario called ‘interpolation’,
the even slices of the original DW-MR images are extracted to form new volumes.
Linear interpolation between the even slices is then performed to deduce the odd
slices. This scenario simulates the images that would have been obtained if the in-
terleaved acquisition protocol had not been chosen. The third scenario, denoted ‘re-
gistration’, considers the images Lb,g,s obtained after applying the proposed image
registration pipeline. In addition to compensating for motion, image registration
also introduces blurring owing to interpolation. It is however not clear what the ef-
fect of blurring is. A fourth scenario is therefore introduced, referred to as ‘Gaussian
blurring’. It consists of applying a three-dimensional Gaussian kernel to the acqui-
1http://elastix.bigr.nl/wiki/index.php/Parameter_file_database
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red images Ib,g,s. A standard deviation of 1 voxel for the Gaussian kernel was used,
as it was sufficient to make the odd/even artefacts visually disappear (Figure 2.4b).
2.3.2 Experiment 1 – Motion compensation accuracy
The goal of this first experiment is to quantify the alignment accuracy in the four
scenarios described in Section 2.3.1. For that purpose, the whole spleen is manu-
ally delineated on several DW-MRIs: for each volunteer, the images characterised
by b ∈ {0, 100, 500, 900} s/mm², G = {x} and s ∈ {1, 4} are segmented. For the
‘interpolation’ scenario, the segmentations are performed after interpolation of the
odd slices on the original image space, for the ‘Gaussian blurring’ scenario, on the
DW-MRIs after blurring, and for the ‘registration’ scenario, after applying the intra
and inter-registration steps. Dice similarity coefficients are subsequently computed
with respect to the b = 0 s/mm2 images. The spleen was chosen because it is an
organ located under the lungs in an area subject to respiratory motion and because it
is relatively easy to segment. Paired t-tests are used to compare the Dice coefficient
distributions obtained in the four scenarios.
In the ‘registration’ scenario, the processedDW-MR images are also visually exa-
mined to check whether they show unreasonable deformations, such as pronounced
stretchings and twistings.
2.3.3 Experiment 2 – Quantitative ADC analysis
2.3.3.1 Volumes of interest
The second experiment is dedicated to the comparison of ADC values obtained with
the four scenarios. For each volunteer, two 3D spherical volumes of interest (VOI)
were defined with a radius of 15 mm on the first non diffusion-weighted image I0,0,1
in the ‘no processing’ scenario. The same VOI was used in the ‘interpolation’, ‘Gaus-
sian blurring’ and ‘image registration’ scenarios. Such a sphere encompasses ap-
proximately 1000 voxels. The first of the two VOIs (Figure 2.5a) is positioned in a
homogeneous region of the right lobe of the liver. Given the fact that the effects of
image registration are expected to be more visible in non-homogeneous regions, a
second VOI was selected in a nearly sub-hepatic area encompassing both the right
lobe of the liver and the top of the right kidney (Figure 2.5b).
The ADC images obtained with the four scenarios are first compared visu-
ally, and subsequently quantitatively analysed in terms of median value, homoge-
neity (using the interquartile range of the ADC distribution), uncertainty (using the
FCRLBσ), and in terms of reproducibility across series and visits. Paired t-tests are
used to compare the distributions of the median ADC values obtained with the four
scenarios.
VOIs delineated on the scans of the first visit I0,0,1 are not usable for the second
visit because the coordinate system of these images are generally different. In the
‘registration’ scenario, the VOIs were propagated using registration to allow for a
consistent comparison between series and scanning session. The chosen solution
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Figure 2.5: Example of VOIs overlayed on a b = 0 s/mm2 DW-MRI. The first VOI is placed
in the right lobe of the liver (a), and the second between the liver and the right kidney (b). In
the ‘no processing’, ‘interpolation’ and ‘Gaussian blurring’ scenarios (c), the VOIs are directly
propagated (dashed arrow: 99K), while they are propagated using registration (full arrow: −→)
in the ‘registration scenario’ (d).
consists of registering the first non diffusion-weighted image of the second visit
(I′0,0,1) to the first non diffusion-weighted image of the first visit (I0,0,1). This al-
lows to propagate the VOI from the first visit to the second. For the ‘interpolation’,
‘no processing’ and ‘Gaussian blurring’ scenarios, the VOI considered for the first
series of each visit is also used for the other series (Figure 2.5c). In the ‘image regis-
tration’ scenario (Figure 2.5d), all the non diffusion-weighted MRIs from both visits
are brought to the image space of (I0,0,1), which is followed by a propagation of the
VOI in each case. The propagation of VOIs allows comparisons of the ADC distribu-
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tion within each scanning session (intra-visit reproducibility) and between the two
scanning sessions (inter-visit reproducibility or baseline/follow-up reproducibility).
2.3.3.2 Voxelwise and regionwise analyses
Two complementary approaches are used to quantitatively compare ADCs.
Voxelwise approach The first approach, called voxelwise, consists of calculating
a standard deviation value at each spatial location, from multiple images. The first
objective was to quantify intra-visit reproducibility. To that end, we computed a
standard deviation image from the four ADC images (one for each series s) obtained
for a given scanning session. The second objective was to quantify inter-visit re-
producibility. This was realised by computing a standard deviation image from the
ADC images obtained for the two scanning sessions. From the standard deviation
images, 90th percentiles are extracted within each VOI, yielding the observed voxel-
wise variability measures ‘STD intra’ and ‘STD inter’. In addition, we computed an
estimated variability measure based on 90th percentiles of the FCRLBσ obtained by
fitting. Such a measure was previously used in other studies to evaluate the effect of
motion on quantitative parameters [16].
Regionwise approach The second approach is regionwise: medianADC values are
first computed for each VOI. Standard deviations are then computed, yielding obser-
ved regionwise variabilitymeasures. In the regionwise case , the observed variability
measures may be compared to an estimate of the standard deviation of the median
ADC. Given the fact that it is not possible to compute such an estimate analytically,
a Monte Carlo experiment was carried out: the N voxels of a VOI were considered
as random variables that are independent but non-identically distributed. For each
voxel, a new value was generated using the normal distribution N (µ, σ), with µ the
ADC and σ the FCRLBσ at this voxel location. A newmedian value was then stored.
This operation was repeated 10,000 times: the estimate of the standard deviation of
the median ADC was obtained by computing the standard deviation of the 10,000
medians.
2.3.4 Experiment 3 – Data averaging
As mentioned in Section 2.2, four analogous series of DW-MRIs are acquired during
a scanning session. Multiple series of images are often acquired in the context of
DW-MR imaging for improving image quality by averaging [57, 66, 68, 101]. Despite
improving the signal-to-noise ratio (SNR) of the resulting ADC images, this techni-
que does not fundamentally compensate for motion.
This experiment focuses on comparing the ADCs obtained by applying curve
fitting to the four series of misaligned images taken together (‘No processing – All
series’), and comparing the obtained results with one series of misaligned images
(‘No processing – 1 series’) and with one series of images aligned with our registra-
tion technique (‘Registration – 1 series’). The quantities that are compared are: the
median ADC, the 90th percentile voxelwise FCRLBσ , 90th voxelwise STD inter and
the IQR.
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2.4 Results
2.4.1 Results for Experiment 1 – Motion compensation accuracy
Figure 2.4 compares analogous b = 0 s/mm² DW-MRIs reconstructed in the coronal
plane for each of the four scenarios (volunteer 4, visit 1). The inter-slice staircase arte-
facts are visually removed in the ‘interpolation’, ‘Gaussian blurring’ and the ‘image
registration’ scenarios. Figure 2.4 additionally shows that the ‘interpolation’ and
‘image registration’ scenarios lead to sharper images, compared to the ‘Gaussian
blurring’ scenario.
In Figure 2.6, the alignments of b = 0 s/mm², b = 100 s/mm², b = 500 s/mm²,
and b = 900 s/mm² can be compared in the ‘no processing’ and ‘image registration’
scenarios, for one of the datasets. In addition to showing that the images are better
aligned with registration than without, we also observe that no unrealistic motion
is introduced by registration between different b-value DW-MR images, indicating
that the chosen mutual information dissimilarity measure is adequate.
In terms of Dice coefficients, Figure 2.7 shows that the overlaps are higher for
the ‘image registration’ scenario than for the ‘interpolation’, ‘Gaussian blurring’ and
‘no processing’ scenarios, with respective mean Dice coefficients of 0.88, 0.86, 0.85,
0.84 for b = 100 s/mm², 0.87, 0.82, 0.85, 0.83 for b = 500 s/mm² and 0.85, 0.81, 0.81,
0.77 for b = 900 s/mm². The results indicate that the Dice coefficients are significantly
different only between the ‘no processing’ and ‘image registration’ scenarios.
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Figure 2.6: Examples of different b-value DW-MR images in the ‘no processing’ and ‘image
registration’ scenarios (volunteer 5, first visit). The b = 100 s/mm², b = 500 s/mm² and b = 900
s/mm² images (diffusion gradient direction x) are more similar to the b = 0 s/mm² image in the
‘image registration’ scenario. The mutual information metric used for registration handles the
differences in intensity distribution between the images.
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b = 100 s/mm b = 500 s/mm b = 900 s/mm
2 2 2
Figure 2.7: Dice overlap coefficients between manual spleen segmentation obtained on the
b = 100, 500, 900 s/mm2 images and the non diffusion-weighted image (b = 0 s/mm2). Best
overlaps are obtained for the ‘registration’ scenario. Statistical significance of the paired t-tests
between the scenarios is denoted with *: p < 0.05, **: p < 0.001.
2.4.2 Results for Experiment 2 – Quantitative ADC analysis
Figure 2.8 provides examples of computed ADCmaps for one of the visits (volunteer
1, visit 1), considering two cases: a first case, in which only one series of DW-MRIs
was used in the ADC curve fitting, and a second case in which the data of all series
was used in the ADC curve fitting. Visual inspection of the ADC images suggests
that the ‘Gaussian blurring’ and ‘image registration’ scenarios both improve the vi-
sual quality of the ADCmapswith respect to the ‘no processing’ scenario: the organs
are better visualised and the number of voxels for which the fitting fails decreases.
The ADC images computed using Gaussian blurring and image registration visually
appear to be rather similar, but a closer inspection shows differences in sharpness
of the images (compare Figure 2.8d and 2.8f): the organs look sharper in the ‘image
registration’ scenario than in the ‘Gaussian blurring’ scenario.
Median values computed from the two VOIs (first VOI: liver, second VOI: inter-
face between the liver and the right kidney) are reported in Tables 2.1 and 2.2. For
a given volunteer and a given VOI, median ADCs are quite similar across visits and
series. Condensed results corresponding to the average of the median ADCs over
the ten visits are presented in Tables 2.1 and 2.2, and shown graphically as boxplots
in Figure 2.9. In the ‘all series’ case, the median ADCs computed on the first VOI are
respectively 0.87 µm2/ms without image processing, 0.83 µm2/ms in the ‘interpola-
tion’ scenario, 0.79 µm2/mswith Gaussian blurring and 0.79 µm2/mswhen using the
image registration pipeline. For the second VOI, the respective median ADCs are:
1.45 µm2/ms, 1.46 µm2/ms, 1.43 µm2/ms and 1.22 µm2/ms. For both VOIs, the me-
dian ADCs obtained in the ‘no processing’ scenario are always higher compared to
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Figure 2.8: Computed ADC maps. Colour scales are given in µm2/ms .
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the ‘Gaussian blurring’ and ‘image registration’ scenarios. In the ‘all series’ case, me-
dian ADCs are 9.2% (first VOI) and 19.4% (second VOI) higher in the ‘no processing’
scenario, compared to the ‘image registration’ scenario. In the ‘Series 1’ case, the
overestimation is respectively 21.2% and 32.9%. ADC values are also overestimated
in the ‘interpolation’ scenario, but to a lower extent than for the ‘no processing’ sce-
nario. In the ‘Gaussian blurring’ and ‘image registration’ scenarios, median ADCs
(‘Average’ line of Tables 2.1 and 2.2 and Figure 2.9) are more comparable between
separate series and all series than in the two other scenarios. For each scenario, the
median ADC obtained when using all series is compared with the average of the
four median ADCs obtained when only one series is fitted. The absolute difference
between these two values divided by the corresponding median ADC in the ‘all se-
ries’ case is 12.8%without registration, 8.1% in the ‘interpolation’ scenario, 1.4%with
blurring and 1.7%with registration for the first VOI (respectively 19.8%, 14.4%, 3.3%
and 7.6% for the second VOI). Interquartile ranges (IQRs), characterizing the homo-
geneity of the ADCs within a given VOI, are lower with blurring or registration than
when no processing is applied to the images (Figure 2.9c and 2.9d).
Regionwise and voxelwise reproducibility results are provided in Figure 2.10. In
the voxelwise approach (Figures 2.10a and 2.10b), FCRLBσ , STD intra and STD inter
values computed in the ‘Gaussian blurring’ and ‘image registration’ scenarios are
at least twice as low as for the ‘no processing’ and ‘interpolation’ scenarios for both
VOIs. The FCRLBσ are of the same order of magnitude as STD intra and STD inter,
but always lower. In the regionwise analysis (Figures 2.10c and 2.10d), STD inter,
STD intra and FCRLBσ are in general reduced in the ‘image registration’ scenario,
with respect to the ‘no processing’ scenario. Monte Carlo estimates of the median
ADC are found to be much lower than the observed variabilities STD inter and intra.
2.4.3 Results for Experiment 3 – Data averaging
Table 2.3 compares the ‘no processing – all series’ scenario with the ‘image registra-
tion – 1 series’ and ‘no processing – 1 series’ scenarios. For a given scenario, the
results of the table are averaged over all patients. For scenarios focusing on one
series, the values correspond to an average of the four individual series.
For both VOIs, the median ADCs, interquartile ranges, 90th percentile FCRLBσ
and 90th percentile STD inter computed in the ‘image registration – 1 series’ scenario
are quite similar to these obtained in the ‘no processing – all series’. This is less the
case when comparing ‘no processing - all series’ and ‘no processing – 1 series’.
This experiment indicates that considering only one series of registered ima-
ges yields ADC image characteristics that are quite similar to four series of non-
registered images. Besides, these results also suggest that ADCs obtained from non-
registered images are overestimated with respect to ADCs obtained from registered
images.
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Table 2.1: First VOI: median ADCs. All values are given in µm2/ms. The mean and standard
deviations (last column) are calculated using the four median values of series 1, 2, 3 and 4.
The ‘Average’ lines contain values averaged over the 10 visits.
Series
Al
l s
er
ies
M
ea
n ±
std︷ ︸︸ ︷
1 2 3 4
V
ol
u
nt
ee
r
1
V
is
it
1
No proc. 1.03 1.00 1.20 1.05 1.02 1.07 ± 0.09
Interp. 0.99 0.96 1.18 1.10 1.03 1.06 ± 0.10
Blur. 0.98 0.96 1.15 1.00 1.01 1.02 ± 0.09
Reg. 0.99 0.96 1.13 1.03 1.03 1.03 ± 0.07
V
is
it
2
No proc. 1.19 1.15 1.13 1.15 1.13 1.16 ± 0.03
Interp. 1.13 1.11 1.70 1.15 1.13 1.14 ± 0.03
Blur. 1.16 1.13 1.12 1.13 1.13 1.14 ± 0.02
Reg. 1.17 1.15 1.14 1.19 1.16 1.16 ± 0.02
V
ol
u
nt
ee
r
2
V
is
it
1
No proc. 1.00 0.95 0.97 1.17 0.92 1.02 ± 0.10
Interp. 0.89 0.83 0.91 1.14 0.87 0.94 ± 0.14
Blur. 0.78 0.80 0.81 1.00 0.85 0.85 ± 0.10
Reg. 0.76 0.79 0.80 1.01 0.81 0.84 ± 0.11
V
is
it
2
No proc. 0.91 1.06 1.10 1.04 0.94 1.03 ± 0.08
Interp. 0.85 0.98 0.97 0.98 0.89 0.95 ± 0.06
Blur. 0.75 0.86 0.91 0.87 0.84 0.85 ± 0.07
Reg. 0.76 0.88 0.94 0.86 0.83 0.86 ± 0.07
V
ol
u
nt
ee
r
3
V
is
it
1
No proc. 0.69 0.62 0.71 0.69 0.53 0.68 ± 0.04
Interp. 0.61 0.49 0.37 0.81 0.48 0.57 ± 0.19
Blur. 0.43 0.47 0.48 0.52 0.47 0.48 ± 0.04
Reg. 0.46 0.54 0.56 0.49 0.49 0.51 ± 0.05
V
is
it
2
No proc. 0.72 0.69 0.68 0.64 0.55 0.68 ± 0.03
Interp. 0.66 0.62 0.55 0.59 0.51 0.61 ± 0.05
Blur. 0.54 0.54 0.54 0.54 0.53 0.54 ± 0.00
Reg. 0.55 0.51 0.60 0.53 0.53 0.55 ± 0.04
V
ol
u
nt
ee
r
4
V
is
it
1
No proc. 1.08 1.27 0.99 1.37 1.08 1.18 ± 0.17
Interp. 1.05 1.26 0.82 1.23 1.05 1.12 ± 0.16
Blur. 0.94 1.06 0.85 1.12 0.97 0.99 ± 0.12
Reg. 0.93 1.05 0.85 1.16 0.99 1.00 ± 0.14
V
is
it
2
No proc. 1.01 1.01 1.14 1.14 1.00 1.08 ± 0.08
Interp. 0.89 0.95 1.01 1.14 0.94 1.00 ± 0.11
Blur. 0.83 0.88 0.97 0.95 0.90 0.91 ± 0.06
Reg. 0.84 0.89 0.98 0.91 0.92 0.91 ± 0.06
V
ol
u
nt
ee
r
5
V
is
it
1
No proc. 1.02 0.87 0.97 0.82 0.72 0.92 ± 0.09
Interp. 0.81 0.73 0.76 0.68 0.65 0.75 ± 0.05
Blur. 0.62 0.56 0.60 0.55 0.56 0.58 ± 0.03
Reg. 0.59 0.60 0.62 0.54 0.56 0.59 ± 0.03
V
is
it
2
No proc. 0.85 0.97 1.04 0.95 0.76 0.95 ± 0.08
Interp. 0.76 0.72 0.82 0.94 0.71 0.95 ± 0.09
Blur. 0.57 0.59 0.67 0.68 0.61 0.63 ± 0.06
Reg. 0.55 0.62 0.64 0.65 0.60 0.62 ± 0.05
A
ve
ra
ge
No proc. 0.95 0.96 0.99 1.00 0.87 0.98 ± 0.08
Interp. 0.86 0.87 0.87 0.98 0.83 0.89 ± 0.10
Blur. 0.76 0.79 0.81 0.84 0.79 0.80 ± 0.06
Reg. 0.76 0.80 0.83 0.84 0.79 0.81 ± 0.06
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Table 2.2: Second VOI: median ADCs. All values are given in µm2/ms. The mean and
standard deviations (last column) are calculated using the four median values of series 1, 2, 3
and 4. The ‘Average’ lines contain values averaged over the 10 visits.
Series
Al
l s
er
ies
M
ea
n ±
std︷ ︸︸ ︷
1 2 3 4
V
ol
u
nt
ee
r
1
V
is
it
1
No proc. 1.41 1.24 1.62 1.43 1.24 1.43 ± 0.16
Interp. 1.45 1.25 1.62 1.50 1.30 1.46 ± 0.15
Blur. 1.38 1.22 1.57 1.44 1.39 1.40 ± 0.15
Reg. 1.28 1.33 1.32 1.27 1.40 1.30 ± 0.03
V
is
it
2
No proc. 1.35 1.25 1.37 1.33 1.22 1.33 ± 0.05
Interp. 0.41 1.26 1.43 1.38 1.28 1.37 ± 0.08
Blur. 1.28 1.20 1.25 1.26 1.21 1.25 ± 0.03
Reg. 1.27 1.20 1.28 1.29 1.23 1.26 ± 0.04
V
ol
u
nt
ee
r
2
V
is
it
1
No proc. 2.10 1.58 1.74 1.33 1.43 1.69 ± 0.32
Interp. 2.13 1.61 1.56 1.55 1.42 1.71 ± 0.28
Blur. 2.04 1.41 1.53 1.29 1.46 1.57 ± 0.33
Reg. 1.62 1.40 1.33 1.31 1.25 1.42 ± 0.14
V
is
it
2
No proc. 1.30 1.53 1.54 1.93 1.26 1.58 ± 0.26
Interp. 1.33 1.56 1.72 1.81 1.41 1.61 ± 0.21
Blur. 1.16 1.30 1.56 1.81 1.38 1.46 ± 0.29
Reg. 1.18 1.30 1.59 1.50 1.44 1.39 ± 0.19
V
ol
u
nt
ee
r
3
V
is
it
1
No proc. 2.21 1.91 1.98 2.02 1.49 2.03 ± 0.13
Interp. 2.02 1.77 1.79 1.81 1.53 1.85 ± 0.12
Blur. 1.51 1.52 1.53 1.68 1.48 1.56 ± 0.08
Reg. 1.37 1.34 1.44 1.45 1.23 1.40 ± 0.05
V
is
it
2
No proc. 1.87 1.92 1.41 1.41 1.11 1.65 ± 0.28
Interp. 1.43 1.72 1.31 1.29 1.08 1.44 ± 0.20
Blur. 1.24 1.33 1.03 1.03 1.03 1.16 ± 0.15
Reg. 1.09 1.37 1.16 1.12 1.05 1.19 ± 0.13
V
ol
u
nt
ee
r
4
V
is
it
1
No proc. 2.25 2.06 2.18 1.89 1.90 2.10 ± 0.16
Interp. 1.93 1.81 2.31 1.88 1.85 1.98 ± 0.22
Blur. 1.89 1.99 1.85 1.69 1.77 1.86 ± 0.13
Reg. 1.77 1.57 1.65 1.25 1.64 1.56 ± 0.22
V
is
it
2
No proc. 1.92 1.70 2.22 2.12 1.88 1.99 ± 0.23
Interp. 1.82 0.56 2.07 2.12 1.87 1.89 ± 0.26
Blur. 1.82 1.61 1.95 1.91 1.86 1.82 ± 0.15
Reg. 1.70 1.25 1.58 1.55 1.32 1.52 ± 0.19
V
ol
u
nt
ee
r
5
V
is
it
1
No proc. 1.88 1.55 1.88 1.81 1.29 1.78 ± 0.16
Interp. 2.16 1.23 1.57 1.66 1.24 1.66 ± 0.38
Blur. 1.16 1.07 1.43 1.08 1.18 1.19 ± 0.17
Reg. 1.08 1.10 0.79 0.92 0.85 0.97 ± 0.15
V
is
it
2
No proc. 1.94 1.79 1.67 2.02 1.72 1.86 ± 0.16
Interp. 1.91 1.40 1.49 1.93 1.57 1.68 ± 0.28
Blur. 1.45 1.40 1.32 1.73 1.50 1.48 ± 0.18
Reg. 1.34 1.12 0.96 0.98 0.77 1.10 ± 0.18
A
ve
ra
ge
No proc. 1.82 1.65 1.76 1.73 1.45 1.74 ± 0.19
Interp. 1.76 1.52 1.69 1.69 1.46 1.66 ± 0.22
Blur. 1.49 1.41 1.50 1.49 1.43 1.47 ± 0.17
Reg. 1.37 1.30 1.31 1.26 1.22 1.31 ± 0.13
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Figure 2.9: Median ADCs (a,b) and interquartile ranges (IQR) (c,d) averaged over the 10
visits. Blue : ‘no processing’ scenario, orange : ‘interpolation’ scenario, red : ‘Gaussian
blurring’ scenario, and green : ‘image registration’ scenario. The error bars represent the
standard deviation of the measurements over the visits. Paired t-tests compare the median
ADC sets obtained with respect to the image registration scenario (*: p < 0.05, **: p < 0.01).
Table 2.3: Comparison of the median ADCs, interquartile ranges, FCRLBσ and inter-visit
voxelwise reproducibilities: no processing, 4 series versus registration, 1 series. Values are
given in µm2/ms .
VOI Measurement
No processing Registration No processing
All series 1 series 1 series
1
Median ADC 0.87 0.80 0.98
90th perc. FCRLBσ 0.13 0.11 0.33
90th perc. STD inter 0.27 0.24 0.84
IQR 0.36 0.28 0.80
2
Median ADC 1.45 1.31 1.74
90th perc. FCRLBσ 0.12 0.11 0.27
90th perc. STD inter 0.48 0.39 2.27
IQR 1.10 1.07 1.46
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a
b
c
d
Voxelwise analysis Regionwise analysis
Figure 2.10: Voxelwise (a,b) and regionwise (c,d) reproducibility analysis. The results are
averaged over the 10 visits and the error bars represent the standard deviation of the measu-
rements over the visits. Blue : ‘no processing’ scenario, orange : ‘interpolation’ scenario,
red : ‘Gaussian blurring’ scenario, and green : ‘image registration’ scenario.
2.5 Discussion
In this chapter, a comprehensive image processing pipeline based on image regis-
tration is proposed and evaluated for ADC quantification. The main objective is to
compare ADC measurements obtained in four scenarios: with our registration pi-
peline, without this pipeline, with Gaussian blurring of the acquired DW-MRIs, or
by replacing the odd slices of the original image volumes by interpolations between
the even slices. A full non-rigid approachwas investigated in the ‘image registration’
scenario. In Section 2.2, we made the hypothesis that the odd and even subvolumes
Ib,g,s,odd and Ib,g,s,even extracted from the acquired volume Ib,g,s are not affected by
motion artefacts. This hypothesis is in practice not always true because 4 seconds
are required to acquire each 3D subvolume, which is also of the order of magnitude
of the respiratory period. Through plane misalignments can thus persist within the
subvolumes. This effect is however partly corrected in the intra-registration step
thanks to the use of a non-rigid transformation model, though it cannot be claimed
that the exact original shapes are recovered.
With respect to the ‘no processing’ scenario, motion compensation accuracy
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reached higher Dice coefficients in the ‘interpolation’, ‘Gaussian blurring’ and
‘image registration’ scenarios but was only significantly higher in the ‘image regis-
tration’ case. This first indicates that the DW-MR images are better aligned in the
‘image registration’ scenario. This also suggests that the blurring effect due to the
interpolations carried out during the resampling steps in the ‘image registration’
scenario is not sufficient to explain the increase in Dice similarity coefficient: motion
compensation plays a clear positive role in realigning the images.
The ‘no processing’ scenario leads to an overestimation of the ADC values of ap-
proximately 30% with respect to the ‘image registration’ scenario, for the considered
datasets. Applying the ‘interpolation’ scenario also results in an overestimation with
respect to the ‘no processing’ scenario, which indicates that the interleaved acquisi-
tion order is not the only cause of overestimation. The ‘Gaussian blurring’ scena-
rio induces either underestimations (VOI 1) or overestimations (VOI 2) of median
ADCs, with respect to the ‘image registration’ scenario. These elements indicate that
the ‘image registration’ scenario has an influence on ADC quantification that can be
explained only by motion compensation. The presented results indicate that ‘Gaus-
sian blurring’ and ‘image registration’ both improve visual quality of ADC maps.
These two scenarios result in a comparable fit uncertainty (FCRLBσ) and reproduci-
bility (STD inter and STD intra). MedianADCs in a large homogeneous liver volume
of interest (first VOI) are very similar for these two scenarios. However, this is not
the case for an inhomogeneous region located at the interface between the liver and
the kidney (second VOI). This indicates that blurred ADC images are biased at the
interfaces between organs. In patients with tumors, preserving the sharpness of the
images may be essential: mixing the tumor signal with the healthy liver parenchyma
may result in quantitative discrepancies.
Both the voxelwise and regionwise intra-visit and inter-visit variability measu-
res (STD inter and STD intra) are generally improved with image registration. In the
voxelwise analysis, STD inter and STD intra have the same order of magnitude as
the FCRLBσ. This indicates that the FCRLBσ is a fair estimate of the lowest achie-
vable uncertainty. As for the regionwise analysis, the Monte Carlo estimate of the
median FCRLBσ is found to be much lower than the observed variability values
in all four scenarios. This may be due to the fact that the assumption that voxels
are independent is not satisfied. In a more general perspective, the improvements
in regionwise and voxelwise variabilities observed when using image registration
techniques could translate into a need for smaller sample sizes in clinical trials.
The uncertainty and reproducibility measures obtained using the complete da-
taset (4 series) without registration are very similar to those obtained with only one
series combined with image registration. This means that a single dataset processed
with image registration yields lower uncertainty and as reproducible results as big-
ger unprocessed datasets. Furthermore, median ADCs are different in these two ca-
ses. It has been shown that the DW-MRIs are better aligned when image registration
is used, which suggests that registration removes a bias due to misalignments. We
therefore discourage the common practice of acquiring multiple image series and
averaging the same types of DW-MRIs without applying image registration. This
averaging technique indeed requires the acquisition of images that are not necessary
if registration is used.
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2.6 Conclusion
This chapter shows that image registration can improve the alignment of diffusion-
weighted MRIs. Compared to non processed images, registration yields not only
different median ADCs, but also ADCs with lower uncertainty and higher repro-
ducibility values. In terms of reproducibility, this is also what Ragheb et al. [109]
showed with their local rigid approach, applied to the same datasets. With respect
to Gaussian blurring, image registration yields sharper and better aligned images,
potentially enabling heterogeneity studies. Furthermore, this chapter shows that it
is preferable to consider small but registered datasets rather than big unregistered
ones. Indirectly, registration can therefore be considered as a way to reduce acquisi-
tion time.

Intravoxel incoherent motion for
treatment response monitoring
in cystic fibrosis patients with
respiratory tract exacerbation
Abstract — Intravoxel incoherent motion (IVIM) is a quantitative imaging
technique that yields quantitative parameters linked to molecular-based dif-
fusion (parameter denotedD), blood perfusion (parameter denotedD∗) and
volume fraction (parameter denoted f ). These parameters are obtained by
applying a curve fitting step to diffusion-weighted MR images, in a similar
way as done in Chapter 2 for apparent diffusion coefficients (ADC), but using
an extended fitting model. In this chapter, our goal is to assess whether the
IVIM parameters could be used to monitor treatment response during respi-
ratory tract exacerbation (RTE) in patients with cystic fibrosis (CF). Patients
with CF were enrolled and divided into RTE and control groups. Diffusion-
weighted MR images were acquired for 11 b-values (0 to 800 s/mm2) at two
time points. RTE patients received antibiotics after baseline image acquisi-
tion. Post-processing included motion compensation and a curve fitting step
generating the quantitative IVIM parameters D, D∗ and f . Statistics were
derived from manually delineated volumes of interest. Data comparisons
were performed both between the RTE and control groups, and between the
baseline and follow-up time points. Besides, correlations with clinical RTE
scores were assessed. At baseline, D∗ were significantly higher in RTE pa-
tients than in controls (p = 0.008). For RTE patients, a significant decrease in
D∗ between baseline and follow-up (p = 0.036) was found, while it remained
stable in controls. The RTE scores followed a similar behavior (p < 0.001). At
follow-up, D∗ and RTE scores in RTE patients were comparable to their re-
spective distribution in controls. The other quantitative parameters did not
evolve in patterns analogous to RTE scores. In this chapter, we show thatD∗
could be a promising quantitative parameter for capturing clinical response
to treatment of patients affected by RTE.
Based upon: J.-M. Guyader, P. Ciet, A. Mazzaro, T. Feiweier, H. A. W. M. Tiddens, G. Morana and S. Klein,
“Can intravoxel incoherent motion (IVIM) be used to monitor treatment response in cystic fibrosis (CF)
respiratory tract exacerbation (RET)”, submitted.
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3.1 Introduction
Cystic fibrosis (CF) is a lung disease characterised by chronic airways infecti-ons, inflammations, respiratory tract exacerbations (RTE) and progressivelung damage [135]. RTE are acute episodes of infection and inflammation,
clinically characterised by changes in cough, sputum production, dyspnea, decrease
in energy level and appetite, weight loss, and spirometric parameters [46].
Chest X-ray (CXR) and computed tomography (CT) are commonly used for CF
monitoring, but both have limitations. CXR only allows the detection of gross lung
changes like consolidations, atelectasis and pleural effusions [35]. CT is far more
sensitive in localising smaller lung structural changes [84]. However, short-term
follow-up with CT is restricted by radiation exposure [69]. This has been the driving
force to introduce magnetic resonance imaging (MRI) in CF lung monitoring [156].
Unfortunately, conventional MRI sequences are less sensitive than CT for detecting
lung structural changes in CF [23,38]. New sequences have been introduced, but are
still at a research stage [34]. The interest for using MRI in the context of CF has also
been expanding towards functional imaging [136].
Diffusion-weighted MR imaging (DW-MRI) might have great potential in CF
monitoring [7]. So far, it has primarily been used to assess malignancies in thora-
cic images [86], to identify inflammation [44, 97, 108, 110], or to distinguish between
cancer and focal inflammatory lesions [31]. Studies of Ciet et al. [21,22] were among
the first to propose the use of DW-MRI to assess lung inflammation. In Ciet et al. [22],
semi-quantitative scores [83, 130, 140] based on DW-MRI were correlated with para-
meters reflecting clinical symptoms such as the forced expiratory volume (FEV1),
or pulmonary exacerbation RTE scores. In another study, Ciet et al. [21] proposed a
fully quantitative approach based on apparent diffusion coefficients (ADC) [74] com-
puted from lung DW-MRI, and correlated them with clinical parameters of disease
severity. However, one of the disadvantages of the ADC is that it may incorporate
information both about water diffusion and blood perfusion. An alternative is to use
intra-voxel incoherent motion (IVIM) [73–75], a technique that can decompose DW-
MRI signal in three quantitative parameters: molecular-based diffusion (denotedD),
perfusion (denoted D∗) and volume fraction (denoted f ). This technique was used
for predicting antifungal treatment response in the lung [158], but never yet in a CF
context. The present chapter bases itself on the datasets that were used for the ADC
study of Ciet et al. [21].
The aim of the present retrospective analysis is to assess whether quantitative
IVIM parameters can be used to monitor treatment response during RTE in patients
with CF.
3.2 Materials and methods
3.2.1 Research ethics board approval and consent
After institutional reviewboard approval (Protocol no. 314/AULSS9), informed con-
sent was obtained from all patients and/or their guardians. Image acquisition was
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performed between 09/2011 and 09/2013.
3.2.2 Study design and participants
This study is a retrospective interpretation of prospectively acquired data, consisting
of two visits: baseline and follow-up. The patients with CF taking part to the study
were divided into two groups: RTE and controls. All subjects with RTE meeting the
Rosenfeld criteria for pulmonary exacerbation [116] were included in the RTE group
(see Section 3.2.2.2). CF patients of the control group were consecutively recruited
from an annual check-up visit.
3.2.2.1 Inclusion/exclusion criteria
Table 3.1 describes the general inclusion and exclusion criteria, and the RTE scoring
criteria capturing clinical parameters related to RTE, used to establish the RTE and
control groups. RTE scores, established at baseline and follow-up, are a measure of
overall clinical condition related to pulmonary exacerbation.
Table 3.1: General inclusion and exclusion criteria.
Inclusion criteria Exclusion criteria
• Proven CF as evidenced by positive sweat
test or gene mutation
• Ability to perform reproducible maneu-
vers with spirometry
• Ability to comply with MRI procedures
• FEV1 ≥ 40
• Age ≥ 8 years
• Chronic oxygen therapy
• Isolation of Burkholderia cepacia
• Lung transplantation
• Participation in another trial
• Any contraindication to MRI
• Pregnancy
• Not able or not willing to give consent
• Allergic bronchopulmonary aspergillosis
3.2.2.2 Control/exacerbation groups
No universally accepted definition of a respiratory tract exacerbation (RTE) exists.
A general definition, described as clinical need for additional treatment as indicated by
acute changes in clinical parameters, has been recently adopted by the EurocareCFWor-
king Group. These acute changes during RTE include: change in sputum; increased
cough; increased malaise; fatigue or lethargy; anorexia or weight loss; decrease in
spirometry outcomes by 10% or more or radiographic changes; and increased dysp-
nea [136].
These changes are also used by the Rosenfeld criteria to score the clinical likeli-
hood of RTE in patient with CF (Table 3.2). All subjects enrolled in the study were
scored with the Rosenfeld criteria for RTE both at baseline at follow-up.
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Table 3.2: Rosenfeld criteria for respiratory tract exacerbation (RTE).
Rosenfeld criteria RTE scoring system
• Reduced exercise tolerance
• Increased cough
• Increased sputum/cough congestion
• School or work absenteeism
• Increased adventitial sound on lung exa-
mination
• Reduced appetite
• Reduced FEV1 ≥ 10 predicted
• Each Rosenfeld criterion is assigned a coef-
ficient
• The RTE score is the sum of the coefficients
of all criteria (when present)
• The threshold value to define RTE is 2.6
3.2.3 Antibiotic treatments
Patients of the RTE group received intravenous antibiotics treatment after the acqui-
sition of the baseline images, according to the presumed infectious pathogen. For
the infections due to pseudomonas aeruginosa, a combination of tobramycin (Nebi-
cina, Teofarma, Italy) with another molecule was used, such as ceftazidime (Gla-
zidim, GlaxoSmithKline, UK), cefepime (Maxipime, Bristol-Myers Squibb, USA),
meropenem (Merrem, AstraZeneca, UK) or piperacillin/tazobactam (Tazocin, Wy-
eth Lederle, Pfizer group, USA). For the infections due to staphylococcus aureus
one molecule was chosen among oxacillin (Penstapho, Bristol-Myers Squibb, USA),
teicoplanin (Targosid, Sanofi-Aventis, France) or vancomycin (Vancomicin Mylan,
Mylan, USA). A combination of three antibiotics was used in patients with multiple
infections.
Follow-up imaging was performed when each RTE patient was deemed clini-
cally improved by the handling physician. The samemedian time interval (~20 days)
was used for controls.
3.2.4 MRI protocol
DW-MR imageswere acquired on a 1.5 TeslaMR scanner (MAGNETOMAvanto; Sie-
mens Healthcare, Erlangen, Germany) with a multi-slice 2D single shot echo-planar
prototype sequence, in the transverse orientation, for 11 b-values: 0, 10, 20, 30, 50,
70, 100, 150, 200, 400 and 800 s/mm2. Neither respiratory nor cardiac triggering was
used. Across all subjects, the repetition time (TR) was set between 3,800ms and 6,500
ms (average: 5,051 ms, STD: 663 ms), and the echo time (TE) between 52 and 59 ms
(average: 54 ms, STD: 2 ms). Matrix size was set between 160×130 and 180×180,
and between 30 and 50 slices (average: 38, STD: 4.5) were acquired with an in-plane
spatial resolution varying between 1.78×1.78 mm2 and 2.60×2.60 mm2. The slice
thickness was set between 6 mm and 7.8 mm (average: 6.34 mm, STD: 0.63 mm).
The diffusion gradients were applied along three optimised orthogonal axes.. Each
acquisition resulted in 31 images and required between 2.1 and 4.2minutes (average:
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2.9 minutes, STD: 0.4 minute). With this sequence, each DW-MRI was reconstructed
frommultiple two-dimensional slices acquired in an interleavedmanner, as in Chap-
ter 2: the odd slices were acquired first in the inferior–superior direction, followed
by the even slices, in the same direction.
Odd slices
Even slices
Mean acquisition times Diffusion gradient orientations
No DW gradient
Along x
Along y
Along z
One 3D image
0 50 100 150
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100
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2
Figure 3.1: Acquisition sequence. A ▽ symbol represents the mean acquisition time of the
odd slices (△ for the even slices).
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All 56 patients considered in the present chapter have been previously repor-
ted in Ciet et al. [21]. This prior article proposed a quantitative approach based
on ADC, while our approach is based on IVIM. Besides, our approach ensures spa-
tial correspondence between the images using dedicated registration and smoothing
techniques.
3.2.5 Image post-processing
The image processing pipeline includes three successive parts: an image registra-
tion step, an extraction of IVIM quantitative parameters using curve fitting, and a
weighted local smoothing based on Fréchet-Cramér-Rao lower bounds.
3.2.5.1 Step ➀ – Image registration
The image registration pipeline that we developed in Chapter 2 was designed for
interleaved acquisitions such as the one that was used in the context of the pre-
sent chapter. We therefore applied it to correct for motion-induced artefacts within
each DW-MRI (Figure 3.2), and for the misalignments between the DW-MR images.
Motion-induced misalignments affecting the DW-MRIs are here mostly due to respi-
ratory motion and patient bulk motion. The registration method that we developed
in Chapter 2 compensates for the odd-even slice motion artefacts within each DW-
MR images (intra-image registration), and subsequently brings all DW-MR images
to the same image space (inter-image registration). Non-rigid transformations based
on a three-dimensional transformation model were used [118]. We chose a cont-
rol point spacing of 64 mm for intra-image registration and 150 mm for inter-image
registration. All image registrations were carried out with the open source elastix
software [65].
Figure 3.2: (a) Original DW-MRI coronal view of a patient (b = 0 s/mm²). Note the artefacts
between odd and even slices, deriving from the interleaved and free-breathing acquisition. (b)
Same DW-MRI after motion compensation.
3.2.5.2 Step ➁ – Quantitative IVIM analysis
The subsequent step consisted of extracting quantitative parameters from the re-
gistered images. IVIM theory [73–75] indicates that pure molecular diffusion and
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microcirculation can be distinguished provided that both multiple low b-values
(< 200 s/mm2) and multiple high b-values (> 200 s/mm2) are used, which was the
case in the present study. IVIM yields quantitative images for molecular-based dif-
fusion (D), blood perfusion (D∗) and volume fraction (f ). We extracted the IVIM
parameters D, D∗ and f from the DW-MR images by applying a two-step curve
fitting based on a maximum likelihood estimator.
Le Bihan demonstrated that pure molecular diffusion and microcirculation can
be distinguished provided that both multiple low b-values (< 200 s/mm2) and mul-
tiple high b-values (> 200 s/mm2) are used [85]. These quantitative parameter maps
D, D∗ and f were obtained by using a curve fitting algorithm based on a maximum
likelihood estimator that takes into account the Rician characteristics of the noise in
the MR images. The fitting procedure [107] consisted of two parts, the first of which
is a mono-exponential fitting based on the following model:
S = S0 exp(−bD) (3.1)
The two parameters for this fitting are S0 and D. Previous studies showed that
micro-circulation and perfusion effects cause deviation from the mono-exponential
model for low b-values (i.e., under 50 to 100 s/mm2) [5, 33, 67, 71–73]. To avoid
the influence of perfusion on signal decay, only the diffusion-weighted images with
b-values equal to 150, 200, 400 and 800 s/mm2 were considered for the mono-
exponential fitting. The DW-MRIs corresponding to the three different gradient di-
rections were considered as separate measurements in the scalar model presented
above. After applying this mono-exponential fitting, the images underwent a more
elaborated fitting, based on the following bi-exponential model:
S = S0 ((1− f) exp(−bD) + f exp(−b(D +D∗))) (3.2)
Similarly to the technique described by Fujima et al. [42], the bi-exponential
curve was fitted for S0, f and D∗ while keeping D equal to the value determined
in the mono-exponential fitting step. In addition, the fractional volume f was con-
strained between 0 and 1. Besides, a Fréchet-Cramér-Rao lower bound (FCRLB) was
computed at each voxel. The FCRLB provides a lower bound on the variance of the
fitted parameters, which allows to quantify the uncertainty of the fitting [107].
3.2.5.3 Step ➂ – Weighted local smoothing
The curve fitting is followed by a weighted local smoothing of the quantitative maps
D, D∗ and f , based on the uncertainty of the fit, aiming to reduce the impact of
unreliable voxels on the final statistics. For a given parameter map P among D, D∗
or f , the corresponding smoothed versionwas obtained using the following formula:
Psmoothed(x) =
∑
y
Gσ(x,y)
P (y)
FCRLB(y)∑
y
Gσ(x,y)
1
FCRLB(y)
(3.3)
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withGσ a Gaussian kernel with σ = 0.5 voxel, x the pixel location at which the smoot-
hed version of the parameter map is computed, and y all possible pixel locations
within the support of the kernel Gσ .
3.2.6 Volumes of interest
Quantitative parameters were evaluated in 3D volumes of interests (VOIs) deline-
ated by a thoracic radiologist (P.C.) with 7 years of experience in chest MRI. The
presence of a hotspot VOI was determined by comparing the signal of the lung pa-
renchymawith the signal of the spinal cord at the highest b-value (800 s/mm2). VOIs
were delineated at baseline and at follow-up on the b = 800 s/mm2 image with dif-
fusion gradient along z. Zones with a lung parenchyma signal superior or equal to
the spinal cord signal were considered as hotspots. Spinal cord served as reference
because of its constant high signal due to restricted diffusion, and because it is visi-
ble alongside the chest. The baseline VOI was used when the hotspot was not visible
at follow-up. Areas with susceptibility artefacts caused by air-tissue interface were
excluded from image analysis.
3.2.7 Quantitative parameters
The three IVIM parametersD,D∗ and f were considered as quantitative parameters.
For a given parameter, the voxel values of each VOI were summarised by taking
their average. The fourth quantitative parameter that we considered is the volume
(in mm3) of the VOIs.
3.2.8 Statistical analysis
Analysis of the quantitative parameters was performed at VOI level, treating each
VOI as an independent sample. The assumption was made that quantitative pa-
rameters extracted from different VOIs are uncorrelated. Parameter distributions
between RTE and controls were compared using Mann-Whitney U tests, and bet-
ween baseline and follow-up using Wilcoxon signed-rank tests. Spearman’s rank
correlation coefficients were used to measure association between the RTE scores,
on the one hand, and the quantitative parameters (D, D∗ and f , and the volumes),
on the other hand. We considered the p-value significance threshold of 0.05. The p-
values reported in the manuscript were adjusted using the Bonferroni correction: we
corrected for 4 tests by multiplying the raw p-values by 4. Receiver operating cha-
racteristic (ROC) curves were established to assess the area under the curve (AUC),
and evaluate the ability of each quantitative parameter to classify patients with or
without exacerbation. The parameters were compared to the baseline RTE scores,
taken as gold standard for characterising pulmonary exacerbation. Statistical analy-
ses were performed using Python (version 3.5.2), with NumPy (version 1.11.1) and
SciPy (version 0.17.1). ROC analyses were performed with SPSS (version 20.0, Chi-
cago, USA).
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3.3 Results
3.3.1 Patients’ characteristics
Like in the study of Ciet et al. [21], 56 patients with CF were enrolled in the study
(22 males, 34 females), with ages varying between 12 and 58 years (average: 24.4
years, STD: 11.2 years). The ages of male patients varied between 12 and 41 years
(average: 20.7 years, STD: 8.2 years) and the ages of female patients varied between
12 and 58 (average: 26.8 years, STD: 12.1 years). Among the 56 patients, 29 were
included in the RTE group and 27 in the control group. The amount of time between
the baseline and follow-up chest MRI varied between 10 and 49 days for patients
within the control group (average: 19.6 days, STD: 8.6 days), and between 12 and 77
days for patients within the RTE group (average: 27.7 days, STD: 14.9 days).
n = 56 patients (29 RTE, 27 control)
Initially acquired datasets
Subset B:
n = 45 patients (23 RTE, 22 control)
Complete datasets
Subset C:
n = 11 patients (2 RTE, 9 control)
Datasets with no VOI at baseline
Subset D:
n = 34 patients (21 RTE, 13 control)
Datasets with at least one VOI at baseline
Subset A:
n = 11 patients (6 RTE, 5 control)
Incomplete datasets
Figure 3.3: Subsets of patients.
Not all of the 56 patient datasets were used for analysis (Figure 3.3). Eleven
patients had missing images (subset A: 6 patients in the RTE group and 5 in the
control group). In 9 out of these 11 cases, the DW-MRIs corresponding to the same
b-values had been averaged over the three diffusion gradient directions, whichmade
it impossible to correct for motion artefacts using image registration. The remaining
two patients were discarded because the DW-MRIs were not acquired for some b-
values. In total, there were 45 patients with correctly acquired datasets (subset B:
23 patients in the RTE group and 22 in the control group). VOI delineation was
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Table 3.3: Number of VOIs delineated for subset D
Baseline Follow-up
Manually delinated
VOIs
Matching manually
delineated VOIs
VOIs transferred
from baseline
Control group 52 37 15
13 patients
RTE group 89 60 29
21 patients
All patients
141 97 4434 patients
performed for these 45 patients. No hotspot VOI was identified at baseline for 11 of
these 45 patients (subset C: 2 patients in the RTE group and 9 in the control group).
The quantitative analyses were performed on the 34 remaining patients for which at
least one VOI was delineated at baseline (subset D: 21 patients in the RTE group and
13 in the control group).
A total number of 238 hotspots VOIs were defined for patients of subset D (Table
3.3). A total of 141 VOIs were manually delineated at baseline. At follow-up, the
observer delineated 97 VOIs that could be matched with a VOI at baseline. When no
matching hotspot was identified at follow-up, the same VOI as at baseline was used.
All subsequent analyses were obtained on subset D.
3.3.2 IVIM parameters and volumes of the VOIs
Examples of fitted quantitative images D, D∗ and f are provided in Figure 3.4. Box-
plots for the four biomarkers D, D∗, f and the volumes of the VOIs are provided in
Figure 3.5. Data from all VOIs (i.e. manually delineated and transferred VOIs) was
used to generate the boxplots for parametersD,D∗ and f . For the volume parameter,
only VOIs that could be matched between baseline and follow-up were considered.
The corresponding medians and interquartile ranges (IQR) are presented in Table
3.4.
At baseline, the distribution of D∗ and the volumes of the VOIs were signifi-
cantly higher in the RTE group than in the control group (p = 0.008 and p < 0.001,
respectively). The distributions of D and f were not statistically different between
the two groups at baseline (p = 0.188 and p = 0.096, respectively). At follow-up, the
distributions ofD,D∗ and f were not significantly different between the control and
RTE groups (p = 0.304, p = 1.828, and p = 0.280, respectively). The distributions of
the volumes remained statistically different at follow-up (p < 0.001). In the control
group, no significant change was observed for any of the four parameters D, D∗,
f and the volumes between baseline and follow-up (p = 2.492, p = 1.020, p = 1.756,
and p = 0.084, respectively). In the RTE group, significant changes were measured
between baseline and follow-up for D∗, f and for the volumes (p = 0.036, p = 0.012,
and p = 0.008, respectively), but not for D (p = 0.748).
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Figure 3.4: Examples of DW-MRI and fitted results. (a) b = 800 s/mm² DW-MRI image with a
VOI in the apical segment of the inferior left lobe, which was thereafter superimposed on the
images, (b) D, (c) D∗ and (d) f .
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Figure 3.5: Distributions of (a) D, (b) D∗, (c) f and (d) the volumes of the VOIs. Statistical
significance is indicated by *: p < 0.05. The mean value for each distribution is indicated by a
red square. n indicates the number of VOIs that contribute to the corresponding box-plot.
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Table 3.4: Median and inter-quartile range (IQR) for the four biomarkers.
Baseline Follow-up
Control RTE Control RTE
D Median 0.835 0.703 0.856 0.689
[10−3 mm2/s] IQR 0.415 0.420 0.459 0.540
D∗ Median 42.4 52.4 46.6 47.0
[10−3 mm2/s] IQR 26.2 39.9 22.2 29.1
f Median 0.261 0.235 0.280 0.260
[*] IQR 0.118 0.095 0.121 0.105
Volumes Median 1.88 5.64 1.01 4.80
[mL] IQR 2.89 9.01 1.79 6.31
3.3.3 RTE scores
Boxplots of RTE scores distributions are provided in Figure 3.6. At baseline, the
distributions of RTE scores between the control and RTE groups were significantly
different (p < 0.001), but no difference was found at follow-up (p = 1.396). In the
control group, the RTE scores are not statistically different between baseline and
follow-up (p = 0.992). In the RTE group, the RTE scores were significantly different
between baseline and follow-up (p < 0.001).
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Figure 3.6: Distributions of RTE scores. Statistical significance is indicated by *: p < 0.05.
The mean value for each distribution is indicated by a red square. n indicates the number of
patients that contribute to the corresponding box-plot.
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3.3.4 Correlations
At baseline, we found a moderate correlation between D∗ and the RTE scores
(r = 0.30, p < 0.001), and between the volumes and the RTE scores (r = 0.33, p < 0.001).
At baseline, no significant correlation was found for D (r = − 0.11, p = 0.72) and f
(r =− 0.13, p = 0.52). At follow-up, a weak correlation was found only between f and
the RTE scores (r = 0.23, p = 0.024), but no significant correlation was found for D
(r = 0.07, p = 1.72),D∗ (r = 0.14, p = 0.44), and for the volumes (r = − 0.09, p = 1.24).
3.3.5 ROC curves
Accuracy was expressed as area under the curve (AUC). D had a very poor (AUC
0.60, 95% CI 0.50–0.69, p = 0.056),D∗ a poor (AUC 0.64, 95% CI 0.55–0.73, p = 0.005),
f a poor (AUC 0.62, 95% CI 0.53–0.72, p = 0.012) and the volume of the VOIs a poor
(AUC 0.67, 95% CI 0.58–0.76, p = 0.001) diagnostic accuracy.
3.4 Discussion
This chapter investigates the use of IVIM for treatment response monitoring during
RTE. The perfusion D∗ and the VOI volumes were significantly higher in RTE pa-
tients than in controls, at baseline. This was not the case at follow-up. A similar
pattern was observed for the RTE clinical scores. For patients in the RTE group,
there was a significant decrease in D∗ and RTE scores between baseline and follow-
up. Conversely, both D∗ and RTE scores remained stable in controls. Additionally,
we showed thatD∗ and RTE scores were correlated at baseline, but not at follow-up.
Lung vascularity is characterised by two components: pulmonary and bronchial.
The pulmonary component is dominant in normal conditions. In many inflamma-
tory lung diseases, angiogenesis from bronchial arteries can be prevalent with an
increase in the bronchial arteries blood flow from the normal 1% to 35% of cardiac
output [151]. Conversely, pulmonary flow decreases due to hypoxic pulmonary va-
soconstriction [36]. Wielputz et al. [157] showed a decrease in perfusion score during
RTE, which reverted to normal after therapy. In our study, the perfusionD∗ was sig-
nificantly higher in RTE patients than in controls, at baseline, which disappeared at
follow-up. This discrepancy between Wielputz’s and our results can be explained
by the different methods used to evaluate pulmonary perfusion. While contrast-
enhanced MR imaging (CEMRI), used by Wielputz, explores perfusion related to
pulmonary arteries (which is decreased during inflammation due to hypoxic pulmo-
nary vasoconstriction), IVIM explores perfusion at the microcirculation level, which
is increased and mostly represented by bronchial vessels during inflammation.
These results indicate that D∗ is a promising non-ionising and non-contrast
quantitative imaging biomarker for monitoring inflammation up to complete reso-
lution during RTE, as inflammation and its related hyperperfusion can persist for
weeks, even after therapy [3]. IVIM could be used to quantitatively monitor com-
plete inflammation resolution without the use of ionising radiation. Contrary to
CEMRI, IVIM presents no risk of gadolinium deposition [47, 98, 134].
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VOI volumes distributions followed a pattern analogous to D∗, with an ex-
ception: at follow-up, they remained significantly different between both groups,
though to a lower extent than at baseline. This suggests that the evolution of lung
inflammation is observed more quickly with the quantitative MR parameters D∗
than with the hotspots volumes.
A previous study by Ciet et al. [21] extracted semi-quantitative DW-MRI sco-
res and ADCs based on the same DW-MRI dataset used in the present chapter. They
obtained ADCs using the same model as for D, but using all b-values, while b-values
between 150 and 800 s/mm² were used forD, as recommended in [5,67,71,73]. Ciet
et al. [21] showed a significant difference between ADC distributions in the cont-
rol and RTE groups, at baseline, while we showed no such difference for D. This
may be because the ADC incorporates both a diffusion and a perfusion component,
while D incorporates diffusion only [72]. This indicates that the most of the inflam-
matory changes during RTE detected by IVIM are likely perfusion-related, as shown
by Wielputz et al. [157].
Investigating the use of IVIM for assessing treatment response to invasive fungal
infection (IFI) of the lungs, Yan et al. [158] showed that f was significantly higher in
patients with favorable response than in patients with unfavorable response, and
inferred that f may be a biomarker for antifungal treatment response. Our study,
though focusing on other pathologies and treatments, also indicates that f increased
in treated patients between baseline and follow-up. This behavior might be due to
hypoxic pulmonary vasoconstriction [36].
Our results indicate that D∗, f , and the VOI volumes have a better diagnos-
tic accuracy than D. However, the diagnostic accuracy of D∗, f and VOI volumes
is poor, suggesting that they cannot be used to monitor individual patients. Our re-
sults show that these parameters could however be used at a population-based level.
These results differ from the results previously reported by Ciet et al. [21] who sho-
wed that the ADC had a good diagnostic accuracy, which may be explained by the
fact that Ciet et al. [21] selected only the most suspicious hotspot per patient, while
we considered all of them.
Our study had several limitations. Firstly, 20% of the datasets were improperly
saved and could not be exploited. Secondly, we considered the parameters obtained
from the VOIs as independent measurements, even when they came from the same
patient. The assumption was made that the VOIs and the parameters extracted from
them are uncorrelated, which might not be the case.
3.5 Conclusion
This chapter shows that the IVIM parameterD∗, expressing bronchial artery related
perfusion in inflamed tissues, is a promising quantitative parameter sensitive to lung
inflammation, and could be used for capturing treatment response in CF patients af-
fected by RTE. In particular,D∗ could be used in conjunction with RTE scores, which
characterise clinical symptoms only. Compared to the RTE scores,D∗ is quantitative
biomaker and not a functional qualitative measure. In addition, one of the main
advantages of D∗ is that it evaluates treatment response per lesion, which is not
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possible with RTE scores. Our findings support the potential of IVIM in providing
non-contrast, radiation-free quantitative imaging biomarkers for lung inflammation.
Groupwise image registration
based on a total correlation
dissimilarity measure for
quantitative MRI and
dynamic imaging data
Abstract— The most widespread technique used to register sets of medical
images consists of selecting one image as fixed reference, to which all re-
maining images are successively registered. This pairwise scheme requires
one optimisation procedure per pair of images to register. Pairwise mutual
information is a common dissimilarity measure applied to a large variety
of datasets. Alternative methods, called groupwise registrations, have been
presented to register two or more images in a single optimisation procedure,
without the need of a reference image. Given the success of mutual infor-
mation in pairwise registration, we adapt one of its multivariate versions,
called total correlation, in a groupwise context. We justify the choice of total
correlation among other multivariate versions of mutual information, and
provide full implementation details. The resulting total correlation measure
is remarkably close to measures previously proposed by Huizinga et al. ba-
sed on principal component analysis. Our experiments, performed on five
quantitative imaging datasets and on a dynamic CT imaging dataset, show
that total correlation yields registration results that are comparable to Hui-
zinga’s methods. Total correlation has the advantage of being theoretically
justified, while the measures of Huizinga et al. were designed empirically.
Additionally, total correlation offers an alternative to pairwise mutual infor-
mation on quantitative imaging datasets.
Based upon: J.-M. Guyader, W. Huizinga, D. H. J. Poot, M. van Kranenburg, A. Uitterdijk, W. J. Niessen
and S. Klein, “Groupwise image registration based on a total correlation dissimilarity measure”, Scientific
Reports, vol. 8, pp. 13112, 2018.
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4.1 Introduction
Intensity-based image registration using the maximisation of mutual informationis commonly used for aligning pairs of medical images that do not have simi-lar intensity distributions, or are acquired from different modalities [87,105,149].
Mutual information belongs to the family of pairwise dissimilarity measures. Pair-
wise methods quantify the alignment of a moving image with a fixed reference
image. The optimisation process performed in the context of pairwise registration
therefore considers only two images simultaneously.
Nowadays, imaging datasets often containmore than two images, acquired from
different modalities, different time points or different subjects, for instance. When
more than two images have to be registered, the common pairwise registration
scheme using a fixed reference image (Section 1.4.1) is not the most adapted scheme.
Firstly, the choice of reference image to which the remaining image are registered
can be arbitrary, but may also influence the registration results, as shown by Geng et
al. [45]. Secondly, the pairwise nature of that registration scheme does not allow the
registration of all images in a single optimisation procedure, which prevents taking
into account all image information simultaneously.
In this chapter, we focus on symmetric groupwise image registration. This me-
ans that the registration of two or more images is performed in a single optimisation
procedure, with the additional condition that all images should play an analogous
role during registration (i.e. no image should be taken as fixed reference, for in-
stance). Given the success of the mutual information dissimilarity measure in pair-
wise image registration, this chapter specifically focuses on dissimilarity measures
that could extend the use of mutual information concepts to groupwise registration.
Though the formulation of mutual information for two images is unique, several
multivariate versions exist for its generalisation for more than two images. These
dissimilarity measures are called interaction information [92], total correlation [153]
and dual total correlation [51]. Total correlation is the groupwise dissimilarity mea-
sure that we propose to adapt in the context of groupwise image registration.
Competing state-of-the-art dissimilarity measures for groupwise registration in-
clude the sum of variances developed by Metz et al. [94], the groupwise mutual
information method of Bhatia et al. [14], and the groupwise dissimilarity measures
based on principal component analysis (PCA) previously developed by Huizinga et
al. [55]. The expression of the total correlation dissimilarity measure that we pro-
pose is remarkably close to Huizinga’s PCA-based groupwise dissimilarity measu-
res, which were shown to outperform competing pairwise and groupwise state-of-
the-art methods on qMRI datasets. The experiments conducted in this chapter con-
sist of using groupwise total correlation for the registration of a dynamic CT imaging
dataset, and of five quantitative magnetic resonance imaging (qMRI) image datasets.
Registration results are compared to Huizinga’s methods, but also to pairwise regis-
tration based on mutual information.
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4.2 Materials and methods
Let us considerM = {M1, ...,MG}, a series of G images that have to be registered.
Each imageMg, consists ofN voxels. To quantify howwell theG images are aligned,
a dissimilarity measure has to be defined. In this chapter, we consider dissimilarity
measures based on the concepts of mutual information. We choose the convention to
formulate the measures as dissimilarity measures instead of similarity measures, so
that the registration problem can be written as a cost function minimisation problem.
4.2.1 Pairwise mutual information
Mutual information is a robust measure that is commonly used for the pairwise re-
gistration of datasets of medical images, including multimodal datasets [105]. For
G = 2 images M1 and M2, negated mutual information DMI is computed as fol-
lows [105, 149]:
DMI(M1,M2) = H(M1,M2)−H(M1)−H(M2) (4.1)
with H(M1) the entropy [121] of image M1, H(M2) the entropy of image M2, and
H(M1,M2) the joint entropy of M1 and M2. For two images M1 and M2, the joint
entropy can be computed as follows [25]:
H(M1,M2) = −
∑
x1
∑
x2
P (x1, x2) ln [P (x1, x2)] (4.2)
where x1 and x2 represent the discrete values of images M1 and M2, re-
spectively. P (x1, ...xn) is the probability of these values occurring together.
P (x1, x2) ln [P (x1, x2)] is defined to be 0 if P (x1, x2) equals 0.
When the dataset of images to register contains G > 2 images, it is still possible
to use a pairwise method to register the images, but several independent registra-
tion procedures have to be performed. A typical method consists of selecting one of
the images as fixed reference, and then successively applying pairwise registration
with the remaining G− 1 images considered as moving images (Figure 1.6a, Section
1.4.2). This scheme is not well suited to registration problems for which there is no
obvious reference image. Besides, the registration results may be different accor-
ding to the choice of fixed reference image, as shown by Geng et al. [45]. Seghers et
al. [120] introduced amethod that we will refer to as semi-groupwise, which is based
on multiple pairwise registrations and does not require the selection of a reference
space. For each i,Mi is taken as fixed image and G− 1 independent registration are
performed between each remaining image,Mj , yieldingG− 1 transformations Ti→j
per fixed imageMi. Each imageMi is then resampled into an average or mid-point
image space using T¯−1i (x), the inverse of the arithmetic mean of the transformations
Ti→j (Figure 1.6b). The method of Seghers et al. [120] has the disadvantage of requi-
ring G × (G − 1) registration procedures, which becomes computationally complex
when G grows. It also does not allow to register all images in a single optimisation
procedure.
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4.2.2 Groupwise dissimilarity measures based on multivariate
mutual information
Groupwise registration techniques allow to register G ≥ 2 images in one optimisa-
tion procedure (Figure 1.6c, Section 1.4.2). In this chapter, we will focus on group-
wise techniques that treat the images equally. In particular, the order in which the
images are supplied should have no influence on the value of the groupwise dissi-
milarity measure D(M1,M2, ...,MG), and therefore no influence on the registration
results.
This chapter more precisely focuses on groupwise generalisations of mutual in-
formation, given the wide interest and range of applications of that dissimilarity
measure in the context of pairwise image registration [105]. There exist multiple
multivariate forms of mutual information [51, 92, 153], the concepts of which can be
used for groupwise image registration.
The first multivariate generalisation of mutual information is known as inte-
raction information [92], denoted DII. It measures the amount of information shared
by all the images. For the G images of M = {M1, ...,MG}, the negated interaction
information is written as follows:
DII(M) =
∑
V⊆M
(−1)G−|V |H(V ) (4.3)
with V any subset of images ofM, |V | the number of images in the corresponding
subset, and H(V ) the joint entropy of the subset V . For G imagesM1...MG the joint
entropy can be computed as follows:
H(M1, ...,MG) = −
∑
x1
...
∑
xG
P (x1, ..., xG) ln [P (x1, ..., xG)] (4.4)
where the x1, ..., xG are the values of images M1, ...,MG, respectively. The same
definitions as for P (x1, x2) and P (x1, x2) ln [P (x1, x2)] are directly extended for
P (x1, ..., xG) andP (x1, ..., xG) ln [P (x1, ..., xG)]. Interaction information quantifies
the information shared together by images M1, ...,MG [11]. This means that if at
least one of the images of M shares no information with all other images, the inte-
raction information will be zero [11, 43].
The second form of multivariate mutual information, called total correlation
[153], measures the amount of information shared between any subset of M. The
negated total correlation is written as:
DTC(M) = H(M)−
[
G∑
g=1
H(Mg)
]
(4.5)
with H(M) the joint entropy of the images of the setM = {M1, ...,MG}.
The third form is a refinement of total correlation called dual total correlation
[51]. The negated dual total correlation is formulated as follows:
DDTC(M) =
[
G∑
g=1
H(Mg|(M\Mg))
]
−H(M) (4.6)
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with M\Mg the set of images {M1, ...,MG} with Mg removed. H(Mg|(M\Mg)) is
the conditional entropy [25] of Mg given M\Mg. In other terms, this means that
H(Mg|(M\Mg)) is the entropy of the imageMg given that the knowledge of images
{M1, ...,Mg−1,Mg+1, ...,MG} is known.
Theoretically, both total correlation and dual total correlation quantify the
amount of shared information between all possible combinations of images, while
interaction information only quantifies the amount of information shared by all ima-
ges [138]. Venn diagrams [25, 138, 143] for DII, DTC and DDTC are shown in Figure
4.1. In the context of image registration, DTC and DDTC seem more adapted than
DII in the sense that they are built to quantify shared information not only between
all images, but also between any of their subsets [11, 43]. In particular, including an
image with little dependence towards the others would impair the registration of
the remaining images when using DII, while this would theoretically not be the case
when using DTC orDDTC. We therefore chose to consider the dissimilarity measures
based on total correlation to adapt a multivariate version of mutual information as a
groupwise dissimilarity measure.
4.2.3 Groupwise total correlation
In this section, we describe how total correlation, as expressed in Formula (4.5), can
be brought to practical use in the context of image registration. As such, computing
total correlation implies computing the joint entropyH(M), but this computation is
subject to the curse of dimensionality [12]: the evaluation of joint entropy requires
to compute a G-dimensional joint histogram that becomes increasingly sparser as G
increases, and therefore becomes computationally prohibitive.
Let us consider a random variable X ∈ RG following a G-variate normal distri-
bution given by:
f(X) =
1√
det(2πC)
exp
(
−1
2
(X− µ)TC−1(X− µ)
)
(4.7)
with µ ∈ RG an expectation vector, C ∈ RG×G a covariance matrix, and with det( . )
the determinant operator. Ali Ahmed et al. [1] have shown that the entropy of the
multivariate normal variableXmay be written as:
H(X) =
G
2
+
G
2
ln(2π) +
1
2
ln(det(C)) (4.8)
To circumvent the curse of dimensionality, and make it possible to use registra-
tion in a groupwise manner on datasets containing any number G ≥ 2 images, we
propose to use Equation (4.8) in the context of G imagesM = {M1, ...,MG}. For the
sake of efficient calculation of the entropy, we approximate the intensity distribution
of the images by a joint normal distribution, and we make the hypothesis that the
minimum of the resulting cost function is sill a good solution for the underlying re-
gistration problem. LetM be aN ×Gmatrix in which each imageMg is represented
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H(M1|
{M2, M3})
H(M2)
H(M1) H(M3)
H(M1, M2, M3) DMI(M2, M3)
H(M1) H(M3)
DII(M1, M2, M3)
H(M2)
(a) Entropies and mutual (b) Interaction information DII
information DMI
H(M1) H(M3)
DTC(M1, M2, M3)
H(M2)
H(M1) H(M3)
DDTC(M1, M2, M3)
H(M2)
(c) Total correlationDTC (d) Dual total correlationDDTC
Figure 4.1: Venn diagram representations of the entropies, mutual information and multivari-
ate versions of mutual information, for three images M1, M2 and M3. (a) The green, red and
cyan circle represent the entropy of each image. The fact that the images share information
is symbolised by overlapping circles. The joint entropy H(M1,M2,M3) quantifies the amount
of information brought about by the three images, and is symbolised by the union of the three
circles (in orange). The mutual information DMI(M2,M3) of two images M2 and M3 is the
information that these two images share, and is symbolised by the intersection of the two cir-
cles representing the entropies of images M2 and M3 (grey circle). Subfigures (b), (c) and (d)
were constructed based on Equations (4.3), (4.5) and (4.6). In (c), the light grey areas indicate
the corresponding contributions to the dissimilarity measure are twice less than the dark grey
areas.
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by a column. The matrix C of covariances between the images Mg is obtained as
follows:
C =
1
N − 1
(
M −M)T (M−M) (4.9)
with M, a matrix that has in each of its column the column-wise average of M.
To make the method robust to linear intensity scalings and offsets, we incorporate
an intensity standardisation (i.e. z-score) within the definition of the dissimilarity
measure. This is done by computing the entropyH(M) using the correlation matrix
K instead of the covariance matrixC, with:
K = Σ−1CΣ−1 (4.10)
with Σ a diagonal matrix with the standard deviations of the columns of M as its
diagonal elements. A diagonal element Σgg of Σ verifies:
Σgg =
1
N − 1
N∑
i=1
(Mg,i −Mg)2 (4.11)
where the Mg,i are the individual voxel values and Mg the average voxel value of
image Mg. By construction, each diagonal element of the correlation matrix K is
equal to 1.
The expression of the joint entropy therefore becomes:
H(M) = G
2
+
G
2
ln(2π) +
1
2
ln(det(K)) (4.12)
Equation (4.12) can also be used to derive the marginal entropies H(Mg). When
considering only one imageMg , the correlation matrixK is the scalar 1. All H(Mg)
are therefore constant and equal to:
H(Mg) =
1
2
+
1
2
ln(2π) (4.13)
By combining Equations (4.5), (4.12) and (4.13), we define the dissimilarity mea-
sure DTC based on total correlation as follows:
DTC(M) = 1
2
ln(det(K))) =
1
2
G∑
j=1
lnλj (4.14)
using det(K) =
∏G
j=1 λj , with λj the j
th eigenvalue of K, and λj > λj+1. Such a
simple expression was not found for dual total correlation, which is why we selected
total correlation as groupwise dissimilarity measure.
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4.2.4 Gradient-based optimisation and implementation
To implement the approximated version of total correlation DTC provided in Equa-
tion (4.14), we define an interpolation scheme based on B-splines. This scheme asso-
ciates with each original imageMg a continuous and differentiable functionMg(x) of
the spatial coordinate x. The aim is to simultaneously bring the imagesMg(x) to an
average space by means of a transformation T (x,µ), where µ is a vector containing
the parameters µg that correspond to the transformation T g(x,µg) related to each
imageMg. Examples of transformation models are the affine model, or the non-rigid
model in which deformations are modeled by cubic B-splines [118].
In the groupwise scheme, the measure D quantifies the dissimilarity between all
transformed imagesMg(T g(x,µg)). Groupwise registration can therefore be formu-
lated as the constrained minimisation of the dissimilarity measure D with respect to
µ, as previously proposed by Huizinga et al. [55]:
µˆ = argmin
µ
D(M1(T 1(x,µ1)), ...,MG(TG(x,µG))) (4.15)
subject to the following constraint, allowing to define a mid-point space [10].
G∑
g=1
µg = 0 (4.16)
The implementation of the total correlation dissimilarity measure DTC was per-
formed as part of the open source software package elastix [65]. The adaptive sto-
chastic gradient descent (ASGD) developed by Klein et al. [64] is used as optimi-
sation method for image registration. This method randomly samples positions in
the image space at each iteration in order to reduce computation time. Sampling is
done off the voxel grid, which was shown to be necessary to reduce interpolation
artefacts [65]. A multi-resolution strategy is used: the images are Gaussian-blurred
with a certain standard deviation, which is decreased at each resolution level. This
means that the large deformations are corrected first, and that finer deformations
are corrected in subsequent levels. Linear interpolation is used to interpolate the
images during registration, which reduces computation time, but cubic B-spline in-
terpolation was used to produce the final registered images. For the chosen ASGD
optimisation method, the gradient of the dissimilarity measure is needed. Based on
Equation (4.14) and van der Aa et al. [142], we find:
∂DTC
∂µ
=
1
2
G∑
j=1
1
λj
∂λj
∂µ
=
1
2
G∑
j=1
1
λj
(
vTj
∂K
∂µ
vj
)
(4.17)
where vTj is the j
th eigenvector of K. Similarly to van der Aa et al. [142], we make
the assumption that the repetition of eigenvalues is unlikely.
When the eigenvalues λj tend towards zero, evaluating DTC implies taking the
natural logarithm of a near-zero number (as shown in Equation (4.14)), which might
result in a failing optimisation. We therefore introduce an adjusting constant c ∈ R+
that is added to the eigenvalue λj before taking the natural logarithm:
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DTC(M) = 1
2
ln(det(K+ cI)) =
1
2
G∑
j=1
ln(λj + c) (4.18)
where I is the identity matrix. The gradient of the adjusted total correlation dissimi-
larity measure therefore becomes:
∂DTC
∂µ
=
1
2
G∑
j=1
1
λj + c
∂λj
∂µ
=
1
2
G∑
j=1
1
λj + c
(
vTj
∂K
∂µ
vj
)
(4.19)
To derive an appropriate value for c, wemake the assumption that the first mode,
corresponding to the eigenvalue λ1, accounts for half of the total data variation. Gi-
ven that the trace of K is equal to the sum of its eigenvalues, we can write that
tr(K) =
∑G
i=1 λi. In addition, the diagonal elements of the correlation matrixK are
all equal to 1, which induces that tr(K) = G =
∑G
i=1 λi. The assumption that the
first mode accounts for half of the total data variation therefore yields λ1 = G/2. We
then constrain the ratio (λ1+ c)/(λG + c) toG, so that the weights 1/(λi+ c) in Equa-
tion (4.19) remain within a known, finite range. We also make the assumptions that
c << G and that λG << c. This leads to the solution c = 0.5. In addition to solving a
computational issue, the constant c introduces a lower bound on the variance asso-
ciated with each eigenvector. Initial experiments confirmed that with this choice for
c, occasional numerical instabilities were successfully eliminated, while not visibly
affecting the results in other cases.
Based on Equation (4.10), one can derive the following expression for ∂K/∂µp:
∂K
∂µp
=
∂
∂µp
(
1
N − 1Σ
−1
(
M −M)T (M−M)Σ−1)
=
1
N − 1
[
∂Σ−1
∂µp
(
M−M)T (M−M)Σ−1
+Σ−1
(
∂M
∂µp
− ∂M
∂µp
)T (
M−M)Σ−1
+Σ−1
(
M−M)T(∂M
∂µp
− ∂M
∂µp
)
Σ−1
+Σ−1
(
M−M)T (M −M) ∂Σ−1
∂µp
]
(4.20)
The property of commutativity of the dot product yields:
vTABv = vTBTATv (4.21)
with A and B, two matrices and v a vector. Using Equations (4.19), (4.20), (4.21),
and the fact thatΣ−1 is a symmetric matrix, the derivative of DTC with respect to an
element µp becomes:
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∂DTC
∂µp
=
1
N − 1
G∑
j=1
[
1
λj + c
×
{
vTj Σ
−1
(
M−M)T (M −M) ∂Σ−1
∂µp
vj
+vTj Σ
−1
(
M−M)T(∂M
∂µp
− ∂M
∂µp
)
Σ−1vj
}]
(4.22)
To obtain ∂Σ−1/∂µp, the diagonal elementsΣ−1gg of the diagonal matrixΣ
−1 can
be derived one by one:
∂Σ−1gg
∂µp
=
∂
∂µp
(
1
N − 1
N∑
i=1
(Mig −Mg)2
)− 1
2
=− Σ
−3
gg
N − 1
[(
M−M)T(∂M
∂µp
− ∂M
∂µp
)]
gg
(4.23)
The quantity ∂M/∂µp is computed as follows:
∂Mg(T g(x,µg))
∂µp
=
(
∂Mg
∂x
)T
T g(x,µg)
(
∂T g
∂µp
)
(x,µg)
(4.24)
It was verified that the derivative ∂M/∂µp of the mean intensities was negligibly
small and were therefore be ignored in the actual implementation.
4.2.5 Related groupwise dissimilarity measures
Huizinga et al. [55] previously presented two dissimilarity measures, the expressions
of which are close to the total correlation measure presented in this chapter (Equa-
tion (4.18)). Huizinga’s dissimilarity measures are based on principal component
analysis (PCA), andwere originally designed for the registration of multi-parametric
datasets of images, i.e. datasets {M1, ...,MG} for which the imagesMg are characte-
rised by an underlying modelmg describing their intensity values, such that:
Mg(x) = mg(θ(x)) + ǫ(x) (4.25)
with θ a vector containing the parameters of the model, and ǫ the noise
at coordinate x. An example of such model is the monoexponential mo-
del mg(θ) = S0 exp(−bguTgDug) used in diffusion tensor imaging, with θ =
(S0, D11, D12, D13, D22, D23, D33), ug the diffusion gradient direction vector,D a 3×3
symmetric diffusion tensor, and b the b-value [74].
Huizinga’s dissimilarity measures rely on the idea that an aligned set of multi-
parametric images can be described by a small number of high eigenvalues, since the
underlying modelmg is low-dimensional, i.e. the size Γ of θ is lower than G. A mi-
saligned set of multi-parametric images would, on the contrary, be characterised by
a flatter eigenvalue spectrum: more eigenvalues of average intensity are required for
4.3 · Experiments 61
describing the data in that case. The first dissimilarity measure introduced by Hui-
zinga et al. [55], denoted DPCA, is the difference between the sum of all eigenvalues
and the sum of the first few eigenvalues:
DPCA(M) =
G∑
j=1
λj −
L∑
j=1
λj =
G∑
j=L+1
λj (4.26)
with L a user-defined constant with 1 ≤ L ≤ G, and ∑Gj=1 λj = tr(K) = G. This
means that DPCA is the sum of the lowest G − L eigenvalues. Contrary to DPCA,
the second dissimilarity measure designed by Huizinga et al., denoted DPCA2, does
not require the selection of an arbitrary cut-off L. It consists of weighting the last
eigenvalues more than the first ones:
DPCA2(M) =
G∑
j=1
jλj (4.27)
DPCA and DPCA2 were developed based on the concepts of PCA, while the total
correlation dissimilarity measure DTC presented in this chapter is a multivariate de-
rivation of mutual information. Nevertheless, the expressions of DPCA and DPCA2,
on the one hand, and ofDTC, on the other hand, happen to resemble each other quite
closely, as all of them consists of a sum of functions of the eigenvalues.
The main disadvantage of Huizinga’s DPCA with respect to DPCA2 and DTC is
that it requires to choose a cut-off constant L. For DPCA2, this user-defined constant
is avoided, but the weights j in Equation (4.12) are actually still chosen arbitrarily.
For the total correlation dissimilarity measureDTC that we propose, the contribution
of each eigenvalue follows naturally from the derivation of mutual information. A
key asset of DTC is therefore that the influence of each eigenvalue is automatically
calibrated, because the expression of the dissimilarity measure is derived from the
concept of mutual information.
4.3 Experiments
Huizinga et al. [55] applied the groupwise dissimilarity measures DPCA and DPCA2
to a variety of multi-parametric datasets, and compared the results with other state-
of-the-art techniques: pairwise mutual information DMI, the accumulated pairwise
estimates (APE) introduced by Wachinger and Navab [150], the groupwise sum of
variances designed by Metz et al. [94], and the groupwise mutual information met-
hod of Bhatia et al. [14]. Huizinga et al. [55] concluded that their measures DPCA
and DPCA2 yielded better or equal registration results with respect to the other tes-
ted methods.
The present experiment uses total correlation DTC as groupwise dissimilarity
measure for the registration of the same datasets as in Huizinga et al [55]. On these
datasets, the methods of Huizinga et al. [55] were shown to be the best ones, which
is why we will compare the registration results of DTC with DPCA and DPCA2 only.
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The results reported by Huizinga et al. [55] for the other dissimilarity measures are
directly comparable with the results reported in this chapter.
4.3.1 Description of the six image datasets
The first dataset, denoted CT-LUNG [18], consists of ten patient subsets containing
G = 10 three-dimensional CT images of the thorax. The intensity distribution in this
dynamic imaging dataset are analogous in all images, which means that the mo-
del mg can be considered as a constant in Equation (4.25): it is a particular case of
multi-parametric dataset. The second study, denoted T1MOLLI-HEART [139], con-
sists of nine T1-weightedMRI datasets of porcine hearts with transmural myocardial
infarction of the lateral wall. G = 11 two-dimensional images were acquired for nine
subjects. For each registration case, a voxelwise curve fitting was applied to the re-
gistered images, producing quantitative T1 maps. The third study, denoted T1VFA-
CAROTID [24], involves MRIs of the carotid arteries. G = 5 three-dimensional ima-
ges were acquired for 8 human patients. For each patient, the images were registered
and fitted to obtain quantitative T1 maps. The fourth study consists of DW-MR ima-
ges of the abdominal region, and is denoted ADC-ABDOMEN [48]. Five datasets,
each of them including G = 19 three-dimensional images, were registered and fitted
to produce ADC maps. The fifth study is denoted DTI-BRAIN [30, 77, 111, 141, 152]
and consists, for each of the five considered datasets, of registering diffusion tensor
images (DTI) of the brain. The number of images to register varied between G = 33
and G = 70 for each dataset [55]. The fitted parameter is the mean diffusivity (MD).
The sixth study involves DCE images of the abdomen. Five DCE-ABDOMEN [63]
datasets were acquired, each of them containing G = 160 three-dimensional images.
The fitted parameter of interest considered in this study is K trans. The full descripti-
ons of the fitting models are provided by Huizinga et al. [55].
All human data used in this chapter came from anonymised datasets. Data from
the CT-LUNG dataset was obtained from a publicly available dataset1 [18]. The
ethics committee of the Academisch Medisch Centrum, Amsterdam, the Nether-
lands, approved the research related to the T1VFA-CAROTID and DCE-ABDOMEN
datasets. The Research Ethics Committee of the Royal Marsden Hospital, United
Kingdom, approved the research related to the ADC-ABDOMEN dataset. The med-
ical ethics committee for research in humans of the University Medical Center Ut-
recht, the Netherlands, approved the research performed on the DTI-BRAIN data-
set. Informed consent was obtained from all patients in human datasets. Porcine
data from the T1MOLLI-HEART dataset were approved by the Animal Ethics Com-
mittee of the Erasmus MC Rotterdam, the Netherlands. All studies were carried out
in accordance with the relevant guidelines and regulations.
4.3.2 Registration characteristics
We selected the same registration settings as Huizinga et al. [55], for comparison
purposes. Two resolutions of 1,000 iterations were used for all six image data-
1https://www.dir-lab.com
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sets. To account for deformations caused by heart-pulsations and breathing, we
used a B-spline transformation model for the CT-LUNG, T1MOLLI-HEART, T1VFA-
CAROTID, ADC-ABDOMENandDCE-ABDOMENdatasets. The registrationswere
performed for three distinct B-spline grid spacings: 32 mm, 64 mm and 128 mm for
the T1MOLLI-HEART, ADC-ABDOMEN, DCE-ABDOMEN datasets, 8 mm, 16 mm
and 32 mm for the T1VFA-CAROTID dataset, and 6 mm, 13 mm and 20 mm for the
CT-LUNG dataset. All results are reported as supplementary material (Section 4.7).
Results for the intermediate values of the spacings (i.e. either 64 mm, 16 mm or 13
mm), are reported in Section 4.4. To account for deformations caused by head mo-
tion and eddy current distortions, we used an affine transformation model for the
DTI-BRAIN dataset. When applying DPCA, the value of L was 1 for CT-LUNG, 3
for T1MOLLI-HEART, 1 for T1VFA-CAROTID, 4 for ADC-ABDOMEN, 7 for DTI-
BRAIN, and 4 for DCE-ABDOMEN.
4.3.3 Evaluation measures
No ground truth alignment was available for any of the six datasets considered.
However, registration performance was evaluated based on four differentmeasures,
described in Huizinga et al. [55], and briefly described in this section.
The first two measures are based on landmark correspondence and overlap of
volumes of interest. Landmarks were manually defined on images of the T1VFA-
CAROTID and DCE-ABDOMEN datasets. The correspondence between the corre-
sponding landmarks was evaluated by computing a mean target registration error
(mTRE). In the T1MOLLI-HEART case, segmentations of the myocardium were out-
lined on between 6 and 9 images per patient. In the ADC-ABDOMEN case, the
spleen was manually delineated on 8 images. For these two cases, the overlap bet-
ween the segmented structures was then evaluated using a Dice coefficient. For the
DTI-BRAIN study, neither landmarks nor structures could be reliably identified on
the diffusion weighted images, which is why no overlap or point correspondence
was calculated [55].
The second measure quantifies the smoothness of the transformation obtained
through registration. Extreme and non-smooth deformations are unexpected. The
smoothness of the deformation field can therefore be used to identify such unde-
sirable transformations. A smoothness quantification can be obtained by compu-
ting the standard deviation of the determinant of ∂T g/∂x over all x for all images:
STDdet(∂T g/∂x). Smoothness was quantified for all datasets except for DTI-BRAIN
because an affine transformation was used in that last case. The smoother the trans-
formation, the lower the quantity STDdet(∂T g/∂x).
The last evaluation measure is an uncertainty estimation of the qMRI fit. For all
datasets, curve fittings were performed to respectively generate T1, T1, ADC, MD
and K trans quantitative maps. The qMRI models were fitted using a maximum like-
lihood estimator that takes into account the Rician characteristic of the noise in MR
data. We used the fitting same method as Huizinga et al. [55], based on the work of
Poot et al. [107]. The uncertainty of these fitted qMRI model parameters can be quan-
tified by the 90th percentile of the square root of Fréchet-Cramér-Rao lower bound
(FCRLB), which provides a lower bound for the variance of the maximum likelihood
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parameters. This uncertainty estimate is denoted 90th
√
FCRLB.
4.3.4 Assessment of multivariate joint normality
As mentioned in Section 4.2, the computation of the total correlation dissimilarity
measureDTC that we propose is based on the approximation that the intensity distri-
bution of the images to register is multivariate normal. For most datasets, however,
the intensity distribution is expected not to be multivariate normal. The underlying
idea is that the approximated dissimilarity measure will result in the same minimi-
sation result as if the approximation had not been done.
A second interest of the experimental setting is therefore to evaluate how multi-
variate normal the intensity distributions are for the six types of datasets that are
registered in this chapter, and in the light of the registration accuracy results, to
assess whether the approximation that we made can be considered as sensible on
multi-parametric datasets.
The joint normality of two images can be assessed by computing and visuali-
zing their joint histogram. Assessing joint normality on more images requires ot-
her methods. A possible graphical approach to analyze the multivariate joint nor-
mality of G images is to compare the distributions of observed Mahalanobis dis-
tances with the distribution of a chi-square distribution with G degrees of free-
dom χ2G. A squared Mahalanobis distance d
2
i (with i = 1...N ) can be compu-
ted at each voxel location Mg(i), by: d2i = (yi − ym)TS−1(yi − ym), with yi =
[M1(i), ..,MG(i)]
T , the sample mean vector ym =
∑N
i=1 yi/N , and the sample co-
variance S =
∑N
i=1(yi − ym)(yi − ym)T /(N − 1). It has been shown that the sam-
ple squared Mahalanobis distance converges to χ2G when yi ∼ Nk(ym,S) [137]. To
graphically check whether the distribution of intensities of M is joint normal, we
will plot the cumulative distribution function (CDF) of d2 and χ2G in the same graph.
If the CDF of the squared Mahalanobis distances d2 approaches this of χ2G, then we
will consider the data as joint normal.
4.3.5 Computational efficiency of DTC
To study the computational efficiency of the proposed total correlation dissimilarity
measure DTC, the average time per iteration is studied by varying three registration
parameters: the number of imagesG that are simultaneously registered, the number
of spatial samples taken to evaluate the groupwise dissimilarity measure, and the
number of B-spline control points of the transformation model used to warp the
images. The influence of these three parameters on the average time per iteration is
studied by varying each of them while setting the two remaining ones at values in
the range of those described in Section 4.3.2:
• when the number of B-spline control points evolves, the number of imagesG is
set to 50, and the number of spatial samples to 1024. The numbers of B-spline
control points per image vary between 50 and 20,000;
• when the number of imagesG evolves, the number of B-spline control points is
set to 500 per image, and the number of spatial samples to 1024. The numbers
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of images G cover the characteristics of the images described in the ‘Descrip-
tion of the six image datasets’ section (i.e. G = 5...160);
• when the number of spatial samples evolves, the number of B-spline control
points is set to 500 per image, and the number of images G is set to 50. We
considered numbers of spatial samples between 16 samples and 8,192.
4.4 Results
Groupwise registration based on the total correlation dissimilarity measureDTC that
we propose in this study is tested on six different types of image datasets, which
overall represents 42 subjects. Dynamic series of CT images were acquired for the
first type of image dataset, denoted CT-LUNG. The five other types of datasets,
denoted T1MOLLI-HEART, T1VFA-CAROTID, ADC-ABDOMEN, DTI-BRAIN, and
DCE-ABDOMEN, are qMRI datasets for which multiple MR images were acquired
using different acquisition parameters (or at multiple time points after injection of a
contrast agent). For these five qMRI datasets, we fitted a qMRI model to the image
intensities at each spatial location, and extracted quantitative images: spin–lattice
relaxation time (T1) images for T1MOLLI-HEART and T1VFA-CAROTID, apparent
diffusion coefficient (ADC) images for ADC-ABDOMEN, mean diffusivity (MD)
images for DTI-BRAIN, and transfer constant (K trans) images for DCE-ABDOMEN.
4.4.1 Registration accuracy
Figure 4.2 provides a visualisation of the image alignment for one of the CT-LUNG
datasets, gathering 10 CT images acquired at different time points from the lung area
of a patient.
Figure 4.2: Registration results for a CT-LUNG dataset. The images denoted ‘2’ and ‘3’ stack
the voxel information of G = 10 images at the locations defined by the yellow dotted lines
drawn in the image denoted ‘1’ (vertical line: ‘2’, horizontal line: ‘3’).
Misalignments due to respiratory motion are visible when no registration is ap-
plied between the images (Figure 4.2a), while they disappear after applying image
registration based on Huizinga’s DPCA2 (Figure 4.2b) or on the total correlation dis-
similarity measure DTC proposed in this chapter (Figure 4.2c). Visual differences
between the results obtained with DPCA2 and DTC are more limited and harder to
identify.
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For the five qMRI datasets, Figure 4.3 provides quantitative parameter images
obtained by applying curve fitting to the images before registration, after registra-
tion using Huizinga’sDPCA2 groupwise dissimilarity measure, and after registration
using the total correlation dissimilarity measure DTC proposed in this chapter. The
fitting models used to derive the qMRI images assume that spatial correspondence is
ensured between the images used for curve fitting. It is therefore expected that quan-
titative images obtained after image registration will be more reliable than without
image registration [48, 55]. Based on Figure 4.3, visual differences in the estimates
tissue maps are easily noticeable between the case before image registration, on the
one hand, and the cases with DPCA2 or DTC, on the other hand. Such differences are
particularly visible at organ interfaces. Slighter changes, identified by green arrows,
can be identified between the tissue maps obtained with DPCA2 and DTC.
Full registration accuracy results in terms of landmark/volume correspondence
(mTRE or Dice coefficient), registration transformation smoothness STDdet(∂T g/∂x),
and uncertainty estimation FCRLB, are provided as supplementarymaterial (Section
4.7) for the following dissimilarity measures: pairwisemutual informationDMI, Hui-
zinga’s dissimilarity measures based on PCA DPCA and DPCA2, and the total corre-
lation dissimilarity measure DTC.
Table 4.1 presents a partial version of the registration accuracy results, based on
the middle value of the control point spacings that were used for the non-rigid B-
spline transformation model: 13 mm for CT-LUNG, 64 mm for T1MOLLI-HEART,
16 mm for T1VFA-CAROTID, 64 mm for ADC-ABDOMEN, and 64 mm for DCE-
ABDOMEN. Registration performances in terms of landmark correspondence (mean
target registration error, denoted mTRE) or overlap of volumes of interest (Dice coef-
ficients) are given in Table 4.1a. For all dataset, better alignments (i.e. lower mTRE)
or overlaps (i.e. higher Dice coefficients) were obtained with the groupwise mea-
sures DTC, DPCA and DPCA2 than with pairwise mutual information DMI, with one
exception: the mTRE obtained with DPCA2 for the CT-LUNG dataset is higher than
the mTRE obtained with DMI. The Dice coefficients and mTRE results are very si-
milar for DTC, DPCA and DPCA2. The only case for which DTC performs slightly
worse than the two other groupwise measures is on the DCE-ABDOMEN dataset.
Table 4.1b provides values for the transformation smoothness STDdet(∂T g/∂x). In
all cases, DTC, DPCA and DPCA2 yield lower (i.e. better) values of STDdet(∂T g/∂x)
than DMI. The only case for which DTC performs slightly worse than the two other
groupwise measures is on the T1VFA-CAROTID dataset. Table 4.1c provides uncer-
tainty estimations of the qMRI fit (90th
√
FCRLB). The results indicate that the values
of 90th
√
FCRLB are lower (i.e. better) with DTC than with DMI for the T1MOLLI-
HEART and DCE-ABDOMEN datasets, while they are quite similar for T1VFA-
CAROTID and DTI-BRAIN, and higher (i.e. worse) for the ADC-ABDOMEN data-
set. The 90th
√
FCRLB obtained with DTC is higher than the 90th
√
FCRLB obtained
with DPCA and DPCA2 for two datasets (ADC-ABDOMEN and DCE-ABDOMEN),
while it is similar or better for three datasets (T1MOLLI-HEART, T1VFA-CAROTID,
and DTI-BRAIN). The full results (Tables S1 to S6) are consistent with the results
presented in Tables 4.1a-c.
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Figure 4.3: Tissue maps generated before image registration (top), after image registra-
tion with DPCA2 (middle), and after image registration with DTC (bottom). The fitted values
are shown in the myocardium for T1MOLLI-HEART, in the carotid artery wall for T1VFA-
ABDOMEN, in the spleen for ADC-ABDOMEN, in the brain parenchyma for DTI-BRAIN, and
in the pancreas for DCE-ABDOMEN. Slight visual changes between the tissue maps obtained
with DPCA2 and DTC are identified by green arrows.
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Table 4.1: Registration accuracy, smoothness and uncertainty results obtained with the middle
value of the control point spacings for the non-rigid B-spline transformation model. The full
results are presented in Section 4.7.
Dataset CT T1MOLLI T1VFA ADC DTI DCE
LUNG HEART CAROTID ABDOMEN BRAIN ABDOMEN
Measure
mTRE Dice mTRE Dice - mTRE
[mm] [%] [mm] [%] - [mm]
Mis. 6.72± 2.51 48± 8 1.47± 0.54 70± 4 - 8.49± 4.54
DMI 1.43± 0.23 37± 11 1.22± 0.43 64± 16 - 6.46± 2.32
DPCA 1.40± 0.37 53± 7 1.11± 0.42 71± 5 - 6.11± 2.33
DPCA2 1.56± 0.55 52± 11 1.08± 0.39 75± 5 - 5.99± 2.18
DTC 1.42± 0.40 53± 11 1.09± 0.40 74± 5 - 6.18± 2.40
(a) Dice coefficients or mTRE values
(mean value ± standard deviation)
Dataset CT T1MOLLI T1VFA ADC DTI DCE
LUNG HEART CAROTID ABDOMEN BRAIN ABDOMEN
Mis. 0± 0 0± 0 0± 0 0± 0 - 0± 0
DMI 15± 4 7± 2 2± 0 8± 3 - 4± 2
DPCA 8± 2 2± 1 2± 1 3± 2 - 4± 2
DPCA2 7± 2 1± 1 1± 0 3± 1 - 2± 1
DTC 8± 2 2± 1 1± 0 5± 2 - 4± 2
(b) Transformation smoothness STDdet(∂T g/∂x) [%]
(mean value ± standard deviation)
Dataset
CT T1MOLLI T1VFA ADC DTI DCE
LUNG HEART CAROTID ABDOMEN BRAIN ABDOMEN
Parameter
- T1 T1 ADC MD K trans
- [ms] [ms] [µm2/ms] [µm2/ms] [min−1]
Mis. - 92± 19 > 1000 1.37± 0.83 0.096±0.029 2.84± 2.30
DMI - 97± 16 501± 83 0.25± 0.05 0.084±0.028 3.64± 4.13
DPCA - 87± 16 498± 93 0.23± 0.06 0.085±0.029 1.52± 1.18
DPCA2 - 83± 12 510± 110 0.27± 0.05 0.084±0.028 1.27± 0.92
DTC - 77± 13 500± 96 0.32± 0.05 0.085±0.028 1.87± 1.79
(c) Uncertainty estimation 90th
√
FCRLB of the fitted parameters
(mean value ± standard deviation)
4.4.2 Multivariate joint normality
As detailed in Section 4.2, the computation of the total correlation dissimilarity mea-
sure DTC that we propose is based on the approximation that the intensity distri-
bution of the images to register is multivariate normal. Cumulative distribution
functions (CDF) of the squared Mahalanobis distance d2, representing the intensity
distribution for each of the six dataset types, are plotted in Figure 4.4. According to
these plots, none of these measure CDF follows the theoretical multivariate normal
CDF (χ2G distribution), which suggests that the image intensities of the images do
not follow a multivariate normal distribution.
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(a) CT-LUNG (b) T1MOLLI-HEART
(c) T1VFA-CAROTID (d) ADC-ABDOMEN
(e) DTI-BRAIN (f) DCE-ABDOMEN
Figure 4.4: Cumulative distribution functions for one subject of the six image dataset types
(aligned case). The observed CDF (blue) is compared with the theoretical CDF of a chi-square
distribution with G degrees of freedom (red).
4.4.3 Computational efficiency of DTC
Figure 4.5 illustrates the evolution of the average time per iteration obtained with
groupwise total correlationDTC for three image registration parameters: the number
of B-spline control points per image, the number of images G, and the number of
spatial samples taken to evaluate the dissimilarity measure. The results show that
the average registration time per iteration monotonically increases with each of the
considered registration parameter. With the present implementation of DTC and of
the registration components of the elastix software used to perform the registrations,
the results indicate that the number of B-spline control points has a limited influence
on the average time per iteration as it remains close to 9 seconds for the whole span
of numbers of B-spline control points that we considered. The experiments suggest
that the number of images G influences the computation time most. For instance,
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when the number of image is G = 40, the average iteration time is 5 seconds, while
this time reaches about two minutes for G = 160 images. In terms of the number
of spatial samples, multiplying the number of spatial samples by 4 ends up in an
average time per iteration that is multiplied by 6.
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Figure 4.5: Average time per iteration with respect to the number of B-spline control points
per image (a), the number of images G (b), and the number of spatial samples (c).
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4.5 Discussion
The focus of this chapter was to adapt a multivariate version of mutual information
in the context of the groupwise registration of medical images, so that it can be used
to register two or more images in one optimisation procedure.
Among the main multivariate versions of mutual information, namely inte-
raction information DII, total correlation DTC and dual total correlation DDTC, total
correlationDTC theoretically allows to quantify the shared information between any
subset of the images to register. Besides, the expression of total correlation is particu-
larly straightforward to apply for the registration ofG ≥ 2 images, provided that the
image intensity distribution is approximated by a multivariate normal distribution.
The expression of the approximated total correlation dissimilarity measure DTC
that we devise is remarkably analogous to the expressions of two other dissimilarity
measures DPCA and DPCA2 introduced by Huizinga et al. [55], which were develo-
ped based on the intuition that an aligned set of images can be described by a small
number of high eigenvalues. The expressions of these dissimilarity measures are all
sums of functions of the eigenvalues of the correlation matrixK (compare Equations
(4.18), (4.26) and (4.27)). Huizinga et al. [55] had proposed to weigh more the last
eigenvalues (the λi with the highest i indexes) than the first ones (the λi with the
lowest i indexes) so that as much variance as possible is explained by a few large
eigenvectors. The form of DTC obtained in this chapter confirms the intuition of
Huizinga et al. [55], since the natural logarithm in Equation (4.18) also puts more
weight on the lower eigenvalues than on the higher ones.
Results obtained on multi-parametric datasets show that the total correlation
method that we propose yields comparable results as the PCA-based methods of
Huizinga et al. [55], and better registration results than pairwise mutual informa-
tion DMI. The main advantage of DTC with respect to DPCA and DPCA2 is that it
is more theoretically justified: the contribution of each eigenvalue used to compute
DTC is automatically calibrated and follows naturally from the concepts of multiva-
riate mutual information. For the two other dissimilarity measures, the eigenvalue
calibration are set empirically.
This chapter shows that even though the intensity distribution of the datasets
to register is not multivariate normal, DTC yields registration results that are bet-
ter than mutual information and similar to the PCA dissimilarity measures of Hui-
zinga et al. [55]. This is the case for a total of six diverse multi-parametric data-
sets, which suggests that approximating the intensity distributions, as done in this
chapter, yields optimisation minima that result in comparable or better registration
accuracies than other state-of-the-art pairwise and groupwise techniques. On multi-
parametric datasets, the results suggest that the approximation by a multivariate
normal distribution is not detrimental to the registration results.
In the current implementation of the total correlation registration technique, in-
creases in the number of images G have the largest impact on the average time per
iteration, which is not surprising as both the amount of image data to register and
the number of transformations to estimate scale with a factor G; moreover, estima-
ting the correlation matrixK and its eigenvalue decomposition become increasingly
computationally demanding. Further optimisations could improve the scalability of
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total correlation with respect to the number of images. The computation time also
scales linearly with the number of spatial samples. Thanks to the use of the sto-
chastic gradient descent optimisation routine, we were able to use a relatively low
number (2048) of spatial samples in our experiments, while still achieving accurate
registration.
4.6 Conclusion
We proposed an implementation of an approximated version of total correlationDTC
for which the registration results are comparable to the results obtained with the dis-
similarity measures of Huizinga et al. [55], on multi-parametric datasets. Our results
indicate that approximating the intensity distributions by a joint normal distribution
for the sake of efficient calculation of the entropy, used to derive total correlation
DTC, does not constitute a limitation in the practical application of DTC to multi-
parametric image datasets. Total correlationDTC has the advantage of being elegant
and theoretically justified, while the dissimilarity measures DPCA and DPCA2 pro-
posed by Huizinga et al. [55] were elaborated empirically. Additionally, groupwise
total correlation DTC offers an alternative to pairwise registration based on mutual
information on multi-parametric imaging datasets.
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4.7 Supplementary material
The tables reported in this section report the full results for the datasets CT-LUNG
(Table 4.2), T1MOLLI-HEART (Table 4.3), T1VFA-CAROTID (Table 4.4), ADC-
ABDOMEN (Table 4.5), DTI-BRAIN (Table 4.6) and DCE-ABDOMEN (Table 4.7).
Columns with a gray background were already reported in Table 4.1.
Table 4.2: CT-LUNG. Mean and standard deviation over all subjects.
Point 6 mm 13 mm 20 mm
spacing
Mis. 6.72± 2.51 6.72± 2.51 6.72± 2.51
DMI 1.78± 0.40 1.43± 0.23 1.45± 0.21
DPCA 1.47± 0.60 1.40± 0.37 1.45± 0.34
DPCA2 1.72± 0.78 1.56± 0.55 1.59± 0.49
DTC 1.48± 0.62 1.42± 0.40 1.47± 0.37
(a) mTRE [mm]
Point 6 mm 13 mm 20 mm
spacing
Mis. 0± 0 0± 0 0± 0
DMI 28± 8 15± 4 11± 3
DPCA 12± 3 8± 2 7± 2
DPCA2 10± 2 7± 2 6± 1
DTC 12± 3 8± 2 7± 2
(b) STD|∂Tg/∂x| [%]
Table 4.3: T1MOLLI-HEART. Mean and standard deviation over all subjects for reference
images 1, 4, 7 and 11.
Point
32 mm 64 mm 128 mm
spacing
Ref. 1 4 7 11 1 4 7 11 1 4 7 11
image
Mis. 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8 48± 8
DMI 26±11 22±10 22±15 39±14 37±11 34±16 19±15 52± 7 44±14 40±13 24±17 51± 7
DPCA 54± 9 54± 9 54± 9 54± 9 53± 7 53± 7 53± 7 53± 8 51± 9 50± 9 51± 9 51± 9
DPCA2 52±13 52±13 52±13 52±13 52±11 52±10 52±11 53±10 52± 7 52± 8 52± 8 52± 8
DTC 52±13 52±12 52±13 53±13 53±11 53±11 53±11 53±11 53± 7 53± 8 54± 7 53± 8
(a) Dice coefficient [%]
Point
32 mm 64 mm 128 mm
spacing
Ref. 1 4 7 11 1 4 7 11 1 4 7 11
image
Mis. 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0
DMI 24± 8 28± 8 29± 9 10± 4 7± 2 7± 2 8± 3 3± 1 1± 0 1± 0 1± 0 1± 0
DPCA 6± 4 4± 2 4± 2 4± 1 2± 1 1± 1 2± 1 1± 1 0± 0 0± 0 0± 0 0± 0
DPCA2 6± 2 5± 2 6± 2 4± 1 1± 1 1± 1 2± 1 1± 1 0± 0 0± 0 0± 0 0± 0
DTC 7± 3 6± 3 7± 3 5± 1 2± 1 2± 1 2± 1 1± 1 0± 0 0± 0 0± 0 0± 0
(b) STD|∂Tg/∂x| [%]
Point
32 mm 64 mm 128 mm
spacing
Ref. 1 4 7 11 1 4 7 11 1 4 7 11
image
Mis. 92±19 92±19 92± 19 92±19 92±19 92±19 92±19 92±19 92±19 92±19 92±19 92±19
DMI 119±26 157±61 467±610 93±19 97±16 103±18 146±52 83±13 91±14 95±16 121±29 81±12
DPCA 83±17 79±17 78± 11 85±16 87±16 84±20 83±13 85±13 88±14 89±21 103±50 85±10
DPCA2 81±15 79±16 79± 12 79±12 83±12 79±14 80±10 81±10 84±12 82±15 82±10 81±11
DTC 77±14 75±11 73± 14 74±12 77±13 75±11 73±13 74±11 79±12 76±11 76±13 75±11
(c) 90%
√
FCRLB T1 [ms]
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Table 4.4: T1VFA-CAROTID. Mean
and standard deviation.
Point 8 mm 16 mm 32 mm
spacing
Mis. 1.47±0.54 1.47±0.54 1.47±0.54
DMI 1.26±0.44 1.22±0.43 1.23±0.45
DPCA 1.25±0.56 1.11±0.42 1.10±0.43
DPCA2 1.13±0.46 1.08±0.39 1.10±0.43
DTC 1.19±0.50 1.09±0.40 1.10±0.42
(a) mTRE [mm]
Point 8 mm 16 mm 32 mm
spacing
Mis. 0±0 0±0 0±0
DMI 7±1 2±0 0±0
DPCA 6±1 2±1 0±0
DPCA2 5±1 1±0 0±0
DTC 6±1 1±0 0±0
(b) STD|∂Tg/∂x| [%]
Point 8 mm 16 mm 32 mm
spacing
Mis. > 1000 > 1000 > 1000
DMI 530±136 501± 83 523± 93
DPCA 540±154 498± 93 530± 94
DPCA2 532±154 510±110 523± 87
DTC 533±150 500± 96 528± 96
(c) 90%
√
FCRLB T1 [ms]
Table 4.5: ADC-ABDOMEN. Mean
and standard deviation.
Point 8 mm 16 mm 32 mm
spacing
Mis. 70± 4 70± 4 70±4
DMI 61±18 64±16 73±8
DPCA 65±13 71± 5 71±4
DPCA2 75± 7 75± 5 73±5
DTC 72± 6 74± 5 73±5
(a) mTRE [mm]
Point 8 mm 16 mm 32 mm
spacing
Mis. 0± 0 0±0 0±0
DMI 25±11 8±3 2±1
DPCA 11± 3 3±1 1±0
DPCA2 8± 2 3±1 0±0
DTC 16± 5 5±2 1±0
(b) STD|∂Tg/∂x| [%]
Point 8 mm 16 mm 32 mm
spacing
Mis. 0.24±0.06 0.25±0.05 0.29±0.05
DMI 0.20±0.08 0.23±0.10 0.35±0.16
DPCA 0.15±0.04 0.23±0.06 0.46±0.27
DPCA2 0.23±0.03 0.27±0.05 0.41±0.18
DTC 0.33±0.05 0.32±0.05 0.38±0.14
(c) 90%
√
FCRLB ADC [µm2/ms]
Table 4.6: DTI-BRAIN.
Mean and standard devia-
tion of the 90%
√
FCRLB
MD [µm2/ms]
Affine
Mis. 0.096±0.029
DMI 0.084±0.028
DPCA 0.085±0.029
DPCA2 0.084±0.028
DTC 0.085±0.029
Table 4.7: DCE-ABDOMEN. Mean
and standard deviation.
Point 8 mm 16 mm 32 mm
spacing
Mis. 8.49±4.54 8.49±4.54 8.49±4.54
DMI 6.73±2.02 6.46±2.32 6.47±2.37
DPCA 6.21±2.25 6.11±2.32 6.24±2.37
DPCA2 5.89±2.23 5.99±2.17 6.18±2.27
DTC 7.01±1.82 6.18±2.40 6.23±2.30
(a) mTRE [mm]
Point 8 mm 16 mm 32 mm
spacing
Mis. 0±0 0±0 0±0
DMI 20±9 4±2 1±1
DPCA 11±4 4±2 1±0
DPCA2 6±3 2±1 0±0
DTC 11±4 4±2 1±0
(b) STD|∂Tg/∂x| [%]
Point 8 mm 16 mm 32 mm
spacing
Mis. 2.84±2.30 2.84±2.30 2.84±2.30
DMI 3.85±2.41 3.64±4.13 2.54±2.58
DPCA 1.69±1.48 1.52±1.18 1.46±1.09
DPCA2 1.17±0.87 1.27±0.92 1.38±1.16
DTC 1.78±1.74 1.87±1.81 1.54±1.38
(c) 90%
√
FCRLBK trans [min−1]
Groupwise multi-channel
image registration
Abstract — Multi-channel image registration is an important challenge in
medical image analysis. Multi-channel images may result from modalities
that generate images composed ofmultiple channels, such as dual-energyCT
or multispectral microscopy. Multi-channel images can also be built using
images from different acquisitions (e.g. different modalities or time points)
or through post-acquisition operations (e.g. filtering, computation of fea-
ture images). Multi-channel registration techniques have been proposed, but
most of them are applicable to only two multi-channel images at a time. In
the present chapter, we propose to formulate multi-channel registration as
a groupwise image registration problem. In this way, we derive a method
that allows the registration of two or more multi-channel images in a fully
symmetric manner (i.e. all images play the same role in the registration pro-
cedure), and therefore has transitive consistency by definition. The method
that we introduce is applicable to any number of multi-channel images, any
number of channels per image, and it allows to take into account correlation
between any pair of images and not just corresponding channels. In addi-
tion, it is fully modular in terms of dissimilarity measure, transformation
model, regularisation method, and optimisation strategy. For two multimo-
dal datasets, we computed feature images from the initially acquired images,
and applied the proposed registration technique to the newly created sets of
multi-channel images. MIND descriptors were used as feature images, and
we chose total correlation as groupwise dissimilarity measure. Results show
that groupwise multi-channel image registration is a competitive alternative
to the pairwise multi-channel scheme, in terms of registration accuracy and
insensitivity towards registration reference spaces.
Based upon: J.-M. Guyader, W. Huizinga, V. Fortunati, D. H. J. Poot, J. F. Veenland, M. M. Paulides,
W. J. Niessen and S. Klein, “Groupwise multi-channel image registration”, IEEE Journal of Biomedical and
Health Informatics, in press.
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5.1 Introduction
Image registration is an important tool for medical image analysis. Medical imagedatasets can be made up of images obtained from different modalities, timepoints or patients, for instance. Spatial correspondence between the images is
therefore, in most cases, not naturally ensured. Automated image registration can
be used to realign such datasets, which is crucial for many post-acquisition image
processing techniques.
Among the large range of image registration techniques that have been deve-
loped, various research works have focused on multi-channel registration. Multi-
channel image registration consists of applying registration to images for which
several channels are available. The channels of a given multi-channel image can
be obtained due to the modality itself (e.g. dual-energy CT or multispectral mi-
croscopy), from different post-acquisition operations (e.g. filtering, computation
of feature images), or from different acquisitions (e.g. different modalities or time
points). In this study, we consider an image as being multi-channel when its channel
images are spatially registered, either because they are naturally spatially registe-
red, or thanks to a preliminary registration step. Multi-channel image registration
is the task of finding spatial correspondences between several such multi-channel
images. Rhode et al. [113, 114] were among the first to propose a method handling
the registration of two multi-channel images. They designed an approach based on
multivariate correlation, and applied it in the context of diffusion-tensor imaging.
Other applications of multi-channel registration focus on the registration of feature
images: instead of applying registration to the images originally present in a data-
set, feature images derived from the original images are used for the registration.
Such a technique was proposed by Legg et al. [78], who extracted several feature
images based on Gaussian derivatives, and subsequently registered these feature
images using a dissimilarity measure based on regional mutual information [119].
Staring et al. [128] designed α-mutual information, a technique that registers sets of
feature images using the concepts of mutual information. Heinrich et al. [53] crea-
ted a registration similarity measure based on a sum of squared absolute differen-
ces of the feature images, to register sets of multiple feature images obtained with
a descriptor called modality independent neighbourhood descriptor (MIND). Li et
al. [80] derived another descriptor from MIND, and named it the autocorrelation of
local structure (ALOST). Suarez et al. [129] used a registration technique based on a
dissimilarity measure derived from the correlation matrix of two multi-channel ima-
ges. Heinrich et al. [54] introduced local canonical correlation analysis, a method
that assess dissimilarity into new bases that best represent the relations between two
multi-channel images. Chen et al. [20] addressed the pairwise registration of two
images of different modalities by generating synthetic images that are considered as
a second channel for pairwise image registration.
Most multi-channel methods that were previously proposed are pairwise regis-
tration schemes. This means that they are applicable to only two multi-channel ima-
ges at a time, and require to select a fixed reference image to which the remaining
multi-channel image will be registered. These multi-channel pairwise registration
schemes have the drawback that they require the choice of fixed reference image,
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which may bias registration accuracy, as shown by Geng et al. [45].
In the present study, we propose a novel framework for multi-channel image
registration. The key idea is to cast multi-channel registration as a groupwise regis-
tration problem. The novel registration technique that we devise is suitable not only
for the common case of two multi-channel images, but also for cases in which the
aim is to register three or more multi-channel images at a time. The multi-channel
registration method that we propose is designed as a groupwise registration pro-
blem: it is symmetric and all image data is taken into account simultaneously in a
single optimisation procedure.
Various groupwise registration methods have been proposed. One of the ear-
liest groupwise method was the technique of Joshi et al. [60], based on unbiased
diffeomorphic registration. Learned-Miller [76] presented a groupwise method con-
sisting of minimising the sum of the pixelwise entropies computed at each voxel
location. Bhatia et al. [14] designed a groupwise dissimilarity measure based on the
sum of the entropies of each image. Metz et al. [94] proposed a groupwise dissimila-
rity measure based on voxelwise variance, designed for monomodal images. A few
groupwise methods for multimodal images or multiparametric images (i.e. same
modality, different acquisition settings) were presented, such as an efficient joint en-
tropy minimisation presented by Spiclin et al. [126], a sum of accumulated pairwise
estimates presented byWachinger et al. [150], a technique based on principal compo-
nent analysis introduced by [55], a technique based on Pythagorean means created
by Polfliet et al. [106], and a technique based on total correlation that we previously
proposed [49]. It was not investigated in the literature whether and how these met-
hods could be applicable to multi-channel images.
In this study, the generic groupwise multi-channel registration framework that
we propose is applicable to any number of multi-channel images, any number of
channels per image, and allows to take into account correlations between any pair
of channel images. Moreover, it is fully modular in terms of dissimilarity measure,
transformation model, regularisation method and optimisation strategy.
5.2 Materials and methods
5.2.1 Preliminaries
Let us consider M˜1, ..., M˜G, a series of G ≥ 2 multi-channel images. One multi-
channel image will be denoted M˜g, and its associated channel images will be de-
noted M˜g,f (the index f varies between 1 and the number of channels Fg of image
M˜g). The multi-channel images M˜1, ..., M˜G have F1, ..., FG channels, respectively.
The complete set of image channels to register is therefore:
M˜ =
{
M˜g,f with g = 1...G and f = 1...Fg
}
(5.1)
Each channel image M˜g,f is associated with a differentiable function M˜g,f(x) of the
spatial coordinate x.
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Multi-channel image registration is the task of finding the spatial correspon-
dence between several misaligned multi-channel images, assuming that the channel
images of each multi-channel image are already all aligned. This study focuses on
intensity-based registration methods based on the minimisation of a dissimilarity
measure D.
For the particular case of mono-channel image registration (i.e. F1 = ... = FG =
1), each image M˜g can be assimilated with its single channel image M˜g,1. In that case,
the following shorthand notation will be used: Mg = M˜g = M˜g,1.
5.2.2 Existing pairwise multi-channel image registration
All multi-channel registrationmethods designed so far are pairwise: they are limited
toG = 2 images and require the selection of a fixed reference space among the multi-
channel images to register. Let us consider two multi-channel images M˜1 and M˜2.
When the numbers of channels F1 and F2 are equal (F1 = F2 = F ), a generalised
pairwise multi-channel (PMC) dissimilarity measure DPMC can be written:
DPMC(M˜) =
F∑
f=1
Dpairwise
(
M˜1,f , M˜2,f
)
(5.2)
with Dpairwise a pairwise mono-channel dissimilarity measure that can be chosen
among the wide range of pairwise measures conventionally used in image regis-
tration such as the sum of squared differences, or mutual information [105]. One
multi-channel image is taken as fixed reference (here M˜1). The other multi-channel
image is known as the moving image (here M˜2). The aim of pairwise multi-channel
image registration is to minimise the following function:
µˆ = argmin
µ
DPMC(M˜1,f (x), ..., M˜1,F (x),
M˜2,1(T (x,µ)), ..., M˜2,F (T (x,µ)))
(5.3)
with T (x,µ) the registration transformation applied to the channels of the moving
image M˜2,1, ..., M˜2,F , where µ is a vector containing the parameters of the transfor-
mation, e.g. rotations and translations for a rigid transformation model, or B-spline
coefficients for a free-form deformation model [118].
WhenG > 2 initially acquired images are considered, the pairwisemulti-channel
image registration scheme can still be used, but it should be appliedG−1 times. One
multi-channel image must be chosen as fixed reference image, e.g. M˜1, to which the
other images are registered. Disadvantages of such a scheme are that each indepen-
dent registration is performed using only a fraction of the total available image infor-
mation, and that the registration result depends on the choice of reference image [45].
5.2.3 Existing groupwise mono-channel registration scheme
Contrary to pairwise registration, groupwise registration allows to register multiple
images in one optimisation procedure, without the need to select a fixed image space
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reference [4, 55, 76, 94, 126, 150]. The aim of groupwise mono-channel registration is
to simultaneously bring theG ≥ 2mono-channel imagesMg(x) of M˜ to a mid-point
space, by means of a transformation T (x,µ), where µ is a vector containing the
parameters µg of the transformation T g(x,µg) that is applied to each imageMg. Let
us denoteD a measure quantifying the dissimilarity between all transformed images
Mg(T g(x,µg)). Groupwise mono-channel registration can then be formulated as the
minimisation of the dissimilarity measure D with respect to µ:
µˆ = argmin
µ
D(M1(T 1(x,µ1)), ...,MG(TG(x,µG))) (5.4)
subject to:
G∑
g=1
µg = 0 (5.5)
where the constraint of Equation (5.5) serves to define a mid-point space [10]. An
attractive property of groupwise registrations is that they are fully symmetric (i.e. all
images play the same role in the registration procedure), and are transitive consistent
by definition.
5.2.4 Novel groupwise multi-channel image registration
The aim of the novel registration scheme that we propose is to solve multi-channel
image registration by treating it as a groupwise registration problem. Simply exten-
ding the optimisation scheme presented in Equation 5.4 to channel images taken as
individual images would not be satisfactory. Indeed, this would not take into ac-
count the knowledge that some images belong together, while others do not. The
multi-channel nature of the images introduces an extra constraint: the channel ima-
ges M˜g,1, ..., M˜g,Fg of a given multi-channel image M˜g should be warped using the
same transformation T g(µg). We therefore incorporate a restricted transformation
model within the standard groupwise registration approach of Equation (5.4). The
new optimisation problem that we propose to solve is:
µˆ = argmin
µ
D(M˜1,1(T 1(µ1)), ..., M˜1,F1(T 1(µ1)), ...
M˜g,1(T g(µg)), ..., M˜g,Fg (T g(µg)), ...
M˜G,1(TG(µG)), ..., M˜G,FG(TG(µG)))
(5.6)
This optimisation is subject to Equation (5.5). In this scheme, image dissimilarity D
is assessed in an analogous way as in the existing groupwise mono-channel registra-
tion scheme (see Section 5.2.3), but the different optimisation procedure induces that
the images are warped by groups.
This novel groupwise multi-channel image registration scheme allows to take
into account correlations between any pair of channel images M˜g,f , and not just the
corresponding channels that have the same feature index f , which is a limitation of
pairwise multi-channel registration (Equation (5.2)). In our framework, we consider
all
∑G
g=1 Fg images together. In this way, the information that is shared between
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any pair of channel images can be taken into account, and not only the information
shared between corresponding channels. Moreover, the scheme that we propose can
be directly extended to datasets for which different numbers of channels are compu-
ted for each multi-channel image: in other words, our method does not suppose that
there exists corresponding channel images, computed from each original image.
5.2.5 Choice of the dissimilarity measure
Multiple intensity-based groupwise dissimilarity metrics have been proposed and
could be used within the novel multi-channel registration framework described in
Section 5.2.4.
A particular case would be that the images of M˜ are multi-channel and mono-
modal. In that case, choosing the groupwise dissimilarity measure based on the sum
of variances, devised by Metz et al. [94] for images with similar intensities, would be
appropriate.
In the most general case, however, the
∑G
g=1 Fg images of M˜may have different
contrasts. The groupwise dissimilarity measure to choose within the novel scheme
should ideally handle such contrast differences. This is the case of the groupwise
dissimilarity measures based on principal component analysis developed by Hui-
zinga et al. [55], or based on mutual information as developed by Bhatia et al. [14],
or of the total correlation dissimilarity measure DTC presented in Chapter 4.
The total correlation dissimilarity measure for groupwise registration, denoted
DTC) and fully described in Section 4.2, is one of the multivariate versions of mutual
information. Experiments performed in Section 4.3 have shown that total correlation
yields equal or better registration results than competing state-of-the-art methods
on quantitative MRI datasets. Given the performances of total correlation on such
non-monomodal datasets, we made the choice to select it as groupwise dissimilarity
measure within the multi-channel and generic registration framework described in
Section 5.2.4. This choice of dissimilarity measure was made to apply the novel
scheme in a concrete case, but other choices in terms of dissimilarity measures and
other registration components could have been made (see Section 5.5). The total
correlation dissimilarity measure DTC is based on the computation of a correlation
matrix K, obtained from the images M1, ...,MG in the existing groupwise mono-
channel registration scheme, and obtained from the channel images M˜1, ..., M˜G in
the novel groupwise multi-channel registration scheme that we propose (see Section
5.2.4). Total correlation is computed as follows:
DTC = 1
2
G∑
j=1
lnλj (5.7)
with λj the jth eigenvalue (λj > λj+1) of the correlation matrix K based on the
image intensities of the images or channel images to register.
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5.2.6 Optimisation methods and implementation details
The adaptive stochastic gradient descent (ASGD) of Klein et al. [64] was used as
method for solving the optimisation problem described in Equation (5.6). This op-
timisation method randomly samples positions in the image space at each iteration
to reduce computation time. For the ASGD optimisation, the derivative of the cost
function has to be computed. To that purpose, we followed the work of van der Aa
et al. [142] to differentiate the eigenvalue decomposition, similarly to what Huizinga
et al. [55] did. Sampling is done off the voxel grid, which was shown to be necessary
to reduce interpolation artefacts [65]. We chose to use an Euler parametrisation for
rigid transformations (i.e. linear with 3 rotations and 3 translations, without scaling)
and a B-spline model for non-rigid (i.e. non-linear) transformations.
A multi-resolution strategy was used: the images are Gaussian-blurred with a
standard deviation that is decreased at each resolution level. With this procedure,
the large deformations are corrected first, and the finer deformations are corrected
in subsequent levels. Linear interpolation is used to interpolate the images during
registration, which reduces computation time without significantly compromising
registration accuracy [55], but cubic B-spline interpolation was used to produce the
final registered images.
The registration framework that we propose supports the inclusion of regularisa-
tion terms in a trivial way [65]. However, we chose to leave these considerations out
of the present work, to avoid the introduction of another hyperparameter (weight of
the regularisation term). Instead, we keep the B-spline control point (when applica-
ble) rather conservative, which intrinsically already provides some regularisation.
Many other choices for rigid (e.g. [149, 155]) and nonrigid (e.g. [8, 15, 29, 89, 114,
118, 145]) transformation models exist and could have been used in this study, but
also when it comes to the optimisation methods (e.g. gradient descent [95], quasi-
Newton [32], nonlinear conjugate gradient [28], Kiefer–Wolfowitz [62], simultane-
ous perturbation [125], Robbins–Monro [112], and evolution strategy [52]), different
groupwise dissimilarity measures (see Section 5.2.3), multi-resolution strategies [79],
and different regularisation terms (e.g. [39,115,127]). Comparing these differentmet-
hods exhaustively is outside the scope of this chapter. What we propose is a generic
framework that can be customised for different applications.
5.3 Experiments
The groupwisemulti-channel registration scheme presented in Section 5.2.4was eva-
luated on two multimodal imaging datasets, and compared to three other registra-
tion scenarios.
5.3.1 Registration scenarios
Four registration scenarios are compared. Each of them is detailed in this section
and illustrated in Figure 5.1.
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Figure 5.1: Registration scenarios. Case with 3 original images M1, M2 and M3.
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5.3.1.1 Scenario A – Groupwise multi-channel image registration
This scenario uses the novel groupwise multi-channel scheme introduced in Section
5.2.4, Equation (5.6). The feature images that we use are the modality independent
neighbourhood descriptors (MIND) introduced byHeinrich et al. [53]. MIND feature
images are obtained based on local variance and patch-based distances, using the
following expression:
M˜g,f (x) =
1
n
exp
(
−Dp(Mg,x,x+ rf )
V (Mg,x)
)
(5.8)
where Dp is a patch-based distance, V an estimation of local variance, and n a nor-
malisation constant. F spatial search vectors r1, ..., rF serve to compute F MIND
feature images M˜g,1, ..., M˜g,F for each original image Mg. For a given search vector
rf , the MIND images obtained from different original images M˜1,f , ..., M˜G,f have a
quite similar appearance [50, 53], as shown in Figure 5.2. However, this is not the
case when different rf are considered. As justified in Section 5.2.5, total correlation
DTC is taken as groupwise dissimilarity measure in that scenario.
5.3.1.2 Scenario B – Pairwise multi-channel image registration
In this second scenario, we use the existing pairwise multi-channel scheme descri-
bed in Equation (5.3). MIND feature images are used, like in scenario A, to build
the multi-channel set of images that have to be registered. MIND feature images
obtained for a given index f have similar intensity distributions, irrespective of the
modality of the original image. The pairwise multi-channel dissimilarity measure
that we choose to consider in this scenario is mutual information DMI [105, 149]:
DPMC(M˜) =
F∑
f=1
DMI
(
M˜1,f , M˜2,f
)
(5.9)
withM1,M2 two images with N samples.
5.3.1.3 Scenario C – Groupwise mono-channel registration
Scenario C consists of applying existing groupwise mono-channel registration to the
original images, without using any feature image. The registration scheme is the one
corresponding to Equation (5.4), using DTC as dissimilarity measure.
5.3.1.4 Scenario D – Pairwise mono-channel registration
In scenario D, we apply pairwise mono-channel registration based on mutual infor-
mation DMI to the original images.
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5.3.1.5 Additional groupwise scenarios
To provide insight into the influence of the choice of the groupwise dissimilarity
measure on the registration results, experiments similar to scenario A and C were
repeated, but with another dissimilarity measure than DTC. Huizinga et al. [55] pre-
viously designed a groupwise dissimilarity measure based on principal component
analysis, denotedDPCA2, the expression of which is close toDTC. In their study, Hui-
zinga et al. [55] concluded that the registration results obtained with DPCA2 were si-
milar to or better than results obtained with other state-of-the-art techniques, which
is why we also performed results with that dissimilarity measure. We additionally
performed the same experiments with Wachinger and Navab’s [150] dissimilarity
measure based on accumulated pairwise estimates, DAPE, which is not based on
mutual information and not closely related to DTC.
5.3.2 Experiment 1 – Head and neck multimodal dataset
Twenty-two patients with a tumour in the head and neck region [40,41,146,147]were
scanned for radiotherapy and hyperthermia treatment planning [37, 104]. Approval
was obtained from the institutional review board in regard to our study (number:
METC-2010-318). A multimodal dataset was acquired for each patient, consisting of
a T1-weighted magnetic resonance image (MRI), a T2-weighted MRI, and a compu-
ted tomography (CT) image. The CT images were acquired using a Siemens scanner
(Somatom Sensation Open, Siemens), with a voxel size of 0.98×0.98×2.50 mm3 for
21 patients, and 1.27×1.27×2.50 mm3 for the remaining patient. The T1 and T2-
weighted MR images were acquired on a 1.5 T scanner (Optima MR450w, Gene-
ral Electric Healthcare). Half of the patients had MR images with a voxel size of
0.49×0.49×3.00 mm3, the other half of 0.68×0.68×3.00 mm3. The out-of-plane field
of view (FOV) was 20 cm centered at the location of the tumour, yielding slightly
different FOV values among patients. T1 and T2 images were corrected for inten-
sity inhomogeneity, using the N3 method [123] for the T1 images, and the built-in
algorithm (surface coil intensity correction) of the MR scanner for the T2 images. Ra-
diotherapy immobilisation masks were used [41] both for the acquisition of the MR
and CT images. For 12 patients (subset α), the immobilisation masks covered the
head, the neck and the shoulders. For this first subset, the MR images were acquired
using 6-channel flex coils allowing for the same immobilisation position in both the
MR and CT acquisitions. For the remaining ten patients (subset β), smaller immo-
bilisation masks were used, covering only the anterior parts of the head and neck
region. For this second subset, the use of head coils made it impossible to impose
the exact same patient position in the CT and MR acquisitions.
5.3.2.1 Image preparation
In the current implementation of the method, the groupwise multi-channel and
mono-channel schemes operate provided that the images to register have equal voxel
sizes. To ensure that this is the case, the T2 and CT images were first coarsely regis-
tered to the T1 image using a rigid transformation and pairwise mutual information.
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The images were subsequently misaligned using artificially generated Euler trans-
formations. The image data was resampled only once for these operations. These
transformations were randomly generated using uniform distributions (translations
±10 mm, rotations ±0.25 rad). To generate the MIND feature images, we chose a
Gaussian weighting of σ = 2, and a six-neighbourhood spatial region for the search
vectors r1, ..., rF , resulting in F = 6 feature images for each acquired image [50, 53].
Examples of such images are shown in Figure 5.2a.
5.3.2.2 Registration settings
For each patient, the original images after image preparation are denoted M1 (the
T1-weighted MRI),M2 (the T2-weighted MRI) andM3 (the CT image).
The four image registration scenarios described in Section 5.3.1. are then applied
to the image datasets. Registrations were applied in two consecutive steps. Firstly,
with a rigid transformation model based on Euler transformations, and secondly
with a deformable model based on B-spline transformations [118] with control point
spacing of 100 mm, to account for possible non-rigid misalignments due to different
patient bulk positioning or organ positioning (especially in the neck region) between
the scans. The Euler transformations were taken as starting points for the registrati-
ons based on B-splines. Initial trial-and-error experiments suggested that the value
of 100mm is sufficient to compensate for the deformations in the head and neck ima-
ges. Three resolutions of 1,000 iterations eachwith a smoothing σ of 8, 4 and 2 voxels
were used in both the Euler and B-spline cases. For the pairwise mono-channel re-
gistrations based onmutual information, the number of bins that we selectedwas 32.
A B-spline Parzen windowing approach was used to estimate the probability den-
sity function for mutual information [133]. Furthermore, registration masks for the
head and neck region were delineated for each patient for all modalities in order to
prevent the influence on registration of artefacts such as ghosting for the MR images,
and the presence of the immobilisation. Considering that the MIND feature images
show noisy backgrounds, the registration masks seemed to be particularly necessary
for the registration of these MIND images (Figure 5.2).
5.3.2.3 Registration evaluation
For each patient, an expert placed n = 19±2 corresponding landmarks for all imaging
modalities. Registration accuracy was evaluated by computing the following target
registration error (TRE) between the landmarks of the three modalities:
TRE =
1
3
(dT1−T2 + dT1−CT + dT2−CT)
with dp−q =
1
n
n∑
i=1
||pi − qi ||
(5.10)
with pi and qi the landmark coordinates, || . || the Euclidean distance, and dp−q the
average landmark distance between the modalities p and q. The head and neck
dataset allows to study the influence of the choice of reference image: T1, T2 or CT. In
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Figure 5.2: Examples of MIND feature images and original images for the head and neck
dataset (a) and for the RIRE dataset (b).
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the pairwise multi-channel case (scenario B) and in the pairwise mono-channel case
(scenario D), the landmarks were directly propagated to the three image reference
spaces of T1, T2 and CT. In the groupwise cases (scenarios A and C), no reference
space is chosen during registration (all images are brought to an average space),
but the evaluation of registration accuracy can be done in the image spaces of the
original images. To that purpose, the landmarks were brought to the average image
space, and were subsequently propagated to each of the original image spaces T1,
T2 or CT by using the inverses of the transformations obtained by the groupwise
registrations [94]. Wilcoxon signed-rank tests were used to assess significance of
comparisons of TRE values with respect to scenario A. Significance was considered
for p < 0.01. Intra-rater variability (IRV) was assessed by repeating the placement of
landmarks one month after the first placement session. This operation was done for
the T2 and CT images before the artificial misalignments were applied. Landmarks
were not annotated on T1 because of the natural alignment of the T1 and T2 images
at the moment of acquisition. For each patient, the IRV was computed using IRV =
1
2 (dT2−T2⋄ + dCT−CT⋄ ), ⋄ referring to the second landmark delineation session.
5.3.3 Experiment 2 – RIRE multimodal dataset
This experiment focuses on multimodal images of the publicly available Retro-
spective image registration evaluation (RIRE) project [155]. Out of the 18 patient da-
tasets available on the website of the RIRE project1, we selected the 12 datasets inclu-
ding at least the three following modalities: CT, MR-T1 and MR-T2. Seven of these
12 datasets also included a proton density-weighted MR image (MR-PD). PET ima-
ges were not considered in this study because of the presence of halo artefacts. CT
images had a voxel size between 0.40×0.40×3.00mm3 and 0.65×0.65×4.00mm3, and
MR images had a voxel size between 0.82×0.82×3.00mm3 and 1.25×1.25×4.00mm3.
One of the patients was not included because the field of view of the MRIs was much
smaller than for the CT image.
5.3.3.1 Image preparation
The initial step was to resample the T1, T2 and PD images (when present) to the
image space of the CT image. MIND images are computed using the same settings
as described in Section 5.3.2.1. Examples of such images are shown in Figure 5.2b.
5.3.3.2 Registration settings
The registration scenarios that we considered are the same as for Experiment 1. Only
the CT image was taken as fixed reference space in scenarios B and D due to the
specific requirements of the online evaluation tool. Registrations were applied in two
consecutive steps. Firstly, with a translation transformation model, and secondly
with an Euler transformation model. The translation transformations were taken
as starting points for the registrations based on Euler. Non-rigid transformations
were not considered for RIRE datasets, following the guidelines of the RIRE online
1http://www.insight-journal.org/rire/
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platform. In a similar fashion to the head and neck dataset, registration masks were
used to exclude the background during registration. The registration parameters
that were used here are identical to those of Experiment 1 (Section 5.3.2.2).
5.3.3.3 Registration evaluation
The registrations were evaluated by uploading lists of points to the website of the
RIRE project. The ground truth is made available in an indirect manner only: users
cannot get direct access to the ground truth, and instead have to upload points trans-
formed using the registration results. In contrast to the head and neck dataset, the
ground truth is here only known with respect to the CT images, which is why the
influence of the choice of reference image could not be studied in the framework
of this experiment. Wilcoxon signed-rank test were used to assess significance of
comparisons of TRE values with respect to scenario A.
5.3.4 Experiment 3 – Groupwise multi-channel registration for
multi-channel images with different numbers of channels
As mentioned in Section 5.2, the groupwise multi-channel scheme described in this
chapter offers the possibility to register datasets of multi-channel images with diffe-
rent numbers of channels. For the head and neck dataset, we performed groupwise
multi-channel registration based on total correlationDTC with allMIND channels for
T1 (M˜1,1, ..., M˜1,6), with 4 MIND channels for T2 (M˜2,1, ..., M˜2,4), and with 5 MIND
channels for CT (M˜3,1, ..., M˜3,5). The registration settings are the same as those des-
cribed in Experiment 1 (Section 5.3.2.2).
5.3.5 Implementation
All registration methods used in this study were implemented as part of the open
source package elastix [65]. For the experiments, image manipulations were perfor-
med using Python (version 2.7.3) with packages NumPy 1.6.2, SciPy 0.11.0, pydicom
0.9.7, and NiBabel 1.3.0. To obtain the MIND feature images, we directly used the
MATLAB code made available by its authors2. All computations were done on a
Linux machine (64 GB of memory, 8 cores, 2412 MHz).
5.4 Results
5.4.1 Results on Experiment 1 – Head and neck dataset
Target registration errors (TRE) obtained for the head and neck dataset are presented
in Table 5.1 for the four registration scenarios and for the three reference spaces T1,
T2 and CT. Results obtained for the groupwise scenarios with DPCA2 and DAPE are
presented in Section 5.7. Average 1 and STD 1 are obtained based on the TRE values
2http://www.ibme.ox.ac.uk/research/biomedia/julia-schnabel/Software
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that correspond to a given scenario and a given reference space. Average 2 and STD 2
are obtained based on all TRE values for a given scenario.
Focusing first on the Average 2 values, it is observed that scenario C resulted in
gross registration failures, which was the case withDTC, withDPCA2 andwithDAPE.
The lowest registration errorswere obtainedwith scenario B, whichwas significantly
lower than for scenarios A and D. Similar patterns are observed when focusing on
Average 1 values. A discordant note is the fact that the Average 1 TRE values for
scenario D with CT as reference image were substantially larger than the TRE values
with the T1 and T2 as reference images. In addition, the difference in Average 1
TRE values between scenario A and D with CT as reference image was statistically
significant.
Table 5.1: Experiment 1 - TRE [mm] for each reference space T1, T2 and CT. Bold values
of Average 1 and Average 2 signal distributions that are significantly different from scenario
A (underlined values). For Average 1, the comparisons were performed per reference space.
For Average 2, all data was considered together.
A B C D
Groupwise Pairwise Groupwise Pairwise
multi-channel multi-channel mono-channel mono-channel
Patient Mis. T1 T2 CT T1 T2 CT T1 T2 CT T1 T2 CT IRV
α
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1 24.7 2.2 2.2 2.2 2.2 2.1 2.1 106.8 113.1 108.2 1.7 2.0 2.4 0.8
2 14.9 2.3 2.3 2.2 2.1 2.2 2.1 101.9 110.8 105.0 2.1 2.2 2.6 1.1
3 22.2 2.0 2.0 2.0 1.7 2.0 1.7 8.4 8.3 9.4 1.7 1.7 2.0 0.8
4 22.9 2.3 2.3 2.3 1.9 2.2 2.2 115.8 112.8 126.7 1.9 2.2 2.6 0.8
5 15.8 2.6 2.6 2.6 2.4 2.3 2.5 8.2 8.3 8.2 2.5 2.5 3.6 0.8
6 17.2 2.5 2.5 2.5 2.3 2.4 2.4 97.2 99.4 97.6 2.3 2.3 3.2 0.9
7 21.9 2.0 2.0 2.0 2.1 1.8 1.9 11.0 10.8 12.2 1.8 2.0 2.4 0.8
8 18.5 2.1 2.1 2.1 2.0 2.0 2.1 25.2 25.1 25.1 1.9 2.1 3.0 0.8
9 19.9 1.9 1.9 1.9 1.7 1.8 1.9 94.0 108.1 108.6 1.6 1.7 2.5 1.1
10 19.3 2.4 2.4 2.3 2.2 2.1 2.1 107.0 109.7 102.3 2.2 2.0 2.8 0.8
11 15.3 2.5 2.5 2.5 3.5 3.0 2.4 123.0 135.5 124.6 3.4 2.4 2.3 1.1
12 19.8 2.3 2.2 2.2 2.2 2.5 2.2 65.5 62.7 61.8 2.4 1.9 3.4 1.0
β
:
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al
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y
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as
k 13 26.4 5.2 5.2 5.0 4.2 3.7 4.5 10.1 10.0 10.6 4.0 4.9 4.7 1.1
14 21.7 2.7 2.7 2.7 2.5 2.7 2.9 12.1 12.1 12.8 2.6 2.6 2.8 0.8
15 19.9 2.7 2.7 2.7 2.5 2.5 2.6 6.5 6.4 6.2 2.7 2.9 3.1 0.7
16 23.3 3.4 3.4 3.4 2.4 3.0 2.9 9.0 9.1 8.7 2.8 3.0 4.0 0.7
17 16.3 3.8 3.8 3.9 3.3 3.9 3.5 7.3 7.3 7.1 4.3 4.7 5.2 1.1
18 15.3 4.0 4.0 4.1 4.0 3.7 4.1 10.2 10.0 11.0 4.2 4.4 5.2 0.9
19 10.9 3.3 3.3 3.4 2.9 3.2 3.6 14.8 14.8 14.8 3.9 4.4 6.1 1.1
20 22.5 2.5 2.5 2.5 1.8 2.2 2.2 41.9 42.0 38.9 1.8 1.8 12.7 1.1
21 20.7 3.1 3.1 3.2 3.2 3.1 3.3 19.5 19.5 19.0 2.6 2.9 2.9 0.9
22 21.1 3.2 3.2 3.2 2.7 2.7 2.6 4.8 4.8 5.0 2.9 3.4 3.1 1.2
Average 1 19.6 2.8 2.8 2.8 2.5 2.6 2.6 45.5 47.3 46.5 2.6 2.7 3.8 0.9
STD 1 3.6 0.8 0.8 0.8 0.7 0.6 0.7 44.0 46.8 45.7 0.8 1.0 2.2 0.2
Variability - 7× 10−3 3× 10−2 0.8 0.5 -
Average 2 19.6 2.8 2.6 46.4 3.0 0.9
STD 2 3.6 0.8 0.7 45.5 1.6 0.2
Comparing the TRE values between the reference spaces T1, T2 and CT allows to
assess the influence of the choice of reference image on registration accuracy. Stan-
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dard deviation values were therefore computed between the three average TRE va-
lues obtained in each image reference space to measure the registration consistency
across the three reference spaces (see Section 5.3.2.3). These standard deviations are
denoted Variability in Table 5.1, and are computed based on the three correspon-
ding values of Average 1. The lowest variability was obtained for scenario A. When
inspecting the individual TRE values for each subject, this becomes even more appa-
rent.
The results of Table 5.1 clearly indicate that the TRE values obtained for subset
α (large immobilisation mask) are lower than for subset β (small immobilisation
mask). This can be explained by the fact that the immobilisation mask and gradient
coils used for subset β did not allow a similar positioning of the patient between the
CT and MR acquisitions. In particular, rotations of the neck region may make the
registration more challenging. The intra-rater variability averaged over all patients
is 0.9 mm, which is about three times lower than the best Average 2 TRE.
Table 5.2: Experiment 2 - TRE [mm]. Bold values signal distributions that are significantly
different from scenario A (underlined value).
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001 25.1 2.6 2.1 12.9 4.1
002 36.1 1.1 3.3 33.3 3.1
005 38.9 2.3 8.9 16.6 2.5
006 41.0 2.5 12.9 10.6 6.8
007 25.1 1.6 5.9 7.3 2.9
101 14.6 4.7 1.9 58.0 2.5
102 11.6 2.9 2.6 15.2 2.0
105 28.1 7.5 4.5 78.5 8.6
106 23.3 5.8 3.9 6.2 2.3
107 20.9 2.3 2.7 4.7 1.5
108 27.6 3.9 2.8 69.6 1.9
109 27.2 2.3 2.7 85.8 1.7
Average 26.6 3.3 4.3 33.2 3.3
STD 8.5 1.8 3.1 29.6 2.1
5.4.2 Results on Experiment 2 – RIRE dataset
For the RIRE dataset, the registration accuracy results are presented in Table 5.2.
Results obtained for the additional scenarios with DPCA2 and DAPE are presented in
Section 5.7. The average TRE before registration is 26.6 mm. After registration, the
average TRE is 3.3 mm for scenario A, 4.3 mm for scenario B, 33.2 mm for scenario
C and 3.3 mm for scenario D. Contrary to Experiment 1, the best registration results
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were here obtainedwith groupwisemulti-channel registration (scenarioA), andwith
pairwise mono-channel registration (scenario D).
5.4.3 Results on Experiment 3 – Groupwise multi-channel regis-
tration for multi-channel images with different numbers of
channels
In this experiment, we considered the images obtained from pa-
tients 1 to 12 of the head and neck dataset. Using the set of images
{M˜1,1, ..., M˜1,6, M˜2,1, ..., M˜2,4, M˜3,1, ..., M˜3,5}, which includes different number
of channels for each multi-channel image, we obtained an average TRE of 2.3
mm, which is only slightly worse than the TRE of 2.2 mm obtained in the original
experiment with all channels.
5.5 Discussion
In this chapter, we presented a novel groupwise multi-channel image registration
scheme. This scheme can be combined with a wide range of groupwise dissimila-
rity measures and sets of feature images. As a proof of concept, we applied this
groupwise multi-channel registration scheme to MIND feature images, and used to-
tal correlation DTC as groupwise dissimilarity measure.
Groupwise multi-channel image registration (scenario A) was compared to a
pairwise multi-channel registration scheme (scenario B). The first main theoretical
advantage of the groupwise multi-channel scheme is that it is fully symmetric, and
therefore has transitive consistency by definition. Additionally, groupwise multi-
channel image registration is directly extensible to datasets for which different num-
bers of feature images are computed for each image, which is not the case for the
pairwise multi-channel dissimilarity measure. Results on two multimodal datasets
(head and neck and RIRE) indicate that groupwise multi-channel registration achie-
ves similar registration accuracy as pairwise multi-channel registration, in terms of
TRE (scenario A yielded better TRE results than scenario B for the RIRE dataset, but
slightly worse for the head and neck dataset). In terms of variability, the experi-
ments on the head and neck dataset confirm the interest of the symmetric groupwise
formulation, in the sense that TRE results depend more on the reference space in
the pairwise methods than in the groupwise multi-channel approach. The poor va-
riability figures obtained in the groupwise mono-channel case is attributed to the
complete registration failure obtained in that case.
These two multi-channel schemes (scenarios A and B) were also compared to
mono-channel scenarios based on the original images only, either in a groupwise
manner (scenario C), or in a pairwise manner (scenario D). The fact that scenario C
results in a registration failure, while scenario A did not, illustrates the potential of
the novel scheme that we propose. The results indicate that even when groupwise
mono-channel registration with a given dissimilarity measure results in registration
failure, there is a possibility to improve the registration results by computing appro-
priate feature images from the original images (e.g. usingMIND feature images) and
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applying the proposed groupwise multi-channel registration with the same dissimi-
larity measure. Besides, the experiment on the head and neck dataset indicates that
groupwise multi-channel registration (scenario A) is much less sensitive towards
the choice of reference space than pairwise mono-channel registration (scenario D),
which verifies one of the advantages of groupwise registration with respect to pair-
wise registration.
Groupwise total correlation was previously applied to monomodal and quan-
titative MR images (in Chapter 4) and did not require the use of feature images to
obtain results similar or better than pairwise mutual information [48, 55]. The fact
that the groupwise total correlation dissimilarity measure requires feature images
like MIND images for the registration of multimodal datasets might be explained by
the fact that such feature images are more similar to one another, and therefore ea-
sier to register (which indeed was the prime motivation for developing MIND [53]).
The approximation of total correlation used for the sake of computational feasibility
are apparently too drastic in the case of true multimodal images, while it worked on
multi-parametric images as shown in [49]. MIND pre-processing allows to make the
images sufficiently similar so that they can be registered using total correlation.
The focus of our study was to present a novel multi-channel groupwise re-
gistration technique, and does not consist of a comparison between multiple pre-
processing algorithms. However, many other pre-processing methods, like ALOST
[81] could have been tested. Many choices would have been possible with respect to
the transformation model, regularisation, optimisation, pre-processing features and
dissimilarity measures (see Section 5.2.6), in particular. Comparing various such
components is outside of the scope of this chapter. Our key contribution, i.e. the for-
mulation of multi-channel image registration as a groupwise registration problem, is
independent of these choices. We do not claim that the proposed groupwise multi-
channel method is per se better than mono-channel registration. Some dissimilarity
measures might be better in coping with certain differences in intensities than others,
and it depends on the image characteristics which dissimilarity measure is optimal.
For pairwise registration, mutual information is a proven robust method that works
in many multimodal registration scenarios. Yet, it was shown that using additio-
nal features yields improved performances in certain applications [53, 78, 128]. For
groupwise situations, no analogous approach to mutual information has been pre-
sented yet, so there the use of multiple feature channels, as proposed in our study, is
a worthwhile option to consider. However, we cannot claim that this multi-channel
approach will lead in general to better performance.
5.6 Conclusion
In this chapter, we described a scheme for the groupwise registration of multi-
channel images. We showed that the registration of multiple sets of feature images
can be solved effectively with a groupwise multi-channel registration method, using
previously proposed intensity dissimilarity measures suitable for multiparametric
imaging data, in combination with a restricted transformation model that assigns
a single transformation to all feature images that belong together. In this way, the
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shared information between all feature images of all images is taken into account,
the number of feature images in each set is flexible, the registration is unbiased (i.e.
there is no need to choose a reference frame), and the approach naturally scales to
scenarios with more than two sets of feature images.
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5.7 Supplementary materials
The tables presented in this section provide quantitative TRE results in the group-
wise multi-channel registration scheme applied to the MIND images, and on the
groupwise mono-channel scheme applied to the acquired head and neck and RIRE
images. These results, based on two groupwise dissimilarity measures (DPCA2 deve-
loped by Huizinga et al. [55], and DAPE developed by Wachinger and Navab [150]),
complement those presented in Tables 5.1 and 5.2.
Table 5.3: Experiment 1 – TRE [mm] for each reference space T1, T2 and CT. Bold values
of Average 1 and Average 2 signal distributions that are significantly different from scena-
rio A (underlined values in Table 5.1). For Average 1, the comparisons were performed per
reference space. For Average 2, all data was considered together.
Groupwise Groupwise Groupwise Groupwise
multi-channel mono-channel multi-channel mono-channel
with DPCA2 with DPCA2 with DAPE with DAPE
Patient Mis. T1 T2 CT T1 T2 CT T1 T2 CT T1 T2 CT IRV
α
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1 24.7 2.2 2.2 2.2 104.3 107.6 104.5 2.5 2.5 2.4 106.7 114.1 108.2 0.8
2 14.9 2.2 2.2 2.1 102.1 108.9 103.9 2.4 2.4 2.3 102.9 110.1 104.8 1.1
3 22.2 2.0 1.9 1.9 6.2 6.2 5.9 2.1 2.1 2.0 8.3 8.2 9.5 0.8
4 22.9 2.2 2.2 2.2 100.5 103.1 94.9 2.5 2.6 2.5 149.6 149.6 135.7 0.8
5 15.8 2.6 2.5 2.6 8.3 8.3 8.3 2.7 2.7 2.6 11.0 11.0 11.2 0.8
6 17.2 2.6 2.6 2.6 92.5 96.0 93.8 2.5 2.6 2.5 106.3 106.5 106.0 0.9
7 21.9 2.0 2.0 2.0 10.8 10.6 12.2 2.2 2.2 2.1 11.0 10.8 12.2 0.8
8 18.5 2.1 2.1 2.1 34.0 33.8 32.9 2.1 2.1 2.1 35.5 35.2 34.3 0.8
9 19.9 1.9 1.9 1.9 100.0 107.1 96.9 2.2 2.2 2.1 100.8 113.8 99.7 1.1
10 19.3 2.5 2.5 2.4 101.6 111.9 104.3 2.3 2.3 2.2 102.5 105.9 99.3 0.8
11 15.3 2.4 2.4 2.4 120.6 137.4 131.6 2.9 2.9 2.8 118.4 137.0 129.0 1.1
12 19.8 2.3 2.3 2.2 74.4 71.3 72.5 2.3 2.4 2.3 95.0 89.7 99.1 1.0
β
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k 13 26.4 5.4 5.4 5.2 9.8 9.3 10.3 4.4 4.4 4.4 9.8 9.7 10.2 1.1
14 21.7 2.7 2.7 2.7 44.6 44.6 41.0 2.7 2.7 2.7 40.9 40.9 38.0 0.8
15 19.9 2.9 2.9 2.9 6.2 6.1 5.9 2.4 2.5 2.4 6.9 6.9 6.6 0.7
16 23.3 3.2 3.2 3.2 9.5 9.5 9.4 2.6 2.6 2.7 16.9 17.0 17.9 0.7
17 16.3 3.9 3.9 3.9 7.4 7.4 7.3 3.6 3.6 3.6 7.6 7.7 7.5 1.1
18 15.3 4.1 4.0 4.2 10.4 10.2 11.2 3.7 3.7 3.8 8.1 7.9 8.7 0.9
19 10.9 3.3 3.3 3.4 12.7 12.8 12.7 3.1 3.1 3.2 12.9 13.0 13.0 1.1
20 22.5 2.6 2.6 2.5 51.2 51.8 47.7 2.1 2.1 2.1 54.5 54.3 49.2 1.1
21 20.7 3.2 3.2 3.3 44.2 43.8 41.0 3.1 3.1 3.2 43.8 43.4 39.8 0.9
22 21.1 3.3 3.2 3.3 116.4 116.0 122.1 3.0 3.0 3.0 4.7 4.7 4.9 1.2
Average 1 19.6 2.8 2.8 2.8 53.1 55.2 53.2 2.7 2.7 2.7 52.5 54.4 52.0 0.9
STD 1 3.6 0.8 0.8 0.8 43.9 46.9 45.0 0.6 0.6 0.6 47.7 50.5 47.2 0.2
Variability - 1× 10−2 1.2 1× 10−2 1.2 -
Average 2 19.6 2.8 53.8 2.7 53.0 0.9
STD 2 3.6 0.8 44.6 0.6 47.7 0.2
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Table 5.4: Experiment 2 - TRE [mm]. Bold values signal distributions that are significantly
different from scenario A (underlined values in Table 5.2).
Patient M
is
al
ig
ne
d
ca
se
G
ro
u
p
w
is
e
m
u
lt
i-
ch
an
ne
lw
it
h
D P
C
A
2
G
ro
u
p
w
is
e
m
on
o-
ch
an
ne
lw
it
h
D P
C
A
2
G
ro
u
p
w
is
e
m
u
lt
i-
ch
an
ne
lw
it
h
D A
P
E
G
ro
u
p
w
is
e
m
on
o-
ch
an
ne
lw
it
h
D A
P
E
001 25.1 4.0 13.1 2.6 12.1
002 36.1 2.1 32.1 1.3 49.6
005 38.9 4.0 18.2 112.1 16.1
006 41.0 5.3 10.7 99.9 10.7
007 25.1 1.3 7.3 1.3 7.8
101 14.6 5.1 60.1 4.4 52.0
102 11.6 3.6 15.9 2.4 15.1
105 28.1 6.9 152.8 6.0 10.5
106 23.3 5.5 6.4 5.6 6.7
107 20.9 2.2 4.6 2.4 4.9
108 27.6 3.6 9.6 3.1 12.1
109 27.2 2.1 81.0 2.4 82.0
Average 26.6 3.8 34.3 20.3 23.3
STD 8.5 1.8 4.0 29.6 2.1

General discussion
and conclusion
Image registration has become an essential tool in medical imaging. It is used ina wide scope of applications to support diagnosis, therapy planning, or guidanceof interventions and surgery. The number of registration methods that have been
developed, especially in the past two decades, has followed the increasing diversity
of image datasets.
Devising a registration method for a specific application may be pursued fol-
lowing two main approaches. The first consists of arranging existing image re-
gistration methods, adapting them if necessary, selecting the adequate registration
components (e.g. dissimilarity measure, transformation model, optimisation met-
hod), and establishing a satisfactory parameter tuning. We followed this approach
in Chapters 2 and 3, in which we developed advanced registration pipelines adap-
ted to specific applications. This approach is however not necessarily suitable when
specific registration problems have to be solved, or when novel types of medical
image datasets are considered. The second approach consists of devising new re-
gistration components (e.g. new dissimilarity measures), or even entirely new re-
gistration schemes. Sometimes, such components have already been presented, but
have not been brought to the world of medical image registration. In this thesis, we
designed novel registration components: a total correlation groupwise dissimilarity
measure (Chapter 4), and a registration scheme for the registration of datasets of
multi-channel images (Chapter 5).
6.1 Main contributions of this thesis
In this thesis, we devised registration techniques for quantitative imaging andmulti-
channel images. Both the methodological and clinical contributions related to these
techniques are highlighted in this section.
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6.1.1 Methodological contributions
In Chapter 2, we developed an image registration pipeline for the registration
of diffusion-weighted MR (DW-MR) images acquired from the abdominal area of
healthy volunteers. We showed that image registration improves the reproducibi-
lity of the apparent diffusion coefficient (ADC), a quantitative parameter obtained
from multiple DW-MR images. Our registration pipeline compensates for misalig-
nments both within each acquired image, and between multiple images. The curve
fitting step used to extract the ADC parameters, based on maximum likelihood, ma-
kes it possible to compute a measure of uncertainty of the fit (the Fréchet-Cramér-
Rao lower bound) at each voxel location, such that not only the ADC value but also
the accuracy with which it is extracted is also derived. We additionally showed
that trivial operations such as data blurring, interpolation, or averaging of multiple
non-registered images yields ADC values that are biased and less reproducible than
when image registration is applied. On the datasets we considered, the ADC values
directly extracted from the acquired images are overestimated by 30% with respect
to the case in which our image registration pipeline is applied. This is in line with
the results obtained in the context of a collaborative follow-up effort [109] in which
the work of Chapter 2 was used as reference approach.
Chapter 3 focuses on cystic fibrosis (CF) patients with respiratory tract exacerba-
tion (RTE). DW-MR images were acquired using a MR image acquisition sequence
related to the one used in Chapter 2, resulting in datasets with lacking spatial cor-
respondence within and between the images. In Chapter 3, we adapted the regis-
tration pipeline designed in Chapter 2 to the concrete clinical application of cystic
fibrosis, knowing the verified advantages of that pipeline in terms of the values and
reproducibility of the quantitative parameters extracted from the DW-MR images.
In Chapter 3, we considered a two-step curve fitting method based on maximum
likelihood for extracting three quantitative imaging parameters from the DW-MR
images using the intravoxel incoherent motion (IVIM) model. Another methodolo-
gical contribution of this chapter is a weighted local smoothing method based on
the Fréchet-Cramér-Rao lower bounds computed thanks to the maximum likelihood
fitting step. This weighted local smoothing technique allows to reduce the impact
that unreliably fitted values have on the parameters extracted from the quantitative
images.
Chapter 4 makes it possible to apply one of the multivariate versions of mutual
information in the context of groupwise image registration. Our interest in multiva-
riate dissimilarity measures based on mutual information lies in the fact that pair-
wise mutual information is successfully used in common practice in a large number
of applications. Moreover, our interest is justified by the lack of groupwise equiva-
lents or extensions used for image registration. The groupwise dissimilarity measure
considered in Chapter 4, called total correlation, was selected based on both theore-
tical and implementation advantages with respect to other multivariate versions of
mutual information. Besides, we approximated total correlation for implementation
purposes. The results show that groupwise total correlation based on total correla-
tion yields better registration accuracy results than pairwise registration based on
mutual information, on quantitative MR and dynamic imaging datasets.
6.1 · Main contributions of this thesis 99
In Chapter 5, we developed a new groupwise scheme for the registration of da-
tasets of multi-channel images, i.e. images for which multiple sub-images (called
channels) are available. Contrary to the existing pairwise multi-channel registration
techniques (Figure 6.1a), the groupwisemulti-channel technique that we proposed in
Chapter 5 (Figure 6.1b) allows to register all feature images simultaneously, does not
require the selection of a reference image space, and assigns a single transformation
to all feature images that belong together. In addition, our groupwise multi-channel
scheme does not require the existence of the same number of feature channels per
feature image. We showed that even if a groupwise dissimilarity measure does not
make it possible to register a set of images, our scheme offers the technical possi-
bility to increase registration accuracy by considering feature images based on the
original images to register. Our scheme is modular in terms of registration compo-
nents such as the groupwise dissimilarity measure, the number of feature images,
the transformation model, and can be tailored per application.
6.1.2 Clinically-oriented contributions
In Chapter 2, we showed that ensuring spatial coherence between images is an es-
sential step to derive reliable quantitative measurements from them. One of the aims
in quantitative imaging consists of devising quantitative imaging biomarkers that
are technically validated (i.e. they can be measured reliably) and qualified (i.e. they
can be linked to clinical implications), as exposed by Waterton et al. [154]. Chapter 2
verified that image registration plays an essential role in ensuring the technical vali-
dity of quantitative ADCmeasurements obtained frommultiple DW-MR images, by
increasing the reproducibility with which the ADCs are obtained and by providing
accurate quantification. ADC is a quantitative measurement that has been conside-
red in the context of pathophysiological processes, such as cancer, that are known to
have an impact on diffusion properties in tissues.
In Chapter 3, we extracted quantitative measurements based on the intravoxel
incoherent motion (IVIM) theory, which contrary to the ADC technique, allows to
quantify molecular diffusion and perfusion in a separate manner. Chapter 3 con-
siders DW-MR images acquired from CF patients. Respiratory tract exacerbation
(RTE) scores is a clinical measure developed to distinguish the presence from the ab-
sence of pulmonary exacerbations [116]. This standardisedmeasure allows compari-
sons between different studies, and is established based on a questionnaire filled by
physicians, including questions about observed symptoms, physical examination,
patient history and pulmonary function test results. RTE scores are global, functio-
nal and qualitative measures that are computed for a given patient at a given time
point. In Chapter 3, we proposed to monitor RTE using the intravoxel incoherent
motion (IVIM) theory, introduced by Le Bihan et al. [73]. In particular, we show that
the IVIM quantitative parameter D∗, characterising blood perfusion, is a promising
quantitative parameter for capturing treatment response in CF patients affected by
RTE. This quantitative parameter is extracted from multiple DW-MR images using
a curve fitting technique. The image registration pipeline developed and tested on
analogous volunteer datasets in Chapter 2 was used in Chapter 3 to ensure spa-
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Figure 6.1: Example of pairwise (a) and groupwise (b) methods for the registration of multi-
channel datasets of medical images. The illustrated groupwise technique was proposed in
Chapter 5 of this thesis.
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tial correspondence between all DW-MR images, and therefore ensure a reliable ex-
traction of the quantitative parameter D∗. Contrary to the funcational qualitative
RTE scores, D∗ can be assessed at any spatial coordinate, and can therefore offer
a per-lesion characterisation of pulmonary exacerbation. Another added value of
D∗ is that it is obtained based on diffusion-weighted MR images, which allows to
perform multiple scanning sessions for patient monitoring, while this would not be
possible with techniques based on computed tomography (CT) due to radiation dose
limitations [69].
In terms of clinical applications, the total correlation dissimilarity measure de-
veloped in Chapter 4 can be applied to datasets of quantitative MR images or to
datasets of dynamic images. In this chapter, we considered applications in the myo-
cardium, carotid artery wall, spleen, brain parenchyma, pancreas, and in the lung,
based on various imaging modalities: CT, T1-weighted MRI, DW-MRI, and DCE-
MRI. The groupwise dissimilarity measure based on total correlation that we deve-
loped is a tool that can be used to register and, if applicable, extract more reliable
quantitative measurements from datasets of medical images that can be described
by a low-dimensional signal model.
The groupwise multi-channel registration method developed in Chapter 5 can
be used for the registration of multi-channel medical images. Such images may be
created by applying various sorts of filtering to images, like we did through the
use of the MIND feature images. Our groupwise multi-channel method also opens
new promising perspectives for studies based on datasets of multi-channel images
generated by the imaging modality themselves, such as in dual-echo MR imaging
[59, 93], in contrast-enhanced ultrasound imaging [2], or in dual-energy CT [91].
6.2 Perspectives for future research
A further research step for the quantitative imaging experiments of Chapters 2 and 3
would be to register all even and odd subvolumes simultaneously in a single group-
wise registration procedure, avoiding the sequential registration pipeline that we
considered in these chapters. One of the challenges in groupwise image registration
is the choice of dissimilarity measure, especially when multimodal images have to
be registered. Even though we showed in Chapter 4 that groupwise total correla-
tion yields registration results that are comparable to or better than pairwise mutual
information in the case of quantitative MRI and dynamic imaging, further research
needs to be performed for the groupwise registration of any kind of multimodal
image dataset, as shown in Chapter 5. One possible axis for future research works
could be to refine total correlation, or elaborate other groupwise dissimilarity mea-
sures that would be as widely applicable as mutual information is in pairwise image
registration. For the time being, we obtained promising multi-modal registration re-
sults using total correlation by applying it to sets of feature images obtained from
the original images to register. To that end, we used the multi-channel groupwise
registration technique of Chapter 5.
102 6 · General discussion and conclusion
6.3 Conclusion
This thesis describes and evaluates advanced medical image registration methods
for quantitative imaging and multi-channel images. We proposed registration met-
hods that improve the reliability and reproducibility of quantitative measurements
extracted in a voxelwise manner from multiple medical images, and applied them
to multiple medical imaging modalities focusing on different anatomical areas of
interest or pathologies. We also designed a novel registration scheme that allows
the registration of images for which multiple channels exist. The image registration
techniques that we developed are modular in the sense that the registration compo-
nents can be tailored for a given application. Our work sheds a particular light on
groupwise registration techniques, as these techniques might get an increasing inte-
rest in medical imaging in the coming years. In addition to bringing about advances
in registration accuracy, groupwise registration could be an elegant and efficient way
of decomplexifying image registration pipelines in a time marked by an inflation in
the numbers and types of medical images acquired in the clini
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Summary
In this thesis, we develop medical image registration techniques for quantitative
imaging and for multi-channel images.
In Chapter 2, we devise an image registration pipeline for the registration
of diffusion-weighted MR (DW-MR) images acquired from the abdominal area of
healthy volunteers with a free-breathing protocol. Spatial correspondence is not en-
sured in the acquired image datasets, mainly because of respiratorymotion. The lack
of spatial correspondence is apparent between the acquired images but also within
each of them, due to the interleaved acquisition protocol chosen to limit the effect
of cross-talk between slices. Our experiments, performed on five healthy volunteers
with repeated acquisitions, show that image registration is an essential tool to ens-
ure the extraction of reliable and reproducible apparent diffusion coefficient (ADC)
quantitative measurements from the image datasets.
Chapter 3 focuses on DW-MR images acquired from 56 cystic fibrosis (CF) pa-
tients with respiratory tract exacerbation (RTE). The DW-MR images are acquired
with a protocol close to the one used in Chapter 2, and are therefore registered using
an image registration pipeline adapted from Chapter 2. Quantitative measurements
are extracted based on the intravoxel incoherent motion (IVIM) theory, which con-
trary to the ADC technique, allows to quantify molecular diffusion and perfusion in
a separate manner. We show that the IVIM quantitative parameter D∗, characteri-
sing blood perfusion, is a promising quantitative parameter for capturing treatment
response in CF patients affected by RTE.
Chapter 4 makes it possible to apply one of the multivariate versions of mutual
information in the context of groupwise image registration. Our interest in multiva-
riate dissimilarity measures based on mutual information lies in the fact that pair-
wise mutual information is successfully used in common practice in a large number
of applications, and is justified by the lack of groupwise equivalents or extensions
used for image registration. This chapter shows that groupwise total correlation
yields better registration accuracy results than pairwise registration based on mu-
tual information, on six types of quantitative MR and dynamic imaging datasets
containing between G = 5 and G = 160 images.
In Chapter 5, we develop a new groupwise scheme for the registration of data-
sets of multi-channel images, i.e. images for which multiple sub-images (called chan-
nels) are available. Contrary to the conventional pairwise multi-channel registration
techniques, our groupwise multi-channel technique allows to register all channel
images simultaneously, does not require the selection of a reference image space,
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and assigns a single transformation to all channel images that belong together. Such
channel images may be created by applying filtering, like we did through the use
of the MIND feature images. Our groupwise multi-channel method also opens new
promising perspectives for studies based on datasets of multi-channel images gene-
rated by the imaging modality itself.
This thesis proposes registration methods that improve the reliability and repro-
ducibility of quantitative measurements extracted in a voxelwise manner from mul-
tiple medical images, and applies these registration methods to multiple medical
imaging modalities focusing on different anatomical areas of interest or pathologies.
In this thesis, we also design a novel registration scheme that allows the registra-
tion of images for which multiple channels exist. The image registration techniques
that are developed are modular in the sense that the registration components can be
tailored for a given application. Our work sheds a particular light on groupwise re-
gistration techniques, as these techniques might get an increasing interest in medical
imaging in the coming years. In addition to bringing about advances in registration
accuracy, groupwise registration could be an elegant and efficientway of decomplex-
ifying image registration pipelines in a time marked by an inflation in the numbers
and types of medical images acquired in the clinic.
Samenvatting
In dit proefschrift worden medische beeldregistratiemethoden ontwikkeld voor
kwantitatieve beeldvoorming en meerkanaals beelden.
In hoofdstuk 2 wordt een beeldregistratiepijplijn bedacht voor de registratie van
diffusie-gewogen MR (DW-MR) beelden, gevormd in de buik van gezonde vrijwil-
ligers onder vrije ademhaling. De spatiale overeenstemming binnen de beeldgege-
venssets is niet gegarandeerd vooral vanwege ademhalingsbeweging. Het gebrek
aan spatiale overeenstemming is bemerkbaar tussen de verkregen beelden maar ook
binnen elk beeld, ten gevolgen van de verweven beeldacquisitieprotocol gekozen
om de effecten van overspraak tussen de 2D plakjes te beperken. Op experimenten
gebaseerd op medische beelden van vijf gezonde vrijwilligers met herhaalde beeld-
acquisities blijkt dat beeldregistratie een onmisbaar instrument is om ervoor te zor-
gen dat de kwantitatieve apparente diffusie coëfficiënt (ADC) waarde berekend uit
de DW-MR beelden betrouwbaar en reproduceerbaar zijn.
Hoofdstuk 3 richt zich op DW-MR beelden van 56 cystische fibrose (CF)-
patiënten met verergeringen van het respiratoire kanaal (RTE). De DW-MR beelden
worden gevormd met een protocol dat vergelijkbaar is met dat van hoofdstuk 2, en
worden vervolgens geregistreerd met een beeldregistratiepijplijn aangepast van die
van hoofdstuk 2. Kwantitatieve metingen worden berekend op basis van de theorie
van intravoxel incoherente beweging (IVIM). In tegenstelling tot ADC methoden,
IVIM maakt het mogelijk om de moleculaire diffusie en de perfusie in een aparte
manier te kwantificeren. Wij tonen aan dat het IVIM kwantitatieve parameter D∗,
die bloedperfusie kwantificeert, een veelbelovende kwantitatieve parameter is om
de behandelrespons voor CF-patiënten met RTE te bepalen.
In hoofdstuk 4 wordt een methode beschreven, die het mogelijk maakt om een
multivariate versie van mutuele informatie in de context van groepsgewijze regi-
stratie toe te passen. Onze belangstelling voor dissimilariteitsmaten afstammend uit
mutuele informatie ligt in het feit dat paarsgewijze registratiemethoden gebaseerd
op mutuele informatie doorgaans succesvol zijn voor een groot aantal toepassingen,
en wordt gerechtvaardigd door het gebrek aan groepsgewijze equivalenten of uit-
breidingen voor beeldregistratie. Dit hoofdstuk toont aan dat groepsgewijze totale
correlatie een betere nauwkeurigheidsresultaten oplevert dan paarsgewijze registra-
tiemethoden gebaseerd op mutuele informatie, op zes soorten kwantitatieve en dy-
namische beeldvorming gegevenssets bestaande uit tussenG = 5 enG = 160 beelden.
In hoofdstuk 5 wordt een nieuw groepsgewijs schema ontwikkeld voor de regi-
stratie van gegevenssets van meerkanaals beelden, d.w.z. beelden waarvoor meer-
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dere subbeelden (die ook wel kanalen genoemd worden) beschikbaar zijn. In tegen-
stelling tot de conventionele paarsgewijze meerkanaals registratiemethoden, onze
groepsgewijze meerkanaalstechniek maakt het mogelijk om alle kanalen gelijktijdig
te registreren, zonder dat een referentiebeeld hoeft te worden gekozen, en één trans-
formatie wordt toegewezen aan alle kanalen die bij elkaar behoren. Zulke kanaal-
beelden kunnen onder andere samengesteld worden door filtering, zoals uitgevoerd
in deze studie met MIND kenmerkbeelden. Onze groepsgewijze methode biedt ook
veelbelovende perspectieven voor studies gebaseerd op gegevenssets van meerka-
naals beelden gecreëerd door de beeldvormingstechniek zelf.
Dit proefschrift draagt bij aan de ontwikkeling van registratiemethoden die
de betrouwbaarheid en reproduceerbaarheid verbeterd van kwantitatieve metingen
verkregen op een voxel-wijze manier uit meerdere medische beelden. Deze regi-
stratiemethoden worden aan beelden van meervoudige beeldvormingstechnieken,
anatomische gebieden of ziektes toegepast. Ook hebben wij een nieuw registratie-
schema ontworpen voor beelden gemaakt van meerdere kanalen. De registratieme-
thoden beschreven in dit proefschrift zijn modulair, in de zin dat de registratiecom-
ponenten kunnen per toepassing aangepast worden. Ons werk hecht grote waarde
aan groepsgewijze registratiemethoden mede gelet op het feit dat ze tot verhoogde
belangstelling in de komende jaren zouden leiden. Naast de vooruitgang wat betreft
registratienauwkeurigheid, groepsgewijze registratie zou een elegante en efficiënte
manier om de beeldregistratie pijplijnen te decomplexificeren in een periode die in
het teken staat van de groeiende aantallen en soorten medische beelden die in de
kliniek gevormd worden.
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