Abstract. Epilepsy is one of the most common neurological disorders, which is characterized by unpredictable brain seizure. About 30% of the patients are not even aware that they have epilepsy and many have to undergo surgeries to relieve the pain. Therefore, developing a robust brain-computer interface for seizure prediction can help epileptic patients significantly. In this paper, we propose a hybrid CNN-SVM model for better epileptic seizure prediction. A convolutional neural network (CNN) consists of a multilayer structure, which can be adapted and modified according to the requirement of different applications. A support vector machine is a discriminative classifier which can be described by a separating optimal hyperplane used for categorizing new samples. The combination of CNN and SVM is found to provide an effective way for epileptic prediction. Furthermore, the resulting model is made autonomous using edge computing services and is shown to be a viable seizure prediction method. The results can be beneficial in real-life support of epilepsy patients.
Introduction
Epilepsy is an incessant brain disorder, in which patients suffer from the occurrence of spontaneous seizures. It is so common that it occurs to about 70 people out of 100,000 people per year [1] and if we look at the age-adjusted incidence of epilepsy, then we will find that there are 44 cases out of 100,000 every year [2] . In about 30% of the people who have epilepsy, it is still not cured even after they undergo surgeries, which is a considerable amount [3] . Anxiety in patients due to the possibility of a seizure occurring can drastically affect a patient's life. According to previous studies, it has been found that about 1% of the world's whole population suffers from epilepsy [4] . Since, Brain-Computer Interface acts as a middleware for the interaction between the brain signals and computer signals, therefore the interface needs to be improved in order for better interfacing. If there is direct communication, then obtaining and processing of data becomes very easy, which can overall increase the outcome of seizure prediction. If the prediction of seizures increases, then it would significantly improve the living expectations of over 50 million patients who are suffering from the ictal events. Schulze-Bonhage et al. [5] , have shown some of the advantages of avoidance of injuries, increasing the feeling of security, driving without fear, and reduction of anxiety over the epileptic patients. Additionally, when the patients asked for some emergency help and early medications, these all helped them [6] . Therefore, many medications such as delivering fast-acting antiepileptic drugs, electric stimulation of vagus nerve or even the deep brain stimulation can be applied to overcome the seizures, which was analyzed by Schelter et al. [7] .
Almost every seizure prediction approach tries first to extract the main features from the pre-processed EEG signals, as these are the best to diagnose epilepsy.
Epilepsy causes abnormalities in EEG readings. After finding the suitable features, these are then used to classify into preictal and non-preictal states. The extracted features can be univariate (from a single channel), bivariate (from a pair of channels), or multivariate measures (from multiple channels simultaneously). Traditionally, epileptic seizure prediction was challenged either by using the necessary frequency filters, which merely applied a threshold to a given measure extracted from the EEG as employed by Schelter et al. [8] , or using non-linear analysis as shown by Le Van Quyen et al. [9] . Recently, researchers started experimenting the classification process based on high-dimensional features spaces, which were used to detect the preictal states. The seizure prediction is tackled as a binary classification problem between the preictal and non-preictal states, where preictal states occur just preictal can cover from several seconds up to several hours before the seizure. The non-preictal class covers the three states of ictal, postictal, and interictal. The seizure happens in the time-period of ictal state. The postictal state encompasses the moments after seizure onset. Interictal state, during which the patient enjoys a normal brain activity, is the interval beginning right after the postictal state of a seizure and ending before the preictal state of the next seizure. before the seizure and need to be predicted to detect a preceding seizure. Depending on the starting time, the A support vector machine is a discriminative classifier that is characterized by a separating optimal hyperplane, which is used for categorizing new samples. The SVM classifier established by Vapnik et al. [10] was employed for categorizing the preictal and non-preictal states based on the extracted time and frequency features and the features extracted from the deep learning method as the input for it. Subsequently, the SVM classifies the EEG data by determining the 
where N is the number of support vectors, d i exemplifies the respective class membership, i.e., binary labels from {−1,1}, x i denotes the i th support vector, x specifies the feature vectors, k(x i , x) indicates the kernel function, and α i is a slack variable introduced for combining the constraint functions together as a new Lagrangian function. The identification of preictal state is accomplished using the computational intelligence SVM classifier and its output regularization by firing power (FP) as implemented and explained by Teixeira et al. [11] .
In our study, we have also used CNN or Convolutional Neural Networks, which are a particular class of deep-networks based on the type of feedforward artificial neural networks. These are based on the 3D neuronal arrangements, local connectivity between neurons of adjacent layers and shared weight vectors. These properties help in better generalization with lower memory which is appropriate for feature representations in the big-data problems correlating with seizure prediction in epilepsy. CNN consists of multilayer structures, which can be developed and modified according to use. The first layer defines the input dimensions, followed by rectified linear units and max-pooling layers [12] . The basic structure of a CNN is shown in Fig. 1 and Fig. 2 [13] . The last layers are the fully connected layers. Basically, these are the layers where the classification is done based on the features provided by the last convolutional layer. More details of CNN will be described in Section 3.3.3 when high-level feature extraction using deep learning is discussed.
The remainder of the paper is organized as follows, Section 2 provides the autonomic edge computing infrastructure. Section 3 describes our proposed novel approach for epileptic seizure prediction. Results are presented and discussed in Section 4. Finally, Section 5 examines future work that can be done.
Autonomic Edge Computing
Computer systems and applications have seen explosive growth over the years regarding diversity, scale, and complexity. All the conventional approaches to system management, which requires extensive human intervention, are deemed to be inefficient to cope with the ever-increasing and expanding computer and network systems. Therefore, a new notion of computing was developed known as Autonomic Computing (AC). An autonomic computing system is characterized by the following attributes [14] [15]:
• Self-awareness: An Autonomic Computing system should exhibit a sense of self, its state and behavior.
• Self-configuration: An AC system should be able to configure itself by the environment adaptively.
• Self-healing: An AC system should be faulttolerant and able to recover from problems.
• Self-optimizing: An AC system should be able to adjust its parameters and behavior to optimize its performance in response to the changing conditions. • Self-protecting: potential threats and be able to protect itself from attacks and maintain integrity.
• Context awareness: An AC system should be aware of the environment and adapt to changes in the execution environment.
• Openness: An AC system should be able to function appropriately across heterogeneous hardware and software platforms, and therefore should be based on open standards rather than proprietary components. • Anticipatory power: An AC system should possess the ability to anticipate proposed changes and proactively take necessary measures. Mobile communications have undergone four generations of evolution in just a few decades, bringing tremendous convenience and profound social and economic impact. The type of data transmitted by mobile communication also has also shifted from voice to video and multimedia. The next generation (5G) mobile communication system needs to carry more diversified services, such the emerging Internet of Things and driverless vehicles, exerting enormous pressure on the system. Therefore, 5G has taken many new approaches in technology development, such as new radio (NR), large antennas, novel channel coding technologies, migration to higher frequency bands for higher bandwidth, differentiating application scenarios to meet different requirements. Also, 5G embraces software and virtualization technologies to reduce cost and provide greater flexibility. 03016 (2018) https://doi.org/10.1051/matecconf/201821003016 CSCC 2018
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Cloud computing has become a trend in recent years, providing a wide range of services and also using its flexible resource allocation methods to solve many practical problems. The development of 5G mobile communications has led to the increasing popularity of resource-demanding and delay-sensitive mobile applications. Recently, the computing facilities and storage capabilities of cloud data centers have been moved closer to the end users, ushering in the era of mobile edge computing (MEC). As MEC servers are close to the end users, their services offer the advantages of low latency and high energy efficiency.
These desirable features can be critical to many applications in the medical areas, in particular, in the realization of real internet [16] . Indeed, edge computing has been considered to play an essential role in the realization of ultra-reliable, low-latency communications (URLLC) in 5G [17] . The low-latency property has been exploited in [18] . However, the diverse applications and services that are foreseen to be offloaded to MEC servers will render the management and resource allocation a highly complicated issue. Moreover, the environment is likely to be dynamic and changes rapidly over time. Autonomic computing is thus key to the successful implementation of edge computing. In this paper, we tackle the critical issue of epileptic seizure prediction using a novel hybrid deeplearning approach based on an autonomic edge computer infrastructure.
Proposed Approach
Our proposed approach firstly tries to pre-process the data using fast Fourier transform to extract the time and frequency features. Simultaneously, the data is also pre-processed to extract the different information stored in different frequency bands, namely, Alpha, Beta, and Theta. This information is then further used to separately generate EEG 2D images which are then fed to a CNN model to classify between the preictal and non-preictal images. The high-level features are gathered from the last layer of the trained CNN model. These high-level features with time-frequency features together are fed to an SVM which is trained over per-patient data to see the output. Block diagram of the whole process is shown in Fig. 3 and the individual steps are explained in the sequel.
Pre-processing
The whole process of pre-processing consists of many parts as there are different types of features being extracted. For the time and frequency feature extraction, the EEG data pre-processing is straightforward. The fast Fourier transform is applied to each 1-second clip, where the frequency is taken in the range 1-47Hz, and phase information is discarded. Moreover, for creating EEG images, the FFT is applied over the EEG data separately, for different frequency bands: Alpha (8-13 Hz), Beta (13-30 Hz) and Theta (4-7 Hz), as all the oscillatory cortical activity related to memory operations primarily exists in these three frequency bands.
Time and Frequency based feature extraction
Schindler et al. [19] analyzed and showed that correlation coefficients and their corresponding eigenvalues in the time domain are great features for efficient seizure prediction. By experimenting, we found that if these are computed for the frequency domain as well, they can contribute significantly towards the seizure prediction. Therefore, correlation coefficients and their eigenvalues are found by mathematical calculation in the time and frequency domains, as outlined below.
• Simple FFT extracted features for the range of 1-47 Hz. Here the FFT is used over each clip for all EEG channels. Then a log 10 is taken, and phase information is removed.
• Correlation coefficients and their respective eigenvalues for the time domain. The output from the above procedures is then normalized, and a correlation coefficients matrix is generated by treating each single EEG channel as one, subtracting the mean and dividing the standard deviation, as shown in (2) and (3) [20] , where n is number of subjects, p is the number of variables. Eq. (2) is the Pearson correlation coefficient between variables x j and x k , and Eq. (3) is the correlation matrix. Then, real eigenvalues are generated by just considering the magnitude of the complex values and discarding the imaginary one. 
• Correlation coefficients and their respective eigenvalues for the frequency domain. A similar approach is taken for the frequency domain as well, as explained before for the time domain. Thus, eventually there will be totally three types of time and frequency features in the feature subset.
High-level feature extraction via deep learning
As introduced before, CNN's tend to have a hierarchical structure. The first few layers are combined with Convolutional layers, ReLU layers, and Max pooling Layers. Subsequently, the end layers consist of 2 or fully connected layers which can also be added or discarded as per the requirement. We start the high-level feature extraction by converting the EEG Time-series data into images and then running a CNN model developed by us over these images. Finally, the CNN model generates the features, which are taken from the last layer of the CNN model and appended to the primary feature dataset. Refer to Fig. 4 for details. 
Converting EEG Time-series data to images
As the FFT is performed and the different band information are gathered. This information is then further squared and summed for each frequency bands to create a separate measurement for each electrode. Rather than aggregating the obtained information to form a feature vector, the information is transformed into a 2D image, which preserves the spatial information. Pouya Bashivan et al. [21] have implemented this method to correctly store the relative distance between neighboring electrodes as well as their information is correctly told. Azimuthal equidistant projection process was employed in this process to obtain the relative distance between electrodes and correctly projecting them over 3D space. After the 3D projection, a 2D projection can be easily obtained which can represent the position of each electrode over 2D space, and the magnitude of the intensity at that point over the 2D space would represent the information encoded. Further, this was done for each frequency band of importance, and hence three types of topographical activity maps (each for Alpha, Beta, and Theta frequency bands) are obtained which are combined to form one image containing all three bands and all different electrodes values.
CNN Model
The multichannel image generated is given as the input to the CNN model. Our CNN model is similar to VGG. As VGG requires relatively less number of epochs to train, we used a similar model to perform more experimentations. It consists of four stacks, with the first stack having four layers, the second stack also having four layers, the third stack having two layers, and the last stack having one layer. Every layer in a stack is a combination of convolutional layer followed by the softmax layer. A max-pooling layer follows each stack. All convolutional layers use small receptive fields of size 3 × 3 and stride of 1 pixel with ReLU activation function. Max-pooling is performed over a 2 × 2 window with a stride of 2 pixels. The number of kernels within each convolution layer increases by a factor of two for layers located in deeper stacks. Simonyan et al. [22] experimented and analyzed that stacking of multiple CNN layers is leading to the active adoption of higher dimensions and also requires very few parameters.
Training and Testing Protocol
For training, we used Stochastic Gradient Descent (SGD) as the optimizer as it has shown the better results in most of the previous works as compared to other optimizers. SGD can easily show significant results using even slower learning rates, which makes it the best option. Since CNN uses backpropagation, there can be a considerable difference among the weights of the first and the last layers. We used the cross-entropy as the loss function to evaluate the model. The training was run on all of the samples obtained from the dataset. The learning rate was kept at 0.01, decay was set to 1e-6, and momentum is equal to 0.9. Further experimentation proved that playing with these hyper-parameters would increase/decrease the accuracy by a factor of 0.1-0.5. For the first ten epochs, the model showed 95.09% best test accuracy and 93.05% best validation accuracy. For the first 30 epochs, the model's best test accuracy rose to 96.43% and 94.20% for best validation accuracy. Dropout regularization has also played a significant role in the model's accuracy as these are best used for reducing overfitting in deep convolutional neural networks [23] . No data augmentation and manipulation techniques were used to preserve the distinct spatial interpretations of direction and location in EEG images. The network started to converge after 30 epochs, i.e., 3600 iterations (120 iterations per epoch).
Processing the extracted features
After serious experimentation, it was decided to use these features in the model. Many earlier works had shown that EEG data could be analyzed correctly to obtain significant time and frequency features. Furthermore, the convolutional neural network's great work over the images leads us to choose and experiment with these features. The set of features, being extracted in the given section are supplied to a non-linear SVM with a Gaussian Radial Basis Function (GRBF) kernel, as SVM uses a unique transformation of the feature space [24] into a higher order space where linear boundaries may eventually separate the data into two classes. These transformations just linearize the space which is implemented using the kernel functions. The following equation can be used to express the GRBF kernel function: 2 2 ( , ') exp( || ' || /2 ), k
where x and x' are the feature vectors in the input space. For improving the results, GRBF kernel parameters are optimized by increasing a classical class separability criterion as the trace of the scatter ratio. The SVM was trained over four feature sets appended one after the other. Also, per-patient SVM classifier was trained where we kept the high-level deep-learning features same for every patient but changed the time and frequency features for different patients.
Autonomic Edge Computing Analysis
Since there were no edge servers accessible at the time, we used a simple analytical approach to analyze the time it took for the brain-computer interface. The goal is to compare cloud computer network (CCN) and edge computing node (ECN). Assume that the CCN is approximately 300 Km away from the source, and an ECN is just 1 Km away. The link speed between the source and CCN is 2 Mbps due to the presence of intermediate nodes and that for ECN is 100 Mbps. The TUH-EEG corpus, which contains a high proportion of epilepsy-related disorders, has a median file size of 4.1
Results and Discussion
The ECoG dataset of eight epilepsy patients was used to experiment on, which was developed jointly by the Mayo Clinic and University of Pennsylvania. The dataset is also present on the Kaggle website and sponsored by the American Epilepsy Society [26] . For cross-validation, heavy experimentation is required. Thus, firstly the dataset was divided according to the whole seizures, i.e., if a ratio of 0.5 is assumed and there are four whole seizures, then two would be in one set and the other two in another. Many other ratios have been chosen as well but this turns out to be the best scenario with the highest accuracy along with excellent sensitivity and specificity. The proposed CNN-SVM model was simulated for training and testing work on a GPU. For ten epochs, high-level deep learning features, the SVM showed a (97.07±0.5)% accuracy, but it did not rise significantly for 30 epochs high-level deep learning features. The accuracy just rose to (97.86±0.5)%, whereas sensitivity (96.47±0.5%) and specificity (98.81±0.5%) were almost similar in both cases.
Since this whole process was carried out with the intention of creating a better brain-computer interface system for epileptic seizure prediction, the latency using edge computing service was also found. Assume an EEG file of size 4.1 Mbytes was transmitted from the source to compare the results between CCN and ECN. Provided the queueing delay and processing delay at the intermediate nodes are ignored, the total delay for CCN and ECN is the summation of transmission delay and propagation delay. Based on the analytical model described in Section 3.5, the one-way transmission and propagation delays for CCN are 16.4 s and 1000 μs, and those for ECN are merely 328 ms and 3.33 μs, respectively. Thus, through simple analysis, we can see that the total delay incurred by ECN is much smaller than that incurred by CCN. Here, for simplicity, the processing time has not been taken into account, which will be investigated in future research.
Conclusion and Future Work
Based on our research, it can be concluded that the latency and RTT measured over the network showed that edge computing services could be used in the future for creating a better brain-computer interface for epileptic seizure prediction. The whole system can be deployed over edge computing servers where the data packets containing the EEG signals in the compressed form can be sent, and processing can be done. The final results can be obtained which makes this braincomputer infrastructure faster and better as compared to the present state-of-the-art systems. Further, this work can be expanded over to make an end-to-end system where doctors can directly use the system to detect and localize the area of epilepsy in the patient's brain.
The current approaches involve high-complexity methods, which can take a long time to process and show the results. A system can be developed which not only analyzes EEG signal data but can also detect and analyze other bio-signals such as ECG, EMG, MMg, EOG, and so on, which require heavy computations and processing. A variety of models can be developed to evaluate different kinds of biological disorders which require quite complicated diagnosing. Moreover, a whole medical diagnosing brain-computer infrastructure using edge computing services could be developed. We are currently working on a few of these models to significantly improve the autonomic diagnosis. Finally, it is well known that CCN is highly computational efficient as compared to ECN. In this article, only data propagation and transmission delays have been considered in the comparison between cloud and edge computing. This is far from a thorough comparison. In the future, the computation complexity of the proposed approach will be analyzed, followed by a comprehensive comparison of performance when it is implemented in cloud and edge computing settings.
