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Abstract
In this paper, three novel classification algorithms aiming at (semi-)supervised
action classification are proposed. Inspired by the effectiveness of discriminant
subspace learning techniques and the fast and efficient Extreme Learning Ma-
chine (ELM) algorithm for Single-hidden Layer Feedforward Neural networks
training, the ELM algorithm is extended by incorporating discrimination criteria
in its optimization process, in order to enhance its classification performance. The
proposed Discriminant ELM algorithm is extended, by incorporating proper regu-
larization in its optimization process, in order to exploit information appearing in
both labeled and unlabeled action instances. An iterative optimization scheme is
proposed in order to address multi-view action classification. The proposed clas-
sification algorithms are evaluated on three publicly available action recognition
databases providing state-of-the-art performance in all the cases.
Keywords: Extreme Learning Machine, Semi-supervised Learning, Multi-view
Learning
1. Introduction
Human action recognition from videos is receiving increasing attention, due
to its importance in a wide range of applications, like intelligent visual surveil-
lance, human-computer interaction and content-based video annotation/retrieval,
to name a few. However, it is a challenging problem, because of the complex-
ity of human actions. The dynamic human body motion patterns can produce an
extremely large number of visual representations, due to the large number of the
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degrees of freedom in body joints, the differences in human body size, action exe-
cution style variations among individuals, differences in camera distance and view
angle and imaging conditions changes, e.g. illumination changes. This fact leads
to high intra-class and, possibly, moderate inter-class variations for human action
classes.
The term action is often distinguished from the term activity. An action is
referred to as a simple motion pattern [1], e.g., a walking step. Activities consist
of a series of actions, e.g., the activity ’playing football’ consists of successive
realizations of actions ’run’, ’jump’, ’kick’, etc. Therefore, each activity can be
split into its elementary motion patterns called actions. Recent action recognition
methods either exploit the local information appearing in video frame locations
that correspond to space-time interest points (STIPs) [2], or divide each video de-
picting an action instance, called action video hereafter, in multiple short videos
and describe each of the short videos in order to obtain a template-based action
representation [3]. In the first case, shape and motion descriptors, like Histograms
of Oriented Gradients (HOG) and Histograms of Optical Flow (HOF) are calcu-
lated, in order to describe actions. By employing such action descriptors, action
videos are usually represented by adopting Bag of Features (BoFs) approaches
[4]. In the later case, descriptors denoting the similarity of each sub-video with
reference ones are calculated leading to a template-based action representation
[3].
To achieve good recognition performance, most action recognition methods
have approached the action recognition problem from a restricted, supervised,
point of view. That is, they assume that actions are observed from one view angle
only and that a large amount of labeled action videos are available in the training
phase, in order to train action classifiers that will be used to classify unknown
test action instances. This approach has been extensively studied in the last two
decades, leading to high action classification rates in several action recognition
datasets [5, 6, 7]. However, in real application scenarios, actions may be observed
from various or multiple view angles, e.g., when using a multi-camera setup [8].
Furthermore, labeled action training samples are, usually, difficult or expensive to
obtain, since they typically require manual annotation (tagging). Therefore, the
achievement of a good learning model using a limited number of labeled action
videos that can employ multiple visual representations for action instances is a
crucial issue.
Despite the fact that action recognition has been extensively studied in the last
two decades, there are few semi-supervised action recognition methods, which
can exploit both labeled and unlabeled action videos in their training process. La-
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beled Kernel Sparse Coding (LKSC) and l1 graphs are proposed in [9], in order
to use unlabeled action videos in a sparsity-based action classification scheme.
Semi-supervised discriminant analysis with global constraint (SDG) is proposed
in [10]. SDG incorporates Linear Discriminant Analysis (LDA), Principal Com-
ponent Analysis (PCA) and Locality Preserving Projections (LPP) in one op-
timization scheme, in order to fuse the information appearing in both labeled
and unlabeled action videos. Regarding multi-view action recognition, two ap-
proaches have been proposed. In the first one, multi-camera setups are employed
[8]. Thus, multiple action representations, one for each of the resulting action
videos, are obtained. In the latter one, action videos are represented by multiple
descriptors [11]. In both [8, 11], action video classification based on Feedfor-
ward Artificial Neural Networks and action classification decision fusion based
on Bayesian Learning have been proposed, in order to train classifiers in with
multi-view action data.
Extreme Learning Machine (ELM) [12] is a, relatively, new algorithm for fast
Single-hidden Layer Feedforward Neural (SLFN) networks training, requiring
low human supervision. Conventional SLFN training algorithms require adjust-
ment of the network weights and the bias values, using a parameter optimization
approach, like gradient descent. However, gradient descent learning techniques
are, generally, slow and may lead to local minima. In ELM, the input weights
and the hidden layer bias values are randomly chosen, while the network out-
put weights are analytically calculated. By using a sufficiently large number of
hidden layer neurons, the ELM classification scheme can be thought of as being
a non-linear mapping of the training data on a high-dimensional feature space,
called ELM space hereafter, followed by linear data projection and classification.
ELM not only tends to reach a small training error, but also a small norm of output
weights, indicating good generalization performance [13]. ELM has been success-
fully applied to many classification problems, including human action recognition
[14, 15, 16, 17].
In this paper, we propose a novel method aiming at addressing multi-view
semi-supervised action video classification. That is, we assume that the training
set is formed by l labeled and u (u  l) unlabeled action videos, each depict-
ing an action instance, where each action instance may be represented by multi-
ple representations (views). In order to handle the non-linear structure of action
classes, caused by the above described high intra- and moderate inter-action class
variations, three novel non-linear classification algorithms exploiting the available
information appearing in both labeled and unlabeled data, having one or multiple
views, are proposed. To this end, we build on the ELM algorithm and extend it
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along three directions:
 Exploiting the fact that the ELM classification scheme can be considered to
be a non-linear data mapping from the input space to the high-dimensional
ELM space, followed by a linear mapping to a low-dimensional feature
space determined by the network target vectors (called output space here-
after), we incorporate discrimination criteria [18] in the ELM optimization
process. As will be shown, several (linear or non-linear) discrimination
criteria can be incorporated in the ELM optimization process, without any
modification in the proposed optimization scheme.
 A graph-based regularizer describing the action video similarities in the
ELM space is incorporated in the ELM optimization process, n order to ex-
ploit the available information of the unlabeled training action videos. By
adopting a graph-based regularization scheme in the ELM space, non-linear
relationships between action videos can be described.
 In order to simultaneously exploit multiple action views, a weighted regularization-
based iterative optimization scheme is proposed, where each view con-
tributes to the optimization process according to its action discrimination
ability.
The contributions of the paper are the following ones. A novel algorithm for
semi-supervised SLFN networks training is proposed that incorporates discrimi-
nation criteria on the ELM optimization process and is able to exploit informa-
tion appearing in both labeled and unlabeled data. A novel optimization scheme
for multi-view semi-supervised SLFN networks training is proposed. Finally, the
proposed algorithms are evaluated on action recognition, by exploiting two action
representations, providing state-of-the-art performance on three publicly available
databases.
The rest of the paper is structured as follows. Section 2 provides an overview
of the recognition framework used in the proposed approach. Section 3 describes
the proposed classification algorithms in detail. Experimental results evaluating
their performance are illustrated in Section 4. Finally, conclusions are drawn in
Section 5.
2. Problem Statement
Let U be a video database formed by action videos depicting NI action in-
stances, each belonging to one of the NA action classes forming an action class
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setA. Let us assume that the action videos in the database are processed, in order
to produceNT = NI NV action vectors svi 2 RDv ; i = 1; : : : ; NI ; v = 1; : : : ; NV ,
whereNV is the number of views involved in the action classification problem and
Dv is the dimensionality of the feature space related to view v. Any vector-based
action representation can be employed to this end, since we do not set any assump-
tion on the nature of the action vectors si. In this paper, we have employed the
recently proposed Action Bank [3] and the 3DHarris STIP detector [2], followed
by the calculation of HOG/HOF descriptors [4], for action video representation.
In the case of action recognition employing a multi-camera setup, NV is the num-
ber of cameras forming the adopted camera setup, while in the case where each
action video is represented by multiple representations, NV is the number of the
adopted action representations. Clearly, NV = 1 when human action recognition
employs one camera and one representation for action video representation.
Let us also assume that the database is partially annotated. That is, let us
assume that l of theNI action instances are labeled with action class labels ci; i =
1; : : : ; l, each belonging to one of the NA action classes forming A. We would
like to employ both the L = l  NV labeled and the U = u  NV ; u = NI   l
unlabeled action vectors, in order to train a classifier that can be used to classify
any unknown test action instance represented by N  NV test action vectors
svt ; v = 1; : : : ; N .
3. Proposed Method
In this Section, we describe in detail three classification algorithms. We start
with the description of a single-view supervised classification algorithm in Sub-
section 3.2. An extension of this algorithm to exploit both labeled and unlabeled
data information is described in Subsection 3.3. Finally, an optimization scheme
aiming at multi-view (semi-)supervised action classification is described in Sub-
section 3.4. Since, as has already been mentioned, the proposed classification
algorithms are extensions of the ELM algorithm, we briefly overview it in Sub-
section 3.1.
3.1. Extreme Learning Machine
ELM has been proposed for single-view supervised classification [12]. In the
following description, we drop the superscript denoting the view index, for nota-
tion simplicity. We will use it again in subsection 3.4, where we discuss multi-
view action classification. Let si and ci; i = 1; :::; l be the set of the labeled
action vectors and the corresponding action class labels, respectively. We would
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like to employ them in order to train a SLFN network. For a classification prob-
lem involving the D-dimensional action vectors si, each belonging to one of the
NA action classes, the network should contain D input, H hidden and NA output
neurons. The number of the network hidden layer neurons is, typically, chosen to
be higher than the number of action classes, i.e., H  NA. The network target
vectors ti = [ti1; :::; tiNA ]
T , each corresponding to one labeled action vector si,
are set to tij = 1 for vectors belonging to action class j, i.e., when ci = j, and to
tij =  1 otherwise.
In ELM, the network input weights Win 2 RDH and the hidden layer bias
values b 2 RH are randomly chosen, while the output weights Wout 2 RHNA
are analytically calculated. Let vj denote the j-th column ofWin, uk the k-th row
of Wout and ukj be the j-th element of uk. For a given hidden layer activation
function () and by using a linear activation function for the output neurons, the
output oi = [o1; : : : ; oNA ]
T of the ELM network corresponding to training action
vector si is given by:
oik =
HX
j=1
ukj (vj; bj; si); k = 1; :::; NA: (1)
Many activation functions () can be employed for the calculation of the hid-
den layer output, such as sigmoid, sine, Gaussian, hard-limiting and Radial Basis
(RBF) functions. The most popular choices are the sigmoid and the RBF func-
tions, i.e.:
sigmoid(vj; bj; si) =
1
1 + e (v
T
j si+bj)
; (2)
RBF (vj; bj; si) = e
 bjksi vjk22 : (3)
By storing the hidden layer neuron outputs in a matrix :
 =
264 (v1; b1; s1)    (v1; b1; sl)   . . .   
(vH ; bH ; s1)    (vH ; bH ; sl)
375 ; (4)
equation (1) can be written in a matrix form asO =WTout. Finally, by assuming
that the predicted network outputs O are equal to the desired ones, i.e., oi =
ti; i = 1; :::; l,Wout can be analytically calculated by solving for:
WTout = T; (5)
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where T = [t1; : : : ; tl] is a matrix containing the network target vectors. Using
(5), the network output weights minimizing kWTout TkF are given byWout =
y TT , where kXkF is the Frobenius norm of X and y =
 
T
 1
 is the
generalized pseudo-inverse of T .
After calculating the network output weightsWout, a test action vector st can
be introduced to the trained network and be classified to the action class corre-
sponding to the maximal network output, i.e.:
ct = arg max
j
otj; j = 1; :::; NA: (6)
3.2. Discriminant Extreme Learning Machine
The ELM algorithm described above can be considered to be a non-liner map-
ping of the training action vectors si; i = 1; : : : ; l from the input space RD to the
high-dimensional ELM space RH , followed by a linear projection of the action
vectors representation in the ELM space to the output space RNA , determined by
the network target vectors ti. From a Discriminant Analysis perspective, the cal-
culation of the ELM output weights can be considered as the determination of an
appropriate data projection matrix Wout, used to map the ELM space to a low-
dimensional feature space where action classes are better discriminated. Having
this in mind, we propose to solve the following optimization problem for Wout
calculation:
J1 = 1
2
Tr
 
WToutSXWout

+
1
2
kWTout Tk2F ; (7)
where Tr (X) denotes the trace of X, 1 is a parameter denoting the importance
of the training error in the optimization problem and SX is a matrix describing
desirable properties of the training action vector set in the ELM space and is called
discriminant matrix hereafter.
The first term in (7) has been widely used by discriminant analysis-based sub-
space learning techniques. For example, Principal Component Analysis (PCA)
optimization process [19] employs the first term in (7) and the total scatter matrix:
ST =
lX
i=1
 
i   
  
i   
T
; (8)
in the place of SX for the determination of a feature space for action vectors
projection where the data variance is increased. Linear Discriminant Analysis
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(LDA) [19] employs the within-class scatter matrix:
Sw =
NAX
j=1
lX
i=1
ji
 
i   j
  
i   j
T
; (9)
in the place of SX for the determination of a low-dimensional feature space where
action classes are better discriminated. In (8), (9), i is the i-th column of ,
i.e., the representation of si in the ELM space,  = 1l
Pl
i=1i is the mean action
vector in the ELM space, while j =
1
lj
Pl
i=1 
j
ii is the mean vector of action
class j, having cardinality lj =
Pl
i=1 
j
i . 
j
i is an index denoting if action vector
si belongs to action class j, i.e., 
j
i = 1 if ci = j and 
j
i = 0 otherwise. We
should note here that the calculation of S in the ELM space RH , rather than in
the input space RD, has the advantage that nonlinear relationships, which depend
on the adopted activation function (), between training action vectors si can be
better described. Furthermore, since action class discrimination in the projection
space is handled by the second term in (7), SX is chosen to describe action class
compactness properties.
J1 in (7) is minimized by solving for J1Wout = 0. ThenWout is given by:
Wout =

T +
1
1
SX
 1
TT : (10)
As has been shown in [18], a wide range of (linear and non-linear) discrim-
ination criteria can be described from a graph embedding point of view. Let
G = f;Bg be an undirected weighted graph, where we assume that the training
action vectors in the ELM space form the vertex set of the graph and B 2 Rll
is the corresponding graph adjacency matrix. The diagonal matrix D 2 Rll and
the graph Laplacian matrix L 2 Rll are defined by Dii =
P
i 6=j[B]ij; i = 1; :::; l
and L = D   B, respectively. The graph Laplacian matrix L can be employed,
in order to describe discrimination criteria exploited in several discriminant anal-
ysis subspace learning techniques, like LDA, ISOMAP, LLE, LE [18]. Let us
denote by LX the graph Laplacian matrix describing the discrimination criterion
X . Then, the criterion X can be modeled by using a matrix of the form:
SX = LX
T : (11)
For example, the scatter matrices (8), (9) can be expressed as follows:
ST = LT
T ; (12)
Sw = Lw
T ; (13)
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where the graph Laplacian matrices LT , Lw are given by:
LT = I  1
N
eeT ; (14)
Lw = I 
NAX
j=1
1
Nj
ejejT : (15)
In (14), (15), e 2 Rl is a vector of ones, I 2 Rll is the identity matrix and ej 2 Rl
is a vector with ejl = 1 if l = ci and e
j
l = 0 otherwise.
Using (10) and (11), it can be shown thatWout can be calculated by:
Wout =



I+
1
1
LX

T
 1
TT : (16)
By substituting the graph Laplacian matrix LX in (16) with LT , Lw, or the graph
Laplacian matrices defined for other discrimination criteria, the proposed opti-
mization scheme for Wout calculation can, easily, incorporate various (linear or
non-linear) discrimination criteria under the graph embedding framework without
any modification.
The above described Discriminant Extreme Learning Machine (DELM) algo-
rithm is able to employ labeled action vectors si; i = 1; : : : ; l for SLFN network
training. An extension of the algorithm, that is able to exploit information ap-
pearing in both labeled and unlabeled action vectors is presented in the following
Section.
3.3. Semi-supervised Discriminant Extreme Learning Machine
In this Section, we extend the above described algorithm in order to exploit
information appearing in both labeled and unlabeled action vectors forWout cal-
culation. To this end, we exploit the smoothness assumption of semi-supervised
learning [20], where it is expected that if two data samples (action instances) are
close to each other, they are likely to share the same class label. That is, by follow-
ing the notation used in this paper, we would like the action vectors representation
in the output space to be close, according to their distance in the ELM space. This
can be expressed by minimizing:
NIX
i=1
NIX
j=1
wij
 
WTouti  WToutj
2
; (17)
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where NI = l+ u and wij is a value denoting the similarity between i and j in
the ELM space.
By expressing the similarity between action vectors in the ELM space us-
ing the corresponding graph adjacency matrix ~B 2 RNINI , (17) takes the form
Tr

WTout~~L~
TWout

, where ~ 2 RHNI is a matrix containing the action
vectors representation in the ELM space for both the labeled and the unlabeled
action vectors, i.e., ~ = [ju], and ~L 2 RNINI is the graph Laplacian matrix
obtained by using ~B. By incorporating (17) in (7), Wout can be calculated by
minimizing:
J2 = 1
2
Tr
 
WToutSXWout

+
1
2
kWTout Tk2F+
2
2N2I
Tr

WTout~~L~
TWout

;
(18)
where 2 is a parameter denoting the importance of the Laplacian regularization
in the optimization problem. The term 1
N2I
is used, since it is the natural scale
factor for the empirical estimate of the Laplacian operator [20].
By solving for J2
Wout
= 0,Wout is given by:
Wout =

~

1+
2
1N2I
~L

~T +
1
1
SX
 1
TT ; (19)
where 1 2 RNINI is a matrix having [1]ii = 1; i = 1; : : : ; l and [1]ij = 0
otherwise.
In the above discussion, ~B can be formed by using various similarity cri-
teria [21, 22]. In the experiments presented in this paper we employ the heat
function e 
ki jk2
22 , where  is determined to be the mean distance among
i; i = 1; : : : ; NI . ~L can be calculated either by using a fully connected graph,
or by using the K-NN connected graph, i.e., a graph where each action vector is
connected only to its K nearest neighbors. Furthermore, while we use the graph
Laplacian matrix ~L in the above description, the normalized Laplacian matrix
~L = D 1=2~LD 1=2 can be used interchangeably [20]. In fact, we use K-NN
(K = 5) connected graphs and ~L in all our experiments. Finally, similar to SX ,
the calculation of ~L in the ELM space RH , rather than in the input space RD, has
the advantage that nonlinear relationships, which depend on the adopted activation
function (), between training action vectors si can be better described.
While the above described DELM and Semi-supervised Discriminant Extreme
Learning Machine (SDELM) classification algorithms can handle the supervised
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and the semi-supervised action classification problems, respectively, they can op-
erate only in the cases where each action instance is represented by one action
vector si. In order to handle the case where each action instance is represented by
multiple action vectors svi ; v = 1; : : : ; NV an optimization scheme, called Multi-
view Semi-supervised Discriminant Extreme Learning Machine (MSDELM), is
described in the following Section.
3.4. Multi-view Semi-supervised Discriminant Extreme Learning Machine
Let us assume that theNI training (labeled and unlabeled) action instances are
represented by the corresponding action vectors svi 2 RDv ; i = 1; : : : ; l; : : : ; NI ; v =
1; : : : ; NV . We would like to employ them, in order to train NV SLFN networks,
each operating on one view. To this end we map the action vectors of each view v
to one ELM space RHv , by using randomly chosen input weightsWvin 2 RDvHv
and input layer bias values bv 2 RHv . Hv is the dimensionality of the ELM space
related to view v.
A commonly acceptable assumption of multi-view semi-supervised learning
is that a good classifier can be learned from each view [23]. Therefore, we would
expect the outputs of these classifiers to be consistent to each other to a large ex-
tent. That is, by following the notation used in this paper, we would like the action
vector representations of the same action instance in the output spaces of all the
different views to be as close as possible. This can be expressed by minimizing:
NVX
v=1
NVX
j=1
NIX
i=1
kWv Toutvi  Wj Toutjik22: (20)
By incorporating (20) in (18),Wvout can be calculated by minimizing:
J3 =
NVX
v=1
"
1
2
Tr
 
Wv ToutS
v
XW
v
out

+
1
2
kWv Toutv  Tk2F +
2
2N2I
Tr

Wv Tout ~
v~Lv ~v TWvout

+
3
2NI
NVX
j=1
NIX
i=1
kWv Toutvi  Wj Toutjik22
#
; (21)
where SvX and ~L
v are the discriminant and graph Laplacian matrices calculated
for view v, respectively. Solving for J3
Wvout
= 0,Wvout is given by:
Wvout =

~v

1+
2
1N2I
~Lv   3(NV   1)
1NI
I

~v T +
1
1
SvX
 1
~v
 
~TT +
3
1NI
X
j 6=v
~jTWjout
!
:
(22)
11
Since (22) cannot be directly solved, we propose an iterative optimization scheme
for Wvout calculation. According to this, the output weights of all the views
Wvout; v = 1; : : : ; NV are initiated by using (19). After initializing W
v
out, they
are iteratively adapted by using:
Wvout;t =

~v

1+
2
1N2I
~Lv +
3NV
1NI
I

~v T +
1
1
SvX
 1
~v

~TT +
3
1NI
~OTt 1

;
(23)
where ~Ot 1 =
PNV
j=1W
j T
out;t 1~
j . Here, we have introduced the index t denoting
the iteration of the proposed iterative optimization scheme. The optimization pro-
cess is terminated when
PNV
v=1 kWvout(t  1) Wvout(t)kF  , where  is a small
positive value, which is set to  = 0:01 in our experiments. In Appendix Appendix
A, we show that each step of the proposed iterative optimization scheme is a con-
vex optimization problem having a global solution. Thus, the proposed iterative
optimization scheme will converge to a local minimum of J3 in a finite number of
optimization steps.
The above described optimization scheme will result in the adaptation of the
output weights of all the SLFN networks, so that their outputs are consistent.
However, by using (20), all the SLFN networks, each corresponding to one view,
equally contribute to the adaptation process. In the cases where some of the views
are not able to train a good classifier, this might hurt the classification perfor-
mance. Therefore, we would like each of the classifiers to contribute according
to its discriminative ability on the adaptation process. To this end, we propose to
replace (20) with:
NVX
v=1
NVX
j=1
NIX
i=1
j;tkWv Toutvi  Wj Toutjik22; (24)
where j;t is a value denoting the discriminative ability of classifier j at iteration t.
Exploiting, once again, the fact that the ELM optimization process can be consid-
ered to be a data mapping to a low-dimensional space, according to a discriminant
analysis perspective, the discriminative ability of each classifier can be calculated
by:
v;t =
Tr
 
Wv Tout;tS
v
bW
v
out;t

Tr
 
Wv Tout;tS
v
wW
v
out;t
 ; (25)
where Svb , S
v
w are the between-class and within-class scatter matrices calculated
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for view v defined as follows:
Svb =
lX
i=1
 
vi   v
  
vi   v
T
; (26)
Svw =
NAX
j=1
lX
i=1
ji
 
vi   vj
  
vi   vj
T
: (27)
By normalizing v;t, in order to have unit l1-norm, i.e.,
PNV
v=1 v;t = 1, and incor-
porating (24) in (21),Wvout adaptation is performed by:
Wvout;t =

~v

1+
2
1N2I
~Lv +
3
1NI
I

~v T +
1
1
SvX
 1
~v

~TT +
3
1NI
~OTt 1

;
(28)
where ~Ot 1 =
PNV
j=1 j;t 1W
jT
out;t 1~
j which is the weighted sum of network
outputs corresponding to different views.
In the test phase, a test action instance represented by N  NV test action
vectors svt ; v = 1; : : : ; N can be introduced to the trained SLFN networks and N
network output vectors ovt ; v = 1; : : : ; N are obtained. The test action instance is
classified to the action class corresponding to the maximum mean network output
[24]:
ct = arg max
j
 
1
N
NX
v=1
ovt;j
!
; j = 1; :::; NA: (29)
3.5. Discussion
By observing (16), it can be seen that the ELM algorithm, as well as the
ORELM algorithm proposed in [25], are special cases of the proposed DELM
algorithm for SX = I and SX = 0, where I, 0, are the identity and zero matri-
ces, respectively. Furthermore, by observing (19), it can be seen that the SELM
algorithm [26] is a special case of the proposed SDELM algorithm for SX = 0.
The use of SX = I in (19), would result to an extension of the ORELM algorithm
[25] in order to incorporate information coming from both labeled and and unla-
beled data. Finally, by using SvX = 0, S
v
X = 0 or S
v
X = I, ~L
v = 0 in (28), the
proposed MVSDELM algorithm can be considered as an extension of the ELM,
SELM and ORELM algorithms in order to incorporate information appearing in
multiple data views. However, the proposed algorithms are, also, able to incorpo-
rate information concerning the training data relationships in the ELM space by
exploiting several SvX matrices, as has been discussed in Subsection 3.2.
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In order to obtain satisfactory performance by applying the proposed, and all
the regularization-based, algorithms appropriate values for the regularization pa-
rameters i; i = 1; 2; 3 should be chosen. A common practice, is the determi-
nation of the optimal parameter values by applying the cross-validation scheme,
following a grid-search strategy. Another parameter that should be determined is
the number of hidden layer neurons H . In order to find the optimal ELM space
dimensionality several methods have been proposed [27, 28]. Such methods ei-
ther start by using a large number of hidden neurons and iteratively decrease it
as long as the training classification error remains above a pre-defined threshold,
or start by using a small number of hidden neurons and iteratively increase it.
These methods depend on user pre-specified parameter values, like the maximal
number of hidden neurons and acceptable training error threshold. Furthermore,
the determined optimal number of hidden neurons depends on the training data at
hand. For example, if some of the training data are replaced by others, the opti-
mal number of hidden layer neurons should be determined again. This is why the
dimensionality of the ELM space H is usually empirically chosen.
Regarding the calculation of appropriate Graph Laplacian matrices ~Lv which
are employed for the incorporation of unlabeled data information on the calcu-
lation of the networks’ output weights, an appropriate number of weights should
be exploited for different training samples. Sparsity-based techniques [29] have
been found to work well for this purpose, since they are able to automatically
determine the number neighboring samples and the corresponding weights for
the calculation of appropriate Laplacian matrices. However, such techniques are
time-consuming. K-NN connected graphs have been found to work well and this
is why they have been widely adopted.
4. Experiments
In this Section, we present experiments conducted in order to evaluate the
performance of the proposed action classification algorithms. We present ex-
periments on single-view (semi-)supervised action recognition on the KTH and
UCF50 databases in Subsection 4.4. We present experiments on multi-view (semi-
)supervised action recognition on the i3DPost and KTH databases in Subsection
4.5, where we investigate the cases of multi-view action recognition by using a
multi-camera setup and multi-view action recognition by using multiple action
representations, respectively. Comprehensive description of the databases used in
our experiments are provided in the following subsections.
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We employ the Action Bank [3] and Harris3D STIP detection, followed by
HOG/HOF descriptors calculation [4], for action video representation. We com-
pare the performance of the proposed algorithms with that of ELM [12], ORELM
[25]1, kernel Support Vector Machine employing RBF kernel (kSVM)2, kernel
Laplacian SVM employing RBF kernel (LapSVM) [20]3, SELM [26] and two-
view SVM (SVM2K) [30]4 classifiers. The sigmoid activation function has been
used for all the ELM-based classification schemes. The optimal parameter values
for all the algorithms have been determined by applying a grid search strategy us-
ing the values C = 10r for ORELM and SELM, C = 10r and  = 10r for kSVM,
A = 10
r, I = 10r and  = 10r for LapSVM and 1 = 10r, 2 = 10r, 3 = 10
for SVM2K and the proposed algorithms for r =  6; : : : ; 6,  =  3; : : : ; 3. Fi-
nally, we compare the performance of the proposed action recognition method
with that of other methods evaluating their performance on the above-mentioned
databases.
4.1. The KTH action database
The KTH action database consists of 600 videos depicting 25 persons, per-
forming six actions each [6]. The actions appearing in the database are: ’walking’,
’jogging’, ’running’, ’boxing’, ’hand waving’ and ’hand clapping’. Four different
scenarios have been recorded: outdoors (s1), outdoors with scale variation (s2),
outdoors with different clothes (s3) and indoors (s4), as illustrated Figure 1. The
persons are free to change motion speed and direction between different action re-
alizations. The most widely adopted experimental setting on this data set is based
on a split (16 training and 9 test persons) that has been used in [6].
4.2. The UCF50 action database
The UCF50 action database consists of 6680 realistic videos taken fromYouTube,
each belonging to one of 50 action classes. The database is very challenging, due
to large variations in camera motion, subject appearance and pose, subject scale,
view angle, cluttered background, illumination conditions, etc. For all the 50 cat-
egories, the videos are grouped into 25 groups, where each group consists of more
than 4 action clips. The video clips in the same group may share some com-
mon features, such as the appearance of the same person, similar background,
1http://www.ntu.edu.sg/home/egbhuang/elm codes.html
2http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
3http://manifold.cs.uchicago.edu/manifold regularization/manifold.html
4http://www.davidroihardoon.com/Professional/Code.html
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Figure 1: Video frames from the KTH action database for the four different scenarios.
similar view angle, and so on. The most widely adopted experimental setting
on this database is the 5-fold group-wise cross-validation procedure. That is, the
videos are split on five sets, each containing 5 groups. On each fold of the cross-
validation procedure, the videos belonging to 4 sets, i.e., 20 groups, are used for
training and the videos belonging to the remaining set are used for testing. This
procedure is performed 5 times, one for each test set. Example video frames from
this database are illustrated in Figure 2.
4.3. The i3DPost action database
The i3DPost multi-view action database [7] contains 512 videos depicting
eight persons performing eight actions. The database camera setup consists of
eight cameras placed in a ring formation at a height of 2 meters above the studio
floor. The actions appearing in the database are: ’walk’, ’run’, ’jump in place’,
’jump forward’, ’bend’, ’fall down’, ’sit on a chair’ and ’wave one hand’. The
Leave-One-Person-Out cross-validation procedure is used by most action recogni-
tion methods evaluating their performance on this data set. That is, the algorithms
are trained by using the action videos of seven persons and tested on the videos
of the remaining person. Eight evaluation rounds, one for each test person, are
performed in order to complete an experiment. Example video frames depicting
a person walking as viewed from all eight available view angles are illustrated in
Figure 3.
16
Figure 2: Video frames from the UCF50 action database.
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Figure 3: Video frames from the i3Dpost eight-view action database depicting a person walking.
4.4. Single-view Action Recognition
In our first set of experiments we have performed supervised action classifi-
cation on the KTH and UCF50 databases, by employing the Action Bank action
video representation. The dimensionality of the 14964-dimensional Action Bank
vectors has been reduced by applying PCA, so that 98% of the energy is pre-
served, resulting to 91- and 467-dimensional feature vectors for the KTH and the
UCF50 cases, respectively. The number H of the network hidden layer neurons
has been set equal toH = 500 andH = 1000 for all the ELM-based classification
scheme on the KTH and the UCF50 cases, respectively. The mean action classi-
fication rates for the ELM, ORELM, kSVM algorithms and the proposed DELM
algorithm employing Sw and ST are illustrated in Table 1. As can be seen, the
proposed DELM algorithm outperforms all the competing ones in both databases.
The corresponding confusion matrices are illustrated in Figures 4 and 5. In Table
1, we also provide the mean training times for all the algorithms. All the exper-
iments have been conducted on a 2:4GHz, 16GB, 64-bit Windows 8 PC, using
a MATLAB implementation. As can be seen, the proposed DELM algorithm is
computationally efficient, since its learning speed is comparable with that of ELM
and ORELM, while the learning process kSVM is quite slow, since it is requires
gradient descend based optimization.
In our second set of experiments, we have performed semi-supervised action
classification on the KTH and UCF50 databases. We have ordered the training
data forming the action classes of the KTH and UCF50 databases by using a ran-
dom permutation of their indices and used 1% and 5% of them as labeled and
the remaining samples as unlabeled data. The action classification rates obtained
by following this process and applying the SELM, LapSVM and the proposed
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Table 1: Action classification rates and mean training times for supervised classification on the
KTH and the UCF50 action databases.
KTH UCF50
Accuracy Training Time Accuracy Training Time
ELM 90:74% 89:8ms 60:6% 2:3s
ORELM 99:07% 98:4ms 56:28% 1:3522s
kSVM 98:15% 420ms 57:9% 30:864s
DELM (Sw) 98:61% 192:7ms 61.21% 1:475s
DELM (ST ) 99.54% 164:4ms 60:94% 1:096s
Figure 4: Confusion matrix for supervised action classification on the KTH database.
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Figure 5: Confusion matrix for supervised action classification on the UCF50 database.
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Table 2: Action classification rates and mean training times for semi-supervised classification on
the KTH database.
KTH
l = 6 (1 per action class) l = 18 (3 per action class)
Accuracy Training Time Accuracy Training Time
SELM 71:76% 106:7ms 82:87% 105:5ms
LapSVM 82.41% 203:9ms 91.2% 223:4ms
SDELM (I) 80:56% 115:1ms 90:74% 116:8ms
SDELM (Sw) 80:09% 134:9ms 90:74% 145:1ms
SDELM (ST ) 77:31% 126:6ms 91.2% 137ms
Table 3: Action classification rates and mean training times for semi-supervised classification on
the UCF50 database.
UCF50
l = 0:01NI l = 0:05NI
Accuracy Training Time Accuracy Training Time
SELM 11:25% 4:7824s 17:01% 4:8281s
LapSVM 14:43% 30:8646s 31:54% 17:9869s
SDELM (I) 14:38% 3:6857s 32:2% 3:7191s
SDELM (Sw) 16.54% 1:5262s 32:12% 1:7585s
SDELM (ST ) 16:5% 1:3159s 33.12% 1:3091s
SDELM algorithms employing I, Sw and ST are illustrated in Tables 2,3. As
can be seen, the proposed SDELM algorithm outperforms both the SELM and
the LapSVM algorithms in most cases. Furthermore, it can be seen that the
ELM-based classification schemes are computationally more efficient compared
to the LapSVM algorithm. The confusion matrix obtained by applying the pro-
posed SDELM algorithm, employing ST , on the KTH database for the case of
l = 0:05NI is illustrated in Figure 6. The confusion observed between the actions
boxing and walking can be explained by the holistic nature of Action Bank action
video representation [3].
4.5. Multi-view Action Recognition
As it has been already mentioned, multi-view action recognition refers to the
cases where an action instance is represented by multiple action representations
either by using multiple action descriptors, or by using a multi-camera setup. In
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Figure 6: Confusion matrix for semi-supervised action classification on the KTH database (l =
0:05NI ).
Table 4: Action classification rates for multi-view semi-supervised classification on the KTH
database.
l = 6 (1 per action class) l = 18 (3 per action class)
HOG HOF Multi-view HOG HOF Multi-view
SVM2K 53:24% 80:09% 74:07% 55:09% 78:7% 78:24%
MVSDELM (I) 52:31% 63:43% 82.41% 64:35% 77:78% 81.94%
MVSDELM (Sw) 52:31% 63:45% 82.41% 61:57% 75:66% 74:54%
MVSDELM (ST ) 32:87% 27:78% 79:63% 61:57% 75:66% 75%
order to perform multi-view action recognition by using multiple action descrip-
tors, we have employed the Harris3D detector to detect STIPs on the action videos
of the KTH database. HOG and HOF descriptors have been calculated at STIP
video locations and the Bag of Features (BoFs)-based action video representation
for each descriptor has been calculated. The dimensionality of the obtained action
representations has been determined to be equal to Dv = 300; v = 1; 2. We have
used the HOG- and HOF-based action video representations as two views of each
action video and performed two-view semi-supervised action classification by ap-
plying the SVM2K and the proposed MVSDELM algorithms using H = 1000
newtork hidden layer neurons. The obtained action classification rates are illus-
trated in Tables 4,5.
As can be seen in Tables 4,5, the use of multiple views provides enhanced
classification performance, compared to that obtained for each view when used
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Table 5: Action classification rates for multi-view semi-supervised classification on the KTH
database.
l = NI
HOG HOF Multi-view
SVM2K 71:3% 93:8% 93:52%
MVSDELM (I) 73:15% 91:67% 94:91%
MVSDELM (Sw) 72:69% 91:2% 95.37%
MVSDELM (ST ) 71:3% 90:74% 94:91%
Figure 7: Confusion matrix for multi-view action classification on the KTH database.
independently. HOF-based action video representation seems to be more discrim-
inative compared to the HOG-based one, since it consistently provides higher
action classification rates. The action classification rates obtained by using the
multi-view approach and the proposed MVSDELM algorithm are higher than the
ones obtained by using either the HOG- or the HOF-based action representations
in most cases, while this is not the case for the SVM2K algorithm. By using the
labeling information of 1% of the training action videos (corresponding to l = 6)
and the proposed MVSDELM algorithm, an action classification rate equal to
82:41% has been obtained. This classification rate is increased to 95:37% when
exploiting the labeling information of all the training action videos (l = NI). The
confusion matrices obtained by applying the proposed MVSDELM algorithm ex-
ploiting Sw for the supervised and the 1% semi-supervised cases, are illustrated in
Figures 7 and 8, respectively.
In order to perform multi-view semi-supervised action recognition by using
multiple action representations obtained by using a multi-camera setup, we con-
ducted experiments on the i3DPost eight-view database. We have employed the
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Figure 8: Confusion matrix for multi-view semi-supervised action classification on the KTH
database (l = 0:01NI ).
Table 6: Action classification rates for multi-view semi-supervised classification on the i3DPost
database.
L = 8 (1 per action class) L = 16 (2 per action class) L = NI
MVDELM (I) 12:5% 84:38% 100%
MVDELM (Sw) 12:5% 85:94% 98:44%
MVDELM (ST ) 12:5% 85:94% 98:44%
MVSDELM (I) 14:06% 85:94% 96:88%
MVSDELM (Sw) 51.56% 89.06% 98:44%
MVSDELM (ST ) 31:31% 89.06% 98:44%
Harris3D detector to detect STIPs on the action videos and calculated HOG and
HOF descriptors on STIP locations. The the BoFs-based action video representa-
tion has been calculated by employing concatenated HOG/HOF descriptors. The
action videos corresponding to each view angle, with respect to the human body
orientation, have been used in order to determine eight views of the performed
actions. The dimensionality of the adopted action representations has been deter-
mined to be equal toDv = 150; v = 1; : : : ; 8 and a number ofHv = 500 network
hidden layer neurons has been used for all the views. It should be noted here that,
in this case, while view determination can be manually performed in the training
phase, a viewing angle identification process should be performed in the test phase
for automatic view determination [8]. The obtained action classification rates for
different numbers of labeled action instances are illustrated in Table 6.
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Figure 9: Confusion matrix for multi-view semi-supervised action classification on the i3DPost
database (L = 16).
As can be seen, by using one labeled action instance for each action class
(L = 8), MVDELM fails to well discriminate the action classes providing an
action classification rate equal to 12:5%. MVSDELM employing ST is able to
better discriminate action classes providing an action classification rate equal to
31:31%, while MVSDELM employing Sw outperforms all the algorithms provid-
ing an action classification rate equal to 51:56%. In the case where two labeled
action instances for each action class are employed (L = 16), the MVDELM al-
gorithm is able to better discriminate action classes providing action classification
rates equal to 84:38% and 85:94% for the cases of I and Sw, ST , respectively.
MVSDELM employing both Sw, ST outperforms MVDELM by providing an ac-
tion classification rate equal to 89:06%. The confusion matrix of this experiment
is illustrated in Figure 9. Finally, by exploiting the action class labels correspond-
ing to all the training action instances (L = NI), MVDELM algorithm is able
to perfectly classify all the test action instances providing an action classification
rate equal to 100%.
4.6. Comparison with state-of-the-art
In Tables 7, 8, 9 we compare the performance of the proposed action recogni-
tion methods with that of other methods evaluating their performance on the KTH,
UCF50 and i3DPost databases, respectively. As can be seen, the proposed classi-
fication algorithms provide state-of-the-art performance on all the three databases.
Specifically, it can be seen that in the KTH database, the proposed MVSDELM
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Table 7: Comparison results on the KTH database.
Action Representation Accuracy
Method [31] low-level 84:3%
Method [32] low-level 86:8%
Method [33] low-level 91:1%
Method [34] low-level 91:6%
Method [35] low-level 91:8%
Method [36] low-level 93:2%
Method [37] low-level 93:8%
Method [38] low-level 93:9%
Method [39] high-level 94:3%
Method [40] high-level 94:5%
Method [41] high-level 94:5%
Method [42] high-level 94:5%
Method [3] high-level 98:2%
MVSDELM (Sw) low-level 95.37%
DELM (ST ) high-level 99.54%
algorithm combined with a low-level action representation provides an action clas-
sification rate equal to 95:37%, which is 1:47% higher than the best reported
action classification rate for low-level action representations. Furthermore, by
adopting a high-level action representation, the proposed DELM algorithm pro-
vides an action classification rate equal to 99:54%, which is 1:34% higher than the
classification rates reported for high-level action representations. In the UCF50
database, the proposed DELM algorithm provides an action classification rate
equal to 61:21%, which is 3:31% higher than the best reported action classifi-
cation performance reported for this data set. Finally, in the i3DPost database, the
proposed MVDELM algorithm was able to perfectly classify all the test action
instances providing an action classification rate equal to 100%, which is highest
reported performance on this dataset.
5. Conclusions
In this paper, we proposed three novel classification algorithms aiming at
(semi-)supervised action classification. Discrimination criteria are incorporated
to the ELM optimization process in order to enhance the performance of the ELM
network. Proper regularization terms are incorporated in the ELM optimization
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Table 8: Comparison results on the UCF50 database.
Accuracy
Method [43] 38:8%
Method [4] 47:9%
Method [3] 57:9%
DELM (ST ) 61.31%
Table 9: Comparison results on the i3DPost database.
Accuracy
Method [44] 92:19%
Method [45] 94:34%
Method [46] 94:37%
Method [8] 94:87%
Method [15] 95:5%
Method [47] 96:34%
Method [48] 98:44%
Method [16] 100%
MVDELM (I) 100%
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process in order to extend the ELM algorithm to multi-view semi-supervised ac-
tion classification. The proposed algorithms have been evaluated on human ac-
tion recognition providing state-of-the-art performance on three publicly available
databases.
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Appendix A.
Here we show that each step of the iterative optimization process employed for
J3 minimization corresponds to a convex optimization problem. By using (21),
the derivative #J3
#Wvout
is given by:
#J3
#Wvout
=

SvX + 1
vv T +
2
N2I
~v~Lv ~v T +
3(NV   1)
NI
~v ~v T

Wvout
  1vTT   3
NI
X
j 6=v
~v ~j TWjout
= AvWvout   1vTT  
3
NI
X
j 6=v
~v ~j TWjout; (A.1)
where:
Av = SvX + 1
vv T +
2
N2I
~v~Lv ~v T +
3(NV   1)
NI
~v ~v T
= ~v

v + 11+
2
N2I
~Lv +
3(NV   1)
NI
I

~v T = ~v ~Av ~v T :(A.2)
In (A.2), v =

Lv 0
0 0

2 RNiNI , where 0 is a matrix of zeros with appro-
priate dimensions. By using (A.1), we obtain #
2J3
#Wv 2out
= Av. From (A.2) it is
straightforward to see that the matrix ~Av is positive definite. Since ~Av is posi-
tive definite, it can be decomposed as ~Av = BBT . From (A.2), Av is positive
semi-definite for N < H andAv is positive definite for N  H (which is usually
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the case of semi-supervised learning). Thus, J3 is a convex optimization prob-
lem with respect toWvout and its global minimum can be obtained by solving for
#J3
#Wvout
= 0 and is given by (22).
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