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Complementing NCSA's 8-teraflop cluster will be a data-
intensive IBM Linux cluster based on Intel Itanium family 
processors. This cluster will be located at SDSC and have a 
peak performance of just over 4 teraflops as well as 225 ter-
abytes of network disk storage. In addition, SDSC will deploy a 
next-generation Sun Microsystems high-end server, which will 
provide a gateway to grid-distributed data for data-oriented 
applications. 
tional, data management, and networking infrastructure of 
unprecedented scale and capability. It connects scientists 
and engineers as a cybercommunity with distributed scientific 
instruments, terascale and petascale computing facilities, 
multiple-petabyte data archives, and gigabit (and soon terabit) 
networks. 
Argonne will lead the effort to deploy high-resolution 
rendering and remote visualization capabilities and networks. 
This effort will require a 1-teraflop IBM Linux cluster with 
parallel visualization hardware. 
"The TeraGrid is a transforming idea in which reference to 
'place' becomes obsolete," says Reed. "It will be a far more 
powerful, more flexible, and more inclusive scientific tool than 
any single supercomputing system could ever be, and it will 
give us the power and the resources we need to head into a 
new age of scientific discovery." 
Caltech will focus on providing online access to very large 
scientific data collections and will facilitate access to those 
data by connecting data-intensive applications to components 
of the TeraGrid. Caltech will deploy a 0.4-teraflop cluster 
Access Online http:/ jwww.ncsa.uiuc.edu/News/Access/Stories/DTF/ 
For further information: 
and an IA-32 cluster that will manage 86 terabytes of online 
storage. 
http:/ jwww.ncsa.uiuc.edu/UserinfojResourcesjHardware/ 
IA32 Li nuxCLuster / 
But beyond the teraflops of computing power, the data 
storage facilities, and the ultrafast network, the TeraGrid repre-
sents a leap forward in creating a comprehensive computa-
http:/ jwww. ncsa.ui uc.edujT ech Focus/Deployment/ 
In-a-Box seeds 
the TeraGrid 
or the TeraGrid to develop as a sustain-
able national infrastructure for computing 
and communications, it must be built on 
a pool of shared resources, standard hard-
ware, and standard software packages. 
Reliable, scalable, interoperable, and well 
maintained hardware and software are 
essential if the latest technologies are to 
be deployed beyond the four TeraGrid 
anchor sites and if the TeraGrid is to truly 
function as a national infrastructure for 
scientific research. 
For these reasons, the Alliance has 
created a set of four interrelated software 
packages known collectively as the In-a-
Box initiatives. These initiatives promise 
to Lower the cost and expertise needed to 
utilize new technologies and to create a 
new Level of interoperability to support 
the needs of the national research 
community. 
At the heart of the Alliance In-a-Box 
strategy is the Cluster-in-a-Box (CiB), an 
effort that builds on the growing interest 
in commodity-based cluster computing 
and open source software. The first goal 
of the CiB effort is to develop and pack-
age software that greatly simplifies the 
task of installing and running a parallel 
Linux cluster that is compatible with 
large-scale production clusters. The sec-
ond goal of the CiB effort is to provide a 
software foundation on which other soft-
ware packages-including grid toolkits 
and scalable display wall software-can 
be built. CiB itself builds on the work of 
the Open Cluster Group, which developed 
the Open Source Cluster Applications 
Resources (OSCAR). OSCAR targets clusters 
up to about 64 nodes that support 
Ethernet-based messaging. By supporting 
Myricom's Myrinet as the interconnect 
among cluster processors and by integrat-
ing Alliance software into the overall 
package, the larger CiB effort lets users 
create clusters of more than 64 nodes. 
The Grid-in-a-Box (GiB) deployment 
initiative is a natural extension of years 
of work prototyping the national technol-
ogy grid. GiB is a set of tools, designed 
for maximum compatibility and ease of 
use, that make it easier to access compu-
tational grids, use grid resources, and 
offer resources to others. It includes mid-
dleware for tasks such as authentication, 
job management, and information discov-
ery, as well as Globus, a distributed com-
puting toolkit, and Condor, a high-
throughput computing environment that 
utilizes unused compute cycles on desk-
top workstations. 
The Display Wall-in-a-Box (Dbox) ini-
tiative builds upon the Cluster-in-a-Box 
software and makes it simpler and Less 
expensive to offer high-end display capa-
bilities on top of Linux clusters. Costs are 
controlled by using commodity projectors 
and infrastructure and by supplying well-
documented open source utilities and 
applications. The Dbox package includes 
display wall construction information, 
guidelines for choosing projectors and 
graphics cards, a software toolkit of utili-
ties and applications, and descriptions of 
existing Alliance display walls. 
Sophisticated visualization applications 
and utilities for optimized movie playback 
and display of precomputed geometry are 
also included. 
The Access Grid-in-a-Box (AGiB) is 
the Alliance's effort to package and 
deploy Access Grid software, thereby mak-
ing it easier for users to join the Access 
Grid community. The Access Grid is an 
integrated environment that supports dis-
tributed meetings, remote visualizations, 
and distance education. AGiB allows users 
to join the Access Grid community with 
ease, adding new entry points to the col-
laborative environment. Five AGiB teams 
are developing AGiB-related codes, pro-
ducing end-user documentation, identify-
ing problems with new software, develop-
ing training materials, and contributing 
and integrating software from outside 
sources to the overall Access Grid project. 
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The key to using data from computer simulations as if 40 terabytes of data on turbulent flow in the most complete i 
they were experimental data is to be very certain of the data's detail possible on today's computing systems. 
accuracy. Just as experiments involve errors in measuring data "We view this data as much more than a bunch of numbers 
values, computer simulations involve numerical errors-failures saved to a disk, because high-quality data like this has many I 
of the computational model to accurately follow the behavior of uses," he adds. "If you have high-quality data, you can test I 
a real gas. To simulate turbulent flow, Woodward and LCSE scien- theories and be confident of the results, and we believe these 
tist David Porter use a method called piecewise parabolic method simulations will give us this special kind of data." 
(PPM). In interpreting their data, Woodward and Porter carefully I 
filter out the smallest-scale motions, where viscosity is an influ- This research is supported by the National Science Foundation, the I 
I ence and numerical errors are most likely to occur. Since they are Department of Energy Office of Science, and the University of 
interested in the larger-scale motions where viscosity is not a Minnesota's Minnesota Supercomputing Institute. I 
I 
factor, this filtering process removes errors without sacrificing I 
simulation detail. To achieve the level of detail they require, Access Online http:/ jaccess.ncsa.uiuc.edu/CoverStoriesjitaniumflow/ i 
they need a very fine grid that will result in a high-resolution For further information: 
! simulation. For this reason, they are planning an 8-billion-cell http:/ jwww.Lcse.umn.edu 
turbulence simulation that will run on Titan, NCSA's brand-new 
I 1-teraflop Itanium Linux cluster. With the data from the Team members 
I 8-billion-cell simulation, the researchers will have the data Benjamin Allen David Porter 
they need to make comparisons to their 1998 Livermore run. Sarah Anderson Igor Sytine 
The new simulation will probably require all of the cluster's Kevin Edgar Paul Woodward 
320 processors. A full Navier-Stokes simulation-a process that Michael Jacobs 
would follow the flow from its start to its dissipation as heat-
would require a grid of 340 billion cells and 150 teraflops of 
computing power. Overall the LCSE team expects to generate 
I 
I 
i 
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Vorticity at three intervals in a turbulent flow. Blue and cyan indicate low vorticity, orange shows 
mid-level vorticity, and yellow indicates high vorticity. Over time the turbulent flow shows more 
I vorticity. 
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c h Q le ste ro l. The word itself evokes images of 
arteries narrowed by atherosclerotic plaque, the gunk that sticks to 
vessels and impedes the passage of blood the way a kink in a garden 
hose slows the flow of water. Or perhaps we think of cholesterol as 
something our favorite foods-ice cream, two-crust pies, steaks, French 
fries-are rich in, a culinary spoiler that makes us choose the fish yet 
again. (Hold the Bearnaise, please.) 
But the drumbeat of public health messages about the hazards of 
too much dietary cholesterol obscures a more complex reality, namely 
that cholesterol is essential to animal Life. In fact, much of the choles-
terol in us is manufactured by our own bodies, not obtained from our 
foods. It serves as a precursor to the sex hormones estradiol and testos-
terone and to vitamin D, which is necessary for the formation of bone. 
Cholesterol is also needed to produce the bile acids that digest fats. 
Cholesterol is only dangerous when the body's regulation of it goes 
awry, owing to genetic or environmental causes. 
For a group of scientists using Alliance resources, the most fasci-
nating aspect of cholesterol is its role in regulating membrane fluidity 
in animal cells. This group-Eric Jakobsson of the Beckman Institute 
for Advanced Science and Technology, Urbana, Illinois; H. Larry Scott, 
chair of biological, chemical, and physical science at the Illinois 
Institute of Technology in Chicago; and R. Jay Mashl and See-Wing 
Chiu, also of Beckman, the University of Illinois at Urbana-Champaign, 
and NCSA-use the prototype 64-processor Itanium-based Linux cluster 
at NCSA to perform computational studies that could Lead to a deeper 
understanding of how cells communicate with each other. What's more, 
their work may contribute to the development of nanodevices based on 
Living cells. 
Liquid crystal membranes 
Far from being simple walls, cell membranes are instead complicated 
Liquid crystals. About 50 percent of a cell membrane is composed of 
Lipids (oily organic compounds Like fats) and most of the rest is made 
of proteins. The whole Lot is characterized by randomness, chaos, and 
subtlety. "It is amazing," Scott says. "Membranes are not rigid Little 
sheets. They fluctuate a Lot, they're dynamical systems, and it really is 
remarkable." 
The normal fluidity of cell membranes is now thought essential to 
Life functions, and disruptions can have dire consequences. Just this 
year scientists reported that cholesterors regulation of membrane fluidi-
ty may be involved in the destruction of brain cells that Leads to 
Alzheimers disease; that reduced fluidity in the membranes of red blood 
cells may be related to psoriasis outbreaks; that abnormalities in mem-
brane Lipid content may cause resistance to Leptin, the hormone that 
regulates appetite to maintain normal body weight; and that chromium, 
a carcinogen, causes tumors by reducing membrane fluidity. "Membrane 
fluidity is probably involved in all cell processes associated with 
communication of cells with each other and with the outside world," 
Jakobsson says. 
r Membrane in a gel state with I straightened chains. The green 
chains are hydrocarbons, the blue 
elements are cholesterol, and the 
red spheres are the head-group 
atoms of the lipids. The choles-
terol is removed to show the lipid 
chains more clearly. 
See-Wing Chiu, Jay Mashl, Larry Scott, 
and Eric Jakobsson. 
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Membrane ;n a flu;d state. UnUke the membrane ;n a gel state, the membrane ;n a flu;d state has a low cholesterol concentration 
(one cholesterol molecule to 16 l;p;d molecules), and the hydrocarbon cha;ns appear h;ghly d;sordered. The cholesterol ;s 
removed ;n the v;sual;zation on the right. 
Until recently, researchers studying cell membranes had 
to make do with "toy" systems, Little patches of assemblies 
that everyone hoped would faithfully represent the com-
plete system, but whose chief virtues were that they were 
simple enough for computation. "It's really just now that 
[supercomputing] is kicking in," Jakobsson notes. 
Similarly, while many experimental studies suggest that 
membrane fluidity and cellular communication are related, 
up until now they have been handled separately in compu-
tational studies owing to Limited computing power. "With 
the new NCSA Linux superclusters Platinum (now up and 
running) and Titan (coming on Line Later in the year), we 
have the exciting prospect of finally having enough com-
puter power to consider these two aspects of membrane 
biology together," Jakobsson notes. 
Big calculations, bright discoveries 
Over the past year, the group's pace of discovery has quick-
ened. Jakobsson attributes this not only to the use of the 
Linux cluster, but also to Gromacs, the open-source molecu-
Lar dynamics software. "Gromacs is exceptionally efficient on 
Linux clusters, as well as being highly flexible for adapta-
tion to particular biomolecular calculations," Jakobsson 
explains. 
Scott has also used Monte Carlo techniques, which help 
ensure the efficient sampling of a system's important con-
figurations, to write additional computer code. This code 
homes in on states that are important to the study and will 
eventually occur in nature. These configurations would 
probably not be accessible to the simulated system over the 
nanosecond timescale of the molecular dynamics simula-
tions. 
These tools have enabled the group to sample enough 
different concentrations of cholesterol in cell membranes to 
characterize both the individual molecular interactions of 
cholesterol and Lipid as well as the collective effects. For 
example, the group has shown that membranes consisting 
of the Lipid diphenoylphosphatidylcholine and cholesterol 
undergo a clear phase transition between a gel and a fluid 
state at a Lipid/cholesterol ratio of about eight. At this and 
higher concentrations of cholesterol, the Lipid is held in a 
gel-Like state by the cholesterol. At Lower concentrations of 
cholesterol, the Lipid melts into a fluid state. 
This observation is significant, because phase change 
is associated with a significant change in the character of 
the cell membrane. The high-cholesterol gel phase is much 
Less fluid than the Low-cholesterol phase. The cholesterol-
induced phase change observed in a membrane patch in the 
computer shows the mechanism for the experimentally 
observed cholesterol-induced fluidity changes, presumably 
those associated with the normal processes of cell fusion 
and perhaps even the pathology of Alzheimer's disease. "We 
also think the observed phase change is cool computational 
surface chemistry," Jakobsson adds. 
Little living batteries 
The group also Looks at the ion channel proteins embedded in 
cell membranes. These Little Living batteries convert the chem-
ical potential of ions into electrical currents. They are essen-
tial to intercellular signaling and to transporting material 
between the inside and the outside of a cell. Jay Mashl notes 
that if scientists can understand these biomolecules on the 
atomic Level-understand exactly how a given protein struc-
ture results in an observed current-then it should be possi-
ble to engineer ion channels into the workhorses of nanode-
vices built partly of biological materials. 
Jakobsson predicts that, in time, the role of computer 
simulation will expand from understanding natural cell 
membranes to designing artificial membrane complexes for 
nanodevices. In the relatively new field of nanobiotechnology, 
scientists attempt to integrate Life forms with nonliving 
materials on a nanometer (one billionth of a meter) scale. 
These Living machines might accomplish, in a precisely 
controlled way, the functions, such as signaling and energy 
transduction, of biological membranes. This possibility 
brought the Scott-Jakobsson group into collaboration with a 
group from another scientific discipline altogether, the 
Beckman Institute Computational Electronics Group that 
includes Alliance users Karl Hess, Umberto Ravaioli, and 
Narayan Aluru. 
Simulated ralls 
becoming a 
reantv 
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Eventually the components of highly sophisticated nanode-
vices might be embedded into engineered cell membranes. 
Such nanodevices would Live in the body much Like any other 
cell, taking over functions Lost to disease or injury. Although 
scientists have already demonstrated the feasibility of build-
ing such hybrid nanodevices, much more work is needed 
before such devices can be successfully installed and function 
in a Living organism. 
This research is supported by the National Institutes of Health, the 
National Science Foundation, and the Defense Advanced Research 
Projects Administration. 
Access Online http:/ jaccess.ncsa.uiuc.edu/CoverStoriesjcholesterolj 
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Together with the Titan cluster currently 
being installed at NCSA, Platinum will 
provide more than two teraflops of com-
puting power to Alliance users. Now that 
the group has begun to benchmark the 
Gromacs code on Platinum, they realize 
that, even with the speed of the 64-
processor prototype cluster, Platinum 
and Titan promise to enable computa-
tions on a whole new scale. 
"It has just hit us that it is now 
feasible to simulate something Like a 
full raft, containing a gel-Like mix of 
In addition to cholesterors general role 
in membrane fluidity, cholesterol may 
have some role in the formation of 
"rafts." Rafts in cell membranes are 
regions enriched in cholesterol and pro-
tein. They appear to bring into close 
physical proximity networks of mem-
brane proteins that need to function 
together, making interaction with each 
other rapid, intense, and reliable. 
Scientists suspect that rafts serve as 
communication hubs for cells, so natu-
rally they provoke keen interest. Their 
complexity, however, makes them diffi-
cult to study. Simulated membrane the size of 
ion channels, cholesterol, and Lipids, 
surrounded by a sea of fluid Lipid," 
Jakobsson says. "Different members of 
our research group can analyze different 
aspects of the behavior of the entire 
system, where each component is func-
tioning not in isolation, but in the full 
complex environment characteristic of 
real membranes. This starts to have a 
flavor of simulated natural history, which 
is a totally different way of doing bio-
molecular simulations that was never 
possible before. It marks a transition 
from doing computational chemistry 
Recently Jakobsson's group gained 
access to Platinum, one of the Alliance's 
Linux clusters. Platinum is based on 
1,024 Intel Pentium III processors. 
a raft, the functional unit of lipid-
cholesterol-protein in the cell 
membrane. Massive parallel com-
puters Like the new Platinum 
and Titan clusters at NCSA allow 
meaningful simulations on pieces 
of membrane this size. 
on biological molecules, to really doing 
the biology." 
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scientific code to simulate real-world phenomena that are impos-
sible to study at the lab bench or under the microscope. Scalable 
display systems to explore data in new ways and at high resolu-
tion. Knowledge discovery techniques to gather insight from oth-
erwise impregnable datasets. And high-speed networking to con-
nect all of these tools in a single grid. 
Not every music lover is a great composer, though. Steep 
learning curves, the distributed nature of the tools, and a broad 
range of required expertise keep many scientists toiling away as 
Salieri, even as they long to be Mozart. 
"The scientific method depends on comparing observations 
with hypotheses. Now that sophisticated numerical simulations 
are used to express hypotheses, the divergence between the 
observational skills researchers have and the computational skills 
they need is so great that it threatens the scientific method," 
says Richard Alkire, a chemical engineering professor at the 
University of Illinois and a member of the Alliance science 
portal team. 
Collaboration is one way of overcoming this divergence, and 
it's critical among the coders and the experimentalists, the visual-
ization experts and the environmental hydrologists, the network-
ing gurus and the geophysicists. But, according to Dan Reed, 
director of the Alliance and NCSA, "Our goals have to be bigger 
than ad hoc solutions to individual challenges. Scientists must be 
able to exploit hardware, simulation codes, and data without deep 
knowledge of the underlying computational infrastructure. This 
capability brings the leading-edge tools to life and allows them 
to perform most effectively in the advancing world of distributed 
terascale computing." 
Alkire adds, "Experimenters should be able to change their 
hypotheses and work with their data. They shouldn't have to 
worry about the details of the computer science going on behind 
the screen. A small number of experts should do much of that for 
them." 
Members working in the Alliance's science portal program are 
those experts. 
Taming the grid 
Running an application on the grid is a complicated undertaking. 
Multiple codes might reside on different computers, and the data 
that those codes are supposed to chew on may live still else-
where. In most current cases, none of these codes, data, comput-
ing systems, and tools is aware of the others. 
Researchers fight a constant battle in this environment. They 
have to manage each step of the process. Starting computational 
runs, passing data among the computations, authenticating 
and reauthenticating on each platform-the list of small tasks 
incumbent in the larger task goes on and on. 
Science portals clean up this messy world. Portals are con-
ceptually based on the computational workbenches pioneered at 
NCSA with the development of the Biology Workbench in the mid-
1990s. A Web-based interface for using biological sequence tools 
and databases, the Biology Workbench-which is now maintained 
and developed at the San Diego Supercomputer Center-makes 
interoperable databases that once had to be searched manually 
one at a time and eliminates file-compatibility problems. 
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Expanding this concept, portals are more than a clearing-
house for popular tools and databases. They offer a grid-based 
framework that simplifies accessing, configuring, combining, 
and executing applications on the grid. By linking the various 
components required to solve a problem, portals create 
distributed, multidisciplinary applications. 
"The job of any science portal, regardless of the field of 
research or the systems, is to tame the grid,'' says Dennis 
Gannon, a computer science professor at Indiana University and a 
member of the Alliance science portal team. "Once you get a grid 
application right, you don't want to start from scratch the next 
time. You want to do it again easily." 
Personal server and control scripts 
But the bird's-eye view of portals-their goals and all that those 
goals suggest-doesn't necessarily bring the portals into focus. 
What does a portal look like? How do you build grid applications? 
And how do users do as their name implies and use them? 
Let's attack these questions by beginning at the computer 
screen. When users fire up a science portal, they're actually start-
ing what developers call a "personal server." Written in Java and 
supporting connections from a Web browser or desktop applica-
tions, it's a piece of software that can be installed on a desktop, 
laptop, or even palm computer. The personal server is the window 
to the portal. It allows users to find and execute grid applica-
tions. Technologies pioneered as part of the Globus toolkit and 
the Java CoG kit, developed by Argonne National Laboratory, allow 
users to integrate necessary grid services such as authentication 
and file management. 
Users can view pages that explain what a particular applica-
tion does, running a series of different environmental hydrology 
codes on the same dataset to model a river basin at a variety of 
scales, for example. Users can also tailor the parameters of the 
application through a series of simple Web forms within a portal 
notebook on the personal server. Unlike most Web tools, however, 
there is no central server brokering operations in the portal 
scheme; connections are made directly to the code, tools, and 
data to be used in the calculation. 
These connections and commands are established via control 
scripts. Scripts form a grid application by defining a sequence of 
operations. A script might be built to activate the appropriate 
software on both local and distant machines to: search for and 
select the computational resources to be used, search a database 
for data to work with, supply that data to a simulation code, 
launch other codes as necessary, and interact with the personal 
server to notify the user of events or problems and to allow the 
user to modify the job as it runs. 
The script is like a sheet of music. The instruments in the pit 
during a given computational run follow the script's lead, entering 
on cue and playing off one another. Scripts can be stored on and 
retrieved from the personal server. They can also be treated indi-
vidually and passed along like any simple executable file-dashed 
off in an email attachment, for example. All that interested 
researchers need in order to use a script is the personal server. 
"Ultimately we want to build a work environment that's also 
a development vehicle,'' says Jay Alameda, part of the Alliance's 
science portal efforts. 
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Becoming grid aware 
Scripts may serve as sheets music, guides that the grid computa-
tion can follow. But the instruments also have to be prepared to 
follow the conductor to play in an coordinated manner. Specialized 
codes known as application managers serve as conductors in the 
Alliance's science portals. 
Following a standard established by the Department of 
Energy's Common Component Architecture group (of which the 
Alliance science portal team is a part), the application managers 
are small pieces of code that make other, larger pieces of code 
"grid aware." By building in application managers, codes designed 
to perform a specific task-such as solving a system of linear 
equations, modeling the fluid dynamics of a system, or managing a 
database-become part of a problem-solving orchestra. Without 
user intervention, the codes can pass data and take cues from one 
another. 
The scientific portal team hopes that application managers 
will catch on in new code development, and they're not averse to 
Relationship between a finite difference contin-
uum code and a Monte Carlo noncontinuum 
code. These codes are among the first to be 
linked using the portal's application managers. 
ripping into old 
codes to, well, 
bring them up to 
code. But because 
of the time and 
intellectual prop-
erty constraints 
inherent in 
rebuilding legacy 
code, team mem-
bers have built a 
generic applica-
tion manager 
"wrapper'' that 
makes applica-
tions grid aware 
with minimal 
effort and without 
altering the exist-
ing code. 
"There are two types of grid users," says Gannon. "Probably 
90 percent of users just want a canned thing. They just want their 
problems solved and don't even want to know they're using the 
grid. The others want to get into the nitty-gritty. They want to 
change the way the thing works. Every aspect of the portal effort 
keeps both of those users in mind." 
Some users want to compose while others simply want to call 
the tune. 
This research is supported by the National Science Foundation and the 
National Computational Science Alliance. 
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AS high-school chemistry may have taught you, it's easy to 
calculate the odds that a molecule you've just inhaled came from 
the dying breath of Julius Caesar. But imagine you need to account 
for the molecule's experiences in the meantime. Say you have to 
weigh the chances of each chemical transformation it might have 
undergone as it ascended from ancient Rome, drifted through the 
dirt and droplets of clouds, and endured temperatures, solar rays, 
and collisions with gaseous chemicals in changing combinations. 
Now for extra credit, explain how the global distribution of gases 
shifts and evolves. Include all life, pollution, inanimate matter, and 
climate change. 
You might raise your hand and ask to use a supercomputer. In 
fact, Don Wuebbles and Ken Patten of the University of Illinois at 
Urbana-Champaign and collaborator Rao Kotamarthi of Argonne 
National Laboratory did just that. Through simulations on an NCSA 
SGI Origin2000 supercomputer, they are examining the lives of mol-
ecules in Earth's atmosphere and contemplating the planet's fate. 
Most closely they are watching ozone. At stratospheric heights, 
ozone shields Earth from solar radiation. But lower down it is a 
toxin, produced when benign gases react with car and factory 
pollution or with lightning. In collaboration with the U.S. Environ-
mental Protection Agency (EPA), the researchers are evaluating 
alternatives to such notorious ozone-destroying compounds as 
chlorofluorocarbons (CFCs). With other simulations, they are pin-
pointing the sources of plumes of pollution above the supposedly 
pristine south Pacific. Ultimately, they want to predict the pace 
at which the protective ozone layer will recover under different 
international emission control agreements. 
The researchers comprise one of a few teams charged with 
testing new software that simulates the chemistry and migration of 
gases around the globe. This software-a revamping of the Model 
for OZone And Related chemical Tracers, or MOZART-2 for short-
feeds on output from a global climate simulation and takes twice 
as much computer power as the climate simulation. The chemical 
transport model is a project of the National Center for Atmospheric 
Research (NCAR), which intends to release MOZART-2 by the end of 
this year. 
MOZART-2 simulates how atmospheric gases interact chemically and 
redistribute over time. The above snapshot depicts ozone in green and 
nitrogen oxides in blue. Image courtesy of the Visualization Lab and 
Brasseur et al. at NCAR. 
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Along for the ride 
Testing how well the model works and using it to answer questions 
are intertwined activities, says Kotamarthi. Because the complexity 
of global processes involves so many variables and uncertainties, a 
"validated model" is rarely an option. "The preferred word around 
here now is 'evaluated' model," he says. 
Wuebbles, Kotamarthi, and their collaborators recently finished 
"probably one of the harshest tests MOZART was ever subjected to," 
says Kotamarthi. It took him aboard a NASA jet on missions across 
the south Pacific as an "onsite modeler." A modified DC-8 passen-
ger plane with air inlets and instrument stations for 30 to 40 scien-
tists, the plane flew up to 40,000 feet and made spiral-staircase 
descents to 1,000 feet above the ocean at sites along its route. 
"The idea is you are trying to sample the vertical profile of trace 
gases at various altitudes," Kotamarthi says. 
The air of the remote south Pacific is supposed to be squeaky 
clean, and it generally was. But the scientists were surprised by 
fingers of polluted air-" dirtier than maybe in the LA city area on 
a bad day," says Kotamarthi. These fingers seemed to extend thou-
sands of miles in strips only a few thousand feet thick. 
On the ground, Kotamarthi and fellow modelers compared the 
flight measurements to MOZART-2 predictions for the same region 
and time of year. The concentrations of ozone differed by about 30 
percent, Kotamarthi says. But the model tracked seasonal changes. 
It also predicted dirty fingers like those the scientists encountered, 
identifying them as the listing plumes of fires in subequatorial 
Africa or South America that farmers light seasonally to clear rain-
forests and grassland for cultivation. 
To see the simulated plumes, the modelers had to double the 
burning emissions they had first assumed. But scientists' best esti-
mates of the dirtiness and extent of such fires are just rough aver-
ages, says Kotamarthi, and they relate to 1991. The fires that pro-
duced the plumes NASA detected on its 1996 and 1999 south 
Pacific flights may have generated more pollution, he says. The 
model was further handicapped by having to work from generic sea-
sonal winds created by a computer. 
While MOZART-2 can't compute global chemistry from weather 
measurements alone, the modelers have begun using artificial 
weather steered by real data for specific years. A precise assess-
ment of how MOZART-2 and the Pacific measurements disagree 
awaits the results of these runs, Kotamarthi says. But he says the 
team has already acquired confidence in using the model to answer 
basic questions. 
Safe ... or not 
Some of these questions have immediate practical importance. For 
example, Wuebbles worries that many proposed alternatives to CFCs 
are not so benign as scientists have supposed. Using MOZART-2, he 
has set his team to examining them more rigorously before an 
international timetable requires countries to choose which ones to 
allow. Many of the new compounds that chemists have engineered 
are like CFCs, yet flimsier, so the molecules degrade before they 
reach the stratospheric ozone layer almost 100 percent of the time. 
Nevertheless some kinds of degradation reactions stall, Wuebbles 
warns, generating not-yet-neutralized compounds that are heartier 
than their progenitors. Wuebbles says such scenarios need to be 
considered. To make his case, he points to results his team reported 
in the July 16 Journal of Geophysical Research. 
Fall Acces 
From manuals and chemistry reports, the researchers culled 
constants for calculating how fast and in what way n-propyl-bro-
mide (a CFC substitute) and its breakdown products react with dif-
ferent molecules in the atmosphere. Feeding the numbers to 
MOZART-2, team members then simulated the release of this com-
pound from the equator and points north and south. The high and 
low latitude launches took n-propyl-bromide on a slow journey to 
the stratosphere that few molecules survived in any form. But trips 
from the tropics were fast and delivered many molecules in a mere-
ly maimed state in which they were as dangerous as CFCs. 
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The results are surprising, says Jeff Cohen, chief of the EPA 
branch formulating U.S. recommendations on CFC alternatives for 
the United Nations. He says the inventors of n-propyl-bromide are 
already manufacturing and selling it in anticipation of a multina-
tional thumbs up. "I think some countries will be inclined not to 
allow its use," he says. 
What lies ahead 
Wuebbles next wants to simulate how the ozone layer will recover 
under alternate schedules for the phase-out of CFCs and their 
successors. "It's important for us to know just what it's going to 
take for ozone to recover," he says. Because the repair is liable to 
last decades, the simulations will need to account for climate 
change-both how warming impacts ozone and how ozone 
impacts warming. 
No doubt exists that ozone and the climate interact power-
fully, says Wuebbles. Antarctica would have no hole were its 
winters slightly balmier, he says, citing the comparative health of 
Earth's opposite pole as illustration. Meanwhile, as the planet's 
ultraviolet shield, ozone controls how much sunlight penetrates the 
atmosphere; and as the third most influential greenhouse gas after 
water and carbon dioxide, it regulates how much of that energy 
the Earth retains for warmth. Finally, the climate and ozone are 
connected through their interdependence on the ecology carpeting 
Earth's surface. 
The time is ripe for learning how such interactions play out, 
Wuebbles says. Already NCAR scientists are fitting a stratosphere 
around MOZART-2's naked troposphere (the layer that holds the 
clouds and weather) so that the ozone layer and hole may be part 
of future simulations. Patten is preparing to extend the study of 
CFC substitutes into the unique chemical environment high above 
the south pole, which he will do on NCSA computers next year. And 
NCAR, Wuebbles' team, and other collaborators are arranging a 
duet between MOZART and BACH-a Biosphere-Atmosphere-
CHemistry model-that will include ecology. Harnessed to a com-
puter, this fused application would be the most gargantuan ever to 
draw the Earth-and not every student of the atmosphere will be 
able to run it. 
Wuebbles predicts that he and his collaborators will soon be 
raising their hands again for supercomputing time from NCSA. 
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