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Abstract— Mathematical models of growth have been 
developed a long period of time. Estimating the lag time in the 
growth process is a practically important problem. In this note 
we provide estimates for the one–sided Hausdorff 
approximation (
n e w la g
t

) of the shifted step–function by 
sigmoidal function arising from Box–Cox transformation. We 
present a software module (intellectual property) within the 
programming environment of  CAS Mathematica for analysis 
of growth curves. Numerical examples, illustrating our results 
are given, too.  
Keywords— Sigmoidal function, Step function, Hausdorff 
distance, Box–Cox transformation, Lag time 
 
I. INTRODUCTION 
Growth curves are found in a wide range of disciplines, 
such as biology, chemistry, ecology, forestry, agriculture, 
medical science and many other fields for describing the 
growth of organisms and populations [4]. 
Garcia [1], [2] presented a generalized model, depending 
on two shape parameters, that includes most of the common 
growth functions as special cases. 
Let B  is the transformation [3]  
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 The inverse transformation is 
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defined for 1cx  . 
Consider  
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 Solving for y  gives the yield equation  
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More explicitly [1],  
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The models (5)–(8) includes some models such as Logistic, 
Monomolecular, Bertalanfy, Exponential, Gompertz, Richards, 
Chapmann–Richards, Schnute, Stannard and their 
modifications. 
      The growth models are described by free parameters a  and 
b , each contributing to the characteristics of the sigmoidal 
function. 
The function (5) finds applications in many scientific fields, 
including population dynamics, bacterial growth, population 
ecology, plant biology and statistics. 
Further for 0a   we have  
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and the y  - position of the inflection point, if it exists, is  
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The curve (5) is a sigmoid for < 1 , 0a b   and < 1ab . 
Estimating the lag time in the growth process is a 
practically important problem [5], [6]. 
The lag time - 
la g
t  (see Fig. 1) is estimated by 
extending the tangent at inflection point to the initial baseline. 
The curve is typically divided into the lag phase, the 
growth phase, and the plateau phase. 
We study the sigmoid function  
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Figure  1: Definitions: a) 
la g
t  - is estimated by extending the 
tangent at inflection point to the initial baseline; b) 
n e w la g
t

 - 
the one–sided Hausdorff approximation – d  of the shifted 
step–function by sigmoidal function (9). The parameters are: 
= 0 .7a  , = 0.2b  , = 0 .7 ; = 0.365457d . 
   
 
In this note we prove estimates for the one–sided 
Hausdorff approximation (
n e w la g
t

) of the shifted step–
function by sigmoidal function (9). 
Let us point out that Hausdorff distance is the most 
natural measuring criteria for the approximation of bounded 
discontinuous function [7], [8]. 
 
  Definition 1. Define the shifted step function h

 as:  
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  Definition 2. The Hausdorff distance (H-distance) 
( , )f g  between two interval functions ,f g  on   R , 
is the distance between their completed graphs ( )F f  and 
( )F g  considered as closed subsets of   R  [9], [10]. 
More precisely,  
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II.  MAIN RESULTS 
We study the one–sided Hausdorff approximation of 
the shifted step function ( )h t

 by sigmoidal function 
( ; , , )L t a b  . 
The following Theorem is valid 
 
 Theorem 2.1  For the one–sided Hausdorff distance 
d  between the function ( )h t

 and the function (9) the 
following hold:  
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  Proof. The one–sided Hausdorff distance d  
satisfies the relation (see, Figure 1) 
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Let us examine the function  
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Consider function  
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From Taylor expansion  
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we obtain 
3
( ) ( ) = ( )G d F d O d  (see, Fig. 2). 
 
From Descartes’ rule of signs the equation (13) has 
unique positive root. 
 
This completes the proof of the theorem. 
 
 
 
   
  
Figure  2: The functions ( )F d  and ( )G d  for = 0 .7a  , 
= 0.2b  , = 0 .7 . 
   
 
 
The bound for d  computed by nonlinear equation 
(15) is = 0.365457d . From (12)–(13) we have 
= 0 .3 6 4 4 6 3d d

 . 
The ”new” lag time is then given in terms of the one–
sided Hausdorff distance - d . 
 
III. CONCLUSION REMARKS 
   The Hausdorff approximation of the interval step function 
by the logistic and other sigmoid functions is discussed from 
various approximation, computational and modelling aspects 
in [11]–[21]. 
 
 
Figure  3: Comparison of the sigmoid function (9) 
(red) and Verhulst logistic function (green) for = 0 .4 , 
= 0.2b  , = 1a   and = 0.82k .  
 
Some comparison of the sigmoid curve (9) (for 
= 1a  )  
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 is plotted in Fig. 3. 
 
   
  
Figure  4: The ContourPlot for the y -position of the 
inflection point. 
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The  ContourPlot (in  CAS Mathematica) for y –
position of the inflection point is displayed in Fig. 4. 
 
 
Figure  5: Simple module implemented in  CAS Mathematica 
for calculation of the value of the one–sided Hausdorff 
distance – d . 
   
 
 
  Figure  6: The software tool for animation and visualization 
in CAS Mathematica. 
   
As an example of such a tool we propose a software 
module within the programming environment of  CAS 
Mathematica. 
The module offers the following possibilities: i) generation 
of the sigmoid curves arising from Box–Cox transformation; ii) 
when user-defined values for , ,a b   are given ”check sigmoid 
curves”; iii) analysis of the y -component of the inflection 
point (contour plot) and the classic definition of 
la g tim e
t
 
; iv) 
numerical calculation of magnitude of one–sided Hausdorff 
distance in light of the ”new researches” - 
n e w la g t im e
t
   
; v) 
software tools for animation and visualization. The proposed 
module allows uniformity treatment of sigmoid curves 
generated by the transformation of the Box–Cox and hopefully, 
this will limit self-oriented researches of growth curves, which 
will appear in the literature. 
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