Abstract. We study the tensor product of an associative and a nonassociative cyclic algebra. The condition for their tensor product to be division equals the classical one for two associative cyclic algebras by Albert or Jacobson, if the base field contains a suitable root of unity. Stronger conditions are obtained in special cases.
Introduction
Nonassociative cyclic algebras of degree n are canonical generalizations of associative cyclic algebras of degree n and were first introduced over finite fields by Sandler [16] . Nonassociative quaternion algebras (the case n = 2) constituted the first known examples of a nonassociative division algebra (Dickson [5] ). Nonassociative cyclic algebras were investigated over arbitrary fields by Steele [18] , [19] , see also [13] .
In the following we study the tensor product A = D 0 ⊗ F0 D 1 of an associative and a nonassociative cyclic algebra over a field F 0 and give conditions for A to be a division algebra. These algebras are used for space-time block coding [10] , [11] , [12] , and are employed to construct the iterated codes by Markin and Oggier [8] .
After recalling some results needed in the paper in Section 1, results by Petit [9] are used to show that the iterated algebras It m R (D, τ, d) introduced in [10] , [11] , [12] can be defined using polynomials in skew-polynomial rings over D when D is a cyclic division algebra (Theorem 7) in Section 2. In Section 3 we show that for an associative division algebra D = (L/ for all z ∈ D. This generalizes the classical condition for the tensor product of two associative cyclic algebras [6, Theorem 1.9.8], see Theorem 13 , to the nonassociative setting. Some more detailed conditions are obtained for special cases. For instance, if char F 0 = 2, D 0 is an associative quaternion algebra over F 0 which remains a division algebra over F , and D 1 a nonassociative quaternion algebra, then D 0 ⊗ F0 D 1 is always a division algebra over F 0 (Theorem 17).
Our results for m = 3 can be applied to systematically build fast-decodable fully diverse iterated codes of maximal rate for 6 transmit and 3 receive antennas [11] , [12] . Previously, there were no criteria known to check such 6 × 3-codes for full inversibility.
1. Preliminaries 1.1. Nonassociative algebras. Let F be a field and let A be a finite-dimensional F -vector space. We call A an algebra over F if there exists an F -bilinear map A×A → A, (x, y) → x·y, denoted simply by juxtaposition xy, the multiplication of A. An algebra A is called unital if there is an element in A, denoted by 1, such that 1x = x1 = x for all x ∈ A. We will only consider unital algebras.
An algebra A = 0 is called a division algebra if for any a ∈ A, a = 0, the left multiplication with a, L a (x) = ax, and the right multiplication with a, R a (x) = xa, are bijective. A is a division algebra if and only if A has no zero divisors [17, pp. 15, 16] .
For an F -algebra A, associativity in A is measured by the associator [x, y, z] = (xy)z − x(yz). The middle nucleus of A is defined as Nuc m (A) = {x ∈ A | [A, x, A] = 0} and the nucleus of A is defined as Nuc(
It is an associative subalgebra of A containing F 1 and x(yz) = (xy)z whenever one of the elements x, y, z is in Nuc(A). The commuter of A is defined as Comm(A) = {x ∈ A | xy = yx for all y ∈ A} and the center of A is C(A) = {x ∈ A | x ∈ Nuc(A) and xy = yx for all y ∈ A}. For two nonassociative algebras C and D over F ,
Thus we can consider the tensor product A = C ⊗ F D as a right R-module over any ring R ⊂ Nuc(C) ⊗ F Nuc(D).
1.2.
Associative and nonassociative cyclic algebras. Let K/F be a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ .
An associative cyclic algebra (K/F, σ, c) of degree n over
with multiplication given by the relations e n = c, le = eσ(l),
For c ∈ K\F , we define a unital nonassociative algebra (K/F, σ, c) (Sandler [16] ) as the n-dimensional K-vector space
where multiplication is given by the following rules for all a, b ∈ K, 0 ≤ i, j, < n, which then are extended linearly to all elements of A:
We call D = (K/F, σ, c) with c ∈ K \ F a nonassociative cyclic algebra of degree n. D has nucleus K and center F . D is not (n + 1)th power associative since (e n−1 e)e = eσ(a) and e(e n−1 e) = ea.
is not prime, D is a division algebra for any choice of c such that 1, c, . . . , c n−1 are linearly independent over F [19] . [14] or [20] .
From now on, when we say D = (K/F, σ, c) is a cyclic algebra, we mean an associative or nonassociative cyclic algebra over F without always explicitly stating that we also allow c ∈ K × . We call {1, e, e 2 , . . . , e n−1 } the standard basis of (K/F, σ, c).
if the algebra is nonassociative) and, after a choice of a K-basis, we can embed the K-vector space End K (D) into Mat n (K). The left multiplication of elements of D with y = y 0 +ey 1 +· · ·+e
1.3. Iterated algebras. From now on, we will use the following notation: Let F and L be fields and let K be a cyclic field extension of both F and L such that
σ and τ commute: στ = τ σ.
for all x, y ∈ D, where for any matrix X = λ(x) representing left multiplication with x, τ (X) means applying τ to each entry of the matrix.
for all x, y ∈ D, and call the resulting iterated algebra It 
From now on, let
is a subalgebra of A, and is nonassociative if
d ∈ F \ F 0 . (ii) Let m be even. Then It 2 R (D, τ, d) is isomorphic to a subalgebra of A. In particular, the quaternion algebra (K/L, τ, d) = Cay(K, d) over L, viewed as algebra over F 0 , is a subalgebra of It 2 R (D, τ, d), which is nonassociative and division if d ∈ F \ F 0 .
Proof. (i) This can be seen by restricting the multiplication of
which is a subalgebra of A under the multiplication inherited from A.
We can embed End K (A) into the module Mat nm (K). Left multiplication L x with x ∈ A is a right K-endomorphism, so that we obtain a well-defined additive map
Take the standard basis {1, e, . . . , e n−1 , f, f e, . . . , f m−1 e n−1 } of the K-vector space A.
is obtained by taking the matrix λ(x i ), x i ∈ D, representing left multiplication in D of each entry in the matrix M (x). λ(M (x)) represents the left multiplication by the element x in A. Define
If x ∈ A is nonzero and not a left zero divisor in A, then M A (x) = 0 by [12, Theorem 9].
Remark 3. (i) It is clear that A is a division algebra if and only if
If A is a division algebra then L x is bijective for all x = 0 and thus λ(M (x)) invertible, i.e.
Division algebras obtained from skew-polynomial rings
In the following, we recall results from [6] and [9] . Let D be a unital division ring and σ a ring isomorphism of D. The twisted polynomial ring D[t; σ] is the set of polynomials a 0 + a 1 t + · · · + a n t n with a i ∈ D, where addition is defined term-wise and multiplication by
That means,
is a left principal ideal domain and there is a right division algorithm in R [6, p. 3], i.e. for all g, f ∈ R, g = 0, there exist unique r, q ∈ R such that deg(r) < deg(f ) and
is also a right principal ideal domain [6, p. 6] with a left division algorithm in R [6, p. 3 and Prop. 1.1.14]. (We point out that our terminology is the one used by Petit [9] and Lavrauw and Sheekey [7] ; it is different from Jacobson's [6] , who calls what we call right a left division algorithm and vice versa.) Thus R = D[t; σ] is a (left and right) principal ideal domain (PID). An element f ∈ R is irreducible in R if it is no unit and it has no proper factors, i.e there do not exist g, h ∈ R with deg(g), deg(h) 
The multiplication is well-defined because of the right division algorithm and F 0 is a subfield of D.
Since σ is a ring isomorphism, we can use the left division algorithm to define an algebra as well: Let f ∈ D[t; σ] be of degree m and let mod l f denote the remainder of left division by f . Then R m together with the multiplication g • h = gh mod l f becomes a nonassociative algebra f S = (R m , •), which, however, turns out to be antiisomorphic to a suitable algebra S g for some g ∈ R ′ in some twisted polynomial ring R ′ .
Remark 4. (i) When deg(g)deg(h)
< m, the multiplication of g and h in S f is the same as the multiplication of g and h in R [9, (10)].
(ii) Given a cyclic Galois field extension K/F of degree m with Gal(K/F ) = σ , the cyclic algebra 6] , the associative algebras (2), p. 13-03, (9), (15), (17), (18), (19) 
(vi) Suppose m is prime and C(D) ∩ Fix(σ) contains a primitive mth root of unity. Then
Theorem 5, parts (v) and (vi), can be improved as follows [4] :
(iii) Suppose m is prime and C(D) ∩ Fix(σ) contains a primitive mth root of unity. Then
σ] is irreducible if and only if
Proof. (i) If f (t) = t 3 − d is reducible then either f is divisible by a linear factor from the left or from the right. A straightforward calculation shows that f is divisible on the left by Conversely, assuming f (t) is reducible then there is a linear factor dividing f from the left or from the right. If
this is equivalent to
c). This implies that (t
(ii) If f (t) = t 4 − d is reducible then either f is divisible by a linear factor from the left, from the right, or f = g 1 (t)g 2 (t) for two irreducible polynomials g 1 , g 2 ∈ R of degree 2. By [6, 1.3.11], f is divisible on the right by a factor
, which is the remainder of left division of f by t − z. Moreover, f is divisible on the right by g(t)
which is the remainder of right division of f (t) by g(t). This is equivalent to
Thus f is irreducible if and only if
and
for all z 0 , z 1 ∈ D. Now observe that the case that f (t) is divisible on the left by some t − z is equivalent to d = zσ −1 (z)σ −2 (z)σ −3 (z) and putting w = σ −3 (z), we obtain
which is equivalent to f being divisible on the right by t − σ −3 (z), and we have proved the assertion. 
for all x, y ∈ D which corresponds to the multiplication of the algebra S f .
Theorems 5, 6 and 7 imply:
) is a division algebra if and only if f (t) is irreducible in
D[t; τ −1 ]. (iii) It 4 R (D, τ, d
) is a division algebra if and only if
and 
for all z ∈ D.
Lemma 9. Assume the setup of Theorem 7 and d
The proof generalizes the idea of the proof of [8, Proposition 13] :
Since the left-hand-side is fixed by
Corollary 10. Assume the setup of Theorem 7 and d ∈ F
× . Suppose that m is prime and in case m = 2, 3, additionally that F 0 contains a primitive mth root of unity.
3. The tensor product of an associative and a nonassociative cyclic algebra 3.1. Let L/F 0 be a cyclic Galois field extension of degree n with Gal(L/F 0 ) = σ , and F/F 0 be a cyclic Galois field extension of degree m with Gal(F/F 0 ) = τ . Let L and F be linearly disjoint over F 0 and let K = L ⊗ F0 F = L · F be the composite of L and F over F 0 , with Galois group Gal(K/F 0 ) = σ × τ , where σ and τ are canonically extended to K. In the following, let D 0 = (L/F 0 , σ, c) and
Then K is a subfield of A of degree mn over F 0 and K = L ⊗ F0 F ⊂ Nuc(A).
Let {1, e, e 2 , . . . , e n−1 } be the standard basis of the L-vector space D 0 and {1, f, f 2 , . . . , f m−1 } be the standard basis of the F -vector space D 1 . A is a K-vector space with basis 
where 
is isomorphic to a subalgebra of 
is a division algebra if and only if
Note that here
This classical result has the following immediate generalization to the nonassociative setting:
Assume m is prime and in case m = 2, 3, additionally that F 0 contains a primitive mth root of unity. Then
Proof. This is Theorem 11 together with Theorem 6 (resp., [10] , Theorem 3.2 for n = 2).
More generally, we conclude:
is irreducible.
This and Corollary 10 yields:
(b) Suppose that m is prime and in case m = 2, 3, that F 0 additionally contains a primitive mth root of unity.
is a division algebra.
In special cases, Theorem 14 yields straightforward conditions for the tensor product to be a division algebra: Theorem 17. Let F 0 be of characteristic not 2. Let (a, c) F0 be a quaternion algebra over F 0 which is a division algebra over
is a division algebra over F 0 .
Proof. for all x ∈ (K/F, σ, c) (which is easy to see from applying the determinant to the matrix of L x in Equation (4) for some x ∈ D).
We conclude with the observation that the generalization of Albert and Jacobson's condition is a necessary condition for d in the general case: for all z ∈ D.
