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摘 要 将自组织 (SO M )和反向传播 (B P ) 两种神经网络结合起来, 并使用模糊理论, 建立了一种
基于集成智能方法的日负荷预测智能模型,该模型首先利用SO M 网络的竞争学习能力将历史数据
分成若干类别从而找出与预测日同类型的预测类别. 然后, 把温度 ! 日类型等不确定性扰动因素分
离出去, 利用 B P 算法的非线性函数逼近功能, 完成电力负荷的基本分量部分的预测工作. 在处理
温度 !天气情况 ! 日类型等不确定因素对负荷的影响时, 采用模糊逻辑理论对负荷基本分量进行修
正. 提出了一种基于进化树的自组织神经网络算法 (SO E TA ), 该算法是一种无监督基于二叉树的
自组织特征映射网络模型,采用进化思想进行无监督学习,具有灵活的拓扑结构和精确的模式识别.
本文以20 07 年厦门市的电力负荷数据为例, 试验结果表明, SO E TA 十B P + 模糊理论的预测精度最
优 ,有效提高了电力短期负荷预测精度.
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1 引言
电力负荷预测, 是指从已知的电力系统 !经济 !社会 !气象等情况出发 , 通过对历史数据的分析和研究,
考虑不确定性因素的影响, 对未来负荷做出预先估计和推测 !-1.负荷预测是在正确的理论指导下, 在调查研
究大量资料基础上, 根据电力负荷的历史数据 , 考虑各种复杂因素的影响, 运用可靠的方法和手段对电力负
荷的未来发展趋势做出科学合理的推断 [z] .电力短期负荷预测郁 良多,其中传统的负荷预测方法有时间序列
法 !回归分析法和灰色预测法.由于影响电力负荷的随机因素太多,非线性很强, 传统方法的理论依据存在很
多局限性 , 新理论和新技术的发展一直推动着短期负荷的不断发展, 新方法有神经网络法 !模糊数学法 !小
波分析法 !优选组合法 !卡尔曼滤波法 !混沌法 !谱分解法 !分解模型法等.人工智能研究方面取得的发展 ,
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Pa rk 等第一次将神经网络应用于电力系统短期负荷预测 [s] ,并取得了满意的结果 文献[al 用神经网络
进行一小时超短期预测, 并使用相似日数据对神经网络的预测值进行修正:文献 [s] 将节假日分为五个类型 ,
使用 5 个神经网络和 2 个模糊逻辑系统相结合来对节假日负荷进行预测, 其中模糊系统预测假日的最大和
最小负荷值. 文献 [0l 提出了一种基于相似日的 24 点负荷神经网络预测方法. 文献 !7 8使用 3 个神经网络
进行短期负荷预测 ,首先使用自组织特征映射网络对历史数据进行分类 , 然后对每一类数据建立神经网络并
进行训练 , 最后再用 1 个神经网络进行在线预测. 文献 !8 8中使用模糊神经网络来进行短期负荷预测 , 由神
经网络完成模糊推理, 权值被赋予确定的知识含义. 文献 回提出了改进遗传算法与神经模糊网络结合的小
时负荷预测方法 , 根据不同的日类型及温度参数, 由改进的遗传算法确定网络的最优参数 , 自动获取网络的
隶属函数和规则数.文献 11剑使用不同的模糊模型对短期负荷进行预测 ,带模糊因子的谐波模型用于夏季及
冬季, 仅仅和待预测时间有关 , 而带模糊因子的混合模型与预测时间及温度均相关, 两个模型共同完成负荷
的预测工作.文献 {n }讨论了模糊集理论在系统短期负荷预测中的应用.文献 {12}针对电力负荷的特点, 综
合考虑天气 !日类型 !历史负荷等对未来负荷变化的影响, 通过模糊聚类选取学习样本 , 采用反向传播算法
对 24 点建立一个预测模型.考虑天气等不确定因素的神经网络负荷预测的文献主要有:文献 {13 {使用多个
温度预测指标作为神经网络的输入进行预测;文献 !14]提出一种基于 B P 子网络和小波网络的短期负荷预
测的级联网络模型, 采用B P 子网络来映射天气等不确定因素的影响, 并采用小波网络 (预测网络)来映射历
史负荷值的影响;文献 =15 }提出了运用基于非梯度的单参数动态搜索 (5P D s) 算法训练网络并根据预测日天
气信息进行样本集的动态构造和网络的实时训练;文献 !16}将温度作为网络的输入变量并采用非全互连结
构神经网络来建立预测模型;文献 =171使用每小时的温度及负荷作为输入 , 采用 24 个输入神经元能简化和
自动进行输入输出模式分类以选择输入参数的神经网络对第二天的 24 小时负荷进行预测;文献 118 {提出了
使用多输出神经网络来评估温度的影响, 并与以往常用的线性方法做比较.
传统方法大多存在数值不稳定且较少考虑影响负荷的不确定因素, 存在较多局限性 , 主要表现在:(l) 对
于负荷预测的输入与输出间的非线性关系 , 运用以上方法很难找到理想的数学模型来描述 , 无法详细地考虑
气象等不确定影响因素;(2)预测模型缺乏自适应学习能力 , 预测准确度不高. 随着负荷结构的变化, 输入变
量与输出变量之间的关系如不经常修正 ,就很难得出较准确的预测结果; (3)对历史符合数据的准确性要求
较高.实际上 , 电力负荷变化受天气情况和人们社会活动等因素的影响较大 ,非线性关系极强.在以前的负荷
预测方法中, 都需要求出未来的负荷与影响负荷的各个变量之间的解析表达式, 而这往往很困难, 很不精确.
应用神经网络技术进行电力负荷预测时, 由于神经网络可以模仿人脑的智能化处理 , 对大量非结构性 !非精
确性的规律具有自适应功能, 具有信息记忆 ! 自组织学习 !知识推理和优化计算的特点, 特别是其自学习和
自适应特性能够较好解决了天气和温度等因素与负荷的对应关系 因此 , 神经网络在电力负荷预测得到了广
泛的应用, 以 BP 神经网络算法为代表 , 也应用最广.B P 算法的主要优点在于它不需要任何负荷模型, 它通
过对历史样本的学习, 分析历史数据之间的内在联系而得到规律性 , 其本质上也被看作函数逼近器, 较好地
解决了天气和温度等因素与负荷的关系, 通过学习能够反应输入 !输出之间复杂的非线性关系.但该方法存
在要求训练样本大 !训练时间长 !预测精度受隐层神经元数据的限制, 并且不能保证收敛. 自组织神经网络
(5O M )算法在寻找与预测日同属类型的历史数据时,考虑了温度等不确定因素的影响,能有效解决 BP 算法




考虑到电力系统负荷包括基本负荷分量和变动性负荷分量 , 本文把自组织神经网络 !B P 神经网络和模
糊逻辑理论结合起来, 综合各自优点, 提出一种采用多种智能方法来建立日负荷预测模型.该模型首先利用
SO M 神经网络的竞争学习能力对相关输入样本进行分类, 将历史数据分成若干类别从而找出与预测日同类
型的预测类别 , 以作为 B P 算法的输入样本. 然后把温度 ! 日类型等不确定性扰动因素分离出去, 利用 B P
算法的非线性函数逼近功能,完成电力负荷的基本分量部分的预测工作, 这样既减少了神经网络的学习时间,
又避免了 B P 神经网络对温度等因素的不敏感而造成了错误非线性学习. 但由于 B P 算法并不能正确反映
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电力负荷中不确定性因素对负荷的影响, 而模糊理论在处理不确定信息方面具有很强的能力. 所以本文在处
理温度等不确定因素对负荷的影响时, 引入了模糊逻辑理论. 对于由于温度 !天气情况 !日类型等因素引起
的变动性负荷分量 , 由模糊逻辑部分构造各种因素特有的隶属度函数 ,建立模糊规则库, 对神经网络得到的
负荷基本分量进行修正. 这一部分在建立模糊逻辑推理时, 考虑了专家经验 , 使一些很有价值的主观经验得




值之间自相关性 , 同时又考虑了温度 !天气状




差 占, 再根据公式 1 可以得到最终的预测负荷
值 , 从而达到修正自组织特征映射网络预测结
果的目的.
L尸= L "+ L 二火占 (l)







量. 对于日负荷预测模型来说 , 预测日的负
荷是在前一两天的负荷基础上变化的.同时还
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在气象条件下 , 起主要作用的是温度因素和天气状况, 因此 , 为了在负荷预测模型中考虑这两方面的影
响, 本文采用了预测日的最高温度 !最低温度作为神经网络的两个输入量 , 把天气状况量化后作为神经网络
的另一个输入变量 , 这样就更加真实体现出实际负荷的变化情况. 此外, 星期类型和节假日类型的负荷的差
异也比较大 ,本文也将这两种类型数据量化后作为神经网络的输人变量.考虑到这样输入变量的个数将很大,
本文只指前一天 24 小时的负荷, 前两天的最高最低负荷以及前一周同日类型的最高最低负荷.
2.3 负荷历史数据的归一化处理
训练网络的原始数据中, 不同的变量通常以不同的单位度量 , 数量级的差异也比较大, 通常的解决方法
就是将所有的输入变量都统一到同一个数量级.所以,在对网络进行训练前必须对输入样本数据进行归一化
处理, 以消除原始数据形式不同所带来的影响, 适当的归一化方式可以加速自组织网络的收敛. 本文采用日
负荷数据的最大负荷 (峰负荷)和最小负荷 (谷负荷)进行归一化处理 , 这种方法通常称为峰谷负荷标准化.
设 (21, 12, , , l,;)为日负荷向量 , x 为经过归一化处理后的神经网络输入数据 , 1max, lmi "为负荷最大最小值 ,
采用峰负荷和谷负荷对其进行归一化处理. 本文在归一化处理时, 考虑到这几年的电力负荷发展较快 , 最大
负荷 Inla !取日峰值负荷的 1.25 倍 ,最小负荷 l! "取日谷值负荷的 0.75 .
l) In!a!= nlax(11, 12, , , l"), lmi"= (11 12, , , l"):
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2)si 一蔗纷羔, "一价圣+s 墨+. 二+殆
3)x-= 告s!, -= 1,2, ,,二#
2.4 不确定因素的量化
(l) 温度的量化
温度量化系数采用一种简单的 S 型函数, 如式 (2), 式 (2)
中 T 为输入温度 (以摄氏度为单位), !为得到的温度量化系数.
!= f( 刀 =
l
(了一5 )






1 晴 (云量小于 5成) 0.98
2 多云 (云量 5一9 成) 0.85
3 阴 (云量大于 9 成) 0.72
4 小雨 (降雨量小于 1ornm ) 0石8
5 中雨 (降雨量 10一2sm nl) 04 5




不同的星期类型的负荷状况是不一样的,根据文献 119 ],结合厦门地区历史负荷统计数据 ,星期一到星期
五作为正常工作日, 量化系数可以在 阳.85 , ".95 1区间取值, 星期六和星期天是休息日, 量化系数为 ".36 和
0 .2 8 .
2 .5 不确定因素的模糊化
模糊逻辑是一种当历史数据不是数值而是语言值时常用的方法, 为提高神经网络的学习速度和预测精
度 , 对输入神经网络的不确定因素进行模糊化处理 , 使得输入向量的不同分量如天气 !温度等都转化为模糊
量 ,这就需要确定这些影响因素的隶属度函数 ,本文主要考虑天气状况 !温度 !节假日等.同时也需要对输出
变量进行模糊化处理.
(l) 温度的隶属度函数
本文采用预测相关日的最高温度和最低温度作为输入模糊变量 ,分别用 几 ax 和 Tm i"表示, 为了方便各
模糊语言变量的比较 ,确定了7 个模糊语言变量值:N B (很冷), N M (冷), N S( 稍微冷), ZE (适中), P s( 稍微热),
P M (热), PB (很热).最高温度和最低温度模糊集合的隶属函数如图 2.
今 今 工作日 周末 特殊节假臼
1 1一二二" 钊, ~ ~ - 0 / / -/ -一一一一一一入 /一 > 厂门
一15 一10 一5 }0 2 0 3 0
图 2 温度的隶属函数 图 3 节假日的隶属函数
(2)节假日的隶属度函数
节假日分一般节假日(周末休息日)和特殊节假日 (五一 !十一和春节等), 因为节假日(特别是春节)前




1 进行量化处理后, 根据式 (3)计算隶属度.
l
1 + e (j- ea一叨ea(k )1)
(3)
其中 二ea (脚 为前 k 个星期同日类型的天气状况量化系数, 二二 为预测日的天气状况量化系数, 抓助 为隶属
度函数.选取预测日前 无个星期的同日类型 , 根据预测日的天气状况及量化系数, 按式 (3)计算出预测日与
前 k 个星期同日类型的隶属度,按从大到小选取隶属度大的 L 个值 ,接着进行加权平均便得到预测日对应的
天气状况模糊隶属度.
3 一种基于进化树的自组织神经网络算法
自组织特征映射 (self- organizing fe ature m ap , so M )神经网络 [20]是由 K ohonen 教授依据大脑处理信
号的特点, 于 1981年提出的一种神经网络算法. 该算法是在无监督情况下对输入模式进行自组织学习, 实现
自动分类. 通过反复学习训练 , 调整连接权值系数, 最终使这些系数反映出输入样本之间的内在关系. 早期
研究侧重于神经元连接权值 !获胜神经元领域以及学习速率的设置. 自 20 世纪 90 年代 ,学者们开始关注动
态自组织神经网络结构 ,提出一系列改进的 5o M 网络 ,如生长 so M !结构自适应 so M !两阶段 So M !多
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尺度 sO M 以及层次 So M ,强调 so M 网络结构的灵活性 卿!.近几年 ,树型结构 so M 得到广泛的发展, 本
文将在静态树自组织神经网络结构基础上提出一种基于进化树的 5O M 算法.
3.1 静态树自组织结构 (T S一SO M )
K oika lainen 等提出的静态树型结构自组织映射图 (tree一struetured self-organizing m ap, T s一SO M )[22]
是由几个传统的自组织映射图构成, 如图4 ,最高层 (l= 0) 只有一个神经元, 其权重向量是所有输入样本向
量的质心, 下一层神经元节点的权重向量是根据其父节点的权重向量进行初始化. 图 4(a) 输出空间是一维,
每个内部神经元节点有两个孩子神经元,该内部节点的权重向量是映射到这个神经元的所有输入样本向量的
质心, 树中每个层次的神经元构成一个一维自组织映射图;图 5b) 输出空间是二维的, 每个内部神经元节点
有四个孩子神经元,树中每个层次中的神经元构成一个二维自组织映射图. T S一SO M 结构中的神经元的分布








T S一5O M 算法训练过程是逐层进行的, 在每层自组织映射图中对神经元的训练和传统的 SO M 一样,但
是搜索获胜神经元的方法不同.在搜索第 k 层最匹配神经元时, 只需要在第 k 一1 层的最匹配神经元的孩子
节点中寻找即可, 这样大大减少了传统 5O M 在寻找获胜神经元的计算时间,这也是 TS一SO M 算法的最大优
点. 比如 , 输出空间是二维的 , 每个内部神经元节点有四个孩子神经元 , 有时为了提高聚类精度 , 寻找最匹配
神经元, 不仅仅在上一层获胜神经元的孩子节点中寻找 , 还可以在上一层获胜神经元的邻域节点的孩子节点
中寻找.
3. 2 算法结构
由于T S一5O M 算法 ,每层中神经元结构 !布局和数量都是固定的,所以属于静态构造的自组织神经网络,
因此该算法的用途不是很广泛,特别是在解决复杂数据缺乏灵活度.本文在 T S一5O M 算法基础上提出了动态
生长树自组织神经网络算法 (self-organizing evolving tree algorithm , SO E TA ).该算法和传统的 SO M 算法
一样 ,动态生长树中的每个节点代表一个神经元 ,具有连接权值,在对动态生长树训练过程中, 需要记住每个
节点成为获胜神经元的次数. 最初 , 该算法只有一个根节点神经元 , 对该节点的训练 , 就像对一个输出层为
1x l 的自组织映射图进行训练, 不断调整该节点的连接权值, 直到该节点成为获胜神经元的次数到达一个预
先确定的阑值. 这时, 该节点进化分裂生成几个孩子节点. 这个过程反复进行下去 , 可以得到一棵动态生长
树, 而且随着训练的进行 , 这棵动态生长树中节点的连接权值不断调整, 使得该动态生长树能够真实地反映
输入数据的结构关系.
SO ET A 动态生长树中的各个神经元是竞争合作关系, 神经元的分裂进化是基于其获胜成为最匹配神经
元的频率 , 当树中叶节点的获胜次数超过一个预先指定的阐值, 该神经元分裂生成几个孩子节点, 并且动态
生长树只对叶节点进行学习训练, 其邻域节点是沿着树路径定义的.和静态树结构 TS一5O M 算法不同, 动态
生长树并不要求每层次都是有规则的自组织映射图, 而且树中每个分支是独立进化分裂.SO E T A 算法能够
结合上述改进算法的优点, 对于输入训练样本, 动态生长树结构中获胜频率最多的神经元将选中为进化神经
元, 可以分裂进化生成新神经元. 和标准自组织神经网络算法相比, 动态生长树 5O M 算法具有两个显著的
优点: 其一, 动态生长树算法中神经元节点可以自动生长, 无需在学习训练前确定神经网络的结构;再者, 动
态生长树是一种层次结构 ,搜索最匹配神经元的效率较高 ,算法性能好.
3.3 邻域节点的确定
如图5(a) , 在动态生长树中搜索最匹配神经元是自上而下的过程, 对于输入样本向量,从根节点开始, 从
其孩子节点中寻找权重向量最接近输入样本向量的节点, 如果该节点是叶节点 ,则这个叶节点就是输入样本
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向量对应的获胜神经元. 动态生长树中节点权值的修改和标准的 5O M 一样 , 但由于标准的 SO M 输出映
射图是对称的 !静态的和有规则的, 所以标准的 SO M 中确定获胜神经元的邻域节点的方法不适用于动态生
长树. 有一个简单的方法可用于计算获胜神经元的邻域节点, 也就是首先计算两个叶节点之间的距离 , 如图
5(b), 叶节点之间的距离为这两个叶节点之间的 /跳数 0减 1, 叶节点 A 和 B 之间的距离为 2 , 叶节点 A 和





图 5 进化树基本操作示意图 (c)
图 6 SO E T A 网络结构拓扑示意图
3. 4 学习过程
图 6(a) 表示 SO E TA 网络的最初结构 , 只有两个称为细胞元 (ce l) 的外部神经元, 它们通过称为节点
(no de )的内部神经元连接 ,箭头表示网络结构中可能的连接方式.外部细胞元 (ce l) 的权重向量可以随机初
始化, 也可以根据输入样本归一化后的值进行初始化. SO E TA 算法除了其树型拓扑结构和增长细胞元结构
(G C S) 不同外 ,还有一个重要特征是:输入样本的获胜神经元只在细胞元 (外部神经元节点)中寻找 ,连接权
值调整只在外部细胞元及其邻域内进行.
图 6(b)表示邻域关系的两种类型:限制性的 (re st rict ive ) 和局部的 (loc al ). 随着网络结构的增长, 内
部神经元节点保持稳定, 灰色箭头表示相应的连接权值更新不再进行.连接权值调整只在外部细胞元 (ce l)
及其邻域内进行 ,黑色箭头表示可以进行连接权值更新.为了避免非对称调整 , SO ETA 模型采用两种邻域关
系, 图中左边的邻域关系属于限制性的:细胞元的父节点的连接权值不需要调整;右边的邻域关系属于局部
的:细胞元本身 !兄弟节点以及父节点的连接权值都进行调整.
图 6(c)表示神经元间连接方式. 如果左下边的那个细胞元为获胜神经元 , 其权值调整参数为 a二, 而其
兄弟节点以及父节点的权值调整参数分别 a s 和 a m , 在 SO E TA 算法中要求这三个参数满足这样的关系:
a ! < a m < a 叼.
3.5 算法描述
基于进化树的自组织神经网络 (SO E TA )算法, 主要包括以下几个部分:
(l) 进化树结构的构成方式不能保证找到的最匹配叶节点 (B M u) 是叶节点中真正的获胜神经元, 所以
需要扩大搜索获胜神经元的范围, 以提高聚类的精度.
(2)新生成叶节点的权重向量的初始化方式.
(3)进化树大小的控制条件 , 即算法结束的条件 , 通常有两种方式: 一种方法是预先确定最大神经元个
数 ,进化树中节点数量达到这个最大神经元个数则算法结束;另一种方法是累计计算进化树中所有节点的误
差总和 ,如果这个误差总和超过指定的闹值 ,则算法结束 ,这种方法能够准确得到聚类结果 , 但预先确定这个
阑值比较麻烦.算法结束闭值越大 , 表示分类比较概括, 算法结束闽值越小, 表示分类比较精确 , 算法结束阐
值决定了进化树的大小.
对于每个输入样本向量, 5O TA 算法流程示意图如图 7 ,学习训练包括以下几个步骤:
步骤 1 计算输入样本与所有外部细胞元间的距离, 根据应用问题选择 Pe ar son 相关系数或 E uc hdea n
距离:
步骤 2 选择具有最小距离的外部节点作为获胜细胞元;
步骤 3 判断获胜细胞元的异质性是否超过阐值 , 如果超过则该获胜神经元分裂生成两个子细胞元, 并
初始化这两个子细胞元的权值向量;
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步骤 4 更新获胜细胞元及其父节点, 兄弟细胞元的权值向量, 调整系数分别为 ", , "了", a !, 通常取
a ! = 0 #0 1 , a "- = 0 .0 0 5 , a ! = 0 .0 0 1 .
3. 6 算法评价
从理论分析 , 进化树自组织神经网络的计算复杂度不如 T S一5O M ,和传统的 SO M 相比没有确定好坏关
系, 其收敛速度主要取决于预定阂值大小, 不同的阂值使得生成的进化树有不同数量的神经元节点. 但进化
树算法其性能明显优于传统的 5O M 和 T S一SO M ,具有灵活的拓扑结构 , 在处理大数据量的矢量量化和聚类
时, 进化树是一种合适的自组织神经网络算法. SO E T A 是一种无监督基于二叉树的自组织特征映射网络模
型, 在二叉树中不同层次代表输入样本的分类精度.和传统的层次分类不同. SO E I,A 开始只有两个细胞元
(外部叶节点).在一个循环训练后 , 输入样本分为两类.然后如果获胜神经元的异质性超过闺值 , 则将该获胜
神经元分裂生成两个子细胞元 ,这个过程不断进行下去 "直到满足 5O E TA 算法收敛条件.SO ETA 的最大特
点是, 该算法得到层次拓扑结构是二叉树 "而且层次二叉树能够真实地反映了输入数据的内在关系. SO E TA
算法与传统层次分类以及传统 5O M 算法在拓扑 !增长方式 !分类数目等各方面特征比较如表 2.




B P + 模糊 S O M + B P
+ 模糊
D M T S O N N 十B P
+ 模糊
图 7 自组织树算法算法流程示意图
表 2 S O E T A 算法与层次分类以及
5 O M 算法的特征比较
特征 层次分类 SO M S O E T A
拓扑 层次树 六边形或 层次树
正方形
增长方式 自底向上 固定结构 自顶向下
分类数目 自定义 固定数目 层次树
统计聚类 否 否 是
对称分类 是 否 是
层次聚类 否 否 是
健壮性 否 是 是




1 :00 13 50 忍5
2 :00 12 85 名3
3 :00 12 38 .2 0
4 :0 0 1 2 0 5 0 0
5 :00 1 175 .2 9
6 :00 1 189 .3 5
7 :00 12 28 .3 8
8 :00 15 20 .3 5
9 :00 18 65 .9 3
10 :0 0 19 72 .5 2
11 :0 0 2 0 78 .5 8
12 :0 0 2 0 02 .2 0
13 :0 0 19 50 .7 1
14 :0 0 2 0 55 .5 4
15 :0 0 2 06 6 .8 3
16 :0 0 2 0 28 .3 0
17 :0 0 2 00 0 .5 1
18 :0 0 18 51 .8 5
19 :0 0 18 72 .9 4
20 :0 0 19 38 .2 6
2 1:0 0 19 11 .9 5
2 2 :0 0 1 8 6 2 .4 8
23 :0 0 17 52 .2 0
24 :0 0 16 10 .5 3
平均绝对百分误差
预测值 误差 (% ) 预测值 误差 (% ) 预测值 误差 (沉)
20 4 1.7 3 一2 .72 20 52 ,6 5 一2 .2() 2 0 58 .9 4 一1 .90
1 132 .2 3 2 .44 1 126 .4 8 1 .9 2 1 120 .7 3 1.4()
13 88 .3 3 2 .8 2 13 85 .76 2 .6 3 13 40 .9 4 ().69
13 10 .5 2 1 .9 2 13 12 .4 5 2 .0 7 13 07 .8 2 1.7 1
12 59 .9 9 1.7 6 12 50 .2 1 0 .9 7 12 50 .4 6 0 .99
1 186 .4 4 一1.54 1 194 .4 0 一0 .8 8 1 193 .9 1 一0 .92
1 199 .15 2 .0 3 1 19 1.16 1 .3 5 1 185 .0 4 0 .83
12 23 .3 7 2 .8 6 12 02 .0 8 1 0 7 12 0 1.4 8 1.02
12 64 .2 5 2 .9 2 124 8 .6 5 1.6 5 12 49 .5 1 1.72
15 00 .2 8 一1 3 2 14 69 .4 1 一3 .3 5 15 07 .73 一0 .83
18 92 .6 1 1 43 19 12 .9 5 2 .5 2 18 80 .3 0 0 .77
2 0 2 1.2 4 2 .4 7 20 13 .9 4 2 .10 20 03 .4 9 1.5 7
19 72 5 7 一5 .10 20 03 .75 一3.6 20 34 .9 3 一2 .10
20 50 .6 5 2 .4 2 204 5 .0 5 2 .14 20 40 .2 4 1 90
20 26 .2 0 3 .8 7 20 1 1.18 3 .10 20 00 .2 6 2 .54
19 67 5 6 一4 .2 8 19 87 .7 1 一3 .3 0 20 12 .78 一2 .08
2 116 .2 3 2 .39 2 10 7 .5 5 1 .9 7 2 08 8 .74 1.06
2 107 .6 1 3 .9 1 20 7 1.9 1 2 .15 2 06 1 .36 1.63
19 50 .9 0 一2 .4 8 196 2 .70 一1 .89 196 7 .10 一1.67
17 77 .4 0 一4 .0 2 182 1 .1 1 一1 .66 18 32 .7 8 一1 .()3
190 0 滩7 1.4 7 188 5 .1 1 0 6 5 18 79 .12 0 .33
199 0 .9 8 2.72 197 3 .73 1.8 3 ! 19 66 .17 1.44
185 7 0 8 一2 87 187 3 .52 一2 .0 1 18 88 .8 2 一1.2 1
195 0 .2 0 4 .7 1 192 0 .78 3 .13 19 09 .4 1 2 .52
180 9 6 7 3.28 18 10 .37 3 .32 1 789 .17 2 .1 1
165 8 6 8 2 99 164 3 .38 2.04 1 636 .46 1.6 1
2名O % 2 .13 % 1.4 4%
4 试验结果与分析
为了验证自组织特征映射网络在电力短期负荷预测中的可行性和有效性, 本文收集 2007 年厦门市的电
力负荷数据以及相关的不确定信息进行预测分析. 选择预测日前 60 天的数据作为模型的输入样本, 首先使
用 SO M 算法对输入样本进行训练分类, 将类别数控制在 3一5 类. SO M 网络结构形成后 , 使用预测日的前一
两天 !前一周同日类型相关的变量作为 5O M 的输入变量 , 这样自组织竞争分类后可以得到与预测日同一类
别的相关样本.这些样本中剔除了不确定因素变量, 就可以作为 B P 算法的输入变量 "经过训练收敛后, 就可
以计算预测日负荷的基本分量. 同时将不确定因素变量输入模糊推理模型 , 可以得到负荷修正值, 最后根据
式 (l) 就可以计算预测日的精确负荷值.
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本文对日负荷预测模型中基本分量采用三种方式 (B P 算法, SO M + B P 算法 B P + SO ET A 算法).然后
对得到的结果都采用模糊推理进行修正 ,最后形成日负荷各个时刻的预测值.在预测厦门市 2007年 7 月 25
日的负荷时, 首先收集 2007 年 5 月 26 日到 2007 年 7 月 24 日的历史负荷数据和天气等不确定性变量, 作
为 5O M 或 SO ETA 算法的输入, 经过自组织竞争分类得到与预测日同类型的预测类别 , 然后利用与预测日
同类型的历史数据作为 B P 算法的输入 , 训练神经网络. B P 网络收敛后 , 利用 7 月 2 日!7 月 23 日!7 月
24 日的负荷值, 可以得到负荷的基本分量值, 再利用模糊推理处理不确定因素得到负荷的修正值 , 从而得到
2007年 7 月 25 日这一天的负荷预测值, 如表 3.用同样方法预测周末情况 (2007 年 7 月 28 日)和节假日情
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本文将 SO M 网络应用于电力短期负荷预测中, 把自组织神经网络和 B P 神经网络 !模糊逻辑理论结
合起来 , 综合各自的优点 , 提出一种采用多种智能方法建立了电力负荷短期负荷预测模型.该模型首先利用
5O M 神经网络对相关输入样本进行分类 , 将历史负荷数据分成若干类别从而找出与预测日同类型的预测类
别数据 ,作为 B P 算法的输入样本.在 5O M 分类时综合考虑了影响未来负荷的历史数据 !天气状况 !温度以
及日类型等各种因素 , 以提高神经网络的负荷预测水平.然后把温度 !日类型等不确定性扰动因素分离出去,
利用 B P 算法的非线性函数逼近功能, 完成电力负荷的基本分量部分的预测工作 , 这样既减少了神经网络的
学习时间, 又避免了 B P 神经网络对温度等因素的不敏感而造成了错误非线性学习. 在处理温度等不确定因
素对负荷影响时, 引入了模糊逻辑理论.对于由于温度 !天气情况 !旧 类型等因素引起的变动性负荷分量 , 由
模糊逻辑部分构造各种因素特有的隶属度函数 , 建立了模糊规则库 , 对神经网络得到的负荷基本分量进行修
正,从而有效提高了负荷预测的精度.在算法方面, 本文在静态树自组织神经网络算法 (T S一5O M )基础上提
出了一种基于进化树的SOM 算法, 即自组织进化树神经网络算法 (SO ETA ),并描述了神级元生长方式 !学
习训练过程 !外部细胞元分裂条件 !算法收敛条件 , 以及该算法与传统层次聚类 !传统 5O M 算法在性能 时
间复杂度方面的比较.SO E T A 算法具有灵活的拓扑结构 ,是一种基于二叉树的无监督 SO M 模型, 在二叉树
中不同层次代表输入样本的分类精度, 具有较好的灵活性和运算效率.
在预测工作日负荷时, B P + 模糊模型的误差是 2.8%; SO M + B P + 模糊模型的误差是 2.13 %; SO E TA + B P +
模糊模型的误差最小 , 为 1.4 % .在预测周末负荷时, B P + 模糊模型的误差是 3.86 % , SO M + B P + 模糊模型
误差是 3.50 % ; SO E TA + B P + 模糊模型的误差是 2.2% . 而在对特殊节假日 (五一节) 的负荷进行预测时,
B P + 模糊模型产生的误差比较大 (5.36 % ),而 sO M (s0 E TA )+ B P + 模糊模型误差保持在 5% 以内 (分别是
4.3 % 和 2.83 % ). 因此 采用本文提出的 SO E TA 算法对短期负荷预测理论和实践的研究具有重要意义, 同
时扩展了 SO M 算法的应用领域 ,具有一定的工程应用价值.
但是, 本文中的天气状况量化系数更适合于夏季负荷预测, 预测的日子都在 5一7 月份, 没有选择冬季一
个日子作为预测日是本文的一个缺陷.同时, 下一步可以将过去一年的数据做为基础样本, 再考虑城市基础
建设发展和居民生活水平提高等因素, 进一步细化模型, 以提高预测的精度.
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