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Ce document présente mes travaux et mon projet de recherche. Mais l’habilitation à
diriger les recherche est aussi l’occasion de prendre un peu de recul sur mon parcours.
Ingénieur en informatique de formation, j’ai longtemps été fasciné par l’intelligence
artificielle, à la fois comme outil de compréhension du vivant et comme technologie pour
construire des objets et systèmes plus utiles et puissants. J’ai eu la grande chance de pou-
voir faire un DEA (équivalent du master 2 recherche) en parallèle de ma dernière année
d’école d’ingénieur avec en particulier un projet de master portant sur la modélisation
bayésienne des cellules de direction de la tête, ces neurones chez le rat dont l’activité re-
flète l’orientation de la tête de l’animal (son cap) et ce, indépendamment de sa position
dans un environnement donné.
Ce projet a été une étape importante pour moi avec la découverte des probabilités non
plus comme partie abstraite et parfois rébarbative des mathématiques parlant de tribus et
de mesure mais comme un outil, finalement assez intuitif, de représentation de connais-
sances. J’ai fait aussi mes premiers pas dans la science à la frontière entre la biologie,
la modélisation mathématique et, tout de même un peu, l’informatique. Cette interdici-
plinarité est, pour moi, une chance d’ouverture non seulement à des savoirs différents
mais aussi à des méthodes diverses. La science est aussi une construction sociale avec des
gens qui n’ont que rarement l’occasion d’échanger en profondeur avec des collègues issus
d’autres disciplines. Rien qu’à lire des articles on peut deviner des manières de présenter,
des habitudes de travail ou des critères de validations différents. Au-delà d’un constat
d’hétérogénéité, c’est aussi une source de réflexion sur son propre domaine de recherche.
Ce stage a confirmé mon intérêt pour la recherche et a donc été le début d’une carrière
dans laquelle jeme suis successivement intéressé à des systèmes biologiques et robotiques.
Ces deux champs sont reliés pour moi par l’interprétation subjectiviste des probabilités
selon laquelle les probabilités peuvent mesurer les degrés de croyance en certaines hy-
pothèses depuis le point de vue d’un agent, c’est-à-dire à partir de ce qu’il sait, suppose
ou observe. En effet, un animal ou un robot sont tous deux dans une situation similaire,
caractérisée par une connaissance incomplète du monde et de son fonctionnement qui
les empêche de savoir avec certitude ce qui les entoure et ce qu’ils devraient faire. On
peut dire aussi que le monde est trop complexe pour ce que nos sens ou les capteurs des
robots peuvent en observer ou mesurer et que de nombreuses choses peuvent survenir
sans qu’il soit possible de tout prévoir ou prévenir. Pour gérer cette incomplétude, on re-
marque qu’elle se traduit vis-à-vis d’un agent par de l’incertitude qui peut être modélisée
à l’aide de probabilités.
Modélisation et programmation bayésiennes
Il peut être utile ici de détailler un peu les approches bayésiennes de modélisation et
de programmation. La modélisation, en toute généralité, consiste à construire une repré-
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sentation d’un système que l’on puisse manipuler ou observer de manière à mieux le
comprendre. Cette représentation, appelée modèle, n’est pas confondue avec le système
et n’a pas nécessairement vocation à en représenter tous les aspects. Dans les sciences le
plus souvent, les modèles sont, pour reprendre le mot de Galilée, écrits en langage ma-
thématique, pour son caractère formel. Il existe cependant plusieurs formalismes au sein
des mathématiques qui peuvent servir à la construction d’un modèle. Ainsi, en physique
classique, les règles sont souvent écrites sous la forme d’équations reliant entre elles des
variables représentant des quantités réelles. On peut aussi écrire des modèles sous forme
de propositions logiques dont on peut interroger la valeur de vérité en faisant de l’infé-
rence logique.
La modélisation bayésienne utilise les concepts de la théorie des probabilités pour spé-
cifier et manipuler ses représentations. On introduit ainsi des variables aléatoires, dont
la valeur n’est pas connue a priori, et l’on écrit des relations permettant de calculer des
valeurs de probabilité lorsque les variables prennent chacune une valeur donnée. En cela,
on peut voir la modélisation bayésienne comme une extension de la logique, laquelle cal-
cule une valeur booléenne, vrai ou faux, pour une affectation des variables, alors qu’ici il
s’agit d’une valeur continue. En logique on ne peut dire que « ceci est vrai » ou « ceci est
faux » sans pouvoir comparer entre deux choses vraies. En modélisation bayésienne, on
ne peut pas dire « ceci est vrai », mais on peut dire « ceci est plus probable que cela ». À
la limite on peut aussi dire « ceci est impossible » si sa probabilité est nulle, ce qui peut
être le pendant à « ceci est faux ».
La construction d’un modèle bayésien comporte donc un certain nombre d’étapes. Il
faut en premier spécifier ce dont on va parler, c’est-à-dire les variables aléatoires et ce
qu’elles représentent dans le système réel. Il faut ensuite définir la fonction, la distribu-
tion de probabilité conjointe, qui associe à chacune des affectations de toutes les variables
la valeur de probabilité. Cette fonction est souvent complexe à définir directement et l’on
va avoir recours à des hypothèses d’indépendance conditionnelles pour la définir comme
le produit de fonctions qui ne font intervenir qu’un sous-ensemble des variables et qui
sont, de ce fait, plus simples. Lorsqu’enfin la distribution de probabilité conjointe est spé-
cifiée, il est possible d’observer le modèle en s’intéressant à des relations précises entre
certaines variables, qui sont calculables grâce à l’inférence probabiliste, c’est-à-dire le cal-
cul d’une distribution de probabilité à partir de la distribution conjointe. Cette inférence
est déterministe et peut toujours être faite, même si elle est parfois couteuse.
La programmation bayésienne est une formalisation particulière de la modélisation
bayésienne qui permet de spécifier complètement un modèle et une question probabiliste
spécifique. Comme son nom l’indique, la programmation bayésienne ne s’arrête pas à la
modélisation mais essaie de se rapprocher de la programmation informatique en ce que
le programme bayésien ainsi défini doit permettre de décrire des fonctions exécutables
par des ordinateurs. Il peut s’agir alors de commander un robot et l’on peut, par exemple,
définir un programme bayésien de suivi de mur dont la question probabiliste serait la dis-
tribution de probabilité sur la direction à suivre par le robot sachant les valeurs relevées
par les capteurs jusqu’à présent. On voit ici que le programme bayésien s’arrête à calculer
une distribution de probabilité et qu’il est souvent nécessaire de choisir une valeur parti-
culière de commande à partir de la distribution. Cette étape est celle de la décision, qui




Mon approche de la modélisation doit beaucoup à la programmation bayésienne, no-
tamment en ce que j’essaie toujours d’expliciter mon modèle complètement en suivant,
sinon le formalisme précis, du moins les étapes importantes d’un programme, à savoir la
définition des variables, des hypothèses d’indépendance conditionnelle (décomposition
de la distribution de probabilité conjointe), de chacune des distributions de probabilité
conditionnelles avec leurs paramètres et enfin de la question. Ce cadre est pour moi à la
fois une aide à la structuration de la communication d’un modèle, mais aussi une disci-
pline intellectuelle à même de prévenir certaines erreurs. Néanmoins, à mesure de la pro-
gression du présent document, on peut observer une distanciation progressive à l’égard
de ce formalisme qui doit être vue notamment comme une plus grande liberté vis-à-vis
de la lettre, en restant fidèle à l’esprit. Mais c’est peut-être aussi une limite ou plutôt un
écart entre un formalisme qui suppose souvent des calculs complexes et des applications
qui ont des contraintes importantes sur les calculs. Ainsi, certains de ces calculs sont soit
des simplifications ou des approximations connues de calculs d’inférence, comme c’est le
cas par exemple du filtre de Kalman étendu, soit des processus étrangers à cette inférence
et qui ne sont pas susceptibles, du moins facilement, de formalisation bayésienne.
En cela, mes travaux n’ont pas amené d’avancées en algorithmique bayésienne, la dis-
cipline encore embryonnaire qui complèterait la programmation bayésienne par une ré-
flexion sur la construction des modèles.
Organisation du document
Au-delà du fond de modélisation bayésienne, un autre aspect de mon travail est de
m’intéresser autant à l’action qu’à la perception. Le problème de la perception peut être
globalement décrit comme la construction d’une représentation interne de l’environne-
ment à partir de connaissances incomplètes et d’observations partielles. Le problème de
l’action est plutôt de décider de ce qu’on doit faire pour atteindre un but donné à par-
tir, encore une fois, de connaissances incomplètes et d’observations partielles. Ces deux
problèmes sont évidemment distincts en ce que la perception peut être vue comme un
problème d’inférence, c’est-à-dire de calcul d’une distribution de probabilité, et l’action
comme un problème de décision, c’est-à-dire de choix d’une valeur particulière en fonc-
tion d’un critère donné. Mais je suis particulièrement intéressé par leur articulation : la
perception crée une représentation qui n’a finalement de sens que par son utilisation qui
est au final la prise de décision. A contrario, le critère de décision peut être le résultat
d’une inférence probabiliste similaire à celui de la perception.
Du côté de la biologie, je me suis ainsi intéressé d’une part à la perception humaine
de plans par le flux optique et d’autre part à la prise de décision dans une tâche de suivi
multi-cibles. En robotique, j’ai travaillé notamment sur l’alignement de nuages de points,
l’estimation d’état et la navigation en trois dimensions (3D).
Le premier travail que j’aborde dans ce document est donc l’étude de la perception de
formes à l’aide du flux optique (chapitre 1). L’homme perçoit les formes 3D de plusieurs
manières, l’une d’entre elle étant le mouvement. En effet, le déplacement de l’image de
l’objet sur la rétine, appelé flux optique, dépend à la fois du mouvement relatif entre la
rétine et l’objet, mais aussi de la forme de ce dernier. En inversant ce processus, on peut
donc recouvrer la forme d’un objet à l’aide du flux optique. Néanmoins, il s’agit d’un
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problème mal posé en ce que nombreuses combinaisons de forme et mouvement relatif
peuvent donner le même flux optique. Pour résoudre ce problème, on fait donc appel à
des hypothèses restreignant ces solutions et la première est l’hypothèse de rigidité, qui
préfère que la forme de l’objet reste constante. Des travaux de psychophysique mettant
en œuvre des observateurs en mouvement ont cependant montré que cette hypothèse
était insuffisante. Je propose donc, au chapitre 1, un modèle bayésien qui couple l’hypo-
thèse de rigidité et celle de stationnarité et qui permet de rendre compte d’une grande
variété de résultats expérimentaux. Ce travail a été pour moi l’occasion d’appliquer la
programmation bayésienne pour reformuler des hypothèses qualitatives en un modèle
quantitatif.
Je passe ensuite à l’étude de l’action avec l’exemple de la sélection du mouvement des
yeux. De nombreux éléments, tels que la texture, la couleur ou la forme, jouent un rôle
dans cette sélection et je me suis intéressé plus particulièrement à l’incertitude. Plus pré-
cisément, la question est de savoir si, dans des situations de suivi d’objets, la réduction
d’incertitude est mise en œuvre dans la sélection de la prochaine position du regard. Pour
évaluer cette hypothèse, nous avons confronté les prédictions de différents modèles à des
résultats d’une expérience de psychophysique. La tâche de cette expérience est une va-
riante de la tâche classique de suivi multi-cibles (multiple object tracking) mais avec le
regard libre, ce qui fait que le mouvement des yeux permet de compenser la faible résolu-
tion du champ visuel périphérique. Les modèles que nous proposons sont de complexité
croissante et sont inspirés, dans leur structure en couches, de la neurophysiologie des
aires cérébrales impliquées dans le processus de sélection. Le chapitre 2 présente ces mo-
dèles et montre, en les comparant aux résultats expérimentaux, l’avantage de prendre en
compte l’incertitude pour la prédiction du mouvement des yeux. Dans ce travail, j’ai par-
ticulièrement prêté attention à la comparaison entre les modèles pour déterminer celui
d’entre eux qui semble le plus plausible au regard des données.
Après ces deux contributions dans le domaine de la modélisation pour les sciences
du vivant, j’ai eu la chance de pouvoir poursuivre mes recherches en robotique. Là en-
core, la première contribution que je présente ressort plutôt de la perception puisqu’il
s’agit d’algorithmes d’alignements de nuages de points. Ces algorithmes associent des
jeux de données pour les mettre dans des coordonnées communes. Ils sont utilisés très
largement dans la reconstruction d’objet, dans l’inspection, pour des applications médi-
cales ou pour la localisation en robotique. Nous nous sommes intéressés en particulier à
la robotique mobile où l’alignement se fait sur des nuages de points. Alors que le prin-
cipe de ces algorithmes est simple, de nombreuses variations en ont été proposées pour
des applications différentes. Dans le chapitre 3, nous prenons une perspective historique
sur ce problème d’alignement et montrons que la plupart des solutions proposées dans la
littérature peuvent être organisées en une grille de lecture formelle. À l’aide de cette for-
malisation, nous proposons une bibliothèque logicielle modulaire, des jeux de données et
une méthode de comparaison de ces variantes. Je montre enfin un exemple d’application
sur un robot d’exploration. Ce travail a été l’occasion d’une réflexion sur la démarche
scientifique dans un domaine fortement empreint d’ingénierie. Il a été aussi pour moi la
première expérience d’encadrement d’une équipe et en particulier d’un étudiant en thèse.
Un autre aspect de la perception est la proprioception, c’est-à-dire la perception de la
position de son corps avec ses différentes parties. En robotique, ce problème se pose sou-
vent sous la forme de l’estimation de l’état du système. Je présente ainsi, au chapitre 4,
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des modèles d’estimation d’état sur deux robots différents. Le premier robot est un cata-
maran autonome pour le suivi environnemental et le deuxième est le robot d’exploration
introduit au chapitre précédent. Le problème principal de ces deux robots est l’estimation
précise de la position et de l’orientation à l’aide de différents capteurs avec des caractéris-
tiques variées en termes de fréquence, de précision ou de quantité mesurée. Dans les deux
cas, nous proposons plusieurs variantes, soit du modèle de transition, soit du modèle d’ob-
servation afin d’en comparer les performances suivant différents critères. Nous montrons
en particulier que même si le modèle générique est le même, il est nécessaire d’adapter
les modèles de transition et d’observation à chaque système robotique. Ces contributions
ont été le fruit de plusieurs collaborations entre différents projets desquels nous avons
pu extraire des problématiques et des solutions communes.
Enfin, le dernier travail que je présente ici porte sur la navigation en robotique mobile.
Un problème important dans ce domaine est la capacité, pour un robot, de se déplacer de
manière autonome et, plus précisément, de définir un plan et de calculer les commandes
motrices pour l’appliquer afin d’atteindre un but prédéfini. Pour les robots d’intérieur ou
les voitures qui se déplacent sur un terrain plat, le problème est bien maitrisé et des logi-
ciels libres existent qui peuvent être rapidement déployés sur de tels robots. Par contre,
pour de nombreuses applications telles que la recherche et le sauvetage, les robots au
sol doivent s’adapter à un terrain fortement accidenté. Le chapitre 5 présente un système
capable de planifier et suivre un chemin dans un environnement complexe à partir de don-
nées capteurs bruitées pour le robot d’exploration. Pour pouvoir s’adapter à la complexité
d’un espace de configuration de grande dimension, nous séparons la planification des po-
sitions de celle de la configuration. Nous démontrons les capacités du système en faisant
franchir au robot d’exploration des chapitres précédents une cage d’escalier difficile. Ce
dernier travail conclut la présentation non exhaustive de mes travaux de recherche par
une instance de la problématique de l’action en robotique.
Il faut noter que, autant les problématiques de perception et d’action sont similaires
pour un agent plongé dans un environnement, qu’il soit biologique ou artificiel, autant
les questions scientifiques posées en biologie et en robotique sont bien différentes. En bio-
logie, la question est de savoir comment ces processus, existants et observables dans une
certaine mesure, fonctionnent, c’est-à-dire comprendre ce qu’ils font et de quelle manière.
En robotique, il s’agit au contraire de concevoir et réaliser des systèmes à mêmes de réali-
ser des tâches, ce qui implique souvent d’inclure des processus similaires à la perception
et à l’action. La robotique peut donc s’appuyer sur les connaissances acquises en biologie
dans la limite où les substrats sont très différents et les connaissances incomplètes. La
robotique, comme l’informatique, peut s’inspirer parfois du monde du vivant mais aussi
souvent trouver des solutions très différentes et plus adaptées à ses capacités.
Enfin, je conclus la partie scientifique du document par mon projet de recherche pour
les prochaines années. La recherche en robotique s’est longtemps attachée à améliorer
l’autonomie des robots seuls dans leur environnement. Les robots, seuls ou en groupes,
sont ainsi mis dans un environnement donné pour réaliser une tâche donnée et doivent
donc se construire une représentation de l’environnement à partir simplement des infor-
mations de leurs capteurs, dont le point de vue est partagé, puisqu’ils se trouvent sur
le robot. Or ce point de vue restreint est une contrainte forte qu’il devient maintenant
possible de contourner à l’aide de la multiplicité croissante des capteurs disséminés dans
nos environnements. Autant sur la planète Mars un robot mobile est relativement isolé
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(même s’il peut avoir un appui de satellites), autant dans des environnements urbains ou
intérieurs, un robot a énormément à gagner à utiliser des sources d’information complé-
mentaires. Mon objectif est ainsi plus précisément d’améliorer la mobilité des robots pour
des applications d’assistance à la personne, en ne considérant plus le robot comme isolé,
mais au contraire comme un élément d’un triptyque robot–environnement–humain. À
plus long terme, je vise aussi une plus grande utilité par la facilitation de l’interaction et
de la programmation des robots, à l’aide notamment de nouvelles approches d’apprentis-
sage par démonstration et surtout d’une collaboration avec des utilisateurs finaux.
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1.1 Introduction du problème
Le mouvement relatif entre un observateur et les objets d’une scène visuelle induit une
déformation de l’image projetée sur la rétine, que l’on appelle le flux optique. Le flux op-
tique est généré par le mouvement en 3D des formes et contient donc de l’information
sur ces formes. La parallaxe de mouvement et l’effet de profondeur sont deux illustra-
tions relevées par Helmholtz (1867) et quantifiées expérimentalement par Wallach et
O’Connell (1953).
Bien qu’il soit simple de calculer le flux optique connaissant la géométrie 3D de la scène
et le mouvement, le problème de perception est l’inverse : reconstruire la géométrie 3D et
le mouvement à partir du flux optique. Or il existe une infinité de combinaisons de forme
et mouvement qui donnent le même flux optique. Il s’agit donc d’un problème mal posé.1
Une manière de résoudre ce problème est de supposer que les objets observés sont ri-
gides. Dans ce cas, les degrés de liberté associés au mouvement sont grandement réduits
et l’on peut, avec très peu de flux optique, recouvrer la forme et le mouvement (Ullman,
1979). Plusieurs algorithmes ont été développés, par exemple, pour l’observation de plans
rigides (Longuet-Higgins et Prazdny, 1980). Des résultats en psychophysique montrent
que la performance humaine sur certaines tâches de structure-from-motion (sfm) est glo-
balement cohérente avec des prédictions basées sur l’hypothèse de rigidité (Wallach et
O’Connell, 1953 ; Koenderink, 1986). Des modèles, dit affines, se basent sur l’informa-
tion locale de vitesse plutôt que sur l’ensemble du flux optique (Todd et Bressan, 1990 ;
Todd et Norman, 1991) mais d’autres travaux les remettent en doute (Domini et Braun-
stein, 1998). Enfin il a été montré que la perception humaine ne choisissait pas toujours
l’interprétation rigide (Wexler, Panerai et al., 2001).
La plupart des expériences de sfm mettent en jeu un sujet statique observant le flux
optique généré par un objet en mouvement. Cependant le phénomène de sfm a été noté
aussi lorsqu’un sujet en mouvement observe une scène statique (B. J. Rogers et Graham,
1979). Jusqu’à récemment il était entendu que des formes 3D perçues à l’aide du mouve-
ment du sujet ou de l’objet étaient les mêmes tant que le stimulus du flux optique restait
le même (Wallach, Stanton et Becker, 1974 ; B. J. Rogers et Graham, 1979). Dans cer-
tains cas, il s’avère que c’est faux : même lorsque le flux optique est contrôlé pour être le
même, le mouvement du sujet influence la forme perçue (S. Rogers et B. J. Rogers, 1992 ;
T. M. H. Dijkstra et al., 1995 ; Wexler, Lamouret et Droulez, 2001).
L’influence dumouvement de l’observateur sur la forme perçue amené à la formulation
d’une seconde hypothèse dans l’interprétation du flux optique, celle de la stationnarité : le
1. On dit d’un problème mathématique qu’il est mal posé lorsqu’il n’admet pas une unique solution.
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système visuel préfère la solution dont le mouvement, dans un référentiel allocentré, est
minimal (Wexler, Panerai et al., 2001 ; Wexler, 2003). Cette hypothèse se tient quand
on remarque que la plupart des objets d’un champ visuel sont statiques. Alors que l’hy-
pothèse de rigidité peut être vue comme la minimisation du mouvement relatif entre dif-
férents point d’un objet, l’hypothèse de stationnarité est la minimisation du mouvement
absolu dans un référentiel indépendant de l’observateur. Prises séparément, ni la station-
narité ni la rigidité ne peuvent expliquer les résultats de sfm chez l’homme. Cependant
aucun modèle cohérent n’avait intégré les deux hypothèses.
Dans ce chapitre, qui résume mon travail de thèse (Colas, 2006 ; Colas, Droulez et
al., 2007), je présente un modèle bayésien générique basé sur ces deux hypothèses pour
la perception de surfaces par le flux optique. L’idée est de construire un modèle de l’ob-
servateur soumis à un stimulus incertain. Dans un second temps, j’instancie ce modèle
pour la perception de plans 3D. Ce choix est motivé à la fois par l’existence de données
expérimentales mais aussi par la complexité des analyses. Ce modèle ne rend pas seule-
ment compte des résultats expérimentaux ayant mené à la formulation de l’hypothèse de
stationnarité mais aussi d’autres résultats non attendus qui ont été reportés.
Nous nous intéressons particulièrement aux expériences mettant en œuvre un plan en
rotation avec une texture neutre ou non informative. Dans ces expériences, seul le mou-
vement relatif renseigne sur l’orientation du plan. Mais nous faisons varier les conditions
expérimentales en particulier le mouvement de la tête ou des yeux, du plan, les deux mou-
vements, et la taille du champ de vision. Même si le plan est un cas particulier, c’est aussi
un cas important en ce que le champ visuel est essentiellement composé de surface qui,
si elles sont assez régulières, peuvent être approchées localement par des plans.
L’inférence bayésienne a commencé à être utilisée comme cadre théorique pour com-
prendre la perception ou les interactions entre plusieurs modalités sensorielles (Y. Weiss,
Simoncelli et Adelson, 2002 ; Ernst et Banks, 2002 ; Kersten, Mamassian et Yuille,
2004). Dans la plupart de ces travaux, le raisonnement probabiliste est réduit à des formes
simplifiées autour du théorème de Bayes. Une des simplifications classiques est l’utilisa-
tion de l’hypothèse linéaire Gaussienne qui n’est pas valide dans le cas du flux optique.
Une autre simplification habituelle est la restriction des modèles bayésiens à une combi-
naison d’un a priori et d’un ensemble d’observations. Or, pour pouvoir combiner plusieurs
hypothèses, telles que la rigidité et la stationnarité, de manière mathématiquement satis-
faisante, il nous a semblé nécessaire de mettre ce problème de perception dans un cadre
plus général incluant non seulement les observations (données sensorielles) et la percep-
tion (estimation d’un état) mais aussi des variables intermédiaires cachées. Notre modèle
nous permet alors d’exprimer et tester plusieurs hypothèses de manière naturelle et effi-
cace.
1.2 Modèle
Nous présentons le modèle en deux temps : d’abord un modèle unifié de perception
de la structure d’un objet par le flux optique ; puis la spécialisation de ce modèle à la




Fondements du modèle Le modèle générique est l’expression sous forme bayésienne
des hypothèses évoquées plus haut. Plus précisément, on considère quatre hypothèses :
– l’hypothèse de rigidité (H1) ;
– l’hypothèse de stationnarité (H2) ;
– l’indépendance entre la structure de l’objet et son mouvement (H3) ;
– l’indépendance entre les conditions d’observation, le mouvement de l’objet et le
mouvement de l’observateur (H4).
L’hypothèse de rigidité est une relation particulière entre le flux optique observé, le
mouvement relatif d’un objet et sa structure. Plus précisément, le flux optique observé
est supposé correspondre à celui théoriquement généré par l’objet rigide avec son mou-
vement relatif.
L’hypothèse de stationnarité indique que le mouvement de l’objet dans un référentiel
extérieur à l’observateur est nul, ce qui peut aussi s’exprimer comme une relation entre
le mouvement relatif de l’objet et le mouvement de l’observateur.
Les hypothèses (H3) et (H4) sont plus mineures en ce qu’elles n’expriment pas une
relation particulière entre des variables mais simplement une absence de relation.
Formalisation bayésienne Le modèle générique met en œuvre plusieurs variables :
– le flux optique observé (Φ) ;
– la pose ou structure 3D de l’objet (Θ) ;
– le mouvement relatif de l’objet par rapport à l’observateur (X) ;
– le mouvement absolu de l’observateur (M ) ;
– les conditions générales d’observation (Λ).
Notons que le flux optique, champ de mouvement de l’image sur la rétine, peut être
représenté de plusieurs manières. Pour ce modèle, il sera plus pratique de le représenter
sous une forme paramétrique compacte plutôt que, par exemple, comme un tableau des vi-
tesses en chaque point de la rétine. Une telle représentation paramétrique, dont l’exemple
du plan est donnée à la section 1.2.2, nécessiterait donc, pour être intégré comme obser-
vation, une phase de prétraitement d’une séquence d’images. Cependant, dans le cas d’ex-
périences pour lesquelles on décide a priori du stimulus sous la forme de flux optique qui
est ensuite rendu sous la forme d’une séquence d’images pour être présenté au sujet, le
stimulus peut être fourni au modèle directement sous sa forme paramétrée, ce qui élimine
les étapes de rendu et de prétraitement.
Les hypothèses exprimées au-dessus, ainsi que la sémantique du modèle nous per-
mettent alors d’écrire la décomposition suivante pour la distribution de probabilité con-
jointe sur les variables :
P (ΘMXΛΦ) = P (Θ)P (Λ)P (M)P (X|M)P (Φ|ΘXΛ)
On retrouve dans cette structure les hypothèses (H3) et (H4) :
P (ΘMXΛ) = P (Θ)P (MXΛ) (H3),
= P (Θ)P (Λ)P (MX) (H4),
= P (Θ)P (Λ)P (M)P (X|M) règle de Bayes permettant d’exprimer (H1).
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De même, il est spécifié que le flux optique observé est indépendant du mouvement de
l’observateur si l’on connait notamment le mouvement relatif de l’objet :
P (Φ|ΘMXΛ) = P (Φ|ΘXΛ).
La question que l’on souhaite poser est de recouvrer la structure lorsque l’on observe le
flux optique, ainsi que le mouvement propre et les conditions d’observations P (Θ|ϕmλ).
L’inférence bayésienne permet d’écrire :
P (Θ|ϕmλ) ∝ P (Θ)
∑
x∈X
P (x|m)P (ϕ|Θxλ) (1.1)
Dans l’équation 1.1, les différentes distributions sont les suivantes :
– P (Θ) : distribution a priori sur la structure de l’objet, souvent uniforme sur le do-
maine de spécification ;
– P (X|M) : hypothèse de stationnarité, c’est-à-dire queX est plus probablement tel
qu’il corresponde à un mouvement absolu plus petit ;
– P (Φ|ΘXΛ) : hypothèse de rigidité, c’est-à-dire que le flux optique est plus proba-
blement tel qu’il corresponde à celui généré par l’objet rigide.
Le choix précis des domaines des variables et des distributions dépend naturellement
de la spécialisation du modèle à la famille d’objets considérée. Néanmoins, la structure du
modèle étant la même, l’équation 1.1 reste valide.
1.2.2 Spécialisation au plan
Dans le reste de ce chapitre, nous étudierons exclusivement le cas de l’observation
d’un plan. Ce choix permet une réduction significative de la complexité du modèle et de
l’inférence tout en présentant des propriétés intéressantes d’ambigüité de perception.
Variables Dans le cas d’un plan, la structure ou pose de l’objet se réduit à sa distance à
l’observateur et son orientation. Par convention et sans perte de généralité, on considère
la distance du point de fixation à l’observateur comme l’unité de distance. La structure
de l’objet se réduit alors à son orientation. Pour des raisons de commodité, nous avons









Les mouvements, absolu de l’observateur, M , et relatif de l’objet, X , sont représentés
par leurs composantes de translation et de rotation (torseur cinématique). En particulier
dans la suite, on notera respectivement T et Ω les composantes de translation et rotation
du mouvement relatif.
Dans le cas d’un plan, on peut montrer que le flux optique est entièrement caractérisé
par huit composantes (voir Colas, Droulez et al., 2007, annexe A) : deux pour la vitesse à
l’origine,Φ0 ; quatre pour les dérivées du champ de vitesse à l’origine,Φ1 ; et deux degrés
de liberté pour ses dérivées secondes, Φ2 (Longuet-Higgins, 1984).




Variable Symb. Minimum Maximum Dim. Pas/dim.
Gradient de profondeur Θ −4,125 4,125 2 33
Vitesse linéaire T −1,375m s−1 −1,375m s−1 3 11
Vitesse angulaire Ω −1,375 rad s−1 −1,375 rad s−1 3 11
Tab. 1.1: Domaine des variables discrétisées. Pour chaque variable, la table présente la
valeur minimale, maximale, le nombre de dimensions et le nombre de pas de
discrétisation par dimension.
Distributions La distribution a priori sur la structure de l’objet a été choisie de ma-
nière à être la moins informative possible pour ne pas rajouter de biais au résultat de
l’inférence. Concrètement, nous avons choisi une distribution invariante par rotation de
l’objet. D’autres distributions a priori peuvent être choisies, notamment sur des critères
écologiques (préférence pour les surfaces horizontales, par exemple).
La distribution sur le mouvement relatif P (X|M), expression de l’hypothèse de sta-
tionnarité, est choisie comme une distribution gaussienne centrée sur l’opposé du mou-
vement propre, ce qui correspond à l’absence de mouvement de l’objet dans le référentiel
allocentré. La distribution gaussienne est la distribution demaximum d’entropie (la moins
informative) connaissant la moyenne et l’incertitude (covariance) de la distribution. Elle
correspond aussi dans ce cas à la distribution de Gibbs basée sur l’énergie cinétique.
De même, la distribution sur le flux optique observé P (Φ|ΘXΛ), expression de l’hypo-
thèse de rigidité, est choisie comme une distribution gaussienne centrée sur le flux optique
théorique. Pour modéliser le fait que les composantes de deuxième ordre du flux optique
sont plus difficiles à observer en petit champ de vision, les conditions d’observation Λ
changent la valeur de la covariance sur ces composantes.
Implémentation et paramètres Les équations du flux optique étant non linéaires,
l’inférence n’admet pas de solution en forme close. Nous avons donc discrétisé les es-
paces des variables pour calculer la distribution à l’aide de l’équation 1.1. Les détails des
domaines des variables discrétisées sont montrés dans la table 1.1.
De plus, les distributions gaussiennes nécessitent des paramètres pour leursmatrices de
covariance (voir la table 1.2). Pour toutes les distributions, nous avons simplifié le nombre
de paramètres en considérant desmatrices de covariance diagonales (indépendance condi-
tionnelle des composantes) et proportionnelles à la matrice identité (symétrie entre les
différentes composantes). Ces paramètres ont été déterminés par optimisation locale à
partir de valeurs raisonnables. L’inférence a été effectuée à l’aide du moteur d’inférence
bayésienne ProBT (Lebeltel et al., 2004 ; Bessière, Mazer et al., 2013).
1.3 Expériences
Le flux optique a été utilisé pour étudier de nombreux cas d’ambigüité de perception.
L’exemple générique est l’inversion de profondeur due à la symétrie du flux optique jus-
qu’à l’ordre un. La figure 1.1 montre une représentation d’un flux optique et différentes
configurations de position du plan, mouvement du plan et mouvement de l’observateur
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Paramètre Matrice de covariance
σT = 0,3m s−1 ΣT = σ2T Id3×3
σΩ = 1,2 rad s−1 ΣΩ = σ2ΩId3×3
σΦ0 = 1,0m s−1 ΣΦ0 = σ2Φ0Id2×2
σΦ1 = 0,0025 s−1 ΣΦ1 = σ2Φ1Id4×4
σΦ2|λ=P = 5,0m s−1 ΣΦ2|λ=P = σ2Φ2|λ=P Id2×2
σΦ2|λ=G = 0,2m s−1 ΣΦ2|λ=G = σ2Φ2|λ=GId2×2
Tab. 1.2: Paramètres et matrices de covariance pour les distributions.
(a) Flux optique
(b) (c) (d) (e) (f) (g) (h)
Fig. 1.1: Différentes configurations (b–h) générant le même flux optique de premier ordre
(a). (Adapté de (Colas, Droulez et al., 2007).)
qui peuvent le générer. Les différences éventuelles de flux optique entre certaines de ces
différentes configurations ne peuvent se mesurer qu’au niveau du flux optique de second
ordre. Ces différentes ambigüités sont détaillées par des expériences de psychophysique
auxquelles nous comparons notre modèle.
1.3.1 Influence de la taille du champ de vision
La première ambigüité que l’on peut étudier est celle de l’inversion de profondeur. Si
l’on compare la figure 1.1b et la figure 1.1c, on remarque que ces deux configurations sont
symétriques à la fois par rapport au plan sagittal2 et au plan fronto-parallèle passant par
le point de fixation.3 Sur la base du seul flux optique de premier ordre, il est impossible
de distinguer entre un plan incliné d’un côté et tournant dans un certain sens du plan
incliné de l’autre côté et tournant dans l’autre sens.
C’est une ambigüité connue et il a étémontré qu’elle disparaissait en grand champ de vi-
sion (T.M. H. Dijkstra et al., 1995). Nous reprenons l’expérience décrite par Cornilleau-
2. Le plan sagittal est le plan vertical séparant la gauche de la droite.




Petit champ de vision 48,8 % 44,6 %
Grand champ de vision 3,1 % 3,3 %
Tab. 1.3: Influence de la taille du champ de vision sur le taux d’inversion. Les données
expérimentales sont reprises de Cornilleau-Pérès et al. (2002).
(a) Petit champ de vision (b) Grand champ de vision
Fig. 1.2: Exemples de distribution de probabilité sur la configuration du plan. Une densité
de probabilité plus élevée est indiquée par un gris plus sombre. La configuration
du plan est représentée en coordonnées polaires : l’angle polaire est l’orientation
du plan et le rayon est la tangente de l’angle d’inclinaison. (Adapté de (Colas,
Droulez et al., 2007).)
Pérès et al. (2002) dans laquelle un sujet immobile devait observer un plan en rotation
et reporter son orientation. Deux conditions ont été testées avec un champ de vision res-
pectif de 8° et 60°.
La mesure rapportée est le taux d’inversion, correspondant à la proportion de réponse
moins proche du plan d’origine que de sa symétrie. En cas de confusion totale, ce taux
serait donc de 50 %.
La table 1.3 montre les taux rapportés dans le papier original et ceux rapportés par le
modèle. On remarque qu’en petit champ de vision, le taux d’inversion est proche de 50 %
alors qu’il est très faible en grand champ de vision. Cela indique que l’influence du flux
optique de second ordre est très limitée en petit champ de vision.
On peut comparer les distributions de probabilité sur la configuration du plan,
P (Θ|ϕmλ), entre grand et petit champ de vision (figure 1.2). En accord avec la table 1.3,
on peut observer la présence de deux modes en des positions symétriques dans la distribu-
tion en petit champ de vision (figure 1.2a), mais un seul mode correspondant au stimulus
en grand champ de vision (figure 1.2b), lorsque le flux optique d’ordre deux permet de
lever l’ambigüité.
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Fig. 1.3: Influence de l’incertitude sur le flux optique d’ordre deux sur le taux d’inversion
prédit par le modèle. (Adapté de (Colas, Droulez et al., 2007).)
Concrètement dans lemodèle cet effet est gouverné par l’écart type sur les composantes
du flux optique d’ordre deux, σΦ2 . Plus cet écart type est grand, plus l’incertitude sur le
flux optique d’ordre deux est grande et plus le taux d’inversion élevé (figure 1.3).
1.3.2 Ambigüité entre la vitesse et l’inclinaison
Une ambigüité supplémentaire du flux optique est le lien entre l’inclinaison du plan
(son angle par rapport à l’axe transversal) et la vitesse de rotation. Plus précisément, le
flux optique (figure 1.1a) d’un plan incliné en rotation (figure 1.1c) peut correspondre
aussi, à l’ordre un, à celui d’un plan plus incliné mais en moindre rotation (figure 1.1d).
Domini et Caudek (1999) proposent ainsi une expérience où le plan est soit peu incliné
(environ 56° soit une tangente de 1,5) soit très incliné (environ 72° soit une tangente de 3)
et tourne avec une vitesse de 0,25 rad s−1 ou 0,5 rad s−1. De cette expérience, ils rapportent
la moyenne des tangentes des inclinaisons estimées par les sujets (table 1.4). On observe
tout d’abord une sous-estimation de l’inclinaison par les sujets. De plus, on retrouve la
confirmation de l’ambigüité entre la vitesse et l’inclinaison par le fait que les inclinaisons
rapportées sont similaires pour un plan faiblement incliné en rotation rapide et un plan
plus incliné en rotation plus lente.
Cet effet est correctement reproduit par notre modèle par un compromis entre la distri-
bution a priori sur la configuration du plan, P (Θ), et celle sur le mouvement, P (X|M). À
noter que Domini et Caudek (2003) proposent un modèle de maximum de vraisemblance
pour expliquer cette ambigüité qui est un cas particulier de notre modèle (voir Colas,
Droulez et al., 2007, section 3.3).
1.3.3 Influence des mouvements de la tête
Il a aussi été montré que le mouvement de l’observateur modifiait la perception de
la profondeur à l’aide du flux optique. Une manière de mettre en lumière cet effet est de
présenter strictement le même flux optique à un observateur immobile ou en mouvement.
Un premier effet du mouvement propre est la diminution de l’ambigüité menant à l’in-
version (S. Rogers et B. J. Rogers, 1992 ; T. M. H. Dijkstra et al., 1995 ; Wexler, La-




Vitesse angulaire (rad s−1) 0,25 0,5 0,25 0,5
Peu incliné (1,5) 1,13 1,29 0,66 1,00
Très incliné (3) 1,28 1,71 1,00 1,64
Tab. 1.4: Moyenne de la tangente de l’inclinaison. Les résultats expérimentaux sont re-
produits de (Domini et Caudek, 1999).
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(b) Résultats du modèle.
Fig. 1.4: Distributions d’erreur sur l’angle d’orientation. En haut : en condition active (ob-
servateur en mouvement) ; en bas : en condition immobile. (Adapté de (Colas,
Droulez et al., 2007).)
immobile, le flux optique de la figure 1.1a peut correspondre, pour un même mouvement
de l’observateur à plusieurs configurations (figure 1.1e et figure 1.1f). La symétrie fronto-
parallèle est conservée, mais elle correspond dans ce cas à des mouvements absolus diffé-
rents (puisque le plan de symétrie bouge avec l’observateur).
Boxtel, Wexler et Droulez (2003) compare la perception d’un même flux optique
en petit champ de vision lorsque le sujet est actif, ou immobile. Les histogrammes des
erreurs des sujets dans chacune de ces deux conditions sont reproduits à la figure 1.4a.
On observe qu’alors qu’en condition immobile on retrouve une distribution présentant
deux modes (0° et 180°) correspondant à l’ambigüité de profondeur, en condition active,
l’ambigüité disparait et il ne reste plus que le mode centré autour de 0° d’erreur.
La figure 1.4b montre que le modèle reproduit correctement cet effet grâce à la dis-
tribution sur le mouvement relatif sachant le mouvement propre, P (X|M). En effet, en
condition immobile, la probabilité des mouvements des deux percepts (figure 1.1b et fi-
gure 1.1c) est la même alors qu’en condition active, le mouvement de l’un (figure 1.1f) est
moins probable que celui de l’autre (figure 1.1e).
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1.3.4 Influence des mouvements des yeux
L’expérience précédente s’intéresse à des mouvements d’un sujet contraint de garder
le regard en un point de fixation. Un autre type de mouvement propre est celui des yeux
suivant un objet. La même ambigüité de profondeur peut alors intervenir (figure 1.1g et
figure 1.1h).
Ce cas a été testé dans une expérience avec un profil sinusoïdal où la phase du profil
(le haut est loin ou proche de l’observateur) est similaire à l’orientation du plan (Naji et
Freeman, 2004). Plus précisément, les auteurs proposent trois conditions :
– (A) l’objet est en translation et l’observateur fixe un point de fixation (pas de suivi)
;
– (B) l’objet est en rotation et l’observateur fixe un point de fixation (pas de suivi) ;
– (C) l’objet est en translation comme la condition (A) et l’observateur le suit du re-
gard, ce qui donne le même flux optique que la condition (B).
Pour chacune des conditions le champ de vision est petit et la difficulté de la tâche peut
être variée en renforçant l’amplitude du profil sinusoïdal, ce qui correspond à incliner le
plan plus oumoins fortement. Dans le cas où la phase du profil est soit 0° soit 180°, on peut
affecter un signe à l’amplitude pour indiquer la phase. Naji et Freeman (2004) rapportent
les résultats en termes de pourcentage de perception « top-far » ce qui correspond à une
phase positive dans leur cas.
La condition (B) est similaire à l’ambigüité d’inversion de profondeur et on s’attend à
ce que les sujets se trompent avec une forte proportion puisque l’on est en petit champ de
vision et que les deux percepts ont la même quantité de mouvement. Dans les conditions
(A) et (C), le mouvement de l’œil de l’observateur induit une dissymétrie entre les deux
percepts comme dans l’expérience précédente.
La figure 1.5 montre d’une part les résultats rapportés par les observateurs (en haut) et
ceux prédits par le modèle. On constate que les conditions (A) et (C) permettent bien la
résolution de l’ambigüité contrairement à la condition (B). Cependant, la sigmoïde de la
condition (C) est plus abrupte que celle de la condition (A), ce qui montre une meilleure
distinction du percept simulé et de son symétrique. C’est dû à un mouvement plus impor-
tant du profil inverse en condition (A) avec une rotation plus importante. On remarque
en condition (B) une préférence marquée des sujets pour un percept « top-near » ce qui
n’est pas le cas du modèle (a priori non informatif).
1.3.5 Translation en profondeur
Un autre type d’ambigüité lié au mouvement propre se produit en cas de translation
suivant l’axe transversal. Dans certains cas précis, la combinaison d’une telle translation
et d’un mouvement de rotation suivant un axe (par exemple horizontal) peut produire un
flux optique très proche d’une simple rotation suivant un autre axe (vertical dans ce cas).
La figure 1.6 illustre cet exemple en montrant la configuration et les flux optiques générés
par les mouvements.
Nous reprenons les résultats de Wexler, Lamouret et Droulez (2001) et Wexler
(2003) dont l’expérience consiste à demander à des sujets d’estimer l’orientation d’un plan
(angle de sa pente par rapport à l’axe vertical) en étant successivement en mouvement











































Fig. 1.5: Pourcentage de réponses « top-far » en fonction de la force du stimulus. En haut
: résultats expérimentaux (Naji et Freeman, 2004) ; en bas : résultats du modèle







Fig. 1.6: Ambigüité liée à la translation. (a) flux optique lié à une rotation verticale. (b)
séparation du même flux optique en composante de translation et de rotation.
(c) observateur immobile, pas de translation relative. (d) observateur immobile,
translation relative. (e) observateur actif, pas de translation relative. (f) observa-
teur actif, translation relative. (Adapté de (Colas, Droulez et al., 2007).)
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moves toward the surface, or if the surface moves toward
the observer (see Fig. 6). These results can be summarized
by stating that there is a strong bias toward perceiving the
solution that minimizes motion in an observer-independent
reference frame. Thus, these results provide further support
for the stationarity hypothesis. However, the observer’s per-
cepts are also, by and large, in agreement with the rigidity
hypothesis. Therefore, they provide a useful testing ground
for our model, which incorporates both the stationarity and
rigidity hypotheses.
In the psychophysical studies, two conditions are tested: in
the active condition, the observer moves his head in depth; in
the immobile condition, the observer remains still but experi-
ences the same optic flow as in a previous active trial (Wexler
et al. 2001a; Wexler 2003).5 In the active condition, the optic
flow is generated by a plane rotating in depth, where the dis-
tance to the observer is fixed (the plane’s center therefore
undergoes depth translation as well). Therefore, in the active
condition Fig. 6d, the rigidity hypothesis favours the sim-
ulated plane, while the stationarity hypothesis favours the
alternative solution.6 In the immobile condition, on the other
hand, both the rigidity and stationarity hypotheses favour the
simulated plane.
Both experimental results and model results are presented
Fig. 7. Recall that optic flow is the same in the active and
immobile conditions; only the observers’ motion differs. Pro-
viding that only first-order optic flow components are avail-
able, the rigidity hypothesis alone would predict equally low
rates for the alternative solution in the two conditions,
whereas stationarity alone would result in a rate close to
100% in the active condition and a low rate in the immobile
condition. Second-order optic flow components, if available,
would decrease the rate for the alternative non-rigid solution.
As explained above, the discrepancy between the actual
values of the experimental results and the model are due to
the unique parameter set used for all six experiments. More
precisely, different groups of participants already exhibit dif-
ferences in their results. Compare, for instance, the top left
histogram in Fig. 7 with the bottom left histogram in Fig. 9.
Both correspond to the same conditions but the results are
numerically different. Priors in our model can be adjusted to
better fit some results at the expense of other experiments.
5 Other conditions, involving conflict between the observer’s motor
command and self-motion, were also tested (Wexler 2003), and found
to lead to different response distributions. More precisely, when there is
a mismatch between motor command and self-motion, the performance
of the observers are similar to involuntary motion and significantly dif-
ferent from voluntary motion accurately performed. The model would
need an additional variable to tackle this mismatch condition.
6 The reason why the rigidity hypothesis favours the simulated plane
rather than the alternative solution is that the symmetry of Fig. 6 only
holds for first-order optic flow. The second-order terms break the sym-
metry, and lead to non-rigidity of the alternative solution.

























Fig. 7 Distributions of the absolute value of the difference between
perceived orientation and rigid solution. The left column shows the
experimental results by Wexler (2003) and the right column shows the
results from our model, computed by variable change on the posterior
distribution. The top row shows results for immobile observers and
the bottom row shows results for active observers. These results show
that both for the experimental results and the model, perception for
an immobile observer will favors rigid and stationary solutions (left
bars). In active conditions both results show a higher probability of
perception of non-rigid and stationary solutions (right bars). Note that
the preference for stationarity of the model is more intense than in the
experimental results. This is due to the trade-offs in the choice of a
common parameter set for all the experiments
Because our model implements both the rigidity and
stationarity hypotheses, they are in competition when the
most rigid and most stationary objects do not match. In this
experiment, such a mismatch happens in the active condi-
tion. Wexler et al. (2001a) define a rigidity measure and use
its symmetry to account for non-rigid responses. This model
only relies on a sensible rigidity measure which can be the
probability as in the present paper. In our model, we can
additionally deal with this kind of contradiction in a way that
is similar to Bayesian fusion (Lebeltel et al. 2004). Other
instances of Bayesian fusion are exemplified in the literature
(Landy et al. 1995; Ernst and Banks 2002). The uncertainty,
as quantified by the probability distributions, will ensure
the balance between the rigidity and stationarity hypotheses.
More precisely, both rigidity and stationarity hypotheses are
simultaneously maximized by the maximization of the prod-
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moves toward the surface, or if the surface moves toward
the observer (see Fig. 6). These results can be summarized
by stating that there is a strong bias toward perceiving the
solution that inimizes motion in an observer-independent
reference frame. Thus, these results provide further support
for the stationarity hypothesis. However, the observer’s per-
cepts are also, by and large, in agreement with the rigidity
hypothesis. Therefore, they provide a useful testing ground
for our model, which incorporates both the stationarity and
rigidity hypotheses.
In the psychophysical studies, two conditions are tested: in
the active condition, the observer moves his head in depth; in
the immobile condition, the observer remains still but experi-
ences the same optic flow as in a previous active trial (Wexler
et al. 2001a; Wexler 2003).5 In the active condition, the optic
flow is generated by a plane rotating in depth, where the dis-
tance to the observer is fixed (the plane’s center therefore
undergoes depth translation as well). Therefore, in the active
condition Fig. 6d, the rigidity hypothesis favours the sim-
ulated plane, while the stationarity hypothesis favours the
alternative solution.6 In the immobile condition, on the other
hand, both the rigidity and stationarity hypotheses favour the
simulated plane.
Both experimental results and model results are presented
Fig. 7. Recall that optic flow is the same in the active and
immobile conditions; only the observers’ otion differs. Pro-
viding that only first-order optic flow components are avail-
able, the rigidity hypothesis alone would predict equally low
rates for the alternative solution in the two conditions,
whereas stationarity alone would result in a rate close to
100% in the active condition and a low rate in the immobile
condition. Second-order optic flow components, if available,
would decrease the rate for the alternative non-rigid solution.
As explained above, the discrepancy between the actual
values of the experimental results and the model are due to
the unique parameter set used for all six experiments. More
precisely, different groups of participants already exhibit dif-
ferences in their results. Compare, for instance, the top left
histogram in Fig. 7 with the bottom left histogram in Fig. 9.
Both correspond to the same conditions but the results are
numerically different. Priors in our model can be adjusted to
better fit some results at the expense of other experiments.
5 Other conditions, involving conflict between the observer’s motor
command and self-motion, were also tested (Wexler 2003), and found
to lead to different response distributions. More precisely, when there is
a mismatch between motor command and self-motion, the performance
of the observers are similar to involuntary motion and significantly dif-
ferent from voluntary motion accurately performed. The model would
need an additional variable to tackle this mismatch condition.
6 The reason why the rigidity hypothesis favours the simulated plane
rather than the alternative solution is that the symmetry of Fig. 6 only
holds for first-order optic flow. The second-order terms break the sym-
metry, and lead to non-rigidity of the alternative solution.

























Fig. 7 Distributions of the absolute value of the difference between
perceived orientation and rigid solution. The left column shows the
experimental results by Wexler (2003) and the right column shows the
results from our model, computed by variable change on the posterior
distribution. The top row shows results for immobile observers and
the bottom row shows results for active observers. These results show
that both for the experimental results and the model, perception for
an immobile observer will favors rigid and stationary solutions (left
bars). In active conditions both results show a higher probability of
perception of non-rigid and stationary solutions (right bars). Note that
the preference for stationarity of the model is more intense than in the
experimental results. This is due to the trade-offs in the choice of a
common parameter set for all the experiments
Because our model implements both the rigidity and
stationarity hypotheses, they are in competition when the
most rigid and most stationary objects do not match. In this
experiment, such a mismatch happens in the active condi-
tion. Wexler et al. (2001a) define a rigidity measure and use
its symmetry to account for non-rigid responses. This model
only relies on a sensible rigidity measure which can be the
probability as in the present paper. In our model, we can
additionally deal with this kind of contradiction in a way that
is similar to Bayesian fusion (Lebeltel et al. 2004). Other
instances of Bayesian fusion are exemplified in the literature
(Landy et al. 1995; Ernst and Banks 2002). The uncertainty,
as quantified by the probability distributions, will ensure
the balance between the rigidity and stationarity hypotheses.
More precisely, both rigidity and stationarity hypotheses are
simultaneously maximized by the maximization of the prod-
uct of the probability distributions reflecting each of those
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Fig. 1.7: Distribution sur l’orientation du plan. E aut : en condition immobile ; en bas :
en condition active. Colonne de gauche : résultats xpérimentaux (Wexler, 2003)
; colonne de droite : résultats du modèle (Colas, Droulez et al., 2007).
st immobile, n lui présente le même flux optique que celui qu’il avait perçu en condition
activ .
L’hypothèse de rigidité prévoit ainsi qu’en condition active la configuration de la fi-
gure 1.6f soit préférée alors qu’en condition active ce serait celle e la figure 1.6c ; c’est-
à-dire u e différence d’angle de 90° p ur exact ment le même flux optique observé.
La figure 1.7 montre que les résultats expérimentaux sont plus nuancés. En effet, en
con itio immobile le percept majoritaire est bien celui le plus statique mais, en condition
activ , la distributi n de répons s des sujets st bim dale, avec une légère préférence
pour le percept statique, mais une proportion significative de réponses non statiques. Les
résultats du modèle sont plus cohérents avec l’hypothèse de stationnarité.
1.3.6 Effet du cisaillement (shear)
Un dernier aspect que nous avons testé avec le modèle est l’effet de la composante de
cisaille ent (shear) dont il été m ré qu’elle dé ériorait l performances des sujets
(Cornilleau-Pérès et al., 2002). Cette composante du flux optique apparait en fonction
de l’angle entre l’orientation du plan et l’axe de rotation (nous appellerons cet angle,
angle de cisaillement). La figure 1.8 illustre les cas où il n’y a pas de cisaillement et où il
est maximal.
Nous reprenons les résultats expérimentaux par Boxtel, Wexler et Droulez (2003)
qui montrent que l’erreur sur l’estimation de l’orientation du plan est plus importante
pour un grand cisaillement plutôt que pour un plus petit (figure 1.9a). Cet effet est d’autant
plus marqué lorsque l’observateur est immobile où les réponses sont alors proches du
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Fig. 1.8: Illustration du cisaillement dans le flux optique. En haut : configuration du plan et
de son axe de rotation ; en bas : flux optique généré pour un observateur immobile.
À gauche : absence de cisaillement ; à droite : cisaillement maximal. (Adapté de
(Colas, Droulez et al., 2007).)
hasard.
La figure 1.9b montre que notre modèle est capable de reproduire cet effet. Notre mo-
dèle est capable de reproduire cet effet en se reposant sur la distribution sur le mouvement
relatif qui exprime la stationnarité. Plus précisément, les mouvements correspondant à
une erreur sont différents pour un grand et un petit cisaillement. Pour un petit cisaille-
ment il s’agit d’une rotation et d’une translation alors qu’il s’agit de deux rotations pour
un grand cisaillement. Ainsi, les valeurs respectives des variances sur les composantes
de rotation et de translation de la distribution P (X|M) sont responsables de la repro-
duction de cet effet. Dans notre modèle, il serait même possible de renverser cet effet en
changeant ces valeurs.
1.4 Discussion et conclusion
De nombreux choix interviennent dans la conception d’un modèle. Nous avons séparé
ici l’expression conceptuelle des hypothèses de stationnarité et de rigidité dans le mo-
dèle générique d’un certain nombre de choix nécessaires à la spécification complète d’un
modèle calculable. Dans notre spécialisation du modèle générique au cas particulier d’un
plan, nous avons été amenés en particulier à définir les représentations des variables.
Concrètement, nous avons choisi de limiter la représentation du flux optique à une
représentation paramétrique minimale pour un plan en mouvement relatif. De fait, ce
choix exclut du domaine de notre modèle toute étude de l’influence d’un flux optique
qui ne serait pas simplement issu d’un plan. Il serait alors intéressant d’étudier l’effet de
composantes additionnelles du flux optique sur la perception de plans.
Un deuxième choix important est celui de ne s’intéresser qu’à un modèle instantané de
perception. Il serait possible de modifier le modèle pour prendre en compte une succes-
sion d’observation. De la sorte, on pourrait s’intéresser à des questions sur l’évolution en
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(a) Résultats expérimentaux rapportés par
















(b) Résultats du modèle.
Fig. 1.9: Distributions d’erreur sur l’orientation du plan en fonction de la condition (ob-
servateur immobile ou actif) et de l’angle de cisaillement (reprises de (Colas,
Droulez et al., 2007)).
cours d’observation du percept mais aussi sur l’effet d’un changement de flux optique (ac-
célération, par exemple). La plupart des expériences ne s’intéressent pour l’instant qu’à
un mouvement sans variation au cours d’une courte observation.
Un dernier choix important pour les résultats d’un modèle est celui des paramètres.
Notre modèle en a six, comme indiqué dans la section 1.2.2 et ils ont été fixés de manière
à reproduire les résultats expérimentaux. Il faut noter que notre modèle n’est pas un ap-
proximateur universel4 et que le nombre de paramètre est assez faible pour la diversité
de résultats mis en œuvre. De plus certaines des expériences de la section 1.3 se placent
dans des situations similaires du point de vue de notre modèle mais obtiennent des résul-
tats numériquement différents. Cela est dû à la fois à de petites variations de protocole
expérimental et à la variabilité entre les sujets. Ainsi nous ne pensons pas être dans un
cas de surapprentissage, malgré l’absence de séparation entre données d’apprentissage et
données d’évaluation.
Enfin, l’intérêt d’un modèle est de proposer une formulation permettant d’expliquer
des phénomènes, mais aussi de proposer de nouvelles expériences et d’en prédire des
résultats. Dans le cas de notre modèle, on a vu par exemple que pour rendre compte de
l’effet du cisaillement, il fallait que la variance sur la rotation soit plus grande que celle
sur la translation dans l’expression de la stationnarité. Une expérience suggérée par cette
observation est donc d’essayer de vérifier cette relation indépendamment du cisaillement.
En conclusion, nous avons présenté dans ce chapitre un travail sur la modélisation de
la perception humaine. Plus précisément, nous avons proposé un modèle générique pour
faire une synthèse des hypothèses de rigidité et de stationnarité de la littérature. Nous
avons montré comment spécialiser ce modèle à l’observation de plans et confronté ses
4. Un approximateur universel est un système permettant de reproduire n’importe quelle fonction avec un
choix judicieux de ses paramètres.
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résultats à ceux, expérimentaux, issus de la littérature. L’approche bayésienne semble
donc adéquate pour modéliser des phénomènes de perception humaine.
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2 Modélisation bayésienne de la prise de
décision humaine
2.1 Introduction du problème
Une saccade oculaire est un mouvement rapide de l’œil que l’on fait régulièrement,
quelques fois par seconde. Ce genre de mouvement permet d’aller fixer son regard
quelque part mais est aussi utilisé pour explorer la scène visuelle. De nombreux facteurs
interviennent dans le choix d’une saccade, comme la saillance, mais nous nous intéres-
sons ici au cas du suivi d’objets identiques et bien repérables. Une caractéristique impor-
tante de la vision est la différence entre la zone centrale, correspondant à la fovéa, avec
une grande acuité visuelle, et la vision périphérique beaucoup moins précise. De cette
différence dérive une plus grande incertitude sur la scène visuelle périphérique et donc
éventuellement le besoin de faire des saccades oculaires pour réduire cette incertitude.
Dans ce chapitre, repris de (Colas, Flacher et al., 2009) nous nous intéressons au rôle
possible de l’incertitude dans le processus de sélection de mouvements en cas de percep-
tion active. Nous proposons unmodèle bayésien inspiré par la neurophysiologie des zones
cérébrales impliquées dans cette sélection pour pouvoir évaluer différents principes de sé-
lection pendant une tâche de suivi de plusieurs objets (multiple object tracking (mot) avec
regard libre (Pylyshyn et Storm, 1988 ; Tanner, Canto-Pereira et Bülthoff, 2007)).
Nous n’avons pas l’ambition de développer un modèle complet de la neurophysiologie
de la sélection des mouvements des yeux mais nous nous inspirons de leur anatomie et
de leur électrophysiologie. Les saccades et la poursuite1 partagent une grande partie de
leur architecture fonctionnelle (Krauzlis, 2004). Parmi ces régions du cerveau (figure 2.1),
le colliculus supérieur (superior colliculus (sc)), les champs oculaires frontaux (frontal eye
fields (fef)) et la partie latérale du sillon intrapariétal (lateral intraparietal cortex (lip)) ont
un certain nombre de points communs. Elles reçoivent toutes des informations concer-
nant la position de points d’intérêt dans le champ visuel (activité visuelle), mémorisent
ces positions (activité retardée) et sont impliquées dans la sélection des cibles des sac-
cades parmi ces points (activité pré-saccadique) (Moschovakis, Scudder et Highstein,
1996 ; Wurtz et al., 2001 ; Scudder, Kaneko et Fuchs, 2002). Ces positions sont enco-
dées par des cellules avec des champs récepteurs ou moteurs définis dans un référentiel
rétinotopique.
Dans le sc, ces cellules sont clairement organisées en carte topographique chez plu-
sieurs espèces animales (Robinson, 1972 ; McIlwain, 1983 ; Siminoff, Schwassmann et
Kruger, 1966 ; Herrero et al., 1998). Chez les primates, ces cartes ont une géométrie
logarithmique complexe (figure 2.2) (Robinson, 1972 ; Ottes, Van Gisbergen et Egger-
mont, 1986) similaire à celle du cortex strié (Schwartz, 1980). Pour le fef, les études
1. La poursuite est un type demouvements des yeux dans lequel le regard se déplace lentement et s’asservit
à un objet de la scène visuelle.
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Fig. 2.1: Aires du cerveau partagées par les circuits de saccade et de poursuite (macaque).
BG (Basal Ganglia) : ganglions de la base, BON (Brainstem Oculomotor Nuclei) :
noyaux oculomoteurs du tronc cérébral, FEF (Frontal Eye Field) : champs visuels
frontaux, LIP (Lateral bank of the IntraParietal sulcus) : partie latérale du sillon
intrapariétal, SC (Superior Colliculus) : colliculus supérieur, SEF (Supplementary
Eye Fields) : champs visuels supplémentaires, TH : thalamus, Verm : vermis du
cervelet. Adapté de (Krauzlis, 2004) et repris de (Colas, Flacher et al., 2009).
de la géométrie montrent clairement un encodage logarithmique de l’excentricité de la
position (Sommer et Wurtz, 2000) mais des études complémentaires sont nécessaires
pour comprendre l’encodage de l’orientation. Enfin, la structure des cartes du lip reste
à décoder, même si une organisation topographique continue semble exister avec une
sur-représentation du champ visuel central (Ben Hamed et al., 2001).
Les neurones en relation avec la mémoire de travail spatiale dans sc (Mays et Sparks,
1980) fef (Goldberg et Bruce, 1990) et lip (Gnadt et Andersen, 1988 ; Barash et al.,
1991b ; Barash et al., 1991a) (appelée aussi cellules quasi-visuelles ou QV) sont capables
de ré-allocation dynamique (dynamic remapping). C’est-à-dire que ces cellules peuvent
être activées par la mémoire de la position d’une cible, même si la cible n’était pas dans
le champ récepteur de la cellule au moment de l’observation de cette cible. Elles se com-
portent comme si elles faisaient partie d’une carte mémorielle rétinotopique, intégrant un
mécanisme de ré-allocation permettant le déplacement suite à un mouvement des yeux
d’une activation mémorisée. Des modèles neuronaux de ce genre de cartes ont déjà été
proposés, soit pour sc, soit pour fef (Droulez et Berthoz, 1991 ; Bozis et Moschovakis,
1998 ; Mitchell et Zipser, 2003).
Sans chercher à copier la neurophysiologie, nous avons repris certaines caractéristiques
dans notre modèle. Nous avons plusieurs couches organisées en cartes rétinotopiques
avec une géométrie complexe logarithmique et la capacité de ré-allocation dynamique.
Pour étudier la sélection de mouvement oculaire de manière contrôlée, nous utilisons
des données issues d’une version avec regard libre de la tâche classique de suivi multi-
cibles (mot voir la figure 2.3). Dans cette expérience, on présente aux participants un
ensemble de cibles parmi des distracteurs. Tous ces objets sont des disques de 1° indistin-
























































































Fig. 2.2: Géométrie du colliculus supérieur chez le macaque. La position des objets dans
le champ visuel (à droite) est projetée sur la surface du sc (à gauche) à l’aide
d’une fonction logarithmique dans l’espace complexe. Les zones grisées à droite
et à gauche représentent la même partie du champ visuel. (Repris de (Colas,
Flacher et al., 2009).)
Durant l’expérience, les objets bougent de manière aléatoire et l’objectif est de se rappe-
ler quels objets sont les cibles. Dans cette expérience, la scène visuelle est simplifiée pour
permettre l’étude de la sélection de l’action en éliminant le plus possible les perturbations.
Nous continuons ce chapitre en décrivant le modèle que nous proposons avant d’en
décrire les résultats (section 2.3) et de conclure (section 2.4).
2.2 Modèle
Le modèle que nous proposons est composé de deux parties. La première partie s’oc-
cupe de la perception et mémoire de la scène visuelle (modèle de représentation) tandis
que la seconde s’intéresse à la sélection de l’endroit où regarder ensuite (modèles de dé-
cision). Nous proposons plusieurs modèles de décision que nous comparons à l’aide de
données expérimentales afin de pouvoir tirer des conséquences.
2.2.1 Modèle de représentation
La partie de représentation, commune à tous les modèles de décision est donc une carte
rétinotopique de la scène visuelle. Cette représentation est elle-même structurée en deux
couches. La première, appelée grille d’occupation, est simplement l’entrée visuelle sans
distinction entre les cibles et les distracteurs. La seconde couche est une mémoire de la
position des seules cibles. C’est la représentation de la connaissance par l’observateur des
positions des cibles, basée sur la grille d’occupation.
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Fig. 2.3: Expérience de suivimulti-cibles. Un ensemble d’objets est présenté pendant 1,08 s
: les cibles sont identifiées par leur clignotement ; les distracteurs ne clignotent
pas. Ensuite le clignotement cesse et tous les objets bougent de manière aléatoire
pendant 5 s. Une fois les objets arrêtés, le participant doit identifier les cibles
d’origine. Adapté de (Pylyshyn et Annan, 2006) et repris de (Colas, Flacher
et al., 2009).
Grille d’occupation
Les grilles d’occupation sont une des méthodes de représentation d’un environnement.
Elles ont été introduites à l’origine pour représenter des obstacles dans des applications
robotiques (Elfes, 1989). L’idée générale est de discrétiser l’environnement en une grille
dont les cellules sont une variable indiquant la présence ou l’absence d’un obstacle. On
peut donc voir une grille d’occupation comme une collection de distributions de probabi-
lité sur la présence d’un obstacle dans chaque cellule de la grille.
Nous appliquons ce modèle à la présence d’objets dans la scène visuelle. Plus précisé-
ment, nous considérons un ensemble O de variables binaires Ot(x,y), pour chaque instant
temporel t ∈ [[0, tmax]] et chaque position (x, y) ∈ G avec G une grille régulière en coor-
données logarithmique complexe dans le référentiel rétino-centré. Nous supposons que
nous avons les entrées visuelles dans ce même espace de coordonnées, représentées par
un ensemble V de variables binaires indiquant si un objet (cible ou distracteur) est perçu
dans la cellule correspondante. Finalement, nous considérons les mouvements des yeux
précédemment effectuésM t de manière à permettre la ré-allocation telle qu’observée par
les mémoires rétino-centrées corticales et sous-corticales.
Nous écrivons la distribution de probabilité conjointe sur toutes les variables en sup-
posant l’indépendance des cellules d’occupation entre elles, conditionnellement à l’état
précédent de la grille et au mouvement de la grille. On suppose de plus que chaque ob-
servation est indépendante des autres variables conditionnellement à l’état d’occupation
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de la cellule correspondante. Ainsi, nous écrivons :
P (OVM) = P (O0)
tmax∏
t=1















La mise à jour de la connaissance du modèle correspond à la question suivante :

















Cette expression fait intervenir une somme sur tous les états possibles de la grille, ce qui
est très couteux en calculs. En remarquant que P (Ot(x,y)|M
tOt−1) est l’expression de la
ré-allocation et qu’une cellule Ot(x,y) ne dépend réellement que du sous-ensemble de ses
antécédents par le mouvement des yeux, on peut simplifier l’inférence sur toute la grille
par un ensemble d’inférences plus simples :
P (Ot(x,y)|V















oùA(x, y,M t) est l’ensemble des cellules (x′, y′) que le déplacement des yeuxM t amène
en (x, y).
Ainsi, l’inférence du modèle nécessite la spécification de trois distributions condition-
nelles. P (V t(x,y)|O
t
(x,y)) est une simple matrice indiquant qu’il y a une forte probabilité
d’observer un objet quand il y en a un et réciproquement une faible probabilité lorsqu’il
n’y en a pas. P (Ot(x,y)|M
tOt−1A(x,y,Mt)) est la ré-allocation de l’occupation en fonction
des surfaces géométriques occupées dans les cellules antécédentes avec de l’incertitude
rajoutée à cause du mouvement propre des objets. Enfin, P (Ot−1(x′,y′)|V
1:t−1M1:t−1) est
simplement la distribution calculée à l’instant précédent ou une distribution a priori pour
l’initialisation (t = 0).
Position des cibles
Le modèle précédent maintient une description de la scène visuelle sans distinction
entre les cibles et les distracteurs. Pour introduire cette distinction, nous ajoutons un en-
semble de variables T ti représentant la position de chaque cible i ∈ [[1, N ]] pour chaque
instant t ∈ [[0, tmax]] en coordonnées logarithmique complexe dans le référentiel rétino-
centré. Ce type de variable est le moyen standard de représentation la position d’objets
d’intérêt, par opposition à la grille d’occupation qui représentation la présence d’objets
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en des lieux d’intérêts (les cellules). Dans ce dernier cas, il peut y avoir un nombre d’ob-
jets quelconque entre zéro et le nombre de cellules alors que nous souhaitons suivre un
nombre restreint mais fixe de cibles.
Nous complétons le modèle précédent de grille d’occupation avec ces variables :





























Les distributions P (T 0i ) sont des distributions a priori fixées à partir des positions de
départ des cibles telles qu’indiquées durant la phase d’identification des cibles. Le modèle
dynamique des cibles P (T ti |M tOtT
t−1
i ) est similaire au modèle dynamique des objets
mais avec la grille d’occupation pour observation (voir Colas, Flacher et al., 2009, B.2).
À chaque instant, la position de chacune des cibles est calculée par l’inférence suivante
:
















avec P (T t−1i |V 1:t−1M1:t−1) le résultat de cette même inférence à l’instant précédent et
P (Ot|V 1:tM1:t) le résultat de la question (2.1) à l’instant courant. On retrouve la même
somme sur toutes les configurations de la grille qui peut être simplifiée de la même ma-
nière qu’au-dessus en ne considérant que les cellules antécédentes et en séparant les cel-
lules.
Les deux questions (2.1) et (2.2) sont la connaissance actuelle sur la scène visuelle que
l’on peut déduire des observations visuelles et des mouvements des yeux.
2.2.2 Modèles de décision
À l’aide de cette connaissance, on peut alors construire le modèle de décision du pro-
chain endroit où regarder. Pour tester plusieurs hypothèses, nous proposons plusieurs
modèles que nous comparons dans la section 2.3.
En premier lieu, nous souhaitons vérifier que la représentation ci-dessus est utile à la
prédiction des mouvements des yeux. Pour cela, nous allons comparer le meilleur modèle
n’utilisant pas cette représentation avec un modèle qui l’utilise.
Ensuite nous souhaitons évaluer si l’incertitude, prise en compte explicitement, peut
aider à la prédiction des mouvements des yeux. Nous allons donc comparer un modèle
qui utilise cette incertitude avec un modèle qui ne l’utilise pas.
Ainsi nous avons besoin de définir trois modèles : un premier qui n’utilise pas la re-
présentation (constant, πA), un qui utilise la représentation mais pas explicitement l’in-
certitude (position des cibles, πB) et un dernier qui utilise l’incertitude (incertitude, πC ).
Chaque modèle πk va calculer la distribution de probabilité sur la prochaine position des





Le modèle constant sert juste de comparaison pour les autres modèles se basant sur la
représentation. Nous le définissons comme indépendant à la fois de l’instant temporel, de
la représentation, des entrées visuelles et des mouvements des yeux passés :
∀t ∈ [[1, tmax]], P (Ct|V 1:tM1:tπk) = P (Ct|πA) = P (C1|πA)
On peut montrer que le meilleur modèle P (C1|πA) pour prédire les mouvements des
yeux est celui tel que la probabilité de bouger correspond à la fréquence observée de
mouvement des yeux. Nous avons appris cette distribution à partir d’un sous-ensemble
d’apprentissage des données expérimentales.
Modèle des positions des cibles
Le second modèle que nous proposons fait l’hypothèse que l’on tend à regarder près
des cibles. Il inclut une distribution a priori identique au modèle constant et une vraisem-
blance similaire à une fusion de données :
P (CVMT |πB) =
tmax∏
t=1
P (V tM t|πB)
N∏
i=1
P (T ti |V 1:tM1:tπB)P (Ct|T tπB).
L’inférence peut s’écrire sous la forme :





P (T ti |V 1:tM1:t)× P (T ti |Ct),
où P (T ti |V 1:tM1:t) est le résultat de la question (2.2) et P (T ti |Ct) une distribution gaus-
sienne centrée sur Ct. Ce modèle n’est pas restreint à regarder les cibles mais peut regar-
der à un barycentre des cibles.
Modèle avec incertitude
Plus précisément, le modèle précédent sera amené à regarder plus probablement à un
endroit le moins éloigné possible des masses de probabilité des cibles. Si une des cibles
présente beaucoup d’incertitude, la décision sera probablementmoins influencée par cette
cible que par les autres. L’incertitude a donc un certain rôle dans ce modèle en ce que le
regard la fuit.
Dans le troisième modèle, nous proposons d’inclure explicitement l’incertitude comme
une variable sur laquelle raisonner. L’idée est qu’il est plus efficace de collecter de l’infor-
mation là où elle manque plutôt que là où il y a moins d’incertitude.
Ainsi, nous introduisons un nouvel ensemble I de variables It(x,y) ∈ [0, 1] représentant
un indice d’incertitude en la cellule (x, y) ∈ G à l’instant t ∈ [[1, tmax]]. N’importe quel
indice convient à partir dumoment où il est corrélé à l’incertitude. Dans notre cas, comme
l’occupation d’une cellule est une variable binaire, nous avons choisi la probabilité de cette
variable comme indice d’incertitude. Plus cet indice est proche de 12 plus l’incertitude est
grande. Un autre choix aurait pu être de prendre l’entropie de la distribution.
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Comme pour le modèle précédent, nous spécifions le modèle avec comme distribution














L’inférence peut s’écrire sous la forme :
P (Ct|V 1:tM1:tI1:tπC) ∝ P (Ct|V 1:tM1:tπB)P (ItCt |C
tπC),
dans laquelle It(x,y) = P (O
t
(x,y)|V
1:tM1:t) de la question (2.1) et P (It(x,y)|C
t = (x, y)πC)
est une distribution bêta indiquant que I est plus probablement proche de 12 .
Ainsi ces trois modèles de décision sont structurés de manière à ce que chacun est le
raffinement du modèle précédent.
2.3 Expérience
Nous souhaitons comparer ces modèles de manière quantitative et commençons donc
pas définir la mesure qui convient. Ensuite nous présentons les résultats globaux des trois
algorithmes avant demontrer plus en détails des situations typiques permettant d’illustrer
les différences.
2.3.1 Méthode de comparaison
Chacun de nos modèle calcule une distribution de probabilité sur le prochain mouve-
ment des yeux (voir la figure 2.4). On peut ainsi calculer, pour chacun des modèles, la
probabilité affectée au mouvement enregistré dans une situation donnée et aussi la pro-
babilité affectée à l’ensemble des mouvements enregistrés.
Mais les valeurs de probabilité en elle-même n’ont pas une sémantique absolue. Par
contre leur comparaison entre des modèles (qui portent sur les mêmes variables) indique
quel modèle est le meilleur prédicteur des mouvements des yeux. C’est la méthode de
maximum de vraisemblance.
Cependant en pratique, à mesure que le nombre de données augmente, la vraisem-
blance d’un modèle décroit généralement de manière exponentielle vers zéro, et le rap-
port des vraisemblances entre deux modèles diverge ou converge vers zéro de la même
manière. Ainsi nous comparons nos modèles en utilisant la moyenne géométrique du
rapport de vraisemblance des mouvements des yeux observés. La moyenne géométrique
converge vers une valeur non nulle à mesure que le nombre d’essais augmente.
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(a) Exemple de champ visuel. La scène est présentée dans le référentiel de la rétine. Les
cibles sont en rouge sombre et les distracteurs en vert clair. Le mouvement du sujet
est représenté par la croix noire.
(b) Distribution pour πA. (c) Exemple de distribution
pour πB .
(d) Exemple de distribution
pour πC .
Fig. 2.4: Exemples de distribution sur le mouvement des yeux par les différents modèles
proposés. Les distributions sont représentées en coordonnées logarithmiques
complexes dans le référentiel de la rétine. Les deux moitiés du champ visuel sont
représentées côte-à-côte. En cyan, continu : les lignes d’iso-excentricité ; en cyan,
pointillé : les lignes d’iso-direction. La couleur des cellules indique la probabilité
croissante depuis les couleurs foncées aux plus claires. (Repris de (Colas, Fla-
cher et al., 2009).)











t = ct+1n ]|v1:tn c1:tn π2)
.
2.3.2 Résultats globaux
Le jeu de données regroupe 11 participants avec 110 essais chacun pour un total de
1210 essais (Tanner, Canto-Pereira et Bülthoff, 2007). Chaque essai a été discrétisé
en tmax = 24 étapes pour un total de 29 040 points de donnée. Une partie du jeu de
données (124 essais choisis aléatoirement) a été utilisée pour déterminer les paramètres
des divers modèles et les résultats ont été calculés sur le reste des essais (N = 1089).
La table 2.1 montre les comparaisons entre nos modèles. En premier lieu, on remarque
que le modèle constant est bien moins probable que les deux autres (d’un facteur respectif
de 280 et 320). Cela confirme que la représentation de la section 2.2.1 a une utilité dans la
décision du prochain mouvement des yeux.
La table 2.1 montre aussi que le modèle qui prend en compte l’incertitude est meilleur
que le modèle des cibles d’en moyenne 14 %. Cela va dans le sens de notre hypothèse que
l’incertitude est utile pour prévoir les mouvements des yeux.
Comme indiqué au-dessus, le choix de la moyenne géométrique permet d’avoir des
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Constant Cibles Incertitude
Constant 1 280 320
Cibles 3,5× 10−3 1 1,14
Incertitude 3,1× 10−3 0,87 1
Tab. 2.1: Comparaison entre les modèles. Un nombre supérieur à 1 signifie que le modèle
de la colonne est meilleur que le modèle de la ligne.
rapports stables indépendamment du nombre d’essais. Le rapport de vraisemblance entre
le modèle avec et sans incertitude est de 4,9× 1063. Avec la moitié des essais, ce rapport
est la racine carrée : 7,0× 1031. Cela illustre bien que le rapport de vraisemblance n’est
pas une mesure stable et justifie notre choix.
2.3.3 Situations typiques
Les résultats montrent donc que le modèle prenant en compte explicitement l’incerti-
tude explique globalement mieux les mouvements des yeux que les deux autres. Cepen-
dant, si on regarde les mouvements individuels, ce n’est pas toujours le cas. Dans cette
section, sont analysées certaines situations pour donner une meilleure compréhension
des modèles.
Situations pour lesquelles πC > πB
En regardant les instants où le rapport de probabilité est le plus grand entre le modèle
avec incertitude et celui des cibles on peut observer deux types de configurations où
l’incertitude est unmeilleur prédicteur. La première catégorie regroupe les situations dans
lesquelles une cible et un distracteur sont relativement proches (figure 2.5a). Dans le cas,
le modèle des cibles n’est attiré que par la cible alors que le modèle avec l’incertude est
attiré par l’incertitude autour des deux objets.
(a) Mouvement près d’une cible et d’un dis-
tracteur.
(b) Mouvement près d’un distracteur mais
pas d’une cible.
Fig. 2.5: Mouvements mieux prédits par le modèle avec incertitude qu’avec seulement
les positions des cibles. La scène est présentée dans le référentiel de la rétine. En
rouge sombre : les cibles ; en vert clair : les distracteurs ; croix noire : mouvement
du sujet. (Adapté de (Colas, Flacher et al., 2009).)
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La seconde catégorie regroupe les situations pour lesquelles le mouvement des yeux
s’est fait près d’un distracteur (figure 2.5b) Dans ce cas, le modèle des cibles n’a aucune
raison de regarder à cet endroit alors que lemodèle d’incertitude peut réduire l’incertitude
liée au distracteur.
Situations pour lesquelles πB > πC
À l’opposé, il existe des cas où le modèle ne prenant pas en compte l’incertitude mais
simplement la position des cibles prédit mieux le mouvement des yeux. Le cas principal
est lorsque le mouvement des yeux se fait entre plusieurs cibles (figure 2.6). Dans ce cas, à
l’endroit dumouvement des yeux il y a peu d’incertitude qu’il n’y ait rien. En conséquence,
le modèle d’incertitude abaisse la probabilité relativement à d’autres endroits où il y a plus
d’incertitude (au voisinage des objets).
Fig. 2.6: Mouvement des yeux mieux prédit par le modèle prenant en compte la position
des cibles qu’avec en plus l’incertitude. La scène est présentée dans le référentiel
de la rétine. En rouge sombre : les cibles ; en vert clair : les distracteurs ; croix
noire : mouvement du sujet. (Adapté de (Colas, Flacher et al., 2009).)
Situations pour lesquelles πA > πB, πC
Enfin, le meilleur des modèles est parfois le modèle constant. Cela arrive en général
lors de fixations (pas de mouvements) en dehors des objets. La plupart des saccades se
font à proximité des objets du champ visuel, mais elles sont suivies de mouvements de
suivi (continus et de faible amplitude) ou de fixation. Comme les objets bougent, en cas de
fixation, les positions suivantes du regard seront de plus en plus loin des objets. Ainsi ces
mouvements de faible amplitude sont souvent mieux capturés par la distribution a priori
(revoir la figure 2.4b) que par les modèles qui cherchent à regarder à proximité des cibles
ou de l’incertitude (qui est faible lorsque l’on sait qu’il n’y rien). La figure 2.7 montre deux
exemples de cette situation. À noter que dans la situation représentée dans la figure 2.7b,
une saccade a eu lieu vers le groupe des trois cibles de droite à l’étape de temps suivante.
2.4 Discussion et conclusion
En conclusion, nous proposons un modèle en deux parties : une représentation de la
scène visuelle et un modèle de décision à partir de cette représentation. La représentation
suit à la fois l’occupation de la scène visuelle (s’il y a une cible ou un distracteur à un
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(a) (b)
Fig. 2.7: Mouvements mieux prédits par le modèle constant. La scène est présentée dans le
référentiel de la rétine. En rouge sombre : les cibles ; en vert clair : les distracteurs
; croix noire : mouvement du sujet. (Adapté de (Colas, Flacher et al., 2009).)
endroit donné) et la position de chacune des cibles. À l’aide de cette représentation nous
avons pu tester plusieurs modèles de décision et montrer que le modèle qui prend en
compte explicitement l’incertitude est le plus vraisemblable vis-à-vis des mouvements
des yeux enregistrés sur des sujets d’une expérience de psychophysique.
De plus, la distribution de fréquence des mouvements montre que, la plupart du temps,
les mouvements des yeux sont de faible amplitude, c’est-à-dire soit des fixations ou des
mouvements de poursuite des objets. Dans ces cas, la vraisemblance du modèle constant
est comparable ou même meilleure à celle des autres. Ainsi, la différence est due aux
évènements saccadiques, quand le modèle avec les positions des cibles ou celui avec l’in-
certitude ont une bienmeilleure vraisemblance que cemodèle constant dont la probabilité
décroit avec l’excentricité. La différence entre les modèles avec ou sans l’incertitude est
due au filtrage par le modèle promouvant les endroits avec plus d’incertitude. La diffé-
rence est moins importante qu’avec le modèle constant car l’incertitude des différentes
cibles est souvent similaire. Il serait intéressant de changer le stimulus de manière à pou-
voir manipuler l’incertitude avec plus de finesse.
Le stimulus est adapté de la tâche classique de suivi de plusieurs cibles qui a d’abord été
développée pour étudier les phénomènes d’attention. Notre modèle utilise un ensemble
de variables pour suivre les positions des cibles. Cet ensemble de variable est fixe et fini,
ce qui veut dire que notre modèle ne peut pas suivre plus de cibles qu’il n’a de variable. Le
nombre choisi a été suggéré par la performance des participants humains pour cette expé-
rience particulière. Ce nombre n’est pas fixe et semble dépendre de facteurs divers tels que
la vitesse et la distance entre les objets (Alvarez et Franconeri, 2007). De plus, chacune
de nos variables de position couvre l’ensemble du champ visuel même si certains travaux
semblent indiquer que la capacité de représentation est séparée dans chaque hémi-champ
(Alvarez et Cavanagh, 2005). Il serait intéressant de tester cela dans notre modèle avec
un ensemble de variables de position de cible pour la partie droite et un autre pour la
partie gauche. Cependant, à cause des mouvements des yeux et des cibles elles-mêmes,
celles-ci changent parfois de côté, ce qui nécessite un mécanisme supplémentaire de com-
munication entre ces ensembles de variables.
Enfin, une des caractéristiques principales de notre modèle est demener tous les calculs
et les représentations en coordonnées logarithmiques tel qu’observé dans les structures
cérébrales concernées. De manière inattendue, nous avons constaté dans les données psy-
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chophysiques que la distribution des objets est assez uniforme dans cet espace. Cela n’est
pas le cas avec des mouvements des yeux quelconques ou en absence de mouvement
des yeux et implique donc une stratégie particulière pour les mouvements des yeux. Une
interprétation pourrait être que les mouvements des yeux sont choisis de manière à opti-
miser l’utilisation de l’espace de représentation : c’est-à-dire distribuer les objets de ma-
nière uniforme dans ces coordonnées logarithmiques. Cela semble être une confirmation




3 Alignement de nuages de points en
robotique
3.1 Introduction du problème
En robotique, la problématique de la perception est légèrement différente en ce qu’il
s’agit de définir à la fois une représentation et un processus permettant de construire
cette représentation à partir des données des capteurs. Je me suis intéressé plus préci-
sément à la construction de représentations en 3D sous la forme de nuages de points, à
l’aide de données issues d’un scanner laser. Lorsque l’on connait précisément la position
du capteur, il est possible d’accumuler les points mesurés à chaque instant en un gros
nuage de points représentant la géométrie de l’environnement. Le problème est que cette
position n’est souvent pas connue de manière précise et absolue ce qui donne alors des
représentations déformées.
Une manière classique pour obtenir une meilleure représentation est d’aligner les
nuages de points de manière à ce que les points correspondant aux mêmes endroits de
l’environnement soient superposés. La famille d’algorithmes la plus utilisée est l’iterative
closest point (icp), qui consiste en l’alternance de phases d’association par la méthode du
plus proche voisin et de minimisation de l’erreur d’alignement.
Si l’on connaissait l’association correcte, c’est-à-dire que les deux points d’une paire
correspondent bien au même endroit physique, alors on pourrait calculer directement la
transformation minimisant l’erreur d’alignement. Cependant, cette association est incon-
nue en premier lieu et il faudrait optimiser conjointement l’association et la transforma-
tion.
L’icp contourne cette difficulté en faisant cette optimisation de manière itérative en
approchant à chaque étape l’association inconnue par les plus proches voisins. Ainsi le
nuage de points va se déplacer à mesure de l’optimisation et à chaque fois changer l’as-
sociation. Ce processus converge1 et amène vers un optimum local.
Ce processus générique a été découvert et utilisé dans plusieurs champs de recherche
tels que la vision par ordinateur, la robotique ou l’imagerie médicale. Si on se restreint à
l’alignement de nuages de points 3D, on trouve déjà de nombreuses applications : la re-
construction d’objets (Chen et Medioni, 1991), l’inspection (Besl et McKay, 1992), la mé-
decine (Champleboux et al., 1992) ou la navigation par des véhicules autonomes (Zhang,
1994).
En robotique, l’utilisation des algorithmes de simultaneous localization and mapping
(slam) (Thrun, Burgard et Fox, 1998 ; Nüchter et al., 2004) et l’introduction, à la fin
des années 90, des scanners laser (Lu et Milios, 1997 ; Pfister et al., 2002) ont amené
1. Il n’y a pas nécessairement convergence en présence de bruit mais en pratique les corrections deviennent
relativement petites.
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de très nombreuses publications proposant des variantes sur cet algorithme. Rusinkie-
wicz et Levoy (2001) a proposé un premier travail sur la comparaison des algorithmes
d’icp basé sur des scans simulés pour mettre en avant les contraintes spatiales et le bruit
capteur. Mais avec l’arrivée de nouveaux capteurs moins chers tels que les scanners laser
Sokuiki d’Hokuyo (Yoshitaka et al., 2006) ou les caméras de profondeur de type Kinect
(Pomerleau, Magnenat et al., 2011 ; Henry et al., 2012), on observe plusieurs dizaines
de publications par an proposant des variations sur l’icp.
Cette profusion de contributions dans la littérature rend difficile la formation d’une
vision globale et d’une comparaison des différentes variations, d’autant que la métho-
dologie scientifique n’est pas toujours bien suivie (Amigoni, Reggiani et Schiaffonati,
2009). Ainsi, nous proposons une méthodologie basée sur la comparaison des algorithmes
sur des jeux de données communs (Pomerleau, Colas, Siegwart et Magnenat, 2013 ;
Pomerleau, Liu et al., 2012). Nous avons aussi consolidé le formalisme et effectué une
grande revue de la littérature et des applications possibles de l’icp (Pomerleau, Colas et
Siegwart, 2015). Cela a constitué le travail de thèse de Pomerleau (2013).
Dans ce chapitre, nous commençons par exposer la formalisation de l’algorithme et
de la méthodologie de comparaison avant de passer en revue les applications et résultats
expérimentaux.
3.2 Formalisation
L’icp est un algorithme itératif qui peut présenter trois types de problèmes. Il peut être
lent s’il fait de nombreuses itérations sur un grand nombre de points. Il peut converger
avec une petite erreur due aux caractéristiques locales des nuages de points telles que le
bruit sur les mesures ou leur répartition (variations de densité). Enfin, il peut converger
vers un minimum local différent de la solution escomptée.
Les nombreuses variations de l’icp proposées s’attachent essentiellement à circonvenir
à ces problèmes observés en pratique en effectuant une ou souvent plusieurs modifica-
tions de l’algorithme le plus simple. Une première étape nécessaire à la comparaison de
ces propositions est donc de les réinterpréter à l’aide d’une grille de lecture modulaire
permettant de mettre en avant les différences (section 3.2.1). Nous présenterons ensuite
une méthode pour faire la comparaison elle-même (section 3.2.3).
3.2.1 Algorithme générique
Nous avons déjà énoncé l’objectif général de l’algorithme comme étant la minimisation
globale de l’erreur d’alignement entre les nuages de points. Cette minimisation globale
est approchée par la minimisation itérative de cette erreur d’alignement en supposant
l’appariement des points par la méthode des plus proches voisins.
Plus précisément, les nuages de points peuvent contenir des informations géomé-
triques (position du point, vecteur normal, etc.) qui sont affectées par les transformations
et des informations non géométriques (couleur, identificateur, température, etc.) appelées
parfois descripteurs.
Des filtres sont souvent appliqués sur les nuages de points, soit pour supprimer des
points n’apportant pas plus d’information pour réduire le temps de calcul, soit pour ajou-
ter de l’information au point, telles que des propriétés locales des points : densité, cour-
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bure, vecteur normal, etc. Ces dernières informations ne sont généralement pas présentes
dans les données brutes du capteur mais peuvent permettre une meilleure association des
points ou un meilleur calcul de l’erreur d’alignement.
Plus formellement, soit PA le nuage de points d’entrée dans le référentiel A à associer
au nuage de point de référence QB dans le référentielB. Le but de l’alignement se ramène













dans laquelle T (P) est l’application de la transformation géométrique T au nuage d’en-
trée P .
Une spécificité du problème d’alignement est que la fonction d’erreur est en fait cal-
culée sur des paires de points issues de l’association entre les deux nuages de points.
L’association la plus simple est de prendre le point de Q le plus proche de chacun des
points de P . Elle peut être basée sur la seule position des points, mais aussi sur les va-
leurs des descripteurs dont l’invariance par rapport à la transformation est une propriété
utile pour cette étape.
Si l’on noteM = match(P,Q) = {(p, q) | p ∈ P, q ∈ Q} l’ensemble des paires de





avec d(p, q) une mesure de distance entre les points p et q.
Pour rendre cette fonction plus robuste, des associations aberrantes peuvent être iden-
tifiées et supprimées des points associés. De plus, on introduit parfois des poids destinés




w(p, q) d(p, q).
Il est clair que si l’association est correcte, minimiser cette erreur donne la meilleure
estimation de TBA (équation 3.1). Cependant, sauf si les descripteurs associés aux points
sont suffisamment discriminants (comme c’est le cas avec les descripteurs visuels), l’as-
sociation n’est généralement pas parfaite. L’idée de l’icp est que même si l’association
n’est pas la bonne, minimiser l’erreur d’alignement rapproche tout de même les nuages
de points ce qui amène, à l’étape suivante, à une meilleure association.
Concrètement, on construit donc une séquence de transformations Tii−1 successive-
ment appliquées à P . À une étape donnée, on définit un ensemble de pairesMi de points
associés à partir de la position courante des points de P . On calcule alors une nouvelle













Enfin, l’estimation de la transformation entre les deux nuages de points de départ s’obtient

































Tii−1 = · · · ◦ T32 ◦ T21 la composition itérative des transformations et Tinit une
transformation initiale.
En résumé, l’algorithme générique peut être résumé par l’algorithme 1 et représenté
graphiquement par la figure 3.1.
Alg. 1 Algorithme générique d’icp.
Require : PA
Require : QB ▷ référence
Require : Tinit ▷ transformation initiale
P ′A ← datafilter( PA ) ▷ filtrage d’entrée
Q′B ← datafilter( QB ) ▷ filtrage d’entrée
Tii−1 ← Tinit
repeat
P ′i ← Tii−1 ( P ′
i−1 ) ▷ déplacement du nuage
Mi ← match( P ′i ,Q′) ▷ association des points





















La figure 3.1 montre l’architecture générique de l’icp; chacun des éléments ou des mo-
dules au sein de ce schéma a donné lieu a des variations dans la littérature. Une étude
plus en détails est disponible (Pomerleau, Colas et Siegwart, 2015) et je ne fais ici que




Les sources des données pour les nuages de points sont fortement dépendantes de
l’application. Précédemment les applications en robotique utilisaient principalement un
scanner laser en deux dimensions (2D) pour faire de la localisation en intérieur ou en
extérieur (Yoshitaka et al., 2006 ; Bosse et Zlot, 2008).
Plus récemment, les capteurs et la puissance de calcul ont permis de travailler en 3D
avec des scanners laser 2D mis en rotation, des scanners laser 3D (tels que les Velodyne
HDL-64 ou HDL-32) ou des caméras de profondeur (telles que les Microsoft Kinect ou
Asus Xtion) (Segal, Haehnel et Thrun, 2009 ; Armesto, Minguez et Montesano, 2010 ;
Pomerleau, Magnenat et al., 2011 ; Moosmann et Stiller, 2011).
Transformations
Espace des transformations Dans de nombreuses applications en robotique, les trans-
formations considérées sont les isométries directes, c’est-à-dire les transformations ri-
gides de l’espace duquel est issu les points. Lorsqu’intervient un problème d’échelle, typi-
quement avec des caméras, on peut élargir aux similitudes directes. Enfin, on trouve aussi
des transformations non-rigides, par exemple pour des applications médicales (Maurer
et al., 1996 ; Feldmar et Ayache, 1996) ; on parle alors d’alignement flexible.
Transformation initiale Le choix de la transformation initiale est un élément détermi-
nant de la performance de l’algorithme, surtout en l’absence de descripteurs non géomé-
triques. Si elle est trop éloignée de la transformation réelle, l’algorithme peut se retrouver
piégé dans un minimum local.
La transformation initiale peut provenir d’une source externe. C’est le cas, par exemple,
lorsqu’elle est fournie par des opérateurs (Godin, Rioux et Baribeau, 1994 ; Pulli, 1999)
mais aussi dans des solutions robotiques plus intégrées où l’on utilise les informations
des autres capteurs du robot (odométrie, centrale inertielle, gps, etc.) dont la fusion peut
donner une approximation acceptable. Dans certains algorithmes de slam à base de filtre
à particules, chaque particule correspond à une pose du robot qui correspond à une trans-
formation initiale (Grisetti, Stachniss et Burgard, 2005 ; Grisetti, Stachniss et Bur-
gard, 2007).
La transformation initiale peut aussi provenir d’un alignement des nuages de points
effectué avec des paramètres différents. L’exemple classique est une stratégie de raffine-
ment où les nuages de points commencent par être décimés pour laisser peu de points
qui permettent un alignement grossier, mais rapide, puis on remet des points à chaque
étape pour obtenir une transformation plus précise (Zhang, 1994 ; Jost et Hügli, 2002 ;
Magnusson et al., 2009 ; Bosse et Zlot, 2009a). Les critères de fin d’itérations sont aussi
adaptés pour réduire le temps de calcul en sachant que le résultat sera affiné ensuite.
Enfin, la transformation initiale peut provenir d’un alignement différent. Il s’agit ty-
piquement d’un alignement basé sur des descripteurs qui sera alors indépendant de la
transformation initiale. Ensuite une ou plusieurs étapes d’alignement sont utilisés en pre-
nant en compte la position des points. On trouve des méthodes à deux (Godin, Rioux et
Baribeau, 1994 ; Bosse et Zlot, 2008 ; Tsai et al., 2010) ou trois couches (Bosse et Zlot,
2009a) mais rien n’empêche d’imager des systèmes plus profonds.
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Filtrage d’entrée
Il y a deux objectifs possibles au filtrage des nuages de points. On peut améliorer l’as-
sociation en décorant les points avec des caractéristiques supplémentaires et l’on peut
réduire la taille des nuages de points ce qui réduit le temps de calcul.
Décoration Les nuages de points issus des capteurs ne contiennent en général que la
position des points et, dans le cas des caméras de profondeur, éventuellement la couleur.
Un filtrage classique est de calculer le vecteur normal au plan local en chaque point (Pul-
li, 1999 ; Jost et Hügli, 2003 ; Bosse et Zlot, 2009a). On peut alors l’utiliser pour une
meilleure association et une métrique d’erreur plan-à-plan ou point-à-plan plus robuste,
surtout en environnement structuré.
On peut généraliser en utilisant des techniques d’inférence structurelle qui recouvrent,
à partir des points, des caractéristiques géométriques d’une surface (ou, en 2D, d’une
courbe). On peut s’intéresser au plan tangent à la surface, caractérisé par son vecteur
normal oumême à une quadrique tangente avec les courbures suivant ses axes principaux.
Il va de soi que plus l’ordre est élevé plus ces informations sont distinctives, mais aussi
plus l’incertitude sur ces informations est grande et donc sensible au bruit.
Sous-échantillonnage En plus d’améliorer l’alignement, ces informations peuvent
être utilisées pour sous-échantillonner les nuages de points de manière à réduire le temps
de calcul. En effet, on peut choisir de supprimer les points les moins récents (car pouvant
ne plus être d’actualité), ceux ayant été observés avec un grand angle d’incidence (et donc
avec plus d’incertitude sur leur position), ou ceux ayant la plus grande densité (car plus
redondants).
Enfin, on peut encore réduire le nombre de point de manière aléatoire (probabilité
uniforme pour un point d’être choisi) (Jost et Hügli, 2003) ou essayer de rendre plus
uniforme la densité par des méthodes géométriques comme des grilles uniformes (Ma-
gnusson et al., 2009 ; Bosse et Zlot, 2009a) ou des octrees (Fairfield et Wettergreen,
2009 ; Hornung et al., 2013).
Association
Lors de l’association, on suppose que les nuages de points sont exprimés dans le même
repère et le but est d’obtenir un ensemble de paires de points.
Méthodes d’association L’association est généralement effectuée en cherchant, pour
chaque point du nuage d’entrée, le plus proche dans le nuage de référence. La mesure
de distance utilisée peut être simplement la distance euclidienne entre les positions des
points (Pulli, 1999) mais aussi la distance entre le point d’entrée et le plan (un point avec
son vecteur normal) (Champleboux et al., 1992) ou la quadrique (un point et ses cour-
bures) du nuage de référence (Feldmar et Ayache, 1996). On trouve aussi des distances
de Mahalanobis (Stewart, Tsai et Roysam, 2003) ou la statistique du test du χ2 (Tsai
et al., 2010).
L’association peut se faire aussi à partir des informations non géométriques (Bosse et
Zlot, 2009a) C’est le cas le plus couramment en vision avec les descripteurs attachés aux
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points d’intérêt (Lowe, 2004). L’avantage est alors d’être indépendant de la transforma-
tion initiale, mais on risque d’obtenir des paires incorrectes en cas d’éléments répétitifs
dans l’environnement (échiquier d’étalonnage mais aussi des façades de bâtiments avec
des fenêtres identiques).
On peut aussi construire une distance basée à la fois sur les informations géométriques
et non géométriques, comme l’orientation (Jost et Hügli, 2003 ; Bosse et Zlot, 2009a)
ou l’intensité du laser (Godin, Rioux et Baribeau, 1994 ; Yoshitaka et al., 2006). On
introduit alors un facteur de conversion entre la distance des deux espaces.
Un autre élément à prendre en compte dans la phase d’association est la direction d’as-
sociation et le nombre de ses associations. Si l’on cherche souvent le point le plus proche
dans le nuage de référence pour chaque point d’entrée on peut aussi faire dans l’autre
sens (ce qui peut donner des résultats différents) voire aussi utiliser les deux directions
(Pulli, 1999 ; Godin, Rioux et Baribeau, 1994). On peut aussi prendre plus que simple-
ment le point le plus proche, par exemple tous les points plus proches d’un certain facteur
que le point le plus proche (Stewart, Tsai et Roysam, 2003). On trouve parfois la ma-
trice complète des associations, par exemple pour la fermeture de boucle (Bosse et Zlot,
2009b).
Optimisation À part dans ce dernier cas, l’association est une instance du problème
de la recherche du point le plus proche (nearest neighbor search) dont la complexité est en
O(n×m) où n etm sont respectivement les nombres de points dans les nuages d’entrée
et de référence. C’est a priori la partie la plus lente de l’algorithme et c’est pourquoi de
nombreux papiers s’intéressent à des variantes de cette recherche.
La méthode la plus courante est d’utiliser une structure de donnée de partition de l’es-
pace, typiquement le kD tree (arbre k-dimensionnel). La complexité de l’association est
alors réduite à O(n logm) une fois la structure construite en O(m logm). La recherche
se fait en descendant jusqu’à la feuille correspondant au point dont on cherche les voisins
et ensuite en remontant l’arbre pour savoir s’il faut regarder dans les feuilles voisines (si
le plan de séparation est plus proche du point cherché que le point trouvé, il faut vérifier
qu’un point plus proche n’existe pas de l’autre côté). Pour réduire la complexité de cette
phase de vérification, on utilise parfois une méthode approchée en garantissant que le
point retourné n’est pas plus éloigné du point demandé d’un certain facteur par rapport
au point le plus proche dans la structure (Arya et Mount, 1993).
Cette méthode se base sur la distance euclidienne dans un certain espace. Lorsque la di-
mension de l’espace devient trop grande, comme c’est le cas pour les descripteurs visuels,
les kD tree deviennent moins efficaces. On peut alors utiliser des méthodes approchées
comme le best-bin-first (Lowe, 2004).
Filtrage des paires aberrantes
Malgré le soin apporté au choix de la méthode d’association, il est attendu que les paires
ne correspondent pas toujours parfaitement. C’est le cas typiquement lorsque les deux
nuages de points ne se recouvrent pas totalement, par exemple durant l’exploration d’un
nouvel endroit de l’environnement ou lorsqu’il y a des objets dans la scène qui se sont
déplacés. Les paires de points mal associés peuvent tout de même ralentir la convergence
voire parfois entrainer l’icp vers un optimum local.
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Rejet Une premièreméthode est simplement d’identifier les aberrations et de les suppri-
mer de l’association. C’est utilisé dans le cas d’une association basée sur les descripteurs,
comme les descripteurs scale-invariant feature transform (sift) où l’on rejette les paires
pour lesquelles la distance du deuxième voisin le plus proche est inférieure à un facteur
donné du premier voisin (Lowe, 2004).
Lorsque l’association est basée sur des caractéristiques géométriques, les techniques de
rejet se basent en général sur le dépassement d’un seuil, avec de nombreuses variations
pour le fixer. On utilise parfois une distance maximale entre les points (Segal, Haehnel
et Thrun, 2009) mais cela peut se faire aussi pendant l’association en bornant la distance
de recherche du point le plus proche. De la même manière, on peut limiter l’angle entre
les surfaces considérées en dessous d’un seuil donné (Zhang, 1994 ; Pulli, 1999).
De nombreuses propositions préfèrent ne pas fixer un seuil absolu, mais plutôt relatif,
basé sur la moyenne et l’écart-type des distances (Zhang, 1994 ; Druon, Aldon et Cros-
nier, 2006), sur l’écart-type seulement (Masuda, Sakaue et Yokoya, 1996), les quartiles
(Chetverikov et al., 2002 ; Armesto,Minguez etMontesano, 2010) oumême un facteur
de la médiane (Diebel et al., 2004). Il a été aussi proposé de réduire le seuil d’acceptation
à chaque itération en fonction de la convergence, soit manuellement (Pulli, 1999), soit
de manière automatique (Pomerleau, Colas, Ferland et al., 2010).
Pondération À côté de ces méthodes qui gardent ou rejettent des paires de points en
fonction d’un seuil (fixe ou adaptatif), on en trouve qui affectent un poids pour moduler
l’influence des différentes associations. Ces fonctions de poids peuvent être ad hoc telles
qu’un rapport entre la distance moyenne et la distance des points de la paire (Pan, Dai
et Peng, 2010) où l’on voit que plus les points sont proches plus le poids est grand. Mais
ces fonctions sont souvent basées sur un noyau tel que la densité d’une loi gaussienne
(Godin, Rioux et Baribeau, 1994) ou de Cauchy (Bosse et Zlot, 2009a).
On peut aussi combiner la pondération et le rejet avec des fonctions de poids qui
donnent une valeur nulle. On trouve ainsi par exemple la fonction d 7→ 1− dD si d < D
et 0 sinon où d est la distance entre les points d’une paire et D une distance maximale
(Diebel et al., 2004) ou la fonction bicarrée de Tukey x 7→ (1−x2)2 sur [−1, 1] et 0 sinon
(Masuda, 2001 ; Stewart, Tsai et Roysam, 2003).
Minimisation de l’erreur
L’étape de minimisation de l’erreur est celle qui calcule la meilleure transformation en
fonction de l’association des points (avec ou sans poids).




w(p, q) d(p, q),
où d est une mesure de distance. Cette mesure de distance n’est pas nécessairement la
même que celle qui a servi à trouver le plus proche voisin. Par exemple, lorsque l’on utilise
des descripteurs visuels pour l’association, comme ils sont indépendants de la transfor-
mation, ils ne peuvent pas servir à la trouver, La mesure de distance utilisée dans l’erreur
à minimiser doit donc se baser sur les caractéristiques géométriques.
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L’exemple le plus simple est la distance euclidienne entre les positions des points (dite
point-à-point) introduite par Besl et McKay (1992) et reprise ensuite dans de nombreuses
solutions (Godin, Rioux et Baribeau, 1994 ; Pulli, 1999 ; Druon, Aldon et Crosnier,
2006 ; Pan, Dai et Peng, 2010).
En 2D, l’erreur point-à-ligne est ainsi beaucoup utilisée, notamment dans les environne-
ments structurés (Bosse et Zlot, 2009b). L’erreur la plus utilisée en 3D est l’erreur point-
à-plan introduite par Chen et Medioni (1991). Mais certaines solutions proposent d’uti-
liser l’erreur plan-à-plan (Segal, Haehnel et Thrun, 2009) voire quadrique-à-quadrique
(Feldmar et Ayache, 1996).
Minimisation Une fois l’erreur définie, le problème est la stratégie permettant d’obte-
nir la meilleure transformation (Rusinkiewicz et Levoy, 2001). Dans le cas de l’erreur
point-à-point, il existe des formes closes en utilisant la décomposition en valeurs sin-
gulières (Arun, Huang et Blostein, 1987), les quaternions (Horn, 1987), des matrices
orthogonales (Horn, Hilden et Negahdaripour, 1988) ou des biquaternions (Walker,
Shao et Volz, 1991). Dans le cas de l’erreur point-à-plan, on effectue souvent une approxi-
mation de petit angle (Chen et Medioni, 1991). Il existe aussi des méthodes itératives ou
des méthodes basées sur l’histogramme de corrélation (Bosse et Zlot, 2008) ou la trans-
formée de Hough (Lowe, 2004).
Une fois trouvée la transformation minimisant l’erreur, on peut alors l’appliquer au
nuage de points d’entrée, refaire une étape d’association, filtrer les paires de points aber-
rantes et calculer une nouvelle transformation. On continue typiquement à itérer jusqu’à
ce que la nouvelle transformation soit assez petite et la transformation finale entre le
nuage d’entrée d’origine et le nuage de points de référence est donc la composition itéra-
tive de toutes les transformations intermédiaires.
3.2.3 Méthodologie
Notre contribution à la méthodologie de comparaison d’icp (Pomerleau, Colas, Sieg-
wart et Magnenat, 2013) consiste en trois éléments : une procédure de comparaison
avec des métriques définies, des jeux de données couvrant une variété d’environnements
et de caractéristiques et une bibliothèque modulaire libre en C++ permettant de program-
mer facilement de nouvelles variantes de l’algorithme.
Procédure
Notre procédure s’inspire de travaux d’évaluation que l’on trouve notamment en vi-
sion par ordinateur (Scharstein et Szeliski, 2002 ; Geiger, Lenz et Urtasun, 2012) où
se posent des problèmes similaires. L’icp étant un algorithme d’optimisation local, ses
résultats sont très sensibles à la transformation initiale. Un des critères importants à
l’évaluation d’une variante d’icp est donc son domaine de convergence vers la bonne
solution. Nous proposons donc, pour l’estimer, d’échantillonner l’espace des transforma-
tions initiales autour de la transformation réelle, en utilisant une distribution gaussienne
multivariée en six dimensions.
Un deuxième facteur important dans l’alignement est la proportion de points sans cor-
respondance, soit parce que l’objet a bougé, soit pour des raisons d’occultation et de
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champ de vision. Pour contrôler cet effet, nous quantifions le recouvrement entre deux
nuages de points par la proportion des points d’un nuage d’avoir un correspondant dans
le second.
Enfin, le contenu des nuages de points a aussi une grande influence. Par exemple, un
environnement intérieur présente souvent de nombreuses surfaces planes qui rendent
moins sensibles unemauvaise association. À l’opposé, un environnement naturel avec des
arbres, des buissons et des herbes sera plus difficile à aligner si l’association est mauvaise.
Un environnement pauvre en contraintes, tel qu’un couloir ou un terrain plat, rendra
aussi plus sensible l’icp au bruit des capteurs, aux variations de densité ou à une mau-
vaise association. Pour cela, nous proposons d’effectuer la comparaison dans une variété
d’environnements.
L’idée est d’obtenir la distribution sur l’erreur sur le résultat en échantillonnant à la fois
les paires de nuages de points et les transformations initiales. Cette distribution porte sur
l’espace des transformations rigides (de dimension 6 en 3D) et est donc complexe. Pour
unemeilleure appréhension, nous la projetons sur les erreurs en translation et en rotation.









avec Tr le résultat de l’algorithme et Tg la vérité terrain. ∆R et ∆t sont respectivement
une matrice de rotation et un vecteur de translation. Nous définissons, sans originali-
té, l’erreur de translation comme la norme de ce vecteur : et = ∥∆t∥. Pour les rota-
tions, nous utilisons la distance géodésique sur la sphère unité (Huynh, 2009) : er =
arccos trace(∆R)−12 .
Plutôt que de comparer directement les distributions, nous nous intéressons à des indi-
cateurs robustes, tels que la médiane et les quantiles. Nous reprenons le choix des quan-
tiles à 50 %, 75 % et 95 % de Baker et al. (2010). Le choix, pourtant courant, de la moyenne
et de l’écart-type de l’erreur est très discutable puisque les distributions ne sont pas gaus-
siennes et que la moyenne et l’écart-type empiriques ne fournissent pas une bonne re-
présentation de la distribution, en plus de ne pas être robustes. À l’opposé, le choix de la
médiane et des quantiles permet d’avoir une meilleure idée des valeurs typiques des er-
reurs. En particulier, si ces trois valeurs sont proches il est facile de voir que la technique
est fiable et répétable et si ces valeurs sont faibles, la technique est précise.
Jeux de données
Nous avons mis à disposition de la communauté des jeux de données de manière à
la fois à expérimenter mais aussi à évaluer les algorithmes d’alignement de nuages de
points (Pomerleau, Liu et al., 2012). Un aspect important de ces jeux de données est la
présence de la vérité terrain, mesurée à l’aide d’un théodolite avec une précision de l’ordre
du millimètre. Les nuages de points ont été recueillis à l’aide d’un scanner laser Hokuyo
UTM-30LX monté sur un axe de rotation horizontal transversal permettant d’obtenir un
nuage de point 3D en environ 20 s.
Les environnements ont été choisis de manière à couvrir une large gamme de caracté-
ristiques. En premier lieu, il y a des environnements d’intérieur et d’extérieur. Ensuite les
environnements peuvent être structurés (des primitives géométriques), non-structurés
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Tab. 3.1: Jeux de données pour l’évaluation de l’alignement de nuages de points.
Nom Nb. Nb. points Volume des poses Volume de la scène
scans par scan (x× y × z en m) (x× y × z en m)
ETH Hauptgebäude 36 191 000 24×2×0,50 62×65×18
Apartment 45 365 000 5×5×0,06 17×10×3
Stairs 31 191 000 10×3×2,50 21×111×27
Gazebo Summer 32 170 000 5×4×0,07 35×45×16
Gazebo Winter 32 153 000 4×5×0,09 72×70×19
Mountain Plain 31 102 000 18×6×2,70 36×40×8
Wood Summer 37 182 000 10×15×0,50 30×53×20
Wood Autumn 32 178 000 6×12×0,50 36×60×22
(a) ETH Hauptgebäude (b) Apartment (c) Stairs
(d) Gazebo (e) Mountain Plain (f) Wood
Fig. 3.2: Nuages de points de chaque environnement. En haut : environnements structurés
; en bas : environnements non- ou semi-structurés. Points noirs : poses du capteur
dans l’environnement. (Adapté de (Pomerleau, Liu et al., 2012).)
(objets complexes comme des buissons ou des arbres) ou semi-structurés (comprenant
les deux types d’objets). Enfin, les scènes observées peuvent être statiques ou contenir
des éléments dynamiques à l’intérieur d’un nuage de point (mouvement capturé durant
un scan), entre des nuages de points d’un même jeu de données (comme une porte qui
s’ouvre) ou des changements globaux entre des jeux de données (par exemple des chan-
gements saisonniers).
La table 3.1 résume les caractéristiques principales des jeux de données proposés. La
figure 3.2 montre les nuages de points de chacun des environnements.
libpointmatcher
Notre troisième contribution pour améliorer la comparaison entre les différentes va-
riantes est une bibliothèque d’icp en C++ : libpointmatcher.2 Sa conception est modu-
laire et suit la structure présentée dans la section 3.2.1 et la figure 3.1. Chacun des modules
2. https://github.com/ethz-asl/libpointmatcher
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Tab. 3.2: Liste des variantes disponibles pour chaque type de module.
Module Variantes
Filtres d’entrée BoundingBox, CutAtDescriptorThreshold, FixStepSampling, Identity,
MaxDensity, MaxDist, MaxPointCount, MaxQuantileOnAxis, MinDist,
ObservationDirection, OrientNormals, RandomSampling, RemoveNaN,
SamplingSurfaceNormal, Shadow, SimpleSensorNoise, SurfaceNormal,
VoxelGrid
Association KDTree, KDTreeVarDist, Null
Filtres des paires
aberrantes




Identity, PointToPlaneWithCov, PointToPoint, PointToPointWithCov
Critères d’arrêt Bound, Counter, Differential
détaillés dans la section 3.2.2 correspond à une classe spécialisant une interface définie
qui permet de composer une solution particulière d’icp en choisissant les modules et leurs
paramètres. En appui de cette bibliothèque, nous fournissons des exécutables capables de
lire une configuration en YAML (Ben-Kiki, Evans et Net, 2009) et de traiter des nuages
de points avec la solution d’icp ainsi définie.
Cette bibliothèque est libre et accueille les contributions sous la forme de nouvelles
implémentations de modules d’icp. La table 3.2 liste les différents modules actuellement
disponibles dans libpointmatcher.
3.3 Expériences
3.3.1 Comparaison sur les jeux de données
En premier lieu, nous sommes revenus sur deux variantes classiques qui semblent lar-
gement utilisées et qui utilisent respectivement la distance point-à-point (Besl et McKay,
1992) et point-à-plan (Chen et Medioni, 1991), toutes deux combinées avec le rejet des
paires aberrantes basé sur les quartiles (Chetverikov et al., 2002). Le choix de ces deux
variantes semble correspondre aux solutions de base les plus utilisées dans la littérature
pour la comparaison des nouvelles contributions. Cela permet aussi de proposer à la com-
munauté une implémentation de ces méthodes pour faciliter la comparaison et le déve-
loppement de nouveaux modules. La table 3.3 résume, pour chacune des deux méthodes,
les modules et leur paramètres utilisés.
Nous avons testé ces deux solutions sur les jeux de données présentés précédemment
en faisant varier la position relative initiale des nuages de points. Ces perturbations ini-
tiales ont été échantillonnées suivant trois gaussiennes multivariées de dimension 6 pour
simuler trois niveaux de difficulté distincts : facile, moyen et difficile. Les répartitions
d’erreur sont montrées dans la figure 3.3.
La table 3.4 compare les résultats entre les solutions point-à-point et point-à-plan pour
chacun des jeux de données et chaque niveau de difficulté. On remarque que l’erreur est
souvent plus faible pour les bas quantiles (A50 et A75) pour la solution point-à-plan que
pour point-à-point mais que c’est souvent l’inverse pour A95. Utiliser la métrique point-à-
plan semble donc améliorer la précision typique mais amener à des erreurs plus grandes
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Tab. 3.3: Configuration des variantes d’icp choisies. DFread : filtres du nuage d’entrée ;
DFref : filtres du nuage de référence ; MF : fonction d’association ; OF : filtres des









DFread MinDist Garde les points au-delà de 1m.
RandomSampling Garde 5 % des points aléatoirement.
DFref MinDist Garde les points au-delà de 1m.
RandomSampling Garde 5 % des points aléatoirement.
MF KDTree Utilise un kD tree avec un facteur d’approximation ϵ = 3,16.
OF TrimmedDist Garde les 75 % de paires dont les points sont les plus
proches.
EM PointToPoint Erreur point-à-point.
TC Counter Arrête lorsque le nombre d’itérations atteint 150.
Differential Arrête lorsque l’incrément de transformation est en dessous








DFread MinDist Garde les points au-delà de 1m.
RandomSampling Garde 5 % des points aléatoirement.
DFref MinDist Garde les points au-delà de 1m.
SamplingSurfaceNormal Garde 10 % des points aléatoirement et calcule les vecteurs
normaux.
MF KDTree Utilise un kD tree avec un facteur d’approximation ϵ = 3,16.
OF TrimmedDist Garde les 70 % de paires dont les points sont les plus
proches.
EM PointToPlane Erreur point-à-plan.
TC Counter Arrête lorsque le nombre d’itérations atteint 150.
Differential Arrête lorsque l’incrément de transformation est en dessous
de 0,01m et 0,001 rad.
en cas d’échec.
C’est confirmé si on accumule les distributions pour tous les niveaux de perturbation
(figure 3.4). On remarque ainsi que la métrique point-à-plan est généralement meilleure,
comme attendu, mais que son avantage disparait pour les environnements non-structurés
(wood et plain).
3.3.2 Application réelle
En plus de ces comparaisons, nous avons déployé notre logiciel d’icp sur plusieurs ro-
bots et pour plusieurs applications : l’inspection industrielle avec un petit robot à roues
magnétiques, la cartographie et l’inspection des berges avec un catamaran autonome et
la recherche et le sauvetage (search and rescue) avec un robot à chenilles. C’est cette der-
nière application que je vais présenter ici (pour les autres, voir (Pomerleau, Colas et
Siegwart, 2015)).
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Fig. 3.3: Répartition de l’erreur en translation pour les échantillons de perturbation ini-
tiale. Les zones colorées correspondent à la répartition théorique et la différence
est due au faible nombre d’échantillons (64) relativement à la dimension du sup-










































































Fig. 3.4: Comparaison des distributions des solutions point-à-point et point-à-plan pour
chaque environnement. Trait rouge : A50 ; haut de la boite : A75 ; tiret : A95.
(Repris de (Pomerleau, Colas, Siegwart et Magnenat, 2013).)
Présentation du robot
Ce travail a été effectué dans le cadre du projet européen NIFTi3 pour assister des pom-
piers ou les premiers répondants pour les situations de recherche et sauvegarde, telles
qu’un tremblement de terre, un accident nucléaire, un danger chimique ou même un in-
cendie. Dans toutes ces conditions, il est nécessaire de faire une reconnaissance pour
connaitre la dangerosité et l’accessibilité des lieux et planifier au mieux l’intervention.
Ces situations sont en plus souvent techniquement difficiles pour un robot avec d’une
part un terrain complexe avec des débris et des éléments dynamiques et d’autre part une
portée de communication limitée et l’absence de ligne de vue directe avec le robot. Ces
éléments font qu’il faut à la fois permettre au robot d’évoluer en 3D et qu’il faut le doter
de plus d’autonomie. En particulier il devient important de pouvoir faire la localisation,
la cartographie et la navigation de manière embarquée.
Le robot NiftiBot, présenté dans la figure 3.5, est équipé de deux chenilles reliées




Tab. 3.4: Résumé des distributions d’erreur obtenues pour les solutions point-à-point et
point-à-plan pour chaque jeu de donnée et chaque niveau de difficulté (facile
(F), moyen (M) et difficile (D)). En haut : l’erreur en translation (en m) ; en bas :
l’erreur en rotation (en rad). Une case plus foncée correspond à une plus grande
erreur. (Adapté de (Pomerleau, Colas, Siegwart et Magnenat, 2013).)
Apartment Stairs ETH Gazebo Wood Plain






Plan 0,06 0,47 2,11 0,09 1,17 3,49 0,10 0,44 6,06 0,11 0,38 2,08 0,25 1,55 4,75 0,42 1,54 4,15
Point 0,13 0,54 1,54 0,35 1,29 2,57 0,47 2,23 6,86 0,28 0,60 1,71 0,39 1,48 4,21 0,51 1,46 3,09
M Plan 0,20 1,04 2,98 0,61 2,08 4,64 0,60 4,06 16,3 0,28 0,96 3,51 1,25 2,92 6,62 1,30 2,58 5,58Point 0,46 1,03 2,32 0,94 1,86 3,38 1,92 4,29 11,2 0,49 1,13 3,18 1,19 2,52 5,15 1,21 2,17 3,76





F Plan 0,02 0,20 1,14 0,02 0,31 1,58 0,01 0,02 0,61 0,02 0,08 0,48 0,05 0,34 0,95 0,07 0,20 0,60Point 0,07 0,25 0,97 0,12 0,39 1,22 0,05 0,22 0,83 0,04 0,17 0,41 0,09 0,29 0,77 0,09 0,20 0,44
M Plan 0,08 0,47 1,80 0,16 1,08 2,09 0,01 0,25 2,91 0,04 0,35 0,97 0,31 0,78 1,53 0,19 0,38 0,99Point 0,20 0,61 1,49 0,33 0,78 1,63 0,14 0,59 1,82 0,15 0,35 0,80 0,32 0,69 1,22 0,20 0,37 0,77
D Plan 1,01 1,72 2,95 1,48 1,91 2,94 1,31 2,09 3,11 0,58 1,31 2,88 1,05 1,56 2,53 0,50 1,09 3,05Point 1,04 1,60 2,53 1,10 1,64 2,53 0,97 1,73 3,05 0,58 1,20 2,59 0,97 1,44 2,35 0,46 0,99 2,09
par un système de différentiel qui leur permet de s’adapter passivement au terrain. De
plus, chaque chenille est munie de deux flippers qui permettent une adaptation active à
l’environnement comme l’extension pour avoir une plus grande surface de traction ou
au contraire réduire l’encombrement pendant les virages. Ces flippers permettent aussi
d’augmenter sensiblement la capacité de franchissement de ce robot. Il peut en effet grim-
per des obstacles jusqu’à 30 cm de haut, franchir des fossés de 50 cm de large, monter des
pentes de 45° et négocier des escaliers.
En termes de capteurs, il est équipé d’un laser 2D Sick LMS-151 monté de manière
à tourner autour de l’axe de déplacement du robot. L’agrégation des scans 2D permet
de construire un nuage de points 3D couvrant tout l’hémisphère avant du robot à une
fréquence d’environ 0,35Hz (pour environ 55 000 points). En plus du laser, le robot est
équipé d’une caméra omnidirectionnelle PointGrey Ladybug2 et une centrale inertielle
avec GPS Xsens MTi-G.
Solution d’icp
Nous avons spécialisé l’algorithme générique d’icp formalisé plus haut pour les besoins
spécifiques de ce robot. Le but est d’aligner successivement les nuages de points 3D as-
semblés à partir des scans du laser de manière à obtenir une carte 3D de l’environnement
exploré sous la forme d’un nuage de points.
En premier lieu, la transformation initiale de l’icp est fournie par un filtre de Kalman
faisant la fusion d’informations entre la centrale inertielle et les informations d’odomé-
trie. Il faut noter que l’odométrie d’un robot à chenille est significativement plus mauvaise
que celle d’un robot différentiel puisque dès qu’il y a une composante de rotation, l’hypo-
thèse de frottement sans glissement n’est plus valide et le centre de rotation instantanée
est alors difficile à prédire. De plus, l’hypothèse de planarité du sol n’est pas toujours
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SICK LMS-151
Fig. 3.5: Photographie du robot NiftiBot. Le capteur laser estmonté sur l’axe pointant vers
l’avant du robot et tourne alternativement à droite et à gauche de 90° pour obtenir
un balayage complet de l’avant du champ de vision. (Crédit Photo : François
Pomerleau.)
satisfaite et les lamelles des chenilles, nécessaires pour augmenter l’adhérence du robot,
induisent des vibrations qui dégradent les performances de la centrale inertielle. Ainsi,
l’icp est réellement nécessaire à la localisation du robot, malgré l’utilisation en amont de
l’odométrie et d’une centrale inertielle.
L’erreur choisie est point-à-plan, et les nuages de points doivent donc contenir le vec-
teur normal. Nous utilisons donc des filtres d’entrée pour rajouter cette information. La
géométrie du capteur induit aussi des différences de densité surfacique des points avec
notamment de très nombreux points pour les surfaces proches et celles directement face
au robot. On réduit ainsi le nombre de points en limitant la densité pour éliminer les
points redondants.
L’association se fait à l’aide de la distance euclidienne entre les positions des points,
mais on filtre les paires en fonction de l’angle entre les normales de manière à éviter
notamment qu’une face d’un mur soit associée à l’autre face, ce qui décalerait le nuage
de point de l’épaisseur du mur.
Enfin, on arrête les itérations si la nouvelle transformation est trop faible, s’il y a eu
trop d’itération ou si la transformation finale est trop grande, ce qui indique que l’icp s’est
trouvé dans un minimum local. La configuration complète de cette solution est résumée
dans la table 3.5.
Résultats
Nous avons appliqué cette configuration d’icp dans plusieurs environnements qui pré-
sentent des caractéristiques différentes. Ces environnements sont relativement représen-
tatifs d’un certains nombres de difficultés que serait amené à rencontrer un robot d’inter-
vention pour la recherche et le sauvetage : un bâtiment de plusieurs étages, un environ-




Tab. 3.5: Configuration de la solution d’icp pour NiftiBot. Les noms des modules sont
ceux de la bibliothèque libpointmatcher. DFread : filtres du nuage d’entrée ;
DFref : filtres du nuage de référence ; MF : fonction d’association ; OF : filtres des
paires aberrantes ; EM : minimisation d’erreur ; TC : vérification de la transfor-
mation.
Étape Module Description
DFread SimpleSensorNoise Ajoute l’information d’incertitude pour le capteur.
SamplingSurfaceNormal Garde 80 % des points et extrait les vecteurs normaux à l’aide des
20 plus proches voisins.
ObservationDirection Ajoute le vecteur pointant vers l’origine du capteur.
OrientNormals Oriente les normales à l’aide de la direction d’observation.
MaxDensity Supprime des points pour ne pas dépasser une densité de
100 points/m3.
DFref SurfaceNormal Calcule les vecteurs normaux à l’aide des 20 plus proches voisins.
MaxDensity Supprime des points pour ne pas dépasser une densité de
100 points/m3.
MaxPointCount Supprime 30% des points s’il y en a plus de 600 000.
MF KDTree Utilise un kD tree avec une distance maximale de 0,5m et un fac-
teur d’approximation ϵ = 3,16.
OF TrimmedDist Garde les 80 % de paires dont les points sont les plus proches.
SurfaceNormal Supprime les paires de points dont l’angle entre les normales est
plus grand que 50°.
EM PointToPlane Erreur point-à-plan.
TC Differential Arrête lorsque l’incrément de transformation est en dessous de
0,01m et 0,001 rad.
Counter Arrête lorsque le nombre d’itérations atteint 40.
Bound Arrête si la transformation totale est plus grande que 5,0m et
0,8 rad.
Intérieur Le premier exemple d’application est un environnement structuré intérieur
démontrant la nécessité d’un algorithme en 3D: la cage d’escalier du bâtiment CLA de
l’ETH Zürich. Le robot était commandé à l’aide d’une manette de jeu par un opérateur
qui le suivait. Le robot a débuté dans un bureau à l’étage E, est descendu jusqu’à l’étage
C avant de remonter jusqu’à l’étage J, soit 7 étages.
Pour cette application les nuages de points n’ont pas été obtenus en continu mais à
l’arrêt à la demande de l’opérateur, environ un tous les deux mètres. L’alignement des
points et donc la localisation et la carte ont été faits sur l’ordinateur embarqué du robot.
La figure 3.6 présente la carte finale.
Chantier ferroviaire Il a été possible en deux occasions de tester le robot dans un
chantier ferroviaire de Prague avec la permission du Depo kolejoých vozidel Praha (dépôt
de véhicules ferroviaires de Prague). Dans les deux expériences, le robot était aussi com-
mandé par un opérateur qui déclenchait l’acquisition des nuages de points manuellement.
L’opérateur n’était pas un expert en cartographie et les nuages de points ont été pris de
manière plus irrégulière avec parfois jusqu’à 8m d’écart.
Dans la première expérience, illustrée dans la figure 3.7a, le robot a fait le tour d’un
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Fig. 3.6: Cartographie d’une cage d’escalier de 7 étages avec NiftiBot. À gauche : vue de
côté de la carte avec les points du sol colorés en fonction de l’élévation. À droite :
vue de haut de l’étage E avec les points colorés en fonction de l’élévation : de bleu
en bas à rouge en haut. (Repris de (Pomerleau, Colas, Siegwart et Magnenat,
2013).)
wagon. Malgré l’absence de clôture de boucle dans l’algorithme d’icp, la précision était
suffisante pour que les nuages de points de la fin puissent s’aligner avec ceux du début.
Dans la deuxième expérience, illustrée dans la figure 3.7b, il s’agissait d’explorer l’inté-
rieur d’un wagon désaffecté dans lequel une personne se tenait immobile (pour tester en
parallèle les capacités d’une caméra thermique). Ensuite le robot est ressorti, a traversé
de la végétation et a longé un autre wagon.
Pour des raisons techniques pendant ces deux expériences, les nuages de points ont été
seulement enregistrés sur le terrain. L’alignement s’est fait dans un second temps, à une
vitesse de quatre fois le temps réel sur un ordinateur similaire à celui embarqué. Il aurait
donc été tout à fait possible de générer ces cartes directement sur le robot.
Église San Francesco d’Assisi à Mirandola Une série de tremblements de terre d’une
magnitude jusqu’à 5,8 a frappé l’Émilie-Romagne au nord de l’Italie en mai 2012. Trois
mois plus tard, des partenaires du projet européen Nifti ont eu l’autorisation de déployer
NiftiBot avec l’assistance des Vigili del Fuoco (les pompiers italiens) et du Beni Cultura-
li (le ministre de la culture en Italie) pour une mission d’évaluation des dommages au
patrimoine. L’un des sites visités était l’église San Francesco d’Assisi à Mirandola (XIIIe–
XVesiècles) dont le toit de la nef était partiellement effondré.
Le robot a commencé à l’extérieur de l’église, franchi la porte de gauche a parcouru
la galerie ouest (figure 3.8). Les dommages à la nef et la taille des débris étaient trop
importants pour explorer plus avant (figure 3.9).
L’intérieur de l’église était interdit pour des raisons de sécurité et le robot a donc été
télé-opéré depuis un poste de contrôle à l’extérieur. Les nuages de points ont été acquis
cette fois-ci de manière continue durant le mouvement du robot. Comme pour le déploie-
ment précédent, l’alignement a été effectué hors-ligne mais aurait pu être fait directement
en embarqué.
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Fig. 3.7: Déploiement de NiftiBot dans un chantier ferroviaire avec un wagon et de la
végétation. En haut : vue de côté de l’environnement reconstruit ; en bas : vue de
haut de l’environnement ; à droite : vue de la deuxième expérience. (Adapté de
(Pomerleau, Colas et Siegwart, 2015).)
Fig. 3.8: Reconstruction de l’église San Francesco d’Assisi à Mirandola. En haut : vue de
côté ; en bas : vue de dessus. (Repris de (Pomerleau, Colas et Siegwart, 2015).)
3.4 Discussion et conclusion
L’alignement de nuages de points est un problème que l’on retrouve dans plusieurs
communautés de recherche pour diverses applications. En robotique, l’icp est appliqué
surtout pour des questions de reconstruction de l’environnement et d’estimation du dé-
placement du robot. Ainsi, l’icp est à la base d’un certain nombre d’algorithmes de slam
et le nombre de publications portant sur un de ses aspects atteste son importance.
Pour autant, il est difficile de toujours évaluer les contributions tant les justifications
ou les expérimentations sont variées et peu mises en relation. Nous avons donc cherché
à consolider le champ de l’icp en revenant à une méthodologie plus scientifique. Nous
avons ainsi proposé une synthèse de la structure des algorithmes d’icp dans laquelle les
variantes peuvent être exprimées. Nous avons aussi défini une méthode de comparaison
et publié une bibliothèque logicielle pour y aider. Nous avons enfin enregistré des jeux
de données avec la vérité terrain pour servir de bancs de tests entre les algorithmes. La
prochaine étape, qui reste encore à faire, est de reprendre la littérature à l’aide de ces
outils pour faire une évaluation globale d’une grande partie des variantes.
En parallèle de ce travail pour une meilleure fondation et compréhension de cet al-
gorithme, nous avons pu le déployer sur plusieurs plateformes. Cela nous a permis de
montrer qu’à l’heure actuelle, avec une implémentation de qualité, il était possible d’ali-
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Fig. 3.9: Comparaison entre une photographie et la reconstruction 3D. À gauche : pho-
tographie de la galerie ouest pris depuis l’entrée ; à droite : vue de face de la
reconstruction. (Repris de (Pomerleau, Colas et Siegwart, 2015).)
gner de gros nuages de points pour obtenir une carte 3D de l’environnement calculée
en temps réel à bord du robot. Pour cela il n’a pas été nécessaire de faire appel à des
variantes particulièrement sophistiquées de l’algorithme générique. Dans des environ-
nements structurés à semi-structurés, il est avantageux d’extraire les vecteurs normaux
locaux pour utiliser la métrique d’erreur point-à-plan. Pour une application robotique où
il peut exister des objets mobiles, on peut aussi utiliser un filtrage des paires aberrantes
basé sur la distance entre les points pour rejeter celles dont les points sont trop éloignés.
Enfin, on remarque que l’information entre les points est très redondante dans les gros
nuages de points et qu’alors il est faisable de les décimer pour diminuer grandement le
coup de calcul sans un impact majeur sur la qualité de l’alignement.
En conclusion, nous avons montré qu’une approche scientifique de l’algorithme d’icp
en permet une meilleure appréhension, qui rend alors possible de sélectionner des va-
riantes de manière à rendre possible l’alignement de nuages de points 3D en ligne pour
localiser un robot et reconstruire son environnement.
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4.1 Introduction du problème
L’estimation d’état peut être vue comme le pendant en robotique de la proprioception
en biologie. Plus précisément, pour un système donné, on cherche à estimer son état en
prenant en compte des observations et son évolution. Pour un système robotique, on
s’intéresse ainsi typiquement à la pose du robot, c’est-à-dire sa position dans l’espace,
son orientation et les positions et orientations relatives de chacune des parties articulées
par rapport aux autres. L’estimation d’état est parfois simplifiée lorsqu’un capteur permet
de mesurer directement et avec les caractéristiques voulues (précision, fréquence) l’état
ou certaines de ses dimensions. C’est le cas par exemple de bras articulés en robotique
industrielle dotés d’encodeurs absolus suffisamment précis pour être considérés comme
la vérité de la position du bras.
Je me suis intéressé à la robotique mobile en extérieur et en particulier à deux applica-
tions sur des plateformes différentes. La première consiste en l’inspection et le suivi de
berges à l’aide d’un bateau autonome ou unmanned ou autonomous surface vessel (asv)
(voir la figure 4.1). La seconde se place dans le cadre de la recherche et du sauvetage avec
NiftiBot.
Dans les deux cas, le processus repose sur le filtrage bayésien qui s’intéresse à calculer
la distribution de probabilité sur une variable d’état à un instant donné à partir de l’en-
semble des observations effectuées jusque-là et éventuellement des actions entreprises.
Grâce à l’hypothèse de Markov, indiquant une indépendance conditionnelle de l’état sui-
vant vis-à-vis des états précédents connaissant l’état courant, il est possible d’obtenir une
formulation itérative de l’inférence. De plus, ce formalisme peut s’adapter à la prise en
compte des capteurs de modalité sensorielles différentes. Il est donc facile de combiner la
fusion multi-capteurs avec le filtrage temporel.
Dans le cas des asvs, l’estimation d’état a déjà été considérée sur un certain nombre
de plateformes, telles que Charlie (Bibuli et al., 2009), un monocoque (Feemster et Es-
posito, 2011) ou de petits hydroglisseurs (Dhariwal et Sukhatme, 2007). Ces travaux
visent au déploiement de ces véhicules dans de grands espaces ouverts pour lesquels ils
se restreignent à un espace 2D en négligeant les mouvements de roulis et tangage. Fos-
sen (2011) présente un modèle de masse ponctuelle complet qui est utilisé tant dans les
approches 2D que la nôtre. D’autres travaux mentionnent l’utilisation de matériel com-
mercial fournissant une estimée de l’attitude du robot (Subramanian et al., 2006 ; Neal
et al., 2012 ; Almeida, Silvestre et Pascoal, 2010). Cependant, il n’est pas évident de sa-
voir quels capteurs et algorithmes sont employés dans ces solutions. Dans tous les cas, il
n’y a pas beaucoup de travaux traitant de l’estimation de l’attitude malgré les nombreux
asvs développés depuis plus de deux décennies.
Les robots à roues ont l’avantage de pouvoir utiliser l’odométrie pour estimer leur mou-
vement. On ajoute souvent un gyroscope ou un magnétomètre pour stabiliser la mesure
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Fig. 4.1: Catamaran d’inspection de berges Lizbeth. (a) vue générale ; (b) zoom sur le scan-
ner. (Repris de (Hitz et al., 2015).)
de l’orientation (le cap). On peut alors même estimer les glissements pour les véhicules à
chenilles (Endo et al., 2007). Là encore, l’hypothèse a longtemps été faite d’une évolution
en 2D donc sur un sol parfaitement plan. Le passage en 3D nécessiterait une connaissance
du terrain sur lequel évolue le robot. En l’absence d’un tel modèle, on utilise des capteurs
extéroceptifs tels que des caméras (Konolige, Agrawal et Solà, 2010 ; Scaramuzza et
Fraundorfer, 2011 ; Fraundorfer et Scaramuzza, 2012) ou des lasers (Morales et al.,
2009 ; Bachrach et al., 2011 ; Kohlbrecher et al., 2011).
L’estimation d’état en 3D a été par contre plus étudiée pour les unmanned aerial ve-
hicles (uavs). Les solutions reposent souvent sur un filtre de Kalman étendu centré sur
une centrale inertielle ou inertial measurement unit (imu) sans avoir à expliciter le modèle
dynamique (Trawny et Roumeliotis, 2005). C’est une solution parfois couplée à de l’odo-
métrie visuelle ou même au gps (Leutenegger et Siegwart, 2012 ; S. Weiss et al., 2013).
Nous nous sommes aussi intéressés au complementary filter (cf) de Mahony, Hamel et
Pflimlin (2008) qui estime l’attitude d’un uav à l’aide de gyroscopes et d’accéléromètre
en séparant vitesses et angles.
Ce chapitre synthétise deux séries de travaux respectivement sur un bateau et NiftiBot
(Kubelka et al., 2015 ; Hitz et al., 2015) et en présente en parallèle les modèles (section 4.2)
et les expériences (section 4.3).
4.2 Modèles
4.2.1 Modèles pour bateau
Le but est d’estimer la position et l’attitude du repère du robot B par rapport au repère
inertiel du monde W. Comme pour beaucoup d’asvs, Lizbeth est équipé d’un gps, d’une
imu et d’une boussole. Le gps mesure la position du bateau par rapport à W, la boussole
l’orientation du nord magnétique dans le repère B et l’imu les accélérations et vitesses de
rotation dans le repère B. On suppose que toutes les mesures des capteurs sont sujettes à
un bruit gaussien additif. Nous supposons de plus que les accéléromètres et les gyroscopes































Fig. 4.2: Variantes de filtres pour l’estimation d’état sur un bateau (repris de (Hitz et al.,
2015)).
du système.
Dans de grands espaces ouverts, l’erreur du gps de quelques mètres est négligeable
par rapport aux distances en jeu ; mais pour des applications d’inspection des berges, il
devient nécessaire de gagner en précision et en continuité.
Nous comparons trois variantes d’extended Kalman filter (ekf) avec des hypothèses
différentes. La première est un ekf centré sur l’imu (IC), c’est-à-dire que les informations
inertielles servent au modèle de prédiction et que les observations sont le gps et la bous-
sole. La seconde variante, basée sur un modèle (MB3D), utilise un modèle dynamique
du bateau à partir des commandes de poussée ; l’imu est utilisée comme observation aux
côtés du gps et de la boussole. La troisième variante (MBCF) combine un filtre complémen-
taire (cf) pour estimer l’attitude à l’aide de l’imu et de la boussole et un ekf avec modèle
dynamique combinant cette attitude et la commande de poussée pour la prédiction et le
gps comme observation. La figure 4.2 présente ces trois variantes avec les informations
dont elles se servent. Dans cette première partie, l’accent est mis en particulier sur l’étape
de prédiction et c’est là que les spécificités entre les algorithmes se font jour.
EKF centré sur l’IMU (IC)
Ce filtre adapte l’état de l’art de l’estimation d’état utilisée sur les uavs et notre formu-
lation suit plus précisément le travail de Leutenegger et Siegwart (2012). Le vecteur
d’état est défini de la façon suivante :
x = [p, q,v, bg, ba]
⊤ ,
avec p ∈ R3 la position dans le repère du monde W, q ∈ SO(3) l’attitude représentée
par un quaternion unitaire, v ∈ R3 la vitesse linéaire dans W et bg ∈ R3 et ba ∈ R3
les biais respectifs des gyroscopes et accéléromètres. Le quaternion q = [q1,ρ⊤]⊤ définit
une rotation d’angle α autour d’un axe a ∈ R3 tels que q1 = cos(α/2) et ρ = sin(α/2).a.
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avec Bω̃ et Bã sont les valeurs respectives des gyroscopes et des accéléromètres, Wg le







où [·]× sert à noter l’opérateur de produit vectoriel définit tel que [a]×b = a ∧ b avec
a, b ∈ R3:
[a]× =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 .
La matrice de covariance sur le quaternion représentant l’attitude n’est pas bien définie
à cause de la contrainte unitaire (Trawny et Roumeliotis, 2005). Pour contourner ce
problème, le filtre est adapté pour travailler sur l’état d’erreur∆x plutôt que sur l’état lui-
même. Ainsi le quaternion d’erreur δq peut être remis en 3D avec l’approximation de petit
angle (Trawny et Roumeliotis, 2005). L’expression complète des matrices jacobiennes
peut être trouvée dans Leutenegger et Siegwart (2012).
EKF basé sur un modèle (MB3D)
Contrairement au précédent, ce modèle met en œuvre un modèle dynamique du sys-
tème à partir des commandes motrices tel qu’attendu pour un ekf. Le modèle suit les
dérivations de Fossen (2011). Il se compose d’une partie cinématique (équation 4.1) et
d’une partie dynamique (équation 4.2) :
η̇ = J(η)ν (4.1)
Mν̇ +C(ν)ν +D(ν)ν + g(η) = τm + τe (4.2)
avec η = [p, q]⊤ la pose du bateau dans le repère W, J(η) est la transformation entre B
et W, ν ∈ R6 les vitesses linéaires et angulaires dans le repère B, M la matrice d’inertie,
C la matrice de Coriolis, D la matrice d’amortissement, g le vecteur de forces hydro-
statiques, τm les forces motrices d’entrée et τe des perturbations extérieures inconnues
(vent, courant, etc.). Les matrices d’inertie et de Coriolis peuvent être calculées à partir
de la connaissance de la distribution de masse du bateau. Par contre, la matrice d’amor-
tissement est difficile à connaitre, contient a priori 36 éléments si on la considère linéaire
(D(ν) = Dlν), mais possiblement plus en tenant compte d’effets non-linéaires. Le pro-
blème est le même avec les forces hydrostatiques g(η) que l’on peut considérer comme
linéaires (g(η) = Gη).
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Nous simplifions ces matrices pour réduire le nombre de paramètres à 17 (voir (Hitz
et al., 2015) pour plus de détails) :
– la masse m du bateau ;
– les moments d’inertie Iϕ, Iθ , Iψ ;
– des facteurs d’amortissement Dx, Dy , Dz , Dϕ, Dθ , Dψ , Dxψ ;
– des facteurs hydrostatiques Gz , Gϕ, Gθ ;
– un facteur d’inefficacité β pour tenir compte de l’asymétrie des pales des moteurs,
optimisés pour la propulsion vers l’avant ;
– les valeurs des forces f1,0 et f0,5 mesurées respectivement pour la pousséemaximale
et à la moitié de la poussée.
EKF avec filtre complémentaire (MBCF)
La troisième approche se base sur une estimation séparée de l’attitude du bateau et de
sa position. Nous utilisons le filtre complémentaire (cf) (Mahony, Hamel et Pflimlin,
2008), qui intègre les mesures gyroscopiques ω et les corrige avec des directions connues
ci. Dans notre cas, les directions mesurées nous sont fournies par la boussole pour le
nord et l’accéléromètre pour la direction de la gravité. L’état du cf consiste en l’attitude
représentée par un quaternion unitaire q et un vecteur de biais des gyroscopes bg . Le
filtre est alors défini comme suit :














q̂ ⊗ (ω − bg + kPωc)
ḃb = −kIωc
avec vex l’opérateur inverse de celui du produit vectoriel : vex([a]×) = a pour a ∈ R3.
Le terme de correction ωc dépend des directions mesurées ci, de leurs estimations ĉi, et
de leurs poids ki. Les coefficients kP et kI sont des paramètres du filtre.
Une fois l’attitude estimée par le cf, le reste de l’état, à savoir la position, est estimée
à l’aide d’un ekf qui correspond aux trois premières dimensions du modèle précédent
(équations (4.1) et (4.2)).
4.2.2 Modèles pour robot au sol
Pour le robot au sol, nous comparons différentes combinaisons de capteurs. Comme
précédemment, le robot au sol est doté d’une imu, de l’odométrie de ses chenilles, d’une
odométrie visuelle et d’une odométrie laser à l’aide de l’icp (voir la section 3.3.2). Pour le
modèle de prédiction, nous suivons les équations dynamiques du modèle d’ekf centré sur
l’imu (Leutenegger et Siegwart, 2012) formulé comme au-dessus dans l’espace d’état
d’erreur. La seule différence est que les vitesses angulaires et les accélérations sont esti-
mées dans l’état plutôt que prises dans les mesures. Le vecteur d’état est donc augmenté
de la vitesse angulaire ω et de la force spécifique f (Savage, 1998) :
x = [p, q,v,ω,f , bg, ba]
⊤ .
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Pour ne pas alourdir les équations, les repères dans lesquels les différentes quantités
sont exprimées sont omis. En pratique, il faut prêter attention aux transformations entre
ces différents repères (repère du monde, de l’imu, des odométries) et en faire un étalon-
nage.
Modèle d’observation de l’IMU
Les gyroscopes de l’imu donnent une mesure, avec biais, des vitesses angulaires. On
peut donc écrire :
zg = ω + bg + ηg,
avec zg l’observation prévue par le modèle et ηg un bruit gaussien.
Les accéléromètres mesurent la force spécifique, c’est-à-dire l’accélération subie par
rapport à la chute libre. Ainsi, un accéléromètre placé sur une table mesure une force
vers le haut, celle de la table qui l’empêche de suivre le champ gravitationnel. Le modèle
d’observation est donc :
za = f + ba + ηa.
Modèle d’observation de l’odométrie
Pour l’odométrie des chenilles, on fait l’hypothèse que le robot se déplace localement
sur un plan. Ainsi il n’y a pas de composante verticale à la vitesse instantanée dans le
référentiel B du robot. On considère aussi, ce qui est moins vrai en pratique, qu’il n’y a
pas de glissement latéral.
On écrit alors :
zO = v + ηO,
en considérant que l’observation mesurée sera zO,x = vr+vl2 avec vr et vl les vitesses
respectives des chenilles droite et gauche.
Modèle d’observation de l’ICP
Comme expliqué plus haut, l’icp permet de calculer la transformation entre deux
nuages de points. Cela permet donc d’évaluer le déplacement relatif entre les deux ins-
tants où ont été pris les nuages de points. Contrairement au gps, il ne s’agit pas d’une me-
sure de position absolue mais d’une mesure de position relative (différence de positions).
L’odométrie classique est dans ce cas aussi en ce que la mesure de vitesse des roues ou
des chenilles est obtenue par différence de position entre deux instants. Elle est cependant
considérée comme une vitesse par approximation de la dérivée par la différence finie di-
visée par l’intervalle de temps. Lorsque l’intervalle de temps est court, l’approximation
est bonne et l’on n’a pas de problème. En revanche dans notre cas il faut près de 3 s pour
relever un nuage de points ; nous proposons donc de comparer trois approches dans la
prise en compte d’information d’icp.
Position incrémentale La première approche est de considérer l’information issue de
l’icp comme une information de position relative :
zICP = pt(i) − pt(i−1) + ηICP ,
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avec t(i) et t(i− 1) qui correspondent aux instants auxquels les nuages de points ont été
pris.
Une telle approche se retrouve dans la littérature (Ma et al., 2012) mais viole l’hypo-
thèse de Markov d’ordre un.
Vitesse Une deuxième approche est de transformer l’information d’icp en information
de vitesse, simplement en calculant la vitesse instantanée qui mène à la transformation
calculée après l’écart de temps t(i)− t(i− 1). On peut alors écrire :
zICP = [v,ω]
⊤.
Cette approche, dont on trouve des variantes dans la littérature (Almeida et Santos,
2013), ne viole pas les hypothèses du filtre mais suppose que le mouvement est uniforme,
ce qui peut poser problème lorsque la fréquence de mesure est assez faible, ce qui est
notre cas.
Trajectoire Nous avons donc proposé une troisième approche qui consiste à déformer
la trajectoire estimée sans l’icp demanière à correspondre à la différence calculée par l’icp.
Plus précisément, on crée une trajectoire entre les instants t(i− 1) et t(i) en interpolant
deux trajectoires : celle estimée à l’origine et la même trajectoire déplacée pour s’aligner
avec l’estimation de l’icp (plus de détails dans (Kubelka et al., 2015)).
Modèle d’observation de l’odométrie visuelle
L’odométrie visuelle est similaire à l’icp en ce qu’elle ne calcule qu’une position relative.
Les mêmes problèmes d’intégration de cette information se posent donc et nous avons
utilisé l’approche dite trajectoire.
Une difficulté de l’odométrie visuelle est que le facteur d’échelle n’est pas observable.
En effet, une caméra monoculaire ne peut pas faire la différence entre une scène et un
mouvement donnés et la même scène et le mêmemouvement agrandis d’unmême facteur.
C’est un problème restreint uniquement aux translations donc, dans ce travail, nous nous




Que ce soit pour estimer les paramètres des filtres ou simplement l’évaluation de leur
résultat, il est nécessaire d’avoir une vérité terrain. Dans des environnements intérieurs,
on dispose de systèmes de capture de mouvement permettant de mesurer la position et
l’attitude. Malheureusement ces systèmes proposent un espace de travail bien délimité de
quelques mètres de côté et ne fonctionnent pas toujours en extérieur.
Nous avons donc découplé l’évaluation de l’attitude et celle de la position. Pour la po-
sition, nous utilisons un théodolite qui peut mesurer la position d’un point en continu
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Reflective pole Velodyne sensor
Fig. 4.3: Référence pour l’estimation d’orientation. À gauche : le poteau réfléchissant sur
le ponton ; à droite : le capteur Velodyne HDL-32 monté sur Lizbeth. (Repris de
(Hitz et al., 2015).)
avec une précision d’un millimètre sur une portée de l’ordre du kilomètre. Pour l’atti-
tude, nous avons placé dans l’environnement un poteau vertical recouvert d’une surface
réfléchissante permettant son extraction sans ambigüité dans un scan laser (figure 4.3).
Si l’attitude est exactement estimée, la reconstruction de ce poteau par les données laser
sera bien droite et verticale ; à l’opposé, si l’attitude est mauvaise, il devrait y avoir des
distorsions et un défaut d’inclinaison. Deux capteurs ont été utilisés pour cette expérience
: un Velodyne HDL-32 qui donne une capture de la scène 3D à une fréquence de 10Hz et
un Hokuyo UTM-30LX-EW monté sur un axe, moins cher et plus représentatif, qui fait
une capture en 2 s (0,5Hz, voir la figure 4.1(b)).
Les paramètres des différents modèles ont été optimisés sur des jeux de données spé-
cifiques à l’aide de l’algorithme d’optimisation stochastique covariance matrix adaptation
evolution strategy (cma-es) (Hansen, 2006).
Estimation
La figure 4.4 compare l’estimation de position des filtres IC et MB3D par rapport à
la trajectoire de référence donnée par le théodolite. On remarque que, si la trajectoire
globale est correcte, il y a des décalages de plusieurs mètres par endroits. Nous avons
ajouté la trajectoire brute indiquée par le gps où il est apparent que le décalage des esti-
mations est causé par celui, erratique, du gps (voir en particulier le premier insert où ce
décalage change de côté). On remarque aussi que la trajectoire centrée sur l’imu semble
très discontinue lorsque le décalage du gps change (trajectoire en dents de scie dans le
premier insert). Le filtre complémentaire utilisant le même modèle de déplacement que
celui centré sur le modèle, les trajectoires sont très proches.
La figure 4.5 présente une évaluation plus quantitative de ces trajectoires en s’intéres-
sant à plusieurs critères. Les premiers sont la précision de l’estimation, indiquée par les
erreurs sur la position et la vitesse estimées. Les erreurs en position ne sont pas signifi-
cativement différentes entre les filtres, essentiellement car la seule information absolue
dont disposent les filtres vient du gps dont l’erreur estmontrée pour référence. Par contre,
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Fig. 4.4: Comparaison des trajectoires pour Lizbeth. À gauche : trajectoire globale pro-
jetée sur une image aérienne ; à droite : agrandissement de deux endroits de la
trajectoire. En noir : vérité terrain ; en magenta : gps seul ; en marron : estima-
tion par le filtre centré sur l’imu ; en bleu : estimation par le filtre basé sur un
modèle (le filtre complémentaire en est assez proche et est omis pour clarifier le
graphique). (Repris de (Hitz et al., 2015).)
on remarque que le filtrage d’une part et l’intégration d’un modèle dynamique du bateau
d’autre part permettent de réduire l’erreur sur l’estimation de la vitesse. Enfin, notamment
pour reconstruire des nuages de points, il peut être important que les trajectoires estimées
soient lisses. L’estimation des discontinuités en position, vitesse et attitude par différence
finie montre une corrélation entre l’erreur absolue et la discontinuité. Par contre, on re-
marque que le filtre basé sur un modèle est moins lisse dans son estimation de l’attitude.



















































































Fig. 4.5: Comparaison quantitative des filtres à l’aide des données du théodolite. Les mé-
triques sont, de gauche à droite, l’erreur en position epos, l’erreur en vitesse (evel),
la discontinuité (différence finie) en position (dpos), la discontinuité en vitesse
(dvel), la discontinuité en attitude (datt). (Repris de (Hitz et al., 2015).)
On peut confirmer ces derniers résultats en regardant l’inclinaison du poteau. La fi-
gure 4.6 présente les inclinaisons évaluées à l’aide de chacun des trois filtres, IC, MB3D
et MBCF, à l’aide du Velodyne ou de l’Hokuyo. Pour référence nous avons ajouté les in-
clinaisons pour un modèle complètement 2D. On remarque que le filtre complémentaire
est confirmé comme le plus robuste pour l’estimation de l’attitude. La figure 4.6d et la
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Fig. 4.6: Résultats de l’évaluation avec le poteau. (Repris de (Hitz et al., 2015).)
figure 4.6e montrent l’impact d’une bonne estimation d’attitude sur le nuage de points.
4.3.2 Robot au sol
Expériences
Pour évaluer les algorithmes d’estimation du robot au sol, nous avons enregistré ses
données capteurs ainsi que la vérité terrain pendant plusieurs trajectoires. Une première
partie des expériences a été réalisée en intérieur avec un système de capture de mou-
vement (Vicon) de manière à obtenir la vérité terrain sous la forme de la position et de
l’orientation du robot. L’environnement (figure 4.7a) a été installé de manière à proposer
une diversité de déplacements (rampes, pont, etc.). Dans cet environnement, nous avons
enregistré l’équivalent de 2,4 km en 64 trajectoires.
Les dispositifs de capture du mouvement ont souvent un volume utile assez limité.
Pour évaluer les algorithmes sur de plus grands espaces, nous avons effectué des tests
en extérieur avec un théodolite pour mesurer la vérité terrain de la position (figure 4.7b).
Ces tests ont eu lieu dans deux environnements différents : un canyon urbain et un parc
avec des arbres et des escaliers. Dans ces environnements, nous avons enregistré environ
1,6 km en 10 trajectoires.
Modèles d’observation
À partir de ces données, le premier test qui nous intéresse est de comparer les différents
modèles d’observation définis pour l’icp. Pour cela, nous utilisons l’erreur relative erel,
c’est-à-dire l’erreur finale en position divisée par la distance parcourue (en pourcentage),
et l’erreur relative moyenne eavg , soit la moyenne, pendant toute la trajectoire, de l’erreur
relative.
La table 4.1 montre les résultats des différents modèles en séparant les trajectoires en
intérieur et en extérieur. On remarque que la méthode en vitesse, la plus utilisée dans
la littérature, est la moins précise, que ce soit en intérieur, ou en extérieur. La figure 4.8
montre un exemple des différences fines où l’on voit que la méthode en vitesse prend des
raccourcis dans les coins.
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(a) Environnement semi-structuré d’intérieur avec
système de capture de mouvement.
(b) Canyon urbain avec théodolite.
Fig. 4.7: Environnements des expériences pour NiftiBot. (Adapté de (Kubelka et al.,
2015).)
Intérieur Extérieur
Modèle erel eavg erel eavg
Position incrémentale 0,4|0,7|1,2 0,1|0,1|0,2 0,8|1,5|11,0 0,7|2,4|6,1
Vitesse 1,0|1,3|2,3 0,1|0,1|0,3 0,9|1,8|12,2 0,8|2,5|6,1
Trajectoire 0,7|1,2|2,1 0,0|0,1|0,2 0,6|1,4|11,5 0,6|2,2|6,1
Tab. 4.1: Comparaison des modèles d’observation pour l’icp. Pour chaque mo-
dèle et chaque métrique, les résultats sont présentés sous la forme
premier|médiane|dernier quartile. (Adapté de (Kubelka et al., 2015).)
La méthode de position incrémentale est sensiblement meilleure en intérieur où l’icp
dispose de suffisamment d’information dans l’environnement pour pouvoir complète-
ment déterminer la position mais la méthode trajectoire est meilleure en extérieur, sur de
plus grands environnements moins contraints.
Comparaison des modalités
Le deuxième test que nous souhaitons réaliser est celui de l’impact des différentesmoda-
lités. Plus précisément, parmi toute la combinatoire des modalités, nous nous intéressons
à l’odométrie visuelle et à l’icp; ainsi les informations de l’odométrie et l’imu seront tou-
jours utilisées. On va donc comparer quatre filtres : sans icp ni odométrie visuelle, avec
l’odométrie visuelle, avec l’icp et avec les deux. Comme pour au-dessus, nous séparons
les expériences en intérieur de celles en extérieur et nous utilisons l’erreur relative en
pourcentage.
La table 4.2 montre les erreurs relatives pour chacune des trajectoires d’intérieur. On re-
marque une certaine variabilité avec certaines trajectoires qui présentent de plus grandes
valeurs d’erreur. Plus précisément, un test de Wilcoxon1 nous permet de montrer que
l’ajout de l’information d’icp améliore significativement les résultats alors que l’odomé-
trie visuelle n’apporte pas de changement significatif. En effet, le problème principal de la
1. Wilcoxon signed-rank test avec p < 0,05.
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Fig. 4.8: Comparaison des modèles d’observation pour l’icp sur une trajectoire donnée. À
gauche : trajectoire globale ; au milieu : zoom sur un coin ; à droite : évolution
de l’erreur moyenne au cours de la trajectoire. Ligne noire : vérité terrain ; tirets
verts : méthode position incrémentale ; tirets violets : méthode vitesse ; ligne
rouge : méthode trajectoire. (Repris de (Kubelka et al., 2015).)
combinaison odométrie et imu est le glissement des chenilles, notamment dans les pentes.
L’odométrie visuelle que nous utilisons ne permet de corriger que les orientations et c’est
pourquoi elle n’améliore pas significativement la performance. À l’opposée, l’icp permet
une correction des 6 degrés de liberté de la pose du robot et améliore bien les perfor-
mances.
La table 4.3 montre les erreurs relatives pour les trajectoires d’extérieur. Là encore
on remarque une grande variabilité et, de manière plus marquée qu’en intérieur, on re-
marque que l’icp améliore significativement les résultats du filtre. Par contre, l’odométrie
visuelle, qui ne changeait pas significativement les résultats en intérieur, détériore main-
tenant grandement les performances. D’un point de vue théorique, la covariance d’une
estimation effectuée à l’aide de plus de modalités sensorielles ne peut que diminuer si
les hypothèses sont valides (en particulier bruit gaussien sans biais). La raison de cette
détérioration se trouve justement en ce que l’odométrie visuelle casse sa représentation
interne et ses estimations ne se rapportent plus correctement à l’état à estimer. En pra-
tique, les caractéristiques des environnements, et en particulier la similarité des textures
(fenêtres ou feuillage), expliquent les nombreuses estimations erronées de l’odométrie
visuelle. Ainsi, l’ajout d’une modalité sensorielle n’est pas un gage d’amélioration de la
performance du filtre et il est nécessaire de vérifier la qualité des entrées (plus de détails
dans (Kubelka et al., 2015)).
4.4 Discussion et conclusion
Nous avons montré dans ce chapitre qu’un outil commun d’estimation pouvait être
adapté au traitement de deux types de robots assez différents dans leur conception, leurs
applications mais surtout dans les caractéristiques de leurs mouvements. Le filtre de Kal-
man étendu, variante du filtre bayésien pour lequel les distributions de probabilité sont
gaussiennes, permet de calculer une approximation de la distribution recherchée sous
forme close. La représentation de la distribution est réduite à ses statistiques suffisantes,
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Erreur relative (%)
Exp. Dist. (m) Durée (s) o,imu o,imu,vo o,imu,icp o,imu,vo,icp
1 47,42 254 2,17 2,30 1,71 0,79
2 36,52 186 1,99 2,21 0,36 0,14
3 48,74 244 3,15 2,63 0,50 0,18
4 29,40 237 2,22 2,06 0,42 0,45
5 82,10 585 2,51 2,24 0,90 0,71
6 74,64 452 2,05 3,64 0,98 1,24
7 74,65 387 1,70 1,72 2,28 0,58
8 30,57 194 1,98 3,42 1,59 2,29
9 26,58 287 2,67 2,23 1,90 1,19
10 26,57 236 1,53 3,94 0,77 2,11
11 26,96 208 1,25 1,20 0,95 0,66
12 29,13 211 1,27 1,29 0,88 0,87
13 26,35 180 1,37 1,25 0,94 0,77
14 40,23 240 6,58 6,70 0,88 0,99
15 21,01 167 5,26 5,27 0,61 0,57
16 19,04 209 5,94 5,95 0,55 0,60
17 10,95 405 3,44 2,89 2,15 2,05
18 8,65 238 2,87 2,77 1,36 1,38
19 9,36 284 4,14 3,91 1,83 1,85
20 9,02 282 2,90 3,36 2,73 2,65
21 10,82 308 3,79 3,23 1,43 1,41
22 9,45 237 5,36 5,45 2,66 2,68
23 12,75 204 2,65 2,84 2,66 1,79
24 7,81 179 1,58 1,83 2,82 3,06
25 10,85 165 3,85 4,14 3,25 2,17
26 10,83 163 2,36 1,84 0,62 0,68
27 12,79 237 15,42 14,95 2,48 2,53
28 12,07 239 28,42 27,07 2,89 2,98
Quartiles 2,0|2,7|4,0 2,1|2,9|4,0 0,8|1,4|2,4 0,7|1,2|2,1
Tab. 4.2: Erreurs relative pour chacune des combinaisons de modalités et chacune des
trajectoires en intérieur. (Adapté de (Kubelka et al., 2015).)
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Erreur relative (%)
Exp. Dist. (m) Durée (s) o,imu o,imu,vo o,imu,icp o,imu,vo,icp
1 120,62 825 2,08 26,61 1,83 17,84
2 175,67 853 1,37 12,53 2,42 5,91
3 159,42 738 1,10 20,48 0,43 12,22
4 135,18 584 2,78 0,72 0,24 0,62
5 259,86 992 9,74 0,80 0,26 0,80
6 145,31 918 2,65 2,66 1,03 1,76
7 88,20 601 1,94 1,60 1,25 0,97
8 99,29 560 1,20 20,18 0,62 11,50
9 238,28 1010 9,10 0,62 0,58 0,43
10 203,23 1107 3,23 6,79 0,51 0,42
Quartiles 1,4|2,4|3,2 0,8|4,7|20,2 0,4|0,6|1,2 0,6|1,4|11,5
Tab. 4.3: Erreurs relative pour chacune des combinaisons de modalités et chacune des
trajectoires en extérieur. (Adapté de (Kubelka et al., 2015).)
vecteur moyenne et matrice de covariance, ce qui en fait une représentation compacte et
efficace en termes de mémoire.
Par contre, même si le cadre général de filtrage est le même, il est nécessaire d’adapter
les modèles dynamique et d’observation. Ainsi, le problème principal d’un asv réside en
la complexité des forces hydrostatiques et hydrodynamiques auxquelles il est soumis. En
comparant des modèles différents par le niveau de détail du modèle, nous avons montré
l’intérêt d’un modèle spécialisé par rapport à la simple intégration générique de l’imu
mais aussi l’intérêt d’une estimation d’attitude assez générique par rapport à un modèle
complet. Nous avons ainsi une estimation lisse à la fois sur la vitesse et sur l’orientation.
Pour les robots au sol, nous nous sommes intéressés auxmodèles d’observation des cap-
teurs incrémentaux tels que l’icp et l’odométrie visuelle qui fonctionnent en estimant le
déplacement relatif entre deux captures de données. Le problème survient essentiellement
lorsque la fréquence des capteurs est très différente. Dans un tel cas, il devient probléma-
tique de considérer l’observation comme relevant de l’instant présent alors qu’il s’agit en
pratique de l’accumulation de tous les changements depuis l’évènement précédent. Nous
avons montré que le meilleur modèle était de répartir explicitement la correction due à
cette observation en veillant à maintenir la continuité.
Enfin nous avons mis en lumière le problème de la fusion multimodale d’information :
chacune des modalités est supposée ne pas avoir de biais. Sous cette hypothèse, rajouter
des capteurs amène nécessairement une amélioration de l’estimation, En pratique, cepen-
dant, il existe des cas pour lesquels cette hypothèse n’est plus vérifiée pour un capteur.
Dans ces cas, en l’absence d’un meilleur modèle, plus complexe, dans lequel l’hypothèse
serait à nouveau vérifiée, la solution serait d’ignorer la valeur du capteur. Mais il n’est
pas aisé de détecter les cas pour lesquels c’est nécessaire (voir (Kubelka et al., 2015)).
En conclusion, même si le modèle générique de fusion de capteurs pour l’estimation
d’état est le même, il n’est pas possible d’utiliser un modèle identique pour tous les robots
et les combinaisons de capteurs. La modélisation du robot et de ses capteurs est toujours
nécessaire pour une estimation d’état satisfaisante.
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5.1 Introduction du problème
Autant la localisation et la cartographie sont importantes pour la robotique mobile, au-
tant la capacité de planifier et exécuter des trajectoires est nécessaire à l’autonomie des
robots mobiles. Lors de missions impliquant des robots, les comportements autonomes
peuvent permettre aux opérateurs de se consacrer à d’autres tâches. De plus, lors d’opéra-
tions de recherche et sauvetage dans des zones dangereuses telles qu’à Fukushima (Na-
gatani et al., 2013), avoir la capacité de planifier son chemin sur le robot, permettrait des
procédures de secours telles que le retour à la base en cas de perte de communication.
La planification de chemin en 2D pour des robots d’intérieur peut être considérée
comme largement résolue avec des logiciels libres disponibles (Montemerlo et al., 2002 ;
Marder-Eppstein et al., 2010). Des algorithmes similaires peuvent s’appliquer à des scé-
narios d’extérieur tels que les voitures autonomes mais le problème devient alors essen-
tiellement celui de la perception et de l’application des règles de conduite (Campbell
et al., 2010). Une fois l’espace libre identifié, on peut utiliser des algorithmes génériques
de recherche de chemin dans des graphes tels que Dijkstra (E. W. Dijkstra, 1959), A*
(Hart, Nilsson et Raphael, 1968) ou D*-Lite (Koenig et Likhachev, 2002). Il est pos-
sible d’adapter cette planification aux contraintes cinématiques du robot soit en utilisant
des state lattices (treillis d’états) (Pivtoraiko, Knepper et Kelly, 2009) ou par la spéci-
fication dans la fonction de cout de connexion entre les nœuds du graphe (Richter et
Westphal, 2010). Dans un espace de recherche en 2D, il y a même des solutions d’in-
terpolation qui permettent de résoudre le problème commun aux grilles de discrétisation
d’angle (Ferguson et Stentz, 2007 ; Philippsen et Siegwart, 2005).
D’un autre côté, la planification de trajectoire en 3D a été beaucoup étudiée pour des ro-
bots aériens (Bortoff, 2000 ; He, Prentice et Roy, 2008 ; Tisdale, Kim et Hedrick, 2009)
ou sous-marins (Pêtrès et al., 2007). On trouve surtout des approches stochastiques per-
mettant de s’arranger avec la plus grande dimension de l’espace de recherche comme les
probabilistic roadmaps (feuilles de route probabilistes) (Kavraki et al., 1996) et les rapid-
ly exploring random trees (arbres aléatoires d’exploration rapide) (LaValle et Kuffner,
2001 ; Karaman et Frazzoli, 2011). Ces approches stochastiques permettent l’exploration
rapide d’un espace de recherche de grande dimension pour obtenir une première solution
qui peut ensuite être affinée.
Le problème des robots au sol est que l’on peut considérer qu’ils évoluent sur une va-
riété 2D dans un espace 3D. Pour les robots d’exploration spatiale, on ajoute souvent
l’information d’élévation sur une carte 2D (on parle alors parfois de 2,5D) (Tompkins,
Stentz et Wettergreen, 2004). Mais cette approche est insuffisante pour les environ-
nements de recherche et sauvegarde où l’on peut être confronté à des environnements à
plusieurs étages, des escaliers ou des tunnels. Il y a donc une distinction supplémentaire
à faire entre les configurations libres, c’est-à-dire pas en collision avec un obstacle, et les
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configurations acceptables pour le robot ; distinction qui n’est pas présente en 2D ou pour
les drones aériens ou sous-marins. Cette distinction ne permet pas non plus l’utilisation
efficace de méthodes de planification stochastique puisqu’elles supposent qu’il est rela-
tivement facile de décider si une nouvelle configuration échantillonnée est atteignable
depuis une autre ou pas.
Certains robots d’inspection sont confrontés à des problèmes similaires. Stumm et al.
(2012) se sont intéressés à un petit robot à roues magnétiques pour inspecter des canali-
sations en acier dans des centrales thermiques. Ce robot se déplace exclusivement sur la
surface de ces canalisations (l’intérieur) qui est un objet 3D complexe ne pouvant pas se
représenter correctement avec une carte d’élévation. Ils proposent en premier lieu une
reconstruction 3D dense de l’environnement à l’aide du tensor voting (Medioni, Tang et
Lee, 2000) à partir de nuages de points. Ensuite, ils font une recherche de chemin clas-
sique à l’aide d’A*. Pendant l’exécution, ils déroulent la trajectoire 3D sur des plans 2D
locaux de manière à utiliser un algorithme de suivi de trajectoire 2D. Cette approche n’est
pas directement applicable à notre robot qui n’adhère pas aux surfaces avec une orien-
tation quelconque. De plus, certaines trajectoires nécessitent l’utilisation des flippers et
notre robot a donc plus de degrés de liberté que le leur. Enfin, ils utilisent un système
de localisation extérieur au robot (capture de mouvement) et font la reconstruction de
l’environnement et la planification hors-ligne.
Nous avons donc adapté cette approche à notre robot (voir la figure 3.5) en couplant
fortement la reconstruction de la représentation et la planification, en séparant l’espace
des configurations et en couplant exécution et planification. Ce travail a été débuté par
Srivatsa Mahesh lors de son travail de master et continué pour un article de conférence
(Colas, Mahesh et al., 2013).
5.2 Système
Notre système est fortement couplé dans son exécution ; pour autant, les concepts de
perception, planification et exécution sont toujours opérants. Par perception, j’entends ici
spécifiquement le traitement effectué sur les données sensorielles de manière à construire
une représentation qui pourra être utilisée pour la planification. La planification sera
l’exploitation de cette représentation pour décider des commandes que le robot devra
exécuter dans la phase d’exécution.
5.2.1 Perception
Inférence structurelle
Les données sensorielles que nous avons à traiter sont des nuages de points 3D issus
du capteur et alignés avec la variante d’icp présentée dans la section 3.3.2. C’est une infor-
mation creuse, au sens où un nuage de points nous renseigne sur ce qui existe en chaque
point du nuage, mais ne dit rien entre eux.1 Nous avons besoin d’une représentation qui
nous permette de décider :
– si une pose particulière est acceptable (libre de collision, avec assez de surface de
support et avec une inclinaison limitée) ;
1. Par opposition, une grille d’occupation est dense au sens où à chaque endroit, l’information est présente.
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– et s’il est possible de se déplacer entre deux poses voisines.
En particulier, il va falloir pouvoir répondre à ces questions n’importe où dans l’espace
et il faut donc une représentation dense en ce sens. De plus, nous devons construire cette
représentation en ligne, sur le robot, ce qui exclut des traitements trop couteux en espace
mémoire et surtout en temps de calcul.
Le tensor voting permet justement d’inférer, en un endroit quelconque de l’espace, la
structure géométrique à partir d’un nuage de point. Plus précisément, les tenseurs votent
pour estimer les caractéristiques et la saillance de primitives géométriques (plan, ligne,
ou sphère dans notre cas). Ce processus est souvent effectué en deux étapes avec une pre-
mière phase, sparse voting (vote creux), où l’on estime la structure (le tenseur) en chacun
des points d’entrée et une deuxième phase, dense voting (vote dense), où l’on peut calcu-
ler le tenseur aux endroits désirés, typiquement des cellules dans une grille régulière. On
obtient alors une grille 3D de cellules contenant chacune la saillance et les paramètres de
chaque tenseur : vecteur normal pour un plan et direction principale pour une ligne.
Nous nous sommes intéressés essentiellement aux tenseurs de plans pour estimer les
surfaces locales avec leur orientation. Un paramètre clé du tensor voting est la taille du
noyau qui définit l’échelle à laquelle sont considérés les tenseurs. Nous avons choisi cette
taille de manière à correspondre à la taille du robot, c’est-à-dire en pratique, de manière à
ce que l’orientation du plan inféré correspondra en général à celle du robot à cet endroit.
Filtre de distance
Le nombre de votes de la phase de sparse voting est quadratique en nombre de points
du nuage puisque chaque point est censé voter pour tous les autres. Nous avons proposé
une implémentation sur carte graphique dans un autre travail (Liu et al., 2012) mais le
robot ciblé n’en est pas pourvu. On peut néanmoins réduire à un nombre linéaire en
combinant un noyau à support borné et une limitation du nombre de point sur ce support,
c’est-à-dire de la densité des points. Le nombre de votes devient alors k × N avec N le
nombre de points et k le nombre de point maximal sur le support du noyau. Le problème
est que le nuage de points peut présenter une densité de points arbitrairement grande
à certains endroits et faible dans d’autres. On ne peut donc pas se contenter de sous-
échantillonner de manière uniforme puisque l’on perdrait de l’information là où peu de
points la présentent avant de limiter utilement la complexité.
Nous proposons donc de réduire à la fois le nombre de points et la densité maximale
en supprimant les points qui sont trop proches les uns des autres. L’algorithme 2 montre
l’algorithme, avec d la distance la plus proche acceptée.
Alg. 2 Algorithme de filtrage des points par la distance.
for all p ∈ nuage de point do




Cet algorithme peut être réalisé efficacement à l’aide d’une recherche de plus proche
voisins rapide (Elseberg et al., 2012) et en marquant les points à supprimer plutôt que
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(a) Nuage de points d’origine. (b) Filtrage aléatoire.
(c) Filtre de distance. (d) Comparaison.
Fig. 5.1: Comparaison du filtre de distance avec un filtre aléatoire. En haut à gauche
: nuage de points complet représentant deux étages avec la cage d’escalier à
gauche ; les points (488 918) sont colorés en fonction de leur élévation. En haut à
droite : nuage de points après filtrage aléatoire (36 014 points). En bas à gauche :
nuage de points après filtrage de distance (36 014 points). En bas à droite : super-
position des nuages de points ; en vert le filtre aléatoire et en magenta le filtre de
distance. (Adapté de (Colas, Mahesh et al., 2013).)
les supprimant directement pour ne pas avoir à reconstruire le kD tree. La complexité de
cette phase passe dont deO(N2) àO(N logN). Il ne s’agit pas ici de construire une repré-
sentation optimale en minimisant le nombre de points, mais plutôt d’avoir un compromis
raisonnable pour le temps de calcul du sparse voting.
La figure 5.1 montre une comparaison entre le filtre de distance et le sous-
échantillonage aléatoire. Comme prévu, ce dernier perd de nombreux points dans les
zones de faible densité alors que le filtre de distance garde une représentation plus équi-
librée.
Tensor voting dense et paresseux
Après la phase de sparse voting, on peut faire la phase de dense voting ; c’est-à-dire
calculer, en chaque endroit, les tenseurs d’après le vote de chaque point. La complexité
est donc en O(N × G) avec G le nombre de cellule dans la grille dense. Ce nombre de
cellule est cubique en fonction de l’inverse de la taille du côté de la cellule, ce qui peut être
prohibitif même pour des environnements d’intérieur : un quart de milliards de cellules
de 5 cm dans un bâtiment de 100× 20× 16m.
Cependant la plupart de ces cellules sont vides et, contrairement aux robots volants,
beaucoup plus ne sont pas pertinentes pour un robot au sol (plafonds, lampes, parties
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Tab. 5.1: Évaluation du dense voting paresseux (adapté de (Colas, Mahesh et al., 2013)).
nombre de cellules moyenne par cellule
Environnement total nécessaire nombre de requêtes temps de calcul
Escalier 5 509 350 131 586 1805 0,474ms
Bureau 1 140 700 38 070 1016 0,577ms
supérieures desmurs et des obstacles). Ainsi, nous proposons de n’effectuer le dense voting
qu’aux endroits où c’est nécessaire. Ce ne peut être déterminé que pendant la phase de
planification et d’expansion de l’espace atteignable. Plutôt que de tout calculer a priori,
nous effectuons le dense voting à la demande en utilisant un mécanisme de mémoïsation
à l’aide d’une table de hachage pour ne pas le faire plusieurs fois.
La table 5.1 compare le nombre de cellules dans des environnements avec celui né-
cessaire à la planification. Pour donner un élément de comparaison, la boite englobante
du robot est de l’ordre de 400 cellules. On remarque donc que le calcul à la demande ré-
duit le nombre de cellules calculées d’un ordre de grandeur. De plus, le nombre moyen




Les techniques de recherche de chemin dans un graphe de la famille de Dijkstra et
A* ont des problèmes de passage à l’échelle lors de l’augmentation de la dimension de
l’espace de planification à cause de l’augmentation exponentielle du nombre de voisins,
c’est-à-dire du facteur de branchement. L’espace des configurations statiques de notre
robot est de dimension 11, avec les 6 dimensions de la pose du corps central, les 4 angles
des flippers et l’angle entre les bogies.
Faire une recherche exhaustive dans cet espace serait trop couteux pour une planifi-
cation en ligne, mais on peut réduire la complexité à l’aide des observations suivantes
:
– l’assiette (tangage et roulis) et l’angle entre les bogies sont complètement détermi-
nés par la position du robot et le terrain autour de cette position ;
– l’orientation (cap) est déterminée par la séquence des positions puisque le robot
n’est pas holonome ;
– les angles desflippers peuvent être déterminés demanière à aider le robot à effectuer
la séquence de positions.
On s’aperçoit alors qu’il est possible de planifier un chemin dans l’espace à trois dimen-
sions de la position du robot et ensuite de recouvrer les dimensions restantes grâce à la
connaissance du terrain. Pour cela, il est nécessaire de s’assurer que le chemin est fai-
sable en termes d’assiette, d’orientation et d’angles des flippers en prenant en compte les
contraintes que ça induit dans la connectivité du graphe de planification. Cela se traduit
aussi par une fonction de cout entre des nœuds voisins qui exprime les différences de
difficulté liées à ces dimensions dépendantes.
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Pour l’algorithme spécifique de recherche de chemin, nous avons choisi D*-Lite (Koe-
nig et Likhachev, 2002). Il s’agit d’un algorithme de recherche de chemin de moindre
cout dans un graphe à l’aide d’une heuristique comme A* mais, à la différence de ce der-
nier, il peut être utilisé pour adapter le chemin dans le cas d’un changement dans les couts
ou dans la position du robot.
Connectivité
La planification de chemin en 2D se fait généralement sans référence explicite aux
obstacles mais en n’introduisant pas les régions occupées dans le graphe. Dans le même
esprit, nous recherchons les chemins faisables (pas seulement libres de collision) en re-
streignant les connexions aux cellules faisables. Ainsi, nous considérons une connectivité
générique de 26 voisins (les directions cardinales et les diagonales en 3D) et nous vérifions,
durant l’expansion d’une cellule, lesquels de ces 26 voisins sont faisables depuis cette cel-
lule.
Plusieurs critères entrent en jeu dans la définition d’un voisin acceptable :
– le robot n’est pas en collision ;
– il y a une surface pour supporter le robot ;
– la surface est orientée de manière à ce que le robot ne se renverse pas.
Le critère de non-collision est vérifié en regardant l’intersection entre le nuage de
points laser et la boite englobante du robot positionné à l’aide de la surface en cette cellule.
Le critère de support est assuré grâce à un seuil sur la saillance de la surface de support
telle que calculée par le dense voting. Enfin le critère d’orientation se base sur l’angle entre
la verticale et le vecteur normal à la surface, estimé lui aussi par le dense voting.
Fonctions de cout
D*-Lite fonctionne, comme Dijkstra et A*, avec une liste de nœuds en attente qui sont
considérés en fonction du cout total depuis la position de départ :
g(c) = min
n∈N
{g(n) + cost(n, c)},
avec g le cout depuis le départ,N la liste des voisins acceptables de la cellule c considérée
et cost(n, c) le cout de transition de la cellule n à la cellule c.
Pour cette dernière fonction de cout, nous définissons les éléments suivants :
– saillance : les voisins les plus saillants sont préférés ;
– stabilité : les voisins avec les pentes les moins fortes sont préférés ;
– distance : les voisins les plus proches sont préférés ;
– orientation : les voisins pour lesquels la direction du robot suit la plus grande pente
sont préférés.
Ces critères sont assez évidents à l’exception peut-être du dernier qui est motivé par la
conception du robot. En effet les flippers permettent de franchir un fossé en agrandissant
le polygone de sustentation, mais ils permettent aussi une plus grande stabilité dans l’axe
de déplacement du robot. Cela se traduit par la possibilité d’une inclinaison plus grande
en tangage qu’en roulis. En pratique notre robot peut grimper une pente de 45° mais
pas s’y déplacer en diagonale. C’est une caractéristique commune aux robots équipés de







Fig. 5.2: Configurations des flippers pour franchir des obstacles positifs ou négatifs (repris
de (Colas, Mahesh et al., 2013)).
Pour obtenir une pondération entre ces différents éléments, nous avons optimisé ces
paramètres sur des trajectoires de test en visant à réduire conjointement la longueur et la
courbure du chemin. Cela conduit à un poids assez grand sur la composante de distance
pendant que les autres composantes contribuent à un chemin plus lisse.
Configuration
Une fois le chemin obtenu sous la forme d’une suite de positions il est nécessaire de
déterminer les angles des flippers. Une technique serait de définir ces angles à l’aide de
la surface de support de manière à ce que chaque flipper ait le meilleur contact possible.
Cette idée vient du rôle stabilisateur des flippers. Mais ils ont aussi un rôle pour aider aux
transitions. Par exemple, lorsque le robot doit grimper sur un obstacle, les flippers avant
doivent rester fixes et non pas chercher à s’adapter à la surface en se repliant progres-
sivement. De la même manière, en s’engageant dans une pente descendante, les flippers
arrière peuvent faciliter le basculement en poussant plutôt qu’en restant sur la surface.
Nous avons donc regroupé les configurations des flippers en quatre postures suivant
quatre situations typiques (figure 5.2) :
– driving (conduite) : les flippers sont repliés pour réduire les frottements au sol et
libérer le champ de vision des capteurs pour de la navigation en terrain facile ;
– flat (plat) : les flippers sont étendus à plat pour augmenter la stabilité et la traction
dans les pentes ;
– approach (approche) : les flippers avant sont levés pour négocier un obstacle positif
pendant que les flippers arrière sont étendus pour prévenir un basculement ;
– tip-over (basculement) : les flippers sont dirigés vers le sol, à l’avant pour amortir
et à l’arrière pour aider au basculement lors d’obstacles négatifs.
Concrètement, une posture est associée à chaque position du chemin planifié. Cela est
effectué en deux passes : d’abord les postures permanentes, driving et flat, en fonction
de la pente ; ensuite les postures de transitions, approach et tip-over, en fonction du
signe du changement de pente.
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5.2.3 Exécution
L’exécution en boucle ouverte de commandes pré-calculées n’est pas faisable à cause
de l’impact croissant des incertitudes : le robot n’effectue jamais exactement les com-
mandes données et n’arrivera donc pas à l’endroit escompté. L’approche classique est
alors de suivre une trajectoire figée à l’issue de l’étape de planification, en calculant les
commandes à effectuer en fonction de la position actuelle du robot par rapport à la tra-
jectoire. On trouve alors un compromis entre suivre de près la trajectoire et avancer vers
le but lorsque l’on s’écarte de la référence.
Pour les robots au sol, la plupart des algorithmes de suivi se placent en terrain plat en
2D. Le suivi en 3D sur des surfaces quelconques nécessite un calcul plus compliqué de la
distance entre la position actuelle du robot et la trajectoire pour ensuite savoir comment
s’en rapprocher. Stumm et al. (2012) ont proposé une approche complexe avec des points
de contrôle autour desquels l’espace est supposé localement plat et où la trajectoire 3D
est projetée en 2D pour permettre la mise en œuvre d’algorithmes de suivi de trajectoire
2D.
À l’opposé, notre approche se base sur la capacité de l’algorithme D*-Lite de recherche
de chemin de faire de la replanification assez vite en ne recalculant que les nœuds néces-
saires. Cette capacité permet de réagir lorsque les couts entre les nœuds changent, c’est-
à-dire en cas de changement de l’environnement, mais aussi lorsque la position de départ
du robot change, c’est-à-dire au cours de son déplacement. Lorsque le robot suit princi-
palement le chemin planifié initialement, la replanification est instantanée puisque les
nœuds sont déjà explorés. En cas de déviation du chemin, l’algorithme doit alors étendre
quelques nœuds supplémentaires ce qui peut nécessiter des vérifications de collision et du
calcul de dense voting sur quelques cellules ce qui n’est pas prohibitif pour une exécution
en ligne.
Le chemin, généré à partir d’une grille 3D avec 26 voisins présente un crénelage re-
connaissable puisque les changements de direction ne peuvent pas être moins de π4 . Ces
changements de direction assez soudains ne sont pas idéaux pour les robots mobiles et
en particulier sur des terrains difficiles tels que des escaliers puisqu’ils peuvent entrai-
ner plus de glissement. D’un autre côté, il faut éviter de trop prendre de raccourcis de
peur d’entrainer des collisions. Nous calculons donc la commande qui permet d’aller le
plus loin dans le chemin planifié sans jamais s’éloigner de plus d’une distance donnée du
chemin.
La figure 5.3 présente le diagramme général de notre système. Les données des capteurs
(laser, odométrie et centrale inertielle) sont utilisées pour la localisation du robot basée
sur l’icp. Les scans laser sont aussi accumulés en une carte 3D sous la forme d’un nuage de
points. Cette carte est alors passée à notre algorithme en tant qu’entrée du sparce voting.
La planification peut ensuite, à mesure des besoins de l’expansion des nœuds du graphe
de recherche, effectuer des requêtes de dense voting. Une fois le chemin initial, on peut
commencer la boucle d’exécution qui effectue successivement une planification à partir
de la position actuelle, la décoration du chemin pour ajouter les postures des flippers et
l’exécution proprement dite. Cette boucle est effectuée à une fréquence fixe (5Hz) et se
termine lorsque le robot est assez proche du but.
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Fig. 5.3: Diagramme général du système (repris de (Colas, Mahesh et al., 2013)).
5.3 Expériences
Tous les tests commencent par une phase de cartographie pendant laquelle le robot est
télé-opéré de manière à découvrir son environnement. Ensuite le but est défini dans la
représentation 3D à l’aide d’unmarqueur interactif (Gossow et al., 2011). Le but est validé
par le planificateur et éventuellement légèrement déplacé de manière à ce qu’il soit bien
exempt de collision, sur une surface assez saillante et avec l’orientation correspondant
à la surface. Cela permet d’éviter de rechercher un chemin vers un but non atteignable,
et aussi de faciliter l’utilisation du système puisqu’il n’est pas toujours évident d’orienter
correctement un marqueur 3D sur une vue projetée.
5.3.1 Terrain plat
Le premier test s’apparente plus à un test de régression vis-à-vis de la planification 2D
et vise à valider notre système dans un environnement plat. Ces expériences permettent
aussi d’évaluer la performance générale du système. L’environnement est un bureau avec
des tables, des chaises et des poubelles. Le but et le point de départ sont positionnés
alternativement d’un coin à l’autre.
La figure 5.4 montre une vue de dessus de l’environnement. Le chemin calculé par la
planification est indiqué en vert présente bien l’aspect crénelé dû à la grille. L’exécution
de chemin produit des trajectoires, en rouge, plus lisses.
La table 5.2 présente les temps de calcul sur un processeur d’ordinateur portable (core
i7-2640M). À l’exception de la planification initiale du premier trajet effectué, les plani-
fications initiales des trajets suivants prennent de l’ordre de la seconde. Cela s’explique
parce que l’essentiel des calculs du dense voting ont été effectués pour le premier trajet
et sont ensuite réutilisés pour les trajets suivants. De plus, le temps moyen de replanifi-
cation est suffisamment en dessous des 200ms de la période de notre boucle de contrôle,
ce qui valide notre approche de replanification rapide à chaque étape de temps.
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Fig. 5.4: Vue de dessus des expériences en terrain plat. Le robot est représenté sur la
gauche et le marqueur indiquant le but est sur la droite. La ligne verte montre
le chemin calculé par la planification initiale. La ligne rouge montre le chemin
parcouru par le robot au cours de dix aller-retours. Les points du nuage de points
utilisés pour la planification sont colorés en fonction de l’altitude avec le sol en
orange, les tables en vert et le plafond en bleu. (Repris de (Colas, Mahesh et al.,
2013).)
Tab. 5.2: Temps de calcul et de trajet pendant les expériences en terrain plat (adapté de
(Colas, Mahesh et al., 2013)).
Trajet
1 2 3 4 5 6 7 8 9 10
Planification initiale (s) 29,63 0,34 0,57 0,28 0,46 0,37 1,04 0,94 0,36 1,34
Durée du trajet (s) 51,6 73,4 56,0 52,2 51,6 54,0 51,0 54,2 56,0 56,0
Replanification (total en s) 6,71 5,01 3,27 1,07 1,56 1,35 0,65 0,32 3,39 0,25
Replanif. (moyenne en ms) 26,0 13,9 11,7 4,1 6,1 5,0 2,6 1,2 12,1 0,9
Nombre d’étapes 258 367 280 261 258 270 255 271 280 280
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5.3.2 Escalier tournant
L’avantage de notre approche comparée à de la planification en 2D ou 2,5D est de
pouvoir traiter des environnements complexes en 3D de la même manière qu’un environ-
nement plat tel qu’un bureau. Par définition, les techniques 2D ne peuvent pas grimper
des escaliers puisque ceux-ci ne sont pas traités différemment des murs. Les techniques
2,5D ne sont, quant à elles, pas capables de gérer correctement des environnements multi-
niveaux tel qu’un bâtiment avec plusieurs étages oumême simplement une cage d’escalier.
Avec notre approche, la seule différence par rapport à un environnement 2D est l’utilisa-
tion active des flippers.
Nous avons testé notre algorithme dans plusieurs cages d’escalier. L’une d’entre elles
est un escalier légèrement tournant qui présente donc la difficulté que monter ou des-
cendre en ligne droite n’y est pas possible. Il faut donc tourner, ce qui implique une plus
grande chance de dérapage et donc de sortir de la trajectoire prévue initialement.
La figure 5.5 montre un exemple de planification et d’exécution de chemin dans cet
escalier. Sur cet exemple, le robot a mis 387 s pour monter et 260 s pour descendre. La
différence est réellement due au dérapage puisque dans les deux cas la vitesse linéaire de
consigne était fixée à 5 cm s−1. Les temps de planification initiales étaient respectivement
de 27,3 s et 20,5 s, avec des temps moyens de replanification de respectivement 11,0ms et
21,0ms. Ces nombres sont similaires à ceux présentés dans la table 5.2 ce qui indique que
le temps de calcul n’est pas directement corrélé à la complexité de l’environnement.
La figure 5.6 montre une superposition de photos du robot dans l’escalier à des phases
différentes du l’exécution, mettant en avant les différentes configurations des flippers né-
cessaires au franchissement d’un escalier.
5.4 Discussion et conclusion
Dans ce chapitre, nous avons proposé un système permettant à un robot au sol de se
déplacer dans des environnements 3D complexes et, comme exemple typique, de grimper
des escaliers. Ce système part de données sous forme de nuages de points et ne prétend
pas construire une reconstruction riche et complète de l’environnement mais simplement
évaluer la possibilité de franchissement à l’aide d’une inférence structurelle locale et pa-
resseuse. Nous avons évalué notre approche dans un environnement facile 2D et dans
une cage d’escalier difficile pour montrer que notre robot est capable de le monter et le
descendre.
Jusqu’à présent, notre approche n’a été testée et programmée que pour des environne-
ments statiques. Ainsi, la carte est acquise avant la planification initiale et n’est jamais
mise à jour. Le passage à un environnement dynamique présente deux difficultés diffé-
rentes : les obstacles dynamiques à éviter à court terme, et les changements significatifs
d’environnement tel que l’effondrement d’une partie d’un bâtiment ou, plus fréquem-
ment, la fermeture d’une porte ou le déplacement d’un meuble. Ces deux types de chan-
gement doivent être traités correctement par le logiciel de cartographie en amont. Si ce
dernier est capable d’indiquer l’ajout ou la suppression dans la carte d’un ensemble de
points alors le résultat du tensor voting peut être mis à jour pour les cellules touchées et
les modifications de leurs valeurs de coût qui en résultent peuvent être prises en compte
pour la planification. Le choix de D*-Lite comme algorithme de planification permet ainsi
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(a) Vue de côté
(b) Vue de dessus
Fig. 5.5: Exemple de franchissement d’un escalier. Le chemin initial est indiqué en vert. Le
chemin effectué est indiqué en rouge. Les points du nuage de points sont colorés
par leur altitude : en orange le niveau inférieur et en vert le niveau supérieur.
(Adapté de (Colas, Mahesh et al., 2013).)
Fig. 5.6: Différentes phases de franchissement d’un escalier. 1 : conduite à plat sur le palier
(driving) ; 2 : entrée sur l’escalier (approach) ; 3 : montée (flat) ; 4 : bascule-
ment (tip-over) ; 5 : conduite à plat sur le palier (driving). (Repris de (Colas,
Mahesh et al., 2013).)
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de ne refaire que les calculs nécessaires suite à ces changements plutôt que d’invalider
tout le plan et de devoir le recalculer.
Plus généralement, notre système est encore sensible à la qualité de la représentation.
Les vecteurs normaux aux surfaces, par exemple, jouent un rôle central à la fois pour
savoir si une cellule est traversable ou non, mais aussi pour choisir la configuration des
flippers. La saillance calculée par le tensor voting est aussi importante pour déterminer si la
surface est suffisamment plane. Cependant, la valeur de cette saillance dépend fortement
de la densité locale des points du nuage et il faut donc mettre en œuvre des paramètres
pour avoir une échelle raisonnable sur cette information.
Enfin, le choix de la replanification à chaque étape de l’exécution, plutôt qu’essayer de
suivre une trajectoire n’est pas sans compromis. Il permet d’éviter le problème géomé-
trique complexe de se situer par rapport à une trajectoire 3D sur une surface implicite
avec des obstacles et de calculer des commandes motrices pour se rapprocher de cette tra-
jectoire. Cependant, replanifier génère un nouveau chemin sans rapport nécessairement à
l’exécution passée. Plus précisément, il ne prend pas en compte le fait que le robot vienne
juste de franchir une arête dans l’escalier et doive rester encore dans la configuration de
transition pour les flippers. Pour résoudre ce problème, nous avons ajouté une mémoire
des éventuelles transitions en cours d’exécution.
En conclusion, en combinaison avec une estimation d’état et une cartographie embar-
quée, cette approche peut permettre à des robots au sol de naviguer dans des environne-
ments complexes en 3D.
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6.1 Introduction
6.1.1 Motivation
L’objectif premier de la robotique est de développer des artefacts à même de faciliter
la vie des humains. Il existe de nombreux robots actuellement en usage, pour la plupart
dans l’industrie (automobile, électronique et chimie en majorité) puis pour des usages
professionnels (défense, agriculture en majorité). Le marché de la robotique domestique,
bien qu’en forte expansion, est pour l’instant largement limité aux aspirateurs autonomes,
aux drones personnels ou autres gadgets (IFR, 2015).
Pourtant la robotique domestique pourrait jouer un rôle important, notamment dans le
cadre de l’assistance à la personne qui est l’un des axes prioritaires du plan France Robots
Initiatives (MRP, 2013) mais aussi dans les domaines d’application et les marchés mis en
avant pour le plan de financement de la recherche en robotique de l’union européenne
(SPARC, 2014). Que ce soit pour des personnes âgées en perte d’autonomie ou souffrant
de pathologies longues pouvant s’accommoder d’une médicalisation légère, il y aurait
de nombreux avantages, tant économiques qu’humains, de permettre à ces personnes
de rester à leur domicile. Pour cela, il est nécessaire de garantir un suivi adapté à leur
condition, mais aussi d’étendre leur autonomie par l’entremise d’une adaptation de leur
environnement et du déploiement de robots idoines (Camarinha-Matos et Vieira, 1999 ;
Broekens, Heerink et Rosendal, 2009 ; Okamura, Mataric et Christensen, 2010).
Or, si la robotique est présente dans les chaines de production, c’est qu’il y a été possible
de concevoir des environnements dédiés aux robots en cantonnant les opérateurs quali-
fiés à des zones limitées et sécurisées. La simplification de l’environnement (éclairage
constant, absence d’imprévu…) a été la clé de l’émergence de la robotique industrielle. À
l’opposé, la recherche en robotique domestique a souvent eu pour objectif de s’adapter
à l’habitat tel quel. Cela implique une grande diversité de problématiques comme la per-
ception d’une scène complexe avec une large gamme de conditions (distance, point de
vue, éclairage…), la navigation en environnement encombré, inconnu et dynamique et la
manipulation fine et compliant.
Pour ces raisons, je pense qu’il est utile d’envisager le problème sous l’angle de la
robotique située, c’est-à-dire des interactions entre les robots, l’environnement et les uti-
lisateurs. La question n’est plus de réussir à obtenir des robots qu’ils réalisent seuls une
tâche prédéfinie, mais plutôt d’intégrer les robots dans un environnement adapté pour
leur permettre d’aider l’utilisateur à une variété de tâches. De la même manière, il est
important de rendre l’utilisateur acteur dans le processus d’adaptation du système à ses
propres besoins.
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6.1.2 Objectifs
Mon but est de faciliter l’accès et l’utilisation de robots au quotidien pour tous types
d’utilisateurs. Pour cela, il faut en premier lieu que les robots puissent fonctionner cor-
rectement, en continu et sur une longue durée dans les environnements dans lesquels on
souhaite les placer. Ainsi, la robotique située me semble être le compromis adéquat entre
la recherche d’une autonomie complète dans n’importe quel environnement et la concep-
tion complète de l’environnement autour d’une tâche robotique restreinte. Ma vision est
qu’il est plus avantageux pour la robotique de service de déployer quelques capteurs dans
l’environnement que d’essayer d’augmenter la complexité et l’autonomie des seuls robots.
En second lieu, il faut que les robots puissent s’adapter à ce que l’on souhaite leur
voir faire. Les robots peuvent potentiellement résoudre différentes tâches mais, à l’heure
actuelle, la tendance reste à les cantonner à un usage prédéfini qui aura été spécifié et
programmé a priori. Pour étendre la gamme d’utilisation de ces systèmes, une solution est
alors de permettre la programmation de nouvelles tâches directement par les utilisateurs.
Ainsi les robots seront non seulement plus utiles puisque plus adaptés à l’usage souhaité,
mais aussi mieux compris et acceptés par leurs utilisateurs.
Mon projet de recherche s’articule donc essentiellement autour des deux questions
scientifiques suivantes.
– Comment tirer parti de la combinaison d’une infrastructure de capteurs et de robots
mobiles ?
– Comment permettre à un utilisateur non-expert d’enseigner une tâche robotique ?
Je me propose de répondre à ces questions principalement dans le cadre applicatif de
l’habitat intelligent composé d’un réseau de capteurs et d’un ou plusieurs robots mobiles
au domicile d’habitants non-experts. Cependant ni ces questions ni mes contributions ne
seront réduites à cette application particulière et pourront par exemple s’appliquer au
suivi environnemental ou à l’inspection robotique.
Mon projet de recherche vise donc les objectifs suivants :
1. augmenter les capacités de robots mobiles à l’aide d’un réseau de capteurs distribués
dans l’environnement ;
2. augmenter les capacités d’un réseau de capteurs à l’aide de robots mobiles ;
3. faciliter l’apprentissage par les robots de comportements complexes.
Grâce à la complémentarité des capteurs, il sera possible d’améliorer l’analyse de la si-
tuation courante et de l’état de l’environnement. L’apprentissage de comportements per-
mettra quant à lui d’agir de manière plus adaptée aux besoins des utilisateurs. Ainsi, ces
objectifs sont, pour moi, les premières étapes à l’amélioration générale de l’intelligence
des systèmes robotiques à la fois dans la perception et dans l’action.
6.1.3 Approche
Mon approche s’intéresse à la fois au robot lui-même et à son environnement par le
biais de l’exploitation de réseaux de capteurs. Dans les deux cas, un problème fondamental
est celui du modèle de l’environnement : quelle que soit sa qualité, il ne pourra être com-
plet. Une manière de gérer cette incomplétude est de la transformer en incertitude qui
peut alors être représentée par des distributions de probabilités (Lebeltel et al., 2004).
C’est la base de l’approche bayésienne illustrée par les chapitres précédents et dont l’ap-
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plication à la robotique s’est établie il y a plus d’une dizaine d’années (Bessière, Laugier
et Siegwart, 2008 ; Colas, Diard et Bessière, 2010).
Avec ce cadre théorique général, je compte orienter ma recherche concrètement en sui-
vant deux axes. Le premier axe se rapporte à la première question scientifique et s’attache
aux interactions entre un robot mobile et un réseau de capteurs. On y trouvera le prin-
cipal des contributions aux objectifs 1 et 2. Le deuxième axe se rapporte à la deuxième
question scientifique et s’attache à l’apprentissage automatique. On y trouvera l’essentiel
des contributions à l’objectif 3.
6.2 Robotique située
La robotique située repose sur l’idée d’une interaction entre un environnement dit intel-
ligent, c’est-à-dire en particulier incluant des capteurs et des unités de traitement, un ou
plusieurs robots, là encore avec des capteurs, des unités de traitement et des actionneurs,
et un ou plusieurs utilisateurs humains. Dans ce contexte, mon travail se structure selon
le cycle de vie d’un tel système, depuis l’installation jusqu’à la maintenance en passant
par l’utilisation.
6.2.1 Estimation
Un premier aspect de l’exploitation de capteurs divers est la fusion des données de ca-
ractéristiques différentes pour l’estimation d’un état cohérent du système. Ainsi un sol
équipé de capteurs de pression comme celui de l’appartement intelligent, permet théo-
riquement de renseigner sur la position de robots ou autres objets mobiles. De même,
des microphones distribués dans l’environnement donnent, sur des sources sonores, des
informations telles que la position mais aussi le type de source et son activité. Enfin, un
réseau de caméras permet d’obtenir des informations riches sur la scène visuelle : couleur,
position, taille apparente, etc.
Ces différents capteurs se basent sur des processus physiques différents et mesurent des
quantités de nature différente, à des fréquences d’échantillonnage différentes et dans des
conditions différentes. Ainsi, les caméras mesurent les couleurs projetées sur une grille
régulière de pixels à une fréquence de l’ordre de 30Hz. Le sol instrumenté de l’apparte-
ment intelligent donne environ 400 mesures unidimensionnelles de force couvrant une
surface d’environ 36m2 à une fréquence de 20Hz. Enfin des systèmes de microphones
peuvent typiquement indiquer la direction de la source sonore à une dizaine de Hertz.
Pour prendre en compte ces différents capteurs, il existe deux approches principales.
La première consiste en des filtres de fusion forte qui définissent un état unique et des
modèles d’observation prenant en compte conjointement l’ensemble des capteurs. Cette
approche a une complexité assez importante (cubique) en fonction de la taille de l’espace
d’état et de l’espace d’observation et a des difficultés à passer à l’échelle pour des obser-
vations complexes ou nombreuses. Ainsi elle est très souvent utilisée avec des étapes de
prétraitement visant à réduire l’espace d’observation. Il s’agit, par exemple, le passage
d’une image couleur, en grande dimension, à une liste de positions de cibles extraites de
l’image.
La deuxième approche, la fusion faible, considère des filtres indépendants travaillant
chacun sur un capteur couplé à un sous-espace de l’espace d’état. La complexité de chaque
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filtre reste limitée et il suffit ensuite de fusionner les estimations sur les états. Le problème
principal de cette approche est qu’elle ignore les dépendances entre les informations des
différents capteurs et, par conséquent, mésestime l’incertitude globale sur l’état. D’autre
part, les travaux de fusion faible travaillent tous avec une représentation homogène de
l’état, typiquement des distributions gaussiennes ou discrétisées. Or, les caractéristiques
des modalités différentes amènent souvent à des choix de représentation distincts et in-
compatibles. C’est le cas par exemple des travaux sur la localisation et la cartographie
qui, actuellement, reposent en majorité sur des filtres à particules (Grisetti, Stachniss
et Burgard, 2007) alors que la localisation de sources sonores utilise des mixtures de
gaussiennes (Nguyen et al., 2016) et que la localisation de robot à l’aide d’un sol intelli-
gent peut se satisfaire d’un filtre de Kalman (Rio et al., 2016). Je souhaite donc travailler
sur des structures de filtres hiérarchiques et modulaires qui permettent de combiner des
espaces d’état et des représentations différentes en une estimation d’état persistante.
Enfin, un dernier défi sur cette partie serait l’intégration entre les techniques basées sur
des modèles telles qu’exposées et mises en œuvre jusqu’à présent et des techniques sans
modèles et basées sur l’apprentissage. Ce défi peut être scindé en deux parties distinctes.
La première, que j’appelle en série, vise à essayer d’apprendre l’écart entre le modèle uti-
lisé et les données réelles. Ainsi le modèle de bruit gaussien centré, à la base des calculs
des filtres de Kalman et de ses dérivés, est soit une approximation d’un modèle de bruit
plus complexe mais pour lequel on ne saurait pas faire les calculs, soit une hypothèse
non vérifiée a priori et qui n’est validée à l’usage que par l’utilité du résultat. Mon ap-
proche ici est d’apprendre la régression entre l’innovation (écart entre l’observation et sa
prédiction par le modèle) et l’état précédent en fonction de la commande. Une fois cette
régression apprise, par exemple à l’aide de processus gaussiens, on devrait alors pouvoir
la rétropropager à travers le modèle d’observation de manière à obtenir une meilleure
estimation.
La seconde partie de ce défi consiste plutôt en l’augmentation de l’espace d’état par de
nouvelles dimensions apprises demanière à réduire l’erreur de prédiction de l’observation.
L’outil à mettre en œuvre serait plutôt des modèles d’apprentissage profonds tels que des
réseaux récurrents au sein desquels serait intégré le modèle via ses prédictions comme
une nouvelle entrée du réseau. Cet effort serait dans la lignée des travaux que nous avons
débutés avec Emmanuel Vincent autour du stage de Mohammad Rami Koujan.
6.2.2 Étalonnage
Une autre problématique rencontrée par tout ensemble de capteurs est celui de l’éta-
lonnage, en particulier par des utilisateurs non-experts. Concrètement, pour des caméras
par exemple, il est nécessaire d’estimer les paramètres intrinsèques (distance focale, po-
sition du centre optique…) et extrinsèques (position et orientation relatives à un repère
extérieur). Il existe de nombreuses méthodes d’étalonnage, mais qui reposent principale-
ment sur la présentation d’un modèle connu (tel un échiquier) à la caméra (Abraham et
Förstner, 2005 ; Remondino et Fraser, 2006).
La première interaction entre un robot et son environnement que je propose est donc
l’aide, par un robot mobile, à l’étalonnage d’un réseau de caméras. Cette application per-
met demettre en avant plusieurs problématiques scientifiques distinctes. Dans un premier
temps, on peut imaginer un utilisateur plaçant itérativement un robot équipé d’un échi-
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quier dans le champ de vision de chaque caméra à son tour. Le premier problème est alors
de planifier les mouvements du robot de manière à couvrir l’ensemble du champ de vision
de la caméra. En l’absence de carte de l’environnement et pour des caméras grand angle
utilisées dans ce genre d’application, une simple planification locale ne fonctionne plus. Il
faut à la fois mettre en œuvre une cartographie et localisation du robot mobile et prendre
en compte la position dans l’image, mais aussi la distance à la caméra. Une estimation
en ligne des paramètres de la caméra est alors nécessaire pour commencer à projeter les
contours de l’exploration de l’environnement par le robot, en prenant en compte à la fois
la position dans l’image et la distance à la caméra.
Il est facile d’imaginer répéter cette procédure pour chaque caméra de l’environnement
et d’en estimer les positions respectives vis-à-vis de la carte construite en parallèle par
le robot mobile. Une deuxième approche serait d’utiliser l’intersection entre les champs
de vision des caméras durant l’étalonnage. En introduisant les contraintes épipolaires
dérivées de l’observation conjointe d’un même objet par plusieurs caméras, il est possible,
par exemple par la méthode de l’ajustement de faisceaux, d’obtenir une estimation du
maximum de vraisemblance des positions relatives des caméras. Là encore, se pose le
problème de la planification de mouvements du robot de manière à pouvoir insérer les
contraintes les plus variées possible pour réduire l’incertitude de l’estimation. De plus,
il n’est pas immédiat d’intégrer cette estimation des poses des caméras avec celle de la
première méthode.
Enfin, à mesure de la réduction de l’incertitude sur les paramètres d’étalonnage, il est
possible de mieux estimer la pose du robot mobile. Cependant, des approches naïves du
problème, consistant soit à coupler fortement les paramètres des caméras, la pose du
robot et la carte de l’environnement, soit au contraire à découpler étalonnage et cartogra-
phie amèneraient respectivement à une explosion de la complexité, ou à l’impossibilité
de mettre en relation le résultat d’une approche de relaxation globale avec celui d’un
processus incrémental. À l’image de la Rao-Blackwellisation qui a permis le développe-
ment de solutions efficaces dans le domaine de la cartographie et localisation simultanée
(Montemerlo et al., 2002), il faut donc réussir à intégrer le minimum d’information sur
les caméras permettant d’estimer l’état conjoint du système. Ces exemples, basés sur un
réseau de caméras, illustrent concrètement comment je compte avancer l’état de l’art de
la robotique située, en m’appuyant notamment sur la complémentarité entre un robot
mobile et des capteurs fixes couvrant un espace donné.
6.2.3 Planification et observation
Un des objectifs à l’ajout de capteurs dans un environnement est d’y faciliter l’intégra-
tion de robots. Dans un environnement encombré, il arrive souvent que l’on ne puisse
obtenir des observations fiables qu’à courte portée. Dans un environnement statique, la
carte construite lors de l’exploration de l’environnement est suffisante pour la planifica-
tion des actions du robot (Latombe, 1991 ; LaValle, 2006) mais ce n’est plus le cas en
environnement dynamique où il peut se trouver un nouvel obstacle forçant une replani-
fication tardive, comme une porte nouvellement fermée.
Des capteurs dans l’environnement peuvent alors pallier ce problème en fournissant
des observations plus globales depuis des points de vue multiples et ainsi renseigner la
planification le plus tôt possible. Le problème devient alors d’intégrer des informations
89
6 Projet de recherche
potentiellement de nature différente (image pour un réseau de caméras et capteur de
distance pour le robot, par exemple) à la carte de l’environnement. On peut envisager
d’essayer de projeter les observations des capteurs directement dans la carte avec le risque
de la modifier de manière erronée. Je propose plutôt d’essayer d’apprendre des modèles,
pour chaque endroit et chaque caméra, de l’environnement lorsqu’il est observé comme
libre par le robot. Ensuite il devient possible de calculer la probabilité que chaque endroit
soit encore libre, à partir des observations courantes des caméras. La planification globale
du robot peut donc être facilitée par l’environnement.
D’un autre côté, les capteurs installés dans l’environnement peuvent également avoir
un intérêt en eux-mêmes. C’est déjà le cas des caméras de surveillance mais aussi de ré-
seaux de capteurs pour l’évaluation environnementale. Dans ces deux cas, il est possible
de bénéficier de la complémentarité entre un réseau de capteurs fixes donnant une infor-
mation à une échelle grossière et des plateformes mobiles permettant une investigation
adaptative. En outre, un robot peut aider à combler les angles morts des champs de vision
des caméras, qu’ils soient permanents en raison du placement initial, ou temporaires dans
le cas d’une mise hors service ou d’une occlusion.
Le problème est alors de décider des points de vue où placer le robot mobile. On peut
envisager de spécifier directement les patrouilles à suivre, mais il est plus intéressant d’es-
timer l’incertitude sur l’état global de l’environnement et de planifier les mouvements du
robot de manière à réduire au mieux cette incertitude. De cette manière, on peut obtenir
un comportement adaptatif du robot avec un minimum de spécification.
Cette application peut aussi trouver son intérêt avec des modalités différentes de cap-
teurs, par exemple des microphones à la place de caméras fixes dans des lieux où de telles
caméras seraient mal acceptées. Enfin, pour réduire les coûts de l’infrastructure, il est
possible de baisser la qualité des capteurs de l’environnement et d’utiliser la plateforme
mobile en complément. Ainsi, l’objectif est de pouvoir tirer parti de tous les types de
complémentarité entre les capteurs fixes de l’environnement et ceux des robots mobiles :
champ de vision, modalité, précision…
6.2.4 Maintenance
Enfin, le déploiement d’un système robotique situé pour des utilisateurs non experts
pose de nombreuses contraintes pour son usage à long terme. Ainsi, contrairement à la
pratique courante d’une simple démonstration ou d’un usage ponctuel, l’utilisation conti-
nue sur une longue durée pose la question de l’évolution des paramètres de configuration
du système (étalonnage et carte en particulier). En effet, la majeure partie de la recherche
en robotique résout des problèmes sur des échelles de temps assez courtes, au mieux de
quelques heures. Estimer des paramètres ou même une carte en le moins de temps pos-
sible a un intérêt certain puisque cela implique une plus grande rapidité de déploiement
dans de nouveaux environnements.
Cependant, dans le cadre de la robotique située et d’un environnement intelligent, il
n’est pas nécessaire de refaire l’étalonnage ou la cartographie à chaque démarrage du
système puisque l’environnement est largement inchangé depuis la dernière session. À
l’opposé, il est important de ne pas totalement figer les paramètres du système ou la carte
puisqu’il est toujours possible qu’ils changent. Ainsi, un meuble ou même un capteur
peut avoir été déplacé, que ce soit volontairement ou non ; ou encore, certaines propriétés
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peuvent changer à cause de l’usure : c’est le cas par exemple du diamètre des roues d’un
robot.
Face à ce problème il y a plusieurs approches. On peut, en premier lieu, demander à
l’utilisateur à l’origine d’un changement de configuration de relancer une procédure d’éta-
lonnage. C’est ce qui est fait le plus souvent, par exemple pour les salles demotion capture,
mais cela requiert l’intervention de l’utilisateur. Une deuxième approche consiste en ne
pas cesser d’estimer tous les paramètres. Ainsi, en utilisant un algorithme d’estimation
en ligne tel un filtre de Kalman pour l’étalonnage, il est possible de simplement ne pas
arrêter l’estimation de paramètres ou même la cartographie.
En pratique cependant, cette approche peut s’avérer coûteuse en temps de calcul et
en mémoire mais aussi se heurter à des observations aberrantes susceptibles de dégrader
sévèrement la précision et la performance du système, du moins de manière temporaire.
Il y a donc besoin d’une approche différente, soit en modifiant l’estimation pour être à
la fois robuste et légère, soit en développant des algorithmes de détection d’erreur et de
changement d’étalonnage pour déclencher un processus de correction.
En résumé de cette première partie sur la robotique, je souhaite développer et mettre en
œuvre de nouveaux algorithmes qui permettent d’améliorer le déploiement, l’utilisation
et la maintenance de systèmes de robotique située, comprenant à la fois une infrastructure
de capteurs et des robots mobiles. Le point clé de ces innovations est la prise en compte
des complémentarités entre les capteurs fixes et les plateformes mobiles afin d’augmenter
leurs capacités respectives (objectifs 1 et 2).
6.3 Apprentissage automatique
Mon deuxième axe de recherche est plus fondamental que le premier dans le sens où
il s’intéresse à des bases plus théoriques et des applications plus larges. En effet l’appren-
tissage automatique, dont le but est d’améliorer les performances d’un algorithme en
prenant appui sur des données d’expérience, est utilisé pour de nombreuses applications
comme la reconnaissance automatique de caractères, les moteurs de recherche ou la dé-
tection de courriers indésirables. Mon but dans ce domaine est d’utiliser l’apprentissage
automatique pour rapprocher la robotique des utilisateurs non-experts.
6.3.1 Apprentissage par démonstration de comportements
Il existe plusieurs formes d’apprentissage automatique : non supervisé, supervisé, par
renforcement, etc. Je me propose de travailler en premier lieu sur l’apprentissage par dé-
monstration (Atkeson et Schaal, 1997 ; Argall et al., 2009). L’idée est de montrer à un
système ce qu’il doit faire et ensuite de lui demander de le répéter. Par exemple pour un
bras robotique, on peut le conduire à un endroit précis pendant que le système enregistre
toutes les données pertinentes, comme les valeurs des encodeurs ou les valeurs d’action-
nement. Si l’on ne fait que rejouer la séquence des commandes motrices, le système ne
va pas pouvoir aller au même endroit s’il ne repart pas exactement du même état initial.
Même dans ce cas, les incertitudes dans la chaine d’actionnement ont de bonnes chances
de ne pas l’amener au point voulu avec la précision souhaitée. Enfin, si une perturbation
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intervient ou s’il faut éviter un obstacle, il n’est plus possible de corriger le mouvement.
C’est pour cela qu’il faut développer des algorithmes à même de généraliser à partir de
plusieurs démonstrations. De tels algorithmes existent déjà pour apprendre un mouve-
ment particulier tel que celui d’un bras robotique dans un espace libre. L’idée générale
est souvent de construire un modèle synthétique du mouvement à partir des données
considérées comme bruitées. C’est un processus complexe qui dépend de la tâche, du sys-
tème et qui exige souvent de régler de nombreux paramètres même pour apprendre un
mouvement continu.
Cependant, de nombreuses applications robotiques nécessitent des séquences de mou-
vements à réaliser et coordonner à partir de données capteurs hétérogènes. C’est le cas
par exemple d’applications de navigation s’appuyant à la fois sur des données de distance
pour éviter les obstacles et sur des données de caméra afin de choisir la destination. Pour
cela, je propose un algorithme bayésien de suivi d’exécution parmi un ensemble de trajec-
toires enregistrées (Magnenat, Pradalier et Colas, 2012). Cet algorithme ne construit
pas de modèle de la tâche et se base directement sur les données d’apprentissage. L’objec-
tif est de nécessiter le moins de paramètres possibles pour pouvoir s’adapter rapidement à
une grande variété de tâches et de capteurs. Je me propose de faire un travail de caractéri-
sation de l’algorithme proposé en vue d’évaluer ses capacités de généralisation, le nombre
de trajectoires nécessaires à l’apprentissage, la précision des trajectoires reproduites, la
robustesse vis-à-vis de trajectoires liées à d’autres tâches, etc.
Notre algorithme requiert actuellement de stocker et de parcourir toutes les données
des capteurs et des actionneurs de toutes les trajectoires d’apprentissage. Pour des sys-
tèmes et des tâches complexes, cette quantité de données peut devenir difficile à gérer. Je
prévois donc de proposer une méthode de réduction de la quantité de données en iden-
tifiant celles qui n’apportent pas d’information supplémentaire par rapport à celles déjà
existantes. Cette identification peut s’appuyer sur le même algorithme de suivi dans l’es-
pace des trajectoires grâce à l’observation des coactivations.
Ces avancées dans l’apprentissage par démonstration permettront de faciliter la pro-
grammation des robots par des utilisateurs non-spécialistes. En outre, l’implication de
l’utilisateur dans le processus d’apprentissage devrait améliorer la compréhension des
limites du robot d’une part, et aussi leur acceptation dans la sphère privée.
6.3.2 Interactions avec les utilisateurs
En plus d’impliquer l’utilisateur dans le processus d’apprentissage du robot, la robo-
tique située peut, en parallèle, apprendre certaines habitudes de l’utilisateur dans le but
de l’aider dans sa vie quotidienne. Il est ainsi déjà possible de se procurer des thermo-
stats qui apprennent les consignes de température des différentes pièces d’une maison
au cours du temps. Cela induit par exemple des économies d’énergie en ne faisant pas
fonctionner le chauffage ou l’air conditionné durant la journée si personne n’est là, tout
en permettant un niveau de confort suffisant en remettant les pièces à température pour
l’heure d’arrivée habituelle des habitants.
De la même façon, on peut aussi développer des algorithmes de planification, de mou-
vements ou de tâches prenant en compte l’habitude des utilisateurs. En effet si, à un
moment particulier de la journée, les personnes ont tendance à se déplacer d’une pièce à
l’autre, il peut être intéressant pour le robot de choisir un chemin ayant moins de chances
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d’être emprunté de manière à limiter la probabilité d’être bloqué mais surtout de gêner
les habitants. De même, il est préférable de planifier une tâche telle que le ménage d’une
pièce lorsqu’elle est le moins susceptible d’être utilisée.
De manière à apprendre ces modèles, il est nécessaire de recourir non seulement aux
capteurs du robot, mais aussi au réseau de capteurs de l’environnement intelligent.Malgré
les avancées importantes en vision par ordinateur, il n’est pas encore possible d’obtenir
une détection parfaite des humains surtout si l’on prend en compte la variété d’activités
et de positions à laquelle ils peuvent se livrer. Ainsi il faut là encore que les modèles d’ap-
prentissage mis en œuvre soient robustes aux fausses alertes et aux échecs de détection.
Une autre piste est d’améliorer les performances en fusionnant différentes modalités
sensorielles du réseau de capteurs et en prenant en compte à la fois la dimension tempo-
relle et la dimension spatiale de la détection. Les détecteurs visuels sont souvent composés
de cascades de détecteurs plus simples mais moins sélectifs. C’est le choix judicieux du
sous-ensemble de détecteurs, réalisé à partir des données d’apprentissage souvent libel-
lées manuellement, qui permet d’obtenir de bonnes performances. L’ajout de données
issues de modalités différentes, telles que des capteurs de pression au sol, devrait per-
mettre, de par leur complémentarité, à la fois d’augmenter la performance et de réduire
la complexité. Enfin, un robot mobile peut aussi être utilisé pour obtenir un point de vue
différent de manière à lever des ambiguïtés.
À plus long terme, ces modèles de présence et d’utilisation de l’habitat pourront être
utilisés pour détecter des situations anormales, comme une intrusion ou la chute d’une
personne âgée. Dans une application de suivi de personnes médicalisées à domicile, le
même type de modèles peut être mis en œuvre à partir de mesures biologiques pour, là
encore, lancer une alerte en cas de détection d’anomalie.
6.4 Conclusion
En conclusion, mon projet de recherche s’intéresse conjointement à la robotique située
et à l’apprentissage automatique dans le cadre de la robotique de service, en particulier
pour l’assistance à la personne. Je me propose de replacer les robots au sein d’un triptyque
incluant en outre un environnement équipé de capteurs ainsi que les utilisateurs. En ti-
rant parti des complémentarités au sein de cet ensemble, je compte atteindre à la fois une
plus grande autonomie et une plus grande utilité. Pour cela, l’apprentissage de compor-
tements et, plus généralement, de modèles est une pierre angulaire dans le déploiement
et l’adaptabilité d’un tel système.
Au-delà de ces contributions, mon objectif est d’améliorer l’intelligence de systèmes ro-
botiques, c’est-à-dire leur capacité à mobiliser leur expérience pour percevoir la situation
courante et agir de manière appropriée. Je pense cela possible en développant notamment
des mécanismes d’abstractions issus de l’apprentissage par démonstration.
Enfin, mon expérience m’a montré la nécessité, à terme, de mettre en rapport des spé-
cialistes des interfaces homme-machine, des praticiens en contact avec le public ciblé et
des industriels à même de produire ces systèmes. C’est par une expérimentation mettant
en jeu des utilisateurs finaux que l’on pourra contribuer précisément à des solutions qui
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– 2002–2006 : thèse de doctorat en informatique de l’Institut National Polytechnique
de Grenoble (INPG) soutenue de le 27 janvier 2006 :
– Perception des objets en mouvement. Composition bayésienne du flux optique et
du mouvement de l’observateur,
– sous la direction de Pierre Bessière et Jacques Droulez ;
– 2001–2002 : Diplôme d’Études Approfondies de l’INPG, spécialité « Informatique,
Systèmes et Communication » :
– Modélisation bayésienne des cellules de direction de la tête,
– sous la direction de Pierre Bessière ;
– 1999–2002 : Ingénieur de l’École Nationale Supérieure d’Informatique et de Mathé-
matiques Appliquées de Grenoble (ENSIMAG), spécialité « Logiciels et langages
».
2 Expérience professionnelle
– Depuis 10.2014 : Chargé de recherche de première classe chez Inria dans l’équipe
Larsen du centre Inria Nancy – Grand Est commune avec le Loria (UMR 7503) ;
– 2009–09.2014 : Chercheur à l’Autonomous Systems Lab du Pr. Roland Siegwart à
l’École Polytechnique Fédérale de Zurich (ETHZ) ;
– 2007–2009 : Séjour post-doctoral au Laboratoire de Physiologie de la Percep-
tion et de l’Action du Pr. Berthoz au Collège de France :
– modèles bayésiens de cartes rétinotopiques pour la sélection de mouvements
oculaires,
– en collaboration avec Dr. Benoît Girard ;
– 2006 : Séjour post-doctoral dans l’équipe E-Motion, Inria Grenoble – Rhône-Alpes
:
– détection et suivi de véhicule pour la conduite autonome,
– transfert technologique,
– sous la direction de Dr. Christian Laugier.
3 Enseignement et encadrement
3.1 Cours
Niveau Master




– cours de « Robotique Autonome » 12 heures de cours magistral depuis 2016 ;
– Mines de Nancy :
– Introduction à ROS : cours et TP ;
– Master à l’ETH Zurich :
– Participation aux travaux pratiques du cours Autonomous Mobile Robots en
2010 et 2011 ;




– François Pomerleau, en co-direction avec Pr. Roland Siegwart (ETH Zurich) :
– Applied Registration for Robotics – Methodology and Tools for ICP-like Algo-
rithms,
– soutenue le 3 mai 2013 ;
– Ming Liu, en co-direction avec Pr. Roland Siegwart (ETH Zurich) :
– Topological Scene Recognition and Visual Navigation for Mobile Robots using
Omnidirectional Cameras,
– soutenue le 21 juin 2013 ;
– Van Quan Nguyen en co-direction avec Emmanuel Vincent (Inria – Loria) :
– Mapping of a sound environment with a mobile robot,
– commencée en novembre 2014.
Projets de master
Titre Étudiant Dates Université
If plants could walk : robust control Janine Stocker 2010–
2011
ETH Zurich
3D dataset construction with ground
truth
Benoît Lescot 2011 ETH Zurich
Trajectory control of an adaptive robot Srivatsa Mahesh 2012 ETH Zurich
Safe navigation for Search and Rescue
robots
Lorenz Oswald 2013 ETH Zurich
Localisation pour la robotique mobile Corentin Fagot 2015 Université
de Lorraine
Stages de première année de master
Titre Étudiant Dates Université
Generation of a set of feasible vehicle
motion primitives
Florian Volken 2009 ETH Zurich
Incremental topological segmentation
for robot mapping
Luc Oth 2011 ETH Zurich
Kinematic model of tracked or 4/6-
parallel-wheeled vehicles
Rocco Bottani 2011 ETH Zurich
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Robust localization for Search and Re-
scue robots
Lorenz Oswald 2012 ETH Zurich
Multi-target tracking on pressure tiles Alexis Grall 2016 Enseirb-
Matmeca





Titre Étudiant(s) Dates Université
Obstacle management for a ballbot Michael Neunert 2010 ETH Zurich
Arrester between a ball and a body Lukas Limacher 2010 ETH Zurich
Signal processing for a ballbot Jonathan Hüssy 2010 ETH Zurich
Control of a ballbot Péter Fankhauser et
Corsin Gwerder
2010 ETH Zurich
Mechatronical realization of a design
concept for a ballbot
Jérôme Käser 2010 ETH Zurich
Evaluation and implementation of a




Time-optimal trajectories for a ballbot Simon Dössegger 2010 ETH Zurich
If plants could walk : Intelligence Michael Marti et
Bryan Anastasiades
2010 ETH Zurich
Studies on Mechatronics : Review on Ite-
rative Closest Point





Snake Joystick Dominique Hunziker 2011 ETH Zurich
4 Intégration à la communauté de recherche
4.1 Activités de review et d’organisation
– Reviewer chaque année des conférences IROS et ICRA ;
– reviewer occasionnel des conférences FSR, RSS et SAB ;
– reviewer pour les journaux Autonomous Robot, Journal of Field Robotics, IEEE Robo-
tics and Automation Magazine ;
– 2010 : membre du Programme Committee de SAB2010 :The 11th International Confe-
rence on the Simulation of Adaptive Behavior 2010 ;
– 2013 : co-organisateur du Rescue Robotics Camp (école d’automne) durant SSRR
2013 : 11th IEEE International Symposium on Safety, Security, and Rescue Robotics ;
– 2014 : membre du Programme Committee de SAB2014 :The 13th International Confe-
rence on the Simulation of Adaptive Behavior 2014 ;
– 2016 : membre du Technical Programme Committee de SCiFI2016 : EAI International
Conference on Smart Cities and the Future Internet 2016.
4.2 Responsabilités collectives
– Responsable permanent de l’équipe Larsen ;
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– membre de la commission développement technologique (CDT) ;
– membre de la commission des utilisateurs des moyens informatiques (CUMI) ;
– 2016 : membre du comité de sélection pour le poste de maitre de conférence à l’ESS-
TIN ;
– 2016 : membre du jury pour la soutenance à mi-parcours de Jean-Nicola Russo :
« évaluation des risques routiers à l’aide de réseaux bayésiens » à l’Université de
Haute Alsace.
4.3 Autres
– 2012 : intervenant pour le GDR robotique le 11 juillet 2012 : « Retour d’expérience
sur ROS » ;
– 2013 : enseignant pour le GDR robotique le 10 juillet 2013 : « Journée Technique
sur ROS » à Montpellier ;
– 2013 : participation en tant qu’expert à un panel sur la coordination des projets de
sauvetage et recherche en Europe à SSRR 2013.
5 Contrats et projets
5.1 Investigateur principal
– Rédaction et gestion pour l’ETH Zurich du projet européen NIFTi (FP7-ICT-247870)
d’un budget total de 6,6M€ dont 0,98M€ pour l’ETH Zurich (2010–2013) ;
– rédaction et gestion pour l’ETH Zurich du projet européen TRADR (FP7-ICT-
609763) d’un budget total de 8,7M€ dont 1,1M€ pour l’ETH Zurich (nov. 2013–
2017).
5.2 Participant
– 2002–2005 : participation au projet européen BIBA (FP5-IST-2001-32115) ;
– 2007–2008 : participation au projet européen BACS (FP6-IST-027140) ;
– 2009 : participation et gestion du projet européen BACS (FP6-IST-027140).
6 Prix
– 2011 : deuxième place dans la catégorie Most Useful du concours ROS 3D Contest
pour la soumission Automatic Calibration of Extrinsic Parameters ;
– 2013 : prix Robocup dumeilleur papier à IROS 2013 : 3D path planning and execution
for search and rescue ground robots.
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Ce document décrit mes travaux de recherche autour de la modélisation bayésienne et de
la robotique. Mon travail a commencé par la modélisation de processus biologiques avant,
dans un deuxième temps, d’évoluer vers la robotique. Dans les deux cas, je me suis inté-
ressé à la fois à la perception et à l’action. J’ai donc proposé un modèle de la perception
humaine de plans par le flux optique qui réunit deux hypothèses de la littérature dans un
cadre unique. J’ai aussi proposé et comparé différents modèle de la sélection de mouve-
ment oculaire dans une tâche de suivi multi-cibles, et montré que le modèle prenant en
compte explicitement l’incertitude proposait des mouvements plus proches de ceux des
sujets.
Du côté robotique, j’ai travaillé sur l’estimation d’état de plusieurs robots avec des
techniques classiques de filtragemais en incluant la fusion de plusieurs sources d’informa-
tions de nature et caractéristiques différentes. Je discute aussi de l’algorithme d’Iterative
Closest Point pour proposer une méthode plus rigoureuse d’évaluation des différentes va-
riantes. Le dernier travail que je présente concerne la planification en ligne et l’exécution
de chemin pour un robot à chenille avec des capacités de franchissement importantes.
Je conclus ce document par des perspectives de travail sur ce que j’appelle la robotique
située, c’est-à-dire des robots non plus isolés mais plongés dans un environnement équipé
de capteurs et partagé avec des humains.
Mots clés : Modélisation bayésienne, robotique, perception, estimation d’état, planifi-
cation de chemin.
Abstract
This document describes my research around Bayesian modeling and robotics. My work
started with the modeling of biological processes before evolving towards robotics. In
both cases, I was interested in both perception and action. I first proposed a model of
human perception of planar surfaces with optic flow which fuses in a single framework
two concurrent hypotheses of the literature. I also proposed and compared several models
of eye movement selection in a Multiple Object Tracking task. I was able to show that the
model with explicit uncertainty was the closest to the subjects eye movements.
In robotics, I worked on the state estimation of several robots with classical filtering
techniques but also including fusion of multiple sources of information of various na-
ture and caracteristics. I also discuss the Iterative Closest Point algorithm for which we
proposed a more rigourous method for evaluating the different variants. The last piece
of work I present deals with online three-dimensional path planning and execution of a
tracked robot with significant climbing capabilities.
I conclude this document with perspectives on what I call situated robotics, that is
robots not taken in isolation but embedded in a sensorized environment shared with
humans.
Keywords: Bayesian modeling, robotics, perception, state estimation, path planning.
