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L'INDICE DE MASLOV DANS LES JB∗-TRIPLES
STÉPHANE MERIGON
Résumé. Soit E un JB
∗
-triple dont l'ensemble des tripotents in-
versibles Σ n'est pas vide. Nous onstruisons un indie invariant
par homotopie sur les hemins dans Σ qui respetent une ondi-
tion de type Fredholm par rapport à un tripotent xé. Cet indie
généralise l'indie de Maslov pour la Fredholm-Lagrangienne d'un
espae de Hilbert sympletique de dimension innie déni dans
[BBF98℄. Lorsque E est de dimension nie, nous relions et indie
à l'indie triple généralisé de [CØ01, Cle04℄ et à l'indie de Souriau
généralisé de [CK07℄.
Abstrat. Let E be a JB∗-triple whose set of invertible tripo-
tents Σ is not empty. We onstrut a homotopy invariant index
for paths in Σ that satise a Fredhom type ondition with respet
to a xed invertible tripotent. This index generalises the Maslov
index for the Fredholm-Lagrangian of an innite dimensional sym-
pleti Hilbert spae dened in [BBF98℄. When E is nite dimen-
sional we make the onnetion with the generalised triple index of
[CØ01, Cle04℄ and the generalised Souriau index of [CK07℄.
0. Introdution
Dans son traité théorie des perturbations et méthodes asymptotiques,
V.P. Maslov introduit un indie pour les hemins dans la Lagrangienne
d'un espae sympletique réel de dimension nie qui intervient dans
le prolongement de solutions asymptotiques d'équations aux dérivées
partielles. Dans [Arn67℄ (voir aussi [Arn85℄), Arnold larie la dénition
de et indie. Soit (H,ω) un espae sympletique réel de dimension 2n
et notons Λ(n) sa Lagrangienne. Pour tout λ ∈ Λ(n) et tout 1 ≤ k ≤ n
posons
Λkλ(n) = {µ ∈ Λ(n) | dimµ ∩ λ = k}.
Alors
Λ1λ(n) =
∑
1≤k≤n
Λkλ(n)
est un yle de lieu singulier
∑
2≤k≤nΛ
k
λ(n). Il existe sur H un produit
salaire (., .) et une struture omplexe J isométrique tels que
∀η, ξ ∈ H, ω(ξ, η) = (Jξ, η).
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On peut alors orienter Λ1λ(n) transversalement grâe au hamp
v(µ) =
d
dθ |θ=0
eJθµ,
le oté positif étant elui vers lequel v(µ) est dirigé. L'indie (par rap-
port à λ) d'un hemin γ dont les extrémités ne sont pas dans le yle est
par dénition l'indie d'intersetion de γ ave e yle : si l'ensemble
des points d'intersetion de γ ave le yle est ni et ontenu dans
Λ1λ(n) et si en haun de es points γ est ontinûment diérentiable
alors l'indie de Maslov est le nombre de points où γ traverse le yle
dans le sens positif moins le nombre de points où γ traverse le yle
dans le sens négatif. Lorsque l'on se restreint aux hemins fermés on
obtient un élément du groupe de ohomologie entière H1(Λ(n),Z) qui
ne dépend pas de λ.
Remarquons que l'orthogonal (pour le produit salaire) d'un lagran-
gien λ est λ⊥ = Jλ. Fixons une base orthogonale de λ et identions H
à C
n
muni de la forme hermitienne 〈., .〉 = (., .)− iω(., .) par :
H ≃ λ⊕ λ⊥ ≃ Cn
η ⊕ Jξ 7→ η + iξ.
Alors le groupe U(n) des matries omplexes unitaires de taille n agit
transitivement sur Λ(n) et le stabilisateur de λ s'identie au sous-
groupe des matries réelles O(n) :
Λ(n) ≃ U(n)/O(n).
On peut don dénir une appliation Det2 : Λ(n) → S1 et Arnold
montre qu'elle induit un isomorphisme des groupes fondamentaux :
π1(Λ(n)) ≃ π1(S1).
Ainsi on a
H1(Λ(n),Z) ≃ π1(Λ(n))
et il revient don au même de se donner un générateur de H1(Λ(n),Z)
ou un isomorphisme π1(Λ(n)) ≃ Z. Arnold montre que l'indie de Ma-
slov oïnide ave l'image réiproque par Det2 du générateur standard
de π1(S
1) (le nombre de tours sur S1 orienté dans le sens trigonomé-
trique).
Motivé par une justiation rigoureuse de la méthode de Maslov, Le-
ray donne une variante de la dénition d'Arnold-Maslov (f. [Ler77℄).
L'indie apparaît omme une fontion sur le double produit du revête-
ment universel de la Lagrangienne et réalise une primitive d'un oyle
déni sur les triplets de lagrangiens appelé indie d'inertie. Enn Sou-
riau, grâe à une onstrution expliite du revêtement universel, donne
une formule expliite pour la fontion de Maslov (f. [Sou76℄).
Dans [BBF98℄ Booss-Bavnbek et Furutani généralisent l'indie de
Maslov pour la Lagrangienne d'un espae de Hilbert sympletique de
dimension innie H . Soit λ un lagrangien de H . L'indie est déni
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pour les hemins dans la Fredholm-LagrangienneFΛλ, 'est-à-dire l'en-
semble des lagrangiens µ tels que (λ, µ) est une paire de Fredholm :
dim λ ∩ µ <∞ et dimH/(λ+ µ) <∞,
et il réalise un isomorphisme entre π1(FΛλ) et Z.
Dans une autre diretion, Jean-Louis Cler et Bent Ørsted ont mon-
tré (f. [CØ01, CØ03, Cle04℄) que l'indie triple se généralise naturelle-
ment à la frontière de Shilov S d'un domaine borné symétrique de type
tube D, et qu'il permet de aratériser les orbites de triplets transverses
de S sous l'ation du groupe des automorphismes holomorphes de D.
Puis Cler et Koufany (f. [CK07℄) ont onstruit de deux manières
diérentes une primitive de l'indie triple sur le revêtement universel
de la frontière de Shilov, l'une généralisant la méthode de Souriau et
l'autre elle d'Arnold-Maslov. A la n des années 70, Kaup et Up-
meier ont développé la théorie des domaines borné symétriques dans
les espaes de Banah, le résultat prinipal étant que la atégorie des
domaines bornés symétriques est équivalente à elle des JB∗-triples.
Dans et artile nous onstruisons l'indie de Maslov pour l'ensemble
des tripotents inversibles d'un JB∗-triple, en adaptant la onstrution
de Booss-Bavnbek et Furutani.
Le paragraphe 2 présente la struture de JB∗-triple et son lien ave
les domaines bornés symétriques. Dans le paragraphe 3, nous détaillons
l'identiation entre la Lagrangienne d'un espae de Hilbert symple-
tique réel H0⊕H0 et l'ensemble des tripotents inversibles du JB∗-triple
Sym(H0 ⊕ iH0). Dans le paragraphe 4 nous introduisons la dénition
d'une paire de Fredholm pour deux unités d'un JB∗-triple, et l'in-
die de transversalité d'une telle paire (x, e) et nous étudions omment
évolue et indie lorsque l'on perturbe x. Cette étude nous permet de
onstruire dans le paragraphe 5 l'indie de Maslov d'un hemin t 7→ x(t)
(0 ≤ t ≤ 1) tel que (x(t), e) soit une paire de Fredholm pour tout t.
Enn dans le paragraphe 6 on se restreint à la dimension nie pour
montrer le lien entre et indie et eux de Cler, Koufany et Ørsted.
Remeriements. Je tiens a remerier K.H. Neeb de m'avoir signaler
une erreur dans la version préédente de et artile.
Notations. Si X est un espae topologique, On note C(X) l'algèbre des
fontions omplexes ontinues sur X . Si E et F sont deux espaes de
Banah, on note L(E, F ) l'espae de Banah des opérateurs linéaires
ontinus de E dans F muni de la norme d'opérateur et on pose L(E) =
L(E,E). Si B est une algèbre de Banah (assoiative) omplexe et
x ∈ B, on note sp(B, x) le spetre de x dans B. Lorsque B = L(E) on
note simplement sp(x) s'il n'y a pas d'ambiguïté.
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1. JB∗-triples et domaines bornés symétriques
Un JB∗-triple est la donnée d'un espae de Banah omplexe (E, |.|)
et d'une appliation (on note E l'espae onjugué de E)
Q : E → L(E,E)
quadratique et ontinue, telle que si l'on note
{x, y, z} = L(x, y)z = 1
2
(Q(x+ y)−Q(x)−Q(y))z
le système triple assoié on ait l'identité triple de Jordan :
{u, v, {x, y, z}} = {{u, v, x}, y, z} − {x, {v, u, y}, z}+ {x, y, {u, v, z}}
et les propriétés suivantes pour tout x de E :
(1) L(x, x) est un opérateur hermitien positif,
(2) |{x, x, x}| = |x|3.
Une algèbre de Jordan Banah est un espae de Banah (E, |.|) muni
d'un produit ommutatif x ◦ y tel que
(1) |x ◦ y| ≤ |x| |y| ,
(2) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y), ∀x, y ∈ E.
Supposons E omplexe et muni d'une involution antilinéaire ∗. Alors
{x, y, z} = x ◦ (y∗ ◦ z) + z ◦ (y∗ ◦ x)− (x ◦ z) ◦ y∗
vérie l'identité triple de Jordan et E est appelée une JB∗-algèbre si
l'on a
|{x, x, x}| = |x|3 , ∀x ∈ E.
SiE possède un neutre, 'est alors un JB∗-triple. Une algèbre de Jordan
Banah réelle A est appelée JB-algèbre si l'on a
(1) |x2| = |x|2 ,
(2) |x2| ≤ |x2 + y2| , ∀x, y ∈ A.
La partie réelle d'une JB∗-algèbre est une JB-algèbre et réiproque-
ment, étant donnée une JB-algèbre A, il existe sur E = A ⊗ C une
unique norme prolongeant elle de A et qui fait de E (muni du produit
étendu par linéarité) une JB∗-algèbre (f [Wri77℄).
Si E est une C∗-algèbre de produit xy alors E muni du produit de
Jordan
x ◦ y = 1
2
(xy + yx)
devient une JB∗-algèbre. Une JB∗-algèbre qui est isomorphe à une sous
JB∗-algèbre (ie. un sous-espae fermé stable par le produit de Jordan)
d'une C∗-algèbre est dite spéiale.
Un ouvert onnexe et borné D d'un espae de Banah E est appelé
domaine borné symétrique si à haun de ses points on peut asso-
ier un automorphisme holomorphe involutif de D dont il est un point
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xe isolé. Un tel domaine est homogène sous son groupe d'automor-
phismes et biholomorphiquement équivalent à un domaine borné erlé
(ie. ontenant l'origine et invariant sous l'ation des nombres omplexes
de module 1) et étoilé par rapport à l'origine [Vig76℄. Une telle réalisa-
tion est unique à isomorphisme linéaire près (ar un biholomorphisme
d'un domaine erlé onservant l'origine est linéaire). L'ensemble des
hamps de veteurs omplets sur D est une algèbre de Lie Banah et
le groupe des biholomorphismes de D peut être muni d'une struture
de groupe de Lie Banah réelle dont l'algèbre de Lie s'y identie (f.
[Vig76, Upm76, Upm85℄). Lorsque D est réalisé omme domaine erlé
ette algèbre de Lie que l'on notera g se déompose suivant les espaes
propres de l'ation de la symétrie à l'origine :
g = k⊕ p
de sorte que k est onstitué de hamps linéaires et que l'appliation
p→ E
X 7→ X(0)
est un isomorphisme de Banah. De plus il existe une appliation
Q : E → L(E,E) quadratique et ontinue telle que pour tout v ∈ E
l'unique hamp Xv de p tel que Xv(0) = v s'érive
Xv(z) = v −Q(z)v.
Cette appliation fait de E un JB∗-triple dont la boule unité oïnide
ave D. Réiproquement la boule unité d'un JB∗-triple est un domaine
borné symétrique (f. [Kau77, Kau83℄).
Un élément x d'un JB∗-triple E est dit inversible si Q(x) l'est. On
note
x# = Q(x)−1x.
On appelle tripotent tout élément tel que Q(x)x = x et on note Σ
l'ensemble des tripotents inversibles de E. C'est une sous-variété bana-
hique de E. Si e ∈ Σ alors le produit
x ◦ y := L(x)y := {x, e, y}
et l'involution Q(e) font de E une JB∗-algèbre de neutre e que l'on
notera E(e) et le système triple assoié à E(e) est bien elui de E. Pour
ette raison on appelle parfois Σ l'ensemble des unités de E. On notera
A(e) la partie réelle de E(e) et
P (x) = Q(x)Q(e)
la représentation quadratique. Un élément x dans E est don inversible
si et seulement si P (x) l'est et on dénit son inverse dans E(e) par
x−1 = P (x)−1x = Q(e)x#.
Notons x∗ = Q(e)x. Alors
Σ = {x ∈ E | x∗ = x−1}.
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La notion d'inversibilité dans une algèbre de Jordan que nous avons
introduite est due à N. Jaobson, qui a montré qu'elle est équivalente
à la dénition lassique : x est inversible si et seulement si il existe un
élément y tel que x ◦ y = e et x2 ◦ y = x, auquel as y est unique et est
appelé l'inverse de x (si E est une algèbre de Jordan spéiale, alors es
deux propriétés sont équivalentes à xy = yx = 1, f. [Ja68, p.51℄).
L'operateur de Bergman de E est par déni par
B(x, y) := Id− 2L(x, y) +Q(x)Q(y).
Le ouple (x, y) est dit transverse lorsque B(x, y) est inversible. Lorsque
y = e ∈ Σ, on a B(x, e) = Q(x − e)Q(e) = P (x − e). Don le ouple
(x, e) est transverse si et seulement si il est inversible.
Le spetre de x dans E(e), noté Sp(x, e), est l'ensemble des nombres
omplexes λ tels que λe−x n'est pas inversible. Alors d'après un théo-
rème de J. Martinez Moreno (f. [MM80℄ et [Kau83℄) :
sp(L(x)) ⊂ 1
2
(Sp(x, e) + Sp(x, e)),
et
sp(P (x)) ⊂ Sp(x, e)Sp(x, e).
On appelle tripotent régulier un tripotent x tel que kerL(x, x) = 0
et on note S leur ensemble. Lorsque la dimension de E est nie (la
théorie devient elle des systèmes triples de Jordan hermitiens positifs
f. [Loo77℄), si Σ est non vide alors Σ = S (ar S est homogène sous
le groupe des automorphismes du système triple). En dimension innie
e n'est plus le as, mais S s'identie toujours à la frontière extrémale
(au sens de la onvexité) de D, et Σ est une réunion de omposantes
onnexes de S (f. [KU77, BKU78℄).
2. La Lagrangienne omme frontière de Shilov de Sym(H)
Soit (H, 〈·, ·〉) un espae de Hilbert omplexe (séparable). Le pro-
duit hilbertien 〈·, ·〉 est antilinéaire par rapport à la seonde variable.
Soit τ une involution (ie. une appliation C-antilinéaire involutive) iso-
métrique de H . On note Sym(H) l'espae de Banah des opérateurs
symétriques pour la forme bilinéaire symétrique
(·, ·) = 〈·, τ(·)〉 .
Pour z ∈ L(H), on pose
z = τ ◦ z ◦ τ.
L'espae de Banah Sym(H) muni du produit triple
{x, y, z} = 1
2
(xyz + zyx)
est un JB∗ -triple. En eet, 'est un sous-système triple de Jordan
fermé de L(H) et on peut don appliquer [Upm85, 20.9℄.
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Soit z ∈ Sym(H). On voit failement que la notion d'inversibi-
lité oïnide ave elle des opérateurs (en eet, si x est inversible
omme opérateur alors Q(x) l'est, et si Q(x) est inversible, alors id =
x(Q(x)−1 id)x et don x est inversible), et que, puisque,
xx = id⇒ xx = id,
les tripotents maximaux sont inversibles :
Σ = S = {x ∈ Sym(H) | xx = id}.
L'opérateur de Bergman s'érit
B(x, y)z = z − (xyz + zyx) + xyzyx
= (1− xy)z(1− yx),
et lorsque x et y sont dans Σ on a
B(x, y)z = Q(y − x)Q(y)z = (1− xy−1)z(1 − y−1x),
et le ouple (x, y) est transverse si et seulement si y − x est inversible.
Considérons la struture de JB∗-algèbre sur Sym(H) dénie par le
tripotent inversible id. Le produit s'érit
x ◦ y = 1
2
(xy + yx)
et l'involution
x∗ = x.
Soit H0 = ker(τ − id) la forme réelle de H assoiée à τ . Alors la partie
autoajointe de la JB∗-algèbre Sym(H) s'identie à l'espae Sym(H0)
des opérateur symétriques de H0 (qui est don une JB-algèbre).
Introduisons maintenant un peu de voabulaire et quelques nota-
tions. Soit (H, 〈·, ·〉) un espae de Hilbert réel ou omplexe. Une forme
bilinéaire antisymétrique ω ontinue et fortement non-dégénérée (ie.
telle que l'appliation H → H′, ξ 7→ ω(·, ξ) est bijetive) est appe-
lée forme sympletique. Supposons H muni d'une telle forme. On dit
alors que H est un espae de Hilbert sympletique. Pour un sous-espae
F ⊂ H, on note F ◦ l'orthogonal de F pour ω, alors que l'on note F⊥
l'orthogonal pour la struture Hilbertienne. Un lagrangien de H est
un sous-espae λ tel que λ◦ = λ. Un lagrangien est automatiquement
fermé (ar (F ◦)◦ = F pour tout sous espae F ). On appelle Lagran-
gienne l'ensemble des lagrangiens de H, et on la note Λ(H).
On pose H = H⊕H = {η⊕ξ | ξ, η ∈ H}. C'est un espae de Hilbert
pour la forme hermitienne
〈η ⊕ ξ, η′ ⊕ ξ′〉 = 〈η, η′〉+ 〈ξ, ξ′〉 ,
et on muni H d'une struture sympletique (omplexe) en posant
ω(η ⊕ ξ, η′ ⊕ ξ′) = (η, ξ′)− (ξ, η′).
L'involution τ s'étend à H en posant
τ(η ⊕ ξ) = τ(η)⊕ τ(ξ).
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Alors H0 = H0 ⊕H0 est la forme réelle de H asoiée à τ , et puisque la
forme sympletique vérie
ω(τ(η ⊕ ξ), τ(η′ ⊕ ξ′)) = ω(η ⊕ ξ, η′ ⊕ ξ′),
on peut la restreindre à H0 en une forme sympletique réelle. Nous al-
lons montrer omment l'ensemble Σ s'identie à la lagrangienne Λ(H0)
de H0.
Commençons par envoyer Sym(H) dans Λ(H).
Notons H1 = H ⊕ 0 et H2 = 0 ⊕H , π1 et π2 les projetions sur H1
(resp. H2) parallèlement à H2 (resp. H1). Si x ∈ L(H) alors
G(x) := {xξ ⊕ ξ | ξ ∈ H}
est un sous-espae fermé de H. Il est de plus transverse à H1 (ie. G(x)⊕
H1 = H) ar ξ⊕ η = ξ′⊕ (xξ′+ η′), ξ, η, ξ′, η′ ∈ H se résout de manière
unique en ξ = ξ′, η′ = η − xξ. Réiproquement, soit F un sous-espae
fermé et transverse à H1 et π : F → H2 la restrition de π2 à F .
L'appliation π est bijetive pare que F est transverse et omme H1
est un supplémentaire fermé π est ontinue et don d'après le théorème
de Banah elle est biontinue. Alors π1◦π−1 ∈ L(H) et G(π1◦π−1) = F .
Remarquons que H1 et H2 sont dans Λ(H). Si x ∈ L(H) on note tx
le transposé de x par rapport à (., .). Alors G(tx) = G(x)◦. En eet
l'inlusion G(tx) ⊂ G(x)◦ est lair et si il n'y avait pas égalité on aurait
G(x)◦ ∩H2 6= {0} e qui impliquerait H1 ∩H2 6= {0}. L'appliation G
induit don une bijetion entre Sym(H) et les lagrangiens transverses
à H1.
Posons J(η ⊕ ξ) = (−ξ) ⊕ η. Alors ω(·, ·) = (J ·, ·) et pour tout
λ ∈ Λ(H), λ⊥ = Jτ(λ).
Pour aratériser l'image de Σ par l'appliation G introduisons la
forme hermitienne
h(η ⊕ ξ, η′ ⊕ ξ′) = 〈ξ, ξ′〉 − 〈η, η′〉.
Proposition 2.1. Soit λ un lagrangien sur lequel h est une forme
positive. Alors λ est transverse à H1.
Démonstration. Soit λ un lagrangien sur lequel h est une forme posi-
tive. Si η ⊕ 0 ∈ λ alors
h(η ⊕ 0, η ⊕ 0) = −〈η, η〉 ≥ 0
don η = 0 et λ ∩H1 = {0}. Comme
(λ+H1)
⊥ = λ⊥ ∩H1⊥ = Jτ(λ) ∩ Jτ(H1) = Jτ(λ ∩H1) = {0},
il sut de montrer que λ+H1 est fermé. Soit (ζn)N une suite de λ+H1
qui onverge vers ζ ∈ H. Pour tout entier n, ζn = ξn + ηn + η′n ave
ξn ∈ H2, ηn, η′n ∈ H1 et ξn + ηn ∈ λ. ξn est la projetion orthogonale
de ζn sur H2 et onverge don vers la projetion orthogonale ξ de η
sur H2. D'autre part, h(ξn + ηn, ξn + ηn) = 〈ξn, ξn〉 − 〈ηn, ηn〉 ≥ 0 don
(ηn)N est bornée et on peut extraire une suite, toujours notée (ηn)N, qui
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onverge faiblement vers η. Mais H1 est fermé pour la topologie forte
et onvexe don fermé pour la topologie faible et don η ∈ H1. Comme
ξn + ηn onverge faiblement vers ξ + η et que η
′
n onverge faiblement
vers η′ = ζ−ξ−η , on en déduit de même que ξ+η ∈ λ et η′ ∈ H1. Par
uniité de la limite on obtient la déomposition ζ = ξ+ η+ η′ qui nous
permet de onlure que ζ ∈ λ +H1. Finalement, λ est bien transverse
à H1. 
Alors h s'annule sur λ = G(x) si et seulement si pour tout ξ ∈ H ,
〈xξ, xξ〉 = 〈ξ, ξ〉, ie. si et seulement si 〈(1− x∗x)ξ, ξ〉 = 0 e qui équi-
vaut par polarisation à x∗x = 1. En résumé,
Sym(H)
G→֒ Λ(H)
Σ ≃ {λ ∈ Λ(H) | h|λ×λ = 0}.
On dénit la transformée de Cayley sur H par
C(η ⊕ ξ) = 1√
2
((η + iξ)⊕ (iη + ξ)).
On a
ω(C·, C·) = ω(·, ·) et ih(·, ·) = ω(C·, τ(C·)).
Don C onserve les lagrangiens de H, et les lagrangiens sur lesquels h
s'annule sont transformés en les lagrangiens stables par τ . Il ne reste
plus qu'à identier l'ensemble des lagrangiens stables par τ et Λ(H0).
Si F0 est un sous-espae de H0, alors F0 ⊕ iF0 est un sous-espae
omplexe de H stable par τ . Réiproquement, si F est un sous-espae
de H stable par τ , alors F = F ∩H0 ⊕ F ∩ iH0 = F ∩H0 ⊕ i(F ∩H0).
De plus il est lair que si F0 est un lagrangien réel, alors F0⊕ iF0 est un
lagrangien omplexe et que si F est un lagrangien omplexe, alors F ∩
H0 est un lagrangien réel. On a don une bijetion entre la Lagrangienne
réelle et l'ensemble Λ(H)τ des lagrangiens omplexes stables par τ .
Finalement on a bien une bijetion entre Σ et la Lagrangienne réelle :
Σ
G≃ {λ ∈ Λ(H) | h|λ×λ = 0} C≃ Λ(H)τ ≃ Λ(H0).
La Lagrangienne Λ(H0) est munie d'une struture de variété bana-
hique (f. [Fur04℄). La bijetion que nous avons dérite est alors un
diéomorphisme. Nous n'érivons pas les détails.
Réiproquement, partons maintenant d'un espae de Hilbert sym-
pletique réel (H0, ω, 〈·, ·〉). On peut supposer, quitte à remplaer le
produit salaire par un autre dénissant une norme équivalente, que la
forme sympletique et le produit salaire sont ompatibles, 'est-à-dire
qu'ils sont liés par la relation
ω(·, ·) = 〈J ·, ·〉
où J est à la fois un opérateur orthogonal et une struture omplexe
(f. [Fur04, Appendix D℄). Soit H0 ∈ Λ(H0). Alors H0 est fermé et
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H⊥0 = JH0. Suivant la déomposition H0 = H0 ⊕ JH0 ≃ H0 ⊕H0,
ω(η ⊕ ξ, η′ ⊕ ξ′) = 〈η, ξ′〉 − 〈ξ, η′〉
et on peut étendre ω et 〈·, ·〉 à H = H0 ⊗ C et poser H = H0 ⊕ iH0
pour se retrouver dans la situation du paragraphe préédent.
La notion de paire de Fredholm est essentielle dans la dénition de
l'indie de Maslov en dimension innie. La paire de lagrangiens (λ, µ) ∈
Λ(H0)
2
est appelée paire de Fredholm si
dim λ ∩ µ <∞ et dimH0/(λ+ µ) <∞.
La Fredholm-Lagrangienne relativement à λ est alors
FΛλ = {µ ∈ Λ(H0) | (µ, λ) est une paire de Fredholm}.
L'indie de Maslov relativement à λ est déni pour les hemins (onti-
nus) dans la Fredholm-Lagrangienne relativement à λ (f. [BBF98,
Fur04℄). Nous voulons maintenant traduire ette notion dans la réa-
lisation de la Lagrangienne omme ensemble des tripotents inversibles
de Sym(H). Soient x et y deux opérateurs de H , et G(x) et G(y) leurs
graphes dans H. Alors
ker(y − x) = π2(G(x) ∩G(y)),
et
H/ ker(y − x) ≃ G(x)/G(x) ∩G(y)
D'autre part,
G(x) +G(y) = {xξ ⊕ ξ + yξ′ ⊕ ξ′ | ξ, ξ′ ∈ H}
= {(xξ + yξ′)⊕ (ξ + ξ′) | ξ, ξ′ ∈ H}
= {(xζ + (y − x)ξ′)⊕ ζ | ζ, ξ′ ∈ H}
= G(x) + ((y − x)H ⊕ 0).
En onsidérant l'appliation
H→ H1 → H1/((y − x)H ⊕ 0)
ξ ⊕ η 7→ (η − xξ)⊕ 0 7→ ((η − xξ)⊕ 0) + ((y − x)H ⊕ 0)
on obtient l'isomorphisme
H/G(x) +G(y) ≃ H/(y − x)H.
Supposons maintenant que x et y sont dans Σ, et soient λ et µ les la-
grangiens assoiées. Comme C et l'appliation qui à un lagrangiens réel
assoie le lagrangien omplexe qu'il engendre, respetent l'intersetion
et la somme, on en déduit que λ et µ forment une paire transverse (ie.
λ⊕µ = H0) si et seulement si y−x est inversible, ie. si et seulement si
(x, y) est transverse, et forment une paire de Fredholm si et seulement
si y−x est un opérateur de Fredholm sur H . De plus, π2 étant injetive
sur G(x) ∩G(y), on a
dimC ker(y − x) = dim λ ∩ µ.
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On peut onsidérer H0 omme un espae de Hilbert omplexe grâe
à la la struture presque omplexe J et au produit hilbertien
〈·, ·〉J = 〈·, ·〉 − iω(·, ·).
On note alors U(H0, J) le groupe des opérateur unitaires. Puisque
ω(·, ·) = 〈J ·, ·〉, on voit que U(H0, J) agit sur Λ(H0). Cette ation est
de plus transitive. En eet, soient λ et µ deux lagrangiens. Soit (en)n∈N
une base hilbertienne réelle de H0. Alors omme H0 = λ⊕λ⊥ = λ⊕Jλ,
(en)n∈N est une base hilbertienne omplexe de H0. De même une base
hilbertienne réelle (e′n)n∈N de µ est une base hilbertienne omplexe de
H0. On sait qu'il existe un opérateur unitaire envoyant la base (en)n∈N
sur la base (e′n)n∈N, et un tel opérateur envoie λ sur µ.
Nous voulons maintenant transporter l'ation de U(H0, J) en une
ation d'un groupe (à aratériser) sur Σ. Soit U ∈ U(H0, J). Notons
UC l'extension C-linéaire de U à H. Alors UC agit sur Λ(H), et préserve
Λ(H)τ . Pour tout a, b, c, d ∈ H0, un alul montre que
C−1UCC((a+ ib)⊕ (c+ id)) = (a′ − ib′)⊕ (c′′ + id′′),
où a′, b′, c′′, d′′ ∈ H0 sont dénis par
a′ ⊕ b′ = U(a⊕ (−b)) et c′′ ⊕ d′′ = U(c⊕ d).
Remarquons que C−1UCC laisse H1 = H ⊕ 0 et H2 = 0⊕H stables et
notons
u = (C−1UCC)|H1 et v = (C
−1UCC)|H2.
On onsidère u et v omme des opérateurs sur H . Ce sont des opé-
rateurs unitaires de H ar C−1UCC est unitaire. Soit x ∈ Sym(H).
Alors
C−1UCC(G(x)) = G(uxv
−1).
Montrons que v−1 = tu. Il sut de montrer que pour tout a, b ∈ H0,
(u(a+ ib), v(a + ib)) = (a + ib, a+ ib),
don que
(a′ − ib′, a′′ + ib′′) = (a+ ib, a + ib),
ou enore, en développant (le produit hermitiens et la forme bilinéaire
oïnidant sur H0), que
〈a′, a′′〉+ 〈b′, b′′〉+ i(〈a′, b′′〉 − 〈b′, a′′〉) = 〈a, a〉 − 〈b, b〉+ 2i 〈a, b〉 .
Mais omme U ∈ U(H0, J),
〈U(a⊕ (−b)), U(a ⊕ b)〉J = 〈a⊕ (−b), a⊕ b〉J ,
don
〈a′ ⊕ b′, a′′ ⊕ b′′〉J = 〈a⊕ (−b), a⊕ b〉J ,
e qui donne la relation voulue. En résumé, l'ation de U(H0, J) sur
Λ(H0) se transporte en une ation (transitive) du groupe unitaire U(H)
sur Σ (on peut en eet montrer que l'on obtient bien tout U(H)), et
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ette ation est la restrition de l'ation de U(H) sur Sym(H) dénie
par
U(H)× Sym(H)→ Sym(H), (u, z) 7→ uztu.
Remarquons pour onlure que U(H) agit par automorphismes du sys-
tème triple de Jordan Sym(H).
3. Les paires de Fredholm et l'indie de transversalité
Dans ette partie on onsidère un JB∗-triple E tel que Σ n'est pas
vide. Soit e ∈ Σ. Les notations sont elles du paragraphes 2. Soit x ∈ Σ
et soit C∗(x, e) la sous-algèbre fermée de E(e) engendrée par e, x et
x∗ = Q(e)x.
Proposition 3.1. Soient (x, e) ∈ Σ2. Alors
(i) C∗(x, e) est assoiative et 'est don une C∗-algèbre ommutative.
(ii) Le spetre Ux,e de x dans C
∗(x, e) est ontenu dans le erle unité,
et 'est aussi le spetre de x dans E(e).
(iii) La paire (x, e) est transverse, ie. B(x, e) est inversible, si et seule-
ment si 1 6∈ Ux,e.
Démonstration. Dans E(e), x∗ = x−1. Or on a [L(x), L(x−1)] = 0 (f.
[Upm85, 19.26℄) et don C∗(x, e) est fortement assoiative, en partiu-
lier assoiative. Le système triple C∗(x, e) est don lui aussi assoiatif
et l'on a (f. [Upm85, 20.32℄), pour tout u, v ∈ C∗(x, e), |u ◦ v| ≤ |u| |v|.
On érit alors omme dans [Upm85, 20.33℄, pour z ∈ C∗(x, e),
|z|3 = |{z, z, z}| = |z ◦ (z∗ ◦ z)| ≤ |z| |z∗ ◦ z| ≤ |z|2 |z∗| = |z|3 .
Don C∗(x, e) est une C∗-algèbre. Comme x est unitaire dans ette
C∗-algèbre, son spetre est ontenu dans le erle unité. Or C∗(x, e)
est ontenue dans une sous-algèbre fortement assoiative maximale (et
fermée) de E(e), et le spetre de x dans ette sous-algèbre est égal
au spetre de x dans C∗(x, e), puisque elui-i est égal à sa frontière.
Mais ette sous-algèbre fortement assoiative maximale est pleine dans
l'algèbre de Jordan E(e) (ie. ses éléments y sont inversible si et seule-
ment si ils sont inversibles dans E(e), f. [Hes96, MM77℄), et don le
spetre de x dans C∗(x, e) est égal au spetre de x dans E(e). La der-
nière assertion déoule immédiatement de la préédente et du fait que
B(x, e) = Q(x− e)Q(e) = P (x− e). 
Puisque C∗(x, e) est engendrée (omme C∗-algèbre) par x et e, on a
l'isomorphisme de Gelf'and :
Gx,e :C∗(x, e)→ C(Ux,e),
y 7→ yˆ,
qui à l'élément x assoie la fontion xˆ(µ) = µ.
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Proposition 3.2. Soit (x, e) ∈ Σ2. On a
Ue,x = Ux,e.
Démonstration. Cela résulte du fait que Q(e − λx) est inversible si et
seulement si Q(x− λ−1e) l'est. 
Supposons maintenant que 1 6∈ Ux,e ou bien que 1 est isolé dans Ux,e.
Alors la fontion aratéristique χ{1} de {1} est ontinue sur Ux,e. On
note alors
p = p(x, e) = Gx,e−1(χ{1})
le projeteur assoié à 1, et
Ap(e) = {p, A(e), p}.
On dit que 1 est de multipliité nie si Ap(e) est une JB-algèbre de
rang nie, ie.
Ap(e) = A1 ⊕ · · · ⊕Aq
où haque Aj est une algèbre de Jordan eulidienne simple (f. [FK94℄)
ou un fateur spin (ie. la JB-algèbre, de rang 2, H ⊕ R où H est un
espae de Hilbert), le rang de Ap(e) étant alors par dénition
rangAp(e) = rang (A1) + · · ·+ rang (Aq).
Dénition 3.3. Soit (x, e) ∈ Σ. On dit que (x, e) est une paire de
Fredholm lorsque (x, e) est transverse, ou lorsque 1 est isolé dans Ux,e,
et est de multipliité nie.
On dénit alors l'indie de transversalité de la paire de Fredholm omme
le rang de Ap(e),
µ(x, e) = rangAp(e).
Lorsque 1 est isolé mais que Ap(e) n'est pas de rang ni, on pose
µ(x, e) =∞.
Exemple 3.4. Considérons le JB∗-triple E = Sym(H). Les notations
sont elles du paragraphe préédent. En partiuliers τ désigne l'involu-
tion de H et H0 la forme réelle assoiée. Soit (x, e) ∈ Σ2. Alors xe−1 est
unitaire, don normal. Soit C∗(xe−1) la sous-algèbre fermée de L(H)
engendrée par id, xe−1, et (xe−1)∗ = ex−1. Alors la multipliation à
droite par e est un isomorphisme de C∗(xe−1) sur C∗(x, e) (qui envoie
id sur e et xe−1 sur x). Supposons que 1 est isolé dans Ux,e. Notons p le
projeteur assoié à 1 dans C∗(x, e) et p′ = pe−1 le projeteur assoié
à 1 dans C∗(xe−1). L'opérateur p′ est une projetion au sens usuel, et
l'on a
ker(id−xe−1) = p′H.
Nous avons vu au hapitre préédent que l'ation du groupe unitaire
U(H) sur Σ par automorphismes du système triple E (dénie par z 7→
vztv) est transitive. En partiuliers, il existe u ∈ U(H) tel que e = utu.
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Alors A(e) (la partie autoadjointe de E pour l'involution dénie par e)
est isomorphe à Sym(H0) :
A(e) = A(u id tu) = uA(id)tu ≃ A(id) ≃ Sym(H0).
Soit p′′ = u−1p tu−1. C'est un projeteur de Sym(H0), ie. une projetion
de H laissant H0 stable. De plus
Ap′′(id) = p
′′ Sym(H0)p
′′ ≃ Sym(p′′H0),
omme on peut le voir en érivant la "matrie" d'un opérateur z ∈
Sym(H0) relativement à la déomposition H0 = p
′′H0 ⊕ (1− p′′)H0, et
don
Ap(e) ≃ Sym(p′′H0).
Ainsi Ap(e) est de rang ni si et seulement si p
′′H0 est de dimension
nie. De plus
ker(id−xe−1) = pe−1H = pH = p tu−1H = up′′H,
don
dimker(id−xe−1) = dimC p′′H = dimR p′′H0,
et lorsque l'un des deux membres est ni,
dimker(e− x) = rangAp(e).
Montrons que dans e as, x−e est un opérateur de Fredholm. Puisque
(id−xe−1)∗ = id−ex−1 = (x− e)x−1 = (xe−1 − id)ex−1,
on a
codim im(id−xe−1) = dimker(id−xe−1),
et il reste à montrer que id−xe−1 est d'image fermée. Grâe à l'iso-
morphisme de Gelf'and on voit que (1 − (xe−1 − p′)) est inversible, et
l'on a
id−p′ = (id−xe−1)(1− (xe−1 − p′))−1.
Don
im(id−xe−1) = im(id−p′) = ker p′
est bien fermé. Réiproquement, si x−e est un opérateur de Fredholm,
'est aussi le as de id−xe−1. Mais lorsque 0 est isolé dans la frontière
du spetre d'un opérateur de Fredholm, il est en fait isolé. Il en résulte
que 1 est isolé dans Ux,e.
Revenons au as général.
Proposition 3.5. Soit (x, e) ∈ Σ2. Alors 1 est isolé dans Ux,e si et
seulement si 0 est isolé dans B(x, e).
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Démonstration. Posons U = Ux,e = Sp(x, e). Dans l'algèbre de Jordan
unitaire E(e) on a B(x, e) = P (x − e), et le théorème de J. Martinez
Moreno,
sp(P (x− e)) ⊂ (1− U)(1 − U).
Don si 1 est isolé dans U , alors 0 est isolé dans sp(B(x, e)).
Pour établir la réiproque, on montre que
{(1− λ)2 | λ ∈ U} ⊂ sp(P (x− e)).
Commençons par monter que
{(1− λ)2 | λ ∈ U} ⊂ ∂ext(1− U)(1− U),
où ∂extK est la frontière de la omposante onnexe non bornée du
omplémentaire du ompat K. Tout élément 1 − λ ∈ 1− U s'érit de
manière unique 2 cos Θ
2
ei
Θ
2
ave −π < Θ ≤ π, et alors
(1− λ)2 = 4 cos2 Θ
2
eiΘ.
Soient 2 cos θ
2
ei
θ
2
et 2 cos(Θ− θ
2
)ei(Θ−
θ
2
)
dans 1− U : leur produit vaut
4 cos
θ
2
cos(Θ− θ
2
)eiΘ = 2
(
cosΘ + cos(Θ− θ))eiΘ.
Or la fontion θ 7→ cosΘ + cos(Θ − θ) est maximale pour Θ = θ. La
demi-droite ]4 cos2 Θ
2
,+∞[eiΘ est don entièrement ontenue dans le
omplémentaire de (1 − U)(1 − U), et ela implique notre assertion.
Considérons
B = {T ∈ L(E) | TC∗(x, e) ⊂ C∗(x, e)}.
C'est une sous-algèbre fermée de L(E) qui ontient P (x−e). Le spetre
de P (x − e) dans B est onstitué de sp(P (x − e)) et, éventuellement,
de ertains de ses trous (ie. les omposantes onnexes bornées de son
omplémentaire). De plus, en onsidérant le morphisme
B → L(C∗(x, e)), T 7→ T|C∗(x,e),
on a, puisque sp(P (x− e)|C∗(x,e)) = {(1− λ)2 | λ ∈ U}, l'inlusion
{(1− λ)2 | λ ∈ U} ⊂ sp(P (x− e),B).
Il résulte alors de
{(1− λ)2 | λ ∈ U} ⊂ ∂ext(1− U)(1 − U)
que
{(1− λ)2 | λ ∈ U} ⊂ ∂sp(P (x− e),B).
Comme ∂sp(P (x− e),B) ⊂ ∂sp(P (x− e)), il vient
{(1− λ)2 | λ ∈ U} ⊂ ∂sp(P (x− e)).
Et don si 1 ∈ U n'est pas isolé, alors 0 ∈ sp(P (x − e)) n'est pas
isolé. 
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On note Σe le omposante onnexe de Σ ontenant e, et FΣe l'en-
semble des x ∈ Σ tels que (x, e) est une paire de Fredholm.
Proposition 3.6. Soit Σe la omposante onnexe de Σ ontenant e.
Alors
FΣe ⊂ Σe.
Démonstration. Soit x ∈ FΣe. Alors Ux,e n'est pas U tout entier,
puisque soit 1 n'y est pas, soit 1 y est mais est isolé, et on peut don
dénir log x ∈ C∗(x, e), log étant une détermination adéquate du loga-
rithme. Alors P (exp (1
2
log x))e = x et don on a bien x ∈ Σe. 
Considérons (x, e) ∈ Σ2 et soit eiθ ∈ U. On a Ux,eiθe = e−iθUx,e, et
don si eiθ est isolé dans Ux,e, alors 1 est isolé dans Ux,eiθe, et on peut
dénir p(x, eiθe) et µ(x, eiθe).
Un sous-ensemble σ de Ux,e est dit spetral lorsque il est à la fois
ouvert et fermé. Cela revient à dire que la fontion aratéristique χσ
est ontinue.
Lemme 3.7. Soient (x, e) ∈ Σ2 et σ un sous-ensemble spetral de Ux,e.
Si p = G−1(x,e)(χσ) alors P (p)x et p sont deux unités de P (p)E et on a
les propriétés suivantes :
(i) P (p)C∗(x, e) = C∗(P (p)x, p) ⊂ C∗(x, e),
(ii) UP (p)x,p = σ.
Démonstration. Comme P (p)E est un sous système triple de E, il est
lair que p et P (p) sont des tripotents de P (p)E. Pour voir que P (p)x y
est inversible, on montre que P (p)x−1 est l'inverse de P (p)x dans l'al-
gèbre de Jordan P (p)E(e). Mais en alulant dans C(Ux,e) on voit fa-
ilement que {P (p)x, p, P (p)x−1} = p et que {(P (p)x)2, p, P (p)x−1} =
P (p)x.
(1) Puisque p ∈ C∗(x, e), on a
P (p)x2 = pxxp = pxxp2 = pxpxp = pxppxp = (P (p)x)2.
(2) Si λ 6∈ UP (p)x,p alors il existe z ∈ C∗(P (p)x, p) tel que
(λp− P (p)x)z = p.
Soit g(µ) = (1− χσ(µ))(λ− µ)−1 pour µ ∈ UP (p)x,p. Alors
g(x)(λe− x) = e− p.
Grâe à (1), (λe−x)z = (λe−x)P (p)z = (λe−x)pzp = (λp−P (p)x)z =
p et
(g(x) + z)(λe− x) = e− p+ p = e.
Don λ 6∈ Ux,e. Réiproquement, si λ 6∈ σ soit h(µ) = χσ(µ)(λ − µ)−1
pour µ ∈ Ux,e. Alors h(x)(λe− x) = p don
P (p)h(x)(λp− P (p)x) = ph(x)p((λp− pxp) = ph(x)(λe− x)p = p.

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Pour 0 < ε < π on note
Aε = {eiθ | 0 < |θ| ≤ ε}.
Lemme 3.8 (Perturbation de l'indie de transversalité). Soit (x, e)
une paire de Fredholm. Il existe 0 < ε < π tel que 1 est la seule valeur
spetrale de x dans Aε. Il existe un voisinage V de x tel que pour tout
tripotent inversible y ∈ V, le spetre de y dans Aε est ni et ne ontient
pas e±iε, et
µ(x, e) =
∑
|θ|≤ε
µ(y, eiθe).
Démonstration. Puisque 1 est isolé (ou n'est pas) dans Ux,e, soit 0 <
ε < π tel que Ux,e ∩Aε = ∅. Dans une algèbre de Jordan Banah, l'en-
semble des éléments inversibles est ouvert, don il existe un voisinage
V de x tel que
∀y ∈ V y − e±iεe est inversible.
Alors si y est une unité dans V, σε = Aε ∩ Uy,e est un sous-ensemble
spetral et on peut don dénir q(y, e, σε) = G−1y,e(χσε). Alors (f. par
exemple [DS88, IX, lemma 13℄)
p(x, e) =
∫
|λ−1|=ε
1
2iπ
(λe− x)−1dλ,
et
q(y, e, σε) =
∫
|λ−1|=ε
1
2iπ
(λe− y)−1dλ,
e qui montre, l'inversion étant ontinue, que si y est susamment
prohe de x, alors q(y, e, σε) l'est susamment de p(x, e). Or si p est un
idempotent d'une JB-algèbre A, tout idempotent q dans un voisinage
de p peut s'érire
q = exp kv(p)
où v ∈ A 1
2
(p) et exp kv est un automorphisme de A (f. [CI00℄). Quitte
à restreindre V, on a don, en faisant p = p(x, e) et q = q(y, e, σε) :
pour tout y dans V, Aq(e) est isomorphe à Ap(e). En partiulier, si
Ap(e) est de rang ni alors Aq(e) aussi et les rangs sont égaux. De
plus, dans e as, d'après le lemme préédent, l'ensemble σε est ni.
Supposons σε = {eiθ1 , . . . , eiθl} et soit qj = G−1y,e(eiθj), alors en faisant
le alul dans C(Uy,e), on voit que les qj sont des idempotents deux à
deux orthogonaux tels que
q = q1 + · · ·+ ql,
et don rang(q) = rang(q1) + · · ·+ rang(ql). 
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4. L'indie de Maslov
On onsidère dans ette partie un hemin ontinu x : [0, 1]→ Σ tel
que pour tout t ∈ [0, 1], (x(t), e) soit une paire de Fredholm. En parti-
ulier, pour tout t, 1 est une valeur propre isolée de multipliité nie de
x(t) par rapport à e. Les résultats suivant généralisent eux de [Fur04℄
et grâe à la partie préédente les démonstrations sont semblables et
parfois laissées au leteur.
Lemme 4.1. Il existe une subdivision t0 = 0 < t1 < · · · < tN = 1 et
des réels εj ∈ ]0, π[, j = 1 . . . N tels que ∀t ∈ [tj−1, tj]
µ(x(t), e,±εj) = 0,
et
Sp(x(t), e) ∩ Aεj onsiste en un nombre ni de valeurs
propres isolées de multipliités nies.
Démonstration. La démonstration se opie sur elle de [Fur04, lemma
3.1℄ en utilisant le lemme 3.8. On l'applique à haque (x(t), e) pour
t ∈ [0, 1] et on obtient des voisinages Vt et des εt. On extrait un reou-
vrement ni de [0, 1] :[
0 = s0, s0 + δ
+
0
[
, . . . ,
]
si − δ−i , si + δ+i
[
, . . . ,
]
sN−1 − δ−N−1, sN−1 = 1
]
et on pose
t0 = s0 = 0, t1 = s0 + δ
+
0 , . . . , tN−1 = sN−2 + δ
+
N−2, tN = sN−1 = 1
et
εj = εsj−1.

On dira qu'une telle subdivision t0 = 0 < t1 < · · · < tN = 1 est
admissible pour les εj, j = 1, . . . , N . Posons
k(t, εj) =
∑
0≤θ≤εj
µ(x(t), e, θ) pour tj−1 ≤ t ≤ tj .
Lemme 4.2. Soit t0 = 0 < t1 < · · · < tN = 1 une subdivision admis-
sible pour les εj, j = 1, . . . , N et les ε˜j, j = 1, . . . , N . Alors pour tout
1 ≤ j ≤ N ,
k(tj, εj)− k(tj−1, εj) = k(tj , ε˜j)− k(tj−1, ε˜j)
Démonstration. Supposons que εj ≥ ε˜j. Alors
k(t, εj)− k(t, ε˜j) =
∑
eεj≤θ≤εj
µ(x(t), e, θ).
Mais si γ est le erle de diamètre
[
eiεj , eieεj
]
, et pt =
1
2ipi
∫
γ
(λe −
x(t))−1dλ alors
∑
eεj≤θ≤εj
µ(x(t), eiθe) = rang (pt). Mais t 7→ pt est
ontinue don le rang de pt est onstant. 
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Proposition-Dénition 4.3. La quantité
Mas(x(t), e) =
N∑
j=1
(k(tj , εj)− k(tj−1, εj))
ne dépend ni des tj, ni des εj, pourvu que la subdivision t0, . . . , tN soit
admissible pour les εj. On l'appelle l'indie de Maslov du hemin x(t)
par rapport au point e.
Démonstration. La démonstration utilise le lemme préédent omme
dans [Fur04, Proposition 3.3℄. 
Théorème 4.4. L'indie de Maslov (par rapport à un point xé) est
additif pour la onaténation des hemins et invariant par homotopie.
Le Lemme 3.8 permet enore une fois d'adapter la démonstration de
[Fur04, Theorem 3.6℄.
5. la dimension finie
Dans ette partie on suppose E de dimension nie. Soient x et e dans
Σ. Il existe d'uniques nombres omplexes u1, . . . , uk, de module 1 et tous
distints, et un unique système omplet d'idempotents orthogonaux
c1, . . . , ck de l'algèbre de Jordan A(e) tels que (f. [FK94, Proposition
X.2.3 et Theorem III.1.1℄)
x = u1c1 + · · ·+ ukck.
L'indie de transversalité est simplement
µ(x, e, θ) = µ(x, eiθe) =
∑
j tq uj=eiθ
rang (cj).
Exemple 5.1. On alule l'indie de Maslov dans le as du erle pour
les hemins suivants :
(i) x(t) = eitϕe, où ϕ ∈ [0, π[.
On hoisit ϕ < ε < π et alors
µ(x(t), e±iεe) = 0 pour t ∈ [0, 1]
et don
Mas(x(t), e) =
∑
0≤θ≤ε
µ(eiϕe, eiθe)−
∑
0≤θ≤ε
µ(e, eiθe) = 1− 1 = 0
(ii) x(t) = ei(tϕ+ψ)e, où ψ ∈]0, 2π[ et 0 < ϕ < 2π − ψ.
On hoisit 0 < ε < min{ψ, 2π − (ϕ+ ψ)} et alors
µ(x(t), e±iεe) = 0 pour t ∈ [0, 1]
et don
Mas(x(t), e) =
∑
0≤θ≤ε
µ(ei(ϕ+ψ)e, eiθe)−
∑
0≤θ≤ε
µ(eiψe, eiθe) = 0− 0 = 0
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(iii) x(t) = e−itϕe, où ϕ ∈ [0, π[.
On hoisit ϕ < ε < π et alors
µ(x(t), e±iεe) = 0 pour t ∈ [0, 1]
et don
Mas(x(t), e) =
∑
0≤θ≤ε
µ(eiϕe, eiθe)−
∑
0≤θ≤ε
µ(e, eiθe) = 0− 1 = −1.
On peut alors onstruire un indie pour les ouples de points dans
le revêtement universel Σ˜ de Σ (dont une onstrution se trouve dans
[CK07℄). Si σ˜ et τ˜ ont pour projetions respetives σ et τ alors on
pose Mas(σ˜, τ˜ , e) = Mas(x(t), e) où x est n'importe quel hemin d'ex-
trémités σ et τ dont le relèvement d'origine σ˜ se termine en τ˜ . On
note m(σ˜, τ˜) l'indie de Souriau généralisé1 onstruit dans [CK07℄ et
ι(σ1, σ2, σ3) l'indie triple de [Cle04℄.
On suppose désormais que E est simple, autrement dit que A(e) est
simple (ie. ne ontient pas d'idéal non trivial). Alors la omposante
onnexe K(e) du groupe des automorphismes de A(e) agit de manière
transitive sur l'ensembles des repères de Jordan de A(e) (systèmes om-
plets d'idempotents primitifs, f. [FK94℄).
Théorème 5.2. Soient σ˜ et τ˜ dans Σ˜, de projetions respetives σ et
τ , et soit e dans Σ. Alors
(E) Mas(σ˜, τ˜ , e) =
1
2
(m(σ˜, τ˜ ) + ι(e, τ, σ) + µ(τ, e)− µ(σ, e)).
Démonstration. Soient
σ˜ = (σ =
∑
eiϕjcj, rϕ) et τ˜ = (τ =
∑
eiφjdj , rφ)
deux points de Σ˜, (cj) et (dj) étant deux repères de Jordan de A(e).
Posons τ˜ ′ = (τ ′ =
∑
eiφjcj, rφ). Il existe k ∈ K(e) tel que kdj = cj ,
j = 1 . . . r, et soit t 7→ kt un hemin dans K(e) tel que k0 = id et k1 = k.
Alors t 7→ (∑ eiφjktdj , rφ) est un hemin dans Σ˜ et on note t 7→ x(t)
sa projetion. Alors Mas({x(t)}, e) est nul ar µ(x(t), e) est onstant.
Soit e˜ un point de Σ˜ au dessus de e. Alors d'après la formule de Leray
(f. [CK07℄
m(τ˜ , τ˜ ′) + ι(e, τ ′, τ) + µ(τ ′, e)− µ(τ, e) = m(e˜, τ˜ ′)−m(e˜, τ˜).
Comme le seond membre de (E) est aussi additif pour la onaténa-
tion des hemins, il sut de démontrer (E) en remplaçant τ˜ par τ˜ ′.
Supposons que ϕj ∈ [0, 2π[ et que rϕ =
∑
ϕj, e qui est possible sans
perte de généralité. On onsidère le hemin
t 7→
∑
ei(1−t)ϕj cj
1
Dans le as de la Lagrangienne, et indie est en fait le double de l'indie de
Souriau.
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Son relevé d'origine σ˜ se termine en (e, 0), et son indie de Maslov est
nul puisqu'il se déompose en une suession de hemins unidimension-
nels d'indies de Maslov nuls. D'autre part, si on pose l = #{j | ϕj =
0 [2π]} alors
m(σ˜, (e, 0)) + ι(e, e, σ) + µ(e, e)− µ(σ, e) = −(r − l) + 0 + r − l = 0,
et don il reste à montrer que le formule est vrai si σ˜ = (e, 0). Supposons
que φj ∈ [0, 2π[ et que rφ =
∑
φj+2kπ. L'indie de Maslov du hemin
t 7→
∑
eitφj
est nul, et si l = #{j | φj = 0 [2π]} alors
m((e, 0), (τ,
∑
φj))+ ι(e, τ, e)+µ(τ, e)−µ(e, e) = r− l+0+ l− r = 0.
Considérons enn le hemin
t 7→ eiφ1+2ktpi +
r∑
j=2
eiφj ,
dont le relevé d'origine (τ,
∑
φj) se termine en τ˜ . Son indie de Maslov
vaut k, tout omme le membre de droite de (E). 
Remarque 5.3. En faisant σ = τ dans l'équation (E) on voit que
l'indie d'un laet ne dépend pas du point par rapport auquel on le
alule.
Remarque 5.4. En faisant σ = e, on obtient
Mas(σ˜, τ˜ , σ) =
1
2
(m(σ˜, τ˜) + µ(τ, σ)− r)
et don on peut retrouver l'indie de Souriau, puis l'indie triple par la
formule de Leray, grâe à e nouvel indie.
Un indie triple a été onstruit en dimension innie par Neeb et
Ørsted (f. [NØ06℄), mais il est à valeur dans le groupe fondamental du
groupe strutural de E.
Problème 5.5. Assoier une quantité numérique à et indie, et pou-
voir retrouver et indie triple numérique grâe à l'indie pour les he-
mins.
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