Abstract. Generalized multiresolution analyses are increasing sequences of subspaces of a Hilbert space H that fail to be multiresolution analyses in the sense of wavelet theory because the core subspace does not have an orthonormal basis generated by a fixed scaling function. Previous authors have studied a multiplicity function m which, loosely speaking, measures the failure of the GMRA to be an MRA. When the Hilbert space H is L 2 (R n ), the possible multiplicity functions have been characterized by Baggett and Merrill. Here we start with a function m satisfying a consistency condition which is known to be necessary, and build a GMRA in an abstract Hilbert space with multiplicity function m.
Introduction
A generalized multiresolution analysis (GMRA) for a Hilbert space H consists of an increasing sequence of subspaces V n such that the complements W n := V n+1 V n give a direct-sum decomposition H = n∈Z W n in which the W n for n ≥ 0 are invariant under a group action π on H, and in which W n+1 is the dilation of W n . The representation theory of abelian groups associates to the representations π| V 0 and π| W 0 integer-valued multiplicity functions m and m on the group's dual. In this paper, we consider the question of which functions m and m can arise as multiplicity functions of GMRAs.
Previous work on this question has focused on the case H = L 2 (R n ), with the group Z n acting by translation. In this case, Baggett and Merrill showed that m is associated to a GMRA if and only if m satisfies a consistency condition, described in detail below, and a rather complicated condition on the translates of the support of m [4] . The second condition was discovered by Bownik, Rzeszotnik and Speegle [5] in their characterization of the dimension function of a wavelet. In the case where a GMRA in L 2 (R n ) has an associated (multi) wavelet, one or more functions ψ k such that the translates π n (ψ k ) form an orthonormal basis for W 0 (so that m is constant), the two characterizations coincide. Here we show that the second technical condition from [4] and [5] is particular to L 2 (R n ). That is, provided one is willing to consider GMRAs in abstract Hilbert spaces, there are surprisingly few restrictions on m and m apart from the consistency condition of [4] . Our new results include a general construction of filters for multiplicity functions (Proposition 6), and a criterion for the purity of an associated isometry which improves a key result in [2] (Theorem 7). We begin in §1 by discussing GMRAs and multiplicity functions, and stating our main theorem. We work in an abstract Hilbert space, with a countable abelian group Γ of translations and a dilation operator which is compatible with an endomorphism α of Γ. In §2, we revisit the direct-limit construction from [8] to see what extra input we need to ensure that the direct limit carries the necessary translation group and dilation operator (Theorem 4). Then in §3 we prove our main theorem. We first show that our multiplicity function m admits a low-pass filter, which is a matrix H of functions on Γ satisfying relations, introduced in [2] , which generalize those of quadrature mirror filters. From H we build an isometry S H on a Hilbert space K, following an idea which goes back at least to [6] , and Theorem 7 says that when the filter is low-pass, S H is a pure isometry. Then, when we apply the construction of Theorem 4 to this isometry, we obtain a direct-limit Hilbert space which has the required GMRA.
Since we think Theorem 7 and its proof are likely to be of independent interest, we have made them the focus of a separate section. Our proof follows the general strategy suggested in [2, Lemma 3. 3] , but here we have been able to replace some of the grittier estimates with exact calculations, and those which remain are much sharper. The crux of the argument is the almost everywhere pointwise convergence of a sequence of averages, which we achieve by applying the reverse martingale convergence theorem.
Notation and standing assumptions. Throughout this paper, Γ is a countable abelian group with compact dual Γ, and λ denotes normalised Haar measure on Γ. We fix an injective endomorphism α of Γ such that α(Γ) has finite index N in Γ, and we write α * for the endomorphism of Γ onto itself defined by α * (ω) = ω • α, and note that | ker α * | = N . We assume that n≥1 ker α * n is dense in Γ (or equivalently, such that n≥1 α n (Γ) = {0}). All Hilbert spaces will be separable.
Multiplicity functions and the main theorem
Let π : Γ → U (H) be a unitary representation, and let δ be a unitary operator on
As in [2] , a generalized multiresolution analysis (or GMRA) relative to π and δ is a sequence {V n : n ∈ Z} of closed subspaces of H with the following properties: 
Ak and π is the representation determined by translation, the measure µ is necessarily absolutely continuous with respect to the Haar measure on the torus T d ≡ Z d (see [3, Propositions 2 and 3] ). This absolute continuity does not necessarily hold in general, but here we are interested in the converse, and our measures µ will be assumed to be absolutely continuous with respect to the Haar measure λ on Γ.
With the above conventions, the function m = χ σ i is called the multiplicity function of the GMRA. Properties (a), (b) and (d) in the definition of a GMRA imply that the subspace W 0 = V 1 V 0 also is invariant under π, and hence determines a unitary representation ρ of Γ on W 0 .
As above, Stone's theorem gives a measure µ on Γ, subsets σ 1 ⊇ σ 2 ⊇ . . . of Γ, and a unitary map
for v ∈ W 0 and γ ∈ Γ, and µ-almost all ω ∈ Γ. We write m for the corresponding multiplicity function; i.e.,
Theorem 1. The multilicity functions m and m satisfy the following relation:
Proof. We begin by recalling an additional consequence of Stone's Theorem. Let π be a representation of the abelian group Γ acting in a Hilbert space V, and let µ, {σ i } and J be as in the statement of Stone's Theorem. Suppose {τ l } is another collection of (not necessarily nested) Borel subsets of Γ, and suppose
for all f ∈ V, all γ ∈ Γ, and µ almost all ω ∈ Γ. Then
for µ almost all ω ∈ Γ. (This is really part of the proof to the theorem. In fact, Stone's Theorem is essentially the same as the canonical decomposition theorem for projection-valued measures.) Let ρ denote the representation of Γ on V 0 , ρ denote the representation of Γ on W 0 , and ρ denote the representation of Γ on V 1 = V 0 ⊕ W 0 . Of course each of these representations is the restriction of the representation π to the relevant invariant subspace. Denote by m, m, and m the associated multiplicity functions. Define a unitary
Clearly, using the additional statement to Stone's Theorem described above, m = m + m; i.e.,
so that, to verify the consistency equation, we need only verify that
As above, let {σ i } and J be the unique Borel sets and unitary operator associated to the representation ρfrom Stone's Theorem. Let C be a Borel cross-section from Γ/ ker(α * ) into Γ. For each i and each η in the kernel of α * , define a set τ i,η by
Define an operator J :
We have
Therefore, again by the additional consequence of Stone's Theorem described above, the multiplicity function m is given by
as desired.
Remark 2. If m is a multiplicity function that is finite a.e., and if m satisfies the consistency inequality,
we may define a complementary multiplicity function m by
in which case the functions m and m satisfy the consistency relation.
Examples. Suppose that π is the representation of Γ = Z by translations on L 2 (R) and δ is a dilation operator. When W 0 is generated by a wavelet ψ, so that the translates {π n ψ} form an orthonormal basis for W 0 , the representation π| W 0 is equivalent to the representation by multiplication operators on L 2 (T) and the complementary multiplicity function m is identically 1. When there is a scaling function φ such that {π n φ} is an orthonormal basis for V 0 , so that the GMRA is an MRA, we also have m identically equal to 1. However, the Journé wavelet provides an example of a wavelet such that the corresponding GRMA is not an MRA, and the multiplicity function m is not constant. The function m for the Journé wavelet is explicitly worked out in [2, Example 3. 6].
In this paper, we ask what functions can arise as multiplicity functions, and our main result is the following theorem.
Theorem 3. Suppose c ∈ N and m : Γ → {0, 1, · · · , c} is a Borel function which satisfies the consistency inequality (1), and define m by (2). Then there is a GMRA which has m and m as the associated multiplicity and complementary multiplicity functions.
Construction of a GMRA from a pure isometry
We extend some of the ideas from [8] by proving the following theorem.
Theorem 4. Suppose S is an isometry on a Hilbert space K, and let (H ∞ , U n ) be the direct limit of the direct system (H n , T n ) in which each Hilbert space H n = K and each T n = S:
then there exists a unitary representation π of Γ on H ∞ such that all the subspaces V n , for n ≥ 0, are invariant under π and
Proof. The construction of S ∞ is described on page 3 of [8] , and it is proved there that S ∞ is unitary. Since U n K = U n+1 SK, we have V n ⊂ V n+1 ; that the union of the subspaces V n = U n K is dense is a standard property of the direct limit.
The equation
For (c), we notice that for n < 0,
Since ∞ k=1 S k K is the largest subspace of K on which S is unitary, this proves (c). The intertwining relation (3) implies that
πγ is a commutative diagram of isometries, and hence the universal property of the direct limit gives the existence of a unique isometry π γ such that π γ • U n = U n • ρ α n (γ) , which implies immediately that V n = U n (K) is invariant under π γ . Uniqueness implies that π −γ is an inverse for π γ and that π γτ = π γ π τ , so π is a unitary representation of Γ. Finally, we have
which establishes (4).
Corollary 5.
If S is a pure isometry on K, then the subspaces V n of H ∞ form a generalized multiresolution analysis with respect to π : Γ → U (H ∞ ) and δ := S −1 ∞ .
Proof of the main theorem
Let m : Γ → Z be a Borel function such that 0 ≤ m(ω) ≤ c for all ω, and for 0 ≤ i ≤ c write σ i := {ω ∈ Γ : m(ω) ≥ i}. A filter relative to m and α is a Borel function H = {h i,j } : Γ → M c (C) such that h i,j vanishes outside σ j and (5)
where Σ(ω) is the diagonal matrix with entries χ σ i (ω). Such a filter is low-pass of rank a if H is continuous near 1 and H(1) has block form
Crucial for our argument is that, when m satisfies the hypotheses of Theorem 3, there are always compatible low-pass filters. Then there is a filter H = {h i,j } relative to m and α * which is low-pass of rank a.
Proof. We begin by writing the filter equations (5) in the form
We choose a Borel cross-section ρ for α * , and write C = ρ( Γ); then every element in Γ can be written in a unique way as ωζ for some ω ∈ C and ζ ∈ ker α * , and to build a filter it suffices to construct c functions
from C to C cN such that that the h i,j (ωζ) vanish unless ωζ ∈ σ j and (7) holds for every ω ∈ C. Equation (7) is equivalent to asking that the vectors (h i (ω)) in C cN are orthogonal of norm N 1/2 . Let U be a neighborhood of 1 such that (6) holds for ω ∈ U , and shrink U to ensure that the sets {U ζ : ζ ∈ ker α * } are pairwise disjoint. From the continuity of α * , there exist neighborhoods V and W of the identity, both contained in U , such that α * maps W onto V , and since U ∩ U ζ = ∅ for ζ = 1, α * is a homeomorphism of W onto V . We may suppose without loss of generality that W ⊂ C.
For ω ∈ W , we define h i (ω) by
otherwise.
This will ensure that our filter is continuous at 1 and is low-pass of rank a. For i > m(α * (ω)), we set h i (ω) = 0. For a < i ≤ m(α * (ω)), the entries h i,j (ω) must be 0, and then we need to take h i,j (wζ) = 0 unless wζ ∈ σ j , which is equivalent to m(ωζ) ≥ j; thus for each ζ, there are m(ωζ) js for which h i,j (wζ) can be non-zero, and hence ζ =1 m(ωζ) potentially non-zero elements.
Since ω ∈ W implies α * (ω) ∈ V , and since V is contained in U , we have
Thus the number of components in h i (ω) which can be non-zero is greater than or equal to the required number m(α * (ω)) − a of orthogonal vectors h i (ω), and it is possible to find such vectors. Since there are only finitely many possible sets of values of m(α * (ω)) and m(ωζ), and we can use the same vectors for h i (ω) when these values are all the same, we can find simple functions h i with the required properties.
Defining the vectors h i (ω) for ω ∈ C\W is easier, since now we just need to define h i (ω) for i ≤ m(α * (ω)), and we have ζ∈ker α * m(ωζ) ≥ m(α * (ω)) non-zero entries to play with.
Our main technical result shows that low-pass filters give rise to pure isometries. In an attempt to clarify our overall strategy, we will postpone the proof of this result till the next section.
Theorem 7. Suppose that m : Γ → {0, 1, · · · , c} is Borel, that 1 ≤ a ≤ c, and that H is a filter relative to m and α * . Let K be the Hilbert space defined by
and define an operator S H on K by
Then S H is an isometry on K. If the filter H is low-pass of some rank a between 1 and c, then S H is a pure isometry.
We now have all the ingredients to prove our main theorem.
Proof of Theorem 3. Proposition 6 gives us a low-pass filter H of rank a. Let S H be the pure isometry on
Now applying Theorem 4 gives us a direct limit Hilbert space (H ∞ , U n ), a representation π : Γ → U (H ∞ ), and a dilation operator δ = S −1 ∞ , such that {V n } := {U n (K)} is a GMRA relative to π and δ.
The canonical embedding U 0 is an isomorphism of K = i L 2 (σ i ) onto V 0 which intertwines ρ and π| V 0 , so this GRMA has multiplicity function m. The general theory of [3] discussed earlier implies that m must be the complementary multiplicity function.
functions associated to our sequence f n = S * n H f . A crucial step in the calculation is the following extension of the filter identity (5). In the following formula (10) it is crucial that the products are interpreted in the correct order: the middle terms, for example, are the ones for which k = 0 and l = 0.
Lemma 8. For every n ≥ 1, we have
Proof. For n = 1 we recover the usual filter identity (5). Suppose (10) is true for n ≥ 1. Then
Now notice that for each i, both the (i, j) entry h i,j (η) in H(η) and the (j, i) entry in H * (η) vanish unless η ∈ σ j , in which case the (j, j) entry in Σ(η) is 1. So the Σ(η) in the middle has no effect, and we deduce from the inductive hypothesis that the last expression reduces to N (N n Σ(ω)) = N n+1 Σ(ω).
Lemma 9.
For almost all ω we have
action of ker α * n , so that X n is certainly B n -measurable, and for B ∈ B n , we have
in other words, X n has the properties which characterise E( f 2 | B n ) (see the observation at the top of page 18 of [9] ), and hence X n = E( f 2 | B n ). Further, if B ∈ B n+1 ⊂ B n , then we have
and hence X n+1 = E(X n | B n+1 ). Thus the family {X n } satisfies the hypotheses of the reverse Martingale convergence theorem (as in [7, Theorem 10. 6 . 1], for example), and we can deduce from that theorem that X n converges almost everywhere to the expectation E( f 2 | B ∞ ) associated to B ∞ := n≥1 B n . To identify E( f 2 | B ∞ ), we need the following standard lemma.
Lemma 10. If B ∈ B ∞ , then λ(B) is either 0 or 1.
Proof. Notice that B is invariant under multiplication by elements of ker α * n for every n ≥ 1. Suppose γ ∈ Γ\{0}. Since n≥1 ker α * n is dense in Γ, two characters of Γ which agree on n≥1 ker α * n must agree on all of Γ. Thus there exist n and ζ ∈ ker α * n such that ζ(γ) = 1. Then the Fourier coefficients of the characteristic function χ B satisfy
and hence χ B (γ) = 0. Thus χ B (γ) = 0 for every non-zero γ, and χ B is either 0 or 1 in L 1 ( Γ), which implies the result.
So B ∞ = {B ∈ B : λ(B) = 0 or 1}, and the expectation E( f 2 | B ∞ ) is the constant function f (ω) 2 dω. Since our f is a unit vector, we have now proved the following Proposition.
Proposition 11. For almost all ω ∈ Γ, we have
We are now ready to get the contradiction which will prove that S H is a pure isometry. We fix δ > 0. We view H as a block matrix H = (H i,j ) for the decomposition C c = C a ⊕ C c−a , and choose a neighborhood V of the identity such that for each ω ∈ V we have H 1,1 (ω) − √ N 1 a < δ and H i,j (ω) < δ for (i, j) = (1, 1).
Next, we choose a neighborhood W of the identity such that W , α * (W ) and α * 2 (W ) are all contained in V . By Egorov's theorem, there exist a set E whose complement has measure less than λ(W )/4 and an integer M such that, for all n ≥ M and all ω ∈ E, 1 − δ < f n (α * n (ω)) < 1 + δ.
Since α * is measure-preserving in the sense that λ((α * ) −1 (E)) = λ(E), the set
has positive measure. It then follows that α * M (ω), α * (M +1) (ω), and α * (M +2) (ω) all belong to V ∩ E for every ω ∈ A.
We now fix ω ∈ A, write v = ([v] 1 , [v] 2 ) for the block decomposition of v ∈ C c , and make lower and upper estimates for [f M +1 (α * (M +1) (ω))] 1 . For the lower estimate, we observe that
and deduce that
For the upper estimate, we write
rewrite the first summand on the right as
and turn (14) round to get the estimate N 1/2 [f M +1 (α * (M +1) (ω))] 1 ≤ 1 + δ + 2δ(1 + δ) = (1 + δ)(1 + 2δ).
Combining the upper and lower estimates shows that for every δ > 0 we must have 1 − δ − 2δ(1 + δ) ≤ N −1/2 (1 + δ)(1 + 2δ), which we can see is impossible by letting δ → 0. This completes the proof of Theorem 7.
