Abstract. We further extend our previous result on double recurrence Wiener-Wintner convergence with polynomial exponent. In particular, we show that there exists a set of full measure for which the average converges independent of the choice of a polynomial. We also show that if either function belongs to an orthogonal complement of an appropriate Host-Kra-Ziegler factor, then the average converges to zero uniformly for all polynomials.
Introduction
The following extension on Bourgain's pointwise result on double recurrence [4] was proven in [2] . One of the estimates that was established to prove the uniform convergence result above was the following (this was obtained in the proof of Theorem 5.1 of [2] ): Theorem 1.2. Let (X, F , µ, T) be a standard ergodic dynamical system, and f 1 , f 2 ∈ L ∞ (X). If |||·||| k+1 denotes the k-th Gowers-Host-Kra seminorm [7, 8] Furthermore, the authors extended Theorem 1.1 to the case the exponential term e 2πint is replaced by e 2πip(n)t , where p is a polynomial with real coefficients. 
converges for all t ∈ R.
Some results on polynomial Wiener-Wintner averages have been achieved by E. Lesigne [9, 10] and N. Frantzikinakis [6] . Lesigne showed that for any ergodic system (X, F , µ, T), there exists a set of full measure for which the average (2) 1
converges for all polynomials p and a continuous function φ : T → C. Furthermore, if T is assumed to be totally ergodic, p a k-th degree polynomial, and f belongs to the orthogonal complement of the k-th degree Abramov factor, then the average (2) converges to 0. Frantzikinakis extended this result by showing the uniform counterpart: Assuming that T is totally ergodic and f belongs to the orthogonal complement of the k-th degree Abramov factor, then
where R k [t] denotes the set of k-th degree polynomials with real coefficients. Frantzikinakis also showed the assumption T being totally ergodic cannot be replaced with T merely ergodic by providing a counterexample.
Recently, T. Eisner and B. Krause announced uniform Wiener-Wintner results for averages with weights involving Hardy functions and for "twisted" polynomial ergodic averages [5] .
In this paper, we will extend Theorem 1.3 so that instead of obtaining a set of full measure independent of real numbers t, we obtain a set of full measure that is independent of polynomials p. We will furthermore show that depending on the degree of the polynomial p, an appropriate Host-Kra-Ziegler factor is a characteristic factor for these averages.
( 
By the consequence of (1) and (2), we can conclude that
There exists a set of full measure X f 1 , f 2 such that for all x ∈ X f 1 , f 2 , the averages
for all continuous functions φ : T → C and polynomial p with real coefficients.
For the remainder of the paper, we denote e(t) := e 2πit , and assume functions f 1 and f 2 to be realvalued.
2. Uniform Wiener-Wintner Theorem: Case when either f 1 or f 2 belongs to Z ⊥ k+1 with a k-th degree polynomial p
In this section, we prove (1) of Theorem 1.4, which we will restate in the following for convenience.
The idea of the proof is as follows: We will proceed by induction on k = deg p. We notice that the base case k = 1 is essentially (1) of Theorem 1.1, where p(n) = tn. For the inductive step, we first apply the van der Corput's lemma to reduce the degree of the polynomial, which allows us to use the inductive hypothesis. Then we use the estimate similar to Theorem 1.2 for the polynomials of higher degree to control the integral of the limit supremum of these averages. Consequently, the uniform Wiener-Wintner theorem follows.
To illustrate this proof better, we first prove this result for the case p(n) = αn 2 + βn. Suppose f 1 ∈ Z ⊥ 3 . Then we apply the van der Corput's lemma and the Cauchy-Schwarz inequality to obtain lim sup
We integrate the left hand side of the inequality above, and by Hölder's inequality, we obtain lim sup
Note that the inside of the integral on the right hand side of (4) is a double recurrence Wienter-Wintner average (by setting t = −2αh) for each h. By (1), we have lim sup
and by letting H → ∞, we obtain
Since either f 1 or f 2 belongs to Z ⊥ 3 , either ||| f 1 ||| 4 or ||| f 2 ||| 4 equals 0. This completes the proof for the case p(n) = αn 2 + βn.
One of the key inequalities used in this case is (5), where we controlled the integral of the averages by an appropriate Gowers-Host-Kra seminorm. We generalize this inequality for polynomials with higher degree by the induction and van der Corput's inequality. Lemma 2.2. Let (X, F , µ, T) be an ergodic system, and
Proof of Lemma 2.2. We proceed by induction on k. The base case k = 1 is clear from our previous work. Now suppose the claim holds for k = 1, 2, . . . , l. Let p(n) be a polynomial with degree l 
By taking limit supremum, integrating both sides, and applying the Cauchy-Schwarz inequality, we have lim sup
For any 1 ≤ h ≤ H, the inductive hypothesis tells us that lim sup
Proof of Theorem 2.1. By our assumption, either f 1 or f 2 belongs to Z ⊥ k+1 , the right hand side of the inequality (6) equals 0. Since the inequality (6) does not depend on the polynomial p (it only depends on the integers a and b), this implies that there exists a set of full measure X f 1 , f 2 , independent of p, such that for
3. General Convergence: Case when both f 1 or f 2 belongs to Z k+1 , with a k-th degree polynomial p
In this section, we first prove (2) of Theorem 1.4. Then we use this, together with (1), to prove (3) of the same theorem.
The following is the restatement of (2) of Theorem 1.4. We first prove this for the case f 1 and f 2 are both continuous, and show that the averages converge for all x ∈ X. Then we use an approximation argument to show that if f 1 and f 2 belong to L ∞ (µ), then the averages converge off a single null-set independent of p.
Then there exists a set of full measure X f 1 , f 2 ,k ⊂ X such that for any degree-k polynomial with real coefficients p,
Proof. First, we consider the case where f 1 and f 2 are both continuous functions in Z k+1 . Fix t to be a irrational number. Then for any k-th degree polynomial p, there exists another k-th degree polynomial q
Since t is irrational, we can use the similar argument as in the proof of Theorem 3.1 of [3] for the case t is irrational
converges for all x ∈ X as N → ∞. Hence, we have shown that the claim holds for the case when f 1 and f 2 are both continuous functions.
To extend the proof to the case for
, we can use an approximation argument similar to what was presented in [3] in order to find a single nullset independent of p; we demonstrate this argument for sake of completeness 1 . For each j = 1, 2, take ( f i j ′ ) to be sequences of continuous, real-valued functions such that f i
for each i, so we can rewrite the averages as follows:
Ultimately, we would like to show that for µ-a.e. x ∈ X,
To show (8), we first note that the fourth term on the right hand side of (7) vanishes after applying L R since we know that f i 1 and f i 2 are both continuous, so the averages converge for all p ∈ R k [t] . To show the remaining terms vanish, we apply the Cauchy-Schwarz inequality as well as the maximal ergodic theorem. For instance, we apply the Cauchy-Schwarz inequality to the absolute value of the second term of (7) to obtain
If we take supremum over N on both sides, we would have
, so we integrate both sides and apply the maximal ergodic theorem (cf. Theorem 1.8 of [1] ) to obtain
We can obtain similar inequalities for the first and the third terms of (7): We have
and (12) sup
We note that 0 ≤ sup
According to the inequalities (10), (11), and (12), the integral of each average in the right-hand side of the inequality above is bounded by a constant multiple of either
, or a product of them. These upper bounds converge to 0 as i → ∞. Using those inequalities together with Fatou's lemma, we obtain
Since inside the integral of (13) is nonnegative, we know that Therefore, (8) is established for µ-a.e. x ∈ X. Similarly, we can show that (9) holds for µ-a.e. x ∈ X.
The following is the restatement of (3) converges on a set of full measure independent of p. By Theorem 3.1, we know that there exists a set of full measure X f 1 , f 2 ,k such that for any x ∈ X f 1 , f 2 ,k , the average above converges for all k-th degree polynomials.
Thus, if we set
then X f 1 , f 2 is a set of full-measure independent of p, and (15) converges for all x ∈ X f 1 , f 2 .
