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Abstract 
In this paper, we discuss the optimality of Poisson approximation of uniform empirical pro- 
cesses of size n in a small interval [0, I], in the sense that the sup-norm distance between their 
paths has minimum expectation. Two optimal constructions are considered. The first one depends 
on [O,l] and makes sense if and only if 2 = o(n-Ii2 ), whereas the second one does not, and 
makes sense if and only if I = o(n-’ ). In both cases, we obtain the exact probability that the 
paths of the two processes coincide on [0, Z] as well as, under appropriate assumptions, the exact 
order of convergence of the tail probabilities concerning the sup-norm distance between their 
paths. We use elementary coupling techniques which allow us to give short and simple proofs. 
Keywords: Uniform empirical process; Poisson process; Poisson approximation; Fortet-Mourier- 
Wasserstein distance 
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1. Introduction and main results 
Let B,(s) be the (uniform) empirical process of size n, i.e., 
&l(s) := 2 l[O,S](&i), oes< 1, 
i=O 
where ~1, EZ,..., is a sequence of independent and on the interval [0, l] uniformly 
distributed random variables. Major (1990) and HorvAth (1990), among others have 
considered the problem of approximating B,(s) by a Poisson process in a small interval 
[0, Z], in the case that both processes have the same mean at each time s E [0,1]. 
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In this paper, attention is focused on the optimal@ of Poisson approximation of em- 
pirical processes, in the sense of minimizing the expected value of the sup-norm dis- 
tance between their paths on [0, Z]. We give two optimal constructions. In the first one 
(Theorem 1 ), the processes involved depend on the interval where the approximation is 
made, whereas in the second one (Theorem 2), they do not. However, in the first case, 
we show that the approximation makes sense if and only if 1 = o(n-‘j2) whereas, in 
the second case, 1 = o(n-‘). In both constructions, the processes have slightly different 
means at each time s E [0, Z]. 
For the two optimal approximations, we also provide sharp rates of convergence 
for the tail probabilities concerning the sup-norm distance between the paths of the 
empirical and the Poisson process, and obtain the exact probability that their paths 
coincide on the small interval of approximation [0, I]. Furthermore, a O-l law for the 
mentioned sup-norm distance is given in the first construction. 
Throughout the paper, we use the notation 
t* := 1 - e-‘, t > 0. 
The main results are stated as follows. 
Theorem 1. Two double-indexed families of stochastic processes {B,,t : n E N, t E 
(0,~)) and {p,,, : n E N, t E (0, co)} can be constructed in such a way that, for 
each t > 0, (B,,,r)na~ is a sequence of independent empirical processes of size 1 on 
[0, t*], (P,,t),al is a sequence of independent Poisson processes with intensity t/t* on 
[0, t*], and, moreover, denoting by 
d,(t) I= SUP SUP 5 Bi,t(s) - 5 Pi,,(S) 
k<nO<s<t’ i=l i=l 
we have: 
(I) Zf t := t(n) + 0, as n -+ co, in such a way that nt2 + 00, then 
lim P(d,(t)>m) = 1, m = 0,1,2,. . . . 
n--tm 
(II) Zf t + 0 and nt2 -+ a E (O,co), then 
lim P(d,(t)am) = P(Nl(a/2)>m), m = 0,1,2,. .., n+oo 
where {N, (t ); t 2 0) is a standard Poisson process. 
(III) Assume that t -+ 0 and nt2 + 0. Then: 
(IIIa) P(&(t) = 0) = e-“‘(1 + t)” = 1 - $ + o(nt2). 
(IIIb) For t E (0,l) and m, n = 1,2,. . . with m <n, we have 
P(d,(t)Bm)aD,(n,t) := max (I - eC”’ (g g)fl, *(nt2)-) , 
(1) 
where C,(n, t) is a positive quantity which goes to 1 as t -+ 0 and nt2 + 0. 
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where K,,,(n,u) is a positive quantity which tends to A(+ - l)“, as Z.J + 0 and 
nu + 0. 
Theorem 3 (Optimal@). Let t > 0, n = 1,2,. . . , and assume that on the same 
probability space we have dejined a uniform empirical process & of size n and a 
Poisson process p,, having intensity na(t), with a(t)2 t/t*. Then, for 0 < u< t*, 
where D,(u) is defined in (3). In particular, 
E s;!~ I&(s) - p,(s)1 aEd, = n(t - t*), 
. .* > 
where d,(t) is dejined in (1). 
Theorems 1 and 2 are shown in Sections 2 and 3, respectively. One of the main 
features of the paper is that we use elementary coupling techniques, partially inspired 
in the works of Serfling (1978) Horvith (1990) and Lindvall (1992), which allow us 
to give short and simple proofs of all assertions. 
Similar coupling techniques are applied to obtain the exact Fortet-Mourier-Wasserstein 
distance between a sum of independent Bernoulli random variables and a Poisson ran- 
dom variable, whenever the parameters are conveniently chosen (Lemma 2). Therefore, 
we improve earlier estimates given in Deheuvels et al. (1989). Thanks to Lemma 2, 
we are able to show the optimality results stated in Theorem 3 (see Section 4). 
2. Proof of Theorem 1 
Let (si,j)i,ja 1 be a double sequence of independent and on the interval [0, l] uni- 
formly distributed random variables and let (Nk(t)) kal be a sequence of independent 
standard Poisson processes on the interval [0, co) which are also independent from the 
above E’S. Define, for i = 1,2,. . . , and t > 0, 
Bi,l(s) := l[O,s/l*](&i,l)l[l,~)(Ni(t)), ObsGt* (4) 
and 
Pi,,(S) := C l[O,s/t*](~i,j)~ Obs<t*. 
j=l 
(5) 
It is clear that these processes satisfy the requirements of Theorem 1. By construction, 
we have 
&I(t) = i: (NC(t) - l),, (6) 
k=l 
where d,(t) is defined in ( 1) and x+ := max(x, 0). In particular, 
Ed,(t) = n(t - t*) = ;nt2 + p(t)nt3, (7) 
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and 
Vard,(t) = $zf2 + y(t)nt3, (8) 
where the functions p(t) and y(t) are bounded in a neighbourhood of zero. Despite its 
simplicity, formula (6) is the key point in the proof, as the following shows: 
Part (I) follows from (6)-(8) and the central limit theorem for triangular arrays. 
Part (II) follows from the fact that d,(t) converges in distribution to Ni(a/2), as t + 0 
and nt2 4 a E (0, co). Assertion (IIIa) is an immediate consequence of (6). 
(IIIb) Firstly, we have 
P(d,(t)am)>P fi {(Nk(t) - l)+>m} - 1 -e-“’ 
( k=l )- (kc$’ 
On the other hand, the random variable 
m(t) := 2 l[Z,co)(Nk(t)h n=1,2 )...) t>o, 
k=l 
has the binomial distribution with parameters n and p(t) := 1 - e-‘( 1 + t). Thus, for 
n>m, we have 
(nt2)” 
fY&(t)2m)>WXt) = m) = C,(n,t)w, 
where 
1 
Gt(n,f) := @ _“m,!nm (1 - p(t))“-“(2t-Q?(t))“. 
Finally, it is an easy exercise to check that C,(n,t) 4 1, as t -+ 0 and nt2 + 0. 
(IIIc) Using the inequalities 
log(1 +x)<x, e” - 1 dx + ieXx2, (x30), 
we have, for u > 0 
Eu4(‘) - -exp{-nt+nlog(l+y)} <exp($e”‘nut2). 
Therefore, by Markov’s inequality, 
P(d,(t) > m) Q ~-mEz&(t) < Km exp . 
(9) 
and the bound in (IIIc) follows by choosing u = (dfa)-‘. 
(IIId) The sufficiency directly follows from (IIIc) with c( = 1. To prove the necessity, 
observe that (IIIb) together with the inequality 
1 - (1 -x)“>n.x - in(n - 1)x2, O<x<l, n = 1,2..., 
implies 
P(d,(t)k2)3 +zt’, 
for large enough n and this, in turn, implies the conclusion. 
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(IV) For r < l/2, the conclusion is an immediate consequence of (I). If Y > i, 
let x-l = max( 1, r). Then, r( 1 + a) - 1 > 0 and we can therefore choose a positive 
integer m such that m(r( 1 + CC) - 1) > 1. Since nt,* 2 1, we can apply (111~) to obtain 
Ep(Ll,(t)am)<ee/2E .-m(r(l+a)-l) < oo, 
n=l il=l 
and the conclusion follows, in this case, from the Borel-Cantelli lemma. Finally, if 
Y = $ we have from (6) 
sup(d,(K”2))& sup 8,, 
n n 
where 
en := c (&(2-“) - l),, n = 1,2,... 
k=22”- I+1 
Since the random variables 81, $2,. . . are mutually independent and I$, converges in 
distribution, as n -+ CXJ, to a random variable having the Poisson distribution with 
mean i, we have 
P(sup&<x)= {p(e,<x)=o, x > 0, 
n fl=l 
i.e., P(sup 8, < 00) = 0. The proof of Theorem 1 is complete. 
n 
3. Proof of Theorem 2 
Let t > 0 be fixed. Recalling (4) and (5) we define, for i = 1,2,. . . and 0 ds < t”, 
Bi(s) := B&t(s), Pi(S) I= Pi,,(S). 
By construction, these processes satisfy the requirements of Theorem 2 . We aLS0 
HAVE 
n (‘w--l)+ 
D,(U) = C C l[O,u/f*](G,j+l>~ 0 < u<t*, 
i=l j=l 
where D,,(U) is defined in (3). It is clear from (6) that D,(U) is a random sum of d,(t) 
independent random variables having the same Bernoulli distribution with parameter 
u/t*. Hence, for n > 1, m >O and 0 < u < t*, it follows that 
P(&(u)=m)=E{ (“it’) (~)~(l-;Ui)dn”‘-*l~~,~l(dn(f))}, (10) 
where d,(t) is defined in (1). Taking into account (6)-(9), all the assertions in The- 
orem 2 are easily derived from (10) and the dominated convergence theorem. 
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4. Proof of Theorem 3 
Denote by Y(i) the probability law of the random variable [. We recall that the 
Fortet-Mourier-Wasserstein distance between (the laws of) the random variables [ and 
r] is defined by 
To prove Theorem 3, we shall need two auxiliary results. The first one relates the 
distance d(. , .) with the usual stochastic order (see, for instance, Shaked and Shan- 
thikumar, 1994). 
Lemma 1. Let i and q be two integrable random variables such that El GE?. Then 
d(Y(i), .2(q)) = Eq - El if and only if there exists a random vector (co, Q,) such 
that %CO) = =WC), 9Yv0) = Y(q) and ~OG~O as. 
Proof. Suppose that d(9([), Z(q)) = Eq - EC. Since the infimum in ( 11) is attained, 
say at the point (CO, qo), we have E(~o - to) = E 1~0 - CO 1 implying that co < q. a.s. 
Conversely, if ((0, V]O) satisfies the conditions of Lemma 1, then for any random vector 
(i’,?‘) such that Y(i’) = Z(5) and Z(q’) = Y(q) we have Eli’ - $12 IEC’ - Eq’I = 
El&, - 901, and therefore d(Y([),Z(q)) = Eq -EC. 
Let 51, 52,..., (, be independent Bernoulli random variables with success probabil- 
ities P(& = 1) = 1 - P(& = 0) = t,? E (0, l), i = 1,. , n, and let a,, = EYE, &. 
Denote by p(m) the Poisson distribution with mean m > 0. When it comes to ap- 
proximating Z(crn) by Y(m), the Stein-Chen method usually gives sharp estimates in 
various metrics (cf. Barbour et al., 1992). However, in the case at hand, we ennunciate 
the following simple result. 
Lemma 2. Let on and P(m) be as above. If m2 Cy=, ti, then 
d(P’(g,),P(m)) = m - 5 t:. 
1=1 
Proof. Let {N,(t) : i = 1,. , n} be n independent standard Poisson processes. The 
conclusion follows from Lemma 1 and the fact that 
2 l,,,no,(Ni(t;))~~Ni(ti)bNI m - kt. +  $i\r(t,)~ 
i=l i=l ( i=2 ‘1 
We are now in a position to prove Theorem 3. 
Let t > 0, 0 < u 6 t*, and set u = v*. Since the function 4(x) := x/x* is increasing 
on (O,oo), we have 
a(t)u> iv* > vv* 
t* V* 
= v. 
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Therefore, we obtain from (11) and Lemma 2 
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