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Trimmed best k-nets were introduced in J. A. Cuesta-Albertos, A. Gordaliza and
C. Matra´n (1998, Statist. Probab. Lett. 36, 401–413) as a robustified L.-based
quantization procedure. This paper focuses on the asymptotics of this procedure.
Also, some possible applications are briefly sketched to motivate the interest of this
technique. Consistency and weak limit law are obtained in the multivariate setting.
Consistency holds for absolutely continuous distributions without the (artificial)
requirement of a trimming level varying with the sample size as in J. A. Cuesta-
Albertos, A. Gordaliza and C. Matra´n (1998, Statist. Probab. Lett. 36, 401–413).
The weak convergence will be stated toward a non-normal limit law at a OP(n−1/3)
rate of convergence. An algorithm for computing trimmed best k-nets is proposed.
Also a procedure is given in order to choose an appropriate number of centers, k,
for a given data set. © 2002 Elsevier Science
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1. INTRODUCTION
Best k-nets or k-center clustering (Garkavi, 1962) constitute an L.-based
quantization method consisting in obtaining a set with k points which
approximates a given data set with minimax error, where k is a natural
number fixed in advance.
Trimmed best k-nets are best k-nets computed on a suitably chosen
subset of the data. Their aim is mainly to provide some robustness to the
best k-nets. Before giving a precise definition, let us present an example of
its application. Some of the key properties of the trimmed best k-nets are
given in this example (rigorous proof of existence, a formal derivation
of their characterization and other properties can be found in Cuesta-
Albertos et al. (1998):
Example 1 (Location of facilities). A telephonic operator wants to
rebuild its network in a certain large geographical area. The new network
will contain just two booster power stations and the problem is to decide
their locations. Taking into account that the quality of the service provided
to a given customer depends mainly on the distance between the customer
and the booster serving him or her, the company decides that every cus-
tomer in the area must be assigned to the nearest booster and that the
location of the boosters be such that ‘‘the worst service is as good as pos-
sible.’’ In other words, the locations of the boosters must be chosen in such
a way that the maximum distance between a customer and the booster
serving him or her is as low as possible. The solution of this problem is the
2-net of the two dimensional data points given by the homes of the customers.
The chosen criterium has the drawback that the locations of the boosters
are fixed depending on the most remote customers. Thus, one customer
living in a quite remote place may have a very strong influence on the
location of the booster serving him or her. To make this last problem
easier, the company decides to modify the criterium by ignoring a 5% of
the customers. Those ignored customers must be chosen in such a way that
the worst served of the remaining 95% customers must get as good a
service as possible. The solution of this problem will be the 0.05-trimmed
best 2-net.
If we denote by a the proportion of the customers to be left outside the
quality criterium, then the problem could be stated as follows:
Given the point m ¥ R2 and r > 0, let B(m, r) denote the open ball with
center m and radius r and B¯(m, r) its closure. Let n(A) be the proportion of
the customers living in zone A. The problem is to find a couple of locations
m01, m
0
2 and radius r
0
1, r
0
2 such that
n[B¯(m01, r
0
1) 2 B¯(m02, r02)] \ 1−a,
with sup(r01, r
0
2) as low as possible.
If we assume that n is a continuous probability measure then it can be
shown that the telephonic operator should serve exactly a proportion 1−a
of customers. Moreover, the served customers must live within the union of
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two not necessarily disjoint balls having the same radius (see Cuesta-
Albertos et al. (1998) for a formal statement and proofs of these assertions).
Before stating the problem, let us introduce the notation to be employed.
All the random variables will be defined on the same rich enough proba-
bility space (W, s, P). Given an Rp-valued random vector (r.v.) X, PX will
denote its probability distribution and fX its probability density function
(p.d.f.) if it exists.Mk will represent the family of all the subsets of Rp with
k elements. || · || will be the euclidean norm on Rp and ess sup ( · ) the essen-
tial supremum of the random expression between parenthesis. Finally, “(A)
will stand for the topological boundary of the set A and the symbol ‘‘M ’’
will be employed to denote weak convergence.
Definition 1 (Best k-nets). Given a Rp-valued r.v. X, a best k-net of X
is any setMX={mX1 , ..., m
X
k } ¥Mk that satisfies
ess sup( inf
i=1, ..., k
||X−mXi ||)= inf
{m1, ..., mk} ¥Mk
ess sup( inf
i=1, ..., k
||X−mi ||).
From this expression it is deduced that best k-nets belong, as a limit case,
to the class of generalized k-means methods considering penalty functions
F(x)=xp, with pQ. (see Cuesta-Albertos and Matra´n, 1988), and both
share the same problem of lack of robustness against anomalous points
placed far away from the cluster centers. To solve this drawback Cuesta-
Albertos et al. introduced a trimming-based robustified version of the
generalized k-means and best k-nets, namely trimmed k-means (Cuesta-
Albertos et al., 1997) and trimmed best k-nets (Cuesta-Albertos et al.,
1998), respectively, where the trimming procedure is based on the idea of
‘‘impartial trimming’’ introduced in Gordaliza (1991).
A verification of the robustness properties of trimmed k-means can be
found in Garcı´a-Escudero and Gordaliza (1999). From the robustness
point of view, the main feature of those procedures lies in their ability to
prevent not just against anomalous points placed in the outer zone of the
clusters (outliers) but also against anomalous points placed in the zone
between clusters (bridging points). Moreover, L.-based procedures share
the specific goal of protecting against anomalous points into the clusters
(see Cuesta-Albertos et al. 1998).
According to that methodology, trimmed best k-nets are obtained by
trimming at most a fixed proportion a of the data in such a way that a best
k-net of the remaining points provides the best minimax approximation out
of all possible ways of trimming that proportion a. A precise formulation
of this idea is as follows:
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Definition 2 (Trimmed best k-nets). Given an Rp-valued r.v. X, we
search for a Borel set BX such that PX(BX) \ 1−a and a set MX=
{mX1 , ..., m
X
k } ¥Mk that satisfies
ess sup
X ¥ BX
( inf
i=1, ..., k
||X−mXi ||)
= inf
B: PX(B) \ 1−a
inf
{m1, ..., mk} ¥Mk
ess sup
X ¥ B
( inf
i=1, ..., k
||X−mi ||). (1.1)
We will call BX and MX an a-optimal set and an a-trimmed best k-net of
PX, respectively (the reference to a and PX will be often omitted). The
infimum in (1.1) will be represented as Vk, a.
In Cuesta-Albertos et al. (1998) it is shown that an optimal set and a
trimmed best k-net always exist and that BX is essentially the union of k
(non necessarily disjoint) balls with centers at the points in MX and with
the same radius rX=Vk, a that will be called an optimal radius. Thus, if we
define
ra(M) :=inf 3r \ 0 : PX50k
i=1
B(mi, r)6 [ 1−a [ PX 50k
i=1
B¯(mi, r)64
forM={m1, ..., mk} ¥Mk and a ¥ (0, 1), the minimization problem in (1.1)
is equivalent to finding MX such that ra(MX)=infM ¥Mk ra(M). This leads
to the more friendly statement of the trimmed best k-net problem as
the searching of k points MX={mX1 , ..., m
X
k } and a radius r
X such that
BX=1ki=1 B¯(mXi , rX) has PX-probability mass greater than 1−a and rX is
the smallest possible. In other words,
rX=inf 3r: sup
m1, ..., mk
PX50k
i=1
B¯(mi, r)6 \ 1−a4 . (1.2)
On the other hand, given {X1, ..., Xn} a random sample of independent
identically distributed (i.i.d.) r.v.’s with the same distribution PX, and
w ¥ W, the empirical distribution will be denoted by Pwn , i.e., the probability
measure giving mass n−1 to each point X1(w), ..., Xn(w). An optimal set, a
trimmed best k-net, and an optimal radius of the empirical distribution are
called an empirical optimal set, an empirical a-trimmed best k-net, and an
empirical optimal radius (Bn, Mn={m
n
1, ..., m
n
k} and rn, respectively) and
these objects constitute natural estimators of BX,MX, and rX.
Strong consistency of empirical trimmed best k-nets was obtained in
Cuesta-Albertos et al. (1998) for general distributions but they needed the
(somehow unnatural) consideration of trimming sizes slightly greater than a.
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Namely, in order to estimate consistently the a-trimmed best k-net of PX,
they employed a sequence of empirical an-trimmed best k-nets with an > a,
limn an=a, and `log log n/n=o(an−a). However, we show in Section
2.1 that consistency holds also for fixed trimming size a if PX satisfies
certain regularity conditions.
Section 2.2 contains the main result concerning the weak convergence of
trimmed best k-nets. There a cube root rate of convergence toward a non-
normal limit law is given. Cube root rates of convergence appear in differ-
ent settings in statistics such as, for instance, nonparametric density esti-
mation (Eddy, 1980, 1982: Prakasa-Rao, 1969), but they insistently appear
associated to estimators based on trimming, when the trimming procedure
obeys geometrical considerations. This is the case of trimmed best k-nets,
but also, for instance, the case of Chernoff’s estimator of the mode
(Chernoff, 1964), the ‘‘shorth’’ (Andrews et al., 1972), the least median of
squares (LMS) estimator (Rousseeuw, 1984; Kim and Pollard, 1990), the
minimum volume ellipsoid (MVE) (Davies, 1992), for half-space multi-
variate trimming (Nolan, 1992), and so on. Asymptotics for the above
procedures may be derived from adapting the powerful methodology
introduced by Kim and Pollard (1990). This will be also valid for trimmed
best k-nets.
Notice that the 0.5-trimmed best 1-net coincides with Rousseeuw’s LMS
location estimator for univariate data sets. Kim and Pollard (1990)
provided the asymptotics of the LMS in the general framework of linear
regression. The OP(n−1/3) rate had been already suggested by Rousseeuw
(1984) by reasoning as in Andrews et al. (1972) for the shorth. The results
presented here are their extension to the clustering framework.
As an important consequence of their slow OP(n−1/3) rate of conver-
gence, trimmed best k-nets are not asymptotically competitive with their
natural counterpart, the generalized trimmed k-means, which attain a
OP(n−1/2) rate (Garcı´a-Escudero et al. (1999a, 1999b)). However, the intui-
tive geometrical motivation of trimmed best k-nets (closely related with
that of methods such as excess-mass and minimum volume sets (Müller and
Sawitzki, 1991; Polonik, 1995, 1999, and references therein)) gives this
procedure an appealing statistical interest in some difficult research fields
such as robust clustering and modes and support estimation. Let us start
giving some examples justifying this claim and providing some insights
about their use in these fields. Examples are also aimed to graphically
illustrate the performance of the algorithm proposed in Section 3.1 for dif-
ferent data sets and different k’s and a’s.
Example 2 (Robust L.-clustering). From the best k-nets stated in
Definition 1, an L.-clustering criterium arises: If m
X
1 , ..., m
X
k are the best
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k-net centers, then the ith cluster, i=1, ..., k, will be constituted by those
observations closer to mXi than to the other centers (i.e., the Voronoi
regions defined by the centers). As it was noted in Example 1, these centers
and, consequently, the cluster partition are totally influenced by the pres-
ence of remote observations, and this fact motivates the high nonrobust-
ness of the procedure.
If we are willing to eliminate the influence of a fixed proportion of most
extreme data points, then trimmed best k-nets provide a robust clustering
criterium: From mX1 , ..., m
X
k in (1.1) and the optimal radius r
X, assign each
nontrimmed observation to the ith cluster if that observation is closer to
mXi than to the other centers. In other words, the ith cluster will be
{xj: ||xj−m
X
i || [ ||xj−mXk ||, k ] i} 5 B(mXi , rX).
Notice that, although trimmed best k-nets are intended for classifying the
nontrimmed observations (and the L. character of the procedure only
applies for those observations), if desired, each trimmed observation could
be also classified by assigning it to its closest center. In this case, clusters
would be again the Voronoi regions defined by the trimmed best k-nets.
Let us provide two examples. The first one is a bivariate example
showing graphically the gain in robustness provided by the trimming
process. The second one exhibits a trivariate example where L. classifica-
tion is difficult without trimming:
• Ruspini data: The Ruspini data set (see Kaufman and Rousseeuw
(1990)) consists of 75 data points with a clear four cluster structure easily
detectable by any clustering procedure. Figure 1a shows the proper parti-
tion into four clear clusters around the (untrimmed) best 4-nets. In order to
show the advantage provided by the trimming from the robustness point of
view, we have added some artificial outlying data points. Figure 1b exhibits
the bad-performance of best 4-nets caused by the presence of two outliers.
We can see how the clustering process artificially breaks clusters A and C
provoking an unsatisfactory classification. On the contrary, as shown in
Fig. 1c, this contamination does not affect trimmed best 4-nets (a trimming
size a=0.05 was considered). Notice that, apart from the added observa-
tions, the cluster classification in Fig. 1c is the same as in Fig. 1a. Finally,
in Fig. 1d we can see the satisfactory behavior of trimmed best 4-nets in the
presence of severe contamination consisting of 15 radial outliers added to
the original Ruspini data (here a trimming size a=0.2 was considered).
The heavy contamination still allows the proper recovering of the initial
cluster classification.
• Cities data: Next we analyze the data set #415 in Hand et al.
(1994). There a comparison between 48 major cities in 1991 is made
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FIG. 1. (Untrimmed) best 4-nets based cluster classifications: (a) Ruspini data.
(b) Modified Ruspini data with two outliers added. Trimmed best 4-nets based cluster classi-
fication: (c) a=0.05 and the same data set as in (b). (d) a=0.2 and 15 radial outliers added to
the Ruspini data. (Original Ruspini data appear as g, additional observations as +, and the
untrimmed and trimmed best 4-nets correspond to the i symbols. Dashed lines delimit the
Voronoi regions defining the clusters. Balls determine the optimal set containing the non-
trimmed observations in (c) and (d)).
attending to three variables: working hours, price level, and salary level. An
important characteristic of this data set is that the values for working hours
and salary level for the cities Cairo and Jakarta are missing. We have
arbitrarily replaced them by zero in order to get two real outliers. As the
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variables are measured in different scales, variables have been previously
standardized.
Trying to classify the observations into cities belonging to more or less
developed countries at that moment, we would have considered k=2. But,
applying a classification based on best 2-net, we obtain a cluster consti-
tuted by Cairo and Jakarta and a second one constituted by the remaining
cities. So, we consider trimmed best 2-nets with the trimming sizes needed
to trim two, three and four cities. As soon as we trim two cities (Cairo and
Jakarta) the procedure splits the cities into two groups: Cluster A formed
mostly by cities in the most developed countries and Cluster B by cities in
less developed ones.
— Brussels, Chicago, Copenhagen, Dusseldorf, Frankfurt, Helsinki,
London, Los Angeles, Luxembourg, Madrid, Milan, Montreal, New York,
Oslo, Paris, Stockholm, Sydney, Tokyo, Toronto, and Vienna appear
always in cluster A.
The Swiss cities Zurich and Geneva belong to this cluster but they take
extreme values in the considered variables and they are trimmed after Cairo
and Jakarta.
— Athens, Bogota, Bombay, Buenos Aires, Caracas, Hong Kong,
Johannesburg, Kuala Lumpur, Lagos, Lisbon, Manila, Mexico City,
Nairobi, Nicosia, Panama, Rio de Janeiro, Sao Paulo, Seoul, Singapore,
and Tel Aviv appear always in cluster B.
As was to be expected, the boundary between clusters is somehow fuzzy
and some cities are eventually bad-classified due to particularities in the
considered variables. This is the case of Amsterdam, Dublin, Houston, and
Taipei that appear initially in cluster B, when we trim only Jakarta and
Cairo. However, these cities fall definitively into Cluster A when we trim
off the extreme Swiss cities that alter the position of the center of Cluster
A. These better reallocations due to the elimination of the influence of
extreme observations within some groups are an important ability of the
trimming process.
Of course, outliers could be isolated without trimming by increasing the
number of groups. However, this is not very advisable when we consider an
unsupervised method where k must be fixed in advance.
Example 3 (Estimation of modes). When trimmed best k-nets are used
for doing robust cluster analysis, the trimming size a is chosen in order to
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protect the process against the maximum proportion of corrupted data
suspected to be present. However, we can tackle the selection of a bearing
other different purposes in mind. For instance, considering a large a, we
would be trying to find high density zones around the modes. Notice that a
well-known procedure to estimate modes consists of estimating high
density zones by means of minimal zones with a previously fixed probabil-
ity, and subsequently taking the centers of the components of that
estimated set. With this purpose in mind, taking a high trimming size a and
the right value of k (see Section 3.3), the trimmed best k-net may be seen as
an estimator of modes of the distribution.
Figure 2 shows the ability of trimmed best k-nets for providing a
reasonable estimation of the modes in a somehow complicated mixture of
three bivariate distributions including two differently scattered spherical
normal distributions, an elliptical component, and the presence of certain
overlapping phenomena. The sample consists of 360 observations simulated
from the mixture
1/3 ·N 1R 0
1.5
S , 2/3Id2+1/3 ·N 1R 2
2.5
S , 1/3Id2
+1/3 ·N112
1
S , 1/16 R9
3
3
5
S2 ,
where Id denotes for the identity matrix. The 0.5-trimmed best 3-net has
been calculated for this sample. The obtained centers (−0.2017, 1.4743) −,
(1.9674, 2.6023) −, and (1.8622, 0.9633) − (marked with ‘‘× ’’ in Fig. 2) give
an estimation of the three modes of this mixture.
Example 4 (Support estimation). Given {X1, ..., Xn}, a random sample
of the distribution PX, a rather simple estimator of the support of PX is
Sn=1ni=1 B(Xi, en) with en being a sequence of smoothing parameters.
Instead of considering a ball centered at every sample point, it could be
more informative to summarize this union of balls by another union with a
smaller number of balls, k. This goal can be attained through the optimal
zone associated to the trimmed best k-net computed by using a small a and
a (relatively) large number of balls, k. For instance, for absolutely contin-
uous distributions with p.d.f. fX, it is easy to see that the union of these k
balls constitutes a preliminary estimation of the corresponding (1−a)-level
set, i.e., the level set {x : fX(x) > l} containing probability mass 1−a. So it
provides a reasonably good summarization of the shape of the distribution.
This preliminary estimation could be improved through some kind of
smoothing operation as, for instance, using an appropriate envelope or
applying granulometric smoothing (Walther, 1997) to the nontrimmed
points.
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FIG. 2. 0.5-trimmed best 3-net, marked with ‘‘× ,’’ as modes estimator. The optimal set is
the union of the three balls.
Figure 3a consists of 250 observations simulated from the elliptical
bivariate normal distribution
N 10, 12
1
1
2
S2 .
The optimal set associated to the 0.25-trimmed best 8-net provides an
estimation of the corresponding equidensity contour ellipse containing a
probability mass equal to 0.75 (dashed line).
The approach is especially interesting in the mixture setting because of its
adaptability to very different shapes. Figure 3b shows the optimal set for
k=8 and a=0.05 applied to a mixture of distributions.
Although the above examples are only outlined and much work is
needed in order to develop these applications, they are aimed to stress the
interest in going further into the study of these techniques. With this
purpose, this paper is oriented toward a detailed study of its asymptotics.
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FIG. 3. (a) Empirical optimal set for k=8 and a=0.25 estimating the 0.75-level set of a
bivariate normal distribution (dashed line). (b) Empirical optimal set for k=8 and a=0.05
estimating the 0.95-level set of a mixture of bivariate normal distributions.
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2. ASYMPTOTICS FOR TRIMMED BEST k-NETS
In this section we establish the consistency and the weak convergence of
the best trimmed k-nets. We restrict our attention to the k=2 case, but
modifications needed in order to extend our results to cover different
values of k are obvious. Moreover, in order to improve the presentation,
we have deferred the proofs of the results in this section to the Appendix.
Consistency results will be stated in terms of the Hausdorff distance;
i.e., if A, B are two closed subsets of Rp, we define d(A, B) :=
max{sup
x ¥ A
d(x, B), sup
x ¥ B
d(x, A)}, where d(u, C) :=infv ¥ C{||u−v||}.
2.1. Strong Consistency of Trimmed Best k-Nets
Before stating the main result in this section, we are going to give two
previous lemmas which do not require assumptions on PX.
Lemma 2.1. Let X be a r.v. Then
H1(d) := sup
m1, m2
PX[B¯(m1, rX−d) 2 B¯(m2, rX−d)]−(1−a) (2.1)
satisfies H1(d) < 0, for every d > 0.
The following lemma is easily deduced from the fact that the union of
closed balls is a Vapnik–Cˇervonenkis class (see, e.g., Pollard (1984)).
Lemma 2.2. The sequence
Dn(w) := sup
r, m1, m2
|Pwn [B¯(m1, r) 2 B¯(m2, r)]−PX[B¯(m1, r) 2 B¯(m2, r)]|, n ¥N,
(2.2)
converges to zero for w in a P-probability-one set.
Measurability of Dn is tackled in Pollard (1984).
The main result in this section is the following theorem:
Theorem 2.3 (Strong consistency of trimmed best k-nets). Let {Xn} be
a sequence of i.i.d.r.v.’s with distribution PX which satisfies
PX[B¯(m
X
1 , r
X) 2 B¯(mX2 , rX)]=1−a, and
PX[B¯(m
X
1 , r) 2 B¯(mX2 , r)] > 1−a, for every r > rX.
(2.3)
Then the sequence of the empirical optimal radius converges to rX, P-a.e.
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Moreover, if PX admits a unique trimmed best 2-net and if {Mn} is a
sequence of empirical trimmed best 2-nets, then {d(Mn, MX)} converges to
zero P-a.s.
Notice that conditions in (2.3) are trivially satisfied, for instance, if PX
admits a p.d.f. which is continuous and nonidentically zero on the bound-
ary of the set B¯(mX1 , r) 2 B¯(mX2 , r). Thus, we have the following corollary:
Corollary 2.4. Let us assume that PX admits a continuous, strictly
positive p.d.f. Suppose also that PX has a unique trimmed best k-net MX.
Then the sequence {d(Mn, MX)} converges to zero P-a.s.
Remark 1. If we remove the uniqueness hypothesis in Theorem 2.3, it
would still be possible, with a similar proof, to prove that the sequence
{Mn} is a.s. bounded with all its accumulation points being trimmed best
k-nets of PX.
2.2. Weak Convergence of Trimmed Best k-Nets
Before proving the main result in this section we need two previous
propositions:
Proposition 2.5. Let {Xn} be a sequence of i.i.d.r.v.’s with distribution
PX which admits a continuous p.d.f. fX which is strictly positive on the
boundary of the optimal set BX which is assumed to be unique.
Under these conditions, there exist K > 0 and d0 > 0 such that if 0 < d < d0
then
sup
m1, m2
PX[B¯(m1, rX−d) 2 B¯(m2, rX−d)] < 1−a−Kd
and
PX[B¯(m
X
1 , r
X) 2 B¯(mX2 , rX)]
< sup
m1, m2
PX[B¯(m1, rX+d) 2 B¯(m2, rX+d)]−Kd.
Remark 2. Proposition 2.5 describes more precisely than Lemma 2.1
the behavior of function H1 introduced in (2.1). However, it is not difficult
to find examples showing that even absolute continuity of PX is not a suf-
ficient condition to obtain this additional information on H1.
The uniqueness hypothesis in Proposition 2.5 can be removed by just
adding the sentence: There exists h > 0 such that every optimal set for the
trimming size a is contained in {x: fX(x) > h} (see the comment at the end
of the proof of Proposition 2.5 in the Appendix).
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Proposition 2.6. Under the hypotheses in Proposition 2.5, we have that
rn=rX+OP(n−1/2).
In the remainder of the section, we will assume, for the sake of simplic-
ity, that the optimal set is the union of two disjoint balls. We will end this
section with a remark commenting on the overlapped case.
Let sm, r denote the surface measure on “B(m, r), the sphere with center
m and radius r. Given the density fX, the derivatives vector of fX, f˙X, let
us define V11 and V22 as the following p×p matrices
Vii :=(rX)−1 F
“B(mXi , r
X)
f˙X(x)(x−m
X
i ) dsmXi , rX(x), i=1, 2 (2.4)
and v13 and v23 as the p-dimensional vectors
vi3 :=F
“B(mXi , r
X)
f˙X(x) dsmXi , rX(x), i=1, 2.
Define, also, the real-valued functions L1 and L2 by
Li(s)=(rX)−1 F
“B(mXi , r
X)
|(x−mXi )
−s |fX(x) dsmXi , rX(x), for s ¥ R
p, i=1, 2
(2.5)
Given h=(m1, m2, y), m1, m2 ¥ Rp, and y ¥ R let us consider the function
g( · ; h) :=IB¯(m1+mX1 , rX+y) 2 B¯(m2+mX2 , rX+y)( · )−IB¯(mX1 , rX+y) 2 B¯(mX2 , rX+y)( · ). (2.6)
Lemma 2.7. Let X be a r.v. whose distribution admits a continuously
differentiable p.d.f. fX. Then
PX g( · ; h)=−
1
2 m
−
1V11m1−
1
2 m
−
2V22m2−m
−
1v13y−m
−
2v23y
+o(||m1 ||2)+o(||m2 ||2)+o(y2), (2.7)
where g is defined in (2.6).
Theorem 2.8. Let {Xn} be a sequence of i.i.d.r.v.’s whose distribution PX
admits a continuously differentiable p.d.f. fX which is strictly positive on the
boundary of the optimal set. Suppose also that this optimal set is unique and
equal to the union of two disjoint balls. Finally, let us assume that the
matrices Vii, i=1, 2, defined in (2.4), are positive definite.
If MX={mX1 , m
X
2 } is the only trimmed best 2-net of PX and {Mn}=
{{mn1, m
n
2}} is a sequence of empirical trimmed best 2-nets then, up to a
suitable relabeling,
n1/3(mn1−m
X
1 , m
n
2−m
X
2 )
−
M arg max
t1, t2
[− 12 t
−
1V11t1−
1
2 t
−
2V22t2+Z(t1, t2)],
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where Z is a Gaussian process with continuous paths, expected value zero,
and covariance kernel
H(s, t)=12 [L1(s1)+L1(t1)−L1(s1−t1)+L2(s2)+L2(t2)−L2(s2−t2)],
for s=(s −1, s
−
2)
− ¥ R2p and t=(t −1, t −2) − ¥ R2p, where Li, i=1, 2, are defined in
(2.5).
Remark 3. Removing the uniqueness hypothesis in Theorem 2.8, it
would still be possible, with a similar proof, to obtain the weak conver-
gence for each subsequence {Mnk} converging toward an accumulation
point of {Mn} as in Remark 1.
Remark 4. Notice that in the derivation of the limit law of
n1/3(Mn−MX), finally, we may assume that rn is equal to rX. This
interesting fact happens due to the faster convergence rate for the radius
(OP(n−1/2)) with respect to the rates for the centers (OP(n−1/3)).
Remark 5 (Overlapped case). For small trimming sizes, or when a high-
density zone cannot be covered with one single ball, balls constituting the
optimal nontrimmed zone may be overlapped (there exist i ] j, such that
B¯(mXi , r
X) 5 B¯(mXj , rX) ]”).
Although the main result in this section is given for the nonoverlapped
case, this fact is due only to notational convenience, and it is not difficult
to modify it in order to cover the overlapped case too. In Propositions 2.5
and 2.6 the balls were not assumed disjoint, and the arguments following
those propositions only need slight modifications. For instance, if
Ai={x : ||x−m
X
i || < ||x−m
X
j ||, j ] i}
and Ci=“B(mXi , rX) 5 Ai, then in the Taylor series expansion there appear
integration regions Ci’s instead of “B(mXi , rX)’s and we only need to
modify accordingly expressions Vii’s and vi3’s.
2.3. Examples
Although in general we need to resort to numerical integration in order
to obtain the asymptotic law of trimmed best k-nets for a given distribution
PX, we present here two examples where the exact analytical expression is
easily obtained.
2.3.1. Trimmed best 1-nets for multivariate spherical distributions. As-
sume that {Xn} is a sequence of i.i.d.r.v.’s whose distribution has the form
fX(x)=h[− ||x||2], where g is a positive strictly increasing continuously
differentiable function.
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The hypotheses on fX guarantee the uniqueness of the optimal ball (see
Section 3.2) and that, if rX is the optimal radius, then h[−(rX)2] > 0. If
{Mn} (where Mn={m
n
1}) is a sequence of empirical trimmed best 1-nets,
an easy adaptation of the formulae in the proof of Theorem 2.8 shows that,
in this case, one obtains the convergence
n1/3Mn M arg max
t
[ 12 (r
X)p Cp h˙[−(rX)2] ||t||2+Z(t)],
where Cp is equal to p−1 times the surface area of the unit sphere in Rp and
Z(t) is a Gaussian process with continuous sample paths, zero-mean, and
covariance kernel
H(s, t)=(||s||+||t||− ||s− t||) h[−(rX)2](rX)p−1 Vp−1 for s, t ¥ Rp,
where Vp−1 is the volume of the unit ball in Rp−1 (Cp=p−12pp/2/C(p/2)
and Vp=pp/2/C(p/2+1)).
2.3.2. Trimmed best 2-nets for univariate distributions. Suppose that
{Xn} is a sequence of real-valued i.i.d.r.v.’s whose distribution admits a
unique trimmed best 2-net and the optimal set is the union of two disjoint
intervals [mX1 −r
X, mX1+r
X] and [mX2 −r
X, mX2+r
X]. Assume that the dis-
tribution is absolutely continuous with respect to the Lebesgue measure
with continuously differentiable p.d.f. fX. Finally, assume that the follow-
ing two inequalities hold
f˙X(m
X
1 −r
X)− f˙X(m
X
1+r
X) > 0 and
f˙X(m
X
2 −r
X)− f˙X(m
X
2+r
X) > 0
(to better understand these two conditions, consider a bimodal distribution
and think of mX1 and m
X
2 as relatively good estimators of the two modes
and observe the sign of f˙X).
The uniqueness of the trimmed best 2-net implies that fX is strictly posi-
tive on the extremes of the previous optimal intervals. Thus, under the
assumed conditions, the following weak convergence for a suitable labeling
of the empirical a-trimmed best 2-netsMn={m
n
1, m
n
2} holds
n1/3(mn1−m
X
1 , m
n
2−m
X
2 )
−
M arg max
(t1, t2) ¥ R
2
5Z(t1, t2)− 12 C2
i=1
(f˙X(m
X
i −r
X)− f˙X(m
X
i +r
X)) |ti |26 ,
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where Z( · , · ) is a centered Gaussian process with covariance kernel
H((s1, s2) −, (t1, t2) −)=C
2
i=1
min(|si |, |ti |)(fX(m
X
i −r
X)+fX(m
X
i +r
X))
for s1, s2, t1, t2 ¥ R.
3. DISCUSSION
In this section we analyze some problems related to the computation of
the trimmed best k-nets and the hypothesis of uniqueness in results in
Section 2 as well as the measurability of the empirical optimal radius and
trimmed best k-nets. We end the section with a short discussion on the
right selection of k and a.
3.1. Algorithm to Compute Trimmed Best k-nets
A problem inherent to the (multivariate) trimmed best k-nets is the
computational complexity involved in their obtention. Even in the simpler
untrimmed case the problem is NP-hard (Megiddo and Supowit, 1984) and
only heuristic algorithms can be used to obtain reasonable solutions, even
for relatively small k and n. Here, we propose an algorithm for their
approximate computation somehow analogous to that of Rousseeuw and
Leroy (1987) for computing the MVE:
1. Initialize the k optimal centers and the optimal radius
copt1 , ..., c
opt
k and r
opt.
1.1. Sample (p+1) k points xi1 , ..., xi(p+1) k from x1, ..., xn.
1.2. Determine their k averages as the initial k optimal
centers:
coptj =
xi(p+1)(j−1)+1+·· ·+xi(p+1) j
p+1
, j=1, ..., k.
1.3. Obtain the initial optimal radius:
mh= min
j=1, ..., k
(||xh−c
opt
j ||), h=1, ..., n (3.1)
and ropt=m([n(1−a)]+1) , (3.2)
where m(1) [ · · · [ m(n) are the ordered values of {mh}nh=1 .
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2. Sample other p+1 points xl1 , ..., xlp+1 from x1, ..., xn, and cal-
culate the associated center
c=
xl1+·· ·+xlp+1
p+1
.
3. Randomly choose an index r from 1, 2, ..., k, and replace coptr with
the center c.
4. Calculate the optimal radius r for the new k centers copt1 , ...,
coptr−1, c, c
opt
r+1, ..., c
opt
k following expressions (3.1) and (3.2).
5. Compare the calculated r with the actual ropt. If r < ropt then
actualize the optimal centers and the optimal radius.
6. Repeat from Step 2 until reaching a stop criterion.
Notice that in each replication of steps 2–5, the main computationally
hard operation is that of obtaining the element m([n(1−a)]+1) from {mh}
n
h=1,
but this operation is independent of the dimension. So, this algorithm is
not excessively more computationally expensive in higher dimensions.
When the number of balls, k, is large, the algorithm converges faster by
modifying steps 2–3, thus allowing more than one center in each iteration
to be replaced.
Finally, a finishing-up process could be possible: From the k centers and
the optimal radius resulting after steps 1–6 partition the nontrimmed
observations into k groups each one being the observations closer to one
center than the others. Then, compute for each group its smallest enclosing
ball (this is a well-developed computational problem; see, e.g., Preparata
and Shamos (1985)). New centers are obtained considering the centers of
these k smallest enclosing balls. Keep the [n(1−a)]+1 closest observations
from these new centers, partition them again and recompute another k
centers in a similar fashion, and so on. Repeat the process until two conse-
cutive sets of centers coincide.
A referee raised the question whether the asymptotic results in this paper
could suffer from the approximate character of the proposed algorithm.
We think the question is important and, in fact, our results could be not
valid under the proposed approximations. However, this is a shared
problem with other computer intensive robust methods where no exact
algorithm exists (see, for instance, Davies (1992), Nolan (1992), and Butler
et al. (1993)).
3.2. Measurability and Uniqueness
First, we will start studying the measurability of the empirical trimmed
best k-nets and optimal radius. Given aF=(a1, ..., an) ¥ (Rp)n, we denote by
PaF the probability measure giving mass n−1 to each a1, ..., an (notice that
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Pwn=P(X1(w), ..., Xn(w))). Let r
aF be the optimal radius associated to the trim-
ming of size a of PaF . The map aF :Q raF is continuous with respect to the
euclidean norm on (Rp)n. Therefore, from the measurability of the map
w :Q (X1(w), ..., Xn(w)), we conclude that the empirical optimal radius is
also measurable.
Concerning the measurability of the trimmed best k-net, let us assume
first that k=1. Let A be the set of all points aF ¥ (Rp)n such that PaF admits a
unique trimmed best 1-net. From the continuity of the optimal radius, the
trimmed best 1-net is also continuous on A. Thus, if we could guarantee the
uniqueness (or the a.s. uniqueness) of the empirical trimmed best 1-net, we
would have, at the same time, its measurability. With this aim, take into
account that at least two data points must be placed in the boundary of the
optimal set (otherwise, the optimal radius could be diminished). Therefore,
if there exist two empirical trimmed best 1-nets, it must happen that there
exist two different sets {i1, i2} and {j1, j2} and two points m, mg ¥ Rp such
that
||Xi1 −m||=||Xi2 −m||=||Xj1 −m
g||=||Xj2 −m
g||=rn. (3.3)
But this is a (PX)n-null set if we assume that PX satisfies some continuity
condition. In particular we can conclude that if PX is absolutely continu-
ous, then the empirical trimmedbest 1-net is a.s. unique and, then,measurable.
If k > 1 the problem is a bit more complicated because now, by the same
reasoning which led to (3.3), we obtain that at least one element in the
trimmed best k-net is fixed. Thus, we would obtain the measurability of the
trimmed best k-net by choosing a procedure to fix the remaining k−1
values in the trimmed best k-net in a measurable way (this task is not diffi-
cult once rn is fixed).
Throughout the paper a condition concerning the uniqueness of the
population trimmed best k-nets is also persistent in order to establish the
asymptotic limit theorems. However, there exist situations where this
uniqueness does not hold. For instance, uniqueness fails, for every k, if PX
is the uniform distribution on a ball or if k=1 and fX is a symmetric
bimodal univariate p.d.f. and we take a sufficiently high trimming size.
The uniqueness hypothesis is usual in the asymptotics of this kind of
procedure (see, for instance, Pollard (1981, 1982), Serinko and Babu
(1992), Stute and Zhu (1995), Garcı´a-Escudero et al. (1999a, 1999b)). This
is a hard problem and we are aware of only a few results with certain gen-
erality (Kieffer (1983) and Li and Flury (1995) obtain the uniqueness of
untrimmed k-means for one-dimensional log-concave densities).
At this moment, we have some work in progress on the uniqueness of
trimmed best k-nets and some partial results have been obtained. In par-
ticular, it is not too difficult to prove the uniqueness of the trimmed best
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k-net for p.d.f. satisfying conditions far more general than log-concavity.
Namely, if fX is a one-dimensional p.d.f. verifying that there exists a value
m such that fX is strictly increasing on (−., m) and strictly decreasing on
(m,.), then, independent of the actual value of k, the only optimal set is
the (1−a)-level set, which indeed implies the uniqueness of the trimmed
best k-net. Moreover, if, additionally, we assume that fX is continuous,
then the (1−a)-level set we are looking for is the interval [a, b] charac-
terized by
PX[[a, b]]=1−a and fX(a)=fX(b). (3.4)
In the k=1 case, the condition fX(a)=fX(b) in (3.4) on the boundary
of the optimal set can be extended to the p-dimensional case (see Cuesta-
Albertos et al. (2000)):
Proposition 3.1. Let us assume that the probability PX admits a con-
tinuous p.d.f. fX. Let a > 0 and let m0 ¥ Rp and r > 0 be such that the ball
B(m0, r) is an optimal set of PX. Then,
F
“B(m0, r)
s −(x−m0) fX(x) dsm0, r(x)=0, for s ¥ R
p. (3.5)
Notice that the last expression is quite similar to (2.5). Taking into
account that it must hold for every s ¥ Rp, we conjecture that this proposi-
tion makes it impossible to find a distribution which admits more than one
trimmed best 1-net if we exclude some cases like uniform distributions or
distributions being constant on an annular set. In fact, from this propo-
sition, it is not complicated to prove the uniqueness of the trimmed best
1-net for continuous strictly unimodal bivariate distributions with convex
contours which are symmetric with respect to the two vectors in a fixed
orthogonal basis (notice that, in this case, the uniqueness of the 1-net can
also be obtained by applying Anderson (1955)’s result).
The same reasoning leading to (3.5) also allows us to conclude that, for
general k,
F
“(1ki=1 B(mXi , rX))
fX(x) s −(x−mX(x)) dsMX, rX(x)=0, for s ¥ Rp,
where mX(x) is the point in the trimmed best k-net satisfying that
||x−mX(x)||=infj=1, ..., k ||x−m
X
i || and sMX, rX denotes the surface measure on
“(1ki=1 B(mXi , rX)). Thus, we conjecture that in this case, excluding some
particular distributions, the trimmed best k-net will also be unique.
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Moreover, if we choose a big enough and PX is k-modal, at least under
appropriate conditions, the trimmed best k-net problem can be reduced to
the consideration of k independent trimmed best 1-net problems. Let us
assume, to simplify, that k=2 and fX is a continuous, symmetric, and
bimodal p.d.f., and denote by z1 and z2 its modes. Under appropriate
modality conditions every ball in the optimal set must contain an open set
including one mode. Let us suppose that the two balls in the optimal set
contain the same mode, say z1. Then from the fact that PX[B(m
X
1 , r
X)
2 B(mX2 , rX)]=1−a and PX[B(mX1 , rX) 5 B(mX2 , rX)] > 0, we have that
at least one of the balls would have probability mass strictly greater than
(1−a)/2. Then, it is easy to see that this ball and its symmetric ball are
disjoint (for a big enough); they have the same radius and their union
would have probability mass strictly greater than 1−a. This would con-
tradict the optimality of rX.
In general, it seems natural to hope that the uniqueness results for uni-
modal distributions should be inherited by mixtures of (sufficiently)
separated symmetric unimodal distributions once the proper choice of k
has been made. So, we believe that one key problem for the uniqueness is
the correct choice of k for the trimming size a considered.
Anyway, we wish to point out that some of the enclosed results still hold,
with some modification, without the uniqueness hypothesis (see Remarks 1,
2, and 4).
3.3. Selection of k
The selection of the parameter k is a very important problem in the
application of trimmed best k-nets, especially in applications to cluster
analysis and modality problems. The problem is analogous to that of
choosing k in k-means methodology. In that context, Garcı´a-Escudero
et al. (2000) proposed a technique that, when translated to the best k-nets,
leads to the study of the functional aW Vk, a for several values of k.
More precisely, we must study the decrease of the common radius of the
balls constituting the optimal set as a function of the trimming size for dif-
ferent k’s. The idea is that when an improper (smaller) k has been chosen,
parts of two different population clusters should be included in the same
ball. This fact provokes an increase in the magnitude of the optimal radius
which sharply disappears when the trimming size allows one of the clusters
to be ignored. So, a smooth decline indicates a properly chosen k, while
abrupt changes or a rather fast decrease indicate that we have chosen a
smaller k than needed.
Thus, we must look for the lower k providing a smooth decline of the
proposed functional over a wide range of values of a, say a ¥ (a0, 1). This
value a0 may be seen as the proportion of most outlying observations
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FIG. 4. (a) Sample from a mixture of three bivariate normal distributions. (b) Map
aW Vk, a for k=1, 2, and 3 and the data set in (a).
which do not constitute a significative cluster and thus could be trimmed.
A trimming level slightly greater than a0 could be an appealing choice of
parameter a.
To better illustrate the procedure, Fig. 4 shows a sample of size n=240
from a mixture where k=3 seems to be the best choice for k. The figure on
the right shows how the only smooth curve is obtained when k=3 is con-
sidered. Figure 5 shows the performance of the procedure when applied to
another sample from the same mixture as in Example 3, which is obviously
a more complicated situation.
FIG. 5. (a) Sample drawn from the mixture in Example 2. (b) Map aW Vk, a for k=1, 2,
and 3 and the data set in (a). The arrows point out the changes in the pattern of decreasing.
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Finally, a problem related with trimmed best k-nets is the quantization
of a r.v. with respect to the Ky Fan metric. In a recent work by Graf and
Luschgy (1999) it is shown that the optimal quantizers with respect to this
metric coincide with the trimmed best k-net which satisfies that the trim-
ming proportion and the optimal radius coincide (i.e., rX=a in (1.2)). So,
notice that the previous curves intersected by the bisector of the first
quadrant provide also the trimming size needed to obtain the quantizers
with respect to the Ky Fan metric. This kind of quantization could have an
appealing robustness meaning.
APPENDIX: PROOFS
Proof of Lemma 2.1. Let d > 0 and assume that there exist two sequ-
ences {mn1} and {m
n
2} such that
lim
n
PX[B¯(m
n
1, r
X−d) 2 B¯(mn2, rX−d)]=1−a.
At least one of the sequences admits a convergent subsequence because,
otherwise, the probability of the balls would tend to zero due to the tight-
ness of the distribution PX, and thus there exists a sequence {(m
ni
1 , m
ni
2 )}
which converges to, let us say, (m1, m2), where at least one component is
finite. We can assume, without loss of generality, that m1 is finite. Let us
define
(m01, m
0
2) :=˛ (m1, m2), if m2 is finite
(m1, m1), otherwise.
Then we have that
1−a=lim
i
PX[B¯(m
ni
1 , r
X−d) 2 B¯(mni2 , rX−d)]
[ PX[B¯(m01, rX−d) 2 B¯(m02, rX−d)],
which contradicts (1.2). L
Proof of Theorem 2.3. Let w0 be a fixed element in the P-probability
one set obtained from Lemma 2.2. We begin by proving the convergence of
the sequence rn(=rn(w0)), n=1, 2, ..., to rX.
Suppose that lim supn rn > rX; then there exist d > 0 and a subsequence
{rni} such that rni > r
X+d for all i. But, by (2.2) and (2.3)
lim
i
Pw0ni [B¯(m
X
1 , r
X+d/2) 2 B¯(mX2 , rX+d/2)] > 1−a,
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and, thus by (1.2), rni would not be the empirical optimal radius for P
w0
ni
from an index onward.
If lim infn rn < rX, then there exist d > 0 and a subsequence {rni} such
that rni [ r
X−d. For this subsequence, by (2.2), we have
1−a [ lim inf
i
Pw0ni [B¯(m
ni
1 , rni ) 2 B¯(mni2 , rni )]
[ lim sup
i
PX[B¯(m
ni
1 , r
X−d) 2 B¯(mni2 , rX−d)]
[ sup
m1, m2
PX[B¯(m1, rX−d) 2 B¯(m2, rX−d)]
=1−a+H1(d) < 1−a,
where the last inequality comes from (2.1). So, limn rn=rX.
Let us consider now the convergence of Mn(=M
w0
n ). First, notice that
for any sequences {mn1}, {m
n
2}, and {rn} verifying d({m
n
1, m
n
2}, M
X) > d > 0
and that limn rn=rX, the inequality
lim
n
sup PX[B¯(m
n
1, rn) 2 B¯(mn2, rn)] < 1−a (4.1)
must hold. Otherwise, using the tightness of PX and arguing as in the proof
of Lemma 2.1, we could obtain another set {m01, m
0
2} with d({m
0
1, m
0
2},
MX) > 0 and such that it contradicts the uniqueness ofMX.
So, if d(Mn, MX) does not converge to 0, then there would exist a sub-
sequence {Mni} and d > 0 such that d(Mni , M
X) \ d. For this d and this
particular subsequence, by (2.2) and (4.1), we would have that
1−a [ lim inf
i
Pw0ni [B¯(m
ni
1 , rni ) 2 B¯(mni2 , rni )]
[ lim sup
i
PX[B¯(m
ni
1 , rni ) 2 B¯(mni2 , rni )] < 1−a. L
Proof of Proposition 2.5. The uniform continuity of fX on the compact
set B¯(mX1 , r
X) 2 B¯(mX2 , rX) and the fact that this function is positive on the
boundary of this set implies the existence of h1 > 0 and d1 > 0 such that
fX(x) > h1, if | ||x−m
X
1 ||− r
X| [ d1 or | ||x−mX2 ||− rX| [ d1. (4.2)
On the other hand, there also exist h2, d2 > 0 such that |(rX)p−
(rX−d)p| \ h2 ·d for 0 < d [ d2. Therefore we have that, if 0 < d [ inf(d1, d2),
then
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sup
m1, m2
PX[B¯(m1, rX+d) 2 B¯(m2, rX+d)]
\ PX[B¯(mX1 , rX+d) 2 B¯(mX2 , rX+d)]
\ PX[B¯(mX1 , rX) 2 B¯(mX2 , rX)]+Vph1h2d,
where Vp is the Lebesgue measure of the unit ball in Rp.
With respect to the other inequality, it is enough to take into account
that, because of the uniqueness of the best 2-net, arguing as in the proof of
(2.1), there exists d3 > 0 such that if 0 < d < d3 and m
d
1 and m
d
2 satisfy that
PX[B¯(m
d
1, r
X−d) 2 B¯(md2, rX−d)]
= sup
m1, m2
PX[B¯(m1, rX−d) 2 B¯(m2, rX−d)],
then, possibly after relabeling, ||md1−m
X
1 || < d1/2 and ||m
d
2−m
X
2 || < d1/2. If
we take 0 < d < inf(d2, d3, d1/2), we have that
B¯(mX1 , r
X−d1) 2 B¯(mX2 , rX−d1) … B¯(md1, rX−d) 2 B¯(md2, rX−d)
… B¯(md1, rX) 2 B¯(md2, rX)
… B¯(mX1 , rX+d1) 2 B¯(mX2 , rX+d1).
Hence, if we denote
A :={x: ||x−md1 || ¥ (rX−d, rX] or ||x−md2 || ¥ (rX−d, rX]},
then, from (4.2), we have that, fX(x) > h1 if x ¥A and so
PX[B¯(m
d
1, r
X−d) 2 B¯(md2, rX−d)]
=PX[B¯(m
d
1, r
X) 2 B¯(md2, rX)]−PX[A] < 1−a−Vph1h2d
which ends the proof by taking K=Vph1h2 and d0=inf(d2, d3, d1/2).
Notice that the uniqueness hypothesis in Proposition 2.5 is used merely
to guarantee that we can use (4.2) to ensure fX(x) > h1 if x ¥A. However,
this can also be done if fX satisfies a condition as in Remark 2. L
Proof of Proposition 2.6. Let us consider the function Dn defined in
(2.2), and let d0 and K be the positive numbers whose existence is
guaranteed by Proposition 2.5. Then we have that
sup
m1, m2
Pwn 5B¯ 1m1, rX−Dn(w)K 2 2 B¯ 1m2, rX−Dn(w)K 26
< Dn(w)+1−a−K
Dn(w)
K
=1−a
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if Dn(w)/K < d0. Now, if we define An :={w: Dn(w)/K < d0}, since Dn=
OP(n−1/2), then P(An)Q 1, and, if w ¥ An, by definition of rn we have
rn \ rX−
Dn(w)
K
.
A similar argument enables us to guarantee the existence of a sequence
of sets {Bn} such that P(Bn)Q 1 and
rn [ rX+
Dn(w)
K
for w ¥ Bn. L
Proof of Lemma 2.7. We are going to analyze the Taylor series expan-
sion of PX g( · ; h) at h=0. The conditions about the density and the opti-
mality of mX1 , m
X
2 , and r
X trivially force the first partial derivatives of
PX g( · ; h) with respect to m1, m2, and y to be zero when evaluated at h=0.
Applying classical differential geometry (see, for instance, Baddeley (1977)
or Kim and Pollard (1990)) and denoting by n(x, m, r) the outward
pointing unit vector normal to B(m, r) on x ¥ “B(m, r) we obtain
“2
“(mi)2
PX g( · ; h):
h=0
=
“
“mi
F
“B(miX, r
X+y)
fX(x+mi) n(x, m
i
X, r
X+y) − dsmiX, rX+y(x)
:
h=0
=F
“B(miX, r
X+y)
f˙X(x+mi) n(x, m
i
X, r
X+y) − dsmiX, rX+y(x)
:
h=0
=F
“B(mXi , r
X)
f˙X(x) n(x, m
X
i , r
X) − dsmXi , rX(x)=Vii, i=1, 2,
and
“2
“mi ·“y
PX g( · ; h):
h=0
=
“
“mi
1F
“B(miX +mi, r
X)
fX(x) dsmiX+mi, rX(x)
−F
“B(miX, r
X)
fX(x) dsmiX, rX(x)
2:
h=0
=
“
“mi
F
“B(miX, r
X)
fX(x+mi) dsmiX, rX(x)
:
h=0
=vi3, i=1, 2.
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Also, we have trivially that
“2
“mi ·“mj
PX g( · ; h):
h=0
=0, i ] j and
“2
“y2 PX g( · ; h)
:
h=0
=0.
Then, the second order Taylor series expansion of PX g( · ; h) may be
written as desired. L
Proof of Theorem 2.8. We begin the proof by showing that
Mn−MX=OP(n−1/3). So, let us consider the family of functions G=
{g( · ; h): h=(m1, m2, y), m1, m2 ¥ Rp and y ¥ R} where g( · ; h) is defined in
(2.6). This family is a Vapnik-Cˇervonenkis class. Also, if we consider the
norm ||h||=||m1 ||+||m2 ||+|y| we have the following trivial bound
|g( · ; h)| [ IB(mX1 , rX+||h||) 2 B(mX2 , rX+||h||)( · )−IB(mX1 , rX− ||h||) 2 B(mX2 , rX− ||h||)( · ). (4.3)
Replacing ||h|| by R in the second term of (4.3), we obtain GR( · ) as the
envelope of the family GR={g( · ; h): ||h|| [ R}. Taking into account the
assumptions posed to the p.d.f. on the boundary of the optimal set we have
that
PX(G
2
R)=O(R) , when RQ 0. (4.4)
Thus, we can apply Lemma 4.1 in Kim and Pollard (1990) and Lemma
2.7 to get
Pwn g( · ; h) [ PX g( · ; h)+e ||h||2+OP(n−2/3)
[ C
i=1, 2
[−( 12 ci− e−o(1)) ||mi ||
2+(2e+||vi3 ||) ||mi || |y|]
+2e ||m1 || ||m2 ||+(e+o(1)) y2+OP(n−2/3)
with c1 and c2 positive constants such that
m −1V11m1 \ c1 ||m1 ||2 and m −2V22m2 \ c2 ||m2 ||2 for all m1, m2 ¥ Rp.
Then, we have that
0=Pwn g( · ; (0, 0, rn−r
X)) [ Pwn g( · ; (mn1−mX1 , mn2−mX2 , rn−rX))
[ C
i=1, 2
[−( 12 ci− e−o(1)) ||m
n
i −m
X
i ||
2
+(2e+||vi3 ||) ||m
n
i −m
X
i || |rn−r
X|]
+2e ||mn1−m
X
1 || ||m
n
2−m
X
2 ||+OP(n
−2/3), (4.5)
because (e+o(1))(rwn −r
X)2=OP(n−1).
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Taking 0 < e < 12 max{c1, c2} and a
2
i=
1
2 ci− e, let us define
Zni(w)=
2e+||vi3 ||
2ai
|rn−rX|, i=1, 2.
Notice that Zn1 and Zn2 are OP(n−1/2). Then, by completing the squares,
we may rewrite the inequality (4.5) as
(a1 ||m
n
1−m
X
1 ||−Zn1)
2+(a2 ||m
n
2−m
X
2 ||−Zn2)
2
+2e ||mn1−m
X
1 || ||m
n
2−m
X
2 || [ OP(n−2/3).
Thus, as all the terms in the previous expression are positive, we have
that mn1−m
X
1 and m
n
2−m
X
2 are OP(n
−1/3). Now, arguing as in (4.4), we get
that PX |g( · ; h1)−g( · ; h2)|=O(||h1−h2 ||), when ||h1−h2 ||Q 0. Thus, we
can apply Lemma 4.6 in Kim and Pollard (1990) which gives the stochastic
equicontinuity of the process
Xn(a, b)=n2/3(P
w
n −PX) g( · ; (a1n
−1/3, a2n−1/3, bn−1/3)),
a=(a1, a2), ai ¥ Rp, and b ¥ R+.
Mimicking the steps followed on page 209 in Kim and Pollard (1990), we
also obtain
Pwn g( · ; (m
1
n−m
1
X, m
2
n−m
2
X, 0)) \ sup
m1, m2
Pwn g( · ; (m1, m2, 0))−oP(n
−2/3),
and, in order to derive the asymptotic limit law of n1/3(Mn−MX), we can
assume directly that rn=rX.
On the other hand, we have that
lim
lQ.
lPX |g( · ; (s1/l, s2/l, 0))−g( · ; (t1/l, t2/l, 0))|2
= lim
lQ.
lPX |IB¯(mX1 +s1/l, rX)( · )−IB¯(mX1 +t1/l, rX)( · )|
+ lim
lQ.
lPX |IB¯(mX2 +s2/l, rX)( · )−IB¯(mX2 +t2/l, rX)( · )|
=L1(s1−t1)+L2(s2−t2),
where L1 and L2 were defined in (2.5). The first equality comes from the
fact that for l big enough B¯(mX1+s1/l, r
X) 2 B¯(mX1+t1/l, rX) and
B¯(mX2+s2/l, r
X) 2 B¯(mX2+t2/l, rX) are two disjoint sets, and the second
equality follows by application of differential calculus.
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From the bound |g( · ; (a, b, 0))| [ 1, we conclude that
lim
lQ.
lPX g( · ; (s1/l, s2/l, 0))2 I{g( · ; (s1/l, s2/l, 0)) > el}( · )=0
for each t1, t2 ¥ Rp and each e > 0.
Analogously, it is easy to see that
H(s1, s2, t1, t2)= lim
bQ.
bPX[g( · ; (s1/b, s2/b, 0)) · g( · ; (t1/b, t2/b, 0))]
=12 [L1(s1)+L1(t1)−L1(s1−t1)
+L2(s2)+L2(t2)−L2(s2−t2)],
with Li( · ) defined in (2.5).
Finally, the nondegeneracy of the increments of the random process Z
entails through Lemma 2.6 in Kim and Pollard (1990) the uniqueness of
the limiting distribution. This nondegeneracy condition reduces to the
requirement L1(u)+L2(u) ] 0 for u ] 0, which is trivially satisfied due to
the conditions posed to fX on the boundary of the optimal set.
Thus, we are in conditions of applying Theorem 4.7 and Theorem 1.1 in
Kim and Pollard (1990), which ends the proof of this theorem. L
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