Abstract. Let p be a prime and ep(·) = e 2πi·/p . First, we make explicit the monomial sum bounds of Heath-Brown and Konyagin:
Introduction
For prime p and polynomial f (x) over Z, let S(f ) denote the exponential sum,
where e p (·) = e 2πi·/p is the additive character on Z p . The need for precise numeric estimates for such sums has become apparent in many areas of mathematics. For instance, to quantify the distribution of k-th powers (mod p) one needs estimates for the monomial sum S(x k ) and the binomial sum S(x k +bx). Such estimates were used by Bourgain, Paulhus and the authors [7] , to resolve the Goresky-Klapper conjecture on the decimation of l-sequences for all sufficiently large primes, a problem of interest to computer scientists; see Section 7. In that paper we were able to establish the validity of the conjecture for p > 2.26 · 10 55 . A computer has verified the conjecture for p < 2 · 10 6 . In order to close this gap it is useful to have more precise estimates for a binomial sum. In this paper we obtain numeric estimates for S(f ) in the cases where f is a monomial or binomial. In particular the bounds obtained allow us to establish the Goresky-Klapper conjecture for p > 4.92 · 10 34 . First we make explicit the monomial exponential sum bounds of Heath-Brown and Konyagin [14] . Each of the bounds in Theorems 1.1 and 1.2 is valid for arbitrary d. We have indicated to the right the interval where the bound is optimal. The first bound in each of these theorems is just the classical bound for a Gauss sum. For |A| < 3p 1/3 , or equivalently d > 2/3 all of these bounds are trivial. Konyagin [15] has obtained nontrivial bounds for |A| > p 1 4 + that can be made explicit, but he (and we) have not computed the constants. Bourgain and Garaev [4] also have the bound | x∈A e p (ax)| |A| 0.999981.. for any A with |A| > p 1/4 , but the implied constant has not been computed. Bourgain and Konyagin [6] , and Bourgain, Glibichuck and Konyagin [5] obtained estimates valid for |A| > p . More recently Bourgain [3] has proved that x∈A e p (ax) < p
for some absolute (undetermined) constant C > 1. For example, to save a factor e − √ log p on the trivial bound one needs only log |A| > 2C log p/ log log p. Next, we turn to binomial sums. Let a, b, k, l be integers and f (x) = ax k + bx l . We shall only insist that f be nonconstant on Z p . Thus, it is allowed to collapse to a nonconstant monomial. Set
In [8 
The first term can be removed if −ba is not a (k − l)-th power in Z p .
The term d * := (k − l, p − 1) cannot be removed from the right-hand side when −bā is a d * -th power. Indeed, in this case we see that
5/13 p 10/13 } by estimate (29) and the bounds in Theorem 1.2. In Theorem 4.1 we give a slightly stronger upper bound, nontrivial for d < p 1/3 but requiring (k, p − 1) or (l, p − 1) to be sufficiently large. By the work of Bourgain [2] , it is known that if d < p 1− and d * < p 1− , then |S(f )| ≤ p 1−δ for some δ = δ( ); see [11] .
Crucial for our binomial bounds will be estimates for M (k, l), the number of solutions in (Z * p )
4 of the system of simultaneous equations
. For example when the exponents 1 ≤ l < k have (kl, p − 1) = 1 and (k ∓ l, p − 1) ≤ 1.68 (p − 1)
16/23 we obtain the bound (see Theorem 7.1)
The special case l = 1 of this will be used in Corollary 7.1 when verifying the Goresky-Klapper conjecture, 27.57 replacing the 13658 in Theorem 3 of our earlier paper [7] . Good bounds for M (k, l) translate immediately into good bounds for the corresponding binomial exponential sum via
We should remark that the various inequalities above in fact hold for the more general mixed exponential sum
, where χ is a multiplicative character mod p and f is a monomial or binomial.
Proofs of Theorems 1.1 and 1.2
Define
and for any a ∈ F p let
In order to pass from the estimate of N (A) to the estimate of the monomial exponential sum, we use sees that the hypothesis |A| < p 2/3 in the theorem cannot be relaxed. To obtain the constant 16/3 in the theorem, we make use of the following lemma of Mattarei [17] , for counting the number of solutions of the Fermat equation
It is a refinement of a result of Garcia and Voloch [12] . A similar upper bound is also given in [16] with an undetermined constant.
Lemma 2.2. For any nonzero a ∈ Z p and multiplicative subgroup A of Z p with
The result of [17] has an extra hypothesis that d ≥ 4, where d = (p − 1)/|A|, but one can check that the lemma holds trivially for d < 4. Indeed, for d = 3, 
where {0} is omitted if −1 / ∈ A. For any coset Ax j let
We assume the sets Ax i have been ordered so that
Now for any x ∈ A, x = −1, x + 1 ∈ Ax j for some j and so
The next lemma is extracted from the proof of [16, Lemma 3.2] .
Proof. The lower case a, b, d in the lemma correspond to the upper case A, B, D in [16] . In equation (3.11) of [16] one actually has sad + Apply the lemma with
and so if tb ≤ p then we deduce
If we assume further that b 2 < t we get from (3),
If b 2 ≥ t then the same bound holds trivially by (1) . Since the left-hand side is an integer the 1 2 can be dropped, thus establishing Lemma 2.4. For any positive integer s ≤ n such that bt < p,
Sections 5 and 8 will require us to asymptotically evaluate sums of the form j≤s j −c . Hence for 0 < c < 1 we define
In §5 we will need estimates for the quantity
and in §8
Lemma 2.5. For 0 < c < 1 and s in N (8)
The functions κ 0 (s) and κ 1 (s) are increasing for s in N with
for all s in N, with
Proof. Partial summation gives (8) . Claims (9) and (10) follow from
(checking numerically that κ 0 (1) < κ 0 (2)) and numerical computation κ 0 (∞) < −2.083 and κ 1 (∞) < −1.4.
Proof of Theorem 2.1
for t ≤ 28 we may assume that t ≥ 29 and p ≥ 157. Hence t < p 2/3 < 0.7(p − 1) 3/4 , and by (2) and (1) and Lemma 2.2 we have
for t ≤ 485. Hence we assume that t ≥ 486 and, setting
We define 
and by Lemma 2.4
Using (1) and (2) we write
where
Using partial summation (eg Hardy & Wright Theorem 421), (13) and
Similarly, using the bounds (12) on C(j) for j ≤ 3 and (13) for j ≥ 4,
where, with κ 0 (J − 1) as defined in (6),
and
Also, from (14) ,
For t < 2704 one checks numerically that
For t ≥ 2704 we have J ≥ 13. The bounds
and, using (15),
From Lemma 2.5 we have κ 0 (J − 1) < −2.083. Hence for t ≥ 2704 we have
Another Binomial Sum Bound
The following theorem is needed in the proof of Theorem 1.3, but it has independent interest. It yields a nontrivial bound on any binomial exponential sum with
Theorem 4.1. For any nonconstant binomial f (x) = ax k + bx l , and constant λ as in Theorem 1.2, we have the bound 
(l,p−1) . In particular, with λ as in Theorem 1.2,
The inequality in (18) under the same constraints.
and so,
The first result follows from the observation that (km, p − 1) = 
We deduce from Theorem 1.2,
with λ as in Theorem 1.2.
Proof of Theorem 4.1. We treat a number of separate cases which may be of independent interest. The theorem itself just needs the argument presented in cases (iv) and (v).
, where A is the first term in the theorem. 
, then we use (22) to get the same with A added.
Lemmas for Theorem 1.3
For any integers k, l let M (k, l) denote the number of solutions in (Z * p ) 4 of the system
In [8] we established the Mordell type bound
and the elementary bounds ([8, Lemma 3.2])
from which we immediately deduce Lemma 5.1. For any k, l,
In [7, Lemma 3] we proved that if k < 1 32 (p − 1)
In the next section we prove a version with substantially improved constants. ± . From Theorem 5.1 we readily obtain an effective form of Theorem 1.1 and Lemma 1.1 in [7] .
Proof. The bound for S ± (k, l) follows at once from the bound on M ± (k, l) by (25), so it suffices to prove the latter. We may assume that (k ∓ l) > (19.74/1.5) 3 d, else the bound is trivial by (26). By (28) we certainly have (p − 1)
and 2k 2 l ± (p − 1)
Hence from Theorem 5.1
Finally, we need the following Lemma 5.2. With λ as in Theorem 1.1,
Moreover, if −ba is not a d * power, then the term d * may be removed.
Proof. We use the technique of Akulinichev [1] to average over the d * -th roots of unity.
e p a(xy
If ax k + bx ±l = 0 then the bound of Theorem 1.2 gives
If −bā is not a d * -th power, then this bound hold for all nonzero x and so,
* -th power in Z * p then we also have the d * values of x with ax k + bx ±l = 0, each contributing p − 1 to the sum, and we obtain
Proof of Theorem 5.1
We follow the proof of Corollary 3.1 of [8] .
where u 1 , ..., u N represent the N distinct non-empty sets of x being counted as u varies, ordered so that
Observe the trivial bounds (see (2.2) and §3 of [8] )
We begin with a more precise version of Lemma 3.1 of [8] . Define
Proof. We follow the proof of Lemma 3.1 of [8] but with an adjusted selection of parameters
We leave the fractions unsimplified to show the dependence on (46). Analogous to restrictions (3.4) to (3.9) of [8] we require our choice to satisfy
Since we have (C + r) 2 equations and
we may replace (3.9) by (43). Restriction (3.8) was not required for the construction (only simplification of the final algebra). The slightly weaker restriction (40) can replace (3.5). From (32) and (33) we have the trivial bounds
and, applying Cauchy-Schwartz,
So from (32) we may certainly assume that
and from (45) that
So A ≥ 8, B ≥ 5, C ≥ 15 and (39) holds; moreover
Restriction (35) ensures (40):
Since BC 2 ≤ B 1 C 2 1 = δ ± we plainly have (41). For (42) observe that
Cs ≤ AB and we have 7 3 C B s < 7 3
Hence as in Lemma 3.1 of [8] we can deduce that 
Note that 2. Theorem 5.1 will follow at once from (30) and the following lemma: So, putting
for s ≤ T we have, by (48) and Lemma 2.5,
Thus for any J ≥ 2 with J − 1 ≤ T we have
By (49) we have
By (49) and (31)
Observing from (48) that C ± (u 1 ) ≤ B we then get
Hence, with κ 1 (J − 1) as defined in (7),
From Lemma 2.5 we have κ 1 (J − 1) < −1.4 for any J ≥ 2, so for any 2 ≤ J ≤ T + 1
where the 0.504 can be replaced by 0.8 when J = 2 using κ 1 (1) = −20/9. We note from (33) the trivial bounds
We consider two cases. 
In this situation we take and trivial. Hence we may assume that 2 ≤ J ≤ T + 1. By (48) we have
and, using that
Hence from (50)
= 27 7 50 7. Decimations and a bound on M ± (k, l)
Of independent interest and as a byproduct of the proof of Theorem 1.3 we also prove the following bound on M ± (k, l): The theorem has a direct application to a conjecture of Goresky and Klapper [13] on the decimation of -sequences.
Let E = {2, 4, 6, . . . , p − 1} be the set of (non-zero) even residues in Z p and O = {1, 3, 5, . . . , p − 2} the set of odd residues. If (k, p − 1) = 1 and p A then the mapping x → Ax k is a permutation of Z p . Our interest is in determining when it is a permutation of E. The conjecture is essentially equivalent to the following. GK-conjecture: For p > 13, if the mapping x → Ax k is a nontrivial permutation of Z p then there exists an x ∈ E such that Ax k ∈ O.
In [7] Bourgain, Paulhus and the authors established the conjecture for p > 2.26 · 10 55 . Here we obtain, Suppose first that α, β = 0, α = β. We will establish that for the pair (α, β) we have
