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Abstract
For an irreducible admissible representation of a connected reductive p-adic group, we consider
standard intertwining operators holomorphic at zero. Using algebraic methods connected with the
structure of linear algebraic groups, we control supports of particularly chosen functions from the
induced space. We prove linear independence of standard intertwining operators. This is used to
extend the definition of the R-group from a square integrable representation to its Aubert involution
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Intertwining operators are important for the trace formula and for understanding re-
ducibility of induced representations. Some properties of intertwining operators are con-
densed in R-groups. Classically, R-groups are defined for square-integrable representa-
tions, using the Plancherel measure.
Let G be a connected reductive split p-adic group, and M a standard Levi subgroup
of G. Let σ be an irreducible square-integrable representation of M . The R-group is
a subgroup of the Weyl group. Attached to each r ∈ R is a self intertwining operator
A(σ, r) of the induced representation iG,M(σ). The set {A(σ, r) | r ∈ R} is a basis for
the commuting algebra
C(σ)= HomG
(
iG,M(σ), iG,M(σ)
)
.
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correspondence. In this context, Arthur proposed a conjectural description of the R-group
for a nontempered unitary representation.
Some nontempered unitary representations are duals, in the sense of [3] or [18],
of square-integrable representations. Let σˆ denote the Aubert involution of the square-
integrable representation σ . We assume that σˆ is unitary. In [4], it is proved that
C(σ)∼= C(σˆ ).
[4] also establishes the connection between standard intertwining operators for σ and σˆ .
This is done under the hypothesis that the cocycle η is trivial and the same hypothesis
we need in Sections 5 and 6. In this paper, we prove that the set of intertwining operators
{A(σˆ , r) | r ∈R} is linearly independent and therefore is a basis for the commuting algebra
C(σˆ ) (Theorem 5.1). In this manner, we define the R-group for a class of nontempered
unitary representations (representations whose Aubert involution is square integrable).
The linear independence of the operators A(σˆ , r), r ∈ R, follows from Theorem 4.3,
which concerns any irreducible admissible representation. It states that standard intertwin-
ing operators holomorphic at zero are linearly independent and the proof is based on the
structure of reductive groups. Using the Bruhat decomposition and the structure of G, we
control supports of particularly chosen functions from the induced space (Lemma 4.2) and
this enables us to prove linear independence. Theorem 4.3 could play a role in extending
the definition of the R-group to other classes of nontempered unitary representations.
We now give a short summary of the paper. In Section 2, we introduce notation. Sec-
tion 3 is about the structure of reductive groups. The linear independence of intertwining
operators is proved in Section 4. In Section 5, we define the R-group for σˆ by proving
that σ and σˆ have the same R-group. In Section 6, we describe explicitly the action of
normalized operators on irreducible subspaces of iG,M(σ) and express the result using
a trace formulation (Theorem 6.1).
2. Notation
Let F be a p-adic field. Let G be the group of F -points of a connected, split, reductive
algebraic group G defined over F . Fix a Borel subgroup B and a maximal split torus
T ⊂ B . Let U∅ be the unipotent radical of B . Then B = T U∅.
Denote by W the Weyl group of G with respect to T . Let O denote the ring of integers
of F . We fix a set of representatives for W in G(O) and by abuse of notation, use w to
denote both the element of W and its representative.
Let Σ be the set of roots of G with respect to T . The choice of B determines a basis ∆
of Σ (which consists of simple roots). It also determines the set of positive roots Σ+ and
the set of negative roots Σ−.
Suppose that P = MU is the standard parabolic subgroup corresponding to a set of
simple roots Θ ⊂∆. Denote by P− the opposite parabolic subgroup of P , i.e., the unique
parabolic subgroup intersecting P in M . Let U− be the unipotent radical of P−. Define
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Denote by WΘ =W(M/T ) the Weyl group of M with respect to T . The set
[WΘ\W/WΘ ] =
{
w ∈W ∣∣wΘ > 0, w−1Θ > 0}
is a set of representatives of double cosets WΘ\W/WΘ [8,22]. As in [8], we define a partial
ordering on [WΘ\W/WΘ ]: x  y if PxP is contained in the closure of PyP . For each
w ∈ [WΘ\W/WΘ ], let
Gw =
⋃
xw
PxP.
The set Gw is open in G and x  y implies Gx ⊆Gy .
Let (σ,V ) be a smooth representation of M . Denote by iG,M(V ) the set of all functions
f :G→ V satisfying [5,23]
(1) f (umg) = δ1/2P (m)σ(m)f (g), for all u ∈ U , m ∈ M , g ∈ G. (Here δP denotes the
modular function of P .)
(2) There exists an open subgroup K ⊂G such that f (gk)= f (g), for g ∈G, k ∈K .
Then iG,M(σ) is the representation of G on iG,M(V ) defined by(
iG,M(σ)(g)f
)
(x)= f (xg), f ∈ iG,M(V ), x, g ∈G
(G acts on iG,M(V ) by right translations). We will also denote iG,M(V ) by iG,M(σ). Set
W(Θ)= {w ∈W ∣∣w(Θ)=Θ}, W(σ)= {w ∈W(Θ) ∣∣wσ ∼= σ},
where wσ is defined in the usual way: wσ(m)= σ(w−1mw), m ∈M .
Let A be the split component of M . Denote by X(M)F and X(A)F respectively the
group of all F -rational characters of M and A. Let
a=Hom(X(M)F ,R)=Hom(X(A)F ,R)
be the real Lie algebra of A and
a∗ =X(M)F ⊗Z R=X(A)F ⊗Z R
its dual. Set a∗
C
= a∗ ⊗ C. There is a homomorphism (cf. [11]) HM :M → a such that
q〈χ,HM(m)〉 = |χ(m)| for all m ∈M , χ ∈X(M)F . Given ν ∈ a∗, let us write
expν = q〈ν,HM(·)〉
for the corresponding character.
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w(Θ)⊂∆. The standard intertwining operator A(ν, σ,w) is formally defined by
A(ν, σ,w)f (g)=
∫
Uw
f
(
w−1ug
)
du,
where ν ∈ a∗
C
, f ∈ iG,M(expν ⊗ σ), and g ∈G [21]. It converges absolutely for the real
part of ν in a certain chamber [2] and
ν →A(ν, σ,w)
has analytic continuation as meromorphic function of ν ∈ a∗
C
. If A(ν, σ,w) is holomorphic
at ν = 0, we denote A(0, σ,w) by A(σ,w). We define a normalized intertwining operator
A′(ν, σ,w)= n(ν,σ,w)A(ν, σ,w),
where n(ν,σ,w) is a normalizing factor [2,17,21]. For w ∈W(σ), let Tw :V → V be an
isomorphism between wσ and σ [9,10]. For simplicity of notation, we will denote the
induced operator iG,M(Tw) by Tw . Its action on f ∈ iG,M(V ) is given by (Twf )(g) =
Tw(f (g)), g ∈G [5]. Define
A(σ,w)= TwA′(σ,w).
This is an isomorphism between iG,M(σ) and iG,M(σ). We have
A(σ,w2w1)= η(w2,w1)A(w1σ,w2)A(σ,w1),
where η(w2,w1) is given by Tw2w1 = η(w2,w1)Tw2Tw1 .
3. Reductive groups
In this section, we prove some results concerning the Bruhat decomposition (Lemma 3.1)
and the structure of G (Lemmas 3.3, 3.5, and Corollary 3.6). These results are used in Sec-
tion 4 for computing standard intertwining operators.
Lemma 3.1.
(1) Let w1,w2 ∈W . Then w1Bw2B ∩B = ∅ if and only if w−11 =w2.
(2) Let Θ ⊂∆ and P = PΘ . Let w1,w2 ∈ [WΘ\W/WΘ ]. Then w1Pw2P ∩ P = ∅ if and
only if w−11 =w2.
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G is the disjoint union of double cosets BwB, (w ∈ B), i.e.,
G=
⋃
w∈W
BwB.
If w1Bw2B ∩ B = ∅, then Bw2B ∩w−11 B = ∅. Note that w−11 B is a subset of the double
coset Bw−11 B . It follows that w
−1
1 =w2.
(2) Similar to (1), using the disjoint union decomposition
G=
⋃
w∈[WΘ\W/WΘ ]
PwP,
[8, Proposition 1.3.1]. ✷
For α ∈Σ , let Uα be the corresponding root group [6, Theorem 13.18].
Lemma 3.2 [6, 14.4]. Let H be a T-stable closed subgroup of U. Let
Σ(H)= {α ∈Σ | uα ⊂ h},
where uα and h respectively are Lie algebras of Uα and H. Let α1, . . . , αk be the elements
of Σ(H), in any fixed order. Then
Uα1 × · · · ×Uαk −→H
is an isomorphism of varieties.
Let Θ ⊂ ∆ be the set of simple roots corresponding to P = MU. We define ΣΘ to be
the subset of roots in the linear span of Θ . Then
ΣΘ =Σ+Θ ∪Σ−Θ,
where Σ+Θ =Σ+ ∩ΣΘ , Σ−Θ =Σ− ∩ΣΘ . We have
U=
∏
α∈Σ+−Σ+Θ
Uα, U−Θ =
∏
α∈Σ−−Σ−Θ
Uα.
Lemma 3.3. Let α1, . . . , αk be the elements of Σ+ − Σ+Θ in any fixed order and
αk+1, . . . , αn the elements of Σ+Θ . Let
P̂ = Uα1 · · ·UαnT U−αn · · ·U−αk+1 .
754 D. Ban / Journal of Algebra 271 (2004) 749–767Then P̂U− = BU−∅ is an open subset of G and the multiplication
m : P̂ ×U− −→ P̂U−
is an isomorphism of F -varieties.
Proof. By Lemma 3.2, we have the following isomorphisms of varieties:
Uα1 × · · · ×Uαn −→U∅, (1)
U−α1 × · · · ×U−αn −→U−∅ , (2)
Uα1 × · · · ×Uαk −→U, (3)
U−α1 × · · · ×U−αk −→U−, (4)
Uαk+1 × · · · ×Uαn −→Uαk+1 · · ·Uαn . (5)
According to [6, Corollary 14.14],
B×U−∅ −→ BU−∅ (6)
is an isomorphism of varieties and BU−∅ is an open subset of G. Let
BM = TUαk+1 · · ·Uαn, M̂= BMU−αk+1 · · ·U−αn, P̂=UM̂.
Then
BM ×U−αk+1 · · ·U−αn −→ M̂ (7)
is an isomorphism of varieties [6, Corollary 14.14]. According to [6, 10.6],
U∅ × T−→ B (8)
and
Uαk+1 · · ·Uαn ×T−→ BM (9)
are isomorphisms of varieties.
We have the following series of isomorphisms:
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(6)
B×U−∅
(8)
U∅ ×T×U−∅
(1),(2)
Uα1 × · · · ×Uαk ×Uαk+1 × · · · ×Uαn ×T×U−αn × · · · ×U−αk+1 ×U−αk × · · · ×U−α1
(3),(5),(9),(4)
U×BM ×U−αn × · · · ×U−αk+1 ×U−
(5),(7)
U× M̂×U−.
It follows that
U× M̂×U− −→UM̂U− = BU−∅ (10)
is an isomorphism. By restricting it to U× M̂× {1}, we obtain the isomorphism
U× M̂−→UM̂= P̂. (11)
Now, (10) and (11) give the isomorphism
P̂×U− −→U× M̂×U− −→UM̂U− = BU−∅ = P̂U−. ✷
The following lemma was communicated to us by Donu Arapura.
Lemma 3.4. Let X and Y be isomorphic quasiprojective F -varieties. Then the topological
spaces X and Y , with the locally compact topology, are homeomorphic.
Lemma 3.5. The multiplication
m :P ×U− −→ PU−
is a homeomorphism with respect to the locally compact topology.
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m : P̂ ×U− −→ P̂U−
is a homeomorphism with respect to the locally compact topology.
The multiplication is continuous. Since P ∩U− = {1}, we have that the multiplication
m : P ×U− → PU− is bijective. We will prove that m is open.
Let V be an open set in P × U−. We have to prove that m(V) is open in PU−.
Take pu ∈ m(V). We will prove that there exists an open subset W ∈ PU− such that
pu ∈W ⊂m(V). The set
(p, u)
(
P̂ ×U−)= pP̂ × uU− = pP̂ ×U−
is open in P ×U− and so is (
pP̂ ×U−)∩ V .
Hence, there exist sets P1 open in P and U−1 open in U− so that
(p, u) ∈ pP1 ×U−1 ⊂
((
pP̂ ×U−)∩ V).
Note that 1 ∈ P1, u ∈U−1 . LetW = pP1U−1 . Then pu ∈W ⊂m(V). Since m : P̂ ×U−→
P̂U− is a homeomorphism, the set P1U−1 is open in P̂U−. It follows that P1U
−
1 is open
in PU− andW = pP1U−1 is open in PU−. ✷
Corollary 3.6. The multiplication
m : P ×U−w −→ PU−w
is a homeomorphism with respect to the locally compact topology.
4. Linear independence of intertwining operators
In this section, we consider supports of particularly chosen functions from the
induced space, under the action of standard intertwining operators. This is used for
proving that standard intertwining operators holomorphic at zero are linearly independent
(Theorem 4.3).
Lemma 4.1. Let K be a compact group and K1 a compact open subgroup of K . Then there
exists a compact open subgroup K0 ⊂K1 which is normal in K .
Proof. Set
K0 =
⋂
kK1k
−1.k∈K
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such that h= kk1 and we have
hK1h
−1 = kk1K1k−11 k−1 = kK1k−1.
It follows that
K0 =
n⋂
i=1
kiK1k
−1
i ,
where {k1, . . . , kn} is a set of representatives of K/K1. (The set is finite because K is
compact and K1 is open.) It follows that K0 is open. ✷
Lemma 4.2. Let (σ,V ) be an irreducible admissible representation of M and w ∈W(Θ),
w = 1. Then there exists a function f ∈ iG,M(V ) satisfying:
(1) f (1)= 0.
(2) The integral defining A(σ,w)f (1) is absolutely convergent and
A(σ,w)f (1) = 0.
(3) For any w1 ∈W(Θ) such that w1 w, we have
A(σ,w1)f (1)= 0.
Proof. Fix a non-zero vector v ∈ V . Let K be a compact open subgroup of G such that
δ1/2(k)σ (k)v = v, for all k ∈K ∩M . According to Lemma 4.1, we may assume that K is
normal in G(O).
LetM=m(P ×U−w )= PU−w . The subgroup U−w ∩K is open in U−w and
M0 =m
(
P × (U−w ∩K)
)= P(U−w ∩K)⊂M
is open inM (Corollary 3.6). Hence, there exists a compact open subgroup K0 ⊂G such
that K0 ∩M⊂M0. We may assume that w−1K0 ⊂Gw−1 and that K0 is normal in G(O).
In addition, we require K0 to be a subgroup of K .
For any u= pk0 ∈ U−w ∩ PK0, we have
p−1u= k0 ∈K0 ∩M⊂M0,
so u ∈U−w ∩K . Therefore, U−w ∩PK0 ⊂U−w ∩K .
Define f :G→ V by
f (g)=
{
δ1/2(m)σ(m)v if g =muw−1k ∈ Pw−1K0,
0 otherwise.
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k1, k2 ∈K0. Then
p−12 p1 =w−1k2k−11 w.
Since K0 is a normal subgroup of G(O), we have p−12 p1 = k ∈K0 ⊂K , so
δ1/2
(
p−12 p1
)
σ
(
p−12 p1
)
v = δ1/2(p−12 )σ (p−12 )δ1/2(p1)σ (p1)v = δ1/2(k)σ (k)v = v.
It follows that
δ1/2(p1)σ (p1)v = δ1/2(p2)σ (p2)v
and therefore f is well-defined. Further, f is smooth and satisfies f (mug) = δ1/2(m)×
σ(m)f (g), for m ∈M , u ∈ U , g ∈G, so f ∈ iG,M(V ).
We have
suppf ⊂ Pw−1K0 ⊂ PGw−1 =Gw−1 =
⋃
xw−1
PxP
and suppf ∩P = ∅. Now,
A(σ,w)f (1)=
∫
Uw
f
(
w−1u
)
du=
∫
Uw
f
(
w−1uww−1
)
du=
∫
U−w
f
(
uw−1
)
du.
By the definition of f , f (uw−1) is non-zero if uw−1 ∈ Pw−1K0, or u ∈ Pw−1K0w =
PK0. Therefore,
A(σ,w)f (1)=
∫
U−w ∩PK0
f
(
uw−1
)
du.
Let u ∈ U−w ∩ PK0 ⊂ K . Then u = pk0 ∈ K, where p ∈ P and k0 ∈ K0. We have
p = uk−10 ∈K , so
f
(
uw−1
)= f (pk0w−1)= δ1/2(p)σ(p)v = v.
Therefore,
A(σ,w)f (1)=
∫
U−w ∩PK0
v du=meas(U−w ∩PK0)v.
Since U−w ∩PK0 ⊂K , the set U−w ∩PK0 has finite measure and the integral is absolutely
convergent. On the other hand, U−w ∩K0 ⊂U−w ∩PK0 implies that meas(U−w ∩PK0) = 0.
It follows that A(σ,w)f (1) = 0.
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A(σ,w1)f (1)=
∫
Uw1
f
(
w−11 u
)
du.
Suppose that f (w−11 u) = 0, for some u ∈Uw1 . Then w−11 u ∈ suppf ⊂Gw−1 and
u ∈ U ∩w1Gw−1 =U ∩w1
( ⋃
xw−1
PxP
)
,
which is empty, according to Lemma 3.1. Therefore, f (w−11 u)= 0, for all u ∈Uw1 , and
A(σ,w1)f (1)= 0. ✷
Theorem 4.3. Let (σ,V ) be an irreducible admissible representation of M and w1,w2,
. . . ,wr ∈W(σ). Suppose that A(ν, σ,wi) is holomorphic at ν = 0, for i = 1, . . . , r . Then
TwiA(σ,wi), i = 1, . . . , r , are linearly independent.
Proof. Let
c1Tw1A(σ,w1)+ · · · + crTw2A(σ,wr)= 0,
where c1, . . . , cr ∈C. If r = 1, the statement is trivial. Suppose r > 1. Let wi be a maximal
element in the set {w1, . . . ,wr }. Then wi = 1. According to Lemma 4.2, there exists a
function fi ∈ iG,M(V ) such that
A(σ,wi)fi(1) = 0 and A(σ,wj )fi(1)= 0,
for j = i . Then
(
c1Tw1A(σ,w1)+ · · · + crTwr A(σ,wr)
)
fi(1)= 0
implies ci = 0. Repeating the arguments above r − 1 times, we prove c1 = c2 = · · · =
cr = 0. ✷
5. The Aubert involution and R-groups
Let DM be the Aubert duality operator [3]. If σ is an irreducible representation of M ,
we denote by σˆ the representation ±DM(σ), taking the sign + or − so that σˆ is a positive
element in the Grothendieck group. We call σˆ the Aubert involution of σ . In this section
and Section 6, we use results from [4], which are done under the hypothesis that the cocycle
η is trivial, so we need the same hypothesis that η= 1, for both σ and σˆ .
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square integrable representation of M such that its Aubert involution σˆ is unitary. Let R
be the R-group for iG,M(σ). Then iG,M(σˆ ) has the same R-group in the following sense:
the set of normalized standard intertwining operators
{
A(σˆ , r)
∣∣ r ∈ R}
is a basis for the commuting algebra
C(σˆ )=HomG
(
iG,M(σˆ ), iG,M(σˆ )
)
.
Lemma 5.2. Under the assumptions of Theorem 5.1, the standard intertwining operators
{
A(ν, σˆ , r)
∣∣ r ∈R}
are holomorphic at ν = 0.
Proof. Take w ∈ R. Then A(ν, σ,w) is holomorphic at ν = 0. According to [20, Lem-
ma 2.1.2] and [4, Corollary 6.3], there exists a family of subsets Θ1, . . . ,Θn+1 ⊂∆ such
that
(1) Θ1 =Θ and Θn+1 =Θ ′;
(2) fix 1 i  n; then there exists a root αi ∈∆\Θi such that Θi+1 is the conjugate of Θi
in 3i =Θi ∪ αi ;
(3) set wi =wl,3iwl,Θi in W(Θi,Θi+1) for 1 i  n; then
w =wn · · ·w1.
(4) A(ν, σ,w)=A(νn, σn,wn) · · ·A(ν1, σ1,w1),
A(ν, σˆ ,w)=A(νn, σˆn,wn) · · ·A(ν1, σˆ1,w1),
where ν1 = ν, σ1 = σ , νi =wi−1(νi−1), and σi =wi−1(σi−1) for 2 i  n.
Moreover, A(νi, σi ,wi) is holomorphic at νi = 0, for all i . It follows from [4, Lem-
ma 5.1] that
AG(νi, σi ,wi)= iG,M3i
(
AM3i (νi , σi,wi)
)
,
AG(νi, σˆi ,wi)= iG,M3i
(
AM3i (νi , σˆi ,wi)
)
.
Now, [4, Lemma 7.1] tells us that A(νi, σˆi ,wi) is holomorphic at νi = 0, for all i .
Consequently, A(ν, σˆ ,w) is holomorphic at ν = 0. ✷
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intertwining operators {TrA(σˆ , r) | r ∈ R} is linearly independent. Therefore, {A(σˆ , r) |
r ∈ R} is linearly independent. It is well-known [15,16] that
{
A(σ, r)
∣∣ r ∈R}
is a basis for the commuting algebra C(σ). According to [4, Corollary 3.4],
C(σ)∼= C(σˆ )
and therefore dimC(σ)= dimC(σˆ ). This implies that
{
A(σˆ , r)
∣∣ r ∈R}
is a basis for C(σˆ ). ✷
Other properties of R-groups are also inherited by σˆ [12].
Proposition 5.3. Under the assumptions of Theorem 5.1,
(1) The inequivalent irreducible components πˆi of iG,M(σˆ ) are parametrized by irre-
ducible representations ρi = ρ(πˆi) of R.
(2) The multiplicity with which a component πˆi = πˆ (ρi) occurs in iG,M(σˆ ) is equal to the
dimension of the representation ρi of R which parametrizes it.
Proof. By [13, Theorem 2.4], (1) and (2) are satisfied for σ . Now (1) and (2) for σˆ follow
directly, because iG,M(σ) and iG,M(σˆ ) have the same number of irreducible components
with same multiplicities and the correspondence between irreducible components is given
by
π ↔ πˆ . ✷
6. Normalized operators
In this section, we consider an irreducible unitary representation σ with the R-group R
so that C[R] ∼=HomG(iG,M(σ), iG,M(σ)). We describe explicitly the action of normalized
operators A(σ, r), r ∈ R, on irreducible subspaces of iG,M(σ) (see relation (17)) and
express the result using a trace formulation (Theorem 6.1). Theorem 6.1 is closely related
to [1, Conjecture 7.1].
We follow an outline written by the referee (cf. [13, pp. 38–40]). The multiplicative
properties of normalized intertwining operators imply the map
r →A(σ, r)
762 D. Ban / Journal of Algebra 271 (2004) 749–767gives an equivalence
C[R] ∼=HomG
(
iG,M(σ), iG,M(σ)
)
as R-modules (r ∈ R acts on C[R] by left multiplication, on HomG(iG,M(σ), iG,M(σ))
by composition on the left with A(σ, r)). We analyze HomG(iG,M(σ), iG,M(σ)) and the
action of intertwining operators by first decomposing the R-module C[R]. That is, we
decompose the left-regular representation of the finite group R [19, Section 2.4].
The correspondence between irreducible representations of R and components of
iG,M(σ) may be established as in [13,14]. Let ρ be an irreducible representation of R.
Denote by θρ the character of ρ. Let Pρ ∈HomG(iG,M(σ), iG,M(σ)) be defined by
Pρ = dimρ|R|
∑
r
θρ(r)A(σ, r)= dimρ|R|
∑
r
θρ(r)A(σ, r).
The same argument as in [13] implies the Pρ are the orthogonal projections onto the
isotypic subspaces of iG,M(σ). Let
Vρ = Im(Pρ).
To the representation ρ of R, one associates the irreducible representation π(ρ), where Vρ
is the π(ρ)-isotypic subspace. The element of C[R] corresponding to Pρ is
eρ = dimρ|R|
∑
r
θρ(r)r.
We note that the ρ-isotypic subspace Rρ of C[R] is
Rρ = eρC[R] = C[R]eρ.
This subspace contains dimρ copies of ρ.
We now consider the left-regular representation and matrix coefficients. Let λ denote
the left-regular representation of R on C[R]. Let U be the space for ρ. Without loss of
generality, we may assume this realization of ρ is unitary. For u,u′ ∈ U , let ρu,u′ be the
matrix coefficient for ρ given by
ρu,u′(r)=
〈
ρ(r)u,u′
〉
.
One then has
λ(r)ρu,u′ = ρu,ρ(r)u′.
We note that Rρ may be identified with the space of matrix coefficients of ρ. As an element
of C[R],
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∑
r
〈
ρ(r)u, v
〉
r. (12)
Choose an orthonormal basis u1, . . . , uk of U . It follows that if
Riρ = span{ρui,u1, . . . , ρui ,uk },
then
Rρ =
⊕
i
Riρ
is a decomposition of Rρ into left ideals.
Let u1, u2, v1, v2 ∈U . Recall that Schur orthogonality says
∑
r
〈
ρ(r)u1, u2
〉〈ρ(r)v1, v2〉 = |R|dimρ 〈u1, v1〉〈u2, v2〉. (13)
It follows from (12) that
ρu1,u2ρv1,v2 =
∑
r,s
〈
ρ(r)u1, u2
〉〈
ρ(s)u1, u2
〉
rs.
By substituting t = rs, we may transform the sum into
∑
t
(∑
r
〈
ρ(r)u1, u2
〉〈ρ(r)v2, ρ(t)v1〉)t,
which is, according to (13), equal to
∑
t
|R|
dimρ
〈u1, v2〉〈u2, ρ(t)v1〉t = |R|〈u1, v2〉dimρ ρv1,u2 .
Therefore,
ρu1,u2ρv1,v2 =
|R|
dimρ
〈u1, v2〉ρv1,u2 . (14)
It follows that projection onto Riρ is given by right multiplication by the idempotent
eρ,i = dimρ|R| ρui,ui .
That is, Riρ = Rρeρ,i = C[R]eρ,i . We can further decompose Riρ (as a vector space only)
using left multiplication
Riρ =C[R]eρ,i = eρ,1C[R]eρ,i ⊕ · · · ⊕ eρ,kC[R]eρ,i .
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C[R] ∼=HomG(iG,M(σ), iG,M(σ))—see below.)
We now transfer this information to the other side of the isomorphism. Note that
under the isomorphismC[R] ∼=HomG(iG,M(σ), iG,M(σ)), Rρ ∼=HomG(Vρ,Vρ) (suitably
interpreted). Now, let P iρ denote the element of HomG(iG,M(σ), iG,M(σ)) corresponding
to eρ,i under the isomorphism C[R] ∼=HomG(iG,M(σ), iG,M(σ)). Then,
Vρ =
⊕
i
V iρ,
with V iρ = Im(P iρ), is a decomposition of Vρ into invariant subspaces. To interpret this
in terms of the action of the normalized intertwining operators, observe that under the
isomorphism C[R] ∼=HomG(iG,M(σ), iG,M(σ)), we have
HomG
(
V iρ,V
j
ρ
)∼= Pjρ HomG(iG,M(σ), iG,M(σ))P iρ ←→ eρ,jC[R]eρ,i .
For r ∈R, the correspondence is
Pjρ A(σ, r)P
i
ρ ←→ eρ,j reρ,i . (15)
To compute the right-hand side of (15), we first find, using (12),
ρu,vr = ρρ(r−1)u,v.
According to (14), we have
eρ,j reρ,i = (dimρ)
2
|R|2 ρρ(r−1)uj ,uj ρui,ui =
(dimρ)
|R| 〈ρ(r
−1)uj , ui〉ρui ,uj
= ρui ,uj (r)
dimρ
|R| ρui,uj .
For the left-hand side of (15), Schur’s lemma implies HomG(V iρ,V jρ ) ∼= CIi,j . Here, we
may take Ii,j ∈ HomG(iG,M(σ), iG,M(σ)) corresponding to |R|−1(dimρ)ρui,uj ∈ C[R]
under the isomorphism C[R] ∼=HomG(iG,M(σ), iG,M(σ)). In particular, we have
Pjρ A(σ, r)P
i
ρ = ρui,uj (r)Ii,j . (16)
We do this process for each irreducible representation ρ of R, that is, we fix an orthonormal
basis uρ1 , . . . , u
ρ
kρ
of the space of ρ and define projections P iρ . Then (16) holds. Further, if
ρ and ρ′ are two inequivalent representations of R, we have
P
j
′A(σ, r)P iρ = 0.ρ
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id=
∑
ρ
∑
i
P iρ.
Therefore,
A(σ, r)=
∑
ρ′
∑
j
P
j
ρ′A(σ, r)
∑
ρ
∑
i
P iρ =
∑
ρ
∑
i,j
P jρ A(σ, r)P
i
ρ,
and we have
A(σ, r)=
∑
ρ
∑
i,j
ρui,uj (r)Ii,j . (17)
This describes explicitly the action of the normalized intertwining operator A(σ, r) on
irreducible subspaces. The relation (17), however, depends on the choice of bases or,
equivalently, the choice of irreducible subspaces.
We will express the result using a trace formulation (cf. [13, Theorem 2.7], and [1,
Conjecture 7.1]). For f ∈ C∞c (G) and for a representation π of G, we define
I (f )=
∫
G
f (g)iG,M(σ)(g)dg and π(f )=
∫
G
f (g)π(g)dg.
Let ρ be an irreducible representation of R and let π = πρ be an equivalence class of
irreducible components of iG,M(σ) associated to ρ. We define
〈r,π〉 = traceρ(r), for r ∈ R.
Theorem 6.1. Let σ be an irreducible unitary representation of M . Suppose that C[R] ∼=
HomG(iG,M(σ), iG,M(σ)). Then, for r ∈R and f ∈C∞c (G),
trace
(
A(σ, r)I (f )
)=∑
π
〈r,π〉 traceπ(f ),
where the sum runs over all equivalence classes π of irreducible components of iG,M(σ).
Proof. According to (17), we have
trace
(
A(σ, r)I (f )
)= trace(∑
ρ
∑
i,j
ρui ,uj (r)Ii,j I (f )
)
=
∑
ρ
∑
i
ρui ,ui (r) traceπρ(f )=
∑
ρ
traceρ(r) traceπρ(f )
=
∑
〈r,π〉 traceπ(f ). ✷
π
766 D. Ban / Journal of Algebra 271 (2004) 749–767In particular, Theorem 6.1 applies to representations considered in Section 5.
Corollary 6.2. Let σ be an irreducible square integrable representation of M . Suppose
that the Aubert involution σˆ is unitary. Then,
trace
(
A(σˆ , r)I (f )
)=∑
πˆ
〈r, πˆ 〉 trace πˆ(f ),
where the sum runs over all equivalence classes πˆ of irreducible components of iG,M(σˆ ).
Proof. Follows from Theorems 5.1 and 6.1. ✷
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