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3Depuis quelques années, les environnements virtuels distribués (EVD) voient leur popularité aug-
menter de manière fulgurante, notamment en raison du développement massif des jeux multijoueurs en
réseau. En effet, les jeux massivement multijoueurs tels que World of Warcraft tendent à toucher un large
public et enregistrent plusieurs millions d’abonnés. Ces applications, qui constituent une certaine forme
d’EVD, permettent ainsi à plusieurs centaines de joueurs d’évoluer simultanément au sein d’un même
environnement et d’y interagir. De plus, la tendance actuelle tourne en faveur du développement de ce
type de jeux. En effet, ces applications sont souvent rentables et génèrent des profits très importants, d’où
leur intérêt croissant auprès des producteurs de jeux vidéo.
Néanmoins, la popularité des EVD ne se limite pas au domaine des jeux vidéo : ils interviennent
également sous la forme d’environnements virtuels collaboratifs distribués permettant l’interaction entre
plusieurs utilisateurs potentiellement éloignés géographiquement. Ces types d’EVD tendent à être adop-
tés massivement dans de nombreux domaines, parmi lesquels, la médecine, l’architecture, l’ingénierie
ou l’enseignement. Ainsi par exemple, en ingénierie, de telles applications offrent la possibilité à des
équipes localisées sur des sites différents de tester simultanément leurs composants, de les évaluer, de
contrôler leur agencement et d’opérer les modifications nécessaires. Ce type d’approche tend à devenir
monnaie courante chez les constructeurs automobiles et aéronautiques. Au sein de ces entreprises, le
prototypage virtuel se généralise afin de réduire les coûts de conception, mais également ceux liés aux
déplacements physiques des différentes équipes impliquées dans leurs divers projets.
Dans l’absolu, un EVD prend généralement la forme d’un environnement virtuel auquel peuvent
participer et dans lequel peuvent interagir plusieurs utilisateurs impliquant différentes machines. Au sein
de l’environnement virtuel, ces utilisateurs prennent la forme d’entités appelées avatars. Ces avatars
peuvent par exemple, en fonction des entrées des utilisateurs, se déplacer, effectuer certaines actions
et interagir avec des avatars représentant d’autres utilisateurs. Cependant, un environnement se basant
exclusivement sur la présence d’avatars peut rapidement être amené à subir des fluctuations du nombre
d’utilisateurs y participant et se retrouver très faiblement peuplé. Cela peut avoir un impact négatif sur
le ressenti des participants présents, en raison d’une nette diminution des interactions possibles et de
l’inertie du monde qui les entoure.
Afin de pallier ce type de problèmes, certains EVD intègrent des entités autonomes gérées par des
ordinateurs et destinées à maintenir en permanence un nombre suffisant d’entités, ce qui permet d’assurer
le « réalisme » de l’environnement. Elles peuvent, dans un premier temps, n’être employées qu’à des fins
esthétiques et n’intervenir que pour donner l’illusion d’un monde virtuel fortement peuplé. Elles peuvent
également, à l’image des bots 1 employés dans certains jeux, interagir avec les utilisateurs afin de pallier
le manque de participants.
D’une manière générale, un EVD mettant en œuvre des entités autonomes doit leur fournir un mo-
dèle comportemental, c’est-à-dire un système de décision définissant leur manière d’agir. A cette fin,
différentes techniques existent : la plus courante, bien qu’elle soit relativement fastidieuse, consiste à
définir manuellement l’ensemble des actions que doit réaliser chaque entité pour chacune des situations
1. Dans le domaine des jeux vidéo, un bot correspond à une entité contrôlée par l’ordinateur. Le rôle d’une telle entité est
alors de simuler le comportement d’un joueur humain afin de permettre aux utilisateurs de jouer en coopération même en étant
seuls.
4pouvant se présenter à elle. Le domaine de la vie artificielle propose, quant à lui, des techniques de gé-
nération automatique de comportements offrant la possibilité de créer des entités capables de s’adapter à
leur environnement et pouvant présenter une certaine variété dans leurs comportements. Ces approches
présentent différents avantages sur les techniques plus « traditionnelles » en étant, par exemple, moins
enclines aux erreurs et aux oublis. Cependant, à l’heure actuelle, la génération automatique de compor-
tements est encore expérimentale et intervient essentiellement au sein d’applications monolithiques ne
profitant pas des avantages apportés par la distribution.
En effet, les bénéfices apportés par les EVD ne se limitent pas à la mise en interaction d’utilisa-
teurs présents sur différentes machines : ils permettent également de combiner les ressources mises à
disposition par ces machines, de les mobiliser dans le cadre d’une même application et, par conséquent,
de repousser les limitations auxquelles sont soumises les applications monolithiques. Cela est d’autant
plus intéressant que, dans leur quête de réalisme, les environnements virtuels tendent à être très consom-
mateurs en termes de ressources et à se retrouver très rapidement limités, que ce soit au niveau de la
simulation physique ou de l’« intelligence artificielle ». Ainsi, dans le cas des entités autonomes, leur
intégration au sein d’EVD offre la possibilité de leur associer des mécanismes plus complexes pouvant
nécessiter des ressources processeur et mémoire plus importantes.
Toutefois, le partage d’un environnement virtuel, qu’il inclue des entités autonomes ou non, est ef-
fectué en répercutant sur l’ensemble des hôtes participant à la simulation, les changements d’état opérés
sur les éléments constituant le monde virtuel. Ces échanges d’informations sont, en effet, nécessaires afin
que l’ensemble des participants aient l’impression d’évoluer au sein d’un même environnement, et que le
déroulement de leurs interactions soit en accord avec leur perception. Par conséquent, les EVD doivent
faire face à différentes problématiques induites par les caractéristiques des moyens de communication
mobilisés.
Les données échangées sont, en effet, soumises à différentes contraintes pouvant affecter le fonc-
tionnement de l’EVD et altérer le déroulement de la simulation. Parmi ces contraintes, les limitations en
bande passante peuvent, par exemple, restreindre l’environnement, que ce soit du point de vue du nombre
d’utilisateurs qu’il peut accueillir ou de la quantité d’informations que ces derniers peuvent transmettre
ou recevoir. De manière similaire, la latence représentant le délai séparant l’exécution d’une action de sa
répercussion chez une autre entité, joue un rôle important dans la qualité et les performances d’un EVD.
Ainsi, une latence trop élevée dépassant le seuil de perception d’un utilisateur peut rapidement le gêner,
annihiler la qualité des interactions voire rendre l’application inutilisable.
Dans ce contexte, ce document traite des problématiques liées à la mise en œuvre, au sein d’EVD,
d’entités autonomes pouvant faire intervenir des techniques de génération de comportements.
Dans un premier temps, le premier chapitre présente les différents phénomènes pouvant influer sur
les communications entre les processus constituant un EVD, parmi lesquels, la latence et les limita-
tions en bande passante. Il expose également les facteurs à l’origine de ces phénomènes, et fournit les
bases nécessaires à la compréhension des approches mises en œuvre dans le but de minimiser l’impact
des contraintes auxquelles sont soumis les EVD. Ce chapitre porte également sur une problématique à
laquelle sont confrontés les concepteurs d’EVD : le choix d’une interface de programmation répartie.
5Ainsi, il expose les différentes interfaces de programmation mises à leur disposition, leurs caractéris-
tiques et leurs avantages et inconvénients vis à vis du développement d’EVD.
Le deuxième chapitre, quant à lui, décrit les différentes problématiques auxquelles sont soumis les
EVD et présente un état de l’art des approches mises en œuvre pour y répondre. Parmi ces techniques,
ce chapitre s’attarde sur certaines d’entre-elles auxquelles se réfèrent les contributions présentées par
la suite : le partitionnement de l’environnement virtuel, la répartition des entités, l’algorithme de dead
reckoning et les techniques de filtrage.
Les trois chapitres suivants portent sur les contributions réalisées. Celles-ci visent essentiellement
deux objectifs : l’intégration d’entités autonomes aux comportements adaptatifs au sein d’EVD et la
proposition de techniques destinées à réduire l’impact des phénomènes présentés auparavant, sur les
EVD impliquant des entités autonomes.
Ainsi, le troisième chapitre présente les travaux réalisés pour la mise en place d’entités autonomes
évolutives dans le cadre d’un EVD basé sur une architecture devenue en 2000 le standard IEEE 1516
et faisant office de standard en matière de simulations distribuées : la High Level Architecture (HLA)
[130][133]. Ces travaux portent sur la mise en œuvre d’un environnement urbain dans lequel circulent
des entités autonomes dont le modèle comportemental est régi par des systèmes de classeurs.
Ce chapitre porte également sur la définition et l’implantation des mécanismes permettant d’utiliser
les services génériques proposés par HLA dans le cas spécifique d’un environnement virtuel distribué.
Il présente aussi les différentes évaluations effectuées afin de déterminer la capacité des systèmes de
classeurs à faire émerger, au sein d’un EVD, des comportements variés à partir d’un modèle relativement
simple définissant les mêmes objectifs pour l’ensemble des entités présentes.
Les quatrième et cinquième chapitres se concentrent, quant à eux, sur les problèmes liés aux commu-
nications au sein des EVD, problèmes auxquels peuvent être sensibles les entités autonomes, notamment
celles dont le comportement est adaptatif. En effet, les incohérences que peuvent provoquer différents
phénomènes peuvent influer fortement sur la manière dont l’adaptation ou l’apprentissage est réalisé,
et pousser une entité à réaliser une action dont les répercussions ne correspondent pas à ses attentes. Il
peut alors en résulter l’émergence de règles inadaptées pouvant mener à des modèles de comportements
inefficaces.
Le quatrième chapitre prend cette problématique en compte et propose une approche introduisant
la notion de zones de gestion dont le fonctionnement est destiné à réduire les effets de la latence et
de ses variations sur des entités censées interagir fortement. Cette approche consiste à partitionner le
monde virtuel en zones de gestion [129] et à attribuer la gestion des entités présentes dans une de ces
zones à un fédéré HLA donné. Le but recherché est alors de permettre à chaque entité, par le biais de
communications locales, d’avoir un accès immédiat et à jour aux informations concernant les entités les
plus susceptibles de l’intéresser. Ce chapitre introduit également, dans le cadre de la mise en œuvre des
zones de gestion, différents mécanismes destinés à migrer les entités d’un fédéré à un autre au fur et à
mesure qu’elles se déplacent, et à assurer qu’elles sont constamment gérées par le fédéré possédant la
zone de gestion dans laquelle elles se trouvent.
Le cinquième chapitre de ce document est consacré à l’optimisation de l’algorithme de dead recko-
6ning par des systèmes de classeurs de type αCS [132][131]. L’algorithme de dead reckoning, dans son
principe, consiste à prédire l’état des entités afin d’éviter l’émission d’informations lors de chaque chan-
gement de l’environnement virtuel. Par la suite, la transmission de ces informations n’est effectuée que
lorsque l’état prédit pour une entité diffère trop de son état réel. L’approche proposée dans ce chapitre
consiste à faire émerger un certain nombre de règles destinées à permettre au système de sélectionner
parmi différents modèles de prédiction, celui le plus à même de satisfaire certains objectifs tels que mi-
nimiser l’erreur de prédiction ou le nombre de mises à jour envoyées. Ainsi, le système proposé a pour
objectif de faire émerger de manière automatique, et ce grâce aux capacités adaptatives des systèmes
de classeurs, un ensemble de règles fournissant des prédictions de meilleure qualité prenant compte des
caractéristiques et des spécificités du mouvement des entités concernées.
Deuxième partie
État de l’art
7

Chapitre 1
Généralités sur les environnements
virtuels distribués
9
10 Chapitre 1. Généralités sur les environnements virtuels distribués
1.1 Introduction
Les éléments liés à la distribution des environnements virtuels soulèvent différentes problématiques
nécessitant, dans un premier temps, l’analyse et la compréhension des différents mécanismes et techno-
logies participant à leur fonctionnement. En effet, comme c’est le cas pour la plupart des applications
distribuées ayant des contraintes temporelles relativement fortes, les applications de réalité virtuelle dis-
tribuée sont très sensibles au choix effectués vis à vis du modèle de communication entre les différents
hôtes et processus mobilisés.
Ainsi, par exemple, le choix d’une infrastructure réseau par rapport à une autre nécessite, afin de
sélectionner la plus adaptée d’entre elles, de connaître et de prendre en compte ses caractéristiques. De
manière similaire, la création d’environnements virtuels distribués nécessite de s’attarder sur différents
points s’étendant des protocoles de communications pouvant être mis en œuvre, aux interfaces de pro-
grammation mises à la disposition des concepteurs de telles applications. Dans ce contexte, ce chapitre
traite des divers aspects entrant en jeu lors de la conception d’environnements virtuels distribués et four-
nit une base à la compréhension des mécanismes et des problématiques présentés par la suite.
1.2 Infrastructures réseau et qualité de service
1.2.1 Les éléments d’infrastructures réseau
Les applications de réalité virtuelle distribuée font intervenir différentes infrastructures réseau pré-
sentant des caractéristiques relativement différentes. De manière générale, deux types de réseaux sont
utilisés dans le cadre d’environnements virtuels distribués : les réseaux locaux et les réseaux longue
distance.
Les réseaux locaux, ou LAN (Local Area Network), sont des réseaux d’étendue limitée à une zone
géographique réduite (ex. bâtiment). Ils proposent des débits élevés de 100Mbits/s à 10Gbits/s et des
temps de latence faibles de l’ordre de quelques millisecondes. Les faibles distances et le faible nombre
d’équipements devant être traversés permettent à de tels réseaux de proposer des taux de pertes très
faibles (moins de 1% pour les réseaux filaires).
Les réseaux longue distance ou WAN (Wide Area Network), quant à eux, sont des réseaux destinés
au transport d’informations sur de grandes distances (ex. villes, pays). Ces réseaux offrent des débits
assez variables allant de quelques kilobits par seconde à plusieurs mégabits voire gigabits par seconde.
Dans le cas des WAN, les temps de latence peuvent s’échelonner de quelques dizaines de millisecondes
à plusieurs secondes. Ceci est dû au fait qu’en plus de mettre en œuvre des distances plus grandes,
ces réseaux ont tendance à faire intervenir un plus grand nombre d’équipements intermédiaires entre
la source et le destinataire d’un message. Il en résulte des taux de perte plus importants, de l’ordre de
quelques pourcents dans le cas de l’Internet.
Parmi les caractéristiques de ces réseaux, celles les plus couramment prises en compte lors de la
conception d’environnements virtuels distribués concernent essentiellement la qualité de service qu’ils
fournissent.
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1.2.2 Les éléments de la qualité de service d’un réseau
De manière générale, quatre paramètres constituant la qualité de service d’un réseau sont pris en
compte lors de la mise en place d’applications distribuées : la bande passante, la latence, la gigue et
le taux de perte. En effet, les valeurs que peuvent prendre ces grandeurs peuvent influer de manière
importante sur la conception, le bon fonctionnement et les performances de telles applications.
La bande passante représente le débit maximal de données pouvant circuler sur le réseau. Différentes
techniques existent pour évaluer la bande passante disponible entre deux nœuds du réseau [107]. L’in-
fluence de la bande passante sur les environnements virtuels distribués est liée au fait que ces applications
manipulent un grand nombre de données représentant l’état des éléments constituant le monde virtuel.
De plus, ces données devant être échangées de manière relativement fréquente entre les différentes ma-
chines, la bande passante requise a tendance à être relativement élevée. Ainsi, les limitations de la bande
passante tendent à restreindre ces applications que ce soit au niveau de la quantité ou de la fréquence
des informations échangées. De telles restrictions peuvent alors imposer aux concepteurs de réduire la
précision des informations échangées afin de limiter la quantité de données transmises à travers le réseau.
Ceci peut alors avoir des effets néfastes sur la qualité, voire le « réalisme » de la simulation. Toutefois,
différentes techniques telles que la compression de données sans pertes permettent de repousser de telles
limitations en réduisant la quantité de données échangées tout en conservant le nombre d’informations
transmises.
La latence représente le délai séparant l’émission d’un message de sa réception par son destinataire.
Elle consiste globalement en la combinaison de différents délais (fig.1.1) liés au fonctionnement des
équipements constituant le réseau [8]. Tout d’abord, les délais de propagation sont liés au transport des
informations à travers les liaisons dont le réseau est constitué. Ces délais dépendent essentiellement du
type de média utilisé : ils sont, par exemple, d’environ 5 µs par kilomètre dans le cas de la fibre optique.
Les délais de traitement des paquets, quant à eux, représentent le temps nécessaire au traitement des
paquets au sein des nœuds du réseau. Ceux-ci incluent, par exemple, le temps alloué à la recherche
des chemins lors du routage ou du processus de contrôle d’erreur. Les délais liés à la sérialisation
représentent le temps qu’il faut à un nœud pour transmettre sur le réseau les bits constituant le message.
Leur durée est globalement proportionnelle à la taille des données et inversement proportionnelle au
débit pouvant transiter sur le lien. Enfin, les délais de mise en file d’attente sont induits par le fait que des
paquets puissent être amenés à attendre que d’autres paquets aient été traités avant de pouvoir être émis
sur le réseau.
De manière générale, la latence est évaluée en mesurant le RTT (round trip time) correspondant au
délai séparant l’émission d’un message de la réception de la réponse qui lui est associée [146]. Ainsi,
l’utilitaire ping permet de réaliser ce type de mesures par l’intermédiaire du protocole ICMP (Internet
Control Message Protocol).
Dans le cadre d’applications distribuées et notamment en réalité virtuelle distribuée, une latence éle-
vée présente plusieurs inconvénients. En effet, les informations n’étant pas immédiatement disponibles,
certains systèmes (notamment les systèmes synchrones) peuvent être amenés à devoir attendre ces don-
nées à ne rien faire pendant ce temps. Cette attente étant d’autant plus longue que la latence est élevée,
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FIGURE 1.1 – Les différents délais entrant en jeu dans la latence
ceci a pour conséquence de priver l’application d’une partie du temps de calcul disponible. De plus, le
fait que les machines reçoivent des informations avec un certain retard peut avoir des conséquences sur
le déroulement de la simulation. Ceci est particulièrement le cas en ce qui concerne des applications in-
teractives pour lesquelles de tels délais peuvent avoir des effets négatifs. Par exemple, dans le cas d’une
simulation faisant intervenir des interactions entre éléments, de tels phénomènes peuvent influer sur le
déroulement de la simulation voire même provoquer des comportements incohérents.
La gigue est un autre phénomène dont l’impact sur les applications distribuées est loin d’être négli-
geable. Elle représente les variations de la latence au cours du temps. La gigue est en grande partie due
aux fluctuations des délais de mise en file d’attente liées aux variations de la charge des équipements tels
que les routeurs. Son principal inconvénient est, qu’en altérant de manière aléatoire le temps mis par les
données pour atteindre leur destination, elle a tendance à dénaturer des informations échangées (fig. 1.2).
Ce phénomène est d’autant plus visible dans le cas de simulations à pas de temps constant pour lesquelles
les informations sont émises de manière périodique. En effet, du côté du destinataire, ces informations
ne sont plus reçues à intervalles constants, ce qui tend à altérer le fonctionnement de l’application.
Il est également important de noter que latence, gigue, bande passante et puissance de calcul des ma-
chines utilisées ne sont pas des grandeurs totalement indépendantes. En effet, lorsque le débit d’émission
augmente et se rapproche de la limite de la bande passante disponible, les paquets doivent attendre un
certain temps dans la file de l’émetteur avant de pouvoir être transmis. Le temps supplémentaire passé
dans cette file d’attente se matérialise alors par une augmentation de la latence. De la même manière,
l’incapacité d’un équipement tel qu’un routeur à traiter rapidement l’ensemble des messages qui lui
parviennent peut également provoquer une telle augmentation [33].
Le quatrième paramètre entrant dans l’évaluation de la qualité de service d’un réseau est le taux
de pertes de messages. En effet, la perte de messages peut être à l’origine de divers problèmes au sein
d’un système distribué. Ainsi par exemple, dans le cas d’une utilisation de TCP, la perte d’un segment
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FIGURE 1.2 – Effets de la latence et de la gigue
Type de connexion Débit (kb/s) Latence (ms) Gigue (ms)
Téléphonique 49 160.2 97
ADSL 145 8.1 2
Cable 1048 18.0 123
FIGURE 1.3 – Mesures obtenues par [72]
nécessite la réémission de celui-ci. Ceci a pour conséquence d’augmenter notablement le temps de la-
tence « effectif », c’est à dire le temps entre la première émission du segment et sa réception par son
destinataire. De manière similaire, dans le cadre d’un modèle de communication faisant intervenir le
protocole UDP, la perte d’un datagramme se matérialise par la perte pure et simple des informations
qu’il transportait (cf. 1.4.3).
Afin de quantifier les besoins des simulations distribuées par rapport à ces grandeurs, le standard DIS
[3] définit, outre la bande passante, quatre grandeurs pour lesquelles il préconise des domaines de valeur
acceptables : la latence transport-transport, la fiabilité transport-transport, la gigue transport-transport
et la latence transport-physique.
La latence transport-transport représente la latence acceptable entre 2 simulateurs, de couche trans-
port à couche transport. La fiabilité transport-transport, quant à elle, définit la fraction des PDU (unité de
donnée de protocole) qui doivent être livrées avec des temps de latence acceptables. La gigue transport-
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transport exprime la dispersion maximale des temps d’arrivée pour n’importe quelle suite de PDU trans-
portant des informations « de type voix » à la couche application. La latence transport-physique indique
la latence maximale entre la sortie de la couche application et la sortie de la couche physique de n’importe
quelle simulation.
Pour chacune de ces grandeurs, les valeurs préconisées par le standard sont présentées dans la figure
1.4.
Grandeur Valeur préconisée
latence transport-transport
100 ms – interactions fortement couplées
300 ms – interactions faiblement couplées
fiabilité transport-transport
98% – interactions fortement couplées
95% – interactions faiblement couplées
gigue transport-transport 50 ms
latence transport-physique 10 ms
FIGURE 1.4 – Les grandeurs de qualité de services définies par DIS et les valeurs recommandées
1.3 Topologies réseau
La mise en place d’un système de réalité virtuelle distribuée nécessite de déterminer l’architecture
réseau la plus appropriée à ses besoins. Ce choix permet alors de déterminer la manière dont les infor-
mations vont être échangées entre les différentes machines.
La plupart des applications distribuées font intervenir une architecture parmi les trois suivantes :
client/serveur, pair à pair ou hybride (également appelée client/serveur distribué).
1.3.1 L’architecture client/serveur
Cette architecture est mise en œuvre par un certain nombre de systèmes de réalité virtuelle distribuée,
parmi lesquels CIAO [124], Deva [102] ou Community Place [81]. Cette architecture met en jeu deux
types d’applications : des clients et un serveur. Du point de vue des connexions, les clients sont tous reliés
au serveur avec lequel il établissent l’ensemble de leurs communications. En effet, cette topologie ne
permet pas aux clients de communiquer directement les uns avec les autres sans passer par l’intermédiaire
du serveur. Il en résulte que dans la majorité des cas, les communications entre clients et serveur suivent
le modèle suivant : les clients émettent des requêtes à destination du serveur et celui-ci répond à ces
requêtes.
La forme de centralisation induite par l’architecture client/serveur, et le fait que les communications
doivent obligatoirement transiter par le serveur, possèdent à la fois des avantages et des inconvénients.
En effet, en centralisant l’ensemble des communications, le serveur peut contrôler les actions effectuées
par chaque client avant de les répercuter vers les autres clients. C’est pour cette raison que de nombreux
jeux en réseau [84][23][30] utilisent ce modèle de communication afin de résoudre les problèmes liés à la
tricherie. La raison à cela est que les clients étant localisés chez les utilisateurs, ils peuvent être modifiés
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afin de se procurer un avantage sur les autres joueurs. Le serveur, quant à lui est généralement détenu
par la personne ou l’entité fixant les règles du jeu. Ainsi, si un client est modifié, il devient possible de
détecter cela à partir des messages qu’il émet [80]. Un tel mécanisme ne peut être mis en place aisément
dans le cadre d’une architecture de type pair à pair [20].
Néanmoins, cette centralisation présente le défaut de concentrer une grande partie de la charge de
calcul et de la charge réseau sur le serveur. Effectivement, la charge du serveur a tendance à augmenter
rapidement avec le nombre de clients qu’il doit gérer, au point d’en faire un goulet d’étranglement. Ainsi,
le fait que toutes les informations aient à transiter par le serveur fait que ce dernier peut voir son interface
réseau saturée dès que le nombre de clients augmente.
Afin d’éviter que le serveur ne devienne trop rapidement un goulet d’étranglement, nombre d’appli-
cations préfèrent déporter une partie des tâches lui incombant au niveau des clients.
Serveur
Client 1 Client 2 Client 3 Client 4
FIGURE 1.5 – Architecture client/serveur
1.3.2 L’architecture pair à pair
Contrairement à la topologie client/serveur qui fait intervenir deux types d’entités, l’architecture pair
à pair fait intervenir plusieurs nœuds ayant des rôles équivalents. Ces nœuds sont interconnectés les
uns aux autres afin de permettre à chaque pair de communiquer directement avec n’importe quel autre.
Suivant les capacités du réseau utilisé, les nœuds peuvent s’échanger des informations en utilisant diffé-
rents modes de communications (ex. point à point, multipoint, diffusion). Néanmoins, à l’heure actuelle,
l’architecture pair à pair ne trouve son intérêt que lorsque le nombre de participants est relativement
faible ou dans le cas de réseaux locaux autorisant des communications multipoints. En effet, pour les ré-
seaux ne permettant que des communications point à point (ex. Internet, WAN), le nombre de messages
échangés sur le réseau est de l’ordre du carré du nombre de machines impliquées. Toutefois, l’utilisation
de réseaux multipoints de recouvrement et de protocoles multipoints applicatifs 1.4.4 permet, dans une
certaine mesure, de limiter ces problèmes.
Ceci a pour conséquence une rapide saturation du réseau lorsque le nombre de nœuds augmente. Cela
explique en partie pourquoi la majeure partie des systèmes de réalité virtuelle distribuée utilisant cette
architecture (ex. SPLINE [14] ou COVEN [100]) sont des systèmes se basant sur des communications
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multipoints.
Dans ce cas de figure, une topologie pair à pair présente également le défaut d’imposer à chaque
pair de consacrer un temps non négligeable à l’émission des informations à l’ensemble des autres hôtes
(temps d’autant plus long que leur nombre augmente). Toutefois, cette architecture présente différents
avantages sur la topologie client/serveur. Elle permet, entre autres, de distribuer la charge réseau de
manière équitable entre les hôtes. De plus, le fait que les traitements soient répartis sur l’ensemble des
nœuds tend à limiter l’apparition de goulets d’étranglement. Il faut également noter que cette architecture
est propice à l’utilisation de techniques de filtrage (cf. partie 2.5) destinées à limiter les échanges entre
pairs.
Pair 1
Pair 2
Pair 3 Pair 4
Pair 5
Pair 6
FIGURE 1.6 – Architecture pair à pair
1.3.3 L’architecture hybride ou client/serveur distribué
La topologie hybride fait intervenir à la fois une topologie de type client/serveur et une topologie
de type pair à pair. En effet, comme dans une architecture client/serveur, elle fait intervenir les notions
de client et de serveur. Cependant, cette approche permet à plusieurs nœuds de jouer le rôle de serveur.
Ensuite, afin de permettre à l’ensemble des nœuds d’échanger des informations, les différents serveurs
sont interconnectés les uns aux autres à la manière d’une topologie pair à pair. Ainsi, lorsqu’un client
émet un message à son serveur, ce dernier a pour rôle de le propager en direction des autres serveurs.
C’est alors à ces serveurs de transmettre ce même message aux clients concernés. Cette approche pré-
sente à la fois des avantages par rapport à l’architecture client/serveur et à une topologie pair à pair.
En effet, contrairement au pair à pair, les aspects liés à la gestion de la distribution sont transférés du
client au serveur. Il en résulte que les clients peuvent se consacrer à des tâches coûteuses telles que le
rendu ou la gestion d’un moteur physique sans qu’une grande partie de leur puissance ne soit affectée
à la diffusion des informations aux autres clients. L’intérêt d’une approche hybride par rapport à une
architecture exclusivement client/serveur est en parti dû au fait qu’elle permet d’associer l’ensemble des
clients à plusieurs serveurs. Cela permet alors de limiter la charge de chacun d’entre eux et rend possible
la mise en place de techniques d’équilibrage de charge destinées à éviter ou limiter l’apparition de gou-
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lets d’étranglement. De plus, de même que pour le pair à pair, il est possible de réaliser des opérations
de filtrage permettant d’économiser de la bande passante au niveau des communications inter-serveurs.
C’est pour ces raisons qu’une topologie hybride est plus adaptée que celles présentées précédemment
lors de la montée en charge.
NetEffect [47], WAVES [74], RING [57] ou ASSET [88] ont opté pour cette forme d’architecture.
De plus, même si une grande majorité des applications basées sur la High Level Architecture (cf. par-
tie 1.5.4) soient basées sur un modèle client/serveur, certaines implantations distribuées de la RunTime
Infrastructure (ex. Javelin [97]) permettent de mettre en œuvre un architecture hybride.
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FIGURE 1.7 – Architecture hybride
1.4 Protocoles réseau et transport
1.4.1 IP : Internet Protocol
La plupart des applications de réalité virtuelle distribuée basent leurs communications sur les proto-
coles de la suite de protocoles TCP/IP (Transmission Control Protocol / Internet Protocol). Ces proto-
coles incluent notamment IP (Internet Protocol) dont le rôle est de fournir un réseau logique au dessus des
réseaux physiques interconnectant des équipements hétérogènes. Les données transitant via ce réseau lo-
gique, et donc les données échangées entre applications, utilisent alors le format défini par TCP/IP. Ainsi,
cela permet de s’affranchir des problèmes liés à l’hétérogénéité de ces équipements, du point de vue de
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leur représentation des données. En ce qui concerne son architecture, comme le présente la figure 1.8,
TCP/IP suit un modèle en couches légèrement différent du modèle OSI à 7 couches.
Physique
Liaison
Réseau
Transport
Session
Présentation
Application
Modèle OSI
Interface réseau
Internet
Transport
Application
Modèle TCP/IP
FIGURE 1.8 – Comparaison des modèles OSI et TCP/IP
Lors de la conception d’un système de réalité virtuelle distribuée, l’une des tâches nécessaires consiste
à définir la manière dont les différents processus vont communiquer. Cela se traduit généralement par
la nécessité de choisir un modèle de communication parmi les différents existants. Ceux-ci incluent des
protocoles au niveau transport tels que TCP (Transmission Control Protocol) et UDP (User Datagram
Protocol), ou des protocoles au niveau réseau dans le cas de communications multipoints.
1.4.2 TCP : Transmission Control Protocol
TCP [106] est un protocole de niveau transport en mode connecté dit « fiable ». Il garantit, en effet,
la délivrance des données en séquence, en contrôle la validité, organise un contrôle du flux de bout en
bout et met en œuvre un mécanisme de détection et de gestion de la congestion.
Afin d’assurer la délivrance des segments dans l’ordre, TCP se charge d’associer un numéro de
séquence unique à chacun d’entre eux. Ce numéro de séquence est en particulier utilisé lors des acquit-
tements : il permet au destinataire d’indiquer le numéro de séquence du prochain octet qu’il s’attend à
recevoir. Il en résulte alors qu’un paquet ne sera traité par son destinataire que si son numéro de séquence
correspond à celui attendu. Il faut toutefois noter qu’en cas d’erreur ou de perte de paquet, le mécanisme
de TCP assurant le bon ordre des segments peut avoir un effet négatif sur les performances du système.
En effet, dans de tels cas de figure, les informations relatives aux paquets suivants ne peuvent être ex-
ploitées (même si elles ont déjà été reçues) avant que le paquet perdu ait été réémis et reçu. Dans certains
1.4. Protocoles réseau et transport 19
types d’applications, notamment celles imposant des contraintes de temps fortes (ex. applications temps
réel, applications interactives. . .), une telle caractéristique peut rapidement devenir rédhibitoire.
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FIGURE 1.9 – Gestion des erreurs ou de la perte de paquets par TCP
Pour ce qui est de la fiabilité, en adjoignant une somme de contrôle aux messages qu’il transporte,
TCP assure que le message reçu par le destinataire est identique à celui émis et donc, que les données
sont les mêmes. Ensuite, dans le but de s’assurer que le destinataire recevra tous les messages qui lui sont
destinés, TCP met en œuvre un mécanisme d’acquittements. Ce mécanisme consiste à faire retransmettre
les données par l’émetteur si ce dernier n’a pas reçu d’acquittement après un certain délai.
De même TCP propose différentes optimisations telles que la mise en tampon des données basée sur
l’algorithme de Nagle [98]. Il s’agit d’une technique consistant à n’émettre les données que lorsqu’un
acquittement arrive ou lorsque le tampon d’émission est plein. Cet algorithme permet alors d’améliorer
le rendement en termes d’octets « utiles » transmis par rapport à la quantité totale de données émises.
Il arrive cependant que de telles optimisations aient à être désactivées en raison de l’augmentation des
délais d’émission et de réception qu’elles entraînent.
1.4.3 UDP : User Datagram Protocol
Ce protocole est, la plupart du temps, mis en œuvre dans le cadre d’applications nécessitant des
temps de traitement optimisés. C’est notamment le cas des applications interactives ou des applications
temps réel dont font partie un grand nombre de simulations distribuées. Certaines applications destinées
à fonctionner sur des réseaux locaux (ex. le système de fichiers NFS [123]) se basent également sur le
protocole UDP en raison du faible taux de pertes que ce type de réseaux engendrent.
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UDP [105] propose un mode de transport allégé (en mode non connecté) qui permet de s’affranchir
de l’ensemble des lourds mécanismes mis en œuvre par TCP. En effet, UDP se charge de transporter
des datagrammes et les informations qu’ils contiennent, de la source à leur destination sans contrôler
ni le flux ni la congestion. Ainsi, un segment UDP ne contient que les informations suivantes : le port
source UDP, le port destination UDP, la longueur du paquet, éventuellement une somme de contrôle et
les données. L’utilisation d’une somme de contrôle permet à UDP d’assurer qu’un message, s’il arrive à
destination, sera correct (c.a.d. les données qu’il contient correspondent à celles qui ont été émises par
l’autre partie) et que le receveur en est bien le destinataire.
L’absence d’autres formes de contrôle font d’UDP un protocole non fiable. En effet, en cas de perte,
un paquet n’est pas réémis et est donc définitivement perdu. Toutefois, il est parfois préférable de « fiabi-
liser UDP » en définissant seulement les seuls mécanismes de contrôle nécessaires (ex. ordonnancement
des messages), que d’utiliser l’ensemble des mécanismes mis en œuvre par TCP [137].
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FIGURE 1.10 – Communication point à point (ex. TCP, UDP)
1.4.4 La diffusion multipoint : IP Multicast
Les protocoles TCP et UDP, dans leur utilisation la plus courante, font intervenir des communications
dites point à point (fig. 1.10). Celles-ci font typiquement intervenir un émetteur et un seul destinataire.
Il n’est cependant pas rare, que ce soit en réalité virtuelle distribuée ou pour la diffusion audio ou vidéo,
qu’un même message ait à être transmis à plusieurs destinataires. Afin d’éviter que l’émetteur ait à
transmettre le même paquet à plusieurs reprises, le protocole IP prévoit, grâce à la diffusion multipoint, la
possibilité d’envoyer un datagramme à un groupe de destinataires (fig. 1.11). Ce sont ensuite les routeurs
qui ont pour charge de répliquer ce message au moment opportun afin de le transmettre à chacun des
destinataires. Il en résulte généralement une diminution notable du trafic réseau étant donné que pour
l’émetteur, le coût de l’envoi d’un message à plusieurs destinataires est pratiquement le même que celui
de l’envoi d’un message à un seul d’entre eux. Ainsi, dans le cas d’une architecture de type pair à pair,
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une communication point à point nécessitant O(N2) messages peut n’en demander que O(N) dans le cas
d’une diffusion multipoint.
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FIGURE 1.11 – Diffusion multipoint
Du point de vue de l’adressage IP, l’ICANN (Internet Corporation for Assigned Names) a réservé la
classe D des adresses IP version 4 (224.0.0.0 - 239.255.255.255) aux communications multipoints. Cha-
cune des adresses de cette classe représente l’ensemble des hôtes désirant recevoir les données destinées
à ce groupe multipoint. De plus, la composition des groupes multipoints étant dynamique, il est possible
à n’importe quel hôte de rejoindre ou de quitter un tel groupe.
Au niveau des réseaux locaux, les groupes multipoints sont gérés par l’intermédiaire du protocole
IGMP (Internet Group Management Protocol) [48][55]. Ce protocole a pour but de permettre aux rou-
teurs de découvrir l’existence, dans les sous-réseaux auxquels ils sont reliés, de membres d’un groupe
multipoint.
Pour ce qui est des réseaux longue distance tels que l’Internet, la mise en place de la diffusion
multipoint pose généralement problème, étant donné que la majeure partie des routeurs ne sont pas
configurés pour gérer le trafic multipoint. Afin de contourner ce type de limitations, certaines approches
se basent sur la création de tunnels reliant des routeurs capables de gérer le multipoint. Pour réaliser cela,
les sites joignables uniquement par le biais de routeurs point à point sont amenés à encapsuler leur trafic
multipoint dans des paquets point à point tandis que les sites reliés par des routeurs multipoints peuvent
communiquer entre eux directement.
Le MBone (Multicast Backbone) [113] met cette approche en application dans le but de fournir
un réseau assurant la diffusion multipoint à travers l’Internet. Plusieurs systèmes de réalité virtuelle
distribuée (ex. CommunityPlace [81], NPSNET [86]) impliquant des sites relativement distants ont utilisé
le MBone dans le cadre de recherches mettant en œuvre des communications multipoints. Néanmoins, à
l’heure actuelle, le nombre croissant de routeurs capables de gérer le trafic multipoint a tendance à rendre
ce réseau obsolète.
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Afin de pallier les problèmes inhérents au déploiement de la diffusion multipoint IP, d’autres alter-
natives telles que la diffusion multipoint au niveau applicatif ou la création de réseaux multipoints de
recouvrement ont été proposées [79][41].
La diffusion multipoint au niveau applicatif est une architecture multipoint dans laquelle les opéra-
tions de gestion des groupes et de construction des arbres de diffusion sont directement contrôlées par
certains hôtes finaux. Cette approche permet ainsi de se passer de nœuds intermédiaires tels que des rou-
teurs ou des proxys. Néanmoins, l’absence de connaissances précises concernant la topologie du réseau a
tendance à rendre cette forme de diffusion multipoint moins efficace que celle fournie par IP, notamment
du point de vue de la latence [91].
En ce qui concerne les réseaux multipoints de recouvrement, les aspects liées au fonctionnement
des communications multipoints sont gérés par certains nœuds spécifiques appelés proxys ou nœuds de
service. Ces nœuds, qui forment l’épine dorsale du réseau de recouvrement, se chargent en premier lieu
de créer et de maintenir les différentes structures nécessaires à la livraison des données. En dehors du
fonctionnement de cette épine dorsale, les proxys ont pour rôle de transmettre les paquets aux nœuds
finaux via des communications point à point ou multipoint.
Malgré tous les avantages qu’elle apporte, la diffusion multipoint présente quelques inconvénients.
Tout d’abord, l’entretien et la mise à jour des arbres de routage peut mener à une forte consommation de la
bande passante, notamment lorsque les groupes multipoints ont tendance à évoluer fréquemment. C’est le
cas de plusieurs systèmes de réalité virtuelle distribuée, tels que NPSNET, qui proposent des mécanismes
de filtrage (cf. partie 2.5) consistant à faire souscrire à un même groupe multipoint l’ensemble des entités
situées dans une zone géographique donnée. Dans ce type d’applications, si les entités sont amenées à
se déplacer rapidement et à passer fréquemment d’une zone géographique à une autre, les bénéfices
initialement apportés par la diffusion multipoint ont tendance à être annihilés.
De plus, le multipoint IP ne permet, à l’heure actuelle, d’utiliser que des protocoles non-orientés
connexion tels qu’UDP. Ceci est en partie dû au fait que la mise en œuvre des acquittements, que l’on
trouve dans les communication TCP point à point, est extrêmement complexe et coûteuse à gérer dans le
cas du multipoint. La conséquence à cela est que l’utilisation de la diffusion multipoint se restreint géné-
ralement à la transmission de données pour lesquelles la fiabilité ne joue pas un rôle crucial (ex. streaming
audio et vidéo, informations dont les mises à jour sont fréquences en réalité virtuelle distribuée. . .).
Il faut toutefois noter que des recherches, telles que celles menées sur le Reliable Multicast Transport
Protocol [101] ou le Pragmatic General Multicast [119], ont pour but de définir des protocoles multi-
points fiables. Cependant, à l’heure actuelle, ces types de protocoles ont tendance à ne pas bien supporter
le passage à l’échelle.
1.4.5 La diffusion
Le principe de la diffusion est similaire à celui du multipoint dans la mesure où il consiste à permettre
à une machine d’émettre un message à destination de l’ensemble des machines présentes sur le réseau
(fig. 1.12). Cependant, contrairement à la diffusion multipoint qui permet de définir des groupes de
machines, la diffusion transmet systématiquement les messages concernés à l’ensemble des machines
1.5. Les interfaces de programmation et les intergiciels pour la répartition 23
présentes.
Bien qu’elle soit moins couramment utilisé que le multipoint, la diffusion a été utilisée dans diffé-
rents systèmes de réalité virtuelle distribuée tels que les premières versions de SIMNET [85][90], de
NPSNET[148] mais également dans VERN[27]. Néanmoins, la plupart de ces systèmes sont passés à la
diffusion multipoint par la suite.
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FIGURE 1.12 – La diffusion
1.5 Les interfaces de programmation et les intergiciels pour la répartition
La création d’environnements virtuels distribués nécessite, à un moment ou à un autre, d’implanter le
modèle de communication qui permettra aux différentes machines et applications présentes, d’échanger
des informations. Pour cela, l’approche la plus commune consiste à utiliser une interface de programma-
tion répartie parmi les nombreuses existantes. Certaines d’entre elles, telles que les sockets, sont dites de
« bas niveau » : elles ne fournissent que les fonctionnalités de base nécessaires à toute communication
se faisant par l’intermédiaire du réseau. D’autres, à l’instar de la High Level Architecture, sont dites de
« haut niveau » et vont jusqu’à définir des protocoles destinés à une classe particulière d’applications
distribuées. Ces formes d’interfaces de programmation sont également souvent appelées intergiciels.
1.5.1 Les sockets
Elles ont été introduites en 1982 dans les distributions BSD d’Unix dans le but, au même titre que
les tubes ou la mémoire partagée, de fournir un mécanisme de communications interprocessus. L’intérêt
des sockets, par rapport aux autres mécanismes d’IPC (Inter-Process Communication), vient notamment
du fait qu’elles permettent à des processus de communiquer entre eux à travers un réseau.
A l’origine, les premières versions d’Unix BSD à permettre des communications réseaux se basaient
sur le paradigme « ouvrir, lire, écrire, fermer » couramment utilisé dans le cadre de la manipulation
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de fichiers. Néanmoins, la mise en place de différents modes de communication, tels que les modes
« connecté » et « non connecté », a rendu ce paradigme insuffisant. C’est pour cette raison qu’a été intro-
duite la notion de socket proposant un plus grand nombre et une plus grande variété d’appels systèmes.
Du point de vue de leur utilisation, les sockets proposent une interface de programmation de très bas
niveau. En effet, les communications se font uniquement en lisant et en écrivant un ensemble d’octets
à travers la socket. Cela a pour effet d’imposer aux développeurs la lourde tâche consistant à définir la
manière dont les données doivent être transcrites sous la forme d’octets (sérialisation) et vice versa. Cette
tâche peut être d’autant plus complexe qu’une application répartie peut faire intervenir des machines
hétérogènes n’ayant pas la même représentation des données, ce qui est le cas dans un réseau faisant
cohabiter des machines petit (little endian) et grand-boutistes (big endian).
Il faut noter que malgré cela, les sockets sont devenues un standard de fait et que la quasi-totalité des
applications distribuées reposent sur elles, soit directement, soit indirectement. Une des raisons à cela est,
qu’au cours du temps, de nombreux intergiciels ont été mis en place par dessus elles dans le but de gérer,
entre autres, ces problèmes de représentation des données et de simplifier la tâche des développeurs.
Parmi ces intergiciels, ceux les plus couramment utilisés lors de la mise en place d’environnements
virtuels distribués sont : les Remote Procedure Call, les Remote Method Invocation, la Common Object
Request Broker Architecture et la High Level Architecture.
1.5.2 Les appels de procédures/méthodes distantes : les RPC et RMI
Les RPC (Remote Procedure Call) [26] définissent un intergiciel permettant d’effectuer des appels
de procédures dont le code se trouve sur une machine distante et dont l’exécution se fait sur cette même
machine distante. La version des RPC la plus couramment utilisée à l’heure actuelle est celle mise en
place par Sun [122][120] dans le cadre du développement du système de fichiers NFS (Networked File
System). Du point de vue de leur mise en application dans le cadre d’environnements virtuels distribués,
les RPC ont été utilisés par différents systèmes tels que MASSIVE [60] ou Avocado [134].
Dans leur fonctionnement, les RPC suivent un modèle client/serveur au sein duquel, le serveur se
charge de recevoir les appels de procédure, d’en extraire les paramètres, de calculer le résultat et de le
transmettre à l’appelant. Pour ce qui est du rôle du client, celui-ci se « limite » à transmettre au serveur
les requêtes représentant les appels de procédure et d’attendre que les résultats lui parviennent.
Il faut également noter que les RPC de SUN introduisent la XDR (eXternal Data Representation)
[121][53] dans le but de fournir une représentation unifiée des données échangées entre les clients et le
serveur. Elle simplifie grandement la tâche des développeurs en leur permettant de faire communiquer
aisément des machines possédant des tailles de mots, des ordonnancements d’octets ou des représenta-
tions de nombres flottants différents. De plus, toute implantation des RPC devant implanter et utiliser la
XDR, cela assure que les informations émises par une machine seront correctement interprétées par leur
destinataire.
Du point de vue du programmeur, la mise en place d’une application distribuée basée sur les RPC
diffère très peu de celle d’une application non répartie. En effet, l’ensemble des aspects ayant trait à la
sérialisation des données, à la transmission, à la réception d’informations sur le réseau et à la conversion
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de celles-ci sous la forme de données exploitables, n’ont plus à être prises en charge par le développeur.
Ceci est dû au fait que la plupart des implantations des RPC intègrent un pré-compilateur, nommé rpcgen,
capable de générer le code gérant ces différents traitements. Ce compilateur prend en entrée les informa-
tions relatives aux procédures distantes – leur prototype, par exemple – et retourne deux formes de code
généralement basés sur des sockets (fig. 1.13) :
– la souche permettant au client d’appeler la procédure et de recevoir le résultat associé,
– le squelette permettant au serveur de recevoir l’appel de procédure et les données passées en para-
mètre mais également de transmettre les résultats au client.
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Client
Appel de
procédure
Souche
1
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Réseau
2
5
1 Demande d’exécution d’une procédure distante
2 Sérialisation et transmission
3 Exécution de la procédure distante
4 Retour du résultat
5 Sérialisation et tansmission du résultat
6 Désérialisation et mise à disposition du résultat
FIGURE 1.13 – Principe de fonctionnement des appels de procédure distante
Les RMI (Remote Method Invocation) [10] ont été introduites dans le but d’adapter les fonctionna-
lités fournies par les RPC au cadre de la programmation orientée objet. Leur rôle est de permettre aux
développeurs d’invoquer des méthodes portant sur des objets localisés sur des machines virtuelles Java
distantes – qu’elles soient exécutées sur des machines distinctes ou non – comme s’il s’agissait d’objets
locaux. En effet, du point de vue de la syntaxe utilisée, l’invocation d’une méthode portant sur un objet
distant se code exactement de la même manière qu’un appel sur un objet local.
De plus, comme dans le cas des RPC, les RMI masquent aux programmeurs les aspects liés à la pro-
grammation réseau et à la transmission des données. Pour cela, à l’instar du compilateur rpcgen proposé
par les RPC, les kits de développement Java fournissent un compilateur nommé rmic capable de créer
souches et squelettes. Les dernières versions de Java vont même jusqu’à générer automatiquement les
souches et squelettes soit lors de la compilation java soit à l’exécution.
Les RMI présentent également certains avantages sur les RPC, notamment en ce qui concerne la
nature des données que les clients et le serveur peuvent s’échanger. En effet, alors que les RPC ne
permettent l’échange que de valeurs de types primitifs (entiers, flottants, caractères, tableaux, etc.), les
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RMI permettent la transmission d’objets et supportent le polymorphisme.
Toutefois, les RMI font intervenir un schéma de communications synchrone dans lequel le client
attend le résultat de la méthode invoquée avant de pouvoir continuer son exécution. Ce type de fonction-
nement peut être préjudiciable du point de vue des performances, notamment dans le cas d’applications
présentant des contraintes temporelles fortes, ce qui est le cas d’un grand nombre de systèmes de réalité
virtuelle distribuée.
1.5.3 CORBA
Certains systèmes tels que COVRA-CAD [76] ou NOMAD [142] se sont tournés vers CORBA (Com-
mon Object Request Broker Architecture) [28] pour gérer les aspects liés à la distribution. Il s’agit d’une
norme définie en 1989 par l’OMG (Object Management Group) dans le but de faire communiquer en-
semble des applications s’exécutant dans des environnements hétérogènes. Ainsi, tout comme les RMI,
CORBA permet l’invocation de méthodes distantes dans le cadre d’une programmation orientée-objet.
Pour réaliser cela, CORBA définit un bus, l’ORB (Object Request Broker), à travers lequel transitent
toutes les requêtes portant sur les objets distribués (fig. 1.14). Ainsi, contrairement aux RPC ou aux RMI
qui créent un canal de communication direct entre les clients et le serveur à travers de sockets, CORBA
impose que toutes les communications se fassent par l’intermédiaire de l’ORB. Cette approche permet,
entre autres, de dissocier les traitements réalisés par le client de ceux liés à l’invocation de méthodes sur
les objets distants. C’est, en effet, à l’ORB seul qu’incombe la tâche consistant à retrouver l’objet distant,
transmettre les requêtes à celui-ci et retourner les résultats au client.
De plus, tandis que les RMI n’autorisent la communication qu’entre applications Java, CORBA per-
met de faire interagir des programmes créés avec des langages différents, tels que Java, C++ ou Ada. Pour
que cela soit possible, chaque classe d’objets accessibles à distance doit être associée à un contrat indi-
quant aux clients les méthodes qu’ils pourront invoquer et leur prototype. La définition d’un tel contrat
se fait par l’intermédiaire du langage IDL (Interface Definition Language) : il s’agit d’un langage spéci-
fiant un certain nombre de types et de constructions permettant de définir des objets indépendamment du
langage de programmation utilisé lors de l’implantation.
L’existence de différentes implantations de CORBA, y compris pour un même langage, soulève le
problème de l’interopérabilité entre applications basées sur des ORB différents. Ce n’est que depuis l’ap-
parition de la deuxième version de la norme, et l’introduction des protocoles GIOP (General Inter-ORB
Protocol) et IIOP (Internet Inter-ORB Protocol), que cette interopérabilité a été rendue possible. En effet,
ces protocoles ont pour rôle de définir un modèle de communication standard permettant à l’ensemble
des ORB les implantant, d’interagir entre eux. De plus, en imposant à toute implantation CORBA de pro-
poser ces protocoles, les spécifications définies par l’OMG sont censés assurer l’interopérabilité entre les
systèmes s’y conformant. Ce critère peut jouer un rôle essentiel lorsqu’il s’agit de mettre en œuvre des
systèmes à grande échelle faisant intervenir différentes infrastructures matérielles et logicielles (système
d’exploitation, langage de programmation, etc.).
Il faut toutefois noter que la mise en place et surtout le déploiement d’applications distribuées basées
sur le bus CORBA ont tendance à être lourds. De même, les performances des implantations « conven-
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tionnelles » de CORBA on tendance à induire des temps de latence élevés et sont relativement peu
adaptés au passage à l’échelle [58], ce qui a tendance à poser problème dans le cas de la mise en œuvre
de systèmes de réalité virtuelle distribuée. Néanmoins, l’apparition de versions de CORBA adaptées aux
applications temps-réel telles que TAO, a répondu aux besoins de tels systèmes.
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Object Request Broker 2IIOP
FIGURE 1.14 – Le bus CORBA
1.5.4 La High Level Architecture (HLA)
Les mécanismes et intergiciels présentés jusqu’à présent sont très génériques et ont été conçus de
sorte qu’ils puissent être utilisés au sein de tout type d’applications réparties. HLA (High Level Archi-
tecture), au contraire, est une architecture dédiée à la création de simulations distribuées interopérables
et réutilisables. Elle constitue, depuis 2000, le standard IEEE 1516 [11] en matière de simulations distri-
buées.
Cette architecture se base sur le principe qu’un système complexe peut, de manière générale, être
conçu sous la forme d’une combinaison de sous-systèmes moins complexes collaborant les uns avec les
autres. Ainsi, pour désigner un tel système et ses sous-systèmes, HLA introduit les notions de fédération
et de fédéré. Un fédéré constitue la brique de base d’une simulation HLA : elle correspond à une appli-
cation respectant les éléments définis dans le standard. Le standard spécifie alors les différents éléments
nécessaires aux communications et interactions entre fédérés dans le cadre d’une simulation distribuée
appelée fédération.
Le modèle de communication défini par HLA se base sur une architecture client/serveur (fig. 1.15)
faisant intervenir les fédérés et un intergiciel nommé RTI (RunTime Infrastructure). La RTI joue, dans le
cadre d’une fédération, le rôle d’un système d’exploitation distribué proposant un ensemble de services
que les fédérés se doivent d’utiliser. Ces services sont au nombre de six :
– la gestion de la fédération (Federation Management) : elle définit les différentes opérations néces-
saires à la création et au fonctionnement général de la fédération.
– la gestion des objets (Object Management) : elle prend en charge les opérations de création, mo-
dification et destruction des objets distribués.
– la gestion du temps (Time Management) : elle permet la synchronisation entre fédérés.
– la gestion des déclarations (Declaration Management) : son rôle est de gérer les publications et les
souscriptions de chaque fédéré.
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– la gestion des appartenances (Ownership Management) : elle a pour rôle de déterminer à quel
fédéré appartient un objet et contrôle les droits d’accès des fédérés à ces objets.
– la gestion de la distribution des données (Data Distribution Management) : elle permet de réaliser
une forme de filtrage (cf. partie 2.5).
L’accès à ces services par les fédérés se fait alors par le biais d’une interface de programmation
définie dans le volet Federate Interface Specification du standard [5]. Ce document spécifie notamment
l’ensemble des fonctions et leur prototype dans différents langages tels que Ada, C++ et Java. Outre le
respect de ces interfaces, HLA laisse toute liberté aux développeurs de RTI (MÄK, Pitch, ONERA, etc.)
dans leur manière d’implanter ces différents services.
RunTime Infrastructure
Federation Management Declaration Management
Object Management Ownership Management
Time Management Data Distribution Management
Fédéré 1
FedAmb
RTIAmb
Fédéré 2
FedAmb
RTIAmb
Fédéré 3
FedAmb
RTIAmb
Fédération
FIGURE 1.15 – Architecture d’une fédération HLA
En ce qui concerne le modèle qu’elle met en œuvre, HLA, tout comme CORBA et les RMI, se
base sur le paradigme orienté objet. L’approche utilisée consiste alors à définir chaque objet partagé
comme étant une encapsulation de l’ensemble des attributs décrivant son état. Néanmoins, contrairement
à CORBA ou aux RMI, le fonctionnement d’une simulation HLA ne se base pas sur l’invocation de
méthodes sur ces objets. En effet, l’accès à un objet partagé ne peut être effectué que par l’intermédiaire
de la lecture ou de la modification de ses attributs : ces objets n’intègrent pas de traitements tels que des
méthodes. Ainsi, lorsqu’un fédéré est amené à gérer un certain nombre d’objets, il le fait en modifiant ou
en mettant leur état à jour. C’est par ces modifications, et donc grâce aux services de gestion des objets,
que sont réalisées une majeure partie des communications entre fédérés.
En plus de la notion d’objet, HLA intègre également celle d’interaction. Contrairement à un objet
dont la durée de vie peut être longue, une interaction représente un événement ponctuel tel qu’une colli-
sion, par exemple. Ainsi, HLA différencie les messages portant sur le changement d’état d’une entité, de
ceux transmettant des informations relatives aux interactions entre entités.
Chaque classe d’objets partageables et chaque type d’interactions doit, à la manière de CORBA ou
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des RMI, être associé un contrat indiquant entre autres aux fédérés, les attributs auxquels ils auront
accès. Ces contrats prennent la forme de fichiers dont le format est défini par l’OMT (Object Model
Template)[6]. Il s’agit d’un langage de spécifications dont le but est, entre autres, de permettre la défi-
nition des objets et de leurs attributs accessibles à distance. Ce langage peut être assimilé au langage
IDL qu’utilise CORBA, que ce soit de par son rôle mais également de par son indépendance vis à vis du
langage d’implantation choisi.
Pour être plus précis, HLA impose aux concepteurs de fédérations de définir deux contrats : le FOM
(Federation Object Model) et le SOM (Simulation Object Model). Le FOM décrit les éléments que les
fédérés vont pouvoir partagés dans le cadre de la fédération. Le SOM décrit quant à lui, pour un fédéré,
les classes d’objets, d’attributs ou d’interactions qu’il est susceptible de proposer à la fédération. Ce
contrat a pour principal objectif de documenter les capacités de chaque fédéré afin de déterminer dans
quelle mesure ils vont pouvoir participer à la fédération.
Depuis sa standardisation, HLA tend à être de plus en plus utilisée pour la création d’applications de
réalité virtuelle distribuée et d’environnements virtuels distribués. C’est, entre autres, le cas de projets
tels que PIOVRA [32][145], JADE [89] ou Virtual Ship [44]. Ceci est principalement dû au fait que HLA,
en étant spécifique au domaine des simulations distribuées, prend en compte certaines problématiques et
propose certains mécanismes propres à ce type d’applications : le filtrage par gestion d’intérêt qu’offrent
les services de gestion de la distribution des données en sont un exemple.
1.5.5 Autres interfaces de programmation impliquées dans des systèmes de réalité vir-
tuelle distribuée
Bien que la plupart des systèmes de réalité virtuelle distribuée se basent sur l’un des systèmes déjà
présentés, certains mettent en œuvre d’autres types d’intergiciels. C’est par exemple le cas de FlowVR
[13] ou de MACVE [83], qui sont des environnements destinés à fonctionner sur la Grille. Ces envi-
ronnements utilisent des interfaces de programmation spécifiques, telles Globus ou Légion, dont le but
est de masquer aux développeurs les aspects liés à la programmation réseau. Ainsi, tout ce qui a trait à
l’authentification, la gestion et la localisation des ressources mais également aux communications entre
des machines potentiellement hétérogènes, n’est plus à la charge des concepteurs du système.
D’autres travaux se basent sur des bibliothèques initialement prévues pour le calcul parallèle : PVM
(Parallel Virtual Machine) et MPI (Message Passing Inteface). Ces bibliothèques définissent un modèle
de communication par passage de messages entre des processus pouvant être exécutés par différentes
machines. Ainsi, chacun de ces processus émet ou traite des messages, et ce, avec la possibilité de le faire
de manière synchrone ou asynchrone. Pour ce qui est de la gestion de l’hétérogénéité entre machines,
PVM et MPI assurent une cohérence dans la représentation des données grâce à l’utilisation du protocole
XDR qu’introduisent les RPC. VIPER (VIrtuality Programming EnviRonment) [127], par exemple utilise
PVM dans le but de fournir un environnement de programmation destiné à la création d’applications de
réalité virtuelle distribuée.
Dans certains cas, quelques systèmes de réalité virtuelle distribuée proposent des outils et des inter-
faces de programmation permettant la conception d’autres applications du même domaine. C’est le cas
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de MRToolkit [115] qui propose à la fois un Peers Package destiné à faire communiquer des applications
à travers l’Internet, mais également un Object Modeling Language permettant une programmation distri-
buée orientée objet. De la même manière, CONTINUUM [135] définit un intergiciel Java proposant une
fondation à la création d’environnements virtuels temps réel à grande échelle.
Cependant, ces systèmes sont utilisés de manière assez restreinte car la majeure partie d’entre eux
tend à répondre à des besoins très spécifiques qui ne correspondent pas forcément à ceux des concepteurs
d’autres systèmes de réalité virtuelle distribuée.
Chapitre 2
Problématiques et techniques existantes
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2.1 Introduction
La création d’environnements virtuels distribués nécessite la prise en compte d’un certain nombre
de problématiques susceptibles d’influer sur leur conception, leur développement ou leur mise en pro-
duction. Ainsi, les aspects les plus couramment abordés par les concepteurs de tels systèmes portent
essentiellement sur les notions d’extensibilité, de cohérence, de réactivité, d’interopérabilité et de réuti-
lisabilité.
Après avoir défini ces notions, ce chapitre présente les différentes approches mises en œuvre dans le
but de résoudre les problèmes auxquels sont généralement soumises les applications de réalité virtuelle
distribuée. Il présente notamment les techniques de filtrage, de dead reckoning, de partitionnement de
l’environnement et de répartition des entités auxquelles se réfèrent, par la suite, les chapitres portant sur
les contributions réalisées.
2.2 Les problématiques rencontrées en réalité virtuelle distribuée
2.2.1 L’extensibilité
L’extensibilité d’un environnement virtuel distribué porte essentiellement sur sa capacité à permettre
la simulation et l’interaction d’un grand nombre d’entités. Les travaux réalisés dans le cadre du projet
SIMNET, par exemple, avaient pour objectif de fournir une architecture permettant de simuler des cen-
taines à des centaines de milliers d’entités [36]. Afin de pouvoir atteindre de tels objectifs, différents
problèmes inhérents à l’augmentation du nombre d’entités doivent être pris en considération.
Tout d’abord, la quantité de messages échangés entre entités tendant à croître rapidement avec leur
nombre, il est nécessaire de prévoir les effets de l’augmentation du trafic réseau que cela induit. En effet,
dans le cas d’environnements virtuels nécessitant l’échange de O(N2) messages à chaque pas de simu-
lation – c’est le cas de certains systèmes basés sur une architecture pair à pair – l’introduction d’entités
supplémentaires peut avoir de lourdes conséquences sur les performances du système. Dans ce type de
situations, le réseau peut rapidement se trouver saturé au niveau de la bande passante. L’occupation de
la bande passante ayant également une incidence sur la latence et la gigue (cf. partie 1.2.2), une mau-
vaise estimation ou une mauvaise gestion de l’extensibilité peut également influer sur la cohérence et la
réactivité de l’application.
Outre les limitations liées au réseau, l’extensibilité d’une application de réalité virtuelle distribuée
peut se heurter à une puissance de calcul insuffisante. Il est en effet possible, en augmentant le nombre
d’entités simulées, que les besoins du système soient amenés à dépasser largement les ressources pro-
cesseur mises à sa disposition. Les simulations mettant en œuvre un modèle centralisant la gestion des
entités sur une seule machine, par exemple, peuvent rapidement être sujettes à ce type de problèmes. De
plus, il est nécessaire de garder à l’esprit que la tâche des processeurs ne se limite pas à la simulation
des entités : leur puissance est également mise à contribution lorsqu’il s’agit d’effectuer les différentes
formes de rendu (visuel, sonore, haptique, etc.) permettant de retranscrire l’état du monde virtuel aux uti-
lisateurs. La gestion de l’extensibilité peut donc dépasser le strict cadre de la simulation pour s’étendre à
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la résolution de problèmes tels que le rendu en temps réel d’un grand nombre d’entités.
Ainsi, la mise en place d’une application de réalité virtuelle distribuée extensible requiert, de la part
de ses concepteurs, la prise en compte de l’influence de toutes les ressources présentes. Le réseau ou
les processeurs, bien qu’ils aient une influence prépondérante sur les performances de tels systèmes, ne
sont pas les seuls éléments sur lesquels il faut se focaliser. Par exemple, la mise en œuvre du paradigme
« joueurs et fantômes » [27] dans lequel chaque machine entretient une copie de chaque entité présente
dans l’environnement, fait jouer un rôle très important à la quantité de mémoire vive disponible. En
effet, un trop grand nombre de défauts de page peut dégrader fortement les performances du système.
La création d’un environnement virtuel distribué extensible passe donc par la recherche d’un compromis
entre les différentes formes de ressources disponibles.
2.2.2 La cohérence
La latence et la gigue auxquelles sont soumis les environnements virtuels distribués ont tendance à
introduire des incohérences dans la manière dont le monde virtuel est perçu par ses différents participants.
Cela est principalement dû au fait qu’ils reçoivent les informations provenant d’hôtes distants avec un
certain retard. Il en résulte que le monde, tel qu’il apparaît à chaque utilisateur, ne correspond que très
rarement à son état « réel ». De plus, les délais de transmission pouvant varier d’une machine à une autre,
l’apparence du monde virtuel peut ne pas être la même d’un participant à un autre. Or, leurs actions sont
essentiellement induites par la perception qu’ils ont de l’environnement virtuel ; la présence de telles
incohérences peut donc avoir des conséquences sur le déroulement de la simulation. La gestion de la
cohérence dans la simulation d’environnements virtuels distribués a pour but de minimiser ce type de
phénomènes.
La gestion de la cohérence trouve essentiellement son intérêt lorsque la latence et la gigue sont
relativement élevées. En effet, lorsque les délais sont suffisamment faibles, ils peuvent être imperceptibles
pour des utilisateurs humains et n’ont aucun effet sur le déroulement de la simulation. Il est cependant
fréquent, notamment sur l’Internet [43], que la latence soit supérieure à ces seuils de perception.
Plusieurs travaux réalisés dans le but d’étudier les effets de la latence et de la gigue sur les utilisateurs
de différents types de jeux vidéo en ligne [65][99][21] s’accordent à dire que des latences faibles sont
nécessaires au bon déroulement d’une partie. Ils ne définissent cependant aucun seuil de latence précis
au delà duquel la jouabilité est dégradée.
De manière générale, les temps de latence acceptables dépendent du type de l’application concernée :
ainsi les jeux à la première personne nécessitent des latences faibles inférieures à 100 ms [43] tandis que
les jeux de type RTS (Real Time Strategy) peuvent s’accommoder de latences pouvant aller jusqu’à 2
secondes [116]. Toutefois, le standard DIS [3] indique que des temps de latence inférieurs à 100ms sont
nécessaires dans le cadre d’interactions fortement couplées, tandis que 300ms sont suffisants dans le
cas d’interactions faiblement couplées. [40] propose également une limite acceptable de 100ms pour la
latence.
Dans tous les cas, des latences élevées ont pour effet d’affecter les performances des utilisateurs (le
34 Chapitre 2. Problématiques et techniques existantes
nombre de frags 2, par exemple) et de provoquer une certaine frustration chez eux [16]. Ainsi, comme le
montre la figure 2.1, dans le cas d’un jeu de tir, des différences de latence vis à vis du serveur peuvent
introduire une forme d’injustice entre utilisateurs. Dans l’exemple proposé, en raison d’une latence éle-
vée, B met un certain temps à obtenir la nouvelle position de A. Il en résulte que A a tout le temps de voir
B, de lui tirer dessus avant même que B ait pu se rendre compte que A n’était plus derrière le mur. Une
fois que le serveur a reçu les informations relatives au tir et a déterminé que B a été touché, la mort de ce
joueur devient inéluctable quelle que soit l’action qu’il s’apprête réaliser.
Joueur A Serveur Joueur B
A se déplace
A voit B
A vise et tire sur B
déplacement
tir
déplacement
tirmort de B
mort
de B
A
B
A
B
Quelle que
soit son action,
B va mourir
FIGURE 2.1 – Exemple d’incohérence et d’« injustice » liée à la latence
Outre les problèmes déjà évoqués, latence et gigue peuvent être à l’origine d’incohérences de cau-
salité pour lesquelles les relations de cause à effet entre événements ne sont pas respectées. La figure
2.2 présente un exemple typique de non respect de la causalité. En effet, alors que les machines 1 et 2
perçoivent le tir du missile avant l’explosion de la cible, la machine 3 reçoit les informations relatives à
l’explosion avant celles indiquant le tir du missile. Il en résulte une incohérence liée au fait que l’effet
(l’explosion) se déroule avant la cause (le tir), ce qui tend à nuire au « réalisme » de la simulation.
2. Un frag représente, dans un jeu de tir à la première personne, un tir victorieux sur un adversaire.
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(a) Machine 1
(b) Machine 2
(c) Machine 3 (latence élevée vis à vis de Machine 1)
FIGURE 2.2 – Exemple d’incohérence au niveau de la causalité
2.2.3 La réactivité
La notion de réactivité, parfois appelée « lag », joue un rôle important lors de la mise œuvre d’un
environnement virtuel distribué. Elle se matérialise sous la forme d’un délai correspondant au temps
s’écoulant entre le moment où l’utilisateur réalise une action par l’intermédiaire d’un périphérique d’en-
trée (souris, clavier, etc.) et le moment où cette action ou ses conséquences lui sont retranscrites [144]
par un périphérique de sortie (écran, enceintes, etc.). De manière générale, la réactivité est liée aux temps
de traitement des informations par les différents éléments impliquées dans l’application. Parmi ces délais
figurent le temps mis par la machine pour prendre l’action de l’utilisateur en compte, les temps néces-
saires au traitement de ces informations et ceux liés aux différentes formes de rendu. La réactivité du
système fait également intervenir la latence induite par le réseau lors du transfert de données d’un hôte à
un autre (fig. 2.3).
De manière générale c’est la réactivité du système, plus que la latence réseau en elle même, qui est
à prendre en compte lors de la conception d’un système de réalité virtuelle distribuée. C’est en effet
elle qui est directement perçue par les utilisateurs [141]. Par conséquent, la conception d’un système de
réalité virtuelle distribuée nécessite, en plus des aspects liés au réseau, de s’attarder sur les problèmes
rencontrés dans le cadre de la création d’un système monolithique.
36 Chapitre 2. Problématiques et techniques existantes
Périphérique
d’entrée
Client Serveur
Périphérique
de sortie
1
2
3
4
5
1 Latence liée au traitement des messages d’entrée par le client
2 Latence liée au réseau
3 Latence liée au traitement des événements par le serveur et au calcul de l’état du monde
4 Latence liée au réseau
5 Latence liée à l’affichage de l’état du monde par le périphérique de sortie
FIGURE 2.3 – Différentes formes de latence entrant en jeu dans la réactivité d’une application de RVD
2.2.4 L’interopérabilité et la réutilisabilité
La conception d’applications de réalité virtuelle distribuée ne doit pas se limiter à la résolution des
problèmes susceptibles d’apparaître au cours de sa phase de production. Elle doit également prendre en
compte les problématiques liées au développement, à l’implantation et à la maintenance du système.
C’est à ce niveau qu’entrent en jeu les notions d’interopérabilité et de réutilisabilité.
L’interopérabilité joue un rôle crucial dans le cas des applications distribuées dont font partie les
environnements virtuels distribués. Elle est définie comme étant « la capacité de deux ou plusieurs sys-
tèmes ou composants à échanger des informations et à utiliser les informations qui ont été échangées »
[1]. L’interopérabilité entre applications est généralement une condition nécessaire à leur participation
active dans un système distribué.
Afin de permettre à de telles applications d’interagir, il est tout d’abord nécessaire de définir les pro-
tocoles capables de rendre l’échange d’informations possible. C’est, par exemple, pour cette raison que
le standard DIS définit dans ses spécifications le format des PDU 3 [2] destinées à permettre à différentes
applications de communiquer entre elles dans le cadre d’une même simulation distribuée.
Néanmoins, bien qu’elle soit nécessaire, la capacité qu’ont différents systèmes à communiquer entre
eux n’est pas suffisante pour les rendre interopérables. Ils doivent, en effet, être également capables
d’exploiter correctement les informations qu’ils reçoivent. Ce type de problématique a été rencontré dans
le cadre du projet SIMNET au moment d’intégrer au système la gestion de cartes de terrains provenant
de sources différentes [114].
Outre la gestion de l’interopérabilité, les concepteurs de systèmes à grande échelle ont également pris
3. Les PDU, ou Protocol Data Units correspondent aux messages contenant les données échangées entre les applications.
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conscience des avantages de la création d’applications réutilisables. La notion de réutilisabilité consiste
en « la mesure dont un module ou le produit d’un travail peut être utilisé dans plus d’un programme ou
d’un système informatique » [1].
De manière générale, la mise en œuvre d’applications réutilisables passe par l’abandon d’une concep-
tion monolithique au profit de la création de systèmes modulaires. Cette approche consiste à subdiviser
un système complexe en « briques » plus simples. Ces briques, si elles sont convenablement conçues,
peuvent la plupart du temps être exploitées dans le cadre de différents projets. De plus, la possibilité
de confier la création de chacun de ces composants à une entité particulière permet de tirer bénéfice de
l’expertise de chacun et simplifie le développement du système. C’est pour cette raison qu’il n’est plus
rare de voir des projets – SIMNET en est un exemple – faire interagir des composants issus de diffé-
rentes sociétés. Il est également indéniable que réutiliser des éléments ayant fait leurs preuves et dont la
robustesse a été éprouvée, a pour effet de limiter l’introduction de bogues et permet, par conséquent, de
réduire drastiquement les temps et les coûts de développement.
2.3 Les architectures des environnements virtuels distribués
2.3.1 La structure des environnements virtuels distribués
De manière générale, les environnements virtuels distribués font intervenir, à un niveau ou à un autre,
un certain nombre d’éléments modélisés en suivant le paradigme « orienté objet ». Le choix d’une telle
approche se justifie par les avantages qu’elle apporte que ce soit lors de la conception, du développement
ou de la maintenance du système. En effet, comme l’indique [118], la définition de divers éléments sous
la forme d’objets permet essentiellement de simplifier la tâche des développeurs. Ceci est en partie dû au
fait que la notion d’objet est conceptuellement assez aisée à manipuler. De plus, les objets pouvant jouer
le rôle d’unités de parallélisation et être répartis sur plusieurs processeurs ou machines, leur utilisation
est particulièrement adaptée à la mise en œuvre d’applications de réalité virtuelle distribuée.
Dans le cadre d’une majorité d’environnements virtuels distribués, ces objets sont utilisés dans le but
de modéliser les diverses entités participant au monde virtuel. Par exemple, dans le cadre d’AVIARY,
l’environnement virtuel est considéré comme un ensemble d’objets pouvant communiquer les uns avec
les autres et s’exécuter de manière concurrente. De manière similaire, SIMNET modélise le monde vir-
tuel comme un ensemble d’objets capables d’interagir par l’intermédiaire d’événements.
Toutefois, même si la modélisation sous la forme d’objets interagissant les uns avec les autres est
commune à un grand nombre de systèmes, plusieurs d’entre eux introduisent certaines variantes dans
leur manière de représenter le monde virtuel. C’est le cas de VIPER qui définit ses entités en termes de
capteurs, d’effecteurs et de comportements, notions tirées du domaine de la simulation comportementale
[128]. DIVE, quant à lui, définit les objets constituant le monde virtuel sous la forme d’une base de
données hiérarchique de manière à ce qu’ils puissent former un graphe de scène. Cela permet alors
d’associer à chacune de ces entités les différents éléments les constituant, que ce soit leur représentation
graphique ou leur modèle comportemental [63].
Outre la définition de chaque entité dans son individualité, la conception d’un environnement vir-
38 Chapitre 2. Problématiques et techniques existantes
tuel distribué nécessite également de déterminer la manière dont ces éléments vont être combinés afin de
former le monde virtuel dans sa globalité. Cette tâche nécessite généralement de répondre aux deux inter-
rogations suivantes : « Comment les données relatives au monde virtuel vont-elles être distribuées ? » et
« De quelle manière va pouvoir se faire l’accès à ces données ? ». Les réponses apportées à ces questions
permettent généralement de définir l’architecture du système vis à vis de la distribution.
2.3.2 L’architecture du point de vue de la distribution
De manière générale, les environnements virtuels distribués font intervenir deux types d’architec-
tures : certains sont conçus de manière à centraliser une grande partie des traitements sur une seule
machine, d’autres vont avoir tendance à les déporter sur l’ensemble des machines mises à leur dispo-
sition. Dans le premier cas, la distribution permet essentiellement à plusieurs utilisateurs localisés sur
des machines différentes de participer à une même simulation. La seconde architecture, quant à elle,
permet de répartir les traitements relatifs à la simulation de l’environnement virtuel et de tirer partie de
la puissance de calcul apportée par les machines impliquées dans le système.
L’approche centralisée
Cette approche, qui fait généralement intervenir une architecture client/serveur, est assez couramment
utilisée dans le cadre d’applications telles que les jeux vidéo en ligne. Elle consiste à laisser au serveur
la charge de gérer l’ensemble des informations constituant la base de données – qui, dans ce cas, n’est
pas distribuée – définissant le monde virtuel (fig. 2.4). Outre l’entretien de cette base de données, le rôle
du serveur consiste également à suivre les actions réalisées par les clients, à déterminer l’état des entités
et à transmettre aux clients l’état de l’environnement virtuel et celui des entités.
Ainsi, dans cette architecture, l’ensemble des données relatives à la simulation est centralisé au niveau
du serveur : c’est lui qui détermine l’état réel du monde virtuel. Les clients, quant à eux, peuvent être
considérés comme de simples terminaux destinés à recevoir les entrées des utilisateurs et à présenter une
« vue » de l’environnement virtuel en fonction des informations transmises par le serveur.
Cette manière de centraliser les informations et les traitements présente l’avantage de simplifier à
la fois le développement et le déploiement du système. En effet une telle approche, lorsque le serveur
ne prend pas la forme d’une grappe de machines, fait intervenir un modèle de conception très similaire
à celui utilisé dans le cadre d’applications non distribuées. Dans le cas où le serveur est une grappe de
machines, le choix d’une approche centralisée simplifie également la tâche des développeurs en leur
assurant que l’application serveur sera exécutée dans un contexte propice à son bon fonctionnement, que
ce soit de par l’architecture ou l’homogénéité des machines utilisées. Ceci est rarement le cas pour les
programmes destinés à être lancés sur les machines des utilisateurs.
Pour ce qui est du déploiement et de la maintenance du système, la centralisation des traitements
présente l’avantage de simplifier la gestion des mises à jour touchant à la logique de la simulation et
au comportement des entités. Ainsi, tout changement opéré sur le serveur est directement répercuté sur
l’ensemble des clients : il n’est donc pas nécessaire de mettre en œuvre une procédure nécessitant une
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intervention de leur part.
Dans le cadre des jeux vidéo, le choix d’une telle architecture se justifie également par la volonté de
limiter les problèmes liés à la tricherie. En effet, la logique du jeu étant gérée par une machine à laquelle
les joueurs n’ont pas accès, les manœuvres destinées à donner un avantage à un utilisateur par rapport à
un autre sont censées être plus complexes à réaliser [19].
Malgré tous les avantages qu’elle apporte, cette architecture présente certains défauts pouvant être
rédhibitoires. Tout d’abord, le serveur ayant à gérer la totalité des entités présentes dans l’environnement
virtuel, il peut rapidement devenir un goulet d’étranglement. Il est donc nécessaire de mettre en œuvre des
mécanismes permettant d’éviter toute saturation du serveur que ce soit au niveau de sa bande passante ou
de ses ressources processeur ou mémoire. Cela se traduit généralement par une limitation du nombre de
clients pouvant se connecter au serveur et du nombre d’entités simulées. C’est en partie pour cette raison
que les systèmes basés sur une approche centralisée tendent à être difficilement extensibles. Outre ces
limitations, le fait que les informations aient à transiter par le serveur présente également l’inconvénient
d’introduire des temps de latences plus élevées.
La centralisation des traitements ou des données, quel que soit le type d’application, présente des
risques liés aux interruptions de service faisant suite à une panne ou un dysfonctionnement du serveur.
Pour éviter ce type de problèmes, sa mise en œuvre nécessite généralement l’étude et le déploiement de
mécanismes de robustesse. Néanmoins, la technique la plus couramment adoptée consiste à augmenter
les budgets destinés aux équipements et aux infrastructures associées au serveur, afin d’éviter qu’il ne
soit pris à défaut.
En dépit de cela, la plupart des jeux vidéo en ligne tels que Counter Strike [24], Quake III ou Unreal
Tournament se basent sur une approche de ce type. Toutefois, dans certains d’entre eux, une partie de la
logique du jeu liée aux déplacements ou aux mouvements des joueurs, est déportée vers les clients afin
de réduire la charge du serveur et d’offrir une meilleure réactivité.
En ce qui concerne les jeux en ligne massivement multijoueurs, la plupart d’entre eux se basent sur
une approche centralisée. Cependant, ces applications devant supporter plusieurs centaines de milliers
voire plusieurs millions d’utilisateurs [54], la gestion des entités est réalisée par un ensemble de grappes
de serveurs. La plupart des jeux de ce type suivent, à l’image d’Ultima Online [7], une approche consis-
tant à créer une copie du monde virtuel sur chacune de ces grappes de serveurs. Pour cela, les concepteurs
de ces systèmes partitionnent le monde virtuel en shards ou realms.
Un shard représente une copie du monde virtuel (ou d’une partie de celui-ci) gérée par une grappe
de serveurs et au sein de laquelle différents utilisateurs peuvent évoluer et interagir. Néanmoins, ce par-
titionnement est réalisé de telle manière que les entités situées dans des shards différents ne peuvent
interagir. Ainsi, par exemple, dans le cadre de World of Warcraft, un shard est destiné à pouvoir gérer de
l’ordre de 4000 utilisateurs [104]. Cela permet ainsi de réduire notablement le nombre d’utilisateurs et la
quantité d’interactions que chaque grappe est amenée à gérer. De plus, du point de vue de l’extensibilité
du système, cette approche permet au système de gérer un nombre d’utilisateurs proportionnel au nombre
de grappes mises en œuvre. Une telle extensibilité est difficilement atteignable par une application per-
mettant à l’ensemble des entités d’interagir et pouvant impliquer au pire, dans le cas d’un regroupement
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FIGURE 2.4 – Gestion centralisée des entités
de tous les utilisateurs, une quantité d’interactions de l’ordre du carré du nombre d’entités présentes.
De plus, l’indépendance des grappes de serveurs entre elles, permet de se défaire des temps de latence
liés aux communications entre grappes. Elle permet également de réduire la latence et la gigue auxquelles
sont soumis les utilisateurs. Il est en effet possible – c’est, entre autres, ce que fait World of Warcraft –
de déployer les grappes de serveurs à travers le monde de manière à ce qu’elles soient géographiquement
les plus proches possible des joueurs auxquels elles sont destinées. De manière similaire, pour ce qui
est de la gestion de la persistance et de l’enregistrement des informations relatives aux utilisateurs, ces
opérations peuvent être réalisées localement par la grappe et être propagées au moment le plus opportun.
Néanmoins, l’utilisation des shards présente certains inconvénients. Tout d’abord, le fait de répartir
les utilisateurs dans différents « mondes parallèles » tend à aller à l’encontre du principe consistant à
permettre l’interaction d’un très grand nombre d’entités dans le cadre d’un même environnement virtuel.
De plus, cette organisation du monde virtuel peut être à l’origine d’une ségrégation entre utilisateurs [49].
Il est en effet possible, dans un shard donné, que les conditions soient telles que les joueurs progressent
relativement facilement, alors que dans d’autres, la présence d’utilisateurs « indésirables » peut rendre
cette progression plus difficile et plus lente.
Néanmoins, dans les situations où les contraintes sur le serveur ne permettent pas à l’application de
fonctionner convenablement, l’utilisation d’une architecture décentralisée peut être envisagée.
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FIGURE 2.5 – Architecture d’une application faisant intervenir des shards
Les approches distribuées
Dans leur manière de représenter leur environnement virtuel dans sa globalité, un grand nombre
d’applications définissent celui-ci comme une base de données distribuée. C’est ce que font notamment
des systèmes tels que DIVE ou SPLINE [140]. COTERIE utilise une approche similaire, cependant ses
concepteurs le définissent comme étant une forme de mémoire partagée distribuée permettant d’utiliser
des machines interconnectées à la manière d’une machine multiprocesseurs.
Une telle base de données ou une telle mémoire partagée est généralement mise en place en répar-
tissant la gestion des entités constituant le monde virtuel sur un certain nombre d’hôtes (fig. 2.6). Alors
qu’une approche centralisée permet à chaque entité d’accéder directement aux informations relatives aux
autres entités, une approche répartie nécessite, quant à elle, que ces informations soient communiquées
par le processus gérant l’entité concernée. Néanmoins, afin d’éviter que l’accès à ces informations ne se
fasse systématiquement par l’intermédiaire du réseau, la plupart des systèmes tendent à répliquer l’état
du monde virtuel sur l’ensemble des hôtes présents. Ainsi par exemple, des systèmes tels que CONTI-
NUUM, DEVA, MR Toolkit ou NPSNET mettent en œuvre le paradigme « joueurs et fantômes » [27]
consistant à faire entretenir par chaque machine une copie locale de chaque entité présente dans le monde
virtuel. Les entités gérées par cette machine basent alors leur fonctionnement sur les informations conte-
nues dans ces copies locales.
Pour que cette approche puisse fonctionner convenablement, il est nécessaire de mettre à jour chacune
de ces copies régulièrement afin qu’elles reflètent au mieux l’état réel de l’environnement virtuel. A cette
fin, la plupart des applications existantes se base sur le mécanisme de réplication active dans lequel
chaque hôte transmet à l’ensemble des copies l’état des entités qu’il a à sa charge.
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FIGURE 2.6 – Exemple de gestion distribuée des entités
Le fonctionnement et les performances des environnements virtuels distribués basés une telle forme
de réplication sont très sensibles à la manière dont ces copies locales sont mises à jour. En effet, ce
type d’approche tend à nécessiter une bande passante élevée pouvant rapidement croître avec le nombre
d’entités simulées. Ainsi, par exemple, un environnement virtuel faisant intervenir N entités changeant
d’état M fois par seconde, P copies, un modèle de communication point à point et autant de mises à jour
que de changements d’état, nécessite au moins O(N ·M ·P) communications par seconde. Par conséquent,
la distribution avec réplication peut rapidement faire ressurgir les problèmes liés à la limitation de bande
passante, la latence et la gigue.
Les différents travaux réalisés dans ce domaine ont permis la définition de différents modèles de
réplication destinés à améliorer l’extensibilité de tels systèmes. Ces techniques consistent généralement
à réaliser des copies partielles du monde virtuel ou de mettre ces copies à jour en fonction des besoins
de l’application. C’est, par exemple, le cas de DIVE qui propose un mécanisme de duplication partielle
dans lequel les mises à jour reçues ne concernent que les sous-hiérarchies d’objets pour lesquelles une
application aurait signalé son intérêt [56]. Cette duplication partielle à la demande permet, à la manière
du filtrage par gestion de l’intérêt (cf. partie 2.5.1), de réduire drastiquement le trafic réseau.
Outres les aspects liés à la gestion des ressources réseau, de tels systèmes décentralisés se prêtent à
la mise en œuvre de mécanismes d’équilibrage de charge. En effet, certains systèmes tels que WAVES
[73] intègrent à leur modèle décentralisé la possibilité de migrer des entités d’un hôte à un autre à des
fins d’équilibrage de charge. Il devient ainsi possible d’utiliser au mieux les ressources processeur et
mémoire disponibles tout en évitant qu’une ou plusieurs machines ne soient surchargées en raison d’un
trop grand nombre d’entités à gérer.
Néanmoins, bien qu’ils permettent d’éviter une partie des problèmes rencontrés dans le cadre des
architectures centralisées, les systèmes de ce type nécessitent de veiller à la bonne gestion des inco-
hérences et des appartenances des objets. En effet, alors que dans une approche centralisée le serveur
connait l’état réel de l’environnement virtuel dans sa totalité, un système totalement réparti ne permet
à chaque processus de ne connaître l’état réel que d’une partie du monde. Les autres informations sont,
quant à elles, tirées des copies locales dont les mises à jour sont soumises à la latence et à la gigue. Pour
cette raison, les systèmes utilisant une telle architecture de distribution sont plus à même de subir des
problèmes d’incohérence que des systèmes centralisés.
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De plus, le fait que la gestion du monde virtuel soit déléguée à plusieurs processus, pose la question
de l’accès concurrent aux informations, que ce soit en lecture ou en écriture. Afin d’assurer la cohérence
de la simulation, plusieurs systèmes, à l’image de CIAO [124] ou PARADE [109] mettent en œuvre
des mécanismes de verrouillage similaires à ceux rencontrés dans le domaine des bases de données
distribuées (cf. partie 2.8.2).
Jusqu’à présent, ce type de distribution se cantonne principalement aux systèmes « académiques » et
aux simulations militaires dont le déroulement est réalisé dans des environnements contrôlés et sûrs. Le
fait que les clients aient à leur charge une partie du monde virtuel explique en partie pourquoi ce type
d’architecture ne s’est pas développé dans le cadre des jeux vidéo. Il est en effet difficile, dans ce type
d’applications, de s’assurer que les clients ne seront pas altérés par les utilisateurs à des fins de tricherie
ou de nuisance. De plus, les clients pouvant être amenés à être interrompus de manière imprévisible,
certaines parties de l’environnement virtuel pourraient ne plus être gérées voire disparaître inopinément.
Toutefois, Colyseus [25] propose une architecture décentralisée destinée à la création de jeux en ligne
multijoueurs.
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2.4 Introduction aux techniques mises en œuvre dans les environnements
virtuels distribués
Les simulations d’environnements virtuels se distinguent par les grandes quantités d’informations
que doivent s’échanger les différents processus impliqués. De plus, une grande partie de ces informa-
tions devant transiter par le réseau, ces systèmes sont fortement soumis aux effets des limitations en
bande passante, à la latence et à la gigue. Malgré l’amélioration constante du matériel mis en œuvre,
les ressources disponibles ne suffisent généralement pas face aux besoins toujours croissants de telles
applications. En effet, par exemple en 1995, des estimations indiquent qu’une simulation basée sur DIS
ou SIMNET aurait nécessité une bande passante de 375 Mbit/s par machine [86], bande passante encore
assez difficile à fournir à l’heure actuelle, y compris dans des réseaux locaux.
Afin de repousser les effets de ces différents phénomènes, de nombreux travaux se basent sur le
constat qu’une certaine quantité des données transmises sur le réseau sont soit redondantes, soit n’inté-
ressent pas une partie des entités les recevant [69]. Ainsi, différentes techniques ont été élaborées de sorte
à tirer parti de telles caractéristiques et de réduire le nombre et la taille des informations transitant par le
réseau. Parmi celles-ci, les plus couramment utilisées sont le filtrage, le dead reckoning, la compression
de données sans perte et l’empaquetage des données.
2.5 Le filtrage
Les techniques de filtrage s’avèrent généralement nécessaires lors de la mise en place d’environ-
nements virtuels distribués à grande échelle. Elles ont pour objectif de limiter le nombre de messages
échangés entre machines, tout en s’assurant que chacune d’entre elles recevra l’ensemble des informa-
tions dont elle a besoin. Le but est alors de minimiser la quantité d’informations inutiles parvenant à
chaque processus, tout en s’assurant de ne pas affecter le déroulement de la simulation.
Il est par exemple inutile, dans une simulation militaire, de transmettre à un fantassin les informations
portant sur des entités situées à plusieurs dizaines de kilomètres de lui. Etant donné qu’il ne pourra en
aucune façon percevoir ces entités, ne pas lui transmettre ces informations ne changera en rien son com-
portement. Cependant, en agissant de la sorte, il devient possible de réduire fortement la consommation
du système en termes de réseau, mais également de ressources processeur.
En effet, la réduction du nombre de messages induite par une bonne technique de filtrage a généra-
lement plusieurs effets. Elle permet tout d’abord de repousser les limitations dues à la bande passante et
autorise l’échange d’une plus grande quantité d’informations utiles. En réduisant la charge des équipe-
ments de routage, elle tend également à diminuer la latence réseau et la gigue. De plus, avec la diminution
du nombre de paquets arrivant au niveau de leurs interfaces réseau, les différentes machines peuvent être
soulagées d’une partie des opérations réalisées par leur système d’exploitation. En effet, à chaque fois
qu’une machine reçoit un paquet, le système d’exploitation a pour charge de « décapsuler » les infor-
mations qu’il contient et de les faire remonter jusqu’à l’application concernée. Il devient ainsi possible
d’économiser une partie des ressources processeur de cette machine au profit de l’application de réalité
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virtuelle. De manière similaire, les ressources processeur économisées en ne traitant pas des informations
inutiles – déterminer que des informations doivent être rejetées consomme des ressources – peuvent être
consacrées à d’autres activités telles que le rendu, la simulation d’un moteur physique ou l’« intelligence
artificielle » des entités autonomes.
De manière générale, deux formes de filtrage sont mises en œuvre dans le cadre d’environnements
virtuels distribués : le filtrage par gestion de l’intérêt et le filtrage basé sur le modèle spatial d’interaction.
2.5.1 Le filtrage par gestion de l’intérêt
Le filtrage par gestion de l’intérêt a pour objectif de réduire le nombre de messages parvenant à
une entité. Le principe utilisé consiste à ne lui transmettre que les informations portant sur les éléments
susceptibles de l’intéresser. Pour cela, chaque entité est censée indiquer les critères faisant qu’une in-
formation pourra l’intéresser ou pas. Ces critères, appelés expression de l’intérêt, sont ensuite pris en
compte par des gestionnaires d’intérêt dont le rôle est de filtrer les messages.
Les expressions de l’intérêt d’une entité peuvent se faire essentiellement sur des relations spatiales,
fonctionnelles ou temporelles [86][94]. Le filtrage spatial consiste à définir l’intérêt d’une entité comme
étant une zone géographique l’entourant : on parle généralement de zone d’intérêt. Ainsi par exemple, la
zone d’intérêt d’un fantassin peut consister en un domaine s’étendant sur un rayon de plusieurs centaines
de mètres autour de lui. Le filtrage fonctionnel, quant à lui, a pour but de limiter la transmission d’infor-
mations en fonction de la nature ou du type de l’entité émettrice. Un char peut, par exemple, indiquer ne
s’intéresser qu’aux informations relatives à des véhicules terrestres. Le filtrage temporel, lui, se base sur
la fréquence à laquelle les mises à jour sont transmises. Un avion demandant à obtenir les positions des
chars à une fréquence plus faible que celle d’autres avions met en œuvre une telle forme de filtrage.
De nombreux systèmes mettent en œuvre des techniques de filtrage basées sur la gestion de l’intérêt.
Toutefois, la plupart d’entre eux reposent plus ou moins sur les approches proposées dans le cadre du
projet NPSNET.
Le filtrage spatial dans NPSNET
Le principe du filtrage spatial mis en place par NPSNET se base initialement sur un partitionnement
du monde virtuel en cellules hexagonales dont l’orientation et l’adjacence sont uniformes (fig. 2.7). A
chacune de ces cellules est associé un groupe multipoint auquel souscrivent les entités intéressées par les
éléments contenus dans cette zone. Pour ce qui est de l’émission de messages, elle n’est réalisée qu’à
destination du groupe multipoint associé à la cellule à laquelle appartient l’entité émettrice. Il en résulte
que seules les entités ayant exprimé leur intérêt pour une zone reçoivent des messages susceptibles de
les intéresser.
Ainsi, pour une cellule donnée, NPSNET fait intervenir deux types d’entités : des entités actives et
des entités passives. Une entité active correspond généralement à une entité se trouvant sur la cellule
concernée. Elle reçoit et émet des messages à destination des autres entités faisant partie du groupe
multipoint associé à la cellule. Une entité passive, quant à elle, ne fait que recevoir des messages de
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la part de membres du groupe multipoint auquel elle souscrit. Il s’agit le plus souvent d’entités pour
lesquelles la cellule concernée fait uniquement partie de la zone d’intérêt.
Par conséquent, leur caractère actif ou passif détermine les situations dans lesquelles des entités
peuvent interagir. Il ne peut en effet y avoir interaction, que lorsque les entités concernées se perçoivent
et peuvent communiquer. Ainsi, par exemple, une entité A ne peut percevoir une entité B que si B est un
membre actif d’une des cellules intéressant A. Dans toute autre situation, y compris dans le cas où B est
un membre passif d’un groupe intéressant A, A est incapable de percevoir B.
En ce qui concerne l’utilisation d’hexagones, ce choix se justifie par le fait que cette forme tend
à simplifier la définition de zones d’intérêt par l’intermédiaire de leur rayon et à nécessiter un faible
nombre de calculs relatifs au partitionnement. De plus, ce découpage de l’environnement virtuel tend
à nécessiter un nombre de groupes multipoints inférieur à celui requis par l’utilisation d’autres formes
géométriques telles que des carrés ou des rectangles.
A
B
C
Zone d’intérêt de A
Groupe auquel A tansmet ses mises à jour
FIGURE 2.7 – Filtrage dans NPSNET
Outre la réduction du nombre de messages obtenue en se basant sur l’expression de l’intérêt des
entités, l’approche mise en œuvre dans NPSNET permet également d’économiser une partie de la bande
passante en supprimant les messages dits de « battement de cœur ». Ces battements de cœur ont été
intégrés dans des systèmes tels que SIMNET, dans le but de s’assurer que chaque entité possède des in-
formations sur l’ensemble des éléments présents dans l’environnement. En effet ce type d’applications,
en ne transmettant des mises à jour que lorsque l’état d’une entité change, ne permettent pas à de nou-
veaux participants d’obtenir des informations concernant des entités immobiles. C’est pour éviter ce type
de problèmes qu’ont été définis les battements de cœur : ils consistent en des mises à jour que chaque
entité immobile doit émettre à intervalles réguliers. Afin d’éviter l’émission périodique de telles mises à
jour, NPSNET n’en fait émettre une que lorsqu’une nouvelle entité rejoint un groupe multipoint. De cette
manière, chaque entité possède toutes les informations nécessaires à sa participation au monde virtuel.
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La première étape du filtrage à trois étapes [12] présente plusieurs similitudes avec le modèle proposé
par NPSNET. Elle consiste, en effet, à réaliser un filtrage sur la base de groupes multipoints associés à des
zones géographiques formant un partitionnement de l’environnement virtuel. Toutefois, cette technique
se base sur un partitionnement dynamique dans lequel les cellules peuvent être subdivisées lorsque le
nombre des entités les occupant devient trop élevé ou regroupées lorsque ce nombre devient relativement
faible. De cette manière, cette approche permet de limiter le nombre de messages transmis à chaque
groupe multipoint ou de réduire le nombre de groupes utilisés. Les deuxième et troisième étapes du
filtrage à trois étapes, quand à elles, associent un groupe multipoint à chaque entité présente. Cela permet
alors d’offrir une granularité plus fine en ne faisant parvenir à une entité que les informations provenant
d’entités l’intéressant.
Le filtrage dans les services de Data Distribution Management de HLA
Les services DDM (Data Distribution Management) définis dans les spécifications de HLA offrent
la possibilité de réaliser un filtrage à la fois fonctionnel et spatial. Ce filtrage se base sur les notions
d’espaces de routage [95]. Il s’agit de systèmes de coordonnées multidimensionnels permettant aux
fédérés d’exprimer leur intérêt que ce soit pour les données qu’ils souhaitent recevoir ou celles qu’ils
vont émettre. En effet, alors que NPSNET ne fait intervenir que le partitionnement de l’environnement et
les zones intéressant les entités, le filtrage proposé par HLA nécessite qu’un fédéré indique à la fois les
zones depuis lesquelles il souhaite recevoir des messages, mais également celles à destination desquelles
il compte en émettre.
Les espaces de routages sont ainsi utilisés dans le but de définir des zones de publication et des zones
de souscription. D’un point de vue conceptuel, la zone de publication associée à un objet correspond à
un volume l’entourant et le suivant au fur et à mesure qu’il se « déplace » dans l’espace de routage. Une
zone de souscription, quant à elle, correspond à un volume contenant des objets dont les mises à jour
sont susceptibles d’intéresser le fédéré y ayant souscrit. Ces zones de souscription correspondent, dans
leur principe, aux zones d’intérêt introduites par NPSNET.
L’utilisation de ces zones dans le cadre des services DDM se fait systématiquement en les associant
à un ou plusieurs attributs d’une classe d’objets référencés auprès de la RTI. C’est de cette manière
qu’est réalisé le filtrage fonctionnel : un fédéré indique les types de données (sous la forme d’attributs
d’objets ou d’interactions) qu’il compte émettre et recevoir et les zones vers lesquelles vont être dirigées
ou réceptionnées ces données. Ainsi, dans son approche du filtrage, HLA définit qu’une mise à jour
concernant un attribut α d’un objet A ne sera reçue par un objet B que si et seulement si la zone de
publication de A pour α intersecte la zone de souscription de B pour α (fig. 2.8).
2.5.2 Les locaux de SPLINE et le filtrage dans RING
La plateforme SPLINE [18] base sa technique de filtrage sur un partitionnement de l’espace en une
hiérarchie de volumes 3D appelés locaux. Le principe utilisé consiste alors à associer chaque entité
présente dans l’environnement virtuel à exactement un local. De manière similaire à NPSNET, SPLINE
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FIGURE 2.8 – Filtrage par les services DDM de HLA
associe un groupe multipoint à chacun des locaux. Ce groupe multipoint est alors destiné à recevoir
les messages portant sur le local lui-même et sur les entités situées en son sein. Ainsi, comme dans le
cas du filtrage proposé par NPSNET, un utilisateur ne recevra d’informations que de la part des locaux
associés aux groupes multipoints auxquels il a souscrit. Dans le cadre de son fonctionnement, SPLINE
fait intervenir des algorithmes de visibilité destinés à précalculer les locaux accessibles depuis chacun
des locaux présents. Cependant, ce critère n’est pas utilisé par le mécanisme de filtrage mis en œuvre
dans cette plateforme.
RING [57], quant à lui, base son filtrage sur les notions de visibilité et d’accessibilité. En effet, le
mécanisme de filtrage utilisé consiste, dans un premier temps, à partitionner l’environnement virtuel
en cellules et à précalculer les cellules visibles depuis chaque cellule (fig. 2.9). Ensuite, au cours de la
simulation, le filtrage est réalisé en se basant sur les informations issues de ce précalcul. En effet, le
filtrage est réalisé en ne transmettant à une entité que les informations provenant de cellules visibles
depuis la cellule dans laquelle elle se trouve. Il en résulte que l’approche proposée par RING est bien
adaptée aux environnements présentant un grand nombre d’occultations, ce qui tend à être le cas des
simulations se déroulant en intérieur (bâtiments, lieux fermés, etc.).
A
B
C
Obstacles
Visibilité pour C
(a) Filtrage basé sur la visibilité
A
Cellules visibles
depuis A
(b) Exemple de précalcul de la visibilité dans
RING
FIGURE 2.9 – Eléments du filtrage dans RING
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2.5.3 Le filtrage par le modèle spatial d’interaction
Plusieurs systèmes de réalité virtuelle distribuée, notamment MASSIVE [60], font intervenir une
technique de filtrage basée sur le modèle spatial d’interaction[22]. Il s’agit d’un modèle dans lequel la
gestion des interactions entre entités se base sur les notions de médium, aura, conscience, focus, nimbus
et d’adaptateurs (fig. 2.10).
Nimbus
Aura de E1
Focus
Aura de E2
E1
Observé
E2
Observateur
Conscience
de E2 vis à
vis de E1
Médium
FIGURE 2.10 – Notions impliquées dans le modèle spatial d’interaction
Un médium définit un canal de communication (sonore, visuel, textuel, etc.) permettant à des entités
d’interagir. Une aura suivant un médium donné a pour but de déterminer si deux objets vont pouvoir
interagir par l’intermédiaire de ce médium. En effet, l’interaction entre des objets ne peut avoir lieu
que si leurs auras s’intersectent. Cette interaction est ensuite gérée par les entités concernées en prenant
en compte les niveaux de conscience (fig. 2.11) de chacune d’elles par rapport à l’autre. Ces niveaux
de conscience sont utilisés dans le but de déterminer l’attention, et par conséquent, la bande passante,
qu’un objet va consacrer à un autre. Ainsi ils permettent, par exemple, de définir dans quelle mesure le
« volume » du canal audio entre deux entités doit être augmenté ou diminué.
Le niveau de conscience qu’un objet a d’un autre objet selon un médium est déterminé en faisant
intervenir les notions de focus et nimbus. Ainsi, le nimbus d’une entité représente un sous-espace vers
lequel elle choisit de diriger sa présence. Le focus de cette entité, quant à lui, détermine le sous-espace
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vers lequel elle dirige son attention. De cette manière, plus un objet A est inscrit dans le focus d’un
objet B, plus B « a conscience » de A. Inversement, plus A est inscrit dans le nimbus de B, plus B « a
conscience » de A.
Le contrôle des interactions entre objets se fait ensuite en manipulant ces auras, foci et nimbi de
manière implicite ou explicite. La manipulation implicite de ces éléments est généralement réalisée en
déplaçant l’entité à laquelle ils sont associés. En effet, la position et l’orientation de ces sous-espaces
correspondent, la plupart du temps, à la position et à une direction liée à l’orientation de l’objet concerné.
Leur manipulation explicite se fait, quant à elle, en faisant varier la forme ou l’amplitude de ces sous-
espaces. A cette fin, le modèle spatial d’interaction introduit la notion d’adaptateur : il s’agit d’objets
dont le rôle est de modifier les foci, auras et nimbi des utilisateurs afin, par exemple, de simuler un regard
portant au loin ou de réduire la portée de la voix lors d’un chuchotement.
E2E1
(a) E1 a entièrement conscience de E2
E2E1
(b) E1 a partiellement conscience de E2
E2E1
(c) E1 n’a pas conscience de E2
FIGURE 2.11 – Niveaux de conscience dans le modèle spatial d’interaction
En complément des adaptateurs, le projet COVEN [100] étend le modèle spatial d’interaction en y
adjoignant la notion d’objets tiers. Il s’agit d’objets pouvant affecter les niveaux de conscience mutuels
de deux entités : ils permettent d’adapter les niveaux de conscience existants en atténuant, par exemple,
la conscience d’une entité par rapport à une autre à la manière d’un obstacle. Ces objets tiers peuvent
également être utilisés dans le but de donner à une entité une vue agrégée d’un groupe d’objets. Ainsi, en
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associant un objet tiers à une foule, il devient possible d’altérer la perception d’une entité de telle sorte
qu’elle considère la foule comme une unique entité.
Du point de vue des performances, l’utilisation du modèle spatial d’interaction a permis, dans le
cas de MASSIVE, de réduire les besoins de l’application en bande passante. Effectivement, dans le cas
d’une simulation faisant intervenir N utilisateurs ayant chacun M entités dans leur aura, l’implantation
du modèle spatial d’interaction a permis de réduire le coût en bande passante de O(N2) à O(M ·N) [61].
2.6 Le dead reckoning
2.6.1 Origines
Le dead reckoning, également appelé navigation à l’estime, est une technique apparue à la fin du XIIe
siècle afin de permettre aux navigateurs d’évaluer leur position courante à partir d’une position connue,
de leur route, de leur direction et de leur vitesse. Il leur permet également, en projetant la route et la
vitesse prévues à partir de leur position actuelle, d’estimer la position à laquelle ils se trouveront à un
instant donné. Néanmoins, le but du dead reckoning consiste seulement à fournir une approximation de
ces positions. En effet, son fonctionnement ne prend pas en compte certains éléments tels que la dérive
ou les imprécisions liées aux mesures et à l’instrumentation.
Traditionnellement, le processus de dead reckoning fait intervenir deux étapes. La première consiste
à déterminer une position connue et fiable sur laquelle se baser. De manière générale, cette position
est calculée à partir de points fixes connus, ou encore, par rapport aux étoiles. Une fois la position de
base définie, la position recherchée est déterminée en réalisant une extrapolation faisant intervenir, entre
autres, l’orientation du vaisseau, sa vitesse et le temps écoulé depuis la mesure de la position initiale.
Il en résulte que le dead reckoning, de par l’utilisation d’extrapolations, tend à être très sensible aux
erreurs de mesure. Néanmoins, les progrès réalisés dans le domaine des appareillages de mesure ont
permis à cette technique de rester d’actualité. En effet, le dead reckoning est encore mis en œuvre dans
différents systèmes de navigation, et ce, en dépit de l’apparition de systèmes de localisation tels que le
GPS (Global Positioning System) [139].
La mise en application du dead reckoning, dans le cas de la navigation maritime, impose à un membre
de l’équipage d’inscrire la position estimée sur une carte au moins une fois toute les heures, en cas de
changement de route ou de vitesse ou après chaque recalage de position [31].
Etant donnée l’incertitude qu’elle introduit dans l’estimation des positions, l’utilisation du dead rec-
koning peut nécessiter l’évaluation de l’erreur de prédiction. Ce calcul se justifie d’autant plus dans les
situations au cours desquelles le navigateur ne peut mesurer sa position réelle pour une durée relative-
ment longue (ex. en cas d’immersion). Cela s’explique par le fait que l’erreur d’estimation tend à croître
d’autant plus rapidement que le temps écoulé depuis le dernier recalage est long. L’évaluation de cette
erreur se fait alors en prenant en compte l’ensemble des imprécisions et incertitude pouvant intervenir
dans le calcul de l’estimation. Parmi ces facteurs, entrent en jeu la vitesse du vent et les erreurs de mesure
dont les effets peuvent influer sur la vitesse et l’orientation du vaisseau. De cette manière, il devient pos-
sible de déterminer un « cercle » d’erreur dans lequel se trouve la position réelle du véhicule. L’équipage
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FIGURE 2.12 – Exemple d’utilisation du dead reckoning en navigation
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a alors à sa charge de naviguer de telle sorte que le cercle d’erreur ne rencontre aucune zone dangereuse.
2.6.2 Le dead reckoning en réalité virtuelle distribuée
L’algorithme de dead reckoning, tel qu’il est mis en place dans les applications de réalité virtuelle
distribuée, présente de nombreuses similitudes avec celui utilisé dans les différents domaines de naviga-
tion. Il a été initialement introduit au sein du projet SIMNET [36] et a ensuite fait partie intégrante du
standard DIS [2]. Dans le cas de ce type d’applications, le dead reckoning a pour but, au même titre que
le filtrage (cf. 2.5), de réduire les effets de la limitation de la bande passante, de la latence et de la gigue.
Son principe consiste à prédire l’état des entités simulées de manière à éviter l’émission de mises à
jour à chaque pas de simulation ou à chaque changement d’état. Pour cela, il fait intervenir deux modèles
pour chaque entité présente dans la simulation : un modèle dit de haute fidélité et un fantôme. Le modèle
de haute fidélité, tout comme les joueurs du paradigme joueurs et fantômes de SIMNET, représente
l’état exact de l’entité. Il s’agit généralement d’un modèle dont la simulation requiert d’importantes
ressources mémoire et processeur. Le fantôme, aussi appelé modèle basse fidélité, est quant à lui destiné
à ne fournir qu’une approximation de l’état de l’entité à laquelle il est associé. Son rôle est de fournir
la meilleure approximation pour le coût le plus faible possible en termes de ressources. La plupart des
applications existantes basent le fonctionnement du fantôme sur des modèles de prédiction effectuant des
extrapolations à partir des dernières mises à jour reçues.
La mise en œuvre du dead reckoning consiste alors à ne simuler le modèle détaillé que par le proces-
sus chargé de l’entretien de l’entité concernée. En ce qui concerne le fantôme, il est censé être simulé sur
l’ensemble des processus impliqués dans la simulation de l’environnement virtuel distribué. Par consé-
quent, pour chaque entité qu’il gère, un processus se doit se simuler le modèle détaillé et le fantôme
associés à cet objet. La raison à cela est que le mécanisme du dead reckoning se base sur la mesure de la
déviation entre ces deux modèles. Cette déviation détermine l’erreur existant entre l’approximation four-
nie par le fantôme et l’état réel de l’entité. Le principe du dead reckoning consiste alors à ne transmettre
des mises à jour que lorsque la déviation dépasse un certain seuil (fig. 2.13). Certaines variantes, telles
que le pre-reckoning [147], proposent une approche légèrement différente consistant à anticiper le dé-
passement de seuil d’erreur de manière à ce que la déviation n’excède pas ce seuil. Du côté du fantôme,
à chaque émission (dans le cas de la machine simulant le modèle de haute fidélité) ou réception d’une
mise à jour, sa position est recalée sur la position réelle de l’entité.
Afin de pallier la perte de messages de mise à jour, certaines implantations du dead reckoning mettent
également en œuvre l’émission de messages de battement de cœur. La transmission de ces messages joue
le même rôle que celui de l’action consistant, dans le domaine de la navigation, à noter la position du
vaisseau toutes les heures. En effet, les battements de cœur sont destinés à transmettre l’état de l’entité
s’il ne l’a pas été depuis un certain temps, et ce, indépendamment de la valeur de la déviation. Ceci
permet alors de s’assurer que l’ensemble des fantômes ont été mis à jour suffisamment récemment.
Dans l’absolu, l’algorithme de dead reckoning peut être appliqué pour n’importe quel type de gran-
deur représentant l’état de l’entité, à la condition qu’un modèle de prédiction puisse lui être associé.
Néanmoins, la quasi-totalité des applications se basent exclusivement sur les composantes du mouve-
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FIGURE 2.13 – Principe du dead reckoning
Modèle DR Formule de prédiction
(1) SVM P = P0+V0∆t
(2) RVM
P = P0+V0∆t
[R]m→l = [DR][R0]m→l
(3) RAM
P = P0+V0∆t+ 12 A0∆t
2
[R]m→l = [DR][R0]m→l
(4) SAM P = P0+V0∆t+ 12 A0∆t
2
(5) SVL P = P0+[R]−1m→l(R1Vl)
(6) RVL
P = P0+[R]−1m→l(R1Vl)
[R]m→l = [DR][R0]m→l
(7) RAL
P = P0+[R]−1m→l(R1Vl +R2Al)
[R]m→l = [DR][R0]m→l
(8) SAL P = P0+[R]−1m→l(R1Vl +R2Al)
FIGURE 2.14 – Modèles de prédiction proposés par DIS
ment que sont la position, la vitesse et l’orientation. En effet, DIS définit le dead reckoning comme
étant « une méthode pour l’estimation de la position / orientation d’une entité basée sur une position /
orientation précédente connue et sur des estimations du temps et du mouvement » [2]. Ainsi, ce standard
propose huit modèles (fig. 2.14) de prédiction pouvant être utilisé en fonction de :
– si l’entité peut effectuer un mouvement de rotation (R) ou non (S),
– si l’extrapolation se fait en se basant sur une vitesse (V) ou une accélération constante (A),
– si le système de coordonnées doit se baser sur les coordonnées du monde (M) ou sur un repère
local lié à l’entité (L).
De plus, afin d’affiner la manière dont la prédiction est réalisée, DIS offre la possibilité de passer
d’une forme d’extrapolation à une autre en cours de simulation. En effet, les spécifications du format des
PDU incluent un champ dans lequel peut être renseigné le type d’extrapolation utilisé. Le but est alors
de transmettre à l’ensemble des fantômes le type de prédiction à réaliser afin d’être en cohérence avec
celui utilisé par le processus gérant l’entité concernée.
Bien qu’il soit déterminant dans le fonctionnement du dead reckoning, le modèle de prédiction n’est
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pas le seul élément d’importance lors de la mise en œuvre de cet algorithme. En effet, par exemple, la
valeur du seuil d’erreur peut également avoir un effet non négligeable sur son efficacité. Si sa valeur est
trop faible, le nombre de mises à jour risque d’être trop élevé. Inversement, si sa valeur est trop élevée,
l’erreur liée à la déviation peut devenir excessive par rapport aux besoins de l’application. Il peut alors
en résulter l’apparition d’incohérences pouvant déstabiliser les utilisateurs et nuire au bon déroulement
de la simulation.
Le processus de convergence joue également un rôle important dans l’efficacité du dead reckoning.
En effet, l’algorithme tel qu’il a été présenté jusqu’à présent, impose au fantôme d’être recalé immé-
diatement après la réception d’une mise à jour. Malheureusement, si le seuil d’erreur est suffisamment
grand, le passage immédiat de la position actuelle à la position mise à jour peut se traduire par des mou-
vements instables et saccadés. Afin d’éviter cela, le mécanisme de convergence se charge de lisser le
mouvement de l’entité. Son principe consiste, au moment de la réception d’une mise à jour, à utiliser une
forme d’interpolation destinée à faire déplacer cette entité vers sa nouvelle position de manière fluide.
Ainsi, DIS propose un modèle de convergence basé sur une interpolation linéaire permettant de corriger
progressivement la position du fantôme pendant un certain nombre de pas de simulation.
Trajectoire de convergence (2 pas)(t0,x0)
(t1,x1)
(t2,x2)
xi = x0 +
(x f−x0)·i
p
FIGURE 2.15 – La convergence (linéaire) proposée par DIS
2.6.3 Les approches d’optimisation de l’algorithme de dead reckoning
Parmi les travaux portant sur le dead reckoning, certains sont destinés à améliorer les performances
de cet algorithme. Ainsi, [34] présente une approche au sein de laquelle le système est amené à utiliser,
pour chaque couple d’entités, une valeur de seuil parmi quatre. Ainsi, en fonction de ses besoins, chaque
entité se doit de sélectionner le niveau de précision requis, vis à vis de chacune des autres entités présentes
dans l’environnement virtuel. Afin de définir les besoins des entités en termes de précision, l’approche
mise en place se base sur la notion de zones d’intérêt. Elle permet à chacune d’entre elles de savoir dans
quelle mesure un autre objet l’intéresse, et par conséquent, de déterminer la précision avec laquelle elle
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souhaite recevoir les informations le concernant.
De cette manière, lorsque la précision requise devient importante – lorsque deux entités sont proches
et doivent s’éviter, par exemple – l’algorithme mis en place se charge de diminuer la valeur du seuil. Dans
le cas inverse, si une entité se trouve en dehors de la zone d’intérêt d’une autre, la valeur du seuil qui lui
est associée est plus élevée, ce qui réduira la fréquence à laquelle ces informations peu intéressantes sont
émises.
De manière similaire, [38] met en œuvre un degré de corrélation flou entre entités, se basant sur des
paramètres tels que la position, l’angle du champ de vision, ou la distance séparant ces mêmes entités.
Ce degré de corrélation est ensuite utilisé dans le but de déterminer la valeur de seuil la plus appropriée.
Bien que certaines recherches portent sur l’adaptation du seuil d’erreur, la plupart des techniques
visant à améliorer les performances du dead reckoning le font en agissant sur la manière dont le système
prédit l’état des entités. Ainsi, [34] propose un algorithme de sélection automatique du modèle d’extra-
polation consistant, dans un premier temps, à catégoriser les déplacements de l’entité concernée selon
différentes classes de mouvements. Le système considère, en effet, qu’un mouvement peut être régulier
s’il se fait sans grandes variations, un rebond s’il existe des changements brutaux dans la direction suivie
par l’entité ou saccadé si cette entité change fréquemment de direction et tend à provoquer l’émission
d’un grand nombre de mises à jour.
Une fois le type de mouvement déterminé, le système se base sur la valeur du seuil choisie pour
sélectionner, en suivant les règles présentées dans la figure 2.16, le modèle d’extrapolation polynomiale
le plus adapté. Ces règles sont définies de manière empirique par le biais de mesures réalisées à l’aide
de trajectoires représentant chaque type de mouvement. En ce qui concerne le modèle de prédiction mis
en place, il s’agit de polynômes pouvant être modifiés en faisant varier deux paramètres : le degré du
polynôme et le nombre de mises à jour précédentes prises en compte.
Mouvement Seuil
Polynôme d’extrapolation
nb. pas précédents degré
régulier quelconque 2 pas 2nd
rebond quelconque 1 pas 1er
saccadé faible 1 pas 2nd
saccadé élevé 2 pas 1er
FIGURE 2.16 – Règles d’extrapolation utilisées par [34]
Les travaux réalisés par [117], suite à l’étude de la précision des techniques d’extrapolation définies
dans le standard DIS (cf. partie 2.6.2), ont mené à la définition d’un algorithme de dead reckoning basé
sur l’historique des positions (PHBDR : position history based dead reckoning). Alors que DIS prévoit
l’intégration d’informations portant sur les dérivées du mouvement (vitesse et accélération), PHBDR
n’utilise que les informations relatives à la position et à l’orientation des entités sous la forme de quater-
nions ou d’angles d’Euler.
Ces données sont alors utilisées, au niveau des fantômes, afin de calculer la vitesse, l’accélération,
la vitesse angulaire et l’accélération angulaire des entités. Par la suite, le mécanisme mis en place, à
la manière de [34], se charge de sélectionner le modèle d’extrapolation parmi les deux disponibles. Le
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système a en effet la possibilité d’opter pour une extrapolation polynomiale du second degré se basant
l’approximation de la vitesse et de l’accélération de l’entité à partir des positions transmises par les trois
dernières mises à jour. Il offre également le choix de réaliser une extrapolation linéaire n’utilisant que les
deux positions les plus récentes pour déterminer la vitesse de l’entité.
En ce qui concerne le choix du modèle à appliquer, il est réalisé en fonction de la taille de l’angle
d’embrassade (angle of embrace) formé à partir des trois dernières mises à jour reçues (fig. 2.17). Ainsi,
la prédiction linéaire est sélectionnée lorsque cet angle prend une valeur faible et tend à indiquer que
l’entité effectue un changement brutal de direction. Le choix d’un polynôme du second degré est, quant
à lui, réalisé lorsque l’angle d’embrassade tend à devenir grand.
Trajectoire
Angle d’embrassade
P1
P2
P3
Positions de mise à jour
FIGURE 2.17 – Définition de l’angle d’embrassade
Du point de vue de ses performances, l’algorithme de PHBDR tend à se comporter au moins aussi
bien que celui proposé par DIS tout en nécessitant une quantité d’informations inférieure [117]. C’est
notamment le cas lorsque les entités mises en œuvre tendent à se déplacer en suivant une trajectoire ré-
gulière. Cependant, dans certaines situations, notamment lorsque les entités ont une trajectoire circulaire
comme c’est le cas pour un avion réalisant des manœuvres de combat aérien, PHBDR peut provoquer
l’émission d’un plus grand nombre de mises à jour.
Pour ce qui est du principe de l’algorithme de pre-reckoning [147], il diffère de celui du dead recko-
ning par le fait que l’envoi des mises à jour est réalisé avant même que le seuil d’erreur ne soit dépassé.
Son but est, en effet, d’anticiper le moment où la distance séparant le fantôme du modèle détaillé va
dépasser le seuil, ce qui est censé assurer que la déviation lui sera constamment inférieure. Pour cela,
le système détermine, par le biais des angles d’embrassade introduits par [117], si l’entité opère des
changements de trajectoire susceptibles de provoquer un dépassement du seuil.
Les évaluations menées sur le pre-reckoning ont permis d’observer une réduction de 50% du nombre
de messages dans le cas d’entités se déplaçant dans un labyrinthe. De plus, en adjoignant au système
certains traitements spécifiques à ce type de simulations, notamment en intégrant le fait que les entités ne
peuvent pas traverser les murs et tendent à plutôt les longer, les concepteurs de cet algorithme ont réussi
à accentuer la réduction du nombre de messages échangés.
L’estimateur de position d’objets déterministe proposé par [78] tire également profit d’informations
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spécifiques à l’application au sein de laquelle il est employé. En effet, de telles informations offrent la
possibilité de définir des estimateurs offrant une prédiction plus précise et mobilisant, par conséquent,
une bande passante moindre. Dans le cas de l’estimateur mis en place, le modèle développé se destine
au cadre des simulations de jeux de balle tels que le football, le basketball ou le ping pong.
Dans ce type de simulations, le système tire parti de certains éléments déterministes pouvant avoir
un effet sur le mouvement du ballon (ex. rebonds sur le sol, collisions entre le ballon et les joueurs, etc.).
Il a alors la possibilité de prédire l’état du ballon dans la plupart des situations où celui-ci n’est pas en
interaction avec l’un des joueurs. Ainsi, du point de vue de ses performances, la mise en œuvre de cet
estimateur au sein d’un jeu de ping pong a permis une nette amélioration de la précision et une réduction
notable du nombre de mises à jour transmises.
D’autres améliorations ont été apportées à l’algorithme de dead reckoning via le développement de
différentes formes de prédiction du mouvement. Par exemple, l’approche proposée par [42] effectue une
extrapolation de la position et de l’orientation des entités en se basant sur l’utilisation de polynômes
de Lagrange appliqués à des quaternions. Pour ce qui est des paramètres définissant ces polynômes,
et notamment leur degré, ces travaux suivent une approche similaire à celle de [117] en adaptant leur
modèle en fonction de la valeur de l’angle d’embrassade.
[64], quant à lui, s’oriente plutôt vers un modèle d’extrapolation prenant la forme de séries de Taylor.
Le modèle proposé fait intervenir un mode de calcul des dérivées relativement similaire à celui utilisé par
l’algorithme de PHBDR, en les extrayant uniquement à partir des informations de position transmises
par les mises à jour précédentes. De plus, les objectifs de ces travaux diffèrent légèrement de ceux
communément visés lors de la mise en place du dead reckoning. En effet, le mécanisme mis en place se
destine à une application au sein de laquelle les mises à jour sont transmises à une fréquence fixe : le
but est alors de minimiser la déviation. Les tests réalisés sur ce système l’ont été à l’aide de trajectoires
consistant en des mots dessinés sur une tablette graphique. Il s’est avéré que pour ce type d’applications,
cette forme de prédiction a permis de réduire l’erreur de prédiction d’environ de moitié, en comparaison
avec celle obtenue avec des polynômes de Lagrange.
Certaines recherches effectuées sur l’algorithme de dead reckoning font intervenir, au sein de leur
modèle de prédiction, des techniques d’optimisation ayant plutôt tendance à être rencontrées dans le
domaine de la « vie artificielle ». Par exemple, [15] intègre des réseaux de neurones dont le but est
d’extrapoler la vitesse et la force appliquée par un dispositif haptique à partir des valeurs précédentes de
ces grandeurs. En ce qui concerne le processus d’apprentissage du réseau de neurones, il est réalisé lors
d’un entraînement portant sur des données préenregistrées et faisant intervenir un algorithme de rétro-
propagation. Une fois entraîné, le réseau de neurones joue le rôle d’une fonction de prédiction prenant
en entrée les états précédents du dispositif. Ainsi, les expérimentations effectuées avec une application
faisant intervenir l’échange de mises à jour portant sur la force et la position du dispositif haptique ont
permis d’observer une certaine réduction de l’erreur de prédiction.
De manière similaire, les travaux de [62] tirent parti des capacités d’apprentissage des réseaux bayé-
siens afin de prédire la position du curseur au sein d’un environnement collaboratif distribué. Dans le
cas de l’application mise en place, le mécanisme développé prend en compte le fait que les trajectoires
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suivies par ce curseur correspondent à des lettres de l’alphabet. Ce type d’approche a permis de réduire
les sursauts du pointeur au cours des tests réalisés, y compris lorsque les simulations étaient soumises à
des latences élevées.
2.7 Partitionnement de l’environnement et répartition des entités
Parmi les systèmes de réalité virtuelle distribuée existants, plusieurs proposent des approches desti-
nées à répartir dynamiquement les entités entre les différents serveurs impliqués dans la simulation de
l’environnement virtuel. De manière générale, en rendant cette répartition dynamique, le but visé par
ces systèmes consiste à partager ou à équilibrer la charge entre les serveurs. Néanmoins, la plupart des
mécanismes de migration proposés par ces travaux trouvent leur application dans d’autres cas de figure,
notamment lorsqu’il s’agit d’adapter la répartition des entités ou des clients en fonction du déroulement
de la simulation. Ainsi, la plupart des travaux définissant ce type de mécanismes font intervenir trois
formes de traitements : le partitionnement de l’environnement virtuel, la mesure et la répartition de la
charge et le transfert d’une partie de la charge d’un serveur à un autre.
2.7.1 Partitionnement de l’environnement
La plupart des approches existantes, à la manière de certaines techniques de filtrage, se basent sur le
partitionnement de l’environnement virtuel. Ainsi, par exemple, [39] découpe l’environnement virtuel en
zones rectangulaires délimitant les groupes de clients localisés autour de points d’intérêt particuliers. En
effet, les concepteurs de ce système partent du principe que les entités présentes dans le monde virtuel
ne se déplacent pas aléatoirement, mais tendent plutôt à se regrouper autour de tels points d’intérêt.
Néanmoins, comme ces points peuvent être mobiles, il est généralement difficile voire impossible de
prévoir le partitionnement le plus efficace à l’avance. Le mode de partitionnement proposé vise alors à
déterminer, en cours de simulation, l’ensemble des clients que chaque serveur est amené à gérer. Pour
cela, l’architecture mise en place associe à chaque serveur un certain nombre de points d’intérêts et lui
attribue la gestion des clients situés à proximité des ces points d’intérêt.
[138] utilise un mode de partitionnement similaire, mais l’adapte au cas particulier des jeux en ligne
massivement multijoueurs (MMOG). Ce type d’applications se base souvent sur un découpage du monde
virtuel en cellules, telles les shards (cf. partie 2.3.2), gérées chacune par un serveur. Toutefois, ce décou-
page étant le plus souvent statique, il tend à poser certains problèmes lorsque les serveurs sont amenés
à gérer un grand nombre de joueurs concentrés autour de points précis. De plus, si les cellules mises en
œuvre sont trop vastes et si les joueurs ne sont pas répartis de manière équilibrée, la charge peut avoir
tendance à être répartie de manière inéquitable. Il peut alors en résulter la surcharge de certains serveurs
– notamment ceux devant gérer plusieurs points de concentration – tandis que d’autres conservent une
charge de travail relativement faible. Ainsi, l’approche proposée consiste à diviser l’environnement en
microcellules assignées dynamiquement à un ensemble de serveurs. Cette assignation est réalisée de ma-
nière à offrir une répartition équilibrée de la charge, à minimiser les pics de charge sur un serveur et à
éviter que certains d’entre eux ne deviennent des goulets d’étranglement.
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Toujours dans le cadre des MMOG, [51] met en œuvre une approche similaire en divisant l’envi-
ronnement en cellules carrées réparties entre plusieurs serveurs. Du point de vue de la répartition de ces
cellules, l’ensemble des serveurs présents s’en voient attribuer un nombre identique en début de jeu. Par
la suite, l’affectation de ces cellules peut être amenée à évoluer en fonction du nombre de clients alloués
à chacun d’entre eux.
[37], quant à lui, introduit un mode de partitionnement dynamique basé sur des heuristiques, et pro-
pose des mécanismes de regroupement et de subdivision des cellules destinés respectivement à réduire le
nombre des communications entre les serveurs et à permettre le transfert d’une partie de la charge d’un
serveur à un autre.
Bien que la majeure partie des travaux présentés jusqu’alors définissent le partitionnement de l’en-
vironnement à des seules fins d’équilibrage de la charge, [92] propose une approche visant à améliorer
les temps de réponse du système et à réduire la latence. Le but recherché est alors de définir la répar-
tition des entités susceptible de fournir la meilleure qualité de service possible. Ainsi, le principe mis
en œuvre consiste à regrouper, au niveau d’un même processeur, un certain nombre d’avatars et le plus
grand nombre d’objets se trouvant dans le voisinage de ces avatars. Pour cela, le partitionnement se base
sur une recherche heuristique destinée à maintenir la latence 4 en deçà d’un certain seuil. Le partition-
nement, en tant que tel, est réalisé par l’intermédiaire d’un algorithme génétique ou via une méthode de
type GRASP (Greedy Randomized Adaptive Search Procedure) dont le rôle est de répartir les avatars de
manière à minimiser la fonction de qualité fQoS suivante :
fQoS(P) =Ψ(P)+Φ(P)+Γ(P)
avec :
Ψ(P) =
S
∑
i=1
hcpu(i)
Φ(P) =
n
∑
i=1
hasr(i)
et :
– S : le nombre de serveurs présents dans le système,
– hcpu(i) : une estimation de la charge CPU du ième serveur pour la partition P,
– n le nombre d’avatars présents dans l’application (c.a.d. le nombre de clients),
– hasr(i) : une estimation de la RTT moyenne qu’auraient les messages émis par l’avatar i dans le
cadre de la partition P,
– Ψ(P) représentant une estimation du pourcentage de la charge CPU de P sur l’ensemble des CPU
de l’ensemble des serveurs présents,
– Φ(P) mesurant une estimation du RTT que P va fournir aux avatars existants,
– Γ(P) mesurant le nombre d’avatars devant être migrés d’un serveur à un autre pour pouvoir former
la partition P.
4. Techniquement, cette approche se base sur la valeur du round trip time
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2.7.2 Répartition dynamique des entités entre serveurs
Une fois le partitionnement de l’environnement réalisé, la plupart des systèmes existants mettent en
place des mécanismes destinés à assigner dynamiquement la gestion de chaque cellule à un serveur en
fonction des besoins de l’application. Cette répartition se base le plus souvent sur la mesure de la charge
des serveurs et vise essentiellement à éviter que l’un d’entre eux ne se trouve surchargé et devienne un
goulet d’étranglement.
Ainsi par exemple, dans le cas de [39], l’approche mise en œuvre consiste dans un premier temps,
à définir pour chaque serveur, le nombre de clients qu’il souhaite gérer. Par la suite, si un serveur voit
son nombre de clients dépasser cette valeur, il a pour tâche de faire migrer les clients surnuméraires à
destination d’un serveur voisin.
Lorsqu’une telle migration s’avère nécessaire, le serveur concerné recherche le serveur le plus proche
n’ayant pas atteint sa capacité maximale. Ensuite, le client à migrer est déterminé en sélectionnant celui
le plus proche de la zone associée au serveur en direction duquel est opérée la migration. Cette manière de
procéder peut néanmoins induire l’apparition de recouvrements entre les régions gérées par des serveurs
différents. Afin de résoudre ce type de conflits, le système prévoit la possibilité de migrer les entités se
trouvant dans cette zone de recouvrement, vers le serveur le plus approprié.
De manière similaire, l’équilibrage de charge dans ATLAS [82] consiste, pour un serveur surchargé,
à distribuer sa charge excédentaire avec un ensemble de serveurs voisins sélectionnés dynamiquement
en fonction de leur charge de travail. Pour cela, le serveur surchargé sélectionne un ensemble de serveurs
aptes à recevoir une charge de travail supplémentaire. Parmi ceux-ci, celui dont la charge est la plus faible
se voit préposé à la gestion de cette charge et un certain nombre de clients lui sont transférés. Toutefois,
si ce serveur n’a pas la capacité à gérer la totalité de la charge qui lui est assignée, son rôle est de la
propager à ses voisins et, de proche en proche, à la redistribuer entièrement.
Une fois l’ensemble de la charge redistribuée, les régions associées à chacun des serveurs sont re-
calculées à l’aide d’un algorithme de partitionnement de graphes destiné à répartir les clients de manière
équitable. Afin de compléter le mécanisme de répartition des clients, les serveurs se doivent de faire
migrer les utilisateurs de manière à respecter le partitionnement obtenu.
La proximité entre serveurs est également prise en compte dans [87], avec l’introduction d’une no-
tion de voisinage définissant deux serveurs comme voisins si leurs partitions respectives partagent une
frontière commune. Tout comme les travaux présentés jusqu’alors, la répartition des clients se fait sur la
base de la charge des serveurs, et consiste à éviter qu’un des serveurs ait un nombre de clients connectés
supérieur à ses capacités. A la manière d’ATLAS, un serveur surchargé a pour but de se libérer d’une
partie de sa charge en la transférant à ses serveurs voisins, dans la limite de leurs capacités. Si cela ne
s’avère pas suffisant, il a la possibilité de négocier avec les voisins de ses voisins et ainsi de suite, jusqu’à
ce qu’il soit libéré de cette charge excédentaire. De plus, afin de permettre une migration en douceur des
clients d’un serveur à un autre, la technique mise en œuvre essaie de faire migrer en priorité les cellules
proches de la frontière entre le serveur d’origine et celui de destination.
Ces travaux se distinguent toutefois des autres en définissant deux critères permettant d’évaluer le
gain apporté par la migration des cellules : le rapport de réduction de la surcharge et le rapport de
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migration. Le rapport de réduction de la surcharge est calculé à partir de la charge LAi du serveur Si
avant migration, sa charge LBi après ce processus et le nombre maximal δ de clients qu’il puisse gérer :
α =
∑i(LBi−δ )−∑ j(LA j−δ )
∑i(LBi−δ )
Ainsi, plus la valeur de α est élevée, plus l’opération de redistribution des clients a été efficace pour
réduire la charge de Si.
Pour ce qui est du rapport de migration, il est calculé sur la base du nombre M de clients migrés et le
nombre T de clients impliqués dans la simulation de l’environnement virtuel :
β =
M
T
En ce qui concerne ce rapport, plus sa valeur est faible moins la surcharge induite par la migration des
clients est élevée
Dans le cadre des MMOG, [138] introduit également un mécanisme de migration de charge. Il se
matérialise par le transfert de microcellules et le transfert de clients, des serveurs surchargés vers ceux
qui le sont le moins. Le critère de charge permettant de déterminer la répartition des microcellules et des
clients se base sur la somme des tâches incombant au serveur, que ce soit le traitement des actions des
joueurs, la transmission de leurs actions aux cellules voisines, la réception des informations provenant
de cellules voisines ou les déplacement des clients d’une cellule à une autre. A chacune de ces actions
est associé un poids permettant de définir la charge qu’elle induit sur le serveur, ce qui permet ensuite de
déterminer la charge associée à une microcellule. La distribution des microcellules est alors réalisée de
manière à distribuer la charge de la manière la plus équilibrée possible ou à provoquer une surcharge la
moins élevée possible. Ainsi, différentes formes d’algorithmes ont été évaluées dans le but de déterminer
la meilleure répartition possible, parmi lesquels des algorithmes de regroupement, des algorithmes de
déploiement par recuit simulé ou des techniques de programmation linéaire.
Le système WAVES [73], quant à lui, ne base pas la répartition de ses objoïdes sur un partitionnement
de l’environnement virtuel en cellules. Le mécanisme qu’il implante consiste, en effet, à effectuer des
migrations d’objoïdes dans deux cas de figures : soit lorsque la charge sur un hôte particulier est trop
élevée et entraîne une diminution de la fréquence de rafraîchissement de la simulation en deçà d’un
certain seuil, soit lorsque cet objoïde ne correspond plus au groupe des objoïdes gérés par l’hôte.
Pour cela, le système mesure la charge d’un hôte en prenant en compte le nombre j d’objoïdes qu’il
gère, la distance dist(ob ji,centre) entre le ième objoïde et le centre du groupe dont il a la charge et une
constante K exprimant sa capacité de calcul :
charge =
j
∑
i=1
dist(ob joidei,centre)
K
Ainsi, lorsqu’un hôte voit sa charge dépasser un certain seuil, il est amené à émettre un message
indiquant sa charge et l’objoïde dont il souhaite se séparer. La stratégie de cession d’un objoïde O par
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un hôte A à destination d’un hôte B consiste à n’effectuer une telle migration que si O est plus adapté
au groupe d’objoïdes gérés par B ou si la charge de A est tellement élevée qu’elle peut avoir un impact
sur les performances ou le fonctionnement de l’application. De manière générale, lorsqu’un tel cas de
figure se présente, la politique choisie consiste à céder l’objoïde au serveur voisin dont la charge est la
plus faible.
2.7.3 Les mécanismes de migration
En ce qui concerne le processus de migration en lui-même, les travaux existants mettent en œuvre
différentes techniques permettant le transfert d’éléments d’un hôte à un autre. Un certain nombre d’entre
eux se focalisent sur la migration d’avatars dans le cadre d’applications de type MMOG.
Parmi les approches existantes, la plus simple à mettre en œuvre consiste à libérer l’avatar du serveur
auquel il est associé et de le connecter ensuite à celui vers lequel il migre. Cette manière de procéder
présente cependant l’inconvénient d’introduire une latence relativement élevée, en raison du temps et du
nombre de messages nécessaires à la déconnexion et la reconnexion du client. Il peut alors en résulter
l’apparition de phénomènes susceptibles d’être perçus par l’ensemble des clients participant à l’envi-
ronnement. Ainsi, par exemple, un client a de grandes chances de voir l’entité disparaître le temps de
la migration, avant de la voir réapparaître par la suite. De manière similaire, il se peut également que
le client migré voie le monde virtuel se vider subitement au moment de sa déconnexion, pour ensuite
apercevoir les entités qui l’entouraient réapparaître progressivement suite à sa connexion à son nouveau
serveur.
Afin d’assurer une certaine continuité dans le fonctionnement de la simulation, les mécanismes de
migration nécessitent généralement l’échange d’informations entre le client, son serveur d’origine et son
serveur de destination. Traditionnellement, comme l’indique la figure 2.18, lorsqu’un avatar change de
cellule et doit être géré par un autre serveur, il doit tout d’abord obtenir les éléments qui lui permettront
de localiser et de se connecter au serveur gérant la cellule vers laquelle il migre. Le serveur d’origine doit
également enregistrer les informations concernant ce client dans une base de données afin que le serveur
destinataire puisse avoir accès à ces informations et recharger l’état de l’avatar tel qu’il était avant la
migration.
Les travaux de [75] suivent un mode de fonctionnement similaire à celui présenté précédemment.
Néanmoins, afin de réduire les temps de latence induits par l’utilisation de bases de données tradition-
nelles, l’approche proposée consiste à introduire un agent nommé MigAgent. Cet agent joue le rôle de
cache dans lequel sont stockées les informations portant sur les avatars susceptibles d’être migrés. Les
avatars sélectionnés pour placer leurs informations dans le cache le sont lorsqu’ils s’approchent de la
frontière de la cellule et lorsque leur mouvement indique qu’ils se dirigent vers une cellule voisine.
Ainsi, au moment de la migration proprement dite, les serveurs transfèrent les informations nécessaires
à partir du MigAgent au lieu de passer par le biais d’une base de données conventionnelles, ce qui offre
des temps d’accès très réduits et des latences plus faibles.
La technique mise en œuvre par [71] s’intègre dans le cadre d’un environnement faisant intervenir
un système de gestion de l’intérêt dans lequel seules les entités présentes au sein d’une même cellule ont
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FIGURE 2.18 – Migration dans les MMOG
conscience les unes des autres. Elle consiste, dans un premier temps, à définir les cellules de manière à
ce qu’elles se recouvrent en leurs frontières. Ces zones de recouvrement font alors office de « cache » et
permettent au serveur d’origine, mais également à celui de destination, de recevoir les informations rela-
tives à un avatar tout au long du processus de migration. Cette manière de procéder permet ainsi d’éviter
qu’un avatar n’apparaisse ou ne disparaisse brutalement de la perception des autres clients participant à
la simulation.
D’un point de vue fonctionnel, lorsque qu’un avatar se trouve sur l’intersection de deux cellules, le
système crée une copie de cet objet, l’ombre, au niveau du serveur vers lequel il se dirige. L’avatar tel
qu’il est représenté au niveau du site d’origine, prend alors la forme d’un objet proxy dont le rôle est de
transmettre l’état de l’avatar à l’ombre. De cette manière, les deux serveurs ont accès à ces informations :
cela évite ainsi au serveur de destination de rapatrier ces données si la migration a effectivement lieu, et
permet par conséquent une migration sans à-coups.
Pour ce qui est de la migration d’objets autres que des avatars, les recherches réalisées dans [52]
mettent en place un mécanisme de migration par métamorphose. Cette technique est destinée aux sys-
tèmes basés sur un modèle de duplication faisant intervenir des référentiels et des miroirs correspondant
respectivement aux joueurs et aux fantômes du paradigme joueurs et fantômes. Son principe consiste à
réaliser une migration transformant la copie d’un objet sur l’hôte de destination en l’objet lui-même, et en
effectuant le processus inverse au niveau de l’hôte d’origine. Ainsi, la mise en œuvre de la métamorphose
au sein de la plateforme OpenMask basée sur PVM, suit le déroulement présenté en figure 2.19.
En ce qui concerne la définition des processus de migration dans le cadre de fédérations HLA, la
plupart des travaux existants – la majorité d’entre eux ne portent pas sur la simulation d’environnements
virtuels – se basent essentiellement sur la migration de fédérés [126][125][35]. L’approche globalement
adoptée consiste à utiliser les services de gestion de la fédération et en particulier initiateFederateSave
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FIGURE 2.19 – Les étapes de la métamorphose
et initiateFederateRestore permettant respectivement de sauvegarder ou de restaurer l’état d’un fédéré
par l’intermédiaire de fichiers.
Ainsi la plupart du temps, la migration est réalisée en interrompant la fédération par le biais des
services de gestion du temps et en ne déclenchant pas un timeAdvanceGrant destiné à faire avancer la
simulation dans le temps. Cela sous entend alors que l’ensemble des fédérés susceptibles d’être concernés
par le processus de migration doivent fonctionner en temps contraint. La migration en elle même est
réalisée en transférant l’état du fédéré migrant vers son nouvel hôte par le biais du transfert du fichier de
sauvegarde de son état à l’aide de protocoles tels que FTP. Suite à ce transfert, le serveur destinataire peut
recréer le fédéré dans l’état dans lequel il se trouvait avant la migration et reprendre sa simulation. Par
conséquent, cette approche consistant à interrompre l’ensemble de la simulation le temps de la migration,
n’est bien sûr pas adaptée aux simulations d’environnements virtuels distribués susceptibles d’intégrer
des avatars contrôlés par des utilisateurs humains.
2.8 Autres techniques employées en réalité virtuelle distribuée
2.8.1 La compression et l’empaquetage des données
Afin de repousser les problèmes liés aux limitations de la bande passante, certains systèmes tels
que SIMNET mettent en œuvre des techniques de compression et d’empaquetage des données. Ces
mécanismes sont destinés à réduire la quantité de données transitant par le réseau, tout en s’assurant de
transmettre l’ensemble des informations nécessaires.
Ainsi, par exemple, PICA (Protocol Independent Compression Algorithm) [46] part de l’observation
que, pour une entité donnée, les PDU relatifs à son état ne diffèrent que très légèrement. Le principe de
cet algorithme consiste alors à ne transmettre que les différences au lieu de transmettre les PDU dans leur
intégralité. Pour cela, chaque émetteur associe à chacune des entités un PDU de référence à partir duquel
sont définies les différences. Ce PDU de référence est tout d’abord transmis aux différents destinataires.
Ensuite, pour ce qui est des informations relatives aux changements de l’état de l’entité concernée, seules
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les différences avec le PDU de référence sont transmises sous la forme de DDU (Difference Data Unit).
Ces DDU consistent en un ensemble de groupes de bits consécutifs différant du PDU de référence. Pour
chacun de ces groupes, le DDU fait intervenir trois types d’informations : le nombre de bits constituant
le groupe, le décalage du groupe par rapport au début du PDU et la valeur des bits constituant le groupe.
Par cette définition, les différents destinataires ont la possibilité de reconstituer l’ensemble des in-
formations en appliquant les différences au PDU de référence. De cette manière, tant que les différences
ne sont pas trop nombreuses, PICA permet d’économiser une importante quantité de bande passante.
Cependant, le nombre de différences tend à augmenter avec le temps. Afin de rester efficace et de fournir
un taux de compression convenable, le système mis en place prévoit de transmettre régulièrement de
nouveaux PDU de référence à la manière des messages de battement de cœur. Ainsi, dans le cadre de
SIMNET, l’application de cet algorithme a permis d’obtenir des taux de compression pouvant atteindre
jusqu’à 76%.
L’empaquetage des données [136] représente également une certaine forme de compression. Cette
technique part du constat que de nombreuses applications émettent un grand nombre de paquets de même
type ayant des estampilles de temps très rapprochées. L’émission de tels messages, individuellement et
en rafales, a pour conséquence d’augmenter la charge des équipements et d’accentuer la latence et la
gigue. De plus, comme dans le cas de la mise en œuvre du PICA, les PDU transmis sont généralement
du même type, de même taille et présentent seulement quelques différences les uns avec les autres. Le
principe de l’empaquetage des données consiste alors à encapsuler les informations à émettre au sein d’un
unique PDU. Cela permet ainsi d’éviter l’émission de plusieurs messages contenant des informations
redondantes.
Par exemple, dans le cas d’une approche « traditionnelle », si deux paquets A et B dont les données
sont respectivement (a1,a2, . . . ,an) et (b1,b2, . . . ,bn) doivent être émis, les données transmises seront
(a1,a2, . . . ,an) puis (b1,b2, . . . ,bn). En utilisant l’empaquetage des donnée et en notant S l’ensemble des
j tels que a j 6= b j, seul un PDU contenant (a1,a2, . . . ,an,[(b j, j) j∈S]) est transmis. Il en résulte l’émission
des mêmes informations tout en utilisant une quantité de données moindre. De cette manière, l’empaque-
tage des données permet de réduire les besoins de l’application en bande passante. De plus, en nécessitant
l’émission d’un moins grand nombre de messages, cette technique peut permettre de réduire aussi bien
la latence que la gigue.
2.8.2 Les techniques de gestion de la concurrence
Les systèmes faisant intervenir une distribution par réplication totale ou partielle se heurtent souvent
à des problèmes liés à l’accès concurrent aux différents objets présents dans l’environnement virtuel.
L’absence de contrôle de cette concurrence peut mener à l’apparition d’incohérences essentiellement
dues à des accès en écriture simultanés sur une même entité.
Afin de pallier ce type de problèmes, différents systèmes proposent des techniques de gestion de
la concurrence. La plupart des approches utilisées, à l’image de celles implantées par CIAO [124] et
PARADE [109], mettent en œuvre des mécanismes de verrou inspirés de ceux rencontrés dans le domaine
des bases de données distribuées.
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Le principe utilisé consiste à poser un verrou sur un objet concerné et l’ensemble de ses copies.
De cette manière, seul un site est capable d’accéder à cet objet en écriture : il a la responsabilité de
transmettre les changements opérés aux autres sites avant de libérer le verrou. Néanmoins, l’utilisation de
verrous présente l’inconvénient de bloquer aux autres sites l’accès à l’objet concerné. Il peut en résulter
une dégradation des performances globales de l’application et de sa réactivité.
Ainsi, en guise de verrou, CIAO se base sur l’utilisation d’un jeton indiquant le nœud auquel appar-
tient l’objet. Lors de la création de cet objet, le jeton est automatiquement attribué au concepteur de cette
entité. Le jeton est ensuite transféré successivement aux différents utilisateurs souhaitant manipuler l’en-
tité. Cependant, afin d’éviter que la latence engendrée par les échanges du jeton n’influe sur l’utilisateur,
le système permet à ce dernier d’agir immédiatement sur sa copie locale de l’objet. Ainsi, même s’il n’est
pas assuré d’obtenir le jeton à un moment ou à un autre, l’utilisateur peut avoir un retour immédiat sur les
modifications qu’il opère. Si à terme le jeton est transmis à l’utilisateur, les modifications sont appliquées
sur l’ensemble des copies de l’objet. Dans le cas contraire, l’ensemble des modifications réalisées sont
purement et simplement annulées.
PARADE, quant à lui, gère la concurrence par l’intermédiaire de séquenceurs destinés, à l’origine, à
assurer que les différentes opérations sont réalisées dans l’ordre. Ces séquenceurs sont également utilisés
dans le cadre du transfert de propriété d’un objet d’un processus à un autre. En effet, ce transfert se fait
via l’échange par ces deux processus, d’un séquenceur associé à l’entité. Cela permet ainsi de s’assurer
qu’à un instant donné, seul un processus est capable de transmettre des mises à jour relatives à cette
entité. De plus, afin de limiter les délais introduits par le transfert des séquenceurs, PARADE introduit
un processus destiné à anticiper les demandes de propriété sur une entité. Pour cela, le système se base
sur des heuristiques prenant en compte la proximité spatiale des entités, la détection de collision et les
groupes d’intérêt.
Afin de gérer la concurrence d’accès, d’autres systèmes tels que CONTINUUM [135] mettent en
œuvre une approche consistant à ne permettre la modification que d’une copie de l’objet appelée maître.
Ce maître est, de manière générale, localisé au niveau du site ayant créé l’objet concerné. En cours
d’exécution, les autres sites peuvent modifier l’état de cet objet de deux manières différentes. Ils ont tout
d’abord la possibilité de transmettre au site possédant le maître, les messages de mise à jour indiquant
les modifications à effectuer sur cette copie. Ils peuvent également faire migrer le maître dans le but
de se l’approprier et de pouvoir le manipuler directement. De cette manière, le système proposé permet
d’assurer que l’objet concerné ne peut être modifié simultanément par plusieurs processus.
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3.1 Introduction
Les premiers travaux réalisés portent sur la simulation d’entités autonomes adaptatives au sein d’un
environnement virtuel distribué basé sur HLA. Dans un premier temps, cette partie présente les travaux
destinés à déterminer la manière dont les mécanismes génériques proposés par HLA peuvent être adaptés
au cadre de la simulation d’un environnement virtuel distribué faisant intervenir de telles entités auto-
nomes. Elle se concentre, par la suite, au peuplement de l’environnement virtuel et sur la capacité qu’ont
des entités adaptatives à évoluer dans le cadre d’une simulation distribuée.
La mise en œuvre de simulations distribuées impliquant des entités autonomes présente un intérêt
aussi bien aux concepteurs d’environnements virtuels distribués qu’aux développeurs de modèles com-
portementaux. En effet, du point de vue des concepteurs de tels environnements virtuels, l’intégration
d’entités autonomes offre la possibilité « d’immerger » les utilisateurs dans un monde virtuel plus den-
sément peuplé et plus vivant. Elle permet également de subvenir à un éventuel manque d’utilisateurs en
substituant des entités autonomes à des avatars 5. Cela est notamment le cas dans certaines applications
telles que les jeux massivement multijoueurs pour lesquels le nombre d’utilisateurs peut fortement varier
au cours d’une journée [70]. Ainsi, par exemple, dans le cadre d’une application se déroulant dans un
vaste environnement urbain, il peut s’avérer nécessaire de compléter les avatars avec des véhicules et des
piétons autonomes de telle manière que les utilisateurs n’aient pas la sensation d’évoluer dans un monde
sans vie.
De manière générale, l’intégration d’entités autonomes dans un environnement peut se faire de deux
manières : soit à des fins « esthétiques », soit dans le but de fournir un plus grand nombre d’entités
avec lesquelles les utilisateurs puissent interagir. Dans le premier cas, le but est d’intégrer des éléments
dynamiques susceptibles d’améliorer le réalisme de l’environnement sans toutefois offrir à l’utilisateur
des capacités d’interaction. Un exemple à cela est la simulation de bancs de poissons dans le cadre d’une
navigation sous marine.
Lorsqu’il s’agit de permettre l’interaction avec des utilisateurs, les problèmes relatifs à la définition
du modèle comportemental de ces entités deviennent primordiaux. Ainsi, à l’instar des personnages
non joueurs présents dans certains jeux vidéo, ces entités peuvent avoir un effet sur la manière dont
les utilisateurs vont se comporter et sur la manière dont ils vont ressentir l’environnement. Il est donc
généralement nécessaire de s’assurer que les comportements de ces entités sont suffisamment variés et
évolués de manière à ce que les utilisateurs perçoivent le moins possible qu’il s’agit d’éléments contrôlés
par la machine. Jusqu’à présent, de tels modèles comportementaux prennent essentiellement la forme
de scripts ou de bases de règles définies « à la main » par leurs concepteurs [50]. De manière générale,
la mise en œuvre de tels systèmes tend à nécessiter une grande quantité de travail étant donné qu’elle
requiert la prise en compte exhaustive des situations auxquelles les entités auront affaire.
Les modèles adaptatifs à base de réseaux de neurones ou de systèmes de classeurs ont, quant à eux,
pour objectif de permettre aux entités de faire évoluer leur comportement en fonction du déroulement
de la simulation et de leurs interactions avec d’autres entités. Théoriquement, l’utilisation de tels sys-
5. Un avatar [93] consiste en la représentation d’un utilisateur humain dans l’environnement virtuel.
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tèmes présente certains avantages vis à vis d’une approche plus traditionnelle. En effet, le fait que le
comportement d’une entité puisse évoluer dynamiquement en cours de simulation doit, entre autres, lui
permettre de s’adapter à des situations que son concepteur n’aurait pas prévues. Une telle modélisation
offre également la possibilité d’éviter que les utilisateurs ne décryptent et ne s’adaptent trop facilement
au fonctionnement de l’entité. Dans le cas d’une simulation de conduite, par exemple, si un usager dé-
duit que chaque entité va systématiquement tourner à gauche à un carrefour donné, sa manière d’agir
sera probablement différente d’une réaction naturelle. Une telle différence dans le comportement de cet
utilisateur peut alors être considérée comme une perte en réalisme dans la simulation. La mise en œuvre
de systèmes générant une certaine variété de comportements offre plus de possibilités d’éviter ce type de
problèmes.
De nombreuses applications qu’elles soient distribuées ou non, notamment des jeux vidéo, font inter-
venir des entités autonomes. Néanmoins, la part des ressources allouées à la simulation du comportement
de telles entités, tend à être marginale – bien qu’elle croisse d’année en année [77] – face à celle octroyée
à des tâches telles que la simulation physique ou le rendu graphique. Ainsi, certaines applications mettent
en œuvre des mécanismes destinés à minimiser le nombre d’entités à simuler tout en entretenant l’illu-
sion d’un monde virtuel densément peuplé. C’est par exemple le cas de la plupart des simulateurs de
conduite tels que le NADS [29] qui se limitent à ne simuler qu’un nombre relativement faible de véhi-
cules autonomes dans une zone alentour du conducteur. Cependant, une telle approche est difficilement
applicable à des environnements virtuels distribués multi-utilisateurs étant donné que ceux-ci requièrent
que l’ensemble des participants aient la même perception du monde virtuel.
Toutefois, en offrant la possibilité de tirer parti de la puissance combinée des machines utilisées, la
création de systèmes distribués doit permettre de simuler un nombre d’entités plus élevé et de peupler
l’environnement virtuel suffisamment densément. De cette manière, ce type de systèmes ouvre certaines
perspectives aux concepteurs de modèles comportementaux adaptatifs pouvant nécessiter une puissance
de calcul élevée. De plus, dans le cadre de la simulation d’entités adaptatives, la mise en œuvre de vastes
populations tend à favoriser les interactions entre entités, ce qui peut avoir une influence sur la variété
et la qualité des modèles comportementaux obtenus. Outre cela, les mécanismes de distribution tendent
à simplifier l’intégration de plusieurs utilisateurs au sein d’un même environnement virtuel, favorisant
par conséquent les interactions entre entités autonomes et avatars, ce que ne permettent pas des systèmes
centralisés mono-utilisateur tels que le simulateur développé dans le cadre du projet Praxitèle [17].
3.2 Aspects distribués de la simulation
Cette partie décrit la manière dont est mise en œuvre la simulation distribuée basée sur HLA destinée
à intégrer les entités autonomes adaptatives. L’objectif visé est de permettre à des entités gérées par
différents processus d’interagir et d’évoluer en fonction de leurs interactions.
La première étape de la conception du système consiste à définir la manière dont les mécanismes
proposés par HLA peuvent être appliqués au type de simulation mis en place. En effet, HLA étant un
standard en matière de simulations distribuées, ses spécifications sont suffisamment génériques pour lui
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permettre d’être impliquée dans la plus grande variété de simulations distribuées, que ce soit pour la mise
en place d’environnements virtuels distribués ou de simulations biomédicales [96]. L’utilisation de cette
architecture impose donc, à un moment ou à un autre, de spécialiser les services qu’elle offre en fonction
des spécificités de la simulation développée.
Pour rappel, une simulation distribuée basée sur HLA prend la forme d’une fédération constituée
d’un ensemble de processus appelés fédérés. Ces fédérés communiquent les uns avec les autres par
l’intermédiaire des services proposés par une infrastructure d’exécution nommée RTI ou RunTime Infra-
structure (cf. partie 1.5.4). La création d’une telle application nécessite donc de déterminer ce en quoi
les fédérés vont consister et le type d’informations qu’ils vont être amenés à s’échanger.
A la base de la simulation mise en place, a été défini un type de fédérés destinés à gérer un certain
nombre d’entités autonomes. Le rôle de ces fédérés est d’exécuter le modèle comportemental des entités,
de recevoir et traiter les informations requises par ces modèles et de transmettre les données susceptibles
d’intéresser d’autres entités participant à l’environnement.
En effet, de manière générale, une entité autonome suit un cycle en trois étapes : perception→ déci-
sion→ action. Ainsi, dans un premier temps, l’entité perçoit les informations (ou stimuli) relatives à son
environnement et aux entités l’entourant à l’aide de ses capteurs. Ces stimuli sont ensuite pris en compte
lors de la phase de décision afin de déterminer la manière dont l’entité va agir. Une fois la décision prise,
l’action correspondante est exécutée par les effecteurs de l’entité de telle sorte qu’elle puisse modifier
son état interne ou l’état de son environnement.
Il en résulte que la manière dont la simulation doit être distribuée est liée au besoin de véhiculer
correctement l’ensemble des informations nécessaires au bon déroulement de ce cycle. Dans le cadre
de HLA, les échanges d’informations entre fédérés se font par l’intermédiaire des services de gestion
d’objets (Object Management) de la RTI et se matérialisent soit par l’altération des attributs d’un objet
distribué, soit par l’intermédiaire d’interactions.
Dans le premier cas, les informations portent sur un élément dont la durée de vie est censée être
relativement longue et vis à vis duquel peuvent être associés un certain nombre d’événements. En ce qui
concerne les interactions, elles représentent des événements transitoires.
Le choix pour l’utilisation des objets et des interactions a été guidé par le fait que les modèles com-
portementaux mis en œuvre prennent essentiellement en compte la distance et les collisions entre entités.
Ainsi, les informations relatives à la position des véhicules sont définies comme étant des attributs d’ob-
jets référençant chaque entité au niveau de la RTI. Pour ce qui est des informations relatives à la détection
de collisions, elles prennent la forme d’interactions.
Les règles édictées par les spécifications de HLA imposent d’expliciter les informations destinées
à être échangées entre fédérés au sein de fichiers appelés FOM et SOM (cf. partie 1.5.4). Néanmoins,
au moment de son développement, la simulation a été réalisée à l’aide de CERTI, l’implantation par
l’ONERA de la RTI [9]. Il s’agit d’une implantation respectant les spécifications 1.3 de HLA, datant de
1998, soit deux ans avant la standardisation de celle-ci. Ainsi, dans cette version de HLA, la définition
des informations échangées entre fédérés prend la forme d’un fichier FED (Federation Execution Details)
[4] dont le format peut s’apparenter à celui du langage Lisp.
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Ce fichier, présenté en annexe A, inclut une classe d’objets Vehicule et une classe d’interactions
Collision. Les objets de la classe Vehicule comptent trois attributs de position et trois d’orientation dont
les mises à jour sont transmises en suivant un mode de transport de type best_effort. Cela signifie que ces
informations sont transmises par le biais de protocoles non fiables tels qu’UDP. En effet, ces mises à jour
devant être relativement fréquentes, la perte de quelques messages ne doit avoir que peu de conséquences
sur le déroulement de la simulation, ce qui justifie le choix de ce mode de transport. De plus, pour ce type
d’informations, l’utilisation de protocoles fiables peut induire des délais supplémentaires potentiellement
préjudiciables pour les performances de l’application.
Pour ce qui est de l’interaction Collision, ses paramètres indiquent les identifiants – la RTI attribue
un identifiant unique à chaque objet partagé – des entités concernées par la collision. Etant donné qu’ils
jouent un rôle important au niveau du modèle comportemental des entités, les événements liés aux col-
lisions sont transmis via un mode de transport fiable de type reliable. Le mot clé receive utilisé pour
l’ensemble des objets et des interactions, quant à lui, signifie que les messages sont utilisables par le
fédéré dès leur réception et que les messages ne seront pas mis dans l’ordre. Cela se justifie par le fait
que la simulation mise en place ne met pas en œuvre les services de Time Management de HLA.
L’étape suivant le renseignement de ces informations, consiste à définir le cycle de fonctionnement
des différents fédérés. La simulation mise en place étant essentiellement destinée à la simulation des
entités autonomes, les travaux réalisés se sont principalement portés sur les fédérés destinés à gérer
de telles entités. D’un point de vue de sa distribution, elle met en œuvre un modèle décentralisé avec
réplication basé sur le paradigme « joueurs et fantômes » tel qu’il est présenté dans la partie 2.3.2. Ainsi,
le cycle de vie d’un tel fédéré suit globalement le schéma présenté dans la figure 3.1.
Ainsi, la première étape de la vie d’un fédéré consiste à lui permettre de participer à une fédération
donnée. Pour cela, ce fédéré est tout d’abord amené à tenter de créer la fédération auprès de la RTI au cas
où celle-ci n’existerait pas encore. Une fois la fédération créée, le fédéré peut participer à la simulation
en indiquant à la RTI qu’il se joint à la fédération concernée.
Une fois un fédéré inscrit, sa participation à la fédération requiert la création et le référencement des
objets partagés destinés à représenter les entités autonomes et à permettre l’échange des informations re-
latives à ces entités. Il doit également prendre en compte les messages de découverte de nouveaux objets
transmis par la RTI afin de créer les copies des entités gérées par d’autres fédérés. En effet, lorsqu’un
fédéré rejoint une fédération, la RTI lui transmet les identifiants et les types de l’ensemble des objets dis-
tribués présents. De même, lorsqu’un fédéré référence un nouvel objet auprès de la RTI, les informations
relatives à ce dernier sont transmises aux autres fédérés.
La phase d’initialisation complétée, le fonctionnement du fédéré consiste essentiellement à gérer
le fonctionnement des entités autonomes dont il a la charge. Pour cela, il doit tout d’abord prendre en
compte l’ensemble des informations que lui a transmises la RTI et mettre l’ensemble des copies à jour. De
cette manière, les entités simulées peuvent se baser sur l’état de l’environnement le plus à jour possible.
Comme le montre la figure 3.1, ces messages ne sont traités qu’en fin de pas de simulation. Ce choix
s’explique par la volonté d’éviter, au cours d’un même pas de simulation, que différentes entités aient
des perceptions différentes de l’environnement virtuel.
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FIGURE 3.1 – Cycle de vie d’un fédéré simulant des entités autonomes
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Or, les communications entre la RTI et les fédérés se font sur un modèle asynchrone tel, que des
messages peuvent parvenir au fédéré à n’importe quel moment. En effet, à chaque fois qu’un fédéré émet
une mise à jour, la RTI invoque le service ReflectAttributeValues que chaque fédéré est censé implanter.
La conséquence de cela est que des mises à jour peuvent être reçues à n’importe quel moment, y compris
au milieu de la simulation d’un pas de temps.
Afin de ne pas altérer l’état de la copie locale de l’environnement virtuel, l’approche mise en place
consiste à placer dans une file d’attente, l’ensemble des événements se produisant au cours du pas de
simulation (fig. 3.2). Ces messages sont ensuite traités après que toutes les entités aient été simulées. De
cette manière, le déroulement d’un pas de simulation est le même que dans la situation où l’ensemble
des entités seraient simulées simultanément.
Il faut toutefois noter que l’approche choisie tend à introduire une certaine forme de latence liée au
fait que des messages ne sont pas traités immédiatement après leur réception. Néanmoins, la durée de
celle-ci ne devant excéder la durée d’un pas de simulation, les conséquences sur le fonctionnement du
système sont limitées.
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FIGURE 3.2 – Déroulement d’un pas de simulation
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L’approche mise en œuvre offre également la possibilité, par le biais d’une certaine forme de « fil-
trage », de réduire la quantité de ressources processeur dédiées au traitement des messages. En effet, le
mécanisme mis en place consiste, pour chaque entité et pour chaque attribut, à n’appliquer que la dernière
mise à jour reçue. Ainsi, si d’autres mises à jour ont été transmises auparavant, elles ne sont ni traitées,
ni appliquées. Il est possible, de cette manière, d’éviter l’exécution d’opérations dont les effets seront
écrasés par la suite. Une telle approche, notamment dans le cas d’une fédération faisant intervenir des
fédérés fonctionnant avec des pas de simulation différents, permet une certaine économie des ressources
processeur.
Une fois les messages traités, le fédéré se charge de faire évoluer l’état de chaque entité en fonction de
son modèle comportemental, des contraintes physiques imposées par l’environnement et des interactions
avec d’autres entités. Pour la même raison que celle invoqué dans le cas de la mise en place d’une pile de
messages, les modifications à opérer sur les entités ne sont appliquées qu’en fin de cycle, lorsque l’état
de l’ensemble des entités simulées par le fédéré a été calculé.
Les transformations résultant de ces opérations sont ensuite transmises à l’ensemble des fédérés afin
qu’ils puissent mettre leur copie de l’environnement virtuel à jour. Alors que certaines applications telles
que Doom [103] transmettent l’état complet de l’environnement virtuel à l’ensemble des hôtes présents,
l’approche mise en œuvre consiste à ne transmettre que les informations portant sur les collisions et
les éléments dont l’état a été modifié au cours du pas de simulation. Ainsi, pour chaque objet HLA, le
principe consiste à encapsuler l’ensemble des mises à jour au sein de structures appelées AttributeHand-
lePairSet destinées à contenir un ensemble de couples (identi f iant d′attribut,valeur). Par conséquent, le
nombre d’appels à la fonction transmettant des mises à jour est égal au nombre d’entités dont au moins
un des attributs a vu sa valeur changer.
Cette façon de procéder, en réalisant toutes les opérations de mise à jour en fin de cycle, présente
également l’avantage de limiter en partie la bande passante utilisée par le système. Cela permet, en effet,
d’éviter l’émission de plusieurs messages portant sur une même entité et la transmission d’en-têtes ou
autres éléments supplémentaires ne contenant aucune information utile du point de vue de la simulation.
De plus, placer l’ensemble des attributs au sein d’une même structure permet de s’assurer qu’une entité,
si elle est mise à jour, le sera complètement. Cela permet d’éviter, en raison de la latence ou de la perte
de messages, que des entités soient partiellement mises à jour, ce qui peut être source d’incohérences.
Par exemple, dans le cas de la simulation mise en place, si les informations de position parviennent à
un fédéré, mais que celles relatives à l’orientation sont perdues, il devient possible que les informations
propagées par l’évolution de la position soient en contradiction avec l’orientation de l’entité.
Afin d’éviter les problèmes liés à l’éventuelle perte de messages, un système de messages de batte-
ment de cœur a été mis en place pour informer les fédérés de la valeur des attributs n’ayant pas changé
depuis un certain temps. Pour cela, à chaque attribut d’un objet HLA représentant une entité est associé
un compteur indiquant le pas de simulation au cours duquel il a été modifié pour la dernière fois.
D’un point de vue pratique, les travaux relatifs à la distribution de la simulation ont été réalisés en
C++ à l’aide de CERTI, l’implantation libre et ouverte par l’ONERA de la RTI. Ces travaux ont mené à
la définition d’un canevas destiné à la création d’environnements virtuels distribués basés sur le modèle
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. . .
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. . .
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. . .
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- addManagedEntity()
- addNonManagedEntity()
. . .
SynchronousBasicFederate
- pushPendingTask()
. . .
(b) Fédérés
FIGURE 3.3 – Elements à la base de la création d’entités et de fédérés
de fonctionnement présenté jusqu’ici. Ce canevas prend la forme d’une interface de programmation
proposant un certain nombre de classes prenant en charge certains aspects tels que l’enregistrement
des fédérés, celui des entités et tout ce qui a trait à la gestion des messages. De cette manière, en se
basant sur les mécanismes de programmation orientée objet tels que l’héritage ou le polymorphisme, ce
canevas permet aux développeurs de créer des fédérés et leurs entités sans avoir à utiliser explicitement
les services offerts par HLA.
Ainsi, par exemple, la classe BasicFederate présentée dans la figure 3.3 a, entre autres, pour charge
d’enregistrer le fédéré auprès de la RTI, de réceptionner les mises à jour transmises par la RTI et de les
rediriger vers les objets locaux sur lesquels elles portent. Le fait de transmettre les messages directement
aux objets offre une certaine souplesse d’utilisation par rapport à la manière dont l’interface de program-
mation de HLA propose de les gérer. En effet, dans le cadre d’une fédération, la brique de base est le
fédéré : il en résulte que c’est au fédéré qu’incombe la réception et le traitement des messages provenant
de la RTI. Du point de vue du programmeur, l’annexe C des spécifications de l’interface de program-
mation [5] impose que chaque fédéré prenne la forme d’une classe héritant de la classe RTIAmbassador.
Cette classe virtuelle pure inclut l’ensemble des méthodes que la RTI peut être amenée à invoquer afin
de transmettre des informations au fédéré. Par exemple, parmi les méthodes déclarées dans cette classe,
la méthode ReflectAttributeValues présentée dans la figure 3.2 permet de transmettre les mises à jour
réalisées sur les attributs d’un objet.
Dans le type de simulations visées, l’élément de base étant l’entité, le mécanisme mis en œuvre tend
à simplifier la conception de ces entités. Il permet, en effet, de respecter la notion d’encapsulation en
laissant à l’objet représentant l’entité, la charge de réaliser en interne l’ensemble des opérations liées à
la réception d’un message. Pour cela, chaque classe définissant le fantôme d’une entité se doit d’hériter
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FIGURE 3.4 – Organisation des communications entre fédérés
de la classe virtuelle pure CloneEntity. Cette classe déclare une méthode update par l’intermédiaire de
laquelle le fédéré redirige les messages vers l’entité.
En ce qui concerne la redirection en tant que telle, chaque fédéré entretient une table de correspon-
dances entre les objets locaux et les identifiants attribués par la RTI à chaque objet distribué (fig. 3.4).
Ainsi, étant donné que l’ensemble des messages issus de la RTI indiquent l’identifiant de l’objet auquel
ils se rapportent, la redirection se fait de manière immédiate en passant le message en paramètre de la
méthode update de l’objet concerné. Il en résulte, avec cette manière de procéder, que de nouveaux types
d’entités peuvent être intégrés au fédéré sans toutefois avoir à effectuer de profondes modifications dans
le code de celui-ci.
3.3 Les systèmes de classeurs
Les systèmes de classeurs [67] sont des systèmes adaptatifs destinés à faire émerger un ensemble
de règles « si condition alors action » par le biais d’un processus d’apprentissage non-supervisé. Cette
partie présente le principe de fonctionnement du LCS (Learning Classifier System) proposé par Holland
[68], dont dérivent la plupart des systèmes de classeurs existants, notamment les αCS mis en œuvre dans
le cadre de ces travaux. Le but n’étant toutefois pas de réaliser un état de l’art complet, le lecteur pourra
se référer à [111] afin d’obtenir de plus amples information sur les différentes formes de systèmes de
classeurs existantes.
3.3.1 Architecture
Un système de classeurs, dans son fonctionnement, suit un cycle perception→ décision→ action.
Dans un premier temps, le système perçoit les informations relatives à son environnement par l’inter-
médiaire de ses capteurs. Son unité de décision se charge ensuite de déterminer l’action à réaliser et la
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transmet aux effecteurs. Ces effecteurs ont alors pour tâche d’exécuter cette action susceptible de modi-
fier l’environnement du système.
La majorité des traitements opérés par un système de classeurs est réalisée au sein de son unité
de décision. Cette unité est constituée de différents éléments manipulant un ensemble de règles « si
condition alors action » appelées classeurs. Concrètement, un classeur prend la forme d’une chaîne de
trits dont la valeur peut être 0, 1 ou # (fig. 3.10). Il se divise en deux parties : la première représente la
condition tandis que la seconde indique l’action. La partie condition est une chaîne faisant intervenir les
trois valeurs de trits : 0 ou 1 pour indiquer l’état attendu d’un capteur, # si l’état du capteur importe peu.
La partie action, quant à elle, prend la forme d’une chaîne de bits, de valeur 0 ou 1, indiquant l’action à
réaliser si la partie condition est vérifiée.
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condition action
SI C1 = 0 ET C3 = 1 ET C4 = 1 ALORS A = 10111
FIGURE 3.5 – Exemple de classeur
L’ensemble des classeurs manipulés par l’unité de décision est stocké au sein d’une base de règles
(fig. 3.6). Le rôle d’un système de classeurs, en outre de déterminer une action à réaliser en fonction
des informations perçues par les capteurs, est de faire évoluer cette base de règles par le biais d’un
apprentissage par renforcement. Le but recherché consiste alors à conserver les meilleures règles et à
remplacer les classeurs les moins efficaces par d’autres potentiellement plus intéressants. A cette fin,
chaque classeur se voit attribuer une force indiquant son utilité et son adéquation face au problème
rencontré par le système.
3.3.2 Cycle de fonctionnement d’un système de classeurs
Au cours de la première étape du cycle de fonctionnement d’un système de classeurs, les capteurs
transcrivent les informations qu’ils perçoivent en un message qu’ils placent dans une liste de messages.
A partir de cet instant, le système entame son processus de décision et exécute trois étapes : la sélection
des actions, la répartition des crédits et la découverte de règles.
La sélection des actions
Cette étape a pour objectif de déterminer les règles proposant les actions les plus appropriées à la
situation rencontrée par le système. Ainsi, le système sélectionne d’abord l’ensemble des règles dont la
partie condition correspond 6 au moins à l’une des chaînes présentes dans liste de messages.
6. La correspondance entre un message et la condition d’un classeur a lieu lorsque les deux chaînes sont identiques dans
les positions pour lesquelles le classeur n’a pas la valeur #.
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FIGURE 3.6 – Architecture d’un système de classeurs de type LCS
Les classeurs sélectionnés participent ensuite à une enchère et misent une quantité proportionnelle à
leur force. Les vainqueurs de cette enchère sont déterminés par le biais d’une sélection par roulette pipée
attribuant à chaque classeur une chance de gagner proportionnelle à sa mise. La victoire permet, par la
suite, à un classeur de déposer sa partie action en tant que nouveau message de la liste de messages.
Les messages issus de ce processus peuvent alors déclencher la sélection d’autres classeurs – on parle,
dans ce cas, de cycle d’inférence – ou être transmis aux effecteurs et mener à l’exécution des actions
correspondantes.
La répartition des crédits
Lorsque des classeurs sélectionnés au cours de l’étape de sélection des actions mènent au déclenche-
ment d’une action, le processus de répartition des crédits se charge d’adapter la force de ces règles de
manière à ce qu’elle reflète l’adaptation de ces dernières à la situation rencontrée. Plusieurs approches
de répartition des crédits existent, néanmoins l’algorithme le plus couramment utilisé est celui du bucket
brigade [59] présenté dans cette partie.
Tout d’abord, l’ensemble des classeurs ayant participé aux enchères sont amenés à payer la mise
qu’ils ont placée. Cette mise est alors répartie entre les classeurs ayant permis, au cours du cycle d’in-
férence, à la sélection et l’activation du classeur ayant transmis son action aux effecteurs. Le paiement
de la mise se matérialise par le retrait de la quantité correspondante à la force de la règle concernée. La
redistribution des mises consiste, quant à elle, à accroître la force du classeur en lui donnant une partie
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des mises déposées. De manière générale, la distribution de ces mises est réalisée de telle sorte qu’un
classeur sélectionné en fin de cycle d’inférence sera mieux récompensé qu’une règle sélectionnée en
début de cycle.
Le mécanisme de répartition des crédits prend également en compte les effets de l’action réalisée par
le système et les répercute sur la force du classeur à l’origine de cette action. Pour cela, à chaque fois que
le système agit sur son environnement, il reçoit une rétribution représentant l’adéquation de son action vis
à vis du problème à résoudre. Cette rétribution peut ainsi prendre la forme d’une récompense renforçant
le classeur si l’action réalisée tend à rapprocher le système de ses objectifs. Dans le cas contraire, il peut
s’agir d’une pénalisation menant à un affaiblissement du classeur.
Ce mécanisme a pour effet de renforcer les classeurs les plus utiles et les plus efficaces et d’affaiblir
les moins intéressants. Ainsi, au fur et à mesure de l’évolution du système, les classeurs les plus adaptés
ont tendance à remporter plus d’enchères et à être sélectionnés plus fréquemment. Outre la prise en
compte des mises et des rétributions, le processus de répartition des crédits prévoit également d’affaiblir
les classeurs n’ayant jamais ou ayant été très rarement déclenchés. De cette manière, les classeurs inutiles
ne correspondant pas à des situations rencontrées par l’entité, ont tendance à s’affaiblir et à être remplacés
par des règles potentiellement meilleures.
Le principe mis en œuvre consiste à introduire deux mécanismes de taxation. Le premier impose de
faire payer à chaque classeur ne participant pas aux enchères, une taxe sur la vie telle, que les classeurs
les plus rarement mis à contribution deviennent moins forts. La deuxième forme de taxation, quant à
elle, s’applique à l’ensemble des classeurs ayant participé à l’enchère. Le but recherché est d’affaiblir
les règles les plus faibles et celles trop générales contenant un grand nombre de #, souvent sélectionnées
mais rarement exploitées.
Il en résulte, au cours de la répartition des crédits, que la force d’un classeur évolue de la manière
suivante :
Fi←

(1−Tvie) ·Fi , s’il ne participe pas aux enchères
(1−Tvie−Tenchere) ·Fi , s’il ne remporte pas l’enchère
(1−Tvie−Cenchere) ·Fi+R , s’il remporte l’enchère
avec :
– Tvie = taxe sur la vie,
– Tenchere = taxe sur les enchères,
– Cenchere = coefficient de mise aux enchères,
– F = force du ième classeur,
– R = récompense reçue.
Les étapes de sélection des actions et de répartition des crédits visent donc à permettre au système
d’activer la règle susceptible de lui amener la meilleure rétribution possible. Afin d’atteindre cet objectif,
les mécanismes présentés jusqu’à présent influent sur la force des classeurs de telle sorte que les plus effi-
caces soient plus souvent utilisés, et que les moins bons ou les moins utiles aient moins de chances d’être
sélectionnés. Toutefois, tels qu’ils ont été présentés jusqu’à présent, les systèmes de classeurs ne pré-
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sentent aucune capacité adaptative et n’incluent aucun mécanisme permettant l’émergence de nouvelles
règles : ces aspects sont gérés au niveau de l’étape de découverte de règles.
La découverte de règles
Les capacités adaptatives des systèmes de classeurs sont liées à l’utilisation d’un algorithme géné-
tique destiné à faire évoluer la base de règles. Les algorithmes génétiques [66] introduits en 1975 par
John Holland, appartiennent à la famille des algorithmes évolutionnistes et mettent en œuvre un proces-
sus de sélection naturelle similaire à celui décrit par Charles Darwin au XIXème siècle. Un tel algorithme
a pour objectif de faire évoluer une population de solutions – des classeurs, dans le cadre des systèmes
de classeurs – de manière à en améliorer les individus. Pour cela, chaque individu se voit attribuer une
force (ou fitness) indiquant son adaptation au problème posé. Dans le cadre des systèmes de classeurs, la
fitness d’un individu correspond à sa force telle qu’elle a été décrite dans les parties précédentes.
Le fonctionnement d’un algorithme génétique se base sur l’application d’un certain nombre d’opérateurs
génétiques destinés à faire évoluer la population. La plupart de ces opérateurs, notamment la sélection,
le croisement et la mutation, correspondent à des mécanismes génétiques observés dans la nature.
La sélection a pour but de déterminer les individus les plus enclins à produire de bons résultats.
Différentes techniques de sélection existent : les plus courantes sont la sélection par roulette pipée, la
sélection par rang et la sélection par tournoi (fig. 3.7). Ces différentes formes de sélection, bien qu’elles
diffèrent par la manière dont les individus sont sélectionnés, ont pour même objectif de déterminer une
partie des individus qui demeureront présents lors de la génération suivante.
Ainsi, ce processus présente une certaine analogie avec le mécanisme de sélection naturelle : les
individus les plus adaptés tendent à être sélectionnés plus souvent et à remporter la compétition de la
reproduction. Les moins adaptés, quant à eux, disparaissent avant la reproduction, ce qui a pour effet
d’améliorer l’adaptation de la population.
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FIGURE 3.7 – Différentes formes de sélection
Dans le cadre des systèmes de classeurs, l’opérateur de croisement a pour principe de faire s’échanger
des sous-chaînes entre deux classeurs, afin d’en former de nouveaux. De manière générale, quel que
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soit le domaine d’application de l’algorithme génétique, le croisement est l’opérateur le plus souvent
appliqué : il est en effet assez courant de fixer un taux de croisement de l’ordre de 70%.
En ce qui concerne la mutation, son rôle est de modifier un trit aléatoirement. Le taux d’application
de cet opérateur est généralement compris entre 0,1% et 1%. Le nombre de mutations doit en effet rester
suffisamment faible afin de conserver les mécanismes de sélection et d’évolution et de ne pas transformer
le fonctionnement de l’algorithme génétique en une recherche aléatoire.
A B C D E F
G H I J K L
G H C D E F
A B I J K L
(a) Croisement
A B C D E F
A G C D E F
(b) mutation
FIGURE 3.8 – Les opérateurs de croisement et de mutation
Il faut noter que les différentes formes de classeurs introduisent parfois de nouveaux opérateurs gé-
nétiques destinés à favoriser l’émergence de règles intéressantes. Par exemple, le Zeroth-level Classifier
System [143] propose un opérateur de recouvrement permettant au système, lorsque la base de règles ne
contient aucun classeur correspondant aux messages présents dans la liste, de créer un nouveau classeur
dont la condition correspond au message transmis par les capteurs.
Ainsi, le fonctionnement d’un algorithme génétique suit le cycle présenté en figure 3.9. Au sein d’un
système de classeurs, ce cycle est déclenché avec une certaine probabilité à chaque fois que le système
interagit avec son environnement.
En ce qui concerne l’étape de définition de la population initiale, elle peut être réalisée de différentes
manières. Il est en effet possible au concepteur du système de partir d’un ensemble d’individus qu’il
aura créés à la main et que l’algorithme génétique sera amené à améliorer. Les algorithmes génétiques
permettent également de partir d’une population initialisée aléatoirement, laissant au système le soin de
la faire évoluer jusqu’à l’émergence de solutions satisfaisantes.
3.3.3 Les systèmes de classeurs de type αCS
La simulation présentée dans la partie suivante fait intervenir des entités dont le modèle comporte-
mental utilise des αCS [112], une variante des LCS. Les principales différences entre les LCS et les
αCS sont liées au fait que les αCS ont été conçus dans le but d’être mis en œuvre au sein d’applications
nécessitant des temps de réponse rapide. Il en résulte que les αCS, ne possèdent pas de liste de messages
et n’intègrent pas les mécanismes à l’origine des cycles d’inférence étant donné qu’ils engendrent des
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FIGURE 3.9 – Cycle de fonctionnement d’un algorithme génétique
temps de réponses très variables. Ainsi, à la fin de l’étape de sélection des actions, le classeur ayant
remporté l’enchère va directement transmettre sa partie action aux effecteurs du système.
De plus, les αCS offrent des capacités multi-objectifs destinées, entre autres, à simplifier notablement
la manière dont les objectifs d’une entité doivent être définis. Alors que des systèmes tels que les LCS
nécessitent de regrouper l’ensemble des objectifs au sein d’une seule fonction de rétribution pouvant
rapidement devenir très complexe, les αCS permettent de dissocier la récompense attribuée à une entité
sous la forme de différents sous-objectifs distincts. Comme le présente la partie suivante, la mise en
application des αCS pour la création d’entités autonomes nécessite de définir trois types d’éléments : les
capteurs de l’entité, ses effecteurs et ses différentes fonctions objectif.
Du point de vue de la structure des classeurs qu’ils manipulent, les αCS présentent certaines diffé-
rences avec les LCS. Leur partie condition consiste tout d’abord en une chaîne de bits ne pouvant prendre
que les valeurs 0 ou 1. Ainsi, 1 signifie que la condition doit être vérifiée, tandis que 0 indique que la
condition est fausse ou indéterminée et joue en partie le rôle du #. En ce qui concerne la partie action
de ces classeurs, elle est constituée d’un ensemble de bits dont le nombre est égal au produit du nombre
d’effecteurs par un paramètre α . De cette manière, lorsqu’un classeur remporte une enchère, l’action à
déclencher est déterminée en prenant celle dont le groupement des α bits fournit la valeur binaire la plus
élevée.
3.4 Présentation de la simulation réalisée
Les travaux réalisés ont permis la mise en œuvre d’une simulation distribuée basée sur HLA faisant
intervenir des entités autonomes régies par des systèmes de classeurs. Cette simulation prend la forme
d’un environnement urbain (fig 3.11) dans lequel circulent des véhicules autonomes.
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FIGURE 3.10 – Exemple de classeur d’un αCS avec α égal à 3
FIGURE 3.11 – Capture d’écran de l’environnement urbain utilisé
Ces véhicules ont, entre autres, la possibilité de changer de file et de réguler leur vitesse dans le
but d’éviter les collisions avec d’autres entités et de circuler à une vitesse élevée proche de la vitesse
maximale autorisée. L’objectif est alors d’étudier la manière dont les comportements émergent dans le
cadre d’une simulation distribuée.
Du point de vue de la distribution de l’application, les éléments statiques de l’environnement sont
dupliqués sur l’ensemble des sites impliqués dans la simulation. Les véhicules, quant à eux, consistent
en des objets HLA dont la définition, du point de vue du FED, a été présentée dans la partie 3.2.
En ce qui concerne la structure de la fédération, elle fait intervenir à la fois des fédérés actifs et
des fédérés passifs. Les fédérés actifs, dont font partie les fédérés simulant des véhicules autonomes,
participent à la fédération en recevant et en transmettant des mises à jours aux autres fédérés. Les fédérés
passifs, quant à eux, se limitent à recevoir et à traiter les mises à jour provenant de fédérés actifs. Par
exemple, dans le cadre de la simulation mise en place, la visualisation du monde virtuel se fait par
l’intermédiaire de fédérés passifs.
La manière dont la simulation a été conçue et la modularité apportée par HLA offrent également,
même si cela n’a pas été implanté, la possibilité d’intégrer relativement facilement des avatars par le
biais de fédérés prenant en compte les entrées des utilisateurs et transmettant aux autres fédérés les
informations relatives aux avatars.
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FIGURE 3.12 – Architecture générale de la simulation
Pour ce qui est de la visualisation, la manière dont l’application est structurée présente l’avantage
d’opérer une séparation nette entre les éléments liés à la simulation proprement dite et ceux associés à
l’affichage (fig. 3.12). Elle permet également de désactiver voire de déporter aisément l’affichage sur une
autre machine afin de gérer au mieux la puissance de calcul disponible selon les besoins de la simulation.
Du point de vue de leur fonctionnement, les fédérés simulant des véhicules autonomes suivent le
cycle présenté dans la partie 3.2. Ainsi, la mise en place d’un modèle basé sur la duplication des entités
permet à chaque véhicule d’avoir à sa disposition les informations relatives aux autres entités présentes.
De plus, l’accès aux fantômes se faisant par des accès directs en mémoire, la consultation des informa-
tions les concernant est quasi-immédiate et ne consomme que très peu de ressources. Il en résulte que
chaque entité, dans le cadre du fonctionnement des systèmes de classeurs, peut se permettre d’accéder à
ces informations autant de fois que nécessaire sans que cela ne pénalise les performances de l’application.
Pour ce qui est de la mise en œuvre des systèmes de classeurs, elle passe, dans un premier temps, par
la définition des capteurs de l’entité. Dans le cas de la simulation réalisée, la modélisation de ces capteurs
est relativement simple : chaque véhicule se base uniquement sur une discrétisation de la distance le
séparant du plus proche véhicule situé sur la même voie. Ainsi, une série de capteurs est utilisée afin de
déterminer si le véhicule en face est très proche, proche ou assez éloigné. Un capteur supplémentaire se
base sur la vitesse relative de l’entité par rapport au véhicule la précédant : cette information permet ainsi
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FIGURE 3.13 – Exemple de classeur manipulé
de savoir si les deux entités se rapprochent ou non. Un dernier capteur permet à l’entité de savoir si elle
se trouve sur la voie de gauche ou celle de droite.
En ce qui concerne les effecteurs associés au système de classeurs, ils permettent à une entité d’effec-
tuer différentes actions telle qu’accélérer, ralentir ou changer de voie. De plus, le cycle de fonctionne-
ment des αCS menant à l’exécution d’une action à chaque cycle, il est nécessaire d’intégrer un effecteur
supplémentaire correspondant à l’« action » ne rien faire et continuer à avancer. Ainsi, les classeurs
manipulés par le modèle comportemental des entités sont amenés à prendre en compte 5 conditions et 4
actions.
Techniquement, en raison des spécificités des systèmes de type αCS, les classeurs utilisés ont une
taille de 22 bits (fig. 3.13). Néanmoins, afin de rendre la présentation des règles obtenues plus claire,
la notation utilisée par la suite présente les classeurs à l’aide d’une structure similaire à celle de ceux
manipulés par un LCS.
L’étape suivante, dans la définition du modèle comportemental des entités, consiste à déterminer
la manière dont le système doit être rétribué en fonction de ses actions. Cette définition tire parti des
capacités multi-objectifs des αCS et permet de donner à chaque entité un certain nombre d’objectifs
prenant la forme de fonctions de rétribution. Ainsi, les véhicules participant à la simulation ont trois
buts : éviter les collisions, rouler le plus rapidement possible, se maintenir à droite et éviter de changer
de voie quand cela est inutile. Pour cela, trois fonctions de rétribution ont été définies :
rcollision =
0 , si pas de collisions−100 , sinon (3.1)
rvitesse = vitesse− vitessemin (3.2)
rchg_ f ile =
−5 , si changement de file0 , sinon (3.3)
rdroite =
−5 , si sur la voie de gauche0 , sinon (3.4)
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Concernant l’initialisation de la base de règles de l’αCS, celle-ci est réalisée en attribuant à chaque
entité un ensemble de classeurs générés aléatoirement. L’objectif du système est alors de faire émerger
par lui-même les règles les plus intéressantes. D’un point de vue opératoire, la simulation est exécutée
pendant un certain temps jusqu’à ce que la convergence ait été atteinte pour un certain nombre d’entités.
Cette convergence se matérialise concrètement par l’apparition d’une ou d’un ensemble de règles se
démarquant des autres par leur force et par leur durée de vie. Ces classeurs sont généralement intéressants
et répondent au problème donné car leur force dénote le fait qu’ils ont été rarement impliqués dans des
collisions, que leur vitesse leur a permis d’obtenir une rétribution suffisamment élevée et que leur nombre
de changements de voie est resté raisonnable.
3.5 Résultats et analyses
Malgré sa relative simplicité, le modèle mis en œuvre a permis, au sein d’une même instance de
simulation, l’émergence de différents comportements répondant aux objectifs donnés aux entités. La
figure 3.14 présente, dans le cas d’une simulation faisant intervenir 4 fédérés simulant chacun 3 véhicules,
les classeurs les plus significatifs obtenus par 9 entités. La notation utilisée indique si le véhicule qui
précède est proche (P), très proche (T P), assez éloigné (AE), se rapproche (RA) ou qu’il se trouve sur
la file de droite (D). Elle présente également l’action sélectionnée par l’entité, que ce soit avancer (AV ),
accélérer (AC), freiner (FR) ou changer de voie (CH).
Ces règles ont été obtenues suite à 8000 pas de simulation, l’algorithme génétique mis en œuvre par
les systèmes de classeurs appliquant un taux de mutation de 1% et un taux de croisement de 70%. La
force d’un classeur, quant à elle, est initialisée à 10 et est bornée entre −100 et 400 afin d’éviter que
des règles ne deviennent beaucoup trop fortes ou trop faibles. Le but de cela est, par exemple, d’éviter
qu’un classeur ayant reçu des rétributions positives, devienne si fort que des pénalisations n’ont aucun
effet sur sa capacité à être sélectionné lors de la phase de sélection des actions. La figure 3.15 présente
une description textuelle et synthétique des règles obtenues pour chacun de ces véhicules.
Ces règles montrent qu’à partir d’une même définition, que ce soit en termes de capteurs, d’effecteurs
et de rétribution, le modèle proposé a permis l’émergence de différents types de comportements. Ainsi,
certains véhicules tels que v1, v3 et v7 atteignent leur objectif en conservant leur vitesse ou en accélérant
jusqu’à atteindre leur vitesse maximale. Une des raisons pour lesquelles ces véhicules ont fait émerger
cette unique règle, s’explique en partie par le fait qu’ils se trouvaient isolés dans certaines zones de
l’environnement virtuel. Ces entités n’ont ainsi pas été soumises à des situations susceptibles de les faire
entrer en collision avec d’autres entités. Par conséquent, seule la fonction objectif associée au maintien
d’une vitesse élevée a joué un rôle prépondérant dans le renforcement de la règle obtenue. De même,
le manque de collisions au cours de l’apprentissage a mené à l’absence de règles destinées à éviter la
pénalisation introduite par rcollision.
En ce qui concerne v2, v4, v5, v8 et v9, la stratégie développée prend la forme d’un mécanisme
d’évitement d’obstacles. En conditions « normales », l’entité se déplace à la manière de v1, v3 ou v7 et
accélère jusqu’à atteindre sa vitesse maximale. Dans le cas où elle constate que sa vitesse est supérieure
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Véhicule P AE RA TP D action strength
v1 # 0 # 0 # AV 99.999985
v2
0 0 # 0 # AC 97.334869
# 0 1 0 # CH 45.854927
v3 # 0 # 0 # AC 99.999985
v4
0 0 # 0 # AC 99.990540
# 0 1 0 # CH 81.616341
# 0 # 0 # AC 99.999184
0 0 1 0 1 CH 99.999985
v5
# 0 # 0 # AC 99.999985
0 0 # 0 # AC 99.999985
# 0 1 0 1 CH 80.798553
v6
0 0 # 0 # AC 99.654404
0 # 1 # # FR 45.834044
v7 # 0 # 0 # AC 99.930191
v8
# 0 1 0 # AC 99.891861
# # 1 # # CH 30.834044
0 0 # 0 # AC 93.321449
# 0 # 0 # CH 79.918678
v9
# # 1 # # CH 25.097435
# # # 0 # AC 99.654404
0 0 # 0 # AC 99.587669
FIGURE 3.14 – Classeurs obtenus pour 9 véhicules
Véhicules Condition Action
v1, v7 pas de véhicule à proximité sur la même voie avancer en conservant son rythme
v3 pas de véhicule à proximité sur la même voie accélérer
v2, v4, v5, v8, v9
pas de véhicule à proximité sur la même voie accélérer
véhicule qui précède se rapprochant changer de voie
v6
pas de véhicule à proximité sur la même voie accélérer
véhicule qui précède se rapprochant ralentir
FIGURE 3.15 – Description textuelle des classeurs obtenus
à celle du véhicule la précédant, elle change de voie de manière à opérer un dépassement. En effet, pour
chacun de ces véhicules, il existe au moins une règle dont le bit associé au capteur AP est à 1 et dont
l’action est CH.
Toutefois, ces règles peuvent différer au niveau des autres bits : ceci permet à l’entité d’effectuer
son dépassement plus ou moins tardivement. Ainsi, par exemple, v9 propose une règle générale pour
laquelle seul le rapprochement va le pousser à changer de voie. v2, v4, v5 et v8, quant à eux, effectuent
un changement de voie soit lorsque l’entité qui précède est encore loin devant, soit lorsque celle-ci est
proche. Les variations existant d’un véhicule à un autre sont essentiellement liées au caractère à la fois
aléatoire et adaptatif des systèmes de classeurs et au fait que les règles évoluent en fonction des situations
rencontrées par l’entité au cours de son existence.
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Pour ce qui est de v6, il s’agit de la seule entité ayant mené à l’émergence d’un comportement de
« suiveur » : les deux règles les plus fortes poussent le véhicule à adapter sa vitesse à celle de celui situé
devant lui. En effet, une des règles fait ralentir v6 s’il roule plus vite que le véhicule le précédant, l’autre
le fait accélérer dans les autres cas de figure.
Le modèle mis en œuvre a donc permis au système de faire se développer une série de comporte-
ments différents à partir d’une définition commune à l’ensemble des entités. En effet, ces entités, bien
qu’ayant les mêmes capteurs, effecteurs et objectifs, ont été capables de s’adapter à leur environnement
en fonction des situations qu’elles ont rencontrées au cours de la simulation. Ainsi, l’utilisation de sys-
tèmes évolutionnaires tels que des systèmes de classeurs, présente un certain intérêt face à des approches
plus traditionnelles, telles que celles à base d’automates à états finis.
Ces techniques tendent à imposer aux concepteurs la prise en compte exhaustive de l’ensemble des
cas de figure pouvant se présenter et nécessitent de déterminer pour chacun d’entre eux l’action la plus
adéquate. Ceci représente généralement une tâche fastidieuse souvent sujette à des erreurs ou des oublis
assez difficiles à dépister [45]. De plus, les modèles comportementaux qui en découlent tendent à être
statiques et peu réutilisables en tant que tels au sein d’autres simulations. Outre ces problèmes de réuti-
lisabilité, ce type d’approches pose certaines difficultés au niveau de la maintenance : l’intégration de
nouveaux types d’entités ou de nouveaux capteurs peut nécessiter la refonte d’une partie des éléments
existants.
Vis à vis de ces problématiques, l’utilisation de systèmes de classeurs permet tout d’abord de mo-
déliser le comportement d’une entité en définissant ses objectifs (le « quoi ») au lieu de déterminer la
manière dont elle doit les atteindre (le « comment »). Cette manière de procéder a pour effet de simplifier
la conception du système en réduisant assez sensiblement le nombre d’éléments à manipuler lors des
phases d’implantation et de débogage. De plus, les systèmes évolutionnaires tendent à être plus effica-
cement réutilisables en raison de leur capacité à faire émerger des règles adaptées à leur nouveau cadre
de fonctionnement. Il est ainsi possible de conserver les éléments existants tels quels, et d’intégrer au
système les capteurs, effecteurs et objectifs prenant les nouveaux paramètres en compte.
L’utilisation des systèmes de classeurs dans le cadre d’environnements virtuels complexes présente
toutefois certaines limitations. Tout d’abord, en ce qui concerne la durée d’émergence des règles intéres-
santes et la durée de convergence, elles peuvent varier assez sensiblement d’une instance de simulation
à une autre. Ces variations sont le plus souvent dues au caractère aléatoire du mécanisme d’apprentis-
sage et aux variations dans les conditions auxquelles les entités sont soumises. Ces problèmes tendent
à être accentués dans le cas d’entités complexes faisant intervenir un grand nombre de capteurs et d’ef-
fecteurs. En effet, l’augmentation de la taille des classeurs a pour conséquence d’accroître de manière
exponentielle l’espace des solutions à explorer, et par conséquent, le temps de convergence.
Ces types de problèmes peuvent être rédhibitoires si la totalité de l’apprentissage est réalisée sur
un système en production. Il est toutefois possible d’affiner la base de règles au préalable par le biais
d’une étape de préapprentissage. Le but visé est d’initialiser le système à partir de règles relativement
bonnes, et de lui laisser la charge de les améliorer et de les adapter aux spécificités de l’environnement
virtuel auquel il est confronté. Ce préapprentissage peut être réalisé de différentes manières en laissant,
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par exemple, le système évoluer dans un environnement de test ou en définissant un certain nombre de
règles manuellement.
En plus de peupler les environnements virtuels d’entités aux comportements variés, l’intégration de
systèmes de classeurs au sein de simulations distribuées offre la possibilité de consacrer une plus grande
puissance de calcul aux mécanismes d’apprentissage. Cela permet à la fois d’augmenter la taille des
règles en intégrant un plus grand nombre de capteurs ou d’effecteurs et d’accroître la taille de la base
de règles manipulée par l’algorithme génétique. Il devient ainsi possible d’augmenter les capacités du
système à explorer l’espace des solutions et à faire émerger des comportements variés, notamment dans
le cadre d’environnements mettant en œuvre des entités complexes.
Inversement, le surcroît de puissance apporté par la distribution d’un environnement virtuel auto-
rise l’augmentation du nombre d’entités autonomes simulées. Il devient, par conséquent, plus aisé de
multiplier les interactions entre entités et les situations susceptibles de favoriser l’apprentissage. En ef-
fet, comme le montrent les règles obtenues pour les véhicules isolés, l’absence d’interactions mène à
l’émergence d’un faible nombre de règles. Les véhicules situés dans des zones denses ont, quant à eux,
permis l’émergence de comportements plus complexes résultant de leurs collisions avec d’autres entités.
La mise en place d’un environnement virtuel distribué impliquant des entités évolutives nécessite donc
de trouver un compromis entre la taille des classeurs, celle de la base de règles et le nombre d’entités
simulées.
En ce qui concerne les problématiques liées à la latence, à la gigue et à la perte de messages, leurs
effets étaient assez limités dans le cadre des simulations réalisées étant donné que celles-ci étaient exécu-
tées sur une grappe de six machines formant un réseau local. Néanmoins, l’étude des mécanismes mis en
œuvre a permis certaines remarques à ce sujet. Tout d’abord, une grande partie de l’apprentissage étant
réalisée au cours des interactions entre entités, la manière dont ces informations sont relayées joue un
rôle essentiel dans le fonctionnement de la simulation, y compris si celle-ci n’implique aucun utilisateur
humain. En effet, le fait que l’accès aux informations se fasse directement par l’intermédiaire d’appels
de méthodes au sein d’un même fédéré ou nécessite l’attente des mises à jour transmises par le réseau,
peut avoir des conséquences sur la manière dont l’apprentissage se déroule et sur la nature des règles qui
en découlent.
Dans le premier cas, les informations manipulées par les entités en interaction sont constamment
à jour et immédiatement accessibles. En ce qui concerne les données portant sur des entités simulées
par d’autres fédérés, les délais introduits par leur mode de transmission peuvent introduire un certain
degré d’incertitude quant à leur exactitude. Il peut alors en résulter l’apparition d’incohérences capables
d’influer sur la convergence du système et sur la qualité des règles obtenues.
La figure 3.16 présente un exemple de situation dans laquelle de tels phénomènes peuvent influer
sur les comportements émergents. L’exemple présenté est celui du véhicule v6 ayant permis l’émergence
d’un comportement de suiveur et dont les règles les plus fortes sont :
Véhicule P AP RA TP D Action Force
v6
0 0 # 0 # AC 99.654404
0 # 1 # # FR 45.834044
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En conditions normales, cette entité est censée suivre le véhicule se trouvant devant elle en adaptant
sa vitesse à celle de v j, son prédécesseur. Cependant, la latence, la gigue ou la perte de messages peuvent
avoir pour effet d’empêcher v6 de recevoir l’ensemble des informations dont il a besoin, à temps. Ainsi,
en cas de perte de messages, il est possible qu’une modification de trajectoire de la part de v j ne soit pas
notifiée à v6 et entraîne une collision au moment de la réception du message suivant. La conséquence
à cela est que la règle poussant l’entité à adapter sa vitesse, devient suffisamment faible pour ne pas
survivre au brassage génétique suivant, ce qui a de grandes chances de provoquer à la fois sa disparition
et celle d’un élément intéressant du modèle comportemental de cette entité. Or, si v6 avait constamment
eu les informations de position et de vitesse à jour, sa seconde règle aurait pu se renforcer et réduire ses
chances d’être éliminée.
Position
Temps
v j
v6
(a) Déroulement en conditions normales
Position
Temps
Collision
Perte de message
(Dead Reck.)
Message
suivant
(b) Déroulement en cas de perte de messages
Force
Temps
(c) Evolution de la force en conditions normales
Force
Temps
(d) Evolution de la force en cas de perte de message
FIGURE 3.16 – Exemple d’effet de la perte de messages sur l’apprentissage
Cela montre que les problèmes liés à la cohérence (cf. partie 2.2.2) peuvent, en plus d’indisposer les
utilisateurs, avoir des conséquences sur le fonctionnement des entités autonomes. De plus, contrairement
à des utilisateurs humains dont les temps de réactions permettent de s’accommoder de latences de l’ordre
de 100ms, des entités réactives telles que les véhicules mis en œuvre dans cette simulation réagissent de
manière quasi-immédiate. Il est donc nécessaire, afin que l’apprentissage se déroule dans les meilleures
conditions possibles, de répartir les entités entre fédérés de manière à ce que celles en interactions ne
soient pas soumises aux phénomènes à l’origine de telles incohérences.
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4.1 Introduction
Le mode opératoire le plus couramment utilisé dans le cadre des environnements virtuels distribués
consiste à attribuer à chaque processus impliqué dans l’application la gestion d’un certain nombre d’en-
tités, et ce, de leur création jusqu’à leur destruction. Par conséquent, quelles que soient sa nature et les
spécificités de ses interactions vis à vis d’autres éléments présents dans l’environnement, une entité est
destinée à n’être simulée que par un seul et même processus. Cette manière de procéder présente cer-
tains inconvénients, notamment lorsque les ressources disponibles ou celles consommées sont amenées
à évoluer fortement au cours de la simulation. Il peut, en particulier, en résulter une dégradation des
performances du système et l’apparition de goulets d’étranglement empêchant l’exploitation efficace de
l’ensemble des ressources disponibles.
Ainsi, de manière générale, la répartition des éléments dynamiques constituant le monde virtuel tend
à être statique et à ne pas prendre en compte les divers changements pouvant apparaître en cours d’exé-
cution. Il est par exemple possible, dans le cas d’une application faisant intervenir des entités mobiles,
que certaines d’entre elles soient amenées à interagir avec des groupes d’entités différents tout au long de
la simulation. Cela peut avoir pour conséquence d’introduire des communications entre entités simulées
par des hôtes différents et accroître les effets des limitations en bande passante, de la latence et de la
gigue.
Les contributions présentées dans cette partie portent sur la mise en œuvre d’une approche par zones
de gestion entrant dans le cadre des techniques de partitionnement de l’environnement et de répartition
des entités présentées en 2.7. Ainsi, le but de cette approche est de faire migrer les entités de manière à
favoriser les communications au sein d’un même hôte et veiller à ce que les entités en interaction soient
gérées au sein d’un même processus.
4.2 L’approche par zones de gestion
L’approche proposée consiste, dans le cadre de fédérations HLA, à faire simuler par un même fédéré
un maximum d’entités susceptibles d’interagir. L’objectif recherché est alors de favoriser les communi-
cations intraprocessus s’effectuant au sein d’un même hôte et de tirer parti de la large bande passante
et des latences infimes offertes par ce type d’échanges. Ainsi, en permettant aux entités d’accéder aux
informations les plus intéressantes par le biais d’accès rapides en mémoire, cette manière de procéder
vise à réduire les problématiques liées à l’utilisation du réseau. Elle a en effet pour but de leur fournir,
pour les éléments potentiellement intéressants, des informations constamment à jour et de permettre au
système de s’affranchir de techniques introduisant des approximations pouvant altérer le déroulement de
la simulation. De plus, la manière dont les zones de gestion sont définies essaie de rendre cette approche
compatible avec les techniques de filtrage par gestion de l’intérêt – et notamment le DDM de HLA (cf.
partie 2.5) – afin de diminuer le nombre de messages transitant par le réseau en réduisant une grande
partie d’entre eux à des échanges au sein d’une même machine.
La mise en œuvre de cette approche se base sur la migration d’entités d’un fédéré à un autre au fur et
à mesure de leur évolution dans le monde virtuel. La nécessité de ces migrations s’explique par le côté
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dynamique de l’environnement et par le fait que les entités peuvent être amenées à interagir avec des
groupes d’entités différents tout au long de la simulation. Le but de la migration est alors de permettre le
transfert d’une entité d’un fédéré à un autre afin de regrouper les entités les plus à même de communiquer
au sein d’un même fédéré. De plus, comme présenté dans la partie précédente, le mécanisme de migration
peut être également mis à contribution dans le cadre de travaux portant sur l’équilibrage et le partage de
la charge.
Outre la migration d’entités, les travaux réalisés mettent en place des zones de gestion consistant en
des régions dont la gestion est attribuée à un fédéré. Ce processus est alors amené à gérer l’ensemble
des entités présentes dans les zones de gestion dont il a la charge. Alors que la plupart des travaux
existants se basent sur un partitionnement spatial de l’environnement virtuel en cellules, les zones de
gestion sont définies dans le cadre d’un espace multidimensionnel dont les dimensions peuvent différer
de celle utilisées pour représenter le monde virtuel. Le but recherché est alors de prendre en compte des
grandeurs exprimant le mieux les relations existant entre différentes entités, qu’elles soient liées ou non
à leur position dans l’environnement.
Ainsi par exemple, si la simulation fait intervenir des entités ne pouvant émettre et écouter que
certaines fréquences radio, il peut être judicieux d’introduire une dimension représentant le domaine
des fréquences radio. Il est alors possible, en définissant des zones de gestion faisant intervenir cette
dimension, de pousser le système à regrouper celles émettant et recevant des messages sur la même
bande de fréquences, et ce indépendamment de la position des entités. En effet, dans ce cas de figure,
la majeure partie des interactions selon le médium concerné, font intervenir des entités proches les unes
des autres vis à vis de l’espace des fréquences.
Un des aspects des travaux réalisés porte sur la définition du processus de migration dans le cadre
de simulations distribuées utilisant HLA et les différents services qu’elle propose. La manière dont les
zones de gestion ont été mises en place et son présentées par la suite, s’intègre dans le cadre de fédérés
suivant un fonctionnement similaire à celui présenté dans la partie 3.2.
En ce qui concerne l’utilisation de HLA, les opérations qu’elle propose, bien que génériques, sont
d’un niveau suffisamment élevé pour simplifier la définition des mécanismes proposés. Ainsi par exemple,
comme cela est présenté par la suite, les services d’Ownership Management jouent un rôle important dans
le processus de migration employé par les zones de gestion et prennent en charge une partie des éléments
nécessaires à leur implantation. Néanmoins, la manière dont ces différents services sont définis et doivent
être utilisés tend parfois à imposer certaines contraintes aux concepteurs devant respecter les règles fixées
par le standard. Toutefois, les travaux réalisés visent également à présenter le fonctionnement des zones
de gestion en se basant uniquement sur ces services afin de fournir une description « universelle » permet-
tant leur développement sur différentes implantations de HLA et différents langages de programmation,
ce qui représente une certaine forme de réutilisabilité.
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4.3 La migration d’entités
La mise en œuvre des zones de gestion reposant essentiellement sur la migration d’entités d’un fédéré
à un autre, cette partie propose un mécanisme permettant le transfert d’entités par le biais des services de
la RTI. Pour cela, ce mécanisme se base essentiellement sur les services d’Ownership Management dont
l’un des rôles est de gérer et de permettre le transfert de l’appartenance d’objets HLA entre fédérés. En
effet, du point de vue de la RTI, la migration d’une entité prend la forme d’un transfert de la propriété de
l’objet HLA la représentant d’un fédéré à un autre.
Ces services prennent également en charge les différents éléments nécessaires au maintien de la
cohérence de la simulation en assurant qu’un objet n’est, à un instant donné, possédé que par un unique
fédéré. Néanmoins, bien que l’Ownership Management offre une large variété de services, la migration
ne fait intervenir qu’une partie d’entre eux. Ainsi, HLA propose différent modes d’acquisition et de
libération des attributs des objets : la libération inconditionnelle, la libération négociée, l’acquisition
intrusive et l’acquisition non intrusive.
Dans le cas de la libération inconditionnelle, le fédéré abandonne les attributs immédiatement et les
laisse sans propriétaire jusqu’à ce qu’un autre fédéré décide de les acquérir. La libération négociée, quant
à elle, consiste à ne libérer les attributs que si un fédéré se porte candidat à leur acquisition. Pour ce qui
est de l’acquisition intrusive, son principe consiste, pour un fédéré souhaitant acquérir certains attributs
d’un objet, à émettre une requête demandant au propriétaire de lui céder ces attributs. En ce qui concerne
l’acquisition non intrusive, elle a lieu lorsqu’un fédéré indique qu’il est prêt à prendre les attributs à sa
charge s’ils sont disponibles.
La migration d’entités proposée fait essentiellement intervenir une combinaison entre une libération
négociée des objets et leur acquisition non intrusive. L’objectif recherché consiste ainsi à laisser au
propriétaire de l’objet, la charge d’initier le mécanisme de migration et à s’assurer que celui-ci soit à
tout moment géré par un fédéré et ne se retrouve pas « à l’abandon ». Il en résulte que le processus de
migration suit le cycle présenté dans la figure 4.1.
L’utilisation de la libération négociée des attributs d’un objet entraîne la propagation par la RTI de
la requête à l’ensemble des fédérés présents. Le ou les fédérés susceptibles d’être intéressés par tout
ou partie de ces attributs émet une réponse incluant la liste des attributs qu’il souhaite acquérir. Dans
le cadre de la migration mise en place, l’approche développée consiste à n’effectuer que des transferts
portant sur l’ensemble des attributs de l’objet représentant l’entité. En effet, les entités constituant la
brique de base des simulations réalisées, elles sont considérées comme indivisibles. Pour cette raison,
la confirmation de l’abandon des attributs d’un objet n’est effectuée que si le fédéré reçoit une requête
d’acquisition portant sur l’ensemble des attributs et incluant les octets utilisateur 7 indiquant qu’il s’agit
d’une demande de migration. De cette manière, le système mis en place peut cohabiter avec d’autres
mécanismes susceptibles de mettre en œuvre les services d’Ownership Management.
Pour un objet donné, l’ensemble des attributs mobilisés lors de la migration, incluent l’attribut Pri-
vilegeToDelete commun à l’ensemble des objets HLA. Cet attribut a pour rôle d’autoriser à son fédéré
7. Les octets utilisateur sont définis par HLA dans le but de permettre aux utilisateurs d’associer certaines informations aux
requêtes réalisées par le biais des services de la RTI.
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FIGURE 4.1 – Utilisation de l’Ownership Management pour la migration d’entités
propriétaire de détruire l’objet correspondant. Son inclusion dans l’ensemble des requêtes de migration a
pour but de donner le droit à son nouveau propriétaire de réaliser l’ensemble des opérations qu’il souhaite
sur cet objet, y compris le détruire.
Du point de vue du fonctionnement des services d’Ownership Management, il est nécessaire d’obser-
ver qu’un certain délai peut exister entre le moment où le fédéré d’origine émet un ConfirmDivestiture
et celui où le fédéré destinataire reçoit et traite l’AttributeOwnershipAcquisitionNotification correspon-
dante. Il en résulte que durant ce laps de temps, la simulation de l’entité est interrompue : aucun fédéré
ne possède l’objet HLA auquel elle correspond et ne peut ni émettre des mises à jour ni effectuer des
opérations à son sujet.
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Outre les éléments directement liés à l’utilisation de HLA, la migration d’entités nécessite certains
traitements supplémentaires de la part des fédérés impliqués dans ce processus. En effet, les applications
auxquelles elle se destine font intervenir le paradigme joueurs et fantômes présenté dans la partie 2.3.2.
Ainsi, lorsque qu’une entité est transférée d’un fédéré à un autre, il est nécessaire d’opérer deux conver-
sions : l’une consistant, au niveau du fédéré d’origine, à transformer la copie représentant l’entité en un
fantôme et l’autre destinée à muter le fantôme en un objet simulant l’entité.
Chacune de ces transformations est réalisée en commutant le modèle de simulation de la copie de
départ avec celui devant être exécuté après la migration, et en transmettant l’ensemble des paramètres
nécessaires au bon fonctionnement du nouveau modèle et au maintien de la simulation dans un état
cohérent. Pour cela, l’approche mise en œuvre consiste à disposer, au niveau de chaque hôte, le code
permettant d’exécuter le modèle du fantôme et celui du joueur pour chacune des classes d’entités qu’il
est susceptible d’avoir à gérer. De cette manière, la commutation est réalisée de manière relativement
simple en effectuant un branchement vers le code correspondant à la nature de la copie simulée.
Il est toutefois envisageable de développer des mécanismes permettant le transfert du code associé
aux différentes types de copies et offrant une certaine souplesse dans le déploiement de l’application. Il
serait par exemple possible, de transférer les modèles de simulation en même temps que l’entité à laquelle
ils sont associés, et ce, par le biais de protocoles d’échanges de fichiers de type FTP (File Transfer
Protocol). Néanmoins, les délais induits par de tels transferts peuvent ajouter une latence supplémentaire
ayant pour inconvénient de prolonger la durée de la migration.
Pour ce qui est de la mise à jour des différents modèles à l’issue de la migration, elle se fait de manière
différente selon qu’il s’agisse du fédéré d’où provient l’entité ou de celui vers lequel elle est transférée.
En effet, dans le cas du fédéré d’origine, le modèle simulé possède la totalité des informations relatives à
l’entité : il est par conséquent possible de définir les paramètres nécessaires à la création d’un clone sans
qu’aucune mise à jour n’ait à être transmise. Le mécanisme proposé prévoit toutefois la transmission
d’un message de mise à jour destiné à transmettre aux fédérés ne participant pas à ce processus, les
informations les plus à jour pour la durée de la migration.
En ce qui concerne le fédéré vers lequel est migrée l’entité, il lui est nécessaire d’avoir en sa posses-
sion la totalité des informations – à jour – relatives à l’objet qu’il va être amené à simuler. Dans le cadre
de l’approche mise en place, ces informations lui sont transmises sous la forme d’éléments encodés en
octets utilisateur adjoints à la requête ConfirmDivestiture. De cette manière, le fédéré destinataire est
capable de recréer une copie de l’entité concernée dès la réception de la confirmation du transfert de pro-
priété. Ainsi, l’encapsulation de ces données dans le message présente l’avantage d’éviter que ce fédéré
ait à attendre la réception d’une forme de mise à jour incluant l’ensemble de ces paramètres.
La manière dont sont construits les octets utilisateur est, quant à elle, laissée à la charge des déve-
loppeurs d’entités. Ils peuvent ainsi, par exemple, décider d’opter pour des mécanismes de sérialisation
proposés par le langage utilisé ou par certaines bibliothèques. Ils ont également la possibilité de définir
leur propre encodage à partir duquel ils seront capables de reconstituer l’entité.
Du point de vue de leur implantation, les entités migrantes ont été mises en place dans le langage
Java. La définition de ces entités est réalisée via deux classes BasicOwnedMigratingEntity et BasicNonOw-
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nedMigratingEntity (fig. 4.2a) dont doivent respectivement dériver les modèles représentant un joueur et
ceux simulant un fantôme. Ces deux classes intègrent l’ensemble des méthodes nécessaires au processus
de migration et limitent leurs classes filles à la définition des modèles de simulation correspondants.
L’interface de programmation associée à la définition des entités laisse toutefois la possibilité aux
développeurs de créer des entités non migrantes par le biais de l’interface BasicEntity commune à l’en-
semble des entités présentes dans l’environnement virtuel. Ainsi, par exemple, la création d’entités non
migrantes présente un intérêt certain lorsqu’il s’agit de créer des avatars dont la gestion doit être réservée
à un même fédéré tout au long de la simulation.
En ce qui concerne les opérations de migration en tant que telles, elles sont toutes réalisées au sein
de fédérés héritant de la classe BasicMigrationFederate dérivant elle-même de la classe BasicFederate
présentée dans la partie 3.2 (fig. 4.2b). En effet, l’ensemble des invocations aux services de la RTI, et
notamment celles ayant trait à l’Ownership Management, sont réalisées au sein de la classe BasicMigra-
tionFederate. De manière similaire, en raison de l’implantation de l’interface RTI_RTIambassador, cette
classe a également pour charge de recevoir, de traiter l’ensemble des messages provenant de la RTI et de
les répercuter vers les entités concernées.
4.4 Zones de gestion
4.4.1 Présentation
Bien que la migration telle qu’elle a été présentée jusqu’à présent permette de transférer individuel-
lement des entités d’un fédéré à un autre, elle n’est utilisée ici que dans le cadre du fonctionnement des
zones de gestion. Ces zones sont destinées à définir la manière dont les entités doivent être réparties entre
les différents fédérés participant à la fédération. Ainsi, le processus de migration permet de déplacer les
entités de manière à ce qu’elles soient constamment simulées par le fédéré possédant la zone de gestion
à laquelle elles appartiennent. Le but est alors de former des regroupements permettant, selon les spéci-
ficités de la simulation, de favoriser les communications intraprocessus par rapport à celles passant par
le réseau. Par exemple, dans le cas d’un partitionnement spatial de l’environnement virtuel, une zone
de gestion peut représenter une région de l’environnement et correspondre à l’ensemble des entités se
trouvant dans cette région.
En ce qui concerne leur structure, les zones de gestion empruntent certaines notions aux espaces
de routage définis dans le cadre des services DDM de HLA. Leur définition fait intervenir un espace
dont le nombre de dimensions peut être adapté aux caractéristiques de la simulation réalisée. Cet espace
peut, par exemple, correspondre à l’espace bi ou tridimensionnel constituant l’environnement virtuel et
être à la base d’un partitionnement spatial de l’environnement virtuel. Ce mode de définition permet
également, si l’application le nécessite, d’introduire des dimensions supplémentaires, ou d’utiliser un
espace complètement distinct de celui constituant l’environnement.
D’un point de vue géométrique, une zone de gestion correspond à un parallélépipède et consiste
en un ensemble d’intervalles fermés définis sur certaines des dimensions constituant l’espace (fig. 4.3).
Toutefois, aucun système de coordonnées n’étant imposé, il est possible de créer des zones de gestion
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(b) Classes de fédérés
FIGURE 4.2 – Classes intervenant dans la migration d’entités
ayant des formes diverses et variées en adoptant, par exemple, des coordonnées polaires et en accordant
l’ensemble des fédérés sur le système utilisé.
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FIGURE 4.3 – Exemples de définitions de zones de gestion
De plus, les zones de gestion sont conçues de telle manière qu’une entité est au plus associée à l’une
d’entre elles : par conséquent, l’assurance de l’absence de recouvrements entre zones est nécessaire.
Dans cette optique, un mécanisme a été mis en place afin de vérifier, pour chaque zone créée, qu’il
existe au moins une dimension suivant laquelle aucune intersection n’existe entre cette zone et celles
déjà existantes (fig. 4.4). Comme le présente la partie suivante, afin de rendre de tels contrôles possibles
dans le cadre de fédérations au sein desquelles différents fédérés peuvent créer et manipuler des zones
de gestion, ces zones sont associées à des objets partagés encapsulant les informations relatives à leurs
bordures.
Du point de vue de leur définition, les zones de gestion n’imposent pas la définition d’intervalles
pour toutes les dimensions de l’espace. Lorsque de tels intervalles ne sont pas spécifiés, la zone porte im-
plicitement sur l’étendue des dimensions concernées, c’est à dire l’intervalle ]−∞,+∞[. Les concepteurs
d’environnements peuvent ainsi focaliser leurs efforts exclusivement sur les dimensions leur important
le plus en fonction du type des entités prises en compte, ou des caractéristiques de certains éléments de
la simulation.
Le mode de définition des zones de gestion présente certaines similitudes avec les espaces de routage
définis par HLA dans le cadre des services DDM, ce qui tend à rendre les mécanismes associés à ces deux
structures compatibles entre eux. Alors que les zones de gestion sont destinées à regrouper des entités
au sein d’un même fédéré, les espaces du DDM sont mis en œuvre dans des calculs d’intersections
permettant de déterminer si des informations sont censées intéresser un fédéré et lui être transmises.
Par conséquent, une des extensions envisageables aux zones de gestion consiste à les combiner aux
techniques de filtrage par gestion de l’intérêt apportées par le DDM.
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FIGURE 4.4 – Approche pour l’évitement de recouvrements entre zones de gestion
4.4.2 Mise en œuvre des zones de gestion
En pratique, la mise en œuvre des zones de gestion consiste, dans un premier temps, à définir les
objets partagés permettant aux fédérés d’avoir connaissance des zones existantes. Cela s’avère indispen-
sable lorsqu’il s’agit de veiller à l’absence de recouvrements ou d’opérer la migration de zones d’un
fédéré à un autre. Il en résulte, comme c’est le cas pour l’ensemble des objets partagés, la nécessité de
spécifier les classes d’objets associées aux zones de gestion et leurs attributs au sein des fichiers de SOM
et de FOM (cf. 1.5.4).
Dans le cas de CERTI utilisé au cours des travaux présentés dans la partie 3.2, ces éléments étaient
décrits sous la forme de fichiers FED ayant une syntaxe semblable à celle du langage Lisp. Pour ce qui
est de pRTI, en respectant le standard IEEE 1516, cette implantation de RTI nécessite de passer par le
biais de FOM et de SOM définis sous la forme de fichiers XML respectant le format spécifié par l’OMT
(fig. 4.5).
Les zones de gestion, telles qu’elles sont représentées et manipulées dans le cadre de la fédération,
encapsulent deux coordonnées : l’une représentant la borne inférieure de la zone sur l’ensemble des
dimensions, l’autre indiquant ses bornes supérieures. Pour ce qui est des dimensions pour lesquelles des
bornes ne sont pas spécifiées, les éléments du système destinés à la création des zones de gestion se
chargent automatiquement de leur associer l’intervalle ]−∞,+∞[.
Les paramètres présents dans le FOM indiquent également que les mises à jour relatives à ces coor-
données doivent être transmises de manière fiable, avec un mode de transport de type HLAreliable. Un
tel choix s’explique par le fait que les opérations portant sur les zones de gestion peuvent jouer un rôle
crucial sur la manière dont les entités sont réparties, ce qui fait que la perte de messages peut avoir un
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<arrayDataTypes>
<arrayData
name="Position"
dataType="HLAFloat32BE"
encoding="HLAvariableArray"
semantics="Position in the space of areas of management"
/>
</arrayDataTypes>
<objectClass name="Region" sharing="PublishSubscribe" semantics="Management Area">
<attribute
name="lowerBound"
dataType="Position"
updateType="NA"
updateCondition="NA"
ownership="DivestAcquire"
sharing="PublishSubscribe"
dimensions="NA"
transportation="HLAreliable"
order="Receive"
semantics="Area's lower bound"
/>
<attribute
name="upperBound"
dataType="Position"
updateType="NA"
updateCondition="NA"
ownership="DivestAcquire"
sharing="PublishSubscribe"
dimensions="NA"
transportation="HLAreliable"
order="Receive"
semantics="Area's upper bound"
/>
</objectClass>
FIGURE 4.5 – Définition des zones de gestion dans l’OMT
impact majeur sur le fonctionnement global de la simulation. En plus de cela, en prévision de leur migra-
tion, les différents attributs des zones de gestion se voient associer une possession de type DivestAcquire
permettant le transfert de ces attributs d’un fédéré à un autre à l’aide des services d’Ownership Manage-
ment.
En ce qui concerne la définition des zones au sein des fédérés, elle prend également en compte le
fait qu’il s’agit d’éléments destinés à être migrés. Elles prennent ainsi la forme d’entités migrantes par-
ticulières et héritent des classes BasicOwnedMigratingEntity et BasicNonOwnedMigratingEntity présentées
précédemment selon qu’il s’agit de zones gérées par le fédéré ou par un autre fédéré. Par la suite, les
éléments spécifiques à leur fonctionnement sont définis en spécialisant certaines des méthodes de ces
classes.
Dans le cadre de la création et de la manipulation des zones de gestion, des gestionnaires de zones
sont intégrés au sein de chaque fédéré utilisant et faisant migrer de telles zones, et prennent en charge les
différentes opérations relatives à leur fonctionnement. Parmi leurs différentes tâches, ces gestionnaires
doivent, entre autres, maintenir la liste et les propriétés de la totalité des zones de gestion impliquées
dans l’environnement virtuel et empêcher l’apparition de tout recouvrement.
Lors de son instanciation, un gestionnaire se charge, pour le fédéré auquel il est rattaché, de notifier
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à la RTI la souscription de ce fédéré aux classes et attributs portant sur les zones de gestion. Il est
ensuite le seul élément au sein du fédéré à pouvoir créer, initialiser et référencer des zones de gestion
auprès de la RTI et des autres fédérés. Les gestionnaires de zones sont également impliqués lors de toute
modification sur les bornes d’une ou plusieurs zones de gestion, en contrôlant si des recouvrements ne
sont pas introduits et en transmettant ces changements sous la forme de messages de mise à jour portant
sur les attributs concernés.
Outre leur gestion en tant qu’objets partagés, la mise en œuvre des zones de gestion doit également
prendre en compte le transfert des entités se trouvant dans chacune d’entre elles. Il est en effet nécessaire
de déterminer l’ensemble des entités présentes dans une zone de gestion donnée et de s’assurer que
ces entités sont simulées par le fédéré possédant la zone concernée. Cela impose donc, au préalable,
d’associer une position dans l’espace de définition des zones de gestion à chaque entité participant au
fonctionnement de ces zones.
L’approche proposée à cette fin, consiste à introduire une classe PositionableMigratingEntity spé-
cialisant les classes d’entités migrantes en y intégrant ces informations de positionnement. Afin que
l’ensemble des fédérés puissent avoir accès à ces informations et réaliser les migrations adéquates, ces
positions sont définies comme des attributs partagés intégrés aux objets HLA représentant les entités.
Concrètement, le principe mis en œuvre consiste à créer au sein du FOM une classe d’objets Positio-
nableMigratingEntity dont doivent hériter les différentes classes associées à des entités migrant dans le
contexte des zones de gestion (fig. 4.6).
<objectClass
name="PositionableMigratingEntity"
sharing="PublishSubscribe"
semantics="Positionable Entity base class">
<attribute
name="migration_position"
dataType="Position"
updateType="NA"
updateCondition="NA"
ownership="DivestAcquire"
sharing="PublishSubscribe"
dimensions="NA"
transportation="HLAbesteffort"
order="Receive"
semantics="Entity's position in the space of areas of management"
/>
</objectClass>
FIGURE 4.6 – Définition de la classe d’entités PositionableMigratingEntity
Ainsi, la création d’un fédéré faisant intervenir des zones de gestion s’accompagne systématiquement
de l’émission, par son gestionnaire de zones, d’une requête de souscription aux attributs de position.
Ainsi, lorsque cela s’avère nécessaire, chaque fédéré est capable de localiser les entités dans l’espace
des zones de gestion, et de déterminer si celles dont il a la charge sont localisées au niveau des zones de
gestion qu’il possède. Pour cela, le principe utilisé consiste à vérifier, suivant chacune des dimensions de
l’espace, si les coordonnées de ses entités sont bien comprises dans les intervalles des zones concernées.
Le mécanisme des zones de gestion est ensuite mis en place en faisant migrer, si cela est néces-
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saire, chaque entité vers le fédéré possédant la zone de gestion dans laquelle elle se trouve. Pour cela,
lorsqu’une entité quitte les zones de gestion possédées par son fédéré propriétaire, ce dernier émet un
message indiquant sa volonté de libérer cette entité et initie un mécanisme de migration correspondant,
à quelques détails près, à celui présenté dans la partie 4.3. Outre le fait d’indiquer dans les octets utili-
sateurs, que cette libération correspond à la migration d’une entité, le fédéré y adjoint les informations
indiquant la position de l’objet. De cette manière, le fédéré vers lequel doit migrer l’objet peut se recon-
naître immédiatement et procéder à l’acquisition de l’entité.
Il est cependant possible qu’aucun fédéré ne se porte candidat à l’appropriation de l’entité : cela est
possible lorsque des techniques de régulation de la charge son mises en œuvre, ou si les zones de gestion
ne recouvrent pas la totalité de l’espace. Dans ce cas, le fédéré poursuit la simulation de cette entité et
émet des mises à jour régulières destinées à indiquer la position de cette dernière aux autres fédérés, et ce
jusqu’à ce qu’elle trouve un nouvel acquéreur. De cette manière, l’ensemble des fédérés sont à même de
déterminer si une entité finit par gagner une de leurs zones de gestion, et s’ils doivent se porter candidat
à son acquisition. Toutefois, si l’entité retourne sur l’une des zones du fédéré la possédant, ce dernier
annule la libération de l’objet correspondant par le bais du service CancelNegotiatedAttributeOwnership-
Divestiture, ce qui met fin au processus de migration.
4.4.3 Les zones de gestion étendues
Le fonctionnement des zones de gestion, tel qu’il a été présenté jusqu’ici, peut avoir pour effet d’in-
troduire un grand nombre de migrations lorsqu’une entité tend à se déplacer dans le voisinage de la
frontière entre deux zones et à passer constamment de l’une à l’autre. Les transferts qui en découlent
peuvent alors provoquer l’échange d’un très grand nombre de messages mais également la consomma-
tion de ressources processeur supplémentaires. Il peut alors en résulter un rapide engorgement du réseau,
mais également une dégradation des performances des hôtes impliqués dans ces diverses migrations.
Afin de pallier ce type de problèmes, la mise en œuvre des zones de gestion s’accompagne de l’in-
troduction de zones de gestion étendues. Il s’agit de régions élargissant l’étendue des zones de gestion
afin d’offrir à un fédéré la possibilité de conserver une entité acquise récemment pour une certaine durée,
même si celle-ci s’éloigne légèrement des zones de gestion lui appartenant.
Du point de vue de sa représentation, une zone étendue correspond à une homothétie – de centre,
le centre de la zone de gestion et de rapport supérieur à 1 – d’une zone de gestion existante. Elle prend
donc la forme d’un parallélépipède incluant la zone à laquelle elle est associée (fig. 4.8). La définition du
rapport d’homothétie est, quant à elle, laissée à la charge du concepteur de l’application, en fonction des
spécificités de la simulation mise en œuvre. Le but est alors d’assurer que les entités censées être migrées,
mais étant conservées en raison de leur présence dans une zone de gestion étendue, entretiennent des
interactions avec des objets simulés par le fédéré concerné.
Ainsi, au moment de l’acquisition d’une entité dans le cadre du fonctionnement des zones de gestion,
un fédéré lui associe une temporisation indiquant la durée pendant laquelle elle ne peut être libérée tant
qu’elle se trouve sur l’une des zones de gestion appartenant à ce fédéré. De cette manière, les libéra-
tions et ré-acquisitions successives d’une même entité au cours d’un certain laps de temps peuvent être
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FIGURE 4.7 – Exemples de fonctionnement des zones de gestion
4.4. Zones de gestion 109
évitées. En effet, si entre temps l’entité regagne l’une des zones de gestion de son fédéré propriétaire,
une migration s’avèrerait avoir été inutile. Dans le cas contraire, lorsque la temporisation est écoulée, la
migration est effectuée par le biais d’une demande de libération de l’objet associé.
ZG1 ZG2
ZG1 étendue
Migration (t0)
t− t0 < δ , pas de migration
(a) Temporisation δ élevée
ZG1 ZG2
ZG2 étendue
Migration (t0)
t− t0 > δ , Migration(t1)
Hors ZGE2, Migration(t2)
(b) Temporisation δ faible
FIGURE 4.8 – Principe de fonctionnement des zones de gestion étendues
4.4.4 La migration de zones de gestion
Le principal objectif recherché lors de la mise en œuvre des zones de gestion, consiste à maintenir
le plus grand nombre d’entités en interaction regroupées au sein d’un même fédéré. Ainsi, par exemple,
dans le cadre de mécanismes d’équilibrage ou de répartition de la charge, la migration de zones de gestion
peut présenter l’avantage de poursuivre ces objectifs, tout en permettant le transfert d’une partie de la
charge d’un fédéré à un autre. Ce type de migrations peut alors intervenir dans le but de rassembler des
zones de gestion contiguës et les entités qu’elles comportent au sein d’un même fédéré, si celui-ci a les
capacités de les gérer.
Du point de vue de sa mise en application, la migration des zones de gestion se base sur un mécanisme
très similaire à celui des entités migrantes présenté dans la partie 4.3. Toutefois, ce processus présente
certaines spécificités liées au fait que la migration d’une zone de gestion implique à la fois l’objet HLA
la représentant, mais également l’ensemble des entités se trouvant sur cette zone. Il est par conséquent
nécessaire d’effectuer le transfert de la totalité de ces éléments en direction du fédéré vers lequel est
déplacée la zone de gestion.
La migration des zones gestion, comme c’est le cas pour l’ensemble des opérations portant sur ces
structures, est réalisée par le bais des gestionnaires de zones associés à chaque fédéré. Ainsi, lorsqu’un
fédéré souhaite libérer une zone de gestion, son gestionnaire prend en charge le transfert de propriété de
l’objet HLA correspondant. Une fois le changement d’appartenance réalisé, le gestionnaire a également
à sa charge le transfert de l’ensemble des entités présentes sur cette zone.
En effet, une fois la zone acceptée et acquise par son destinataire, celle-ci est ôtée de l’ensemble des
zones gérées par son fédéré d’origine. Par la suite, étant donné que les entités initialement présentes sur
cette zone n’appartiennent plus à une zone qu’il gère, ce fédéré est amené, dans le cadre du fonctionne-
ment normal du mécanisme des zones de gestion, à demander la libération de ces objets. Il en découle,
110 Chapitre 4. Zones de gestion dans les fédérations HLA
naturellement, la migration de ces entités vers le fédéré s’étant approprié la zone de gestion (fig. 4.9).
Fédéré 1 RunTime Infrastructure Fédéré 2
Entité non migrante
(ex. avatar)
NegotiatedAttributeOwnershipDivestiture(ZG1)
RequestAttributesOwnershipAssumption(ZG1)
Attribut
eOwner
shipAcq
uisitionI
fAvailab
le(ZG1)
Request
Divestit
ureConfi
rmation
(ZG1)
NegotiatedAttributeOwnershipDivestiture(E1)
NegotiatedAttributeOwnershipDivestiture(E2)
NegotiatedAttributeOwnershipDivestiture(E3)
ConfirmDivestiture(ZG1)
RequestAttributeOwnershipAssumption(E1)
RequestAttributeOwnershipAssumption(E2)
RequestAttributeOwnershipAssumption(E3)
AttributeOwnershipAcquisitionNotification(ZG1)
Attribut
eOwner
shipAcq
uisitionI
fAvailab
le(E1)
Attribut
eOwner
shipAcq
uisitionI
fAvailab
le(E2)
Attribut
eOwner
shipAcq
uisitionI
fAvailab
le(E3)
Request
Divestit
ureConfi
rmation
(E1)
Request
Divestit
ureConfi
rmation
(E2)
Request
Divestit
ureConfi
rmation
(E3)
ConfirmDivestiture(E1)ConfirmDivestiture(E2)ConfirmDivestiture(E3)
AttributeOwnershipAcquisitionNotification(E1)
AttributeOwnershipAcquisitionNotification(E2)
AttributeOwnershipAcquisitionNotification(E3)
FIGURE 4.9 – Fonctionnement de la migration de zones de gestion
L’approche choisie s’explique à la fois par la simplicité de sa mise en œuvre, mais également par
le fait que les services d’Ownership Management ne permettent le transfert de propriété que d’un objet
à la fois. HLA ne prévoit effectivement pas la migration d’un groupe d’objets, ce qui aurait permis
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l’encapsulation au sein d’une même requête de libération, de l’objet représentant la zone de gestion et
celle de l’ensemble des entités concernées. Il en résulte alors la nécessité de transférer chaque entité
individuellement, ce qui est également réalisé dans le cadre du fonctionnement normal des zones de
gestion.
De plus, en ne transférant que l’objet représentant la zone et en laissant la migration des entités
s’effectuer de manière indépendante, l’approche proposée présente un certain avantage lors de migrations
successives d’une zone entre plusieurs fédérés. Ainsi, comme le montre la figure 4.10, lorsqu’une zone
est amenée à être rapidement transférée à deux ou à plusieurs reprises, le système est capable de transférer
les entités directement vers leur nouvel hôte sans avoir à les faire systématiquement transiter par le fédéré
intermédiaire. De cette manière, un certain nombre de migrations et de messages peuvent être économisés
par rapport à une approche associant le transfert de l’ensemble des entités à celui de la zone associée.
Fédéré 1 Fédéré 2
Fédéré 3
1ère migration ZG1
Fédéré 1 Fédéré 2
Fédéré 3
2ème migration ZG1
Fédéré 1 Fédéré 2
Fédéré 3
Migration
des entités
n’ayant pas
encore été
migrées sur
Fédéré 2
FIGURE 4.10 – Migrations successives d’une zone de gestion
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4.5 Mise en œuvre et résultats
4.5.1 Les boids
Les travaux réalisés dans le cadre de la mise en œuvre des zones de gestion ont mené à la défini-
tion d’un environnement virtuel distribué au sein duquel évoluent des boids. Il s’agit d’entités dont le
modèle comportemental a été introduit en 1987 par Craig Reynolds [108] dans le but de reproduire des
mouvements de foules similaires à ceux rencontrés dans les bancs de poissons ou les nuées d’oiseaux.
Dans son principe, ce modèle consiste à définir, pour chaque boid, un certain nombre de règles régis-
sant ses interactions avec ses entités environnantes. De manière générale, trois types de règles suffisent
à l’obtention de comportements conformes à la réalité : des règles de séparation, d’alignement et de
cohésion (fig. 4.11). Chacune de ces règles induit l’application d’une certaine force qui, dans le cadre de
la mécanique newtonienne, tend à affecter le mouvement de l’entité de telle sorte que ∑
−→
F = m ·−→a .
Dans un premier temps, la règle de séparation se base sur la position des entités situées dans le
champ de vision du boid, et provoque une force l’éloignant de ces voisins afin d’éviter toute collision.
La règle d’alignement, quant à elle, agit dans le but de pousser l’entité à s’orienter vers la « moyenne »
des directions des boids alentour. En ce qui concerne la force de cohésion, son rôle est de déplacer le
boid concerné de telle manière qu’il puisse intégrer le groupe formé par ses voisins. Pour cela, la force
générée consiste à diriger cette entité vers le barycentre des positions de ces mêmes voisins.
Outre les forces induites par ces règles, l’intégration de boids au sein d’une application quelconque
autorise, comme c’est le cas dans l’environnement virtuel mis en place, l’application de forces extérieures
destinées à altérer leur mouvement à l’image de ce que le courant peut provoquer sur un banc de poissons.
Zone de
perception
(a) Séparation (b) Alignement (c) Cohésion
FIGURE 4.11 – Règles à la base du comportement des Boids
L’utilisation d’entités autonomes telles que des boids se prête bien à l’évaluation des zones de ges-
tion dans le cadre d’un environnement virtuel distribué. En effet, les boids n’étant influencés que par
certaines entités les entourant, ils offrent la possibilité de prendre en compte les problématiques ayant
trait à la gestion de l’intérêt. Ainsi, par exemple, les boids peuvent être particulièrement bien adaptés à
l’application de techniques telles que le filtrage par gestion de l’intérêt et à l’étude de la combinaison de
ce mécanisme avec celui des zones de gestion.
De plus, la manière dont ces boids se meuvent permet la formation et la dislocation de groupements
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d’entités et offre, par conséquent, une certaine dynamique dans l’organisation des interactions entre
entités. Il en résulte que tout au long de leur progression, ces boids peuvent être amenés à se déplacer de
groupe en groupe et à interagir avec des voisinages évoluant en fonction du déroulement de la simulation.
Dans le but d’exacerber cette dynamique, la simulation mise en place intègre également l’application sur
les boids d’une force extérieure destinée à les repousser vers le centre du monde virtuel afin de réaliser
une forme de brassage dans leur organisation (fig. 4.12).
FIGURE 4.12 – Exemples de configurations de boids
4.5.2 Mise en œuvre
En pratique, la mise en place de l’environnement virtuel distribué intégrant les boids se base sur
les différentes classes d’entités présentées dans les sections précédentes. Ainsi, comme pour chaque
forme d’entité intervenant dans le cadre du processus des zones de gestion, la définition des boids est
réalisée en définissant deux classes, BoidEntity et BoidGhostEntity, héritant respectivement des classes
Java PositionableMigratingEntity et PositionableMigratingGhostEntity. Il en résulte, tout au long d’une
simulation, que chaque boid est à la fois associé à une instance de BoidEntity localisée au niveau du
fédéré le simulant, et à un certain nombre de BoidGhostEntity gérés par les autres fédérés.
Outre l’utilisation de l’héritage lors de la création de ces classes dans le langage – Java, dans le cas
des travaux réalisés – de développement choisi, cette notion doit également être mise en œuvre dans le
cadre de la définition du FOM. En effet, les boids, à l’image de l’ensemble des objets partagés impliqués
dans la fédération, doivent être associés à la déclaration d’une classe d’objets HLA indiquant les attributs
sur lesquels portent les mises à jour échangées à leur sujet.
Or, afin que ces entités puissent être associées au fonctionnement des zones de gestion et être migrées
correctement, chaque boid se doit d’être capable de transmettre sa position dans l’espace de définition
des zones, conformément au processus présenté dans la partie 4.4.2. Pour cela, la classe Boid représentant
ce type d’entités au sein du FOM est placée de telle manière à ce qu’elle dérive de la classe HLA Po-
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sitionnableMigratingEntity représentant l’ensemble des objets pouvant être migrés dans le cadre des
zones de gestion (fig. A.2).
En ce qui concerne le modèle comportemental des boids, il se matérialise par l’implantation des
différentes règles au sein de la classe Java BoidEntity. Il tient à la fois compte de la position et de
l’orientation des BoidEntity gérés par le même fédéré, mais également de celles des BoidGhostEntity
correspondant aux dernières mises à jour reçues au sujet des entités gérées par les autres fédérés.
Dans le cadre des expérimentations réalisées, aucun mécanisme de type dead reckoning n’a été uti-
lisé. Par conséquent, à l’issue de chaque pas de simulation, chaque fédéré est amené à transmettre les
mises à jour portant sur la position et l’orientation des boids dont l’état a été modifié. Du point de vue de
leur représentation, ces informations correspondent à la combinaison des types de tableaux HLAfixedArray
et de flottants HLAfloat32LE proposés par les spécifications de l’OMT [6] (fig. A.2). Le rôle des instances
de BoidGhostEntity est alors de refléter localement les dernières informations reçues par le fédéré à pro-
pos de l’entité distante concernée.
<arrayDataTypes>
<arrayData name="Vecteur3D" dataType="HLAFloat32LE"
cardinality="3" encoding="HLAfixedArray"
semantics="Représentation d'un vecteur 3D" />
</arrayDataTypes>
<objectClass name="PositionableMigratingEntity" ...>
<attribute name="migration_position" dataType="Position" .../>
<objectClass name="Boid" semantics="Représentation d'un boid">
<attribute name="Position"
dataType="Vecteur3D"
transportation="HLAbestEffort"
order="Receive"
semantics="Position du boid"
... />
<attribute name="Orientation"
dataType="Vecteur3D"
ownership="DivestAcquire"
sharing="PublishSubscribe"
semantics="Vecteur vitesse du boid"
... />
<attribute name="Nom"
dataType="HLAASCIIchar"
semantics="Nom du boid"
... />
</objectClass>
/objectClass>
FIGURE 4.13 – Définition de la classe d’entités Boid
Pour ce qui est des fédérés mis en place, ils correspondent à une spécialisation de la classe Basic-
RegionMigrationFederate dont le fonctionnement, en ce qui concerne la gestion des mises à jour et leur
application aux clones, suit le modèle présenté dans la partie 3.2. En dehors de ces traitements, ce type de
fédéré intègre également l’ensemble des traitements liés au fonctionnement des gestionnaires de zones
et ceux qui ont trait à la migration des entités, notamment dans le cadre de l’utilisation des zones de
gestion.
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4.5.3 Expérimentations et résultats
Les objectifs des expérimentations réalisées sont multiples : elles visent tout d’abord à évaluer dans
quelle mesure la mise en application des zones de gestion favorise l’accès immédiat par les entités aux
informations leur important le plus. Elles ont également pour but de mesurer le coût de cette approche
en termes d’échanges de messages, que ce soit pour la transmission des mises à jour ou pour l’exécution
des opérations liées à la migration des entités.
En ce qui concerne les mesures réalisées, elles s’inscrivent dans le contexte d’une simulation distri-
buée impliquant des boids s’échangeant des informations relatives à leur position et leur orientation. De
plus, étant donné le principe de fonctionnement des boids, le choix de l’espace de définition des zones
de gestion s’est porté sur un espace correspondant à celui dans lequel évoluent les entités : en effet, les
interactions entre boids sont uniquement conditionnées par la position de chacun d’entre eux par rapport
aux autres. Par conséquent, les informations de positionnement des entités dans cet espace correspondent
à leur localisation dans l’environnement virtuel.
Les travaux réalisés au sujet des zones de gestion ont mené à l’introduction d’une métrique permettant
d’évaluer les mécanismes associés au fonctionnement des zones de gestion. Elle porte sur le rapport du
nombre d’entités situées dans le champ de vision du boid b et simulées par le même fédéré (FI(b)), par
le nombre d’entités situées dans le champ de vision de b (I(b)). Ainsi, ce ratio est calculé de la manière
suivante : ratio =
∑
b∈boids
FI(b)
∑
b∈boids
I(b)
Ce ratio offre la possibilité de mesurer la qualité de la répartition des entités en évaluant dans quelle
mesure celles en interaction ou celles s’intéressant mutuellement sont simulées au sein d’un même fédéré.
Il fournit ainsi une valeur indiquant dans quelles proportions ces entités peuvent accéder de manière quasi
immédiate aux informations à jour les intéressant et ne pas subir les effets de la latence ou de la gigue.
Pour ce qui est des premières expérimentations réalisées, elles portent sur l’évaluation de l’impact
qu’a l’introduction des zones de gestion sur ce ratio. Les courbes fournies par la figure 4.14 correspondent
à la simulation de 100 boids dans le cadre d’une fédération constituée de 2 fédérés gérant chacun une
zone de gestion couvrant la moitié de l’étendue de l’environnement virtuel. Ce graphe montre, dans le cas
d’une simulation « traditionnelle » ne faisant intervenir ni migrations ni zones de gestion, que le rapport
entretient une valeur proche de 0,5 tout le long de la simulation. Cela signifie qu’en moyenne, pour un
boid donné, la moitié de ses voisins n’est pas simulée par le même fédéré que lui, ce qui correspond à
une répartition régulière des entités entre les fédérés.
Les courbes correspondant à l’introduction du mécanisme des zones de gestion montrent, en accrois-
sant sa valeur, l’effet qu’ont ces dernières sur le ratio. En effet, dans le cas où chaque fédéré se voit
autorisé à héberger un nombre quelconque d’entités, ce rapport reste le plus souvent proche de 1. Les
« creux » observés sur la courbe, correspondent à des périodes au cours desquelles, les entités passent
massivement de la zone de gestion d’un fédéré vers celle de l’autre en raison de la force les repous-
sant vers le centre de l’environnement. Il en résulte la migration d’un grand nombre d’entités, et par
conséquent, une diminution transitoire de la valeur du ratio.
Globalement, l’obtention d’une valeur élevée indique que les entités s’intéressant les unes les autres,
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FIGURE 4.14 – Impact de l’introduction des zones de gestion sur le ratio
sont localisées au niveau du même fédéré. Cependant, chaque fédéré étant capable d’héberger autant
d’entités que nécessaire, l’ensemble des boids présents dans l’environnement peuvent être amenés à être
simulés par un unique fédéré. Cela ne correspond pas forcément à la manière dont peut réellement fonc-
tionner un système de réalité virtuelle distribuée à grande échelle, notamment en raison des contraintes,
en termes de ressources processeur, auxquelles sont généralement soumis ces systèmes.
En fixant le nombre de boids pouvant être gérés par chaque fédéré à une valeur légèrement supérieure
à la moitié du nombre d’entités présentes – pour une fédération comptant deux fédérés –, la mise en
œuvre des zones de gestion permet d’obtenir un ratio relativement élevé se maintenant globalement au
delà des 70%. Cela montre donc que les zones de gestion permettent de favoriser le groupement d’entités
en interaction sur un même fédéré, y compris dans le cadre d’environnements faisant intervenir des
techniques destinées à contrôler et à limiter la charge et le nombre d’entités gérées par les différents
hôtes impliqués.
La dernière courbe présentée dans la figure 4.14 présente l’évolution du ratio dans le cadre d’une
simulation au cours de laquelle un fédéré ne peut accepter l’acquisition d’une entité que s’il en possède
moins de 50. Toutefois, afin de rendre les transferts d’entités possibles, un des fédérés s’en voit attribuer
40 en début de simulation, tandis que l’autre en obtient 60.
Cette courbe montre, en début de simulation, que le ratio reste de l’ordre de celui observé dans le
cadre d’une simulation ne faisant pas intervenir les zones de gestion. Cela est lié au fait que certaines
migrations devant avoir lieu en début de simulation, n’ont pu se produire en raison des limitations impo-
sées aux fédérés. Cependant, l’évolution du ratio montre qu’après environ 300 pas de simulation, lorsque
le fédéré le moins chargé finit par acquérir un certain nombre d’entités, le système tend à s’autoréguler
et à fournir une valeur plus importante. Par conséquent, parmi les différents cas de figure étudiés, l’inté-
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gration des zones de gestion tend à offrir une amélioration de la valeur du ratio, ce qui témoigne d’une
meilleure répartition des entités entre les différents fédérés.
La figure 4.15a présente les effets qu’a l’augmentation du nombre de fédérés combinée à une réduc-
tion de la taille des zones de gestion sur ce ratio. Les courbes obtenues s’inscrivent dans le cadre d’une
simulation limitant chaque fédéré à ne pouvoir gérer qu’un nombre d’entités légèrement supérieur au
rapport entre le nombre de boids et le nombre de fédérés constituant la fédération. Les zones de gestion,
quant à elles, sont obtenues en divisant l’espace en autant de secteurs identiques qu’il y a de fédérés, et
ce, afin que chaque fédéré ait exactement une zone à sa charge.
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FIGURE 4.15 – Variation du ratio en fonction de la taille des zones de gestion et celle du champ de vision
Ce graphe indique clairement que le ratio tend à se réduire au fur et à mesure que le nombre de fédérés
augmente et que la taille des zones de gestion se réduit. Néanmoins, les résultats obtenus montrent qu’il
reste relativement supérieur à la valeur de 1/nb_ f ederes qu’il aurait eue sans l’utilisation des zones de
gestion. Par conséquent, quels que soient les besoins de l’application en termes de nombre de fédérés,
la mise en œuvre des zones de gestion tend à améliorer la répartition des entités. En ce qui concerne
la diminution du ratio, elle s’explique par le rapetissement des zones de gestion, dont l’étendue tend à
devenir relativement faible en regard de la taille du champ de vision des entités.
Aussi, comme le montre la figure 4.15b, il existe une relation entre l’étendue du champ de vision
des boids et la valeur du ratio. En effet, les zones de gestion, à l’image des techniques de filtrage par
gestion de l’intérêt, offrent un meilleur rendement lorsque l’intérêt des boids se limite à de petites zones
ne pouvant rassembler qu’un faible nombre d’entités. Ainsi, dans le cas où le diamètre de la zone de
vision est de 2,5 unités et porte sur une bonne partie de l’environnement virtuel – dont le diamètre est
de 6 unités – les zones de gestion deviennent inefficaces et n’offrent qu’un ratio similaire à celui obtenu
sans elles.
En ce qui concerne le nombre de migrations, la figure 4.16a présente l’évolution du cumul du nombre
de migrations avec le nombre de fédérés constituant la fédération. Le profil de ces courbes, avec la pré-
sence de paliers, est lié à la force extérieure appliquée aux boids, dont l’action est de repousser violem-
ment le groupe d’entités s’approchant du bord de l’environnement vers le centre de celui-ci. Cette force
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provoque alors, lors du 300ème, 600ème et 900ème pas de simulation, le passage en masse d’entités d’une
partie de l’environnement à une autre, et donc, d’une zone de gestion à une autre.
Dans ce type de situations, et notamment lorsque les zones de gestion sont petites, les groupes d’en-
tités repoussés peuvent être amenés à traverser assez rapidement plusieurs zones et provoquer une aug-
mentation massive du nombre de migrations. En comparaison, le graphe 4.16b présente le cumul du
nombre de migrations lorsque la force extérieure appliquée aux boids les pousse à se déplacer de ma-
nière uniforme en formant un cercle. Les courbes obtenues montrent que le nombre de migrations tend à
rester à peu près constant au cours du temps.
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 1800
 100  200  300  400  500  600  700  800  900  1000
Cu
m
ul
 d
u 
no
m
br
e 
de
 m
ig
ra
tio
ns
Pas de simulation
2 fédérés (50 boids max)
4 fédérés (40 boids max)
8 fédérés (25 boids max)
16 fédérés (12 boids max)
(a) Boids soumis à une force extérieure les repoussant vers
le centre
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 100  200  300  400  500  600  700  800  900  1000
Cu
m
ul
 d
u 
no
m
br
e 
de
 m
ig
ra
tio
ns
Pas de simulation
2 fédérés (70 boids max) 8 fédérés (70 boids max)
(b) Boids soumis à une force tangente leur imposant une tra-
jectoire circulaire
FIGURE 4.16 – Migrations cumulées
Du point de vue des communications entre les fédérés et la RTI, notamment celles liées à l’échange
des mises à jour sur les vitesses et les positions, l’utilisation brute des zones gestion n’apporte aucun
bénéfice. En effet, leur but essentiel est de regrouper au sein d’un même fédéré, les entités présentant
un intérêt les unes pour les autres et d’atténuer les effets de la latence et de la gigue. Il en résulte, avec
ou sans zones de gestion, que le système doit transmettre à la RTI l’ensemble des informations relatives
à ses entités afin que celle-ci les propage aux autres fédérés. Ainsi, comme l’indique la figure 4.17, en
l’absence de filtrage, le nombre de messages échangés entre la RTI et les fédérés reste, à chaque pas de
simulation, de l’ordre de nbFederes ·nbBoids.
Toutefois, un des objectifs annoncés lors de la définition des zones de gestion consiste à les associer
à des techniques de filtrage par gestion de l’intérêt, notamment celles proposées par les services DDM de
HLA. Les mesures présentées dans les courbes de la figure 4.17 ont été réalisées en effectuant, au niveau
de chaque fédéré, un filtrage consistant à ne pas traiter les messages provenant d’entités n’intéressant
pas les boids gérés par ce même fédéré. De cette manière, les résultats obtenus permettent de fournir
une estimation des effets qu’auraient l’utilisation des zones de gestion combinée à celle du filtrage par
gestion de l’intérêt.
Les résultats obtenus montrent que l’utilisation des zones de gestion permet de réduire assez notable-
ment le nombre de mises à jour nécessaires. En effet, dans le cadre de la figure 4.17a, la mise en œuvre
des zones de gestion et du filtrage permet une économie d’environ 100 mises à jour par pas de simulation
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FIGURE 4.17 – Nombre de messages de mise à jour échangés
contre une trentaine seulement pour un filtrage utilisé seul. Pour ce qui est de l’utilisation de boids sui-
vant une trajectoire circulaire en raison d’une force extérieure tangente, même si les gains obtenus sont
légèrement inférieurs, les zones de gestion permettent l’échange d’un nombre de messages relativement
moindre. La raison de ces réductions du nombre de mises à jour s’explique par le fait qu’en regroupant
les entités s’intéressant mutuellement, les zones de gestion permettent aux entités d’avoir un accès local
aux informations utiles et limitent les besoins en informations provenant d’autres fédérés.
Il faut toutefois garder à l’esprit que les communications entre les fédérés et la RTI ne se limitent pas
à l’échange de mises à jour. Elles englobent également l’ensemble des messages liés à la migration des
entités. La figure 4.18 comptabilise l’ensemble des communications entre la RTI et les différents fédérés,
en mesurant le nombre d’appels aux fonctions invoquant ou étant invoquées par la RTI. Le graphe 4.18a
montre, dans le cas d’une simulation provoquant des déplacements massifs d’entités d’une zone à une
autre, que l’utilisation combinée des zones de gestion et du filtrage entraîne une réduction d’environ
30% du nombre de messages échangés, y compris lors des périodes de fortes migrations. De manière
similaire, lorsque les boids sont soumis à une force extérieure tangente (fig. 4.18b), le gain est de l’ordre
de 20% contre 7% pour le filtrage seul. Ainsi, le gain obtenu en termes de mises à jour n’est pas annihilé,
en termes d’échanges, par les messages liés au processus de migration.
4.6 Conclusion et perspectives
La mise en œuvre des zones de gestion a permis, dans les cas étudiés, de favoriser le regroupement
d’entités au sein d’un même hôte et de répartir les entités de manière plus efficace. En effet, les éva-
luations du ratio dans différentes situations tendent à montrer une diminution sensible de la quantité
d’informations intéressantes transmises par le réseau et soumises aux effets de la latence et de la gigue.
Les travaux réalisés dénotent également le lien existant entre les performances du mécanisme des
zones de gestion, la taille de ces mêmes zones et celle des domaines d’intérêt des entités. Ainsi, de
petites zones ou des champs de vision relativement larges tendent à favoriser l’éparpillement d’entités
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FIGURE 4.18 – Nombre de communications Fédérés↔ RTI
mutuellement intéressantes sur un grand nombre d’hôtes, ce qui implique la nécessité d’un échange accru
d’informations à travers le réseau.
De plus, du point de vue du nombre de communications entre les fédérés et la RTI, les zones de
gestion présentent la capacité d’améliorer les performances des techniques de filtrage par gestion de
l’intérêt. Ainsi, les résultats obtenus tendent à montrer que le surcroît de communications induit par les
différentes migrations tend à être inférieur au gain procuré en termes de mises à jour.
Il faut cependant garder à l’esprit que le mécanisme des zones de gestion ne peut être appliqué qu’au
cadre d’entités pouvant être migrées d’un fédéré à un autre. Ceci n’est pas forcément possible pour
tous les types d’entités, notamment les avatars nécessitant d’être simulées sur un hôte particulier pour
diverses raisons. Néanmoins, comme de nombreux types d’entités autonomes, les véhicules basés sur des
systèmes de classeurs présentées en 3.4 ou les boids se prêtent parfaitement au processus de migration et
peuvent être intégrés au fonctionnement des zones de gestion.
En ce qui concerne les résultats présentés dans cette partie, les mesures effectuées l’ont été d’une
manière indépendante du choix de l’implantation d’une RTI, en comptabilisant les appels aux services
proposés par la RTI. Il serait toutefois intéressant, par la suite, d’évaluer l’efficacité des zones de gestion
en termes de paquets effectivement échangés par le biais du réseau, tout en gardant à l’esprit que certains
éléments dépendront de la manière dont certains services auront été implantés. De plus, un des objectifs à
venir consiste à combiner les zones de gestion aux services DDM de HLA afin que le filtrage soit réalisé
au niveau de la RTI et limite effectivement le nombre de messages transitant par le réseau.
Outre cela, les éléments étudiés dans cette partie portent exclusivement sur les bénéfices induits
par les zones de gestion lorsque celles-ci demeurent statiques. En effet, au cours des expérimentations
effectuées, la taille, la forme ou la manière dont les zones sont allouées aux fédérés n’évoluent pas.
Il serait, par conséquent, intéressant d’étudier la possibilité de mettre en œuvre des processus tenant
compte de la répartition des entités dans l’environnement, voire même des mécanismes d’équilibrage
ou de répartition de la charge dont le fonctionnement se baserait sur la migration de zones de gestion
telle qu’elle est présentée dans la partie 4.4.4. Le but serait alors d’en étudier les performances et les
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gains apportés, notamment lorsque le nombre maximal d’entités pouvant être gérées par chaque fédéré
est amené à évoluer en fonction des ressources mises à sa disposition.
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5.1 Introduction
Les travaux présentés dans cette partie portent sur l’optimisation de l’algorithme de dead reckoning
(cf. partie 2.6). Cet algorithme a pour objectif de réduire le nombre de messages transmis par le biais du
réseau, et ce, afin de réduire les effets des limitations en bande passante, de la latence et de la gigue. Pour
cela, le principe mis en œuvre consiste à réaliser une estimation de l’état de l’entité concernée et de ne
transmettre des mises à jour que lorsque l’écart entre l’état réel et l’estimation devient trop grand.
Dans son fonctionnement, le dead reckoning fait intervenir deux modèles pour chaque entité pré-
sente : un modèle de haute fidélité et un modèle de basse fidélité ou fantôme. Le modèle de haute fidélité
n’est simulé que par l’hôte gérant l’entité et représente l’état réel de l’entité. Le fantôme, quant à lui,
correspond à une estimation de l’état de l’entité : il est simulé par l’ensemble des hôtes présents, y com-
pris celui possédant l’entité. Il consiste généralement en un modèle simplifié ne mobilisant que peu de
ressources processeur et se basant le plus souvent sur l’extrapolation de l’état de l’entité à partir des
mises à jour reçues précédemment.
Ainsi, l’hôte ayant une certaine entité à sa charge est capable de connaître à la fois l’état réel de
celle-ci, mais également la manière dont les autres participants la perçoivent. Il a donc la possibilité de
déterminer l’erreur, aussi appelée déviation, séparant ces deux modèles. Par la suite, lorsque cette erreur
dépasse un seuil donné, l’hôte ayant l’entité à sa charge est amené à transmettre une mise à jour dont les
informations sont répercutées sur l’ensemble des fantômes correspondants.
Dans son application directe, le fonctionnement et les performances du dead reckoning dépendent
essentiellement de deux paramètres : le modèle de prédiction et la valeur du seuil d’erreur. En effet, la
manière dont l’estimation de l’état de l’entité est réalisée joue un rôle important vis à vis du nombre de
messages émis, étant donné qu’une meilleure prédiction tend à limiter le nombre de dépassements du
seuil et donc, le nombre de mises à jour à transmettre.
Cependant, la qualité d’un modèle de prédiction ne se résume pas à la faiblesse du nombre de mes-
sages émis : elle dépend également de la précision avec laquelle les éléments gérés par d’autres hôtes,
perçoivent l’entité. Ainsi, par exemple, un modèle provoquant une erreur constamment légèrement infé-
rieure au seuil et ne provoquant l’émission d’aucune mise à jour est potentiellement moins intéressant
qu’un modèle dépassant occasionnellement le seuil d’erreur mais offrant, la plupart du temps, une erreur
minime.
En ce qui concerne le seuil, sa valeur joue également un rôle déterminant : sa valeur influe, en effet,
à la fois sur le nombre de messages échangés et sur la cohérence de l’environnement virtuel. Ainsi, un
seuil trop faible tend à être dépassé plus souvent et à induire l’émission d’un plus grand nombre de
mises à jour. Une valeur trop élevée, quant à elle, peut mener à une déviation supérieure au seuil de
perception des utilisateurs, et provoquer des incohérences liées à une différence trop prononcée entre
l’état des éléments tels qu’ils sont perçus et celui dans lequel ils sont en réalité. Par conséquent, la
plupart des travaux portant sur le dead reckoning s’attellent à définir ces paramètres de manière à fournir
les meilleures performances possibles, que ce soit en termes de précision ou de nombre de mises à jour
transmises.
Les travaux présentés dans cette partie portent sur la mise en place d’un mécanisme de dead recko-
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ning adaptant son fonctionnement aux caractéristiques de la simulation et à celle des entités auxquelles
il est associé. Le système développé fait intervenir un modèle de prédiction paramétrable basé sur des
séries de Taylor. Le principe du mécanisme mis en place consiste alors à agir sur les paramètres de ce
modèle en tirant parti des capacités d’apprentissage et d’optimisation des systèmes de classeurs présentés
en 3.3.
5.2 Le modèle de prédiction polynômial
Le modèle de prédiction mis en œuvre dans le cadre de ces travaux base son fonctionnement sur
l’utilisation des séries de Taylor. Ainsi, suivant une dimension x donnée, la position du fantôme à un
instant t donné est calculée de la manière suivante :
xpred(t) =
deg
∑
i=0
(
dix
dt
(tu0) ·
(t− tu0)i
i!
)
(5.1)
avec :
– deg : l’ordre du polynôme d’extrapolation,
– u0 : la dernière mise à jour reçue,
– t : la date correspondant au pas de simulation courant,
– tu0 : la date associée à u0 ou la date à laquelle u0 a été reçue, si aucun mécanisme d’estampillage
des messages n’est utilisé.
La manière dont ce modèle est défini, et notamment sa paramétrisation par rapport au temps, autorise
la décomposition du mouvement des entités suivant chacune des dimensions impliquées dans le type
d’application mise en œuvre. Cela présente l’avantage de pouvoir appliquer ce type de prédiction dans le
cadre de processus faisant intervenir des éléments évoluant dans un espace constitué d’un nombre quel-
conque de dimensions. Cette caractéristique présente un intérêt certain pour ce qui est de l’application
de l’algorithme de dead reckoning au mécanisme des zones de gestion (cf. partie 4.4), notamment pour
ce qui est de prédire la position des entités dans l’espace de définition de ces zones.
De plus, chaque dimension étant traitée de manière indépendante, le modèle proposé autorise l’uti-
lisation d’une valeur deg différente pour chacune d’entre elles. De cette manière, le système offre la
possibilité de réaliser une extrapolation de type quadratique suivant une dimension et une extrapolation
linéaire suivant une autre. Cela permet alors, contrairement à la plupart des systèmes existants, d’affiner
le modèle suivant chacune des dimensions de manière à obtenir la meilleure prédiction possible.
L’approche proposée se démarque également des travaux existants de par la manière dont les séries
de Taylor sont évaluées. Ainsi, les différents éléments constituant la formule (5.1) sont prévus pour
offrir au modèle de prédiction une flexibilité lui permettant de s’adapter aux besoins de la simulation
l’intégrant. En effet, cette formule intègre, par exemple, un certain nombre de paramètres pouvant être
adaptés en fonction des caractéristiques des entités, de la nature de la simulation mise en œuvre et de
son déroulement. La manière dont le système est conçu prévoit également la possibilité de modifier les
différents paramètres à la volée en cours de simulation. Le but est alors de pouvoir améliorer sa précision
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et de réduire le nombre de mises à jour en prenant compte de l’évolution du comportement des entités
concernées. Ces paramètres portent essentiellement sur le degré deg du polynôme extrapolateur et sur le
mode de calcul des dérivées d
ix
dt (tu0).
En ce qui concerne la valeur des dérivées impliquées dans l’évaluation du polynôme, elle peut être
obtenue de deux manières différentes. La méthode la plus directe consiste à l’intégrer directement au
sein des mises à jour en y injectant des informations telles que la vitesse ou l’accélération du modèle
détaillé et en utilisant ces informations dans le cadre du calcul de la position du fantôme. Il est également
possible, notamment lorsque la simulation ne prévoit pas la transmission de ces données, d’évaluer ces
dérivées par le biais d’une méthode des différences finies. Cette méthode fournit un moyen d’approcher
la valeur d’une dérivée à partir de celles d’ordre inférieur. Cela permet, entre autres, à l’algorithme de
fonctionner en l’absence d’informations autres que celles relatives à la position de l’entité concernée.
Elle présente également l’avantage de pouvoir reproduire le fonctionnement d’algorithmes tels que le
dead reckoning basé sur l’historique des positions (PHBDR, cf. partie 2.6.3) ou certaines méthodes de
prédiction parmi celles spécifiées par le standard DIS. Ainsi, la technique proposée se base sur la méthode
de Newton présentée dans la figure 5.1 et consiste à estimer la valeur de la dérivée d’une fonction en un
point à partir des valeurs prises en deux points situés à proximité.
pente = dydx
dx
dy
FIGURE 5.1 – Evaluation d’une dérivée par la méthode de Newton
Par la suite, cette méthode est généralisée afin d’extraire les dérivées nécessaires à partir des infor-
mations mises à la disposition de l’application si celles-ci sont insuffisantes. Ainsi, le calcul des dérivées
suit la définition récursive suivante :
dix
dt
(tu j) =
di−1x
dt (tu j)− d
i−1x
dt (tu j+1)
tu j − tu j+1
(5.2)
De cette manière, il devient par exemple possible de déterminer une dérivée seconde, c’est à dire
une accélération, à partir de deux vecteurs vitesse, d’un vecteur vitesse et de deux positions ou à l’aide
de trois positions. Le choix des données à utiliser est effectué, dans un premier temps, en fonction des
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informations disponibles. Ainsi, par exemple, si les vecteurs vitesses ne sont pas associées aux mises à
jour, le système est contraint de ne se baser que sur les positions précédentes de l’entité.
Autrement, le choix des données mobilisées pour le calcul des dérivées est fixé par le biais d’un
paramètre : nbDer. Ce paramètre indique le degré à partir duquel une dérivée ne doit plus être extraite
des mises à jour reçues et doit être déterminée à l’aide de la formule (5.2). Par conséquent, la formule
(5.2) n’intervient dans le calcul des dérivées que dans deux cas de figure : si d
ix
dt (tui) n’est pas directement
disponible ou si i> nbDer. Dans les autres cas, les valeurs des dérivées sont directement extraites à partir
des données provenant de la dernière mise à jour reçue.
Cette manière de procéder permet ainsi, en faisant varier la valeur de nbDer, de simuler le fonc-
tionnement de l’algorithme de PHBDR ou celui du dead reckoning proposé par DIS. En effet, en fixant
nbDer à 0, seules les informations de position sont utilisées, ce qui mène à un mode de calcul des dérivées
identique à celui de PHBDR. Inversement, si nbDer est « infini » ou dépasse l’ordre de dérivées le plus
élevé, et si les mises à jour intègrent l’ensemble des données nécessaires, le modèle proposé se comporte
de la même manière que certaines des formes d’extrapolation de DIS telles que SVM (P = P0+V0∆t) et
SAM (P = P0 +V0∆t + 12 A0∆t
2). La possibilité de donner à nbDer des valeurs intermédiaires offre une
certaine flexibilité dans l’utilisation du système en lui permettant de rechercher un compromis entre les
bénéfices apportés par les algorithmes de PHBDR et de DIS.
L’évaluation des dérivées fait intervenir un troisième paramètre, nbSauts, dont le rôle est de spécifier
dans quelle mesure le système va rechercher des informations plus ou moins éloignées dans le passé. Le
but est alors de pouvoir décider si l’extrapolation doit porter sur une tendance à long terme basée sur des
informations s’étendant entre un passé lointain et le temps présent, ou à court terme, en ne se basant que
sur des mises à jour récentes (fig. 5.2).
nbSauts = 3
nbSauts = 2
nbSauts = 1
t
x(t)
FIGURE 5.2 – Influence du paramètre nbSauts
L’introduction de ce nouveau paramètre se répercute sur le mode de calcul des dérivées de la manière
suivante :
dix
dt
(tu j) =
di−1x
dt (tu j)− d
i−1x
dt (tu j+nbSauts)
tu j − tu j+nbSauts
(5.3)
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Ainsi, globalement, le modèle de prédiction proposé dans le cadre des travaux présentés dans cette
partie est le suivant :
xpred(t) =
deg
∑
i=0
(
dix
dt
(tu0) ·
(t− tu0)i
i!
)
(5.4)
avec :
dix
dt
(tu j) =

la ième dérivée fournie par u j , si elle est disponible et si i < nbDer,
di−1x
dt (tu j )− d
i−1x
dt (tu j+nbSauts )
tu j−tu j+nbSauts
, sinon
(5.5)
Le but du système mis en place consiste alors à déterminer la valeur à affecter à chacun des para-
mètres deg, nbDer et nbSauts afin de fournir les meilleurs résultats possibles. Pour cela, il est prévu que
le système puisse agir sur ces grandeurs à tout instant et les faire varier dynamiquement. Néanmoins,
de tels changements de valeur peuvent provoquer l’apparition de discontinuités susceptibles d’affecter le
« réalisme » du mouvement de l’entité et de provoquer une certaine gêne auprès des utilisateurs. Cette
problématique est similaire à celle qu’essaie de résoudre le processus de convergence consistant à « lis-
ser » le mouvement du fantôme suite à la réception d’une nouvelle mise à jour.
5.3 Le mécanisme de lissage des trajectoires
Le mécanisme de convergence de DIS fait intervenir une interpolation linéaire effectuée entre la
position actuelle du fantôme et celle qu’il doit atteindre à la fin du processus (cf. partie 2.6.2). Bien
qu’il ait l’avantage de produire un mouvement continu en termes de positions, ce modèle n’empêche
pas l’apparition de changements brutaux dans l’orientation ou la vitesse du fantôme, et ce, en raison de
discontinuités au niveau des différentes dérivées.
Le processus de lissage des trajectoires proposé dans cette partie se base sur un modèle d’inter-
polation polynomiale visant à assurer la continuité des dérivées jusqu’à un certain ordre. Toutefois en
pratique, étant donné que la plupart des environnements virtuels tendent à simuler un monde soumis à la
mécanique newtonienne pour laquelle ∑
−→
F = m ·−→a , la continuité des dérivées jusqu’au deuxième ordre
s’avère généralement suffisante.
Afin d’assurer une telle continuité, l’approche mise en œuvre consiste en une interpolation basée sur
les polynômes interpolateurs de Lagrange :
xconv(t) =
deg
∑
i=0
Pj(t) (5.6)
avec :
Pj(t) = x j ·
deg
∏
k=1,k 6= j
t− tk
t j− tk (5.7)
Ce polynôme est dit interpolateur étant donné que pour chaque valeur de j, xconv(t j) est égal à x j.
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La définition de tels polynômes nécessite donc de déterminer par quels points (t j,x j) – qu’on nommera
(x j) – ces fonctions doivent passer.
Dans un premier temps, afin d’assurer la continuité de la trajectoire suivie par le fantôme, il s’avère
nécessaire que la position de départ (x0) corresponde à la position du fantôme en t0, c’est à dire au
moment de la réception de la mise à jour ou de la modification d’un des paramètres du modèle de
prédiction. En ce qui concerne le point (xdeg) atteint en fin de processus, sa position doit correspondre à
celle du modèle de haute fidélité à l’instant tdeg. Afin de déterminer cette position, le mécanisme mis en
place suit une approche similaire à celle utilisée par DIS dans le cadre de la convergence. Elle consiste à
fixer le temps alloué au fantôme pour atteindre sa nouvelle position à une durée tconv correspondant à un
nombre de pas de simulation donné. Il devient alors possible de déterminer (xdeg) à partir de la position
prédite pour l’entité à l’instant tu0 + tconv, c’est à dire xpred(tu0 + tconv) (fig. 5.3).
Mise à jour
t0 t0 +δt
t0 +2δt
t0
t0 + tconvt0 + tconv−δt
t0 + tconv−2δt
Trajectoire de convergence
FIGURE 5.3 – Définition des points d’interpolation
Ce mode de définition des points d’interpolation permet, dans le cas où deg est égal à 1, d’obtenir
un fonctionnement identique à celui obtenu à l’aide du modèle d’interpolation proposé par DIS. Pour ce
qui est de la continuité des dérivées d’ordre supérieur, le système fait intervenir des polynômes de degré
plus élévé impliquant un plus grand nombre de points d’interpolation. Ces points [(x1),. . . ,(xdeg−1)]
correspondent à des positions proches des extrémités du chemin suivi par le fantôme et sont calculés de
manière à fournir une certaine continuité dans le mouvement de l’entité. Leur position est calculée par
le biais de séries de Taylor, en faisant varier très légèrement le temps autour des positions extrêmes de la
trajectoire :
t j =
tu0 + j ·δt si j <
deg
2
tu0 + tconv− (deg− j) ·δt si j ≥ deg2
(5.8)
et
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x j =

Dextr
∑
i=0
(
dix
dt (tu1) ·
(t j−tu1 )i
i!
)
si j < deg2
Dextr
∑
i=0
(
dix
dt (tu0) ·
(t j−tu0 )i
i!
)
si j ≥ deg2
(5.9)
La figure 5.4 présente des trajectoires obtenues en mettant en œuvre le modèle de prédiction présenté
dans la partie précédente et en y intégrant une convergence basée sur les polynômes d’interpolation mis
en place. Les trajectoires obtenues tendent à être relativement souples et ne présentent pas de change-
ments brutaux de direction. De manière similaire, le système proposé offre la possibilité de modifier les
paramètres du modèle de prédiction sans provoquer de discontinuités au niveau du mouvement du fan-
tôme. Il en résulte la possibilité d’adapter le modèle de prédiction en fonction des besoins de la simulation
sans que les modifications opérées ne provoquent, de la part du fantôme, des soubresauts perceptibles
par les utilisateurs.
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FIGURE 5.4 – Trajectoires obtenues avec des polynômes interpolateurs de différents degrés
La technique proposée, dans la même mesure que le modèle de convergence de DIS, présente l’in-
convénient de nécessiter la définition du temps de convergence. En effet, dans le cas d’une interpolation
linéaire du type de celle de DIS, ce temps de convergence impose au fantôme une vitesse de déplacement
égale au rapport entre la distance séparant son point d’origine de sa nouvelle destination et le temps fixé
pour le parcours de cette distance. Il peut en résulter des incohérences dans le déplacement du fantôme,
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et notamment si sa vitesse devient excessive ou trop lente par rapport au type d’entités représenté.
De manière similaire, le mécanisme d’interpolation développé est tributaire de la valeur du temps
de convergence. Ainsi, par exemple, une convergence trop rapide peut forcer l’entité à osciller et à se
déplacer « étrangement », notamment lorsque le degré du polynôme utilisé tend à être élevé. En effet,
dans ce type de situations, la trajectoire du fantôme tend à osciller selon la dimension concernée en raison
du phénomène de Runge [110]. Dans le cas contraire, un temps de convergence trop élevé peut forcer le
fantôme à ralentir fortement et à suivre une trajectoire peu conforme au reste de ses déplacements.
Cependant, la définition d’un temps de convergence convenable nécessite la prise en compte de
différents facteurs parmi lesquels la valeur du seuil d’erreur utilisé. En effet, dans le cadre de l’utilisation
d’une même durée de convergence, la mise en œuvre de seuils d’erreurs différents peut soulever un
certain nombre de problématiques. Dans le cas d’un seuil d’erreur élevé, la distance séparant le fantôme
de sa destination tend à être grande, ce qui peut le forcer à accélérer au point d’atteindre des vitesses
invraisemblables. Inversement, lorsque le seuil est très faible et implique des mises à jour fréquentes,
le temps de convergence peut s’avérer trop long, à tel point que la mise à jour suivante peut être reçue
avant même que le fantôme n’ait pu atteindre la position associée à la mise à jour précédente. Cette
situation a pour effet de transformer le mouvement suivi par le fantôme en une succession de trajectoires
de convergence ne reflétant pas l’état réel de l’entité représentée.
Outre ces aspects, l’application du mécanisme de lissage des trajectoires peut également provoquer
momentanément un dépassement du seuil d’erreur. Néanmoins, dans ce cas de figure, le dépassement
du seuil n’indique pas une augmentation de la déviation au sens où le modèle de prédiction tendrait à
diverger de l’état réel de l’entité. Ainsi, pour cette raison, l’algorithme de dead reckoning mis en place
désactive l’émission de mises à jour en cas de dépassement du seuil lors de l’utilisation des techniques
d’interpolation, que ce soit pour la convergence ou pour la gestion du changement des valeurs des para-
mètres du modèle de prédiction. Ce choix permet également d’éviter que l’émission d’une mise à jour ne
puisse déclencher une nouvelle phase de convergence susceptible de provoquer une émission de mises à
jour en rafale.
5.4 Optimisation de l’algorithme de dead reckoning par systèmes de clas-
seurs
Le but de l’approche mise en place consiste à fournir un algorithme de dead reckoning capable
d’adapter la manière dont la prédiction est réalisée en fonction des caractéristiques de l’entité à laquelle
il est associé. Parmi les techniques similaires existantes, certaines font intervenir un ensemble de règles
définies manuellement à la suite d’observations réalisées à partir de trajectoires prédéfinies. De telles
approches présentent, dans un premier temps, l’inconvénient d’être relativement fastidieuses en néces-
sitant l’étude exhaustive des différents cas possibles, ce qui tend à les rendre sujettes aux erreurs et
aux oublis. De plus, les règles obtenues à l’issue de ce processus peuvent s’avérer inadaptées en raison
d’une définition souvent basée sur des heuristiques portant sur des trajectoires génériques ne reflétant pas
systématiquement les spécificités des entités présentes dans l’environnement virtuel.
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Le système proposé vise à apporter une solution à ces problèmes en tirant parti des capacités adap-
tatives des systèmes de classeurs de type αCS (cf. partie 3.3.3). Ainsi, l’approche proposée consiste à
intégrer un système de classeurs au sein du fonctionnement de l’algorithme de dead reckoning afin de
pouvoir adapter les paramètres du modèle de prédiction en fonction de l’évolution des entités et du dé-
roulement de la simulation. Le but recherché consiste alors à permettre l’émergence de bases de règles
spécifiques à chacune des entités présentes dans l’environnement virtuel, notamment si les comporte-
ments et les mouvements simulés tendent à être très variés. En effet par exemple, dans le cadre d’une
simulation militaire, le modèle d’extrapolation associé aux mouvements d’un fantassin a peu de chances
d’être efficace s’il est employé pour un char ou un avion.
Cet exemple peut suggérer que la définition d’un ensemble de règles pour chaque classe d’entités
est suffisante. Il est cependant courant que le mouvement d’une entité particulière puisse être fortement
altéré par les conditions auxquelles elle est soumise, ce qui a pour effet de la faire évoluer différemment
de ses congénères. Toujours dans le cas d’un fantassin, ses déplacements ne sont pas les mêmes qu’il
évolue sur un sol ferme ou qu’il traverse un marécage. C’est pour cette raison que le choix s’est porté sur
l’association d’un système de classeurs à chaque entité présente dans l’environnement virtuel.
Tout comme pour la simulation de véhicules autonomes présentée en 3.4, la mise en œuvre des
systèmes de classeurs passe par la définition de trois éléments : les capteurs, les effecteurs et les objectifs.
Les capteurs représentent les éléments à partir desquels le système sélectionne le type de prédiction qu’il
juge le plus approprié. Les effecteurs définissent, quant à eux, la manière dont le système de classeurs
peut agir sur le modèle de prédiction en modifiant ses paramètres. En ce qui concerne les objectifs, ils
prennent la forme de rétributions d’autant plus élevées que le système satisfait certains buts tels que
minimiser la déviation ou le nombre de mises à jour transmises.
Une fois ces éléments définis, se pose le choix du mode d’initialisation de la base de règles du système
de classeurs. Il est en effet envisageable d’injecter au sein du système un ensemble de règles obtenues
manuellement en adoptant une approche similaire à celle utilisée lors de la conception de l’algorithme
de PHBDR. Dans ce cas de figure, le rôle de l’αCS consiste à améliorer ces règles en faisant émer-
ger des classeurs plus adaptés au problème posé. Il est également possible, et c’est l’approche utilisée
dans le cadre des différentes expérimentations réalisées, de partir d’un ensemble de classeurs initialisés
aléatoirement afin de laisser au système le soin de faire émerger des règles intéressantes.
Il existe par la suite, différentes manières d’exploiter les systèmes de classeurs et les règles issues
de leur apprentissage. L’une d’elles consiste à intégrer le système de classeurs directement au sein du
processus de dead reckoning en l’exécutant au niveau de l’hôte simulant le modèle de haute fidélité. Cette
façon de procéder offre au système de classeurs la possibilité d’effectuer un apprentissage « en ligne » et
d’adapter ses règles à l’instance de simulation à laquelle il est associé.
Il est également envisageable d’entraîner les systèmes de classeurs « hors ligne » au sein d’instances
de l’environnement virtuel exclusivement destinées à leur apprentissage et à l’émergence de règles. Ce
mode de fonctionnement permet alors, à l’issue du processus, d’extraire les règles les plus fortes et de les
utiliser telles quelles au sein de l’algorithme de dead reckoning. Cela supprime toutefois toute possibilité
d’adaptation de ces règles par la suite. Il devient néanmoins possible, en intégrant ces règles directement
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au sein du modèle de prédiction, de supprimer le besoin d’informer chaque fantôme des changements de
modèle de prédiction.
Toutefois, cette solution implique de n’associer au système de classeurs que des capteurs portant
sur des éléments connus des fantômes. En effet, les règles étant appliquées par des hôtes n’ayant pour
connaissance que les informations relatives aux fantômes, il ne leur est pas possible de choisir un modèle
de prédiction en fonction de l’état réel de l’entité. Ainsi par exemple, dans le cas d’une simulation de
course automobile se basant sur l’échange d’informations relatives à la position et à l’orientation des
véhicules, des éléments tels que l’usure ou la pression des pneus ne peuvent être utilisés comme facteurs
de décision pour le choix d’un modèle d’extrapolation. Le numéro du virage dans lequel s’inscrit le
véhicule peut faire, quant à lui, office de capteur.
En ce qui concerne les éléments définis dans le cadre des expérimentations réalisées, les effecteurs
ont pour rôle de modifier les paramètres intervenant dans la définition du modèle de prédiction : deg,
nbDer, nbSauts. Ainsi, à chaque effecteur correspond une valeur à attribuer à chacun de ces paramètres.
Pour ce qui est des capteurs, afin d’effectuer des comparaisons avec les approches existantes, le
système mis en œuvre se base uniquement sur les valeurs prises par l’angle d’embrassade tel qu’il est
défini dans l’algorithme de PHBDR. D’un point de vue pratique, les valeurs pouvant être prises par cet
angle sont discrétisées de telle sorte que chaque capteur correspond à un intervalle de valeurs d’angle
d’embrassade. Le système mis en place est toutefois suffisamment évolutif, pour permettre l’introduction
de nouveaux capteurs prenant compte des éléments spécifiques à l’environnement virtuel simulé et aux
entités évoluant en son sein.
En ce qui concerne la manière dont le système est rétribué, différentes formes de récompenses ont
été évaluées dans le but de minimiser l’erreur de prédiction et le nombre de messages échangés. Les
différentes fonctions de fitness utilisées sont présentées dans la partie suivante présentant les résultats
obtenus avec ce système.
Outre la définition des capteurs, effecteurs et rétributions, l’approche mise en place impose égale-
ment de déterminer la manière dont les différentes étapes du cycle de fonctionnement d’un système de
classeurs peuvent s’intégrer à celles de l’algorithme de dead reckoning. Il est ainsi primordial de définir à
quel moment le système de classeurs doit récupérer les informations nécessaires au choix d’un modèle de
prédiction, modifier les paramètres du polynôme d’extrapolation et appliquer les rétributions en fonction
de la qualité de la prédiction.
Pour cela, trois stratégies différentes ont été envisagées. La première d’entre elles, consistant à dé-
clencher le mécanisme à chaque pas de simulation, n’est pas acceptable étant donné qu’elle ne laisse pas
au système suffisamment de temps pour évaluer les effets du modèle de prédiction choisi.
La deuxième approche étudiée prévoit de déclencher les systèmes de classeurs de manière périodique.
Cette stratégie présente l’inconvénient d’imposer aux concepteurs d’environnements virtuels une tâche
supplémentaire consistant à déterminer la durée de période adéquate, tâche pouvant rapidement devenir
rébarbative.
De plus, la manière dont l’apprentissage est réalisé implique que les règles obtenues soient elles-
mêmes appliquées de manière périodique. Dans le cas où les règles sont extraites pour être directement
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intégrées au modèle de prédiction, cela peut soulever le problème de la synchronisation entre les diffé-
rents hôtes présents. En effet, dans ce type de situation, tout défaut de synchronisation peut avoir pour
conséquence de mener différents hôtes à utiliser des modèles de prédiction différents de celui employé
par l’hôte simulant le modèle de haute fidélité. Il peut alors en résulter l’apparition d’incohérences sus-
ceptibles d’affecter le déroulement et le « réalisme » de la simulation.
La stratégie adoptée dans le cadre des travaux présentés, quant à elle, suit le fonctionnement présenté
par l’algorithme 1. Elle consiste à déclencher un cycle d’apprentissage du système de classeurs après
chaque dépassement du seuil d’erreur. Elle présente ainsi l’avantage d’attribuer au système suffisamment
de temps pour engranger les informations nécessaires à l’évaluation des performances de la forme d’ex-
trapolation utilisée. De plus, contrairement à la stratégie précédente, elle ne pose pas de problème de
synchronisation, les règles devant être appliquées par les fantômes dès la réception d’une nouvelle mise
à jour.
Algorithme 1 Algorithme de dead reckoning basé sur les αCS
pour chaque entité simulée ei js faire
- effectuer un pas de simulation pour le modèle détaillé eri j
- effectuer un pas de simulation pour le fantôme egi j
- enregister les critères nécessaires à l’évaluation des rétributions
si distance((eri j ,egi j)> seuil) alors
- calculer les rétributions en fonction des données enregistrées
- appliquer les rétributions à l’αCS
- calculer l’état des capteur en fonction de l’état de l’entité et de celui de son environnement
- activer l’αCS et récupérer le code de l’action à exécuter
- créer les message de mise à jour
- envoyer le paquet correspondant
- appliquer les modifications sur egi j
fin si
fin pour
5.5 Expérimentations et résultats
Les différentes expérimentations présentées tout au long de cette section visent à tester et valider
le système mis en place. Elles consistent essentiellement à le confronter à différents bancs de test dont
certains correspondent à ceux utilisés lors de la conception de systèmes existants. Ainsi, par exemple,
certaines des simulations réalisées font intervenir différents types d’entités suivant des trajectoires va-
riées. Le but à cela est d’évaluer les capacités adaptatives du système en fonction des caractéristiques
propres de l’entité à laquelle il est associé. Outre cela, une partie des travaux présentés est consacrée à la
définition de différentes formes d’objectifs susceptibles de permettre aux systèmes de classeurs d’amé-
liorer les performances de l’algorithme de dead reckoning.
En ce qui concerne la définition des éléments nécessaires au fonctionnement des systèmes de clas-
seurs, les capteurs mis en place se basent exclusivement sur la valeur prise par l’angle d’embrassade
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formé par les trois dernières mises à jour reçues. La plupart des travaux utilisant cette grandeur tendent à
sélectionner un modèle de prédiction selon que cet angle soit grand ou petit, et sont amenés à déterminer
un seuil à partir duquel un angle d’embrassade doit être considéré comme grand.
Dans le cas des expérimentations réalisées, afin de fournir une granularité plus fine, le choix s’est
porté sur la définition de capteurs prenant en compte l’intervalle au sein duquel se trouve cet angle. Ainsi,
en pratique, le fonctionnement des systèmes de classeurs consiste à déterminer le type d’extrapolation le
plus adapté, selon que le cosinus de l’angle d’embrassade se trouve dans l’un des intervalles délimités
par [−1, −0,75, −0,5, −0,25, 0, 0,25, 0,5, 0,75, 1], ce qui correspond à la définition de 8 capteurs.
Du point de vue des effecteurs, leur rôle est de permettre au système de faire varier les valeurs des
paramètres deg, nbDer et nbSauts entrant dans la définition du modèle de prédiction. Chaque effecteur
correspond à une combinaison de valeurs, pour ces trois paramètres, parmi les 11 présentées dans la figure
5.5 Ainsi, les différents tests effectués portent sur l’utilisation d’extrapolations linéaires et quadratiques
permettant toutes les combinaisons possibles pour nbDer et nbSauts.
deg nbDer nbSauts
1 0 1 – 4 – 8
1 1
2 0 1 – 4 – 8
2 1 1 – 4 – 8
2 2
FIGURE 5.5 – Liste des effecteurs
Les fonctions de fitness employées pour définir les buts du système sont, quant à elles, présentées
tout au long des sections suivantes. Ces sections décrivent en effet les expérimentations réalisées en sou-
mettant le système à des trajectoires présentant des caractéristiques différentes et en lui fixant différents
types d’objectifs.
5.5.1 Trajectoire régulière entrecoupée de changements brutaux de direction
Les travaux présentés dans cette partie font intervenir des entités suivant une trajectoire constituée
de parties régulières pouvant être assimilés à des morceaux de sinusoïde, et de changements brutaux
de direction correspondant à des rebonds sur l’axe des abscisses (fig. 5.6). Les différentes simulations
réalisées se basent sur des capteurs et des effecteurs correspondant en tous points à ceux présentés dans
le cadre de la partie précédente.
Les premières expérimentations réalisées fixent au système l’objectif de minimiser la déviation entre
le fantôme et le modèle de haute fidélité. La minimisation de ce critère est censée déboucher sur une
amélioration de la précision de prédiction, mais également provoquer l’émission d’un nombre de mises
à jour moindre. En effet, une minimisation de la déviation permet théoriquement de maintenir l’erreur
inférieure au seuil durant des périodes plus longues, ce qui doit réduire la fréquence d’émission des mises
à jour. En pratique, la mise en œuvre de cet objectif correspond à la définition d’une fonction de fitness
permettant aux systèmes de classeurs de déterminer si une règle est adaptée au problème posé ou non.
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FIGURE 5.6 – Trajectoire régulière entrecoupée de changements brutaux de direction
Le premier modèle de rétribution testé consiste à transmettre au système, la valeur moyenne de la
déviation au cours de la phase de prédiction venant de s’achever. Les évaluations de ce modèle ont permis
de conclure que ce critère est inefficace étant donné qu’il ne fournit pas suffisamment d’informations
au système de classeurs et ne lui permet pas d’évaluer les actions sélectionnées et leurs effets sur les
performances de l’algorithme de dead reckoning.
Afin de résoudre ce problème, les travaux entrepris se sont tournés vers une approche consistant à
fournir au système une grandeur représentant la tendance de l’évolution de la déviation. Le but recherché
est alors de lui permettre d’évaluer si les actions qu’il choisit tendent à augmenter l’erreur ou à la faire
diminuer. Pour cela, la récompense attribuée à la fin de chaque phase de prédiction est calculée par
le biais d’une régression linéaire par la méthode des moindres carrés portant sur le cumul des valeurs
moyennes de la déviation au cours des phases de prédiction précédentes.
Le calcul de cette rétribution se fait en plusieurs étapes. Dans un premier temps, la valeur moyenne
de la déviation sur la nème phase d’extrapolation est calculée :
ADn =
∑deviation
nbPas
(5.10)
Par la suite, le calcul de la rétribution se fait sur la base du cumul Cn des ADn :
Cn =
n
∑
i=0
ADi (5.11)
Ensuite, la grandeur P entrant en jeu dans la rétribution est calculée par l’intermédiaire d’une régres-
sion linéaire par la méthode des moindres carrés portant sur les m dernières valeurs Cn−m+1, . . . ,Cn du
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cumul :
P =
m
∑
i=1
[(m−1
2 − i
) ·(Cn−i+1− ∑mj=1 Cn− j+1m )]
m
∑
i=1
(m
2
− i
)2 (5.12)
La valeur de P permet alors d’obtenir une indication sur la tendance suivie par la déviation. Néan-
moins, le but du système de classeurs étant de minimiser la déviation, la rétribution se doit d’être définie
de manière à ce qu’une faible valeur de P provoque une bonne rétribution :
retribution = γ−P (5.13)
Les résultats présentés par la suite ont été obtenus à l’aide de systèmes de classeurs de type αCS[112]
initialisés aléatoirement. En ce qui concerne le seuil d’erreur utilisé dans le cadre du dead reckoning, sa
valeur est fixée à 0,015. Afin de présenter de manière visible les effets du modèle sur la qualité de la
prédiction, l’algorithme utilisé au cours de ces tests ne déclenche pas de mécanisme de convergence après
la réception d’une nouvelle mise à jour. Ainsi, à chaque mise à jour, le fantôme rejoint immédiatement
sa nouvelle position et provoque, au niveau des courbes présentées, l’apparition d’une discontinuité.
Le processus de lissage consistant à maintenir la continuité du mouvement en cas de changement des
paramètres du polynôme d’extrapolation est, quant à lui, maintenu actif.
La figure 5.7 présente une comparaison entre la trajectoire suivie par le fantôme en début de si-
mulation et celle obtenue après un certain nombre de cycles d’apprentissage. Ces trajectoires laissent
apparaître une nette diminution du nombre de discontinuités, et par conséquent, du nombre de mises à
jour émises. De plus, cette réduction se produit aussi bien dans les parties régulières de la trajectoire
qu’au niveau des rebonds. En effet, au niveau des zones de changement de direction, le système ne se
contente plus que de l’émission d’une mise à jour alors que huit étaient nécessaires en début de simu-
lation. De manière similaire, au sommet de la trajectoire, les choix effectués par le système rendent les
recalages du fantôme moins fréquents. Cela montre donc que le système a réussi, en ayant pour but de
minimiser la déviation, à limiter l’émission de mises à jour.
La figure 5.8 regroupe les règles les plus fortes ayant émergé suite au processus d’apprentissage. Dif-
férentes observations peuvent être faites à propos des classeurs obtenus. Tout d’abord, les règles extraites
ne couvrent pas l’ensemble des intervalles possibles pouvant être pris par les angles d’embrassade. Cela
s’explique par le fait que les systèmes de classeurs tendent à pénaliser, par le biais de mécanismes de
taxation, les règles inutiles ou rarement utilisées. Ainsi, les règles les plus fortes et les plus significatives
portent essentiellement sur les intervalles que le système a rencontrés durant la simulation et auxquels il
a de fortes chances d’être confronté par la suite.
Dans le cadre d’une utilisation « hors ligne » du système dans le but d’en extraire les règles et de
les incorporer au modèle de prédiction, l’émergence d’un nombre restreint de règles présente certains
avantages. Dans un premier temps, un faible nombre de règles tend à simplifier la tâche des développeurs
en limitant le nombre d’erreurs et d’oublis potentiels. De plus, les performances du système sont censées
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FIGURE 5.7 – Trajectoires obtenues en début et fin d’apprentissage
être d’autant meilleures que les cas à évaluer et les règles à analyser sont réduits.
Les règles obtenues par le biais des systèmes de classeurs sont en accord avec celles proposées par
[117] et [34], dans le sens où elles préconisent l’utilisation d’une extrapolation linéaire lorsque l’angle
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condition action force
cos(angle) deg nbDer nbSauts
[-1,-0.75] 2 0 1 400
[-0.75,-0.5] 1 0 1 108
[0.0,0.25] 1 0 8 108
[0.75,1] 1 0 4 400
FIGURE 5.8 – Règles les plus significatives obtenues en fin de simulation
d’embrassade est petit et une prédiction quadratique lorsque celui-ci est grand. Toutefois, l’approche
proposée offre des résultats plus fins en suggérant qu’un angle d’embrassade peut être considéré comme
grand lorsque son cosinus est inférieur à −0,75.
La figure 5.9 présente l’évolution, tout au long de la simulation, du critère P à minimiser. Elle permet
de remarquer que le système réussit brusquement, après 3200 mises à jour, à maximiser sa rétribution
tout en permettant un bénéfice de l’ordre de 60% par rapport à ses performances initiales.
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FIGURE 5.9 – Evolution du critère de rétribution
5.5.2 Trajectoire complexe
Cette section décrit les résultats obtenus en confrontant le système développé à une forme de trajec-
toire plus complexe combinant des mouvements réguliers, saccadés et des rebonds semblables à ceux
décrits par [34] (fig. 5.10).
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FIGURE 5.10 – Trajectoire complexe
Minimisation de la déviation
Les premières expérimentations réalisées sur cette trajectoire sont destinées à évaluer les capacités
du système à s’adapter à différentes formes de mouvements. Ainsi, les capteurs, effecteurs et objectifs
mobilisés correspondent en tous points à ceux utilisés dans le cadre des travaux portant sur une trajectoire
régulière entrecoupée de changements brutaux de direction.
La figure 5.11 présente l’évolution du trajet suivi par le fantôme au cours de la phase d’apprentissage.
Il apparaît une nette diminution du nombre de mises à jour transmises, tout comme c’était le cas avec la
trajectoire suivie par les entités lors des évaluations précédentes.
Cette réduction du nombre de dépassements du seuil correspond à l’émergence d’un certain nombre
de règles permettant au système de sélectionner une forme de prédiction plus appropriée. Ces règles
décrites dans la figure 5.12 tendent à présenter quelques différences en regard de celles obtenues dans la
figure 5.8.
La première remarque pouvant être faite à propos de ces règles, porte sur le fait qu’elles attribuent
toutes à nbDer une valeur égale à 0. Cela indique donc que le système de classeurs s’est dirigé vers
une approche de type dead reckoning basé sur l’historique des positions. De plus, au niveau des valeurs
extrêmes des angles d’embrassade, et notamment lorsque leur cosinus se trouve dans les intervalles
[−1,−0,5] et [0,5,1], les choix réalisés par le système correspondent à ceux proposés par [117].
Néanmoins, lorsque le cosinus de ces angles se trouve entre −0,5 et 0,5, les classeurs ayant émergé
tendent à suggérer une stratégie différente. Ces différences peuvent s’expliquer par le fait que les règles
définies par [117] l’ont été par le biais de courbes représentant chacune un type de mouvement et faisant
intervenir des valeurs extrêmes d’angles d’embrassade : très larges pour les trajectoires régulières et très
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FIGURE 5.11 – Trajectoires du fantôme en début et fin d’apprentissage
aigus dans le cas de rebonds.
Le modèle mis en place au cours de ces travaux se base, quant à lui, sur la trajectoire suivie par
l’entité, ce qui permet l’obtention de règles prenant compte des spécificités de ses déplacements. Cela
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condition action force
cos(angle) deg nbDer nbSauts
[-1,-0.75] 2 0 1 400
[-0.75,-0.5] 2 0 4 400
[-0.5,-0.25] 1 0 4 400
[-0.25,0] 2 0 4 392
[0,0.25] 1 0 4 400
[0.25,0.5] 2 0 4 398
[0.5,0.75] 1 0 1 400
[0.75,1] 1 0 8 400
FIGURE 5.12 – Règles ayant émergé
signifie, par conséquent, que les règles présentées dans la figure 5.12 sont efficaces pour la trajectoire
utilisée au cours des tests mais peuvent ne pas l’être pour d’autres.
La base de règles issue du processus d’apprentissage diffère également de celle obtenue dans le cadre
de la trajectoire précédente étant donné qu’elle embrasse la totalité des intervalles définis. Cela indique
donc qu’au cours de la simulation, le système de classeurs a été confronté à des angles d’embrassade
correspondant à chacun de ces intervalles, ce qui tend à confirmer la complexité relative de la trajectoire
mise en œuvre.
5.5.3 Maximisation de la durée des phases de prédiction
Les travaux présentés jusqu’alors portent sur la minimisation de la déviation, dont l’un des effets est
la diminution du nombre de dépassements du seuil d’erreur et du nombre de mises à jour transmises. Les
expérimentations dont fait l’objet cette partie s’intéressent à la réduction du nombre de mises à jour par
le biais de l’augmentation de la durée des phases de prédiction. Ainsi, l’allongement du temps séparant
deux mises à jour consécutives vise à réduire leur fréquence d’émission et, par conséquent, leur nombre.
Du point de vue du système et de la trajectoire mis en œuvre, ils correspondent à ceux utilisés en
5.5.2, au modèle de rétribution près. La récompense allouée au système à la suite d’un dépassement du
seuil d’erreur est en effet définie de telle sorte que de longues phases de prédiction mènent à de meilleures
rétributions. Toutefois, le mode de calcul employé présente certaines similitudes avec celui déterminé
dans le cadre d’un système destiné à minimiser la déviation. Ainsi, le système n’est pas directement
informé de la durée de la phase de prédiction venant de s’achever : il évalue la qualité de sa prédiction en
fonction de la tendance suivie par cette durée. Tout comme pour les expérimentations précédentes, cette
tendance est mesurée par le bais d’une régression linéaire par la méthode des moindres carrés portant sur
le cumul des durées des phases de prédiction.
De cette manière, à la fin de chaque phase de prédiction, le système se voit attribuer une récompense
basée sur la « pente » P de la courbe représentant le cumul des durées :
Cn =
n
∑
i=0
dureePredi (5.14)
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P =
m
∑
i=1
[(m−1
2 − i
) ·(Cn−i+1− ∑mj=1 Cn− j+1m )]
m
∑
i=1
(m
2
− i
)2 (5.15)
Le but du système de classeurs étant de maximiser cette grandeur, la rétribution est définie à l’aide
d’un paramètre β positif permettant de moduler la récompense :
retribution = β ·P (5.16)
Comme le montre la figure 5.13, cette forme de rétribution permet au système de classeurs d’élaborer
une stratégie débouchant sur une diminution du nombre de mises à jour.
La figure 5.14 regroupe les classeurs les plus forts obtenus à l’issue du processus d’apprentissage.
Bien que les règles présentées ici soient issues d’une instance de simulation particulière, la majeure par-
tie des exécutions réalisées avec le même type de trajectoire a produit des résultats équivalents. Ainsi,
les règles obtenues diffèrent à nouveau de celles observées dans le cadre des expérimentations précé-
demment entreprises. En effet, dans le cas présent, le système suggère une combinaison entre un modèle
de dead reckoning de type PHBDR correspondant à une valeur de nbDer égale à 0 et une approche
équivalente à celle proposée par DIS lorsque nbDer est égal à deg.
La variété des résultats issus des expérimentations effectuées tendent à dénoter les capacités adap-
tatives du système proposé. Ainsi, dans le cas présent, les règles ayant émergé sont spécifiques à la
trajectoire et à l’objectif auxquels ont été soumis l’algorithme de dead reckoning et le système de clas-
seurs. Alors que les approches existantes se basent sur des règles génériques définies manuellement,
l’utilisation des αCS permet l’obtention de règles plus précises et potentiellement plus adaptées.
5.5.4 Comparaison des performances des règles obtenues avec celles d’approches exis-
tantes
Cette section présente une comparaison des résultats obtenus par les règles émergeant du système
proposé à ceux d’approches existantes. Les expérimentations s’inscrivent dans le cadre d’une simulation
faisant intervenir des boids (cf. partie 4.5.1). Les critères de performance employés font intervenir les
deux grandeurs mobilisées lors de la définition des objectifs du système : la déviation et la durée des
phases de prédiction. Les différentes évaluations présentées dans cette partie proposent la comparaison
de six modèles de prédiction regroupant des approches de type PHBDR n’utilisant que des informations
de position, les modèles polynomiaux définis par DIS et les stratégies basées sur la mesure des angles
d’embrassade proposées par [117].
De manière à fournir des résultats cohérents, les effecteurs limitent deg,nbDer et nbSaut à des valeurs
correspondant aux autres modèles participant à la comparaison. Ainsi, chaque système de classeurs se
voit attribuer quatre effecteurs (fig. 5.15).
La figure 5.16 correspond à la comparaison des valeurs de déviation obtenues. Elle montre qu’après
6000 mises à jour, c’est à dire 6000 cycles d’apprentissage, le système de classeurs fournit la déviation
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FIGURE 5.13 – Trajectoires du fantôme en début et fin d’apprentissage
la plus faible parmi les différents modèles testés. La précision obtenue est en effet d’au moins 10%
meilleure que celle des autres stratégies de prédiction.
Les courbes présentées portant sur des simulations ayant la même durée, cette figure permet d’ob-
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condition action strength
cos(angle) deg nbDer nbSauts
[-1,-0.75] 2 1 8 316
[-0.75,-0.5] 2 0 1 316
[-0.5,-0.25] 1 1 316
[-0.25,0] 1 1 316
[0,0.25] 2 0 8 315
[0.25,0.5] 2 0 4 314
[0.5,0.75] 1 1 314
[0.75,1] 1 0 1 314
FIGURE 5.14 – Règles ayant émergé
deg nbDer nbSauts
1 0 1
1 1
2 0 1
2 2
FIGURE 5.15 – Liste des effecteurs utilisés
server le lien existant entre le nombre de mises à jour transmises et la valeur de la déviation. Ainsi, les
courbes présentant une faible déviation tendent à s’interrompre les premières, ce qui indique la transmis-
sion d’un nombre de mises à jour moindre. Cela confirme la validité de la fitness définissant la déviation
en tant que critère dont la minimisation permet de réduire le nombre de dépassements du seuil d’erreur.
Les courbes constituant la figure 5.17 représentent les durées des phases de prédiction obtenues par
les différentes stratégies comparées, et ce, dans le cadre d’une simulation identique à celle employée lors
de l’évaluation des déviations. Elles confirment tout d’abord, comme c’était le cas pour les déviations,
l’existence d’un lien entre la durée des phases de prédiction et le nombre de mises à jour transmises.
En effet, les courbes offrant de fortes valeurs tendent à s’interrompre les premières, ce qui implique des
dépassements de seuil moindres.
En ce qui concerne les performances du système mis en place, elles correspondent, sans toutefois les
dépasser, à celles obtenues par les modèles de prédiction les plus efficaces. Les courbes obtenues tendent
à montrer, dans le cas de la simulation mise en œuvre et en regard du critère évalué, que les modèles de
prédiction statiques sont les plus adaptés. L’algorithme de PHBDR, quant à lui, même s’il ne débouche
pas sur un nombre relativement excessif de mises à jour, offre des résultats moins intéressants.
Les figures 5.16 et 5.17 montrent que les deux critères d’optimisation employés ont un effet positif
vis à vis du nombre de messages échangés. Ils n’agissent néanmoins pas sur ce nombre dans les mêmes
proportions : la minimisation de la déviation mène à l’émission de l’ordre de 14500 mises à jour, tandis
que la maximisation des phases de prédiction en nécessite au mieux 16700, soit 15% de plus. Par consé-
quent, sur les deux expérimentations présentées, le mécanisme de dead reckoning associé à des systèmes
de classeurs ayant pour objectif de minimiser la déviation est l’approche ayant produit, dans l’absolu, le
plus faible nombre de dépassements du seuil d’erreur. Les deux exemples présentés dénotent toutefois
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FIGURE 5.16 – Comparaison des déviations
la capacité du système proposé à faire émerger des ensembles de règles relativement performantes pour
chacun des objectifs lui ayant été fixés.
5.6 Conclusion et perspectives
En termes de flexibilité et d’adaptation, la mise en œuvre de ces différentes comparaisons n’a de-
mandé que très peu de manipulations au niveau des éléments participant au fonctionnement du système
de classeurs. En effet, seul le mode de calcul des rétributions varie d’une simulation à une autre. Pour ce
qui est des modifications opérées par rapport aux résultats présentés dans les parties précédentes, elles se
matérialisent uniquement par la suppression des capteurs surnuméraires. Ainsi, bien que l’utilisation de
différentes formes de trajectoires n’ait nécessité aucun travail supplémentaire sur le système, le processus
mis en place a permis l’émergence de règles spécifiques à chacune d’entre elles.
Vis à vis des résultats obtenus, il semble intéressant d’envisager l’évaluation de formes de prédiction
autres que des polynômes (ex. courbes d’ajustement). Il semble ainsi possible, en offrant au système de
classeurs une plus grande variété de choix dans les modèles à employer, d’obtenir des prédictions encore
plus efficaces.
Outre ces aspects, les capacités d’apprentissage des systèmes de classeurs peuvent également être
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FIGURE 5.17 – Comparaison des durées des phases de prédiction
mobilisées dans le but d’intégrer aux prédictions des éléments spécifiques à la simulation et aux entités.
Ainsi, le but visé consisterait à permettre au système d’apprendre par lui même qu’une entité ne traverse
pas les murs et tend à les longer, ce que [147] intègre manuellement à son algorithme de pre-reckoning.
Une autre extension prévue pour le système concerne la possibilité de tirer parti des capacités multi
objectifs des αCS en leur soumettant simultanément différentes combinaisons d’objectifs. Ceux-ci peuvent,
par exemple, porter sur la gestion des ressources mises à la disposition du processus de dead reckoning,
qu’il s’agisse de la charge processeur allouée pour la prédiction ou du nombre de messages pouvant être
transmis sur le réseau.
En ce qui concerne les mécanismes de lissage des trajectoires et de convergence mis en place, les
observations réalisées poussent également à envisager la définition de techniques permettant d’adapter le
temps de convergence afin d’éviter, par exemple, que certaines entités n’atteignent des vitesses irréalistes
ou ne rebroussent chemin subitement.
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Les objectifs fixés au début de ce document concernaient l’intégration d’entités adaptatives au sein
d’environnements virtuels distribués et la définition de techniques destinées à réduire l’impact de phéno-
mènes tels que la latence et la gigue.
Vis à vis du premier objectif, les travaux réalisés ont permis la définition d’une architecture et de
différents mécanismes dédiés à la création d’environnements virtuels pouvant impliquer différents types
d’entités autonomes, y compris des entités adaptatives. Les mécanismes mis en œuvre afin de régir les
communications participant au fonctionnement de l’environnement virtuel se basent exclusivement sur
des services proposés par la RunTime Infrastructure de la High Level Architecture. Ainsi, l’approche pro-
posée offre la possibilité de concevoir des environnements virtuels distribués tirant bénéfice des principes
d’interopérabilité et de réutilisabilité apportés par HLA. En effet, l’architecture de simulation déployée
dans le cadre de ces travaux a mené au développement d’une application constituée de modules inter-
connectables. Elle prévoit ainsi d’accueillir de nouveaux modules sans nécessiter d’adaptations majeures
dans le modèle de communication mis en place.
Concernant les entités impliquées dans la simulation de véhicules, leur modèle comportemental a été
défini à l’aide de systèmes évolutionnaires appelés systèmes de classeurs. Ces travaux ont consisté, dans
un premier temps, à proposer un ensemble de capteurs, effecteurs et objectifs nécessaires au fonctionne-
ment des systèmes de classeurs. Les éléments définis, bien que relativement simples, ont ensuite mené à
l’émergence de comportements variés tels que changer de voie pour effectuer un dépassement ou adapter
sa vitesse à celle du véhicule suivi.
Les différentes expérimentations réalisées ont également permis de soulever certaines probléma-
tiques liées à l’évolution d’entités adaptatives au sein d’environnements virtuels distribués. Il a ainsi été
possible de constater que le processus d’apprentissage est essentiellement lié aux événements se produi-
sant au cours des interactions impliquant l’entité concernée. Cela a permis d’en déduire que la latence
ou la gigue, en plus d’avoir un impact potentiel sur des utilisateurs humains, peuvent également avoir un
effet catastrophique sur des entités adaptatives, ce qui dénote d’autant plus l’importance de minimiser
les effets de tels phénomènes.
Les travaux réalisés par la suite, et notamment ceux relatifs aux zones de gestion, se sont attelés
à cette tâche. La mise en place de ces zones a nécessité la définition d’un mécanisme de migration
destiné à regrouper au sein d’un même fédéré les entités en interaction. Le modèle proposé, en se basant
uniquement sur les services proposés par la RTI, tend à être facilement portable et à répondre aux besoins
de réutilisabilité prônés par HLA. En effet, bien qu’ils aient été implantés en Java, les mécanismes
proposés sont décrits d’une manière telle, qu’ils peuvent être directement reproduits dans n’importe quel
langage capable d’invoquer les services d’une RTI quelconque.
L’évaluation des zones de gestion a été réalisée dans le cadre de simulations faisant intervenir des
entités autonomes de type boids. Ainsi, les différentes expérimentations menées ont permis d’augmenter
notablement le nombre d’interactions impliquant des communications locales soumises à une latence
et une gigue insignifiantes. Les entités concernées ont alors eu la possibilité d’accéder de manière im-
médiate à des informations constamment à jour, ce qui répond aux problèmes rencontrés lors de l’in-
tégration d’entités autonomes adaptatives. Les résultats obtenus ont également permis d’observer que
152
le mécanisme des zones de gestion peut être combiné de manière efficace à des techniques de filtrage
par gestion de l’intérêt. Une telle combinaison permet en effet une réduction plus nette des mises à jour
échangées entre fédérés, et ce, en dépit du surcroît de messages induit par les migrations d’entités.
En ce qui concerne l’optimisation de l’algorithme de dead reckoning à l’aide de systèmes de classeurs
de type αCS, elle a d’abord consisté en la définition d’un modèle d’extrapolation paramétrable capable
de reproduire le comportement d’approches existantes, mais également de proposer d’autres formes de
prédiction. Les travaux effectués à ce sujet ont également mené à la définition de critères destinés à
optimiser les performances de cet algorithme. En effet, en intégrant ces critères aux fonctions objectifs
des αCS, le système proposé a débouché sur une diminution du nombre de messages échangés et une
amélioration de la précision des prédictions. De plus, en le soumettant à des entités suivant des trajec-
toires différentes, il a permis l’émergence de règles prenant compte des individualités de ces trajectoires
pour la sélection d’un modèle de prédiction parmi ceux mis à sa disposition. Les résultats ainsi obtenus
ont également démontré la capacité des systèmes de classeurs à fournir des règles plus précises et plus
efficaces que celles obtenues par des approches basées sur des heuristiques.
Les contributions présentées et leurs résultats ouvrent plusieurs perspectives. Tout d’abord du point
de vue des zones de gestion, leur mode de fonctionnement se prête à une extension destinée à les impli-
quer dans le cadre de problèmes de répartition et d’équilibrage de charge. Ainsi, la migration des zones
de gestion peut amener certains fédérés surchargés à se libérer d’une partie de leur charge en cédant
une ou plusieurs zones de gestion à d’autres fédérés. La mise en place de tels processus peut également
déboucher sur de nouveaux mécanismes tels que la subdivision ou le regroupement de zones de gestion.
Une des difficultés pouvant alors être soulevée concerne la définition de ces mécanismes à l’aide des
seuls services de la RTI.
Outre cela, les résultats obtenus en associant les zones de gestion à une technique de filtrage par
gestion de l’intérêt laissent entrevoir certains travaux à venir. En effet, les évaluations présentées à ce
sujet ont été réalisées en effectuant un filtrage « artificiel » au niveau des fédérés, ce qui en pratique ne
réduit pas le nombre de messages réellement échangés sur le réseau. Néanmoins, les zones de gestion
ayant été définies de manière à être compatibles, dans leur représentation, avec les espaces de routage
mis en œuvre par les services DDM de HLA, il semble intéressant de mettre en œuvre et d’évaluer les
performances réelles d’une combinaison entre les zones de gestion et ces services.
Concernant les travaux relatifs à l’algorithme de dead reckoning, les modèles de prédiction proposés
se basent sur une extrapolation polynomiale. Il semble envisageable d’intégrer au système la possibilité
de sélectionner d’autres formes d’extrapolation telles que des techniques similaires à celles employées
pour la définition de courbes d’ajustement. De plus, l’expérience tirée de la simulation de véhicules au-
tonomes adaptatifs ouvre la perspective d’intégrer à l’algorithme de dead reckoning des composantes de
simulation comportementale et de donner aux fantômes la capacité de prendre en compte des informa-
tions de haut niveau quant à la manière dont agit le modèle de haute fidélité.
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A.1 Fichier FED utilisé par la simulation de véhicules autonomes
Le fichier présenté en figure A.1 décrit les classes d’objets et d’interactions mises en place dans le
cadre de la simulation de véhicules autonomes présentée dans partie 3.4. Cette simulation se base sur
CERTI, une RTI libre et ouverte implantant les spécifications de la version 1.3 de HLA. Par conséquent,
la description des données échangées entre les différents fédérés est définie au sein d’un fichier nommé
FED (Federation Execution Details).
Un fichier FED suit une syntaxe similaire à celle employée par le langage Lisp. Au sein d’un tel
fichier, les différentes imbrications permettent, entre autres, de définir les attributs d’une classe d’objets
ou de spécifier qu’une classe hérite d’une autre. Ainsi, par exemple, la figure A.1 montre de quelle
manière chaque classe d’objets est amenée à hériter d’objectRoot. Cette héritage est rendu obligatoire
par le fait que la classe objectRoot définit l’attribut privilegeToDelete destiné à assigner à un fédéré le
droit de détruire l’objet concerné. La section liée aux interactions montre également de manière similaire,
que l’ensemble des interactions doivent hériter de la classe interactionRoot.
(FED
(Federation Simulation)
(FEDVersion "v1.3")
(objects
(class objectRoot
(attribute privilegeToDelete reliable receive)
(class RTIprivate)
(class Manager)
(class Vehicule
(attribute XPosition best_effort receive)
(attribute YPosition best_effort receive)
(attribute ZPosition best_effort receive)
(attribute XOrientation best_effort receive)
(attribute YOrientation best_effort receive)
(attribute ZOrientation best_effort receive)
)
)
)
(interactions
(class interactionRoot
(class RTIprivate best_effort receive)
(class Manager best_effort receive)
(class Collision reliable receive)
(parameter Entite1)
(parameter Entite2)
)
)
)
FIGURE A.1 – Fichier FED mis en œuvre au sein de la simulation de véhicules autonomes
A.2 Fichier FOM mis en œuvre dans le cadre de la simulation de boids
Les travaux relatifs aux zones de gestion et à l’intégration d’entités de type boids ont été réalisés à
l’aide de pRTI, une RTI commerciale implantant le standard IEEE 1516. Alors que HLA 1.3 nécessite
la définition d’un FED, HLA 1516 impose la définition d’un FOM (Federation Object Model) suivant
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un format défini par l’OMT (Object Modeling Template). Il s’agit d’un fichier XML (Extensible Markup
Langugage) intégrant, entre autres, la définition des différentes classes d’objets et d’interactions.
La figure A.2 représente un fragment du FOM utilisé dans le cadre de différentes expérimentations
menées. Une partie de ce fichier a été générée à l’aide de l’outil Visual OMT proposé par Pitch SE. Cette
figure permet d’observer les similitudes existant entre le FOM et le FED mis en place, notamment en ce
qui concerne la définition des attributs d’une classe d’objets et la manière dont l’héritage est représenté.
Il est cependant à noter que ce fichier ne se limite pas à la définition des classes d’objets et d’interactions :
il contient la définition de l’ensemble des éléments intervenant dans le fonctionnement de la fédération,
que ce soient les types de données ou les modes de transport.
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<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE objectModel SYSTEM "hla.dtd">
<objectModel DTDversion="1516.2" name="Federation" type="FOM" version="1.0" >
<objects>
<objectClass name="HLAobjectRoot" sharing="Neither">
<attribute name="HLAprivilegeToDeleteObject" dataType="NA"
updateType="NA" updateCondition="NA"
ownership="DivestAcquire" sharing="PublishSubscribe"
dimensions="NA" transportation="HLAreliable"
order="TimeStamp"/>
<objectClass name="HLAmanager" sharing="Neither"
semantics="This object class is the root class of all MOM object classes">
.....
</objectClass>
<objectClass name="Boid" sharing="PublishSubscribe"
semantics="Représentation d'un boid">
<attribute name="Position" dataType="Vecteur3D"
updateType="NA" ownership="DivestAcquire"
sharing="PublishSubscribe" dimensions="NA"
transportation="HLAbestEffort" order="Receive"
semantics="Position du boid (x,y,z)"/>
<attribute name="Vitesse" dataType="Vecteur3D"
updateType="NA" ownership="DivestAcquire"
sharing="PublishSubscribe" dimensions="NA"
transportation="HLAbestEffort" order="Receive"
semantics="Vecteur vitesse du boid"/>
</objectClass>
</objectClass>
</objects>
<transportations>
<transportation name="HLAreliable"
description="Provide reliable delivery in the sense
that TCP/IP delivers its data reliably"/>
<transportation name="HLAbestEffort"
description="Make an effort to deliver data in the sense
that UDP provides best-effort delivery"/>
</transportations>
.....
<dataTypes>
<basicDataRepresentations>
<basicData name="HLAfloat32BE" size="32"
interpretation="Single-precision floating point number" endian="Big"/>
<basicData name="HLAfloat64BE" size="64"
interpretation="Double-precision floating point number" endian="Big"/>
<basicData name="UnsignedShort" size="16"
interpretation="Integer in the range [0, 2^16 - 1]" endian="Big"/>
.....
</basicDataRepresentations>
<arrayDataTypes>
<arrayData name="Vecteur3D" dataType="HLAFloat32BE"
cardinality="3" encoding="HLAfixedArray"
semantics="Représentation d'un vecteur"/>
<arrayData name="HLAASCIIstring" dataType="HLAASCIIchar"
cardinality="Dynamic" encoding="HLAvariableArray"
semantics="ASCII string representation"/>
</arrayDataTypes>
</dataTypes>
</objectModel>
FIGURE A.2 – Fichier FOM définissant la classe d’entités Boid
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