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Abstract
This paper presents a novel Interpolated Factored Green Function method (IFGF) for the
accelerated evaluation of the integral operators in scattering theory and other areas. Like
existing acceleration methods in these fields, the IFGF algorithm evaluates the action of Green
function-based integral operators at a cost of O(N logN) operations for an N -point surface
mesh. The IFGF strategy, which leads to an extremely simple algorithm, capitalizes on slow
variations inherent in a certain Green-function “analytic factor”, which is analytic up to and
including infinity, and which therefore allows for accelerated evaluation of fields produced
by groups of sources on the basis of a recursive application of classical interpolation methods.
Unlike other approaches, the IFGF method does not utilize the Fast Fourier Transforms (FFT),
and is thus better suited than other methods for efficient parallelization in distributed-memory
computer systems. Only a serial implementation of the algorithm is considered in this paper,
however, whose efficiency in terms of memory and speed is illustrated by means of a variety
of numerical results.
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1 Introduction
This paper presents a new methodology for the accelerated evaluation of the integral operators in
scattering theory and other areas. Like existing acceleration methods, the proposed Interpolated
Factored Green Function approach (IFGF) can evaluate the action of Green function based integral
operators at a cost of O(N logN) operations for an N -point surface mesh. Importantly, the pro-
posed method does not utilize previously-employed acceleration elements such as the Fast Fourier
transform (FFT), special-function expansions, high-dimensional linear-algebra factorizations, trans-
lation operators, equivalent sources, or parabolic scaling [1–5,9,12,16–18,20,21]. Instead, the IFGF
method relies on straightforward interpolation of the operator kernels—or, more precisely, of cer-
tain factored forms of the kernels—, which, when collectively applied to larger and larger groups of
Green function sources, in a recursive fashion, gives rise to the desired O(N logN) accelerated eval-
uation. The IFGF computing cost is competitive with that of other approaches, and, in a notable
advantage, the method runs on a minimal memory footprint. In sharp contrast to other approaches,
finally, the IFGF method is extremely simple, and it lends itself to straightforward implementations
and effective parallelization.
As alluded to above, the IFGF strategy is based on the interpolation properties of a certain
factored form of the scattering Green function into a singular and rapidly-oscillatory centered factor
and a slowly-oscillatory analytic factor. Importantly, the analytic factor is “analytic up to and
including infinity” (which enables interpolation over certain unbounded conical domains on the
basis of a finite number of radial interpolations nodes), and, when utilized for interpolation of fields
with sources contained within a cubic box B of side H, it enables “uniform approximability over
semi-infinite cones, with apertures proportional to 1/H”. In particular, unlike the FMM based
approaches, the algorithm does not require separate treatment of the low- and high-frequency
regimes. On the basis of these properties, the IFGF method orchestrates the accelerated operator
evaluation utilizing two separate tree-like hierarchies which are combined in a single “boxes-and-
cones” hierarchical data structure. Thus, starting from an initial cubic box of side H1 which contains
all source and observation points considered, the algorithm utilizes, like other approaches, the octree
B of boxes that is obtained by partitioning the initial box into eight identical child boxes of side
H2 = H1/2 and iteratively repeating the process with each resulting child box until the resulting
boxes are “sufficiently small”.
Along with the octree of boxes, the IFGF algorithm incorporates a hierarchy C of cone segments,
which are used to enact the required interpolation procedures. Each box in the tree B is thus
endowed with a set of box-centered cone segments at a corresponding level of the cone hierarchy C.
In detail, a set of box-centered cone segments of extent ∆s,d in the analytic radial variable s, and
angular apertures ∆θ,d and ∆ϕ,d in each of the two spherical angular coordinates θ and ϕ, are used
for each d-level box B. (Roughly speaking, ∆s,d, ∆θ,d and ∆ϕ,d vary in an inversely proportional
manner with the box size Hd for large enough boxes, but they remain constant for small boxes;
full details are presented in Section 3.3.1.) Each set of box-centered cone segments is used by the
IFGF algorithm to set up an interpolation scheme over all of space around the corresponding box
B, except for the region occupied by the union of the box B itself and all of its nearest neighboring
boxes at the same level. Thus, the leaves (level D) in the box tree, that is, the cubes of the smallest
size used, are endowed with cone segments of largest angular and radial spans ∆s,D, ∆θ,D and ∆ϕ,D
considered. Each ascent d → (d − 1) by one level in the box tree B (leading to an increase by a
factor of two in the cube side Hd−1 = 2Hd) is accompanied by a corresponding descent by one level
(also d→ (d− 1)) in the cone hierarchy C (leading, e.g., for large boxes, to a decrease by a factor of
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one-half in the radial and angular cone spans: ∆s,d−1 = 12∆s,d, ∆θ,d−1 =
1
2
∆θ,d and ∆ϕ,d−1 = 12∆ϕ,d;
see Section 3.3.1). In view of the interpolation properties of the analytic factor, the interpolation
error and cost per point resulting from this conical interpolation setup remains unchanged from
one level to the next as the box tree is traversed towards its root level d = 1. The situation is
even more favorable in the small-box case. And, owing to analyticity at infinity, interpolation for
arbitrarily far regions within each cone segment can be achieved on the basis of a finite amount of
interpolation data. In all, this strategy reduces the computational cost, by commingling the effect
of large numbers of sources into a small number of interpolation parameters. A recursive strategy,
in which cone segment interpolation data at level d is also exploited to obtain the corresponding
cone-segment interpolation data at level (d− 1), finally, yields the optimal O(N logN) approach.
The properties of the factored Green function, which underlie the proposed IFGF algorithm,
additionally provide certain perspectives concerning various algorithmic components of other ac-
celeration approaches. In particular, the analyticity properties of the analytic factor, which are
established in Theorem 2, in conjunction with the classical polynomial interpolation bound pre-
sented in Theorem 1, and the IFGF spherical-coordinate interpolation strategy, clearly imply the
property of low-rank approximability which underlies some of the ideas associated with the butter-
fly [7,16,18] and directional FMM methods [12]. The directional FMM approach, further, relies on
a “directional factorization” which, in the context of the present interpolation-based viewpoint, can
be interpreted as facilitating interpolation. For the directional factorization to produce beneficial
effects it is necessary for the differences of source and observation points to lie on a line asymptot-
ically parallel to the vector between the centers of the source and target boxes. This requirement
is satisfied in the directional FMM approach through its “parabolic-scaling”, according to which
the distance to the observation set is required to be the square of the size of the source box. The
IFGF factorization is not directional, however, and it does not require use of the parabolic scaling:
the IFGF approach interpolates analytic-factor contributions at linearly-growing distances from the
source box.
In a related context we mention the recently introduced approach [3], which incorporates in an
H2-matrix setting some of the main ideas associated with the directional FMM algorithm [12]. Like
the IFGF method, the approach relies on interpolation of a factored form of the Green function—
but using the directional factorization instead of the IFGF factorization. The method yields a full
LU decomposition of the discrete integral operator, but it does so under significant computing costs
and memory requirements, both for pre-computation, and per individual solution.
It is also useful to compare the IFGF approach to other acceleration methods from a purely
algorithmic point of view. The FMM-based approaches [4, 9, 12, 15], for example, entail two passes
over the three-dimensional acceleration tree, one upward in the tree, commingling contributions
from larger and larger numbers of sources via correspondingly growing spherical harmonics expan-
sions, which are first translated to other spherical coordinate systems, and thus recombined, as the
algorithm progresses up the tree. In the downward pass over the tree the FMM approach then
re-translates and localizes the spherical-harmonic expansions into various spherical-coordinate cen-
ters, and the algorithm is finally completed by evaluation of surface point values at the end of the
downward pass. The IFGF algorithm, in contrast, progresses simultaneously along two tree-like
structures, the box tree and the cone interpolation hierarchy, and it produces evaluations at the
required observation points, via interpolation, at all stages of the acceleration process (but only “in
a neighborhood” of each source box at each stage). In particular, the IFGF method does not utilize
high-order expansions of the kinds used in other acceleration methods—and, thus, it avoids use of
Fast Fourier Transforms (FFTs) which are almost invariably utilized in the FMM to manipulate the
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necessary spherical harmonics expansions. (Reference [14, Sec. 7] mentions two alternatives which,
however, it discards as less efficient than an FFT-based procedure.) The use of FFTs presents
significant challenges, however, in the context of distributed memory parallel computer systems.
In this regard reference [12] (further referencing [21]), for example, indicates “the top part of the
[FMM] octree is a bottleneck” for parallelization, and notes that, in view of the required parabolic
scaling, the difficulty is not as marked for the directional FMM approach proposed in that contri-
bution. In [8] the part of the FMM relying on FFTs is identified to become a bottleneck in the
parallelization and it is stated that this appears since it has the “lowest arithmetic intensity” and
is therefore “likely suffering from bandwidth contention”.
The IFGF algorithm, which relies on interpolation by means of Chebyshev expansions of rel-
atively low degree, does not require the use of FFTs—a fact that, as suggested above, provides
significant benefits in the distributed memory context. As a counterpoint, however, the low degree
Chebyshev approximations used by the IFGF method do not yield the spectral accuracy resulting
from the high-order expansions used by other methods. A version of the IFGF method which enjoys
spectral accuracy could be obtained simply by replacing its low-order Chebyshev interpolation by
Chebyshev interpolation of higher and higher orders on cone segments of fixed size as the hierarchies
are traversed toward the root d = 1. Such a direct approach, however, entails a computing cost
which increases quadratically as the Chebyshev expansion order grows—thus degrading the optimal
complexity of the IFGF method. But the needed evaluation of high-order Chebyshev expansions on
arbitrary three-dimensional grids can be performed by means of FFT-based interpolation methods
similar to those utilized in [5, Sec. 3.1] and [6, Remark 7]. This approach, which is not pursued in
this paper, leads to a spectrally convergent version of the method, which still runs on essentially
linear computing time and memory. But, as it reverts to use of FFTs, the strategy re-introduces the
aforementioned disadvantages concerning parallelization, which are avoided in the proposed IFGF
approach.
It is also relevant to contrast the algorithmic aspects in the IFGF approach to those used in the
butterfly approaches [7,16,18]. Unlike the interpolation-based IFGF, which does not rely on use of
linear-algebra factorizations, the butterfly approaches are based on low rank factorizations of various
high-dimensional sub-matrices of the overall system matrix. Certain recent versions of the butterfly
methods reduce linear-algebra computational cost by means of an interpolation process in high-
dimensional space in a process which can easily be justified on the basis of the analytic properties
of the factored Green function described in Section 3.1. As in the IFGF approach, further, the data
structure inherent in the butterfly approach [16, 18] is organized on the basis of two separate tree
structures that are traversed in opposite directions, one ascending and the other descending, as the
algorithm progresses. In the method [18] the source and observation cubes are paired in such a way
that their product is constant—which evokes the IFGF’s cone-and-box sizing condition, according
to which the angles scale inversely with the cone span angles. These two selection criteria are indeed
related, as the interpolability by polynomials used in the IFGF approach has direct implications
on the rank of the interpolated values. But, in a significant distinction, the IFGF method can
be applied to a wide range of scattering kernels, including the Maxwell, Helmholtz, Laplace and
elasticity kernels among others, and including smooth as well as non-smooth kernels. The butterfly
approaches [7, 18], in contrast, only apply to Fourier integral operators with smooth kernels. The
earlier butterfly contribution [16] does apply to Maxwell problems, but its accuracy, specially in the
low-frequency near-singular interaction regime, has not been studied in detail.
Whereas no discussion concerning parallel implementation of the IFGF approach is presented in
this paper, we note that, not relying on FFTs, the approach is not subject to the challenging FFT
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communication requirements inherent in all of the aforementioned Maxwell/Helmholtz/Laplace al-
gorithms. In fact, experience in the case of the butterfly method [18] for non-singular kernels, whose
data structure is, as mentioned above, similar to the one utilized in the IFGF method, suggests
that efficient parallelization to large numbers of processors may hold for the IFGF algorithm as
well. In [18] this was achieved due to “careful manipulation of bitwise-partitions of the product
space of the source and target domains” to “keep the data (...) and the computation (...) evenly
distributed”.
This paper is organized as follows: after preliminaries are briefly considered in Section 2, Sec-
tion 3 presents the details of the IFGF algorithm—including, in Sections 3.1 and 3.2, a theoretical
discussion of the analyticity and interpolation properties of the analytic factor, and then, in Sec-
tion 3.3, the algorithm itself. The numerical results presented in Section 4 demonstrate the efficiency
of the IFGF algorithm in terms of memory and computing costs. A few concluding comments, fi-
nally, are presented in Section 5.
2 Preliminaries and Notation
We consider discrete integral operators of the form
I(x`) :=
N∑
m=1
m 6=`
amG(x`, xm), ` = 1, . . . , N, (1)
on a two-dimensional surface Γ ⊂ R3, where N denotes a given positive integer, and where, for
` = 1, . . . , N , x` ∈ Γ denote pairwise different points; the set of all N surface discretization points,
in turn, is denoted by ΓN := {x1, . . . , xN}. For definiteness, throughout this paper we focus mostly
on the challenging three-dimensional Helmholtz Green function case,
G(x, x′) =
eıκ|x−x
′|
4pi|x− x′| , (2)
where ı, κ and | · | denote the imaginary unit, the wavenumber and the Euclidean norm in R3,
respectively. Discrete operators of the form (1), with various kernels G, play major roles in a
wide range of areas in science and engineering, with applications to acoustic and electromagnetic
scattering by surfaces and volumetric domains in two- and three-dimensional space, potential theory,
fluid flow, etc. As illustrated in Section 3.2 for the Laplace kernel G(x, x′) = 1/|x − x′|, the
proposed acceleration methodology applies, with minimal variations, to a wide range of smooth
and non-smooth kernels—including but not limited to, e.g. the Laplace, Stokes and elasticity
kernels, and even kernels of the form G(x, x′) = exp (ıϕ(x− x′)) for smooth functions ϕ. The
restriction to surface problems, where the point sources lie on a two dimensional surface Γ in three
dimensional space, is similarly adopted for definiteness: the extension of the method to volumetric
source distributions is straightforward and should prove equally effective.
Clearly, a direct evaluation of I(x) for all x ∈ ΓN requires O(N2) operations. This quadratic
algorithmic complexity makes a direct operator evaluation unfeasible for many problems of practical
interest. In order to accelerate the evaluation, the proposed IFGF method partitions the surface
points ΓN by means of a hierarchical tree structure of “boxes”, as described in Section 3.3. The eval-
uation of the operator (1) is then performed on basis of a small number of pairwise box interactions,
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Figure 1: Two-dimensional illustration of a source box B(xS, H) containing source points
xS1 , x
S
2 , x
S
3 , . . . (blue circles) and target points x
T
1 , x
T
2 , x
T
3 , . . . (green stars). The black wavy lines
represent the field IS generated by the point sources in B(xS, H).
which may occur either “horizontally” in the tree structure, between two nearby equi-sized boxes,
or “vertically” between a child box and a neighboring parent-level box. As shown in Section 3, the
box interactions can be significantly accelerated by means of a certain interpolation strategy that
is a centerpiece in the IFGF approach. The aforementioned box tree, together with an associated
cone structure, are described in detail in Section 3.3.
To conclude this section we introduce the box, source-point and target-point notations we use
in what follows. To do this, for given H > 0 and x = ((x)1, (x)2, (x)3)
T ∈ R3 we define the axis
aligned box B(x,H) of box side H and centered at x as
B(x,H) :=
[
(x)1 − H
2
, (x)1 +
H
2
)
×
[
(x)2 − H
2
, (x)2 +
H
2
)
×
[
(x)3 − H
2
, (x)3 +
H
2
)
; (3)
see Figure 1. For a given “source box” B(xS, H) of side H and centered at a given point xS =
((xS)1, (xS)2, (xS)3)
T ∈ R3, we use the enumeration xS1 , . . . , xSNS ∈ B(xS, H) ∩ ΓN (NS ≤ N and,
possibly, NS = 0) of all source points xm, m = 1, . . . , N , which are contained in B(xS, H); the
corresponding source coefficients am are denoted by a
S
` ∈ {a1, . . . , aN}, ` = 1, . . . , NS. A given set
of NT surface target points, at arbitrary positions outside B(xS, H), are denoted by x
T
1 , . . . , x
T
NT
∈
ΓN \ B(xS, H). Then, letting IS = IS(x) denote the field generated at a point x by all point
sources contained in B(xS, H), we will consider, in particular, the problem of evaluation of the local
operator
IS(x
T
` ) :=
NS∑
m=1
aSmG(x
T
` , x
S
m), ` = 1, . . . , NT . (4)
A sketch of this setup is presented in Figure 1.
3 The IFGF Method
To achieve the desired acceleration of the discrete operator (1), the IFGF approach utilizes a certain
factorization of the Green function G which leads to efficient evaluation of the field IS in equation (4)
by means of numerical methods based on polynomial interpolation.
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The IFGF factorization for x′ in the box B(xS, H) (centered at xS) takes the form
G(x, x′) = G(x, xS)gS(x, x′). (5)
Throughout this paper the functions G(x, xS) and gS are called the centered factor and the analytic
factor, respectively. Clearly, for a fixed given center xS the centered factor depends only on x: it
is independent of x′. As shown in Section 3.1, in turn, the analytic factor is analytic up to and
including infinity in the x variable for each fixed value of x′ (which, in particular, makes gS(x, x′)
slowly oscillatory and asymptotically constant as a function of x as |x| → ∞), with oscillations as
a function of x that, for x′ ∈ B(xS, H), increase linearly with the box size H.
Using the factorization (5) the field IS generated by point sources placed within the source box
B(xS, H) at any point x ∈ R3 may be expressed in the form
IS(x) =
NS∑
m=1
aSmG(x, x
S
m) = G(x, xS)FS(x) where FS(x) =
NS∑
m=1
aSmgS(x, x
S
m). (6)
The desired IFGF accelerated evaluation of the operator (4) is achieved via interpolation of the
function FS(x), which, as a linear combination of analytic factors, is itself analytic at infinity. The
singular and oscillatory character of the function FS, which determine the cost required for its
accurate interpolation, can be characterized in terms of the analytic properties, mentioned above,
of the factor gS. A study of these analytic and interpolation properties is presented in Sections 3.1
and 3.2.
On the basis of the aforementioned analytic properties the algorithm evaluates all the sums
in equation (4) by first obtaining values of the function FS at a small number P ∈ N of points
pi ∈ R3, i = 1, . . . , P , from which the necessary IS values (at all the target points xT1 , . . . , xTNT )
are rapidly and accurately obtained by interpolation. At a cost of O(PNS + PNT ) operations, the
interpolation-based algorithm yields useful acceleration provided P  min{NS, NT}. Section 3.3
shows that adequate utilization of these elementary ideas leads to a multi-level algorithm which
applies the forward map (1) for general surfaces at a total cost of O(N logN) operations. The
algorithm (which is very simple indeed) and a study of its computational cost are presented in
Section 3.3.
In order to proceed with this program we introduce certain notations and conventions. On one
hand, for notational simplicity, but without loss of generality, throughout the remainder of this
section we assume xS = 0; the extension to the general xS 6= 0 case is, of course, straightforward.
Additionally, for 0 < η < 1 we consider the sets
Aη := {(x, x′) ∈ R3 × R3 : |x′| ≤ η|x|}
and
AHη := Aη ∩
(
R3 ×B(xS, H)
)
. (7)
Clearly, AHη is the subset of pairs in Aη such that x
′ is restricted to a particular source box B(xS, H).
Theorem 2 below implies that, on the basis of an appropriate change of variables which adequately
accounts for the analyticity of the function gS up to and including infinity, this function can be
accurately evaluated for (x, x′) ∈ AHη by means of a straightforward interpolation rule based on an
interpolation mesh in spherical coordinates which is very sparse along the radial direction.
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3.1 Analyticity
As indicated above, the analytic properties of the factor gS play a pivotal role in the proposed
algorithm. Under the xS = 0 convention established above, the factors in equation (5) become
G(x, 0) =
eıκ|x|
4pi|x| and gS(x, x
′) =
|x|
|x− x′|e
ıκ(|x−x′|−|x|). (8)
In order to analyze the properties of the factor gS for |x| → ∞ we introduce the spherical
coordinate system (r, θ, ϕ) with the parametrization
x˜(r, θ, ϕ) :=
r sin θ cosϕr sin θ sinϕ
r cos θ
 , 0 ≤ r <∞, 0 ≤ θ ≤ pi, 0 ≤ ϕ < 2pi, (9)
and note that (8) may be re-expressed in the form
gS(x, x
′) =
1
4pi
∣∣x
r
− x′
r
∣∣ exp
(
ıκr
(∣∣∣∣xr − x′r
∣∣∣∣− 1)) . (10)
The effectiveness of the proposed factorization is illustrated in Figures 2a, 2b, and 2c, where the
oscillatory character of the analytic factor gS and the Green function (2) without factorization are
compared, as a function of r, for several wavenumbers. The slowly-oscillatory character of the factor
gS, even for acoustically large source boxes B(xS, H) as large as twenty wavelengths λ (H = 20λ)
and starting as close as just 3H/2 away from the center of the source box, is clearly visible in
Figure 2c; much faster oscillations are observed in Figure 2b, even for source boxes as small as two
wavelengths in size (H = 2λ). Only the real part is depicted in Figures 2a, 2b, and 2c but, clearly,
the imaginary part displays the same behavior. While the oscillations of the smooth factor gS and
the unfactored Green function are asymptotically the same for an increasing acoustic size of the
source box (κH →∞, cf. Theorem 2), a strategy based on direct interpolation of the Green function
without factorization of the complex exponential term would require several orders of magnitudes
more interpolation points and proportional computational effort. While allowing that the cost of
such an approach may be prohibitive, it is interesting to note that, asymptotically, the cost would
still be of the order of O(N logN) operations.
In addition to the factorization (6), the proposed strategy relies on use of the “singularity
resolving” change of variables
s :=
h
r
, x(s, θ, ϕ) := x(h/r, θ, ϕ) = x˜(r, θ, ϕ), (11)
where r = |x| denotes the radius in spherical coordinates as before and h denotes the radius of the
source box and is related to the box size H by
h := max
x′∈B(xS ,H)
|x′| =
√
3
2
H. (12)
With this notation equation (10) may be re-expressed in the form
gS(x, x
′) =
1
4pi
∣∣x
r
− x′
h
s
∣∣ exp
(
ıκr
(∣∣∣∣xr − x′h s
∣∣∣∣− 1)) . (13)
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(a) Test setup. The Surrogate Source position x′ gives rise to the fastest possible oscillations
along the Measurement line, among all possible source positions within the Source Box.
(b) Real part of the Green function G in equation (2) (without factorization), along the
Measurement line depicted in Figure 2a, for boxes of various acoustic sizes H.
(c) Real part of the analytic factor gS (equation (8)) along the Measurement line depicted
in Figure 2a, for boxes of various acoustic sizes H.
Figure 2: Surrogate Source factorization test, set up as illustrated in Figure 2a. Figure 2c shows
that the analytic factor gS oscillates much more slowly, even for H = 20λ, than the unfactored
Green function does for the much smaller values of H considered in Figure 2b.
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Note that while the source point x and its norm r are dependent on s, the quantity x/r is indepen-
dent of r and therefore also of s.
The introduction of the variable s gives rise to several algorithmic advantages, all of which stem
from the analyticity properties of the function gS—as presented in Lemma 1 below and Theorem 2
in Section 3.2. Briefly, these results establish that, for any fixed values H > 0 and η satisfying
0 < η < 1, the function gS is analytic for (x, x
′) ∈ AHη , with x-derivatives that are bounded up to
and including |x| = ∞. As a result (as shown in Section 3.2) the s change of variables translates
the problem of interpolation of gS over an infinite r interval into a problem of interpolation of an
analytic function of the variable s over a compact interval in the s variable.
The relevant H-dependent analyticity domains for the function gS for each fixed value of H are
described in the following lemma.
Lemma 1. Let x′ ∈ B(xS, H) and let x0 = x˜(r0, θ0, ϕ0) = x(s0, θ0, ϕ0) (s0 = h/r0) be such that
(x0, x
′) ∈ AHη . Then gS is an analytic function of x around x0 and also an analytic function
of (s, θ, ϕ) around (s0, θ0, ϕ0). Further, the function gS is an analytic function of (s, θ, ϕ) (resp.
(r, θ, ϕ)) for 0 ≤ θ ≤ pi, 0 ≤ ϕ < 2pi, and for s in a neighborhood of s0 = 0 (resp. for r in a
neighborhood of r0 =∞, including r = r0 =∞).
Proof. The claimed analyticity of the function gS around x0 = x(s0, θ0, ϕ0) (and, thus, the analyt-
icity of gS around (s0, θ0, ϕ0)) is immediate since, under the assumed hypothesis, the quantity∣∣∣∣xr − x′h s
∣∣∣∣ , (14)
does not vanish in a neighborhood of x = x0. Analyticity around s0 = 0 (r0 =∞) follows similarly
since the quantity (14) does not vanish around s = s0 = 0.
Corollary 1. Let H > 0 be given. Then for all x′ ∈ B(xS, H) the function gS(x(s, θ, ϕ), x′) is an
analytic function of (s, θ, ϕ) for 0 ≤ s < 1, 0 ≤ θ ≤ pi and 0 ≤ ϕ < 2pi.
Proof. Take η ∈ (0, 1). Then, for 0 ≤ s ≤ η we have (x(s, θ, ϕ), x′) ∈ AHη . The analyticity for
0 ≤ s ≤ η follows from Lemma 1, and since η ∈ (0, 1) is arbitrary, the lemma follows.
For a given x′ ∈ R3, Corollary 1 reduces the problem of interpolation of the function gS(x, x′)
in the x variable to a problem of interpolation of a re-parametrized form of the function gS over
a bounded domain—provided that (x, x′) ∈ AHη , or, in other words, provided that x is “η-linearly
far away” from x′, for some η < 1. In the IFGF algorithm presented in Section 3.3, side-H boxes
B(xS, H) containing sources x
′ are considered, with target points x at a distance no less than H
away from B(xS, H). Clearly, a point (x, x
′) in such a configuration necessarily belongs to AHη with
η =
√
3/3. Importantly, as demonstrated in the following section, the interpolation quality of the
algorithm does not degrade as source boxes of increasingly large side H are used, as is done in the
proposed multi-level IFGF algorithm (with a single box size at each level), leading to a computing
cost per level which is independent of the level box size H.
3.2 Interpolation
On the basis of the discussion presented in Section 3.1, the present section concerns the problem
of interpolation of the function gS in the variables (s, θ, ϕ). For efficiency, piecewise Chebyshev
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interpolation in each one of these variables is used, over interpolation intervals of respective lengths
∆s, ∆θ and ∆ϕ, where, for a certain positive integer nC , angular coordinates intervals of size
∆θ = ∆ϕ =
pi
nC
,
are utilized. Defining
θk = k∆θ, (k = 0, . . . , nC − 1) and ϕ` = `∆ϕ, (` = 0, . . . , 2nC − 1),
as well as
Eϕj = [ϕj−1, ϕj) and E
θ
i,j =

[θnC−1, pi] for i = nC , j = 2nC
(0,∆θ) for i = 1, j > 1
[θi−1, θi) otherwise,
(15)
we thus obtain the mutually disjoint “interpolation cones”
C˜i,j :=
{
x = x˜(r, θ, ϕ) : r ∈ (0,∞), θ ∈ Eθi,j, ϕ ∈ Eϕj
}
, (i = 1, . . . , nC , j = 1, . . . , 2nC), (16)
centered at xS = (0, 0, 0)
T . Note that the definition (16) ensures that⋃
1=1,...,nC
j=1,...,2nC
C˜i,j = R3 \ {0} and C˜i,j ∩ C˜k,l = ∅ for (i, j) 6= (k, l).
The proposed interpolation strategy additionally relies on a number ns ∈ N of disjoint radial
interpolation intervals Esk, k = 1, . . . , ns, of size ∆s = η/ns, within the IFGF s-variable radial
interpolation domain [0, η] (with η =
√
3/3, see Section 3.1). Thus, in all, the approach utilizes an
overall number NC := ns × nC × 2nC of interpolation domains
Eγ := E
s
γ1
× Eθγ2 × Eϕγ3 , (17)
which we call cone domains, with γ = (γ1, γ2, γ3) ∈ {1, . . . , ns}×{1, . . . , nC}×{1, . . . , 2nC}. Under
the parametrization x in equation (11), the cone domains yield the cone segment sets
Cγ := {x = x(s, θ, ϕ) : (s, θ, ϕ) ∈ Eγ}. (18)
A two-dimensional illustration of the cone domains and associated cone segments is provided in
Figure 3.
The desired interpolation strategy then relies on the use of a fixed number P = P 2angPs of inter-
polation points for each cone segment Cγ, where Pang (resp. Ps) denotes the number of Chebyshev
interpolation points per interval used for each angular variable (resp. for the radial variable s). For
each cone segment, the proposed interpolation approach proceeds by breaking up the problem into
a sequence of one-dimensional Chebyshev interpolation problems of accuracy orders Ps and Pang,
as described in [19, Sec. 3.6.1], along each one of the three coordinate directions s, θ and ϕ. This
spherical Chebyshev interpolation procedure is described in what follows, and an associated error
estimate is presented which is then used to guide the selection of cone segment sizes.
The one-dimensional Chebyshev interpolation polynomial Irefn u of accuracy order n for a given
function u : [−1, 1]→ C over the reference interval [−1, 1] is given by the expression
Irefn u(x) =
n−1∑
i=0
aiTi(x), x ∈ [−1, 1], (19)
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Figure 3: Schematic two-dimensional illustration of a set of cone domains Eγ, together with the
associated cone segments Cγ that result under the parametrization (11). For the sake of simplicity,
the illustration shows constant cone-segment radial sizes (in the r variable), but the actual radial
sizes are constant in the s variable (equation (11)), instead. Thus, increasingly large real-space cone
segments are used as the distance of the interpolation cone segments to the origin grows.
where Ti(x) = cos(i arccos(x)) denotes the i-th Chebyshev polynomial of the first kind, and where,
letting
xk = cos
(
2k + 1
2n
pi
)
, bi =
{
1 i 6= 0
2 i = 0,
and ck =
{
0.5 k = 0 or k = n− 1
1 else,
the coefficients ai ∈ C are given by
ai =
2
bi(n− 1)
n−1∑
k=0
cku(xk)Ti(xk). (20)
Chebyshev expansions for functions defined on arbitrary intervals [a, b] result from use of a lin-
ear interval mapping to the reference interval [−1, 1]; for notational simplicity, the corresponding
Chebyshev interpolant in the interval [a, b] is denoted by Inu, without explicit reference to the
interpolation interval [a, b].
As is known ( [10, Sec. 7.1], [13]), the one-dimensional Chebyshev interpolation error |u(x) −
Inu(x)| in the interval [a, b] satisfies the bound
|u(x)− Inu(x)| ≤ (b− a)
n
22n−1n!
∥∥∥∥∂nu∂xn
∥∥∥∥
∞
, (21)
where ∥∥∥∥∂nu∂xn
∥∥∥∥
∞
:= sup
c∈(a,b)
∣∣∣∣∂nu∂xn (c)
∣∣∣∣ (22)
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denotes the supremum norm of the n-th partial derivative. The desired error estimate for the nested
Chebyshev interpolation procedure within a cone segment (18) (or, more precisely, within the cone
domains (17)) is provided by the following theorem.
Theorem 1. Let IsPs, I
θ
Pang
, and IϕPang denote the Chebyshev interpolation operators of accuracy
orders Ps in the variable s and Pang in the angular variables θ and ϕ, over intervals E
s, Eθ, and
Eϕ of lengths ∆s, ∆θ, and ∆ϕ in the variables s, θ, and ϕ, respectively. Then, for each arbitrary
but fixed point x′ ∈ R3 the error arising from nested interpolation of the function gS(x(s, θ, ϕ), x′)
(cf. equation (11)) in the variables (s, θ, ϕ) satisfies the estimate
|gS(x(s, θ, ϕ), x′)− IϕPangIθPangIsPsgS(x(s, θ, ϕ), x′)| ≤
C
[
(∆s)
Ps
∥∥∥∥∂PsgS∂sPs
∥∥∥∥
∞
+ (∆θ)
Pang
∥∥∥∥∂PanggS∂θPang
∥∥∥∥
∞
+ (∆ϕ)
Pang
∥∥∥∥∂PanggS∂ϕPang
∥∥∥∥
∞
]
, (23)
for some constant C depending only on Ps and Pang, where the supremum-norm expressions are
shorthands for the supremum norm defined by∥∥∥∥∂ngS∂ξn
∥∥∥∥
∞
:= sup
s˜∈Es
θ˜∈Eθ
ϕ˜∈Eϕ
∣∣∣∣∂ngS∂ξn (x(s˜, θ˜, ϕ˜), x′)
∣∣∣∣
for ξ = s, θ, or ϕ.
Proof. The proof is only presented for a double-nested interpolation procedure; the extension to
the triple-nested method is entirely analogous. Suppressing, for readability, the explicit functional
dependence on the variables x and x′, use of the triangle inequality and the error estimate (21)
yields
|gS − IθPangIsPsgS| ≤ |f − IsPsgS|+ |IθPangIsPsgS − IsPsgS|
≤ C1(∆s)Ps
∥∥∥∥∂PsgS∂sPs
∥∥∥∥
∞
+ C2(∆θ)
Pang
∥∥∥∥∂PangIsPsgS∂θPang
∥∥∥∥
∞
,
where C1 and C2 are constants depending on Ps and Pang, respectively. In order to estimate the
second term on the right-hand side in terms of derivatives of gS we utilize equation (20) in the
shifted arguments corresponding to the s-interpolation interval (a, b):
IsPsgS =
Ps−1∑
i=0
asi (θ)Ti
(
2
s− a
b− a − 1)
)
, (b = a+ ∆s).
Differentiation with respect to θ and use of the relations (19) and (20) then yield∥∥∥∥∂PangIsPsgS∂θPang
∥∥∥∥
∞
≤ Ps max
i=1,...,Ps−1
∥∥∥∥∂Pangasi∂θPang
∥∥∥∥
∞
≤ C3
∥∥∥∥∂PanggS∂θPang
∥∥∥∥
∞
,
as it may be checked, for a certain constant C3 depending on Ps, by employing the triangle inequality
and the L∞ bound ‖Ti‖∞ ≤ 1 (i ∈ N0 = N ∪ {0}). The more general error estimate (23) follows by
a direct extension of this argument to the triple-nested case, and the proof is thus complete.
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The analysis presented in what follows, including Lemmas 2 through 4 and Theorem 2, yields
bounds for the partial derivatives in (23) in terms of the acoustic size κH of the source box B(xS, H)
as κH → ∞. Subsequently, these bounds are used, together with the error estimate (23), to
determine suitable choices of the cone domain sizes ∆s, ∆θ, and ∆ϕ, ensuring that the errors
resulting from the triple-nested interpolation process lie below a prescribed error tolerance. Leading
to Theorem 2, the next three lemmas provide estimates, in terms of the box size H, of the n-th
order derivatives (n ∈ N) of certain functions related to gS(x(s, θ, ϕ), x′), with respect to each one
of the variables s, θ, and ϕ and every x′ ∈ B(xS, H).
Lemma 2. Under the change of variables x = x(s, θ, ϕ) in (11), for all n ∈ N and for either ξ = θ
or ξ = ϕ, we have
∂n
∂ξn
|x− x′| =
n∑
i=1
ci
|x− x′|2i−1
n∏
j=1
〈
∂jx
∂ξj
, x′
〉mi,j
,
where ci ∈ R denote constants independent of x, x′ and ξ, where the non-negative integer powers
mi,j satisfy
n∑
j=1
mi,j = i, (24)
and where 〈·, ·〉 denotes the Euclidean inner product on R3.
Proof. Follows by induction using 〈∂x
∂ξ
, x〉 = 0 for ξ = θ and ξ = ϕ.
Lemma 3. Let H > 0 and η ∈ (0, 1) be given. Then, under the change of variables x = x(s, θ, ϕ)
in (11), the exponent in the right-hand exponential in (8) satisfies
∂n
∂ξn
(|x− x′| − |x|) ≤ C(η, n)H,
for all (x, x′) ∈ AHη , for all n ∈ N0, and for ξ = s, ξ = θ and ξ = ϕ, where C(η, n) is a certain real
constant that depends on η and n, but which is independent of H.
Proof. Expressing the exponent in (8) in terms of s yields
|x− x′| − |x| = h
s
(∣∣∣∣xr − x′h s
∣∣∣∣− 1) =: hg(s), (25)
where our standing assumption xS = 0 and notation |x| = r have been used (so that, in particular,
x/r is independent of r and therefore also independent of s), and where the angular dependence
of the function g has been suppressed. Clearly, g(s) is an analytic function of s for s ∈ [0, h/|x′|)
and, thus, since η < 1, for s in the compact interval
[
0, η · h/|x′|]. It follows that, g and each one
of its derivatives with respect to s is uniformly bounded for all s ∈ [0, η · h/|x′|], and (as shown by
a simple re-examination of the discussion above), for all H and for all values of x/r and x′/h under
consideration. Since at the point (x, x′) we have s = h/|x| = |x′|/|x|| · h/|x′ ≤ η · h/|x′|, using (12)
once again, the desired estimate,
∂n
∂sn
(hg(s)) ≤ C(η, n)H,
follows, in the case ξ = s, for some constant C(η, n).
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Turning to the angular variables, we only consider the case ξ = θ; the case ξ = ϕ can be
treated similarly. Using Lemma 2 for ξ = θ, the Cauchy Schwarz inequality and the assumption
(x, x′) ∈ AHη , we obtain∣∣∣∣∂n (|x− x′| − |x|)∂θn
∣∣∣∣ = ∣∣∣∣∂n (|x− x′|)∂θn
∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
ci
|x− x′|2i−1
n∏
j=1
〈
∂ix
∂θi
, x′
〉mi,j ∣∣∣∣∣
≤
n∑
i=1
|ci|
|x− x′|2i−1
∣∣∣∣∂ix∂θi
∣∣∣∣i |x′|i ≤ n∑
i=1
Cˆ(η, n)
1
r2i−1
ri |x′|i
≤ C˜(η, n) |x′| ≤ C(η, n)H,
where the constant C(η, n) has been suitably adjusted, and the proof is thus complete.
Lemma 4. Let H > 0 and η ∈ (0, 1) be given. Then, under the change of variables x = x(s, θ, ϕ)
in (11), for all (x, x′) ∈ AHη , for all n ∈ N0, and for ξ = s, ξ = θ and ξ = ϕ, we have∣∣∣∣ ∂n∂ξn eıκ(|x−x′|−|x|)
∣∣∣∣ ≤ M˜(η, n) (κH)n ,
where M˜(η, n) is a certain real constant that depends on η and n but which is independent of H.
Proof. Using Faa` di Bruno’s formula [11] yields
∂n
∂ξn
eıκ(|x−x
′|−|x|) =
∑
c(m1, . . . ,mn)e
ıκ(|x−x′|−|x|)
n∏
j=1
(
ıκ
∂j (|x− x′| − |x|)
∂ξj
)mj
,
where the sum is taken over all n-tuples (m1, . . . ,mn) ∈ Nn0 such that
n∑
j=1
jmj = n,
and where c(m1, . . . ,mn) are certain constants which depend on m1, . . . ,mn. Using the triangle
inequality and Lemma 3 then yields the desired result.
The desired bounds on derivatives of the function gS are presented in the following theorem.
Theorem 2. Let H > 0 and η ∈ (0, 1) be given. Then, under the change of variables x = x(s, θ, ϕ)
in (11), for all (x, x′) ∈ AHη , for all n ∈ N0, and for ξ = s, ξ = θ and ξ = ϕ, we have∣∣∣∣∂ngS∂ξn
∣∣∣∣ ≤M(η, n) max {(κH)n, 1},
where M(η, n) is a certain real constant that depends on η and n but which is independent of H.
Proof. The quotient on the right-hand side of (8) may be re-expressed in the form
|x|
|x− x′| =
1∣∣x
r
− x′
h
s
∣∣ , (26)
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where x/r is independent of r and therefore also independent of s. An analyticity argument similar
to the one used in the proof of Lemma 3 shows that this quotient, as well as each one of its derivatives
with respect to s, is uniformly bounded for s throughout the interval
[
0, η · h/|x′|], for all H > 0,
and for all relevant values of x/r and x′/h.
In order to obtain the desired estimates we now utilize the product differentiation rule, which
yields∣∣∣∣∂ngS(x, x′)∂ξn
∣∣∣∣ =
∣∣∣∣∣
n∑
i=0
(
n
i
)
∂n−i
∂ξn−i
( |x|
|x− x′|
)
∂i
∂ξi
(
eıκ(|x−x
′|−|x|)
)∣∣∣∣∣ ≤ C(η, n)
n∑
i=0
∂i
∂ξi
eıκ(|x−x
′|−|x|),
for some constant C(η, n) depending on η and n, but independent of H. Applying Lemma 4 and
suitably adjusting constants the result follows.
In view of the interpolation-error bound (23), Theorem 2 shows that the interpolation error
remains uniformly small provided that the interpolation interval sizes ∆s, ∆θ, and ∆ϕ are taken to
decrease like O(1/(κH)) as the box sizes κH grow.
This observation motivates the main strategy in the IFGF algorithm: fields produced by sources
contained within increasingly large source boxes are evaluated, by means of interpolation of a fixed
degree, in proportionally finer cone segments and radial intervals. Specifically, as the algorithm
progresses from one level to the next, the box sizes are doubled, from H to 2H, and the cone
segment interpolation interval lengths ∆s, ∆θ, and ∆ϕ are decreased by a factor of 1/2—while the
interpolation error, at a fixed number of degrees of freedom per cone segment, remains uniformly
bounded. The resulting hierarchy of boxes and cone segments is embodied in two different but
inter-related hierarchical structures: the box octree and a hierarchy of cone segments. In the box
octree each box contains eight equi-sized child boxes. In the cone segment hierarchy, similarly, each
cone segment (spanning certain angular and radial intervals) contains up to eight child segments.
The κH → ∞ limit then is approached as the box tree structure is traversed from children to
parents and the accompanying cone segment structure is traversed from parents to children. This
hierarchical strategy and associated structures are described in detail in Section 3.3.
The character of Theorem 2 is illustrated numerically in Figure 4, which presents relative-error
graphs for various interpolation strategies. In detail, these graphs display the relative interpolation
errors (relative to the maximum absolute value of the exact solution in the interpolation inter-
val) that results as the field generated by one-thousand sources randomly placed within a source
box B(xS, H) of acoustic size κH is interpolated, using various factorizations and variables, over
one-thousand points randomly placed within a segment with interval lengths ∆s, ∆θ, and ∆ϕ pro-
portional to 1/(κH). The target cone segment used is symmetrically located around the x axis,
and it lies within the r range 3H/2 ≤ r ≤ 3H/2 + ∆r, for the value
∆r =
9H∆s
2
√
3(1−√3∆s)
corresponding to a given value of ∆s. It is useful to note that, depending on the values of θ and ϕ,
the distance from the closest possible singularity position to the left endpoint of the interpolation
interval could vary from a distance of H to a distance of
√
3(
√
3−1)
2
H ≈ 0.634H; cf. Figure 2a. In all
cases the interpolations were produced by means of Chebyshev expansions of degree two and four
in the radial and angular directions, respectively.
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Figure 4: Overall interpolation error for various Green function factorizations. Left graph: Errors
resulting from use of interpolation intervals of sizes ∆s, ∆θ and ∆ϕ proportional to 1/(κH)—which
suffices to capture the oscillatory behavior for large κH, but which under-resolves the singularity
that arises for small κH values, for which the Green function singular point x = x′ is approached.
Right graph: Errors resulting from use of interpolation interval sizes ∆s, ∆θ and ∆ϕ that remain
constant for small κH, and which decrease like 1/(κH) for large κH, resulting in essentially uniform
accuracy for all box sizes provided the full IFGF factorization is used. Note that the combined
use of full factorization and interpolation in the s variable, yields the best (essentially uniform)
approximations.
In the figures, the radial interpolation interval size ∆s is decreased proportionally to 1/(κH),
starting from the value ∆s =
√
3/3 for κH = 10−1. (Note that the value ∆s =
√
3/3, which
corresponds to the infinite-length interval going from r = 3H/2 to r =∞, is the maximum possible
value of ∆s along an interval on the x axis whose distance to the source box is not smaller than one
box-size H. In particular, the errors presented for κH = 10−1 correspond to interpolation, using
a finite number of intervals, along the entire rightward x semi-axis starting at x = 3H/2.) The
corresponding angular interpolation lengths ∆θ = ∆ϕ were set to pi/4 for the initial κH = 10
−1
value, and they were then also decreased proportionally to 1/(κH). The figure shows various
interpolation results, including results for interpolation in the variable r without factorization, with
exponential factorization, with exponential and denominator factorization (full factorization), and,
finally, for the interpolation in the s variable also under full factorization. It can be seen that the
exponential factorization is beneficial for the interpolation strategy in the high frequency regime
(κH large) while the factorization of the denominator and the use of the s change of variables is
beneficial for the interpolation in the low frequency regime (κH small). More interestingly, the right
side of Figure 4 confirms that, as predicted by theory, constant interval sizes in all three variables
(s, θ, ϕ) suffice to ensure a constant error also in the low frequency regime. Figure 4 also emphasizes
the significance of the factorization of the denominator, i.e. the removal of the singularity, without
which interpolation with significant accuracy would be only achievable using a prohibitively large
numbers of interpolation points. And, it also shows that the change of variables from the r variable
to the s variable leads to an improved selection of interpolation points for small values of κH and,
therefore, improved accuracy.
Theorem 2 also holds for the special κ = 0 case of the Green function for the Laplace equation.
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In view of its independent importance, the result is presented, in Corollary 2, explicitly for the
Laplace case, without reference to the Helmholtz kernel.
Corollary 2. Let G∆(x, x′) = 1/|x−x′| denote the Green function of the three dimensional Laplace
equation and let g∆S (x, x
′) = |x|/|x − x′| be denote the analytic kernel (cf. equations (5) and (8)
with κ = 0). Additionally, let H > 0 and η ∈ (0, 1) be given. Then, under the change of variables
x = x(s, θ, ϕ) in (11), for all (x, x′) ∈ AHη , for all n ∈ N0, and for ξ = s, ξ = θ and ξ = ϕ, we have∣∣∣∣∂ng∆S∂ξn
∣∣∣∣ ≤M(η, n), (27)
where M(η, n) is a certain real constant that depends on η and n but which is independent of H.
Corollary 2 shows that an even simpler and more efficient strategy can be used for the selection
of the cone segment sizes in the Laplace case. Indeed, in view of Theorem 1, the corollary tells us
that (as illustrated in Table 7) a constant number of cone segments per box, independent of the
box size H, suffices to maintain a fixed accuracy as the box size H grows (as is also the case for the
Helmholtz equation for small values of κ). As discussed in Section 4, this reduction in complexity
leads to significant additional efficiency for the Laplace case.
An additional implication of Theorem 2 is that the function gS and all its partial derivatives with
respect to the variable s are bounded as s→ 0—a limit case which, according to (11), corresponds
to the limit case r → ∞ in the variable r. Below in this section we compare the interpolation
properties in the s and r variables as the source box is fixed and s→ 0 (resp. r →∞) for which an
upper bound of the derivatives of gS with respect to the variable r, as shown in Corollary 3, proves
useful.
Corollary 3. Let H > 0 and η ∈ (0, 1) be given. Then, under the change of variables x = x(s, θ, ϕ)
in (11) and for all (x, x′) ∈ AHη , for all n ∈ N0 we have∣∣∣∣∂ngS∂rn
∣∣∣∣ ≤ Cr(n, κ,H) 1rn ∑
m∈I
(
h
r
)m
,
where I denotes a subset of {1, . . . , n} including 1.
Proof. Using Faa` di Bruno’s formula and Theorem 2.
Theorem 1, Theorem 2 and Corollary 3 show that, for any fixed value κH of the acoustic source
box size, the error arising from interpolation using n interpolation points in the s variable (resp. the
r variable) behaves like (∆s)
n (resp. (∆r)
n/rn+1). Additionally, as is easily checked, the increments
∆s and ∆r are related by the identity
∆r =
r20∆s
h− r0∆s , (28)
where h and r0 denote the source box radius (12) and the left endpoint of a given interpolation
interval r0 ≤ r ≤ r0 + ∆r, respectively. These results and estimates lead to several simple but
important conclusions. On one hand, for a given box size κH, a partition of the s-interpolation
interval [0, η] on the basis of a finite number of equi-sized intervals of fixed size ∆s (on each one of
which s-interpolation is to be performed) provide a natural and essentially optimal methodology for
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Figure 5: Error in the interpolation of the analytic factor gS in the interval [r0, r0+∆r), as a function
of r0, and using in the interpolation variables r and s. Clearly, the equi-spaced s discretization used
is optimally suited for the interpolation problem at hand.
interpolation of the uniformly analytic function gS up to the order of accuracy desired. Secondly,
such covering of the s interpolation domain [0, η] by a finite number of intervals of size ∆s is
mapped, via equation (11), to a covering of a complete semi-axis in the r variable and, thus, one
of the resulting r intervals must be infinitely large—leading to large interpolation errors in the r
variable. Finally, values of ∆r leading to constant interpolation error in the r variable necessarily
requires use of infinitely many interpolation intervals and is therefore significantly less efficient than
the proposed s interpolation approach.
Figure 5 displays interpolation errors for both the s- and r-interpolation strategies, for increasing
values of the left endpoint r0 and a constant source box one wavelength in side. The interval ∆s
is kept constant and ∆r is taken per equation (28). The rightmost points in Figure 5 are close
to the singularity in (28). The advantages of the s-variable interpolation procedure are clearly
demonstrated by this figure.
3.3 Algorithm
The IFGF factorization and associated box and cone interpolation strategies and structures men-
tioned in the previous sections underlie the full IFGF method—whose details are presented in what
follows. Section 3.3.1 introduces the box and cone structures themselves, together with the associ-
ated multi-level field evaluation strategy. The notation and definitions are then incorporated in a
narrative description of the full IFGF algorithm presented in Section 3.3.2. A pseudo-code for the
algorithm, together with a study of the algorithmic complexity of the proposed scheme, finally, are
presented in Section 3.3.3.
3.3.1 Definitions and notation
The IFGF algorithm accelerates the evaluation of the discrete operator (1) on the basis of a certain
hierarchy B of boxes (each one of which provides a partitions of the set ΓN of discretization points).
The box hierarchy, which contains, say, D levels, gives rise to an intimately related hierarchy C of
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interpolation cone segments. At each level d (1 ≤ d ≤ D), the latter D-level hierarchy is embodied
in a cone domain partition (cf. (17)) in (s, θ, ϕ) space—each partition amounting to a set of spherical
interpolation cone segments spanning all regions of space outside certain circumscribing spheres.
The details are as follows.
The level d (1 ≤ d ≤ D) surface partitioning is produced on the basis of a total of (2d−1)3
Cartesian boxes (see Figure 7). The boxes are labeled, at each level d, by means of certain level-
dependent multi-indices. The hierarchy is initialized by a single box at level d = 1,
B1
1
:= B(x1
1
, H1) (cf.(3)), (29)
containing ΓN (B
1
1
⊃ ΓN), where H1 > 0 and x11 ∈ R3 denote the side and center of the box,
respectively, and where, for the sake of consistency in the notation, the multi-index 1 := (1, 1, 1)T
is used to label the single box that exists at level d = 1. The box B1
1
is then partitioned into
eight level d = 2 equi-sized and disjoint child boxes B2k of side H2 = H1/2 (k ∈ {1, 2}3), which
are then further partitioned into eight equi-sized disjoint child boxes B3k of side H3 = H2/2 (k ∈
{1, 2, 3, 4}3 = {1, . . . , 22}3), etc. The eight-child box partitioning procedure is continued iteratively
for all 1 ≤ d ≤ D, at each stage halving the box along each one of the three coordinate directions
(x, y, z), and thus obtaining, at level d, a total of 2d−1 boxes along each coordinate axes. The
partitioning procedure continues until level d = D ∈ N is reached—where D is chosen in such a
way that the associated box-size HD is “sufficiently small”. An illustrative two-dimensional analog
of the setup for the first three levels and associated notation is presented in Figure 7a.
As indicated above, the box-hierarchy B is accompanied by a cone segment hierarchy C. The
hierarchy C is iteratively defined starting at level d = D (which corresponds to the smallest-size
boxes in the hierarchy B) and moving backwards towards level d = 1. At each level d, the cone
segment hierarchy consists of a set of cone domains Edγ which, together with certain related concepts,
are defined following upon the discussion concerning equation (15). Thus, using nds, n
d
C and 2n
d
C
level-d interpolation intervals in the s, θ and ϕ variables, respectively, the level-d cone domains
Edγ = E
s;d
γ1
× Eθ;dγ2 × Eϕ;dγ3 ⊂ [0,
√
3/3]× [0, pi]× [0, 2pi),
and its Cartesian components Es;dγ1 , E
θ;d
γ2
and Eϕ;dγ3 (of sizes ∆s,d, ∆θ,d, and ∆ϕ,d, respectively) are
defined following the definition of Eγ in (17) and its Cartesian components, respectively, for ns = n
d
s
and nC = n
d
C , and for γ = (γ1, γ2, γ3) ∈ KdC := {1, . . . , nds} × {1, . . . , ndC} × {1, . . . , 2ndC}. Since the
parametrization x in (11) depends on the box size H = Hd, and thus, on the level d, the following
notation for the d-level parametrization is used
xd(s, θ, ϕ) = x(
√
3Hd
2r
, θ, ϕ) = x˜(r, θ, ϕ),
which coincides with the expression (11) with H = Hd. Using this parametrization, the level-d
origin-centered cone segments are then defined by
Cdγ = {xd(s, θ, ϕ) : (s, θ, ϕ) ∈ Edγ} for all γ ∈ KdC , (30)
with the resulting cone hierarchy
C := {Cdγ : 1 ≤ d ≤ D, γ ∈ KdC}.
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The interpolation segments Cdk;γ actually used for interpolation of fields resulting from sources
contained within an individual level-d box centered at the point xdk, are given by
Cdk;γ := C
d
γ + x
d
k for all γ ∈ KdC and k ∈ Kd. (31)
An illustration of a two dimensional example of the cone segments and their naming scheme can be
found in Figure 7c.
Unlike the box partitioning process, which starts from a single box and proceeds from one level
to the next by subdividing each parent box into 2× 2× 2 = 8 child boxes (with refinement factors
equal to two in each one of the Cartesian coordinate directions, resulting in a number 8d−1 boxes at
level d), the cone segment partitioning approach proceeds iteratively downward, starting from the
two d = (D + 1) “initial” cone domains
ED+1(1,1,1) = [0,
√
3/3]× [0, pi]× [0, pi) and ED+1(1,1,2) = [0,
√
3/3]× [0, pi]× [pi, 2pi).
(The initial cone domains are only introduced as the initiators of the partitioning process; actual
interpolations are only performed from cone domains Edγ with D ≥ d ≥ 1.) Thus, starting at level
d = D and moving inductively downward to d = 1, the cone domains at level d are obtained, from
those at level (d + 1), by refining each level-(d + 1) cone domain by level-dependent refinement
factors ad, i.e. the number of cone segments in radial and angular directions from one level to the
next is taken as nd−1s = n
d
s/a
d and nd−1C = N
d
C/a
d. As discussed in what follows, the refinement
factors are taken to satisfy ad = 1 or ad = 2 for D ≥ d ≥ 2, but the initial refinement value aD+1 is
an arbitrary positive integer value.
The selection of the refinement factors ad for (D + 1) ≥ d ≥ 2 proceeds as follows. The initial
refinement factor aD+1 is chosen, via simple interpolation tests, so as to ensure that the resulting
level-D values ∆s,D, ∆θ,D and ∆ϕ,D lead to interpolation errors below the prescribed error tolerance
(cf. Theorem 1). The selection of refinement factors ad for d = D,D − 1, . . . , 2, in turn, also relies
on Theorem 1 but, in this case, in conjunction with Theorem 2—as discussed in what follows in
the case κHd > 1 and, subsequently, for κHd ≤ 1. In the case κHd > 1, Theorem 2 estimates the
n-th derivatives of gS at the order (κHd)
n. It follows that, in this case, each increase in derivative
values that arise as the box size is, say, doubled, can be offset, per Theorem 1, by a corresponding
decrease of the segment lengths ∆s,d, ∆θ,d and ∆ϕ,d by a factor of one-half. Under this scenario,
therefore, as the box-size κHd is increased by a factor of two, the corresponding parent cone segment
is partitioned into eight child cone segments, with ad—in such a way that the overall error bounds
obtained via a combination of Theorems 1 and 2 remain uniformly for arbitrarily large values of
κHd. Theorem 2 also tells us that, in the complementary case κHd ≤ 1 (and, assuming that,
additionally, 2κHd ≤ 1), for each n, the n-th order derivatives remain uniformly bounded as the
acoustical box-size κHd varies. In this case it follows from Theorem 1 that, as the box size is doubled
and the level d is decreased by one, the error level is maintained (at least as long as the (d−1)-level
box size κHd−1 = 2κHd remains smaller than one), without any modification of the domain lengths
∆s,d, ∆θ,d and ∆ϕ,d. In such cases we set a
d = 1, so that the cone domains remain unchanged as
the level transitions from d to (d − 1), while, as before, the error level is maintained. The special
case in which κHd < 1 but 2κHd > 1 is handled by assigning the refinement factors a
d = 2 as in the
κHd > 1 case. Once all necessary cone domains E
d
γ (D ≥ d ≥ 1) have been determined, the cone
segments Cdk;γ actually used for interpolation around a given box B
d
k ∈ B are obtained via (30)-(31).
A two-dimensional illustration of the multi-level cone segment structure is presented in Figure 6.
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(a) Two-dimensional illustration of the multi-level cone domains Edγ and origin-centered cone
segments Cdγ for two subsequent levels, shown in black and red, respectively.
(b) Two-dimensional illustration of box-centered cone segments, namely, a single Bdk-centered
cone segment at level d (in red) and the four (eight in three dimensions) corresponding PBdk-
centered refined child cone segments at level d− 1 depicted (in black).
Figure 6: Two-dimensional illustration of the hierarchical cone domain structure in (s, θ) space,
and corresponding origin-centered and box-centered cone segments.
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In order to take advantage of these ideas, the IFGF algorithm presented in subsequent sections
relies on a set of concepts and notations that are presented in what follows—including box and
cone segment structures B and C. Using the notation (3), the multi-index set Kd := {1, . . . , 2d−1}3
(which enumerates the boxes at level d, d = 1, . . . , D) the initial box B1
1
(equation (29)), and the
iteratively defined level-d box sizes and centers
Hd :=
H1
2d−1
, xdk := x
1
1
− H1
2
1 +
Hd
2
(2k− 1) (k ∈ Kd),
the level-d boxes and the octree B they bring about are given by
Bdk := B(x
d
k, Hd) (k ∈ Kd), B := {Bdk : d = 1, . . . , D, k ∈ Kd};
note that, per equation (3), the boxes within the given level d are mutually disjoint. The field
generated, as in (6), by sources located at points within the box Bdk will be denoted by
Idk(x) :=
∑
x′∈Bdk∩ΓN
a(x′)G(x, x′) = G(x, xdk)F
d
k(x), F
d
k(x) :=
∑
x′∈Bdk∩ΓN
a(x′)gdk(x, x
′), (32)
where a(x′) denotes the coefficient in sum (4) associated with the point x′ and gdk = gS the analytic
factor as in (5) centered at xdk. The octree structure B coincides with the one used in Fast Multipole
Methods (FMMs) [9, 12,14,21].
Typically only a small fraction of the the boxes on a given level d intersect the discrete surface
ΓN ; the set of all such level-d relevant boxes is denoted by
RdB := {Bdk ∈ B : k ∈ Kd, Bdk ∩ ΓN 6= ∅}.
Clearly, for each d = 1, . . . , D there is a total of NdB := 2
d−1 level-d boxes in each coordinate
direction, for a total of (NdB)
3 level-d boxes, out of which only O ((NdB)2) are relevant boxes as
d → ∞—a fact that plays an important role in the evaluation of the computational cost of the
IFGF method. The set NBdk ⊂ RdB of boxes neighboring a given box Bdk is defined as the set of all
relevant level-d boxes Bda such that a differs from k, in absolute value, by an integer not larger than
one, in each one of the three coordinate directions: ‖a− k‖∞ ≤ 1. The neighborhood UBdk ⊂ R3 of
Bdk is defined by
UBdk :=
⋃
B∈NBdk
B, where, NBdk :=
{
Bda ∈ RdB : ‖a− k‖∞ ≤ 1
}
. (33)
An important aspect of the proposed hierarchical algorithm concerns the application of IFGF
interpolation methods to obtain field values for groups of sources within a box Bdk at points farther
than one box away (and thus outside the neighborhood of Bdk, where either direct summation
(d = D) or interpolation from (d + 1)-level boxes ((D − 1) ≥ d ≥ 1) is applied), but that are “not
sufficiently far” from the source box Bdk to be handled by the next level, (d−1), in the interpolation
hierarchy, and which must therefore are handled as part of the d-level interpolation process. The
associated “cousin-box” concept is defined in terms of the hierarchical parent-child relationship in
the octree B, wherein the parent box PBdk ∈ Rd−1B and the set QBdk ⊂ Rd+1B of child boxes of the
box Bdk are defined by
PBdk := Bd−1a (a ∈ Kd−1) provided Bdk ⊂ Bd−1a , and
QBdk :=
{
Bd+1a ∈ Rd+1B : PBd+1a = Bdk
}
.
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This leads to the notion of cousin boxes, namely, non-neighboring (d + 1)-level boxes which are
nevertheless children of neighboring d-level boxes. The cousin boxes MBdk and associated cousin
point sets VBdk are given by
MBdk :=
(RdB \ NBdk) ∩QNPBdk and VBdk := ⋃
B∈MBdk
B. (34)
The concept of cousin boxes is illustrated in Figure 7b for a two-dimensional example, wherein the
cousins of the box B3(2,1) are shown in gray.
A related set of concepts concerns the hierarchy of cone domains and cone segments. As in the
box hierarchy, only a small fraction of the cone segments are “relevant” within the algorithm, which
leads to the following definitions of cone segments RCBdk relevant for a box Bdk, as well as the set
RdC of all relevant cone segments on level d. A level-d cone segment Cdk;γ is recursively defined to
be relevant to a box Bdk if either 1) It includes a surface discretization point on a cousin of B
d
k, or
if 2) It includes a point of a relevant cone segment associated with the parent box PBdk. In other
words,
RCBdk :=
Cdk;γ : γ ∈ KdC , Cdk;γ ∩ ΓN ∩ VBdk 6= ∅ or Cdk;γ ∩
 ⋃
C∈RCPBdk
C
 6= ∅
 and
RdC := {Cdk;γ ∈ RCBdk : γ ∈ KdC ,k ∈ Kd andBdk ∈ RdB}.
Clearly, whether a given cone segment relevant to a given box on a given level d depends on
knowledge relevant cone segments on the parent level d − 1, so that determination of all relevant
cone segments is achieved by means of a single sweep through the data structure, from d = 1 to
d = D.
It is important to note that, owing to the placement of the discretization points on a two-
dimensional surface Γ in three-dimensional space, the number of relevant boxes is reduced by a
factor of 1/4 as the level is advanced from level (d + 1) to level d (at least, asymptotically as
D → ∞). Similarly, under the cone segment refinement strategy proposed by Theorem 2, the
overall number of relevant cone segments per box is increased by a factor of four as the box size
is doubled, so that the total number of relevant cone segments remains essentially constant as D
grows: |RdC | ∼ |Rd+1C | for all d = 1, . . . , D − 1 as D →∞, where |RdC | denotes the total number of
relevant cone segments on level d.
As discussed in Section 3.2, the cone segments Cdk;γ, which are part of IFGF interpolation
strategy, are used to effect piece-wise Chebyshev interpolation in the spherical coordinate system
(s, θ, ϕ). The interpolation approach, which is based on use of discrete Chebyshev expansions, relies
on use of a set XCdk;γ for each relevant cone segment Ck;γ containing P = Ps × (Pang)2 Chebyshev
interpolation points for all k ∈ Kd and γ ∈ KdC :
XCdk;γ = {x ∈ Cdk;γ : x = x(sk, θi, ϕj) 1 ≤ k ≤ Ps, 1 ≤ i ≤ Pang, 1 ≤ j ≤ Pang}, (35)
where sk, θi and ϕj denote Chebyshev nodes in the intervals E
s;d
γ1
, Eθ;dγ2,γ3 and E
ϕ;d
γ3
, respectively. A
two-dimensional illustration of 3 × 3 Chebyshev interpolation points within a single cone segment
can be found in Figure 7d.
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(a) A scatterer, in blue, and three levels of the as-
sociated box tree, with the highest level box B1(1,1)
in green, four d = 2 level boxes in red, and sixteen
d = 3 level boxes, in black.
(b) Cousins (non-neighboring children of neighbors
of parents) of the box B3(2,1), in gray.
(c) Illustrative sketch of the naming scheme used
for box-centered cone segments Cdk;γ (based on the
level-3 box B3(1,1)).
(d) 3× 3 Chebyshev interpolation points associated
with the cone segment C3(1,1);(2,2).
Figure 7: Two-dimensional illustration of boxes, neighbors, cone segments and interpolation points.
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3.3.2 Narrative Description of the Algorithm
Once the box and cone segment structures B and C have been initialized, and the corresponding
sets of relevant boxes and cone segments have been determined, the IFGF algorithm proceeds, in
the initial level D, to evaluate directly, for all level-D relevant boxes BDk ∈ RDB , the expression (32)
for the analytic factor FDk (x) arising from all point sources contained in B
D
k , at all the surface
discretization points x ∈ UBDk ∩ ΓN neighboring BDk , as well as all points x in the set XCDk;γ
(equation (35)) of all spherical-coordinate interpolation points associated with all relevant cone
segments CDk;γ emanating from B
D
k . All the associated level-D spherical-coordinate interpolation
polynomials are then obtained through a direct computation of the coefficients (20), and the stage D
of the algorithm is completed by using some of those interpolants to evaluate, for all level-D relevant
boxes BDk , the analytic factor F
D
k (x) through evaluation of the sum (19), and, via multiplication
by the centered factor, the field IDk (x) at all cousin target points x ∈ ΓN ∩ VBDk . (Interpolation
polynomials corresponding to regions farther away than cousins, which are obtained as part of the
process just described, are saved for use in the subsequent levels of the algorithm.) Note that,
under the cousin condition x ∈ ΓN ∩ VBDk , the variable s takes values on the compact subset [0, η]
(η =
√
3/3 < 1) of the analyticity domain 0 ≤ s < 1 guaranteed by Corollary 1, and, thus, the
error-control estimates provided in Theorem 2 guarantee that the required accuracy tolerance is met
at the cousin-point interpolation step. This completes the level-D portion of the IFGF algorithm.
At the completion of the level-D stage the field IDk (x) generated by each relevant box B
D
k has
been evaluated at all neighbor and cousin surface discretization points x ∈ ΓN ∩
(UBDk ∪ VBDk ),
but field values at surface points farther away from sources, x ∈ ΓN \
(UBDk ∪ VBDk ), still need
to be obtained; these are produced at stages d = D − 1, . . . , 3. (The evaluation process is indeed
completed at level d = 3 since by construction we have UB3k∪VB3k ⊃ ΓN for any k ∈ K3.) For each
relevant box Bdk ∈ RdB, the level-d algorithm ((D− 1) ≥ d ≥ 3) proceeds by utilizing the previously
calculated (d + 1)-level spherical-coordinate interpolants for each one of the relevant children of
Bdk, to evaluate the analytic factor F
d
k(x) generated by sources contained within B
d
k at all points
x in all the sets XCdk;γ (equation (35)) of spherical-coordinate interpolation points associated with
cone segments Cdk;γ emanating from B
d
k. The level-d stage is then completed by using some of
those interpolants to evaluate, for all level-d relevant boxes Bdk, the analytic factor F
d
k(x) and, by
multiplication with the centered factor, the field Idk(x), at all cousin target points x ∈ ΓN ∩VBdk for
which the fields had not been calculated prior to level d. This completes the algorithm.
It is important to note that, in order to achieve the desired acceleration, the algorithm evaluates
analytic factors F dk(x) arising from a level-d box B
d
k, whether at interpolation points x in the
subsequent level, or for cousin surface discretization points x, by relying on interpolation based on
(previously computed) interpolation polynomials associated with the (d+ 1)-level relevant children
boxes of Bdk, instead of directly evaluating I
d
k(x) using equation (32). In particular, all interpolation
points within relevant cone segments on level d are also targets of the interpolation performed
on level (d + 1). Evaluation of interpolant at surface discretization points x ∈ ΓN , on the other
hand, are restricted to cousin surface points: evaluation at all points farther away are deferred to
subsequent larger-box stages of the algorithm.
Of course, the proposed interpolation strategy requires the creation, for each level-d relevant
box Bdk, of all level-d cone segments and interpolants necessary to cover both the cousin surface
discretization points as well as all of the interpolation points in the relevant cone segments on
level (d− 1). We emphasize that the interpolation onto interpolation points requires a re-centering
procedure consisting of multiplication by the level d centered factors, and division by corresponding
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level-(d−1) centered factors (cf equation 32). Since this procedure of interpolation to interpolation
points is in fact a nested Chebyshev interpolation method, a simple variation of Theorem 1 is
applicable and shows that the procedure of interpolation to interpolation points does not result in
error amplification.
Using the notation in Section 3.3.1, the IFGF algorithm described above is summarized in its
entirety in what follows.
• Initialize boxes, cone segments and interpolation points. Determine the sets RdB and RdC for
all d = 1, . . . , D.
• Direct evaluations on level D.
– For every D-level box BDk ∈ RDB evaluate the analytic factor FDk (x) generated by point
sources within BDk at all neighboring surface discretization points x ∈ ΓN ∩ UBDk by
direct evaluation of equation (32).
– For every D-level box BDk ∈ RDB evaluate the analytic factor FDk (x) at all interpolation
points x ∈ XCDk;γ for all CDk;γ ∈ RCBDk .
• For every level d = D, . . . , 3, perform the following two interpolation procedures.
– For every every box Bdk evaluate the field I
d
k generated by the box at every surface point
within the cousin boxes x ∈ ΓN ∩ VBdk by interpolation of F dk and multiplication by the
centered factor G(x, xdk).
– For every every box Bdk determine the parent box B
d−1
j = PBdk and evaluate the an-
alytic factor F d−1j at future interpolation points x ∈ XCd−1j;γ for all Cd−1j;γ ∈ RCBd−1j
through interpolation of the analytic factor F dk and re-centering by the smooth factors
G(x, xdk)/G(x, x
d−1
j ). (Note: the contributions of all the children of B
d−1
j need are accu-
mulated at this step.)
The corresponding pseudo code, Algorithm 1, is presented in the following section.
3.3.3 Pseudo-code and Complexity
As shown in what follows, the asymptotic complexity of the IFGF Algorithm 1 is O(N logN) oper-
ations assuming that the wavenumber κ is kept proportional to the number of surface discretization
points N to achieve a constant number of discretization points per wavelength. The number D of
levels is chosen such that a given target accuracy is achieved for a given wavenumber κ, a given and
fixed number P of interpolation points per cone segment, and a given number of cone segments per
box on level D. Note that the following asymptotics hold as κ → ∞: κ2 = O(N), D = O(logN),
|RdC | = O(1), |RDB | = O(N).
Using these asymptotics, the algorithmic complexity is computed on basis of the number of
operations performed in Algorithm 1 starting from the level D specific evaluations in Line 9. The
“for” loop in Line 9 is performed O(N) times. The inner “for” loop in Line 10 is performed O(1)
times just like the “for” loops in the Lines 13 and 14. In total this yields an algorithmic complexity
of O(N) for the first part of the algorithm.
The second part of the algorithm starts at Line 21. The “for” loop at that line is performed
O(logN) times since D = logN (when the wavenumber κ is doubled, the box sizes H needs to
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Algorithm 1 IFGF Method
1: \\Initialization.
2: for d = 1, . . . , D do
3: Define boxes Bdk, k ∈ Kd
4: Define cone segments Cdk;γ and interpolation points for each box B
d
k, k ∈ Kd, γ ∈ KdC
5: Determine relevant boxes RdB and cone segments RdC .
6: end for
7:
8: \\Direct evaluations on the lowest level.
9: for BDk ∈ RDB do
10: for x ∈ UBDk ∩ ΓN do . Direct evaluations onto neighboring surface points
11: Evaluate IDk (x)
12: end for
13: for CDk;γ ∈ RCBDk do . Evaluate F on all relevant interpolation points
14: for x ∈ XCDk;γ do
15: Evaluate and store FDk (x).
16: end for
17: end for
18: end for
19:
20: \\Interpolation onto surface discretization points and parent interpolation points.
21: for d = D, . . . , 3 do
22: for Bdk ∈ RdB do
23: for x ∈ VBdk ∩ ΓN do . Interpolate at cousin surface points
24: Determine Idk(x) by interpolation
25: end for
26: if d > 3 then . Evaluate F on parent interpolation points
27: Determine parent Bd−1j = PBdk
28: for Cd−1j;γ ∈ RCBd−1j do
29: for x ∈ XCd−1j;γ do
30: Evaluate and add F dk(x)G(x, x
d
k)/G(x, x
d−1
j )
31: end for
32: end for
33: end if
34: end for
35: end for
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be halved to achieve a constant error in view of Theorem 1 for constant cone segments which
is achieved by adding one level of box with half the edge length). The “for” loop in Line 22 is
performed O(N/4D−d) times since the number of relevant boxes is, approximately, quartered from
one level d to the next level d − 1. The number of times the loop in Line 23 is run behaves like
O(4D−d) since the discrete surface ΓN is intersected with a volume of the cousin boxes that behaves
like O(8D−d). A similar count holds for the loop in Line 28 which is also run O(4D−d) times since
the number of relevant cone segments per box increases by a factor four. The “for” loop in Line 29
is performed O(1) times since the number of interpolation points per cone segment are constant.
Altogether, this yields a O(N logN) algorithmic complexity.
In the special case of κ = 0, the cost is still O(N logN) due to the O(N logN) operations
necessary for the interpolation back to the surface points. Although, due to the reduced cost of
the interpolation to future interpolation points—since the number of cone segments per box can
be constant, cf. Section 3.2—the overall algorithm is still significantly faster. The corresponding
algorithm would only differ from Algorithm 1 in the definition of the relevant cone segments in Line
4. Instead of assigning larger boxes an increased number of smaller cone segments, it is sufficient
to assign the same number and of equal-sized cone segments to each box. Although we did not
investigate this possibility in any detail, an algorithmic complexity of O(N) should be achievable in
the Laplace case using a more sophisticated approach when interpolating back to the surface based
on accumulating values on the “target” side and redistributing them to child boxes in a downward
pass through the box tree structure. A thorough investigation of this possibility is left for future
work.
4 Numerical Results
We analyze the performance of the proposed IFGF algorithm by considering the computing times
and memory requirements under various configurations, including examples for the Helmholtz (κ 6=
0) and Laplace (κ = 0) Green functions, and for three different geometries, namely, a sphere of
radius a, the oblate spheroid{
(x, y, z) ∈ R3 : x
2
a2
+
y2
a2
+
z2
0.01a2
= 1
}
, (36)
which is depicted in Figure 8b, and the rough radius ≈ a sphere defined by
{x = x˜ (a[1 + 0.05 sin (40θ) sin (40ϕ)], θ, ϕ) : x˜ as in (9), θ ∈ [0, pi], ϕ ∈ [0, 2pi)} , (37)
which is depicted in Figure 8a.
All tests are performed on a Lenovo X1 Extreme 2018 Laptop with an Intel i7-8750H Pro-
cessor and 16 GB RAM running Ubuntu 18.04 as operating system. The code is a single core
implementation in C++ of Algorithm 1 compiled with the Intel C++ compiler version 19 and
without noteworthy vectorization. Throughout all tests, Ta denotes the time required for a single
application of the IFGF method and excludes the pre-computation time Tpre (which is presented
separately in each case, and which includes the time required for setup of the data structures and
the determination of the relevant boxes and cone segments), but which includes all the other parts
of the algorithm presented in Section 3.3, including the direct evaluation at the neighboring surface
discretization points on level D. The relative errors ε included in the tables were computed as the
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(a) A rough sphere of radius
r = a(1 + 0.05 sin (40θ) sin (40ϕ)).
(b) An oblate spheroid given by
x2 + y2 + (z/0.1)2 = a2.
Figure 8: Illustration of geometries used for numerical tests.
maximum of the point-wise relative errors (relative to the exact solution) on 1000 randomly chosen
surface points. The way the relative error is computed differs slightly from the previously employed
convention due to the random choice of the coefficients in (1) and the resulting large deviations of
several orders of magnitudes in the point values of the computed density. A relative error com-
putation with respect to the largest absolute value—which was employed in the previous tests in
Section 3—would obscure the results unfairly in our favor in this case. The table columns display
the number PPW of surface discretization points per wavelength, the total number N of surface
discretization points and the wavenumber κ. The PPW are computed on basis of the number of
surface discretization points along the equator of the sphere. The memory column displays the peak
memory required by the algorithm.
In all the tests where the Helmholtz Green function is used, the number of levels D in the
scheme is chosen such that the resulting smallest boxes on level D are approximately a quarter
wavelength in size (HD ≈ 0.25λ). Moreover, as indicated in Section 3.3, for the sake of simplicity
the algorithm does not use an adaptive box octree (which would stop the partitioning process once
a given box contains a sufficiently small number of points) but instead always partitions boxes until
the prescribed level D is reached. Hence, a box is a leaf in the tree if and only if it is a level-D box.
This can lead to large deviations in the number of surface points within boxes, in the number of
relevant boxes and in the number of relevant cone segments. These deviations may result in slight
departures from the predicted O(N logN) costs in terms of memory requirements and computing
time. The cone segments (as defined in (16)) are chosen such that there are 8 cone segments (1×2×4
segments in the s, θ and ϕ variables, respectively) associated with each of the smallest boxes on
level D and they are refined according to Section 3.2 for the levels d < D. Unless stated otherwise,
each cone segment is assigned P = Ps × Pang × Pang interpolation points with Ps = 3 and Pang = 5.
We want to emphasize that the evaluation of the Chebyshev polynomials on every point and the
computation of their coefficients is performed on basis of simple evaluations of triple sums without
employing any acceleration methods like FFTs.
The first test investigates the scaling of the algorithm as the surface acoustic size is increased
and the number of surface discretization points N is increased proportionally to achieve a constant
number of points per wavelength. The results of these tests are presented in the Tables 1, 2, and 3 for
the aforementioned radius-a sphere, the oblate spheroid (36) and rough sphere (37), respectively.
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The acoustic sizes of the geometries in the tests range from 4 wavelengths to 64 wavelengths in
diameter for the normal and rough sphere cases, and up to 128 wavelengths in large diameter for
the case of the oblate spheroid.
N κa PPW ε Tpre (s) Ta (s) Memory (MB)
24576 4pi
22.4
3.36× 10−4 5.25× 10−1 1.81× 100 25
98304 8pi 1.46× 10−3 3.33× 100 9.30× 100 80
393216 16pi 1.43× 10−3 1.86× 101 4.55× 101 315
1572864 32pi 2.96× 10−3 9.74× 101 2.21× 102 1308
6291456 64pi 2.93× 10−3 4.89× 102 1.05× 103 5396
Table 1: Computing times Ta required by the IFGF accelerator for a sphere of radius a, with
(Ps, Pang) = (3, 5), and for various numbers N of surface discretization points and wavenumbers
κa—at a fixed number of points-per-wavelength. The pre-computation times Tpre, the resulting
relative accuracy ε and the peak memory used are also displayed.
N κa PPW ε Tpre (s) Ta (s) Memory (MB)
24576 4pi
22.4
1.45× 10−4 1.30× 10−1 1.44× 100 17
98304 8pi 1.81× 10−4 1.15× 100 6.52× 100 42
393216 16pi 1.21× 10−4 5.03× 100 2.87× 101 158
1572864 32pi 3.91× 10−4 2.63× 101 1.31× 102 605
6291456 64pi 4.39 ×10−4 1.30× 102 5.72× 102 2273
25165824 128pi 6.38× 10−4 6.27× 102 2.64× 103 9264
Table 2: Same as Table 1 but for an oblate spheroid of equation x2 + y2 + (z/0.1)2 = a2 depicted
in Figure 8b.
Several key observations may be drawn from these results. On one hand we see that, in all
cases the computing and memory costs of the method scale like O(N logN), as expected. The
computational times and memory requirements differ significantly in some cases, depending on the
surface character, even for problems of the same overall electrical size. Such differences result as the
numbers of relevant cone segments differs greatly depending on the character of the geometry under
consideration, since the computational time and the memory requirements of the IFGF method
are proportional to the number of relevant cone segments used. For the oblate spheroid case, for
example, the number of relevant cone segments in upward- and downward-facing cone directions is
significantly smaller than the number for the regular sphere case, whereas the rough sphere requires
significantly more relevant cone segments than the regular sphere, especially in the s variable, to
span the “thickness” of the bump area.
Table 4 demonstrates the scaling of the IFGF method for a fixed number N of surface discretiza-
tion points and increasing wavenumber κa for the sphere geometry. The memory requirements and
the timings also scale like O(κ2 log κ) since the interpolation to interpolation points used in the al-
gorithm is independent of N and scales like O(κ2 log κ). But the time required for the interpolation
back to the surface depends on N and is therefore constant in this particular test which is why the
overall computation time is slightly less than when N is scaled with κa.
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N κa PPW ε Tpre (s) Ta (s) Memory (MB)
24576 4pi
22.4
3.84× 10−4 5.90× 10−1 1.90× 100 26
98304 8pi 1.05× 10−3 4.12× 100 1.08× 101 97
393216 16pi 2.71× 10−3 2.58× 101 6.11× 101 463
1572864 32pi 6.85× 10−3 1.47× 102 3.28× 102 2131
6291456 64pi 9.90× 10−4 7.77× 102 1.66× 103 10502
Table 3: Same as Table 1 but for the rough sphere r = a(1 + 0.05 sin (40θ) sin (40ϕ))) depicted in
Figure 8a.
N κa PPW ε Tpre (s) Ta (s) Memory (MB)
393216
16pi 22.4 1.43× 10−3 1.86× 101 4.55× 101 315
32pi 11.2 4.58× 10−3 8.17× 101 1.33× 102 1032
64pi 5.6 4.09× 10−3 3.73× 102 5.63× 102 3927
Table 4: Same as Table 1 but for a fixed number N of surface discretization points, demonstrat-
ing the scaling of the algorithm as κa is increased independently of the discretization size while
maintaining the accelerator’s accuracy.
Table 5 shows a similar test for the sphere geometry but for constant acoustic size of the sphere
and increasing number of surface discretization points N . As we found earlier, the computation
times and memory requirements scale like O(N logN) (the main cost of which which stems from
the process of interpolation back to the surface discretization points; see Line 23 in Algorithm 1).
Since the cost of the IFGF method (in terms of computation time and memory requirements) is
usually dominated by the cost of the interpolation to interpolation points (Line 28 in Algorithm
1), which is only dependent on the wavenumber κa, the scaling in N is better than O(N logN)
until N is sufficiently large, so that the process of interpolation back to the surface discretization
points requires a large enough portion of the share of the overall computing time—as observed in
the fourth and fifth rows in Table 5.
N κa PPW ε Tpre (s) Ta (s) Memory (MB)
6144
16pi
2.8 2.48× 10−3 6.30× 100 1.08× 101 186
24576 5.6 5.33× 10−3 9.30× 100 1.66× 101 228
98304 11.2 2.70× 10−3 1.13× 101 2.23× 101 267
393216 22.4 1.63× 10−3 1.40× 101 4.14× 101 320
1572864 44.8 1.06× 10−3 2.34× 101 1.63× 102 498
Table 5: Same as Table 1 but for a fixed acoustic size κa, demonstrating the scaling of the algorithm
as N is increased independently of the acoustic size.
Table 6 demonstrates the scaling in the number of interpolation points P per cone segment,
again on the basis of the normal sphere geometry. For a number P = PsP
2
ang of interpolation points
per cone segment, the computation time of the IFGF method is expected to scale like O(P 2) and
the memory requirements like O(P ) while the relative accuracy increases super algebraically fast.
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The predicted scaling can easily be observed by comparing the results from Table 6 to the results
shown in Table 1 for P = 3× 5× 5. In our final example, we consider an application of the IFGF
method to a spherical geometry for the Laplace equation. The results are shown in Table 7. A
perfect O(N logN) scaling is observed. Note that the portion of the algorithm “interpolation to
interpolation points” (Line 28 in Algorithm 1), which is the cost intensive part in the Helmholtz
case, requires a negligible cost in the Laplace case—for which a constant number of cone segments
can be used throughout all levels, as discussed in Section 3.2.
N κa PPW ε (Ps, Pang) Ta (s) Memory (MB)
24576 4pi
22.4
9.72× 10−6
(5, 7)
8.95× 100 65
98304 8pi 4.72× 10−5 5.05× 101 269
393216 16pi 4.53× 10−5 2.46× 102 1039
1572864 32pi 6.03× 10−5 1.20× 103 4308
24576 4pi
22.4
2.27× 10−7
(7, 9)
3.36× 101 134
98304 8pi 2.42× 10−6 1.88× 102 584
393216 16pi 2.17× 10−6 9.83× 102 2320
1572864 32pi 4.36× 10−6 4.90× 103 9633
Table 6: Same as Table 1 but for two different sets of interpolation orders.
N ε Ta (s) Memory (MB)
24576 2.98× 10−5 7.81× 10−1 25
98304 2.36× 10−5 3.62× 100 69
393216 1.92× 10−5 1.69× 101 246
1572864 5.21× 10−6 7.45× 101 962
6291456 1.47× 10−5 3.29× 102 3676
Table 7: Same as Table 1 but for the Laplace equation (κa = 0). The pre-computation times
(not shown) are negligible in this case, since the most cost-intensive part of the pre-computation
algorithm, namely, the determination of the relevant cone segments, is not necessary in the present
Laplace context. Per the IFGF Laplace algorithmic prescription, a fixed number of cone segments
per box is used across all levels in the hierarchical data structure.
5 Conclusions
The previous sections in this paper introduced the efficient, novel and extremely simple IFGF ap-
proach for the fast evaluation of discrete integral operators of scattering theory. Only a serial
implementation was demonstrated here but, as suggested in the introduction, the method lends
itself to efficient parallel implementation in distributed-memory computer clusters. Several impor-
tant improvements must still be considered, including, in addition to parallelization, adaptivity
in the box-partitioning method—with the goal of reducing the deviations that may occur in the
number of discretization points contained in the various IFGF boxes for a given geometry. Only the
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single layer potentials for the Helmholtz and Laplace Green functions were considered here, but the
proposed methodology is applicable, with minimal modifications, in a wide range of contexts, pos-
sibly including elements such as double layer potentials, mixed formulations, electromagnetic and
elastic scattering problems, dielectric problems and Stokes flows, as well as volumetric distribution
of sources, etc. Studies of the potential advantages offered by the IFGF strategies in these areas,
together with the aforementioned projected algorithmic improvements, are left for future work.
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