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Turbulent compressible fluid: Renormalization group analysis, scaling regimes, and
anomalous scaling of advected scalar fields
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We study a model of fully developed turbulence of a compressible fluid, based on the stochas-
tic Navier-Stokes equation, by means of the field theoretic renormalization group. In this ap-
proach, scaling properties are related to the fixed points of the renormalization group equations.
Previous analysis of this model near the real-world space dimension 3 identified some scaling
regime [Theor. Math. Phys., 110, 3 (1997)]. The aim of the present paper is to explore the ex-
istence of additional regimes, that could not be found using the direct perturbative approach of the
previous work, and to analyze the crossover between different regimes. It seems possible to deter-
mine them near the special value of space dimension 4 in the framework of double y and ε expansion,
where y is the exponent associated with the random force and ε = 4− d is the deviation from the
space dimension 4. Our calculations show that there exists an additional fixed point that governs
scaling behavior. Turbulent advection of a passive scalar (density) field by this velocity ensemble
is considered as well. We demonstrate that various correlation functions of the scalar field exhibit
anomalous scaling behavior in the inertial-convective range. The corresponding anomalous expo-
nents, identified as scaling dimensions of certain composite fields, can be systematically calculated
as a series in y and ε. All calculations are performed in the leading one-loop approximation.
Keywords: anomalous scaling, passive scalar advection, turbulence, renormalization group
I. INTRODUCTION
Understanding fully developed turbulence is a com-
plex, rich, and challenging problem. Among the most
important features of such behavior are energy cascas-
des and intermittency. The former brings energy from
large scales, responsible for the creation of turbulence,
into smaller ones, in which viscosity plays a major role
and dissipation effects dominate. Intermittency, an ir-
regular alternation of phases of certain dynamics, means
that very rare configurations of a system contribute most
significally to statistical distributions. In turbulence
this fact manifests itself in anomalous scaling, which
is characterized by singular behavior of various statis-
tical quantities as functions of the integral turbulence
scales. Anomalous scaling is thought to be related to
strong fluctuations of the energy flux and, therefore, to
deviate from the predictions of the classical Kolmogorov-
Obukhov phenomenological theory [1, 2].
Another very interesting phenomenon is a turbulent
advection of an impurity field. Both experimental studies
and numerical simulations suggest that deviations from
the classical Kolmogorov theory are even more strongly
pronounced for passively advected fields than for the ve-
locity field itself [3–6]. A turbulent environment may be
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introduced into such models by some “synthetic” veloc-
ity field with prescribed statistics or by the stochastic
Navier-Stokes equation [7]. Models of the former type
are more tractable from a mathematical point of view,
whereas the latter ones bear a closer resemblance to the
real world.
Fully developed turbulence is characterized by exis-
tence of an inertial range – an interval of scales in which
both the input and dissipation of energy are insignifi-
cant, and the only notable dynamical process is the re-
distribution of energy along the spectrum. Therefore,
one expects the inertial range to be governed by simple
(and possibly universal) laws describing turbulent pro-
cesses. In accordance with this hypothesis , the classi-
cal Kolmogorov-Obukhov theory assumes that statistical
characteristics of a system, i.e., its correlation and re-
sponse functions, do not depend on either the internal
(l, viscosity-related) or the external (L, external force-
related) scales. These assumptions lead to simple power
laws for inertial range asymptotic behavior of these func-
tions [1, 2].
This notwithstanding, it is well known that correlation
functions can depend on the external scale due to certain
kinematic effects – for example, the sweeping effect, in
which small turbulent eddies are carried by large ones
as a whole without distortion. These kinematic effects
do not influence the formation of the energy spectrum
and, therefore, can be ignored in favor of Galilean in-
variant objects, in particular, equal-time correlation or
structure functions. Nevertheless, experimental studies
suggest that Galilean invariant objects also contain some
dependence on L, which is usually singular and is de-
2scribed by an infinite set of anomalous exponents – a phe-
nomenon referred to as “anomalous scaling” and “multi-
scaling.”
In many phenomenological models the anomalous ex-
ponents are related to the statistical properties of nonuni-
versal quantities such as the local dissipation rate, the
characteristics of nontrivial structures (vortex filaments),
and so on; see, e.g., [1, 2]. Common drawbacks of such
models are that they are only loosely based on the un-
derlying hydrodynamical equations, and they involve ar-
bitrary adjustment parameters; therefore, these models
cannot be used to construct systematic perturbation the-
ory in a small expansion parameter [8].
Therefore, an essential goal of the theory of turbulence
is to construct an analytic framework based on a dynam-
ical model, e.g., the Navier-Stokes equation. The key
obstacle in this situation is the lack of a small expansion
parameter – at least, a formal one. In ordinary pertur-
bation theory for the stochastic Navier-Stokes equation
(i.e., expansion in the nonlinearity) the actual expansion
parameter reduces to the Reynolds number, which tends
to infinity for the developed turbulence.
A similar problem is longstanding in the theory of criti-
cal phenomena, where it was successfully solved by use of
the renormalization group (RG) method borrowed from
quantum field theory. The RG method performs a cer-
tain rearrangement (infinite resummation) of the original
perturbation series, and turns them into a series of the
parameter of order unity. Typically, that parameter is
ε = 4 − d, the deviation of the dimensionality of space
d from its upper critical value [9–14], hence the term
“epsilon expansion.” Such expansions are still divergent,
but they allow one to prove the existence of infrared (IR)
scaling behavior (if such exists) and to systematically cal-
culate the corresponding dimensions as series in ε.
The RGmethod and ε expansion are equally applicable
to the stochastic Navier-Stokes equation if the correlation
function of the random force is chosen as a power function
of the momentum k = |k| in the form of k4−d−y, see [14,
15] and Sec. II in the present paper. Here, d becomes
a free parameter, while the role of the RG expansion
parameter is played by the exponent y.
The results, obtained within the ε expansions, are reli-
able for asymptotically small values of ε, but it is unclear
whether these results can be extrapolated to finite (and
non-small) realistic values of ε. For this reason, in the
theory of critical phenomena, one tries to calculate as
many terms of the ε expansion as possible, to get their
higher-order asymptotic form (using the instanton cal-
culus) and to use additional methods of summation (for
instance, Pade´-Borel or Leroy-Borel transformations). A
common opinion is that the ε expansion indeed works for
real ε [9–11, 16].
For the Navier-Stokes turbulence, the situation is much
more difficult. First, the RG expansion parameter y
is not small, and the RG series are divergent. Second,
the higher-order calculations are extremely cumbersome.
Third, the higher-order asymptotic forms of the coeffi-
cients are not known yet. However, these problems can
be considered as being of technical (calculational) nature.
There are more serious problems, specific only for turbu-
lence, which are related to real physical effects: sweeping
of small turbulent eddies by large-scale ones, and the
anomalous scaling. In perturbation theory both of them
manifest as strong divergences of the perturbation dia-
grams at L → ∞ (where L is the integral, i.e., external,
turbulence scale) in the inertial range. Adequate anal-
ysis of these issues takes one far beyond the standard
RG method: the method should be combined with the
short-distance operator product expansion (OPE).
The feature specific of the models of turbulence is the
existence in the corresponding OPE of composite fields
(“operators” in quantum field terminology) with nega-
tive critical dimensions. These operators (termed “dan-
gerous”) give rise to strong IR singularities in the corre-
lation functions; see [9, 14, 17–19]. While experimental
data suggests that in the inertial range correlation and
structure functions exhibit anomalous scaling, it has not
been possible to demonstrate this property through the-
oretical modeling. The main problem is the following:
if a dangerous operator is present in some field theory
there are, in fact, infinitely many such operators; more-
over, the spectrum of these operators is not bound from
below. Thus, there is no main, or “most dangerous,” op-
erator in the model that would provide the main contri-
bution in the corresponding OPE; see, e.g., Appendix A
in [20]. Therefore, the problem requires one to perform
the explicit construction of all invariant scalar operators
with negative dimensions, the exact calculation of their
critical dimensions, and the (infinite) summation of their
contributions in the corresponding OPE.
Clearly, there is little hope to solve this problem in
the forseeable future. Fortunately, situation simplifies
for two important cases: sweeping effects and passive
advection. The first example is provided by the com-
posite operators, which are powers of the velocity field
in the stochastic Navier–Stokes equation. Owing to
the Galilean symmetry of the model, their dimensions
can be found exactly, and their contributions into the
OPE can be summed up into an explicit closed expres-
sion [9, 14, 18, 19]. This gives adequate description of
the sweeping effects within the RG+OPE approach.
The second case is provided by the passive advection of
scalar or vector fields by a given velocity statistics. The
stochastic advection-diffusion equation is linear in these
fields, therefore, only finite number of dangerous oper-
ators contribute to the OPE for any given correlation
function, and the additional resummation of the series,
discussed above, is not required [21]. Therefore, one way
to investigate these phenomena is to consider a passive
advection of different types of fields by succeedingly more
complex and realistic turbulent velocity environments. In
a number of papers the RG+OPE approach has been
applied to passive advection by Kraichnan’s ensemble
(the velocity field is assumed to be isotropic, Gaussian,
not correlated in time, and to have a power-like corre-
3lation function; the fluid is assumed to be incompress-
ible) [15, 21–23], and by the ensemble’s numerous gener-
alizations: large-scale anisotropy, helicity, compressibil-
ity, finite correlation time, non-Gaussianity, and a more
general form of nonlinearity [24–35]. This approach can
be generalized to a non-Gaussian velocity field governed
by the stochastic Navier-Stokes equation, to study both
the velocity field’s scaling behavior and passive impurity
fields it advects [20, 36–40]. The main advantage of the
RG+OPE approach as applied to turbulence is that it is
based on a microscopic model and, therefore, allows one
to construct a systematic perturbation expansion for the
anomalous exponents.
Until now, the majority of studies on fully devel-
oped turbulence have been concerned with incompress-
ible fluid. Nevertheless, several results for the problems
of universality and scaling for compressible fluids have
also been obtained [41–51]. All of them hint at large in-
fluence of compressibility both on the velocity field itself
and on passively advected quantities. In particular, a
transition from a turbulent to a certain purely chaotic
state may occur at large degrees of compressibility [46].
In other papers corrections in the Mach number to the
incompressible scaling regime were studied [52–54]. The
main result of those studies is that obtained corrections
become arbitrarily large and destroy the incompressible
scaling regime for fixed Mach numbers and large dis-
tances, what can be explained by existence of a crossover
to another, yet unknown regime. The studies [55–57]
were devoted to compressible fluids. The results are
rather controversial; particularly, the model, considered
in [56], appears to be non-renormalizable. From a general
point of view, further investigations of compressibility are
therefore called for.
In this paper we present an application of the field
theoretic renormalization group to the scaling regimes
of a compressible fluid whose behavior is governed by
a proper generalization of the stochastic Navier-Stokes
equation [55]. The stationary scaling regimes in this ap-
proach are associated with IR attractive fixed points of
the corresponding multiplicatively renormalizable field
theoretic models. One nontrivial fixed point for this
model, attractive in our region of interest, was found
in [55]. In [20, 38] the scaling properties of passively
advected scalar and vector fields by this velocity ensem-
ble were investigated and anomalous scaling for different
correlation functions was discovered.
The analysis in [55] and subsequent papers [20, 38]
is self-contained and internally consistent for asymptoti-
cally small y, where y describes the scaling behavior of a
random force [see (2.8)]. However, as y grows some effects
can happen: the fixed point, found within the analysis
at small y, can lose its stability or go to unphysical re-
gion. In the same time, another fixed point(s), which are
not “visible” within the y-expansion, may begin to de-
termine the IR behaviour. Therefore, it is feasible that
other fixed points (and other scaling regimes with other
critical dimensions) exist for finite (non-small) values of
y. These fixed points cannot be identified within the
frameworks of the analysis at small y and in this sense
are non-perturbative. However, some of them can be re-
vealed in a double expansion in y and the deviation from
the space dimension d from some exceptional values, like
d = 2 for the incompressible case [58–60]. Indeed, for
the incompressible case, the double expansion in y and
(d − 2) reveals two non-trivial fixed points (and hence
two asymptotic regimes), one corresponding to the equi-
librium (thermal) regime [61] and the other to the tur-
bulence [14, 58].
In the compressible case there are also two special di-
mensions, namely d = 2 and d = 4, in which the renor-
malization procedure is much more complicated in com-
parison to all other situations. The double expansion
around d = 2 is currently under consideration [62]; d = 4
admits the double expansion in y and ε = (4− d) and is
employed in the present paper. Model analysis near this
special dimension allows us to not only extend previous
research [38, 55] (by refining the known scaling regimes
through resummation of the ordinary y expansion), but
also to investigate the existence of other possible regimes.
This is the main subject and motivation of the present
study. We show that a new fixed point (henceforth called
“local” for the reasons to be explained) indeed exists near
d = 4 and persists, at least in the leading one-loop ap-
proximation, for all d. The other “non-local” fixed point
corresponds to the scaling regime found earlier [55]. The
regions of stability and critical dimensions for both fixed
points are calculated in the leading one-loop order.
Following the procedure of previous studies [38, 55, 63],
first the stochastic Navier-Stokes equation is discussed.
After establishing the existence of necessary fixed points
of Navier-Stokes equation, the advection of scalar fields is
explored. Since RG functions of the parameters, entering
the Navier-Stokes equation do not depend on the param-
eters, connected with advection-diffusion equation, this
is a possible and probably the easiest approach.
The paper is organized as follows:
In Sec. II, a detailed description of the stochastic
Navier-Stokes equation for a compressible fluid is given.
Sec. III is devoted to field theoretic formulation of the
model and the corresponding diagrammatic technique.
In particular, possible types of divergent Green func-
tions at d = 3 and d = 4 and the necessity of introduc-
ing a new coupling constant at d = 4 are discussed. In
Sec. IV, the renormalizability of the model is established
and one-loop explicit expressions for the renormalization
constants and RG functions (anomalous dimensions and
β functions) are derived. In Sec. V, the obtained ex-
pressions for RG functions are examined. IR asymptotic
behavior, obtained by solving the RG equations, is dis-
cussed. It is shown that, depending on two exponents y
and ε, the RG equations possess an IR attractive fixed
point, which implies existence of a scaling regime in the
inertial range. The corresponding scaling dimensions of
all fields and parameters of the model are presented.
4In Sec. VI, an advection of a passive scalar (density)
field by compressible velocity field which obeys Navier-
Stokes equation is analyzed. A field theoretic formulation
of the full model is presented. It is shown that the full
model is multiplicatively renormalizable; the existence
of a scaling regime in the IR range is established. The
renormalization of composite operators is carried out. An
inertial-range behavior of various correlation functions is
studied by means of the OPE. It is shown that leading
terms of the inertial-range behavior are determined by
the contributions of the operators built solely from the
scalar fields. As a result, the IR behavior of the pair
correlation functions of the composite operators is power-
like with negative critical dimensions – a situation, called
anomalous scaling.
Sec. VII is reserved for conclusions. The main one
is that the new (local) fixed point indeed exists in the
model of turbulence for a compressible fluid, based on
the stochastic Navier-Stokes equation.
Appendices A and B contain detailed calculations of
all diagrams, needed to perform multiplicative renormal-
ization of our model.
II. DESCRIPTION OF THE MODEL
The Navier-Stokes equation for a viscous compressible
fluid can be written in the following form [64]:
ρ∇tvi = ν0(δik∂2 − ∂i∂k)vk + µ0∂i∂kvk − ∂ip+ ηi,
(2.1)
where the differential operator in the right hand side
∇t = ∂t + vk∂k (2.2)
is the Lagrangian (convective) derivative, ρ is a fluid den-
sity field, vi is the velocity field, ∂t = ∂/∂t, ∂i = ∂/∂xi,
∂2 = ∂i∂i is the Laplace operator, p is the pressure field,
and ηi is the density of an external force per unit vol-
ume. The fields vi, ηi, ρ and p depend on x = (t,x)
with x = (x1, x2, . . . , xd), where d is the dimensionality
of space. The constants ν0 and µ0 are two independent
molecular viscosity coefficients [64]; in (2.1) we have ex-
plicitly separated the transverse and longitudinal com-
ponents of the viscous term. Summations over repeated
vector indices are always implied in this work.
To get a closed system of equations, the model (2.1)
must be augmented by two additional equations, namely
a continuity equation and an equation of state between
deviations δp and δρ from the equilibrium values. They
explicitly read
∂tρ+ ∂i(ρvi) = 0 (2.3)
and
δp = c20δρ. (2.4)
In order to derive renormalizable field theory, the
stochastic equation (2.1) has to be divided by ρ, and fluc-
tuations in viscous terms have to be neglected [54]. Fur-
ther, by using the expressions (2.3) and (2.4) the problem
can be recast in the form of two coupled equations:
∇tvi = ν0(δik∂2 − ∂i∂k)vk+µ0∂i∂kvk −∂iφ+fi,(2.5)
∇tφ = −c20∂ivi. (2.6)
Here, a new scalar field φ = φ(x) is related to the density
fluctuations via the relation φ = c20 ln(ρ/ρ). A parameter
c0 is the adiabatic speed of sound, ρ denotes the mean
value of ρ, and fi = fi(x) is a density of the external
force per unit mass.
In the stochastic formulation of the problem the tur-
bulence is modeled by an external force – it is assumed
to be a random variable, which mimics the input of en-
ergy into the system from the outer large scale L. Its
precise form is believed to be unimportant and is usually
considered to be a random Gaussian variable with zero
mean and prescribed correlation function [9]. For the
use of the standard RG technique this correlator must
exhibit a power law asymptotic behavior at large wave
numbers [14, 65]. In the case of compressible fluid it
should be naturally augmented with a longitudinal com-
ponent, hence, the simplest way is to choose it in the
form [55]
〈fi(t,x)fj(t′,x′)〉 = δ(t− t
′)
(2π)d
∫
k>m
ddk D˜ij(k)e
ik·(x−x′),
(2.7)
where the argument is given by
D˜ij(k) = g10ν
3
0k
4−d−y
{
Pij(k) + αQij(k)
}
. (2.8)
Here, Pij(k) = δij − kikj/k2 and Qij(k) = kikj/k2 are
the transverse and longitudinal projectors, k = |k|, the
amplitude α is a free parameter, the amplitude g10 is a
coupling constant (formal expansion parameter in the or-
dinary perturbation theory); the relation g10 ∼ Λy sets in
the typical ultraviolet (UV) momentum scale Λ, which is
a reciprocal of the dissipation length scale. A parameter
m = L−1 provides an infrared regularization; its precise
form is unessential and the sharp cut-off is the simplest
choice for calculation purposes. The exponent y provides
analytic UV regularization and, therefore, plays a role
of a formally small expansion parameter [9]. The most
realistic (physical) value is obtained in the limit y → 4,
when the function in (2.8) can be interpreted as power-
like representation of the Dirac function δ(k): physically
it corresponds to the idealized picture of the energy in-
put from infinitely large scales. The Galilean invariance
for the model (2.1) is ensured when the function (2.8) is
delta-correlated in time [14].
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A. Action functional and Feynman rules
According to the general theorem [9, 10], the stochastic problem (2.5) – (2.8) is equivalent to the field theoretic
model with a doubled set of fields Φ = {vi, v′i, φ, φ′} and De Dominicis-Janssen action functional, written in a compact
form as
Sv(Φ) =
v′iD˜ijv
′
j
2
+ v′i
[
−∇tvi + ν0(δij∂2 − ∂i∂j)vj + u0ν0∂i∂jvj − ∂iφ
]
+ φ′[−∇tφ+ v0ν0∂2φ− c20(∂ivi)], (3.1)
where D˜ij is the correlation function (2.8). Here we em-
ploy a condensed notation, in which integrals over the
spatial variable x and the time variable t, as well as sum-
mation over repeated indices, are implicitly assumed, i.e.,
φ′∂tφ =
∫
dt
∫
ddxφ′(t,x)∂tφ(t,x); (3.2)
v′iDikv
′
k =
∫
dt
∫
ddx
∫
ddx′vi(t,x)Dik(x− x′)vk(t,x′).
Moreover, we have introduced a new dimensionless pa-
rameter u0 = µ0/ν0 > 0 and a new term v0ν0φ
′∂2φ with
another positive dimensionless parameter v0, which is
needed to ensure multiplicative renormalizability. The
action (3.1) is amenable to the standard methods of the
quantum field theory, such as Feynman diagrammatic
technique and renormalization group procedure.
In the standard field theoretic approach to the stochas-
tic Navier-Stokes equation, the actual RG expansion pa-
rameter is y, while d plays a passive role; see the mono-
graphs [9, 14] for details. Our approach closely follows
the analysis of the incompressible Navier-Stokes equa-
tion near space dimension d = 2 [58–60]. In this case
an additional UV divergence appears in the Green func-
tion
〈
v′iv
′
j
〉
. It can be absorbed by a suitable local coun-
terterm v′i∂
2v′i, and a regular expansion in both y and
ε′ = d − 2 must be constructed. Up to now the present
model (3.1) has been investigated in fixed space dimen-
sion d = 3, for which the action (3.1) contains all terms
that can be generated during the renormalization proce-
dure [20, 38, 55]. However, from the dimensional analysis
(see below) it follows that in d = 4 an additional diver-
gence appears in a similar fashion in the Green function〈
v′iv
′
j
〉
. Therefore, to keep the model renormalizable in
d = 4, the kernel function D˜ij(k) in (2.7) has to be re-
placed by Dij(k), where
Dij(k) = g10ν
3
0k
4−d−y
{
Pij(k) + αQij(k)
}
+g20ν
3
0δij .
(3.3)
A new term on the right hand side with an additional cou-
pling constant g20 absorbs divergent contributions from〈
v′iv
′
j
〉
. In contrast to the two-dimensional incompress-
ible case [58] no momentum dependence is needed here.
The field theoretic formulation (3.1) means that var-
ious correlation and response functions of the original
stochastic problem are represented by functional aver-
ages over the full set of fields with the functional weight
expS(Φ), and in this sense they can be viewed as Green
functions of the field theoretic model [9, 10].
The perturbation theory of the model can be con-
structed according to the usual Feynman diagrammatic
expansion [9, 10]. Bare propagators are read off from
the inverse matrix of the Gaussian (free) part of the ac-
tion functional, while a nonlinear part of the differential
equation determines the interaction vertices. A graphical
representation of the propagator functions is depicted in
Fig. 1, and of the vertices – in Fig. 2. From (3.1) it follows
that the Feynman diagrammatic technique for this model
contains two interactions, −v′i(vj∂j)vi and −φ′(vi∂i)φ.
The propagator functions in the frequency-momentum
representation read
〈viv′j〉0 = 〈v′jvi〉0 = Pij(k)ǫ
−1
1 +Qij(k)ǫ3R
−1,
〈vivj〉0 = Pij(k) d
f
1
|ǫ1|2 +Qij(k)d
f
2
∣∣∣ ǫ3
R
∣∣∣2 ,
〈φv′j〉0 = 〈v′jφ〉0 = −
ic20kj
R
, 〈viφ′〉0 = 〈φ′vi〉0 = −
iki
R
,
〈φφ′〉0 = 〈φ′φ〉0 =
ǫ2
R
, 〈φφ〉0 = c
4
0k
2df2
|R|2 ,
〈viφ〉0 = 〈φvi〉0 =
ic20d
f
2ǫ3ki
|R|2 ,
〈φ′φ′〉0 = 〈v′iφ′〉0 = 〈v′iv′j〉0 = 0, (3.4)
where the symbol z denotes the complex conjugate of
the expression z. For convenience, the following abbrevi-
ations have been used
ǫ1 = −iω + ν0k2, ǫ2 = −iω + u0ν0k2,
ǫ3 = −iω + v0ν0k2, R = ǫ2ǫ3 + c20k2 (3.5)
and
df1 = g10ν
3
0 k
4−d−y + g20ν
3
0 ,
df2 = αg10ν
3
0 k
4−d−y + g20ν
3
0 . (3.6)
6v v
′ v v
φ v′ v φ
′
φ φ′ φ φ
v φ
FIG. 1. Graphical representation of the bare propagators in
the model (3.1).
v′i
vj(q)
vl(p)
≡ V 1ijl = −i(pjδil + qlδij).
vj
φ′
φ(k)
≡ V 2j = −ikj .
FIG. 2. Graphical representation of the interaction vertices
in the model (3.1).
In the limit c0 → ∞ the propagator functions 〈vivj〉0
and 〈viv′j〉0 become purely transverse, and all the mixed
propagators except 〈φv′j〉0 vanish. Moreover, the scalar
fields φ and φ′ decouple from the velocity fields vi and
v′i – it is impossible to construct a diagram with only
velocity fields vi and v
′
i as external lines, containing in-
ternal lines with fields φ or φ′. Thus, in conformity with
the physical point of view, the well-known Feynman rules
for the incompressible fluid [9, 14] are obtained.
From here on, a solid line without a slash denotes the
field vi, a solid line with a slash corresponds to the field
v′i, a dashed line without a slash denotes the field φ, and
a dashed line with a slash corresponds to the field φ′.
B. Canonical dimensions, UV divergences, and
renormalization constants
Ultraviolet renormalizability is very efficiently exhib-
ited in analysis of the 1-particle irreducible Green func-
tions, later referred to as 1-irreducible Green functions
following the notation in [9]. In the case of dynamical
models [9, 12] two independent scales have to be intro-
duced: the time scale T and the length scale L. Thus
the canonical dimension of any quantity F (a field or a
parameter) is described by two numbers, the frequency
dimension dωF and the momentum dimension d
k
F , defined
such that
dkk = −dkx = 1, dωk = dωx = 0,
dωω = −dωt = 1, dkω = dkt = 0, (3.7)
i.e.,
[F ] ∼ [T ]−dωF [L]−dkF . (3.8)
The remaining dimensions can be found from the re-
quirement that each term of the action functional be
dimensionless, with respect to the momentum and the
frequency dimensions separately.
Based on dkF and d
ω
F the total canonical dimension
dF = d
k
F+2d
ω
F can be introduced, which in the renormal-
ization theory of dynamic models plays the same role as
the conventional (momentum) dimension does in static
problems. Setting ω ∼ k2 ensures that all the viscos-
ity and diffusion coefficients in the model are dimension-
less. Another option is to set the speed of sound c0
dimensionless and consequently obtain that ω ∼ k, i.e.,
dF = d
k
F+d
ω
F . This variant would mean that we are inter-
ested in the asymptotic behavior of the Green functions
as ω ∼ k → 0, in other words, in sound modes in turbu-
lent medium. Even though this problem is very interest-
ing itself, it is not yet accessible for the RG treatment,
so we will not discuss it here. The choice ω ∼ k2 → 0 is
the same as in the models of incompressible fluid, where
it is the only possibility because the speed of sound is
infinite. A similar alternative in dispersion laws exists,
for example, within the so-called model H of equilibrium
dynamical critical behavior, see [9, 12].
The canonical dimensions for the model (3.1) are listed
in Table I, including renormalized parameters (without
the subscript “0”) and scalar impurity fields θ and θ′ and
parameter w, which appears in Sec. VI. From Table I it
follows that the model is logarithmic (the coupling con-
stants g10 ∼ [L]−y and g20 ∼ [L]−ε become dimension-
less) at y = ε = 0. In this work we use the minimal
subtraction (MS) scheme for the calculation of renormal-
ization constants. In this scheme the UV divergences in
the Green functions manifest themselves as poles in y, ε
and their linear combinations. Here, in accordance with
critical phenomena we retain the notation ε = 4− d .
The total canonical dimension of any 1-irreducible
Green function Γ is expressed by the relation
δΓ = d+ 2−
∑
Φ
NΦdΦ, (3.9)
whereNΦ is the number of the given type of field entering
the function Γ, dΦ is the corresponding total canonical
dimension of field Φ, and the summation runs over all
types of the fields Φ in function Γ [9, 10, 12].
Superficial UV divergences whose removal requires
counterterms can be present only in those functions Γ for
which the formal index of divergence δΓ is a non-negative
integer. Dimensional analysis should be augmented by
the following additional considerations:
7TABLE I. Canonical dimensions of the fields and parameters.
F v′i vi φ
′ φ θ′ θ m, µ, Λ ν0, ν, κ, κ0 c0, c g10 g20 u0, v0 w0, u, v, w, g1, g2, α
dkF d+ 1 −1 d+ 2 −2 d 0 1 −2 −1 y 4− d 0
dωF −1 1 −2 2 1/2 −1/2 0 1 1 0 0 0
dF d− 1 1 d− 2 2 d+ 1 −1 1 0 1 y 4− d 0
(1) In any dynamical model of the type (3.1) all the 1-
irreducible functions without the response fields v′i
or φ′ necessarily contain closed circuits of retarded
propagators. Therefore, such functions vanish iden-
tically, i.e., they do not require counterterms.
(2) The field φ enters the vertex φ′(vi∂i)φ only in the
form of a spatial derivative, which reduces the real
index of divergence:
δ′Γ = δΓ −Nφ. (3.10)
In particular, this means that the field φ enters
the counterterms only in the form of the derivative
∂iφ. In fact, not all counterterms allowed by dimen-
sional analysis are present. For example, for the 1-
irreducible function 〈φ′φ〉 one obtains δΓ = 2, δ′Γ = 1,
thus, the only possible counterterm is φ′∂2φ, while
the structure φ′∂tφ is forbidden.
(3) Since the random noise (2.7) is white in-time, the
model (3.1) is Galilean invariant. Hence, the contri-
butions of the counterterms have to respect this in-
variance. In particular, the covariant derivative (2.2)
must enter the counterterms as a whole. This im-
poses some restrictions on possible counterterms: the
counterterm required for the 1-irreducible function
〈φ′viφ〉 with δΓ = 1, δ′Γ = 0, necessarily attains the
form φ′(vi∂i)φ and can appear only in the combi-
nation φ′∇tφ with the counterterm φ′∂tφ discussed
above. Hence, it is forbidden.
(4) An additional observation which reduces possible
types of counterterms is the generalized Galilean in-
variance with the time-dependent vector transforma-
tion velocity parameter w(t):
vw(x) = v(xw)−w(t), x = (t,x),
Ψw(x) = Ψ(xw); xw = (t,x+ u(t));
u(t) =
∫ t
−∞
w(t′) dt′, (3.11)
where Ψ stands for any of the three remaining fields –
v′i, φ
′, φ. The crucial idea is that despite the fact that
the action functional is not invariant with respect to
such a transformation, it transforms in the identical
way as the generating functional of the 1-irreducible
Green functions:
Sv(Ψw) = Sv(Ψ) + v′i∂twi,
Γ(Ψw) = Γ(Ψ) + v
′
i∂twi. (3.12)
Since the latter formula can be rewritten in the form
Γ(Φ) = S(Φ) + Γ˜(Φ), (3.13)
where Φ is the set of all the fields, Φ = {vi, v′i, φ, φ′},
S(Φ) is the given action functional, and Γ˜(Φ) is the
sum of all the 1-irreducible loop diagrams that con-
tain all the UV divergences. The expressions (3.12)
mean that the counterterms appear invariant under
the generalized Galilean transformation (3.11).
The above considerations exclude the counterterm
v′i∇tvi, invariant with respect to the conventional
Galilean transformation with a constant vector w,
but not invariant with respect to (3.11). In partic-
ular, the only possible counterterm for 1-irreducible
function 〈v′ivj〉 with δΓ = 2 is v′i∂2vi, and that the 1-
irreducible function 〈v′ivjvk〉 with δΓ = 1 does not di-
verge. More detailed discussions of the application of
the generalized Galilean transformation can be found
in [8, 9, 14, 66, 67].
(5) From the expressions (3.4) for propagators it fol-
lows that propagators containing the field φ, namely,
〈v′iφ〉0, 〈viφ〉0, and 〈φφ〉0, contain the factors c20 or
c40. Since d
k
c 6= 0 and dωc 6= 0, parameter c0 shows
up as an external numerical factor in any diagram
involving these propagators, and its real index of di-
vergence reduces by the corresponding number of uni-
ties. In particular, any diagram of the 1-irreducible
function with Nφ′ > Nφ must contain the factor
c
2(Nφ′−Nφ)
0 . It then follows that the counterterm
to the 1-irreducible function 〈φ′vj〉 with δΓ = 3 in-
evitably reduces to c20φ
′(∂jvj), while the structures
φ′∂2(∂jvj), etc. are forbidden. Another consequence
is UV finiteness of the 1-irreducible function 〈φ′vivj〉
with δΓ = 2. Each diagram of this function contains
the factor c20, which forbids the counterterms of the
form φ′(∂ivi)(∂jvj), etc., while the remaining struc-
ture c20φ
′v2 is forbidden by the Galilean symmetry.
(6) A crucial observation refers to the function
〈
v′iv
′
j
〉
:
the corresponding index of divergence reads δΓ =
−d + 4, therefore, it becomes UV divergent in d =
2, 3, and 4 and requires a presence of specific coun-
terterms. For the physical case d = 3 (δΓ = 1) it
is impossible to construct a scalar counterterm con-
taining two vector fields and one derivative1, so the
1 For the same reason the diagram
〈
v′iv
′
jvk
〉
with δΓ = 3− d does
not diverge at d = 3.
8only possible way is to include the UV cutoff Λ in the
counterterm. Such counterterms do not involve poles
in y (or ε = 4− d, see later) and, therefore, they are
lost if the calculations are performed using the formal
rules of dimensional regularization and do not affect
critical behavior. The situation is similar to the well-
known φ4 model, in which such counterterms leads
to the shift of the parameter τ = T − Tc, the devia-
tion of the temperature from its critical value, which
in theory of critical phenomena is an analogue of the
mass term: τ0 → τ0 + g0Λ2. The difference is that
in our model there is no local term in (2.8), so this
term should appear, with its own constant; see ex-
pression (3.3). But if d < 4 the new constant g20 is
not dimensionless and, therefore, does not give rise
to the additional beta function in the RG equations2.
This is why one can use the dimensional regulariza-
tion in the analysis of the fixed points and in the
calculation of critical exponents.
This means that in special space dimension d = 3
the renormalization group analysis is simplified and
does not catch features associated with this diver-
gence, and the results of [38, 55] should be treated
as preliminary. A more fruitful approach is to study
our model at d = 2 or d = 4, which may allow us to
find new scaling regimes that can be applied to the
physical value d = 3.
In this work we analyze the model (3.1) in the vicinity
of the spatial dimension 4, which requires to take into
account only one additional divergent function
〈
v′iv
′
j
〉
.
For this reason we have modified the kernel function
D˜ik(k) [see (2.8) and (3.3)] and introduced the second
coupling constant g20 and ε = 4−d, which together with
y plays the role of an expansion parameter. To explore
this model at d = 2 one should consider four new diver-
gent functions, namely,
〈
v′iv
′
j
〉
with δΓ = 2, the functions
〈
v′iv
′
jv
′
k
〉
and
〈
v′iv
′
jvk
〉
with δΓ = 1, and the function〈
v′iv
′
jv
′
kv
′
l
〉
with δΓ = 0, so it is a much more complicated
task and a possible problem for the future studies [62].
Using all these considerations one can show that all
the UV divergences in the model (3.1) near d = 4 can be
removed by the counterterms of the form
v′i∂
2vi, v
′
i∂i∂jvj , v
′
i∂iφ,
c20φ
′∂ivi, φ
′∂2φ, v′iv
′
i, (3.14)
which are already included in the extended action func-
tional (3.1) with v0 > 0. Now the poles can be elimi-
nated by multiplicative renormalization of the parame-
ters g10, g20, ν0, u0, v0, c0 and the fields φ and φ
′:
g10 = g1µ
yZg1 , u0 = uZu, ν0 = νZν ,
g20 = g2µ
εZg2 , v0 = vZv, c0 = cZc. (3.15)
Here, µ is the scale-setting parameter (additional free pa-
rameter of the renormalized theory) in the MS scheme,
the parameters g1, g2, ν, u, v, and c are renormalized
analogs of the bare parameters (without subscript “0”),
Zi, i ∈ {g1, g2, u, v, ν, c}, are the renormalization con-
stants, which depend only on the completely dimension-
less parameters g1, g2, u, v, α, d, y and ε. The fields φ and
φ′ are renormalized in the following way:
φ→ Zφφ, φ′ → Zφ′φ′. (3.16)
The non-local part of the function Dik does not require
the renormalization, so it can be expressed in renor-
malized parameters using the relation g10ν
3
0 = g1ν
3µy,
see (3.18) below. The parameters m and α from the
correlation function (2.7) are not renormalized: Zm =
Zα = 1. Due to the absence of renormalization of the
term v′i∇tvi no renormalization of the fields vi and v′i is
needed: Zv = Zv′ = 1.
Hence, the renormalized action functional has the form
SR
v
(Φ) =
1
2
v′iD
R
ijv
′
j + v
′
i
[
−∇tvi + Z1ν(δij∂2 − ∂i∂j)vj + Z2uν∂i∂jvj − Z4∂iφ
]
+
+ φ′
[−∇tφ+ Z3vν∂2φ− Z5c2(∂ivi)] , (3.17)
where
DRij = g1µ
yν3p4−d−y
{
Pij(p) + αQij(p)
}
+Z6g2µ
εν3δij .
(3.18)
In comparison to the case d = 3, there additional renor-
malization constant is needed, namely Z6.
2 Detailed discussion of the similar situation in the RG analy-
sis of the helical magnetohydrodynamic (MHD) turbulence can
be found in the monographs [9], Secs. 6.16 and 6.17, and [14],
Sec. 3.9.
IV. RENORMALIZATION OF THE MODEL
A. Perturbation expansion for the 1-irreducible
Green functions
Let us consider the generating functional Γ(Φ) of the
1-irreducible Green functions. According to Eq. (3.13),
Γ(Φ) can be written using the Legendre transform in the
following form
Γ(Φ) = Sv(Φ) + Γ˜(Φ), (4.1)
9where for the functional arguments we have used the
same symbols Φ =
{
vi, v
′
j , φ, φ
′
}
as for the corresponding
random fields. Here, Sv(Φ) is the action functional (3.1)
and Γ˜(Φ) is the sum of all the 1-irreducible diagrams with
loops. Hence, in the one-loop approximation, the expres-
sions for the 1-irreducible Green functions that require
UV renormalization take the form
Γv′v = iω − (δijp2 − pipj)Z1ν − pipjZ2uν + , (4.2)
Γφφ′ = iω − p2Z3vν + , (4.3)
Γv′φ = −iZ4pi + , (4.4)
Γφ′v = −iZ5pjc2 + + + , (4.5)
Γv′v′ = g1µ
yν3p4−d−y
{
Pij(p) + αQij(p)
}
+Z6g2µ
εν3δij +
1
2
, (4.6)
where p stands for the corresponding external momen-
tum. The factor 1/2 in front of the diagram in (4.6) is
the symmetry coefficient of the graph; for all the other
graphs the symmetry coefficients are equal to 1.
From a direct comparison of the relations between
renormalized parameters it is straightforward to show
that the renormalization constants in (3.15) and (4.2) –
(4.6) are related as follows
Zν = Z1, Zg1 = Z
−3
1 , Zc = (Z4Z5)
1/2,
Zφ = Z4, Zφ′ = Z
−1
4 , Zv = Z3Z
−1
1 ,
Zu = Z2Z
−1
1 , Zg2 = Z6Z
−3
1 . (4.7)
The renormalization constants are derived from the re-
quirement that the Green functions of the renormalized
model (3.17), when expressed in renormalized variables,
be UV finite.
B. Renormalization constants
All diagram calculations are performed using dimen-
sional regularization and the MS scheme, and can be
found in Appendix A. All the diagrams are calculated
in the arbitrary space dimension d, and only the poles in
y and ε = 4− d are presented in the results.
The renormalization constants of the fields φ and φ′
and the physical parameters of the system calculated
from the diagrams and expressions (4.2) – (4.6) and (4.7)
are:
Zν = 1 +A
(
g1
y
+
g2
ε
)
+B
(
α
g1
y
+
g2
ε
)
;
Zu = 1 + (C −A)
(
g1
y
+
g2
ε
)
−B
(
α
g1
y
+
g2
ε
)
;
Zv = 1− (A+D)
(
g1
y
+
g2
ε
)
− (B + E)
(
α
g1
y
+
g2
ε
)
;
Zc = 1 +
1
2
F
(
g1
y
+
g2
ε
)
;
Zφ = 1 + F
(
g1
y
+
g2
ε
)
;
Zφ′ = 1− F
(
g1
y
+
g2
ε
)
;
Zg1 = 1− 3A
(
g1
y
+
g2
ε
)
−3B
(
α
g1
y
+
g2
ε
)
;
Zg2 = 1− 3A
(
g1
y
+
g2
ε
)
−3B
(
α
g1
y
+
g2
ε
)
−G
[
α
g21
g2(2y − ε) + (1 + α)
g1
y
+
g2
ε
]
, (4.8)
where A, . . . , F are the coefficients from the renormaliza-
tion constants Z1 – Z6 (see Appendix A):
A = −d(d− 1)u
2 + 2u(d2 + d− 4) + d(d+ 3)
4d(d+ 2)(u+ 1)2
;
B = − u− 1
2du(1 + u)2
;
C = −(d− 1)u
2(d− 1) + u(d+ 4) + 1
2d(d+ 2)u(u+ 1)2
;
D =
d− 1
2dv(v + 1)
;
E =
u− v
2dvu(u+ v)2
;
F =
d− 1
2d(u+ 1)(v + 1)
;
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G =
d− 1
2du(u+ 1)
. (4.9)
The expressions (4.8) contain all renormalization con-
stants needed to renormalize our model near d = 4.
C. RG equations and functions
The relation between the initial and renormalized ac-
tion functionals S(Φ, e0) = SR(ZΦΦ, e, µ) (where e0 is
the complete set of bare parameters and e is the set of
their renormalized counterparts) yields the fundamental
RG differential equation:{
DRG +Nφγφ +Nφ′γφ′
}
GR(e, µ, . . . ) = 0, (4.10)
where G = 〈Φ · · ·Φ〉 is a correlation function of the
fields Φ; Nφ and Nφ′ are the counts of normalization-
requiring fields φ and φ′, respectively, which are the in-
puts to G; the ellipsis in expression (4.10) stands for the
other arguments of G (spatial and time variables, etc.).
DRG is the operation D˜µ expressed in the renormalized
variables and D˜µ is the differential operation µ∂µ for fixed
e0. For the present model it takes the form
DRG = Dµ+βg1∂g1+βg2∂g2+βu∂u+βv∂v−γνDν−γcDc.
(4.11)
Here, we have denoted Dx ≡ x∂x for any variable x. The
anomalous dimension γF of some quantity F (a field or
a parameter) is defined as
γF = Z
−1
F D˜µZF = D˜µ lnZF , (4.12)
and the β functions for the four dimensionless coupling
constants g1, g2, u and v, which express the flows of
parameters under the RG transformation, are βg = D˜µg.
Together with (3.15) this yields
βg1 = g1 (−y − γg1), βg2 = g2 (−ε− γg2),
βu = −uγu, βv = −vγv. (4.13)
From the definitions and explicit expressions (4.8), (4.9)
one finds in the one-loop approximation (i.e., with cor-
rections of orders g21 , g
2
2, g1g2 and higher) in d = 4:
γν = g1
3u2 + 8u+ 7
24(u+ 1)2
+ αg1
u− 1
8u(u+ 1)2
+ g2
3u3 + 8u2 + 10u− 3
24u(u+ 1)2
; (4.14)
γu = − u− 1
48u(u+ 1)2
[
g1(6u
2 + 13u+ 3) + 6αg1 + g2(6u
2 + 13u+ 9)
]
; (4.15)
γv =
g1
24
[
−3u
2 + 8u+ 7
(u+ 1)2
+
9
v(v + 1)
]
−αg1 v − 1
8u(u+ 1)2v(u+ v)2
[
u3 + 2u2(v + 1)− v(v + 1) + u(v2 − v + 1)
]
+
g2
24
[
− 3(u− 1)
u(u+ 1)2
− 3u
2 + 8u+ 7
(u+ 1)2
+
3(u− v)
uv(u+ v)2
+
9
v(v + 1)
]
; (4.16)
γc = − 3
16(u+ 1)(v + 1)
(g1 + g2); (4.17)
γφ = − 3
8(u+ 1)(v + 1)
(g1 + g2); (4.18)
γφ′ =
3
8(u+ 1)(v + 1)
(g1 + g2); (4.19)
γg1 = −g1
3u2 + 8u+ 7
8(u+ 1)2
− αg1 3(u− 1)
8u(u+ 1)2
− g2 3u
3 + 8u2 + 10u− 3
8u(u+ 1)2
; (4.20)
γg2 =
1
8u(u+ 1)2
[
−g1(3u3 + 8u2 + 4u− 3)− g2(3u3 + 8u2 + 7u− 6) + 3αg1
g2
[(u+ 1)g1 + 2g2]
]
. (4.21)
This means that from the expressions (4.13)
and (4.14) – (4.21) all the functions entering the differ-
ential operator (4.11) are known, and, therefore, now we
may consider how this differential operator acts on differ-
ent Green functions. We do not include the dimensionless
parameter α into the list of coupling constants, because it
is not renormalized (Zα = 1) and the corresponding func-
tion βα vanishes identically. Thus, the RG equations do
not impose restrictions on the value of α, and α remains
a free parameter of the model.
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V. RENORMALIZATION GROUP AND
CRITICAL SCALING
A. RG functions and IR attractive fixed points
From the analysis of the RG equation (4.10) it follows
that the large scale behavior with respect to spatial and
time scales is governed by the IR attractive (“stable”)
fixed points g∗ ≡ {g∗1 , g∗2 , u∗, v∗}, whose coordinates are
found from the conditions [9–11]:
βg1(g
∗) = βg2(g
∗) = βu(g
∗) = βv(g
∗) = 0. (5.1)
Consider a set of invariant couplings gi = gi(s, g) with
the initial data gi|s=1 = gi. Here, s = k/µ and IR asymp-
totic behavior (i.e., behavior at large distances) corre-
sponds to the limit s → 0. An evolution of invariant
couplings is described by the set of flow equations
Dsgi = βi(gj), (5.2)
whose solution as s→ 0 behaves approximately like
gi(s, g
∗) ∼= g∗ + const× sωi , (5.3)
where {ωi} is the set of eigenvalues of the matrix
Ωij = ∂βi/∂gj|g=g∗ . (5.4)
The existence of IR attractive solutions of the RG equa-
tions leads to the existence of the scaling behavior of
Green functions. From (5.3) it follows that the type of
the fixed point is determined by the matrix (5.4): for the
IR attractive fixed points the matrix Ω has to be positive
definite.
In contrast to the three dimensional case, where the
analysis of the expressions like (4.13) and (4.14) – (4.21)
has shown that in the physical range of parameters
g1, u, v, α > 0 there exist only two IR attractive fixed
points, one trivial (Gaussian) fixed point and one non-
trivial [38, 55], at d = 4 situation is more intriguing: a
direct analysis of the system of equations (5.1) reveals
the existence of three IR attractive fixed points: a triv-
ial free fixed point (FPI) and two non-trivial fixed points
(FPII and FPIII).
The point FPI, for which all interactions are irrelevant
and no scaling and universality is expected, has the co-
ordinates
g∗1 = 0, g
∗
2 = 0, (5.5)
whereas the coordinates for couplings u∗ and v∗ are ar-
bitrary. The corresponding eigenvalues of the matrix Ωij
are
λ1 = 0, λ2 = 0, λ3 = −ε, λ4 = −y. (5.6)
Though trivial, FPI is necessary for the correct use of
the perturbative renormalization group. From (5.6) it
follows that FPI is IR attractive for negative values of y
and ε. Expressions (5.5) and (5.6) imply that in the four-
dimensional space of coupling constants {g1, g2, u, v} this
fixed point is a “point” only in two dimensions {g1, g2},
and in the four-dimensional space of all couplings it is a
two-dimensional plane. Zero eigenvalues λ1 and λ2 cor-
respond to zero velocity along this plane, perpendicular
to the plane (g1, g2).
For the second fixed point, FPII, g∗1 = 0 while g
∗
2 6= 0.
Therefore, this scaling regime is called “local” [see (3.3)].
Its coordinates are
g∗1 = 0, g
∗
2 =
8ε
3
, u∗ = 1, v∗ = 1. (5.7)
The eigenvalues of the matrix Ωij are
λ1 =
7ε
18
, λ2 =
5ε
6
, λ3 = ε, λ4 =
3ε− 2y
2
. (5.8)
Thus, FPII is IR attractive in the region satisfying the
inequalities ε > 0 and y < 3ε/2 and it is a node attractor,
see discussion below.
For the last fixed point, FPIII, both the non-local and
local parts of the random force are relevant:
g∗1 =
16y(2y − 3ε)
9[y(α+ 2)− 3ε] , g
∗
2 =
16αy2
9[y(α+ 2)− 3ε] ,
u∗ = 1, v∗ = 1. (5.9)
The corresponding eigenvalues of the matrix Ωij are
λ1 =
y[2y(10α+ 11)− 3ε(3α+ 11)]
54[y(α+ 2)− 3ε] ;
λ2 =
y[2y(2α+ 3)− ε(α+ 9)]
6[y(α+ 2)− 3ε] ;
λ3,4 =
A±
√
B
C
, (5.10)
where the constants A, B, and C are given by
A = −27ε3 + 9(α+ 9)ε2y − 9(3α+ 8)εy2
+ 2y3(α2 + 7α+ 10);
B = [−3ε+ (α+ 2)y]2[81ε4 − 54ε3y − 9(20α+ 3)ε2y2
+ 12(3α2 + 17α+ 1)εy3 − 4(5α2 + 14α− 1)y4];
C = 6[−3ε+ (α+ 2)y]2. (5.11)
Taking into account that in the physical range the cou-
plings g1 and g2 must be positive, it follows from the
explicit form of the eigenvalues λ1 . . . λ4 that the point
FPIII is IR attractive when y > 0 and y > 3ε/2.
Furthermore, from the explicit form of the β functions
βu and βv it readily follows that the 4× 4 matrix Ωij de-
composes to three blocks, the first two are 1× 1 and the
third is 2 × 2. Two 1 × 1 blocks are determined by the
eigenvalues λ1 = ∂βu/∂u|g=g∗ and λ2 = ∂βv/∂v|g=g∗,
see (5.10). The remaining block, which needs to be di-
agonalized, is a 2 × 2 matrix, denoted Ω˜ij . This decom-
position opens another opportunity to analyze whether
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FPIII is IR attractive: the matrix Ω˜ij is positive definite
if and only if both Tr Ω˜ij > 0 and Det Ω˜ij > 0. In our
case
Tr Ω˜ij =
9ε2 − 12εy + 2(α+ 5)y2
3[(α+ 2)y − 3ε] ;
Det Ω˜ij = y
(
2
3
y − ε
)
. (5.12)
From (5.12) it follows that the matrix Ω˜ij is positive in
the region y > 0 and y > 3ε/2. This approach is simpler
than direct analysis of the expressions (5.10) – (5.11), but
does not distinguish a simple node attractor from a more
complicated spiral attractor. The latter is a consequence
of a non-zero imaginary part in the eigenvalues of the
matrix Ωij .
The ability to determine whether an IR attractive fixed
point corresponds to a node or a spiral attractor is an
advantage of the double y and ε expansion near d =
4. Indeed, in the case of a simplified analysis near d =
3 [38, 55], Ωij is a 3× 3 matrix and its eigenvalues3 are
λ1 = y; λ2 =
α+ 6
12
y; λ3 =
5α+ 12
96
y. (5.13)
From expressions (5.13) it follows that all the eigenval-
ues (λ1, λ2, λ3) are real. Therefore, the fixed point is a
node attractor. Nevertheless, this point may be a spi-
ral attractor at large values of y, but we are not able to
investigate this question near d = 3.
However, we can perform this analysis near d = 4.
The quantity B [see (5.11)] is a fourth order polynomial
in the exponent y. From its analysis it follows that if
α ≤ 15 (−7 + 3
√
6) ≈ 0.07, which is a positive root of the
equation 5α2 + 14α− 1 = 0, the expression B is strictly
positive in the region y > 0, y > 3ε/2. That is, in this
case FPIII is a node attractor for all permissible values
of y and ε. If α > 15 (−7 + 3
√
6), equation B(y) = 0
has one root R(α, ε), that is larger than 3ε/2. Thus, if
3ε/2 < y < R(α, ε), FPIII is a node attractor; whereas
if y > R(α, ε), the eigenvalues λ3 and λ4 contain non-
zero imaginary parts and FPIII is a spiral attractor. An
abrupt change from a node to a spiral attractor in the
region y > R(α, ε) near the point α = 15 (−7 + 3
√
6)
(especially at ε < 0) looks intriguing, but may be an
artifact of the one-loop approximation we used.
3 Note, that in previous study [38] there are misprints in the ex-
pressions (2.25) and (2.28) for the constant Z3 and function A(d),
which enter into expressions for β functions βg, βu, and βv. The
correct expressions read
Z3 = 1−
gˆ
y
d− 1
2dv(v + 1)
−
αgˆ
y
u− v
2duv(u + v)2
and
A =
−d(d − 1)u2 − 2(d2 + d− 4)u− d(d + 3)
4d(d + 2)(1 + u)2
+
α(1 − u)
2du(1 + u)2
.
The explicit expression for R(α, ε), being a solution of
the fourth degree polynomial equation, is rather cumber-
some and, therefore, is omitted here. We have computed
that
lim
α→∞
R(α, ε) =
9ε
5
, (5.14)
which is in agreement with (5.28), obtained as a result of
the analysis performed directly at α = ∞. This means
that the crossover between node and spiral attractors
takes place along the line R(α, ε), which is vertical at
α near 15 (−7 + 3
√
6) and rotates clockwise toward the
line R(∞, ε) = 9ε/5 as α→∞ (see Fig. 4).
At the real values of the parameters y = 4 and ε = 1
FPIII is a spiral attractor for α > 5176 (−26 + 9
√
15) ≈
0.251.
To complete the analysis of the fixed point structure,
infinite fixed point values u → ∞ and v → ∞ have to
be considered as well. Since u may be interpreted as
longitudinal viscosity, from the physical point of view this
case corresponds to the limit c → ∞. Here, the velocity
fields vi and v
′
i are purely transverse and the scalar fields
φ and φ′ are effectively decoupled from them; see the
explicit expressions for propagators (3.4). By introducing
a new variable f = 1/u with its β function
βf = D˜µf = −f2βu, (5.15)
one obtains the following set of β functions at f = 0:
βg1 =
1
8
g1(3g1 + 3g2 − 8y);
βg2 =
1
8
g2(3g1 + 3g2 − 8ε);
βv =
1
8
(g1 + g2)
v2 + v − 3
v + 1
. (5.16)
From (5.15) and (5.16) it follows that there are two non-
trivial fixed points for f∗ = 0:
g∗1 = 0, g
∗
2 = 8ε/3, v
∗ =
1
2
(−1 +
√
13); (5.17)
g∗1 = 8y/3, g
∗
2 = 0, v
∗ =
1
2
(−1 +
√
13). (5.18)
However, two of the four eigenvalues have opposite signs
at any values of y and ε, namely
λ1 = −y/3, λ2 = 2(13 +
√
13)
3(1 +
√
13)2
y (5.19)
for the fixed point given by Eq. (5.17), whereas
λ1 = −ε/3, λ2 = ε (5.20)
for the fixed point given by Eq. (5.18).
Thus, both fixed point (5.17) and (5.18) are unstable
(i.e., saddle points). This agrees with the observation
that the leading-order correction in the Mach number
13
to the incompressible scaling regime destroys its stabil-
ity [52–54].
In order to study the limit v →∞, let us create a new
variable t = 1/v with β function
βt = D˜µt = −t2βv. (5.21)
For t = 0 one obtains βt = 0. Since β functions of the
other coupling constants g1, g2, and u are independent
of v, at t = 0 we recognize the formerly obtained fixed
points II and III. Thus, to investigate the IR attraction
of these two points, one should only check the derivative
∂βt/∂t at the fixed point {g∗, t = 0}:
λt = −ε/2 for FPII;
λt = −y/3 for FPIII. (5.22)
Comparing (5.22) with (5.8) and (5.10), we find that in
the limit v →∞ these two fixed points are saddle points
as well.
In contrast to the direct analysis near three-
dimensional case d = 3 (see [38]), where non-trivial IR
attractive fixed point was valid for all α > 0, had finite
limit at α→∞, but was unstable at α =∞ (i.e., in the
case of a purely potential random force), under this anal-
ysis near d = 4 the situation is much better. Taking into
account (3.3), to study this limit we define new coupling
constant g′1 = g1α, which is finite as α→∞; g2 herewith
does not change, i.e., g′2 = g2. Hence, since Zα = 1, a
new β function is
βg′
1
= D˜µg′1 = αβg1 , (5.23)
and the full set of β functions is:
βg′
1
= g′1
[
−y + g2(3u
3 + 8u2 + 10u− 3) + 3g′1(u− 1)
8u(u+ 1)2
]
;
βg2 = g2
[
−ε+ g2(3u
3 + 8u2 + 7u− 6)− 6g′1
8u(u+ 1)2
]
;
βu =
u− 1
48(u+ 1)2
[
6g′1 + g2(6u
2 + 13u+ 9)
]
;
βv = g
′
1
v − 1
8u(u+ 1)2(u + v)2
× [u3 + 2u2(v + 1)− v(v + 1) + u(v2 − v + 1)]
− g2 v
24
[
3(1− u)
u(u+ 1)2
− 7 + 8u+ 3u
2
(u + 1)2
+
3(u− v)
uv(u+ v)2
+
9
v(v + 1)
]
. (5.24)
The solution of the system (5.1) in this case allows
three IR attractive fixed points: a trivial one
g′
∗
1 = 0, g
∗
2 = 0, (5.25)
with u∗ and v∗ undetermined, which is IR attractive
when y < 0 and ε < 0; a local one
g′
∗
1 = 0, g
∗
2 =
8ε
3
, u∗ = 1, v∗ = 1, (5.26)
0 5 10 15
g1
0
5
10
15
g 2
FPI
FPII
FPIII
FIG. 3. RG flow diagram in the plane (g1, g2) at y = 4 and
ε = 1; α = ∞; u = v = 1. Three fixed points FPI, FPII,
and FPIII are marked by an empty circle, a filled circle, and
a filled rhombus, respectively.
which is IR attractive when ε > 0 and y < 3ε/2; and a
non-local one
g′
∗
1 =
16
9
(2y − 3ε), g∗2 =
16y
9
, u∗ = 1, v∗ = 1,
(5.27)
which is IR attractive when y > 0 and y > 3ε/2. The lat-
ter, being a non-local fixed point in the case of a purely
potential random force, can be obtained from expres-
sions (5.9) in the limit α → ∞, taking together with
the substitution g1 = g
′
1/α. Thus, in contrast to the
simplified analysis near d = 3 [38, 55], the analysis near
d = 4 provides a non-local fixed point (5.9), which has
a finite limit as α→∞, corresponding to a longitudinal
random force.
The eigenvalues of the matrix Ωij in this case equal to
λ1 =
1
6
(−ε+ 4y); λ2 = 1
54
(−9ε+ 20y);
λ3 =
1
3
[
y −
√
(9ε− 5y)y
]
; λ4 =
1
3
[
y +
√
(9ε− 5y)y
]
.
(5.28)
None of these eigenvalues contain an imaginary part if
y < 9ε/5. Thus, a node attractor is realized if 3ε/2 <
y < 9ε/5 and a spiral attractor is realized if y > 9ε/5.
An RG flow diagram in the plane (g1, g2) for u = v = 1,
α =∞, and real values of the parameters y = 4 and ε = 1
is shown in Fig. 3. The coordinates of three fixed points
FPI, FPII, and FPIII are given by expressions (5.25) –
(5.27). This diagram implies that at these values of y
and ε FPI is IR repulsive point, FPII is a saddle point,
and FPIII is a spiral attractor, in agreement with afore-
mentioned analysis.
A general pattern of the stability of three fixed points
in the plane (y, ε) is shown in Fig. 4. The lines y < 0,
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ε = 0; y = 0, ε < 0; and y = 3ε/2, ε > 0 de-
note the boundaries of the domains, which have neither
gaps between them nor overlaps. The crossover between
two non-trivial fixed points takes place along the line
y = 3ε/2, which is in accordance with [37]. The dotted
line y = 9ε/5 corresponds to limα→∞R(α, ε) [see (5.14)]
and indicates a boundary between areas in which the IR
attractive point FPIII is a node (3ε/2 < y < 9ε/5) or a
spiral (y > 9ε/5) attractor at α =∞.
The presence of the different IR attractive fixed points
in the model (3.1) implies that depending on the values
y and ε the correlation functions of the model in the IR
region exhibit various types of scaling behavior.
The point FPII [see (5.7)] is a fixed point of a self-
contained renormalizable local field theory, in which
quadratic form (3.2) reduces to a single integral:
v′iDikv
′
k = g20ν
3
0
∫
dt
∫
ddx v2(t,x). (5.29)
This regime corresponds to the “compressible” analog of
model B in the pioneering paper [61]. The authors inter-
pret that this model describes a macroscopic “shaking”
of a fluid container(the idea suggested by P. C. Martin,
see footnote 15 in [61]), which is problem of a special
(clear, practical) interest. The unavoidable presence of a
local term in FPIII [see (5.9)] means that the non-local
stirring force (2.7), due to the renormalization and the
intristic non-linearity of the problem, gives rise to the
effective “shaking” effect.
For the incompressible case, a new scaling regime arises
near the dimension d = 2, see [58]. This regime formally
corresponds to a fluid in thermal equilibrium (model A
in [61]). To avoid misunderstanding, it should be stressed
that the true thermal noise does not come into play in
turbulence dynamics, but the non-local noise gives rise,
due to the non-linear nature of the whole problem, to ef-
fective thermal-like noise. The situation resembles “effec-
tive turbulent diffusion,” in which the behavior of a par-
ticle in a turbulent environment resembles ordinary dif-
fusion, but with coefficients determined by the charach-
teristics of the turbulent flow.
The corresponding critical dimensions ∆[F ] ≡ ∆F for
all basic fields and parameters can be computed as series
in a set of parameters y and ε, where y and ε are assumed
to be quantities of the same order, i.e., 0 < y/ε <∞. If,
for the real values y = 4 and ε = 1, the local point
FPII were IR attractive, the IR behavior of the full non-
local model would be the same as for the local case de-
scribed by the fixed point (5.7) with the dimensions given
in (5.36). Our findings show that this is not the case, and
the IR behavior is governed by the dimensions (5.37); see
next subsection for details.
(trivial)
FPI
FPII
(local)
FPIII
(nonlocal)
y = 3ε/2
y
ε
y = 9ε/5
FIG. 4. Domains of IR stability of the fixed points for the
model (3.1) in the plane (y, ε).
B. IR attractive fixed points and critical
dimensions
In the leading order the IR asymptotic behavior of the
(renormalized) Green functions GR satisfy the RG equa-
tion (4.10) with the substitution g → g∗ for the full set
of the couplings {g1, g2, u, v}, see [9, 11]. This yields{
Dµ − γ∗νDν − γ∗cDc +
∑
Φ
NΦγ
∗
Φ
}
GR = 0. (5.30)
Here, γ∗F is the value of the anomalous dimension at the
fixed point; the summation over all types of the fields Φ
is implied. Equations of this type describe the scaling
with dilatation of the variables whose derivatives enter
the differential operator.
From (4.14) – (4.21) one obtains that in the one-loop
approximation the expressions for the anomalous dimen-
sions γ∗F for the non-local point FPIII coincide with the
case of d = 3:
γ∗ν = y/3, γ
∗
φ = −γ∗φ′ = −y/6 +O(y2),
γ∗c = −y/12 +O(y2). (5.31)
The expression for γ∗ν is exact due to the relation be-
tween Zν and Zg1 , see (4.7). For the local point FPII
one obtains4
γ∗ν = ε/2 +O(ε2), γ∗φ = −γ∗φ′ = −ε/4 +O(ε2),
γ∗c = −ε/8 +O(ε2). (5.32)
4 There is a misprint in expression for γ∗ν in published version.
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The canonical scale invariance is expressed by two re-
lations{∑
σ
dkσDσ − dkG
}
GR = 0,
{∑
σ
dωσDσ − dωG
}
GR = 0,
(5.33)
where σ is the full set of all the arguments of GR, dk
and dω are canonical dimensions. In order to derive the
scaling with fixed “IR irrelevant” parameters µ and ν
one has to combine Eqs. (5.30) and (5.33) such that the
derivatives with respect to these parameters are elimi-
nated; see [9, 14]. This yields an equation of critical IR
scaling for the model{
−Dx +∆tDt +∆cDc +∆mDm −
∑
Φ
NΦ∆Φ
}
GR = 0
(5.34)
with the notation
∆F = d
k
F +∆ωd
ω
F + γ
∗
F , ∆ω = −∆t = 2− γ∗ν . (5.35)
Here, ∆F is the critical dimension of the quantity F ,
while ∆t and ∆ω are the critical dimensions of the time
and the frequency.
From Table I and Eqs. (5.31) and (5.32) we see that
for the local point FPII critical dimensions take the form
∆v = 1− ε/2, ∆v′ = d−∆v,
∆ω = 2− ε/2, ∆m = 1,
∆φ = d−∆φ′ = 2− 5ε/4, ∆c = 1− 5ε/8, (5.36)
whereas for the point FPIII they coincide with the case
d = 3, namely,
∆v = 1− y/3, ∆v′ = d−∆v,
∆ω = 2− y/3, ∆m = 1,
∆φ = d−∆φ′ = 2− 5y/6, ∆c = 1− 5y/12. (5.37)
Expressions (5.36) and (5.37) implies that depending
on the values y and ε correlation functions can exhibit
different types of scaling behavior in the IR region (local
regime FPII or non-local regime FPIII) with different
anomalous and critical dimensions.
VI. ADVECTION OF PASSIVE SCALAR
FIELDS
The analysis of the passive advection bears a close re-
semblance to the case d = 3 (see [38]), so we will restrict
ourselves to the main points.
A. Field theoretic formulation of the model
Consider a passive advection of a scalar density field
θ(x) ≡ θ(t,x) (e.g., density of a pollutant), which satis-
fies the stochastic differential equation
∂tθ + ∂i(viθ) = κ0∂
2θ + fθ. (6.1)
Another related problem, which corresponds to the trans-
formation ∂i(viθ) → (vi∂i)θ in the left hand side, has
an interpretation of passive advection of a tracer field
(e.g., temperature, concentration of the impurity parti-
cles, etc.); see [64]. As usual, ∂t ≡ ∂/∂t, ∂i ≡ ∂/∂xi; κ0
is the molecular diffusivity coefficient, ∂2 = ∂i∂i is the
Laplace operator, vi(x) is the velocity field, which obeys
Eq. (2.1), and fθ ≡ fθ(x) is a Gaussian noise with zero
mean and given covariance
〈fθ(x)fθ(x′)〉 = δ(t− t′)C(r/Lθ), r = x− x′. (6.2)
The function C(r/Lθ) in Eq. (6.2) is finite at (r/Lθ)→ 0
and rapidly decays when (r/Lθ)→∞. Expression (6.2)
brings about another large (integral) scale Lθ, related
to the noise variable fθ, but henceforth we will not dis-
tinguish it from its analog L = m−1 in the correlation
function of the stirring force (2.7). The noise is needed
to maintain the steady state of the system, and in this
respect it accounts for the effects of initial and/or bound-
ary conditions.
In the absence of the noise, Eq. (6.1) acquires the form
of a continuity equation (conservation law); θ being the
density of a corresponding conserved quantity. If the
function in (6.2) is chosen in such a way that its Fourier
transform C(k) vanishes at k = 0, the fields θ or θ′ re-
main to be conserved in statistical sense in the presence
of the external stirring.
The advection of scalar fields in the case of Kraich-
nan’s rapid-change velocity ensemble were thoroughly
studied [42–49]; the case of Gaussian velocity statistics
with finite correlation time was studied in [50, 51].
If velocity vi obeys the stochastic Navier-Stokes equa-
tion (2.1), the problem (6.1), (6.2) is tantamount to
the field theoretic model of the full set of fields Φ˜ ≡
{θ′, θ, v′i, vi, φ′, φ} and the action functional
S(Φ˜) = Sθ(θ′, θ, vi) + Sv(v′i, vi, φ′, φ). (6.3)
The advection-diffusion component
Sθ(θ′, θ, vi) = 1
2
θ′Dfθ
′ + θ′
[−∂tθ − ∂i(viθ) + κ0∂2θ]
(6.4)
in Eq. (6.3) is the De Dominicis-Janssen action for the
stochastic problem (6.1), (6.2) at fixed vi, while the sec-
ond term is given by (3.1) and represents the velocity
statistics; Df is the correlation function (6.2), all the
required integrations and summations over the vector in-
dices are assumed.
In addition to (3.4), the diagrammatic technique in the
full problem involves a new vertex V 3j = −θ′∂j(vjθ) and
two new propagators
〈θθ′〉0 = 〈θ′θ〉0 =
1
−iω + κ0k2 ,
〈θθ〉0 = C(k)
ω2 + κ20k
4
. (6.5)
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θ θ
′ θ θ
FIG. 5. Graphical representation of the bare propagators
〈θθ′〉0 and 〈θθ〉0.
θ
′(k)
θ
vj
≡ V
3
j = ikj .
FIG. 6. Graphical representation of the interaction vertex V 3j .
From now a double solid line without a slash denotes the
field θ, and a double solid line with a slash corresponds
to the field θ′; see Fig. 5. The vertex V 3j is depicted on
Fig. 6 and in the momentum representation is given by
V 3j (k) = ikj , (6.6)
where k is the momentum carried by the field θ′.
B. Renormalization of the model
Canonical dimensions of the new fields and parameters
of the full model (6.3) can be found in Table I. The formal
index of UV divergence (3.9) remains valid, but now the
summation has to run over the full set of six fields Φ˜ ≡
{θ′, θ, v′i, vi, φ′, φ}. Rules (1) – (6) from Sec. III B have
to be generalized and augmented:
(7) All the 1-irreducible Green functions without any
response fields Φ˜′ vanish identically and require no
counterterms.
(8) Using the integration by parts the derivative at the
vertex −θ′∂i(viθ) can be moved onto the field θ′,
therefore, Eq. (3.10) is modified:
δ′Γ = δΓ −Nφ −Nθ′. (6.7)
Since the field θ′ can enter the counterterms only
in the form of spatial derivatives, the counterterm
θ′∂tθ to the 1-irreducible Green function 〈θ′θ〉 with
δΓ = 2, δ
′
Γ = 1 is forbidden. Also this requires that
the counterterms to the 1-irreducible function 〈θ′viθ〉
with δΓ = 1, δ
′
Γ = 0 necessarily reduce to the form
θ′∂i(viθ). Galilean symmetry allows them to enter
the counterterms only in the form of invariant com-
bination θ′∇tθ. Hence, they are also forbidden.
(9) As a consequence of the linearity of the original
stochastic equation (6.1) with respect to the field θ
one obtains that for any 1-irreducible function the
relation Nθ′ − Nθ = 2N0 is valid (here N0 ≥ 0 is
the total number of bare propagators 〈θθ〉0 entering
the diagram). This fact is very important for the
renormalizability of the model: without the restric-
tion Nθ ≤ Nθ′ , the infinite number of superficially di-
vergent 1-irreducible functions 〈θ′θ . . . θ〉 would pro-
liferate, and hence the lack of renormalizability would
follow.
From these rules we finally conclude that superficial
divergences can be present only in the 1-irreducible Green
function 〈θ′θ〉 with the only counterterm θ′∂2θ. It is
naturally reproduced as multiplicative renormalization of
the diffusion coefficient, κ0 = κZκ. No renormalization of
the fields θ′ and θ is needed: Zθ′ = Zθ = 1. Altogether,
the renormalized analog of the action functional (6.3)
takes the form
SR(Φ˜) = SRθ (θ′, θ, vi) + SRv (v′i, vi, φ′, φ), (6.8)
where SR
v
is the action (3.17),
SRθ (θ′, θ, vi) =
1
2
θ′Dfθ
′ + θ′
[−∂tθ − ∂i(viθ) + κZκ∂2θ] ;
(6.9)
Df here stands for the covariance of the stochastic force
given by the Eq. (6.2).
C. Calculation of the diagram, fixed points and
critical dimensions
The one-loop approximation for the 1-irreducible re-
sponse function 〈θ′θ〉 can be formally written as
Γθ′θ = +iω − κ0p2 + , (6.10)
where, as earlier in the expressions (4.2) – (4.6), p
stands for an external momentum entering the diagram;
the single solid line denotes the bare propagator 〈vv〉0
from (3.4), the double solid line with a slash denotes the
bare propagator 〈θθ′〉0 from (6.5), the slashed end corre-
sponds to the field θ′. The interaction vertex with three
attached fields θ′, θ and v contains the factor (6.6).
The renormalization constant Zκ should be chosen as
Zκ = 1− 1
2dw
[
d− 1
w + 1
+
α(u − w)
u(u+ w)2
]
g1
y
− 1
2dw
[
d− 1
w + 1
+
u− w
u(u+ w)2
]
g2
ε
, (6.11)
where we introduced the new dimensionless coefficient
w0 = ν0/κ0 with ν0 from (2.1) and its renormalized ana-
log w. The corresponding anomalous dimension is
γκ =
1
2dw
[
d− 1
w + 1
+
α(u− w)
u(u+ w)2
]
g1
+
1
2dw
[
d− 1
w + 1
+
u− w
u(u+ w)2
]
g2, (6.12)
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with the possible corrections coming from higher orders
terms; see Appendix B 1 for details.
The function βw = D˜µw for the new parameter w takes
the form
βw = −wγw = w(γν − γκ), (6.13)
see Sec. IVC. Now the coordinates {g∗} of the fixed
points FPII and FPIII [see (5.7) and (5.9)] are substi-
tuted into the equation βw = 0 at d = 4. We can rewrite
the expression for γν − γκ at u = 1:
γν − γκ|u=1 = w − 1
16w(w + 1)2
[
g1(3w
2 + 9w + 2α+ 6)
+g2(3w
2 + 9w + 8)
]
. (6.14)
From Eq. (6.14) it is clear that the only positive solution
for both FPII and FPIII is
w∗ = 1. (6.15)
The functions (4.13) do not depend on w. Therefore, a
new eigenvalue of the matrix (5.4), corresponding to this
parameter, coincides with the diagonal element ∂βw/∂w
at the point {g} = {g∗}:
λw =
5ε
6
> 0 for FPII;
λw =
2y
3
+
4αy(y − ε)
3[y(α+ 2)− 3ε] > 0 for FPIII. (6.16)
From the inequalities (6.16) it follows that the fixed
points with the coordinates (5.7) and (5.9) and w∗ =
1 are IR attractive in the full space of couplings
{g1, g2, u, v, w} and govern the IR asymptotic behavior
of the full-scale model (6.3).
The critical dimensions of the passive fields θ and θ′
are obtained from Table I and Eq. (5.35) for ∆ω. For
FPII they are
∆θ = −1 + ε/4, ∆θ′ = d+ 1− ε/4; (6.17)
for FPIII they are the same as in the case d = 3, namely,
∆θ = −1 + y/6, ∆θ′ = d+ 1− y/6. (6.18)
D. Renormalization and critical dimensions of
composite operators
In the following, the central role is played by composite
fields (“composite operators”) built solely from the basic
fields θ:
F (x) = θn(x). (6.19)
In general, a local composite operator is a polynomial
constructed from the primary fields Φ(x) and their finite-
order derivatives at a single space-time point x = (t,x).
Due to a coincidence of the field arguments, new UV
divergences arise in the Green functions with such ob-
jects [9, 10].
The total canonical dimension of an arbitrary 1-
irreducible Green function Γ = 〈F Φ . . .Φ〉 that includes
one composite operator F and arbitrary number of pri-
mary fields Φ (the formal index of UV divergence) is given
by the relation
dΓ = dF −
∑
Φ
NΦdΦ, (6.20)
where NΦ is the number of the field Φ entering Γ, dΦ is
the total canonical dimension of the given field Φ, dF is
the canonical dimension of the operator.
In the process of renormalization operators can mix
with each other,
Fi =
∑
j
ZijF
R
j , (6.21)
and Zij is the renormalization matrix. But in the sim-
plest case of the operators (6.19) the matrix Zij is di-
agonal, i.e., F (x) = ZFF
R(x). In particular, this means
that the critical dimension of the operator is given by the
expression (5.35).
Superficial UV divergences, whose removal requires
counterterms, can be present only in those functions Γ
for which the index of divergence dΓNΦ is a non-negative
integer. For the operators of the form (6.19) one has
dF = −n. Due to the linearity of our model in θ, the
number of fields θ in any 1-irreducible function with the
operator F (x) cannot exceed their number in the oper-
ator itself. Thus, from the analysis of Eq. (6.20) it fol-
lows that the superficial divergence can only be present
in the 1-irreducible function with Nθ = n and NΦ = 0 for
all other types of the fields Φ. For this function δΓ = 0
and the corresponding counterterm takes the form θn(x);
hence, the operators in (6.19) are multiplicatively renor-
malizable, F (x) = ZnF
R(x).
Let us introduce Γn(x; θ): the θ
n term of the expansion
in θ(x) of the generating functional of the 1-irreducible
Green functions with one composite operator F (x) and
any number of fields θ:
Γn(x; θ) =
∫
dx1 · · ·
∫
dxn〈F (x)θ(x1) · · · θ(xn)〉
× θ(x1) · · · θ(xn). (6.22)
The renormalization constants Zn are determined by the
requirement that the 1-irreducible functions (6.22) be UV
finite in the renormalized theory.
The one-loop approximation for the 1-irreducible func-
tion Γn(x; θ) can be formally written as
Γn(x; θ) = F (x) +
1
2
. (6.23)
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The first term in Eq. (6.23) is the tree (loop-less) approx-
imation, the double solid lines with a slash denotes the
propagators 〈θθ′〉, the single solid line corresponds to the
propagator 〈vv〉, 1/2 is the symmetry coefficient of the
given graph, and the dot with two attached lines in the
top of the diagram denotes the operator vertex, i.e., the
variational derivative
V (x;x1, x2) = δ
2F (x)/δθ(x1)δθ(x2)
= n(n− 1) θn−2(x) δ(x − x1)δ(x− x2).
(6.24)
A contribution of a specific diagram into the func-
tional (6.23) for any composite operator F is represented
in the form
Γn = V × I × θ . . . θ, (6.25)
where V is the vertex factor given by Eq. (6.24), I is the
diagram itself, and the product θ . . . θ corresponds to the
external tails.
The renormalization constants Zn are found from the
requirement that the renormalized analog ΓRn = Z
−1
n Γn
of the function (6.22) be UV finite in terms of renormal-
ized parameters and take a form
Zn = 1 +
n(n− 1)
4wu(u+ w)
(
αg1
y
+
g2
ε
)
; (6.26)
see Appendix B 2 for details. The corresponding anoma-
lous dimensions are
γn = − n(n− 1)
4wu(u+ w)
(αg1 + g2) , (6.27)
with higher-order corrections in g1 and g2.
The critical dimensions of the operators θn from the
expression (5.35) are readily derived
∆[θn] = n∆θ + γ
∗
n. (6.28)
Substituting the fixed-point values FPII and FPIII into
Eq. (6.27) finally gives the critical dimensions
∆ [θn] = −n+ nε
4
− n(n− 1)
3
ε (6.29)
for the point FPII;
∆ [θn] = −n+ ny
6
− 2n(n− 1)
3
αy(y − ε)
y(α+ 2)− 3ε (6.30)
for the point FPIII. Both the expressions (6.29)
and (6.30) assume higher-order corrections in y and ε.
For both cases, FPII and FPIII, the dimensions are neg-
ative, i.e., “dangerous” in the sense of operator product
expansion [9, 14], and decrease as n grows.
The latter result for FPIII is in agreement with pre-
viously known result [38] for the analysis near three-
dimensional space d = 3:
∆ [θn] = −n+ ny
6
− n(n− 1)
6
αdy
(d− 1) , (6.31)
which at d = 4 reads
∆ [θn]
∣∣∣∣
d=4
= −n+ ny
6
− 2αy
9
n(n− 1). (6.32)
Expanding the expression (6.30) in y at fixed (not small)
value ε = 1 (which corresponds to d = 3) gives
∆ [θn] = −n+ ny
6
− 2αy
9
n(n− 1) +O(y2). (6.33)
From the expressions (6.32) and (6.33) it follows that the
expression (6.30), obtained as a result of the double y and
ε expansion near d = 4, may be considered as a certain
partial infinite resummation of the ordinary y expansion.
This resummation significantly improves the situation at
large α – now we do not have the pathology when the
critical dimensions ∆ [θn] grow with α without a bound
and also that the fixed point ceases to exist at the single
value α =∞.
E. Operator product expansion and anomalous
scaling
The measurable quantities and, therefore, the objects
of interest are equal-time pair correlation functions of
two (UV finite) renormalized local composite operators
F1,2(x). From the dimensional considerations (see Ta-
ble I) it follows that
〈F1(t,x1)F2(t,x2)〉 = νd
ω
F µdF f(µr,mr, c/µν),
where dωF and dF are the frequency and total canonical
dimensions of the correlation function, r = |x2−x1|, and
f is a function of dimensionless variables.
If the correlation function (6.34) is multiplicatively
renormalizable, in the IR region it fulfills the differential
equation (5.34), which describes the IR scaling behavior.
That is, the behavior of the function f for µr ≫ 1 is
determined by the IR attractive fixed points FPII and
FPIII of the RG equation. A solution of this equation
leads to the following asymptotic expression:
〈F1(t,x1)F2(t,x2)〉 ≃ νd
ω
F µdF (µr)−∆F h[mr, c¯(r)].
(6.34)
Here, ∆F is the critical dimension of the correlation func-
tion, given by a simple sum of the dimensions of the
operators; h is an unknown scaling function with com-
pletely (both canonically and critically) dimensionless ar-
guments, and c¯(r) is invariant speed of sound.
For the composite operator F (x) = θn(x), Eq. (6.34)
yields
〈θp(t,x1)θk(t,x2)〉 ≃ µ−(p+k)(µr)−∆p−∆khpk[mr, c¯(r)],
(6.35)
where the critical dimensions ∆n for two scaling regimes
are given by Eqs. (6.29) and (6.30).
The representation (6.35) holds for µr ≫ 1 and
any fixed value of mr. The inertial-convective range
19
l ≪ r ≪ L corresponds to the additional condition
mr ≪ 1. Behavior of the function h at mr → 0 can
be studied by means of the operator product expan-
sion; see [9, 10]. According to the OPE, the equal-time
product F1(x1)F2(x2) of two renormalized operators for
x ≡ (x1 +x2)/2 = const and r ≡ x1 − x2 → 0 takes the
form
F1(t,x1)F2(t,x2) ≃
∑
F
CF [mr, c¯(r)]F (t,x), (6.36)
where CF are numerical coefficient functions analytical
in mr and c¯(r) and F are all possible renormalized local
composite operators allowed by the symmetry.
The correlation function (6.34) is obtained by av-
eraging (6.36) with the weight expSR, where SR is
the renormalized action functional (6.3). Mean values
〈F (x)〉 ∝ (mr)∆F appear in the right hand side. Their
asymptotic behavior at small m is found from the corre-
sponding RG equations and takes the form
〈F (x)〉 ≃ m∆F q[c¯(1/m)], (6.37)
with another set of scaling functions q. Since the dia-
grams of the perturbation theory have finite limits both
for c→∞ and c→ 0, we may assume that the functions
q(c) are restricted for all values of c and can be estimated
by some constants. Moreover, for the invariant variable
c¯(r) IR asymptotic behavior together with requirement
of its dimensionless gives
c¯(r) = c(µr)∆c/(µν), (6.38)
where c is renormalized speed of sound. Thus, c¯(1/m) ∼
cm−∆c . Taking into account (5.37), for the non-local
scaling regime FPIII one obtains that for y > 12/5 (i.e.,
including the most realistic case y → 4) the argument
cm−∆c becomes small for fixed c and m → 0, and the
function q can be replaced by its finite limit value q(0).
For the local scaling regime FPII from (5.36) it follows
that as ε→ 1 the function q can be replaced by its finite
limit value q(∞). From these two remarks we conclude
that in the IR range for both the local and non-local
scaling regimes up to a different constants we can write
〈F (x)〉 ∼ m∆F . (6.39)
Combining the RG representation (6.35) with the infor-
mation gained from the OPE (6.36) and Eq. (6.39) gives
the desired asymptotic behavior of the scaling functions
h[mr, c(r)] ≃
∑
F
AF [mr, c(r)] (mr)
∆F , (6.40)
where the summation runs over all the Galilean invariant
scalar operators (including operators with derivatives,
etc.), with the coefficient functions AF analytical in their
arguments. The leading contribution in the sum (6.40) is
given by the operator with the lowest (minimal) critical
dimension; others can be considered as corrections. The
anomalous scaling (i.e., singular behavior as mr → 0)
results from the contributions of the operators with neg-
ative critical dimensions. From (6.29) and (6.30) it is
easily seen that for both scaling regimes all the operators
θn have negative dimensions, and the spectrum of their
dimensions is not restricted from below.
Fortunately, due to the linearity of the initial stochastic
equation (6.1) in the field θ, the number of such fields
in the right hand side of the expression (6.36) cannot
exceed their number in the left hand side. Thus, for a
given correlation function only a finite number of those
operators can contribute to the OPE. For the correlation
functions (6.35) these operators are those for which n ≤
p + k. The leading term of the behavior as mr → 0 is
given by the operator with the maximum possible n =
p+k and without any derivatives, so the final expression
takes the form
〈θp(t,x1)θk(t,x2)〉 ≃ µ−(p+k)(µr)−∆p−∆k(mr)∆p+k .
(6.41)
The fact that the leading term in the OPE is given
by the operator from the same family with the summed
exponent together with inequality ∆p +∆k > ∆p+k can
be interpreted as the statement that the correlations of
the scalar field in the model (6.1) show multi-fractal be-
havior; see [68].
VII. CONCLUSION
In this paper, which is an extension of [38, 55], the
stochastic Navier-Stokes equation for a compressible fluid
was studied using the field theoretic approach. In con-
trast to previous studies, we analyzed the model near
the special space dimension d = 4, where the model pos-
sesses an additional UV divergence in the 1-irreducible
Green function
〈
v′iv
′
j
〉
. This feature significantly affects
both technical aspects and results of the RG analysis.
In particular, it necessitates the renormalization group
technique with a double expansion scheme. In the one-
loop approximation, the model possesses two attractive
non-trivial fixed points in the IR region, i.e., two possible
non-trivial scaling regimes – a local one, denoted FPII in
the text, and a non-local one, FPIII. These points de-
pend on the exponent y and on ε = 4 − d, the deviation
of the space dimension d from its special value 4.
Analysis at d = 3, which finds only one non-
trivial fixed point corresponding to the non-local scal-
ing regime [38, 55] should therefore be regarded as in-
complete. The crossover between the local and non-local
regimes occurs along the line y = 3ε/2, which is in accor-
dance with [37]. The new (local) regime, which arises at
d = 4, continuously moves to d = 3 as ε → 1. Neverthe-
less, the quantitative RG analysis, based on the one-loop
approximation, shows that for the real values of the pa-
rameters y = 4 and ε = 1 the new local point FPII is
not IR attractive, but the non-local point FPIII is. This
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finding confirms the RG analysis in [38, 55], done within
the single expansion in y. However, the situation may
change at the two-loop level, where, for example, the ar-
eas of stability of two different fixed points may overlap
and the choice of fixed point, which defines asymptotic
behavior, will depend on the initial data g10, g20, u0, v0,
and w0. Herewith, the local point FPII describes the sys-
tem near thermal equilibrium and is valid (IR attractive)
for all y and ε if the pumping of energy by large-scale ed-
dies is absent, i.e., if g10 = 0.
We also analyzed the model of passive scalar advec-
tion of density field by this velocity ensemble. The full
stochastic problem can be formulated as a field theoretic
model, which is multiplicatively renormalizable. The new
parameter κ does not affect the RG functions of the
Navier-Stokes equation itself, so the critical behavior of
this model is also described by two fixed points, a local
one and non-local one. The inertial range (l ≪ r ≪ L)
behavior of correlation functions was studied using the
OPE technique. The existence of anomalous scaling, i.e.,
singular power-like dependence on the integral scale L,
was established. The corresponding anomalous expo-
nents were identified with critical dimensions of certain
composite operators and calculated in the leading one-
loop approximation.
The results of this study are especially significant at
large values of α (purely potential random force). In
contrast to analysis near d = 3, in the present case the
anomalous dimensions of the composite operators (6.29)
and (6.30) do not grow with α without a bound. This is
a consequence of eliminating the poles in ε near d = 4,
which leads to a significant improvement of calculated
expressions for critical dimensions near physical value
d = 3. A previous study [38] suggested that the real
expansion parameter is αy rather than y, therefore, any
finite order of this (αy) expansion is not suitable for
studying the behavior at large α. According to this ob-
servation, it is necessary to perform a resummation as-
suming that y is small and αy ∼ 1. Expression (6.30)
obtained in this study provides an example of such re-
summation. It works well at large α being not expanded
in y, and the first term of this expansion coincides with
the answer presented in [38]; see the expressions (6.32) –
(6.33). The hypothesis that the scaling regimes undergo
a qualitative changeover, possibly accompanied by phase
transition to a purely chaotic state, was presented in pre-
vious study [55] based on the observation that for some
large value of α the points FPII and FPIII disappear or
lose their stability. From the expression (6.30) it follows
that this hypotesis is not confirmed. The consideration of
the present model near d = 4 is similar to the RG analy-
sis of the Navier-Stokes equation for incompressible fluid
near d = 2, where additional renormalization near the
special space dimension d = 2 improves the agreement
of the predicted Kolmogorov constant with experimental
results [60].
Double y and ε expansion near d = 4 provides an ad-
ditional interesting opportunity – it allows to analyze
whether a non-local fixed point is a node or a spiral at-
tractor. The anomalous exponents do not depend on the
type of attractor, but the behavior of the RG flow is inter-
esting itself. Depending on the values of the parameters
y and ε the point FPIII might be a spiral attractor if
α > 15 (−7 + 3
√
6) ≈ 0.07. At their physically relevant
values, i.e., y = 4 and ε = 1, the point FPIII becomes a
spiral attractor if α > 5176 (−26 + 9
√
15) ≈ 0.25.
It would be very interesting to go beyond the one-loop
approximation and to examine the existence, stability
and α-dependence of fixed points at the two-loop level,
which seems to be a technically difficult task. In addition,
it would be very interesting to investigate scalar admix-
ture in the case of a tracer field or passively advected vec-
tor fields. Another very important task is to develop the
compressible Navier-Stokes equation near d = 2. Such
analysis may reveal additional types of IR behavior or
another dependence on parameters like α, viscosity ra-
tios, etc. These studies are underway and are left for the
future.
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Appendix A: Calculation of the diagrams for
Navier-Stokes stochastic equation
This section contains detailed calculations of the di-
agrams, defining the renormalization constants Z1 – Z6
(see Sec. IVA). All calculations are performed in the an-
alytical regularization and the MS scheme. All diagrams
are calculated in arbitrary space dimension d, and only
poles in y and ε = 4 − d are presented in the results.
The renormalization constants obtained this way do not
depend on the parameter c0 ∼ c, so that it is possible to
set c0 = 0 in the propagators [see (3.4)] in all the cases,
in which some quantity is not proportional to c0. If some
quantity is proportional to c0, we may set c0 = 0 after we
have obtained the needed power of it. This means that
we may set c0 = 0 in all denominators, preserving them
in numerators. The situation is similar to calculations of
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critical exponents in models of critical behavior, which
can be performed in the “massless” models: we may con-
sider c0 to play a similar role as τ ∝ T −Tc in φ4 model.
In the MS scheme, the renormalization constants do not
depend on τ and can be calculated directly at the critical
point τ = 0; see [9, 55].
1. The diagram with dΓ = 0
Start with the simplest graph for which dΓ = 0 and which appears in Eq. (4.6):
D1 = . (A1)
The corresponding analytical expression reads
D1 = (−i)2
∫
dω
2π
∫
ddk
(2π)d
(kbδia − kaδbi)(kcδjd − kdδjc)
×
[
Pac(k)
g10ν
3
0k
4−d−y + g20ν
3
0
|ǫ1(k)|2 +Qac(k)
(
αg10ν
3
0k
4−d−y + g20ν
3
0
) ∣∣∣∣ ǫ3(k)R(k)
∣∣∣∣2
]
×
[
Pbd(k)
g10ν
3
0k
4−d−y + g20ν
3
0
|ǫ1(k)|2 +Qbd(k)
(
αg10ν
3
0k
4−d−y + g20ν
3
0
) ∣∣∣∣ǫ3(k)R(k)
∣∣∣∣2
]
; (A2)
hereinafter the Roman letters i and j are external (free)
indices of the diagram, while the Roman letters a, . . . , d
denote the vector indices of the propagators with the
implied summation over repeated indices. Two terms in
the first line are vertices V 1ijl (see Fig. 2), terms in the
second and the third line are propagators 〈vivj〉, see (3.4)
and (3.6). Since dΓ = 0 for this diagram, we may put the
external momenta p = 0.
The calculation of the tensor structure J1ij gives
J1ij = 2(−δijk2 + kikj)A(k)B(k), (A3)
where A(k) and B(k) are the scalar parts of the propa-
gators in the expression (A2), namely,
A(k) =
g10ν
3
0k
4−d−y + g20ν
3
0
|ǫ1(k)|2 ;
B(k) =
(
αg10ν
3
0k
4−d−y + g20ν
3
0
) ∣∣∣∣ ǫ3(k)R(k)
∣∣∣∣2 . (A4)
The integration over the frequency ω of the expres-
sion (A3) gives∫
dω
2π
A(k)B(k) =
1
2k6ν30u0(u0 + 1)
, (A5)
therefore, the expression (A2) takes the form
D1 =
∫
ddk
(2π)d
ν30
u0(u0 + 1)
1
k4
(
δij − kikj
k2
)
× (g10k4−d−y + g20) (αg10k4−d−y + g20) . (A6)
In order to integrate over the vector k we need to average
the expression (A6) over the angle variables:∫
ddk f(k) = Sd
∫ ∞
m
dk kd−1 〈f(k)〉 , (A7)
where 〈· · · 〉 is the averaging over the unit sphere in the d-
dimensional space, Sd = 2π
d/2/Γ(d/2) is its surface area.
To perform an averaging of a given function of k over the
angle variables we use the relations〈
kikj
k2
〉
=
δij
d
; (A8)〈
kikjklkm
k4
〉
=
δijδlm + δilδjm + δimδjl
d(d+ 2)
. (A9)
In particular, Eq. (A8) means that∫
ddk
kiks
k2
f(k) =
δis
d
∫
ddk f(k). (A10)
For D1 this yields
D1 =
ν30
u0(u0 + 1)
d− 1
d
δijCd
∫
ddk
kd−1
k4
[
αg210k
8−2d−2y
+ (α+ 1)g10g20k
4−d−y + g220
]
, (A11)
where Cd = Sd/(2π)
d. After the angular averaging has
been performed, we are left with simple integrals over the
modulus k: ∫ ∞
m
ddk kd−1
k4−d−y
k4
=
m−y
y
;∫ ∞
m
ddk kd−1
1
k4
=
m−ε
ε
, (A12)
where ε = 4−d. Applying these expressions to Eq. (A11),
one obtains
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D1 =
ν30
u0(u0 + 1)
d− 1
d
δijCd
[
αg210
2y − ε +
(α + 1)g10g20
y
+
g220
ε
]
. (A13)
Taking into account the symmetry coefficient 1/2 for this graph, Eq. (4.6) finally reads
Γv′v′ = g10ν
3
0µ
yp4−d−y
{
Pij(p) + αQij(p)
}
+Z6g20ν
3
0δij
+
ν30
u0(u0 + 1)
d− 1
2d
δijCd
[
αg210
mε−2y
2y − ε + (α+ 1)g10g20
m−y
y
+ g220
m−ε
ε
]
. (A14)
2. The diagrams with dΓ = 1
In this section we discuss now linearly divergent dia-
grams. We begin with one of the diagrams, entering the
expansion of the function 〈φ′v〉 [see (4.5)], namely,
D2 = . (A15)
In the frequency-momentum representation it is given
by
D2 =
∫
dω
2π
∫
ddk
(2π)d
Vb(p+ k)Vj(k) 〈φφ′〉 (p+ k) 〈vbφ〉∗ (k)
= ic20ν
3
0
∫
dω
2π
∫
ddk
(2π)d
[k2 + (p · k)]kj αg10k
4−d−y + g20
ǫ2(k)ǫ3(k)ǫ3(p+ k)ǫ∗2(k)
, (A16)
where both Vb(p+ k) and Vβ(k) are interaction ver-
tices (see Fig. 2), 〈φφ′〉 and 〈vbφ〉∗ are two propagators,
see (3.4); p is an external momenta, k – internal one;
(p · k) denotes the scalar product of vectors p and k.
Since this diagram is linearly divergent, dΓ = 1, only
the terms proportional to p need to be computed. An
integration of the scalar part in Eq. (A16) over the fre-
quency and an expansion of the result up to first order
in p gives∫
dω
2π
1
ǫ2(k)ǫ3(k)ǫ3(p+ k)ǫ∗2(k)
∼= 1
2u0(u0 + v0)2ν30
1
k4
[
1
k2
− 2v0(p · k)
k4(u0 + v0)
]
.
(A17)
Substituting this expression into Eq. (A16) and perform-
ing averaging over the angles [see Eq. (A9)] one obtains
D2 = pj
1
d
ic20
2u0(u0 + v0)2
(
1− 2v0
u0 + v0
)
Cd
×
∫
kd−1ddk
1
k4
(αg10k
4−d−y + g20). (A18)
Finally, use of Eq. (A12) leads to the following result:
D2 = ic
2
0pj
1
d
u0 − v0
2u0(u0 + v0)3
Cd
×
(
αg10
m−y
y
+ g20
m−ε
ε
)
. (A19)
The second diagram, entering the expansion of the
function 〈φ′v〉, is
D3 = . (A20)
The analytical expression for the diagram reads
D3 =
∫
dω
2π
∫
ddk
(2π)d
Va(k + p)Vdcj
× 〈vavc〉 (k) 〈φv′d〉 (p+ k), (A21)
where Vdcj and Va(k + p) are two vertices, 〈vavc〉 and
〈φv′d〉 are two propagators.
The tensor structure J3j for this diagram is
J3j = (−1)2(k + p)a(kjδcd + pcδdj)(k + p)d
× [Pac(k)A(k) +Qac(k)B(k)], (A22)
where A(k) and B(k) are scalar coefficients from
Eq. (A4). After summation over vector indices up to
the first order in p one obtains
J3j
∼= kj [k2 + 3(p · k)]B(k). (A23)
Since we have put c0 = 0 in all denominators, an in-
tegration over frequency and an expansion of obtained
23
expression up to first order in p yields∫
dω
2π
B(k)
R(p+ k)
=
∫
dω
2π
1
|ǫ2(k)|2R(p+ k)
=
1
4ν30u
2
0(u0 + v0)k
6
[
1− u0 + 3v0
u0 + v0
(p · k)
k2
]
. (A24)
Combining Eqs. (A23) and (A24), averaging the obtained
result over angle variables, and applying Eq. (A12) one
obtains
D3 = ic
2
0pj
1
d
1
2u0(u0 + v0)2
Cd
×
(
αg10
m−y
y
+ g20
m−ε
ε
)
. (A25)
The last diagram, entering the expansion of the func-
tion 〈φ′vj〉, is
D4 = . (A26)
The analytical expression for it is
D4 =
∫
dω
2π
∫
ddk
(2π)d
Va(k)Vdcj
× 〈vdφ〉 (k) 〈vav′c〉 (p+ k), (A27)
where Vdcj and Va(k) are two vertices, 〈vdφ〉 and 〈vav′c〉
are two propagators.
The tensor structure J4j for this diagram is
J4j = kakc(kjδcd + pcδdj)
×[Pad(p+ k)C(p+ k) +Qad(p+ k)D(p+ k)], (A28)
where C(p + k) and D(p + k) are the scalar coefficients
of the propagator 〈vav′c〉, namely,
C(k) =
1
ǫ1(k)
; D(k) =
ǫ3(k)
R(k)
. (A29)
After the summation over vector indices up to the first
order in p one obtains
J4j
∼= kj [k2 + (p · k)]D(p+ k). (A30)
Integration over the frequency of the scalar part of the
expression (A27) gives∫
dω
2π
D(p+ k)ǫ3(k)
|R(k)|2 =
∫
dω
2π
1
ǫ2(p+ k)|ǫ2(k)|2ǫ∗3(k)
=
1
2ν30u
2
0(u0 + v0)k
4
× u(p+ k)
2 + k2(2u0 + v0)
[k2 + (p+ k)2][v0k2 + u0(p+ k)2]
. (A31)
In the same way as it has been done previously we obtain
the following result:
D4 = −ic20pj
1
d
1
(u0 + v0)3
Cd
(
αg10
m−y
y
+ g20
m−ε
ε
)
.
(A32)
From Eqs. (A19), (A25) and (A32) it follows that
D2 +D3 +D4 = 0 (A33)
in the first order in g1 and g2. From this fact we imme-
diately conclude [see (4.5)] that
Z5 = 1. (A34)
Unlike the functions 〈v′ivjvk〉 and, for example, 〈φ′vivj〉
(see Sec. III B), the finiteness of the function 〈φ′vj〉 is not
because of an internal symmetry of the system, but it is
the result of direct calculations, i.e., the result of cancel-
lation of the non-trivial contributions of three diagrams.
Therefore, it is unclear whether this result is exact or it
is broken in higher orders of the perturbation theory.
The last diagram with dΓ = 1 is the diagram, entering
the expansion of the function 〈v′iφ〉 [see (4.4)], namely,
D5 = . (A35)
The analytical expression for it is
D5 =
∫
dω
2π
∫
ddk
(2π)d
ViabVc(p) 〈vavc〉 (k) 〈vbφ′〉 (p+ k),
(A36)
where Viab and Vc(p) are two vertices, 〈vavc〉 and 〈vbφ′〉
are two propagators.
The tensor structure J5i for this diagram is
J5i = (−i)3[kbδia − (p+ k)aδib](−pc)(k + p)b
× [Pac(k)A(k) +Qac(k)B(k)], (A37)
where A(k) and B(k) are the scalar coefficients (A4).
After the summation over the vector indices, up to the
first order in p one obtains
J5i
∼= [pik2 − (p · k)ki]A(k). (A38)
Since we are interested only in the terms proportional to
p and the expression (A23) does not contain zero order
term p0, we may put p = 0 in all denominators; hence,
integration over the frequency gives∫
dω
2π
A(k)
R(k)
=
1
2ν30(u0 + 1)(v0 + 1)k
6
. (A39)
Finally, using the formulas (A9) and (A12) one obtains
the following result:
D5 = −ipid− 1
d
1
2(u0 + 1)(v0 + 1)
Cd
×
(
g10
m−y
y
+ g20
m−ε
ε
)
. (A40)
3. The diagrams with dΓ = 2
Start with the diagram, entering the expansion for
function 〈φφ′〉 [see (4.3)], namely,
D6 = . (A41)
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The analytical expression for it is
D6 =
∫
dω
2π
∫
ddk
(2π)d
Va(p+ k)Vc(p)
× 〈φφ′〉 (p+ k) 〈vavc〉 (k), (A42)
where Va(k) and Vc(k) are two vertices, 〈φφ′〉 and 〈vavc〉
are two propagators.
We are interested in the term, proportional to p2,
therefore, the tensor structure J6 for this diagram is
J6 =
[
p2k2 − (p · k)2]A(k)
+
[
(p · k)k2 + (p · k)2]B(k), (A43)
where A(k) and B(k) are the scalar coefficients (A4). Af-
ter integration over the frequency with function 1/ǫ3(p+
k), which came from the propagator 〈φφ′〉, using the for-
mulas (A9) and (A12) one obtains the following expres-
sion:
D6 = − ν0
2d
p2Cd
[
d− 1
1 + v0
(
g10
m−y
y
+ g20
m−ε
ε
)
+
(u0 − v0)
u0(u0 + v0)2
(
αg10
m−y
y
+ g20
m−ε
ε
)]
. (A44)
The last diagram D7, which enters the expansion of
the function 〈v′ivj〉, namely,
D7 = , (A45)
is more complicated – both fields vi and v
′
i are vector
fields, therefore, there are two possible structures p2δij
and pipj, which are both quadratic in external momen-
tum; see (4.3). The analytical expression for it is
D7 =
∫
dω
2π
∫
ddk
(2π)d
ViabVjcd 〈vavc〉 (k) 〈vbv′d〉 (p− k),
(A46)
where Viab and Vjcd are two vertices V
1
ijl (see Fig. 2),
〈vavc〉 and 〈vbv′d〉 are two propagators.
Divide the expression (A46) into four parts and calcu-
late them separately:
D7 =
∫
dω
2π
∫
ddk
(2π)d
[kbδia + (p− k)aδib]
× (−pcδjd + kjδcd) (I1 + I2 + I3 + I4) , (A47)
where
I1 = Pac(k)Pbd(p− k)A(k)C(p − k);
I2 = Pac(k)Qbd(p− k)A(k)D(p − k);
I3 = Qac(k)Pbd(p− k)B(k)C(p − k);
I4 = Qac(k)Qbd(p− k)B(k)D(p− k); (A48)
see (3.4), (3.6), (A4), and (A29).
After integration over the internal frequency ω, ex-
panding the obtained result in external momentum
p up to second order, averaging it over the angle
variables [see (A9)] and integrating over the modulus
k [see (A12)] one obtains
Iˆ1 =
1
4
ν0Cd
[
p2Pij(p)
1− d
d+ 2
− pipj 2(d− 1)
2
d(d+ 2)
](
g10
m−y
y
+ g20
m−ε
ε
)
; (A49)
Iˆ2 =
1
2(u0 + 1)
ν0Cd
[
p2Pij(p)
(
4 + 8u0
1 + u0
1
d(d+ 2)
− 2
d
)
+ pipj
d− 1
d
(
1− 4 + 8u0
1 + u0
1
d+ 2
)]
×
(
g10
m−y
y
+ g20
m−ε
ε
)
; (A50)
Iˆ3 =
1− u0
2u0(1 + u0)2
ν0Cd
1
d
Pij(p)
(
αg10
m−y
y
+ g20
m−ε
ε
)
; (A51)
Iˆ4 = 0, (A52)
where
Iˆi =
∫
dω
2π
∫
ddk
(2π)d
[kbδia + (p− k)aδib](−pcδjd + kjδcd)Ii. (A53)
Combination of the expressions (A49) – (A52) together leads to the following result for the diagram D7:
D7 = p
2Pij(p)I⊥ + pipjI‖, (A54)
where
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I⊥ = − ν0Cd
2d(1 + u0)2
[
u20d(d − 1) + u0(2d2 + 2d− 8) + d(d+ 3)
2(d+ 2)
(
g10
m−y
y
+ g20
m−ε
ε
)
+
(u0 − 1)
u0
(
αg10
m−y
y
+ g20
m−ε
ε
)]
; (A55)
I‖ = −
ν0Cd
2d(1 + u0)2
(d− 1)u
2
0(d− 1) + u0(d+ 4) + 1
(d+ 2)
(
g10
m−y
y
+ g20
m−ε
ε
)
. (A56)
The expressions (A13), (A40), (A44), and (A54) are
final answers for divergent parts of all the Green func-
tions, which are needed to renormalize the model. To
find renormalization constants it is necessary to put them
into the expressions (4.2) – (4.6) and to require their UV
finiteness (when they are expressed in new renormalized
variables), i.e., finiteness at y → 0 and ε→ 0.
4. Renormalization constants Z1 – Z6
From the expressions (4.2) and (A54) – (A56) it follows
that the renormalization constant Z1 is connected to the
expression I⊥, while the renormalization constant Z2 is
connected to the expression I‖. Moreover, one should
not forget all the factors like u0, v0 or g1/2,0, which are
presented in the terms of the action functional and are
not necessary presented in the results of calculations of
diagrams; see, for example, expression (A14) – not all
the terms in the expression (A13) are proportional to
the coupling constant g20. In the one-loop approxima-
tion we may always replace the bare couplings g1/2,0 by
their renormalized counterparts g1/2: since we have al-
ready singled out poles in y and ε, taking into account
corrections Zg1/2 would be an excess of accuracy; see,
e.g., (A19). The multipliers like (m/µ)y, which are con-
nected with Zg1/2 , in the MS scheme are equal to 1.
This observation also takes place for all other parame-
ters, namely u, v, ν, and c. Passing to new variables
according to the convention g1,2 → g1,2Cd one finally ob-
tains
Z1 = 1− u
2d(d− 1) + u(2d2 + 2d− 8) + d(d+ 3)
4d(d+ 2)(1 + u)2
×
(
g1
y
+
g2
ε
)
− u− 1
2du(1 + u)2
(
α
g1
y
+
g2
ε
)
;
Z2 = 1− (d− 1)u
2(d− 1) + u(d+ 4) + 1
2d(d+ 2)u(1 + u)2
(
g1
y
+
g2
ε
)
;
Z3 = 1− 1
2dv
[
d− 1
v + 1
(
g1
y
+
g2
ε
)
+
(u − v)
u(u+ v)2
(
α
g1
y
+
g2
ε
)]
;
Z4 = 1 +
d− 1
2d(1 + u)(1 + v)
(
g1
y
+
g2
ε
)
;
Z6 = 1− d− 1
2du(1 + u)
[
α
g21
g2(2y − ε) + (α+ 1)
g1
y
+
g2
ε
]
.
(A57)
As it was mentioned in (A34), the renormalization con-
stant Z5 is trivial.
To find renormalization constants Z for the fields φ and
φ′ and physical parameters of the system on should use
the relations (4.7) and the binomial relation (1+ x)−n =
1− nx+O(x2), which is necessary to calculate Z−ni .
Appendix B: Calculation of the diagrams for
advection-diffusion stochastic equation
In this section the detailed calculations of the dia-
grams, defining the renormalization constants Zκ (see
Sec. VI C) and Zn (see Sec. VID), are presented.
1. The diagram for response function 〈θ′θ〉
The constant Zκ is to be found from the requirement
of UV finiteness of the 1-irreducible Green function 〈θ′θ〉.
Like for the original Navier-Stokes model, the divergent
part of the considered Feynman diagram is independent
on c0 ∼ c and, therefore, can be calculated directly at
c = 0.
An analytical expression for the diagram D8,
D8 = , (B1)
which enters the expression (6.10), is
D8 =
∫
dω
2π
∫
ddk
(2π)d
Va(p)Vc(p+ k)
1
−iω + w0ν0(p+ k)2
× [Pac(k)A(k) +Qac(k)B(k)] . (B2)
Here Va(p) = ipa and Vc(p+ k) = i(p + k)c are two
vertices of the type (6.6), w0 = ν0/κ0; scalar coeffi-
cients A(k) and B(k) of the propagator 〈vavc〉 are defined
in (A4).
Since in the leading-order approximation the renormal-
ization constant Zκ in the bare term of (6.10) is taken
only in the first order in coupling constants g1 and g2, i.e.,
κ0 = κZκ ≃ κ(1+ z(1)y g1/y+ z(1)ε g2/ε), during the actual
calculation all other renormalization constants in the di-
agram D8, entering, for example, the functions A(k) and
B(k), should be replaced with unities.
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From the integration over the frequency we get
∫
dω
2π
A(k)
−iω + wν(p + k)2 =
1
2ν2k2[k2 + w(p + k)2]
;∫
dω
2π
B(k)
−iω + wν(p + k)2 =
1
2ν2uk2[uk2 + w(p + k)2]
.
(B3)
The expression (B2) can be separated into two parts:
Iˇ1 = −
∫
ddk
(2π)d
pa(p+ k)c
Pac(k)
2ν2k2[k2 + w(p + k)2]
;
Iˇ2 = −
∫
ddk
(2π)d
pa(p+ k)c
Qac(k)
2ν2uk2[uk2 + w(p + k)2]
.
(B4)
We are interested in the term proportional to p2.
Therefore, in computation of Iˇ1 one may immediately
set p = 0 and, using the expressions (A9), (A12), and
the notation giCd → gi, get
Iˇ1 = −p2 ν
2(w + 1)
d− 1
d
(
g1
m−y
y
+ g2
m−ε
ε
)
. (B5)
Using Taylor expansion up to the linear term in p for the
second part of (B3) we can rewrite Iˇ2 in the form
Iˇ2 = −p2 ν
2u(u+ w)
1
d
u− w
u+ w
(
αg1
m−y
y
+ g2
m−ε
ε
)
.
(B6)
Finally, collecting Iˇ1 and Iˇ2 yields
D8 = −p2 ν
2
1
d
[(
d− 1
w + 1
+
α
u(u+ w)
− 2 αw
u(u+ w)2
)( µ
m
)y g1
y
−
(
d− 1
w + 1
+
1
u(u+ w)
− 2 w
u(u+ w)2
)( µ
m
)ε g2
ε
]
.
(B7)
Therefore, the renormalization constant Zκ [see (6.10)] should be chosen as
Zκ = 1− 1
2dw
[
d− 1
w + 1
+
α(u− w)
u(u+ w)2
]
g1
y
− 1
2dw
[
d− 1
w + 1
+
u− w
u(u+ w)2
]
g2
ε
. (B8)
2. The diagram for composite operator θn(x)
The divergence of the graph D9,
D9 = , (B9)
entering into the expansion (6.25), is logarithmic, hence,
one might set all the external frequencies and momenta
equal to zero. Therefore, the analytical expression of the
diagram is given by
D9 =
∫
dω
2π
∫
ddk
(2π)d
Va(k)Vc(−k) 1
ω2 + w2ν2k4
× [Pac(k)A(k) +Qac(k)B(k)] , (B10)
where Va(k) and Vc(−k) are two vertices (6.6); scalar
coefficients A(k) and B(k) of the propagator 〈vavc〉
are defined in (A4) with the replacement of original
bare parameters to their renormalized counterparts. As
Va(k)Pac(k) = 0, only the second term in (B10) gives a
non-vanishing contribution.
Integration over the frequency gives∫
dω
2π
B(k)
ω2 + w2ν2k4
=
1
2ν3
1
uw(u+ w)
1
k6
. (B11)
Contracting tensor indices, using (A12), and collecting
all the factors the expression (6.23) can be rewritten as
follows
Γn(x; θ) = θ
n(x)
{
1 +
n(n− 1)
4wu(u+ w)
[
αg1
( µ
m
)y 1
y
+ g2
( µ
m
)ε 1
ε
]}
, (B12)
where the substitution gi → giCd is implied.
The renormalization constants Zn are found from the
requirement that the renormalized analog ΓRn = Z
−1
n Γn
of the function (6.22) be UV finite in terms of renormal-
ized parameters. In contrast to the expressions (4.2) –
(4.6), in this case the renormalization constants Zn do
not pertain to some model parameters, but to the Green
functions themselves. Hence, using the loop expan-
sion (6.23) one does not find the renormalization con-
stants Zn, but an inversed one Z
−1
n . Taking into account
a minus sign in the exponent, from (B12) it follows that
in the MS scheme the renormalization constants take a
form
Zn = 1 +
n(n− 1)
4wu(u+ w)
(
αg1
y
+
g2
ε
)
. (B13)
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