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Abstract
We present new exact cosmological inhomogeneous solutions for gravity coupled to a scalar field in a
general framework specified by the parameter λ. The equations of motion (and consequently the solutions)
in this framework correspond to either low-energy string theory or Weyl integrable spacetime according to
the sign of λ. We show that different inflationary behaviours are possible, as suggested by the study of the
violation of the strong energy condition. Finally, by the analysis of certain curvature scalars we found that
some of the solutions may be nonsingular.
PACS numbers: 04.20.Jb 90.80.Cq 04.50+h
1 Introduction
The inflationary paradigm was first introduced by Guth [1] and solves, without the necessity of imposing highly
special conditions on the initial state of the universe, some of the problems of the standard cosmological model.
However, the homogeneity and isotropy problem still deserves some attention. This is due to the fact that a
general proof of the naturalness of inflation is still to be derived. That is to say, it has not been shown that
inflation will take place in any spacetime, independently of its symmetries. Since Gibbons and Hawking [2]
and Gibbons and Moss [3] have stated the “cosmic no hair” conjecture, some progress has been made by Wald
[4] in the case of Bianchi models. There has also been contributions from Jensen and Stein-Schabes [5], and
Stein-Schabes and Barrow [6] for a class of inhomogeneous models which was quite close to spatial homogeneity.
In all of these cases, inflation was driven by a positive cosmological constant as the conjecture requires.
In the more general case of a scalar field powering the expansion, Collins and Hawking [7] studied whether
homogeneous models can approach isotropy. They found that only an insignificantly small number of these
models can isotropize. Morover, there are some “no go” results for a large class of scalar field potentials [8].
Byland and Scialom [9] studied the issue of isotropization and inflation in Bianchi I, Bianchi III and Kantowski-
Sachs models. They found that isotropy can be reached without inflation for Bianchi I and that if inflation
takes place then isotropy is always reached, confirming previous results by Burd an Barrow [10].
In spite of these advances, whether or not inflation is generic is still an open issue either in the case of
anisotropic or inhomogeneous scalar field universes. In particular for the inhomogeneous case some numerical
and qualitative work has been done on the occurrence of inflation when initial inhomogeneities are present
[11, 12, 13]. However, only a few exact solutions can be found in the literature. In a number of papers, Feinstein
et al [14, 15, 16] showed that the behaviour of the inhomogeneous solutions can be diverse. In some cases their
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solutions inflate and homogeneize, but they do not isotropize [14]. In [15] it was shown that only some regions
of spacetime undergo inflation, while for the geometries discussed in [16] inflation never occurs.
The scalar field which is a basic ingredient for inflation, arises naturally at in least three different contexts:
Kaluza-Klein theories [17], low-energy string theory [18] and Weyl’s theory in its integrable version (WIST)
[19]. As we shall see later, a salient feature of WIST is that for a certain range of values of a parameter λ, the
equations of motion coincide with those obtained in the low-energy limit of string theory in the so-called Einstein
frame, neglecting all matter fields but the dilaton 2 [20]. Consequently, our aim is to derive and analyze the
properties of inhomogeneous cosmological solutions of the equations of motion in the general setting of WIST.
In so doing, we will obtain new solutions for low energy string theory in the case mentioned above and solutions
with no counterpart in General Relativity (GR), i.e. unique to WIST.
In this work we shall use a model which generalizes Bianchi I cosmologies by the addition of some inho-
mogeneity in one dimension. These models are describable by the generalized Eistein-Rosen metric [28]. The
origin of the inhomogeneity may be related to the presence of a background of primordial gravitational waves,
which may have played a role in the early stages of the Universe [14]. The scalar field of the model is under the
influence of a Liouville type potential, which arises as an effective potential in many unification theories [21].
Also this potential might give rise to a power law-inflation. It has been suggested by Mu¨ller et al [22] that this
type of inflation is an attractor in the space of solutions of Einstein’s equations in the limit t→∞ for the case
of inhomogeneous spacetimes with a minimally coupled scalar field.
The structure of the paper is as follows. In Section 2 we give a short review of the basics of WIST integrable
geometry and in Section 3 we derive the field equations. Sections 4 and 5 are devoted to two different types
of solutions for the generalized Einstein-Rosen geometry. In Section 6 we discuss whether the solutions display
inflation as indicated by the violation of the strong energy condition (SEC). We also study their singularity
pattern by considering certain curvature scalars. Our conclusions and final remarks are given in Section 7.
2 Weyl integrable space-time
Weylian geometry is a generalization of Riemannian geometry in which the metric and a scalar field are the
fundamental objects 3. The difference between the two geometries stems from the law of parallel transport,
which in the case of Weylian geometry is given by
gµν;δ = ωδgµν . (1)
The field ωδ governs the variation of the standards of measure according to
dl =
l
2
ωαdx
α. (2)
If we impose that the vector field ωµ be a gradient of a certain field ω, that is,
ωµ = ∂µω, (3)
2In turn, these are the equations for General Relativity plus a minimally coupled scalar field.
3A review of Weylian geometry can be found in [23].
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then length variations along a closed path are integrable. The resulting geometrical structure is called Weyl
Integrable Space-Time (WIST) [19]. We see therefore that in WIST the scalar field has a purely geometrical
origin.
The simplest action we can write for this geometry in a vacuum is
SW =
∫
(R + ξω;µ;µ)
√−g d4x, (4)
where R is the the scalar curvature for the Weylian geometry and ξ is an arbitrary coupling constant. The
variation of SW gives the following equations of motion
Gµν + ω;µ;ν − (2ξ − 1)ω;µω;ν + ξgµνω ;αω ;α = 0, (5)
ω;α;α + 2ω;α ω
;α = 0. (6)
These equations are written in terms of the tensors associated to the Weylian geometry. However they can be
recast using the corresponding Riemannian tensors in the following way [23]:
Ĝµν = −λ(ω||µω||ν −
1
2
gµνω
||αω||α), (7)
✷̂ω = 0, (8)
where λ = 3 − 4ξ. According to the conventions we are using for the Riemann tensor, the source-like term
coincides with the stress-energy tensor of a scalar field in a Riemannian spacetime only if the constant λ is
negative. As was stated above, the solutions will depend on the parameter λ, which determines the type of
theory we are dealing with. For a negative λ we recover GR, while λ > 0 provides us with a different sector of
WIST. Some solutions of interest in the case of λ < 0 have been mentioned in the introduction. Several exact
solutions with λ > 0 have been found in WIST. Among them, we can cite nonsingular cosmologies [19], static
and spherically symmetric spacetimes [24], inflationary solutions [25], and dilaton electromagnetic Bianchi-I
cosmologies [26]. The coupling of different types of matter to the geometry of WIST was studied in [27]. In the
next section we will derive the expression for the field equations (7) and (8) in the generalized Einstein-Rosen
metric.
3 Field equations
In what follows, we shall work with one-dimensional inhomogeneities which are describable by the generalized
Einstein-Rosen metric. These spacetimes admit an Abelian group of isometries G2 and include Bianchi models
of types I-VII [28]. Assuming that the two Killing vectors are hypersurface orthogonal, the metric of the model
is given by the following diagonal form:
ds2 = ef(t,z)(−dt2 + dz2) +G(t, z)[eh(t,z)dx2 + e−h(t,z)dy2]. (9)
The potential is taken as
V (ω) = Λe−λkω(t,z), (10)
3
where Λ and k are arbitrary constants. The field equations for the geometry are
G¨
G
− G
′′
G
= 2efV, (11)
G¨
G
+
G′′
G
− 1
2
(
G˙
G
)2
− 1
2
(
G′
G
)2
− f˙ G˙
G
− f
′G′
G
+
1
2
h˙2 +
1
2
h′2 = λ(ω˙2 + ω′2), (12)
G˙′
G
− G˙G
′
2G2
+
1
2
h˙h′ − f
′G˙
2G
− f˙G
′
2G
= λω˙ω′, (13)
h¨− h′′ + G˙h˙
G
− G
′h′
G
= 0, (14)
ω¨ − ω′′ + G˙ω˙
G
− G
′ω′
G
− e
f
λ
∂V
∂ω
= 0. (15)
We shall find particular solutions to these equations for two different cases: G = G(t) (which corresponds to the
case in which the element of the transitivity surface is homogeneous) and G = G(t, z). To solve the equations
we shall adapt the method presented in [14] for the first case and the steps given in [15] for the second case.
4 G=G(t)
To solve Eqs.(11)-(15), we write the scalar field as follows [14],
ω(t, z) = −k
2
lnG(t) + Ω(t, z). (16)
After substituting Eq.(16) into Eq.(15) we obtain an expression for Ω(t, z),
Ω¨− Ω′′ + G˙
G
Ω˙ = 0. (17)
Suppose that the functions h(t, z) and Ω(t, z) can be split as
h(t, z) = Π(t) + P (z), Ω(t, z) = χ(t) + ψ(z). (18)
Using Eq.(18) in Eqs.(14) and (17) we get
h(t, z) = Π(t) +
B
2
z2 + Cz, Φ(t, z) = χ(t) +
E
2
z2 + Fz, (19)
where B,C,E and F are arbitrary constants of integration. Substituting this equation and the expression for
f(t, z)′ obtained by differentiating Eq.(11) into Eq.(13) we obtain
1
2
Π˙(Bz + C)− λχ˙(Ez + F ) = 0, (20)
where λ is the constant that appears in the equations of motion. From Eqs.(11), (15) and (19) we arrive at
G¨
G
−
...
G
G¨
G˙
G
−K
(
G˙
G
)2
+
1
2
Π˙2 − λχ˙2 + 1
2
(Bz + C)2 − λ(Ez + F )2 = 0, (21)
with K = − 14 (λk2 + 2). It follows from this equation and Eq.(20) that
Π˙ =
2λF
C
χ˙. (22)
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Eq.(14) now gives
Π˙ =
A
G
, (23)
where A is a constant.
Finally, after substituting Eqs.(22) and (23) into Eq.(21) we obtain an equation that governs the evolution
of the function G(t):
G¨2G− ...G G˙G−KG¨G˙2 +M2G¨+N2G2G¨ = 0, (24)
where the constants M are N are given by
M2 =
A2
2
(
1− C
2
2λF 2
)
, N2 =
(
C2
2
− λF 2
)
. (25)
Also the functions appearing in the metric can be rewritten as the following
h(t, z) = A
∫
dt
G
+ Cz, (26)
ω(t, z) = −k
2
lnG+
CA
2Fλ
∫
dt
G
+ Fz, (27)
f(t, z) = λkω + ln
G¨
G
− ln 2Λ. (28)
Therefore any solution of Eq.(24) will determine the functions in the metric (9).
Next we present particular cases of this geometry. Each case is associated to a different choice of the function
G(t). A summary of the solutions and constraints on the parameters is displayed in Table 1 for λ > 0.
Let us remark that all of the solutions with λ > 0 are new. In all four cases, the possible values of the
parameter λ are restricted by the integration constants appearing in the solution. Note that for G(t) = tβ ,
the function f(t, z) contains a logarithmic term involving constants which will be important when studying the
possible violation of the SEC (see Section 6).
There exist similar solutions in the case of GR plus a minimally coupled scalar field. Note that in the
first two solutions of Table 1, only f(t, z) depends on λ. The solutions for the cases G(t) = α sinhβt and
G(t) = α sinβt in GR are easily obtained by setting λ = −1 in the corresponding expressions in Table 1. They
are only subjected to the constraint k2 > 2. These results are summarized in Table 2.
For the solutions obtained in GR, we shall point out that G(t) = tβ and G(t) = α sinβt are new and have
not been discussed previously in the literature. The other two solutions we were able to derive are more general
than those obtained in [14].
5 G = G(t, z)
As in the case for G = G(t), we assume that ω may be written in the form [15]
ω(t, z) = −k
2
lnG(t, z) + Ω(t, z). (29)
Using Eq.(15) one may obtain the relation
Ω¨− Ω′′ + G˙
G
Ω˙− G
′
G
Ω′ = 0. (30)
5
G(t) Constraints Functions
eβt β2 = 2 2λF
2−C2
λk2+2 , h(t, z) = Cz,
λ > C
2
2F 2 , ω(t, z) = −k2βt+ Fz,
A = 0 , Λ > 0, f(t, z) = −λk22 βt+ λkFz + ln
(
β2
2Λ
)
.
tβ β = −2 1±
√
1+2(λk2+2)(2λF 2−C2)
λk2+2 , h(t, z) = Cz,
λ > C
2
2F 2 , ω(t, z) = −k2β ln t+ Fz,
A = 0, f(t, z) = −
(
λk2
2 β + 2
)
ln t+ λkFz + ln
[
β(β−1)
2Λ
]
.
α sinhβt β2 = 2 2λF
2−C2
λk2+2 , h(t, z) =
A
αβ ln
(
tanh βt2
)
+ Cz,
α2 = A
2
2λF 2
λk2+2
2−λk2 , ω(t, z) = −k2 lnα+ ln
[
(tanh βt
2
)δ
(sinh βt)
k
2
]
+ Fz,
λ ∈
(
C2
2F 2 ,
2
k2
)
, δ = AC2λFαβ , Λ > 0, f(t, z) = ln
(
β2α−λk
2/2
2Λ
)
+ ln
[
(tanh βt
2
)δλk
(sinhβt)λk2/2
]
+ λkFz.
α sinβt β2 = −2 2λF 2−C2λk2+2 , h(t, z) = Aαβ ln
(
tan βt2
)
+ Cz,
α2 = A
2(λk2+2)
2λF 2(λk2−2) , ω(t, z) = −k2 lnα+ ln
[
(tan βt
2
)δ
(sin βt)
k
2
]
+ Fz,
λ ∈
(
2
k2 ,
C2
2F 2
)
, δ = AC2λFαβ , Λ > 0, f(t, z) = ln
(
β2α−λk
2/2
2Λ
)
+ ln
[
(tan βt
2
)δλk
(sin βt)λk2/2
]
+ λkFz.
Table 1: Particular solutions to Eqns.(11)-(15) for λ > 0.
G(t) Constraints Functions
eβt β2 = 2 2F
2+C2
k2−2 ,
A = 0 , Λ > 0, k2 > 2, f(t, z) = k
2
2 βt− kFz + ln
(
β2
2Λ
)
.
tβ β = −2 1±
√
1−2(2−k2)(2F 2+C2)
k2−2 ,
k2 > 2− 12(2F 2+C2) , C2 > 14 − 2F 2, f(t, z) =
(
k2β
2 − 2
)
ln t− kFz + ln
[
β(β−1)
2Λ
]
.,
A = 0,
Table 2: Particular cases of the geometry (9) for λ = −1.
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This equation together with Eq.(14), implies the following general form for ω(t, z)
ω(t, z) = −k
2
lnG(t, z) +mh(t, z), (31)
where m is a constant. We further assume that the function G(t, z) is separable:
G(t, z) = T (t)Z(z). (32)
Eqs.(13)-(15) suggest that two Ansa¨tze are possible for h:
eh(t,z) = Q(t)Z(z)n, (33)
or
eh(t,z) = T (t)nP (z). (34)
These two cases will be treated separately below.
5.1 Case I: eh(t,z) = Q(t)Z(z)n
After substituting Eqn.(33), Eq.(14) takes the form
n
Z ′′
Z
=
T˙ Q˙
TQ
+
Q¨
Q
− Q˙
2
Q2
= nǫa2, (35)
with ǫ = 0,±1. The spatial part of this equation can be easily solved and leads to
Z(z) =

A coshaz +B sinh az, ǫ = 1,
Az +B, ǫ = 0,
A cos az +B sin az, ǫ = −1.
(36)
The temporal part of Eq.(35) can be written as an integral equation which will be given below (Eq.(41)). Eq.(11)
will be taken as the definition of the function f(t, z). Also note that we have not yet used Eqs.(12) and (13).
They can be rewritten in a more useful way, as we shall present below (Eqs.(42) and (43)). These considerations
lead us to the following system of equations:
G(t, z) = T (t)Z(z), (37)
h(t, z) = lnQ(t) + n lnZ(z), (38)
ω(t, z) = −k
2
ln[T (t)Z(z)] +mh(t, z), (39)
f(t, z) = λkω(t, z) + ln
(
T¨
T
− Z
′′
Z
)
− ln 2Λ, (40)
lnQ(t) = nǫa2
∫
(
∫ t
0
T (τ)dτ)
T (t)
dt, (41)
f ′Z
Z ′
=
T
T˙
[
−f˙ + T˙
T
(
1− λk
2
2
+ λmnk
)
+
Q˙
Q
(n− 2λm2n+ λmk)
]
,(42)
−Z
′′
Z
− Z
′2
Z2
(
−λm2n2 + λmnk − λk
2
4
− 1
2
+
n2
2
)
+
f ′Z ′
Z
=
T¨
T
− T˙
2
T 2
(
λk2
4
+
1
2
)
− f˙ T˙
T
+
Q˙2
Q2
(
1
2
− λm2
)
+ λmk
Q˙T˙
QT
. (43)
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We seek particular solutions for this system.
Eqn.(43) suggests the following convenient form of T (t),
T (t) = eβt. (44)
From Eq.(41) we obtain the corresponding Q(t),
Q(t) = exp
(
nǫa2
β
t
)
, (45)
The solution is specified by T (t), Q(t) and Z(z) and Eqs.(42) and (43) give constraints for the different constants
that appear in the solution. According to the choice of Z(z), we shall study three different cases. Table 3
summarizes the solutions obtained with the above values for T (t) and Q(t), with λ > 0.
It can be shown from Eqns.(42) and (43) that Z(z) = Az is not a solution for λ > 0 for the choices (44),
T (t) = sinβt, T (t) = cosβt, and T (t) = sinhβt . It is however a solution in GR [15]. The two solutions
displayed on Table 3 are new for λ > 0 and they were also shown to be solutions in GR in [15].
5.2 Case II: eh(t,z) = T (t)nP (z)
In analogy with the previous case, we arrive at the following system of equations:
G(t, z) = T (t)Z(z), (46)
h(t, z) = n lnT (t) + lnP (z), (47)
ω(t, z) = −k
2
ln[T (t)Z(z)] +mh(t, z), (48)
f(t, z) = λkω(t, z) + ln
(
T¨
T
− Z
′′
Z
)
− ln 2Λ, (49)
lnP (z) = nǫa2
∫
(
∫ z
0 Z(η)dη)
Z(z)
dz, (50)
f˙T
T˙
=
Z
Z ′
[
−f ′ + Z
′
Z
(
1− λk
2
2
+ λmnk
)
+
P ′
P
(n− 2λm2n+ λmk)
]
,(51)
− T¨
T
− T˙
2
T 2
(
−λm2n2 + λmnk − λk
2
4
− 1
2
+
n2
2
)
+
f ′Z ′
Z
=
Z ′′
Z
− Z
′2
Z2
(
λk2
4
+
1
2
)
− f
′Z ′
Z
+
P ′2
P 2
(
1
2
− λm2
)
+ λmk
Z ′P ′
ZP
.(52)
Table 3 summarizes the solutions obtained with
Z(z) = eβz, P (z) = exp
(
nǫa2
β
z
)
. (53)
Let us mention that for λ > 0 the case ǫ = 0 is not a solution and that both solutions presented for T (t) are
new. For the value λ = −1, we recover the corresponding solutions in GR obtained by [15].
6 Inflation and singularities
The presence of inflation is distinctly signalled out by the behaviour of the deceleration factor q. In order to
calculate q, we need to define a velocity field uµ for the matter in such a way that uµu
µ = −1. The usual
8
Z(z) Constraints Solutions
sinaz β = ±a
√
2−λk2
2+λk2 , G(t, z) = e
βt sinaz,
m = ±
√
λ(λk2+2n2−2)
2nλ , h(t, z) = −na
2
β t+ n ln(sin az),
n2 > 2−λk
2
2 , ω(t, z) = −
(
kβ
2 +
mna2
β
)
t+
(
mn− k2
)
ln(sin az),
k2 < 2λ , Λ > 0, f(t, z) = −λk
(
kβ
2 +
mna2
β
)
t
+ λk
(
mn− k2
)
ln(sin az) + ln
(
β2+a2
2Λ
)
.
sinh az β = ±a
√
λk2−2
λk2+2 , G(t, z) = e
βt sinhaz,
m = ±
√
λ(λk2+2n2−2)
2nλ , h(t, z) =
na2
β t+ n ln(sinh az),
n2 > 2−λk
2
2 , ω(t, z) =
(
−kβ2 + mna
2
β
)
t+
(
mn− k2
)
ln(sinh az),
k2 > 2λ , Λ < 0, f(t, z) = λk
(
−kβ2 + mna
2
β
)
t
+ λk
(
mn− k2
)
ln(sinh az) + ln
(
β2−a2
2Λ
)
.
Table 3: Particular solutions of the system given by Eqs.(37)-(43), using Eqs.(44) and (45).
T (t) Constraints Solutions
sinat β = ±a
√
2−λk2
2+λk2 , G(t, z) = e
βz sin at,
m = ±
√
λ(λk2+2n2−2)
2nλ , h(t, z) = −na
2
β z + n ln(sin at),
n2 > 2−λk
2
2 , ω(t, z) = −
(
kβ
2 +
mna2
β
)
z +
(
mn− k2
)
ln(sin at),
k2 < 2λ , Λ < 0, f(t, z) = −λk
(
kβ
2 +
mna2
β
)
z
+ λk
(
mn− k2
)
ln(sin at) + ln
(
−β2−a2
2Λ
)
.
sinh at β = ±a
√
λk2−2
λk2+2 , G(t, z) = e
βz sinh at,
m = ±
√
λ(λk2+2n2−2)
2nλ , h(t, z) =
na2
β z + n ln(sinh at),
n2 > 2−λk
2
2 , ω(t, z) =
(
−kβ2 + mna
2
β
)
z +
(
mn− k2
)
ln(sinh az),
k2 > 2λ , Λ > 0, f(t, z) = λk
(
−kβ2 + mna
2
β
)
z
+ λk
(
mn− k2
)
ln(sinh at) + ln
(
a2−β2
2Λ
)
.
Table 4: Particular solutions to the system given by Eqs.(46)-(52), with Eqns.(53).
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definition of a four-velocity orthogonal to the hypersurfaces ω = const. given by
vα =
ωα√−ωαωα
(54)
is not suitable because for some of the cases studied here the gradient of ω is spacelike. We shall follow instead
a different route. The nonfulfillment of the SEC is known to be a necessary condition for inflation to occur.
Therefore, we shall study the behaviour of the quantity τ = (Tµν − T2 gµν)uµuν (where T is the trace of the
energy-momentum tensor). Whenever this quantity is negative or zero, SEC is violated and inflation may be
possible.
We also would like to make some statements regarding the (absence of) singularities that these geometries
may display. The behaviour of the invariants R1 = gµνR
µν , R2 = RµνR
µν , R3 = RµναβR
µναβ is of help in this
task. The results are tabulated in Table 5, including the analysis of τ for each case, for a positive λ.
From Table 5 we see that for solution (1) the entire spacetime may undergo inflation for Λ > 0. In the
analogous solution of GR however, inflation requires there that k ∈ (−2, 2) [14], but this is actually forbidden
even in the case β 6= 1. This can be seen from the definition of β2 for this solution given in Table 2. Also, the
calculation of the invariants show that this solution may be nonsingular both in GR and WIST (except perhaps
for some special values of λ).
The caseG(t) = tβ must be treated separately. It is apparent that there may be inflation if β > 1, with λ > 0.
Then the constraint imposed by the argument of the logarithm in the solution (see Table 1) is automatically
satisfied. From this restriction, we can obtain an inequality that limits the possible values for λ. The general
case is very involved, so we restrict our study to the special case F = ±k4 . For these values, λ must fulfill
λ > 2
4C2 + 3
k2[1− 4(C + 1)] , (55)
with C < − 34 . The scalars R1, R2, and R3 are regular for every t and z, but we have to impose again β > 1,
which was a condition for inflation.
For the corresponding solution in GR, we may have inflation for at least Λ > 0 and β < 0. Also in the GR
case, singularities may be absent if β < 0.
For solutions (3) and (4) of Table 5, the expression of τ shows that SEC may be violated only for some
intervals of the t coordinate. Because the expression for the scalars is very involved, we can only state that they
may be regular for special values of the constants.
In solution (5), the quantity between brackets in τ is always positive for λ > 0. However we expect that in
the general case the sign of τ depends periodically on z 4. The same situation occurs for solution (6), for at
least n = k/2m. In both solutions, R1, R2 and R3 are finite for all values of t but they may diverge for some z.
Finally, for solution (7) SEC may be violated only for a finite range of t values while in solution (8), τ is
always negative for any values of t and z. In both cases, the scalars are finite for all z, but they may diverge
for some t.
4 The behaviour of solutions (5)-(8) for λ < 0 has been studied in [15].
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G SEC Violation R1, R2, R3
(1) eβt τ = −Λ2 (λk2 + 4) exp
[−λk2 (−kβt+ 2Fz)] regular for every t
negative for Λ > 0. and z.
(2) tβ τ = −Λ
(
β(λk2+4)−4
2(β−1)
)
eλkFz t
λk2β
2 regular for every t
negative for β > 1 and Λ > 0. and z, with β > 1.
(3) α sinβt τ = −γ−1
(
tan βt2
)δλk
(sinβt)λk
2/2−2e−λFz× complicated functions[(
λβ2k2
4 − 2Λγ
)
cos2 βt− λβ2δk cosβt+ λβ2δ2 + 2Λγ
]
of t and z.
negative for some interval of t.
(4) α sinhβt τ = 14γ e
−λkFz(sinhβt)λk
2/2+2
(
tanh βt2
)δλk
× complicated functions[− 14 (λβ2k2 + δΛγ) cosh2 βt+ λβ2kδ coshβt− δ2β2λ+ 2Λγ] of t and z
negative for some interval of t.
(5) eβt sin az τ = − Λ2β2(a2+β2) exp
[
λk(2mna2+kβ2)
2β t
]
× finite for all t.
(sin az)[λk(
k
2
−mn)][λ(kβ2 + 2mna2)2 + 4β2(a2 + β2)].
(6) e(βt) sinh az τ = − Λ2β2(β2−a2) exp
[
−λk(2mna2−kβ2)2β t
]
× finite for all t.
(sinh az)[λk(
k
2
−mn)][λ(4mna2(mna2 − kβ2) + k2β4)
+ 4β2(β2 − a2)].
(7) eβz sin at τ = Λ2(β2+a2) exp
[
λk(−2mna2+kβ2)
2β z
]
× finite for all z.
(sin at)[λk(
k
2
−mn)−2] [λa2(k − 2mn)2 cos2 at− 4(β2 + a2) sin2 at].
(8) eβz sinh at τ = Λ2(β2−a2) exp
[
λk(−2mna2+kβ2)
2β z
]
× finite for all z.
(sinh at)[λk(
k
2
−mn)−2][
λa2(k − 2mn)2 cosh2 at− 4(β2 − a2) sinh2 at] .
Table 5: The study of the violation of the strong energy condition and curvature scalars.
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7 Conclusions
We have studied different classes of G2 inhomogeneous spacetimes for Weyl integrable spacetime (WIST). We
were able to investigate simultaneously two types of solutions: those belonging exclusively to WIST (i.e. for
λ > 0) and those that are solutions of GR (or low energy string theory, when considering solely the dilaton and
the graviton). In the two cases the scalar field was under the influence of an exponential potential. The eight
solutions with positive λ presented in Tables 1, 3, and 4 are new.
Setting λ = −1, WIST reduces to GR plus a scalar field. Using this fact, we were also able to obtain two
new solutions in GR. By the inclusion of extra constants, two other solutions obtained by [14] were generalized.
These solutions were summarized in Table 2.
The results presented in Table 5 indicate that for all of the solutions determined by G = G(t) with λ > 0
(see Table 1), SEC is violated and consequently there may be inflation. In particular, for solutions (1) and (2)
inflation is global, while for (3) and (4) the violation if any, depends on the t coordinate. We also noted that
while solution (1) may be inflationary for λ > 0, there is no inflation in the GR case. However for the other
solutions (see Table 2) there is inflation for negative λ.
The second group of solutions characterized by G = G(t, z), is divided into two subgroups (see Tables 3
and 4). Our results show that the inflationary behaviour of all these solutions is similar to the corresponding
solutions in GR obtained by Feinstein et al [15]. In the first subgroup summarized in Table 3, there is a strong
spatial dependence and SEC violation is more probable in some regions (for instance, near the hypersurface
z = 0 in the hyperbolic case). In the second subgroup described in Table 4, the dependence on t dominates
leading to analogous conclusions.
In summary, all of the solutions we have presented in this article exhibit inflation either globally or for
certain regions of spacetime and so their behaviour agrees with the conjecture of the naturalness of inflation.
We have also studied (whenever possible) the occurrence of singularities. We found that some of the models
are nonsingular for any value of λ when particular constraints on the integration constants are fulfilled. This
fact, which was not discussed in the GR case of [14], may be understood in terms of Raychaudhuri’s equation:
θ,µv
µ = v˙µ;µ + 2Ω
2 − 2σ2 − 1
3
θ2 + λ(ω,µv
µ)2 (56)
Note that Ω2 = 0 in all of our solutions and that the last term of this equation is always negative in GR.
From this we may conclude that solutions (1) and (2) in Table 5 taken in the limit λ = −1 have a nonzero
acceleration. In the case λ > 0 the situation is different. The singularity may be avoided by the combined effect
of the acceleration and scalar field terms.
Finally we would like to remark that dynamical analysis techniques applied to the equations of motion of
WIST (written in the appropiate set of variables) should permit a study of the asymptotic behaviour of these
models for any value of λ [29]. Based on this type of analysis for a homogeneous and isotropic solution performed
by Oliveira et al [30], we expect that the behaviour of general G2 inhomogeneous cosmologies with λ > 0 will
be different to the GR case. We hope to report more on this issue in a future publication.
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