Abstract: Visible light communication (VLC) has developed rapidly in recent years. VLC has the advantages of high confidentiality, low cost, etc. It could be an effective way to connect online to offline (O2O). In this paper, an RGB-LED-ID detection and recognition method based on VLC using machine learning is proposed. Different from traditional encoding and decoding VLC, we develop a new VLC system with a form of modulation and recognition. We create different features for different LEDs to make it an Optical Barcode (OBC) based on a Complementary Metal-Oxide-Semiconductor (CMOS) senor and a pulse-width modulation (PWM) method. The features are extracted using image processing and then support vector machine (SVM) and artificial neural networks (ANN) are introduced into the scheme, which are employed as a classifier. The experimental results show that the proposed method can provide a huge number of unique LED-IDs with a high LED-ID recognition rate and its performance in dark and distant conditions is significantly better than traditional Quick Response (QR) codes. This is the first time the VLC is used in the field of Internet of Things (IoT) and it is an innovative application of RGB-LED to create features. Furthermore, with the development of camera technology, the number of unique LED-IDs and the maximum identifiable distance would increase. Therefore, this scheme can be used as an effective complement to QR codes in the future.
Introduction
The Internet of Things (IoT) is an important part of the new generation of information technology. As the name suggests, the IoT technology aims to build a set of networks in which each object is connected. The IoT is widely used in network convergence through intelligent sensing, recognition technology, and ubiquitous computing and other communication sensing technologies [1] . The most widely used form of IoT is the quick response code (QR code) of different objects [2] . However, when the QR code is outdoors, especially in dark and distant conditions, the QR code scanning is difficult to implement. This limits the wider application of 2-D code access technology. Therefore, the market is in urgent need of access technology that can meet the specific environmental needs. The visible light communication (VLC) becomes the preferred technology.
A lot of research in the field of VLC has been done in recent years [3] [4] [5] [6] [7] . By modulating the frequency of light-emitting diodes (LEDs) up to several hundred MHz, which is undetectable to the human eyes [8, 9] , this is the basis for using VLC as access technology. Furthermore, there are a lot of advantages of VLC. First, the visible part of the electromagnetic spectrum is unlicensed and unregulated, and LEDs are more energy efficient than other radio transmitters [10] . Second, the line of The remainder of this paper is organized as follows: The background is described in Section 2. The system principle is in Section 3. Experiments and analysis are shown in Section 4. Finally, in Section 5, the conclusion is provided.
Background

Using a CMOS Sensor in VLC
Rolling Shutter Mechanism
For a Charge Coupled Device (CCD) sensor, the whole sensor is exposed simultaneously, and the data of all pixels are recorded simultaneously. This mechanism is called the global shutter mechanism of CCD sensors which is illustrated in Figure 1a . On the other hand, for a CMOS sensor, each row in the CMOS sensor is activated sequentially, which means that the data readout and exposure are performed row by row. When the exposure of the row is over, the read out for a row of data is given immediately. Finally, all scanlines captured at different times are combined to form images. This is the mechanism of the CMOS sensor we learned of from Refs. [18] [19] [20] , which is called the rolling shutter mechanism. The rolling shutter mechanism of CMOS sensors is illustrated in Figure 1b . The rolling shutter mechanism of the CMOS sensor, which opens and closes during exposure to LED light, will lead to CMOS image sensor captures on the bright stripes and dark stripes. smartphone to get the details of the product. These are just two examples of OBC applications, but many more are available. The remainder of this paper is organized as follows: The background is described in Section 2. The system principle is in Section 3. Experiments and analysis are shown in Section 4. Finally, in Section 5, the conclusion is provided.
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Using a CMOS Sensor in VLC
Rolling Shutter Mechanism
For a Charge Coupled Device (CCD) sensor, the whole sensor is exposed simultaneously, and the data of all pixels are recorded simultaneously. This mechanism is called the global shutter mechanism of CCD sensors which is illustrated in Figure 1a . On the other hand, for a CMOS sensor, each row in the CMOS sensor is activated sequentially, which means that the data readout and exposure are performed row by row. When the exposure of the row is over, the read out for a row of data is given immediately. Finally, all scanlines captured at different times are combined to form images. This is the mechanism of the CMOS sensor we learned of from Refs. [18] [19] [20] , which is called the rolling shutter mechanism. The rolling shutter mechanism of CMOS sensors is illustrated in Figure 1b . The rolling shutter mechanism of the CMOS sensor, which opens and closes during exposure to LED light, will lead to CMOS image sensor captures on the bright stripes and dark stripes. 
Camera Requirement
The camera has many performance indicators that affect the images they capture. When a camera is used as a receiver in the VLC system, the two most important characteristics are exposure time and International Organization for Standardization (ISO).
•
Exposure Time
The exposure time is a time horizon that the camera shutter is open for to allow light into the photodiode matrix. The exposure duration determines how long a pixel collects photons. Pixels in the light irradiation accumulate charge until saturation. 
Camera Requirement
• Exposure Time
The exposure time is a time horizon that the camera shutter is open for to allow light into the photodiode matrix. The exposure duration determines how long a pixel collects photons. Pixels in the light irradiation accumulate charge until saturation.
LED is not only used as a transmitter, but also in many cases as a light source in the indoor environment, so the intensity of the LED is very high and the charge of the pixels is saturated in a short time. When the pixel charge is saturated, the charge will spill over to the nearest pixel if it continues to irradiate, resulting in the accumulation and saturation of the charge in the near pixel. Therefore, if the exposure time is too long, the width of the bright stripe will increase, and the reception will be affected. Especially when we use RGB-LED, this effect is more obvious. Incorrect doping of color will greatly increase the error of detection and recognition.
• ISO In digital cameras, ISO indicates the speed of photosensitivity of the CCD or CMOS photosensitive elements. The higher the ISO value, the stronger the photosensitive ability of the photosensitive component. The higher the ISO, the fewer photons that a pixel needs to reach saturation. This means that the probability of the saturation pixel in the same exposure time increases, resulting in the width of the bright stripe in the captured image not normally increasing such that recognition rate will be reduced.
Avoiding Flicker and Keeping the Light White
Human eyes perceive objects around them by projecting images onto the retina. The brain needs a certain amount of time to process the received pictures, and our visual system cannot respond to the stimulus of the changes in front of the eyes, causing a delay in the observation of brightness or color changes. If intermittent stimuli appear below a certain frequency, our visual system can perceive changes (the effect is called flicker). Above the frequency at which the flicker effect ceases is called the flicker fusion threshold [21] . The flicker frequency of our LEDs are above 100 Hz, greater than the threshold, so the naked eye cannot see the flicker.
The most common and universal light in our lives is white light. The LEDs we are discussing here are used for both communication and general lighting in many cases. In general lighting, people generally have difficulty in accepting colored lights. Therefore, it is necessary to discuss the maintenance of white light in color modulation.
In the process of perceiving objects around us, our eyes go through a process called the sum of time. In the process, the eye accumulates photons until it is saturated. This period is called the t c :
I is the intensity of the stimulus (LED project's color stimulus in our case), and t c is the critical duration. With the increase of t, once the threshold is reached, additional stimulus light will not be perceived by the visual system. The perception of color by the human eye is the average of the stimulus within the critical duration. According to Bloch's law, the color Ψ is
where I R (t), I G (t), and I B (t) are the intensity functions of red, green, and blue light, respectively. For RGB-LED, if the three colors are emitted at the same ratio, the human eye will perceive the white light in the critical duration for the sum of the time. This is illustrated in Figure 2 . 
System Principle
Method Overview
We provide a brief overview of the system first. In the offline training phase, at the transmitter, Pulse Width Modulation (PWM)is used to control three red, green, and blue diodes of the RGB-LED. Then, the light emitted by the red, green, and blue diodes is mixed in RGB-LED light bulbs to become white light. At the receiver, smartphone cameras can be used. The LED project image is captured with stripes by the CMOS sensor because of the rolling shutter mechanism. Due to special modulation, different LED project stripe images have different features, so we can call them the LEDIDs. Then, we use image processing technology to extract features to facilitate counting and extracting. In the process of image processing, the color LED projection is separated into three channels: R, G, and B. Next, according to our selected features, feature data will be extracted through image processing such as binarization, edge detection, etc. Then, according to the acquired feature data, a machine learning algorithm is applied to build the classifier. At last, exploring the boundary and completing the construction of the LED-ID library is done.
In the online training phase: First, when setting up the system, select the appropriate ID from the LED-ID library according to the required number and modulate the LED with the parameters of ID pairs in the library. The web page or other information corresponding to the ID is stored in the cloud server. Once the user's achievement is recognized, the cloud content can be downloaded from the network. The schematic diagram of the method is given in Figure 3 . What is more, in practical applications, the receiving end is not necessarily a cellphone camera, but also an on-board camera, a robot camera, etc.
In the next part of this section, we will select six representative RGB-LED-IDs to illustrate signal modulation, image processing, classifier establishment, and the online identification of our system. 
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In the online training phase: First, when setting up the system, select the appropriate ID from the LED-ID library according to the required number and modulate the LED with the parameters of ID pairs in the library. The web page or other information corresponding to the ID is stored in the cloud server. Once the user's achievement is recognized, the cloud content can be downloaded from the network. The schematic diagram of the method is given in Figure 3 . What is more, in practical applications, the receiving end is not necessarily a cellphone camera, but also an on-board camera, a robot camera, etc. 
LED Modulation
Pulse width modulation (PWM) is a very effective technique to control analog circuits by the digital transmission of microprocessors. It is widely used in many fields from measurement and communication to power control and transformation.
For RGB-LEDs, three pulse signals are generated to control the red, green, and blue diodes of the RGB-LEDs, respectively, using PWM. Then, the three diodes will produce a cumulative color. According to the rolling shutter mechanism of a CMOS sensor, the number of bright stripes on the LED project could be changed by changing the modulation frequency of the LED, and the duty-ratio of bright stripes could be changed by changing the duty-ratio of the pulse. In addition, by controlling the start time of the three pulses that input red, green, and blue diodes in a scheme, the three PWM signals have a phase difference. At the receiver, the captured LED images are separated into three R, G, and B images, and the stripes of three different colors in the same exposure period are different.
The images of different LEDs modulated by PWM with different frequency, duty-ratio, and phase difference are shown in Figure 4 and Figure 5 . Furthermore, their modulated schemes at the emitter are shown in Figure 6 .
In Figure 6 , the phase difference and duty-ratio of R, G, and B signals in (a) and (b) are the same but the frequencies are different. In (c) and (d), the three signals have the same frequency and phase difference, but they are different in duty-ratio. Examples (e) and (f) have the same frequency and duty-ratio, but the phase difference is different. The naked eye cannot clearly distinguish the specific differences of these color images in some cases, so we extract the features of LED-IDs through image processing for the convenience of the show, which is shown in Figure 4 . In the next part of this section, we will select six representative RGB-LED-IDs to illustrate signal modulation, image processing, classifier establishment, and the online identification of our system.
The images of different LEDs modulated by PWM with different frequency, duty-ratio, and phase difference are shown in Figures 4 and 5 . Furthermore, their modulated schemes at the emitter are shown in Figure 6 .
In Figure 6 , the phase difference and duty-ratio of R, G, and B signals in (a) and (b) are the same but the frequencies are different. In (c) and (d), the three signals have the same frequency and phase difference, but they are different in duty-ratio. Examples (e) and (f) have the same frequency and duty-ratio, but the phase difference is different. The naked eye cannot clearly distinguish the specific differences of these color images in some cases, so we extract the features of LED-IDs through image processing for the convenience of the show, which is shown in Figure 4 .
As for (f) and (g), they are different from others in that the frequency of the R, G, and B signals are different from each other in a scheme that is shown in Figure 5 . As for (f) and (g), they are different from others in that the frequency of the R, G, and B signals are different from each other in a scheme that is shown in Figure 5 . As for (f) and (g), they are different from others in that the frequency of the R, G, and B signals are different from each other in a scheme that is shown in Figure 5 . 
RGB-LED-ID Feature Extraction and Selection
As the distance between the LED and camera increases, the area of LED projection on the CMOS sensor will decrease. For the same LED project, the width of the stripe will not change due to the fixed scanning frequency of the sensor. As the area of the LED projection on the CMOS sensor decreases, the number of stripes will decrease ( Figure 7 ). The relative position relations of the stripes can be easily obtained after decomposing the image according to the three channels of R, G, and B, and it does not change with distance. 
As the distance between the LED and camera increases, the area of LED projection on the CMOS sensor will decrease. For the same LED project, the width of the stripe will not change due to the fixed scanning frequency of the sensor. As the area of the LED projection on the CMOS sensor decreases, the number of stripes will decrease ( Figure 7 ). The relative position relations of the stripes can be easily obtained after decomposing the image according to the three channels of R, G, and B, and it does not change with distance.
Therefore, in this paper, we choose six features: the area of the LED projection, the number of each color's stripes, duty-ratio of the bright stripe, and the defined skewing coefficients. The steps of the RGB-LED-ID feature extraction and selection are given in Figure 8 . Therefore, in this paper, we choose six features: the area of the LED projection, the number of each color's stripes, duty-ratio of the bright stripe, and the defined skewing coefficients. The steps of the RGB-LED-ID feature extraction and selection are given in Figure 8 . 3.3.1.
Step 1: Edge Detection and LED Segmentation
The CMOS sensor may capture an image containing multiple LEDs or an LED far away from the receiver, so we need to segment out the region of interest that the LED project is just centered on for further feature extraction. To achieve this goal, the whole image is transformed into a gray image first. After that, the threshold-based method is used to get binary images. Then, to make the LED project region form a connected domain, a morphologically-closed operation is used, and edge detection is done using a Canny operator to get the edge of the LED. Next, the edge of the LED is used to intercept the region of interest in the original image. Lastly, the image is separated according to the R, G, and B three channels. At this point, preprocessing is completed, as shown in Figure 9 . Therefore, in this paper, we choose six features: the area of the LED projection, the number of each color's stripes, duty-ratio of the bright stripe, and the defined skewing coefficients. The steps of the RGB-LED-ID feature extraction and selection are given in Figure 8 . 
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Step 2: Get the Area of the LED Project
In the preprocessing, we get the edge of LED project. Therefore, it is easy to get the area of the LED project. As shown in Figure 10 , assuming that the coordinates of the leftmost point on the edge is ( , ), and the rightmost coordinate is ( , ), then the diameter of the LED projection is:
Thus, the area of the LED projection can be calculated using: In a binary image, each pixel value is 1 or 0. Set up a vertical and downward detection vector through the image center. If 1 is detected, the pixel is in the bright stripe. Conversely, if 0 is detected, the pixel is in the dark fringe. Furthermore, record the number of 1 and 0 detected during the test. It 
In the preprocessing, we get the edge of LED project. Therefore, it is easy to get the area of the LED project. As shown in Figure 10 , assuming that the coordinates of the leftmost point on the edge is (x 1 , y), and the rightmost coordinate is (x 2 , y), then the diameter of the LED projection is:
Thus, the area of the LED projection can be calculated using: 
Thus, the area of the LED projection can be calculated using: In a binary image, each pixel value is 1 or 0. Set up a vertical and downward detection vector through the image center. If 1 is detected, the pixel is in the bright stripe. Conversely, if 0 is detected, the pixel is in the dark fringe. Furthermore, record the number of 1 and 0 detected during the test. It In a binary image, each pixel value is 1 or 0. Set up a vertical and downward detection vector through the image center. If 1 is detected, the pixel is in the bright stripe. Conversely, if 0 is detected, the pixel is in the dark fringe. Furthermore, record the number of 1 and 0 detected during the test. It is easy to get the number of R, G, and B image stripes in this process. The number of R, G, and B image stripes is three features in our case, which is shown in Figure 11 .
is easy to get the number of R, G, and B image stripes in this process. The number of R, G, and B image stripes is three features in our case, which is shown in Figure 11 . Figure 11 . Get the duty-ratio of the bright stripes and the number of stripes.
Step 4: Get the Skewing
The three images obtained from the separation are placed in the same coordinate system, which is shown in Figure 12 . Set a vertical and downward vector passing through the image center. In the first image (R), the ordinate of the center line of the th stripe that intersects this vector is . In the second image (G), the ordinate of the center line of the last stripe that intersects this vector is in (0, ). In the third image (B), the ordinate of the center line of the th stripe that intersects this vector is in (0, ). Order:
In order to reduce the error, again, take the vector vertical downward. In the first image (R), the ordinate of the center line of the th stripe that intersects this vector is . In the second image (G), the ordinate of the center line of the first stripe that intersects this vector is in (0, ). In the third image (B), the ordinate of the center line of the first stripe that intersects this vector is in (0, ). Order:
The skewing coefficient is defined as:
In general, m, n > 5 in the above equation, but if the number of stripes is small due to a low frequency or a long distance, m, n and i, j can be reduced simultaneously.
Moreover, for LED5 and LED6, the number of image stripes separated by the receiver is different due to the different frequencies of the three channels at the transmitter. In this case, periodic chaos exists when the phase difference is extracted. Therefore, in the system composed of a transmitter like LED5 or LED6, only five effective features except skewing can be extracted.
The above is the process of feature extraction. However, there is a situation that needs to be considered: when the natural light or other non-system light in the environment is very strong, the contrast between the bright and dark stripes of the LED project in the image captured by the sensor will be reduced. This problem can be solved based on our previous work [16] . An algorithm named contrast limited adaptive histogram equalization (CLAHE) was proposed in Ref. [16] . It can enhance the contrast of the image itself when there is interference from external light. 
The three images obtained from the separation are placed in the same coordinate system, which is shown in Figure 12 . Set a vertical and downward vector passing through the image center. In the first image (R), the ordinate of the center line of the ith stripe that intersects this vector is d 1 . In the second image (G), the ordinate of the center line of the last stripe that intersects this vector is d 2 in (0, d 1 ) . In the third image (B), the ordinate of the center line of the ith stripe that intersects this vector is d 3 in (0, d 2 ). Order:
In order to reduce the error, again, take the vector vertical downward. In the first image (R), the ordinate of the center line of the jth stripe that intersects this vector is d 3 . In the second image (G), the ordinate of the center line of the first stripe that intersects this vector is d 2 in (0, d 3 ) . In the third image (B), the ordinate of the center line of the first stripe that intersects this vector is d 1 in (0, d 2 ). Order:
LED Recognition
Machine Learning
We extracted six features, so the feature space is six-dimensional space; that is, all test set data are in a six-dimensional space (data from a system similar to LED5 and LED6 is five-dimensional). Furthermore, in our case, for two different LEDs, data is linearly separable. To achieve the recognition of RGB-LED-IDs, in the machine learning field, there are two typical linear classifiers that can be used in this case: a linear support vector machine (SVM) and a back propagation network (BP-network).
Select training samples and test samples: 150 groups of LED-ID images taken at different distances were selected, where 120 groups were used as training samples, and the other 30 groups were used as test samples. Part of the input data and classification are shown in Table 1 .
• Support Vector Machine SVM is based on the concept of decision planes that define decision boundaries. A decision plane is one that separates between a set of objects having different class memberships. For the linearly separable samples, the optimal classification hyperplane can separate the instances into two categories [22] . We briefly introduce the mathematical principles of SVM as follows: For a two-class case, let the , i = 1,2, …, n, (n = 4 in our case) be the feature vectors of the training set x. The general SVM classification can be described as a mathematical optimization problem:
Once more, the goal is to find a hyperplane that classifies all the training vectors correctly:
where w determines the direction of hyperplane, which has the same dimension of x, represents the transpose of w, and b determines the exact position of the hyperplane in space. Such a hyperplane is not unique, therefore we define the geometrical margin as:
which represents the geometrical distance from the samples to the hyperplane. To get the optimal hyperplane, we aim to maximize Z. Since the value of | ( )| can be changed by scaling w and b, when we make it equal to 1, the solution we have to find is to search the maximum ‖ ‖ .
With the help of a Laplace operator, the problem is: Figure 12 . Calculate the skewing.
LED Recognition
Machine Learning
• Support Vector Machine SVM is based on the concept of decision planes that define decision boundaries. A decision plane is one that separates between a set of objects having different class memberships. For the linearly separable samples, the optimal classification hyperplane can separate the instances into two categories [22] . We briefly introduce the mathematical principles of SVM as follows: For a two-class case, let the x i , i = 1,2, . . . , n, (n = 4 in our case) be the feature vectors of the training set x. The general SVM classification can be described as a mathematical optimization problem:
where w determines the direction of hyperplane, which has the same dimension of x, w T represents the transpose of w, and b determines the exact position of the hyperplane in space. Such a hyperplane is not unique, therefore we define the geometrical margin as:
which represents the geometrical distance from the samples to the hyperplane. To get the optimal hyperplane, we aim to maximize Z. Since the value of | f (x)| can be changed by scaling w and b, when we make it equal to 1, the solution we have to find is to search the maximum With the help of a Laplace operator, the problem is:
where y i is the corresponding class indicator of x i (+1 for w 1 , −1 for w 2 ), α i is the Lagrange multiplier, and x, x i represents the vector inner product. A schematic diagram of the SVM classification is shown in Figure 13 . where is the corresponding class indicator of xi (+1 for w1, −1 for w2), is the Lagrange multiplier, and ⟨ , ⟩ represents the vector inner product. A schematic diagram of the SVM classification is shown in Figure 13 . •
BP-Network
Artificial neural networks (ANNs) also known as neural networks (NNs), which are based on the physiological research results regarding the brain, is a mathematical model of a simulation of a biological neural network to process information, to simulate certain mechanisms of the brain, to achieve some aspect of function. Self-organizing competitive neural networks and BP neural networks are usually used for classification and pattern recognition [23] . In our case, the BP neural network classifier is designed to classify the different LED-IDs.
Initialize the network: A random initial value of connection weights and thresholds between the nodes of each layer is established between (−1, 1) , which is usually generated by random functions.
Given an input vector = ( , , … , ) and expected output vector = ( , , … , ) ,
for network learning, the number of neurons in the input layer and output layer is m and n •
Initialize the network: A random initial value of connection weights and thresholds between the nodes of each layer is established between (−1, 1), which is usually generated by random functions.
Given an input vector
for network learning, the number of neurons in the input layer and output layer is m and n respectively. The number of hidden neurons has great influence on the prediction accuracy of a BP neural network. At present, l = 2n + 1 is usually used to calculate the number of hidden layer nodes. Calculate the output of the hidden layer and output layer using:
In the formula, y j is the output of hidden layer; w ji is the weights between input and hidden layer; x i is the input layer; θ j is the threshold of hidden layer; z l is the output of output layer; v ji is the weights between the hidden and output layer; θ l is the threshold of output layer; and f is excitation function of S type, f (x) =
The error of the output node is:
In the formula, t l is the expected output value of the output node. By modifying the weights and thresholds from the output layer, the error back propagation to modify the weights of each layer to minimize network error, as follows:
In the formula, η is the learning coefficient, and δ j is the node error. In general, three layers of the BP network can be done in any mode of classification; thus, we chose the three layers of the BP network in our case. There are six types of feature data, so n = 6. According to l = 2n + 1, the number of neurons in the hidden layer is 13. Therefore, a 6-13-6 BP network is structured, which is shown in Figure 14 . respectively. The number of hidden neurons has great influence on the prediction accuracy of a BP neural network. At present, l = 2n + 1 is usually used to calculate the number of hidden layer nodes. Calculate the output of the hidden layer and output layer using:
In the formula, is the output of hidden layer; is the weights between input and hidden layer; is the input layer;
is the threshold of hidden layer; is the output of output layer; is the weights between the hidden and output layer; is the threshold of output layer; and is excitation function of S type, ( ) = .
In the formula, is the expected output value of the output node. By modifying the weights and thresholds from the output layer, the error back propagation to modify the weights of each layer to minimize network error, as follows:
In the formula, is the learning coefficient, and is the node error. In general, three layers of the BP network can be done in any mode of classification; thus, we chose the three layers of the BP network in our case. There are six types of feature data, so n = 6. According to l = 2n + 1, the number of neurons in the hidden layer is 13. Therefore, a 6-13-6 BP network is structured, which is shown in Figure 14 . 
Experiment and Analysis
In this section, we elaborate on the experiment and analysis of the framework proposed by us. The RGB-LED we used were normal RGB-LEDs (9W). We programmed them with a laptop and used an STM32F407 (Xingyi Electronic Technology Co., Ltd., Guangzhou, China) to transmit signals. The three output ports of the STM32 respectively controlled the three diodes in the RGB-LED. In the receiver subsystem, a Samsung's Galaxy S8(Designed by Samsung, Seongnam, Korea; Made in China, Huizhou Samsung Electronics Co., Ltd., Huizhou) camera was used to capture the image data, and then the captured image was processed by using the MATLAB software (Developed by MathWorks, Natick, MA, USA) in a computer with the proposed system. The relevant parameters are shown in Table 2 . 
Frequency and the Bright Stripe's Duty-Ratio Detection Error Analysis
When the modulation of the frequency of the LEDs increases, the stripe will become dense at the same distance, which means the error of duty ratio of bright stripe is large. If the duty ratio of the strip can be correctly extracted, the number of the strip can be accurately obtained. However, accurate identification of the number of bright stripes does not guarantee the exact duty cycle. Therefore, in the case of a duty-ratio of 50%, we swept the frequency from 0.1 to 10 kHz in 500 Hz steps and evaluated the ability of the duty-ratio regarding bright stripe detection.
On the other hand, the performance of different modulation frequencies varied greatly at different distances. In practical applications, distance should match the appropriate frequency as far as possible. Therefore, it is necessary to explore the relationship between distance, frequency, and recognition rate.
The relationship between the transmission frequency and the absolute value of the bright stripe's duty-ratio recognition is shown in Figure 15. 
Experiment and Analysis
Frequency and the Bright Stripe's Duty-Ratio Detection Error Analysis
The relationship between the transmission frequency and the absolute value of the bright stripe's duty-ratio recognition is shown in Figure 15 . As can be seen from Figure 15 , when the system is used in practice, the transmitter with a relatively low frequency should be preferred when the receiver is close to the transmitter, and the transmitter with a relatively high frequency should be preferred when the receiver is far away from the transmitter. Moreover, it can be seen that 8 kHz is a high frequency critical point; higher than 8 kHz, and the recognition rate has dropped dramatically, and the system will fail.
Frequency Resolution and LED-ID Recognition Analysis
At the same distance, with the increase of frequency, the number of stripes increases. Increasing the number of stripes also causes the stripes to become dense. Therefore, the accuracy of feature extraction will be reduced, which will affect the classifier's training and recognition. This section tests the impact of different frequency resolution on the LED-ID recognition rate, and the experimental results are as follows.
When the minimum frequency resolution was smaller than a certain critical value, both of the recognition rates for ANN and SVM dropped sharply. We can see from Figure 16 that this critical value is 50 Hz.
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Skewing Resolution and LED-ID Recognition Analysis
A modern color camera system is based on Bayer filter, where the color information recorded by the camera is estimated according to certain rules [24] , so there is always some error when we take the skewing of the images. When the phase difference of the input signal at the transmitter is too small, it will seriously affect the feature detection and recognition. This section tests the impact of different phase different resolution on the LED-ID recognition rate. For ease of understanding, instead of using the skewing coefficient as the transverse axis, we use the phase difference of the transmitter signal as the transverse axis. The experimental results are given in Figure 17 .
It can be seen from Figure 17 that the recognition rate of ANN and SVM decreased greatly when the phase difference resolution was less than 20°.Because Through experiments 4.1-4.3, and the conclusion of experiment 3.1~3.2 in our previous work in Ref. [17] , which illustrates that the detection accuracy of the bright stripe's duty-ratio would not affect the training of classifiers, we can know the proposed scheme of LED recognition. With a modulation bandwidth of 0.1 to 8 kHz, frequency resolution of 60 Hz, and nine different duty-ratios in each frequency, this could offer roughly × 9 × A = 6,680,556 unique LED-ID and systems with different transmission frequencies for three channels can offer roughly A = 3,869,736 ( = 158) different unique LED-IDs. The total is about 1.05 × 10 7 . This amount is far greater than our previous work in Ref. [17] . It can meet the quantity requirement of a complement technology of QR 
It can be seen from Figure 17 that the recognition rate of ANN and SVM decreased greatly when the phase difference resolution was less than 20 • .Because Through experiments 4.1-4.3, and the conclusion of experiment 3.1~3.2 in our previous work in Ref. [17] , which illustrates that the detection accuracy of the bright stripe's duty-ratio would not affect the training of classifiers, we can know the proposed scheme of LED recognition. With a modulation bandwidth of 0.1 to 8 kHz, frequency resolution of 60 Hz, and nine different duty-ratios in each frequency, this could offer roughly 8000−100 50 = 158) different unique LED-IDs. The total is about 1.05 × 10 7 . This amount is far greater than our previous work in Ref. [17] . It can meet the quantity requirement of a complement technology of QR code, and with the development of camera technology, the proposed method would provide more channels for LED recognition. code, and with the development of camera technology, the proposed method would provide more channels for LED recognition. 
Comparison Experiment of Recognition Distance with QR Code
Compared with QR codes, one of the prominent advantages of OBC is the long effective distance. In this section, by increasing the distance between the receiver and transmitter, we compared the performance of OBC and QR codes whose area is the same as the LED's luminous area. The recognition rate data of QR code is obtained from the scanning function of QR code in many Applications in the smartphone used in the experiment. Under the condition of no magnification, scanning within 5 s is considered a successful recognition. The result is shown as Figure 18 .
As shown in the Figure 18 , when the distance is greater than 3.5 m, the recognition rate of QR code drops sharply and almost loses the recognition ability, but the OBC still maintains a high recognition rate at 6 m. 
Contrast Experiment with QR Code in Dark Condition
Another advantage of OBC over QR codes is that it can work well in the dark. We still use the QR code in the previous section. We tested and compared the performance of OBC and QR codes under different lighting conditions, we did experiments in the room with the indoor light source switched off completely, and recorded the recognition rate at different times, which are shown in Figure 19 . 
Comparison Experiment of Recognition Distance with QR Code
As shown in the Figure 18 , when the distance is greater than 3.5 m, the recognition rate of QR code drops sharply and almost loses the recognition ability, but the OBC still maintains a high recognition rate at 6 m. code, and with the development of camera technology, the proposed method would provide more channels for LED recognition. 
Contrast Experiment with QR Code in Dark Condition
Another advantage of OBC over QR codes is that it can work well in the dark. We still use the QR code in the previous section. We tested and compared the performance of OBC and QR codes under different lighting conditions, we did experiments in the room with the indoor light source switched off completely, and recorded the recognition rate at different times, which are shown in Figure 19 . It can be seen from Figure 19 that the dark condition completely beats the QR code. Through experiments 4.4-4.5, we can conclude that the OBC is superior in distant and dark conditions. It is feasible to use it as a complementary technique for QR code. Figure 20 is the receiver platform we use. 
Comprehensive Analysis
To simulate the real environment, a comprehensive experiment was designed to explore the combined effects of above parameters. We randomly selected 20 LED-IDs that we used in the previous section to explore the effect of each feature on recognition rate. The feature data of these LED-IDs is shown in Table 3 . A total of 120 groups were used as training samples, and the other 30 groups were used as test samples for each class. It can be seen from Figure 19 that the dark condition completely beats the QR code. Through experiments 4.4-4.5, we can conclude that the OBC is superior in distant and dark conditions. It is feasible to use it as a complementary technique for QR code. Figure 20 is the receiver platform we use. It can be seen from Figure 19 that the dark condition completely beats the QR code. Through experiments 4.4-4.5, we can conclude that the OBC is superior in distant and dark conditions. It is feasible to use it as a complementary technique for QR code. Figure 20 is the receiver platform we use. 
To simulate the real environment, a comprehensive experiment was designed to explore the combined effects of above parameters. We randomly selected 20 LED-IDs that we used in the previous section to explore the effect of each feature on recognition rate. The feature data of these LED-IDs is shown in Table 3 . A total of 120 groups were used as training samples, and the other 30 groups were used as test samples for each class. 
To simulate the real environment, a comprehensive experiment was designed to explore the combined effects of above parameters. We randomly selected 20 LED-IDs that we used in the previous section to explore the effect of each feature on recognition rate. The feature data of these LED-IDs is shown in Table 3 . A total of 120 groups were used as training samples, and the other 30 groups were used as test samples for each class. The average training time was 2.304 s and the total image processing/classifying time was 9.47 ms. The recognition rate of these LED-IDs is shown in Figure 21 . It can be seen from Figure 21 that the recognition rate of most LED-IDs was 100%. This was undertaken in a laboratory scenario. In the future, the system can be applied to more extensive scenarios. Although the system needs pre-training, the user can specify the number of LEDIDs needed and then extracts them from the LED-ID library we have built. The cost is not very high in this way, but it can achieve a fairly satisfactory recognition rate and robustness. At the same time, we can see that the total processing/classifying time was very short when the system was in use, reaching the millisecond level. Last, there is no need to pay too much attention to training time, because users will use trained classifiers.
What is more, our system can be implemented in many large-scale scenarios, not just in the lab. First of all, in the field of fast payment, scanning a QR code to pay is widely used now. However, it also has some limitations. In dark and distant conditions, it will fail. OBC with a longer effective distance can reduce the queuing time for payments in some cases. Then, in the field of future autopiloting, we can use our system for traffic control. When the vehicle arrives at the designated node, the onboard camera captures the OBC and downloads the road information on the cloud server This was undertaken in a laboratory scenario. In the future, the system can be applied to more extensive scenarios. Although the system needs pre-training, the user can specify the number of LED-IDs needed and then extracts them from the LED-ID library we have built. The cost is not very high in this way, but it can achieve a fairly satisfactory recognition rate and robustness. At the same time, we can see that the total processing/classifying time was very short when the system was in use, reaching the millisecond level. Last, there is no need to pay too much attention to training time, because users will use trained classifiers.
What is more, our system can be implemented in many large-scale scenarios, not just in the lab. First of all, in the field of fast payment, scanning a QR code to pay is widely used now. However, it also has some limitations. In dark and distant conditions, it will fail. OBC with a longer effective distance can reduce the queuing time for payments in some cases. Then, in the field of future autopiloting, we can use our system for traffic control. When the vehicle arrives at the designated node, the onboard camera captures the OBC and downloads the road information on the cloud server to perform the corresponding operation. In the outdoor advertising field, the system can also be used. Because the area of an advertising light board is limited, it cannot accommodate a lot of information, and it is limited to static information. By loading our OBC in the advertising light board, you can link to other web pages for more information. Additionally, in the field of indoor positioning, GPS tends to show weakness. Many scholars have proposed localization algorithms based on visible light communication in recent years [24] [25] [26] . However, these high-precision algorithms cannot be correctly labeled LED. It is rare to see the work of LED calibration in this field. Our system can solve this problem well.
Conclusions
In this paper, an optical bar code (OBC) detection and recognition method based on visible light communication using machine learning is proposed as a complement to QR code technology. To provide a high robustness, widely used LED-ID identification scheme and a huge number of unique LED-ID, we translated the problem into an OBC recognition problem in the machine learning field using RGB-LEDs as the transmitters. A variable frequency, duty-ratio, and phase difference PWM method was employed to create different features for different LEDs. Therefore, in the feature space, the features of different LED-IDs are linearly separable. Once the proposed image processing method realized the feature extraction and selection of LED-IDs, an ANN or SVM could be used to identify LED-IDs.
As the experiment result shows, the proposed scheme could offer roughly 1.05 × 10 7 unique LED-IDs with a greater than 95% LED-ID recognition rate. Moreover, the number can be more by using LEDs of different shapes and combining shape recognition. The effective working distance of the system could reach up to 6 m, which is significantly farther than QR code. Furthermore, with the upgrade of the camera technology, the proposed method would offer more unique LED-ID and the maximum distance between the transmitter and receiver would also increase. Therefore, the OBC can be applied as a complement to QR code technology. 
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