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AN EFFICIENT MONTE CARLO INTERIOR PENALTY
DISCONTINUOUS GALERKIN METHOD FOR THE
TIME-HARMONIC MAXWELL’S EQUATIONS WITH RANDOM
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Abstract. This paper develops an efficient Monte Carlo interior penalty discontinuous Galerkin
method for electromagnetic wave propagation in random media. This method is based on a multi-
modes expansion of the solution to the time-harmonic random Maxwell equations. It is shown
that each mode function satisfies a Maxwell system with random sources defined recursively. An
unconditionally stable IP-DG method is employed to discretize the nearly deterministic Maxwell
system and the Monte Carlo method combined with an efficient acceleration strategy is proposed
for computing the mode functions and the statistics of the electromagnetic wave. A complete error
analysis is established for the proposed multi-modes Monte Carlo IP-DG method. It is proved that
the proposed method converges with an optimal order for each of three levels of approximations.
Numerical experiments are provided to validate the theoretical results and to gauge the performance
of the proposed numerical method and approach.
Key words. Electromagnetic waves, Maxwell equations, random media, Rellich identity, dis-
continuous Galerkin methods, error estimates, Monte Carlo method.
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1. Introduction. The study of electromagnetic wave propagation in random
media, such as atmosphere and biological media, has been a subject of interest for
decades due to its in applications in communication, remote sensing, detection, imag-
ing, etc [13, 1, 18]. In such instances, it is of practical interest to characterize the
statistics of the electromagnetic wave field scattered by the random media. However,
even with the rapid development of modern computing power, numerical modeling
of the full three-dimensional Maxwell’s equations with random coefficients is still a
challenging task. This not only has to do with the large scale of the problem and its
uncertainty but also is related to the modeling of multiple scattering effects for wave
propagation in random media. Typically, existing methods such as direct Monte Carlo
techniques for sampling the random media and the corresponding solution or stochas-
tic Galerkin methods by representing the random solution with the Karhunen–Loe`ve
or Wiener Chaos expansion are still computationally intractable for solving random
vector Maxwell’s equations in three-dimensions [10, 15].
In this paper, we present an efficient Monte-Carlo interior penalty discontinuous
Galerkin (MCIP-DG) method for the characterization of the statistics of an electro-
magnetic wave in random media. Let D be a convex polygonal domain in R3, and
(Ω,F , P ) be the probability space with the sample space Ω, the σ-algebra F , and the
probability measure P . We consider the following time-harmonic Maxwell problem
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for the electric field E:
curl curl E(ω, ·)− k2α(ω, ·)2E(ω, ·) = f(ω, ·) in D,(1.1)
curl E(ω, ·)× ν − ikλET (ω, ·) = 0 on ∂D,(1.2)
for almost all random samples ω ∈ Ω. Here k > 0 is the wave number, λ > 0 is an
impedance parameter, and ν is the outward normal to the boundary ∂D. In addition,
we use ET to denote the tangential projection of E on ∂D, which is given by
ET := (ν ×E)× ν.
The boundary condition (1.2) is called impedance boundary condition in electromag-
netism (c.f. [3]).
The index of refraction, α(ω,x), is a random field such that for each fixed point
x ∈ D, α(·,x) is a random variable. In this paper, we consider weakly random media
in the sense that α has the following form:
α(ω, ·) := 1 + εη(ω, ·).(1.3)
This means that α is a small random perturbation of a deterministic background
medium. Here, ε > 0 denotes the perturbation parameter and the random field
η ∈ L2(Ω,W 1,∞C (D)) satisfies
P
{
ω ∈ Ω; ‖η(ω, ·)‖L∞(D) ≤ 1
}
= 1,
P
{
ω ∈ Ω; ‖∇η(ω, ·)‖L∞(D) ≤ µ
}
= 1,
where µ > 0 is a given constant. At the end of the paper, we shall also present a
procedure for dealing with more general random field α.
The numerical method presented here is based on a multi-modes representation of
the electric field E. The expansion yields the same deterministic Maxwell’s equation
with recursively defined random sources for all modes, which is the key for us to design
an efficient MCIP-DG method and speed up the whole computational algorithm. In
the algorithm we employ an absolutely stable MCIP-DG method to approximate
each mode function which satisfies a nearly deterministic Maxwell’s system. The
acceleration of the numerical method is achieved by performing an LU decomposition
of the IP-DG stiffness matrix for the Maxwell operator, and all samples at every order
can be obtained in an efficient manner by simple forward and backward substitutions.
This significantly reduces the computational cost for computing the electric field E
for each sample. The proposed numerical method nontrivally extends our previous
studies in [6, 7, 8] to the full vector Maxwell’s equations in three dimensions. For the
Maxwell’s equations, the wave-number-explicit estimation for the solution E involves
extra complications arising from the estimation of div E. This gives rises to additional
difficulties for the analysis compared to our previous works for the random scalar or
elastic Helmholtz equations. It also imposes new constraints on the random media to
ensure the convergence (see Section 2 for details).
The rest of the paper is organized as follows. We derive wave-number-explicit
estimates for the solution of the random Maxwell’s equations in Section 2. This
analysis lays the foundation for the convergence analysis of the multi-modes expansion
and the numerical analysis for the overall numerical algorithm. In Section 3, we
introduce the multi-modes expansion of the electric field as a power series of ε and
establish the error estimation for its finite-modes approximation. The Monte Carlo
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interior penalty discontinuous Galerkin method is presented in Section 4, which is used
to approximate each mode function by solving a deterministic Maxwell’s system with
a random source term. In Section 5, we present a complete numerical algorithm for
solving the random Maxwell’s equations (1.1)–(1.2), and derive the error estimations
for the proposed algorithm. Several numerical experiments are provided in Section 6
to demonstrate the efficiency of the method and to validate the theoretical results. We
end the paper with a discussion on generalization of the proposed numerical method
to more general random media in Section 7.
2. PDE analysis.
2.1. Preliminaries. Let E(·) denote the expectation operator defined over the
probability space (Ω,F , P ) and is given by
E(u) :=
∫
Ω
u dP.
Throughout the paper, we will assume the spatial domain D ⊂ BR(0) and it is star-
shaped with respect to the origin such that
x · ν ≥ c0 on ∂D.(2.1)
Let L2(D) = (L2(D))3 and L2(∂D) be the vector space of complex, vector valued
square integrable functions on a domain D and its boundary ∂D, respectively. They
are equipped with the standard inner products
(u,v)D :=
∫
D
u · v dx, 〈u,v〉∂D :=
∫
∂D
u · v dS,
respectively. In addition, we define the following function spaces:
H(curl , D) :=
{
v ∈ L2(D)
∣∣∣ curl v ∈ L2(D)},
H(div , D) :=
{
v ∈ L2(D)
∣∣∣div v ∈ L2(D)},
V :=
{
v ∈ H(curl , D)
∣∣∣vT ∈ L2(∂D)},
Vˆ :=
{
v ∈ H(curl , D)
∣∣∣ curl v ∈ H(curl , D) and vT ∈ H(curl , ∂D)}.
The weak solution to (1.1)–(1.2) is defined as follows.
Definition 2.1. Let f : Ω→ H(div , D). A function E : Ω→ V is called a weak
solution to problem (1.1)–(1.2) if it satisfies
a
(
E(ω, ·),v) = (f(ω, ·),v)D, ∀v ∈ V ,(2.2)
almost surely, where
a
(
E(ω, ·),v) := (curl E(ω, ·), curl v)
D
− k2(α(ω, ·)E(ω, ·),v)
D
(2.3)
− ikλ〈ET (ω, ·),vT 〉∂D.
Remark 2.1. The pathwise formulation (2.2) can be replaced by an averaged
formulation obtained by taking expectation on both sides of (2.2). It can be shown
that both formulations are equivalent provided that f ∈ L2(Ω,H(div, D)).
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2.2. Wavenumber-explicit solution estimates. We start by stating some
key lemmas that will be used later to establish the stability estimate for the solution
of (1.1)-(1.2). The following lemma gives Rellich identities for the time-harmonic
Maxwell’s equations. These identities were used in [9, 16] to derive solution estimates
for the deterministic time-harmonic Maxwell’s equations.
Lemma 2.2. Let E : Ω → Vˆ and define v := curl E × x, then the following
identities hold almost surely:
2 Re
(
curl E(ω, ·), curl v(ω, ·))
D
= ‖curl E(ω, ·)‖2L2(D)(2.4)
+
〈
x · ν, |curl E(ω, ·)|2〉
∂D
,
2 Re
(
E(ω, ·),v(ω, ·))
D
= −‖E(ω, ·)‖2L2(D) −
〈
x · ν, |E(ω, ·)|2〉
∂D
(2.5)
+ 2 Re
((
x div E(ω, ·),E(ω, ·))
D
+
〈
x×E(ω, ·),E(ω, ·)× ν〉
∂D
)
.
The next couple of estimates will be instrumental for the full solution estimates
in Theorem 2.4.
Lemma 2.3. Let E : Ω → Vˆ be the weak solution to (1.1)–(1.2). Then for any
δ1, δ2 > 0 and 0 ≤ ε < 1, the following estimates hold almost surely:
‖curl E(ω, ·)‖2L2(D) ≤
(
k2(1 + ε)2 + δ1
)‖E(ω, ·)‖2L2(D) + 14δ1 ‖f(ω, ·)‖2L2(D),(2.6)
‖ET (ω, ·)‖2L2(∂D) ≤ δ2‖E(ω, ·)‖2L2(D) +
1
4k2λ2δ2
‖f(ω, ·)‖2L2(D).(2.7)
Proof. Setting v = E in (2.2) yields
‖curl E(ω, ·)‖2L2(D) − k2
(
(1 + εη(ω, ·))2, |E(ω, ·)|2)
D
− ikλ‖ET (ω, ·)‖2L2(D)
=
(
f(ω, ·),E(ω, ·))
D
,
almost surely. Taking the real and imaginary part separately gives
‖curl E(ω, ·)‖2L2(D) − k2‖(1 + εη(ω, ·))E(ω, ·)‖2L2(D) = Re
(
f(ω, ·),E(ω, ·))
D
,(2.8)
kλ‖ET (ω, ·)‖2L2(D) = − Im
(
f(ω, ·),E(ω, ·))
D
,(2.9)
almost surely. Applying the Cauchy-Schwarz and the Young’s inequalities to (2.9)
produces
kλ‖ET (ω, ·)‖2L2(∂D) ≤ kλδ2‖E(ω, ·)‖2L2(D) +
1
4kλδ2
‖f(ω, ·)‖2L2(∂D),
almost surely. Thus, (2.7) holds. Similarly, applying the Cauchy-Schwarz and Young’s
inequalities to (2.8) along with the properties of the random coefficient η gives
‖curl E(ω, ·)‖2L2(D) ≤
(
k2(1 + ε)2 + δ1
) ‖E(ω, ·)‖2L2(D) + 14δ1 ‖f(ω, ·)‖2L2(D).
Thus, (2.6) holds.
With the Rellich identities from Lemma 2.2 and estimates from Lemma 2.3 we
are now able to prove stability estimates for solutions to (1.1)–(1.2). The following
theorem gives the wavenumber-explicit estimates and is the main result of this section:
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Theorem 2.4. Let f : Ω → H(div , D) and E : Ω → Vˆ be the weak solution to
(1.1)–(1.2) . Then for 0 < ε < 132Rµ chosen to satisfy ε(2 + ε) < γ0 := min
{
1, 18Rk
}
,
the following estimates hold, almost surely:
‖E(ω, ·)‖2L2(D) + ‖E(ω, ·)‖2L2(∂D)(2.10)
≤ C0
(
1
k
+
1
k2
)2 (‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)),
‖curl E(ω, ·)‖2L2(D) + ‖curl E(ω, ·)‖2L2(∂D)(2.11)
≤ C0
(
1 +
1
k
)2 (‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)),
‖div E(ω, ·)‖2L2(D) ≤ C0
(
1
k
+
1
k2
)2 (‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)),(2.12)
where C0 is a positive constant independent of k, ω, and E. Furthermore, if f ∈
L2(Ω,H(div , D)) and E ∈ L2(Ω, Vˆ), then the following estimates hold:
E
(‖E‖2L2(D))+ E(‖E‖2L2(∂D)) ≤ C0(1k + 1k2
)2
M(f),(2.13)
E
(‖curl E‖2L2(D))+ E(‖curl E‖2L2(∂D)) ≤ C0(1 + 1k
)2
M(f),(2.14)
E
(‖div E‖2L2(D)) ≤ C0(1k + 1k2
)2
M(f),(2.15)
where M(f) is defined as
M(f) := E(‖f‖2L2(D))+ E(‖div f‖2L2(D)).
Proof. In this proof we fix ω ∈ Ω and the results will hold almost surely. We
demonstrate the proof for E(ω, ·) ∈ H2(D). The more general result can be obtained
by replacing E(ω, ·) with its mollification Eρ(ω, ·) and then letting ρ → 0 after the
inequalities are obtained. Letting v = curl E(ω, ·)× x in (2.3) yields
2 Re a(E(ω, ·),v) = 2 Re
((
curl E(ω, ·), curl v)
D
− k2(α(ω, ·)2E(ω, ·),v)
D
)
+ 2kλ Im
〈
ET (ω, ·),vT
〉
∂D
,
= 2 Re
((
curl E(ω, ·), curl v)
D
− k2(E(ω, ·),v)
D
− k2
(
εη(ω, ·)(2 + εη(ω, ·))E(ω, ·),v
)
D
)
+ 2kλ Im
〈
ET (ω, ·),vT
〉
∂D
.
Applying (2.4) and (2.5) to the above identity, rearranging the terms, and applying
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(2.1) yields the following:
k2‖E(ω, ·)‖2L2(D) + ‖curl E(ω, ·)‖2L2(D)(2.16)
= −k2〈x · ν, |E(ω, ·)|2〉
∂D
− 〈x · ν, |curl E(ω, ·)|2〉
∂D
− 2 Re
(
k2
(
x div E(ω, ·),E(ω, ·))
D
+ k2
〈
x×E(ω, ·),E(ω, ·)× ν〉
∂D
+ 2k2 Re
(
εη(ω, ·)(2 + εη(ω, ·))E(ω, ·),v)
D
− 2kλ Im 〈ET (ω, ·),vT 〉∂D
+ 2 Re a
(
E(ω, ·),v)
≤ −c0k2‖E(ω, ·)‖2L2(∂D) − c0‖curl E(ω, ·)‖2L2(∂D)
− 2 Re
(
k2
(
x div E(ω, ·),E(ω, ·))
D
+ k2
〈
x×E(ω, ·),E(ω, ·)× ν〉
∂D
)
+ 2k2γ0 Re
(
E(ω, ·),v)
D
− 2kλ Im 〈ET (ω, ·),vT 〉∂D + 2 Re a(E(ω, ·),v).
We can use the identities a = aT+(a·ν)a and (a×b)·(c×d) = (a·c)(b·d)−(a·d)(b·c)
to show
2k2 Re
〈
x×E(ω, ·),E(ω, ·)× ν〉
∂D
(2.17)
= 2k2
〈
xT ·ET (ω, ·),E(ω, ·) · ν
〉
∂D
− 2k2〈x · ν, |E(ω, ·)× ν|2〉
∂D
= 2k2
〈
xT ·ET (ω, ·),E(ω, ·) · ν
〉
∂D
− 2k2〈x · ν, |ET (ω, ·)|2〉∂D.
Note the last step was possible due to the following identity:
|ET (ω, ·)|2 = |(ν ×E(ω, ·))× ν|2 = |E(ω, ·)× ν|2 −
(
(E(ω, ·)× ν) · ν)2 = |E(ω, ·)× ν|2.
By rearranging the terms of (2.16) and applying (2.17) and (2.1) we find the following:
k2‖E(ω, ·)‖2L2(D) + ‖curl E(ω, ·)‖2L2(D) + c0k2‖E(ω, ·)‖2L2(∂D) + c0‖curl E(ω, ·)‖2L2(∂D)
= −2k2〈xT ·ET (ω, ·),E(ω, ·) · ν〉∂D + 2k2〈x · ν, |ET (ω, ·)|2〉∂D
+ 2k2γ0 Re
(
E(ω, ·),v)
D
− 2kλ Im 〈ET (ω, ·),vT 〉∂D
− 2k2 Re (x div E(ω, ·),E(ω, ·))
D
+ 2 Re
(
f(ω, ·),v)
D
.
We apply this identity, the Cauchy-Schwarz inequality, and the Young’s inequality to
the above and establish the following inequality:
k2‖E(ω, ·)‖2L2(D) + ‖curl E(ω, ·)‖2L2(D) + c0k2‖E(ω, ·)‖2L2(∂D) + c0‖curl E(ω, ·)‖2L2(∂D)
≤ Rk2
(
1
δ1
‖ET (ω, ·)‖2L2(∂D) + δ1‖E(ω, ·)‖2L2(∂D)
)
+ 2Rk2
(
‖ET (ω, ·)‖2L2(∂D)
)
+ kλR
(
1
δ2
‖ET (ω, ·)‖2L2(∂D) + δ2‖curl E(ω, ·)‖2L2(∂D)
)
+Rk2γ0
(
1
δ3
‖E(ω, ·)‖2L2(D) + δ3‖curl E(ω, ·)‖2L2(D)
)
+R
(
1
δ4
‖f(ω, ·)‖2L2(D) + δ4‖curl E(ω, ·)‖2L2(D)
)
− 2k2 Re (x div E(ω, ·),E(ω, ·))
D
.
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Next, we choose δ1 =
c0
2R , δ2 =
c0
2kλR , δ3 =
1
k , and δ4 =
1
4R . We also use the fact that
γ0 ≤ 1 implies ε ≤ 12 . Thus, from (2.7) we find
k2 (1−Rkγ0) ‖E(ω, ·)‖2L2(D) +
(
3
4
−Rkγ0
)
‖curl E(ω, ·)‖2L2(D)
+
c0k
2
2
‖E(ω, ·)‖2L2(∂D) +
c0
2
‖curl E(ω, ·)‖2L2(∂D)
≤ 2Rk
2
c0
(
R+ c0 + λ
2R
)‖ET (ω, ·)‖2L2(∂D) − 2k2 Re (xdiv E(ω, ·),E(ω, ·))D
+ 4R2‖f(ω, ·)‖2L2(D)
≤ 2Rk
2
c0
(
R+ c0 + λ
2R
)(
δ5‖E(ω, ·)‖2L2(D) +
1
4k2λ2δ5
‖f(ω, ·)‖2L2(D)
)
− 2k2 Re (xdiv E(ω, ·),E(ω, ·))
D
+ 4R2‖f(ω, ·)‖2L2(D).
By choosing δ5 =
1
8R
(
c0
R+c0+λ2R
)
and rearranging the terms of this inequality we find
k2
(
3
4
−Rkγ0
)
‖E(ω, ·)‖2L2(D) +
(
3
4
−Rkγ0
)
‖curl E(ω, ·)‖2L2(D)(2.18)
+
c0k
2
2
‖E(ω, ·)‖2L2(∂D) +
c0
2
‖curl E(ω, ·)‖2L2(∂D)
≤ −2k2 Re (xdiv E(ω, ·),E(ω, ·))
D
+
4R2
λ2c20
(
R+ c0 + λ
2R
)2‖f(ω, ·)‖2L2(D)
+ 4R2‖f(ω, ·)‖2L2(D).
To deal with the div E term we apply the divergence operator to both sides of the
PDE (1.1). This yields
div
(
α(ω, ·)2E(ω, ·)) = −k−2div f(ω, ·),
for almost surely. Expanding the divergence on the left-hand side of the equation and
rearranging the terms gives
div E(ω, ·) = −2∇α(ω, ·)
α(ω, ·) ·E(ω, ·)−
1(
kα(ω, ·))2 div f(ω, ·).(2.19)
Here we have used the definition of α(ω, ·) and the fact that 0 < ε < 1 to divide both
sides of the equation by α(ω, ·). We again note that γ0 ≤ 1 implies ε ≤ 12 and use the
definition of α(ω, ·) to find
− 2k2 Re (xdiv E(ω, ·),E(ω, ·))
D
(2.20)
= 2k2 Re
(
2
(
α(ω, ·)−1(∇α(ω, ·)) ·E(ω, ·),x ·E(ω, ·))
D
+
1
k2
(
xα(ω, ·)−2div f(ω, ·),E(ω, ·))
D
)
≤ 8Rk2µε‖E(ω, ·)‖2L2(D) +
4R
δ6
‖div f(ω, ·)‖2L2(D) + 4Rδ6‖E(ω, ·)‖2L2(D).
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We apply (2.20) with δ6 =
k2
16R to (2.18) and use ε ≤ 132Rµ to obtain
k2
(
1
4
−Rkγ0
)
‖E(ω, ·)‖2L2(D) +
(
3
4
−Rkγ0
)
‖curl E(ω, ·)‖2L2(D)
+
c0k
2
2
‖E(ω, ·)‖2L2(∂D)
)
+
c0
2
‖curl E(ω, ·)‖2L2(∂D)
≤ 4R
2
λ2c20
(
R+ c0 + λ
2R
)2‖f(ω, ·)‖2L2(D)
+ 4R2‖f(ω, ·)‖2L2(D) +
64R2
k2
‖div f(ω, ·)‖2L2(D).
Since γ0 ≤ 18Rk we have
k2
8
‖E(ω, ·)‖2L2(D) +
5
8
‖curl E(ω, ·)‖2L2(D)
+
c0k
2
2
‖E(ω, ·)‖2L2(∂D) +
c0
2
‖curl E(ω, ·)‖2L2(∂D)
≤ 4R
2
λ2c20
(
R+ c0 + λ
2R
)2‖f(ω, ·)‖2L2(D)
+ 4R2‖f(ω, ·)‖2L2(D) +
64R2
k2
‖div f(ω, ·)‖2L2(D).
(2.10) and (2.11) follow directly from the previous inequality.
From (2.19) we find
‖div E(ω, ·)‖2L2(D) ≤ 4µε‖E(ω, ·)‖2L2(D) + 4k−2‖div f(ω, ·)‖2L2(D).
Here we have used the fact that γ0 ≤ 1 implies ε ≤ 12 . Using ε ≤ 132Rµ and applying
(2.10) yields (2.12). Since (2.10)–(2.12) hold almost surely and C0 does not depend
on ω, then if E ∈ L2(Ω, Vˆ), (2.13)–(2.15) hold.
Theorem 2.5. Let f : Ω→ H(div , D), then there exists a unique solution E for
the variational problem (2.2).
Proof. For fixed ω ∈ Ω, we give a sketch of the proof for the well-posedness in
the following and refer the readers to [17] for more details. First, the function space
V adopts the Helmholtz decomposition
V = V0 +∇S,
where
V0 = {u ∈ V | (αu,∇p)D = 0 ∀p ∈ S} and S = H10 (D).
Then the function space V0 is compactly embedded in L2(D) (cf. Theorem 4.7, [17]).
Correspondingly, the electric field is decomposed as E(ω, ·) = E0(ω, ·) + ∇p(ω, ·),
where E0 ∈ V0 and p ∈ S. By decomposing v as v = v0 + ∇q, the variational
formulation (2.2) becomes
a
(
E0(ω, ·),v0
)
+ a
(∇p(ω, ·),v0)− k2(α(ω, ·)∇p(ω, ·),∇q)D(2.21)
= (f(ω, ·),v0)D + (f(ω, ·),∇q)D.
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The Lax-Milgram lemma ensures that there exists a unique solution p ∈ S for the
variational problem
−k2(α(ω, ·)∇p(ω, ·),∇q)D = (f(ω, ·),∇q)D q ∈ S.
In addition,
||∇p(ω, ·)||L2(D) ≤ c||f ||L2(D)
for some positive constant c. As such (2.21) reduces to
(2.22) a
(
E0(ω, ·),v0
)
= (f(ω, ·),v0)D − a
(∇p(ω, ·),v0) ∀v0 ∈ V0.
It can be shown that a
(
E0,E0
)
satisfies a Ga¨rding type inequality over the space
V0 (cf. Lemma 4.10, [17]). By the compact embedding of V0 in L2(D) and the
uniqueness of the solution via unique continuation, the Fredholm Alternative implies
that there exists a unique solution E0(ω, ·) of (2.22). Hence the well-posedness of
(2.21) follows and its solution is given by E(ω, ·) = E0(ω, ·) +∇p(ω, ·). This proves
that the variational problem (2.2) attains solution almost surely. The uniqueness of
the solution holds in the sense that two functions E1 = E2 (Ω → V) if the measure
of the set {ω ∈ Ω |E1(ω, ·) 6= E2(ω, ·) } is zero.
Remark 2.2. If f ∈ L2(Ω,H1(div, D)), then the unique solution E of (1.1)–(1.2)
also satisfies estimates (2.13)–(2.15).
3. Multi-modes representation of the solution and its finite modes ap-
proximation. The goal of this section is to show that the solution to (1.1)–(1.2)
admits a power series expansion in terms of the perturbation parameter ε for suf-
ficiently small ε. This power series expansion will be used to design the efficient
algorithm for solving the time-harmonic Maxwell’s equations in random media. We
begin by assuming this expansion formally, followed by analysis which justifies the
expansion.
Assume that Eε solves (1.1)–(1.2) and takes the following form:
Eε =
∞∑
n=0
εnEn.(3.1)
We call (3.1) the multi-modes expansion of the solution to (1.1)–(1.2), which will
be justified later in this section. Due to the scalability of the Maxwell’s equations,
without loss of generality, in the rest of the paper, we assume that k ≥ 1 and D lies
in the unit disk such that D ⊂ B1(0).
By substituting (3.1) into (1.1), we see that
f = curl curl Eε − k2α2Eε
=
∞∑
n=0
εn
(
curl curl En − k2
(
1 + 2εη + ε2η2
)
En
)
= curl curl E0 − k2E0 + ε
(
curl curl E1 − k2E1 − 2k2ηE0
)
+
∞∑
n=2
εn
(
curl curl En − k2En − 2k2ηEn−1 − k2η2En−2
)
.
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By matching coefficients of εn order terms we see that each individual mode function
satisfies the following equations in Ω×D:
E−1 ≡ 0,(3.2)
curl curl E0 − k2E0 = f ,(3.3)
curl curl En − k2En = 2k2ηEn−1 + k2η2En−2 ∀n ≥ 1.(3.4)
Similarly, each mode function satisfies the following boundary condition on Ω× ∂D:
curl En × ν − ikλEn = 0 ∀n ≥ 0.(3.5)
An important feature of the multi-modes expansion of the solution (3.1) is that
each mode function En satisfies the same time-harmonic Maxwell’s system with re-
cursively defined random sources. This is the key to develop the efficient algorithm
discussed later in Section 5. The following theorem gives stability estimates for each
mode function En. This theorem is a consequence of Theorem 2.4 with ε = 0 along
with the recursive relationship defined in (3.4).
Theorem 3.1. Let f : Ω → H(div , D). Then for each n ≥ 0, there exists a
unique solution En : Ω→ V satisfying (3.3) and (3.5) for n = 0 and (3.4) and (3.5)
for n ≥ 1 (in the sense of Definition 2.1). Moreover, for n ≥ 0, En satisfies the
following stability estimates:
‖En(ω, ·)‖2L2(D) + ‖En(ω, ·)‖2L2(∂D)(3.6)
≤ C(n, k)
(
1
k
+
1
k2
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
,
‖curl En(ω, ·)‖2L2(D) + ‖curl En(ω, ·)‖2L2(∂D)(3.7)
≤ C(n, k)
(
1 +
1
k
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
,
‖div En(ω, ·)‖2L2(D)(3.8)
≤ C(n, k)
(
1
k
+
1
k2
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
,
where
C(0, k) := C0, C(n, k) := 7
2n−1Cn+10 (1 + k)
2n(1 + µ)2n ∀n ≥ 1.
Furthermore, if f ∈ L2(Ω,H(div , D)) and En ∈ L2(Ω,H1(D)), then the following
estimates hold
E
(‖En‖2L2(D))+ E(‖En‖2L2(∂D))(3.9)
≤ C(n, k)
(
1
k
+
1
k2
)2
M(f),
E
(‖curl En‖2L2(D))+ E(‖curl En‖2L2(∂D))(3.10)
≤ C(n, k)
(
1 +
1
k
)2
M(f),
E
(‖div En‖2L2(D)) ≤ C(n, k)(1k + 1k2
)2
M(f),(3.11)
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where
M(f) := E(‖f‖2L2(D))+ E(‖div f‖2L2(D)).
Proof. Existence and uniqueness of each mode function En is a consequence of
stability estimates (3.6)–(3.8) and an argument similar to the proof of Theorem 2.5.
Also, (3.9)–(3.11) are direct consequences of (3.6)–(3.8). Thus, we focus our attention
on proving (3.6)–(3.8).
For the rest of the proof we fix ω ∈ Ω and all estimates and identities will hold
almost surely. By definition each mode function En satisfies (1.1)–(1.2) with ε = 0
in the left-hand side Maxwell’s differential operator and source function f defined
through a recursive relationship given in (3.2)–(3.4). Hence we can apply Theorem
2.4 to obtain stability estimates for each mode function. Beginning with the first
mode function E0, Theorem 2.4 yields
‖E0(ω, ·)‖2L2(D) + ‖E0(ω, ·)‖2L2(∂D)
≤ C0
(
1
k
+
1
k2
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
,
‖curl E0(ω, ·)‖2L2(D) + ‖curl E0(ω, ·)‖2L2(∂D)
≤ C0
(
1
k
+
1
k2
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
,
‖div E0(ω, ·)‖2L2(D)
≤ C0
(
1
k
+
1
k2
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
.
Thus, (3.6)–(3.8) are verified for n = 0. We will prove (3.6)–(3.8) for n > 0 by
induction on n. Assume (3.6)–(3.8) hold for all n ≤ ` − 1. Then for E` we apply
Theorem 2.4 and find
‖E`(ω, ·)‖2L2(D) + ‖E`(ω, ·)‖2L2(∂D)
≤ 2C0
(
1
k
+
1
k2
)2 (
4k4‖E`−1(ω, ·)
∥∥2
L2(D)
+ 4k4‖div (η(ω, ·)E`−1(ω, ·))∥∥2L2(D)
+k4‖E`−2(ω, ·)‖2L2(D) + k4
∥∥div (η(ω, ·)E`−2(ω, ·))∥∥2L2(D))
≤ 2C0k4
(
1
k
+
1
k2
)2 (
(4 + 8µ2)‖E`−1(ω, ·)‖2L2(D) + 8‖div E`−1(ω, ·)‖2L2(D)
+(1 + 4µ2)‖E`−2(ω, ·)‖2L2(D) + 2‖div E`−2(ω, ·)‖2L2(D)
)
.
Here we have used the properties of η which yield the following inequalities
∣∣div (η(ω, ·)E(ω, ·))∣∣2 ≤ 2|div E(ω, ·)|2 + 2µ2|E(ω, ·)|2,∣∣div (η(ω, ·)2E(ω, ·))∣∣2 ≤ 2|div E(ω, ·)|2 + 4µ2|E(ω, ·)|2,
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almost surely. From the inductive hypothesis, we have
‖E`(ω, ·)‖2L2(D) + ‖E`(ω, ·)‖2L2(∂D)
≤ 2C0k4
(
1
k
+
1
k2
)2(
(12 + 8µ2)C(`− 1, k)
(
1
k
+
1
k2
)2
+(1 + 4µ2)C(`− 2, k)
(
1
k
+
1
k2
)2)(
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
≤ 24C0(1 + k)2(1 + µ)2C(`− 1, k)
(
1 +
C(`− 2, k)
C(`− 1, k)
)(
1
k
+
1
k2
)2
×
(
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
≤ 48C0(1 + k)2(1 + µ)2C(`− 1, k)
(
1
k
+
1
k2
)2
×
(
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
≤ C(`, k)
(
1
k
+
1
k2
)2 (
‖f(ω, ·)‖2L2(D) + ‖div f(ω, ·)‖2L2(D)
)
.
Here we have used the definition of C(`, k) which implies C(`−2,k)C(`−1,k) ≤ 1. Thus, (3.6)
holds for n = `. By similar arguments (3.7) and (3.8) hold for n = `. Therefore, by
induction on n (3.6)–(3.8) hold for all n ≥ 0.
For the rest of the analysis of this paper the mode functions En and the multi-
modes solution Eε are assumed to be in L2(Ω,V). As an immediate consequence
Theorem 3.1, we prove the following theorem which justifies the multi-modes expan-
sion of the solution given in (3.1).
Theorem 3.2. Let f ∈ L2(Ω,H(div , D)) and En be the same as those defined in
Theorem 3.1. Then Eε defined by (3.1) satisfies (1.1)–(1.2) (in the sense of Definition
2.1) provided that σ := 7εC
1
2
0 (1 + k)(1 + µ) < 1.
Proof. The proof consists of two parts: (i) To show that the infinite series defined
in (3.1) converges in L2(Ω, Vˆ); (ii) To show that the limit satisfies (1.1)–(1.2). To
carry out the analysis we begin by defining the finite sum
EεN =
N∑
n=0
εnEn.(3.12)
This finite sum will be referred to as the finite mode expansion of the solution.
To show that EεN converges as N → ∞, we show that it is a Cauchy sequence.
For any fixed positive integer p we apply Theorem 3.1, Schwarz inequality, and a
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geometric sum to find
E
(‖EεN+p −EεN‖2L2(D))+ E(‖EεN+p −EεN‖2L2(∂D))
≤ p
N+p−1∑
n=N
ε2n
(
E
(‖En‖2L2(D))+ E(‖En‖2L2(∂D)))
≤ p
(
1
k
+
1
k2
)2
M(f)
N+p−1∑
n=N
ε2nC(n, k)
≤ C0p
(
1
k
+
1
k2
)2
M(f)
N+p−1∑
n=N
σ2n
≤ C0p
(
1
k
+
1
k2
)2
M(f) · σ
2N (1− σ2p)
1− σ2 .
Similarly, the following also holds:
E
(‖curl (EεN+p −EεN )‖2L2(D))+ E(‖curl (EεN+p −EεN )‖2L2(∂D))
≤ C0p
(
1 +
1
k
)2
M(f) · σ
2N (1− σ2p)
1− σ2 .
Thus, for σ < 1,
lim
N→∞
[
E
(‖EεN+p −EεN‖2L2(D))+ E(‖EεN+p −EεN‖2L2(∂D))
E
(‖curl (EεN+p −EεN )‖2L2(D))+ E(‖curl (EεN+p −EεN )‖2L2(∂D))] = 0.
Therefore, {EεN} is a Cauchy sequence and we conclude that the series (3.1) converges
in L2(Ω, Vˆ).
Let Eε ∈ L2(Ω, Vˆ) be defined by (3.1). By the definitions of the mode functions
En and the finite-mode expansion E
ε
N we have∫
Ω
a(EεN ,v) dP =
∫
Ω
((
f ,v
)
D
− k2εN(η(2 + εη)EN−1 + η2EN−2,v)D) dP,(3.13)
for all v ∈ L2(Ω,V). By using the Schwarz inequality and Theorem 3.1, it follows
that
k2εN
∣∣∣∣∫
Ω
(
η(2 + εη)EN−1 + η2EN−2,v
)
D
dP
∣∣∣∣
≤ 3k2εN
((
E(‖EN−1‖2L2(D))
) 1
2 +
(
E(‖EN−2‖2L2(D))
) 1
2
)(
E(‖v‖2L2(D))
) 1
2
≤ 6k2εN
(
1
k
+
1
k2
)
C(N − 1, k) 12M(f) 12 (E(‖v‖2L2(D))) 12
≤ 3k2εC 120
(
1
k
+
1
k2
)
M(f) 12 (E(‖v‖2L2(D))) 12σN−1
−→ 0 as N →∞, provided that σ < 1.
Thus, by letting N →∞ in (3.13)∫
Ω
a(Eε,v) dP =
∫
Ω
(
f ,v
)
D
dP ∀v ∈ L2(Ω,V).(3.14)
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Therefore, we conclude that the multi-modes expansion Eε defined in (3.1) satisfies
(1.1)–(1.2) in the sense of Definition 2.1 (cf. Remark 2.1).
Remark 3.1. To ensure the convergence of the multi-modes expansion of the
solution in (3.1), Theorem 3.2 requires that ε = O((1 + k)−1(1 + µ)−1). Compared
with the scalar Helmholtz problem in random media in [5] where one requires ε =
O((1 + k)−1), the new constraint on ε also depends on µ, the upper bound for the
gradient of the random field.
To achieve a computable approximation to Eε, we will use the truncated finite
modes representation EεN defined by (3.12). The following theorem gives the error
associated with the finite modes representation. This theorem is a direct consequence
of Theorems 2.4 and 3.1.
Theorem 3.3. Let f ∈ L2(Ω,H(div , D)) and En be the same as those defined
in Theorem 3.1. Then for Eε and EεN defined in (3.1) and (3.12), respectively, the
following estimates hold:
E
(‖Eε −EεN‖2L2(D)) ≤ 72C0σ2N343(1 + k)2(1 + µ)2
(
1 +
1
k
)4
M(f),(3.15)
E
(∥∥curl (Eε −EεN)∥∥2L2(D)) ≤ 72C0σ2N343(1 + k)2(1 + µ)2 (k + 1)4M(f),(3.16)
provided σ = 7εC
1
2
0 (1 + k)(1 + µ) < 1. Where
M(f) := E(‖f‖2L2(D))+ E(‖div f‖2L2(D)).
Proof. By subtracting (3.13) from (3.14) we obtain∫
Ω
a(Eε −EεN ,v) dP =
∫
Ω
k2εN
(
η(2 + εη)EN−1 + η2EN−2,v
)
D
dP.
Thus Eε−EεN satisfies (1.1)–(1.2) with f = k2εN
(
η(2+εη)EN−1+η2EN−2
)
. Applying
Theorems 2.4 and 3.1 yields
E
(‖Eε −EεN‖2L2(D))+ E(‖Eε −EεN‖2L2(∂D))
≤ 18k4ε2NC0
(
1
k
+
1
k2
)2 (
E
(‖EN−1‖2L2(D))+ E(‖div EN−1‖2L2(D))
+ E
(‖EN−2‖2L2(D))+ E(‖div EN−2‖2L2(D)))
≤ 36k4ε2NC0
(
1
k
+
1
k2
)4 (
C(N − 1, k) + C(N − 2, k)
)
M(f)
≤ 72ε2NC0
(
1 +
1
k
)4
C(N − 1, k)M(f)
≤ 72C0σ
2N
343(1 + k)2(1 + µ)2
(
1 +
1
k
)4
M(f).
Thus, (3.15) holds. The proof of (3.16) follows similarly.
4. Monte Carlo discontinuous Galerkin approximation of the mode
En. We propose a Monte Carlo interior penalty discontinuous Galerkin (MCIP-DG)
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method for approximating E(En). The IP-DG method was developed in [9] for ap-
proximating the deterministic time-Harmonic Maxwell’s equations with large wave
number. Compared with other discretization methods such as finite difference and
finite element methods, the IP-DG method is unconditionally stable. We begin by
introducing standard notations to describe the IP-DG method in the next subsection.
4.1. DG notation. First, we let Th denote a family of quasi-uniform, shape-
regular partitions of the spatial domain D parameterized by h. Typically, the domain
D is partitioned into tetrahedrons or parallelpipeds. Let EIh and EBh denote the sets
of interior faces and boundary faces of Th, respectively, defined as
EIh :=
{
Set of faces F of elements K ∈ Th
∣∣F ⊂ D} ,
EBh :=
{
Set of faces F of elements K ∈ Th
∣∣F ⊂ ∂D} .
Let H1(Th) denote the vector-valued broken Sobolev space over the partition Th
defined as
H1(Th) :=
{
v ∈ L2(D) ∣∣v ∈ H1(K) for all K ∈ Th} .
Let Vh denote the space of piecewise linear functions over the partition Th defined as
Vh :=
{
v ∈ H1(Th)
∣∣v ∈ P1(K) for all K ∈ Th} ,
where P1(K) is the space of vector-valued piecewise linear functions on K ∈ Th.
The finite dimensional function space Vh includes functions that are discontin-
uous at the interior edges of all elements of the partition Th. To deal with these
discontinuities, it is standard practice to define jump and average operators at these
element boundaries. Let [v] and {v} denote the jump and average operator of v
on a face F ∈ Eh := EIh ∪ EBh . For any F ∈ EIh there exists K,K ′ ∈ Th such that
F = ∂K ∩ ∂K ′. Thus, for F ∈ EIh define
[v]|F :=
{
vK − vK′ , if the global label of K is larger than K ′
vK′ − vK , if the global label of K ′ is larger than K ,
{v}|F := 1
2
(
vK + vK′
)
.
For F ∈ EBh , we set [v]|F = {v}|F = v|F . For F ∈ EIh such that F = ∂K ∩ ∂K ′ we
define νF as the unit normal to the face F which points outward of K where K has
larger global label than K ′. For F ∈ EBh we define νF = ν the unit normal vector to
the face F which points outward of the domain D.
4.2. IP-DG method for the deterministic time-harmonic Maxwell prob-
lem. In this section we introduce the IP-DG method of [9] that will be used in our
overall MCIP-DG procedure. We consider the following deterministic time-harmonic
Maxwell’s equations:
curl curl E− k2E = F in D,(4.1)
curl E× ν − ikλET = 0 on ∂D.(4.2)
The IP-DG approximation Eh ∈ Vh of the solution E is defined by seeking Eh ∈ Vh
that satisfies
ah(E
h,vh) = (F,vh)D ∀vh ∈ Vh,(4.3)
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where
ah(E
h,vh) := bh(E
h,vh)− k2(Eh,vh)D − ikλ〈EhT ,vhT 〉∂D,
bh(E
h,vh) :=
∑
K∈Th
(curl Eh, curl vh)K
−
∑
F∈EIh
(〈{curl Eh × νF}, [vhT ]〉F + 〈[EhT ], {curl vh × νF}〉F)
− i
(
J0(E
h,vh) + J1(E
h,vh)
)
,
J0(E
h,vh) :=
∑
F∈EIh
γ0
h
〈
[EhT ], [v
h
T ]
〉
F ,
J1(E
h,vh) :=
∑
F∈EIh
γ1h
〈
[curl Eh × νF ], [curl vh × νF ]
〉
F .
Here γ0 and γ1 denote nonnegative penalty parameters that will be specified later.
To aid in the analysis of this IP-DG method we define the following norms and semi-
norms on Vh:
‖v‖2L2(Th) :=
∑
K∈Th
‖v‖2L2(K),
|v|2DG := ‖curl v‖2L2(Th) + J0(v,v) + J1(v,v),
‖v‖2DG := |v|2DG + ‖v‖2L2(D).
The next theorem comes from [9] and demonstrates the unconditional stability of
the above IP-DG method. This theorem is split into two parts based on the size of
the spatial partition parameter h that is chosen. The first set of estimates are valid
for any size of h > 0 while the second set of estimates are valid when k3h2 = O(1)
(considered the asymptotic mesh regime) and are sharper estimates.
Theorem 4.1. Let Eh ∈ Vh be a solution to (4.3).
i) For any k, λ, h, γ0, γ1 > 0 the following estimates hold:
‖curl Eh‖L2(Th) + k‖Eh‖L2(D) ≤ Ck−1Csta‖F‖L2(D),(
J0(E
h,Eh) + J1(E
h,Eh) + kλ‖EhT ‖2L2(∂D)
) 1
2 ≤ Ck−1C 12sta‖F‖L2(D),
where C is a constant independent of h, γ0, γ1, λ, and k, and
Csta :=
1
kλh
+
1
γ1k2h2
+
1
γ0
+ 1.
ii) For h in the asymptotic regime, k3h2 = O(1), the following estimate holds:
‖Eh‖L2(D) + ‖Eh‖L2(∂D) + 1
k
|Eh|DG ≤ Ĉ0
(
1
k
+
1
k2
)
‖F‖L2(D).
Unique solvability to the IP-DG equation (4.3) is an immediate consequence of
the above unconditional stability result.
Corollary 4.2. There exists a unique solution to (4.3) for any fixed set of
parameters k, λ, h, γ0, γ1 > 0.
The following theorem gives error estimates for this IP-DG approximation.
Theorem 4.3. Let E ∈ H2(D) solve (4.1)–(4.2) and Eh ∈ Vh solve (4.3).
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i.) For any k, λ, h, γ0, γ1 > 0 the following estimates hold:
‖E−Eh‖DG ≤ C
(
h+ Ĉsta(1 + γ1)
(
k2h2 + kλh
3
2
))
R(E),
‖E−Eh‖L2(D) ≤ C
(
h2 + Ĉstak
−1
(
k2h2 + kλh
3
2
))
(1 + γ1)R(E),
where
R(E) := (1 + γ1) 12
(
‖E‖2H1(D) + ‖curl E‖2H1(D)
) 1
2
+ ‖E‖H2(D),
Ĉsta := max
{
k−1(1 + Csta),
(
k−1λ−1(1 + Csta)
) 1
2
}
.
ii.) In the case that k3h2 = O(1), the following estimates hold:
‖E−Eh‖DG ≤ hC1R(E),
‖E−Eh‖L2(D) ≤ h2C2R(E).
The proof for part i) can be found in [9] and for part ii) in [17]. It is well known
that the solution E to the deterministic time-harmonic Maxwell’s equations may not
belong to H2(D) in some cases (c.f. [12]). On the other hand, if E ∈ H2(D) then it
can be shown that
R(E) ≤ C(1 + k)‖f‖L2(D).(4.4)
To keep estimates tractable for the rest of the paper, we will assume that k3h2 = O(1)
and (4.4) holds.
We also note that E(En) for n ≥ 1 cannot be computed directly using the IP-DG
method described in this section, due to the multiplicative structure of the right-hand
side of (3.4). Thus, we will need one more layer of approximations to achieve a fully
computable solution. The next section will add a Monte Carlo method to the IP-
DG method of this section to obtain an MCIP-DG method for approximating E(En).
However, one can approximate E(E0) directly by prescribing the function F = E(f).
This is due to the linear nature of the expectation operator E(·).
4.3. MCIP-DG method for approximating E(En) for n ≥ 0. In this sub-
section we present our MCIP-DG method for approximating the expectation E(En)
of each mode function En. Although it was noted earlier that the IP-DG method
is valid in the pre-asymptotic mesh regime, we will only carry out the error analysis
in the asymptotic mesh regime, k3h2 = O(1), to avoid technicalities. The estimates
obtained in this subsection are similar to those of [5, 8] for the random Helmholtz
problem and random elastic Helmholtz problem.
Recall that each mode function En satisfies the following “nearly deterministic”
time-harmonic Maxwell’s equations:
curl curl En − k2En = Sn,
curl En × ν − ikλEn = 0,
where
S0 := f , E−1 := 0, Sn := 2k2ηEn−1 + k2η2En−2 ∀n ≥ 1.
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Following the standard Monte Carlo procedure (c.f. [2]) we let M be a large integer
indicating the number of samples to be taken to generate the Monte Carlo approx-
imation. For each j = 1, 2, . . . ,M we obtain i.i.d. realizations of the source term
f(ωj , ·) ∈ L2(D) and the random coefficient η(ωj , ·) ∈ W 1,∞C (D). With each real-
ization of the data a sample mode function Ehn(ωj , ·) ∈ Vh is found by solving the
following IP-DG equation
ah(E
h
n(ωj , ·),vh) = (Shn(ωj , ·),vh)D ∀vh ∈ Vh,(4.5)
where
Sh0 (ωj , ·) := f(ωj , ·), Eh−1 := 0,
Shn(ωj , ·) := 2k2ηEhn−1(ωj , ·) + k2η2Ehn−2(ωj , ·) ∀n ≥ 1.
Due to the definition of Shn, each realization E
h
n(ωj , ·) must be computed recursively.
It is also important to note that for the sake of computability the source term Sn
must be replaced with a discrete versions Shn. This adds another source of error
that is dealt with in the overall error analysis. The following theorem gives stability
estimates for the discretized mode functions Ehn. These stability estimates are a result
of the stability estimates in part ii) of Theorem 4.1. along with an induction argument
like the one used to prove estimates in Theorem 3.1.
Lemma 4.4. Let f ∈ L2(Ω,L2(D))). Then for each n ≥ 0, there exists a unique
solution Ehn ∈ L2(Ω,Vh) satisfying (4.5). Moreover, for h chosen such that k3h2 =
O(1), Ehn satisfies the following stability estimates:
E
(‖Ehn‖2L2(D))+ E(‖Ehn‖2L2(∂D)) ≤ Ĉ(n, k)(1k + 1k2
)2
E
(‖f‖2L2(D)),(4.6)
E
(‖Ehn‖2DG) ≤ Ĉ(n, k)(1 + 1k
)2
E
(‖f‖2L2(D)),(4.7)
where
Ĉ(0, k) := Ĉ0, Ĉ(n, k) := 4
2n−1Ĉ2n+20 (1 + k)
2n ∀n ≥ 1.
Now we define our MCIP-DG approximation φhn of E(En) to be the following
statistical average:
φhn :=
M∑
j=1
Ehn(ωj , ·).(4.8)
To analyze the error between φhn and E(En) we note that the error can be decomposed
as
E(En)− φhn =
(
E(En)− E(Ehn)
)
+
(
E(Ehn)− φhn
)
,
i.e. the error associated to approximating each mode function with its IP-DG approx-
imation and the error associated to approximating the expectation with a statistical
average generated from the Monte Carlo method.
To prove error estimates between the mode function En and the IP-DG approxi-
mation to the mode function Ehn we will make use of the following lemma.
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Lemma 4.5. Let γ, β > 0 be two real numbers, {cn}n≥0 and {αn}n≥0 be two
sequences of nonnegative numbers such that
(4.9) c0 ≤ γα0, cn ≤ βcn−1 + γαn ∀n ≥ 1.
Then there holds
(4.10) cn ≤ γ
n∑
j=0
βn−jαj ∀n ≥ 1.
The proof is trivial so it is not given here. We will also use a decomposition of the
form
En −Ehn =
(
En − E˜hn
)
+
(
E˜hn −Ehn
)
,(4.11)
where E˜hn(ωj , ·) ∈ Vh solves the following IP-DG equation
ah(E
h
n(ωj , ·),vh) = (Sn(ωj , ·),vh)D ∀vh ∈ Vh.(4.12)
With these tools in hand we now give the following theorem which characterizes the
error associated to approximating En with an IP-DG approximation E
h
n.
Theorem 4.6. Suppose that k3h2 = O(1) and En ∈ L2(Ω,H2(D)), then the
following estimates hold
E
(‖En −Ehn‖L2(D)) ≤ C˜0(1 + k)h2 n∑
j=0
[
Ĉ0(2k + 2)
]n−jE(‖Sj‖L2(D)),(4.13)
E
(‖En −Ehn‖DG) ≤ CC˜0(1 + k)h n∑
j=0
[
Ĉ0(2k + 2)
]n−jE(‖Sj‖L2(D)),(4.14)
where C, C˜0, and Ĉ0 are constants independent of k and h.
Proof. As an immediate consequence of Theorem 4.3 and (4.4) the following
estimates on the error En − E˜hn hold
E
(‖En − E˜hn‖DG) ≤ Ch(1 + k)E(‖Sn‖L2(D)),(4.15)
E
(‖En − E˜hn‖L2(D)) ≤ Ch2(1 + k)E(‖Sn‖L2(D)).(4.16)
To estimate the error E˜hn −Ehn we subtract (4.5) from (4.12) to obtain
ah
(
E˜hn(ωj , ·)−Ehn(ωj , ·),vh
)
=
(
Sn(ωj , ·)− Shn(ωj , ·),vh
)
D
∀vh ∈ Vh.
Thus, En(ωj , ·) − E˜hn(ωj , ·) solves (4.3) with F = Sn(ωj , ·) − Shn(ωj , ·) and we can
apply part ii) of Theorem 4.1 to obtain
E
(
k‖E˜hn −Ehn‖L2(D) + k‖E˜hn −Ehn‖L2(∂D) + |E˜hn −Ehn|DG
)
(4.17)
≤ Ĉ0
(
1 +
1
k
)
E
(‖Sn − Shn‖L2(D))
≤ Ĉ0k(k + 1)E
(
2‖En−1 −Ehn−1‖L2(D) + ‖En−2 −Ehn−2‖L2(D)
)
.
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Combining (4.16) and (4.17) yields
E
(‖En −Ehn‖L2(D) + ‖En −Ehn‖L2(∂D))(4.18)
≤ Ĉ0(k + 1)E
(
2‖En−1 −Ehn−1‖L2(D) + ‖En−2 −Ehn−2‖L2(D)
)
+ C˜0(k + 1)h
2E
(‖Sn‖L2(D)).
We then apply an inverse inequality along with (4.17) and (4.15) to find
E
(‖En −Ehn‖DG)(4.19)
≤ E(‖E˜hn −Ehn‖DG + ‖En − E˜hn‖DG)
≤ Ch−1E(‖E˜hn −Ehn‖L2(D))+ E(‖En − E˜hn‖DG)
≤ CĈ0h−1(k + 1)E
(
2‖En−1 −Ehn−1‖L2(D) + ‖En−2 −Ehn−2‖L2(D)
)
+ C˜0(k + 1)hE
(‖Sn‖L2(D)).
We note that (4.18) and (4.19) define recursive estimates for the error En − Ehn.
By definition
E−2 = E−1 = Eh−2 = E
h
−1 = 0,
we get
E
(‖E0 −Eh0‖L2(D) ≤ C˜0(k + 1)h2E(‖S0‖L2(D)),
E
(‖E0 −Eh0‖DG) ≤ C˜0(k + 1)hE(‖S0‖L2(D)).
Define
cn := E
(‖En −Ehn‖L2(D) + ‖En−1 −Ehn−1‖L2(D)),
β := Ĉ0(2k + 2), γ := C˜0(k + 1)h
2, αn := E
(‖Sn‖L2(D)),
we now apply Lemma 4.5 with these choices to obtain (4.13). Finally, combining
(4.19) and (4.13) gives (4.14).
To characterize the error associated with approximating the expected value by
the Monte Carlo method we make use of the following well known lemma (c.f. [2, 14]).
Lemma 4.7. For n ≥ 0 the following estimates hold
E
(‖E(Ehn)− φhn‖2L2(D)) ≤ 1M E(‖Ehn‖2L2(D)),(4.20)
E
(‖E(Ehn)− φhn‖2DG) ≤ 1M E(‖Ehn‖2DG).(4.21)
From Lemma 4.4 and 4.7 we obtain the following theorem.
Theorem 4.8. Suppose that k3h2 = O(1), then the following estimates hold:
E
(‖E(Ehn)− φhn‖2L2(D)) ≤ 1M Ĉ(n, k)
(
1
k
+
1
k2
)2
E
(‖f‖2L2(D)),(4.22)
E
(‖E(Ehn)− φhn‖2DG) ≤ 1M Ĉ(n, k)
(
1 +
1
k
)2
E
(‖f‖2L2(D)).(4.23)
As expected, the error associated with approximating E(Ehn) using the Monte Carlo
method is on the order O(M
1
2 ). Thus, to ensure convergence M must be taken to be
sufficiently large.
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5. The overall numerical procedure. In this section, we will present the
overall numerical algorithm based on a combination of the multi-modes expansion of
the solution given in (3.1) and the MCIP-DG method for computing each mode. An
acceleration strategy is proposed to obtain the mode functions so that the whole algo-
rithm can be implemented in an efficient way. It should be pointed out that, instead of
employing the Monte Carlo method for sampling, more efficient sampling techniques
such as quasi-Monte Carlo methods or stochastic collocation methods can also be
applied to compute the expectation, we omit the discussion here for conciseness.
5.1. The numerical algorithm, linear solver, and computational com-
plexity. Before describing the multi-modes MCIP-DG method, we begin this section
by giving the “standard” MCIP-DG method for obtaining E(Eε). We use the term
standard MCIP-DG method to describe a Monte Carlo interior penalty discontinuous
Galerkin approximation which does not make use of the multi-modes expansion of the
solution. The reason for introducing the standard MCIP-DG method is twofold. First,
we use this method as a test-stone for comparison with our multi-modes MCIP-DG
method. In particular, we will show that the multi-modes MCIP-DG method is far
superior to the standard MCIP-DG method in terms of computational time needed for
completion of the algorithm. Second, due to the difficulty in obtaining a closed-form
solution for (1.1) –(1.2) we will compare the solution from the multi-modes MCIP-DG
method to the solution obtained using the standard MCIP-DG method in all of our
numerical tests later in the paper. We do this because the standard method is known
to converge to the true solution.
To describe the standard MCIP-DG method we start by defining the following
IP-DG sesquilinear form:
aˆh,j(E
h,vh) := bh(E
h,vh)− k2(α2(ωj , ·)Eh,vh)D − ikλ〈EhT ,vhT 〉∂D,
where α(ωj , ·) indicates a given realization of the random coefficient in (1.1). Note
that this sesquilinear form is similar in nature to that from (4.5) with the exception
that α(ωj , ·) is now present in the second term of this sesquilinear form. With this
sesquilinear form we define the “standard” MCIP-DG method.
Algorithm 1 (Standard MCIP-DG)
Input f , η, ε, k, h,M.
Set Ψ˜
ε
h(·) = 0 (initializing).
For j = 1, 2, · · · ,M
Obtain realizations f(ωj , ·) and η(ωj , ·).
Solve for Eˆh(ωj , ·) ∈ Vh such that
aˆh,j
(
Eˆh(ωj , ·),vh
)
=
(
f(ωj , ·),vh
)
D
∀vh ∈ Vh.
Set Ψ˜
ε
h(·)← Ψ˜
ε
h(·) + 1M Eˆh(ωj , ·).
Endfor
Output Ψ˜
ε
h(·).
For the rest of the paper we will use the notation Ψ˜
ε
h(·) to denote the “standard”
MCIP-DG approximation of E(Eε).
We now are ready to state our multi-modes MCIP-DG algorithm. The key to
obtaining an efficient algorithm is to leverage the fact that all the mode functions En
satisfy a random PDE with the same left-hand side operators. The random coefficients
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and source terms only show up on the right-hand side in a recursive fashion (see
(3.2)–(3.5)). This means that each IP-DG approximation of En will generate the
same stiffness matrix A, regardless of the sample ωj . With this in mind, this matrix
needs to be computed only once in the entire Monte Carlo approximation and thus,
only one LU decomposition needs to be performed for the entire algorithm. Then
for each realization of coefficient and source data, the stored LU decomposition along
with forward and backward substitution can be used to compute the corresponding
solution.
The algorithm based on the multi-modes MCIP-DG method is described below.
Algorithm 2 (Multi-Modes MCIP-DG)
Input f , η, ε, k, h,M,N
Set Ψεh,N (·) = 0 (initializing).
Generate the stiffness matrix A from the sesquilinear form ah(·, ·) on Vh ×Vh.
Compute and store the LU decomposition of A.
For j = 1, 2, · · · ,M
Obtain realizations f(ωj , ·) and η(ωj , ·).
Set Sh0 (ωj , ·) = f(ωj , ·).
Set Eh−1(ωj , ·) = 0.
Set Eεh,N (ωj , ·) = 0 (initializing).
For n = 0, 1, · · · , N − 1
Solve for Ehn(ωj , ·) ∈ Vh such that
ah
(
Ehn(ωj , ·),vh
)
=
(
Shn(ωj , ·),vh
)
D
∀vh ∈ Vh,
using forward and backward substitution.
Set Eεh,N (ωj , ·)← Eεh,N (ωj , ·) + εnEhn(ωj , ·).
Set Shn+1(ωj , ·) = 2k2η(ωj , ·)Ehn(ωj , ·) + k2η(ωj , ·)2Ehn−1(ωj , ·).
Endfor
Set Ψεh,N (·)← Ψεh,N (·) + 1MEεh,N (ωj , ·).
Endfor
Output Ψεh,N (·).
In the rest of the paper Ψεh,N is used to denote the multi-modes MCIP-DG approx-
imation to E(Eε) calculated by using Algorithm 2. Though φhn as defined in (4.8)
does not show up explicitly in Algorithm 2, we note that
Ψεh,N =
N−1∑
n=0
εnφhn.
This identity will be used in the convergence analysis given in the next section.
To demonstrate the efficiency of Algorithm 2, let L = 1h where h is the spatial
mesh size used in the IP-DG method (see Section 4), and we note for convergence of
the IP-DG method we must choose h to be small ensuring the parameter L is large. As
stated in [5, 6, 8], Algorithm 1 requires O(ML9) multiplications versus O(L9+MNL6)
number of multiplications used in Algorithm 2. In practice, the number of modes N
is relatively small (see Theorem 5.4), thus we can treat this parameter as a constant.
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To ensure the error associated with the IP-DG method, measured in the L2 norm, is
of the same order as the error due to the Monte Carlo simulation, we set M = L4.
With this choice the number of multiplications used in Algorithm 1 is O(L13) versus
the O(L9 + L10) used in Algorithm 2. Thus, big savings in the computational cost
by using the multi-modes MCIP-DG method in Algorithm 2 over using the standard
MCIP-DG method in Algorithm 1 is achieved.
Moreover, the proposed MCIP-DG method maintains the parallelism feature of
the standard Monte Carlo method because the outer loop of Algorithm 2 can be run
simultaneously. Hence, it allows implementing the algorithm in parallel, thus resulting
in additional speedup of the algorithm.
5.2. Convergence analysis. In this section, we will give the convergence anal-
ysis for the proposed multi-modes MCIP-DG method. To do so, we first decompose
the total error as follows:
E(Eε)−Ψεh,N =
(
E(Eε)− E(EεN )
)
+
(
E(EεN )− E(Eεh,N )
)
(5.1)
+
(
E(Eεh,N )−Ψεh,N
)
.
Here, the first term in the decomposition represents the error associated with the
finite-modes representation of the solution, the second term is the error contributed
by the IP-DG method, and the last term is the error arising in the sampling by the
Monte Carlo method. We note that the error associated with approximating Eε by a
finite-modes representation was already presented in Theorem 3.3.
To obtain the error due to the IP-DG method, we start with a lemma which is a
direct result of Theorem 4.6.
Lemma 5.1. Suppose that En ∈ L2(Ω,H2(D)) for each n ≥ 0 and h is chosen to
satisfy the following asymptotic mesh condition k3h2 = O(1), then the following error
estimates hold:
E
(‖EεN −Eεh,N‖L2(D)) ≤ C˜0(1 + k)h2 N−1∑
n=0
n∑
j=0
εn
[
Ĉ0(2k + 2)
]n−jE(‖Sj‖L2(D)),
E
(‖EεN −Eεh,N‖DG) ≤ CC˜0(1 + k)hN−1∑
n=0
n∑
j=0
εn
[
Ĉ0(2k + 2)
]n−jE(‖Sj‖L2(D)),
where C, C˜0, and Ĉ0 are constants independent of k and h.
To obtain the final estimate to characterize the IP-DG error we combine the
previous lemma with the stability estimates in Theorem 3.1.
Theorem 5.2. Suppose that En ∈ L2(Ω,H2(D)) for each n ≥ 0 and h is chosen
to satisfy the asymptotic mesh condition k3h2 = O(1). Further assume that ε is
chosen small enough to ensure σ̂ := 14Ĉ0
√
C0(1 + k)(1 +µ)ε < 1. Then the following
estimates hold:
E
(‖EεN −Eεh,N‖L2(D)) ≤ C(C0, Ĉ0, C˜0, k, ε)h2M(f) 12 ,(5.2)
E
(‖EεN −Eεh,N‖DG) ≤ C(C0, Ĉ0, C˜0, k, ε)hM(f) 12 ,(5.3)
where
C(C0, Ĉ0, C˜0, k, ε) :=
CC˜0
√
C0(k + 1)
7
1
2 (7
√
C0(1 + µ)− 1)
· 1
1− σ̂ .
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Proof. To obtain (5.2) and (5.3) we need to find an upper bound for the double
sum in the estimates in Lemma 5.1. By using the definition of Sj and Theorem 3.1
we find
N−1∑
n=0
n∑
j=0
εn
[
Ĉ0(2k + 2)
]n−jE(‖Sj‖L2(D))
≤
N−1∑
n=0
n∑
j=0
εn
[
Ĉ0(2k + 2)
]n−jE(2k2‖Ej−1‖L2(D) + k2‖Ej−2‖L2(D))
≤ 4(k + 1)M(f) 12
N−1∑
n=0
n∑
j=0
εn
[
Ĉ0(2k + 2)
]n−j
C(j − 1, k) 12
=
4M(f) 12
7
3
2 (1 + µ)
N−1∑
n=0
[
εĈ0(2k + 2)
]n n∑
j=0
7jC
j
2
0 (1 + µ)
j
≤ 4
√
C0M(f) 12
7
1
2
(
7
√
C0(1 + µ)− 1
) N−1∑
n=0
[
14εĈ0
√
C0(1 + k)(1 + µ)
]n
=
4
√
C0M(f) 12
7
1
2
(
7
√
C0(1 + µ)− 1
) · 1−
[
14Ĉ0
√
C0(1 + k)(1 + µ)ε
]n
1− 14Ĉ0
√
C0(1 + k)(1 + µ)ε
.
Combining the above estimate with the estimates in Lemma 5.1 and using σ̂ < 1 yield
(5.2) and (5.3).
To characterize the sampling error, we combine Theorem 4.8 with a similar argu-
ment as used in Theorem 5.2.
Theorem 5.3. Suppose that h is chosen to satisfy the asymptotic mesh condition
k3h2 = O(1) and ε is chosen small enough to satisfy σ˜ := 4Ĉ0(1 + k)ε < 1, then
E
(‖E(Eεh,N )−Ψεh,N‖L2(D)) ≤ Ĉ0
2
√
M
(
1
k
+
1
k2
)
· 1
1− σ˜E
(‖f‖L2(D)),(5.4)
E
(‖E(Eεh,N )−Ψεh,N‖DG) ≤ Ĉ0
2
√
M
(
1 +
1
k
)
· 1
1− σ˜E
(‖f‖L2(D)).(5.5)
Proof. From Theorem 4.8 the following estimates hold
E
(‖E(Eεh,N )−ψεh,N‖L2(D))
≤
N−1∑
n=0
εnE
(‖E(Ehn)− φhn‖L2(D))
≤ 1√
M
(
1
k
+
1
k2
)
E
(‖f‖L2(D))N−1∑
n=0
εnĈ(n, k)
1
2
=
Ĉ0
2
√
M
(
1
k
+
1
k2
)
E
(‖f‖L2(D))N−1∑
n=0
[
4Ĉ0(k + 1)ε
]n
=
Ĉ0
2
√
M
(
1
k
+
1
k2
)
· 1−
(
4Ĉ0(k + 1)ε
)N
1− 4Ĉ0(k + 1)ε
E
(‖f‖L2(D)).
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Thus, (5.4) holds. (5.3) is proven using the same argument.
Since each component of the error decomposition (5.1) has been analyzed sep-
arately (see Theorems 3.3, 5.2, 5.3), we now combine them to obtain the complete
error analysis.
Theorem 5.4. Under the assumption that En ∈ L2(Ω,H2(D)) for each n ≥ 0,
h is chosen to satisfy the asymptotic mesh condition k3h2 = O(1), and ε is chosen
small enough so that σ̂ < 1, the following estimates hold:
E
(‖E(Eε)−Ψεh,N‖L2(D)) ≤ C1εN + C2h2 + C3M 12 ,(5.6)
E
(‖E(Eε)−Ψεh,N‖L2(D)) ≤ C1εN + C2h+ C3M 12 ,(5.7)
where Cj = Cj(C0, Ĉ0, C˜0, k, ε, f) for j = 1, 2, 3 are positive constants.
6. Numerical experiments. In this section we present numerical experiments
to verify the accuracy and efficiency of the proposed MCIP-DG with the multi-modes
expansion. As a benchmark, we will compare the multi-modes MCIP-DG approxi-
mation ΨN = Ψ
ε
h,N generated by Algorithm 2 with the standard MCIP-DG method
approximation Ψ˜ = Ψ˜
ε
h generated by Algorithm 1. Though theoretically the conver-
gence theorem requires that P
{
ω ∈ Ω; ‖∇η(ω, ·)‖L∞(D) ≤ µ
}
= 1 and the perturba-
tion parameter ε = O((1 + k)−1(1 + µ)−1), we will investigate both the smooth and
non-smooth random fields.
In all of our numerical experiments the spatial domain D is taken to be the unit
cube (0, 1)3. To define the IP-DG method this domain will be partitioned uniformly
into cubes with dimension h = 1/10. The size of h is not taken to be smaller to
limit the size of the linear system that is generated by the method. In all of our
tests we carry out a Monte Carlo procedure with M = 1000 samples computed. All
computational tests are completed in MATLAB using the same Mac computer with
a 2 GHz Intel Core i7 processor and 8 GB 1600 MHz DDR3 RAM. The wave number
parameter k will be chosen as k = 2 so that our relatively coarse spatial mesh will
be able to resolve the wave in a sufficient manner. We choose the following source
function
f(ω,x) =
[
exp
(
ik(1 + ξ(ω,x))x
)
, exp
(
ik(1 + ξ(ω,x))y
)
, exp
(
ik(1 + ξ(ω,x))z
)]T
,
(6.1)
where ξ(ω, ·) is a random variable satisfying ‖ξ(ω, ·)‖L∞(D) ≤ 1 almost surely.
6.1. Numerical experiments with smooth random field. This subsection
discusses numerical experiments that were carried out using smooth random field.
In particular, the random field η in (1.1) and ξ in (6.1) were taken to be Gaussian
random fields with an exponential covariance function with correlation length ` = 0.5
(c.f. [15]), i.e. the following covariance function was used to generate the random
coefficients in this subsection
C(x1,x2) = exp
(
−‖x1 − x2‖2
0.5
)
.
For simplicity the coefficients were sampled for each cube in the partition of the
spatial domain D. Figure 6.1 gives two samples of the coefficient functions used in
this subsection.
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Figure 6.1. (Above)Samples of the random field η(ω, ·) generated using an exponential covariance
function with covariance length ` = 0.5 on a partition of D parameterized by h = 1/10. (Below)
Cross sections of these samples.
We chose ε = 0.1, 0.3, 0.5, 0.7, 0.9, and for each fixed ε, Algorithm 2 was used
to produce the multi-modes MCIP-DG approximation ΨN with N = 0, 1, 2, 3, 4, 5,
and 6. Figure 6.2 – 6.4 demonstrate the behavior of the error ‖Ψ˜ −ΨN‖L2(D) and
εN for these tests. These plots use a log-scale for the y-axis for ease of comparison.
For all values of ε tested it is clear that the multi-modes MCIP-DG method produces
an accurate approximation in comparison with the standard MCIP-DG method. We
also observe that the error converges at a rate O(εN ) as predicted in the previous
sections. Surprisingly, we observe the method is working for a large ε value like
ε = 0.9. In previous tests involving the multi-modes MCIP-DG method applied to
a random Helmholtz problem and random elastic Helmholtz problem the method
stopped working for ε close to 1. See [5, 8]. This is possibly a result of the tests in
this paper being carried out with a relatively small wave number parameter k = 2
and further tests should be carried out to investigate this.
We also observe that the error exhibits a behavior of staying relatively flat for
approximations with N odd while decreasing with N even. This behavior was also
observed for other Helmholtz-like problems (c.f. [5, 8]). This might lead one to believe
that only even-labeled mode functions are useful in the multi-modes approximation,
but this would be incorrect since the recursive relationship used to build the multi-
modes approximation in (3.4) involves both odd and even mode functions. From these
results it does make more sense to apply the multi-modes MCIP-DG method with N
even as it is expected this will result in less error.
We also observe that for ε small N can be chosen to be relatively small to obtain
an accurate approximation. This will lead to great savings in the computation time
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Figure 6.2. Plots of ‖Ψ˜−ΨN‖L2(D) and εN with ε = 0.1 (Left) and ε = 0.3 (Right).
Figure 6.3. Plots of ‖Ψ˜−ΨN‖L2(D) and εN with ε = 0.5 (Left) and ε = 0.7 (Right).
used to generate the approximation. Table 6.1 summarizes the computational time
used for several modes. As expected the multi-modes MCIP-DG approximation saves
a great amount of time in comparison to the standard MCIP-DG approximation. We
also observe linear growth in computation time as the number of modes N + 1 used
to generate the approximation increase.
Approximation CPU Time (s)
Ψ˜ 41832
Ψ0 1436.8
Ψ1 2738.1
Ψ2 4041.4
Ψ3 5343
Ψ4 6647.7
Ψ5 7953.8
Ψ6 9261.9
Table 6.1
CPU times required to compute the multi-modes MCIP-DG approximation ΨN and standard
MCIP-DG approximation Ψ˜.
6.2. Numerical experiments with non-smooth random field. This subsec-
tion discusses numerical experiments that were carried out using non-smooth random
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Figure 6.4. Plot of ‖Ψ˜−ΨN‖L2(D) and εN with ε = 0.9 (Left). Plots of ‖Ψ˜−ΨN‖L2(D) for
varying values of ε (Right).
coefficients. In particular, the random coefficient η in (1.1) and the random param-
eter ξ in (6.1) were generated by sampling a uniformly distributed random variable
for each cube in the partition of D independently. Thus η no longer satisfies the
condition that it is smooth with ‖∇η‖L∞(D) ≤ µ a.s. Figure 6.5 gives two samples of
the coefficient functions used in this subsection.
Figure 6.5. (Above) Samples of the random field η(ω, ·) generated using a uniformly distributed
random variable for each cube in the partition of D independently. (Below) Cross sections of these
samples.
Experiments using non-smooth random coefficients η and ξ yielded similar results
as demonstrated in Subsection 6.1. In particular, the method still demonstrated an
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error convergence rate O(εN ) for ε = 0.1, 0.3, 0.5, 0.7, and 0.9. This is demonstrated
in Figure 6.6.
Figure 6.6. Plots of ‖Ψ˜−ΨN‖L2(D) for varying values of ε.
Due to the fact that the experiments with non-smooth random field returned
similar convergence results ,we are hopeful that in some cases the added smoothness
conditions on the random coefficient η may be eliminated. More numerical experi-
ments will be carried out to investigate.
7. Extension to more general random media. To use the multi-modes
Monte Carlo DG method we have developed above, it requires that the random me-
dia are weak in the sense that the random coefficient α in the PDE has the form
α(ω,x) = α0 + εη(ω,x) and ε is not large (note that we have taken α0 = 1 for no-
tational brevity). In this section we present a procedure by which we can extend our
multi-modes approach to a class of more general random media.
For general random media, the random coefficient α may not have the required
“weak form”. To extend the multi-modes approach presented in the previous section
to the general case, our main idea is first to reformulate α(ω,x) into the desired “weak
form” α0 + εη(ω,x), then to apply the above “weak” field framework. There are at
least two ways to do such a reformulation, the first one is to utilize the well-known
Karhunen-Loe`ve expansion and the second is to use a stochastic homogenization the-
ory [4]. Since the second approach is more involved and lengthy to describe, below
we only outline the first approach.
For many biological and materials science applications, the random media can
be described by a Gaussian random field [10, 13, 15]. It is a well-known fact that
any Gaussian random field α is uniquely determined by its mean and covariance
function. Let α0(x) and C(x1,x2) denote the mean and covariance function of the
Gaussian random field α, respectively. Two covariance functions, which are widely
used in geoscience and materials science, are C(x1,x2) = exp(−|x1 − x2|m/`) for
m = 1, 2 and 0 < ` < 1 (cf. [15, Chapter 7]). Here ` is called correlation length which
determines the range (or frequency) of the noise. We now recall that the Karhunen-
Loe`ve expansion for α(ω,x) takes the following form (cf. [15]):
α(ω,x) = α0(x) +
∞∑
k=1
√
λkφk(x)ξk(ω),
where {(λk, φk)}k≥1 is the eigenset of the (self-adjoint) covariance operator and {ξk ∼
N(0, 1)}k≥1 are i.i.d. random variables. It can be shown that λk = O(`r) for some
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r > 1 depending on the spatial domain D in which the PDE is defined (cf. [15,
Chapter 7]). Consequently, for random media with small correlation length `, we
have
α(ω,x) = α0(x) +
√
λ1ζ(ω,x), ζ(ω,x) :=
∞∑
k=1
√
λk
λ1
φk(x)ξk(ω),
Thus, setting ε =
√
λ1 = O(`
r
2 ) then leads to α(ω, x) = α0 + εζ, which has the
desired “weak form” which is given by a sum of a deterministic field and a small
random perturbation. As a result, our multi-modes Monte Carlo DG method is now
applicable.
We like to note that the classical Karhunen-Loe`ve expansion may be replaced
by other types of expansion formulas which may result in more efficient multi-modes
Monte Carlo methods. The feasibility and competitiveness of non-Karhunen-Loe`ve
expansion techniques will be investigated in a forthcoming work, where comparison
among different expansion choices will also be studied. Finally, we remark that the
DG method can be replaced by any other space discretization method such as finite
difference, finite element, and spectral methods in the main algorithm.
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