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Introduction
Stationary nonequilibrium states (SNS) maintained by contact with infinite thermal reservoirs at the system boundaries are objects of great theoretical and practical interest [1, 2, 3, 4, 5, 6, 7, 8, 9] . One is tempted to think that, at least when the gradients and fluxes induced by the reservoirs are small, the full system behavior is just that of a union of subsystems, each in local equilibrium, with spatially varying particle and energy densities or equivalently local chemical potential and temperature. This is, however, not the entire story, as is clear when one considers the paradigm of such systems, a fluid in contact with a thermal reservoir at temperature T a at the top and one at temperature T b at the bottom, the Rayleigh-Bénard system [6] . In this system there are long range correlations not present in equilibrium systems, which have been measured by neutron scattering experiments. This system exhibits, when T b − T a exceeds some positive critical value, dynamic phase transitions corresponding to the formation of different patterns of heat and mass flow as the parameters are varied. These are due to macroscopic instabilities, caused by gravity, but are not derivable at present, despite various attempts [9] , in terms of a microscopic theory of SNS such as that provided by statistical mechanics in the case T a = T b , when the system is an equilibrium one.
In this paper we study the SNS of a model system which, despite its simplicity, has some phase transitions and exhibits many phenomena, such as long range correlations and non-Gaussian fluctuations, which are very different from those of systems in local thermal equilibrium. For this system the weights of the microscopic configurations are known and the typical behavior has been deduced from them [12] . Here we determine-again from the microscopic weights-the probabilities of various atypical macroscopic behaviors, that is, of large deviations.
The model we consider is the SNS of the open asymmetric simple exclusion process (ASEP) [10, 11] : a lattice gas on a chain of N sites which we index by i, 1 ≤ i ≤ N . At any given time t, each site is either occupied by a single particle or is empty, and the system evolves according to the following dynamics. In the interior of the system (2 ≤ i ≤ N − 1), a particle attempts to jump to its right neighboring site with rate 1 and to its left neighboring site with rate q (with 0 ≤ q < 1). The jump is completed if the target site is empty, otherwise nothing happens. The boundary sites i = 1 and i = N are connected to particle reservoirs and their dynamics is modified as follows: if site 1 is empty, it becomes occupied at rate α by a particle from the left reservoir; if it is occupied, the particle attempts to jump to site 2 (succeeding if this site is empty) with rate 1. Similarly, if site N is occupied, the particle may either jump out of the system (into the right reservoir) at rate β or to site N − 1 at rate q.
More generally, one can also consider the ASEP with the above dynamical rules supplemented by an output rate γ at i = 1 and an input rate δ at i = N . However, the calculations in the case of nonzero γ or δ are more complicated, and for that reason we limit our analysis in the present paper to the case γ = δ = 0.
It is convenient to introduce the two parameters
we require that 0 ≤ α, β ≤ 1 − q, so that 0 ≤ ρ a , ρ b ≤ 1. These parameters have a natural interpretation as reservoir densities. In particular, when ρ a = ρ b the steady state of the system is a Bernoulli measure at constant density ρ a , that is, each site is occupied independently with probability ρ a ; this may be seen for example from the so-called "matrix method" (see Section 4) . In general, then, we interpret ρ a and ρ b as the densities of particles in the left and right reservoirs, respectively.
The goal of the present work is to calculate the large N behavior of P N ({ρ(x}), the probability of seeing a macroscopic profile ρ(x) for a < x < b in the steady state for a system of N = L(b − a) sites. This probability P N ({ρ(x}) can be thought of as the sum of the probabilities of all microscopic configurations such that in each box of L dx sites (with dx ≪ 1 and L dx ≫ 1), the number of particles is close to Lρ(x) dx. The ratio log(P N ({ρ(x}))/L has a well defined limit for large L,
which depends on b − a, on the density profile ρ(x), and on the reservoir densities. F is called the large deviation functional (LDF) of the system.
When ρ a = ρ b , the steady state is a Bernoulli measure, as described above. This measure is just the equilibrium state of a system of particles, noninteracting except for the hard-core exclusion, at chemical potential log(ρ a /(1 − ρ a )). For this system the LDF can be computed by elementary means, and is given by [13, 14, 15] F [a,b] ({ρ(x)}; ρ a , ρ a ) = b a ρ(x) log ρ(x) ρ a + (1 − ρ(x)) log 1 − ρ(x) 1 − ρ a dx (1.
3)
The present paper is devoted primarily to the derivation of the exact expression of F in the case ρ a = ρ b .
Additivity and large deviations in the ASEP
In our earlier work [16, 15] on the large deviation functional for the symmetric simple exclusion process, corresponding to equal jump rates to the left and right, i.e., to q = 1, we were able to use the matrix method [12, 17, 18, 19] to calculate directly the probability of a given macroscopic profile ρ(x) by summing the probabilities of all configurations corresponding to that profile. For the asymmetric model, however, such a direct calculation is a priori more complicated. For that reason, we follow here a different path, which has its origin in an a posteriori observation made in [15] . We noted there that while the large deviation functional for the symmetric case is nonlocal, it possesses a certain "additivity" property. For the ASEP we first derive an additivity property, similar to that of the symmetric model, and from that obtain F. The derivations are given in Section 5.
The addition formula involves a function H related to F by Equation (1.6) expresses a relation between the large deviation function of the whole system and those of two subsystems connected at the break point to a reservoir at an appropriate density ρ c .
Once we have the additivity relation (1.6), the derivation of the large deviation functional is simple, and we give it here. We divide our system into n parts of equal length and apply (1.6) n times; this will introduce
For very large n, most of the intervals must have reservoir densities ρ k−1 , ρ k at their boundaries which are nearly equal, and the LDF for these intervals is approximately given by (1.3) (with ρ a there replaced by ρ k−1 ≃ ρ k ). On the other hand, the total length of the intervals for which this is not true will approach 0 for large n. Now taking the n → ∞ limit and introducing a function F (x) as the interpolation of the values ρ 0 , ρ 1 , . . . , ρ n , we are lead directly to a formula for the large deviation functional:
where the supremum is over all monotone nonincreasing functions F (x) which for a ≤ x < y ≤ b satisfy
This supremum is achieved at a certain function F ρ (x). Note that without the constraints (1.8) one would have F (x) = 1 − ρ(x). The monotonicity requirement, however, makes the determination of F ρ more subtle (see Section 3.1) and the expression of F nonlocal. This will be at the origin of most of its interesting properties. 9) and the additivity relation, again derived in section 5, is
By an argument similar to that which led to (1.7), we obtain the formula
The fact that for each ρ(x) one has to find in (1.11) the infimum over y makes, in this case too, the large deviation function nonlocal.
It is interesting to note that the formulas (1.7) and (1.11) for the large deviation function do not depend on q.
Outline of the paper
In Section 2 we review briefly some known results on the open ASEP, emphasizing the phase diagram. In section 3 we give a summary of our results which follow as consequences of the formulas (1.7) and (1.11) for the large deviation function. In Section 4 we recall the matrix method for carrying out exact calculations in the ASEP and give several results obtained by this method which are relevant to our considerations here. Then in Section 5 we
give the derivation of the addition formulas (1.6) and (1.10). An unexpected consequence of our results, discussed in Section 6, is that the correlations in the steady state are not related in any simple manner to the large deviation function. We also show in that section that the fluctuations of the number of particles in any box of size Lx, with 0 < x < 1, are not Gaussian for certain ranges of the parameters ρ a , ρ b . Section 7 gives some concluding remarks, and certain more technical questions are discussed in appendices. 
x a (t) < x < x b (t), and ρ(x, t) = ρ b if x b (t) ≤ x, with x α (t) = (1−q)(1−2ρ α )t, α = a, b. If 1/2 < ρ b < ρ a then the entire fan moves away to the left, if ρ b < ρ a < 1/2 then it moves away to the right, and if ρ b < 1/2 < ρ a then the origin remains in the fan for all time. These three cases give rise in the long time limit to Bernoulli distributions at the origin, with densities ρ a , ρ b , and 1/2, respectively (see e.g. [24] and references therein).
If now we consider the finite system with left and right reservoirs at densities ρ a and ρ b , and start with a Bernoulli distribution at density ρ a at the left of some point in the bulk far from the boundaries, and ρ b at the right of this point, then the evolution will be the same as in the infinite system until the shock or the fan reaches the boundary, leading, for the asymptotic density in the bulk, to what is given in the phase diagram. This idea is at the basis of what has been done recently by Popkov and Schütz [25, 26] to predict boundary induced phase diagrams in more general cases.
The dashed line ρ a = ρ b (α + β = 1 − q) in Figure 1 separates what we will call the shock region ρ a < ρ b and the fan region ρ a > ρ b . On this line the measure reduces to a Bernoulli measure at density ρ a (see Section 4) and the large deviation function is given by (1.3) . The line plays no role in the phase diagram for the typical profileρ but separates phases A and B into two subphases, A 1 , A 2 and B 1 , B 2 , which, as we have seen in Section 1, can be distinguished by the different expressions (1.7), (1.11) for the large deviation function in these regions.
Consequences of the large deviation formula for the ASEP
In this section we describe some consequences of formulas (1.7) and (1.11)
for the large deviation function. It is convenient to write (1.5) and (1.9) in the unified form is independent of the shock position y since ρ a + ρ b = 1 on S. We also introduce the notation h(r, f ;ρ) = r log r f
so that (1.7) and (1.11) become respectively
for ρ a > ρ b , and
for ρ a < ρ b , where againρ is determined from ρ a , ρ b through the phase diagram. Note that h(r, f ;ρ) is strictly convex in r for fixed f,ρ, with a minimum at r = f .
Construction of the function F ρ
There is a rather simple way of constructing the optimizing function
then F ρ is obtained by cutting off G ′ ρ (x) at ρ a and ρ b :
This construction is verified in Appendix A.
Suppose, for example, that ρ(x) is a constant profile: ρ(x) = r. Then the expression in brackets in (3.5) is concave and hence equal to G ρ (x), so that G ′ ρ (x) = 1 − r and F ρ is constant:
In particular, taking r =ρ we find that 
The most likely profile
We will show in this section that the most likely profile is always given
=ρ. This is of course expected and in fact represents an alternate way to obtain the phase diagram of Figure 1 .
To obtain the most likely profile in the fan region ρ a ≥ ρ b , we note that .7), and the convexity of h(r, f ;ρ) in r imply that
Moreover, if ρ(x) =ρ then equality holds throughout (3.8), so that the minimum value of F is zero andρ is a minimizer; otherwise the second inequality is strict, from which it follows that this minimizer is unique.
In the shock region ρ a < ρ b , we observe that for fixed y, a ≤ y ≤ b, the right side of (3.4) is minimized by the unique choice ρ(x) = ρ a for a ≤ x < y, ρ(x) = ρ b for y < x ≤ b. Minimizing over y then implies that, except on the first order line S, the optimal profile is again constant with valueρ, and is unique; again the corresponding minimum value of F is zero. On S all values of y give the value zero for F, so that the shock profiles ρ y (x) of (2.1) form a one parameter family of minimizing profiles. Note that a knowledge of the large deviation functional is not sufficient to determine the distribution of the shock position y mentioned in Section 2.
Convexity
In the fan region ρ a ≥ ρ b , the LDF F [a,b] ({ρ(x)}; ρ a , ρ b ) is a strictly convex functional of ρ(x), since by (3.3) it is the maximum (over the functions F (x)) of strictly convex functionals of ρ(x). This is also true in the symmetric case [16, 15] and in equilibrium systems not at a phase transition. In the shock region ρ a < ρ b , on the contrary, F is not convex. This is most easily verified on the line S, since it follows from Section 3.2 that on S a superposition of minimizing profiles (2.1), ρ(x) = λρ y (x) + (1 − λ)ρ z (x), y = z, satisfies F({ρ(x)}) > 0 for 0 < λ < 1. But we will also see in Section 3.5 below that for every ρ a , ρ b there is a constant profile ρ(x) = r * near which F is not convex.
Suppression and enhancement of large deviations
The LDF in the fan region ρ a > ρ b has similarities besides convexity to the LDF in the symmetric case. In particular it is easy to see from (1.7) that
where we define (3.10) this is the LDF for an equilibrium system at densityρ (see (1.3)) But in the shock region this inequality is reversed:
as can be derived from (3.1) and (3.4), since in region B 1 (A 1 ), taking y = a (y = b) on the right side of (3.4) gives F eq [a,b] ({ρ(x)};ρ). On the line S, wherē ρ = ρ y (x) (see (2.1)) for some y, (3.11) holds for all values of y. Physically, (3.9) and (3.11) mean that the probability of a macroscopic deviation from the typical density profile is reduced in the fan region, and increased in the shock region, compared with the probability of the same deviation in an equilibrium system with the same typical profile.
Flat density profiles
One can readily compute the LDF for constant profiles ρ(x) = r. In the fan region ρ a > ρ b one finds, as discussed in Section 3.1, that F ρ is also constant,
There are correspondingly three different expressions for the 
is the number of sites, so that from (3.13) the corresponding probability for the ASEP is given to leading order by 4 −N .
In the shock region ρ a < ρ b , the minimizing y in (1.11) is y = b if r < r * and y = a if r > r * , where
so that
At r = r * the derivative is discontinuous, with
Thus F (r) is not convex near r = r * , and hence
convex in a neighborhood of ρ(x) = r * .
Distribution of the total number of particles
The probability P L (M ) that there are a total of M = rN particles in the system can be obtained from the LDF as It will be shown in Appendix B that ρ(x) is the constant profile ρ(x) = r, and correspondingly F(r) = F(r), except in that portion of the shock region in which r satisfies 1 − ρ b < r < 1 − ρ a , where 19) with
Then from (3.4) it follows that for these values of r,
Remarks: (a) Equation (3.19 ) is easy to interpret on the first order line S in the phase plane, where ρ a + ρ b = 1: it corresponds there to a typical shock configuration ρ yr (x), with y r determined by (3.18).
(b) Although, as observed in Section 3.5, F is not convex (at least in the shock region), F is always convex, and is in fact the convex envelope of F.
(c) We will discuss in Section 6.3 how (3.21) may be derived by a direct calculation from the matrix method.
Small fluctuations
It is natural to ask about the connection between the LDF, which gives the probabilities of macroscopic deviations from the typical density profile, and the distribution of small fluctuations, i.e., those of order 1/ √ N . (In what follows we will refer to these simply as "fluctuations.") In the symmetric case discussed in [15] , as in an equilibrium system not at a phase transition (in any dimension, with N being the number of sites in the system), the distribution of fluctuations can be obtained from F as a limit. More precisely if we write
and then expand F to second order (the first order term being zero) we get a Gaussian distribution for u(x) with covariance
covariance is the suitably scaled microscopic truncated pair correlation [15] .
For the asymmetric case discussed in this paper, however, the distribution of small fluctuations need no longer be given by the LDF, as we discuss in Section 6.1. In fact we show there that δ 2 F/δρ(x)δρ(x ′ ) is discontinuous atρ = 1/2 in the interior of region C of the phase diagram, i.e., where ρ a > 1/2 > ρ b . Furthermore, the fluctuations in this region are no longer Gaussian; in Section 6.3 we show this by computing explicitly the non-Gaussian distribution of the fluctuations of the number of particles in a box of size Ly, with 0 < y < 1.
The matrix method for the ASEP
The steady state properties of the ASEP with open boundaries can be calculated exactly in various ways [27, 28, 21] ; here we describe the so-called matrix method [12, 17, 18, 19] , which we will use in the derivation of the additivity relations in Section 5. Let us consider two operators denoted by D and E, a left vector W | and a right vector |V , which satisfy the following algebraic rules: For the open ASEP as described in Section 1, the probability P ({τ i }) of the microscopic configuration {τ i } in the steady state can be written as [12] 
where τ i = 1 or 0 indicates whether site i is occupied or empty and the normalization factor Z N is given by
On the dashed line ρ a = ρ b of Figure 1 , there exists a one dimensional representation of the matrix algebra; it then follows immediately from (4.4) that the invariant measure is Bernoulli on this line. There are other lines in the ρ a , ρ b plane where there exist finite dimensional representations [29, 30] of the algebra (4.1)-(4.3), but the large deviation function has no particular or remarkable expression along these lines, and so these cases will be treated together with the general case.
From the algebra (4.1)-(4.3) all (equal time) steady state properties can (in principle) be calculated. For example the average occupation τ i of site i is given by 6) and the two point function is, for i < j,
The average steady state current J N is the same across any bond. It has the form 
with
Clearly by making the number k of boxes, and their sizes N p , large enough, we can approximate any density profile ρ(x) via ρ(x) = M p /N p for x = p/k. Equation (4.9) then gives the probability of the profile ρ(x), and one may attempt to obtain an asymptotic form via a saddle point analysis. This approach, which is conceptually straightforward and was followed in the symmetric case [15] , turns out to be more difficult to implement in the asymmetric case, and this is why we here follow the additivity approach explained in Section 5.
Various more explicit expressions may be extracted from (4.6) and (4.7);
for example, in the totally asymmetric case (q = 0) the average profile τ i boundaries was computed for all i in [12] . Moreover, for q = 0 and at the special point α = β = 1 (ρ a = 1 and ρ b = 0) in the maximal current phase C, finite-size corrections have been computed [28] for the mean density profile τ i and for the two point function τ i τ j − τ i τ j . In particular it was found in [28] that at a point i = N x (with 1 ≤ i ≤ N ) of a system of N sites
Also, at this point (α = β = 1) of the phase diagram it was shown [28] that for large N , the variance of the total number M of particles is given by
while a Bernoulli distribution at density 1/2 would give twice this variance (see the discussion in Section 3.5).
Derivation of the additivity formulae
In this section we obtain the additivity formulae (1.6) and (1.10) for the large deviation functional in the ASEP. We begin by deriving two formulae valid for arbitrary system size N . The first of these, (5.10), is obtained directly from the matrix formalism of Section 4 and is valid for a range of parameters corresponding to the fan region ρ a > ρ b . By analytic continuation of (5.10)
we then obtain a new formula (5.23), which is valid for all parameter values.
Finally, we analyze the large N behavior of (5.23) to obtain (1.6) and (1.10).
For q = 0, the additivity formula (5.10) takes a much simpler form, which is given in [31] . We do not reproduce this formula in the current paper because the treatment here of the general case 0 ≤ q < 1 requires slightly different notations.
Preliminaries
Let D and E satisfy (4.1)-(4.3) with q < 1. We define the operators d and We also define eigenvectors |z and z| of d and e, for arbitrary complex z, Finally, we define the function ϕ(z) by
where the c n are constructed from the recursion
One can check easily from (5.5) that
As (5.10) is linear in X 0 and X 1 , it is sufficient to prove it for X 0 = e p ′ 0 d p 0
and X 1 = e p 1 d p ′ 1 , and as z 0 | and |z 1 are eigenvectors of e and d, one can immediately simplify the problem and limit the discussion to the case
For this choice of X 0 and X 1 , the right hand side of (5.10) becomes Let us assume, then, that (5.10) is valid for all p 0 ≤ P . We want to prove that it remains true for p 0 = P + 1. To do so we observe the following consequence of (5.2):
which is identical for p 0 = P + 1 to (5.15) . This completes the derivation of (5.10).
Analytic continuation of (5.10)
Recall that (5.10) has been established for |z 0 | > |z 1 |, with integration contour a circle |z| = R with |z 1 | < R < |z 0 |. However, the left hand side of this equation is an analytic function defined for all complex z 0 and z 1 except at z 0 = 0 and at the poles of ϕ(z 1 /z 0 ). In this section we make an analytic continuation of the right hand side to obtain an integral representation of the left side which is valid for any z 0 , z 1 for which the left side is defined.
In the final representation we will again integrate over a contour |z| = R, but now R will be allowed to take any value for which the contour does not pass through singularities of the integrand, that is, for which
The expression on the right hand side of (5.10) must be modified when, as one varies z 0 , z 1 and R, the singularities of the integrand-that is, the poles of ϕ(q n z/z 0 ) and ϕ(z 1 /z)-cross the integration contour. When this happens, however, the residue theorem tells us how (5.10) is to be modified:
one simply includes the residue of the pole on the right hand side of the equation, adding or subtracting it according to whether the pole crosses the contour from the inside to the outside or vice versa. Using the fact that the 20) one then finds the following extension of (5.10):
Suppose that R satisfies (5.19). If R < |z 1 | then define k 1 by 21) and if R > |z 0 | define k 0 by 
and (1.9) follows.
Large deviations versus typical fluctuations
Expressions (1.7) and (1.11) enable us to calculate the large deviation function for an arbitrary density profile ρ(x). As we have already noted and will show in this section, the large deviation functional, which describes macroscopic (order N ) deviations from the typical profileρ, is in region C, where
not simply related to the fluctuations (order √ N ) aroundρ. We demonstrate this by computing explicitly, for q = 0, the probability of seeing a given global density r in a window c < x < d of our system, with no other constraint in the system, both for fixed r with r =ρ and for r −ρ of order
We , and compute the probability that the density is r in the middle box, i.e., the probability P (M 2 ) that the total number M 2 of particles in the middle box is 2) with no constraint imposed in the two other boxes.
Large deviation
Corresponding to the above constraint there will be an optimal profile ρ(x)
Since ρ a > ρ b , one can use the additivity formula (1.6)
As there is no constraint on the profile in the two side boxes, one has
Moreover, since ρ c ≥ ρ d we know from Sections 3.5 and 3.6 that within the central box [c, d] the optimal profile ρ(x), which corresponds to a fixed number of particles there, is flat. From (1.4) and (3.12) we then have
when r < 1 − ρ c , 1 − ρ c < r < 1 − ρ d , and 1 − ρ d < r, respectively. Now from (6.4) one must choose ρ c and ρ d to maximize the sum of (6.5), (6.6), and (6.7). The result depends on the sign of r − 1/2.
Case 1: r < 1/2. In this case the optimizing values of ρ c and ρ d are
The corresponding LDF is
which for r close to 1/2 becomes
We also find from Section 3.2 that the optimal profile ρ(x) satisfies ρ(x) = ρ c for a < x < c and ρ(x) = 1/2 for d < x < b.
Case 2: r > 1/2. In this case, a similar calculation leads to (6.12) and for r close to 1/2, (6.12) gives
We see from (6.10) and (6.13) that in general the limiting value of the second derivative ofF(r) at r = 1/2 depends on the sign of r − 1/2, so that F (r) is in general nonanalytic at r = 1/2. Note, however, that when the overall density for the system is specified, i.e., when c = a and d = b,F (r) is analytic.
Fluctuations
Formulae (6.9) and (6.12), with (6.8) and (6.11), give us the leading behavior of P (M 2 ) for large deviations, i.e. for r − 1/2 of order 1. Let us now discuss the small fluctuations, i.e., the regime in which r − 1/2 = O(L −1/2 ), so that LF is of order one. As (6.10) and (6.13) do not coincide, one expects that typical fluctuations around the optimal profileρ(x) = 1/2 will be anomalous,
i.e, non-Gaussian. Let us define the fluctuation µ in the number M 2 of particles in the central box by
In the next subsection we will derive, for q = 0, the following probability
We see that indeed µ has a non-Gaussian distribution. Note, however, that the √ L scaling in (6.14) is that appropriate for "normal" fluctuations.
For large positive µ, (6.15) becomes
and for large negative µ,
We see that the large µ asymptotics (6.16) and (6.17) match with (6.10) and (6.13) when |µ| ≫ 1 and |r − 1/2| ≪ 1, with µ
that (6.15) interpolates between the large deviation regions r > 1/2 and r < 1/2. A similar relationship has been found between the distributions of large deviations and of typical fluctuations of the current in the ASEP on a ring [32] .
Also, from (6.15) one can compute the average µ of µ:
For a system of N = L(b − a) sites, one sees from (4.12) that 19) in agreement with (6.18) 
6.3 Derivation of (6.15)
One way to derive (6.15) is to use the following explicit representation [12] of (4.1), valid for q = 0: 23) and one can show (for example by recursion) that
and that [33] 6.25) where X N,M is the sum over all the configurations of N sites with M occupied particles. The probability P (M 2 ) that the number of particles is M 2 in the central box is given by
Let us first analyze the denominator of (6.26): 27) For large N , this sum is dominated by p 1 and p 2 of order 1, so one can use an approximation of (6.24) valid for p and p ′ of order √ N or less, 28) and one gets for large N ,
One can write the numerator of (6.26) as
When N 1 , N 2 , N 3 are large and of order L and when the difference
is of order √ L as in (6.14), these sums are dominated by p 1 and p 4 of order 1 and p 2 and p 3 of order √ L. If one writes 31) one gets that
2 ) , (6.32) and the numerator becomes, after summing over p 1 and p 4 and replacing the sums over p 2 and p 3 by integrals
which reduces to (6.15) after dividing by (6.29).
Remark: One can also recover from (6.26) the expressions (6.9) and (6.12) by allowing deviations in M 2 of order L.
Conclusion
The main results of the present work are the exact expressions (1.7) and (1.11) for the LDF F({ρ}) for the SNS of the open ASEP in one dimension and the simple additivity formulae (1.6) and (1.10) that they satisfy.
This F, like the one we found for the symmetric case in [16, 15] , is a non-local functional of the density profile {ρ(x)}. We expect non-locality to be a general feature of such functionals for non-equilibrium systems.
Our expressions of the LDF, which take different forms in the fan region ρ a > ρ b (where the reservoirs and the bulk asymmetry cooperate) and in the shock region ρ a < ρ b (where they act in opposite directions), reflect several qualitative differences:
In the fan region, ρ a > ρ b , the probability of macroscopic deviations from the typical density profile is reduced compared with that in an equilibrium system with the same typical profile (see (3.9)); this was also true in the symmetric case [16] . Another surprising feature of the fan region, at least in the maximal current phase C, is that the fluctuations of the density profile cannot be calculated from the LDF, and that these fluctuations are in general not Gaussian (see section 6). We have no heuristic explanation of this behavior.
In the shock region of the phase diagram, ρ a < ρ b , F is not convex in ρ (see section 3.3). Moreover, in this region the probability of macroscopic deviations from typical behavior is increased rather than reduced; see (3.11) .
This enhancement of deviations appears similar to known behavior [8] of fluctuations (the behavior of macroscopic deviations is not known) in a slab of fluid in contact at the top with a heat reservoir at temperature T a , and at the bottom with another reservoir at temperature T b : the Rayleigh-Bénard system [6] . In this system the force of gravity causes the SNS to undergo dynamic phase transitions when (T b − T a ) is "sufficiently" large, corresponding to different spatial patterns of heat and mass flow. This transition is preceded, as T b − T a is increased, by enhanced fluctuations even for very small differences between the two temperatures (for which the system is stable)
as long as T b > T a .
It is natural to expect that the probabilities of typical fluctuations and of large deviations are either both enhanced or both reduced, in comparison with the equilibrium system having the sameρ, but this is not known to be true in general. In fact, our work here shows that small (typical) fluctuations cannot in general be computed from the LDF.
One can note that our expressions for the LDF (1.7) and (1.11) do not depend on the asymmetry parameter 0 ≤ q < 1. These expressions, however, are not valid at q = 1, and they do not reproduce the symmetric It would also be desirable to have a physical understanding of our additivity formulae (1.6) and (1.10), and to see how our results could be generalized to more complicated non-equilibrium steady states.
Lastly, from our knowledge of the LDF in the SNS steady state, one could try to determine how a given (unlikely) profile was produced dynamically out of the nonequilibrium steady state. This has been done for the symmetric exclusion process on a circle in [34] , and recently for the open system in [35, 36] , where the LDF was given in terms of a time integral over a trajectory taking the system, via a "reversed dynamics," from a typical SNS configuration to the profile ρ(x). A dynamic LDF for the ASEP on the circle was studied in [37] . 
A The concave envelope construction
In this appendix we justify the construction (3.5,3.6) of the optimizing function F ρ for the supremum in (1.7). Recall that we are given a density profile ρ(x) which is defined for a ≤ x ≤ b and satisfies 0 ≤ ρ(x) ≤ 1 for all x, and reservoir densities ρ a and ρ b which satisfy 1 ≥ ρ a > ρ b ≥ 0. Let H ρ (x) = x a (1 − ρ(y)) dy, so that G ρ is the concave envelope of H ρ , and recall that F ρ is obtained by cutting off G ′ ρ (x) at ρ a and ρ b (see (3.6)). Then (1.7) may be written as In this section we show that ρ(x) is uniquely determined, and derive its form.
Case 1. ρ a > ρ b . Let G ρ and F ρ be defined by (3.5) and (3.6), so that 
