Weak laws of large numbers for arrays of rowwise negatively dependent random variables are obtained in this paper. The more general hypothesis of negative dependence relaxes the usual assumption of independence. The moment conditions are similar to previous results, and the stochastic bounded condition also provides a generalization of the usual distributional assumptions.
Introduction
The history and literature on laws of large numbers is vast and rich as this concept is crucial in probability and statistical theory. The literature on concepts of negative dependence is much more limited but still very interesting. Lehmann [6] provides an extensive introductory overview of various concepts of positive and negative depen-2. Prehminaries Section 2 will contain some background materials on negative dependence which will be used in obtaining the major weak laws of large numbers (WLLNs) in Section 3. (2.2) for all x,y e R. Moreover, it follows that (2.2)implies (2.1), and hence, (2.1) and (2. 2) are equivalent. Ebrahimi and Ghosh [5] showed that (2.1) and (2.2) are not equivalent for a collection of 3 or more random variables. They considered random variables X1, X 2 and X 3 where (X1, X2, .X3) assumed the values (0, 1, 1), (1, 0, 1),
(1, 1,0) and (0,0,0) each with probability 1/4. The random variables X1,X 2 Placing probability 1 / 4 on each of the other vertices {(1,0,0),(0,1,0),(0,0,1),(1,1,1)} provides the converse example of pairwise independent random variables which will not satisfy (2.3) with x-0, x 2 -0 and x 3-0 but where the desired '<' in (2.5) hold for all Xl,X 2 and x 3. Consequently, the following definition is needed to define sequences of negatively dependent random variables. Note that the example proved by Ebrahimi and Ghosh shows that UND can hold without LND and conversely. Any of the < 's or > 's can be consistently replaced by <'sor >'s. A simple example of ND for two variables is to let Y--X when X is a non-degenerate random variable. A second practical example is to let X1,... X n denote items sampled without replacement from {1,2,..., N} where n < N. First, for al,... ,a n C R with a > l for all l<i<n, 
follows for UND. Hence, ND is achieved for sampling without replacement from {1, 2, ., N}. Several other stronger (more restrictive) definitions for forms of negative dependence are given in Lehmann [6] but will not be considered in this paper.
The following four properties are listed for reference in obtaining the main result in the next section. Detailed proofs can be found in the previously cited literature. For ND random variables, a major problem occurs with attempting to apply the usual methods of proof (i.e., the methods for independent random variables) to obtain laws of large numbers since truncated (and absolute values of ND random 230 R.L. TAYLOR, R.F. PATTERSON and A. BOZORGNIA variables do not remain ND even when the random variables are identically distributed. For example, let f {a, b, c, d}, let at be all subsets of f and let P assign probability 1/4 to each outcome. Then the random variables X and Y defined on the probability space (f, at, P) by Hence, absolute value8 and truncation to compact subsets can transform ND random variables to positive (highly) dependent random variables. However, Corollary 2.2(b) provide8 a method of truncation which preserve8 ND and will be useful in obtaining law8 of large numbers in the next section.
The next two lemmas will be needed in the proofs of the WLLN'8 in the next section. The lemmas will only be stated since they are well known. 
Weak Law of Large Numbers for Arrays
In this section WLLNs are obtained for arrays of rowwise ND random variables. Many of the WLLNs for sequences can be obtained for arrays with similar hypotheses. For strong laws of large numbers, the array results typically require stronger moment conditions than the results for sequences. The basic truncation technique for arrays (el. (3.4) and (3.5) in the proof of Theorem 3.1) makes use of Corollary 2.2(a) and is the same for arrays or sequences. Theorem 3.1 extends Feller's WLLN for sequences of i.i.d, random variables (el., Chow (3.7) , the first term of (3.12) goes to 0 as n-oc. Next, for arbitrary e > 0 and for all n >_ Ap, it follows from (3.8) that n / P[]X > t]dt l/p lip <_ hi.. / p (p 1)pdt nl/P n-/pe(p-1)(nl/P) 1-p ;-1 =e (3.13) implying that the second term of (3.12) goes to 0 as ncx. Hence, (3.10) follows from (3.11)and (3.12 ).
The exclusion of p-1 (cf., (3.7)) in Theorem 3.2 is interesting and relates to the proof of the sequence of centering constants. Inequalities (3.8), (3.9) and (3.13 )in the proof of Theorem 3.2 depend on p > 1. A second major consideration is that uP[IX > n]0 as n--,oc can occur without the existence of a first moment (which is assumed to be 0 in Theorem 3.2). However, a corresponding (p-1) WLLN is available via a different proof and different centering conditions, and is given as Remarks: (a) Via Corollary 3.4, it is easy to see that Theorem 3.3 is sharp since for the independent case, (3.15) and (3.16) are equivalent (Feller's i.i.d. WLLN).
(b) By examining the proof of Theorem 3.3, it can be seen that condition (3.14) and stochastic boundedness can be replaced by the weaker condition n ( sup P[lXmil >n])-+O. 1/p (c) The case 0 < p < 1 is interesting since the magnitude of the divisor n allows nP[lXI p > n] ---+ 0 to yield
