We generalize in various directions a result of Friedland and Karlin on a lower bound for the spectral radius of a matrix that is positively diagonally equivalent to a doubly stochastic matrix. The original result characterizes the equality case for two special zero patterns of the doubly stochastic matrix. Here we characterize the equality cases for doubly stochastic matrices of general zero pattern. We further generalize the results to slims of matrices that are diagonally equivalent to doubly stochastic matrices. Our claims follow from inequalities we prove on norms of matrices. Finally, we prove the corresponding inequalities (and equalities) for nonnegative matrices that are not sums of matrices diagonally equivalent to doubly stochastic matrices.
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INTRODUCTION
As a special case of a theorem on the scaling of irreducible nonnegative matrices, Friedland and Karlin prove the following result [6, Theorem 2.1]: Let M be an n X n doubly stochastic matrix, and let D be an n X n cbagonal matrix with positive cbagonal elements and determinant equal to 1. Then
where p( A) denotes the spectral racbus of a square matrix A. Furthennore, the equality case is proven in [6] for two speCific zero patterns of M. That is, it is proven that if AI has no zero entries, then p(DM) = 1 if and only if D is equal to the identity matrix I, and if M is the matrix representing the simple cycle on n vertices, that is, the matrix given by In this paper we complete the result of [6] by characterizing the equality cases for doubly stochastic matrices of general zero pattern. We further generalize the result of [6] to sums of matrices that are diagonally equivalent to doubly stochastic matrices. Our results follow from inequalities we prove on norms of matrices. Finally, we prove the corresponding inequalities (and equalities) for nonnegative matrices that are not sums of matrices diagonally equivalent to doubly stochastic matrices.
We now describe the paper in some more detail. Sectioll 2 contains notation and preliminaries. We review relations between the algebraic and the geometric means of sequences of positive numbers. Also, we review some definitions and properties of certain nonns of matrices.
In Section 3 we discuss sums of matrices that are positively diagonally equivalent to doubly stochastic matrices. We introduce a lower bound for submultiplicative nonns of such matrices, and we characterize those cases in which the lower bound is attained. Our results are used to obtain a lower bound for the spectral radius of such sums and to characterize the equality case for the spectral radius.
In Section 4 we introduce a lower bound for sub multiplicative norms of sums of nonnegative matrices in tenns of norms of certain generalized doubly stochastic matrices. Here too we characterize those cases in which the lower bound is attained. We also obtain a lower bound for the spectral radius of such sums and characterize the corresponding equality case. Let v be a vector with nonnegative elements. Recall that v satisfies the algebraic-geometric mean inequality, that is, there exists a norm 11·11 on C" such for every matrix A in C"" we have II All = maxxEc".x;<o(IIAxIl/llxll). The matrix norm is the nonn induced by the eorresponding norm on C".
NOTATION AND PRELIMINARIES
(ij) The operator lp nann 1I'll p on C",. is the operator norm induced by the lp norm on C".
(iii) A norm on C"" is called submultiplicative if II ABII ~ II AII·IIBII for every pair A, B of matrices in C"".
The following lemma consists of well-known statements. Proof. Let e be the column n-vector all of whose entries are equal to 1. In view of (2.7), (2.5), and (2.2), we have
Let i E {l, .. " t}. By Birkhoffs theorem, the doubly stochastic matrix Mj can be written as Ai i = E k = I ak P k , where a l , ... , am are positive numbers satisfying I:;;'= j Cl!k = 1, and where PI"' " P'" are permutation matrices. Observe that for every k, 1,;;;; k ,;;;; m, we have
where (J is the permutation corresponding to P k .
By (2.2) it now follows from (3.5) that
and hence it follows from (3.4) that
We now have proving our inequality claim. We now prove the equality case. 
.. , n, implying that Y; P k Xj = f3j P k , and hence Yj Mi Xi = (3) .lj.
(ii) = (iii) is trivial.
(iii) = (i). The matrix E:~ I f3j Mj is a generalized doubly stochastic matrix, with row sums and column sums all equal to E:~ I f3j. Therefore, it is equal to the scalar E: ~ I f3j times a doubly stochastic matrix. It now follows
• Let A be an TI X TI matrix. As is well known, A can be brought, using an identical permutation on its rows and on its columns, into an upper (or lower) block triangular form, with irreducible square diagonal blocks. Such form is said to be the Frobenius nOmuJl form of A. A diagonal block in the Frobenius norll)al form of A is said to be a component of A. The matrix A is said to be completely reducible if its Frobenius normal form is block diagonal. Using Theorem 3.2 we can now prove 3.11 . THEOREM . Let M I , .. . , M t be doubly stochastic n X n matrices, allcllet Yj and Xj be positive diagonal matrices, where f3j = vdet(YjXj),
Furthermore, the following are eqUivalent :
(ii) There exists a positive diagonal matrix D such that for every
Proof. Note that doubly stochastic matrices are completely reducible and that a sum of nonnegative completely reducible matrices is a completely reducible matrix. Therefore, the matrix f3 = E:~ I Yj Mj Xj is completely reducible. Let D be a direct sum of positive diagonal matrices D I , ... , Dq , We next prove the equality case. • Theorem 3.11 generalizes [6, Theorem 2.1] by discussing sums of matrices diagonally equivalent to doubly stochastic matrices rather than a single such matrix. Also, the equality cases are characterized for general zero patterns rather than the two specific types mentioned in [6] . We further comment that (3.12) generalizes the result in (7) of Theorem 4 of [1] in the case that the matrix A in Theorem 4 of [1] is assumed to be doubly stochastic. Note that (3.12) applies to the sum of diagonal eqUivalencies of several doubly stochastic matrices, while the result in [1] permits only the sum of diagonal equivalences of a Single doubly stochastic matrix.
The following result is related to Theorem 3.11 and follows frolll it. 
Proof. In view of 0.3) we have p(Y; Mj X) ~ f3j, i = 1, ... , t, implying (3.14). Also, the eqUivalence of (j) and (ii) follows. The equivalence of (ij) and (iii) follows from the equivalence of (j) and (jj) in Theorem 3.11, when applied to a single matrix.
•
It should be mentioned that the inequalities (3.12) and (3.14) are independent; that is, there is no simple inequality relating pO:: (iij) == (i). Since E:= I f3j M j is a generalized doubly stochastic matrix with row sums E:= I f3j, the implication follows by Observation 2.12.v.
DIAGONAL EQUIVALENCE OF NONNEGATIVE MATRICES
While in the previous section we discussed lower bounds for norms and spectral radius of matrices that are sums of matrices diagonally equivalent to doubly stochastic matrices, in this section we discuss those bounds for matrices that lie in certain classes of sums of diagonal equivalence of nonnegative matrices. ,at;'l)ing det( Yo X,) ~ I, , E (l , . .. , /) }.
DEFINITION. Let
A be an n X n matrix. (i) A (generalized) diagonal in A is a set of n positions in A, such that every two positions are neither in the same row nor in the same column. A diagonal in A is said to be strictly nonzero if all elements of A that lie on that diagonal are nonzero.
(ij) A cycle in A is a set of n pOSitions (;/' i 2 ),(i 2 , i3)' · ·· ' (ii' i l + I)' where iI' .. . , it are distinct and it + I = ;1. A cycle in A is said to be strictly nonzero if all elements of A that lie on that cycle are nonzero.
NOTATION. Let
A be an n X II matrix. We denote by A# the matrix obtained from A by setting equal to 0 all elements that do not lie on a strictly nonzero diagonal. A has two nonzero diagonals; one consists of the elements in the positions (1,2), (2, 1), and (3,3) and another one consists of the elements in the positions (1,2), (2, 3), and (3, 1) . Hence We now consider the case of equality in (4.7). Let i E {l, ... , t}. We distinguish between two cases: (ii) Af "* 0: In this case Aj has a strictly nonzero diagonal. Let P be the pennutation matrix such that PAj has a positive main diagonal, and let Q be the pennutation matrix such that E = QPA;QT is in Frobenius nonnal form.
Since every strictly nonzero diagonal of Aj permutes to a strictly nonzero diagonal of E, it follows that E# = QPA1QT. Since E is a completely reducible matrix with positive diagonal elements, it follows that every nonzero element in a component E jj of E lies on a strictly nonzero diagonal in E. Also, obviously every nonzero element in an off-diagonal block of E does not lie on a strictly nonzero diagonal in E. Therefore It follows from (4.8) and (4.12) that the generalized doubly stochastic matrix M = E:~ I M j is on the boundary of R( A J , . ", At). Since the row (and column) sums of M are all equal to E:~ I f3i' if follows by Observation 2.12.v that IIMII = E:~ I f3j. In view of(4.7), our claim follows. L:~I f3j. Since the generalized doubly stochastic matrix L:~I M j belongs to R(Af, ... , An and, as is proven in the proof of Theorem 4.6, is on the boundary of R( AI ' . . . , At), the proof is now done.
• As a corollary of Theorem 4.13 we obtain 4.14. COROLLARY. Let AI' .. " At be nonnegative n X n matrices and let PI' ... ' P t and QI' ... ' Qt be n X n permutation matrices. Then Proof. Let i E {l, ... , t} and let M; and M; be the (unique) generalized doubly stochastic matrices in R( Af) and R«Pj A;Q)#) respectively.
Since for all diagonal matrices Y and X we have that P(YAj X)Q = Y(Pj AjQJX, where Yand X are the diagonal matrices PjYP/ and Q;XQj , respectively, it follows that M j is equal to the generalized doubly stochastic matrix PMjQ. Our claim now follows by Theorem 4.13.
• 4.15. REMARK. Note that since the spectral radius is invariant under diagonal Similarity, where the spectral radius is concerned not much is gained by considering a diagonal equivalence Y AX rather than a diagonal scaling AX. However, the diagonal eqUivalence approach is essential for the norm results. We demonstrate this observation by the matrices and o 1 o .
We have that p( AX) = v'2E, and so we can make p( .-LX) as small as we wish. However, we cannot make II AX II small, since some element of AX is greater than or equal to 1. One does need a diagonal equivalence to reduce the norm of A, as is done in the proof of Theorem 4.6.
We now characterize the case in which the infimum in Theorem 4.6 is attained. We begin by stating the following lemma, which constitutes a theorem of Brualdi [3] (ii) = (j). For every i E {I, ... , t}, let Y i and Xj be positive diagonal matrices such that det(Yj Xi) = 1 and Yj Aj Xj = Mj. By Theorem 3.2, the matrix C = E:=l YjAjXj = E:=l Mi satisfies IICII = E:=l {3j.
• In order to characterize the case in which the infimum in Theorem 4.13 is attained, we introduce some further notation.
A be an n X n matrix. We denote by AS the matrix obtained from A by setting equal to 0 all elements that do not lie on a strictly nonzero cycle. 
EXAMPLE. Let

COMMENT. (i)
Let A be an n X n matrix and let P be a pennutation matrix such that C = PAp T is in Forbenius nonnal fonn. It is easy to verify that C S = PASp T is the matrix obtained from C by setting equal to 0 all the off-diagonal blocks. It thus follows that for all diagonal matrices Yand X, the matrices YAX and YAsX share the same spectrum. By Theorem 3.11, the equality (4.33) yields that for every i E {l, ... , t}, Yj Af Xi is diagonally similar to the generalized doubly stochastic matrix Mi. 
A=(~ ~).
Since A has no strictly nonzero cycle, it follows that AS = AN = (~ ~) and so, while AS = AN, we have that AN =F A.
