Abstract. Transfer Learning is a paradigm in machine learning to solve a target problem by reusing the learning with minor modifications from a different but related source problem. In this paper we propose a novel feature transference approach, especially when the source and the target problems are drawn from different distributions. We use deep neural networks to transfer either low or middle or higher-layer features for a machine trained in either unsupervised or supervised way. Applying this feature transference approach on Convolutional Neural Network and Stacked Denoising Autoencoder on four different datasets, we achieve lower classification error rate with significant reduction in computation time with lower-layer features trained in supervised way and higher-layer features trained in unsupervised way for classifying images of uppercase and lowercase letters dataset.
Introduction
Machine learning can be broadly classified into Transductive or Inductive approach. In transductive learning, the objective is to learn from observed, specific (training) instances to specific (test) instances drawn from same distributions. In contrast, induction is to learn from observed training instances, a set of assumptions about the true distribution of the test cases (general rules). Transductive is preferable to inductive [1] since, induction requires solving a more general problem (assumptions about the true distribution) before solving a more specific problem. This distinction is most interesting in cases where the predictions of the transductive model are not achievable by any inductive model.
Transfer Learning attempts to train a machine to solve a source problem and reuse it with minor modifications to solve a different but related target problem without having to train the machine from scratch. Thus transfer in transductive approach, a machine is trained on a specific problem to solve another specific problem, where the target problem distributions are not necessarily related to the source problem.
Deep Transfer Learning (DTL) is an alternative to transfer learning with shallow architectures [2] . The advantage of DTL is that it offers a far greater flexibility in extracting high-level features and transferring it from a source to a target problem, and unlike the classical approach, it is not affected by experts bias [2] . Despite the vast body of literature on the subject, there are still many contentious issues regarding avoiding negative transfer from source to target problems, especially when the source and target distributions are from different distributions. In this paper, we only consider transfer learning problems where the source and target distributions are different. Specially, in the case of negative transference from the source problem.
Deep Neural Network
We use state-of-the-art deep learning methods (see [3] , [4] ) that learn highlevel features from large datasets and measure the classification performance of images.
Given an input space X, with a certain probability distribution P (X), we draw a design data set X ds = {x 1 , . . . , x n ds } which may be accompanied by a set of labels Y = {1, 2, . . . , c} with c distinct class labels. We define a classification problem as any function g(x) : X → Y that maps n ds instances of x ∈ X to labels. Thus, the classifier attempts to learn features (or filters), represented as a vector w j of optimal weights and biases. For a classifier with k number of layers, the features w j are represented as a set of vectors of each layer, i.e., w = (w 1 , ..., w k ). We use error rate ε and computation time t to measure the classifier performance to predict on a test set X ts = {x 1 , . . . , x nts } with n ts unlabeled instances drawn from the same distribution P (X).
Stacked Denoising Autoencoder (SDA)
An autoencoder is a simple neural network with one hidden layer designed to reconstruct its own input, having, for that reason, an equal number of input and output neurons (tied weights). The reconstruction accuracy is obtained by minimizing the average reconstruction error between the original and the reconstructed instances. A denoising autoencoder is a variant of the autoencoder where now a corrupted version of the input is used to reconstruct the original instances. A SDA is made up of stacking multiple denoising autoencoder one on top of another. The training of SDA [3] comprises of two stages: an unsupervised pre-training stage followed by a supervised fine-tuning stage (see [5, Section 6.2] ).
In the unsupervised pre-training stage pretrain(w), the weights w j of each hidden layer are trained in unsupervised way until the reconstruction cost of that layer reaches global minimum. Then we repeat the pre-training until the k th hidden layer is completely pre-trained to obtain unsupervised features U (w).
In the supervised fine-tuning stage f inetune(w, c), a logistic regression layer with c neurons is added to the top of the pre-trained machine. Then, the entire classifier is trained (fine-tuned) using both X ds and Y ds in order to minimize a cross-entropy loss function [6] measuring the error between the classifier's predictions and the correct labels to obtain supervised features S(w).
Convolutional Neural Network (CNN)
CNN [4] is a deep neural network whose convolutional layers alternate with subsampling layers. CNN is better explained in two stages. The alternating convolutional and subsampling stage and the classification stage. The convolution layer convolute the input with set of filters like Gabor filters or trained filters producing feature maps. These feature maps are further reduced by subsampling. Then the supervised feature S(w k ) or kernels of the top convolution filters and subsampling are fed to classification stage. Then we fine-tune the filters, f inetune(w, c) with labeled source data to obtain supervised features S(w).
In this paper the term "Baseline approach" to refer to either a SDA or a CNN machine trained on a target problem with no transference from the source problem (trained from scratch).
Transfer Learning Method
Traditionally, the goal of the transfer learning is to transfer the learning (knowledge) from a input space X S of source-problem S to one or more target-problems T , or distributions to efficiently develop an effective hypothesis for a new task, problem, or distribution [7] . In this framework of transfer learning, we address transfer learning problems, where the source and target problems are from different distributions and also the source Y S and target Y T labels may be equal or different. Thus, we address two important cases of transfer learning problems:
1. The distributions are different P S (X) = P T (X) and the labels are equal Y S = Y T . 2. The distributions are different P S (X) = P T (X) and the labels are not equal
Under such hypothesis, our goal is to obtain an accurate classification for targetproblem instances by exploiting labeled training instances drawn from the sourceproblem. We use two types of feature transference: 1) unsupervised feature transference (UFT) only for SDA model, and 2) supervised layer based feature transference (SLFT) for both SDA and CNN model In the Unsupervised Feature Transference (UFT) approach we transfer the unsupervised features of the SDA model from the source to the target problem, 
that is, U (w S ) ⇒ w T as shown in Table 1 . Once the features are transferred to the target problem, we add a logistic regression layer for the target Y T with labels c T on top of the transferred machine. We fine-tune this entire classifier f inetune(w T , c T ) as a multi-layer perceptron using back-propagation.
In the Supervised Layer Based Feature Transference (SLFT), lets consider the case of L1 approach as listed in Table 1 , we transfer S(w Table 1 . In the case of the FT approach we reuse the fully trained supervised features S(w S ) ⇒ w T of the source problem and then fine-tune again the entire classifier S (w T , c T ) for the target problem. In the case of Y S = Y T transfer setting the FT approach cannot reuse the logistic regression layer. Thus the logistic regression layer is randomly initialized for the target problem.
Experiments and Results
In this work we used MNIST 1 , MADbase 2 and Chars74k 3 [8] image datasets. The original Chars74k were split into two smaller datasets: lowercase with the a-to-z lowercase letters and uppercase with the A-to-Z uppercase letters. Then resized it to 28 × 28 pixels from original 128 × 128 pixels image. In our experiments we use Latin handwritten digits, Arabic handwritten digits, Lowercase synthetic letters and Uppercase synthetic letters datasets as shown in Table 2 .
We performed all our experiments on a computer with i7-377 (3.50GHz) 16GB RAM using Theano [9] a GPU compatible machine learning library on a GTX 770 GPU. The GPU parallel processing allows training both CNN's In the following experiments we compare baseline (BL) and transfer learning (TL) approach classification error ε using X ts.target dataset, for different amounts of instances per class, n ds /c. We followed the procedure shown in Algorithm 1.
In step 1 of the experimental procedure, X ds.source for each n ds samples were randomly picked from a set of different amounts of design samples per class [100, 250, 500, 1000, 1320, 2500, 5000]. Then in each of this iteration; step (a) we run the baseline approach from Algorithm 1, step (b) we build X ds.target by randomly picking n ts samples, where n ts = n ds . Finally, in step (c), we apply the various layer based feature transference approaches as listed in Table 1 .
Algorithm 1 Experimental procedure.
Given design sets X ds.source , X ds.target and test set Xts.source, Xts.target, For each dataset such that (X ds , Xts)∈(Latin, Arabic, Lowercase, Uppercase)
1. For each n ds such that n ds c ∈[100, 250, 500, 1000, 1320, 2500, 5000], (a) Run the baseline approach; (b) Obtain X ds.target by randomly picking n ds samples from X ds.target.f ull ; (c) For each TL approach such that L∈[L1, L1 + L2, ...] from Table 1, i. Fix L th layer of the network trained on X ds.source ; ii. Retrain the network using X ds.target except the L th layers; iii. Test the network using Xts.target, obtaining classification error ε. 
Results for Transductive transfer: From digits to letters
Classifying images of lowercase from a-to-z by reusing supervised features of digits from 0-to-9. We train a CNN to solve Latin digits (specific source problem) and reuse it to solve a lowercase letters (different but related target problem) without having to train it from scratch.
Using Latin as source problem and either Lowercase or Uppercase letters as target problem. Table 3 presents the average classification error rate for SLFT approach on CNN model by applying Algorithm 1. We observe both L1 and L1+L2 approach performs better than the baseline approach for n ds /c = 5000. In case of n ds /c = 1320 we observe only L1 approach performs better than the baseline approach. Reusing all three layers: L1+L2+L3 has degraded performs as the complete supervised features are well tuned for the source problem and training only the logistic regression layer has no improvement. Table 4 provides the summary of classification results for both CNN and SDA models. 
Transference From Arabic digits to Latin digits and Vice-versa
Utilizing previous conclusion that reusing L1 and L1+L2 perform better other approaches. We performed similar experiment with Latin and Arabic digits and also reverse the role of source and target datasets. To study the effect of negative transference, for example, digit 0 in latin is represented as 0 where as digit 5 in arabic is written as 0. These labels may lead to negative transference during supervised learning. We observe SLFT L1 and L1+L2 approaches performs better than baseline approach as shown in Fig 1 and Fig 2. 100 250 500 1000 2500 5000 n ds /c 
Conclusions
We proposed a layer based feature transference approach that supports standard neural networks like CNN and SDA for solving transductive transfer learning problems. By transferring either low or high layer features on machines trained either unsupervised or supervised way. Using this approach we achieved performance improvement with significant reduction in computation time and also decreased classification error rate. We achieved significant performance by transferring learning from source to target problem, by using lower-layer features trained in supervised fashion in case of CNN's and unsupervised features trained in case of SDA's.
