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Summary 
Air Traffic Control (ATC) arose from the need to ensure safe separation between civil aircraft. 
Air Traffic Flow Management (ATFM) arose from the need to manage traffic flow conditions 
and demand. Both functions were developed in response to an arising need and not in 
anticipation of that need. Resultantly, the progression of the two functions has been met with 
significant limitations, as technology and practices fail to cope with increased demand. The 
increased number of aircraft movements far exceeded the development of ATFM technology, 
practices and procedures. The result of this is a system that delivers on passenger safety, but 
lacks in efficiency. Currently, civil aviation is burdened with myriad of issues including, but 
not limited to, high traffic demands, increased controller workload, limited available airspace 
capacity (the definition of airspace capacity is dependent on controller workload in addition to 
airspace) and dated technology. The issues that emerge from these limitations include, flight 
delays and uncertainty in aircraft trajectories.  
This research focuses on more efficient and effective means of managing and utilising available 
information with the intention of reducing uncertainty in aircraft trajectories and improving 
decision making based on available information. This research presents a non-linear 
optimisation problem as an applied theory in support of the research aims. A multi-criteria 
weighted objective function is developed. The implementation of weights reflects a strategic 
prioritising approach to decision making. Dynamic re-optimisation is introduced within this 
research, building on the idea of incorporating more information into decision making and how 
information can be better utilised. Finally, a Monte Carlo simulation is explored alongside the 
multi criteria optimisation model in an attempt to establish a means of obtaining a statistical 
analysis of possible solutions within a given scenario.  
This research produced results that demonstrated the benefits of the proposed theory. Fuel 
consumption savings were achieved when optimising for minimum overall fuel consumption 
independently. These savings were a result of a number of factors including changes to the 
flight trajectory, lower velocity during cruise and flying at higher altitudes. Once departure and 
arrival times were introduced into the objective function, efficiency in trajectories was evident 
through minimised delays in departure and arrival timings in addition to fuel consumption. 
Dynamic re-optimisation introduced a level of strategic decision making. The results indicated 
the benefits to efficiency that can be achieved from incorporating strategic decision making 
and reducing uncertainty. Overall, the results of this research support the research aims and 
objectives and provide answers to the proposed research questions.  
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1. Background 
1.1. History of Air Navigation 
The first powered flight of 1903 was the beginning of a continuously growing global industry, 
covering both civil and military sectors. The benefits of aviation for military applications were 
evident early on. Aircraft provided a strategic means of combat and a faster and safer means of 
transporting cargo. As a result of the demand for faster and more manoeuvrable aircraft, WWI 
and WWII saw the rapid development of improved aviation technology.  
Air freight and air mail experienced a drastic expansion during WWI, with the US Post Office 
subcontracting deliveries to the US Army Air Corps (Allerton 2009). The success of Air Mail 
services in WWI and the peak in aircraft technology during World War II opened a gateway 
for an economically feasible civil aviation industry (Upham 2003). While mail was the first 
cargo, passenger aircraft followed shortly after. By the 1920’s, the inexpensive military aircraft 
available after WWI had been converted to civil passenger aircraft, with passenger flights well 
on their way within Europe (Windsor 2011). At the time pilots operated based on existing 
ground “rules of the road”, i.e. “keep to the right” and “see and be seen”. This meant that pilots 
could only fly in clearly visible conditions, limiting them to flying during the day and only in 
good weather conditions. Despite these limitations the number of civil aircraft continued to 
increase and gave rise to traffic density, leading to the first ever mid-air collision between civil 
aircraft in 1922. A De Havilland DH-18, flying from Paris to Croydon collided with a Farman 
Goliath, flying from Croydon to Paris. The cause of the crash was poor visibility.  
The 1922 collision, which resulted in seven deaths, instigated the first set of ‘traffic flow rules’ 
within civil aviation. Mutual communication between aerodromes of weather information was 
implemented, along with the establishment of separate paths for inbound and outbound flights 
across the Channel. The 1920’s saw the implementation of a number of key elements still in 
practice today. Not long after the first set of ‘traffic flow rules’ were implemented, light signals 
were introduced for guiding aircraft near aerodromes. These light signals originated as bonfires 
and quickly progressed to electric and gas lighting (Nolan 2011). In the 1930’s these beacons 
were improved upon to develop ‘visible’ tracks further aiding pilots with directional navigation 
to and from airfields. These lights provided a means of encouraging flights outside of regular 
day hours through night time navigation. The emergency signal ‘Mayday’ was introduced in 
1923 and radio operators, responsible for radio transmissions, were introduced in 1926. These 
advancements were local to certain countries and not yet a globally recognised set of 
procedures.  
Pre-1920’s, pilots navigated aircraft with “skill, luck and guess-work” (Yule 2001). Air 
transport was severely dependant on weather as a result of the immediate affects to a pilot’s 
range of vision from the cockpit. James Harold Doolittle, commonly known as “Jimmy 
Doolittle”, introduced instrument flying in the late 1920’s. Incorporating navigational 
technology within cockpits (artificial horizon and directional gyroscope) created a more viable 
approach to operating under all weather conditions without visual reference to the ground, i.e. 
“blind” flying (Windsor 2011).   
In Australia, air transport struggled to make its mark as the small and unreliable aircraft used 
were competing against already existing railways. While aircraft proved to be a faster mode of 
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transportation, limitations in passenger and freight numbers (as well as passenger comfort when 
compared to railway transport) proved inadequate. At the time, railway transportation was a 
significant portion of the Australian economy and air transport posed a threat to the government 
owned railways. As a result, air transport was limited to routes that were not already served by 
railway, i.e. the remote outback (Yule 2001).  
By comparison, air transport in the United States was more successful. Separate civil and 
military airspace was established in the Air Commerce Act in 1926 (Nolan 2011). The 1930’s 
saw a notable increase in operating civil aircraft which led to the implementation of “flight 
rules”. Maintaining radio contact and sharing information between pilots were rules 
implemented local to the United States. These rules were followed by all operating companies 
to ensure cohesive flight procedures and improved safety. Separation between aircraft was 
established by ‘ground operators’ and determined from flying altitude and heading. The role of 
ground operators was to maintain communication with pilots in order to provide them with 
information of weather conditions at the aerodrome and traffic conditions within that area. By 
1935, the first ‘radio room’, pictured in Figure 1.1, consisted of an area chart, manually 
documented flight details, a clock and a radio transmitter. Today, ‘radio rooms’ are known as 
Air Traffic Control (ATC) centres and serve the same purpose of monitoring flights. 
 
Figure 1.1 Radio room, Newark 1935 (Nolan 2011) 
Airlines controlled Air Traffic Control Units (ATCU) during the 1930’s. Their role was to 
maintain separation between aircraft on busy airways during periods of poor weather and poor 
visibility. These scenarios enforced Instrument Flight Rules (IFR), in which pilots relied on 
instruments within the cockpit and navigated with reference to electronic signals and 
instructions from controllers.  During good weather conditions, ATCs were not required to 
make decisions regarding separation unless requested. In these scenarios, pilots enforced 
Visual Flight Rules (VFR), i.e. ‘see and avoid’ (Nolan 2011).  
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During this time, many airlines were operating within the United States; however only four 
were operating the ATCU (TWA, American, Eastern and United Airlines (Nolan 2011)). As a 
result, concerns regarding equality between airlines quickly surfaced. Pilots were required to 
file flight plans, as detailed in Table 1.1, prior to departure.  
Table 1.1 Flight plan information filed by pilots 
Flight Plan Information 
 
 Aircraft type 
 Departure airport 
 Arrival airport  
 Estimated departure time 
 Estimated total flight time 
 Airline flight number 
 Intended flight route 
 Cruise speed 
 Cruise altitude 
 
 
This flight plan was dispatched to the ACTU and compared against other flight plans for 
possible conflicting paths. Changes to departure time, flight route or cruising altitude were 
made, if deemed necessary, and the amended flight plan was sent back to the pilot. With only 
four airlines operating the ACTU, favouritism and unjustified holding of competing airlines 
became apparent.  
Struggles with separating and sequencing aircraft during departure and landing arose during 
the 1940’s. The increased traffic density strained controller workload, leading to the need for 
separate operators to control the departure and landing segments of a flight. By the end of 
WWII civil aviation had expanded exponentially, rendering air traffic procedures of the 
previous decade inadequate. By the end of the 1940’s controllers were still using paper strips 
and manually approximating speed and position. The inaccuracies of this approach required 
controllers to maintain at least a 10 minute distance between aircraft (roughly between 50 to 
100 miles, with respect to the slower cruising speeds of earlier civil aircraft). Consequently, 
large expanses of airspace were allocated to each aircraft, reducing available airspace capacity. 
This led to increased delays and holds in an environment that was otherwise capable of 
handling the demand at that time. The limitations lay with overloaded traffic controllers and 
inefficient procedures.       
The need for establishing a ‘global’ ATC system was evident early on. This factor, in addition 
to the potential economic benefits of civil air transport, led to the involvement of government 
bodies within civil aviation. The Bureau of Air Commerce in the United States set out to 
establish “a uniform and centralized system of airway traffic control . . . to direct and 
coordinate the progress of all flights, whether government, civil, or commercial, over the 
Federal -Airways so as to insure the maximum safety in flight by preventing traffic confusion 
which might result in collisions, and to direct traffic so as to insure arrivals at airports in an 
orderly manner.”(Gilbert 1973). 1936 saw the establishment of the Bureau of Air Commerce 
in the United States, resulting from pressure to restrict air travel to specific domains. This was 
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in response to concerns of aircraft colliding over the homes of neighbouring residents of 
airports (still technically airfields at the time). By 1939 the British Air Ministry officially 
adopted the term Air Traffic Control (ATC). By the 1940’s traffic towers, responsible for take-
off, landing and aircraft within a 3 to 5 nautical mile radius of the airfield, and control rooms, 
responsible for aircraft outside of said radius, were operational.  
During this time, light beacons were replaced with radio beacons (medium frequency radios 
known as Non Directional Beacons - NBD) positioned along the already established ‘standard’ 
flight routes. Light beacons were limited to altitudes of 10 000 feet or less. Radio navigation 
provided better coverage of airspace in comparison to its predecessor and removed the 
dependency on ground reference for navigation. However, radio navigation also proved 
unreliable in bad weather and under high interference environments.  
The 1940’s saw improvements to radio technology and the incorporation of radar technology 
within civil aviation. With instrument flying and faster, more manoeuvrable aircraft, the see 
and be seen approach of separation was no longer adequate. By the 1950’s radar technology 
had improved such that aircraft positions were represented on a screen by ‘echoes’, which were 
small illuminated bars, as shown in Figure 1.2. At this time airspace sectors had also been 
established; however, these advancements were still only effective within a certain range of the 
aerodrome.  
 
Figure 1.2 Aircraft position represented by illuminated bars known as 'echoes' (1950’s) 
(Mansolas 2005) 
Within 30 years of the first civil passenger flight, traffic at airfields had increased dramatically 
such that a separate unit within ATC, the approach, was developed. The purpose of this unit 
was solely to manage departures and arrivals. The growth and expansion of civil aviation lead 
to the development of the International Civil Aviation Organisation (ICAO) in 1947. Initially, 
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the Provisional International Civil Aviation Organisation (PICAO) was established in 1945, in 
response to the civil aviation boom post WWII. PICAO was soon superseded by ICAO (Nolan 
2011). By 1955 international rules affecting all operating civil flights over large regions were 
introduced by ICAO. This promoted the idea of all aircraft following the same set of procedures 
in order to have a cohesive operating civil airspace.  
Official separation standards between trans-Atlantic aircraft introduced by ICAO in 1955 are 
detailed in Table 1.2.  
Table 1.2 Separation standards between trans-Atlantic flights, 1955 (Nolan 2011) 
ICAO Separation Standards (1955) 
 
 1000 feet vertical separation 
 120 mile lateral separation 
 30 minute longitudinal separation 
 
A common problem with the progression of Air Traffic Management (ATM) and Air Traffic 
Flow Management (ATFM) was the development of new procedures made in response to 
situations and not in anticipation of them (Nolan 2011). This meant that new technology was 
developed in order to provide quick solutions to large and complex problems. In an attempt to 
rectify aviation’s delayed improvements and advancements the Air Coordinating Committee 
(ACC) was established in 1945. The purpose of this organisation was to anticipate aviation 
growth and plan technical, economic and industrial matters around these predictions. By 1948, 
the ACC had designated a separate committee to predict the needs of future ATC systems. The 
result of this committee was the SC-31 report which detailed the following recommendations 
for future ATC systems. 
• Develop a common ATC system for both civil and military pilots. 
• New ATC systems should ensure all aircraft are flown safely. 
• Flow of air traffic must be improved. 
• Airborne equipment that may be developed must be lightweight and simple to both 
implement and use. 
• New ATC systems must not introduce any additional burden to ground personnel or 
pilots.    
• New equipment must require minimum funding from airlines, private pilots or 
taxpayers.  
The SC-31 report also encouraged the implementation of newly developed VHF 
Omnidirectional Range (VOR) beacons, Distance Measuring Equipment (DME), Airport 
Surveillance Radar (ASR), Instrument Landing Systems (ILS) and Precision Approach Radar 
(PAR) for improved flow management and more efficient and timely separation. 
The requirement for minimum funding in addition to conflicting approaches between military 
and civil pilots lead to a number of issues soon after the release of the SC-31 report. Despite 
this, the report did make a number of substantial contributions to ATC. Specifically, the 
identification of the need for improved flow management in relation to both current and 
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predicted growth. Additionally, the encouragement of implementing improved navigation 
technology was also important, leading to more advanced navigation within the next decade.  
On June 30 1956, two aircraft departed Los Angeles airport within a few minutes of each other. 
A United Airlines Douglas DC-7 was headed for Chicago (Flight 718) and a Trans World 
Airlines Lockheed L-1049 Super Constellation was headed for Kansas City (Flight 2). The 
filed flight plans for the two aircraft indicated an intended altitude of 19,000 feet and airspeed 
of 310 mph for Flight 2 and an altitude of 21,000 feet and airspeed of 330 mph for Flight 718. 
Subject to the filed flight plans, the two aircraft were anticipated to cross paths over the Eastern 
side of the Grand Canyon with a 200 feet difference in altitude (AA 2003). Whilst en-route the 
pilot on board Flight 2 requested a change in altitude from 19,000 feet to 21,000 feet due to a 
lack of visibility in the cloudy conditions on that day. This request was denied as a result of 
Fight 718 cruising at that altitude. The pilot then requested to fly 1,000 feet above the cloudy 
conditions and adopt VFR under improved visibility. This request was then approved by the 
controller. The controller was no longer responsible for maintaining separation for Flight 2 and 
Flight 718 as they were now both flying under VFR. The two aircraft collided at 21,000 feet, 
resulting in the deaths of all passengers and crew on board both flights (AA 2003). This was 
the first civil airline crash resulting in over 100 deaths. The result of this collision was dramatic 
changes to controller regulations across the United States during the 1960’s.  
By the 1960’s civil aviation had cemented itself as a global industry, promoting longer range 
flights between different countries and continents. This decade was a significant milestone for 
ATC with the introduction of more autonomous systems. The NDBs utilised prior to this time 
performed poorly for long range flights under medium radio frequencies. This encouraged the 
transition to VHF radio band and the development of VOR beacons for direction and DME for 
distance, a new element introduced to radio navigation. The introduction of distance 
measurement allowed for significant improvements to navigation. Due to the limitations of 
NBD and the subsequent tolerances applied to information received at that time, overly 
conservative separation distances were applied to airways and aircraft. The implementation of 
VOR and DME (direction and distance) aided improvements in utilising available airspace 
through reducing separation between airways, allowing for the accommodation of increased 
aircraft numbers. This advancement allowed for a more efficient use of available airspace 
capacity to better manage operational demand.   
Improvements to radar technology in the 1960’s involved identifying aircraft ‘echoes’ using 
four digit numbers, as shown in Figure 1.3. This improved safety and efficiency by eliminating 
the need for ATCs to memorise which ‘echo’ belonged to which flight. The advancements also 
involved the addition of flight levels (the three digit number below the flight number, 
representing flight level in hundreds of feet). Pilots were no longer required to communicate 
altitude changes to ground operators.  
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Figure 1.3 Aircraft 'echoes' identified by four digit numbers and aircraft flight level in 
hundreds of feet (1960’s) (Mansolas 2005) 
During this time the job of an ATC involved, but was not limited to, communicating 
information on inbound and outbound aircraft and manually calculating aircraft speed, distance 
and time. New aircraft were also being introduced at this time, with substantially different flight 
characteristics and cruising speeds. This made a controllers job more difficult and time 
consuming when attempting to maintain separation and sequence traffic for arrival. The need 
to improve these practices lead to the incorporation of computers within ATC by the late 
1960’s. The first software implemented eliminated the need for manual calculations and 
distributed paper slips to their appropriate sectors. This soon expanded to software linking both 
ground messages and radio transmissions between different sectors. The manner in which 
information was being shared between operators was slowly improving.  
During this time, ATC computer systems were responsible for the following.  
1. Recording radar data, calculating aircraft trajectories, generating alerts for possible conflicts 
2. Updating, calculating and storing information related to flight planning 
3. Displaying information on screens, a replacement of the original paper slips 
Utilising the technological benefits of computers also allowed for multi-radar coverage which 
increased the area in which aircraft could be monitored, creating a controlled airspace from 
departure to arrival (gate-to-gate coverage). Software was designed to combine the information 
from different radar sites, determining aircraft positions. Paper strips soon became obsolete, 
replaced by electronic displays of information. The four digit number identifying aircraft was 
changed to the actual flight number and soon enough conflict detection systems were being 
developed, with warnings issued two minutes in advance of potential loss of separation.  
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The late 1950’s saw a change in the governing bodies of aviation. The Federal Aviation Agency 
(FAA) was founded with the purpose of improving an industry that, by the 1960’s, was both 
underfunded and under staffed. A large number of controllers were quitting due to poor 
working conditions and lack of adequate pay. Additionally, the conflict in Vietnam ultimately 
affected available funding for the governing body. As a result, the FAA struggled to make 
strides towards improving civil ATC.  
By the end of the 1960’s, ATC systems were operating at capacity, with hundreds of aircrafts 
being delayed in an attempt to alleviate congestion across airways and at hub airports (Nolan 
2011). Despite the advancements in ATC technology and procedures over early decades, 
passenger demand had far surpassed expectations. The FAA were able to make some steady 
progress in the 1970’s; however, their efforts were ultimately hindered by the lasting effects of 
the previous decade.  
Concern for civil aviation’s contribution to carbon emissions arose in the 1970’s in response 
to visible dark clouds trailing early turbojet aircraft (Upham 2003). This encouraged 
environmental legislations, local to the United States, against aircraft emissions established by 
the US Environmental Protection Agency (USEPA). ICAO soon followed in 1995 with engine 
emission certification requirements on Unburned Hydrocarbons (UHCs), Nitrogen Oxides 
(NOx) and Carbon Monoxide (CO).  
The boom of global civil air transport led to the development of aviation governing bodies in 
every continent. In Australia, the Civil Aviation Authority (CAA) was responsible for civil 
ATC. By the mid 1990’s, the CAA was divided into separate governing bodies; the Civil 
Aviation Safety Authority (CASA) and Airservices Australia (ASA). CASA provides safety 
and regulatory services while ASA is responsible for ATC, navigation, and airspace 
management.  
Increased passenger demand also encouraged the production of more aircraft and the 
construction and expansion of airports to increase available capacity. This coincided with the 
establishment of more airlines as air transport moved from a government owned industry to a 
privately owned airline industry in the late 1990’s (Upham 2003). 
During this time, the struggle between traffic demand, controller workload and available 
operational airspace grew exponentially. This led to the beginning of the continuously 
expanding body of research into ‘intelligent’ ATC systems and procedures in the early 1990’s. 
Early on it was recognised that in addition to advancements to ‘intelligent’ systems, traffic 
demand also required improvements to flow management (James 1997). The Science, 
Technology, Environment and Resources Group within the Australian Parliament published a 
paper in 1997 stating a need to “…improve monitoring of flights and provide operational 
savings.” (James 1997). This paper indicates the need to combine the efforts of both navigation 
systems and operational procedures in order to achieve a more efficiently controlled airspace. 
It also introduces The Australian Advanced Air Traffic System (TAAATS), which is the 
system currently used for Australian ATM.   
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A summary of the concerns of civil aviation that have risen over time are provided in Figure 
1.4.   
 
Figure 1.4 Summary of the concerns that faced civil aviation from the 1920's through to 2000 
1.2. Current State of Air Traffic Management  
The role of ATFM is to monitor and manage traffic flow conditions and demand. ATM can be 
described as the combination of ATFM, ATC and Flight Information Services (FIS). The 
purpose of ATC is to monitor air traffic such that safety is maintained and operational 
procedures are met. ATC is a ground based, human controlled advisory system intended for 
short term intervention. Controllers are assigned a sector of airspace and are responsible for 
maintaining safety between neighbouring aircraft within that airspace. ATCs utilise airways 
and flight levels to assist pilots in safely navigating aircraft from one sector to another. 
Controllers are limited in the number of aircraft they can navigate. This limits airspace capacity 
and promotes delays during times of high demand. ATCs are responsible for separation while 
FIS “provides information and assistance useful for the safe and efficient conduct of the flight” 
(EGAST 2014). 
Today, Australian airspace consists of both controlled and uncontrolled airspace. Controlled 
airspace is managed by ATCs while uncontrolled airspace is unsupervised, with some regulated 
and non-regulated functions not provided by ATC. Airspace is also divided into classes, as 
described in Table 1.3.  
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Table 1.3 Australian airspace classes (Airservices 2016) 
Class Description 
A Controlled airspace (en-route) permitting IFR flights subject to ATC clearance. 
Flights are monitored and separation is maintained by ATCs. This class is mainly 
utilised by commercial and passenger jets.  
C Controlled airspace permitting IFR and VFR flights. Communication with ATCs 
is required. For IFR flights, ATCs maintain separation from other IFR flights as 
well as VFR flights. VFR flights are provided information on other VFR flights. 
This class is mainly located around major airports.  
D Controlled airspace permitting both IFR and VFR flights, both subject to ATC 
clearance. This class is mainly located around regional airports.  
E Controlled airspace (en-route) permitting both IFR and VFR flights. IFR flights 
are subject to ATC clearance.  
G Uncontrolled airspace permitting both IFR and VFR flights. Neither are subject 
to ATC clearance.  
 
Currently, ASA utilises TAAATS for Australian ATM, which was originally implemented in 
the early 2000’s. In the beginning, the system “…integrated instrument flight data, control and 
tracking for any designated aircraft” (James 1997). TAAATS introduced a more automated 
approach to ATM, while still enforcing the importance of human in the loop procedures. 
TAAATS utilised the first Australian Global Positioning System Non-Precision Approaches 
(GPS/NPA), which, at the time, was only available at Avalon, Brisbane, Cunderdin, Darwin, 
Goulburn and Wollongong airports. Over the last decade, improvements to the TAAATS 
system have been made in parallel with the progression of the civil aviation industry and 
improvements to aviation technology.  
Today’s system, similar to that implemented in the 1930’s and described in Table 1.1, involves 
pilots filing flight plans prior to departure. Flight plans include details such as aircraft type, 
flight number, departure and destination airports, time of departure, intended flight route and 
intended cruising speed and altitude. These parameters are not fixed parameters. Once the 
aircraft is en-route, controllers may issue changes to flight plans and pilots may request changes 
to a flight plan under certain circumstances. Generally, controllers will issue changes in the 
event of a possible loss of separation between aircraft or the need to delay aircraft for arrival 
(Nolan 2011).  
Surveillance technology currently utilised by Airservices includes the use of Automatic 
Dependant Surveillance-Broadcast (ADS-B), a satellite base technology that generates aircraft 
data onto a controller’s screen. Terminal Area Radar (TAR) and en-route radar are used to 
assist with separation in controlled airspace and an Instrument landing System (ILS) aids in 
aircraft landing during situations involving poor visibility (Airservices 2016).  
Safety was the sole purpose for the initial establishment of rules and regulations for civil flights. 
Today, passenger safety is still the main concern. Persistently increasing passenger and freight 
demand has led to an increased number of operating aircraft. Over the last few decades alone 
passenger growth has doubled, with future projections anticipating a similar trend (Airbus 
2013). Figure 1.5 depicts past and forecasted traffic growth.  
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Figure 1.5 Past and forecasted aviation traffic growth ((Airbus 2013), page 15) 
In addition to passenger growth, faster travel times have also encouraged an increase in air 
freight over land and sea transport. In 2010 international air freight grew 20.8% with respect 
to freight kilometres flown, as depicted in Figure 1.6 (IATA 2011).  
 
Figure 1.6 Aviation freight increase between 2000-2011 ((IATA 2011), page 11) 
Concerns of early aviation are still present and more prominent today. Civil and military 
airspace have been segregated since the late 1920’s (Nolan 2011). This limits available airspace 
26 Chapter 1 Background 
 
for civil aircraft to navigate and travel within. In an effort to improve ATM efficiency, manage 
forecasted growth and increase passenger safety, Australia aims to implement OneSky by 2021. 
This new system intends to combine civil and military airspace, with ASA and the Australian 
Defence sharing technology and information (Carey 2013). In 2011 ICAO proposed a similar 
concept in which civil aircrafts are allowed to fly in military airspace under specific conditions 
and at certain times (ICAO 2011).  
1.3. Initiatives to Improve ATM 
1.3.1. SESAR 
Within Europe, different nations follow different procedures and utilise different ATM 
systems. The aim of the Single European Sky ATM Research (SESAR) is to establish a sector 
of unity across European skies. Launched in 2004 by the European Commission, SESAR 
intends to meet future safety and capacity needs by addressing the problem across a larger scale 
as opposed to local levels (SESAR 2007). All airports within Europe will follow the same 
regulations and procedures and use the same system. SESAR’s key objectives are detailed in 
Table 1.4.  
Table 1.4 Key objectives of the SESAR initiative (SESAR 2007) 
SESAR Key Objectives 
Reconstruct European airspace based on traffic flow 
Increase available airspace capacity 
Increase overall efficiency of ATM systems 
 
The key concerns addressed by SESAR are available airspace capacity and overall efficiency 
of ATM and ATFM. SESAR recognises the need for improvements to current ATM systems 
and to flow management across Europe. In order to meet the ambitious objectives detailed in 
Table 1.3.1, the European Commission hope to achieve the following goals (SESAR 2007). 
• 3-fold increase in available airspace capacity (it is anticipated that this will resultantly 
reduce both ground and air delays) 
• Improve safety by a factor of 10 
• Reduce aviation’s carbon footprint by 10%  
• Reduce the cost of ATM services to airspace users by 50% 
It should be noted that SESAR’s main initiative is improving ATM and ATFM. The 
environmental goal is an inherent benefit of the anticipated reduction in delays resulting from 
more efficient flow management across European skies.  
 
 
 
27 Chapter 1 Background 
 
1.3.2. Clean Sky 
Clean Sky is a research programme established in 2008 for the purpose of developing 
technology to reduce the environmental impact of aircraft and air transport. The programme 
was created through a partnership between both public and private bodies, involving 
collaboration between the European Commission and a majority of the European civil aviation 
industry. The programme aims to reduce the time frame of developing and marketing new 
technology, with the intention of meeting the environmental goals set by the Advisory Council 
for Aeronautics Research in Europe (ACARE), as detailed in Table 1.5.  
Table 1.5  Environmental goals set by ACARE(CleanSky 2007) 
ACARE Environmental Goals 
50% reduction of CO2 emissions through drastic reduction of fuel consumption 
80% reduction of NOx (nitrogen oxide) emissions 
50% reduction of external noise 
A green product life cycle: design, manufacturing, maintenance and 
disposal/recycling 
 
 
The overall goal of Clean Sky is to contribute to SESAR environmental objectives by creating 
quiter and more fuel efficienct aircraft in the course of a ten year period (2008-2017) (CleanSky 
2007). Managed by the Clean Sky Joint Undertaking (CSJU), Clean Sky is divided into six 
Integrated Technology Demonstrators (ITD). These ITDs represent different technological 
segments of civil air tranpsort and are detailed in Table 1.6.  
 
Table 1.6 Integrated Technology Demonstrators (ITD) and their Industry Leaders 
Technological Platform Industry Director 
 Smart fixed wing aircraft Airbus and Saab 
Green regional aircraft Alenia and EADS-CASA 
Green rotorcraft Eurocopter and AgustaWestland 
Sustainable and green engines Rolls-Royce and Safran 
Systems for green operations Thales and Liebherr 
Eco design Dassault and Fraunhofer 
 
It should be noted that while Clean Sky and SESAR are linked, SESAR is more focused on 
ATM while Clean Sky contributes more towards technological improvements to the aircraft 
itself. The link between Clean Sky and SESAR is the “Systems for green operations” 
technological platform described in Table 1.6. This particular platform involves research into 
real time optimisation of flight paths within the cockpit.   
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1.3.3. NextGen 
The FAA, in collaboration with airlines, governments (both foreign and local) and universities 
has developed new procedures aimed at creating a more efficient, sustainable and predictable 
airspace environment. Additionally, they have proposed a dynamic satellite based system 
intended to replace ground-based systems. The reformed technology aims at locating direct 
routes to a specified destination, with the intention of reducing delays and fuel consumption 
(JPDO 2011). 
 
NextGen is a research initiative that is broad in its objectives and addresses a number of 
concerns within current ATM. Safety levels are improved by providing ATCs with better tools 
aiding in separation and tracking aircraft. En route Automation Modernisation (ERAM) is a 
combination of surveillance data from ADS-B, flight plan information and radar. The purpose 
of implementing ERAM into ATM is to allow controllers visual access to areas outside of the 
airspace they control. Access to a wider range of visuals is anticipated to improve flow 
management.   
 
Collaborative Air Traffic Management (CATM) between pilots and controllers involves 
providing pilots with more information while in the cockpit. Decisions regarding flight and 
flow are coordinated between the two bodies to improve flexibility and the use of available 
airspace and airport capacity.  
 
Improved safety and efficiency of overall ATM and ATFM are the main objectives behind 
NextGen. These objectives are achieved through collaborative decision making, information 
sharing and improved technology (JPDO 2011). NextGen’s key objectives are detailed in Table 
1.7.  
Table 1.7 Key objectives of the NextGen initiative (JPDO 2011) 
NextGen Key Objectives  
Improve ATM and ATC tools in order to increase safety and efficiency 
Increase information sharing between various stakeholders 
Establish faster and more efficient flight routes between destinations 
 
1.3.4 SWIM 
System Wide Information Management (SWIM), developed by the FAA in 2007, looks at 
improving information sharing and information management across ATM. SWIM falls under 
the NextGen umbrella, with the intention of meeting the second key objective described in 
Table 1.7, by providing relevant and common information to airspace users. Increased 
information sharing is anticipated to increase common situational awareness and improve ATM 
efficiency by providing the right information and the right time. Which stakeholders should be 
sharing information and what kind of information should be shared is detailed in Table 1.8.  
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Table 1.8 Summary of stakeholders who should be sharing information and what information 
should be shared as detailed in the SWIM program 
Stakeholder Information 
Pilot Take-off, cruise navigation, landing 
Airport operation centres Departing aircraft, approaching aircraft, arriving 
aircraft, taxiways, aircraft turnarounds 
Airline operation centres Construction schedules, flight routings, passenger 
connections 
Air navigation service providers Overall air traffic flow, airspace user needs 
Meteorology service providers Past, current and future atmospheric data relevant to 
aviation 
Military operation centres Planned missions, training, security tasks, or any other 
tasks that may interfere with civil flights 
 
1.3.4. CARATS 
The Japanese civil aviation bureau has developed the Collaborative Actions for Renovation of 
Air Traffic Systems (CARATS) program. This program aims to develop more effective and 
efficient ATM systems in and around Japanese airspace. The CARATS program intends to 
address the following issues.  
 
• Limited ATC capacity 
• Limited resources available to meet high demand traffic 
• Delays resulting from overloaded controllers 
• Lack of flexibility in flight routes leading to inefficient airspace operations 
• Accidents/Incidents resulting from human error  
 
The aim of CARATS is to establish a long-term solution to the problems currently facing ATM. 
Collaboration between various stakeholders within ATM is a focal objective behind the this 
initiative.  
 
The CARATS program proposes a shift from the current air traffic organisational system in 
which controllers are responsible for different sectors of airspace. The program looks at 
defining a time-based management system where controllers are responsible for aircraft 
throughout their entire flight, including departure and landing. The aim is to increase trajectory 
flexibility in order to better manage traffic capacity and reduce CO2 emissions through 
reductions in delays. Additionally, this program anticipates a reduction in trajectory uncertainty 
through information sharing and Collaborative Decision Making (CDM) (Kosugi 2010). 
CARATS key objectives are detailed in Table 1.9.  
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Table 1.9 Key objective of Japan's CARATS program (Kosugi 2010) 
CARATS Key Objectives 
Increase safety 
Improve the level of predictability in ATM 
Establish a more efficient means of utilising available airspace capacity 
Increase  information sharing and develop CDM within everyday ATM procedures 
Improve ATM operations during high density traffic scenarios 
Increase aircraft trajectory flexibility 
Reduce human intervention in ATM 
Improve overall fuel efficiency of ATM 
 
 
1.3.5. ASPIRE & DARP 
The Asia and South Pacific Initiative to Reduce Emissions (ASPIRE) was developed as a result 
of the combined efforts of Airservices Australia, Airways New Zealand and the Federal 
Aviation Administration. The ASPIRE agreement was signed in Singapore in 2008. The 
incentive behind this collaboration is to reduce aviation’s environmental impact across Asia 
and the South Pacific. The ASPIRE program is intended to assist in developing long term 
solutions to minimising aviation’s carbon footprint. In 2009, the Japanese Civil Aviation 
Bureau (currently known as Japan Air Navigation Services – JANS) joined ASPIRE, with the 
Civil Aviation Authority of Singapore (CAAS) joining shortly after in 2010, followed by 
AeroThai in 2011 (Berkeley 2010). The key objectives of ASPIRE are detailed in Table 1.10.   
Table 1.10 ASPIRE key objectives (Berkeley 2010) 
NextGen Key Objectives  
Improve C02 emissions during all phases of flight, i.e. gate-to-gate 
Globally incorporate the use of environmentally friendly procedures  
Improve upon existing technology  
Establish shared metrics to measure improvements in environmental transport 
 
While ASPIRE is mainly focused developing a greener aviation industry, it is also supportive 
of ATM’s need to modernise its technology and procedures in order to sustain projected traffic 
growth. Current aircraft operations attempt to capitalise prevailing wind conditions to increase 
flight efficiency. The Dynamic Airborne Reroute Procedure (DARP) program, promoted by 
ASPIRE, is a program designed to capitalise on periodically published atmospheric wind 
predictions in order to determine an optimal flight trajectory exploiting high speed winds. This 
procedure is proven to increase flight efficiency during aircraft cruise (Berkeley 2010). 
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1.3.6. Flextracks 
Another program developed within the Asia-Pacific region is Airservices Australia’s 
Flextracks program. The objective of Flextracks is to establish non-fixed routes that offer 
reduced fuel consumption over the duration of the flight, i.e. the most fuel efficient flight route. 
These trajectories are calculated on a daily basis and utilize favourable wind when available. 
The reduction in fuel burn also leads to savings in running costs for airlines and a lower 
environmental impact per aircraft per flight. Flex Tracks is an intermediate step to achieving 
the long term strategic aim of user preferred routes (Airservices 2005).   
 
The effectiveness of utilising prevailing winds will vary consistently. Seasonal changes will 
have a direct effect on the nature of wind conditions and how readily available they may be.  
Figure 1.7 provides an example of the changes in a flight path when utilising Flextracks during 
different months. Both the black and red trends detail flight paths from Dubai to Sydney airport. 
The red path was generated in February while the black path was generated in July. The image 
shows a deviation of 2692 nautical miles between the two trajectories, providing a visual 
example of the significant difference in directional changes of the trajectory across different 
seasons.    
 
 
Figure 1.7 Example of Flextracks trajectory between DXB and SYD airports, image provided 
by Airservices Australia 
Improvements to ATM systems have been substantial; however the rate of technological 
advancements is failing to adequately match the growth of emerging fleets (Upham 2003). A 
large contribution to this issue is the fact that over time, most ATM advancements have been 
quick solutions to ATM problems. The improvements lacked long term goals, with inadequate 
time for in depth research and development (Nolan 2011). Advancements were based on real 
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time scenarios instead of forecasted growth. As a result, current ATM systems suffer from 
numerous problems, limiting their overall efficiency.  
The common objectives between the various initiatives detailed in this section are as follows. 
• Reducing C02 emissions  
• Improving current ATM procedures 
• Establishing long term goals for ATM 
• Increasing information sharing between stakeholders 
• Collaborative decision making (CDM) 
The programs described all look at improvements to overall aviation, with long term goals for 
improved ATM.   
1.4. Limitations of Current Air Traffic Management  
There are myriad of problems currently impeding the performance of ATM. Figure 1.4 
provides a summary of the limitations of civil aviation over consecutive decades. Concerns for 
safety and flow management were evident as early as the 1940’s. Today, these concerns are 
still present and have opened a gateway for more limitations within ATM. Issues with flow 
management are heightened as a result of capacity limitations and uncertainty. Controller 
workload is still a dictating factor in defining capacity limits and aircraft fuel consumption has 
become a major concern for environmental bodies. The limitations addressed within this 
research are described.  
Within ATFM, unpredictability of circumstances introduces a level of uncertainty with every 
planned flight. Weather conditions, unscheduled demand and unforeseen events are a few of 
many contributing factors to trajectory and traffic flow uncertainty. Uncertainty in a flight route 
reduces decision making time frames, as evident in delayed arrival procedures, and increases 
the likelihood of delays. 
Delays are a continuous issue within ATFM. As of current ATFM, a number of different 
approaches are taken for delaying aircraft in the event that a delay is required.    
Ground delays involve delaying an aircraft queued for departure. This delay may be issued in 
response to poor weather limiting capacity or to manage demand and capacity in the air and at 
arrival airports. This option is cost effective in terms of fuel compared to absorbing delay while 
airborne; however it can cause problems in terms of runway occupancy. The gate cannot remain 
occupied if there are other aircraft scheduled to depart.       
Airborne delays can be applied through a few different options. Determining which option to 
utilise will depend on the scenario and how much delay is required.  
‘Holding’ patterns are used to delay an airborne aircraft, while keeping it within a specified 
airspace. This method is usually taken when the aircraft has arrived at its destination airport 
but cannot land due to traffic congestion or poor weather. Also, at some high traffic airports 
around the world, holding is often used as part of an overall arrival sequencing strategy. This 
‘flying in circles’ approach is inefficient and costly as it inherits increased fuel consumption, 
increases running costs and involves occupying operational airspace, thereby increasing 
controller workload.   
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Delays can also be absorbed through controlling an aircraft’s speed and altitude while en-route. 
Increasing the speed will increase the Mach number, 𝑀𝑀, of the aircraft. Flying at a higher 
altitude will decrease the speed of sound, 𝑎𝑎, due to the reduction in temperature, 𝑇𝑇, and 
therefore decrease the airspeed.  
𝑎𝑎 = �𝛾𝛾𝛾𝛾𝑇𝑇                                                                                                              (1.1) 
 
𝑉𝑉 = 𝑀𝑀√𝑎𝑎                                            (1.2) 
 
            𝛾𝛾 is the universal gas constant for air (287.04  𝑚𝑚2/𝐾𝐾𝑠𝑠2) 
            𝛾𝛾 is the isentropic expansion coefficient for air (1.4)  
This particular method proves difficult for long range flights due to their inherit uncertainty. 
More accurate predictions are made once the aircraft is closer to its destination. By this point, 
there may not be enough opportunity to utilise speed and altitude changes for delay absorption.  
Vectoring involves ATCs assuming navigation of the aircraft. This can be used for distributing 
delays by diverting the aircraft from its original path. Similar to airborne holding, this approach 
is also costly in terms of both fuel and running costs as the aircraft is operating over a longer 
time period.   
The choice of which delay to employ is very conditional. It will depend on a number of factors 
including traffic flow conditions, aircraft location and airspace design. As a result, not all delay 
strategies are appropriate for both short and long haul flights. For example, speed control would 
most likely not be applied to a domestic aircraft, but rather, it would be subject to a pre-
departure ground delay instead. Table 1.11 summarises which delays are more appropriate for 
short and long haul flights.      
Table 1.11 Delays for short and long haul flights 
Delay Short Haul 
Flights 
Long Haul 
Flights 
Ground Delay X X 
Holding X X 
Speed & Altitude Control  X 
Vectoring X X 
 
An alternative option for delay absorption is the utilisation of prevailing winds. Similar to the 
approach of speed and altitude control, these winds can be used to both speed up and slow 
down an aircraft whilst en-route. Currently, wind patterns are implemented into aircraft 
trajectories, mainly for the purpose of improving flight efficiency. An example is Australia’s 
Flextracks program which involves publishing wind data for airlines flying into and out of 
Australian airspace, allowing them to utilise favourable wind patterns. This approach aims at 
reducing fuel consumption and flight time (Airservices 2005). 
Uncertainty in aircraft trajectories is higher for long range aircraft in comparison to shorter 
range flights. This is due to the larger flight time. Predicting weather conditions, trajectories of 
other aircraft, changes to airport scheduling and other circumstances is difficult over large time 
frames and differing countries and continents. Therefore, it is difficult to predict what traffic 
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flow scenarios will be for long range flights when they are closer to their destinations. 
Specifically, a problem facing current ATFM is the effect that aircraft on the ground have on 
those that are airborne. If a long range flight is airborne and heading for its destination and a 
shorter range flight is preparing to depart to the same destination, who do you delay in the event 
that a delay is required? Generally, the long range aircraft takes precedence. If the airspace is 
full, ATCs will attempt to avoid introducing more aircraft into that airspace, Figure 1.8.   
 
Figure 1.8 High demand arrival scenario 
Additionally, the aircraft queued for departure does not inherit a fuel penalty when subjected 
to a ground delay. The problem with this scenario is two-fold. Firstly, while the shorter range 
aircraft is not inheriting a fuel penalty, it is being subjected to a time delay that ultimately 
increases cost and disrupts passengers. Secondly, this delay may result in reactionary delays to 
other aircraft as it will need to be re-allocated departure and arrival times. The issue of 
favouritism and unjustified holding originated in the 1930’s when airlines were operating the 
ATCU. As ATC is now government owned, these issues currently stem more from inefficiency 
in traffic flow management.  
Increasing available information throughout the duration of a flight route is a common 
incentive behind research dealing with uncertainty in aircraft trajectories. The premise behind 
such research is that by regularly updating information changes in circumstances can be 
detected at an earlier stage in the trajectory, providing a larger time frame for responding 
appropriately and managing available information. This provokes the argument of how an 
unpredicted change in circumstance can be detected earlier in a trajectory from updated 
information. It is an unpredictable circumstance, therefore implying that it can only be 
responded to once it happens. Additionally, the point in a trajectory at which a change in 
circumstance occurs, cannot be foreseen.  Therefore, if a change is detected during the last 
portion of a flight (e.g. an unpredicted change in arrival scheduling) how is updated information 
going to address the lack of available time to respond?  From this context, researchers support 
the theory of detecting the change immediately, allowing for little to no wasted time in 
responding to the issue. During an aircraft trajectory, a lot can change over the span of a few 
minutes. Therefore having minimal wasted time in such scenarios is advantageous. In order to 
address the defined problems in full, a holistic gate-gate-gate approach is taken. All segments 
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of an aircrafts’ trajectory are optimised, with minimal boundaries enforced throughout the 
flight path. The purpose of minimising the constraints placed on an aircraft trajectory is to 
increase flexibility in decision making.     
A limitation in current ATC is also inadvertently addressed within this research. Airspace is 
currently organised in sectors, with one ATC responsible for aircraft within their designated 
sector. The jigsaw-like organisation of airspace is shown in Figure 1.9.  
 
Figure 1.9 Australian airspace sectors (Moore) 
Each sector is limited to how many aircraft can occupy the space at a given time. This limit is 
based on controller workload, more so than available capacity, as controllers can only mange 
a finite number of aircraft. Employing more controllers and reducing the size of airspace sectors 
will not eliminate the limitations associated with human factors in ATC. While such a scenario 
would reduce controller workload, more sectors will lead to an exponential increase in the need 
for coordination between sectors. This would increase risk and complexity in an already over 
worked and complex system. Additionally, controllers are required to follow narrow and 
restricted procedures to ensure aircraft safety. At times, these restrictions can be over bearing 
from a flow management perspective, leading to increased flight times, increased fuel use and 
a loss of flexibility in decision making (Nolan 2011).  
Automated ATC systems can provide a gateway for ATCs to transition into a less immersive 
role. An automated system that maintains separation and manages traffic flow will allow for 
controllers to adopt a monitoring role. The reduced workload will mean ATCs can manage 
more aircraft at a time, allowing available airspace capacity to be utilised more efficiently. The 
automated model proposed within this research supports the idea of ATCs monitoring the 
system itself and intervening only when deemed necessary.  
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1.5. Problem Statement 
Current airspace is congested and inefficiently managed through narrow rules and procedures 
and dated technology. There are myriad of problems affecting today’s overall ATFM 
efficiency. The issues addressed within this research include: 
• Uncertainty in aircraft trajectories 
• Decision making based on available information 
The aim of this research is to investigate more efficient and effective means of managing and 
utilising available information. Figure 1.10 details the three main points addressed within this 
research, with respect to information management.  
 
Figure 1.10 Information sharing and management 
This research builds on the ideas of the SWIM program, incorporating more information into 
decision making. Specifically, the intention is to investigate the benefits of anticipating delays 
and making pre-empted strategic decisions subject to forecasted events.  
Within the context of this research, updated information is incorporated to improve decision 
making. In an attempt to predict changes at the earliest possible time, a gate-to-gate 
optimisation approach is taken, with the intention of achieving the following objectives. 
1. Establish an efficient gate-to-gate trajectory to alleviate congestion during high demand 
scenarios 
2. Improve decision making (based on available information) using strategic variable 
weighted objectives 
3. Look at past, present and forecasted information during decision making to analyse 
changes in circumstances over time. This information includes, but is not limited to, 
departure times, neighbouring aircraft, arrival destinations and expected arrival time.   
4. Aircraft on the ground queued for departure are considered in the decision making of 
long range aircraft 
Pre-empted decisions will not completely eliminate uncertainty within the proposed model. It 
will limit the amount of ‘short notice’ scenarios and establish a larger time frame for decision 
making. More accurate decisions can be made when more information is available. However, 
due to the stochastic nature of ATFM, uncertainty will still be present. 
While the intention of this research is to investigate improvements to uncertainty in aircraft 
trajectories, the issues of demand vs. available capacity and controller workload are also 
inadvertently addressed. While these issues are not the focal point of the research, the role of 
ATCs in ATM is critical and thus the inherent benefits of the proposed research, within this 
context, should be noted. 
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1.6. Research Questions 
This research looks at reducing uncertainty in long-range flow flights through strategic decision 
making made based on pre-empted delay. Applications in data management are applied to 
achieve a more predictable environment.  
The gap addressed within this research is the incorporation of multi-objective optimisation as 
a means of strategic decision making in a gate-to-gate four dimensional multi-criteria model. 
By optimising multiple objectives simultaneously, conflicting interests within the overall 
problem are balanced, generating a non-dominated solution. Weights are applied to the 
objectives, providing a means of scaling the “importance” of one objective compared to 
another. Additionally, little research exists on the relationship between aircraft in cruise and 
aircraft on the ground queued for departure. The issue of fairness between different operating 
aircraft has been addressed in addition to the Ground-Holding Problem (GHP). However, a 
niche area of research exists in the area of strategic decision making during cruise that takes 
into account aircraft on the ground with the purpose of minimising the need and likelihood of 
a ground delay. Eliminating ground delays from ATFM is not realistic when considering the 
complexity of the problem and the strategic benefits of ground delays. However, sharing the 
burden of delays between small and large operators can be achieved. This research looks at 
changing the way in which information is used within ATFM. Past, present and predicted data 
are all utilised with the intention of anticipating delays and making pre-empted decisions based 
on these predictions. Changes in circumstances over time are considered, in addition to 
potential reactionary affects to other aircraft. Additionally, by changing the manner in which 
data/information is managed, more confident decisions can be made in an uncertain 
environment. Furthermore, detailed research has been conducted into predicting uncertainty 
but little research exists on the most strategic means of utilising these predictions. By 
implementing a system that only allows for minor pre-empted decision to be made based on 
predictions, the repercussions of possible false predictions become minimal and easier to 
rectify. This minimises the dependence on the accuracy of error margins in forecasted data.  
Research Questions 
1. What improvements can be made from changing the way in which data/information is 
managed and utilised within an ATFM environment? 
 
The context of this research will address this question relative to the following.  
 
a. How can efficiency, in terms of fuel consumption and reduced delays, be improved 
compared to current practices? 
b. What strategic advantages can be achieved through incorporating varying weighted 
objectives that fluctuate subject to circumstance?  
c. What improvements to decision making under uncertainty can be made by anticipating 
delays? 
 
These research questions are broad when considered within the context of ATFM as a whole. 
However, within the context of this Research, these questions are addressed relative to question 
1. That is, the effects of changing data/information management within ATFM are considered 
with respect to questions a through to d.  
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1.7. Outline 
The following chapter will cover an in depth literature review detailing the existing body of 
knowledge within this area of research in addition to the gaps present. Following on from this, 
the remaining chapters will cover the developed four dimensional optimisation model. This 
model was developed to produce results in support of the ideas proposed within this research. 
It is an applied theory and not intended as a contribution to software development, nor a 
proposed commercial ATM product. The mathematical foundation behind the optimisation 
model is separated into two separate chapters. The first looks at the introduction of fuel 
consumption. The second chapter looks at how multiple objectives are introduced and how the 
optimisation process can be strategically manipulated. Following on from this, the benefits of 
dynamic re-optimisation and a Monte Carlo simulation approach are investigated. The 
conclusion provides a summary of the research in addition to recommendations for further 
studies on this research.   
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2. Literature review 
2.1 Introduction 
There exists a large body of research encompassing ATM and the myriad of problems, past, 
present and future, that are associated with the topic. Therefore, research into ATM is neither 
new nor uncommon. Despite the consistency of the research in this area, the progression of 
civil transport is far surpassing advancements in ATM and ATFM technology. As a result, 
there exists room for further studies into both current and forecasted issues affecting civil 
aviation. This thesis will contribute to the existing body of research through the incorporation 
of multi-objective optimisation as a means of strategic decision making in a gate-to-gate four 
dimensional multi-criteria model. Additionally, this thesis will also look at strategic decision 
making during cruise that takes into account aircraft on the ground with the purpose of 
minimising the need and likelihood of a ground delay. This thesis will also look at changing 
the way in which information is used within ATFM. Past, present and predicted data are all 
utilised with the intention of anticipating delays and making pre-empted decisions based on 
these predictions. 
This review will begin with detail into research looking at various applications of data 
management. Following on from this, research looking at strategic ATFM will be discussed in 
detail, with the final section looking at ground delay programs. This literature review will not 
cover research on ground scheduling programs as the scope of such research exceeds the scope 
of this thesis.  
2.2 Data Management 
2.2.1 Uncertainty and predicting uncertainty   
Data management refers to the method in which available information is acquired, distributed, 
and implemented within a given application. Data management is a recurring subject within 
ATFM research, particularly in studies involving conflict detection and avoidance, uncertainty 
within ATM and reducing delays. The incentive behind such research is that the issues lie more 
in the manner in which information is handled as opposed to circumstance. An approach to 
more efficiently managing information is to attempt to pre-emptively deal with potential issues, 
e.g. high demand, poor weather, etc. (Taylor 2015) proposes a strategic traffic management 
framework ‘…to mitigate potential large-scale congestion’. Taylor’s approach involves 
establishing multiple solutions addressing a variety of possible weather conditions within a 2-
24 hour pre-planning time frame. A decision tree approach is adopted to establish possible 
deviations in traffic forecasts across a pre-planned trajectory. While Taylor limits the analyses 
to changes in weather conditions, the study does indicate flexibility in pre-emptive decision 
making. This research will look at pre-emptive decision making in an uncertain environment. 
While Taylor addresses unexpected changes to weather conditions, this research looks at 
unexpected changes to overall flight plans and the effects of these changes on other operating 
aircraft. A Monte Carlo simulation approach is used, in contrast to Taylor’s decision tree 
method.    
Uncertainty in departure and arrival times of aircraft also has the potential to be mitigated 
through predictions established subject to available information. This research will look at 
encouraging aircraft to meet their designated departure and arrival times by implementing a 
penalty approach. Aircraft are penalised when scheduled times are not met, with the penalty 
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increasing as the delay increases. In relation to information management, it is anticipated that 
incorporating updated information at earlier stages in an aircraft’s trajectory will assist in 
organising aircraft, for both departure and arrival, at an earlier stage as is similar with the theory 
proposed by (Taylor 2015). (Tielrroij 2015) et al. have investigated uncertainty prediction with 
focus applied specifically to predicting arrival times at earlier segments in an aircraft’s 
trajectory. The intention is to increase the accuracy of scheduled arrival times by establishing 
an estimated Time of Arrival (TOA). Tielrroij provides a comparison between predicted TOA 
and actual TOA with predictions starting two hours prior to landing and continuing until ten 
minutes prior to landing, at which point ATCs are assumed to take over. The intention is to 
improve predictions of TOA in order to improve and better manage high demand arrival 
scenarios. The results of Tielrroij’s research show a reduction in the error margin of TOA as 
the aircraft gets closer to its destination. The idea of organising aircraft at earlier stages in a 
trajectory based on predictions is reflected in this research. What differs between this research 
and that of (Tielrroij 2015) et al. is the aim behind utilising improved data management. While 
(Tielrroij 2015) et al. look at estimating TOA, this research attempts to encourage aircraft to 
meet their scheduled departure and arrival times.  
This research will apply a Monte Carlo simulation with the intention of developing a statistical 
analyses of various scenarios ranging between two extremes. With the incorporation of updated 
information and improved data management, multiple possible solutions, achieved through 
implementing a Monte Carlo simulation, and the likelihood of applying those solutions is 
investigated. (Wanke 2003) utilises a Monte Carlo simulation to initially model traffic in a 
variety of air ways and sectors. Initially, the intention of Wanke’s study was to investigate 
uncertainty in predictions of airspace sector demands in order to improve performance and 
human factors associated with flow management decision making. Similar to this research, 
decision making subject to available information, i.e. efficient use of information, is 
investigated. Similar to (Tielrroij 2015) et al., Wanke’s results indicate better predictions for 
shorter look-ahead times. This research will attempt to establish larger look-ahead times for 
decision making by establishing a gate-to-gate model that utilises improved data management 
from the point of departure.  
Further studies supporting the theory of reducing uncertainty and increasing ATFM efficiency 
through more detailed available information include (Clare 2012, Clare 2013). Clare’s 
approach to ‘updated’ information involves feeding additional information (weather, traffic 
conditions, etc.) during the pre-flight planning phase. Trajectories are established based on the 
available information, replicating current procedures, and said information is not updated 
throughout the duration of the flight. Clare established a model that optimises 30 flights 
between 5 airports and across 17 sectors of operable airspace. Despite the minimal application 
of the proposed study across different flight segments, the results showed reduced capacity 
violations across different sectors at different times, leading to a reduction in overall congestion 
(Clare 2012). Thus, supporting the proposed benefits of incorporating additional information 
to improve decision making.  
An additional body of work developed in response to the uncertainty of predicted arrival times 
is the Extended Arrival MANager (E-MAN) (Itoh E. 2017). This concept introduces a ground 
advisory system which mitigates airborne congestion at the arrival destination by providing 
coverage en-route and terminal airspaces. This concept is intended to be used in collaboration 
with a four dimensional trajectory based operations system (a system where aircraft fly along 
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optimal trajectories defined in space and time and agreed to between the aircraft and air traffic 
controllers and operators). The three main technologies proposed for supporting this concept 
are information sharing, air-ground harmonisation and the design of human system 
interactions. This research also looks at information sharing and air-ground harmonisation, 
with a focus on reducing uncertainty to achieve overall flight efficiency. In comparison to the 
E-MAN project which aims to reduce congestion at arrival airports. .   
2.2.2 Collaborative Decision Making 
Developments in ATFM within literature involve the study of Collaborative Decision Making 
(CDM) which has the potential to increase the accuracy of decision making for scheduled flight 
plans (Ball 2000). CDM involves sharing information across various stakeholders and thereby 
granting ‘decision making responsibility’ to more than one party. The decision making is 
applicable to aircraft that have not yet departed; aircraft in cruise are still controlled by ATCs 
within the context of Ball’s research. The purpose of shared information is also to create 
‘common situational awareness’ for both air traffic managers and airspace users, alleviating 
the load on ATCs by allowing for collaboration with pilots (Ball 2001). This approach diverges 
away from the conventional procedure of having ATCs and traffic flow managers as the 
fundamental decision makers. 
Ball provides a detailed review of CDM for Ground Delay Programs (GDPs) (Ball 2000). The 
research paper demonstrates an increased accuracy in flight departures, with respect to 
scheduling, and flight cancellation notices through the incorporation of CDM. The objective of 
Ball’s research is to examine the influence of CDM on ground delays and airline decision 
making. The research was conducted in support of ground delay planning at San Francisco 
(SFO) and Newark (EWR) airports. Achieving Ball’s proposed CDM involved the 
implementation of ‘broad information collection and distribution mechanisms’ which involves 
sharing information with airline operation centres. This allows airlines to contribute to 
trajectory decision making, specifically through changing or dictating flight conditions. 
Increased efficiency to flight departures and flight cancellation notices is most evident during 
high stress situations in which the information is most critical. Ball noted early on in the 
research that CDM had the capacity to be incorporated into en-route airspace management to 
further improve overall ATFM efficiency (Ball 2000). It is the intention of this research to 
incorporate information sharing throughout all segments of a flight path, with the intention of 
increasing accuracy and efficiency of aircraft trajectories. While this research supports the idea 
of information sharing, the approach of developing an automated optimisation model does not 
directly support multiple decision makers, as is defined within the concept of CDM. NASA is 
developing a research tool, MACS, which is designed to increase the flexibility of human-in-
the-loop simulations. The model allows a number of participants to be involved within the same 
simulation (Prevot 2002). This simulation tool builds on from the information sharing and 
alleviating controller workload concept as presented by (Ball 2001). Prevot explains the 
benefits of ‘addressing all players’ including ATCs and managers, airline dispatchers and pilots 
in order to increase the viability of the system as a whole. Prevot reasons that an automated 
system should only be a ‘side aspect’, with humans positioned at the forefront of air 
management (Prevot 2002). This research supports the ideas presented by both (Ball 2000) and 
(Prevot 2002). An optimisation model is developed in support of the research aims and 
objectives. In a “real world” application, the optimisation model should not be an entirely 
automated system but rather, as (Kuchar 2000) suggests, the automation tools should only act 
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as a precautionary step in the event of human error. It should be noted that the contribution of 
this research is not the optimisation model, but rather, it is the aims and outcomes of the theory 
behind the model. The optimisation system was developed in support of the research objectives, 
incorporating a mathematical approach that reinforces the benefits of the proposed study.  
The concepts behind CDM fall under the umbrella of data management. CDM supports the 
theory of reducing uncertainty and increasing ATFM efficiency through more detailed 
available information. Ball’s studies did not incorporate CDM en-route; however, a study that 
does look at information sharing during cruise is the decision support system, designed to 
improve prediction accuracy, as suggested in (Wanke 1997). Speed and wind reports, per 
aircraft, are utilised during cruise to improve overall trajectory prediction. The results 
demonstrated an improvement in trajectory prediction errors by 10-15% and improvements to 
trajectory stability, i.e. less trajectories required re-optimising. These results were achieved 
based on 2 to 5 minute speed and wind reporting intervals further indicating the potential for 
improved results with more available information.  
A real world application incorporating CDM is that of Long Range ATFM. This concept was 
developed to encourage the uptake of research in ATFM measures beyond current system 
timeframes. The research explores “…the advanced nature of any end-state solution requiring 
the use of Calculated Time Over (CTO)/Required Time of Arrival (RTA)…” (ICAO 2018). This 
area of research was developed in response to challenges associated with information exchange 
with en-route air traffic service units. The aim is to adjust arrival time schedules en-route, with 
considerations to national borders.  
While the benefits of CDM have been investigated thoroughly, there are counter arguments to 
the proposed theory. With increased traffic demand, increasing human intervention into overall 
ATM systems may result in higher inefficiencies due to multiple decision makers. A more 
recent study has explored relieving controller workload through the development of a four 
dimensional intent validation trajectory system. The system establishes global optimal multiple 
intent trajectories prior to departure based on environmental and operational influences. The 
role of the ATC is to validate these trajectory, choose the most optimal option and detect and 
avoid conflict (Gardi 2013). The driving factor behind the approach of reducing the number of 
decision makers is to alleviate controller workload while still having a human at the forefront 
of the decision making process instituting greater flexibility in airspace management (Clare 
Tomlin 1997). While this thesis supports the idea of information sharing within CDM, it also 
supports the theory that increasing decision makers also increases complexity. Therefore, the 
proposed system will reflect the incentive behind CDM; however, it will be the sole decision 
maker, with ATCs present for support if needed. Information sharing will be incorporated 
throughout all segments of an aircraft’s trajectory. It is anticipated that this approach will 
improve the accuracy of decisions made based on forecasted events that carry some level of 
uncertainty. An important question to ask is, to what degree does updated information and 
information sharing actually benefit decision making? Within the context of this research, it is 
proposed that frequently updated weather and traffic data will significantly reduce trajectory 
ambiguity and allow for more strategic alterations to flight paths when needed. Additionally, 
the intention of this research is to encourage aircraft to meet their designated departure and 
arrival times. It is anticipated that better use of data/information has the potential to prepare 
aircraft for arrival at an earlier stage in the trajectory.  
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2.2.3 Conflict Detection and Avoidance  
Changes to data management have also been researched with respect to conflict detection and 
avoidance. Kuchar defines conflict as a situation where “two or more aircraft experience a loss 
of minimum separation” (Kuchar 2000). Predict, communicate and resolve are the three goals 
of a conflict detection and resolution (CDR) system (Kuchar 2000). Tactical decision making 
and the ability to coordinate information is what makes humans a fundamental part of conflict 
detection and avoidance. Kuchar suggests that the key to efficiently handling conflict detection 
and avoidance is a coherent relationship between implemented automated systems and the 
ATC. This also supports the theory presented by (Prevot 2002) in which automated systems 
are not the only tool used for air management.  
The concept of free flight was developed as a means of improving conflict avoidance. The 
National Aerospace Laboratory (NLR) in the Netherlands and NASA were among the first 
researches, in the mid-nineties, to explore the idea of free flight, as the concept was generally 
considered to be too dangerous. The ideas behind free flight mirror that of CDM, granting 
‘decision making responsibility’ to more than one party and employing the idea of sharing 
information. The difference between free flight and CDM, as presented by (Ball 2000), is that 
free flight is applicable throughout the cruise segment, while CDM was limited to pre-
departure, subject to Ball’s definition.  
“In Free Flight Airspace aircraft fly their own preferred route at their preferred altitude. They 
only need to deviate from this route if it conflicts with the route of another aircraft.” (Hoekstra 
2002)  
Within a free flight environment, maintaining separation between aircraft is the responsibility 
of the cockpit crew with the assistance of an Airborne Separation Assurance System (ASAS) 
that alerts and advises the crew. Aircraft positions are transmitted via a data link and are 
presented on the traffic display in the cockpit. In parallel with the incentive of most studies 
conducted into free flight, (Paielli 1996) suggests that the implementation of relaxed routing 
restrictions into ATFM would improve trajectory efficiency. While Paielli’s research supports 
the concept of free flight, the main focus of the study is conflict (not collision) probability 
estimation in a free flight environment (Paielli 1996).  
“By definition, a conflict (not to be confused with a collision) occurs when two or more aircraft 
come within the minimum allowed distance between each other…the goal of conflict resolution 
is to reduce the post-resolution conflict probability to some acceptable level.” (Paielli 1996) 
 
Isaacson describes the three steps of the TRACON automation system as trajectory prediction, 
conflict pair identification and conflict probability analysis (Isaacson 1997). This four 
dimensional system establishes future conflicts which may arise and, similar to (Paielli 1996), 
provides assistance in conflict, not collision, resolution. TRACON detects conflicts by 
comparing trajectories within close time based proximity of each other (Isaacson 1997). The 
system aims to encourage ‘free flight’ by utilising real time trajectories, detracting the need for 
fixed routes and applies conflict probability analysis which analyses ‘conflict probability 
estimates’. The concept of ‘free flight’ is mirrored in the CDM principles detailed by Ball (Ball 
2001), which have the potential to increase the accuracy of decision making during an aircraft’s 
trajectory.  
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High conflict probability can hinder a pilot’s available options to deviate away from their initial 
path, rendering ‘free flight’ ineffective and of ‘little economic value’ (Warren 1997). Thus, in 
order for flexibility of flight path deviations to be successful and economically viable, capable 
conflict detection and resolution systems need to be operating in parallel. This is an essential 
point when considering the lower prediction capabilities of congested areas due to ‘user 
specified free routing’ in a free flight environment. Current ATFM already deals with 
uncertainty in trajectories, leading to limitations in overall ATM. While flexibility of flight 
paths may improve the efficiency of trajectories, maintaining separation between aircraft is the 
sole purpose of the development of ATM and passenger safety is imperative.  
Under a ‘free flight’ environment, Warren suggests a conflict detection and resolution system 
which integrates contribution from ATCs. This supports Kuchar’s idea of a coherent 
relationship between ATCs and conflict detection and avoidance systems being vital for 
successful improvements and advancements of navigation technology (Kuchar 2000). Similar 
to Kuchar’s ‘conflict alerting system’, implementation of a conflict resolution model will 
reduce controller workload, introducing safety and efficiency benefits detailed by (Isaacson 
1997) and (Prevot 2002).  
Within this research no attempt is made towards developing a novel approach to conflict 
detection and avoidance. The studies mentioned investigate methods of information sharing 
and uncertainty prediction with respect to potential conflict. These studies provide relevant 
information into the benefits and flexibility of incorporating information sharing and 
uncertainty prediction into research. The need for a relationship between ATCs and automated 
systems is supported and reflected within this research.  
2.3. Strategic Air Traffic Flow Management 
2.3.1. Airspace Capacity 
Airspace consists of sectors and airways. Airways refer to pre-defined pathways that map out 
routes from one destination to another. These airways are preferred flight routes. Depending 
on circumstances, aircraft may veer away from designated airways. Airspace is divided into 
smaller, more manageable sectors.  Each sector is designated to an ATC to maintain separation 
within that particular space. The number of aircraft that can occupy a particular airspace 
depends on the controller. An ATC can only handle a certain number of aircraft at a time. 
Consequently, the definition of capacity within ATM is dependent on controller workload in 
addition to available space. High demand scenarios arise when there are more aircraft in 
comparison to available capacity (subject to the definition of capacity). Theoretically, high 
demand scenarios should not occur for pre-determined trajectories. However, the uncertain 
nature of ATM ultimately leads to non-optimal situations.  
Disruptions to scheduled flight plans lead to delays and high demand scenarios. These 
disruptions can be difficult to accommodate for due to the minimal warning time and lack of 
available airspace capacity, specifically during peak times. (Monechi 2014) investigates the 
effects to airspace capacity under the influence of external perturbations. The intention of the 
study was to generate the most optimal “reaction” to an unexpected change. Optimality was 
determined subject to airspace capacity.  
As discussed, the concept of free flight has been thoroughly researched for various applications, 
one of which is the improved use of available airspace capacity. Similar to (Isaacson 1997, 
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Warren 1997, Ball 2001), (Girardet 2013) proposes more efficient use of airspace capacity 
through a free flight airspace. While the research suggests benefits to airspace congestion, the 
final results only indicate benefits to overall travel time under the influence of favourable wind. 
Similarly, (Tomlin 1997) suggests moving ATC functions on board the aircraft as a solution to 
managing demand. That is, conflict detection and resolution would be established within the 
cockpit in an attempt to reduce controller workload and increase the number of operating 
aircraft within airspace sectors. While Tomlin does promote a more decentralised system, the 
study identifies the likelihood of ‘greedy strategies’ between operators, which will ultimately 
lead to inefficiencies and conflict. The focus of Tomlin’s research is to establish a ‘middle 
ground’ between the two methodologies, current ATC and the proposed decentralised system 
(Tomlin 1997). The suggested partially decentralised model is expected to maintain safety 
while providing more flexibility in decision making as the need for obtaining clearance from 
ATCs is removed. This thesis does not support the idea of removing the role of ATCs. ATCs 
are a fundamental part of flow management. While controller workload is a dominant factor in 
determining airspace capacity, the role of ATCs within the overall ATFM system is imperative 
and should not be removed. 
Time Based Flow Management (TBFM) allows aircraft to maintain a spacing interval behind 
preceding aircraft. The benefit of this is a larger utilisation of available capacity, i.e. larger 
capacity limits, and hence, improved flight efficiency. A larger capacity will allow for a better 
balance between demand and capacity in comparison to current circumstances. This minimises 
restrictions on traffic flow to meet airspace user demands. Current capacity levels are strained 
against demand during peak times. Capacity limits must increase with in increased growth 
(Itoh. 2014, FAA 2017). In comparison, this research aims at improving overall flight 
efficiency in order to minimise the likelihood of delays and cater for increased demand.     
Another approach aimed at improving the efficient use of current available airport capacity is 
research into wake turbulence separations. A study conducted within the framework of SESAR 
development phase project P6.8.1 ‘Flexible and Dynamic Use of Wake Turbulence 
Separations’ looks at transitioning from Distance Based Separation (DBS) to Time Based 
Separation (TBS) between approaching aircraft under headwind conditions (Morris 2013). The 
purpose of Morris’ research is to increase the rate of landing aircraft under headwind conditions 
during final approach, alleviating airspace demand over hub airports. This particular research, 
along with other studies conducted into similar areas, is aimed towards airports with dedicated 
arrival and departure runways. Morris’ results are based on conditions at London Heathrow 
Airport which has one runway dedicated to arrivals and another dedicated solely to departures. 
In a scenario of mixed mode runways (one runway for both departure and arrival), as is the 
case in Australia, wake turbulence is not a major issue. Larger gaps between arriving aircraft, 
to cater for departures in between, negate the need for DBS between arriving aircraft.  
2.3.2. Reducing Delays  
Delays are a common occurrence within current ATFM. Their frequency increases running 
costs and reduces overall ATM efficiency. Reducing the likelihood of delays is a common 
approach to achieving more efficient ATFM procedures. On a more strategic level, ATFM 
efficiency has the potential to be increased through sharing the burden of delays between all 
airspace operators. (Campanelli 2014 ) has investigated a method for forecasting and spreading 
reactionary delays. Campanelli’s proposed model incorporates airport capacity, monthly 
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passenger connectivity and flight connections as mechanisms for delay propagation. The main 
goal of the model is to “simulate the propagation of reactionary delays”. While Campanelli’s 
research shows positive results and incorporates detail in terms of airport capacity and 
passenger connectivity, simplifications were made. The simplifying assumptions made were 
fixed flight durations, not allowing aircraft to absorb delays while en-route and assuming that 
an aircraft yet to depart cannot affect a flight scheduled to depart before it (Campanelli 2014 ). 
It is very common to make simplifying assumptions in ATFM research due to the mathematical 
complexity associated with such a large scale problem. However, simplifications made are 
always at the expense of the final outcome. In the case of Campanelli’s research, not allowing 
an aircraft to ‘react’ to a delay en-route will limit the available options for absorbing or 
managing that delay. Additionally, assuming that a departed flight cannot be affected by an 
aircraft on the ground due to depart minimises the ability of the model to employ strategic 
reactionary decision making. This research will investigate the relationship between the two 
scenarios, with penalties applied to both aircraft on the ground and those in the air in an attempt 
to establish a more uniform means of distributing delay.  
The issue of cost of delays and methods for minimising these costs was also explored in an 
early research paper dated 1996. Bertsimas’ early research addresses the issue of “acute 
congestion in major airports” through re-routing flights (Bertsimas 1996). The deterministic 
model (a deterministic model has no random factors with the output determined by defined 
parameters) proposed considers the American National Airspace System (NAS) in addition to 
available airport capacity. Bertsimas’ investigates a large scale Multiple Airport Ground 
Holding Problem (MAGHP) involving several thousand flights. The two main methods 
incorporated for absorbing delays and reducing airport congestion are ground holding and en-
route speed adjustments, both of which are utilised frequently in current ATM. Bertsimas’ 
ongoing research dated 1998 looks at building on the previous research by establishing an 
advanced model based on NAS capacities and airport capacities (Bertsimas 1998). The 
mathematical complexity of ATFM problems is addressed with the final generated results 
based on a large scale problem addressing several thousand flights. At the time the paper was 
written, the major concern addressed was aircraft being held on the ground which is 
contextually defined as ‘translating anticipated airborne delays to the ground’. Airborne 
delays are assumed more costly than ground delays, with respect to running costs, therefore 
ground delays are generally substituted for airborne delays. Despite the research being dated 
1998, this issue is still present in today’s ATFM, with smaller operators still being subject to 
ground delays. This engenders the issue of fairness between small and large operators when 
distributing the burden of delays. Similar to the earlier 1996 research (Bertsimas 1996), the 
1998 study looks at re-routing flights and controlling a flight throughout its en-route trajectory 
in addition to pre-departure (Bertsimas 1998). Bertsimas’ research was further continued in a 
paper dated 2000. In parallel with the two previous papers, Bertsimas incorporates multiple 
airlines occupying the same space and investigates a means of sharing the burden of delays 
equally between airlines (Bertsimas 2000). Bertsimas’ approach to this issue involves adding 
constraints that guarantee each airline receives no more than a given percentage of the total 
delay. A generation algorithm is applied to solve three different weather scenarios incorporated 
into the ATFM re-routing problem. The problem addressed within these experiments is how to 
efficiently re-route aircraft when sectors of airspace are deemed unusable due to adverse 
weather conditions. This follows on from Bertsimas’ previous research that looks at different 
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means of absorbing delays. The overall results achieved show more efficient time management 
in comparison to previous research.  
ATC and ATFM procedures are very conservative due to the possible high risk scenarios 
associated with air travel. Passenger safety is imperative, imploring the need for safe and 
cautious flight management. Interestingly, a study conducted in 2005 investigates an 
unconventional means of minimising delays in the event of severe weather conditions. Nilim 
investigates an optimal en-route trajectory for a single aircraft in the presence of convective 
weather (Nilim 2002). The results demonstrate a less circuitous route when applying the 
proposed ‘stochastic dynamic’ model (a stochastic model inherits some randomness in the 
elements or description of the model). In further research, Nilim suggests ‘stochastic en-route 
weather’ to be the main cause of aircraft delays because avoiding them completely under heavy 
traffic conditions leads to confinement within that region and, consequently, a higher conflict 
probability (Nilim 2005). Nilim’s research suggests avoiding bad weather to be too 
conservative of an approach for the congested nature of current air space. The study proposes 
a trajectory model which allows an aircraft to fly within the boundary of a ‘bad weather zone’ 
rather than completely avoiding the area, leading to lower conflict probability within the 
specified confined space. This less conservative route is achieved by transitioning from the 
current ‘airspace based’ ATM system to a ‘trajectory based’ system (TB-ATM) in which one 
ATC is responsible for an aircraft from departure to arrival at their intended destination. This 
is similar to Japan’s CARATS initiative, which looks at defining a time based management 
system where controllers are responsible for aircraft throughout their entire flight, including 
departure and landing. (Kosugi 2010). The program is aimed at increasing trajectory flexibility 
in order to better manage traffic capacity and reduce CO2 emissions through reductions in 
delays. A similar initiative is the PJ25 XSTREAM project. This project was created in response 
to increased airborne delays near the destination airport resulting from variations in aircraft 
arrival times. This project investigates the benefits of extending a flight trajectory by slowing 
an aircraft down during cruise. This requires the arrival time to be known at an earlier stage in 
a flight path, with minimal uncertainty. The project demonstrates the use of arrival management 
techniques for aircraft during pre-departure and the calculation, updating and passing of arrival 
management actions for airborne aircraft (EuropeanCommission 2017).  
More conservative approaches to minimising delays include reducing vertical separation 
minima and organising aircraft for arrival based on aircraft speed and their subsequent wake 
turbulence (Hu 2005, Roosens 2008). This research will apply a more conservative approach 
to improving the efficiency of available airspace. Similar to (Bertsimas 1998), efficiently 
managing flow is anticipated to alleviate high demand scenarios. Additionally, the 
incorporation of improved data management is anticipated to allow larger time frames for 
strategic decision making.  
2.3.3. Air Traffic Flow Management 
The objective for greener and more efficient flight navigation has been explored from several 
angles including arrival and departure operations, implementation of ‘free flight’ concepts and 
improvements towards modelling of optimal trajectories. Detailed analytical attention has been 
paid to the development of ATFM systems for the past few decades. Bielli’s 1982 study into 
network models supporting automated systems focuses on traffic congestion forecasts and 
congestion prevention forecasts (Bielli 1982). Since then, the concern for ATM systems 
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competently managing increased traffic demand has not receded. Improvements to ATM 
systems have been substantial; however the rate of technological advancements is failing to 
adequately match the growth of emerging fleets. With additional pressure enforced by 
environmental bodies to reduce fuel consumption, developing an efficient and sustainable 
ATM system is imperative. While Bielli’s study is dated, the concepts delivered are still 
applicable, contributing to the body of knowledge relevant to today’s navigation systems. To 
match traffic demand, Bielli builds on the idea of forecast prediction. He advocates that 
predicting congestion allows for anticipation of overloaded situations and sufficient time to 
resolve conflicts and manage traffic, similar to Isaacson’s trajectory prediction for conflict 
avoidance (Isaacson 1997). This mirrors the approach taken in this study of implementing 
dynamic re-optimisations, subject to updated information, in order to increase the level of 
certainty in the en-route portion of an aircraft’s trajectory. The double objective of ATM 
systems detailed by Bielli is safety and efficiency, both of which are still focal points of today’s 
research initiatives. Bielli’s research advocates multiple subjects as the cause of air delays, 
including airport procedures, organisation and capacity, controller workload and weather 
(Bielli 1982). 
Organising aircraft such that small and large aircraft operate within a fair system is difficult to 
achieve. (Hout 2012) suggests switching from the traditional ‘first come, first served’ approach 
to a prioritised approach in which ‘high priority’ flights received preference over ‘low priority’ 
flights. The flights deemed ‘low priority’ are assigned pre-departure delays. This approach 
raises numerous concerns including what or who dictates the level of priority of these flights? 
And, why are flights being organised within a hierarchy as opposed to a fair and balanced 
system? The latter is investigated in a study that builds on the approach established by Hout 
(Hout 2012). Within that study the existing prototype presented by Hout is improved through 
a more ‘balanced and fair’ approach to assigning pre-departure delays by applying 
‘optimisation on the assignment of slots’. Similarly, (Damhuis 2015) endorses the 
‘prioritisation approach’ for trajectories coming from outside Europe, i.e. long-haul 
international flights. Pre-departure delays are assigned to aircraft that are predicted to 
experience a delay en-route within a four-hour look-ahead time. The assigned delay is 
equivalent to the anticipated en-route delay (Damhuis 2015). Fairness is incorporated through 
a weighted optimisation model intended to balance the allocation of delays. While an 
improvement on Hout’s study, Dumhuis’ approach fails to address ‘balance and fairness’ 
between small and large operators, an issue that is addressed within this research. 
A recent study into ‘pre-departure feedback on trajectory constraints’ investigates two different 
mechanisms for improving trajectory efficiency. The first mechanism allows the airspace user 
to establish the lowest cost flight route, subject to ATC constraints, prior to departure. The 
results indicated an average improvement in time and fuel costs of 0.2%. Individual flights 
improved up to 2%, depending on departure and arrival destinations (Mondoloni 2015). The 
second mechanism allows air space users to choose to be delayed on the ground, pre-departure, 
in order to tactically manage airborne delays upon arrival. Decisions are made based on 
estimated delay distribution and sharing information of other flights between operators. This 
second mechanism is utilised in today’s ATFM under the same intention. Short haul flights are 
generally subject to ground delays over long haul flights. This engenders the issue of fairness 
between small and large operators. The results of Mondoloni’s research for the second 
mechanism found an average improvement in airborne holds of 2.3 minutes for 138 flights per 
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day, equivalent to an annual 10 million kilograms of fuel savings (Mondoloni 2015). These 
figures are appealing; however, while Mondolini indicates how many flights are delayed on 
the ground, no mention is made as to which flights are delayed. There is no evaluation of 
whether priority is given to long haul flights over shorter range flights, as is the case in today’s 
ATFM.  
Strategic trajectory planning is a common approach to improving ATFM efficiency. However, 
only a few researchers investigate strategic planning for multiple flight phases. There exists a 
substantial amount of research focusing on the departure phase (Melby 2008, Houacine 2010, 
Torres 2011) et al., the cruise segment  (Hargraves 1987, Sachs 1987, Menon 1989, Pargett 
2007) et al. and the descent phase (Clarke 2004, Dinges 2007, Shresta 2009). There are studies 
that look at multiple flight segments; however, they are few and far between.  This research 
intends to look at all segment of an aircraft’s trajectory, similar to (Soler 2011). While departure 
and arrival are considered, the gate-to-gate model will not look at scheduling procedures for 
aircraft on the ground.   
2.4. Ground Delay Programs 
Arrival is a critical element in an aircraft’s trajectory and is subject to strict arrival procedures, 
runway availability, weather, curfew requirements and capacity limits. During high demand 
scenarios coordinating oncoming aircraft into a landing sequence while ensuring safe 
separation becomes very challenging. Aircraft that arrive too early or too late cause disruptions 
for ATCs and other aircraft arriving on time, with respect to pre-allocated arrival times. During 
peak hours, the struggle between demand and available runway capacity increases the strain on 
ATCs and causes further delays. (Ball 2001) investigates timely cancellation notices in addition 
to “inter-airline slot exchange procedures” with the aim of maximising its use during scenarios 
of delays and flight cancelations. The study aims at reviewing the impact of both GDP and 
CDM on aircraft arrival time uncertainty and on arrival demand uncertainty. The negative 
connotations of this method involve the uncertainty of arrival times during allocations of 
ground delays. Within said analysis, ground delays are assigned to aircraft based on available 
airport capacity after arrival slot times have been allocated. The results of Balls research 
indicate improvements to accurately predicting arrival sequences through the incorporation of 
CDM.     
Similar to this, a particularly interesting research, divided into two parts and presented in 
separate papers, looks at a more efficient means of scheduling aircraft for arrival (Heidt 2014, 
Heidt 2014). Heidt proposes a system which allocates several aircraft to a particular time 
window. Heidt’s approach looks at reducing scheduling complexity through reducing the 
amount of ‘unnecessary’ information incorporated into decision making processes. Within this 
particular approach several aircraft are allocated an arrival window prior to departure and the 
specific arrival time is established when the aircraft is closer to its destination. Heidt looked at 
two scenarios, one which incorporated individual ‘time buffers’ to arrival and a more 
conservative scenario which involved large ‘time buffers’ between aircraft. This ‘time buffer’ 
mirrors the functionality of an allocated margin of error applied to slot times. The initial phase 
of Heidt’s research neglected the inclusion of uncertainties. Results found that the more 
conservative option produced more inefficient outcomes; however, both scenarios were 
determined inaccurate. The individual time buffers resulted in 23.8-27.2% infeasible results 
due to the presence of disturbances while the more conservative option produced 11-21.9% 
incorrect time windows (Heidt 2014). The second part of Heidt’s research, (Heidt 2014), 
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incorporated uncertainties into the overall optimisation and the results were more positive,  
demonstrating more stable schedules within the outcome.  
Other approaches to improving ground delay programs include a multiple aircraft single 
runway landing problem as presented by (Mohan 2011). This multi-phase optimal control 
problem incorporates time separation constraints for landing. Aircraft landing sequences are 
generated subject to time difference between landing aircraft, obstacle collision avoidance, 
dynamics, and minimum time for approach. Mohan’s overall aim is to improve airport 
efficiency, minimise fuel consumption, maintain safety and reduce aircraft wait times. 
Following on from this, (Mukherjee 2004) suggests taking a ‘dynamic’ approach to increasing 
the level of certainty with trajectory planning. The study also includes airport arrival scheduling 
through the implementation of a scenario tree which allocates multiple arrival scenarios per 
aircraft. This mirrors the approach taken by Heidt of an ‘arrival window’ determined at 
departure, and more specific arrival times established closer to the destination (Heidt 2014). 
The dynamic approach allows the time window to be updated and revised based on updated 
scenarios and information. Mukherjee’s Single Airport Ground Holding Problem (SAGHP) 
allows for delays of aircraft that are yet to depart (Mukherjee 2004). Mukherjee explains that 
the uncertainty issue is represented by capacity scenarios depicting different arrival options 
that are eliminated as the aircraft approaches its destination. Delay costs are minimised by re-
assigning or swapping slots in the attempt to avoid an airborne hold. The gaps within 
Mukherjee’s research that will be covered in this research include the absence of fuel 
consumption considerations, the omission of ground delays to long haul flights and the lack of 
en-route strategic delay absorption decisions for both short and long haul flights. Additionally, 
Mukherjee aims to avoid airborne delays and encourages ground delays for aircraft yet to 
depart. This research aims at establishing fairness between operators by sharing the burden of 
delays.  
Scheduling flights for arrival in the attempt to minimise the cost of delays was addressed early 
in 1987 (Odoni 1987). Since then, research within the area of organising arrival schedules has 
been consistent and ongoing through to current research projects. Odoni presented a 
deterministic model approach towards SAGHP (A deterministic model has no random factors 
with the output determined by defined parameters. This is in contrast to a stochastic model 
which inherits some randomness in the elements or description of the model). This research 
was followed by Ball who investigated a deterministic network flow model that replaced 
deterministic demand with stochastic demand (Ball 2003). Based on mathematical proofs, Ball 
predicted improvements to ground holding problems and the levels of uncertainty associated 
with airport arrival capacity. This is achieved through the incorporation of a stochastic integer 
model placed under static demand (static optimisation involves minimising or maximising a 
problem over one instant of time). Following this, Hu conducted a study on dynamic arrival 
scheduling and sequencing aimed at improving safety, capacity and efficiency of operating 
airports (Hu 2005). Hu applied a Receding Horizon Control (RHC) approach which follows a 
‘step-ahead’ optimisation strategy. Hu explains this in detail as: 
“At each time interval, based on current available information, RHC optimizes the 
concerned problem for the next N intervals in the near future, but only the part of 
solution corresponding to current interval is implemented. At the next interval, RHC 
repeats the same optimizing procedure for another N intervals in the near future based 
on updated information” (Hu 2005).  
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The benefits associated with an RHC approach are evident in Hu’s results demonstrating a 
reduction of airborne delays and the lower computational burden. A key difference in Hu’s 
approach is ‘position shifting’, which involves determining aircraft landing queues based on 
aircraft size and their required runway length for landing. Hu suggests that by organising 
aircraft based on their performance requirements, i.e. their size and subsequent required runway 
space, available airport capacity will be more efficiently used and airborne delays would be 
minimised (Hu 2005). While landing times are subject to the aircraft’s size and the preferred 
landing time of the corresponding airline, the model only begins to sequentially organise the 
aircraft and group them into ‘weight classes’ once they are closer to the hub airport. The final 
results achieved support Hu’s theory of lower airborne delays and more efficiently organised 
airport space. With respect to the RHC approach Hu notes that a smaller receding horizon leads 
to less efficient results as the available decision making time is reduced. However, a receding 
horizon that is too long leads to inaccuracies as the decisions are made based on uncertainties 
in the available information.  
The objective of this thesis is to explore a means of improving current ATFM practices. 
Specifically, focus is placed on the en-route portion of the trajectory. Aircraft are encouraged 
to meet their scheduled departure and arrival times. To clarify, departure and arrival schedules 
are taken into consideration during decision making; however, this research does not attempt 
to contribute to the already vast area of research conducted into arrival and departure 
scheduling techniques. This research investigates the potential for an economically viable data 
management problem with considerations to fuel consumption, time and delays (both air and 
ground delays).  
2.4.1. Ground Holding Problem 
The GHP has been addressed by a number of researchers (Andreatta 1987, Odoni 1987, Terrab 
1990, Richetta 1991, Richetta 1992, Richetta 1993, Terrab 1993). Ground delays involve 
delaying an aircraft queued for departure. This delay may be issued in response to poor weather, 
limiting capacity or to manage demand and capacity in the air and at arrival airports. This 
option is cost effective in terms of fuel compared to absorbing delays while airborne; however 
it can cause problems in terms of runway occupancy. The gate cannot remain occupied if there 
are other aircraft scheduled to depart. 
A study conducted in the early 1990s addresses the GHP at a time in which the concept of 
ground holds was fairly new (Richetta 1992). During this early time, attempting to achieve no 
ground holds was deemed a ‘passive’ solution because ground holds are a strategic means of 
reducing demand in the air during high demand scenarios. If the airspace is full, ATCs will 
attempt to avoid introducing more aircraft into that airspace. While this option is safer and 
entails no fuel penalty, the issue in current ATFM is to whom the ground hold is being applied 
and why. In the event that a delay is required, more often than not it is smaller operators that 
are subject to ground delays. Reasons for this include the higher level of predictability in shorter 
range flights and the increased effect to running costs when holding an airborne flight. While 
(Richetta 1992) looks at a single airport problem, (Vranas 1994) looks at a multiple airport 
problem. (Vranas 1994) looks at a deterministic version of the GHP, suggesting simplicity in 
minimal constraints and variables to be the key to successfully implementing efficient 
distribution of ground holds.  
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The difference between dynamic and static optimisation models is investigated by (Pei-Chen 
Barry Liu 2008). Liu investigates the computational difference between these two 
methodologies through an arrival scheduling problem that incorporates allocation of ground 
delays between aircraft in a SAGHP. The arrival scheduling is addressed through a 
probabilistic scenario tree approach of a single airport stochastic problem.  The paper also looks 
at a computational comparison between dynamic and stochastic optimisation models in relation 
to the given SAGHP. Liu specifically states that ‘in a realistic scenario a static model would 
not be used statically. Rather it would be re-applied either on a regular basis or when new 
information required it’ (Pei-Chen Barry Liu 2008). This statement follows the observation of 
a reduction in incurred delay costs of roughly one-third for the dynamic model in comparison 
to the static model. The dynamic model allows the user to ‘plan to re-plan’; however, the static 
model also has the ability to re-plan in a realistic scenario. Therefore, the benefits of the 
dynamic model may not be a clear indication of a realistic scenario as re-planning is possible 
with either computational method. Liu suggests future contributions to consider a comparison 
between an explicitly dynamic model against a static model subject to repeated runs as this 
would give a better indication of their comparative behaviour in a realistic scenario.  
This research looks at sharing the burden of delays between small and large operators by 
incorporating penalties on time and fuel. It is not intended to completely avoid ground delays. 
This research supports the view that ground delays are a strategic means of organising aircraft 
for arrival. However; this study does intend to minimise the number of delays applied and 
ensure ground delays are not only subject to smaller operators. 
2.5. Summary 
ATM and ATFM are research topics that can be very broad and expansive because of the 
complexity associated with the two. Over the last few decades civil transport has expanded 
exponentially in terms of capacity and technical capabilities. Consequently, an extensive 
amount of research exists within this area. Despite the comprehensive studies available, there 
are still clear gaps in this research area due to the complex nature of civil transport. The research 
gaps addressed within this thesis are, 
• Uncertainty in aircraft trajectories 
• Decision making based on available information 
These two topics have been explored by other researches, as detailed in this literature review; 
however, there still exists room for additional contribution to addressing these two topics 
through a strategic applied theory. This thesis incorporates a similar foundation to the majority 
of other researches in this field, i.e. the intention of achieving a more efficient overall system. 
What differs is the approach taken to achieve the desired outcome. This thesis proposes an 
applied theory. The contribution of this research is the proposed strategic approach to ATFM 
and the mathematical approach of applying the proposed concepts. 
The term “applied theory” is used often and can be misinterpreted. With respect to this research, 
applied theory refers to a new theory that is proposed and is supported by experimental 
evidence.   
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3. Four Dimensional Optimisation Model 
3.1. Introduction  
Optimisation refers to the mathematical process of generating an optimal or ideal solution from 
a set of available information that is subject to defined conditions. A function is minimised or 
maximised (finding the greatest and least elements in a set) by selecting input variables from 
within said set and calculating the value of the function. The generality behind mathematical 
optimisation allows the theory and techniques to be effectively utilised within applied 
mathematics.  
Aircraft are represented by a point mass in a four dimensional Cartesian coordinate system. 
The objective is to optimise time and fuel based on available data. The theory and mathematics 
behind the developed model is described. This model represents an applied theory. With 
respect to this research, applied theory refers to a theory that is proposed and is supported by 
experimental evidence.  The model was developed as a proof of concept, producing results in 
support of this research. The optimisation model itself is not proposed as a possible commercial 
resource. It is the theory and mathematical approach that are a proposed means of improving 
ATFM efficiency. The purpose of the nonlinear four dimensional optimisation model is to 
provide results and data in support of the research. In order to understand and accurately 
interpret the results achieved, a detailed methodology is provided. 
This chapter will introduce the four dimensional model. The foundations of the system are 
described. This includes how an aircraft is defined mathematically, what constraints are 
implemented and how conflict avoidance is introduced. Additionally, fuel consumption is 
introduced as an objective. A scenario involving ten aircraft flying in to Sydney Kingsford 
Smith Airport is optimised with the objective of achieving minimum overall fuel consumption.   
Chapter 4 looks at the introduction of multiple objectives, thereby generating a multi-criteria 
objective problem that optimises departure and arrival times in parallel with fuel consumption. 
Penalties are applied to the departure and arrival times, to encourage aircraft to meet their 
scheduled times. This research does not look at ground delay programs nor does it investigate 
innovative approaches to arrival scheduling. Extensive research exists in both those areas, 
details of which are covered in the literature review. This research looks at encouraging aircraft 
to meet their scheduled departure and arrival times through strategic decision making based on 
available information. Weights are applied to each objective to signify the importance of one 
objective compared to another. The value of these weights, and consequently the significance 
of an objective, can be changed to meet a desired outcome. A number of examples are carried 
out demonstrating the outcome of changing the values of the weights.   
Chapter 5 outlines the dynamic re-optimisation process. This process involves the introduction 
of new information at different points along a flight path. This builds on from the information 
sharing concepts of CDM, discussed in detail in the literature review. The idea is to improve 
the optimality of decision making by strategically utilising available information.   
Finally, Chapter 6 discusses the incorporation of a Monte Carlo simulation to produce a 
statistical analysis. Minimum and maximum constraints are defined for different variables, 
reflecting “extreme” values on either end of the scale. The optimisation is run and the results 
generated represent the likelihood of different outcomes.  
Each chapter provides a proof of concept addressing a key research objective. The summary of 
each chapter details which of the key objectives are addressed and how the applied theory 
contributes to said objective.  
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3.2. Computational Solvers 
A computational solver is used to generate results in support of the proposed ideas reflected 
within this research. The ATFM problem at hand is a large and complex problem, requiring a 
computational program that can support the number of data points to be solved. Matlab was 
the main tool used for translating the problem mathematically. An optimisation toolbox was 
used to solve the overall model. The overall optimisation model was developed in order to 
provide results in support of the research. Two optimisation toolboxes were trialled. The 
outcome of these trials is discussed.  
3.2.1. Convex Optimisation 
The preliminary stages of this research involved the application of a convex optimisation 
solver, CVX. This modelling system can be called from Matlab and solves disciplined convex 
programs (DCPs). A detailed description of DCPs and their application within CVX can be 
found in (Grant 2014). With CVX, an optimisation model can be developed within Matlab, 
using Matlab commands and functions. This simplifies the overall process of translating an 
optimisation problem into a solver.  
When using CVX on a small scale, the modelling system worked well and produced reasonable 
results. Developing the model was relatively straight forward; however, there were limitations. 
Problems arose when attempting to increase the complexity of the flight parameters optimised 
in addition to modelling a larger number of aircraft. CVX is not meant for very large problems. 
Additionally, when increasing the complexity of the overall model, the problem was no longer 
convex and therefore, no longer compatible with CVX. A more detailed description of the 
results achieved from CVX can be found in Appendix D.  
3.2.2. Knitro 
As a result of the limitations of CVX, subject to the problem at hand, a shift to Knitro was 
made (version 10.2.1 is used within this research). Knitro is a nonlinear optimisation solver 
and Knitromatlab refers to the interface used to call Knitro from Matlab.  
Knitromatlab is similar to Matlab’s in-built fmincon function, with some improvements. 
Fmincon, Matlab’s nonlinear solver, finds the minimum of the following problem. min
𝑥𝑥
𝑓𝑓(𝑥𝑥) 
Such that, 𝑐𝑐(𝑥𝑥) ≤ 0 
𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥) = 0 
𝐴𝐴 ∙ 𝑥𝑥 ≤ 𝑏𝑏 
𝐴𝐴𝑐𝑐𝑐𝑐 ∙ 𝑥𝑥 = 𝑏𝑏𝑐𝑐𝑐𝑐 
𝑙𝑙𝑏𝑏 ≤ 𝑥𝑥 ≤ 𝑢𝑢𝑏𝑏 
Where, 𝑓𝑓(𝑥𝑥) is a function that returns a scalar, 𝑐𝑐(𝑥𝑥) and 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥) are functions that return 
vectors, A and Aeq are matrices and b and beq are vectors. x, lb and ub can be defined as either 
vectors or matrices. 𝑓𝑓(𝑥𝑥) is minimised subject to the defined inequalities.  
Knitromatlab strongly resembles the optimisation approach applied within fmincon; however, 
with significant improvements. Fmincon can be complex to navigate, limited in its application 
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and involves slow computational times. The improvements made to the fmincon function 
within Knitro are described below.  
• Additional input arguments within Knitromatlab for additional features and options. 
• Mixed-integer nonlinear problems are solved using a separate function, 
knitromatlab_mip. 
• The use of an optimisation toolbox is not required with Knitromatlab, thereby 
simplifying the solving process. 
• Computational speed is faster. 
• Error messages differ as they are returned directly from Knitro libraries. The process of 
debugging therefore becomes easier.  
 
3.2.3. Knitromatlab 
Knitro is an optimisation solver designed for nonlinear optimisation. The software library aims 
at finding local solutions for large scale continuous nonlinear optimisation problems. Within 
the context of this research, multiple local solutions are generated; however, Knitro does offer 
a means of obtaining a global solution (Waltz 2010). This method is not utilised within this 
research as a result of the complex nature of the problem at hand. It is assumed that a global 
solution would not provide an accurate indication of the effectiveness of the suggested 
approach to the problem. The difference between local and global optimal solutions is depicted 
in Figure 3.1.  
 
Figure 3.1 Local and global optimal solutions 
 
Knitro solves problems in the form of Equation 3.4.  min𝑓𝑓(𝑥𝑥) ,         𝑥𝑥 ∈ 𝛾𝛾𝑛𝑛                                                                                                         (3. 1) 
Subject to 𝑐𝑐𝐿𝐿 ≤ 𝑐𝑐(𝑥𝑥) ≤ 𝑐𝑐𝑈𝑈, 𝑏𝑏𝐿𝐿 ≤ 𝑥𝑥 ≤ 𝑏𝑏𝑈𝑈 
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Where 𝑥𝑥 ∈ 𝛾𝛾𝑛𝑛 denote the unknown variables, 𝑐𝑐𝐿𝐿 and 𝑐𝑐𝑈𝑈 represent the lower and upper bounds 
respectively, and 𝑏𝑏𝐿𝐿 and 𝑏𝑏𝑈𝑈 denote the lower and upper simple bounds respectively. Both 
equality and inequality constraints are supported with the addition of fixed variables and 
bounded variables. The solver assumes functions 𝑓𝑓(𝑥𝑥) and 𝑐𝑐(𝑥𝑥) are smooth, i.e. differentiable 
to a certain order over a specified domain. More detailed information on Knitromatlab can be 
found in Appendix D.  
Note that Knitromatlab is an interface used within Matlab. It behaves in a similar manner to 
inbuilt Matlab functions. That is, it is not a separate software that works independently to 
Matlab. Variables and constraints are not defined in one as opposed to another. Knitro is 
implemented as a Matlab toolbox not an independent software. It works within Matlab not 
adjacent to it. Therefore, the proceeding definitions of the four dimensional model have been 
developed within Matlab, with Knitromatlab used as a tool to enhance the nonlinear 
optimisation.  
3.3. Defining Flight Characteristics 
 
Matlab is a numerical computing software. As with all software, physical objects need to be 
described mathematically. Within Matlab, each aircraft is a point mass in a four dimensional 
system. In order for the point mass to reflect an aircraft, variables need to be defined and 
introduced, i.e. input variables. Each flight is allocated individual matrices and variables, which 
differ depending on the aircraft type. The process of introducing variables into the 
mathematical model is described.   
The four-dimensional optimisation is modelled over a 24 hour ‘global’ time period, 𝑇𝑇𝐺𝐺, in 
AEST.  
𝑇𝑇𝐺𝐺 = [𝑡𝑡1, … , 𝑡𝑡𝑛𝑛] ,                  𝑡𝑡 ∈ 𝑇𝑇𝐺𝐺 
The departure and arrival times for each flight are defined within the global time range, 𝑇𝑇𝐺𝐺. 
Time increments, defined in minutes, are represented by t, such that 𝑡𝑡 ∈ 𝑇𝑇𝐺𝐺. Each flight, f, is 
allocated an individual time matrix, 𝑇𝑇𝑓𝑓, within the 24 hour time period, defined in minutes, as 
shown in Figure 3.2. For 𝑡𝑡𝑓𝑓𝑚𝑚, t reflects the minute, f reflects the flight and m reflects the 
increment number. Individual matrices for each flight are introduced in order to differentiate 
the flight time for each individual aircraft. Note time is not a calculated value. It is simply one 
minute increments over a specified time domain which is directly dependant on the departure 
and arrival times of each flight. Increments of one minute were chosen in order to minimise 
the distance between increments. Noted, increments of one second apart would have better 
achieved this; however, it also would have increased the number of variables exponentially and 
consequently, computational time would also have increased significantly. Therefore, one 
minute increments were defined as a reasonable compromise. A one minute gap is close enough 
such that the results would not reflect major gaps between consecutive points and the number 
of variables is not exorbitant. These increments are initialised as one minute increments; 
however, they are variables and can change during the optimisation.    
𝑇𝑇𝑓𝑓 = �𝑡𝑡𝑓𝑓𝑚𝑚, … , 𝑡𝑡𝑓𝑓𝑛𝑛�   ,             𝑇𝑇𝑓𝑓 ∈ 𝑇𝑇𝐺𝐺     
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Figure 3.2 Individual time frame for flight f defined within the global time 𝑇𝑇𝐺𝐺 
 
The set of individual flights, f, modelled is defined by F.  
𝐹𝐹 = {1, … , 𝑓𝑓},   
The position matrix per flight f is defined by the matrix 𝑃𝑃𝑓𝑓.  
𝑃𝑃𝑓𝑓 =  �𝑥𝑥𝑓𝑓1 𝑥𝑥𝑓𝑓2 … 𝑥𝑥𝑓𝑓𝑛𝑛𝑦𝑦𝑓𝑓1 𝑦𝑦𝑓𝑓2 … 𝑦𝑦𝑓𝑓𝑛𝑛
𝑧𝑧𝑓𝑓1 𝑧𝑧𝑓𝑓2 … 𝑧𝑧𝑓𝑓𝑛𝑛� 
𝑥𝑥𝑓𝑓1,𝑦𝑦𝑓𝑓1, 𝑧𝑧𝑓𝑓1 denote the departure airport, in Cartesian coordinates, and 𝑥𝑥𝑓𝑓𝑛𝑛,𝑦𝑦𝑓𝑓𝑛𝑛, 𝑧𝑧𝑓𝑓𝑛𝑛  denote 
the destination airport, in Cartesian coordinates, per flight f. The departure and arrival airports 
are fixed positions within the model. However, points 𝑥𝑥𝑓𝑓2, 𝑦𝑦𝑓𝑓2, 𝑧𝑧𝑓𝑓2 through to points 
𝑥𝑥𝑓𝑓𝑛𝑛−1,𝑦𝑦𝑓𝑓𝑛𝑛−1, 𝑧𝑧𝑓𝑓𝑛𝑛−1 , as shown in Figure 3.3, are not way points. They can vary in all three 
orientations along a flight trajectory. These points are initialised as equally spaced points along 
a straight line path between the departure and arrival destinations as a starting point for the 
optimisation process, as per Equation 3.1.  
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Figure 3.3 Initialised straight line path flight route 
The matrix size is dependent on the number of increments specified. Noting, the number of 
increments between the departure and arrival destinations is not equivalent to the number of 
one minute increments in the defined time matrices for each flight. That is, the number of 
increments in matrix 𝑃𝑃𝑓𝑓 is not dependant on the size of matrix 𝑇𝑇𝑓𝑓. The spacing between points 
is determined by Equation 3.2. Note, this only applies for the initialised trajectories. During the 
optimisation process the x, y and z variables may differ and therefore, while the initialised 
matrix satisfies Equation 3.2, the final solution may not satisfy said equation.   
𝑑𝑑𝑑𝑑𝑠𝑠𝑡𝑡 =  (𝑥𝑥2−𝑥𝑥1)(𝑛𝑛−1)                       (3.2) 
Where 𝑥𝑥2 represents the arrival airport, 𝑥𝑥1 represents the departure airport and n refers to the 
number of points chosen.  
The departure and arrival destinations are initially defined in Geodetic coordinates. These 
Geodetic coordinates are converted to Earth-Centred Earth-Fixed (ECEF) coordinates 
(equivalent to Cartesian Coordinates), as detailed in Table 3.1. This conversion is carried out 
in order to establish compatible dimensions for future performance calculations within the 
optimiser.  
Table 3.1 Geodetic and ECEF coordinates 
Geodetic  
Coordinates 
ECEF  
Coordinates 
Latitude        (Degrees) X               (Metres) 
Longitude     (Degrees) Y               (Metres) 
Altitude         (Metres) Z               (Metres) 
 
Altitude refers to the height above sea level. The Z coordinate, in metres, is not equivalent to 
height above sea level. An ECEF coordinate system, Figure 3.4, and a geodetic coordinate 
system, Figure 3.5, are separate reference systems. Therefore, when determining altitude 
dependant parameters, such as density and temperature, these are determined with respect to 
altitude and not Z.  
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Figure 3.4 Earth-Centred Earth-Fixed (ECEF) coordinate system 
 
 
Figure 3.5 Longitude and Latitude within a Geodetic coordinate system 
 
An inbuilt function within Matlab, lla2ecef, is used for converting from a geodetic reference 
system to an ECEF system. This conversion is carried out for each initialised flight route P. In 
this example, the size of matrix P is [3 × 30], i.e. 30 equally spaced points from departure to 
arrival. The lla2ecef function utilises the WGS84 (World Geodetic System 1984) as the default 
ellipsoid. Due to singularity at the poles, latitude values of +90 and −90 may generate 
unexpected values.  
Converting back to a Geodetic system from an ECEF reference system is achieved through the 
ecef2lla Matlab function. This conversion is carried out when graphing position matrix P. 
Interpreting results, with respect to change in position, is easier when referencing height above 
sea level, as opposed to Z. Detailed justifications behind the methodology of converting 
between the two reference systems can be found in (Heltz 1988).  
Similar to position and time, velocity is also represented in matrix form. 
𝑉𝑉𝑓𝑓 =  [𝑣𝑣𝑓𝑓1 𝑣𝑣𝑓𝑓2 … 𝑣𝑣𝑓𝑓𝑛𝑛] 
Velocity is a dependant variable. That is, it is derived from distance over time between two 
consecutive increments, i.e.  
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𝑉𝑉𝑓𝑓𝑛𝑛 = �(𝑥𝑥𝑛𝑛+1 − 𝑥𝑥𝑛𝑛)2 + (𝑦𝑦𝑛𝑛+1 − 𝑦𝑦𝑛𝑛)2 +  (𝑧𝑧𝑛𝑛+1 − 𝑧𝑧𝑛𝑛)2𝑡𝑡𝑛𝑛+1 − 𝑡𝑡𝑛𝑛  
 
Where, 𝑣𝑣𝑓𝑓1 denotes the initial velocity and 𝑣𝑣𝑓𝑓𝑛𝑛 denotes the final velocity. To clearly 
differentiate between an aircraft in the air, in cruise, and an aircraft on the ground, not in 
motion, the initial and final velocity are both defined as zero. A zero velocity reflects a 
stationary aircraft queued for departure. A significant distinction between an aircraft in the air 
and an aircraft on the ground eliminates possible ambiguity within the model.  
Climb at departure and descent at landing are not simulated as this is considered out of scope 
of this research. This research focuses on the cruise segment and departure and arrival timings, 
not terminal procedures. To ensure the scope of this research remains focused on a niche 
application, departure and landing procedures are not addressed. These segments are in depth 
research areas within themselves. A plethora of research exists looking at more effective and 
efficient terminal producers. Some of these studies include (Robinson 2002, Mayer 2006, 
Isaacson 2010) et al.   
Velocity and altitude are both defined as zero at the point of departure and at the point of arrival, 
as shown in Figure 3.6. This specifies that the aircraft is on the ground, 𝑧𝑧𝑓𝑓1 = 0, 𝑧𝑧𝑓𝑓𝑛𝑛 = 0, and 
not in motion, 𝑣𝑣𝑓𝑓1 = 0, 𝑣𝑣𝑓𝑓𝑛𝑛 = 0, prior to departure. Once in motion, the velocity and altitude 
are reflective of cruise values. Within Matlab, the aircraft is defined by a point in a four 
dimensional space. Defining a distinct difference between an aircraft on and the ground  and 
not in motion, versus an aircraft at altitude, in cruise is important. Constraints are placed on 
velocity and altitude based on the minimum and maximum operating Mach numbers and the 
maximum altitude defined within BADA 3.6. Figure 3.6 provides a visual representation of 
these definitions. 𝑧𝑧𝑓𝑓2 reflects the first point at cruise and 𝑧𝑧𝑓𝑓𝑛𝑛−1 reflects the last point at cruise.  
 
Figure 3.6 Simplified modelled aircraft trajectory excluding terminal procedures 
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By comparison, a simplified representation of a more accurate trajectory can be broken up into 
take-off, climb, cruise, loiter, descent and landing, as shown in Figure 3.7. Note, loiter is only 
relevant in scenarios requiring airborne holding patterns.  
 
Figure 3.7 Aircraft trajectory profile 
3.4. Establishing Flight Parameters  
Base of Aircraft Data (BADA) is an aircraft performance database developed by the 
Eurocontrol Experimental Centre (EEC). This database is designed for ATM research and is 
used for modelling aircraft performance (Nuic 2004). Within the context of this research, 
performance data, per aircraft type, is taken from BADA 3 version 6 (BADA 3.6). 
The BADA 3.6 user manual (Nuic 2004) provides the flight parameter equations used within 
the BADA operations performance model. These equations are not replicated within this 
research as a result of the limitations associated with the database. The BADA 3.6 model 
develops accurate performance estimations within ‘normal operating conditions’. Outside of 
these conditions, accuracy is reduced, leading to the likely possibility of unsubstantial results 
(Nuic 2005). A Detailed review of the performance limitations of the BADA 3.6 model can be 
found in Appendix A.   
Detailed flight parameter equations used for determining fuel consumption are provided in 
Appendix B. There is always a compromise between the computational complexity and the 
accuracy of a model. Simplifications made to equations, for the purpose of simplicity, are 
described throughout. The reduction in accuracy of the final solutions as a result of said 
simplifications should be noted. 
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3.5. Establishing Comparative Data for Fuel Consumption 
The accuracy of fuel consumption calculations is difficult to determine. The fuel consumption 
developed within the solver cannot be directly compared to a value provided by another source 
because the two values were achieved using different approaches. Therefore, the two would 
not be accurate comparisons. Especially when considering the number of simplifications made 
within the optimisation solver.  
Flight plan data of aircraft flying into Sydney airport is shown in full in Appendix C. Within 
that information, waypoints along the flight path are provided. The trajectories, departure and 
arrival times, cruise velocity and cruise flight level shown Appendix C are used in the solver as 
“initial data”. Fuel consumption is calculated using the same approach described in the 
methodology, against the flight plan data. At this point no optimisation is carried out. Merely, 
fuel consumption is generated based on the data provided. These results are used as a 
benchmark for comparison.  
 
3.6. Optimising for Minimum Overall Fuel Consumption 
The optimisation model is run, within Knitromatlab, subject to the information detailed thus 
far. The solver is run with the objective of achieving optimal fuel consumption. Fuel 
consumption is incorporated as an objective within the optimisation model for the purpose of 
incorporating a performance based objective into the overall problem.  Let 𝐹𝐹𝐶𝐶𝑓𝑓 denote the fuel 
consumption per flight f. Therefore, the objective function to be minimised is represented by 
the following expression. 
𝑚𝑚𝑑𝑑𝑚𝑚�(𝐹𝐹𝐶𝐶𝑓𝑓)
𝑓𝑓∈𝐹𝐹
   
                                                                                                              (3. 3) 
This chapter introduces the optimisation with one objective, fuel consumption. Chapter 4 will 
introduce additional objectives to develop the multi-criteria objective function.  
3.6.1. Conflict Detection and Avoidance  
Separation between aircraft is applied using basic constraints against vertical and lateral 
distances. The lateral and vertical separation distances are taken from (Airservices 2015). A 5 
nautical mile (9.26 km) separation is imposed in the lateral directions between neighbouring 
aircraft. A separation of 1000 feet (0.305 km) is imposed in the vertical direction between 
aircraft, as shown in Figure 3.8. If the altitude between two aircraft exceeds 1000 feet (0.305 
km), a horizontal separation is not required.  
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Figure 3.8 Conflict avoidance between neighbouring aircraft 
 
The following expressions represent the separation constraints applied to the Euclidean 
distance between any two aircraft. The variables 𝑥𝑥𝑚𝑚 and 𝑥𝑥𝑚𝑚+1, 𝑦𝑦𝑚𝑚 and 𝑦𝑦𝑚𝑚+1 and 𝑧𝑧𝑚𝑚 and 
𝑧𝑧𝑚𝑚+1  represent consecutive points along the flight path.  
‖(𝑥𝑥𝑚𝑚+1,𝑦𝑦𝑚𝑚+1) − (𝑥𝑥𝑚𝑚,𝑦𝑦𝑚𝑚, )‖2 ≥ 9.26                                                                              (3. 4) 
‖( 𝑧𝑧𝑚𝑚+1) − ( 𝑧𝑧𝑚𝑚)‖2 ≥ 0.305                                                                                            (3. 5) 
In practise, separation standards and regulations are more detailed and cover a diverse range of 
scenarios. Within Australian airspace, these standards can be found in (CASA 2006).  
3.6.2. Validation of Conflict Detection and Avoidance 
The position of an aircraft along its designated flight path is represented by matrix 𝑃𝑃𝑓𝑓, as 
detailed in Section 3.3. Possible loss of separation between neighbouring aircraft is determined 
for each intermediate point defined in the matrix. Therefore, if the distance between 
intermediate points is too far apart, loss of separation would go undetected for those distances. 
The intermediate points in matrix 𝑃𝑃𝑓𝑓 are initialised as one minute apart. However, the time 
increments are variable and therefore may change. The distance travelled over one minute, 
which will differ depending on aircraft type, speed, etc., is considered negligible within this 
study for the purpose of simplification. If the increments change, as time is a variable, the 
distance between increments would increase and therefore, the distance between points would 
increase. This would facilitate a larger area in which loss of separation may go undetected. This 
limitation is acknowledged and considered when interpreting the results, noting it is empirically 
observed that a significantly large increase in the time between consecutive points is unlikely 
within the given problem.  
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In order to test the conflict avoidance, two aircraft are modelled. Both aircraft are on the same 
flight path; however, in opposing directions, flying on a possible head on collision course, as 
shown in Figure 3.9. The details of both flights are shown in Table 3.2. Flight details were 
taken directly from flight plan data. Aircraft performance parameters were taken from BADA 
3.6. The constraints applied to Flight 1 and 2, based on BADA data, include a maximum 
altitude of 41000 feet and a maximum operating speed of Mach 0.82. 
Table 3.2 Flight details of two aircraft on a collision course 
Flight Aircraft 
Type 
Departure 
Airport 
 
Arrival 
Airport 
Estimated 
Flight 
Time 
(min) 
Estimated 
Flight 
Distance 
(Km) 
Scheduled 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
1 B738 Melbourne Sydney 97 713 12:30 14:07 
2 B738 Sydney Melbourne 97 713 12:30 14:07 
 
Each flight is defined by performance parameters taken from BADA 3.6. These parameters, 
listed in Table 3.3, are introduced as fixed constraints.  
 
Table 3.3 Fixed performance parameters derived from BADA 3.6 
Fixed Performance Parameters Value 
Maximum Take-off Weight 78.3 t 
Maximum Operating Altitude  41,000 ft 
Maximum Operating Mach 0.82 
Wing Span 34.3 m 
Parasitic Drag Coefficient 0.041 
Thrust Specific Fuel Consumption Coefficient 0.891 
 
Each flight also consists of the individually defined position, velocity and time matrices. For 
clarification, the model consists of input variables and constraints which dictate conditions. 
Optimisation involves finding the most optimal solution within an established domain. 
Constraints establish boundaries on the input variables. Velocity is not an input variable, as 
previously discussed.  
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Conflict avoidance is a separation constraint. Similarly, performance limits taken from BADA 
3.6, such as Maximum Operating Mach and Maximum Operating Altitude, also reflect 
constraints rather than input variables. These are hard constraints that must be met.   
 
 
 
Figure 3.9 Head on collision course between two aircraft 
 
The results of the conflict avoidance for this scenario are depicted in Figure 3.10 and Figure 
3.11. The results of this example reflect the cruise segment which excludes departure and 
arrival. As a result, the altitude starts at 11000 m as an initial estimate for this example. The 
model enforces a change in altitude in order to avoid the possible loss of separation, as 
illustrated in Figure 3.11. The altitude gradually increases to before returning to the original 
cruising altitude. The increase in altitude is roughly 305 metres which is equivalent to 1000 
feet. 1000 feet was the imposed vertical separation for all flight, as discussed in Section 3.6.  
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Figure 3.10 Latitude vs longitude results post conflict avoidance 
 
Figure 3.11 Conflict avoidance for head on collision scenario 
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3.6.3. Minimum Optimum Fuel Consumption  
A scenario involving ten aircraft is optimised. The details of this scenario are provided in Table 
3.4. The timetables detail flights at Sydney, Australia airport over a 24 hour period. Full detail 
on this data can be found in Appendix C. All data used within this example was taken from real 
flight plan data.  
 
Table 3.4 Example scenario involving ten aircraft flying into Sydney airport (YSSY) 
Flight Aircraft 
Type 
Departure 
Airport 
Arrival 
Airport 
Scheduled 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
1 B738 Auckland Sydney 05:00 08:23 
2 A320 Melbourne Sydney 07:00 08:25 
3 B738 Brisbane Sydney 07:00 08:26 
4 A332 Melbourne Sydney 06:30 08:30 
5 A333 Shanghai Sydney 21:55 08:32 
6 A320 Brisbane Sydney 07:20 08:35 
7 B738 Melbourne Sydney 07:10 08:38 
8 A333 Hong Kong Sydney 23:30 08:40 
9 B777 Bangkok Sydney 21:20 08:42 
10 B738 Brisbane Sydney 07:30 08:44 
 
Before analysing the results, the constraints and conditions applied to the ten aircraft, as 
detailed in Table 3.5, should be considered.  
Table 3.5 Conditions and constraints applied to the ten modelled aircraft 
 Conditions and Constraints 
1 Overall fuel consumption is the objective being minimised. 
2 Departure and arrival times are fixed constraints, i.e. they must be met.  
3 Aircraft must maintain safe separation, as detailed in Section 3.6.1 
4 Climb and descent are excluded. 
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In the first case study, total fuel consumption is the objective to be minimised. Total fuel 
consumption is the total fuel burn of all aircraft in the scenario.  
The second condition explains that while the original flight plan data does incorporate 
waypoints along the flight path, as shown in Figure 3.13, this example will not pre-define 
waypoints along the flight path. The flight trajectories are not fixed in any plane. The only 
constraint applied is a maximum operating altitude which differs depending on the aircraft type. 
The value is taken directly from BADA 3.6.    
The third condition specifies fixed arrival and departure times. As fuel consumption is the only 
objective being minimised for this example there are two possible constraint options for 
scheduled departure and arrival times.  
1. The departure and arrival times are not fixed constraints and therefore the scheduled 
times are not required to be met.  
2. The departure and arrival times are defined as fixed constraints and therefore must be 
met.  
If the first option were to be applied the results would reflect highly impractical behaviour. To 
achieve minimum fuel consumption the results would show the shortest possible flight path for 
all flights, specifically for the flights with larger aircraft. With scheduled times being excluded 
from the objective function, the departure and arrival times generated post optimisation may 
reflect unrealistic time savings over the planned flight path.  
With the second option, the departure and arrival times are fixed. Therefore, the flights must 
depart and arrive as per the defined time. The advantage of this approach is that the results will 
reflect more realistic behaviour. The fixed constraints on time will assist in refining the results 
into a reasonable envelope. The model developed views each flight as a point mass in a four 
dimensional system. Without constraints and bounds defining the limitations of each flight the 
results generated will not reflect a practical system. Therefore, the second option is applied, 
enforcing fixed departure and arrival times for each flight.  
Note the bounds on these flights are detailed in Table 3.8. The bounds on the flight include 
maximum operating altitude, maximum operating Mach and maximum take-off weight. To 
maintain consistency, the same bounds are applied when establishing the estimated values and 
when running the optimisation.  
Each flight is defined by matrices, as discussed in section 3.2. The position matrix is a  [3 × 𝑚𝑚] matrix and the time matrix is a [1 × 𝑚𝑚]. A small sample of the position and time 
matrices are provided in Table 3.7 (the first 8 columns of both matrices). The position values 
are presented in metres and reflect a Cartesian coordinate system. Section 3.3 details the 
conversion from a geodetic coordinate system to a Cartesian coordinate system. The inputs and 
outputs are also illustrated in Figure 3.12. 
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Figure 3.12 Inputs and outputs of the modelled flights 
 
Time is presented in minutes and reflects global time, 𝑇𝑇𝐺𝐺. Within Matlab, the 24 hour global 
time starts at 2100 AEST. Therefore, zero reflects 2100 AEST. The ten flights reflect flights 
arriving at Sydney Kingsford Smith airport on one particular day. Flights 5, 8 and 9 depart on 
the previous day. If the global time within Matlab was set from 0000 AEST then Flights 5, 8 
and 9 would land on the following day. Therefore, the global time is set to start at 2100 AEST. 
The values along the x axis reflect minutes after a global time of zero, i.e. 100 reflects 100 
minutes after 𝑇𝑇𝐺𝐺 = 0. Table 3.6 provides a comparison of AEST and Global Time 𝑇𝑇𝐺𝐺.  
 
Table 3.6 AEST vs Global Time 
AEST 21:00 21:01 21:02 21:03 21:04 24:05 
𝑻𝑻𝑮𝑮 (min) 0 1 2 3 4 5 
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Table 3.7 Sample of input matrices, the first 8 columns of position and time 
Flight Sample of Input Position Matrices and Time Vector 
1 
 
X (m) -509031 -509027 -509022 -509014 -509005 -508993 -508979 -508963 
Y (m) 3814971 3812953 3810920 3808873 3806810 380473 3802640 3800533 
Z (m) 610279 622946 635610 648272 660931 673588 686241 698893 
T (min) 480 481 482 483 484 485 486 487 
2 X (m) -414312 -414930 -415547 -416164 -416781 -417396 -418012 -418627 
Y (m) 3194477 3194217 3193945 3193660 3193362 3193051 3192728 3192391 
Z (m) 3656815 3650075 3643328 3636576 3629817 3623053 3616282 3609506 
T (min) 600 601 602 603 604 605 606 607 
 
3 X (m) -505949 -505505 -505059 -504613 -504166 -503718 -503269 -502820 
Y (m) 2626331 2632494 2638649 2644796 2650937 2657069 2663194 2669311 
Z (m) 2878942 2881109 2883276 2885442 2887608 2889773 2891938 2894102 
T (min) 600 601 602 603 604 605 606 607 
 
4 X (m) -414351 -414789 -415227 -415664 -416101 -416538 -416974 -417411 
Y (m) 3194781 3194599 3194410 3194215 3194013 3193805 3193590 3193369 
Z (m) 3657166 3652392 3647614 3642834 3638051 3633264 3628475 3623682 
T (min) 570 571 572 573 574 575 576 577 
 
5 X (m) -287818 -288505 -289192 -289879 -290566 -291252 -291938 -292623 
Y (m) -174881 -174594 -174304 -174013 -173719 -173424 -173126 -172827 
Z (m) 5413025 5410311 5407593 5404872 5402147 5399419 5396687 5393951 
T (min) 55 56 57 58 59 60 61 62 
 
6 X (m) -505901 -505391 -504880 -504368 -503855 -503341 -502826 -502309 
Y (m) 2626080 2633146 2640201 2647247 2654282 2661308 2668323 2675329 
Z (m) 2878666 2881150 2883634 2886118 2888601 2891083 2893565 2896046 
T(min) 620 621 622 623 624 625 626 627 
 
7 X (m) -414351 -414887 -415423 -415958 -416493 -417028 -417562 -418096 
Y (m) 3194781 3194557 3194323 3194080 3193826 3193563 3193291 3193008 
Z (m) 3657166 3651319 3645468 3639613 3633753 3627888 3622019 3616145 
T (min) 600 601 602 603 604 605 606 607 
 
8 X (m) -239946 -240763 -241579 -242396 -243212 -244028 -244844 -245659 
Y (m) -987356 -985690 -983998 -982278 -980530 -978755 -976953 -975123 
Z (m) 5820654 5817583 5814504 5811418 5808323 5805219 5802108 5798989 
T (min) 150 151 152 153 154 155 156 157 
 
9 X (m) -116204 -116979 -117753 -118527 -119300 -120073 -120845 -121617 
Y (m) 282917 285445 287981 290525 293076 295634 298201 300775 
Z (m) 6257368 6255820 6254262 6252693 6251113 6249524 6247923 6246312 
T (min) 20 21 22 23 24 25 26 27 
 
10 X (m) -505949 -505433 -504915 -504396 -503875 -503354 -502832 -502308 
Y (m) 2626331 2633492 2640643 2647784 2654915 2662036 2669146 2676246 
Z (m) 2878942 2881460 2883978 2886495 2889012 2891528 2894044 2896559 
T (min) 630 631 632 633 634 635 636 637 
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The size of each matrix differs for each flight depending on the duration of the flight. The 
reason for this is to maintain consistency between the flights. To elaborate, if a 2 hour flight 
and a 10 hour flight were both allocated a [1 × 30] matrix, the 10 hour flight will have larger 
gaps in both time and distance between each increment in comparison to the 2 hour flight. As 
the fuel consumption is calculated incrementally, it would entail an inconsistent comparison 
between results for the different flights. To alleviate this, all increments for all flights are one 
minute apart. As previously noted in Section 3.6.2, time is variable and may change; however, 
a significantly large increase in the time between consecutive points is unlikely due to the 
constraints applied within the model, e.g. maximum velocity, maximum altitude, etc. A 
significant increase in time between consecutive points is therefore not feasible. 
The performance parameters of the aircraft modelled are provided in Table 3.8 and the flight 
trajectories and waypoints along the flight path of the 10 aircraft modelled, as detailed in the 
flight plan data, are shown in Figure 3.13. These flight paths are representative of the flight 
plan data provided, therefore reflecting a “real-life” scenario. Note, Maximum take-off mass 
value is used as the take-off mass within the model.  
 
 
Table 3.8 Performance parameters of modelled aircraft 
Aircraft Type Max Take-Off 
Mass  
(Kg) 
Maximum 
Operating Altitude 
(feet) 
Maximum 
Operating Mach 
A320 77,000 39,000 0.82 
A332 230,000 41,000 0.86 
A333 212,000 41,000 0.86 
B738 78,300 41,000 0.82 
B777 299,300 43,100 0.89 
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Figure 3.13 Flight trajectories with waypoints along the flight path 
 
3.7. Results 
The final results of the optimisation are detailed in Table 3.9. Additionally, the estimated range 
and estimated fuel consumption generated for comparison are provided. The method behind 
these estimations is described in detail in Appendix B, using real operational flight data which 
is detailed in Appendix C. This method is consistent with the method used to calculate 
“optimal” fuel consumption within the optimisation model thereby allowing the two variables 
to be compared against one another. Estimated range is calculated as the accumulative distance 
between waypoints for each flight path. These waypoints and trajectories are detailed in 
Appendix C.   
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As a result of the number of simplifications made throughout the methodology, the 
subsequently generated fuel consumption values, estimated fuel consumption and “optimal” 
fuel consumption, are not an accurate reflection of practical fuel consumption for the specified 
flights. A real life scenario would reflect different figures. However, as the estimated and 
“optimal” fuel consumption are calculated using identical methods, they can be adequately 
compared against one another. Some of the major simplifications made that affect the generated 
fuel consumption value are detailed.  
 
1. Take-off and landing segments are not included in the overall fuel consumption 
calculations.  
2. Climb and descent for departure and landing are omitted. Climb and decent are only 
modelled during cruise.   
3. The method used for determining fuel consumption within the developed model 
reflects the method used within BADA 3.6. This approach was taken in order to 
establish a level of consistency between the input parameters taken from BADA 3.6 
and the model developed. BADA 3.6 has certain limitations outside of a specific flight 
envelope, thereby implying limitations in the method used. These limitations are 
discussed in detail in Appendix B.  
 
The exclusion of climb and decent will impact the final results. This simplification will result 
in shorter overall flight times and a lower fuel consumption value for each flight. These effects 
are considered when analysing the results. An example of an effect of excluding climb and 
decent is that the value of fuel consumption produced is substantially lower than that of a 
practical scenario. Noting the effect of excluding climb and decent will be more significant for 
shorter range flights. This is due to the shorter flight time. Climb and decent account for a 
substantial portion of fuel use. For a long range flight this amount may not seem too distinct 
relative to the flight time. However, for a short range flight, the fuel use for climb and decent 
accounts for a larger portion of overall fuel use. Therefore when analysing the results, the 
increased impact on short range flights of excluding climb and decent will be taken into 
consideration. 
This research does not claim to determine accurate fuel consumption values for the specified 
flight paths and respective aircraft types. The values of estimated fuel consumption and 
“optimal” fuel consumption are lower than practical values. This is a result of simplifications 
made within the model. What should be taken away from these values is the change in fuel 
consumption between the estimated values and the values achieved from the optimisation 
model. The change between these two variables is indicative of the effectiveness of the applied 
theory.  
Table 3.9 makes reference to “optimal” fuel consumption. These values are optimal subject to 
the optimisation model used to generate these values and the provided example scenario. 
“Optimal” fuel consumption calculations are consistent with those used to determine the 
estimated fuel consumption. The methodology is described in Appendix B.  
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Table 3.9 Results of the 10 flight trajectories  
Flight En-
Route 
Time 
(min) 
Estimated 
Range  
 
(km) 
“Optimal” 
Range 
(km) 
Estimated 
FC 
 
(kg) 
“Optimal” 
FC  
 
(kg) 
Departure 
Time  
 
(AEST) 
Arrival  
Time  
 
(AEST) 
1 203 2159 2068 11,361 9,098 05:00 08:23 
2 85 831 764 5,111 3,816 07:00 08:25 
3 86 748 658 5,526 4,032 07:00 08:26 
4 120 849 769 6,150 4,230 06:30 08:30 
5 637 7835 6159 80,460 64,860 21:55 08:32 
6 75 728 656 5,135 3,383 07:20 08:35 
7 88 869 766 7,556 4,574 07:10 08:38 
8 550 7349 5902 62,750 57,160 23:30 08:40 
9 682 7524 5767 109,110 101,940 21:20 08:42 
10 74 728 656 4,445 3,449 07:30 08:44 
 
The final results depicted flight trajectories, altitude over time, velocity over time and fuel 
consumption over time are provided in Figure 3.14, Figure 3.15, Figure 3.17 and Figure 3.18 
below. Note, the time on the x axis reflects the Global Time, not AEST. The 24 hour global 
time starts at 2100 AEST. Therefore, zero on the x axis reflects 2100 AEST. The values along 
the x axis reflect minutes after a global time of zero, i.e. 100 reflects 100 minutes after 𝑇𝑇𝐺𝐺 = 0.  
Section 3.3 describes how coordinates were converted into a Cartesian system. Flight 
trajectories were developed in a Cartesian system. However, for ease of comparison with 
Figure 3.13, the trajectories are converted back to a Geodetic system for the purpose of 
illustration. The trajectories are the Geodetic equivalent of the trajectory develop in a Cartesian 
system. This is not equivalent to great circle distance.    
A small sample of the position and time output matrices are provided in Table 3.10 (the first 8 
columns of both matrices). The position values are presented in metres and reflect a Cartesian 
coordinate system. Time is given in minutes, relative to global time 𝑇𝑇𝐺𝐺.  
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Table 3.10 Sample of output matrices, the first 8 columns of position and time 
Flight Sample of Output Position Matrices and Time Vector 
1 
 
X (m) -509031 -509027 -509022 -509014 -509005 -508993 -508979 -508963 
Y (m) 3814971 3812953 3810920 3808873 3806810 380473 3802640 3800533 
Z (m) 12497.80 12496.8 12496.8 12497.6 12497.6 12497.6 12498.8 12498.8 
T (min) 480 481 482 483 484 485 486 487 
2 X (m) -414312 -414930 -415547 -416164 -416781 -417396 -418012 -418627 
Y (m) 3194477 3194217 3193945 3193660 3193362 3193051 3192728 3192391 
Z (m) 11886.2 11886.2 11886.2 11887.8 11887.8 11887.8 11886.5 11886.5 
T (min) 600 601 602 603 604 605 606 607 
 
3 X (m) -505949 -505505 -505059 -504613 -504166 -503718 -503269 -502820 
Y (m) 2626331 2632494 2638649 2644796 2650937 2657069 2663194 2669311 
Z (m) 12496.8 12496.8 12497.4 12497.4 12497.4 12496.8 12496.8 12496.8 
T (min) 600 601 602 603 604 605 606 607 
 
4 X (m) -414351 -414789 -415227 -415664 -416101 -416538 -416974 -417411 
Y (m) 3194781 3194599 3194410 3194215 3194013 3193805 3193590 3193369 
Z (m) 12497.3 12497.3 12497.3 12496.8 12496.8 12496.8 12496.8 12496.8 
T (min) 570 571 572 573 574 575 576 577 
 
5 X (m) -287818 -288505 -289192 -289879 -290566 -291252 -291938 -292623 
Y (m) -174881 -174594 -174304 -174013 -173719 -173424 -173126 -172827 
Z (m) 12496.8 12496.8 12496.8 12495.4 12495.4 12495.4 12496.8 12496.8 
T (min) 55 56 57 58 59 60 61 62 
 
6 X (m) -505901 -505391 -504880 -504368 -503855 -503341 -502826 -502309 
Y (m) 2626080 2633146 2640201 2647247 2654282 2661308 2668323 2675329 
11887.2 11887.2 11887.2 11888.1 11888.1 11888.1 11887.5 11887.5 11887.5 
T(min) 620 621 622 623 624 625 626 627 
 
7 X (m) -414351 -414887 -415423 -415958 -416493 -417028 -417562 -418096 
Y (m) 3194781 3194557 3194323 3194080 3193826 3193563 3193291 3193008 
Z (m) 12496.8 12496.8 12496.8 12496.8 12495.3 12495.3 12495.3 12496.8 
T (min) 600 601 602 603 604 605 606 607 
 
8 X (m) -239946 -240763 -241579 -242396 -243212 -244028 -244844 -245659 
Y (m) -987356 -985690 -983998 -982278 -980530 -978755 -976953 -975123 
Z (m) 12494.2 12494.2 12494.2 12496.8 12496.8 12496.8 12496.8 12496.8 
T (min) 150 151 152 153 154 155 156 157 
 
9 X (m) -116204 -116979 -117753 -118527 -119300 -120073 -120845 -121617 
Y (m) 282917 285445 287981 290525 293076 295634 298201 300775 
Z (m) 13136.8 13136.8 13136.8 13136.8 13137.2 13137.2 13137.2 13137.2 
T (min) 20 21 22 23 24 25 26 27 
 
10 X (m) -505949 -505433 -504915 -504396 -503875 -503354 -502832 -502308 
Y (m) 2626331 2633492 2640643 2647784 2654915 2662036 2669146 2676246 
Z (m) 12496.8 12496.8 12497.6 12497.6 12496.8 12496.8 12496.8 12496.8 
T (min) 630 631 632 633 634 635 636 637 
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Figure 3.14 Flight trajectories of the modelled aircraft  
 
Figure 3.15 Altitude of the modelled aircraft over flight time    
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For all ten flights, the altitude appears to be unchanging. This is due to the scale in which the 
trends are graphed. The altitude changes over time are minor, such that with the scale, the minor 
fluctuations are not evident. The size of position matrix 𝑃𝑃𝑓𝑓 is dictated by the flight duration in 
minutes. That is, a two hour flight would result in a matrix with 120 columns. The size of the 
matrices in comparison to the scale of the graph has resulted in trends that appear to be 
uniformly horizontal. A small segment of the altitude of Flight 1 was extracted from matrix 𝑃𝑃1 
and is shown in Figure 3.16 below. The image reflects columns 39 through to 48 (a small 
segment of the overall matrix) and shows how the altitude value varies slightly over time.  
 
 
Figure 3.16 Segment of altitude variation over time for Flight 1 
 
 
Figure 3.17 Velocity of the modelled aircraft over flight time 
 
84 Chapter 3 Four Dimensional Optimisation Model 
 
 
  Z. Assaad 
 
Figure 3.18 Fuel consumption of the modelled aircraft over time 
Fuel consumption is the only objective being minimised within this example. The results depict 
a number of trends that contribute to achieving minimal fuel use. Firstly, the results show a 
straight line path between the departure and arrival points, Figure 3.14. This outcome is 
expected as the only predefined fixed coordinates were the departure and arrival airports. As a 
result of the straight line path, the range for each flight path is reduced. This is noted when 
comparing the estimated range to the range achieved post optimisation. Additionally, Figure 
3.15 displays the altitude for the modelled flights over time. The trends are consistent over time 
with no variations. The altitudes are quite high, another approach for achieving more efficient 
flight paths.  
Figure 3.17 displays velocity over time. The trends are consistent along the flight path with 
relatively low velocity values; however, there are perturbations prevalent during the final flight 
segment. Changes in the final flight segments are needed to meet the fixed arrival times and 
possibly to assist in sequentially organising aircraft for arrival. Interestingly, there are two 
flights, Flight 5 (Shanghai to Sydney) and Flight 8 (Hong Kong to Sydney), which show a 
steady linear increase in velocity over flight time. Comparatively, Flights 6 and 10 (Brisbane 
to Sydney), show a decrease over flight time.  
The fuel trends shown in Figure 3.18, displayed against time, do not show notable peaks 
towards the end. The velocity over time of the flight plan data is shown in Figure 3.19. The 
two graphs, Figure 3.17 and Figure 3.19, show similar linearly increasing trends for a few 
flights. The main difference between the two is that the “optimal” solution reaches lower 
velocities in comparison to the velocities of the flight plan data.  
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Figure 3.19 Velocity over time of the flight plan data 
The “optimal” fuel consumption values are detailed in Table 3.9 and shown in Figure 3.18. The 
change in fuel consumption should be viewed conservatively. Looking at the range for the 
flight routes, there is a notable reduction in kilometres flown due to the change from a non-
direct flight path to a straight line path. Additionally, take-off and landing are not considered 
when calculating fuel consumption, this is consistent when calculating both “optimal” fuel 
consumption and the fuel consumption of the ten aircraft within the problem. Therefore, the 
initial climb and final descent are omitted from the calculation process. Note, this approach is 
consistent for both the comparative fuel consumption and the “optimal” fuel consumption. 
Therefore, the values for the comparative fuel consumption would also be lower than expected. 
As the approach is consistent for both the comparative fuel consumption and the “optimal” fuel 
consumption, the two sets of information are being compared on the same benchmark. This 
ensures the comparison is valid.  
3.8. Summary 
In summary, flight plan data is used as a baseline for comparison. The intention is to test the 
validity and effectiveness of the proposed minimum overall fuel consumption objective 
function by comparing the results to that of a “real life scenario”. This “real life scenario” is 
taken as the real flight plan data on a particular day of flights flying into Sydney Kingsford 
Smith airport in Australia. The final results show overall savings in fuel consumption for all 
ten flights modelled. The fuel consumption savings are a result of a number of factors including 
changes to the flight trajectory, lower velocity during cruise and flying at higher altitudes. 
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Overall, the results provide a clear validation of the optimisation model in achieving minimum 
fuel consumption for a given scenario.  
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4. Multi-Criteria Objective Function  
4.1. Introduction 
This chapter outlines the mathematical formulation of the multi-criteria objective function 
used to model the conflict in the objectives of the problem at hand. Building on from optimal 
fuel consumption, time can now be incorporated into the overall objective. Time is optimised 
with respect to departure and arrival times per flight.  
 
Cost index is a concept that is applied in a plethora of research fields. Within aviation, cost 
indices are used for various applications. Specific to the ATM research area, Airbus developed 
a cost index aimed at achieving a minimum trip cost by considering the relationship between 
fuel and time related costs (Airbus 1998). Fuel costs used to account for a large portion of a 
trip cost; however, with changing economies, demands, operational requirements and overall 
understanding of the aviation industry, fuel costs have come to reflect a much smaller margin 
of overall costs. The definition of efficiency has changed. It no longer simply reflects fuel 
consumption. This highlights the importance of considering time related costs in parallel with 
fuel consumption to achieve an efficient trip.  
A cost index is not explored within this research. There exists a plethora of research and 
practical applications of cost indices within ATM research. However, the initiative of 
considering both fuel and time related costs is explored. This research investigates a weighted 
objective approach as a strategic means of obtaining an optimal solution for different scenarios 
that considers both time and fuel. This approach is validated across four examples. The 
examples provide detail into how effective this approach is and how the final outcome is 
affected when changing the weights applied to the multiple objectives. This chapter also 
discusses the method behind translating the mathematical problem to Knitromatlab. 
4.2. Airport Capacity Constraints 
A set of airports modelled is defined by A.  
𝐴𝐴 = {1, … ,𝑎𝑎} 
Capacity limitations, how many aircraft can occupy airport a at time t, are placed on both 
departure and arrival airports. 𝐷𝐷𝑎𝑎𝑡𝑡  represents the capacity of airport 𝑎𝑎 at time 𝑡𝑡 for departing 
flights. 𝐿𝐿𝑎𝑎𝑡𝑡  represents the capacity of airport 𝑎𝑎 at time 𝑡𝑡 for landing flights. 𝑓𝑓𝐷𝐷𝑡𝑡
𝑎𝑎  represents one 
departing flight 𝑓𝑓 at one airport 𝑎𝑎 at a specific time 𝑡𝑡 and 𝑓𝑓𝐿𝐿𝑡𝑡
𝑎𝑎 represents one landing flight 𝑓𝑓 at 
one airport 𝑎𝑎 at a specific time .  
��𝑓𝑓𝐷𝐷𝑡𝑡
𝑎𝑎�
𝑓𝑓∈𝐹𝐹
≤ 𝐷𝐷𝑎𝑎
𝑡𝑡 ,            ∀𝑎𝑎 ∈ 𝐴𝐴, 𝑡𝑡 ∈ 𝑇𝑇 
                        (4. 1)                                       
��𝑓𝑓𝐿𝐿𝑡𝑡
𝑎𝑎�
𝑓𝑓∈𝐹𝐹
≤ 𝐿𝐿𝑎𝑎
𝑡𝑡  ,           ∀𝑎𝑎 ∈ 𝐴𝐴, 𝑡𝑡 ∈ 𝑇𝑇 
                                                          (4. 2) 
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The above equations dictate that the number of aircraft departing or landing from a particular 
airport may not exceed defined departure or arrival capacity at that airport. Landing and 
departure capacities represent the number of aircraft at airport 𝑎𝑎, per time unit 𝑡𝑡. 
Note, within the given model, the airport capacity limit it set to one aircraft per minute. This is 
not an accurate reflection of spacing between aircraft in a real life environment. The minimum 
separation between departing and landing flights is dependent on a number of factors including, 
but not limited to, aircraft size and wake turbulence. Full detail on current standards can be 
found in (Australia 2014). A one minute separation is applied due to the simplifications of the 
model. The aircraft in this model are simplified such that incorporating consideration to wake 
turbulence and aircraft size, amongst other factors, would yield a number of inaccuracies. There 
is not enough input information of the aircraft performance variables that can encompass the 
various factors associated with spacing between departing and landing flights. These factors 
can encompass anything from weather conditions to aircraft size. The complexity of the 
problem is an area of research in itself. There are a number of studies that specifically look at 
the most effective and efficient means of spacing aircraft at either end of a flight profile. Some 
of these studies were discussed in Chapter 2, Section 2.4, Ground Delay Programs.  
Additionally, the aircraft performance parameters do not provide an accurate reflection of 
aircraft descent. The simplifications made would imply that the aircraft is coming in to land at 
cruise speed, with a final velocity of zero. Therefore, meeting the minimum time requirement 
of one minute between landing aircraft will not be difficult within the developed model.  
4.3. Scheduled Departure and Arrival Time 
𝑠𝑠𝑑𝑑𝑓𝑓
𝑎𝑎 denotes the scheduled departure time, in minutes, of flight 𝑓𝑓 from airport 𝑎𝑎, while 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 
represents the scheduled landing time, in minutes, of flight 𝑓𝑓 from airport 𝑎𝑎. These scheduled 
times are usually based on published timetables. A defined margin, 𝑑𝑑𝑚𝑚, is applied to allocated 
departure and arrival times. This value is equal for both departure and arrival in order to 
establish fairness between the two. Within the optimisation, aircraft are not permitted to depart 
earlier than scheduled, therefore the range for the departure time is [𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 , 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 + 𝑑𝑑𝑚𝑚]. 
Comparatively, the range for arrival time is [𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑑𝑑𝑚𝑚, 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 + 𝑑𝑑𝑚𝑚].  0 ≤ 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 ≤ 𝑑𝑑𝑚𝑚                                                                                      (4. 3) 
−𝑑𝑑𝑚𝑚 ≤ 𝑎𝑎𝑙𝑙𝑓𝑓
𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓
𝑎𝑎 ≤ 𝑑𝑑𝑚𝑚                                                                                            (4. 4) 
Applying a defined margin allows the aircraft to depart slightly late and arrive both slightly 
early and slightly later than scheduled. The defined margin is equal across all aircraft and 
airports; however, the value itself can be reduced under busier traffic conditions to meet the 
higher demand.  
The intention is to encourage aircraft to meet their designated slot times. Penalties are applied 
for diverting away from the scheduled time slot. As a result of scheduled times not being fixed, 
separate variables are defined for actual departure and landing times.  𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 denotes the actual 
departure time of flight 𝑓𝑓 from airport 𝑎𝑎 and 𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 represents the actual landing time of flight 𝑓𝑓 
from airport 𝑎𝑎.  
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4.4. Penalties Applied to the Model 
The penalties applied, per flight, f, to aircraft departing later than scheduled are detailed 
below (aircraft are not permitted to depart earlier than scheduled).  
 
𝑐𝑐𝑓𝑓,1 = 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎                                        (4. 5)          
Where 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 is a variable and 𝜆𝜆, 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 are parameters                                                                             
∅�𝜆𝜆, 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎� = min 𝜆𝜆𝛾𝛾𝑓𝑓,1                                                                                                 (4. 6) 
With variables  𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 and 𝛾𝛾𝑓𝑓,1  
𝑆𝑆𝑢𝑢𝑏𝑏𝑆𝑆𝑐𝑐𝑐𝑐𝑡𝑡 𝑡𝑡𝑡𝑡,      𝛾𝛾𝑓𝑓,1 ≥ 0  
                        0 ≤ 𝑐𝑐𝑓𝑓,1 ≤ 𝛾𝛾𝑓𝑓,1 + 𝑑𝑑𝑚𝑚  
The penalties applied, per flight f, to aircraft landing either earlier or later than scheduled are 
detailed below (aircraft are permitted to land both earlier and later than scheduled).  
𝑐𝑐𝑓𝑓,2 =   𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎                                                                                               (4. 7) 
Where   𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 is a variable and 𝛽𝛽, 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 are parameters 
𝜑𝜑�𝛽𝛽, 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎� = min𝛽𝛽𝛾𝛾𝑓𝑓,2         (4. 8) 
With variables  𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 and 𝛾𝛾𝑓𝑓,2  
𝑆𝑆𝑢𝑢𝑏𝑏𝑆𝑆𝑐𝑐𝑐𝑐𝑡𝑡 𝑡𝑡𝑡𝑡,    𝛾𝛾𝑓𝑓,2 ≥ 0  
                         ±(𝑐𝑐𝑓𝑓,2) ≤ 𝛾𝛾𝑓𝑓,2 + 𝑑𝑑𝑚𝑚  
Where 𝜆𝜆 and 𝛽𝛽 are positive constants that control how strongly the constraints are enforced. 
Note, 𝑐𝑐𝑓𝑓,1 and 𝑐𝑐𝑓𝑓,2 are variables and not parameters of the optimisation. The objective is to 
organise aircraft for arrival from the point of departure through to the last segment of the 
trajectory, i.e. gate-to-gate optimisation. This contrasts current procedures which only begin to 
organise arrivals during the last segment of an aircraft’s trajectory, as a consequence of the 
uncertainty in flight routes.  
In addition to penalties, the cost of holding aircraft on the ground and in the air is considered. 
These costs are dimensionless; they do not represent a dollar amount. They are a cost applied 
to the overall objective function, thereby influencing the optimality of the final solution. 𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 
represents the cost of holding flight 𝑓𝑓 in the air for one time interval and 𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓
𝑔𝑔 represents the 
cost of holding flight 𝑓𝑓 on the ground for one time interval. One time interval represents one 
minute. Therefore, the overall cost associated with 𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 and 𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓
𝑔𝑔 will increase with time. 
While the two delay methods are defined independently, there values are the same, i.e. the same 
cost applies for holding an aircraft in the air and on the ground. This approach is taken in order 
to minimise favouritism in methods of delay absorption. They are defined independently for 
analysis purposes when developing results.     
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The total time flight 𝑓𝑓 is held on the ground can be expressed as the actual departure time,  
𝑎𝑎𝑑𝑑𝑓𝑓
𝑎𝑎, minus the scheduled departure time, 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎. Factoring in the cost of holding an aircraft on 
the ground gives the following expression.  
 
𝑑𝑑𝑓𝑓 = 𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑔𝑔 � �𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎�
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) , 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 ≥ 0 
                                                (4. 9) 
The total time flight 𝑓𝑓 is held in the air prior to landing can be expressed as the actual landing 
time, 𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎, minus the scheduled landing time, 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎. Factoring in the cost of holding an aircraft in 
the air gives the following expression.  
𝑙𝑙𝑓𝑓 = 𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 � �𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎�
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)
(1+𝑛𝑛) , 𝑚𝑚 > 0 
                                                           (4. 10) 
The expression is scaled by (1 + 𝑚𝑚) to provide a more effective means of balancing the 
relationship between an airborne delay and its associated penalty.  
Within the optimiser, aircraft are permitted to land both earlier and later than scheduled. As a 
result, the absolute value of 𝑙𝑙𝑓𝑓 is taken to avoid negative values. The cost for landing earlier or 
later than scheduled is defined equally within the optimiser. 
4.5. Multi-Criteria Objective Function 
The overall objective is to optimise time and fuel. Accordingly, the objective function to be 
minimised becomes Equation 4.11.  
𝑚𝑚𝑎𝑎𝑥𝑥�(𝑑𝑑𝑓𝑓 , 𝑙𝑙𝑓𝑓 ,𝐹𝐹𝐶𝐶𝑓𝑓)
𝑓𝑓∈𝐹𝐹
 
                            (4. 11) 
Multiple objectives are optimised simultaneously with the intention of achieving a solution that 
is fair to all variables. Within a multi-criteria optimisation problem, it is almost impossible to 
generate a solution that optimises each objective. As a result, there exists a number of Pareto 
optimal solutions. A Pareto optimal solution refers to the circumstance in which it is impossible 
to develop a solution that benefits one objective without compromising the other. All Pareto 
optimal solutions are considered equally optimal without the inclusion of additional 
information dictating preference.  
Substituting the expressions for 𝑑𝑑𝑓𝑓 𝑎𝑎𝑚𝑚𝑑𝑑 𝑙𝑙𝑓𝑓 , Equation 4.9 and Equation 4.10 respectively, yields 
Equation 4.12 the objective function to be minimised.  
�  𝑚𝑚𝑎𝑎𝑥𝑥 � �𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑔𝑔 � (𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) )� ,�𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 � �𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎�𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) (1+𝑛𝑛)� , �𝐹𝐹𝐶𝐶𝑓𝑓��𝑓𝑓∈𝐹𝐹  
(4. 12) 
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Subject to,        0 ≤ 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 ≤ 𝑑𝑑𝑚𝑚, ∀𝑎𝑎 ∈ 𝐴𝐴,𝑓𝑓 ∈ 𝐹𝐹  
                          𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 ≤ ± 𝑑𝑑𝑚𝑚,   ∀𝑎𝑎 ∈ 𝐴𝐴,𝑓𝑓 ∈ 𝐹𝐹 
Integrating the penalty functions applied to departure and landing, Equation 4.6 and Equation 
4.8 respectively, yields the following expression.   
�  𝑚𝑚𝑎𝑎𝑥𝑥 � �𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑔𝑔 � (𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) )� ,�𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 � �𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎�𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) (1+𝑛𝑛)� ,𝑓𝑓∈𝐹𝐹  
 �𝐹𝐹𝐶𝐶𝑓𝑓�,�𝜆𝜆 � (𝛾𝛾𝑓𝑓,1)
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) � ,�𝛽𝛽 � (𝛾𝛾𝑓𝑓,2)𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) �� 
      (4. 13) 
 
Subject to,        0 ≤ 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 ≤ 𝑑𝑑𝑚𝑚 ± 𝛾𝛾𝑓𝑓,1, ∀𝑎𝑎 ∈ 𝐴𝐴,𝑓𝑓 ∈ 𝐹𝐹  
                          𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 ≤ ± 𝑑𝑑𝑚𝑚 ± 𝛾𝛾𝑓𝑓,2,   ∀𝑎𝑎 ∈ 𝐴𝐴,𝑓𝑓 ∈ 𝐹𝐹 
               𝛾𝛾𝑓𝑓,1 ≥ 0 
    𝛾𝛾𝑓𝑓,2 ≥ 0 
The approach of minimising the maximum (MinMax) of a problem is taken in order to minimise 
the possible loss for a worst case scenario. A MinMax approach is targeted at problems 
involving decision making in the presence of uncertainty, as is the nature of the problem 
addressed within this research.  
4.6. Translating a Multi-Objective Problem into a Single Objective Problem 
Weights are allocated to each objective to signify the importance of one objective compared to 
the other. The optimality of a solution, whether it tends towards fuel consumption or time, will 
depend on the weight of each objective. The weighted objectives are not summed, as this would 
encourage the solution to only reflect exposed points along the Pareto front, thereby not 
providing an accurate reflection of all possible solutions.  
The final weighted and penalised objective function, which is minimised, is shown in Equation 
4.15.  
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𝑚𝑚𝑎𝑎𝑥𝑥 �𝑤𝑤1 ��𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑔𝑔 � (𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) )𝑓𝑓∈𝐹𝐹 � , 
𝑤𝑤2 ��𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓
𝑎𝑎 � �𝑎𝑎𝑙𝑙𝑓𝑓
𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓
𝑎𝑎�
(1+𝑛𝑛)
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)𝑓𝑓∈𝐹𝐹 �, 
𝑤𝑤3�𝐹𝐹𝐶𝐶𝑓𝑓�,�𝜆𝜆� � (𝛾𝛾𝑓𝑓,1)
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)𝑓𝑓∈𝐹𝐹 � ,�𝛽𝛽� � (𝛾𝛾𝑓𝑓,2)𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)𝑓𝑓∈𝐹𝐹 �� 
(4. 14) 
Where, 𝛾𝛾1, 𝛾𝛾2,𝑤𝑤1,𝑤𝑤2 𝑎𝑎𝑚𝑚𝑑𝑑 𝑤𝑤3 ≥ 0 
 
Subject to,        0 ≤ 𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 ≤ 𝑑𝑑𝑚𝑚 ± 𝛾𝛾𝑓𝑓,1, ∀𝑎𝑎 ∈ 𝐴𝐴,𝑓𝑓 ∈ 𝐹𝐹  
                          𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 ≤ ± 𝑑𝑑𝑚𝑚 ± 𝛾𝛾𝑓𝑓,2,   ∀𝑎𝑎 ∈ 𝐴𝐴,𝑓𝑓 ∈ 𝐹𝐹 
               𝛾𝛾𝑓𝑓,1 ≥ 0 
    𝛾𝛾𝑓𝑓,2 ≥ 0 
The first weight, 𝑤𝑤1, is applied to departure time and will influence the significance of meeting 
scheduled departure times. The second weight, 𝑤𝑤2, is applied to arrival time will influence the 
significance of meeting scheduled arrival times. The final weight, 𝑤𝑤3, is applied to fuel 
consumption and will determine the importance of fuel consumption in comparison to the other 
objectives. Note that the weights are applied to the summation of departure time, arrival time 
and fuel consumption, not to the individual flights.  
The three weights are proportional to one another. That is, their ratio will yield a constant. 
Therefore, it should be noted that the value of the individual weights is superfluous. It is the 
difference in values that effects the results. That is, whether w1 = 1 and w2 = 4 or w1 = 5 
and w2 = 10, in both cases the objective associated with w2 will take precedence over that 
associated with w1. This is also consistent with the penalties applied to departing and landing 
aircraft, as detailed in section 4.4. The difference between the values, whether one is higher 
and the other is lower, is what ultimately effects the final outcome. 
Determining the precedence of each weight is directly dependent on the requirements of a 
particular problem. If the problem requires the objectives to all be considered equal, then the 
weights could essentially be set to any number so long as they are all equal, i.e. 𝑤𝑤1 = 𝑤𝑤2 = 𝑤𝑤3. This would encourage unity among the objectives; however, the nature of multiple 
objectives will not allow for equal optimality. One objective will ultimately be more optimal 
than another, specifically when noting that the objective is a summation of apples and oranges. 
If the requirements of a problem dictate that scheduled departure times are the most important 
variable then the weights should be set such that 𝑤𝑤2 >  𝑤𝑤1, 𝑤𝑤3. Similarly, if a problem requires 
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arrival time to be the most important objective, the weights should be set such that 𝑤𝑤3 >  𝑤𝑤1,
𝑤𝑤2.  
Knitro assumes a smooth function when solving an objective. The MinMax formulation of 
Equation 4.15 is non-smooth due to the max operator. To translate this into Knitromatlab, 
Equation 4.15 is converted to an equivalent smooth problem, Equation 4.16. This is achieved 
by adding an additional variable, Z, to the problem. 
𝑚𝑚𝑑𝑑𝑚𝑚 𝑍𝑍                                                                                                                      (4. 15) 
Subject to,  
𝑍𝑍 ≥  𝑤𝑤1 ��𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑔𝑔 � (𝑎𝑎𝑑𝑑𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1) )𝑓𝑓∈𝐹𝐹 � 
𝑍𝑍 ≥  𝑤𝑤2 ��𝐶𝐶𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 � �𝑎𝑎𝑙𝑙𝑓𝑓𝑎𝑎 − 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎�
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)
(1+𝑛𝑛)
𝑓𝑓∈𝐹𝐹
� 
𝑍𝑍 ≥  𝑤𝑤3�𝐹𝐹𝐶𝐶𝑓𝑓� 
𝑍𝑍 ≥  �𝜆𝜆� � (𝛾𝛾𝑓𝑓,1)
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)𝑓𝑓∈𝐹𝐹 � 
𝑍𝑍 ≥  �𝛽𝛽� � (𝛾𝛾𝑓𝑓,2)
𝑡𝑡∈𝑇𝑇,𝑎𝑎=𝑃𝑃(𝑓𝑓,1)𝑓𝑓∈𝐹𝐹 � 
 
The smooth multi-objective nonlinear problem, Equation 4.16, is solved in Knitromatlab, 
subject to the defined constraints. 
The weights are applied to the summation of each objective, not to the individual flights. Future 
research could explore the benefits of applying a weight to each flight. This approach was not 
explored within this research as it is considered out of scope.  
4.7. Validation of Weighted Objective Function 
To validate how effective a weighted objective approach is a few examples are carried out.  
For the first example, multiple aircraft are given the same arrival time in order to create a non-
optimal scenario. Equal weights applied to fuel consumption, departure and arrival. The 
allocation of weights and penalties are specified for each example in the tables detailing 
conditions and constraints.  
For the second example, multiple aircraft are given the same arrival time, with a higher weight 
applied to departure, i.e. 𝑤𝑤1. Weights applied to arrival and fuel consumption, 𝑤𝑤2 and 𝑤𝑤3 
respectively, are equal. 
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For the third example, multiple aircraft are again given the same arrival time; however, in this 
scenario a higher weight is applied to arrival, i.e. 𝑤𝑤2. Weights applied to departure and fuel 
consumption, 𝑤𝑤1 and 𝑤𝑤3 respectively, are equal. 
For the final example, multiple aircraft are again given the same arrival time; however, in this 
scenario a higher weight is applied to fuel consumption, i.e. 𝑤𝑤3. Weights applied to arrival and 
departure, 𝑤𝑤1 and 𝑤𝑤2 respectively, are equal. 
Ten aircraft are used for each example, as detailed in Table 4.1. This data was taken from real 
flight plan data of Sydney Kingsford Smith Airport, as provided by Airservices Australia. 
Sydney airport is under a curfew that restricts flights between 11pm and 6am. As a result of 
this curfew, Sydney airport is subject to significant congestion during the morning hours after 
the curfew has been lifted. The selection of these flights was made based on their proximity in 
arrival time during the morning period and the variation in small and large operators. There is 
a good mix of domestic and international flights, encouraging the generation of holistic results. 
Further details on this data are described in detail in Chapter 3 and Appendix C. The departure 
and arrival times reflect a conflicting scheduling scenario. In order to validate the use of 
weighted objectives, this scenario is run through the optimisation for each of the four examples.     
 
Table 4.1 Changes to scheduled departure and arrival times 
Flight Aircraft 
Type 
Departure 
Airport 
Arrival 
Airport 
Scheduled 
Departure 
Time  
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
1 B738 Auckland Sydney 05:00 08:25 
2 A320 Melbourne Sydney 06:45 08:25 
3 B738 Brisbane Sydney 07:15 08:26 
4 A332 Melbourne Sydney 06:45 08:26 
5 A333 Shanghai Sydney 21:55 08:27 
6 A320 Brisbane Sydney 07:15 08:27 
7 B738 Melbourne Sydney 06:45 08:28 
8 A333 Hong Kong Sydney 23:30 08:28 
9 B777 Bangkok Sydney 21:20 08:29 
10 B738 Brisbane Sydney 07:15 08:29 
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What differs between the examples is the requirements. The weighted approach aids in defining 
the differing requirements for the varying problems. The requirements of each problem and the 
corresponding weighted approach are defined for each example.  
 
4.7.1 Example 1: Equal Weights 
For this example, equal weights are applied to departure, arrival and fuel consumption. The 
constraints and conditions applied within Example 1 are detailed in Table 4.2. Note, the input 
variables are equivalent to those detailed in Table 3.6, as the same ten flights are used across 
all four examples.  
Table 4.2 Conditions and constraints of Example 1 
 Conditions and Constraints 
1 No waypoints are defined between the departure and arrival airports. 
2 Equal weights are applied to fuel consumption, departure and arrival times. 
3 Equal penalties are applied to departing and landing aircraft 
4 Climb and descent are excluded. 
 
The results of Example 1 are provided in Table 4.3. The altitude over time is shown in Figure 
4.1 and the velocity over time is shown in Figure 4.2. The flight paths generated follow a 
straight line from departure to arrival. The trajectories are identical to that shown in Figure 
3.12. 
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Table 4.3 Results of Example 1 
Flight Aircraft 
Type 
Departure 
Time 
(AEST) 
Arrival 
Time 
(AEST) 
“Optimal” Fuel 
Consumption 
(kg) 
1 B738 05:00 08:27 9,253 
2 A320 06:48 08:26 4,386 
3 B738 07:17 08:28 3,292 
4 A332 06:30 08:29 4,850 
5 A333 21:55 08:25 64,000 
6 A320 07:16 08:22 2,953 
7 B738 06:49 08:23 4,328 
8 A333 23:30 08:21 55,380 
9 B777 21:20 08:20 98,540 
10 B738 07:15 08:24 3,201 
 
Figure 4.1 Altitude over time (Example 1) 
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Figure 4.2 Velocity over time (Example 1) 
Before analysing the results, it should be noted that applying equal weights to all three 
objectives will not guarantee a fair solution to all three. One objective will ultimately benefit 
more than another. The nature of a complex problem makes it increasingly difficult to equally 
satisfy multiple objectives. By applying equal weights to the multiple objectives, the difference 
between how much one solution will benefit compared to another should be minimal. It is only 
when the weights are differed that a notable favouritism should be evident. For Example 1, all 
three objectives are considered equal with regards to their importance in the generation of an 
optimal solution.  
The results shown are indicative of a number of things. Firstly, the heaviest aircraft, with 
respect to maximum take-off mass, arrives at Sydney at the earliest time of 08:20. This was an 
anticipated outcome in regards to minimising fuel consumption as a larger aircraft has a higher 
fuel use per hour in comparison to a smaller aircraft. Secondly, there doesn’t seem to be larger 
delays for either departure or arrival. With more conflicting arrival times in comparison to 
departure times there are inherently more changes to arrival times by comparison.  
Finally, the flight paths generated in this example are identical to that shown in the  
Figure 3.12. They show a straight line path between the initial and final destinations. The 
altitude profile also indicates a constant maximum altitude maintained throughout the cruise 
segment. An approach to achieving more fuel efficient flights. The lack of change in the flight 
paths indicates that the changes in departure and arrival time have not resulted in any possible 
loss of separation. However, the velocity over time, as shown in Figure 4.2, most likely 
contributes to effectively organising the aircraft for arrival. Therefore, it cannot be said that 
there was absolutely no possible impending conflict between aircraft, as changes to velocity 
over time could have been used to mitigate possible conflicts. The fuel consumption over time 
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shows a fairly linear decline, reflecting the consistent altitude during cruise and the lack of 
large perturbations in velocity over time. 
Comparing these results to those shown in Chapter 3, the results achieved for minimum overall 
fuel consumption, the velocity profiles show notable differences. Specifically, in Figure 3.17, 
the velocity over time for all ten flights do not show any significant perturbations over time. 
By comparison, Figure 4.2 shows notable increases in velocity for flights 5 and 8. The 
additional objectives have introduced further requirements and constraints which have resulted 
in a variation in the final outcome when compared to the results of Chapter 3.  
 
4.7.2 Example 2: Prioritising Departure Time 
For this example a higher weight applied to departure, i.e. 𝑤𝑤1. Weights applied to arrival and 
fuel consumption, 𝑤𝑤2 and 𝑤𝑤3 respectively, are equal. The constraints and conditions applied 
within this example are detailed in Table 4.4. The results of this example are provided in  
 and shown in Figure 4.3.  
 
 
Table 4.4 Conditions and constraints of Example 2 
 Conditions and Constraints 
1 No waypoints are defined between the departure and arrival airports. 
2 A higher weight applied to departure, i.e. 𝑤𝑤1. 
3 Weights applied to arrival and fuel consumption, 𝑤𝑤2 and 𝑤𝑤3 respectively, are 
equal. 
4 Equal penalties are applied to departing and landing aircraft 
5 Climb and descent are excluded. 
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Figure 4.3 Velocity over time (Example 2) 
Table 4.5 Results of Example 2 
Flight Aircraft 
Type 
Departure 
Time 
(AEST) 
Arrival 
Time 
(AEST) 
“Optimal” Fuel 
Consumption 
(kg) 
1 B738 05:00 08:26 9,213 
2 A320 06:45 08:21 4,257 
3 B738 07:15 08:27 3,338 
4 A332 06:46 08:25 4,250 
5 A333 21:55 08:28 64,260 
6 A320 07:16 08:20 2,862 
7 B738 06:47 08:23 4,417 
8 A333 23:30 08:22 55,470 
9 B777 21:20 08:24 99,020 
10 B738 07:17 08:29 3,338 
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The flight trajectories and altitude over time are not shown for Example 2 as, again, the results 
were identical to those generated in the previous chapter and in Example 1. This is indicative 
of two things. Firstly, the changes in departure and arrival have not contributed to any 
additional possible conflicts. Secondly, the approach of flying at maximum altitude throughout 
cruise seems to be a consistent approach for achieving more efficient flight paths.  
With departure times weighted heavier than arrival times and fuel consumption it is expected 
that minimising the delay to departures will take precedence. This is evident in  
, with the largest departure delay of three minutes. The conflicting departure times are also 
resolved such that the aircraft depart immediately after each other. This is by comparison to 
the results of Example 1, shown in  
 
Table 4.3, which show a spacing of a few minutes between departure times within the same 
airport. The results do not show changes to non-conflicting departure times, flights 1, 5, 8 and 
9. This is a positive outcome. If there is no conflict there then there should be no reason to alter 
the scheduled time.  
In this example flight 9, the flight with the heaviest aircraft in terms of maximum take-off mass, 
does not land first. This implies that fuel consumption considerations do not take precedence 
for this example. The velocity over time shown in Figure 4.3 is very similar to that generating 
in Example 1, shown in Figure 4.2 , with minor changes towards the final flight segment. The 
arrival times in this example do differ from those shown in Example 1, therefore, the aircraft 
are organised for arrival in a different order. The changes in velocity towards the end reflect 
this. The fuel consumption over time shows a fairly linear decline, as is expected when taking 
into account the altitude and velocity trends over time. 
4.7.3 Example 3: Prioritising Arrival Time 
For this example a higher weight is applied to arrival, i.e. 𝑤𝑤2. Weights applied to departure and 
fuel consumption, 𝑤𝑤1 and 𝑤𝑤3 respectively, are equal. The constraints and conditions applied 
within this example are detailed in Table 4.6. The results of Example 3 are detailed in Table 
4.7 and shown in Figure 4.4.  
Table 4.6 Conditions and constraints of Example 3 
 Conditions and Constraints 
1 No waypoints are defined between the departure and arrival airports. 
2 A higher weight applied to arrival, i.e. 𝑤𝑤2. 
3 Weights applied to departure and fuel consumption, 𝑤𝑤1 and 𝑤𝑤3 respectively, are equal. 
4 Equal penalties are applied to departing and landing aircraft 
5 Climb and descent are excluded. 
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Table 4.7 Results of Example 3 
Flight Aircraft 
Type 
Departure 
Time 
(AEST) 
Arrival 
Time 
(AEST) 
“Optimal” Fuel 
Consumption 
(kg) 
1 B738 05:00 08:23 9,095 
2 A320 06:49 08:24 4,214 
3 B738 07:15 08:25 3,247 
4 A332 06:45 08:26 4,010 
5 A333 21:55 08:27 64,170 
6 A320 07:19 08:28 3,085 
7 B738 06:47 08:29 4,684 
8 A333 23:30 08:30 56,190 
9 B777 21:20 08:31 99,860 
10 B738 07:16 08:32 3,383 
 
 
Figure 4.4 Velocity over time (Example 3) 
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For this example arrival times take precedence when minimising the multi-criteria objective. 
Table 4.6 details flights arriving both early and late. There doesn’t seem to be a pattern between 
smaller and larger aircraft. However, what is evident is that instead of attempting to have as 
many aircraft meet their scheduled times, the results reflect an attempt to minimise the size of 
the delay, resulting in sequential arrival times. To expand, when looking at Table 4.1 there are 
five arrival times, 08:25 through to 08:29, with two aircraft conflicting for each scheduled time. 
Theoretically, 5 aircraft could meet their scheduled time with the other five being delayed. In 
this hypothetical scenario the time slots from 08:25 to 08:29, inclusive, would all be taken 
leaving the remaining five aircraft to fit in somewhere before 08:25 or after 08:29. The delay 
for these aircraft would ultimately be greater than that detailed in the results of Example 3. 
Table 4.6 details the largest delay of 3 minutes for a given flight, which is very minimal and 
would not require significant changes to a flight path in order to accommodate for that delay.  
Similar to the previous example, the flight paths are identical to that shown in Figure 3.12, in 
addition to the altitude over time. The velocity over time is consistent with that of Example 1 
and Example 2, again with minor changes towards approach. A reflection of the need to alter 
the order in which the aircraft land. One noticeable difference is the increase in speed for flights 
5 and 8. Both aircraft show a steady increase in velocity towards the end of the flight. Flight 5 
departs and arrives as scheduled and flight 8 departs as scheduled arrives 2 minutes late. The 
change in velocity may the result of maintaining a safe separation distance between aircraft 
and/or organising aircraft for arrival.   
4.7.4 Example 4: Prioritising Fuel Consumption  
For this final example, multiple aircraft are again given the same arrival time; however, in this 
scenario a higher weight is applied to fuel consumption, i.e. 𝑤𝑤3. Weights applied to arrival and 
departure, 𝑤𝑤1 and 𝑤𝑤2 respectively, are equal. The constraints and conditions applied are 
detailed in Table 4.8. The results of Example 4 are detailed in Table 4.9 and shown in Figure 
4.5 and Figure 4.6.  
 
Table 4.8 Conditions and constraints of Example 4 
 Conditions and Constraints 
1 No waypoints are defined between the departure and arrival airports. 
2 A higher weight applied to fuel consumption, i.e. 𝑤𝑤3. 
3 Weights applied to arrival and departure, 𝑤𝑤1 and 𝑤𝑤2 respectively, are equal. 
4 Equal penalties are applied to departing and landing aircraft 
5 Climb and descent are excluded. 
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Table 4.9 Results of Example 4 
Flight Aircraft 
Type 
Departure 
Time 
(AEST) 
Arrival Time 
(AEST) 
“Optimal” Fuel 
Consumption 
(kg) 
1 B738 05:00 08:28 9,292 
2 A320 06:47 08:29 4,515 
3 B738 07:16 08:26 3,247 
4 A332 06:45 08:21 4,090 
5 A333 21:55 08:23 63,830 
6 A320 07:17 08:27 3,129 
7 B738 06:46 08:24 4,506 
8 A333 23:30 08:22 55,470 
9 B777 21:20 08:20 98,540 
10 B738 07:15 08:25 3,247 
 
Figure 4.5 Velocity over time (Example 4) 
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Figure 4.6 Fuel consumption over time (Example 4) 
The final example applies a higher weight to fuel consumption, i.e. 𝑤𝑤3. Weights applied to 
arrival and departure, 𝑤𝑤1 and 𝑤𝑤2 respectively, are equal. For this particular example, the 
heavier aircraft, with respect to maximum take-off mass, land the earliest with the lighter 
aircraft landing at the latest time frame, despite the larger delay for those aircraft. What’s 
interesting is that the departure delays are minimal in comparison to the delays for arrival. The 
results reflect higher consideration for how long the heavier aircraft are in the air. This outcome 
indicates that fuel consumption was in fact the main priority when generating the results for 
Example 4. Similar to the previous examples, fuel consumption over time shows an almost 
identical decreasing trend. As there are no dramatic changes to altitude or velocity over large 
time frames, the relatively linear trends are an accurate reflection of the fuel consumption over 
time for this example. 
Similar to the previous examples, the flight paths and altitude over time are not shown as they 
again were identical to that generating in Example 1. The velocity over time also reflects the 
outcome of the previous examples with a lower velocity maintained for most of the cruise 
segment and peaks towards the end.  
Comparing the fuel consumption values for all four examples, there is no significant difference 
between the four examples. Overall, Examples 3 and 4 exhibit the lowest values for fuel 
consumption. The former having the highest weight on arrival time and the later having the 
greatest weight applied to fuel consumption. The fuel consumption values of Example 4 do not 
all reflect a minimum value in comparison to other results. This is a reflection of the nature of 
a multi-criteria problem. The increased weight on fuel consumption, for this example, will 
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encourage the generation of results skewed in favour of this variable. However, the precedence 
of one objective does not imply the complete disregard for another. This is reflected in the fuel 
consumption values of Example 4 which do not all exhibit the lowest value in comparison to 
other examples.  
4.8. Summary 
This chapter provided four different examples that minimised the exact same scenario but with 
different weights applied in each example. The intention was to validate the approach of 
weighted objectives in a multi-criteria optimisation problem. This approach was defined as one 
of the key research objectives detailed in Chapter 1.  The four key research objectives are re-
stated below.  
1. Establish an efficient gate-to-gate trajectory to alleviate congestion during high 
demand scenarios 
2. Improve decision making (based on available information) using strategic variable 
weighted objectives 
3. Look at past, present and forecasted information during decision making to analyse 
changes in circumstances over time. This information includes, but is not limited to, 
departure times, neighbouring aircraft, arrival destinations and expected arrival time.  
4. Aircraft on the ground queued for departure are considered in the decision making of 
long range aircraft 
The two objectives addressed within this chapter are objective 1 and 2. A highly non-optimal 
scenario is developed when the arrival times are changed such that they all conflict. This creates 
a congested scenario around the hub airport when all 10 flights are attempting to land within 
the same narrow time frame. The results achieved reflect a model that is capable of maintaining 
a safe separation between aircraft while simultaneously organising them for arrival.  
The results of all four examples also support the validity of second research objective. Each 
example generated results that were clearly indicative of how the objective functions were 
weighted. Favouritism in one objective over another was evident in Examples 2, 3 and 4.  
Consistency in some results was noted across the four examples. The flight paths and altitude 
over time were identical for all four examples. This implies that the changes to the scheduled 
departure and arrival times did not contribute to any possible impending conflicts. Therefore, 
a change in the flight path was not necessary. A straight line path and maximum altitude was 
maintained across all scenarios, in support of achieving minimum fuel consumption.  
Consistency in results is a positive thing. It indicates common practices in the model for 
different scenarios. It shows a level of balance that supports a refined approach. This is vital in 
a complex problem like airspace management. Expecting drastic changes as a result of 
perturbations or disturbances is unrealistic. All decisions made will ultimately have a flow on 
effect to other aircraft. Therefore, the more drastic the decision or change the greater the flow 
on effect. Small changes from example to example indicate that the optimiser is attempting to 
find an “optimal” solution for all objectives. When weighted heavier for one against another, 
the changes are not too different to cause “non-optimal” scenarios for the other objectives. This 
further validates the benefits of a weighted approach and further supports the claim of 
establishing an efficient gate-to-gate trajectory.   
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5. Dynamic Re-Optimisation  
5.1. Dynamic Re-Optimisation Process 
Weather conditions and unforeseen events are a few of many contributing factors to trajectory 
and traffic flow uncertainty. Uncertainty in a flight route reduces decision making time frames, 
as evident in delayed arrival procedures. Additionally, it is difficult to predict early on what 
traffic flow scenarios will be for long range flights when they are closer to their destinations. 
This research investigates the advantages of predicting delays and making pre-empted 
decisions based on said predictions.  
In order to analyse how effective decisions made along a flight path are, dynamic re-
optimisations are performed. Building on from the ‘information sharing’ concept of CDM, 
dynamic re-optimisations, within the context of this research, refers to the process of re-starting 
or re-running the solver at a chosen global time, 𝑇𝑇𝐺𝐺, subject to information available at that 
time. This information can consist of a change to arrival time, arrival destination, traffic flow 
conditions, unexpected delays or any other deviations from the optimum schedule. The 
dynamic re-optimisation process is detailed in Table 5.1 below.  
Table 5.1 Dynamic re-optimisation process 
Step Action 
1 Run optimisation with the solver producing an optimum schedule  
2 Apply a change of circumstance to the original data at a global time, 𝑇𝑇𝐺𝐺. For example, 
a change in arrival destination (diversion) or arrival time.  
3 Re-run the optimiser, using Step 2 as the new initial points for the altered scenario.  
 
The purpose of dynamic re-optimisations is to establish the effectiveness of the proposed 
approach to uncertainty. Frequently updated information such as traffic conditions and updated 
airport schedules has the potential to prepare aircraft for arrival at an earlier stage in the 
trajectory. However, it should be noted that the inclusion of dynamic re-optimisations will not 
eliminate uncertainty within the model. It will limit the amount of ‘short notice’ scenarios and 
establish a larger time frame for decision making. More accurate decisions can be made when 
more information is available. However, due to the stochastic nature of ATFM, unpredictable 
scenarios will still be present.  
The ten aircraft used for analysis are consistent with those detailed in Table 4.2. In the previous 
chapter, three examples were carried out, generating results reflective of effects of changing 
the weights on a multi-criteria objective function. For the purpose of analysing the results of 
dynamic re-optimisation, equal weights will be applied to all three objectives, i.e. fuel 
consumption, departure and arrival. Example 1 of Chapter 4 details the results of applying 
equal weights for each objective. Therefore, the results of the dynamic re-optimisation will be 
compared against those results.  
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The first step in the dynamic re-optimisation process, as shown in Table 5.1, is to run the 
optimisation and generate results based on initial input data. Results are generated based on the 
original input data.  The results of Example 1, Chapter 4 represent step 1. The second step is to 
choose a global time, 𝑇𝑇𝐺𝐺, at which new information is introduced. This new information reflects 
the change in circumstance affecting the ten flights. Table 5.2 details the three global example 
times chosen. The intention is to analyse how the results change when new information is 
introduced during different stages along the cruise segment. The third step involves re-running 
the solver from the chosen global time, 𝑇𝑇𝐺𝐺. The data from step 2 is taken as the new initial input 
data.  
Table 5.2 New information introduced at different global times 
 Global 
Time 
Information Introduced 
1 0700  Divert Flights 1, 3, 5, 6, 8, 9 and 10 to arrive at Melbourne 
Airport at 09:00 
 Flights 2, 4 and 7 (Melbourne through to Sydney) remain 
unchanged  
2 0745  Divert Flights 1, 3, 5, 6, 8, 9 and 10 back to Sydney airport, 
arriving at 08:40 
 Flights 2, 4 and 7 (Melbourne through to Sydney) remain 
unchanged 
3 0815  All flights - Arrival time of 0830 at Sydney airport 
 
To ensure consistency and a valid comparative benchmark, the input variables will be identical 
to those of Example 1, Chapter 4. These input variables will be used for developing results for 
Problem 1. Following on from this, the results of Problem 1 are used as the initial data for 
Problem 2 and subsequently these results are used for Problem 3. This is to ensure that the 
results accurately reflect the amount of available time between the chosen global time new 
information is introduced and the scheduled time of arrival. This process is illustrated by a flow 
chart, as shown in Figure 5.1. The image details how the information from the previous 
problem feeds in to the proceeding problem. The flow chart reflects the flow on process of 
dynamic re-optimisation.  
Dynamic re-optimisation produces results from a global time onwards. That is, if new 
information is introduced at a global time of 0700, the results achieved subject to that 
information reflect results from that point onwards. It does not reflect results prior to 0700. 
Therefore, the fuel consumption results generated for each problem defined in Table 5.2 will 
not reflect fuel consumption for the whole flight path. These values cannot be compared against 
anything nor do they indicate anything in terms of fuel savings because they only reflect a 
portion of the trip and not the whole flight path. The omission of fuel consumption results 
should not be interpreted as neglect of that variable. Fuel consumption remains an objective 
that is optimised for.  
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Figure 5.1 Dynamic re-optimisation process 
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5.2. Problem 1  
Problem 1 looks at the effects of introducing new information, detailing changes to the arrival 
airport and subsequent arrival times, at a global time of 0700, detailed in Table 5.3. Flights 1, 
3, 5, 6, 8, 9 and 10 are all diverted to Melbourne airport. All 7 aircraft are allocated the same 
arrival time of 09:00 to create an extreme non-optimal scenario. Flights 2, 4 and 7, direct flights 
from Melbourne to Sydney, remain unchanged. The diversion will ultimately lead to issues 
arising from allocating 7 aircraft the same arrival time. The flights will need to be dispersed 
with minimal delays. Table 5.3 details the scheduled departure time, scheduled arrival time for 
Sydney airport and the scheduled arrival times for the diverted airport.  
Table 5.3 Input information for Problem 1 at 𝑇𝑇𝐺𝐺 = 0700 
Flight Aircraft 
Type 
Departure 
Airport 
Scheduled 
Departure 
Time 
(AEST) 
Arrival 
Airport 
Scheduled 
Arrival 
Time 
(AEST) 
Diversion 
Airport 
(Arrival) 
Scheduled 
Arrival 
Time 
(AEST) 
1 B738 Auckland 05:00 Sydney 08:25 Melbourne 09:00 
2 A320 Melbourne 07:00 Sydney 08:25 - - 
3 B738 Brisbane 07:00 Sydney 08:26 Melbourne 09:00 
4 A332 Melbourne 06:30 Sydney 08:26 - - 
5 A333 Shanghai 21:55 Sydney 08:27 Melbourne 09:00 
6 A320 Brisbane 07:20 Sydney 08:27 Melbourne 09:00 
7 B738 Melbourne 07:10 Sydney 08:28 - - 
8 A333 Hong Kong 23:30 Sydney 08:28 Melbourne 09:00 
9 B777 Bangkok 21:20 Sydney 08:29 Melbourne 09:00 
10 B738 Brisbane 07:30 Sydney 08:29 Melbourne 09:00 
 
The results, for each flight, after introducing new information are shown in Table 5.4. For 
reference, the scheduled departure and arrival times are shown alongside the “optimal” 
departure and arrival times generated by the optimisation model. The word optimal is shown 
in quotations as it reflects an optimal solution generated for this multi-criteria problem based 
on the input data. Additionally, at the global time of 0530, a number of flights are already 
airborne, therefore there is no change to their original departure time after new information is 
introduced. These flights are designated with “Airborne” in their respective cells to avoid 
confusion. That is, their original departure time would have been an “optimal” time based on 
the original input data; however, after new information has been fed in, these values can no 
longer be claimed to be “optimal” for the new information at hand. 
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Table 5.4 Departure and arrival time results for Problem 1 at 𝑇𝑇𝐺𝐺 = 0700 
Flight Aircraft 
Type 
Scheduled 
Departure 
Time 
(AEST) 
“Optimal” 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
“Optimal” 
Arrival 
Time 
(AEST) 
1 B738 05:00 Airborne 09:00 09:00 
2 A320 06:45 Airborne 08:25 08:25 
3 B738 07:15 07:19 09:00 08:55 
4 A332 06:45 Airborne 08:26 08:26 
5 A333 21:55 Airborne 09:00 09:03 
6 A320 07:15 07:17 09:00 08:56 
7 B738 06:45 Airborne 08:28 08:28 
8 A333 23:30 Airborne 09:00 09:02 
9 B777 21:20 Airborne 09:00 09:04 
10 B738 07:15 07:15 09:00 08:59 
 
 
Figure 5.2 Flight trajectories for Problem 1 
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Figure 5.3 Altitude over time for Problem 1 
 
Figure 5.4 Velocity over time for Problem 1 
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Figure 5.2 depicts the flight trajectory before and after the change was introduced to illustrate 
the change in flight path. Straight line paths for all ten flight trajectories are shown, with all 
flights heading in the direction of Sydney airport. A sharp deviation in evident for all flights, 
with the exception of Flights 2, 4 and 7 which were not diverted from Sydney. The sharp 
deviations lead into a linear path to the diversion airport.  
Figure 5.3 and Figure 5.4 depict the results after the global time of 0700. Figure 5.3 shows 
changes in altitude for a number of aircraft. The altitude variations reflect a decrease in altitude. 
Not all the flights show a reduction in altitude, specifically the flights with shorter time frames. 
This may be due to the reduced cruise time for these flights. A longer range flight allows for a 
larger window of opportunity to apply changes to the flight path during cruise, subject to where 
the aircraft is along the flight path at the chosen global time.  
Dynamic re-optimisation looks at analysing the changes to a flight path within the cruise 
segment. Altitude variations for Standard Instrument Departures (SIDs) and Standard Terminal 
Arrival Routes (STARs) are irrelevant for this purpose. SIDs and STARs reflect terminal 
airspace procedures and not overall efficient and strategic flight paths, which is the aim of this 
research.  
SIDs – A standard IFR departure procedure transitioning an aircraft from take-off to 
the cruise/en-route segment.  
STARs: A standard IFR arrival procedure transitioning an aircraft from cruise/en-
route to the approach segment.  
The velocity trends after the change in arrival is introduced exhibit a few fluctuations over 
time. This is consistent with the flight path results. A straight line path is maintained with small 
variations in altitude at an early stage in the flight path. Therefore, significant fluctuations in 
velocity would be inconsistent with these results. Most flights show consistent values with a 
few showing linear decreases and increases in velocity over time. As the velocity over time 
represents the results from the global time of 0700, the initial velocity is no longer zero for 
flights that have already departed at this point. The initial velocity is equal to the velocity of 
the aircraft at the global time of 0700 and the final velocity at the point of arrival is zero.  
Table 5.4 details the arrival and departure times of the ten aircraft post optimisation. The flights 
that are already airborne at global time 0700 cannot have a change in departure time as they 
have already departed. The flights that are not yet airborne at this point show delays. These 
delays are a response to the conflicting departure times present as opposed to a response to the 
conflicting arrival times. The arrival times show a number of fluctuations with regards to 
sequencing of aircraft.  An equal weight has been applied to departure, arrival and fuel 
consumption. Therefore, the final results should demonstrate a solution that is fair to each 
objective. As a result, the final arrival times show larger delays for some flights over others. 
The early arrivals are not skewed towards the larger aircraft. This supports the theory of this 
research that introducing a weighted approach can assist in distributing delays evenly between 
all flights. Flights 2, 4 and 7 were not diverted. All three flights arrive at Sydney as scheduled.  
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5.3. Problem 2 
Following on from Problem 1, Problem 2 looks at the effects of introducing a change in 
circumstances at a global time of 07:45, as detailed in Table 5.5. At a global time of 0745 the 
7 aircraft that were diverted to Melbourne are diverted back to Sydney. Additionally, all flights, 
including Flights 2, 4 and 7, are allocated the same arrival time of 08:40. At a global time of 
07:45 there is just under an hour timeframe to change the flight trajectories in response to the 
information introduced at this point. The results, for each flight, after introducing the change 
are shown in Table 5.6.  
 
Table 5.5 Input information for Problem 2 at 𝑇𝑇𝐺𝐺 = 0745 
Flight Aircraft 
Type 
Departure 
Airport 
Scheduled 
Departure 
Time 
(AEST) 
Arrival 
Airport 
Scheduled 
Arrival 
Time 
(AEST) 
Diversion 
Airport 
(Arrival) 
Scheduled 
Arrival 
Time 
(AEST) 
1 B738 Auckland 05:00 Melbourne 09:00 Sydney 08:40 
2 A320 Melbourne 07:00 Sydney 08:25 Sydney 08:40 
3 B738 Brisbane 07:00 Melbourne 08:55 Sydney 08:40 
4 A332 Melbourne 06:30 Sydney 08:26 Sydney 08:40 
5 A333 Shanghai 21:55 Melbourne 09:03 Sydney 08:40 
6 A320 Brisbane 07:20 Melbourne 08:56 Sydney 08:40 
7 B738 Melbourne 07:10 Melbourne 08:28 Sydney 08:40 
8 A333 Hong Kong 23:30 Melbourne 09:02 Sydney 08:40 
9 B777 Bangkok 21:20 Melbourne 09:04 Sydney 08:40 
10 B738 Brisbane 07:30 Melbourne 08:59 Sydney 08:40 
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Table 5.6 Departure and arrival time results for Problem 2 at 𝑇𝑇𝐺𝐺 = 0745 
Flight Aircraft 
Type 
“Optimal” 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
“Optimal” 
Arrival 
Time 
(AEST) 
1 B738 Airborne 08:40 08:42 
2 A320 Airborne 08:40 08:37 
3 B738 Airborne 08:40 08:45 
4 A332 Airborne 08:40 08:39 
5 A333 Airborne 08:40 08:41 
6 A320 Airborne 08:40 08:40 
7 B738 Airborne 08:40 08:38 
8 A333 Airborne 08:40 08:43 
9 B777 Airborne 08:40 08:46 
10 B738 Airborne 08:40 08:44 
 
 
Figure 5.5 Flight trajectories for Problem 2 
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Figure 5.6 Altitude over time for Problem 2 
 
Figure 5.7 Velocity over time for Problem 2 
117 Chapter 5 Dynamic Re-Optimisation 
 
  Z. Assaad 
For Problem 1, the final results displayed changes in altitude over time to compensate for the 
introduction of new information during cruise. The flights paths indicate two sharp diversions. 
The first is reflective of the new information introduced at 0700, in which seven flights were 
diverted to Sydney airport to Melbourne airport. The second diversion reflects the response to 
the new information introduced at 0745 in which the seven flights are all diverted back to 
Sydney airport. At a global time of 0745 the arrival times are again changed in addition to 
introducing another diversion to the intended arrival destination. The results of this are similar 
to those of Problem 1, with a decrease in altitude noted for a few flights. The same behaviour 
is shown, with the flights being slowed down by a reduction in altitude over a short time frame. 
Similarly, the velocity trends show either a linear increase or a horizontal trend, with a few 
flights also exhibiting fluctuations in velocity over time. Again, the initial velocity is no longer 
zero as the initial points have changed for this problem.  
Looking at the arrival times in Table 5.4, the results show very similar behaviour to those of 
Problem 1, in that there doesn’t appear to be a trend in the final arrival times. Consistent 
behaviour between Problem 1 and Problem 2 is a reflection of a balanced model. As discussed 
in the previous chapter, an expectation of significantly different outcomes for different 
examples is impractical.  
At the global time of 0745, all ten flights have departed, therefore, there cannot be a change to 
the departure times with the introduction of new information. The arrival times do not show 
any particular trends when comparing shorter and longer range flights. Interestingly, Flights 2, 
4 and 7, the three flights that were not diverted, all arrive earlier than scheduled. As these three 
flights were on the same course both prior to and after the introduction of new information, 
meeting an earlier scheduled time is ideal. The remaining flights all arrive after the scheduled 
time of 0840. The additional information introduces a diversion to the arrival airport in addition 
to an earlier arrival time. Changing the intended flight path ultimately resulted in the flights 
being unable to meet an earlier arrival time and as such, being delayed. However, the largest 
delay is six minutes which is relatively small when considering the two diversions from the 
original flight path.  
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5.4. Problem 3 
Problem 3 looks at the effects of introducing a change in circumstances at a global time of 
0815. For this problem, all ten aircraft are allocated the same arrival time of 0830. The initial 
points for Problem 3 are detailed in Table 5.7. The results, for each flight, after introducing the 
change are shown.  
Table 5.7 Input information for Problem 3 at 𝑇𝑇𝐺𝐺 = 0815 
Flight Aircraft 
Type 
Departure 
Airport 
Arrival 
Airport 
Diversion 
Airport 
(Arrival) 
Scheduled 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
1 B738 Auckland Melbourne Sydney 05:00 08:30 
2 A320 Melbourne Sydney Sydney 07:00 08:30 
3 B738 Brisbane Melbourne Sydney 07:00 08:30 
4 A332 Melbourne Sydney Sydney 06:30 08:30 
5 A333 Shanghai Melbourne Sydney 21:55 08:30 
6 A320 Brisbane Melbourne Sydney 07:20 08:30 
7 B738 Melbourne Melbourne Sydney 07:10 08:30 
8 A333 Hong Kong Melbourne Sydney 23:30 08:30 
9 B777 Bangkok Melbourne Sydney 21:20 08:30 
10 B738 Brisbane Melbourne Sydney 07:30 08:30 
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Table 5.8 Departure and arrival time results for Problem 3 at 𝑇𝑇𝐺𝐺 = 0815 
Flight Aircraft 
Type 
“Optimal” 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
“Optimal” 
Arrival 
Time 
(AEST) 
1 B738 Airborne 08:30 08:25 
2 A320 Airborne 08:30 08:33 
3 B738 Airborne 08:30 08:28 
4 A332 Airborne 08:30 08:31 
5 A333 Airborne 08:30 08:32 
6 A320 Airborne 08:30 08:27 
7 B738 Airborne 08:30 08:34 
8 A333 Airborne 08:30 08:26 
9 B777 Airborne 08:30 08:30 
10 B738 Airborne 08:30 08:29 
 
 
Figure 5.8 Flight trajectories for Problem 3 
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Figure 5.9 Altitude over time for Problem 3 
 
Figure 5.10 Velocity over time for Problem 3 
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The results of problem 3 show no notable fluctuations in altitude over the short time between 
the global time of 0815 and the scheduled arrival time of 0830 for all ten flights (note Figure 
5.8 illustrates the flight paths from 0815 onwards). This outcome was expected. There is only 
15 minutes between the time in which the change was implemented and the new scheduled 
time.  In theory this seems a reasonable amount of time. However, in practice there would be 
more than ten aircraft approaching the airport and the runway(s) would most likely be occupied. 
These circumstances, in addition to other factors, will ultimately affect the response. 
Realistically, 15 minutes is not a sufficient amount of time to attempt to strategically change 
the altitude in addition to sequencing the flights for arrival. This is reflected in Figure 5.8 which 
shows straight lines between 0815 and 0830.  
At this late stage in the flight trajectories, vectoring would be the assumed option for organising 
the oncoming arriving aircraft; however, the results do not reflect this. Interestingly, in 2015 
CASA published the “Sydney Basin Aeronautical Study” (CASA 2015). The purpose of the 
study was to review the “congested and overworked” airspace within 45 nautical miles of 
Sydney Kingsford Smith Airport in anticipation of the development of the new Western Sydney 
Airport. One of the recommendations within this study was,  
Avoid vectoring aircraft. Vectoring aircraft to final approach results in inefficiency, 
increased cost and greater environmental effects. – A number of Sydney Basin airspace 
users rely heavily on vectoring. (CASA 2015) 
In an overly congested terminal area, vectoring aircraft will increase controller workload and 
will further contribute to the already overly overworked environment. Problem 3 has ten 
aircraft all scheduled to arrive at the same time. This means that all ten aircraft are intending 
to occupy the same airspace at the same time. Vectoring these aircraft would not be the most 
effective nor “optimal” solution, as is reflected in the results. The results show notable 
decreases in velocity for all ten aircraft over the short time frame. Therefore, the flights are 
slowed down and organised for arrival at reduced velocities. This is evident in Figure 5.10, 
which shows fluctuations in velocity for every flight across the small time frame.  
Comparing the results of three problems, it is evident that changes in circumstance identified 
at an earlier stage in a flight path provide the opportunity for implementing more strategic and 
efficient responses to the change. Comparing the results of Problem 1 against Problem 3, the 
results of Problem 1 displayed both altitude and velocity changes, whereas the results of 
Problem 3 only displayed changes to velocity over a short time frame. The further away an 
aircraft is from its intended destination, the more time available to implement opportunistic 
decision making along the flight path.  
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5.5. Summary 
This research builds on the idea of incorporating more information into decision making. 
Specifically, the intention is to investigate the benefits of anticipating delays and making pre-
empted strategic decisions subject to forecasted events. The four key research objectives are 
re-stated below and the two which are addressed within this chapter are highlighted.  
1. Establish an efficient gate-to-gate trajectory to alleviate congestion during high demand 
scenarios 
2. Improve decision making (based on available information) using strategic variable 
weighted objectives 
3. Look at past, present and forecasted information during decision making to 
analyse changes in circumstances over time. This information includes, but is not 
limited to, departure times, neighbouring aircraft, arrival destinations and 
expected arrival time.  
4. Aircraft on the ground queued for departure are considered in the decision 
making of long range aircraft 
Objective three is addressed through the process of utilising previous data as initial input data 
when re-optimising after new information is introduced. This establishes a foundation to work 
from as opposed to inputting new information and re-optimising from the point of departure. 
Therefore, the solution will reflect a means of strategically generating a response to a change 
for the remainder of a flight. When new information is introduced en-route, that affects the 
original planned flight path, there is no possible means of changing the flight path prior to that 
point. That time has elapsed. Consequently, there is no beneficial use of re-optimising the flight 
path from the point of departure. Therefore, past information is accepted and developed upon, 
present information is used as initial data and forecasted information is addressed and catered 
to.  
The fourth objective ties in with the proposed concepts of this research which advocate the 
benefits of predicting delays and being able to influence an aircraft’s flight trajectory at an 
earlier stage. This allows for the consideration of forecasted information, i.e. an aircraft queued 
for departure, in parallel with present information.   
 
Reference 
CASA 2015. Sydney Basin Aeronautical Study. Civil Aviation Safety Authority: Australian 
Government. 
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6. Monte Carlo Simulation 
6.1 Introduction 
This chapter covers the approach taken for modelling uncertainty. The previous chapter 
explored dynamic re-optimisation as a means of improving decision making subject to 
unforeseen changes. This chapter will introduce a Monte Carlo simulation as an approach to 
addressing uncertainty. The previous chapters provided one solution for each objective, i.e. one 
“optimal” departure time per flight, one “optimal” arrival time per flight. However, what 
happens if these “optimal” times cannot be met? For example, if a flight has been allocated an 
“optimal” arrival time of 08:25 but cannot meet that time due to unforeseen issues at the 
terminal area, what would be the next best time to arrive to maintain a level of optimality? This 
chapter explores this issue through the incorporation of a Monte Carlo simulation that allows 
the development of multiple solutions and a probability of each solution.  A methodology and 
supporting results are detailed.  
6.2 Monte Carlo Simulation Approach  
A deterministic model has no random factors with the output determined by defined 
parameters. This is in contrast to a stochastic model which inherits some randomness in the 
elements or description of the model. Stochastic processes involve probability, making it a 
suitable approach for trajectory planning and management. A critical factor in a stochastic 
environment, as air travel is, is how to incorporate unforeseen events. These uncertainties are 
often the source of disruption with a flow-on effect to other operating flights.  
In order to model uncertainty and the risks associated with an uncertain environment, a Monte 
Carlo approach is applied. Monte Carlo simulations are commonly used in forecasting models 
as it provides an understanding of the impact of risk and uncertainty.  
ATM and ATFM plans ahead through filed flight plans determined pre-departure. As with any 
model that plans ahead, flight plans make certain assumptions, specifically in relation to 
expected departure and arrival times.  
ATA – actual time of arrival based on real time information 
ETA – expected time of arrival based on flight plan information 
ADT – actual departure time based on real time information 
ETD – expected time of departure based on flight plan information 
A Monte Carlo simulation utilises a range of values to model the risk of “extreme” scenarios. 
Minimum and maximum values are defined for different values and random samples are 
established within those domains. 
The trajectory of each aircraft is initially defined as a straight line path between the defined 
departure and arrival destinations, matrix P. Minimum and maximum bounds are placed on the 
defined straight line path, within the cruise segment. The same approach is applied to time. An 
evenly spaced time matrix is defined between the scheduled departure and arrival times, 𝑠𝑠𝑑𝑑𝑓𝑓𝑎𝑎 
and 𝑠𝑠𝑙𝑙𝑓𝑓𝑎𝑎 respectively, matrix T. Minimum and maximum bounds are applied to matrix T. The 
minimum and maximum values are detailed in Table 6.1.  
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Table 6.1 "Extreme” bounds used for random sampling of Monte Carlo simulation 
Variable Minimum Value Maximum Value 
Departure Time (minutes) -0 minutes +5 minutes 
Arrival Time (minutes) -5 minutes +5 minutes 
Cruise Time (minutes) -15 minutes +15 minutes 
Cruise Trajectory (metres) -5 Km +5 Km 
 
Note, bounds are applied to cruise time. These bounds are applied to each point within the time 
matrix. That is, if the time matrix is a [1 × 40] matrix, each point between 2 and 39 will have 
a bound applied to it. Points 1 and 40 are reflective of the departure and arrival times which 
will have different bounds to those applied to the cruise segment. The bounds applied to cruise 
trajectory are applied in the x, y and z directions. This is illustrated in Figure 6.1 and Figure 6. 
2. Note, bounds are not applied to departure airport and arrival airport. These airport locations 
are fixed.  
 
Figure 6.1 Bounds applied to position along a flight path 
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Figure 6. 2 Bounds applied to time at departure, during cruise and at arrival 
Random samples are generated within the minimum and maximum domains specified. 
Initially, matrix P is specified as a [3 × 𝑚𝑚] sized matrix. After the random sampling, matrix P 
becomes a [𝑚𝑚𝑠𝑠𝑎𝑎𝑚𝑚𝑛𝑛𝑙𝑙𝑐𝑐 × 𝑚𝑚] sized matrix, where nsamples refers to the number of random 
samples generated. The same process is carried out for matrix T. Note, departure times are 
constrained against departing early, hence the allocation of -0 minutes for the minimum 
departure value. Additionally, the minimum and maximum changes to position only apply to 
the cruise segment, as departure and arrival positions are fixed.  
The methodology described in this section is evaluated over nsamples, providing a probability 
distribution of the likelihood of decision making under uncertain conditions. Once the flight 
paths have been initialised, a random sampling is applied to the trajectories. 500 samples are 
developed per flight path. Figure 6.3 provides an example of the 500 samples for one flight in 
Cartesian coordinates. The flight is taken from the example used in Chapters 3 and 4 and 
detailed in Table 4.2.  
The Monte Carlo results were generated outside of the optimisation model. That is, the random 
numbers were not generated subject to specified objectives. Therefore, the random samples 
should not depict any trends. They should simply represent 500 random samples between the 
specified range as detailed in Table 6.1. This is to provide a clear example of how the 
generation of random samples works. One flight, Flight 4, was chosen at random as an example 
depicting the random sampling pre-optimisation.  
Figure 6.3 depicts the random sampling of the flight trajectory for Flight 4. A relatively straight 
line path is presented, showing an even distribution across the minimum and maximum 
domains for all three axis.  
The information is presented in a histogram. Note, the different colours on the figure shown do 
not represent frequency nor likelihood of a particular data point. Traditionally, a histogram 
illustrates rectangles aligned along the x-axis. The height of each rectangle reflects a value 
against the y-axis. The problem at hand deals with 500 data points spread across only ten axis 
limits. As a result, the nature of the data presented is very clustered, with thin rectangles 
disbursed along the graph. Therefore, the purpose of the multi-coloured histogram is to improve 
the illustration of data sets in the graph. The variation in colour distinguishes one rectangle 
from another adjacent rectangle. That is, it distinguishes one set of data points from another.  
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An alternative method of displaying the data is the use of box whisker plots. A box plot is a 
representation of the statistical five number summary of a given data set; minimum, first 
quartile, median, third quartile and maximum. Box plots are suitable for displaying average 
trends in a data set. Histograms are more suitable for displaying more specific variances in 
data. Variances in data can be averaged out in box plots; however, are clearly visible in a 
histogram. A histogram allows for the illustration of the underlying frequency distribution of a 
set of data. This aids in the analysis of underlying data distribution, outliers, skewness, etc.    
The results of the problem at hand are not analysed based on a statistical five number summary. 
This summary would not provide an adequate means of interpreting the data. The results 
produced provide an indication of frequency distribution within a specified range. The aim is 
to interpret trends in this distribution. As a result, histograms were deemed more suitable for 
displaying information within this chapter.        
 
 
Figure 6.3 Random sampling (500 samples) on one flight path 
 
 
The random sampling is then applied to time (departure, cruise and arrival). The same number 
of samples is generated. Figure 6.4 displays the results of the 500 samples generated between 
two domains. 
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Figure 6.4 Random sampling (500 samples) on the time component of Flight 4 
6.3 Results 
The example problem is run through the optimisation model with equal weights applied to 
departure, arrival and fuel consumption. The results for all ten flights are presented in this 
section. The results of all ten flights include the frequency of possible departure and arrival 
times, detailed in percentage relative to the number of samples produced. The frequency is a 
reflection of optimality. That is, the time with the highest frequency reflects the most optimal 
time to depart or land. The lower the frequency, the less optimal the variable.  
 
 
 
 
128 Chapter 6 Monte Carlo Simulation 
 
  Z. Assaad 
 
Figure 6.5 Flight trajectory of Flight 1 provided in a Cartesian coordinate system 
 
Figure 6.6 Velocity results for Flight 1 provided in m/s 
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Figure 6.7 Departure, cruise and arrival times for Flight 1  
Table 6.2 Possible departure and arrival times for Flight 1 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency 
(%) 
0500 16.4 0820 6.4 
0501 18 0821 8.6 
0502 16.6 0822 9.2 
0503 18 0823 8.2 
0504 15.6 0824 11.2 
0505 15.4 0825 10 
0826 10 
0827 8.4 
0828 10.4 
0829 8.6 
0830 9 
130 Chapter 6 Monte Carlo Simulation 
 
  Z. Assaad 
The flight trajectory, shown in Figure 6.5, follows a relatively straight line path, consistent with 
the flight path results of previous chapters. The possible variations in the flight path do not 
deviate from a straight line path. The flight path follows a relatively smooth trend throughout.  
The possible velocity during cruise for Flight 1 is shown in Figure 6.6. The values range 
between approximately 180 m/s to 280 m/s. The lower and middle range of values depict higher 
frequencies, indicating an increased likelihood of the aircraft flying at those velocities. This is 
visible from the peaks and troughs within that range. The highest peaks are noted towards the 
left hand side of the histogram.  
The frequency of possible departure and arrival times is shown in Figure 6.7 and tabulated in 
Table 6.2 below. Figure 6.7 shows notable peaks. The most likely departure time for an 
“optimal” solution is both 0501 and 0503 AEST. Both times show an 18% frequency. 
Interestingly, these times are not consecutive. These results support the methodology which 
aims to develop a multi criteria model that takes multiple objectives into consideration and 
attempts to generate a solution that is as fair as possible to all objectives, assuming the weights 
applied to the individual objectives are equal. The example analysed in this chapter was 
optimised with equal weights, thereby intending the solutions to be non-biased to any particular 
variable. Having two “optimal” departure times that are not consecutive is a direct indicator 
that all flights are being considered when generating results. Theoretically, if no other flights 
were being taken into account, the two most optimal departure and arrival times would be the 
earliest possible consecutive times. The fact that both the departure and arrival times do not 
resemble such behaviour strongly reflects the validity of the proposed mathematical 
methodology behind the model.   
The possible arrival times show 0824 AEST as the most optimal time to arrive, with 0828 
AEST showing the second highest frequency. Therefore, in order to achieve the most optimal 
solution for this particular flight, the departure time can be either 0501 or 0503 AEST and the 
arrival time should be 0824 AEST.  
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Figure 6.8 Flight trajectory of Flight 2 provided in a Cartesian coordinate system  
 
Figure 6.9 Velocity results for Flight 2 provided in m/s 
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Figure 6.10 Departure, cruise and arrival times for Flight 2  
Table 6.3 Possible departure and arrival times for Flight 2 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
0645 18.2 0820 9.6 
0646 18.4 0821 9.8 
0647 15.2 0822 9.4 
0648 16.4 0823 9 
0649 16 0824 9.2 
0650 15.8 0825 7 
0826 9 
0827 10.2 
0828 7.8 
0829 8.4 
0830 10.6 
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For Flight 2, the trajectory reflects a straight line path between the two destinations, as shown 
in Figure 6.8 consistent with previous results. A change to the flight path is only anticipated in 
the event of a possible loss of separation. Note, a change to the flight path is not the only means 
of alleviating possible loss of separation. Changes to velocity or heading can assist with 
ensuring aircraft maintain a safe distance during cruise. The velocity ranges between 
approximately 170 m/s to 280 m/s, as shown in Figure 6.9 with the highest frequencies present 
for velocities at the lower to midrange. This can be seen from the greatest peaks located within 
this range.  
The possible departure and arrival times are shown in Figure 6.10 and tabulated in Table 6.3. 
From Table 6.3 it can be seen that the most optimal solution for Flight 2 is achieved with a 
departure time of 0646 AEST and an arrival time of 0830 AEST. A departure time of 0645 
AEST follows closely behind 0646 AEST and an arrival time of 0827 AEST is shown as the 
second possible arrival time. The departure time with the highest frequency reflects a one 
minute delay for departure. The arrival time with the highest frequency involves a five minute 
delay. This is evident in Figure 6.10, which shows the highest peaks after 0645 and before 
0830.  
The accumulative delays on either end of the flight profile will result in increased penalties 
applied to this particular flight. It is a shorter range flight that, in a practical scenario, would 
most likely have been delayed on the ground prior to departure. The results reflect a minimal 
delay on the ground but a notable delay in the air. This results carries both positive and negative 
connotations. On the positive side, the shorter range flight was not held on the ground for the 
whole 6 minutes, the delay was divided over two separate flight segments. The negative aspect 
may be that a larger aircraft took precedence and landed prior to this particular flight. The 
results of the remaining flights do not resemble this trend. That is, the results do not show all 
the heavier aircraft landing prior to the smaller aircraft. Therefore, the results of Flight 2 are 
the consequence of a multi criteria problem. The generation of a few slightly non-optimal 
solutions ultimately will not hinder the generation of an overall optimal solution.  
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Figure 6.11 Flight trajectory for Flight 3 provided in a Cartesian coordinate system 
 
Figure 6.12 Velocity results for Flight 3 provided in m/s 
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Figure 6.13 Departure, cruise and arrival times for Flight 3  
Table 6.4 Possible departure and arrival times for Flight 3 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
0715 16.8 0821 9.2 
0716 18 0822 7.8 
0717 14.4 0823 9 
0718 17.2 0824 9.6 
0719 15.8 0825 8.4 
0720 17.8 0826 11 
0827 9.8 
0828 7.8 
0829 8.6 
0830 8.2 
0831 10.6 
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Figure 6.11 depicts the flight trajectory for Flight 3. A straight line path is shown with no 
significant deviations in any particular coordinate system. The velocity for this particular flight 
is shown in Figure 6.12. The velocity ranges between approximately 170 m/s to 280 m/s, with 
the highest peaks/frequencies present towards the mid to lower end of the scale.  
The possible departure and arrival times are shown in Figure 6.13 and tabulated in Table 6.4. 
The most optimal solution for Flight 3 is achieved with a departure time of 0716 AEST and an 
arrival time of 0826 AEST. A departure time of 0718 AEST follows closely behind 0716 AEST 
and an arrival time of 0831 AEST is shown as the second possible arrival time. This flight is 
also one of the shorter range flights with both a conflicting departure time and a conflicting 
arrival time. There is a one minute delay in departure; however, the aircraft does land on time. 
This supports the claim made when discussing Flight 2, which suggested that the higher delay 
applied to Flight 2 was a result of the nature of a multi criteria problem and not a reflection of 
inequality between small and large operators.  
 
 
Figure 6.14 Flight trajectory of Flight 4 provided in a Cartesian coordinate system 
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Figure 6.15 Velocity results of Flight 4 provided in m/s  
 
Figure 6.16 Departure, cruise and arrival times for Flight 4  
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Table 6.5 Possible departure and arrival times for Flight 4 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
0645 18.4 0821 8.4 
0646 13 0822 9.2 
0647 16.2 0823 8.4 
0648 20.4 0824 9.6 
0649 14.2 0825 9.2 
0700 17.8 0826 8.8 
0827 8 
0828 10.2 
0829 8.8 
0830 9.8 
0831 9.6 
 
Figure 6.14 depicts the flight trajectory for Flight 4. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.15 depicts the results for 
velocity ranging between 170 m/s to 300 m/s with the highest frequencies evident towards the 
higher end of the scale.  
The possible departure and arrival times are shown in Figure 6.16 and tabulated in Table 6.5. 
The most optimal solution for Flight 4 is achieved with a departure time of 0648 AEST and an 
arrival time of 0828 AEST. A departure time of 0645 AEST follows closely as the second most 
optimal option for departure and an arrival time of 0830 AEST is shown as the second possible 
arrival time. The aircraft is delayed by two minutes on either end of the flight segment. This 
particular flight conflicted with two other aircraft at departure and one aircraft at arrival. The 
nature of the altered arrival times is such that simply adding or subtracting one minute will not 
alleviate the conflicting times. Therefore, the accumulative four minute delay for the flight is 
relatively small with respect to the situation at hand.  
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Figure 6.17 Flight trajectory of Flight 5 provided in a Cartesian coordinate system 
 
Figure 6.18 Velocity results of Flight 5 provided in m/s 
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Figure 6.19 Departure, cruise and arrival times for Flight 5 
Table 6.6 Possible departure and arrival times for Flight 5 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
2155 18.4 0822 9.2 
2156 14.4 0823 8 
2157 15.6 0824 8.4 
2158 17.8 0825 10.4 
2159 17.6 0826 9.4 
2200 16.2 0827 8.8 
0828 9.4 
0829 7 
0830 10.6 
0831 7.8 
0832 11 
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Figure 6.17 depicts the flight trajectory for Flight 5. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.18 depicts the results for 
velocity ranging between 170 m/s to 300 m/s. Higher frequencies are evident towards the 
middle range of velocity values.  
The possible departure and arrival times are shown in Figure 6.19 and tabulated in Table 6.6. 
The most optimal solution for Flight 5 is achieved with a departure time of 2155 AEST and an 
arrival time of 0832 AEST. A departure time of 2158 AEST follows closely as the second most 
optimal option for departure and an arrival time of 0830 AEST is shown as the second possible 
arrival time. The flight does not conflict with other aircraft at departure; however, it does 
conflict with one other flight at arrival. The aircraft departs on time; however, a five minute 
delay is applied to the flight at arrival. The velocity shows a majority of peaks in frequency 
around the mid-range of possible velocity values, however, there are also notable peaks towards 
the lower range. This reflects a possible reduction in velocity during cruise to cater for the five 
minute delay. A larger delay on the long range flight supports the approach of attempting to 
evenly distribute the delays between small and large operators. Flight 4, a shorter range flight, 
showed an accumulative delay of four minutes, distributed at either end of the flight path. While 
this flight which involves a larger aircraft and a longer range is delayed by five minutes at one 
end of the flight segment.  
 
 
Figure 6.20 Flight trajectory of Flight 6 provided in a Cartesian coordinate system 
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Figure 6.21 Velocity results of Flight 5 provided in m/s  
 
Figure 6.22 Departure, cruise and arrival times for Flight 6 
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Table 6.7 Possible departure and arrival times for Flight 6 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
0715 15 0822 12.4 
0716 15.6 0823 8.4 
0717 15.6 0824 8 
0718 15 0825 11 
0719 19.2 0826 8 
0720 19.6 0827 7.8 
0828 8.8 
0829 8.4 
0830 6.8 
0831 11 
0832 9.4 
 
Figure 6.20 depicts the flight trajectory for Flight 6. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.21 depicts the results for 
velocity ranging between 170 m/s to 280 m/s with the highest frequencies evident towards the 
mid to higher range on the scale.  
The possible departure and arrival times are shown in Figure 6.22 and Table 6.7. The most 
optimal solution for Flight 6 is achieved with a departure time of 0720 AEST and an arrival 
time of 0822 AEST. A departure time of 0719 AEST follows closely as the second most 
optimal option for departure and an arrival time of 0825 or 0831 AEST are shown as the second 
possible arrival times. This short range flight shows the largest delay at departure. A five 
minute delay is applied to departure; however, the most optimal arrival time is shown to be 
0822, which would mean the aircraft would land five minutes early. Penalties are applied to 
aircraft that land both prior and after the scheduled arrival time. Therefore, arriving five 
minutes early does not alleviate the five minute departure delay. The velocity shows increased 
frequencies for higher values, which is consistent with the proposed arrival time. The two 
possible arrival times with the second highest frequencies, i.e. the next most optimal options, 
would entail the aircraft either arriving two minutes early or four minutes late. These options 
may at first glance seem more strategically beneficial to the Flight 6 as they would entail a 
lower accumulative delay. However, the mathematical model being optimised considers all ten 
flights simultaneously. Different possible departure or arrival times will ultimately affect the 
scheduled times of other aircraft, leading to an overall solution that may not be as optimal to 
each flight.  
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Figure 6.23 Flight trajectory of Flight 7 provided in a Cartesian coordinate system 
 
Figure 6.24 Velocity results for Flight 7 provided in m/s 
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Figure 6.25 Departure, cruise and arrival times for Flight 7  
Table 6.8 Possible departure and arrival times for Flight 7 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
0645 17.4 0823 10.8 
0646 16.6 0824 7.4 
0647 18 0825 9.4 
0648 16.8 0826 10.4 
0649 16.2 0827 7.6 
0700 15 0828 9.2 
0829 10.8 
0830 8 
0831 9 
0832 9.4 
0833 8 
146 Chapter 6 Monte Carlo Simulation 
 
  Z. Assaad 
Figure 6.23 depicts the flight trajectory for Flight 7. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.24 depicts the results for 
velocity ranging between 170 m/s to 280 m/s with the highest frequencies evident towards the 
mid to low range on the scale.  
The possible departure and arrival times are shown in Figure 6.25 and tabulated in Table 6.8. 
Flight 7 shows a departure time of 0647 AEST and an arrival time of 0823 or 0829 AEST. A 
departure time of 0645 AEST follows closely as the second most optimal option for departure 
and an arrival time of 0826 AEST is shown as the second possible arrival time. This flight 
departs two minutes late and shows two possible arrival times. One would involve the aircraft 
arriving five minutes early while the other would involve the aircraft being delayed by one 
minute. Being delayed by one minute as opposed to arriving five minutes early would be the 
obvious choice as it would lead to a lower penalty applied to the arrival variable within the 
objective. Based on this it is interesting as to why arriving four minutes early would be 
considered equally optimal. A possible reason for this would be considerations to minimum 
fuel consumption. The ten flights were optimised with equal weights applied to all three 
objectives. Therefore, the increased penalty of arriving four minutes early may be over 
compensated by the reduction in fuel consumption.  
 
 
Figure 6.26 Flight trajectory of Flight 8 provided in a Cartesian coordinate system 
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Figure 6.27 Velocity results of Flight 8 provided in m/s 
 
Figure 6.28 Departure, cruise and arrival times for Flight 8 
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Table 6.9 Possible departure and arrival times of Flight 8 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
2330 19.2 0823 10.4 
2331 18.6 0824 8 
2332 15.4 0825 9.6 
2333 16.6 0826 7.6 
2334 16.4 0827 11 
2335 13.8 0828 7.8 
0829 7.2 
0830 9.6 
0831 8.2 
0832 10.6 
0833 10 
 
Figure 6.26 depicts the flight trajectory for Flight 8. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.27 depicts the results for 
velocity ranging between 170 m/s to 300 m/s with the highest frequencies evident towards the 
lower range on the scale.  
The possible departure and arrival times are shown in Figure 6.28 and tabulated in Table 6.9. 
The most optimal solution for Flight 8 is achieved with a departure time of 2330 AEST and an 
arrival time of 0827 AEST. A departure time of 2331 AEST follows closely as the second most 
optimal option for departure and an arrival time of 0832 AEST is shown as the second possible 
arrival time. The aircraft departs on time, as is expected. There are no other conflicting aircraft 
at this time. The arrival time with the highest frequency involves arriving one minute early. 
This would imply an overall delay of only one minute for this flight. This fits with the velocity 
ranging towards the lower end of the scale. With a straight line path and needing to arrive only 
slightly early, a lower cruising velocity would ensure these conditions are met.  
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Figure 6.29 Flight trajectory of Flight 9 provided in a Cartesian coordinate system 
 
Figure 6.30 Velocity results for Flight 9 provided in m/s 
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Figure 6.31 Departure, cruise and arrival for Flight 9 
Table 6.10 Possible departure and arrival times for Flight 9 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
2120 18.8 0824 10.8 
2121 17.2 0825 11 
2122 16.4 0826 9.4 
2123 16.6 0827 8.6 
2124 13.4 0828 9.4 
2125 17.6 0829 10.2 
0830 8.4 
0831 10 
0832 8 
0833 7.4 
0834 6.8 
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Figure 6.29 depicts the flight trajectory for Flight 9. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.30 depicts the results for 
velocity ranging between 170 m/s to 310 m/s with the highest frequencies evident towards the 
mid to higher range on the scale.  
The possible departure and arrival times are shown in Figure 6.31 and Table 6.10. The most 
optimal solution for Flight 9 is achieved with a departure time of 2120 AEST and an arrival 
time of 0825 AEST. A departure time of 2125 AEST follows closely as the second most 
optimal option for departure and an arrival time of 0824 AEST is shown as the second possible 
arrival time. For this flight an optimal solution would involve the aircraft departing on time. 
As with the previous flights that also did not have conflicting departure times, no delay for 
departure is fitting. The arrival time requires the aircraft to arrive four minutes early. The 
shorter range flights have reflected lesser earlier arrivals in comparison to the longer range 
flights. With a greater range, the longer flights have a larger capacity to absorb a delay in 
comparison to the shorter range flights. It is therefore fitting that these flights arrive earlier, 
while the shorter range flights arrive later. Note, the penalty for arriving either early or late is 
the same. That is, aircraft are equally penalised for arriving early as they are for arriving late. 
The only benefit the larger aircraft have by arriving early is the slightly lower fuel consumption 
they may inherit as a result.  
 
 
Figure 6.32 Flight trajectory of Flight 10 provided in a Cartesian coordinate system 
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Figure 6.33 Velocity results for Flight 10 provided in m/s 
 
Figure 6.34 Departure, cruise and arrival for Flight 10 
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Table 6.11 Possible departure and arrival times for Flight 10 and their likelihood 
Possible Departure Time 
(AEST) 
Frequency  
(%) 
Possible Arrival Time 
(AEST) 
Frequency  
(%) 
0715 17 0824 7.4 
0716 16.4 0825 7.2 
0717 16.6 0826 9.2 
0718 14.4 0827 6.4 
0719 18.2 0828 9.6 
0720 17.4 0829 11.4 
0830 9.6 
0831 9 
0832 9.4 
0833 9.2 
0834 11.6 
 
Figure 6.32 depicts the flight trajectory for Flight 10. A straight line path is shown with no 
significant deviations in any particular coordinate system. Figure 6.33 depicts the results for 
velocity ranging between 170 m/s to 280 m/s with the highest frequencies evident towards the 
mid to higher range on the scale.  
The possible departure and arrival times are shown in Figure 6.34 and tabulated in Table 6.11. 
The most optimal solution for Flight 10 is achieved with a departure time of 0719 AEST and 
an arrival time of 0834 AEST. A departure time of 0720 AEST follows closely as the second 
most optimal option for departure and an arrival time of 0829 AEST is shown as the second 
possible arrival time. The optimal departure time involves a four minute delay and the arrival 
time involves a five minute delay. This particular flight involves the greatest accumulative 
delay. Working with a multi criteria objective function will result in some slightly non optimal 
solutions. It is almost impossible to generate equally optimal solutions for all ten flights. There 
needs to be some flights that are slightly less optimal and others that are slightly more optimal 
which will ultimately create a balance in the overall system.  
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6.4 Summary 
The Monte Carlo simulation was implemented alongside the multi criteria optimisation model 
to establish means of obtaining a statistical analysis of possible solutions to a particular 
scenario. The Monte Carlo approach addresses two key research objectives. The four key 
research objectives identified in the problem statement in Chapter 1 are re-stated below.  
1. Establish an efficient gate-to-gate trajectory to alleviate congestion during high 
demand scenarios 
2. Improve decision making (based on available information) using strategic variable 
weighted objectives 
3. Look at past, present and forecasted information during decision making to analyse 
changes in circumstances over time. This information includes, but is not limited to, 
departure times, neighbouring aircraft, arrival destinations and expected arrival time.   
4. Aircraft on the ground queued for departure are considered in the decision 
making of long range aircraft 
Establishing an efficient flight trajectory was validated in Chapter 4 and is also reflected in the 
results of this chapter. A statistical approach is taken by generating 500 possible solutions to 
the given problem. Multiple possible trajectories, velocity profiles and departure and arrival 
times are generated. The possible departure and arrival times are shown alongside their 
frequency. The frequency is an indicator of how optimal a particular variable is. That is, the 
time with the highest frequency reflects the most optimal time to depart or land. The lower the 
frequency, the less optimal the variable. 
A summary of the departure and arrival times with the highest frequencies is provided in Table 
6.12.  
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Table 6.12 Summary of optimal departure and arrival times for all flights optimised 
Flight Aircraft 
Type 
Altered 
Departure 
Time  
(AEST) 
Optimal 
Departure 
Time(s) 
(AEST) 
Altered 
Arrival 
Time 
(AEST) 
Optimal 
Arrival 
Time(s) 
(AEST) 
1 B738 05:00 05:01 / 05:03 08:25 08:24 
2 A320 06:45 06:46 08:25 08:30 
3 B738 07:15 07:16 08:26 08:26 
4 A332 06:45 06:48 08:26 08:28 
5 A333 21:55 21:55 08:27 08:32 
6 A320 07:15 07:20 08:27 08:22 
7 B738 06:45 06:47 08:28 08:23 / 08:29 
8 A333 23:30 23:30 08:28 08:27 
9 B777 21:20 21:20 08:29 08:25 
10 B738 07:15 07:19 08:29 08:34 
 
The summary provided in Table 6.12 reflects the variables with the highest frequencies, i.e. the 
most optimal values for the example provided. Looking at these values it is evident that the 
long range aircraft were not given precedence for landing. Flight 5 is shown to land five 
minutes after its scheduled arrival time in comparison to Flight 3, a short range flight, which 
lands on time and is only delayed for one minute at departure. In fact, Flight 1 is the only short 
range flight that does not have a conflicting departure time and the greatest delay applied to 
this flight in this scenario is three minutes. It is also shown to land one minute early and not 
incur a delay for arrival. These behaviours, in addition to other factors discussed in detail in 
this chapter, strongly reflect how the proposed model addresses both aircraft on the ground and 
aircraft in the air. Favouritism is not evident for long range flights. The aircraft queued for 
departure are not subject to large delays to cater for the anticipated conflict at their intended 
arrival destination. The optimal arrival times do not follow a trend with respect to aircraft size, 
therefore reflecting the validity of the equal weights applied to the objectives prior to running 
the model.  
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7. Conclusion 
Since the first flight of 1903 the aviation industry has seen an exponential growth in its 
development and success over the ensuing decades. While economically beneficial, the growth 
of civil transport has ultimately led to other issues including increased carbon emissions, 
increased controller workload, air-traffic bottlenecks and increased delays. The limitations of 
ATM and ATFM are a result of a complex environment being managed through narrow rules 
and procedures and dated technology. 
There exists an abundant amount of research in ATC, ATM and ATFM. The research varies 
from suggested improvements to operations, potential software developments, changes to 
regulatory policies and guidelines and more. Despite the plethora of studies available, 
knowledge gaps are still present. The limitations and issues associated with airspace 
management change over time with increased passenger transport movements. The issues 
addressed within this research are uncertainty in aircraft trajectories and decision making based 
on available information. The two issues are related as one ultimately contributes to the other. 
Decision making based on available information is dependent on the accuracy of that 
information. Uncertainty in a flight path leads to a reluctance in acting on available information 
as the reliability of that data is indeterminate at early stages in a flight path.  
This research looks at reducing uncertainty in long-range flow flights through strategic decision 
making based on pre-empted delay. Applications in data management are applied to achieve a 
more predictable environment. Despite the expansive body of research associated with ATM 
and ATFM, research gaps are still present. The issues associated with air transport propagate 
concurrently with the growth and evolution of civil aviation and advancements in technology 
have failed to keep up with the ensuing issues. It should be noted that sufficient navigation 
technology does exist. The resources to develop modern equipment are available. The reason 
for technology failing to keep up with civil aviation’s growth, and the inherent issues associated 
with that growth, stems from the conservative nature of the industry. Changes to air navigation 
and transport cannot be implemented overnight. There cannot be a trial period for proposed 
improvements or changes. The risks to passenger safety are too high. As a result, research 
proposing changes to processes or procedures will be adopted very slowly.  While this approach 
ensures passenger safety and ATC competency, it does ultimately result in the slow progression 
of advancements of procedures and practices.  
This thesis contributes to the existing body of research through the incorporation of a multi-
criteria optimisation model as a means of strategic decision making. The model is a reflection 
of an applied theory. The term “applied theory” is used often and can be misinterpreted. With 
respect to this research, applied theory refers to a new theory that is proposed and is supported 
by experimental evidence.   
This research provides a proof of concept to demonstrate that the approach proposed for 
reducing uncertainty and improving decision making based on available information is 
feasible. There was a level of consistency in the results generated for each chapter. That is, 
there were no major discrepancies evident between the results of different examples. 
Consistency in the results indicates a level of continuity within the developed model. 
Refinement is vital in a complex problem like airspace management. ATM procedures and 
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regulations cannot be changed instantly. There are too many variables and stakeholders to 
consider. Changes need to be implemented gradually and in parallel with the existing system.  
Additionally, one of the key inputs of this research is strategic decision making. Specifically 
looking at decisions made based on pre-empted delays. By implementing a system that only 
allows for minor pre-empted decision to be made based on predictions, the repercussions of 
possible false predictions become minimal and easier to rectify. This minimises the dependence 
on the accuracy of error margins in forecasted data. Consistency between the results therefore 
reflects the practicality of making minor decisions based on available information.  
The overarching research question outlined for this research is; 
What improvements can be made from changing the way in which data/information is 
managed and utilised within an ATFM environment? 
 
To address this issue, three research questions were formulated and addressed in this thesis. 
The questions and respective findings are as follows.  
 
1. How can efficiency, in terms of fuel consumption and reduced delays, be improved 
compared to current practices? 
 
Efficiency, in terms of fuel consumption and reduced delays, can be improved from current 
practices through improved strategic decision making. For a given set of flights, overall fuel 
consumption was minimised with fixed departure and arrival times, by allowing speed, altitude 
and heading changes subject to minimum separation requirements. Data from 10 domestic and 
international flights arriving at Sydney International Airport were used for comparison. In 
Chapter 3, the flight trajectories of all 10 flights were optimised for minimum overall fuel 
consumption. Fuel consumption was estimated mainly by using real operational flight data, as 
detailed in Appendix C. When comparing the results to the estimated fuel consumption, savings in fuel 
were evident.  In terms of speed and altitude variation it was observed that altitude was relatively 
consistent across the trajectories; however, all trajectories reflected high altitudes in 
comparison to the real operational data. Velocity trends displayed variations and perturbations 
along the flight path, specifically when the flights were closer to the intended arrival 
destination. As all ten flights are arriving within a small time frame, changes to velocity closer 
to the arrival destination would mean the aircraft are being organised for arrival. Overall fuel 
consumption is optimised in parallel to departure and arrival times. Fuel consumption used to 
be a large factor that defined flight efficiency; however, the definition of efficiency has 
changed. While fuel consumption is still a critical factor, the definition has come to associate 
other factors alongside fuel consumption, including time related costs. 
 
Current practices apply little to no strategy in flow management at terminal areas during peak 
conditions (CASA, 2015). In an environment heavily bounded by rules, regulations and 
standard practices, it is incredibly difficult to attempt to be innovative, specifically in a time 
critical environment. Strategic decision making adds a layer of opportunistic alternatives within 
an environment that would not facilitate it otherwise. Chapter 5 demonstrated how strategic 
decision making can be improved through the incorporation of dynamic re-optimisation, 
Problem 3 within Chapter 5 introduces a change 15 minutes prior to arrival. The results show 
variations in velocity for all ten flights, but no changes to heading, i.e. vectoring. In a real life 
scenario, vectoring is a commonly used tactic for managing flights around the terminal area (it 
is also used en-route). The results of Chapter 5 do not show any form of vectoring during the 
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final stage of the trajectory. Vectoring at a later stage in a trajectory is considered inefficient 
and results in increased costs (CASA, 2015). In comparison, Problem 1 and Problem 2 within 
Chapter 5 introduce a change at an earlier stage in the flight path. The results of Problem 1 and 
Problem 2 showed altitude and velocity variations over time in response to an introduced 
change. This shows that awareness of a change to a flight path can be strategically managed; 
however, the closer an aircraft is to its arrival destination, the less opportunities there are to 
strategically manage a change. The closer the aircraft is to its arrival destination, the less 
flexible the trajectory becomes. The results of Chapter 5 are indicative of more efficient 
solutions and a lack of vectoring within the generated results is in line with the aims of a more 
efficient solution. 
 
 
2. What strategic advantages can be achieved through incorporating varying 
weighted objectives that fluctuate subject to circumstance or need?  
 
In reality, aircraft do not always depart or arrive at their scheduled time. External influences 
may cause delay which translates to additional airline cost resulting from extra landing fees, 
passenger rescheduling cost and a general loss of reputation. A more realistic air traffic flow 
optimisation problem should reflect a trade-off between fuel consumption and delay. This is a 
multi-objective optimisation problem. There are several multi-objective optimisation 
techniques. The Pareto method is well-known and requires significant computational effort and 
the best solution still needs to be selected a posteriori. A simpler approach is to formulate a 
new single objective function that is a composition of the various objectives with weight factors 
to change the relative level of importance. 
 
A weighted objective facilitates a strategic prioritising approach to decision making. Balancing 
the importance of multiple objectives to achieve a desired outcome, through a weighted 
objective approach, will improve overall efficiency. The benefit of weighted objectives is the 
ability to alter the importance of one variable in comparison to another to meet changing 
requirements. This approach caters to the dynamically changing environment of ATM, while 
continuing to provide an opportunity for strategic approaches to flow management. The 
additional benefit of this approach is the ability to salvage a level of efficiency or optimality in 
a flight trajectory imposed with delays or changes to circumstance. By prioritising either time 
or fuel, the cost of a delay applied to a flight can be alleviated. A small window of opportunity 
for strategic decision making still exists within such a scenario. The challenge is determining 
where that window lies and effectively what variable should be prioritised.  
 
The results of Chapter 4 demonstrated the benefits of a weighted objective approach. The first 
example applied equal weights to fuel consumption, departure time and arrival time. The results 
did not show leniency towards any objective. The second example prioritised departure time 
and the results of this example show that the largest departure delay is a mere three minutes. 
The third example prioritised arrival time and, consistently with the previous example, the 
results showed the greatest delay to be three minutes. The final example prioritised fuel 
consumption and the results showed higher consideration for how long the heavier aircraft were 
in the air. Favouritism in one objective over another was evident in the four example problems 
conducted. 
 
The implementation of weights reflects a strategic prioritising approach to decision making. 
Fuel consumption and time both contribute to overall flight efficiency. Establishing a balance 
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between the variables is key to generating an efficient trip; however, while ideal, a balance 
between fuel and time is not always achievable. Unexpected changes to flight plans often leads 
to scenarios in which one variable must be prioritised over another. The results of Chapter 4 
demonstrated examples that clearly showed how the objective functions were weighted. The 
key advantage of a multi-criteria problem is that while one objective may take priority over 
another, the importance of that objective is not negated. There is still a drive to generate a 
solution that reflects some form of optimality. Therefore, while one objective may be 
prioritised, the remaining objectives are still catered to, with the intent of generating a solution 
that reflects overall flight efficiency.      
 
3. What improvements to decision making under uncertainty can be made by 
anticipating delays? 
Including past, present and future information into decision making will allow for trends in 
information to be identified, reducing the inherent ambiguity in flight trajectories. Resultantly, 
improvements to decision making under an uncertain environment can be made by facilitating 
more informed and strategic decision making. Note, uncertainty cannot be entirely eliminated. 
ATM is an incredibly dynamic environment that deals with uncontrollable variables such as 
weather. An expectation of eliminating uncertainty entirely is not realistic. However, what can 
be achieved is a reduction in the ambiguity of flight trajectories.  
Chapter 6 explores how a Monte Carlo approach can be used to demonstrate the benefits of a 
statistical analysis of possible solutions to a particular scenario. A statistical approach is taken 
by generating 500 possible solutions to the given problem. The results of the Monte Carlo 
simulation show more than one possible optimal solution and the likelihood of achieving that 
solution. It provides a quantitative reflection of alternate outcomes within a given problem. The 
earlier chapters provided one solution to each problem. A deterministic answer to an ATFM 
problem is not realistic. ATM and ATFM reflect a stochastic environment that is not suited to 
definitive solutions. What happens if the proposed optimal departure or arrival time cannot be 
met? The Monte Carlo approach provides multiple possible solutions that all yield an outcome 
that reflects some level of optimality, subject to how optimality is defined. Choosing the best 
solution is dependent on the requirements of the problem at hand.  
The results of Chapter 6 show how the proposed theory takes into consideration both aircraft 
on the ground and aircraft in the air. This is evident as the results do not show favouritism for 
long range flights in comparison to flights with a shorter duration. The aircraft queued for 
departure are not subject to large delays to cater for any anticipated conflict at their intended 
arrival destination. Specifically, Table 6.13 shows a larger delay to a long range flight in 
comparison to shorter range while 6.14 shows the largest delay to a short range flight. The 
optimal arrival times do not follow a trend with respect to aircraft size (by comparison the 
results of Chapter 4 showed heavier aircraft landing before lighter aircraft when fuel 
consumption was being prioritised), therefore reflecting the validity of the equal weights 
applied to the objectives prior to running the model.  
All three research objectives are addressed within all three approaches; multi-criteria weighted 
objective, dynamic re-optimisation and a Monte Carlo approach to achieve multiple possible 
solutions.  
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7.1. Recommendations 
The four-dimensional model was developed in support of the applied theory proposed. This 
research does not claim to have contributed to the field of software development. The 
optimisation model has produced credible results with respect to this research. It has 
contributed to supporting the proposed concepts of the applied theory detailed; however, it does 
have its limitations. Firstly, the number of input variables increase significantly with the 
number of flights. This is a result of having one minute increments in order to minimise the 
distance between increments. This approach is adequate for the purpose of this research; 
however, when computation time is a factor in the success of a product, this approach would 
be incredibly limiting. BADA 3.6 was also implemented into the model. The limitations of 
BADA are discussed in detail in Appendix A. In parallel with this, the methodology behind 
calculating fuel consumption introduced a number of assumptions aimed at simplifying the 
model. A more comprehensive approach would yield results more reflective of a practical 
scenario. These sensitivities are acknowledged when analysing the results of each chapter. It is 
encouraged that future research improve upon the limitations detailed. 
Wind optimal trajectories is a concept that has been covered in a multitude of research in 
addition to being successfully implemented in Airservices Australia’s Flextracks program. 
Introducing wind optimal flight paths in parallel with the weighted objective approach of this 
research is recommended for future studies. The implementation of meteorological data 
detailing wind magnitude and bearing can add another level of sophistication to strategic 
decision making. Some basic progress was made in this area, and is detailed in Appendix E. 
The reasons for excluding wind optimal trajectories from the developed model involve 
complexity and scope. The developed model makes a number of simplifications in order to 
reduce complexity. The inclusion of meteorological data would have added further complexity 
to the model that may have contradicted the simplifications made in the existing framework. 
Additionally, this thesis looks contributing to a niche research gap. The inclusion of wind 
optimal trajectories would have added a broader scope. Within this research, steps were made 
towards introducing wind models into the overall system. Appendix E provides a detailed 
overview of the steps made towards exploring ways of utilising meteorological data.  
Terminal procedures were excluded from this research for the purpose of reducing complexity 
and ensuring that the scope of the thesis remained niche. More efficient and effective terminal 
procedures is a research area in and of itself. It would be interesting to see future research 
explore the inclusion of terminal procedures in the proposed applied theory. Noting that the 
complexity of the model would increase significantly. Procedure design is complex. While a 
plethora of research exists in this area, it should be noted that few studies consider regulatory 
limitations on procedure designs. It would be very interesting for future studies to explore 
implementing procedure designs that meet current regulatory standards. The requirements of 
these standards include considerations such as obstacle clearance height, noise abatement for 
surrounding areas and airport runway capabilities. Such a study would have to select a few 
airports and research their geographical location, average aircraft movements, noise restrictions 
and multiple other factors.  
Additional research on designing ATM systems and operational procedures in line with 
advanced methodologies should also be considered in future studies. Specifically, it would be 
very interesting if future studies explored the implementation of aspects of this research into 
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future ATM systems such as NextGen and SESAR. These programs investigate very similar 
objectives to those identified within this research. These objectives include information 
sharing, establishing faster and more efficient flight routes between destinations, increasing 
available airspace capacity and increasing overall efficiency of ATM systems. This research 
does not include is operational procedures into the analysis. The model produced provides a 
simplified reflection of flight trajectories. Future research should consider how the 
methodology and approach proposed within this research can be with programs similar to 
NextGen or SESAR as a decision support tool. For example, applying weighted objectives to 
achieve selective strategic decision making along a flight path across airspace that is more 
congested and complex, for example European airspace. The addition of operational 
procedures adds a layer of complexity. Safety is the highest priority when developing 
operational procedures. As a result, operational procedures do not necessarily achieve the most 
efficient outcome. Inputting operational procedures into a system, such as the system proposed 
within this research, will decrease the flexibility of decision making. It would be very 
interesting if future research explored what kind of benefits the proposed decision support tool 
could achieve in a narrow environment.  
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Appendix A. Base of Aircraft Data 
An aircraft performance database developed by the Eurocontrol Experimental Centre (EEC) 
and designed for ATM research is used for modelling aircraft performance. Base of Aircraft 
Data (BADA) models aircraft as a point and aircraft motion as the result of underlying forces. 
BADA 3 version 6 (BADA 3.6) was used within the context of this research.  
Within this research, aircraft performance is modelled with respect to fuel consumption 
considerations. The purpose of this research is not to analyse individual aircraft performance 
within a defined flight path. This research focuses on ATFM and methods of improving current 
practices. Minimum fuel consumption is an objective within the defined multi-objective 
function, in parallel with on-time arrivals and minimum delays. Aircraft performance 
modelling is utilised for the purpose of calculating fuel consumption. Limitations of BADA 3 
are taken into consideration when evaluating results.  
Limitations of the BADA 3 model are analysed in (Nuic 2005) to determine the accuracy over 
different flight envelopes. Two scenarios are modelled using BADA 3.6 data. The first scenario 
is modelled within a range of normal operating conditions, a total of 25 climb and descent flight 
profiles (the results of 18 climb and descent profiles are shown in the results in figure 5 below 
(Nuic 2005). The second scenario modelled 324 flight profiles covering a larger flight envelope 
of between ISA+0 and ISA+30 conditions (the results of 195 climb and descent profiles are 
shown in the results in figure 6 below). The results for absolute error of the vertical speed 
ℎ (𝑓𝑓𝑛𝑛𝑚𝑚) for scenario 1 and 2 are shown in Figure A.1 and Figure A.2 respectively.  
 
Figure A.1 Absolute error of h (fpm) for 18 climb and descent profiles, ISA+0, Mach 0.48-
0.88 ((Nuic, 2005) page 6) 
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Figure A.2 Absolute error of h (fpm) for 195 climb and descent profiles, ISA+0, Mach 0.26-
0.9 ((Nuic, 2005) page 6) 
Figure A.1 and Figure A.2 demonstrate reduced accuracy of the BADA 3.6 model when flying 
outside of normal operating conditions. Figure A.1 demonstrates a reduced absolute error for 
normal operating conditions, indicating improved accuracy for performance modelling within 
that flight envelope. The normal operating conditions or area of least absolute error (less than 
100 fpm) for both flight profiles appears to be between Mach 0.4-0.8.   
BADA 3 is not the most recent model. The newest performance model available is BADA 4. 
(Nuic 2005) also provides a comparison between BADA 3 and BADA 4 demonstrating the 
improvements to expanding the flight envelope for vertical speed, drag, thrust and fuel 
consumption. Figure A.3 and Figure A.4 show the vertical speed error as a function of Mach 
number and pressure altitude. 
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Figure A.3 Absolute error of h (fpm), ISA+15, BADA 3 ((Nuic, 2005) page 10) 
 
Figure A.4 Absolute error of h (fpm), ISA+15, BADA 4.0 ((Nuic, 2005) page 10) 
Comparing Figure A.3 and Figure A.4 shows a larger flight envelop with an absolute error less 
than 100 fpm evident from roughly Mach 0.3-0.9 in comparison to BADA 3 which shows a 
flight envelope between Mach 0.4-0.8. The average error is reduced by 451% in BADA 4.0.  
For thrust coefficient error demonstrates a reduced error of 375% in BADA 4.0, as shown in 
Figure A.5 compared to BADA 3 shown in figure 10. Figure A.5 and Figure A.6 show the 
thrust coefficient error as a function of Mach number and pressure altitude.  
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Figure A.5 Absolute error of C_T, ISA+15, BADA 3 ((Nuic, 2005) page 10) 
 
Figure A.6 Absolute error of C_T, ISA+15, BADA 4.0 ((Nuic, 2005) page 10) 
 
The fuel consumption coefficient error is reduced by 489% in BADA 4. Figure A.7 and Figure 
A.8 show fuel consumption as a function of Mach number and pressure altitude.  
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Figure A.7 Absolute error of C_F, ISA+15, BADA 3 ((Nuic, 2005) page 11) 
 
Figure A.8 Absolute error of C_F, ISA+15, BADA 4.0 ((Nuic, 2005) page 11) 
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Appendix B.  Flight Performance Equations  
B.1  Standard Atmosphere 
In 1952 ICAO established an internationally accepted atmospheric model, the International 
Standard Atmosphere (ISA) (Talay 1975). The ISA defines mean sea level conditions as 
described in Table B.1. 
Table B.1 Mean sea level conditions of ISA 
Condition Variable Value Dimension 
Acceleration due to Gravity 𝑔𝑔0 9.81  𝑚𝑚/𝑠𝑠2 
Density 𝜌𝜌0 1.225  𝐾𝐾𝑔𝑔/𝑚𝑚3 
Pressure 𝑃𝑃0 101,325  𝑁𝑁/𝑚𝑚2 
Speed of Sound  𝑎𝑎0 340.294  𝑚𝑚/𝑠𝑠 
Temperature 𝑇𝑇0 288.15  °𝐾𝐾 
 
The tropopause refers to the boundary between the Earth’s troposphere and the stratosphere. 
Under ISA conditions, this boundary is located at approximately 11000 metres (Talay 1975). 
Changes to the conditions described in Table B.1 will vary below and above the tropopause. 
Figure B.1 illustrates changes to temperature, under ISA conditions, both below and above the 
tropopause.  
 
Figure B.1 Temperature variations under ISA conditions 
Below the tropopause, temperature decreases as altitude increases at a constant rate of −6.5℃ 
for every 1000 𝑚𝑚 (Cavcar 2000), this is commonly referred to as the temperature lapse 
(Allerton 2009). Therefore, below the tropopause, temperature, 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛, in Kelvin, can be 
described using Equation B.1.  
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𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛 = 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛0 − 6.5 × ℎ1000          (B. 1) 
     
Where, ℎ is the altitude in metres, and 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛0 is the temperature at sea level, in Kelvin. ℎ is 
subject to maximum operating altitude, ℎ𝑀𝑀𝑀𝑀, in feet, defined by BADA 3.6 for each aircraft 
type. Note, due to the effects of the shape of the Earth and the Earth’s mass distribution, the 
gravitational force reduces as altitude increases (Allerton 2009). This means that an aircraft’s 
altitude (the geometric height) also has a geopotential height which caters for the reduction in 
the gravitational force. Theoretically, the geopotential height should be used to calculate 
density, pressure and temperature at altitude. Within the context of this research, the 
geopotential height is ignored and the geometric height is used for the purpose of simplicity. 
Research into aircraft performance should utilise the geopotential height for improved accuracy 
of flight data; however, since this research is more focused on flow management, the 
geopotential height is replaced with the geometric height (aircraft altitude).  
Above the tropopause the temperature is constant. 
𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 216.65 𝐾𝐾  
When deriving pressure under ISA conditions, air is assumed to be a perfect gas (Cavcar 2000). 
Pressure variations with altitude, under ISA conditions are depicted in Figure B.2. 
 
Figure B.2 Pressure variations under ISA conditions 
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Below the tropopause, pressure decreases as altitude increases. Pressure below the tropopause, 
P, can be derived from the hydrostatic equation and the perfect gas law equation, Equations 
B.2 and B.3 respectively.  
𝑑𝑑𝑃𝑃 = −𝜌𝜌𝑔𝑔0𝑑𝑑ℎ                               (B. 2) 
      
𝑃𝑃 = 𝜌𝜌𝛾𝛾𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛                         (B. 3) 
          
Where, 𝛾𝛾 denotes the real gas constant for air, 287.04 𝑚𝑚2/𝐾𝐾𝑠𝑠2, 𝑔𝑔0 is the gravitational 
acceleration, 9.81 𝑚𝑚/𝑠𝑠2 and dh is the change in height in metres. Dividing Equation B.3 into 
Equation B.2 yields the following expression. 
 
𝑑𝑑𝑃𝑃
𝑃𝑃
= − 𝜌𝜌𝑔𝑔0𝑑𝑑ℎ
𝜌𝜌𝜌𝜌𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡
= −� 𝑔𝑔0
𝜌𝜌𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡
�𝑑𝑑ℎ                                 (B. 4) 
        
Integrating Equation B.4 between ℎ0 = 0 and an arbitrary height, h, and arbitrary pressures, 𝑃𝑃0 
and P, yields Equations B.5. 
∫
𝑑𝑑𝑃𝑃
𝑃𝑃
𝑃𝑃
𝑃𝑃0
= −𝑔𝑔0
𝜌𝜌
∫
𝑑𝑑ℎ
𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡0−0.0065ℎℎℎ0=0                                                              (B. 5)  
Evaluating the integration described in Equation B.5 yields the following expression. 
𝑃𝑃 = 𝑃𝑃0 �1 − 0.0065 ℎ𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡0�5.2561                                                        (B. 6) 
  
Unlike temperature, pressure is not constant above the tropopause. However, since temperature 
is constant above the tropopause, pressure can be derived by substituting temperature and 
height conditions at the tropopause, 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 216.65 𝐾𝐾 and ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 11000 𝑚𝑚. Integrating 
Equation B.5 between ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and an arbitrary height h using a constant temperature, 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 
yields the following expression.  
∫
𝑑𝑑𝑃𝑃
𝑃𝑃
𝑃𝑃
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
= − 𝑔𝑔0
𝜌𝜌𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
∫ 𝑑𝑑ℎ
ℎ
ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡=11000
           (B. 7) 
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Integrating Equation B.7 yields Equation B.8. 
𝑃𝑃 = 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐− 𝑔𝑔0𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(ℎ−ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)                                                   (B. 8)
     
Density, 𝜌𝜌, in 𝑘𝑘𝑔𝑔/𝑚𝑚3, below the tropopause can be derived by substituting the perfect gas 
equation, Equation B.3, into Equation B.8, which generates the following expression.  
𝜌𝜌 = 𝜌𝜌0 � 𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡𝑇𝑇𝜌𝜌𝑚𝑚𝑡𝑡0�− 𝑔𝑔𝑘𝑘𝑇𝑇𝑅𝑅−1                                      (B. 9)                                                                  
  
Where, − 𝑔𝑔
𝑘𝑘𝑇𝑇𝜌𝜌
− 1 ≈ 4.25864 
𝛾𝛾 denotes the real gas constant for air, 287.04 𝑚𝑚2/𝐾𝐾𝑠𝑠2, 𝑔𝑔 is the gravitational acceleration, 9.81 𝑚𝑚/𝑠𝑠2, 𝑘𝑘𝑇𝑇 is the ISA temperature gradient with altitude below the tropopause, 
−0.0065 °𝐾𝐾/𝑚𝑚, 𝜌𝜌0 is the density at sea level, 1.225 𝑘𝑘𝑔𝑔/𝑚𝑚3, and 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛0 is the temperature at 
sea level in Kelvin.  
 
Above the tropopause, the air density, 𝜌𝜌, in 𝑘𝑘𝑔𝑔/𝑚𝑚3 is calculated using Equation B.10, also 
derived from substituting the perfect gas equation into Equation B.8.  
 
𝜌𝜌 = 𝜌𝜌𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝑐𝑐−� 𝑔𝑔𝑅𝑅∙𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�∙�ℎ−ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�                                               (B. 10) 
 
An alternative means of deriving density, pressure and temperature at altitude is to use lookup 
tables developed from atmospheric data and interpolating between tabular values. The 
equations detailed above are used within this research because they are simple to implement in 
a model and are commonly used in flight simulation.  
B.2  Aerodynamic Lift 
As an aircraft moves through the air, the air passing over the wing may differ from the air 
passing under the wing. This difference results in a difference in pressure above and below the 
wing. The lower pressure above the wing produces an upward lift force, perpendicular to the 
aerofoil, as depicted in Figure B.3. 
 
Figure B.3 Difference in pressure over aerofoil 
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The magnitude of the lift force is dependent on the aircraft’s velocity, the density of the air and 
the angle of incidence, also referred to as the angle of attack, ∝, depicted in Figure B.3. Lift 
increases linearly with the angle of attack, up to approximately 10-15 degrees (Allerton 2009). 
The lift equation, Equation B.12, is proportional to the dynamic pressure, q, and the wing area, 
A. The dynamic pressure is taken from Bernoulli’s equation, Equation B.11, which defines the 
total pressure as the sum of static pressure and the dynamic pressure. 
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡 = 𝑃𝑃𝑠𝑠𝑡𝑡𝑎𝑎𝑡𝑡𝑠𝑠𝑠𝑠 + 𝑐𝑐                                                                                                      (B. 11) 
Where 𝑐𝑐 =  1
2
𝜌𝜌𝑉𝑉2 
𝐿𝐿 = 1
2
𝐶𝐶𝐿𝐿𝑆𝑆𝜌𝜌𝑉𝑉
2              (B. 12)
   
The coefficient of lift, 𝐶𝐶𝐿𝐿, defines the ratio between the lift force, L, and the dynamic pressure, 
q, with respect to wing reference area, S. To simplify the equation, cruising conditions are 
assumed, in which aircraft lift equals aircraft weight, W, in steady-state conditions and during 
straight-and-level flight. Substituting this into the lift equation and rearranging for 𝐶𝐶𝐿𝐿, results 
in Equation B.13. Note, 𝐶𝐶𝐿𝐿 is a dimensionless parameter.  
𝐶𝐶𝐿𝐿 = 2𝑊𝑊𝜌𝜌∙𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇2∙𝑆𝑆∙𝑠𝑠𝑡𝑡𝑠𝑠 𝛾𝛾𝑐𝑐                                                                                                       (B. 13) 
Where 𝑊𝑊 = 𝑎𝑎𝑑𝑑𝑎𝑎𝑐𝑐𝑎𝑎𝑎𝑎𝑓𝑓𝑡𝑡 𝑤𝑤𝑐𝑐𝑑𝑑𝑔𝑔ℎ𝑡𝑡 𝑑𝑑𝑚𝑚 𝑁𝑁 
Climb angle, 𝛾𝛾𝑠𝑠 is calculated using Equation B.18.  
Equation B.13 can be simplified to the following expression. Note, this simplification is only 
applied for the phases of steady-and-level flight where the climb angle is assumed to be zero.  
𝐶𝐶𝐿𝐿 = 2∙𝑚𝑚∙𝑔𝑔𝜌𝜌∙𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇2∙𝑆𝑆                                                                                                                (B. 14) 
Where m represents the aircraft mass in Kg, g denotes the gravitational acceleration, taken as 9.81 𝑚𝑚/𝑠𝑠2,  𝜌𝜌 is the air density in kg/𝑚𝑚3 and S is the wing surface area in 𝑚𝑚2. The aircraft 
mass is not constant. The value reduces over the duration of the flight.  
The coefficient of lift is dependent on the angle of attack and the shape of the aerofoil. A typical 
𝐶𝐶𝐿𝐿 curve is depicted in Figure B.4.  
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Figure B.4 Lift curve characteristics 
 
The trend shows a linear increase in 𝐶𝐶𝐿𝐿 until the curve reaches 𝐶𝐶𝐿𝐿𝑚𝑚𝑎𝑎𝑥𝑥 at ∝𝑚𝑚𝑎𝑎𝑥𝑥. After  ∝𝑚𝑚𝑎𝑎𝑥𝑥 the 
aircraft will stall due to an increase in turbulent air above the aerofoil, leading to a significant 
reduction in lift (Allerton 2009). Stalling is directly dependent on angle of attack not airspeed. 
In various texts, references to stall speed are made because most aircraft lack an angle of attack 
gauge. Therefore, the stall speed reflects the speed at which an aircraft can be flown before ∝ 
surpasses ∝𝑚𝑚𝑎𝑎𝑥𝑥. In the four dimensional model generated, the variables are constrained such 
that 𝐶𝐶𝐿𝐿 ≱  𝐶𝐶𝐿𝐿𝑚𝑚𝑎𝑎𝑥𝑥.  
 
B.3 Aerodynamic Drag 
In very basic terms, drag is the aerodynamic force that opposes the motion of the aircraft. In 
steady-and-level flight, just as lift directly opposes aircraft weight, drag directly opposes 
aircraft thrust, as shown in Figure B.5.. During other phases of flight, the definition and 
evaluation of drag is more complex.  
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Figure B.5 Aerodynamic forces in steady-and-level flight 
The expression for the coefficient of drag, 𝐶𝐶𝐷𝐷, a dimensionless parameter, is expressed as a 
combination of an aircraft’s parasite drag (skin friction drag) and induced drag (aerodynamic 
drag), as detailed in Equation B.15. 
𝐶𝐶𝐷𝐷 = 𝐶𝐶𝐷𝐷𝑡𝑡 + 𝐶𝐶𝐿𝐿2𝜋𝜋𝜋𝜋𝜌𝜌𝜌𝜌                                                                                                            (B. 15) 
𝐴𝐴𝛾𝛾 =  𝑏𝑏2
𝑆𝑆
                                                                                                                         (B. 16) 
Where, 𝐶𝐶𝐷𝐷𝑡𝑡 represents the parasitic drag coefficient taken from BADA 3.6. The second term 
in Equation B.15 represents the induced drag. e refers to the aircraft efficiency factor and AR 
denotes the aspect ratio. The aspect ratio is determined from the wing span, b, and wing 
reference area, S, as shown in Figure B.6. 
 
Figure B.6 Aircraft wing dimensions 
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Aircraft drag, D, in Newtons, is determined from the following expression.  
𝐷𝐷 = 𝐶𝐶𝐷𝐷∙𝜌𝜌∙𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇2∙𝑆𝑆
2
                                                                                                              (B. 17) 
Where, 𝜌𝜌 is the air density in 𝑘𝑘𝑔𝑔/𝑚𝑚3, 𝑆𝑆 is the wing reference area 𝑚𝑚2 and 𝑉𝑉𝑇𝑇𝜋𝜋𝑆𝑆 is the true 
airspeed in 𝑚𝑚/𝑠𝑠. 
 
B.4  Propulsive Forces 
The climb angle, 𝛾𝛾𝑠𝑠, is the angle between the horizontal to the Earth’s surface and the flight 
path of the aircraft, as depicted in Figure B.7. This differs from the pitch angle, ∅, which is the 
angle between the horizontal to the Earth’s surface and the aircraft attitude and the angle of 
attack, 𝛼𝛼, which is the angle between the oncoming air or the relative wind and a reference line 
on the aircraft wing, generally the aerofoil chord.  
 
Figure B.7 Aircraft forces in climb 
Based on Figure B.7 the climb angle, 𝛾𝛾𝑠𝑠, in radians, can be determined from the following 
expression.  
𝛾𝛾𝑠𝑠 = sin−1(𝑎𝑎. 𝑏𝑏)                 (B. 18) 
         
Where a and b represent vectors in the Z and Y axis respectively.  
The thrust, in Newtons, is calculated by summing the drag, D, and the climb gradient, sin 𝛾𝛾𝑠𝑠, 
subject to the aircraft’s weight, W, as detailed in Equation B19.  
𝑇𝑇ℎ𝑎𝑎𝑢𝑢𝑠𝑠𝑡𝑡 = 𝐷𝐷 + 𝑊𝑊𝑠𝑠𝑑𝑑𝑚𝑚𝛾𝛾𝑠𝑠                                                                                                    (B. 19) 
Where 𝛾𝛾𝑠𝑠 is the aircraft climb angle and the aircraft weight, W, is taken as the total mass, m, 
multiplied by the gravitational acceleration, g. A maximum thrust constraint is applied to the 
four dimensional model to ensure aircraft do not exceed that limit.  
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The true airspeed, 𝑉𝑉𝑇𝑇𝜋𝜋𝑆𝑆, is calculated in 𝑚𝑚/𝑠𝑠 using the following expression.  
 
𝑉𝑉𝑇𝑇𝜋𝜋𝑆𝑆 = 𝑀𝑀 × �𝛾𝛾 ∙ 𝛾𝛾 ∙ 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛                      (B. 20)
      
Where 𝑀𝑀 is the Mach number, 𝑇𝑇𝑐𝑐𝑚𝑚𝑛𝑛 is the local temperature at altitude, defined in kelvin, R 
is the universal gas constant for air, 287.04 𝑚𝑚2/𝐾𝐾𝑠𝑠2 and 𝛾𝛾 is the isentropic expansion 
coefficient for air, taken as 1.4. The value of 𝑉𝑉𝑇𝑇𝜋𝜋𝑆𝑆 is dependent on maximum operating speed, 
𝑉𝑉𝑀𝑀𝑀𝑀, in 𝑘𝑘𝑚𝑚𝑡𝑡𝑡𝑡𝑠𝑠, maximum operating Mach number, 𝑀𝑀𝑀𝑀𝑀𝑀, and maximum operating altitude, 
ℎ𝑀𝑀𝑀𝑀, in 𝑓𝑓𝑐𝑐𝑐𝑐𝑡𝑡. These values are taken from BADA 3.6 for each aircraft type. 
The thrust specific fuel consumption (TSFC) is essentially a measure of how much fuel is 
consumed per time period, per unit of thrust. Within the BADA 3.6 user manual it is defined 
per kg, per minute, per kN of thrust (kg/min/kN). As this parameter is highly dependent on 
aircraft type, the equation for TSFC is taken directly from the BADA 3.6 user manual (Nuic 
2004), with limitations of the data taken into consideration when analysing results. The 
limitations of using BADA 3.6 are detailed in Appendix A.  
𝑇𝑇𝑆𝑆𝐹𝐹𝐶𝐶 = 𝐶𝐶𝑓𝑓1 × �1 + 𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇𝐶𝐶𝑓𝑓2 �                 (B. 21)
        
Where, 𝐶𝐶𝑓𝑓1 is the 1st thrust specific fuel consumption coefficient, in kg/min/kN for a jet aircraft, 
and 𝐶𝐶𝑓𝑓2 is the 2nd thrust specific fuel consumption coefficient, in knots, detailed in BADA 3.6.  
The nominal fuel flow, 𝑓𝑓𝑛𝑛𝑡𝑡𝑚𝑚, can be determined, in kg/min, from the following expression. 
 𝑓𝑓𝑛𝑛𝑡𝑡𝑚𝑚 = 𝑇𝑇𝑆𝑆𝐹𝐹𝐶𝐶 × 𝑇𝑇                     (B. 22)
             
As each flight path is defined by a number of points between the departure and arrival 
destinations, range does not refer to the overall flight range. Instead, the range, R, refers to the 
Euclidean distance, in metres, between two consecutive points along the flight path, as detailed 
in Equation B.23.  
𝛾𝛾 = �(𝑥𝑥2 − 𝑥𝑥1)2 + (𝑦𝑦2 − 𝑦𝑦1)2 + (𝑧𝑧2 − 𝑧𝑧1)2                     (B. 23)
    
Following on, fuel consumption, 𝐹𝐹𝐶𝐶𝑓𝑓, between consecutive points, can be determined, in Kg, 
from Equation B.24.  
𝐹𝐹𝐶𝐶𝑓𝑓 = 𝑓𝑓𝑛𝑛𝑡𝑡𝑚𝑚 × � 𝜌𝜌𝑉𝑉𝑇𝑇𝑇𝑇𝑇𝑇�                        (B. 24)
  
 
 
177 Appendix B Flight Performance Equations 
 
 
  Z. Assaad 
The starting weight (initial weight) of the next segment is taken as the initial take-off weight 
minus the fuel consumed over the previous segment, as detailed in Equation B.25.  
𝑊𝑊𝑚𝑚 =  𝑊𝑊𝑚𝑚−1 − 𝐹𝐹𝐶𝐶𝑓𝑓                   (B. 25) 
These equations are then repeated for the next set of consecutive points, with the results of the 
first set acting as initial conditions for the next set of results, as shown in Figure B.8. 
 
 
Figure B.8 Segment-wise evaluation of flight parameters 
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Appendix C. Flight Plan Data 
Flight plans for all flights coming in to Sydney Kingsford Smith Australia airport on a 
particular day are provided, courtesy of Airservices Australia (ASA). Under the Sydney Airport 
Curfew Act of 1995 (Australian Government 2006 ), flights are restricted between 11pm and 
6am at Sydney airport. The purpose of the curfew is to reduce aircraft noise for nearby 
communities. Curfews are necessary when airports are located in populated areas. Airports 
located in more rural areas are less likely to incur a curfew. Within Australia, Essendon, 
Coolangatta (Gold Coast) and Adelaide airports are also subject to curfews.  
Data received from ASA covers a 24 hour period at Sydney airport in Australia. Between 11pm 
and 6am a number of flights are noted despite the curfew. The Sydney Airport Curfew Act of 
1995 does not prohibit all aircraft movement. Aircraft that meet weight and noise requirement 
(generally small propeller driven aircraft or low-noise jet aircraft) are permitted to operate 
during curfew hours (Australian Government 2006 ). For the purpose of this study, any aircraft 
flying within the designated curfew time frame are ignored. The flight plan data is converted 
using ICAO flight plan basics, as detailed in Table C.1. Further detail on ICAO flight plan 
conversions can be found in (ICAO 2012). 
Table C.1 Conversion of flight plan data 
Data Description 
Date of flight  
 
YYMMDD 
YY – last two digits of the year 
MM – two digit representation of the month 
DD – two digit representation of the day 
Aircraft Identification  
 
 
Represented by letters and numbers only. No use 
of other punctuation.  
Flight Rules 
 
 
I – IFR 
V – VFR 
Y – flight is initially IFR followed by one or more 
flight rule changes 
Z – flight is initially VFR, followed by a number 
of changes to flight rules 
Type of Flight S – Scheduled air service 
N – Non-scheduled air transport operation 
G – General aviation 
M – Military 
X – Everything else 
Type of Aircraft Represented by letters and numbers.  
Wake Turbulence Category  L – Light (less than 7 000 Kg) 
M – Medium (7 000 - 136 000 Kg) 
H – Heavy (greater than 136 000 Kg) 
J – Jumbo (exceptionally heavy aircraft) 
Departure Aerodrome  Four-character description of the departure 
aerodrome 
Time 
 
Planned time of departure in 24 hour format, 
HHMM. 
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HH – two digit representation of the hour 
MM - two digit representation of the minutes 
Cruising Speed True airspeed for the cruise segment of the flight 
N – Knots (four digit representation) 
M – Mach (three digit representation) 
K – Kilometres per hour (four digit representation) 
Level Planned cruising level for the cruise segment of 
the flight. 
F – Flight level in hundreds of feet (three digit 
representation) 
A – Plain altitude in hundreds of feet (three digit 
representation) 
S – Standard metric level in metres (four digit 
representation) 
M – plain altitude in tens of metres (four digit 
representation) 
V – Uncontrolled VFR, field is left blank 
Route Airways or points, no more than 30 minutes or 
200 nm apart, describing the intended flight path.  
Changes to speed, flight level or flight rules are 
also provided. 
Destination Aerodrome Four-character description of the destination 
aerodrome 
Total EET Total estimated en-route time in 24 hour format, 
HHMM. 
HH – two digit representation of the hour 
MM - two digit representation of the minutes 
Alternate Aerodrome Four-character description of an alternate 
aerodrome 
Endurance Total fuel endurance in 24 hour format, HHMM. 
HH – two digit representation of the hour 
MM - two digit representation of the minutes 
 
A total of 387 aircraft are modelled. Table C.2 details information from the filed flight plans 
of 10 flights, taken from the data received from ASA. The purpose of this table is to provide 
an example of the information used when modelling the flights. Flight plan information for the 
total 387 aircraft can be found in Table C.3. Note, time was originally given in UTC and a 
conversion to AEST was applied.   
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Table C.2 Flight plan data courtesy of Airservices Australia 
Flight 
Number 
Departure 
Airport 
Departure 
Time 
(AEST) 
Aircraft 
Type 
Cruise 
Speed 
(Knots) 
Cruise 
Flight 
Level 
Estimated 
Enroute 
Time 
(minutes) 
Destination 
Airport 
Arrival 
Time 
(AEST) 
1 YBTH 1000 SF34 270 130 27 YSSY 1031 
2 YSCB 1020 DH8D 350 190 27 YSSY 1103 
3 YMRY 1000 SF34 270 160 38 YSSY 1112 
4 YMML 1000 B738 440 370 102 YSSY 1114 
5 YNAR 1005 SF34 270 190 55 YSSY 1116 
6 YMML 1000 B738 78 390 54 YSSY 1118 
7 YMER 1005 SF34 270 180 52 YSSY 1119 
8 YBBN 1000 B738 450 380 117 YSSY 1124 
9 YMML 1010 A320 430 330 104 YSSY 1126 
10 YSCB 1035 AT76 240 150 45 YSSY 1128 
 
Figure C.1 illustrates the flights given by ASA that have recorded a change in flight level 
during cruise. The horizontal reflects change occurrence for each flight within the provided 
flight plan. That is, a value of 7 reflects 7 occurrences in which the flight level was changed.  
 
Figure C.1 Change of flight level in recorded flights, data provided by Airservices Australia 
 
Figure C.2 illustrates the flights given by ASA that have recorded a change in cruise speed 
during cruise.  
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Figure C.2 Change of velocity on recorded flights, data provided by ASA 
 
Of the 387 aircraft, 10 flights were chosen for analysis. These flights are detailed in Table 
C.3 below.  
Table C.3  Ten consecutive aircraft chosen for analysis 
Flight Aircraft 
Type 
Departure 
Airport 
 
Arrival 
Airport 
 
Scheduled 
Departure 
Time 
(AEST) 
Scheduled 
Arrival 
Time 
(AEST) 
Estimated 
En-Route 
Time 
(minutes) 
1 B738 NZAA YSSY 05:00 08:23 316 
2 A320 YMML YSSY 07:00 08:25 102 
3 B738 YBBN YSSY 07:00 08:26 118 
4 A332 YMML YSSY 06:30 08:30 54 
5 A333 ZSPD YSSY 21:55 08:32 953 
6 A320 YBBN YSSY 07:20 08:35 112 
7 B738 YMML YSSY 07:00 08:38 55 
8 A333 VHHH YSSY 23:30 08:40 838 
9 B777 VTBS YSSY 21:20 08:42 835 
10 B738 YBBN YSSY 07:30 08:44 114 
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The trajectories, altitude over time and velocity pover time for the ten aircraft are shown in 
Figure C.3, Figure C.4 and Figure C.5.  
 
 
 
Figure C.3 Flight paths of the ten aircraft including waypoints along the path 
 
Noting in the Figure above, there are two longitude data irregularities evident in the blue and 
red trends. The data used to develop the image above was taken directly from information 
provided by ASA. It is difficult to determine what the irregularities are without knowing 
exactly how the data was recorded. To remain transparent, the data is presented exactly as it 
was received; however, the outliers are excluded from the analysis in Chapter 3. This can be 
seen when analysing Figure 3.13 which displays flight trajectories with waypoints along the 
flight path of the data received from Airservices.  
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Figure C.4 Altitude over time 
 
Figure C.5 Velocity over time
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Appendix D. Optimisation Toolboxes 
D.1 CVX 
The preliminary stages of this research involved the application of a convex optimisation 
solver, CVX. This modelling system can be called from Matlab and solves disciplined convex 
programs (DCPs). A detailed description of DCPs and their application within CVX can be 
found in (Grant 2014). With CVX, an optimisation model can be developed within Matlab, 
using Matlab commands and functions. This simplifies the overall process of translating an 
optimisation problem into a solver.  
When using CVX on a small scale, the modelling system worked well and produced reasonable 
results. Developing the model was relatively straight forward; however, there were limitations. 
Initially, only three aircraft were modelled to test the behaviour of the system and establish 
some basic results. The effectiveness of applied avoidance constraints was tested. The results 
are depicted in Figure D.1 and Figure D.2. 
 
 
Figure D.1 Modelled trajectories prior to conflict avoidance 
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Figure D.2 Modelled trajectories after avoidance constraints are applied 
 
Based on these results the model appeared to be successful. Note, the Cartesian parameters in 
these examples are arbitrary and do not represent a realistic aircraft flight path. From this point, 
flight parameters were introduced and the number of aircraft modelled was increased to six. 
The modelled trajectories of these six aircraft are depicted in Figure D.3, Figure D.4 and Figure 
D.5. 
 
Figure D.3 Aircraft trajectories along Cartesian y and z 
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Figure D.4 Aircraft trajectories along Cartesian x and z 
 
Figure D.5 Aircraft trajectories along Cartesian x and y 
The trajectory results of the six aircraft, along with the results of various flight parameters were 
reasonable. However, problems arose when attempting to increase the complexity of the flight 
parameters optimised in addition to modelling a larger number of aircraft. CVX is not meant 
for very large problems. Additionally, when increasing the complexity of the overall model, 
the problem was no longer convex and therefore, no longer compatible with CVX.  
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D.2  Knitromatlab 
Knitro offers three interior-point and active-set methods for solving problems, interior/direct 
algorithm, interior/CG algorithm and active set algorithm. Within this research, the 
Interior/Direct algorithm is used. 
“Interior/Direct algorithm: Interior-point methods (also known as barrier methods) 
replace the nonlinear programming problem by a series of barrier sub-problems 
controlled by a barrier parameter. Trust regions and a merit function are used to 
promote convergence. Interior-point methods perform one or more minimization steps 
on each barrier sub-problem, then decrease the barrier parameter and repeat the 
process until the original problem has been solved to the desired accuracy. The 
Interior/Direct method computes new iterates by solving the primal-dual KKT matrix 
using direct linear algebra.”((Waltz 2010), page 6) 
 
A detailed description into the methodology behind the Interior/Direct algorithm can be found 
in (Waltz 2006). 
Knitro provides a large variety of user settings for solving different problems. If option settings 
are not specified, default settings, subject to the nature of the problem specified, are used. For 
this research, the non-default user option settings used are detailed in Table D.1.   
 
Table D.1 Knitro user option settings chosen for the given problem 
 
In order to maintain a level of consistency in results, the settings detailed in Table D.1 are 
applied across all case studies analysed. A full list of available user option settings can be 
found in (Waltz 2010).  
 
 
 
Option Description Knitro Default Chosen Option 
algorithm Optimisation 
algorithm used 
0: let KNITRO choose the 
algorithm 
1: Interior/Direct 
(barrier) algorithm 
 
bar_penaltyco
ns 
Technique for 
penalising constraints 
in the barrier 
algorithm 
0: let KNITRO choose the 
strategy 
2: Apply a penalty 
approach to all general 
constraints 
 
honorbnds Satisfaction of 
variable bounds  
2: Enforce bounds 
satisfaction of initial point 
1: Enforce bounds 
satisfaction of all iterates 
 
outlev 
 
Printing output level 2: Print basic information 
every 10 iterations 
6: Also print final 
Lagrange multipliers 
(sensitivities)    
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D.3  Knitromatlab Input Arguments 
Input arguments specified at the beginning of the solver are described in Table D.2. 
Table D.2 Knitromatlab input arguments 
Input Argument Description 
𝒙𝒙𝒙𝒙  Initial point vector 
A Linear inequality constraint coefficient matrix 
b Linear inequality constraint upper bound vector 
𝑨𝑨𝒆𝒆𝒆𝒆  Linear equality constraint coefficient matrix 
𝒃𝒃𝒆𝒆𝒆𝒆  Linear equality constraint right hand side vector 
lb Lower bound vector 
ub Upper bound vector 
 
Within the user options, bar_initpt indicates the initial point strategy when using a barrier 
algorithm. This setting option only alters the initial values if the user does not specify the initial 
values. Within this research, determining an initial point of the objective is almost impossible 
when considering the number of data points handled. The bar_initpt option is therefore set to 
default (no initial point is specified) allowing the solver to alter the initial starting point in order 
to improve the results.  
D.4. Knitro Output 
An example of the Knitro output is shown in Figure D.6. 
 
Figure D.6 Example output from Knitro 
 
Figure D.6 was taken from one of the case studies conducted within this research. The first 
column, Iter, refers to the iteration number. The second column, fCount, displays the 
accumulated number of function evaluations within that iteration. Objective, is the objective 
function at the current iteration. FeasError, measures the feasibility violation per iterate. 
OptError, is a measure of the violation of the Karush-Kuhn-Tucker (KKT) first order optimality 
conditions per iterate, not including feasibility. Step, is the distance between two iterates (2-
norm length) and the final column, CGits, refers to the Projected Conjugate Gradient (CG) 
iterations required to calculate each step. 
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Appendix E. Wind Optimal Flight Paths  
The benefits of incorporating meteorological data into flight plans has been thoroughly 
researched and successfully implemented into current ATFM through programs such as Asia 
Pacific’s Flextrack program (Airservices 2005). Including wind data into this research was 
explored initially; however, was determined to be out of scope of the research objectives. Some 
work was developed within this area at the early stages of this research. This section will 
provide an overview of how meteorological data can be incorporated into ATFM.  
The Australian Bureau of Meteorology release wind vector information, relevant to flight 
levels, on a daily basis in 6 hour intervals, as detailed in Table E.1. This information is publicly 
available information and includes both true bearing and wind magnitude for six flight levels 
and four time instances.  
Table E.1 Wind data released by the Australian Bureau of Meteorology per time instance and 
flight level 
 FL450 FL390 FL340 FL300 FL240 FL180 
Time 
(UTC) 
0 0 0 0 0 0 
Time 
(UTC) 
600 600 600 600 600 600 
Time 
(UTC) 
1200 1200 1200 1200 1200 1200 
Time 
(UTC) 
1800 1800 1800 1800 1800 1800 
 
An example of this information is provided in Figure E.1 as well as a clearer image of the 
legend provided in Figure E.2.   
 
190 Appendix E Wind Optimal Flight Paths  
 
 
  Z. Assaad 
 
Figure E.1 Example of data provided by the Australian Bureau of Meteorology (BOM, 2014) 
 
 
Figure E.2 Legend enlarged from Figure 10 (BOM, 2014) 
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There is a lack of information between the six hour intervals and between longitude and latitude 
dimensions. To rectify this, an interpolation is carried out with the intentions of: 
• Increasing the number of wind data points between the respective time intervals  
• Increasing the density of longitude and latitude data points 
A cubic interpolation function utilising a third order polynomial curve fit is applied. This 
interpolation function is governed by Equation 6.1.  
𝑔𝑔(𝑡𝑡) =  ∑𝑓𝑓 (𝑘𝑘∆𝑡𝑡)𝑢𝑢(𝑡𝑡 − 𝑘𝑘∆𝑡𝑡)                                                                                         (6. 1)
     
Within Matlab, the 𝑉𝑉𝑞𝑞 = 𝑑𝑑𝑚𝑚𝑡𝑡𝑐𝑐𝑎𝑎𝑛𝑛𝑚𝑚(___, ′𝑐𝑐𝑢𝑢𝑏𝑏𝑑𝑑𝑐𝑐′) function is applied. The requirements of this 
function are: 
• The grid must have uniform spacing between respective dimensions 
• The spacing may differ for different dimensions 
• At least four data points are required in each dimension 
Two sets of interpolations are carried out using the 𝑑𝑑𝑚𝑚𝑡𝑡𝑐𝑐𝑎𝑎𝑛𝑛𝑚𝑚 function. The first interpolation 
generates wind data between time intervals. Table E.2 details the change in data points for the 
first interpolation.   
Table E.2 Change in data points after the first interpolation 
 Number of 
Longitude 
Coordinates 
Number of 
Latitude 
Coordinates 
Number of 
Flight Levels 
Number of 
Time Instances 
Original Data 12 8 6 4 
1st Interpolation  12 8 6 19 
 
The second interpolation generates wind data between longitude and latitude dimensions. 
Table E.3 details the change in data points after the second interpolation.   
Table E.3 Change in data points after the second interpolation 
 Number of 
Longitude 
Coordinates 
Number of 
Latitude 
Coordinates 
Number of 
Flight 
Levels 
Number of 
Time Instances 
Original Data 12 8 6 4 
1st Interpolation  12 8 6 19 
2nd Interpolation 36 56 6 19 
 
An interpolation between flight levels is not carried out as six flight levels was deemed 
sufficient for the intended application. An example of the results achieved after the second 
interpolation are provided in Figure E.3 and Figure E.4.   
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Figure E.3 Wind magnitude at flight level 450 and time instance 0 
 
 
Figure E.4 Wind bearing at flight level 450 and time instance 0 
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With respect to the direction of travel of an aircraft, wind direction can be explained by the 
following. Headwind refers to winds that directly oppose the motion of the aircraft. Tailwind 
refers to wind direction that is parallel to the direction of the aircraft. Crosswind refers to wind 
direction that is perpendicular to the direction of the aircraft, but parallel to the ground, as 
depicted in Figure E.5.  
 
 
Figure E.5 Headwind, tailwind and crosswind relative to aircraft heading 
 
In the event of a crosswind, the aircraft’s intended heading is altered by the direction of the 
crosswind. This occurrence is usually referred to as drift or slip and is depicted in Figure E.6. 
In order to counteract the drift, the pilot is required to direct the aircraft such that it opposes 
the directional motion of the wind.  
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Figure E.6 Change in aircraft heading resulting from a crosswind 
 
Note, headwind, tailwind and crosswind are very simplified definitions of wind direction 
relative to aircraft heading. In practise wind direction is more complex and encompasses 
scenarios that cannot be defined as simply as headwind, tailwind and crosswind.   
Wind alters an aircraft’s speed relative to a fixed reference point. For the following example, 
the reference point is fixed to the ground and a positive velocity is defined to be in the direction 
of the aircraft’s motion. Additionally, airspeed refers to true airspeed (TAS), i.e. the speed at 
which the aircraft is moving through the air. If an aircraft is moving through the air at 100 
knots, the wind speed is already factored into this speed, as the aircraft is moving with the 
wind. If a 50 knot tailwind is trailing the aircraft, the aircraft would appear to be moving faster 
to an observer on the ground. Therefore, the groundspeed would be 150 knots while the 
airspeed remains 100 knots. Following on from this example, the relationship between 
groundspeed, wind speed and airspeed can be defined using the following expression. Note, 
the parameters are all vector quantities, i.e. they have both magnitude and direction.  
𝐴𝐴𝑑𝑑𝑎𝑎𝑛𝑛𝑠𝑠𝑐𝑐𝑐𝑐𝑑𝑑 = 𝑔𝑔𝑎𝑎𝑡𝑡𝑢𝑢𝑚𝑚𝑑𝑑𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑑𝑑 − (± 𝑤𝑤𝑑𝑑𝑚𝑚𝑑𝑑 𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑑𝑑)                                            (6. 2)
     
Whether the wind speed is positive or negative depends on the direction of the wind relative to 
both the fixed reference point and the direction of the aircraft. For this example, positive 
velocity is defined to be in the direction of the aircraft’s motion. Therefore, wind directly 
opposing the motion of the aircraft (headwind) would have a negative velocity, while wind 
moving in the same direction as the aircraft (tailwind) would have a positive velocity.  
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The significance of groundspeed versus airspeed appears when calculating time and distance 
travelled. Newton’s second law of motion is defined by Equation 6.3. 
𝑎𝑎 = 𝑉𝑉
𝑡𝑡
                  (6. 3) 
Where, V is the velocity, a is the acceleration and t is time. Distance travelled for time t is 
calculated using Equation 6.4.  
𝑑𝑑 = 1
2
𝑎𝑎𝑡𝑡2                 (6. 4) 
By substituting V with groundspeed, Equation 6.5 becomes.  
𝑎𝑎 = 𝑔𝑔𝑡𝑡𝑡𝑡𝑔𝑔𝑛𝑛𝑑𝑑𝑠𝑠𝑡𝑡𝜌𝜌𝜌𝜌𝑑𝑑
𝑡𝑡
                (6. 5) 
Therefore, distance travelled can be found from the following expression. 
𝑑𝑑 = 1
2
∗ 𝑔𝑔𝑎𝑎𝑡𝑡𝑢𝑢𝑚𝑚𝑑𝑑𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑑𝑑 ∗ 𝑡𝑡               (6. 6)
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