The recent empirical literature on instrumental variables (IV) features models in which agents sort into treatment on the basis of gains as well as on baselinepretreatment levels. Such models are called correlated random coefficient models.
and that marginal returns equal average returns. Yet contrary to what would be expected if H 0 is true, numerical estimates from standard IV do not closely approximate the treatment parameters estimated from the more complex procedures as they should if H 0 is true. This contradictory evidence may arise from the low power of the tests. Thus, even if H 0 is false, it is hard to reject it in typical samples. A Monte Carlo analysis that involves perturbations around estimated models supports this conclusion. It turns out to be very difficult to distinguish marginal and average effects in small samples.
The rest of the paper proceeds as follows: Section 2 briefly summarizes the correlated random coefficient model (1) formulated by Heckman and Vytlacil (2001 , 2007b and some testable implications of it. Section 3 presents a test of the hypothesis H 0 and tests of an implication of H 0 . Section 4 analyzes the power and size of these tests. Section 5 gives the results of an application of our tests to a series of prototypical problems in microeconometrics and conducts a focused Monte Carlo test based on the model of the returns to schooling estimated by Carneiro, Heckman, and Vytlacil (2006) . The power of all of the tests we consider is low for parameter values and sample sizes encountered in this example. Section 6 concludes.
IV and a Model of Potential Outcomes
This section briefly reviews the generalized Roy model of potential outcomes which underlies much of the literature on causal effects, shows how this model can generate the correlated random coefficient model (1), and exposits some of its implications for the IV estimator.
Suppose that we have data on a choice variable D i that is binary (i.e., D i ∈ {0, 1}). 
The observed outcome is
This is the correlated random coefficient model of equation (1) with α i = µ 0 (X i ), β i = µ 1 (X i ) − µ 0 (X i ) + U 1i − U 0i , and ε i = U 0i . This expression makes the dependence on the conditioning variables X i explicit.
To simplify the expressions, we drop the i subscripts throughout the rest of the paper unless explicit use of them clarifies the discussion. In order to determine whether this model will imply Cov(D, U 0 ) = 0 (ability bias) or Cov(D, β | X, Z) = 0 (selection on the gain) we need to specify how individuals choose D. A basic model of choice is a threshold crossing model which assumes separability between the observables Z and the unobservable V , writes
where 1(·) is an indicator function that takes the value 1 if its argument is true and 0 otherwise.
8 In this case, assuming that Z is statistically independent of V , given X, the choice probability or "propensity score" is, letting F V be the distribution of V conditional on X,
where we keep the conditioning on X implicit. Conditional on X and Z, the presence of en-7 More general nonseparable cases are easily accommodated with appropriate modifications. See Heckman and Vytlacil (2007b) .
8 See, e.g., Thurstone (1927) , McFadden (1974 McFadden ( , 1981 .
5 dogeneity and selection on the gain will depend on the covariances between the unobservables (U 1 , U 0 ) and V . Heckman and Vytlacil (2007b) unify the treatment effect literature using the assumptions presented in Appendix A. Letting F V be the CDF of V , we can rewrite the choice equation
where U D = F V (V ) so U D ∼ Uniform[0, 1] by construction. A fundamental treatment parameter introduced by Björklund and Moffitt (1987) is the marginal treatment effect (MTE).
The MTE for a given value of X = x is
This is the mean effect of treatment when the observables X are fixed at a value x and the unobservable in the choice equation U D is fixed at a value u D . It is fruitful to use the MTE to examine the implications of H 0 . Under that hypothesis, 9 To see this, notice that β ⊥ ⊥ D | X, Z ⇐⇒ β ⊥ ⊥ 1(P (Z) ≥ U D ) | X, Z ⇐⇒ β ⊥ ⊥ U D | X, Z.
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The integrand in the expression in the last line is MTE(x, u D ).
So the function p → E(Y |X = x, P (Z) = p) is linear in p.
A direct approach to testing H 0 notes that under H 0 , any standard instrument identifies β = E(β i ). We develop this test below.
3 Testing for Selection on the Gain to Treatment
We now discuss how we use the implications just derived in order to test whether the correlated random coefficient model characterizes the data.
Testing for Linearity
If H 0 is false, E(Y |X = x, P (Z) = p) will be a nonlinear function of the propensity score p.
Keeping the conditioning on X implicit, we can write
for some general nonlinear function h(·) where µ and h may depend on X. Our test for the absence of selection on the gain to treatment is a test of whether the function h(·) belongs to the linear parametric family F = {a + bp, (a, b) ∈ R 2 }. Because the design points p are random, the hypothesis of linearity becomes
10 A standard instrument J has the two properties (i) Cov(J, D | X) = 0 and (ii) Cov(J, α | X) = 0.
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There is a large and still unsettled literature in econometrics and statistics dealing with specification tests of this type. 11 These tests proceed in one of two ways: (i) testing orthogonality restrictions implied by the parametric model, or (ii) comparing a nonparametric estimate of h(p) with a parametric estimate ofâ +bp,. We implement and explore the properties of tests based on both approaches.
First we discuss a test of the validity of representation (2) which tests orthogonality restrictions implied by the parametric model. The particular test we use is the conditional moment test described in Bierens (1990) . 12 This test uses the fact that under the null hypothesis the following moment condition must be satisfied
for the true parameter vector (a 0 , b 0 ) ∈ R 2 . This conditional moment restriction implies the unconditional moment restrictions
for all t ∈ R, for some bounded one-to-one, mapping Λ from R into R. A test can be based on the sample analog of (4). Bierens (1990) shows how one can use sample analogs to construct a test statistic which, under the null hypothesis, converges in distribution to a χ 2 1 and under the alternative diverges to infinity. 13 We modify this test statistic slightly in our applications because we need to account for the fact that the propensity scores P (Z) are estimated in the first stage. Therefore, when we form the test statistic, we use an estimate of the variance of the sample analog of (4) found using the bootstrap (in which we reestimate P (Z) in each sample) rather than an estimate based on the approximate asymptotic variance of (4) as 11 See, e.g., Horowitz and Spokoiny (2001) and the references therein 12 See also Bierens (1982) and Bierens and Ploberger (1997) for related tests. Newey (1985) discusses conditional moment tests more generally.
13 For further discussion of the test statistic and its distributional theory, see Bierens (1990) .
8 derived in Bierens (1990) .
Our second test of the linearity of E(Y |P (Z) = p) compares the linear parametric specification to a less parametric, more flexible, specification of this function. We estimate h(·) using a series estimator. In order to adapt to the unknown smoothness of the function h(·),
we use series estimators of varying degrees. Then, using a bootstrap procedure, we find the appropriate critical value against which to compare our test statistics that control the size of the test (the probability of falsely rejecting linearity), even after fitting multiple models.
Choice of a particular class of alternatives means that the test has power against elements in that class but not necessarily for other alternatives.
After considerable experimentation, we have found that a powerful, simple basis for our series alternative is ordinary polynomials in p.
14 Our specification of the less parametric
where we pre-specify k at some level. Our test for linearity then becomes
To implement the test, we need to account for conditioning variables X which we have thus far kept implicit, and for estimation of propensity scores, P (Z). In some of our applications, many of our X variables are categorical or binary. Therefore, we will be able to stratify the data on X and perform these tests within X cells. However, when the cells are too thin to allow us to fully stratify on X and still have reasonable power, as is the case for most samples of the type used in applied work, we instead incorporate the conditioning variables, X, linearly and estimate the alternative specification as
The rationale for the interaction between X and P (Z) arises from noting that
where
The last equality comes from independence assumption (A-1) presented in Appendix A and the assumption that the µ's are linear in X. In order to carry out our tests of linearity of κ(p) we use a two stage technique due to Robinson (1988) to first obtain estimates of the linear coefficients β 0 and (β 1 − β 0 ) which then let us isolate κ(p). We estimate the propensity scores using a probit model. Our results are robust to alternative specifications of the choice equation.
The key feature of our test of linearity using a series estimator for h(·) is that it allows us to be agnostic about the amount of smoothness of the true h(·) function as long as h(·)
can be reasonably approximated using polynomials. We do this by fitting models with many different choices for the degree of the polynomial. However, because we want to interpret a rejection of linearity in any of these models as a rejection of our null hypothesis of linearity, we need to use caution in constructing the critical values for our test statistics. In particular, if we simply carried out tests for linearity in each of the models separately, as we added more tests (for series estimators of ever higher degree), we would in general be increasing the probability of type I error. However, analogous to the results in the literature in multiple hypothesis testing, we construct critical values that allow us to control the probability of type I error in our test.
15
Specifically, suppose that we estimate the function h(·) using M different series estimators and we would like to use the information from all of those estimators to test for the linearity of h(·). We have statistics for the tests of linearity for each of those models separately, call them T 1 , . . . , T M , for which we know the asymptotic distributions under the null hypothesis.
Because in our case these test statistics will not all obey the same asymptotic distribution under the null, to make them comparable, we convert them into p-values, labeled q 1 , . . . , q M , which are distributed unit uniform under the null. Because we are looking for a deviation from linearity in any of the models, it is clear that the only p-value which will be relevant for this decision will be the smallest one, namely
This will be the p-value corresponding to the most significant test statistic. If we want the size of our test to be 0.05, we cannot simply compare q * to 0.05 because this statistic is no longer distributed unit uniform under the null. To obtain the distribution of this statistic we use a bootstrap procedure outlined in Romano and Wolf (2005) . Their procedure works in this application because our test can be viewed as the first step in their "stepdown" procedure.
16
In Appendix B we present a detailed description of our bootstrap testing procedure and how it constructs the critical value against which we compare q * . In our applications of series estimators we use polynomials in P (Z) ranging in degree from 2 to 5, so we are fitting four models (M = 4). In simulations provided on our website, we illustrate how this procedure is able to control the size of the test. The simulations summarized in figures A7 and A8
show that regardless of the configuration of the other parameters of the model, under the null hypothesis our procedure never rejects more than 5% of the time at the 0.05 level. The 15 See Romano and Wolf (2005) for a recent discussion of multiple hypothesis testing. 16 Notice that we are not testing among the M different polynomials, but against an entire class of polynomials of order 2 or higher.
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procedure is properly controlling the size of the test.
Testing for Heterogeneity Using LATE/IV
As previously noted, a direct test of H 0 is to use different standard instruments to identify β.
Under the conditions presented in Appendix A, linear IV is a weighted average of the MTE with weights integrating to 1.
17 If we use the propensity score P (Z) as the instrument, the weights are nonnegative. Using different disjoint intervals of the support of P (Z) produces averages of MTE over different intervals. Under H 0 or H 0 these IV estimates should be the same. This motivates the following test.
and test
Because there is estimation error from two stages (estimating P (Z) and constructing an IV estimate), we bootstrap both IV estimates in order to calculate their covariance matrix. We use this estimated covariance matrix to conduct a Wald test for the equality of the estimates. 
and the choice equation is
Our single instrument is a normal random variable with distribution treatment effect is
where Φ −1 (·) is the inverse of a standard normal CDF. Therefore, the variation in MTE in u D across different parameter configurations depends solely on the term
Varying this index lets us vary the degree of heterogeneity of treatment effects and trace out the power function in this dimension. This also gives us a reference point for the degree of heterogeneity that exists in real data sets. We can estimate the selection term τ = ρ 1V σ 1 − ρ 0V σ 0 in our data sets and compare it to the power we have calculated from the base case model to get an idea of why we may or may not be able to reject the hypothesis of no correlation between treatment choice and the gains to treatment.
To show how the MTE varies with the value of the index τ , we plot the MTE for selected values of τ in Figure 1 . Because we seek to test for the non-constancy of the MTE and larger absolute values of τ lead to steeper MTEs, we expect the power of the test to increase as we increase the absolute value of our index τ .
To calculate the power of our tests, we need to know the distribution of the test statistics under the null hypothesis and under various alternative hypotheses. Because of the multiple steps in our estimation procedure, analytical expressions for the asymptotic standard errors are not readily obtained. Therefore, we form the distributions of the Wald test statistic using the nonparametric bootstrap (see Horowitz, 2001) . Asymptotically, the test statistic has a χ 2 J distribution under the null when we are testing J restrictions. However, in order to obtain the distribution of the test statistic under the alternative hypothesis, we need to restrict the form of dependence between the heterogeneous treatment effect Y 1 − Y 0 and D, and completely specify the data generating process. In our model, we parameterize the amount of heterogeneity using the term ρ 1V σ 1 − ρ 0V σ 0 and hence we also know that under the null hypothesis ρ 1V σ 1 − ρ 0V σ 0 = 0, so our test becomes
with σ 1 and σ 0 fixed. We use a bootstrap procedure and a grid of alternative values for τ to trace out the power function for each of our tests in the one dimension of this index. Table 1 : Specification used to calculate the power of the tests.
Outcomes
Decision Rule:
with parameters: with parameters:
The power function is traced out by varying ρ 1V from -0.7 to 0.7. Values outside this interval lead to a covariance matrix which is not positive definite.
Distribution of Observables:
We calculate the power function for values of the signal/noise ratio between 0.1 and 2, which corresponds to values of σ 2 Z between 0.1 and 2.
Notice that the parameterization in Table 1 makes what seem to be two fairly restrictive assumptions about the covariance structure of the unobservables in the model. It assumes that ρ 10 = 0, that is, that the covariance between the two potential outcomes is zero, and ρ 0V = −ρ 1V . However, these assumptions are not as restrictive as they may seem for Table 1 calculating the power of our tests. As stated above, the departure from the null depends only on the term ρ 1V σ 1 − ρ 0V σ 0 and so conditional on the value of that index, the value of ρ 10 does not matter.
19 Similarly, the power of our tests depends only on the deviation from the null hypothesis that ρ 1V σ 1 = ρ 0V σ 0 . This is discussed further in the supplement to this paper available on the web.
Conditional Moment Test
We first examine the power of the conditional moment test of Bierens (1990) in detecting selection on the gain to treatment. This test uses the fact that under the null hypothesis of linearity of h(p), moment condition (4) must hold for all t ∈ R and any bounded, one-to-one mapping Λ(·). Following Bierens (1990) , we use Λ(x) = tan −1 ((x −x)/s) wherex and s are the sample mean and standard deviation of the variable x, recognizing that this is just one of many possible Λ. To implement the test, we must also choose a region of values of t over which to calculate the sample analog of (4). We search over a grid of values of t between -10 and 10 spaced at intervals of 0.1. Finally, the method for constructing the test statistic presented in Bierens (1990) requires the choice of two arbitrary real numbers η > 0 and ρ ∈ (0, 1) which determine a cutoff value used in a decision rule for how to form the test statistic. 20 These must be chosen independently of the data generating process. We choose η = 1 and ρ = 0.5 which are some of the parameter values that Bierens uses in his Monte
Carlo simulations. 21 The procedure that we use to calculate the power of this test against varying degrees of selection on the gain to treatment is described in Appendix C.
We plot the power functions obtained in this way in Figure 2 . This figure plots the power for all three tests analyzed in this paper. We start our discussion with the CM test. The power of the CM test is plotted in the solid line. Panel A of that figure fixes all of the parameters of the model and varies the sample size. This shows, as expected, that the test is consistent. However, notice that with a relatively small sample size (1,000 observations) even with fairly large departures from the null hypothesis we are not able to reject the null with high probability even though it is false. The size of the departures from the null can be gauged by noticing that with our parameterization, the restriction that the covariance matrix of the unobservables be positive definite implies |τ | < 1.4. Therefore we can interpret a value of τ = 0.7 as a large deviation from the null.
Panel B of Figure 2 plots the power of the test on another dimension. These plots hold the sample size fixed but change the variance of the instrument. We refer to this parameter as the "signal-to-noise ratio" which we define as
because it measures the predictive power of the instrument in determining the treatment choice. A weak instrument corresponds to a small value of the signal-to-noise ratio. We can see from these plots that this ratio matters in determining the power of the test. In particular, when the signal-to-noise ratio is low, the test is unable to detect even very large deviations from the null, even at the moderate sample size of 4,000. 
CM test
Series test IV test* three dimensions which we find are important -the deviation from the null (as measured by τ ), the sample size, and the signal to noise ratio. Figure 3 has four panels, each of which fixes the sample size at a different level and plots the power for different values of the signal to noise ratio and the deviation from the null hypothesis. We can see that at all sample sizes, when the explanatory power of the instrument is very low, the test has low power.
These plots clearly show that the signal to noise ratio is a key determinant of the power of the test, since at all sample sizes and deviations from the null, the power is increasing in the signal to noise ratio.
Next, we plot the power of the test for different sample sizes and deviations from the null holding the signal to noise ratio constant. Figure 4 plots the power function across these dimensions, with each panel holding the signal to noise ratio constant at a different level.
In these graphs we can see the improvement in the power of the test in sample size for all deviations from the null, but also that at small sample sizes, the explanatory power of the instrument is crucial. With 1,000 observations and a weak instrument we have no hope of rejecting the null even when there is strong selection on the gain but with a more powerful instrument the power of the CM test sharply increases with the magnitude of τ .
Finally, figure 5 plots the power of the test holding the deviation from the null constant.
This shows how, for a given alternative, the power depends on the two crucial factorsthe sample size and the signal to noise ratio. As expected, the power is increasing in both.
However, we see that there are diminishing returns to increases in those quantities. That is, at large deviations from the null (large magnitudes of τ ) the real gains in power come from increasing the sample size from small to moderate and/or increasing the explanatory power of the instrument from very small (a weak instrument) to moderate. Note: For each alternative hypothesis (each value of τ = ρ 1V σ 1 -ρ 0V σ 0 ) we generate 20 samples. The test statistic is formed as described in the text. The power is defined as the proportion of samples in which the null hypothesis is rejected. 
Test based on Difference between Parametric and Series Estimates
We next calculate the power of the test of the linearity of E(Y |X = x, P (Z) = p) in p which compares the parametric (linear) estimate to a semiparametric (series) estimate. We describe the procedure for a general model that includes conditioning variables X although in our simulations we do not have such covariates. In the empirical examples discussed below, we use such regressors. The test consists of regressing Y on X, X interacted with P (Z) and a polynomial in P (Z) and testing for the joint significance of the coefficients on the nonlinear terms in P (Z). When there is no X, the model simplifies accordingly.
Because, in the general case, we do not know in what way E(Y |X = x, P (Z) = p) will depart from the null of linearity, it would be desirable to fit multiple models and test them all for linearity. This will improve the power of our test because it will allow us to detect very general deviations from the null. However, we seek to maintain the size of our test at α = 0.05. Therefore, we use a bootstrap procedure to simulate the distribution of the smallest (most significant) p-value under the null, as discussed above. This method follows the first stage of Romano and Wolf (2005) and is described in Appendix B. The Monte Carlo algorithm we use is described in Appendix C.
We limit the degree of the polynomial to 5. If the asymptotic distributions of the test statistics under the null are accurate, and the bootstrap procedure for calculating c * {2,...,5} is correct, this testing procedure should give the test a size of at most 0.05 at τ = 0. Results from these calculations are also given in Figure 2 Figures A7-A9 .) The results indicate that sample sizes above 1,000 will be necessary in order for the polynomial test to have power and that with a weak instrument this test will fail to have power against most alternatives.
LATE/IV Test
Calculations of the power of the test using linear IV over separate intervals of the instrument are carried out in a similar fashion. The model and assumptions imply that the correct specification of an IV regression has as its dependent variable Y and has exogenous independent variables X and endogenous independent variables X × D. The optimal instrument for the
22 This simplifies in an obvious way when there are no X variables, which is the framework used in this section. Therefore, in order to compute the power of the test of whether the IV estimate using just observations with P (Z) below the median is different from the IV estimate using observations with P (Z) above the median, we use a Monte Carlo procedure described in Appendix C.
The results of some representative power calculations are presented in Figure 2 As with the conditional moment and polynomial tests, we further investigate the power of our IV test along the three dimensions which we find to be important -the deviation from the null, the sample size, and the signal to noise ratio. We present figures in which we fix one of the dimensions and trace out the power function across the other two dimensions.
In the Web Appendix we report graphs that are qualitatively similar to those reported in 22 The calculation is standard. For completeness we place it in the web appendix to this paper.
A variety of alternative IV estimates can be formed. In the web appendix, we present some power calculations for a test that uses alternative IV estimates. Specifically, we calculate the power of a test of whether the IV estimate using only observations with propensity scores below the 40th percentile and the IV estimate using only observations with propensity scores above the 60th percentile are equal. See the plots A13-A15.
An Analysis of Some Prototypical Problems in Microeconometrics
This section applies the tests just described to analyze choices of college participation on wages and the effect of high school graduation on wages. We draw on empirical studies reported in Carneiro, Heckman, and Vytlacil (2006) and Heckman and Vytlacil (2007b, p. 4953 ). In addition, we briefly summarize the analysis of the effect of school voucher choice programs on test scores from a more extensive empirical analysis reported elsewhere (Heckman, Schmierer, and Urzua, 2007) .
College participation vs. High School Diploma
We test for the importance of the correlated coefficients in estimating the returns to college. Card (1999 Card ( , 2001 Following Carneiro, Heckman, and Vytlacil (2006) , in the first stage we run a probit (they use a logit) for D using the following predictors of choice (Z): corrected AFQT, mother's education, number of siblings, an indicator for urban residence at age 14, average unemployment in the state of residence, average log earnings in the SMSA of residence, local wages and unemployment rates at age 17, an indicator for the presence of a college in the county of residence at age 14, and cohort dummies.
For our estimates of the propensity score, P (Z), we use the fitted values from this probit and in the second stage we regress the outcome variable on polynomials in the propensity score in addition to the following control variables (X): years of experience, corrected AFQT, mother's education, number of siblings, cohort dummies, average unemployment in the state of residence and average log earnings in the SMSA of residence, local wages in 1991, and local unemployment rate in 1991.
Panel A of Table 2 gives the probability value from CM test described above. This test is unable to reject the null of linearity. Panel B then gives the results of the tests for linearity which compare a polynomial estimate of E(Y |X, P ) to a linear estimate. The test is unable to reject the null of linearity.
We also report the results of the test for correlated random coefficient which tests for the equality of the IV estimates using observations above or below the median value of the instrument, P (Z). Panel C of Table 2 reports these IV estimates and the p-value for the test of their equality. We can see that because of the large standard errors we are not able to reject equality.
Under the assumptions of the normal selection model, we can test for selection on the gains to treatment by testing the coefficient on the selection term in the second stage regression. The p-value from carrying out this test on the college data is reported in panel D of Table 2 . This test is also unable to reject the null hypothesis of a correlated random coefficient model. c The IV estimates in panel C are calculated using the method described in the paper; the test of equality is a Wald test using a covariance matrix which is constructed using 1,000 bootstrap samples. d The probability value in panel D is calculated using a Wald test for whether the coefficient on the selection term is zero. The standard error is calculated using 100 bootstrap samples. e The treatment effects in panel E are calculated by weighting the estimated MTE by the weights from Heckman and Vytlacil (2005) . Therefore, they vary depending on the degree of the polynomial used to approximate E(Y|P) (and hence the polynomial used to approximate the MTE). The IV estimate uses P(Z), the propensity score, as the instrument. In both panels the degree of the polynomial refers to the degree used to approximate E(Y|P) (the degree of the approximation to the MTE is one less).
Using the approximate MTE calculated above we can calculate the various treatment parameters by weighting the MTE by the weights given in Vytlacil (1999, 2005) . Panel E of Table 2 reports these treatment effects. The fitted values of E(Y |X = x, P (Z) = p) for the mean X and it's derivative (MTE(x, p)) at the mean X, for alternative polynomial specifications are plotted in Figure 6 . In addition, Figure 6 shows the weights that the IV estimator places on the MTE as well as the histogram of estimated propensity scores.
The Monte Carlo analyses discussed in the preceding section were for general parameter values. To examine the power issue more closely, it is useful to start with the benchmark model just presented and conduct a focused Monte Carlo study. In these simulations, we take the regressors (X) and instruments (Z) from the actual NLSY79 data. This gives us 1,747 observations of the independent variables in our model. Then, assuming the normal generalized Roy model of section 4 we generate outcomes Y and choices D based on alternative parameterizations of the unobservables of the model. That is, we take X and Z from the data and we generate Y and D according to
where α 1 , α 0 , β, α V and γ are calculated from the NLSY79 data. In these simulations there are as many regressors and instruments as in the empirical application (and the same values for those regressors and instruments). In order to generate the data under various alternative hypotheses, then, we specify alternative parameter values for the unobservables U 1 , U 0 and V . These unobservables are always jointly normally distributed as in Table 1, but we vary the variances and covariances of these variables. Therefore, the only way in Figure 6 : College participation vs. stopping at high school: estimates of marginal treatment effect for different models, IV weights and support of the estimated propensity score.
a The covariates in the outcome equations are: years of experience, corrected AFQT, mother's education, number of siblings, cohort dummies, average unemployment in the state of residence and average log earnings in the SMSA of residence, local wages in 1991, and local unemployment rate in 1991. The instruments are: corrected AFQT, mother's education, number of siblings, an indicator for urban residence at age 14, average unemployment in the state of residence, average log earnings in the SMSA of residence, local wages and unemployment rates at age 17, an indicator for the presence of a college in the county of residence at age 14, and cohort dummies. The dependent variable in the probit is 1 if the individual reports having attended college or completed any schooling past 12 years, and 0 if the individual has a high school diploma or has completed 12 years of school but not attended college (GEDs are excluded). The confidence intervals are found using 100 bootstraps. In the MTE graph, the horizontal red line indicates the IV estimate. In the histogram, the blue bars correspond to the D=1 group and the red bars to the D=0 group. The sample size is 1,747. which these simulated datasets differ from the actual dataset is the values of Y and D and in the assumption of normal errors. Carrying out the simulations in this way lets us examine how the power of the tests depends, in this specific example, on the departure from the null hypothesis (in the sense of τ ) and on the sample size. We use the values of σ 1 and σ 0 calculated from the NLSY79 data. To gauge the explanatory power of our instruments in the NLSY79 data we look at the pseudo-R 2 of the first stage probit. The pseudo-R 2 in this application is 0.2986. For comparison to the power calculations, we note that this corresponds to a signal to noise ratio (as described in section 4) of about 1.2. Figure 7 shows the power of our three tests across different values of τ and different sample sizes. Note that with our actual sample size of 1,747 and our estimated τ = −0.2623 we are in a range where all of the tests have very low power, although for a fixed τ , CM has more power than the IV test which has more power than the series test. CM has much greater growth in power in the signal/noise ratio.
Overall, the simulations based on the data from this example indicate that at this sample size it would take a large deviation from the null in order for us to reject. The estimated deviation in the data is very small and suggests low power. For the amount of selection on the gain that we find in this data, it would take a very large sample size in order to be able to reject the null. Ironically, despite a large body of research on heterogeneity in returns to education and sorting on gains (see, e.g., Card, 1999 Card, , 2001 , and the survey in Heckman, Lochner, and Todd, 2006) , in the sample used by Carneiro, Heckman, and Vytlacil (2006) using our proposed tests, we find at best weak support for the correlated coefficient model in this model of the returns to schooling. However, this conclusion has to be tempered by the low power of the tests. Note: In these simulations we use the real data from the NLSY79 on the effect of a college education on wages for regressors (X) and instruments (Z). We parameterize the unobservables to match the estimated values from the data and we generate outcomes Y and choices D for different combinations of parameters. We have 1,747 observations and we fix the std. dev. of U 1 at 0.4857, the std. dev. of U 0 at 0.3927. The dashed vertical red line indicates where the null hypothesis is true (τ = 0) and the dot-dashed vertical blue line indicates the estimates of the parameters calculated in the NLSY79 data. 
High School Diploma vs. High School Dropout
Estimating the returns to graduating high school versus dropping out has received less attention in the literature.
23 For this analysis, we follow the example in Heckman and Vytlacil (2007b, p. 4953) Using the fitted values from this probit we form our estimates of the propensity score, P (Z). We then regress the outcome variable on polynomials in P (Z) plus the following regressors (X): job tenure, job tenure squared, experience, experience squared, AFQT score, noncognitive score, marital status, and year of birth indicators.
First, we conduct the conditional moment test of the null hypothesis of no selection on the gain. The result of this test is shown in panel A of Table 3 and shows that by this test we are unable to reject the null. We next implement our series test by estimating (5) for different degrees of the polynomial in P (Z). Table 3 , panel B, contains the probability values from these tests on this data and gives the results from our overall test for the presence of nonlinearity in these models. Linearity is not rejected in any of the models. This means that we cannot rule out the case of a constant-MTE and so it may not be necessary to deal with the additional complications of allowing for sorting on the gains.
23 See, however, Heckman, Lochner, and Todd (2003 , 2008 and Heckman and LaFontaine (2006) . c The IV estimates in panel C are calculated using the method described in the paper; the test of equality is a Wald test using a covariance matrix which is constructed using 1,000 bootstrap samples. d The probability value in panel D is calculated using a Wald test for whether the coefficient on the selection term is zero. The standard error is calculated using 100 bootstrap samples. e The treatment effects in panel E are calculated by weighting the estimated MTE by the weights from Heckman and Vytlacil (2005) . Therefore, they vary depending on the degree of the polynomial used to approximate E(Y|P) (and hence the polynomial used to approximate the MTE). In both panels the degree of the polynomial refers to the degree used to approximate E(Y|P) (the degree of the approximation to the MTE is one less).
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The other test for linearity is the test of the equality of the LATEs over various intervals.
We do this by calculating the IV estimate using observations with propensity scores above the median and comparing them to the IV estimate using observations with propensity scores below the median. The results of this test are given in Panel C of Table 3 .
Panel D of Table 3 gives the results of the test of whether the coefficient on the selection term in the normal selection model is zero. This is equivalent to a test for the correlated random coefficient if we assume the normal model is the true model and we present it as a benchmark against which to compare the other tests. We are unable to reject the null hypothesis of a correlated random coefficient using this test as well.
Using the estimated MTE, we can calculate the various treatment parameters by weighting the MTE by the weights given in Heckman and Vytlacil (2005) to get the treatment effects listed in panel E of Table 3 . The fitted values of E(Y |X = x, P (Z) = p) for the mean X and the derivative (MTE(x, p)) at the mean X, for various degrees of polynomials in P (Z) are plotted in Figure 8 . In addition, we give the weights that IV implicitly places on the MTE, and the histogram of estimated propensity scores. a The covariates in the outcome equations are: job tenure, job tenure squared, experience, experience squared, AFQT score, noncognitive score, marital status, and year of birth indicators. The instruments are: AFQT score, noncognitive score, father's highest grade completed, mother's highest grade completed, number of siblings, family income in 1979, wages and unemployment rates of local dropouts, wages and unemployment rates of local high school graduates, indicators for black and hispanic, indicators for south residence and urban residence at age 14, and year of birth indicators. The dependent variable in the probit is 1 if the individual's highest education is a high school diploma, and 0 if the individual is a high school dropout (GEDs are excluded). The E(Y|P,X) curve is found by regressing log hourly wages on the X's, P, P2, P3, and P4. The confidence intervals are found using 100 bootstraps. In the MTE graph, the horizontal red line indicates the IV estimate. In the histogram, the blue bars correspond to the D=1 group and the red bars to the D=0 group. The sample size is 1,035. Table 4 .
We investigate the effect of randomly reducing sample size on the performance of the tests and the variability of the estimated MTE. The full dataset contains over 100,000 observations, from which we randomly sample 1,000, 5,000, 10,000 or 20,000 observations. We estimate the MTE in each of these samples and conduct each of our tests for heterogeneity in each of these samples. The results of the tests on the reduced sample sizes are summarized in Table 5 . With the exception of one test on the sample with 5,000 observations, we are unable to reject H 0 for any of the smaller samples and it is only once we reach 20,000 observations that we are able to reject. At that sample size, we reject the null of no selection on the gain with all of our tests.
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Finally, in order to investigate the effect of reducing the sample size on the variability of the MTE, we plot estimates of the MTE from each of the samples in Figure 10 . Notice that the point estimates have a similar shape but the confidence bands are much larger at the smaller sample sizes -so large that it is easy to see why we are unable to reject the null of a constant MTE. a The covariates in the outcome equations are: gender, mother's highest grade completed, father's highest grade completed, number of family members, and household income categories. The instruments are: population and urbanization of one's municipality in 2000, population growth rate between 1998 and 2000, difference between average tuition in voucher schools and average tuition in public schools in one's municipality, difference in average test scores in voucher schools and average test scores in public schools in one's municipality, in addition to all of the X variables. The dependent variable in the probit is 1 if the individual is enrolled in a voucher school, and 0 if the individual is enrolled in a public school. The confidence intervals are found using 100 bootstraps. In the MTE graph, the dashed red line indicates the IV estimate and the dotted blue line indicates the OLS estimate. In the histogram, the blue bars correspond to the D=1 group and the red bars to the D=0 group. The sample size is 105,124. Source: Heckman, Schmierer and Urzua (2007) . bootstrap samples. c The IV estimates in panel C are calculated using the method described in the paper; the test of equality is a Wald test using a covariance matrix which is constructed using 1,000 bootstrap samples. d The probability value in panel D is calculated using a Wald test for whether the coefficient on the selection term is zero. The standard error is calculated using 100 bootstrap samples. e The treatment effects in panel E are calculated by weighting the estimated MTE by the weights from Heckman and Vytlacil (2005) . Therefore, they vary depending on the degree of the polynomial used to approximate E(Y|P) (and hence the polynomial used to approximate the MTE). The IV estimate uses P(Z), the propensity score, as the instrument. The IV estimate is calculated both using the weights from Heckman and Vytlacil (2005) and using the traditional ratio of covariances. The estimates differ not only because the estimate of the MTE is inexact, but also becaus degree used to approximate E(Y|P) (the degree of the approximation to the MTE is one less). Source: Heckman, Schmierer and Urzua (2007). a The covariates in the outcome equations are: gender, mother's highest grade completed, father's highest grade completed, number of family members, and household income categories. The instruments are: population and urbanization of one's municipality in 2000, population growth rate between 1998 and 2000, difference between average tuition in voucher schools and average tuition in public schools in one's municipality, difference in average test scores in voucher schools and average test scores in public schools in one's municipality, in addition to all of the X variables. The dependent variable in the probit is 1 if the individual is enrolled in a voucher school, and 0 if the individual is enrolled in a public school. The confidence intervals are found using 100 bootstraps. The MTE estimate shown is taken from a fourth degree polynomial estimate of E(Y|X,P). The sample sizes are 1,000, 5,000, 10,000 and 20,000 in each of the four panels, respectively. Generalizing our findings to other models and empirical problems is difficult. It is likely that nonparametric and semiparametric methods are less useful as guides to empirical practice in the samples of the size used in many economic studies. Monte Carlo studies along the lines presented in this paper would usefully inform this discussion in each application.
A Appendix: The Heckman-Vytlacil IV Conditions (A-1) (U 0 , U 1 , V ) are independent of Z conditional on X.
(A-2) The distribution of µ D (Z) conditional on X is nondegenerate.
(A-3) The distribution of V is continuous(i.e., absolutely continuous with respect to Lebesgue measure).
(A-4) E |Y 1 | < ∞, and E |Y 0 | < ∞.
(A-5) 1 > Pr (D = 1 | X) > 0. Vytlacil (2002) shows that under mild regularity conditions, these conditions are equivalent to the IV conditions of Imbens and Angrist (1994) used to define LATE, the local average compares treatment effect.
B Appendix: Romano-Wolf procedure for construc-
tion of critical value
This appendix lays out our procedure for accounting for the fact that we are fitting multiple series estimators of the unknown function E(Y |X = x, P (Z) = p) = h(p) and testing all of them simultaneously for linearity. In particular, the outcome of our test will be determined by the most significant of the test statistics from each of the individual estimators. Therefore, we need to determine the critical value against which to compare this most significant test 7. Denote by γ the vector of coefficients on XD, which is the IV estimate using observations below the median. Let γ denote the IV estimate using observations above the median. Then γ = γ + η where η is the vector of coefficients on XD + .
Form the test statistic W
where Ω * is a Huber-White robust estimator of the covariance matrix of the parameters and R is restriction matrix that selects the relevant terms of the covariance matrix.
9. Repeat steps two through eight 500 times. 
