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Abstract
Introduced in this paper is a Bayesian model for isolating the resonant fre-
quency from combustion chamber resonance. The model shown in this paper
focused on characterising the initial rise in the resonant frequency to inves-
tigate the rise of in-cylinder bulk temperature associated with combustion.
By resolving the model parameters, it is possible to determine: the start
of pre-mixed combustion, the start of diffusion combustion, the initial res-
onant frequency, the resonant frequency as a function of crank angle, the
in-cylinder bulk temperature as a function of crank angle and the trapped
mass as a function of crank angle. The Bayesian method allows for individual
cycles to be examined without cycle-averaging—allowing inter-cycle variabil-
ity studies. Results are shown for a turbo-charged, common-rail compression
ignition engine run at 2000 rpm and full load.
Keywords: Combustion Resonance, Resonant Frequency, Bayesian
Modelling, Markov-chain Monte Carlo, In-cylinder Pressure Analysis
1. Introduction
Typically researchers interested in frequency content from engine signals
(in-cylinder pressure, vibration and acoustic emission) have employed fast
Fourier transforms (FFT) [1, 2]. However, many authors have used more ad-
vanced techniques that are able to capture non-stationary frequencies, such
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as: finite element analysis [3], Wigner-Ville methods [4–6], Hilbert transforms
[5, 7] and continuous wavelet transforms [8, 9]. Fast Fourier transforms are
common practice in basic spectral analysis mostly because of their ease of
use and computational efficiency [10, 11]. However, many assumptions are
made when using them—for example, the assumption of periodic stationary
frequencies. Moreover, they can also have low resolution and are sensitive
to noise and incomplete data [12, 13]—low resolution may make it difficult
to resolve close together frequencies [14]. In his pioneering 1988 work, Bret-
thorst [12] explains that if there is complex phenomena, or evidence of more
than a single stationary harmonic frequency, the Fourier method may yield
incorrect or misleading results.
In order to avoid any misinterpretation of the data, the method of data
analysis should be carefully selected. Under discussion here is the use of
Bayesian modelling with the application of isolating features of the com-
bustion resonance in a heavy-duty Cummins, multi-cylinder, turbo-charged,
common-rail, direct-injection diesel engine. Of specific interest is the spectral
content contained in the in-cylinder pressure signal; in particular the resonant
frequency that occurs as a result of combustion. Isolation of this frequency
is important as it is related to the speed of sound and hence in-cylinder bulk
temperature [1–3, 5, 15, 16].
The challenge with isolating the resonant frequency information from the
combustion resonance is that the frequency itself is an evolving frequency. In
order for a FFT to produce meaningful results, multiple periods of data are
required [17]—it is counter-intuitive in an application where a frequency is
evolving to simultaneously analyse multiple periods of data. An immediate
implication of this is that the FFT method will not be able to capture the
transient nature of this signal, even if the data is analysed in windows such
as those found in a spectrogram—the results would only be able to indicate
a trend and likely not provide any definitive information. For a detailed
study of combustion resonance, with the goal of isolating the initial resonant
frequency (at the onset of combustion) and characterising its rise as the
combustion chamber temperature increases, the FFT method will not be
satisfactory.
Continuous wavelet transforms (CWT) have emerged in recent years as
a solution to the instantaneous frequency problem and have been used in a
wide range of applications [18, 19]. In comparison to the spectrogram method
(using short-time Fourier transforms), the time window is not held constant
[18]—it is advantageous to not have constant time windows, automated or
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even manual selection of windows may cut useful information [20]. Rather,
the time window of each wavelet is varied to fit the data; therefore, there is
always a trade-off between the frequency and time resolutions. In relation to
the application described in this paper, resolving a single evolving frequency
with respect to crank-angle, the CWT method has a few key short-comings.
Namely: the results of the CWT are typically presented in scales which need
to be estimated as frequencies (causing frequency resolution issues), difficulty
with accurate automated feature detection (the results are normally analysed
visually, other algorithms would need to be carefully generated to automate
the feature extraction), wavelet selection effects the results and whilst the
CWT method does isolate evolving frequencies well, there is no indication of
uncertainty in the result and resolution issues can make detailed tracking of
the frequency of interest difficult.
Other advanced techniques, which are capable of capturing the transient
nature of engine signals, have issues of their own. These issues generally
relate to undesirable assumptions inherent with the analysis technique, sus-
ceptibility to noise, resolution and cross-talk. Statistical modelling, within
the Bayesian paradigm, is suggested to overcome these issues. As this is
not a one-size-fits-all method, using this method is at the expense of sim-
plicity [16]. However, it can be argued that in data analysis more emphasis
should be given to scientific interest and less to mathematical convenience
[21]. Here a solution is provided to this problem that does require access to
computational support.
In the Bayesian paradigm all assumptions must be explicitly stated; this
allows the analyst more control compared to other techniques [22]. Whilst
this adds complexity, it also ensures that the analyst is completely aware of
the problem they are solving and reduces the potential risk of obtaining a
misleading result. Moreover, in this application it allows for the analysis to
be conducted independently, on individual engine cycles; thereby, allowing
for inter-cycle variability studies and effectively removing the need for ad hoc
methods such as cycle averaging [16, 23].
Some work in this area has already been conducted by Bodisco et al.
[16, 23]. Much like the current work detailed in this paper, previous work
has resolved parameters in an empirical form of the in-cylinder pressure sig-
nal. In the original work [16] model development was shown for isolating
the resonant frequency as a function of time in a four-cylinder DI naturally
aspirated diesel engine—the model implementation was performed in pre-
packaged software, WinBUGS [24]. However, the final model was kept sim-
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ple and made some assumptions to reduce complexity. One such assumption
was that the resonant frequency only decayed—i.e. there was no initial rise
in frequency with the corresponding increase in in-cylinder bulk temperature
with combustion. In that work [16] the final conceptual model was:
y = s(t) ∼ N(µ(t), τ)
µ(t) = f1(t) +H(t− δ)
3∑
i=2
fi(t)
fi(t) = Aie
−λit sin(Wiω0e−aitt+ φ)
where s(t) is the in-cylinder pressure signal with the motoring frequency in-
formation removed and is Normally distributed with time-varying mean, µ(t),
and precision, τ . The time-varying mean consists of the summation of three
frequency (ωi(t) = Wiω0e
−ait) and amplitude (Ai(t) = Aie−λit)decaying si-
nusoidal waves with the same phase shift, φ, where i identifies the sinusoidal.
In this model, sinusoidals i = {2, 3} are zero until t > δ as controlled by the
step function H(t− δ).
Extending the previous work [16], this paper will demonstrate the use of
a more sophisticated model to estimate the rise of the resonant frequency in
a heavy-duty Cummins, multi-cylinder, turbo-charged, common-rail, direct-
injection diesel engine. Accurate isolation of the resonant frequency allows
for an in-depth investigation into the combustion temperature. Moreover, as
the Bayesian method allows for each cycle to be analysed independently, the
inter-cycle variability of this important parameter can be investigated.
Experimental investigation into the combustion bulk temperature using
an advanced technique, such as described in this paper, could significantly
aid in the analysis of alternative fuels. In diesel engines, emission formation,
especially NOx, is temperature dependent [25, 26]. The strong dependency
between emission and temperature indicates the need for more advanced
methods of investigation into in-cylinder bulk temperature and temperature
rate rise.
2. Experimental Configuration
Experiments were conducted at the QUT Biofuel Engine Research Facility
(BERF) in August 2012. The engine under investigation is a 5.9 ` in-line
six-cylinder, turbo-charged, common-rail Cummins diesel engine. This is a
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heavy-duty Euro 3 engine with advanced injection timing (around top dead
centre) and variable injection pressure (250–1800 bar). Table 1 contains the
technical specifications of the engine and data acquisition equipment.
Data was collected at 200 kHz use a Data Translation (DT9832) analogue-
to-digital converter and National Instruments LabView. This engine was
equipped with a high resolution crank angle sensors (operated at 0.5 crank
angle degree resolution) and the data was collected asynchronously. The
location of the pressure transducer can be seen in Figure 1, an elevation is
not shown because the cylinder head is flat.. For the experimental results
shown, the engine was run at 2000 rpm on neat automotive diesel at full load
(760 Nm). A more detailed description of the engine setup can be found in
Ref. [27].
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Figure 1: Location of in-cylinder pressure transducer
3. Experimental Data
Using a two channel analogue Krohn-Hite model 3202 filter, the in-cylinder
pressure signal was band-pass filtered. The first channel was a high-pass filter
with a threshold of 4 kHz and the second a low-pass filter with a threshold
of 12 kHz. In contrast to the ignition delay study [23], this frequency band
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Table 1: Engine and data acquisition specifications
Engine Specifications
Make Cummins ISBe220 31
Capacity 5.9 `
Maximum power 162 kW at 2000 rpm
Maximum torque 820 Nm at 1500 rpm
Number of cylinders 6
Number of valves per cylinder 4
Compression ratio 17.3:1
Bore 102 mm
Stroke length 120 mm
Dynamometer Electronically controlled water
brake dynamometer
Injection system Common-rail
Data acquisition
Pressure transducer Kistler piezoelectric transducer
(6053CC60)
Analogue-to-digital converter Data Translation (DT9832)
Software National Instruments LabView
Sample rate 200 kHz
Data collected In-cylinder pressure
Band-pass filtered in-cylinder pres-
sure (allowing 4-12 kHz)
Diesel injection timing
Crank-angle rotation information
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was kept very close to the frequencies of interest. This was done to ensure
that noise and vibration not directly related to the combustion resonance
was minimised. A pilot study was performed with low-pass threshold fre-
quencies ranging from 8-20 kHz. It was determined that this study could
be performed at any of these filter settings; however, the band-pass range
of 4-12 kHz was chosen because a low-pass threshold at 12 kHz produces
a signal free from high frequency noise that qualitatively looks identical to
those of lower thresholds.
Using the same acquisition system as described [23, 27], the band-pass
filtering took place whilst the signal was still in its analogue form; therefore,
the dependent scale in Figure 2 is in Volts. Isolating the resonant frequency
from in-cylinder pressure is scale independent; hence, there is no need to
convert the input signal from a voltage signal into a pressure signal. Figure 2
shows an example of the band-pass filtered signal—it is taken from the same
cycle as the in-cylinder pressure trace shown in Figure 3. The rise in signal
(∼362 degrees crank angle) immediately prior to the start of the combustion
resonance (∼354 degrees crank angle) evident in Figure 2 is attributable to
electronic noise from the injection signal and is not part of the combustion
resonance.
360 365 370 375
Crank Angle (degrees)
-4.0
-3.0
-2.0
-1.0
0.0
1.0
2.0
3.0
4.0
Fi
lt
e
re
d
 P
re
ss
u
re
 S
ig
n
a
l 
(V
o
lt
s)
10−2
Figure 2: Band-pass (4-12 kHz) filtered pressure signal, full load, 2000 rpm
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Figure 3: Pressure vs crank angle plot, full load, 2000 rpm
4. Conceptual Model
In Ref. [23], a statistical model was used to determine the start of com-
bustion from in-cylinder pressure. The model employed was:
y = s(t) ∼ N(µ(t), σy)
µ(t) = H(t− δ)A sin
(
2pi
λ
ωt+ φ
)
, (1)
where, s(t), the band-pass in-cylinder pressure signal (such as the example
in Figure 2), is assumed to be Normally distributed about some time varying
mean, µ(t), with some standard deviation, σy—the independent variable t
refers to the discrete time representation in the data related to the sampling
rate (200,000 Hz). The change point factor, H(t − δ), switches the signal
from Gaussian noise about 0 to a periodic sine wave of frequency ω—λ is the
sample-rate in Hz and φ is the phase-shift. Therefore, resolving the change
point parameter, δ, resolves the start of combustion.
As the work in Ref. [23] was primarily interested in resolving the start
of combustion only, the window this analysis took place in was restricted
to 200 data points. This allowed for the assumption that the resonance
was from a stationary frequency. However, the present work is interested in
characterising the rise in the resonant frequency and accurately resolving the
initial resonant frequency.
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This can be achieved with only slight modification to the model shown in
Equation 1. In this implementation the amplitude, A, will be predetermined
as a function of time and the resonant frequency, ω, will be resolved as a
function of time:
y = s(t) ∼ N(µ(t), σy)
µ(t) = H(t− δ1)A(t) sin
(
2pi
λ
ω(t)t+ φ
)
, (2)
The amplitude, henceforth termed the frequency envelope, is predetermined
to ensure the frequency is correctly resolved—the other model parameters
are conditional on the amplitude. This approach helped improve model fit,
and is a generalisation of a common Bayesian computational practice to ex-
ploit hierarchial structure where possible. Hence, minimising issues with
incorrect frequency envelope estimates artificially reducing the data likeli-
hood estimates. Moreover, having the frequency envelope as a model input
saves computation time, by not having to resolve it as part of the modelling
process.
The method for resolving the frequency envelope used in this work has
been kept simple, as it is not necessary for it to be precise. First, mean-
average smoothing was applied to the band-pass filtered in-cylinder signal
to reduce the effects of noise. This smoothed signal was then differentiated
and the timing of all of the turning points was identified (when the differ-
entiated signal = 0). The absolute value of the original band-pass filtered
in-cylinder signal (before smoothing) at each of the identified turning points
was found and the frequency envelope was then determined by linearly in-
terpolating between those points. This method is computationally efficient
and consistently yielded a result that adequately fit the frequency envelope.
For modelling the rise of the resonant frequency, a multiplicative model
was chosen as it can rise slowly or quickly and the rate only relies on one
parameter—multiplicative models can be directly related to exponential mod-
els but are computationally easier to work with. Heat release has been mod-
elled previously using an Arrhenius type exponential equation [28, 29]. In an
auto-ignition process, such as that found in diesel engines, a pool of radicals
needs to be developed as the fuel is gradually heating and mixing with the
surrounding oxygen and combustion products. This may occur in a region
just downstream of the exit plane of the penetrating spray jet where sufficient
vaporisation has taken place. Ignition kernels will form and these would be
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convected with the flow until they encounter combustible mixtures, which are
then ignited leading to extensive heat release. It is notable that in spray jets
auto-igniting in a hot vitiated co-flow, the heat release is minimal in the re-
gion where the auto-igniting kernels are developed and increases significantly
downstream in the jet where the main combustion is taking place [30, 31].
Such a scenario is also expected in the diesel engine considered here. Based
on this, it is expected that the resonant frequency will rise slowly at the start
of pre-mixed combustion (when the auto-igniting kernels are developing) and
then more rapidly at the start of diffusion combustion (characterised by ex-
tensive heat release), eventually followed by a slow decline. The model used
to empirically represent the resonant frequency in this study is:
ω(t) =

β0 t < δ1
β1ω(t− 1) δ1 ≤ t < δ2
β2ω(t− 1) δ2 ≤ t < δ3
β3ω(t− 1) t ≥ δ3.
(3)
As the empirical relationship given in Equation 3 is a multiplicative model,
ω(t−1) refers to the value of ω at the previous data point. The initial resonant
frequency is given by β0, the initial rise in resonant frequency (from pre-mixed
combustion) is characterised by β1, the rapid rise in resonant frequency (from
diffusion combustion) by β2 and the decline in the resonant frequency by β3.
Similarly, the model parameter δ1 (in both Equations 2 and 3) corresponds
to the start of pre-mixed combustion, δ2 corresponds to the start of diffusion
combustion and δ3 corresponds to the timing at which the resonant frequency
begins to decline.
The Bayesian approach will provide marginal posterior plausibilities of
each of the parameter values, based on the observed data. This allows the
estimation of the model parameters. Bayes theorem states that the posterior
distribution is proportional to the product of the likelihood of the data given
the parameters and the priori distribution of the parameters [32].
p(θ|y) ∝ p(y|θ)p(θ),
for this case, θ = {δ1, δ2, δ3, β0, β1, β2, β3, φ σy} and yi = s(ti), ti ∈ T .
5. Priors
In a Bayesian approach, parameter values require specification of prior
plausibility. In this analysis, what is known about each model parameter is
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independent of the other parameters; therefore:
p(θ) = p(δ1)p(δ2)p(δ3)p(β0)p(β1)p(β2)p(β3)p(φ)p(σy).
The prior distributions should encompass all plausible values a parameter
can take [32].
Using the same logic shown in Ref. [23], φ ∼ Unif(0, pi) and β0 ∼
Unif(5000, 7000). Combustion is assumed to occur approximately 4.5 degrees
after the start of injection (approximately 100 data points after the nominal
start of injection) [23]; therefore, δ1 ∼ N(100, 25). This prior assumes a 95%
probability that combustion will occur in the time period, 50 ≤ t ≤ 150.
The apparent rate of heat release diagram (generated from cycle-averaged
data), shown in Figure 4, is constructed using the first law of thermody-
namics as described by Heywood [33] and does not account for heat losses.
Examination of Figure 4 reveals an inflection at approximately 370 degrees
(approx 250 data points after the nominal start of injection). This position
corresponds to the timing at which the temperature begins to increase more
rapidly. The same prior given to δ1 is assigned to δ2, δ2 ∼ N(250, 25). Expe-
rience and observation of the data, informs the last change point parameter,
δ3. A slight decrease in the resonant frequency is typically observed shortly
after the rapid rise; therefore, δ3 ∼ N(300, 25). Additionally, δ3 has the
restriction that it must be greater than δ2.
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Figure 4: Apparent net rate of heat release, full load, 2000 rpm
Of interest in this study is the resonant frequency and how it evolves as
a function of time. Because this is a multiplicative model, the parameter
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values of β1, β2 and β3 will be near 1. The model shown in Ref. [23] worked
because the start of the combustion resonance can be assumed to be some-
what stationary. Therefore, β1 was assigned a prior that was very close to
1, β1 ∼ N(1.00005, 0.00005). If a starting frequency of approximately 5700
Hz is assumed and a peak frequency of 6500 Hz, an approximation of β2 of
1.002 can be shown. Therefore, β2 ∼ N(1.002, 0.001). Both β1 and β2 were
restricted to be greater than 1.
Knowledge of β3 is more difficult to predict. Unlike β1 and β2, where
it can be assumed they are greater 1, β3 could potentially represent the
beginning of the decline in the resonant frequency or it could represent the
slowing down of the evolution. The prior selected has assumed a decline, but
has not enforced it, β3 ∼ N(0.9999, 0.001).
The model parameter σy is there to fit the Gaussian noise in the data. In
Bayesian modelling it is common to consider the precision
(
τ = 1
σ2y
)
, rather
than the standard deviation [32]. In a state of ignorance, this parameter is
often assigned an uninformative Gamma prior, τ ∼ Gamma(0.01, 0.01).
6. Model Implementation
Estimation of the posterior distributions of the model parameters is per-
formed using a standard Bayesian computational approach based on simula-
tion. The Metropolis-Hastings algorithm, a special case of the Markov-chain
Monte Carlo (MCMC) algorithm [32], has been used in this analysis as de-
scribed in Ref. [23]—this section is a summary from the more detailed ex-
planation in Ref. [23]. In this implementation candidate parameters, θ∗, are
sampled from a proposal distribution dependent on the current parameter
value, θ∗ ∼ R(θ). For the parameters, {β0, β1, β2, β3, φ σy}:
θ∗ ∼ N(θm−1, σθ)
and for the parameters, {δ1, δ2, δ3}:
θ∗ ∼ Unif(θm−1 − n, θm−1 + n)
where, σθ and n are tuning parameters which determine the potential range
of the ‘walk’ at each iteration and m = 1, . . . ,M denotes the mth MCMC
simulation from the chain. Therefore,
θm =
{
θ∗ with probability α
θm−1 otherwise.
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where,
α = min
{
1,
R(θ∗)
R(θm−1)
p(θ∗|·)
p(θm−1|·)
}
and · denotes the full set of parameters omitting the parameter of interest,
here generically denoted as θ.
The results from the model had a tendency to not correctly resolve the
start of combustion, δ1. This issue occurred because of the predetermined
frequency envelope causing issues with convergence. Potential solutions to
this issue included: modelling the frequency envelope as part of the model
instead of having it as an input parameter, developing a hierarchical model or
predetermining the start of combustion and having it as an input parameter.
Using the model described in Ref. [23] to determine the start of combustion,
δ1, and then using δ1 as an input parameter (non-updatable) was determined
as the most computational efficient and reliable solution. Moreover, using
the predetermined frequency envelope ensures that once the frequency has
converged to the correct solution that the model will fit the data well and
is therefore an important input parameter and removing it could result in
convergence issues and greatly increased computation time.
7. Simulation Results
Figure 5 shows the model fit to the signal shown in Figure 2. It can
be seen by observation, or by the residual plot shown in Figure 6, that the
model has fit the data very well—indicating accurate isolation of the resonant
frequency. This observation is made because the residual plot shows no
distinctive features (i.e. it appears to be noise only without any repeating
features). Table 2 shows the mean and standard deviation for each model
parameters prior and posterior distributions.
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Table 2: Model parameter prior and posterior distributions
Prior Posterior
Parameter Mean Standard Mean Standard
Deviation Deviation
β1 1.00005 0.00005 1.00023 3.204× 10−5
β2 1.002 0.001 1.00101 2.869× 10−5
β3 1.9999 0.001 1.00004 3.381× 10−5
δ1 100 25 122 4
(362.3 degrees) (1.5 degrees) (363.7 degrees) (0.3 degrees)
δ2 250 25 242 2
(371.5 degrees) (1.5 degrees) (371.0 degrees) (0.2 degrees)
δ3 300 25 297 1
(374.6 degrees) (1.5 degrees) (374.5 degrees) (0.1 degrees)
Lower Upper Mean Standard
Bound Bound Deviation
β0 5000 7000 5502 43
φ 0 pi 0.27 0.18
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Figure 5: Model fit to signal shown in Figure 2
14
360 365 370 375
Crank Angle (degrees)
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
R
e
si
d
u
a
l 
P
re
ss
u
re
 S
ig
n
a
l 
(V
o
lt
s)
10−2
Figure 6: Residual plot showing that subtraction of the fitted model from
the signal shown in Figures 2 and 5
Hence, as a function of crank angle, the resonant frequency of the signal
shown in Figure 2, is modelled in Figure 7. For comparison to the continu-
ous wavelet transform method, Figure 8 shows the corresponding result from
a continuous wavelet analysis using 256 scales. It can be seen that both
methods have isolated the frequency information well; however, owing to the
resolution in the Bayesian method, results in Figure 7 allow for the deter-
mination of the start of pre-mixed and diffusion combustion and a greater
ability to track the evolution of the frequency as a function of crank angle (or
time). Some key features, however, can be noted in Figure 8 that correspond
to Figure 7. Namely: the general range of the frequency is similar, the start
of pre-mixed combustion can be seen at approximately 364 degrees and a
sharper rise in frequency is also evident at approximately 371 degrees.
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Figure 7: Example resonant frequency with respect to crank angle from
model fit shown in Figure 5
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Figure 8: Resonant frequency of the signal shown in Figure 2 isolated using
a continuous wavelet transform
From 500 consecutive engine cycles, Figure 9 shows the distribution of the
initial resonant frequency, β0.
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Figure 9: Distribution of the initial resonant frequency over 500 consecutive
cycles
Although determined as an input parameter from the start of combustion
model [23], Figures 10 and 11 show the distribution of the start of pre-mixed
combustion and the corresponding ignition delay.
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Figure 10: Distribution of the start of pre-mixed combustion over 500 con-
secutive cycles
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Figure 11: Distribution of the ignition delay over 500 consecutive cycles
The model parameter δ2 isolates the start of diffusion combustion—characterised
by an increase in the rate of temperature rise. Figure 12 shows the distribu-
tion of the start of diffusion combustion. This timing matches well with an
inflection seen in the net rate of heat release, shown in Figure 4.
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Figure 12: Distribution of the start of diffusion combustion over 500 consec-
utive cycles
Corresponding to these change point parameters, Figure 13 shows the dis-
tribution of the multiplicative parameter β1 which corresponds to the initial
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rise in temperature during pre-mixed combustion and Figure 13 shows dis-
tribution of the multiplicative parameter β2 which corresponds to the more
rapid rise in temperature from diffusion combustion.
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Figure 13: Distribution of the initial multiplicative parameter, β1, over 500
consecutive cycles
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Figure 14: Distribution of the diffusion combustion multiplicative parameter,
β2, over 500 consecutive cycles
The results for the multiplicative parameter β3 were slightly different to
expected. When the model was developed it was assumed that at the end of
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the diffusion combustion period the in-cylinder bulk temperature (and hence
resonant frequency) would start decreasing. However, the results shown in
Figure 15 indicated that this has only shown to be true on some cycles. On
the majority of cycles, Figure 15 indicates that the rise in resonant frequency
is slowed or perhaps stationary for a period before it decreases.
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Figure 15: Distribution of the reduction in combustion intensity parameter,
β3, over 500 consecutive cycles
8. Application
A key feature of using a Bayesian modelling technique is being able to
analyse individual cycles. Therefore, the analyst is able to investigate the
inter-cycle variability of not only the model parameters, as shown in Section
7, but also the inter-cycle variability of the operating characteristics derived
from the model results. Potential applications for these results are determin-
ing the in-cylinder bulk temperature and the trapped mass as a function of
time [3, 16].
A nominal in-cylinder bulk temperature can be determined from the rela-
tionship to the speed of sound by assuming ideal behaviour and uniform gas
composition in the combustion chamber—whilst these are not true assump-
tions, it does allow for an interesting investigation into the bulk temperature
in the combustion chamber. The speed of sound, c, is related to the resonant
frequency, f , by the following relationship [3]:
c =
fB
αnm
(4)
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where, B is the cylinder bore and αnm is a non-dimensional value associated
with the frequency mode—in this study the resonant frequency represents
the first circumferential frequency; therefore, αnm = 0.5861 [3, 16]. The
speed of sound is also related to temperature [3]:
c2 = γRT (5)
where, γ is the ratio of specific heats, R is the characteristic gas constant
and T is the in-cylinder bulk temperature. Combining Equations 4 and 5:
T =
1
γR
(
fB
αnm
)2
(6)
and relating Equation 6 to the ideal gas law allows the determination of the
trapped mass, m, as a function of time:
m(t) = γP (t)V (t)
(
αnm
f(t)B
)2
(7)
Owing to potential imperfections in the combustion chamber walls and
design features that deviate from a perfectly round profile, the in-cylinder
bulk temperature and therefore the trapped mass determined from Equations
6 and 7, respectively, will not be correct [34]. However, a correction factor
can be determined from knowledge of the trapped mass in the cylinder at the
onset of combustion. In the engine setup utilised in this experiment in-take
air and fuel flows are measured. The nominal distribution of trapped mass
(at the onset of combustion), determined from Equation 7, is shown in Figure
16. Under the assumption that at the start of combustion there has been
negligible blow-by, a correction factor can be found.
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Figure 16: Distribution of the cycle resolved nominal trapped mass over 500
consecutive cycles
A rearrangement of the ideal gas law (with the correction factor (ζ = 1.074),
shown in Equation 8) allows an in-cylinder bulk temperature profile to be
created for each individual engine cycle, example in Figure 17, and investiga-
tion into the inter-cycle variability of the in-cylinder bulk temperature at the
start of combustion, shown in Figure 18. This in-cylinder bulk temperature
is associated with the spatial average in-cylinder temperature. In reality,
it is expected that the changes between the different phases of combustion
would be smoother; however, Figure 17 does give an accurate indication of
the spatial average in-cylinder temperature with respect to crank angle.
The bi-modal distribution of values shown in Figure 18 is interesting. It
is showing that the predominate initial in-cylinder temperature is approxi-
mately 2000 K; but, it is also showing a significant second mode at approxi-
mately 2400 K. This bi-modal distribution is likely caused by instabilities in
the control of the dynamometer. Data collected from this engine setup often
shows a periodic time dependency, the spread of the distribution shown in
Figure 18 is indicating that this variability has a significant impact on the
in-cylinder temperature immediately prior to combustion. A bi-modal distri-
bution, rather than a uni-modal distribution, is likely caused by bias in the
sampling period—the dynamometer instability generally fluctuates with a
period of approximately 50 seconds; therefore, a 60 second sample (as shown
in this paper) will likely give bias to the repeated section of the sample period.
T =
PV
ζmR
(8)
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Figure 17: In-cylinder bulk temperature as a function of crank angle
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Figure 18: Distribution of the initial in-cylinder bulk temperature across 500
consecutive cycles
9. Conclusion
This paper has introduced a Bayesian model for analysing the combus-
tion chamber resonant frequency. The model employed in this paper focused
on capturing the rise in the resonant frequency associated with the increase
23
in in-cylinder temperature from combustion. Applied to a band-pass fil-
tered in-cylinder pressure signal, from a compression ignition engine, this
model is capable of directly determining: the start of combustion, the start
of diffusion combustion, the initial resonant frequency and the resonant fre-
quency as a function of time. It has also been demonstrated that knowledge
of the resonant frequency allows further investigation into the in-cylinder
bulk temperature and trapped mass as a function of time. Results from
the Bayesian model have been shown for 500 consecutive cycles of a turbo-
charged, common-rail injection 5.9 l diesel engine run at full load and 2000
rpm.
The application of this technique to a modern compression ignition en-
gine has shown that it is able to resolve a crank angle dependent (or time
dependent) average spatial in-cylinder temperature profile and is useful for
investigating the inter-cycle variability of the engine. A bi-modal distribution
of in-cylinder temperature was shown and explained to be caused by engine
operation instability. Moreover, this method for investigating the combustion
chamber resonance also yields a new metric for describing the rate of increase
in temperature during combustion, in terms of the model multiplicative pa-
rameters, βi. Applications for this can include a more rigorous examination
of the effect of alternative fuels and fuelling strategies, allowing the analyst
a greater breadth of information to draw conclusions from.
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