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РЕФЕРАТ 
 
Выпускная квалификационная работа по теме «Задача медицинской 
диагностики по выборке без учителя» содержит 48 страниц текстового 
документа, 54 рисунка, 3 таблицы, 1 формулу, 1 приложение, 10 
использованных источников. 
МАШИННОЕ ОБУЧЕНИЕ, КЛАСТЕРИЗАЦИЯ, КЛАСТЕР, 
КЛАССИФИКАЦИЯ, РЕПОЗИТОРИЙ ДАННЫХ, СИСТЕМА ПОДДЕРЖКИ 
ПРИНЯТИЯ РЕШЕНИЙ,  МЕДИЦИНСКАЯ ДИАГНОСТИКА 
Цель работы: повышение точности медицинской диагностики с 
помощью методов кластеризации. 
Для достижения поставленной цели были решены следующие задачи: 
 изучить существующие методы кластеризации; 
 реализовать и исследовать алгоритмы кластеризации: FOREL, 
алгоритм минимальной выборки, алгоритм минимального покрывающего 
дерева; 
 исследовать работу алгоритма нейронная сеть Кохонена с 
использованием аналитической платформы Deductor Academic 5.3; 
 проанализировать особенности работы алгоритмов на модельных и 
реальных данных. 
Работа над задачей медицинской диагностики является актуальной, так 
как связана с вопросом человеческого здоровья. 
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ВВЕДЕНИЕ 
Современному обществу трудно представить свою жизнь без техники и 
информационных технологий, можно сказать, что информационные 
технологии стали неотъемлемой частью жизни человека во всех сферах его 
деятельности. На сегодняшний день наблюдается большой объем 
информационных потоков. Именно поэтому очень важным вопросом 
становится обработка данных и машинное обучение. 
Одним из методов машинного обучения является кластерный анализ. 
Этот метод имеет широкое применение в различных дисциплинах: 
психологии, археологии, химия, медицине и многих других дисциплинах. 
Кластеризацию определяют как разбиение выборки объектов на 
неопределенное количество непересекающихся подмножеств, называющиеся 
кластерами, так что бы каждый кластер состоял из объектов по схожим 
признакам, а объекты разных кластеров имели существенные отличительные 
признаки. Разбиение выборки объектов на группы по схожести признаков 
упрощает дальнейшую работу с таким группами и позволяет применять к 
каждому кластеру свой метод анализа, что способствует ускорению 
обработки данных. 
На сегодняшний день машинное обучение встречается во многих 
задачах, одной из таких задач является медицинская диагностика. Эта задача 
подразумевает под собой выявление заболеваний и степени инвалидностей, 
распознавание болезней через изменение характеристик пациента с целью 
выявления и прогнозирования болезни на ранних стадиях. Данная задача 
является очень важной, так как от точности решения такой задача зависит 
очень многое. Если для технической диагностики ошибка в 2%  считается 
допустимой, то для задачи, в которой исследуется человеческое здоровье, это 
непозволительно.  
Для задач медицинской диагностики используются данные большой 
размерности, которые представлены различными характеристиками 
пациентов. Эти данные имеют ряд особенностей: 
 качественный характер информации; 
 наличие пропусков данных; 
 большое число переменных при небольшом наблюдении; 
 ограниченное число наблюдений. 
Для работы из репозитория данных был выбран набор медицинских 
данных «Диагностика рака молочной железы Висконсин». Этот набор 
данных представляет собой 569 экземпляров и 32 атрибута реальных данных. 
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В выборке имеются пропуски: в 17 экземплярах отсутствует по одному 
различному атрибуту. 
В последние годы для задачи медицинской диагностики разработано 
множество различных решений, методов и алгоритмов, которые включают в 
себя изучение выбранной задачи, сбор данных и различных характеристик, 
написание алгоритма или метода, а так же проверку правильности его 
работы. 
Целью работы является повышение точности решения задачи 
медицинской диагностики с помощью методов кластеризации.  
Для достижения поставленной цели необходимо выполнить следующие 
задачи: 
 изучить существующие методы кластеризации; 
 реализовать и исследовать алгоритмы кластеризации: FOREL, 
алгоритм минимальной выборки, алгоритм минимального покрывающего 
дерева; 
 исследовать работу алгоритма нейронная сеть Кохонена с 
использованием аналитической платформы Deductor Academic 5.3; 
 проанализировать особенности работы алгоритмов на модельных и 
реальных данных; 
Данная работа является исследовательской и может быть полезна при 
решении задачи медицинской диагностики. 
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1 Общая постановка задачи кластеризации 
 
1.1 Задача машинного обучения 
 
Машинное обучение играет большую роль в искусственном интеллекте 
и во многих других сферах и областях науки, в частности при анализе 
данных. 
Этому вопросу посвящено большое количество статей и работ, одними 
из которых являются: «GPU в задачах машинного обучения», «Анализ 
возможности применения методов машинного обучения на основе 
многообразий в задачах распознавания дикторов», «Математические основы 
теории машинного обучения и прогнозирования», «Математические методы 
обучения по прецедентам» и многие другие работы.  
В нашей стране еще в конце 60-х вопросом машинного обучения 
занимались Владимир Наумович Вапник и Алексей Яковлевич Червоненкис. 
Они внесли большой вклад в развитие теории машинного обучения, 
разработав теорию восстановления зависимостей по эмпирическим данным. 
Позже эта теория послужила созданию теории вычислительного обучения, 
которая на данный момент является теоретическим разделом машинного 
обучения.  
Различают два типа обучения: 
 с учителем; 
 без учителя. 
В обучении с учителем имеется некоторое множество объектов и 
ответов, между которыми существует некоторая неизвестная зависимость. 
Известна только обучающая выборка, то есть совокупность пар объект и 
ответ. На основе этих данных необходимо построить алгоритм, который 
выдаст для любого объекта множества наиболее правильный ответ. Тип 
обучения с учителем продемонстрирован на рисунке 1. 
К обучению с учителем относятся такие задачи как: 
 классификация – разделение множества объектов на классы в 
зависимости сходства и различия их признаков. Классификация используется 
как в науке, так и во многих других областях, на пример в биологии при 
классификации животных;  
 регрессия – моделирование пар значений переменных и 
исследование их свойств. Отличительной чертой этой задачи является ответ, 
который может быть представлен действительным числом или числовым 
вектором; 
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 ранжирование – подбор ранжирующей модели по обучающей 
выборке. Задача имеет особенность получения ответов сразу на множестве 
объектов, упорядочивая пункты по значениям ответов; 
 прогнозирование – предсказание последующих значений на 
основании имеющихся данных, которые представлены отрезком временного 
ряда. 
 
 
Рисунок 1 – Обучение с учителем 
 
К обучению с учителем относятся такие алгоритмы, как FOREL, FRiS-
STOLP, метод k ближайших соседей и многие другие алгоритмы. 
Для обучения без учителя дается только описание множества объектов, 
по которому требуется определить взаимосвязи и закономерности между 
объектами множества. Тип обучение без учителя продемонстрирован на 
рисунке 2. 
 
 
Рисунок 2 – Обучение без учителя 
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К обучению без учителя относятся такие задачи как: 
 кластеризация – разбиение множества объектов на не 
пересекающиеся кластеры, по принципу схожести объектов в нутрии одного 
кластера и существенного различия объектов разных кластеров. Данные 
могут представлять собой не только признаки, но и матрицы расстояний; 
 поиск ассоциативных правил – обработка исходных данных и 
получение закономерности между связанными событиями. В задаче 
выделяют три основных правила: полезные, тривиальные, непонятные; 
 фильтрация выбросов – обнаружение нетипичных объектов среди 
выборки данных, которые могут представлять собой некоторые ошибки или 
неточности данных. Нетипичные объекты или по-другому выбросы могут 
ухудшить результаты работы, поэтому существуют разные подходы работы с 
такими данными; 
 доверительная область – область, в которую входят наблюдения с 
высокой вероятностью, а наблюдения, не попавшие в эту область, 
отбрасываются; 
 сокращение размерности – сокращение размерности исходной 
выборки, минимизировав потери данных или их качества. Исходная выборка 
содержит данные большой размерности. Решение данной задачи позволяет 
повысить эффективность работы с данными; 
 заполнение пропущенных значений – принцип замены недостающих 
значений их прогнозированными значениями. 
К обучению без учителя относят такие алгоритмы, как сети Кохонена, 
алгоритм минимальной выборки, алгоритм покрывающего минимального 
дерева и многие другие.  
Любой алгоритм машинного обучения состоит из нескольких этапов 
отображенных на рисунке 3: 
 сбор данных. В самом начале происходит формирование выборки 
для работы с алгоритмом, с помощью сбора данных или использования уже 
готовых баз данных; 
 подготовка данных. На этом этапе данные приводятся к пригодному 
для использования виду, а так же делятся на обучающую и тестовую 
выборку; 
 анализ данных. Этап, проверяющий данные на правильность и 
корректность; 
 обучение алгоритма. Данный этап используется только для обучения 
с учителем. Обучение алгоритма происходит с помощью обучающей 
выборки, содержащей в себе удачные и правильные выборки; 
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 тестирование алгоритма. На этапе тестирования, проверяется 
правильность работы алгоритма, точность выполнения задачи, а так же 
оценивается процент ошибки. После тестирования алгоритм может быть, как 
принят к использованию, так и подвергнут корректировке или переобучению, 
если алгоритм относится к обучению с учителем; 
 использование результата. Этот этап наступает, когда тестирование 
пройдено успешно, а значит можно использовать алгоритм в работе. 
 
 
Рисунок 3 – Общая схема алгоритмов машинного обучения 
 
В современном обществе машинное обучение находит широкий спектр 
применения: 
 медицинская и техническая диагностика; 
 распознавание речи, текста и рукописного ввода; 
 фильтрации почты и документов; 
 в предсказании различных ситуаций; 
 поддержка принятия решений. 
В последнее время машинное обучение успешно используется в 
системе поддержки принятия решений (СППР). СППР – это система, 
позволяющая сочетать предпочтения выбора с анализом ситуации при 
принятии решения (рисунок 4). Основная задача такой системы состоит в 
выборе одного или нескольких вариантов, которые окажутся лучшим для 
достижения некоторой цели. В наши дни такие системы используются во 
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многих сферах жизни и деятельности человека, на пример при развитии 
фирмы, место открытия филиала, выбор оборудования и многое другое. 
 
 
Рисунок 4 – Система поддержки принятия решений 
 
СППР способствует: 
 оценке ситуации и осуществлению выбора критериев, а так же 
выявлению их относительной важности; 
 формированию возможных решений; 
 провести оценку ситуаций, действий, решений и выбрать лучший из 
всех вариантов; 
 моделированию возможных решений; 
 осуществить анализ возможных последствий после принятия 
решения. 
Существуют различные системы для приятия решений, которые 
используют большие коммерческие и государственные организации. 
Аналитическая информационная система управления для отрасли 
авиаперевозок, которая поддерживает множество решений и позволяет 
делать прогнозы по анализу собранных данных.  
Географическая информационная система IBNs GeoNanager для 
принятия решения относительного расположения людей, объектов и 
ресурсов, содержит в себе возможности просмотра карт и других визуальных 
объектов, а так же возможность их конструирования. 
 Decision Support Systems – система принятия решения оперирующая 
связями, данными, документами и моделями. 
Различают два типа СППР: сосредоточенные и распределенные. 
Сосредоточенные СППР располагаются на одной вычислительной 
машине без обмена информации. Такие системы имеют два типа: 
 СППР состоит из одного узла и принимает решения автоматически; 
 решение принимает специалист, базируясь на СППР. 
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Распределенные СППР могут быть распределены пространственно или 
функционально. При пространственном распределении система состоит из 
локальных СППР, которые могут независимо решать лишь свои частные 
задачи и должны объединять свои знания и ресурсы для решения общей 
задачи. Функционально распределенная система является пространственно 
сосредоточенной и состоящей из нескольких СППР. 
 
1.2 Постановка задачи классификации 
 
Одним из разделов машинного обучения является классификация, 
которая относится к обучению с учителем. Классификация представляет 
собой распределение множества объектов в классы по принципу схожести 
определенных признаков объектов. Процесс и результат работы 
классификации продемонстрированы на рисунках 5 и 6. 
 
 
Рисунок 5 – Процесс классификации 
 
Для задачи классификации используются следующие методы: 
 деревья решений; 
 байесовская классификация; 
 искусственные нейронные сети; 
 метод опорных векторов; 
 статистические методы; 
 методы ближайшего соседа; 
 классификация CRB-методом; 
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 генетические алгоритмы. 
Различают два вида классификации: естественную и искусственную. 
При естественной классификации образование классов осуществляется на 
основании сходства или различия главных признаков объектов. В основе 
искусственной классификации выбирают конкретные особенности, которые 
подходят для определенного случая. 
 
 
Рисунок 6 – Результат классификации 
 
Типы классов: 
 двухклассовая классификация. Базовый случай, который делит 
множество объектов между двумя классами; 
 многоклассовая классификация. Сложная задача, так как число 
классов может достигать большого количества; 
 непересекающиеся классы. Случай с изолированными классами, при 
котором каждый объект принадлежит только к одному классу; 
 пересекающиеся классы. Один объект может относиться сразу к 
нескольким классам; 
 нечеткие классы. Для определения объекта к классу необходимо 
определить степень принадлежности к каждому классу. 
Входные данные могут быть представлены: 
 признаковое описание. Объект описывается числовыми или 
нечисловыми признаками; 
 матрица расстояний. Объект описывается расстоянием до всех 
остальных объектов множества; 
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 временной ряд. Состоит из последовательности измерений во 
времени, которые могут быть представлены числом, вектором или другим 
описанием объекта в данный момент; 
 изображение или видеоряд; 
 так же иногда встречаются граф, текст, результат запросов базы 
данных. 
Классификация имеет широкое применение в различных областях: 
биологии, информатике, обучении, товароведении и многих других.  
 
1.3 Задача кластеризации.  Методы решения задачи 
 
Задача кластеризации в машинном обучении относится к статической 
обработке и разделу обучения без учителя. В задаче кластеризации 
множество объектов делится на заранее неопределенное количество 
непересекающихся кластеров по принципу схожести их признаков. Можно 
сказать, что целью кластеризации является создание кластеров, которые 
максимально связаны внутри себя, но имеют большую разницу между собой. 
Процесс и результат кластеризации продемонстрированы на рисунках 7 и 8. 
 
 
Рисунок 7 – Процесс кластеризации 
 
Таким образом, кластер можно характеризировать по двум признакам: 
 внутренняя однородность, то есть объекты внутри одного кластера 
максимально схожи друг с другом; 
 внешняя изолированность, то есть объекты из разных кластеров 
должны иметь как можно меньше схожих признаков между собой. 
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Одними из методов кластеризации являются: 
 К-средних; 
 статистические алгоритмы кластеризации; 
 алгоритм FOREL; 
 иерархическая кластеризация или таксономия; 
 нейронная сеть Кохонена; 
 графовые алгоритмы кластеризации; 
 ансамбль кластеризаторов; 
 алгоритмы семейства KRAB. 
 
 
Рисунок 8 – Результат работы кластеризации 
 
Входные данные могут представлять собой признаковое описание 
объектов, где каждый объект описывается набором своих характеристик, или 
матрицей расстояний между объектами, в которой объект описывается 
расстояниями до всех остальных объектов выборки. Спектр применения 
кластерного анализа очень широк: его используют в социологии, биологии, 
химии, государственном управлении, медицине и многих других 
дисциплинах. 
Кластерный анализ в общем виде предполагает следующие этапы: 
 отбор выборки кластеризации; 
 определение множества переменных; 
 вычисление значения той или иной меры сходства (или различия) 
между объектами; 
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 применение кластеризации для создания кластеров по схожести 
объектов; 
 проверка достоверности результатов. 
Кластеризация является важной формой абстракции данных и активно 
развивающейся областью теоретической информатики, а так же она имеет 
много практических применений в информатике и других областях: 
 анализ данных; 
 группировка и распознавание объектов; 
 извлечение и поиск информации. 
Целями кластеризации является: 
 распознавание данных путем выявления кластерной структуры; 
 сжатие данных. Сокращение большой выборки через оставление 
только одного наиболее типичного объекта из каждого кластера; 
 обнаружение новизны. Выделяются объекты непохожие с другими, 
которые невозможно отнести ни к одному из кластеров. 
При решении задачи медицинской диагностики методами 
кластеризации могут быть допущены ошибки первого и второго рода. 
Ошибка первого рода или ложноположительное срабатывание 
представляет собой ложную тревогу, то есть алгоритм может дать 
положительный результат на заболевание, хотя человек здоров. 
Ошибку второго рода называют пропуском события или 
ложноотрицательным срабатыванием, то есть алгоритм не нашел 
заболевание у больного. 
В медицинской диагностике процент ошибки должен быть 
минимальным, поэтому алгоритм должен быть отлажен и приспособлен для 
решения определенных задач. 
 
1.4 Задача из репозитория данных 
 
В рамках выполнения выпускной квалификационной работы были 
использованы данные из репозитория «Machine Learning Repository».  
«Machine Learning Repository» – это репозиторий модельных и 
реальных данных для задач машинного обучения, которые используются для 
работы студентами, преподавателями и научным сообществом в качестве 
источника данных для эмпирического анализа алгоритмов машинного 
обучения. В настоящий момент репозиторий содержит в себе 350 наборов 
реальных данных по прикладным задачам в различных областях: физике, 
биологии, медицине, химии, социологи и многих других. Архив репозитория 
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был создан в 1987 году Дэвидом Ага и аспирантами Калифорнийского 
университете города Ирвин. 
Алгоритмы были разработаны и проверены на модельных данных, а 
для настройки параметров алгоритмов был использован набор данных 
репозитория имеющих название «Iris Data Set» – Ирисы Фишера (рисунок 9). 
 
 
Рисунок 9 – Набор данных «Iris Data Set» – Ирисы Фишера 
 
Набор данных ирисов Фишера включает в себя 150 экземпляров 
цветков ириса трех видов: 
 Iris setosa (Ирис щетинистый); 
 Iris virginica (Ирис виргинский); 
 Iris versicolor (Ирис разноцветный). 
К каждому виду относится по 50 экземпляров цветков. Для каждого 
экземпляра в сантиметрах измерялись четыре характеристики (рисунок 10): 
 sepal length (длина чашелистика); 
 sepal width (ширина чашелистика); 
 petal length (длина лепестка); 
 petal width (ширина лепестка). 
На рисунках 11 и 12  изображена плотность распределения по выборке 
ирисы Фишера относительно параметров: длины чашелистика и длины 
лепестка, ширины чашелистика и ширины лепестка. 
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Рисунок 10 – Характеристики для каждого из трех видов ирисов 
 
 
Рисунок 11 – Выборка по параметрам длины чашелистика и лепестка 
 
В описании выборки ирисов Фишера при описании данных указано, 
что Iris Setosa линейно отделим от остальных классов ирисов, что и 
наблюдается на рисунках 11 и 12. Кластер Iris Setosa отделим при 
рассмотрении любых двух признаков выборки, а кластера Iris Versicolor и Iris 
Virginica линейно неотделимы при любом наборе из двух признаков 
выборки. 
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Рисунок 12 – Выборка по параметрам ширины чашелистика и лепестка 
 
После настройки характеристик алгоритмов по набору данных «Iris 
Data Set» было проведено тестирование правильности работы алгоритмов 
тестовыми данными, которые были так же взяты из репозитория «Machine 
Learning Repository». Тестовой выборкой стали медицинские данные рака 
молочной железы «Breast Cancer Wisconsin (Original) Data Set» (рисунок13). 
Тестовая выборка состоит из 699 экземпляров и 10 атрибутов для 
каждого экземпляра. 
 
 
Рисунок 13 – Тестовая выборка «Breast Cancer Wisconsin (Original) Data Set» 
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Каждый объект тестовой выборки представляет собой набор из 11 
атрибутов: 
а) порядковый номер пациента, который не использовался при работе 
алгоритма, так как не несет информации о здоровье пациента; 
б) толщина скопления клеток; 
в) оценка однородности размеров клеток; 
г) оценка однородности форм клеток; 
д) межклеточная мембранная адгезия; 
е) оценка размера отдельной клетки эпителия; 
ж) единичные «голые» ядра; 
з) рыхлый хроматин; 
и) нормальные ядрышки; 
к) динамика митоза; 
л) класс. Принимает два значения: доброкачественная опухоль – 2, 
злокачественная опухоль – 4. 
Протестировав алгоритм и убедившись в отлаженной работе, были 
выбраны реальные данные медицинской диагностики рака молочной 
железы – «Breast Cancer Wisconsin (Diagnostic) Data Set» (рисунок 14). 
Данные предоставили: Dr. William H. Wolberg, W. Nick Street, Olvi L. 
Mangasarian. 
 
 
Рисунок 14 – Набор реальных данных «Breast Cancer Wisconsin (Diagnostic) Data Set» 
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Данные состоят из 569 экземпляров и 32 атрибутов. Изначально среди 
всех объектов выборки имелось 17 неопределенных объектов (параметров) в 
процессе работы они не учитывались, поскольку разработанные алгоритмы 
работали только при полном наборе данных. 
Каждый объект имеет 32 атрибута, представляющие собой различные 
характеристики, такие как идентификационный номер, параметры для ядра 
клетки и диагностик вида опухоли. 
 
1.5 Выводы 
 
В данном разделе были рассмотрены: вопрос машинного обучения и 
описаны его типы, система поддержки принятия решения, принцип задачи 
классификации, постановка задачи кластеризации и методы ее решения. 
Было представлено описание репозитория данных, а так же рассмотрены 
обучающие, тестовые и реальные данные, использованные в ходе работы. 
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2 Решение задачи кластеризации 
 
2.1 FOREL 
 
Описание алгоритма  
Алгоритм FOREL – алгоритм кластеризации, основанный на принципе 
определения объектов с областями наибольшего сгущения в одни кластер. 
Целью алгоритма является разбиение множества объектов на заранее не 
известное количество кластеров по принципу схожести объектов. 
Пошаговая работа алгоритма: 
а) выбираем объект из выборки случайным образом; 
б) проводим сферу, в которой центром сферы является текущий объект, 
а радиус устанавливается минимальным расстоянием, которое захватывает 
все объекты выборки; 
в) уменьшаем радиуса сферы по следующей формуле: 
 
                      (1) 
 
где       – радиус сферы,   
  – коэффициент уменьшения радиуса сферы; 
г) помечаем объекты внутри сферы; 
д) передвигаем центр сферы в центр масс помеченных объектов; 
е) если центр сферы не изменился, то переходим к пункту ж, если 
центр сферы изменился, то к пункту в; 
ж) помеченные объекты внутри сферы исключаются из дальнейшего 
рассмотрения и определяются в один кластер. Переходим к пункту а до тех 
пор, пока все объекты выборки не будут определены по кластерам.  
Из работы алгоритма видно, что принцип работы алгоритма FOREL 
состоит в постройке гиперсферы и уменьшения ее радиуса для определения 
кластеров (рисунок 15). 
Для получения кластера на каждом шаге уменьшается радиус сферы и 
переносится центр с текущего объекта в центр масс. Перенос центра и 
уменьшение радиуса сферы происходит до тех пор, пока на очередном шаге 
координаты центра не останутся без изменений. Тогда все объекты, 
находящиеся в сфере будет определены как кластер, а алгоритм продолжит 
свою работу пока все объекты не будут распределены по кластерам 
(рисунок 16). 
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Рисунок 15 – Сфера с минимальным радиусом и случайным центром 
 
 
Рисунок 16 – Перенос центра сферы с текущего объекта в цент масс 
 
Входные данные для алгоритма: 
 кластеризуемая выборка; 
 параметр   – коэффициент уменьшения радиуса сферы. 
Коэффициент меняется в пределах (0;1). 
Исследование алгоритма на модельных данных 
На рисунке 17 представлена выборка. Визуально можно определить, 
что выборка состоит из 2 кластеров, каждый из которых состоит из 6 
элементов. Запускаем алгоритм с коэффициентом      .  
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Риунок 17 –  Некластеризованные выборки 
 
Алгоритм случайным образом выбрал элемент из выборки, построил 
гиперсферу и двигал ее центр с текущего элемента к центру масс, уменьшая 
радиус сферы. Результатом стало выделение кластера а (рисунок 18).  
 
 
Рисунок 18 – Выделение кластера а 
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Далее таким же образом определяется кластер б. В результате работы 
алгоритма получаем 2 кластера (рисунок 19). 
 
 
Рисунок 19 – Результат работы алгоритма 
 
Из рисунков 20, 21, 22 видно, что на работу алгоритма влияет 
коэффициент  : при       алгоритм хорошо справляется с задачей и 
выделяет 2 кластера, при       объединяет все элементы в один кластер, а 
при       выделяется один кластер и далее алгоритм зацикливается, так 
как не может больше выделить кластеров из-за большого разброса элементов. 
 
 
Рисунок 20 – Работа алгоритма при        
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Рисунок 21 – Работа алгоритма при       
 
 
Рисунок 22 – Работа алгоритма при       
 
Основываясь на полученных результатах можно сказать, что от 
величины   зависят размеры кластеров: 
 при маленьком коэффициенте выделяются маленькие кластера; 
 при большом коэффициенте выделяются большие кластера. 
Выводы  
Алгоритм FOREL имеет как достоинства, так и недостатки. 
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К достоинствам алгоритма относятся: 
 сходимость алгоритма за конечное число шагов; 
 высокое сходство объектов кластеров с центральным элементом. 
К недостаткам алгоритма можно отнести: 
 плохая применимость алгоритма к близко расположенным 
кластерам; 
 произвольное по количеству разбиение на кластеры; 
 сферическая форма кластеров; 
 зависимость алгоритма от начального объекта. 
 
2.2 Нейронная сеть Кохонена 
 
Для работы с алгоритмом был использован Deductor Academic 5.3 
(рисунок 23). 
 
 
Рисуное 23 – Deductor Academic 5.3 
 
Deductor Academic 5.3 – это аналитическая платформа, 
представляющая собой основу для создания прикладных решений в области 
анализа данных. Технологии, реализованные в данной программе, позволяют 
на базе единой архитектуры пройти все этапы аналитической системы: от 
создания данных до автоматической подборки моделей и визуализации 
результатов. 
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Описание алгоритма 
Нейронная сеть Кохонена – это алгоритм кластеризации, 
представляющий собой двухслойную сеть (рисунок 24), в которой каждый 
нейрон первого слоя (входного слоя) соединен со всеми нейронами второго 
слоя (выходного слоя), расположенного в виде двумерной решетки. 
 
 
Рисунок 24 – Нейронная сеть Кохонена 
 
Количество нейронов входного слоя определяют максимальное 
количество кластеров, на которое может поделиться выборка, поэтому 
нейроны первого уровня называются кластерными элементами. От 
количества нейронов второго уровня зависит детализация результата 
кластеризации. 
Входные данные – кластеризуемая выборка. 
Рассмотрим принцип работы алгоритма. 
Принцип работы нейронной сети заключается в формировании двух 
слоев, которые впоследствии определяют кластеры. На каждой итерации 
обучения выбираемый случайно входной вектор сигналов влияет на нейрон 
выходного слоя, расстояние до которого является минимальным. Такой 
нейрон называется нейроном-победителем. По определённому правилу 
производится корректировка весов для нейрона-победителя и нейронов из 
его окрестности.  
Пошаговый пример работы алгоритма: 
а) инициируется матрица весов выходного слоя случайными 
значениями; 
б) выбрать случайный объект выборки; 
в) найти нейрон-победитель для данного объекта; 
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г) изменить вектор значений нейрона-победителя и нейронов из его 
окрестности. 
Шаги б – в повторяются до необходимой стадии обучения сети, когда 
выход сети стабилизируется, то есть входные вектора не будут переходить 
между кластерными элементами. 
Исследование алгоритма на модельных данных 
Для исследования алгоритма на модельных данных был взята 
небольшая выборка. Из рисунка 25 можно определить, что выборка состоит 
из 3 кластеров, каждый из которых содержит в себе более 20 элементов. 
 
 
Рисунок 25 – Выборка модельных данных 
 
На рисунке 26 можно увидеть, что результатом работы алгоритма стало 
разделение выборки на 3 кластера. 
После работы алгоритма Deductor Academic 5.3 предоставляет 
возможность просмотра таблицы (рисунок 27), в которой указаны такие 
данные как: расположение элементов выборки, номера ячеек, расстояние до 
центра ячеек, номера кластеров для каждого элемента выборки и расстояние 
до центра кластера. 
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Рисунок 26 – Результат работы нейронной сети Кохонена 
 
 
Рисунок 27 – Таблица данных модельной выборки 
 
Выводы  
Алгоритм имеет следующие достоинства: 
 высокая точность работы алгоритма; 
 результирующие кластеры не пересекаются и имеют произвольную 
форму; 
 визуализация результатов на плоскости; 
 регулируемое по количеству разбиение на классы; 
Алгоритм имеет следующие недостатки: 
 сложность алгоритма и медленная скорость работы; 
 необходимость введения алгоритма объединения отдельных 
нейронов; 
 наличие нейронов-победителей, расположенных между отдельными 
предполагаемыми кластерами. 
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2.3 Алгоритм минимального покрывающего дерева 
 
Описание алгоритма 
Минимальное покрывающее дерево (или Минимальное остовное 
дерево) в связанном взвешенном неориентированном графе – это остовное 
дерево этого графа, имеющее минимальный возможный вес, где под весом 
дерева понимается сумма весов входящих в него рёбер. Пример такого 
дерева показан на рисунке 28. 
 
  
Рисунок 28 – Минимальное покрывающее дерево 
 
Построение остовного дерева само по себе не решает задачу 
кластеризации, поэтому алгоритм должен быть модифицирован, чтобы 
разделить результирующий граф на отдельные связанные компоненты, 
которые и будут искомыми кластерами. Рассмотрим принцип работы 
алгоритма. 
На каждом шаге алгоритма к исходной выборке добавляется ребро 
между двумя объектами, которые расположены наиболее близко друг к 
другу, и высчитывается средняя длина ребер в получившемся дереве. Если 
при добавлении очередного ребра (рисунок 29) его длина значительно 
превышает допустимое значение, то полученные узлы дерева помечаются как 
кластеризованные и убираются из выборки. 
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Рисунок 29 – Добавление неподходящего ребра 
 
Этот процесс повторяется до тех пор, пока вся выборка не будет 
кластеризована, как отображено на рисунке 30. 
 
  
Рисунок 30 – Кластеризованная выборка 
 
Входные данные для алгоритма следующие: 
 кластеризуемая выборка; 
 параметр   – коэффициент в пределах (0; ∞), определяющий 
максимально допустимую разницу между средней длиной ребер и новым 
добавляемым ребром. При меньшем значении получится большее количество 
кластеров. 
Приведем пошаговое описание алгоритма: 
а) объявить все объекты выборки несоединенными; 
б) выбрать случайный объект выборки и объявить его соединенным; 
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в) добавить ребро с минимальной длиной      между любым 
соединенным и несоединенным объектом; 
г) посчитать среднюю длину      всех ребер; 
д) если            , то объявить объект соединенным и переход к 
пункту в, иначе к пункту е; 
е) удалить найденное ребро, а все соединенные объекты добавить в 
одну группу и исключить их из дальнейшего рассмотрения. Переход к 
пункту б. 
Алгоритм завершает свою работу, когда все объекты выборки являются 
соединенными. 
Исследование алгоритма на модельных данных 
Проверим работу алгоритма на следующем примере: расположим 15-20 
объектов на равном расстоянии друг от друга в соответствии с рисунком 31. 
Опираясь на гистограмму плотности распределения (рисунок 32), можно с 
уверенностью сказать, что в результате должно получиться 3 кластера. 
 
  
Рисунок 31 – Кластеризуемая выборка 
 
  
Рисунок 32 – Гистограмма плотности распределения 
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С поставленной задачей алгоритм справляется без ошибок при 
использовании значения   на достаточно большом промежутке от 2.0 до 9.0. 
Результат работы представлен на рисунке 33. 
 
  
Рисунок 33 – Результат кластеризации 
 
Однако данный алгоритм больше подходит для выделения кластеров 
ленточной структуры или далеко отдаленных друг от друга. Чтобы убедиться 
в этом, разместим 3 группы объектов на достаточно близком расстоянии 
(рисунок 34).  
В данном случае, глядя на гистограмму на рисунке 35, мы не может 
сделать выводов о примерном количестве кластеров или их расположении. 
 
  
Рисунок 34 – Кластеризуемая выборка 
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Рисунок 35 – Гистограмма плотности распределения 
 
Для решения этой задачи попробуем подобрать различные значения 
коэффициетна  . На рисунках 36 и 37 видно, что разделение исходной 
выборки на три кластера становится невозможным, ввиду их близкого 
расположения относительно друг друга. 
 
  
Рисунок 36 – Результат кластризации при       
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Рисунок 37 – Результат кластризации при       
 
Выводы 
Достоинства: 
 простой и быстродействующий алгоритм; 
 результирующие кластеры имеют произвольную форму. 
Недостатки: 
 результирующие кластеры могут пересекаться; 
 произвольное по количеству разбиение на классы; 
 плохая применимость алгоритма при близко расположенных 
кластерах; 
 низкое сходство объектов, находящихся на концах дерева. 
 
2.4 Алгоритм минимальной выборки 
 
Описание алгоритма 
Алгоритм минимальной выборки основан на выделении из общего 
объема выборки 20% объектов, на основе которых впоследствии 
формируются кластеры. Принадлежность оставшейся 80% выборки будет 
определяться на основе малой выборки. 
Входные данные для алгоритма следующие: 
 кластеризуемая выборка; 
 параметр Δ1 – коэффициент группировки, от которого зависит 
количество кластеров, определяется эмпирическим путем; 
 параметр Δ2 - коэффициент группировки, от которого зависит радиус 
кластеров, определяется эмпирическим путем, причем Δ1 должно быть 
меньше Δ2. 
Приведем пошаговое описание алгоритма:  
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а) выделяем 20% объектов, расстояние между которыми наименьшее;  
б) среди найденной малой выборки находим объекты, расстояние 
между которыми меньше Δ1, и отнесем их к одному кластеру; 
в) среди оставшихся 80% объектов найдем объекты, расстояние от 
которых до центра какого-либо из кластеров меньше Δ2, и добавим их к 
этому кластеру. 
После разделения на кластеры могут остаться объекты, которые не 
были кластеризованы. Во избежание этого можно воспользоваться двумя 
способами: 
 подобрать оптимальные значения Δ1 и Δ2; 
 отнести их к ближайшему для них кластеру. 
Исследование алгоритма на модельных данных 
Проверим работу алгоритма на следующем примере (рисунок 38). В 
данном случае задача решается в двумерном пространстве, что позволяет 
визуально проверить правильность работы алгоритма. Набор данных 
представляет собой 3 группы объектов, расположенных на большом 
расстоянии друг от друга, и еще один объект, не принадлежащий ни одной из 
групп. 
При выполнении алгоритма среди групп находятся объекты, которые 
близко расположены друг к другу, формирующие первоначальные кластеры. 
Варьируя параметры алгоритма, можно добиться необходимого результата. 
Отдельно расположенный объект можно также кластеризовать при 
выполнении как минимум одного из двух условий: 
 установить коэффициент Δ2 больше 4, при этом объект будет отнесен 
к ближайшему для него кластеру; 
 добавить еще один объект рядом с ним для образования четвертого 
кластера. 
 
 
Рисунок 38 – Результат работы алгоритма 
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В результате работы алгоритма было выделено три кластера. 
Выводы 
Достоинства: 
 высокая точность работы алгоритма. 
 возможность определения выбросов, корректируя параметр Δ2. 
Недостатки: 
 необходимость предварительного центрирования и нормирования 
данных; 
 ручная настройка параметров алгоритма; 
 распознаваемые кластеры должны находиться на большом 
расстоянии друг от друга. 
 
2.5 Выводы 
 
В данном разделе была рассмотрена работа алгоритмов кластеризации: 
FOREL, алгоритма минимальной выборки, алгоритма минимального 
покрывающего дерева, сети Кохонена. Для каждого алгоритма было сделано 
описание работы, определены основные достоинства и недостатки, а так же 
продемонстрированы рисунки примеров работы с модельными данными. 
Была описана аналитическая платформа Deductor Academic 5.3, которая 
использовалась для алгоритма сети Кохонена.   
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3 Практическое применение 
 
3.1 Выборка – Iris Data Set 
 
На рисунке 39 и 41 изображены исходные данные. Результаты 
алгоритмов продемонстрированы рисунками 40,42, 43, 44, 45, а так же были 
представлены результаты работы в таблице 1. 
 
Рисунок 39 – Расположение выборки Iris Data Set 
 
FOREL 
 
 
 
Рисунок 40 – Результат работы алгоритма FOREL 
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Нейронная сеть Кохонена 
 
 
Рисунок 41 – Расположение выборки Iris Data Set в Deductor Academic 5.3 
 
 
Рисунок 42 – Результат кластеризации алгоритма 
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Рисунок 43 – Таблица результатов по выборке 
 
Алгоритм минимального покрывающего дерева 
 
 
Рисунок 44 – Результат работы алгоритма 
 
Алгоритм минимальной выборки 
 
 
Рисунок 45 – Расположение выборки Iris Data Set в Deductor Academic 5.3 
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Таблица 1 – Результаты исследований работы алгоритмов 
Алгоритм Исх. данные 
Результат 
объекты 
верно 
определено 
FOREL 150 – объектов 
Необходимо 3 кластера 
по 50 объектов 
кластер а – 50 
кластер б – 100 
100 из 150 
Сеть Кохонена кластер а – 48 
кластер б – 52 
кластер в – 50  
148 из 150 
Алгоритм мин. покрыв. 
дерева 
кластер а – 50 
кластер б – 100 
100 из 150 
Алгоритм мин. выборки кластер а – 41 
кластер б – 59 
кластер в – 50  
141 из 150 
 
3.2 Выборка – Breast Cancer Wisconsin (Original) Data Set 
 
На рисунке 46 продемонстрировано расположение выборки. 
Результаты работы алгоритмов представлены на рисунках 47, 48 и 49, а так 
же были представлены результаты работы в таблице 2. 
Алгоритмы FOREL и минимального покрывающего дерева плохо 
работают с близко расположенными кластерами, поэтому при данной 
выборке их результаты не удовлетворяют желаемым. 
 
Нейронная сеть Кохонена 
 
 
Рисунок 46 – Расположение выборки в Deductor Academic 5.3 
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Рисунок 47 – Результат работы алгоритма 
 
 
Рисунок 48 – Таблица результатов выборки 
 
Алгоритм минимальной выборки 
 
 
Рисунок 49 – Результат работы алгоритма 
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Таблица 2 – Результаты исследований работы алгоритмов 
Алгоритм Исх. данные 
Результат 
объекты 
верно 
определено 
ошибки 
первого 
рода 
ошибки 
второго 
рода 
Сеть Кохонена 683 – объекта 
Необходимо 
разделить на два 
кластера: 444 
(здоровые) и 
239 (больные) 
кластер а – 
631 
кластер б – 
52 
490 из 683 3 (0,44%) 190 
(27,8%) 
Алгоритм мин. 
выборки 
кластер а – 
438 
кластер б – 
245 
659 из 683 15 (2,2%) 9 (1,3%) 
 
3.3 Выборка – Breast Cancer Wisconsin (Diagnostic) Data Set 
 
На рисунках 50 и 51 продемонстрировано расположение выборки. 
Результаты работы алгоритмов представлены на рисунках 52, 53 и 54, а так 
же были представлены результаты работы в таблице 3. 
Алгоритмы FOREL и минимального покрывающего дерева плохо 
работают с данными большой размерности, поэтому при данной выборке их 
результаты не удовлетворяют желаемым. 
 
 
Рисунок 50 – Расположение выборки  
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Нейронная сеть Кохонена 
 
 
Рисунок 51 – Расположение выборки Iris Data Set в Deductor Academic 5.3 
 
 
Рисунок 52 – Результат работы алгоритма 
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Рисунок 53 – Таблица результатов выборки 
 
Алгоритм минимальной выборки 
 
 
Рисунок 54 – Результат работы алгоритма 
 
Таблица 3 – Результаты исследований работы алгоритмов 
Алгоритм Исх. данные 
Результат 
объекты 
верно 
определено 
ошибки 
первого 
рода 
ошибки 
второго 
рода 
Сеть Кохонена 569 – объекта 
Необходимо 
разделить на два 
кластера: 357 
(здоровые) и 212 
(больные) 
кластер а 
– 379 
кластер б 
– 193 
517 из 569 15 (2,6%) 37 (6,5%) 
Алгоритм мин. 
выборки 
кластер а 
– 346 
кластер б 
– 223 
524 из 569 28 (4,9%) 17 (2,9%) 
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3.4 Выводы 
 
В данном разделе была исследована работа разных алгоритмов на 
реальных данных. Выборка Iris Data Set использовалась для настройки 
параметров алгоритмов, в которой было выделено три необходимых 
кластера. Выборка Breast Cancer Wisconsin (Original) Data Set использовалась 
для тестирования, а реальными данными была взята выборка Breast Cancer 
Wisconsin (Diagnostic). В обеих выборках было выделено по 2 кластера, что 
соответствует действительности. 
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ЗАКЛЮЧЕНИЕ 
 
Для достижения повышения точности решения задачи медицинской 
диагностики в работе были исследованы следующие алгоритмы: FOREL, 
алгоритм минимальной выборки, алгоритм минимального покрывающего 
дерева и алгоритм нейронные сети Кохонена при использовании 
аналитической платформы Deductor Academic 5.3.  
Алгоритмы FOREL и минимального покрывающего дерева показали не 
способность работать с выборкой больших данных или близко 
расположенных кластеров. Алгоритм минимальной выборки, верно 
определив 524 из 569 объектов, показал удовлетворительный результат. 
Нейронные сетей Кохонена показал лучший результат, но присутствие 
ошибок первого и второго рода снижает качество его работы. 
Для задачи медицинской диагностики очень важно не только 
правильно распределить выборку по кластерам, но  и не допустить ошибок 
первого и второго рода.  
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ПРИЛОЖЕНИЕ А 
 
Техническое задание 
 
Предметная область: Система медицинской диагностики. 
Введение 
Настоящее техническое задание, оформленное в соответствии с ГОСТ 
19.201-78, содержит требования к системе медицинской диагностики, 
предназначенной для обработки информации о пациентах медицинского 
учреждения. 
Основания для разработки 
 
Основанием для разработки системы диагностики является задание на 
выпускную квалификационную работу в форме дипломного проекта. 
 
Система диагностики написана в рамках выполнения выпускной 
квалификационной работы. Кафедра ИС ИКИТ СФУ. 
Исполнителем разработки, выполняемой по-настоящему ТЗ, является 
студент группы КИ12-11Б Сотникова Анастасия Петровна. 
 
Программе, разрабатываемой по-настоящему ТЗ, присваивается 
наименование: «Система медицинской диагностики», в дальнейшем по 
тексту именуемая СМД. 
Назначение разработки 
МИС предназначена для следующих действий: 
 обработки информации о пациенте; 
 обработка данных большой размерности; 
 возможность прогнозирования изменений медицинских показателей 
пациента. 
Требования к программе и программному изделию 
 
МИС должна состоять из одного модуля, выполняющего все требуемые 
функции. 
 
МИС должна выполнять следующие функции: 
 обрабатывать информацию о пациенте; 
 обрабатывать данные большой размерности; 
 выводить полученные результаты в текстовом и графическом видах; 
  
 выводить полученные результаты в текстовый файл. 
 
Надежность СМД должна быть обеспечена правильностью 
алгоритмических решений и программирования.  
 
СМД должна функционировать в соответствии с заданными в 
настоящем ТЗ требованиями, в составе ПО ПЭВМ, при эксплуатации ПЭВМ. 
Условия эксплуатации должны соответствовать условиям эксплуатации 
ПЭВМ, требования к которым предъявляются в эксплуатационной докумен-
тации ПЭВМ. 
 
ИС должна функционировать на ПЭВМ со следующими 
характеристиками: 
 процессор не ниже Pentium II 500МГц; 
 объем ОЗУ не менее 256 Мб; 
 НЖМД не менее 4 Гб; 
 графический адаптер не хуже SVGA 8 Мб; 
 монитор не хуже SVGA 0.26, 15 дюймов; 
 манипулятор типа «мышь»; 
 манипулятор типа «клавиатура». 
 
В качестве языков программирования СМД должен быть использован 
язык программирования С++. 
АСУ должна функционировать на ПЭВМ с операционной системой 
Windows Vista, 7, 8, 10. 
Для реализации интерфейса между СМД и пользователем должны 
использоваться средства графического интерфейса операционной системы. 
Для реализации интерфейса между СМД и другими программами из 
состава ПО ПЭВМ должны использоваться средства буфера обмена 
операционной системы. 
 
Маркировка НГМД с ИС должна проводиться в соответствии с 
требованиями ГОСТ 19.102-77 («ЕСПД. Стадии разработки программ и 
программной документации») ЕСПД. 
 
 
ИС должна транспортироваться:  
 в составе ПЭВМ, записанный на НЖМД ПЭВМ; 
  
 на НГМД. 
Условия транспортировки СМД в составе ПЭВМ должны 
соответствовать условиям транспортировки ПЭВМ, требования к которым 
предъявляются в эксплуатационной документации ПЭВМ или ее составных 
частей. 
Условия транспортировки СМД на НГМД должны соответствовать 
условиям транспортировки НГМД, требования к которым предъявляются в 
эксплуатационной документации НГМД. 
 
СМД должна храниться:  
 в составе ПЭВМ, записанный на НЖМД ПЭВМ; 
 на НГМД. 
Условия хранения СМД в составе ПЭВМ должны соответствовать 
условиям хранения ПЭВМ, требования к которым предъявляются в 
эксплуатационной документации ПЭВМ или ее составных частей. 
Условия хранения СМД на НГМД должны соответствовать условиям 
хранения НГМД, требования к которым предъявляются в эксплуатационной 
документации НГМД. 
 
Требования не предъявляются. 
Требования к программной документации 
 
Состав документации определяется Исполнителем на этапе разработки 
перечнем разрабатываемых документов и согласовывается с Заказчиком. 
В комплект документации в обязательном порядке должны входить: 
 спецификация; 
 текст программы; 
 руководство оператора; 
 загрузочные модули; 
 программа и методики испытаний. 
 
Программная документация должна быть разработана и оформлена в 
соответствии с ЕСПД. 
Технико-экономические требования 
Трудоемкость разработки, отладки и испытаний СМД должна быть 
согласована Исполнителем и Заказчиком на этапе формирования задания на 
выполнение работ. 
Стадии и этапы разработки 
  
Создание и отработка СМД должно производиться по следующим 
основным этапам: 
а) разработка программы и программной документации; 
б) испытание программы на модельных данных; 
в) испытание программы на реальных данных; 
г) работа с программой. 
Порядок внесения изменений в техническое задание 
Настоящее техническое задание может уточняться и дополняться в 
процессе создания системы совместными решениями сторон, подписавших 
техническое задание, оформленными в виде дополнения к ТЗ в соответствии 
с требованиями ГОСТ 19.201-78. 
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