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This thesis investigates changes in temperature extremes between 1950-2005,
analysing gridded data sets of observations and climate model simulations. It
focuses on changes in the frequency of extreme temperatures occurring in single
days or over periods of six or more consecutive days. The study aims to
quantify the significance of changes in extreme temperature events and answer
the following questions. Are external or human-induced forcings together with
natural forcings responsible for the observed change in temperature extremes or
can these changes be explained due to natural climate variability alone? Are the
observed changes consistent with those from climate model simulations? And are
the changes in extremes linked only to changes in the mean climate, or only to
those in climate variability or both? The analysis concentrates on changes from
global to regional scale and from annual mean to seasonal scale. A detection
method is applied to assess if changes are significantly different with respect to
the internal climate variability. Results show that there has been a significant
increase in warm daily extremes and a decrease in cold ones, both on large and
small spatial scales. The increase in warm extremes has been found to be highly
correlated with the increase in mean temperature. The changes in daily extremes
are well represented in climate model simulations. Changes in the persistent
extremes show a detectable increase in the frequency of warm and a decrease in
cold events and are reproducible by models.
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Instrumental temperature records, which go back to 1850 show clear changes
and feature a long-term warming throughout the 20th century (Trenberth et al.
[2007]). A strengthening of this trend occurred over the second half of the last
century. Along with this trend in mean surface temperature, several indicators of
temperature variability and extremes show changes as well, such as an increase
in warm day and night extremes and a decrease in cold day and night extremes
(Alexander et al. [2006]). The observed increase in mean temperature also lead
to an increasing moisture content (Santer et al. [2007]), which further lead to
changes in precipitation properties, such as amount, frequency, intensity duration
and type (Trenberth et al. [2007]). However, changes in precipitation are often
harder to detect, as they are underlying more complex dynamic processes and
also regional effects.
The diagnostic and particularly the prediction of these extreme climate events is
of great importance, as these are factors that have a strong and severe influence
1
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on society and ecosystems. Changes in extreme temperature events, for instance,
can have severe impacts, for example on human health (Huynen et al. [2001],
Christidis et al. [2010]), on agriculture and vegetation (Inouye [2000], Marino
et al. [2011]), or energy consumption.
This chapter will give an overview on some of the previous research on changes in
mean temperature (section 1.2) and extreme temperatures (section 1.3) as well as
detection and attribution studies (section 1.4), followed by an introduction to the
project (section 1.5) and an explanation of the data (section 1.6) and methods
(section 1.8) used.
1.2 Changes in Mean Temperature
Figure 1.1: Annual anomalies of global mean land-surface air temperature from
1850-2005. Anomalies are computed relative to 1961-1990 mean of CRUTEM3.
Smoothed lines show the decadal variation for CRUTEM3 (black), NCDC (blue),
GISS (red) and Lugina et. al 2003 (green) (figure from Trenberth et al. [2007]).
The record of the global mean surface temperature for the period 1906-2005 shows
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a 100-year trend of +0.74±0.18 degree Celsius (Trenberth et al. [2007]). The data
are based on averaging surface temperature measurements for stations and ship
records in grid boxes, yielding a gridded set of temperature data, which is then
averaged. Fig.1.1, which originates from the IPCC report 2007 (see Trenberth
et al. [2007]), shows that all four of the processed data sets of global observed mean
land-surface temperature, CRUTEM3 (Brohan et al. [2006]), NCDC (Smith and
Reynolds [2005]), GISS (Hansen et al. [2001]) and Lugina et al. [2006] agree in the
main features over the last century. Also the recently released data set by Berkeley
Earth Surface Temperature (Rohde et al. [2012]) shows comparable results. This
agreement gives confidence in the robustness of the following findings.
All data sets show an increase in surface temperature which began at least in the
1910s. This increase was interrupted by a stagnating period or even a period of
decrease in the 1950s and 1960s. This stagnation is associated with a minimum
in solar activity. From the 1970s on the temperature has kept on increasing
and is still continuing to do so. The highest peaks within this global mean time
series can be seen in the years 1998 and 2005 (see Fig.1.1). The observed linear
trend of the second half of the 20th century nearly doubled in comparison to the
trend of the entire century (see Fig.1.1). However, these are just the results for the
global mean, regional climate can vary quite a lot due to regional circulations and
atmosphere and ocean interactions, like the North Atlantic Oscillation (NAO),
El Ninõ and others (see Scaife et al. [2008], Kenyon and Hegerl [2008]). Since
2000 the global mean temperature has still increased, however the magnitude of
the change appears to be smaller (Hansen et al. [2010]). This slow-down in the
increase of mean surface temperatures could be due to a lack in strong El Nino
events, which for example contributed to the high peak in 1998.
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1.3 Changes in Climate Extremes
Changes in the probability of climate extremes are generally harder to detect and
understand than those in climatological mean state, due to their higher sampling
variability. In order to facilitate the analysis of extremes events, several different
indices have been defined and analysed. The Expert Team on Climate Change
Detection and Indices (ETCCDI) for example defined 27 core indices (Zhang
et al. [2005], Zhang et al. [2011]). These indices describe different aspects of
changes in extremes and climate variability in temperature and precipitation.
One example is the number of frost days, which are the number of days with a
minimum temperature below the freezing point. Another is the growing season
length which is standing for the number of days in a year from the first span of
of at least 6 days with daily mean temp > 5◦C and first span of at least 6 days
with daily mean temp < 5◦C after the 1st July.
Whereas most of the indices are globally relevant, there are some, such as the
tropical nights or icing days, which are probably climatologically just relevant for
certain regions. A short description of some of the indices is given in Table 1.1.
Within the temperature indices one has to differentiate between frequency and
intensity indices. Frequency indices such as TN10, TN90, TX10, TX90 (for
description see table 1.1) are computed by counting the occurrences of events that
exceed a defined threshold and expressing it as percent of available days. Intensity
indices on the other hand determine the absolute maximum and minimum value
that was recorded in a particular period. The advantage of using frequency indices
rather than intensity ones is that those are less sensitive to outliers.
Many publications such as the results of Synthesis and Assessment Product 3.3
(SAP 3.3) of the Climate Change Science Program (CCSP) report by Karl et al.
[2008], the paper by Alexander et al. [2006] and the work by Tebaldi et al.
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Index Acronym Definition
Frost days FD annual number of days with a
daily minimum temperature < 0◦C
Summer days SU annual number of days with a
daily maximum temperature > 25◦C
Icing days ID annual number of days with a
daily maximum temperature < 0◦C
Tropical days TR annual number of days with a
daily minimum temperature > 20◦C
Growing seasonal GSL annual amount of days from the
length first span of at least 6 days with daily
mean temp > 5◦C and first span
of at least 6 days with daily mean
temp < 5◦C after the 1st July
Monthly maximum TXx monthly maximum values
values of daily maximum temperature
Monthly minimum TNn monthly minimum values
values of daily minimum temperature
Cold nights TN10 number of days in a year that exceed the 10th
(= TN10p) percentile of the minimum temperature
(given in percent)
Warm nights TN90 number of days in a year that exceed the 90th
(= TN90p) percentile of the minimum temperature
(given in percent)
Cold days TX10 number of days in a year that exceed the 10th
(= TX10p) percentile of the maximum temperature
(given in percent)
Warm days TX90 number of days in a year that exceed the 90th
(= TX90p) percentile of the maximum temperature
(given in percent)
Warm spell duration WSDI annual number of days with
index at least 6 days with TX > 90th
in series
Daily temperature range DTR monthly mean difference
range between TX and TN
Consecutive dry CDD maximum number of days in series
days with a daily precipitation < 1 mm
Consecutive wet CWD maximum number of days in series
days with a daily precipitation >= 1 mm
Annual total PRCPTOT annual total precipitation
precip. in wet days in wet days
Table 1.1: Outline of some climate extreme indices as defined by the ETCCDI
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Figure 1.2: Anomalies of annual number of warm nights (thin blue line) TN90
(exceedances of the 90th percentile of the minimum temperature distribution) and
annual number of warm days (thin red line) TX90 (exceedances of the 90th percentile
of the maximum temperature distribution) for the period 1951-2005. The bold lines
show the 11-year running average for TN90 (bold blue line) and TX90 (bold red line).
The anomalies have been calculated subtracting the 1951-2005 mean. The vertical
line at 1960 marks the beginning of the period where the data coverage is nearly
global. (Data set by Jesse Kenyon, based on data from HadEX project (Alexander
et al. [2006])
[2006], show increases in temperature extremes, led by a significant increase in
the number of warm minimum temperatures (exceedances of the 90th percentile
of the minimum temperature distribution), followed by an increase of a smaller
magnitude in the number of warm maximum temperatures as shown in Fig.1.2.
On the other hand a decrease in the cold tails of both minimum (exceedances
of the 10th percentile of the minimum temperature distribution) and maximum
temperature has been reported (Alexander et al. [2006], Tebaldi et al. [2006], Field
et al. [2012]). From this change in the cold and warm edges of the distribution
results a positive trend in growing seasonal length (GSL) and a negative trend in
the daily temperature range (DTR) over parts of the late 20th century.
At this point arises the question whether the increase in mean has lead to the
increase in extremes or if there are other explanations for these changes. This
is one of the questions this project will concentrate on. SAP 3.3 of the CCSP
report by Karl et al. [2008] focuses on the explanation that the changes in mean
affect the changes in extremes, which would mean that the whole temperature
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distribution is being shifted to higher values as is schematically shown in Fig.1.3a.
Such a development would lead to a higher mean and a disproportionally higher
frequency of hot events. Extremely cold events on the other hand, would decrease
in this scenario. Another possible scenario would be an increase in variability
which would make the tails of the distribution larger, while keeping the mean
constant (see Fig.1.3b), this scenario however does not seem adequate for the
change in temperature, as an increase in mean surface temperature has already
been found and verified. The last scenario suggests an increase in both mean and
variability (see Fig.1.3c).
Figure 1.3: Effect of an increase in a) mean temperature, b) variance and c) mean
temperature and variance on the changes in temperature extremes (IPCC (2001a,
2001b))
Together with the increase in mean and extreme temperature an increase in heat
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waves and a corresponding decrease in frost days has also been recorded (Tebaldi
et al. [2006]).
Besides changes in extreme temperature events, changes in precipitation have
also been recorded. These changes have caused already wet regions to become
even wetter and dry regions to become dryer (Alexander et al. [2006], Karl et al.
[2008]). Furthermore there has been a detectable increase in the intensity of
heavy precipitation events (Min et al. [2011]). This change leads to a rising risk
of flooding but also the risk of regional increases in frequency of droughts and
dry spells, which is caused by a combination of the trend in temperature and the
trend in precipitation.
1.3.1 Regional Changes in Extremes and Mechanisms
The changes in extremes described above show distinct geographical patterns.
The following patterns of changes over the second half of the 20th century, as
described by Tebaldi et al. [2006], are supported by being consistent across the
models. Such changes are for instance a particularly strong warming and an
increasing intensity of wet events in the high latitudes of the Northern hemisphere,
compared to lower latitudes. Furthermore Tebaldi et al. [2006] find a significant
decrease in frost days and the associated increase in growing season length in
the north western region of the US and Eastern Europe. South Western North
America shows a development towards higher numbers of heat waves (Tebaldi
et al. [2006]). Severe changes have been taking place in Australia, where the
Northern parts show the largest increase in heat waves over the continent, the
South East shows the largest decrease in frost days and increase in growing season
length (Tebaldi et al. [2006]).
Such changes towards warmer temperatures especially if occurring during winter
can play an important role for spring vegetation, since an increase in temperature
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gives some plants the signal to grow. However, the wintertime dynamics often
causes these false spring events to be interrupted by cold snaps, which often kill
off this spring vegetation. These particular events are described by Marino et al.
[2011].
Studies by Schär et al. [2004], Stott et al. [2004] and Fink et al. [2004] focus on the
explanation of the European heat wave in 2003. This event showed anomalously
hot temperatures exceeding the long term mean by 3 degree C (equivalent to
more than 5 standard deviations). Schär et al. [2004] concentrate on the role of
the rising summer temperature mean and variability in 2003 on the European
summer heat waves. Stott et al. [2004] apply a method which allows them to
quantify the contribution of external forcing to the risk of such events to happen.
Fink et al. [2004] on the other hand explain this event by analysing the synoptic
situation.
The work by Schär et al. [2004] shows the influence of increasing temperature on
European summer heat waves by comparing temperature observations with the
results of the control run and the greenhouse gas forced run of a regional climate
model (RCM) as well as with the general climate model (GCM) run. Schär
et al. [2004] state that changes in summer climate in Europe may result from
an increase in variability, possibly due to a change in greenhouse gases, which
would explain unusually hot extremes like the summer 2003 and would increase
the likelihood of future heat waves and droughts.
Stott et al. [2004] use detection and attribution to show that the regional
mean summer temperatures have likely increased due to human-induced forcing.
Having found this, they use HadCM3 to estimate the change in likelihood of such
events to happen, under the influence of global warming. Stott et al. [2004] find
that the anthropogenic forcing has doubled the risk of events like the heat wave
in 2003 to happen.
Fink et al. [2004] attribute the heat wave in 2003 to the anticyclonic situation
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during spring and summer 2003. This stable high pressure system led to low soil
moisture and favoured a further increase in temperature and dryness. Fink et al.
[2004] come to the conclusion that under the given synoptic condition an event
like the 2003 heat wave would have even occurred without the current impact of
anthropogenic drivers, not taking into account any possible changes in dynamics
due to changes in climate.
Similar to the studies by Schär et al. [2004] (and Stott et al. [2004]) and Fink
et al. [2004], also Dole et al. [2011] and Rahmstorf and Coumou [2011] (see
also Otto et al. [2012]), who discuss the attribution of the Moscow heatwave
2010, show fairly opposed conclusions. Dole et al. [2011] state that this extreme
event most likely resulted from atmospheric dynamical processes, causing a
blocking situation, rather than from anthropogenic influences. They support this
statement with their analysis of the mean surface temperature and its variability
across western Russia, which does not seem to show the globally observed
increase. Rahmstorf and Coumou [2011] who developed an approach to quantify
the influence of long term trends on the occurrence of extreme events, found that
for the case of the Moscow heatwave 2010, the general observed warming trend
has led to an increased probability of such events to happen. The conclude that
without climate warming this event might not had happened.
Summarising it can be said, that the occurrence of extreme temperature events,
like the summer heat wave in Europe 2003 or Moscow 2010, is likely to be
influenced by the observed warming trend, which has been at least partially
attributed to human-induced forcing. This observed increase in mean climate
state and climate variability increases the probability of hot extreme events to
happen. However, for any extreme event to occur, unusual synoptic conditions,
which cause a large dynamic contribution compared to a small change in mean
temperatures, are needed. This is not in contradiction with substantial changes
in the probability or risk of such events (Otto et al. [2012]).
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Regional changes in mean temperature and temperature extremes have been
found to be affected by changes in modes of variability, such as the El Niño
Southern Oscillation (ENSO), the Pacific Decadal Oscillation (PDO), the North
Atlantic Oscillation (NAO) or the Northern Annular Mode (NAM) (Kenyon and
Hegerl [2008]). El Niño events lead to warmer than normal temperatures across
the North Western US, Western Canada, Southern Alaska (Deser and Wallace
[1987]) and also India and Eastern Asia (Deser and Wallace [1990]), whereas they
cause cooler and wetter conditions across South-Eastern North America (Deser
and Wallace [1987], Kiladis and Diaz [1989], Rasmusson and Carpenter [1982]).
The Pacific Decadal Oscillation (PDO) is the leading mode of variability in the
North Pacific and is characterised by the sea surface temperature anomalies in
the North Pacific compared to those along the west coast of North America.
Furthermore the North Atlantic Oscillation (NAO) influences the precipitation
and temperature patterns over Northern and Southern Europe (Scaife et al.
[2008]). Both the NAO and the related Northern Annular Mode (NAM) show a
decrease in sea level pressure over the Arctic region combined with an increase
over the subtropical north Atlantic.
The paper by Kenyon and Hegerl [2008] shows that these modes of climate
variability are drivers for changes in temperature extremes and that in order to
understand and predict future changes in temperature extremes, it is necessary
to take into account changes in modes of the climate variability. Also Scaife et al.
[2008] use the changes in NAO to explain aspects of European climate changes
in winter between the 1960s and 1990s. They conclude that in the Northern
Hemisphere, changes in the NAO index are responsible for increases in European
heavy precipitation in winter as well as for a decreasing trend in unusually cold
winter days. A positive NAO index causes a decrease in heavy precipitation
and a slighter decrease in frost days in Southern Europe and Northern Africa.
Nevertheless, according Scaife et al. [2008], there is at least one open question
concerning future changes due to the NAO, which is based on the question as
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to whether its changes are naturally or anthropogenically influenced. If the
increase in the NAO index between the 1960s and the 1990s is naturally induced,
future changes in the NAO index could also show a reversal, which would lead
to an increase in cold winters in Europe. But if the development in the NAO
is anthropogenically forced, this could lead to a rapid change of the European
winter climate towards higher temperatures and even more severe changes in
heavy precipitation. The impact of this scenario is not very well represented
by the models, due to the difficulties of reproducing the observed NAO increase
(Scaife et al. [2008]).
Looking at regional extremes, one can also find areas which show the opposite
trend to the one globally observed. The paper by Portmann et al. [2009] which
concentrates on the changes in North America, shows one such case on the
example of South East North American region (SENA). In this work SENA
is defined as spanning from 30-40 degree N and from 100-70 degree W. The
records for SENA from 1950-2006 show a negative trend in the daily maximum
temperature. This changes in daily maximum temperature are highly anti-
correlated with mean precipitation. The highest correlation between maximum
temperature and mean precipitation occurs in May-June and the weakest or no
correlation is shown in November-December. In the paper by Portmann et al.
[2009] the cause of the ”warming hole” (see Kunkel et al. [2006], Pan et al. [2004]),
as this phenomena is referred to by the climate community, has not been fully
addressed. The authors however, state a few hypotheses. One hypothesis tries
to attribute the changes to land use changes in this regions, which would affect
the concentration of biogenic aerosol and the hydrological cycle. Other possible
explanations include an enhanced secondary aerosol effect, caused by a high
aerosol concentration due to the dense population, or regional scale circulation
effects.
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1.4 Detection and attribution
Changes in climate can occur due to changes in the climate mean state or its
variability, or both (see Fig. 1.3).
Many studies have been undertaken which aim to test if observed changes in
climate are significantly different from climate variability. This process is referred
to as detection. The detection analysis determines whether the observed change
could have happened in response to a certain external forcing, that can be
retrieved from climate model simulations or from physical understanding. A
change is detectable if the likelihood of this change happening just due to internal
variability alone, is evaluated to be small (Hegerl et al. [2007], Hegerl et al. [2010]).
If the detection analysis fails to detect a certain signal, this could have happened
due to various reasons, for example, the signal could be weak and the internal
variability large in comparison, or it could be that the signal has not occurred.
Detection does not attribute a cause to a detected change. Attribution is the
process which tries to establish the most likely cause of the detected change at a
defined confidence level.
Commonly the response to the same forcing from climate model simulations is
used to characterise the expected response to a certain forcing. This response is
often also referred to as fingerprint.
Detection and attribution studies have shown that the changes in mean surface
temperature during the second half of the 20th century, on the global and
hemispheric scale (Hegerl et al. [1997], Tett et al. [1999]) are detectable. The
response is also detectable across all inhabited continents (Stott [2003], Zwiers
and Zhang [2003]) and for Antarctica (Gillett et al. [2008]). Studies on the
detectability of seasonal, rather than annual or decadal changes show that these
can not be explained just by natural variability alone (e.g. see Jones et al. [2008]).
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Jones et al. [2008], for example, analyse the changes in summer mean temperature
during the last century and Zhang et al. [2006] focus on changes in seasonal
temperatures.
These findings are not just limited to the global or continental scale, but have
also been found in smaller scale studies, for example in the work Wu and Karoly
[2007] which exhibits a detectable warming signal for regions of about 500km
scale. Further Karoly and Stott [2006] found a detectable increase in temperature
in the Central England temperature record and Dean and Stott [2009] found the
New Zealand warming signal to be significant. However, due to the lower signal
to noise ratio on regional scales, it is sometimes very difficult to attribute the
changes to the possible sources of forcing.
There are also a few detection and attribution studies that deal with the changes
in temperature extremes in both observations and models, which started with
Kiktev et al. [2003], who showed, using atmosphere-only models, that the increase
in warm extremes is more realistically simulated in a model forced with an increase
in greenhouse gases. Hegerl et al. [2004] used detection and attribution in a
model only study to show detectability of changes in temperature extremes and
precipitation. They find that modelled changes in temperature extremes at many
locations are significantly different to changes in mean temperatures and therefore
a detection analysis of the changes in the mean should not be used to replace a
detection analysis of extremes. Furthermore Christidis et al. [2005] show that the
changes in warm and cold night time and in cold day time extreme temperatures
during the second half of the last century are detectable. Changes in warm day
time temperatures, however were not found to be significant at that time. A
more recent paper by Christidis et al. [2011] shows that also the changes in warm
day time temperature are significantly different from changes which would be
expected solely due to natural climate variability. Christidis et al. [2011] and
also Zwiers et al. [2011] are using generalised extreme value approach for their
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detection analysis. They fit a generalised extreme value (GEV) distribution to
their observation, in order to account for the actual distribution of the extreme
temperatures, instead of assuming that the noise on top of the signal shows a
Gaussian distribution. They argue that this is a more suitable approach when
dealing with extreme values, as they often show a skewed distribution. They find
detectable changes in annual maxima of daily minimum and daily maximum
temperatures, and in annual minima of daily minimum and daily maximum
temperatures on global scale and also for some regions.
1.5 Outline of the Project
The observed changes in extremes as found by Alexander et al. [2006], Tebaldi
et al. [2006], Karl et al. [2008] and Field et al. [2012] raise a number of ques-
tions. This project “The Impact of externally forced Changes on Temperature
Extremes” concentrates on the following: Can external forcing explain the recent
changes in climate extremes that can be seen in observational records, or did
these changes arise from climate variability.
The term external forcing stands for both natural and human-induced forcing
which have an impact on the climate. Natural drivers of the climate system
are for instance volcanic eruptions, natural changes in tropospheric aerosols (e.g.
natural concentrations of carbonates, nitrates, or soil dust) and changes in solar
intensity. Human-induced or anthropogenic influences with a positive radiative
forcing are for example, an increasing emission of long-lived greenhouse gases,
such as carbon dioxide or methane, increases in the concentration of tropospheric
ozone or changes in surface albedo, such as black carbon on snow. The term
internal climate variability as used throughout this work refers to changes in cli-
mate which occur in absence of any external forcing. These values are estimated
from data resulting from control simulations using climate models.
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A secondary question is, if the signals are detectable, are they consistent with
climate model simulations?
Furthermore, it is investigated whether changes in extremes are only driven by
changes in means, which would imply that an increase in temperature extremes
only results from an increase in the mean (see Fig.1.3 subfigure (a)), or whether
this development is also influenced by a change in variance (see Fig.1.3 subfigure
(c)).
In order to identify the cause of changes in observational records, the influence
of external forcing needs to be quantified and possible alternative explanations
such as internal climate variability have to be ruled out.
The work focuses on changes in temperature extremes and their variability around
the world since the mid-20th century.
It consists of three sub-studies (chapter 2-4, see also Morak et al. [2011], Morak
et al. [2012a], Morak et al. [2012b]). All three of them deal with changes in daily
extreme temperatures and focus on answering the questions above.
The project has been designed in order to complement and extend studies such as
Kiktev et al. [2003], Hegerl et al. [2010], Christidis et al. [2005], Christidis et al.
[2011], Zwiers et al. [2011]. It concentrates on a detection analysis of extreme
temperature indices not only on the local scale but also across many regions. This
is important as these small scale changes and their impacts vary a lot from region
to region and have not yet fully been investigated. Going to smaller regional
scales, however, raises the problem of increasing noise and a harder to detect
signal.
A further improvement to previous works is also the half-annual (chapter 3) or
seasonal (chapter 4) analysis which allows a statement about the inter-annual
changes of these events throughout the analysis period.
The study, presented in chapter 4, shows one of the first investigations of
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changes in persistent warm daytime and cold nighttime events covering the entire
Northern Hemisphere and additionally focusing on selected regions.
Chapter 2 shows a comparison study of changes in the annual frequency of
warm nights in observations and model simulations of different global climate
models (GCMs), as well as a simple detection analysis, using a multi-model
fingerprint. The analysis has not only been done globally but also for selected
regions, previously used for climatological studies.
Chapter 3 also presents a comparison analysis but this time concentrating not
only on the changes in the annual frequency of warm nights but on changes in the
frequency of warm and cold day and nighttime extremes during both winter and
summer half-year. By separating the analysis period into a winter and a summer
half-year, the cold months which show a generally higher natural variability are
divided from the warm months with a smaller natural variability and allow a
better detection of the actual signal in the changes of these extremes. Chapter 3,
however only uses ensemble data of one GCM, as this was the only data available
at the time. In this study an advanced version of the detection analysis used in
chapter 2 has been applied.
Chapter 4 discusses the changes in frequency of persistent warm daytime and
cold nighttime extremes during winter across the Northern Hemisphere. The
study is restricted to the Northern Hemisphere as only the boreal winter season
(December-February) is considered. It also shows a comparison analysis between
observed changes and model simulated changes, using the same model data as
chapter 3, followed by a detection analysis, similar to the one used in chapter 3.
Each of the three studies has been written up as a paper and submitted for peer
review. Two of them have been accepted and published by the time of final
submission of this thesis and one is in preparation.
This project deliberately does not discuss any changes in extreme precipitation
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events, as this would be a work on its own, which has actually been partially
dealt with in the Master project by Katie Noake (Noake [2011], see also Noake
et al. [2012] and Polson et al. [2012]).
1.6 Data
In this project, two types of data have been used, namely observed and model
data. All data sets are regular gridded ones, which cover most parts of the global
land-mask, or at least of the landmasses of the Northern Hemisphere. The grid
size, however, varies between the data sets, and therefore a common grid had to be
defined for each study and the data sets re-gridded, in order to allow a comparable
analysis. Furthermore all model data sets have been masked in space and time
to match the coverage of the used observational data. The temporal resolution
of the data sets spans from daily mean to annual mean. Grid-boxes with no
available observational data have been excluded from the analysis ensuring that
model and observed data are compared across the same domain.
1. Observations:
• Data sets of observed daily minimum and maximum surface land
temperature which originate from the HadGHCND data (Caesar et al.
[2006]). The data set spans the period 1950-2007 and has a grid
resolution of 3.75◦ × 2.5◦. The observations were binned in 100
kilometre intervals applying a interpolation method which fits a two-
degree polynomial to the mean correlation determined for each 100km
within a 2000 kilometre distance (on the basis of the interpolation
method by Shepard [1968]).
• CRUTEM3 data set of monthly mean, minimum, mean and maximum
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surface temperature from the Climatic Research Unit (CRU) (Brohan
et al. [2006]). The data covers the period 1850-present and has a grid
resolution of 5◦ × 5◦.
• Observational data set of the percentile extreme temperature indices
TN10, TX10, TN90 and TX90 as described in section 1.3 . The data
was provided by Jesse Kenyon, is of monthly temporal resolution and
spans the period 1860-2007 (see also chapter 2, section 2.2). The grid
resolution is 5◦ × 5◦. The dataset is based on averaging station based
indices lying within a 5◦ × 5◦ grid-box.
• Observational data set of the percentile extreme temperature indices
TN10, TX10, TN90 and TX90 provided by the Hadley Centre. This
dataset originates from the HadEX project, is of annual temporal
resolution and covers the period 1950-2003 (see also chapter 2, section
2.2). The grid resolution is 3.75◦×2.5◦ and the data have been gridded
using the same approach as Caesar et al. [2006] (see also Shepard
[1968]).
2. Model Data: This study did not involve running any global climate model,
but concentrated on the data analysis and processing.
• Daily minimum and maximum surface temperature data sets from the
HadGEM1 model simulations (see Martin et al. [2006], Stott et al.
[2006]). The set of HadGEM simulations consists of two ensembles
with four members each, one forced with both anthropogenic and
natural forcing, and one only forced by anthropogenic drivers. All span
the period 1950-2005. Additionally a 1000 year long control run from
a HadGEM1 simulation is used. The grid resolution is 1.25◦ × 1.875◦.
A detailed description of the forcing can be found in chapter 3, section
3.2.
• Model simulated data of TN90 from five different climate models
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from the CMIP3 archive were provided by Claudia Tebaldi and Julie
Arblaster (Tebaldi et al. [2006]). The data consists of three single
runs for each of the five different global climate models, GFDL2.0,
GFDL2.1, MIROC, MRI and PCM1. All these climate models were
forced using the 20C3M scenario. This scenario includes anthropogenic
forcing, such as the observed concentrations of green-house gases, as
well as natural forcing such as the recorded changes in volcanic aerosol
or changes in solar activity for the 20th century. All runs are of annual
resolution and cover the period 1950-1999. The grid resolution of all
data sets is 2.5◦×2.5◦, which does not correspond to the native grid of
these models but is the common grid chosen by Tebaldi and Arblaster
(Tebaldi et al. [2006]). A detailed description of the models used
and an explanation of the 20C3M scenario can be found in chapter
2, section 2.2.
3. Derived Data: The following data sets were produced in the course of this
thesis.
• Percentile extreme temperature indices TN10, TX10, TN90 and TX90
at monthly resolution as computed from the daily minimum and
maximum surface temperatures, from the HadGEM model simulations
(see section 1.8).
• Frequency and duration of warm and cold spell events in winter
as derived from the daily observed minimum and maximum surface
temperature data of HadGHCND.
• Frequency and duration of warm and cold spell events in winter
as derived from the minimum and maximum surface temperatures
data sets from the HadGEM model simulations using the all-forcing
scenario.
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More details about the data sets used can be found in chapter 2, section 2.2,
chapter 3, section 3.2 and chapter 4, section 4.2.
1.7 Regions of interest
Table 1.2: Regions used in chapter 2. Names and the latitudinal and longitudinal
extent.
Name of Region Latitude Longitude
degree North degree East
Global -85/85 -175/180
Southern Australia -45/-30 110/155
Alaska 60/85 -170/-105
Western North America 30/60 -130/-105
Central North America 30/50 -105/-85
Eastern North America 25/50 -85/-60
Norther Europe 45/75 -10/40
Mediterranean 30/45 -10/40
Northern Asia 50/70 40/180
Western Asia 30/50 40/75
Tibet 30/50 75/100
Eastern Asia 20/50 100/145
South-East North America 30/40 -100/-75
Central Europe 45/50 0/20
Besides analysing the changes in temperature extremes on global and hemispheric
scales, some smaller, mostly Northern Hemispheric regions have been chosen to
focus on more regional changes. These smaller regions vary slightly from chapter
2 to chapter 4.
Chapter 2 mainly concentrates on a selection of the so-called Giorgi regions
(seeGiorgi and Francisco [2000]), which are commonly used in climate studies,
plus the regions covering Central Europe and South-Eastern North America (see
table 1.2). However these regions are quite small and the small sampling size
causes the signal-to-noise ratio to decrease. Therefore, the regions chosen in
chapter 3 are slightly bigger but the overall area they are covering is roughly
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Figure 1.4: Regions as listed in Table 1.2, with the exception of the global region.
Table 1.3: Regions used in chapter 3. Names and the latitudinal and longitudinal
extent.
Name of Region Latitude Longitude
degree North degree East
Global -90/90 -180/180
Northern Hemisphere 0/90 -180/180
Southern Hemisphere -90/0 -180/180
Europe 35/75 -10/40
Southern Asia 10/45 40/180
Northern Asia 45/80 40/180
Australia + New Zealand -60/-10 100/180
Western North America 25/55 -135/-100
Eastern North America 25/55 -100/-45
Northern North America 55/75 -165/-45
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Figure 1.5: Regions as listed in Table 1.3, with the exception of the global and
hemispheric regions.
Figure 1.6: Regions as listed in Table 1.4, with the exception hemispheric region.
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Table 1.4: Regions used in chapter 4. Names and the latitudinal and longitudinal
extent.
Name of Region Latitude Longitude
degree North degree East
Northern Hemisphere 0/90 -180/180
Europe 35/75 -10/40
Southern Asia 10/45 40/180
Northern Asia 45/80 40/180
Western North America 25/75 -135/-100
Eastern North America 25/75 -100/-45
the same (see table 1.3). The main changes are that the European regions from
chapter 2 have been merged to one big region, Asia in chapter 3 is only split into
South and North and the regions Central and South-Eastern North America from
chapter 2 are not separately analysed anymore. In chapter 4 only one region really
changes with respect to chapter 3, namely the region covering Northern North
America. It is split into an eastern and a western part and added to Eastern
and Western North America. Furthermore the Southern Hemispheric regions are
excluded as this work is a Northern hemispheric study (see table 1.4).
1.8 Methods
This section describes the methods used to compute the various temperature
extremes indices and to determine the detectability of the observed and modelled
changes in those variables.
1.8.1 Computing the percentile temperature indices
This procedure aims to determine the monthly percentile extreme temperature
indices which are computed by counting how often the daily maximum or
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minimum temperature exceeds a defined threshold.
To start with, the climatological base period has to be chosen, which is generally
considered to be 1961-1990 or 1971-2000, depending on the analysis period. The
distribution of the extreme values, for example, of the 3rd of January over the
climatological period is determined by choosing all values within a 5-day window,
centred on the 3rd of January, for each of the 30 years. The distribution is
computed separately for each day of the year. A five consecutive day window
is chosen in order to smooth out values of anomalous high variability, as the
emphasise on extremely high or low values is suppressed by increasing the sample
size. An alternative method, to chose the 5-day window, would be, to select
5 days, centred on the 3rd of January with a lag of five days in between each
day. This way, one would possible get a sample of more independent values, as
the values of days further apart from one another, are not expected to be that
strongly autocorrelated.
After calculating the distributions and choosing a desired percentile threshold,
the index for a certain month is given as percentage of days per month for which
the daily values exceed the determined threshold.
The paper by Zhang et al. [2005] shows that when analysing the extreme value
of a day within the climatological period, it is important to replace this day, or
rather the 5-day window, with a randomly selected 5-day window from another
year within the climatological period for determining the distribution. This way
the day within the base period, is independent of the distribution it is compared
to, like the days which lie outside the climatological period.
1.8.2 Computing the warm and cold spell indices
The duration of warm and cold spell events has been computed following the
definition by the ETCCDI, which defines the warm spell duration index (WSDI)
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as 6 or more consecutive days above the 90th percentile of the daily maximum
surface temperature of the considered base period. Correspondingly the cold
spell duration index (CSDI) is defined as 6 or more consecutive days below the
10th percentile of the daily minimum surface temperature of the considered base
period.
By counting the number of single events within the analysis period (e.g. the
winter season as in chapter 4) the frequency of these events can be determined.
The intensity or duration of these events within the analysis period (e.g. the
winter season) can be computed by summing the number of days dedicated to
these events. The base period selected for determining percentile thresholds used
in the study in chapter 4 was 1961-1990.
1.8.3 Detection techniques
Detection methods aim to determine whether an observed change in climate is
significantly different from changes solely due to natural internal variability.
Over the last 20-30 years various types of detection techniques have been intro-
duced and used. One example is the optimal fingerprint method by Hasselmann
[1993] (see also Hasselmann [1997], Allen and Tett [1999]) or the more recent op-
timal fingerprint method by Allen and Stott [2003], which is an advanced version
of the one introduced by Hasselmann [1993] (described in more detail below).
These methods aim to estimate the contribution of the forcing in question on the
the signal.
Besides Hasselmann’s approach (Hasselmann [1993]), there are also other detec-
tion methods such as the optimal weighted average by Bell [1986] whose goal it
is to average the space-time results by suppressing small scale signals, to reach
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a better detection of large-scale changes in mean, or the optimal filtering, intro-
duced by North et al. [1995] which aims to construct an optimal filter to determine
the size of a given signal, e.g greenhouse warming within the noise contaminated
data.
Throughout this work the detection method of Hasselmann [1993] (see also
Hasselmann [1997], Allen and Tett [1999]) as well as that by Allen and Stott
[2003] have been used. The main difference between these two methods is that
Hasselmann [1993] uses an ordinary least square approach for his scaling factor
calculation, whereas Allen and Stott [2003] chose a total least square one.
The prior assumption made in both this methods is that the present climate
can be represented by a linear combination of the forced signal and the internal
climate variability. The expected response to the considered forcing, also referred
to as “fingerprint” is a known value and originates from model runs. The internal
climate variability can be estimated, for example, from control run data, which
is climate model data with no forcing.
The fingerprint method requires four different input data sets. Those include,
one to-be-tested data set, in this study these are observations, a forced data set
(the fingerprint), which is the ensemble average of a forced model simulated data
set, as well as a control simulation, with two sets of realisations (one for the
non-optimised case).
For the non-optimised analysis the noise in the original data has been reduced
beforehand by applying a spatial or temporal smoother (depending on the kind of
analysis undertaken) to the data. This avoids that the analysis uses small-scale
features, which are generally less reliable. Furthermore the region size has been
chosen to be big enough, to avoid a small signal-to-noise ratio, due to a small
sampling size.
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The ordinary least squares approach
In this method, introduced by Hasselmann [1993] (also used in Allen and Tett





αiXi + ν0 (1.1)
where Y represents the observations (or the samples of noise), Xi stands for the
i’th ”fingerprint” in response to the respectively applied forcing and ν0 is the





for n = 1 (1.2)
To estimate the uncertainty in the scaling factor the regression analysis is also
applied to samples of noise, which were retrieved from the control run samples.
The uncertainty range is then estimated by calculating the 5-95% range of the
scaling factors arising from the individual noise samples using a t-distribution. If
the confidence bar is inconsistent with zero, the observed change is detectable.
If the scaling factor is 1, it means that the fingerprint does not need to be scaled
to match the observations.
All studies within this work only use a single fingerprint, so n = 1.
The total least squares approach
A total least square regression instead of an ordinary one is a more appropriate
way to estimate the magnitude of fingerprints, if both X and Y are error
contaminated (see Allen and Stott [2003]). The best fit in a total least square
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regression is therefore measured perpendicular to instead of along the axis, as





αi(Xi − νi) + ν0 (1.3)
with νi representing the model internal variability of one forced ensemble mean
and ν0 again representing the observed variability.





where fact = 1√
ensemblesize
, serves as a scaling factor for the fingerprint, which
has a smaller variance than the observations due to averaging over the ensemble
members. In order to compute the regression coefficient with the best fit, we
apply a singular value decomposition to Z and determine the smallest eigenvalue
and its corresponding eigenvector, which give the solution that minimises the
perpendicular distance from each point to the best fit.
Z = UΛV T (1.5)
and after sorting V , into descending order we get the estimated n’th Eigenvector
ṽ = vn′ (1.6)
which is the n’th Eigenvector of ṽ and represents the best fit scaling parameter on
the observations. This eigenvector vn′ is the slope line between the model data
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The best fit ”noise reduced” reconstruction of both observations and fingerprint
can now be expressed as
Z̃ = Z − ZṽṽT (1.8)
The uncertainty in this scaling factor(s) has been computed by adding random
noise (which was provided by the control run samples) onto the best fit recon-
struction of both the observations and the fingerprint using a bootstrap method.
The 2.5-97.5% uncertainty range has been computed from the distribution of the
computed scaling factors.
Finally the residuals of the regression analysis have been calculated in order to
see whether they were lying within the 5-95% range of the model estimates of
internal variability. Cases where the observed variability is greater than that
simulated cannot be trusted. They have, therefore not been interpreted further.
Optimising
Optimal detection analysis, as introduced by Hasselmann [1993] (see also Has-
selmann [1997], Allen and Tett [1999]), is used as it increases the signal-to-noise
ratio by normalising the observations Y and the fingerprints Xi by the climate
internal variability. For the optimised analysis the whole procedure starts by
applying an EOF-analysis to one set of the control data. This is done to retrieve
the “pre-whitening” operator P .
P = Λ−1/2E (1.9)
where Λ stands for the diagonal matrix of the eigenvalues and E is the matrix of
the eigenvectors.
It is important that the chosen number of EOFs is not bigger than the number of
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individual samples from the control data, as this would lead to an underestimation
of the higher EOFs (North et al. [1995]). In the next step the truncation level
is determined. Truncation makes it possible to include only the EOFs which
account for most of the explained variance and to exclude the ones that do
not add any further information, or which reflect small scale variability not well
reproduced in model simulations. This way the noise of the signal can be reduced.
The truncation level can be determined either by checking the singular value
Figure 1.7: Solid line shows the change of the ratio of the cumulative model and
observed residual variance with truncation. The dashed (dash-dot) lines give the 5-
95% range for the Chi-Squared test (F test) (Fig. 5 from the paper by Allen and Tett
[1999]).
spectrum for sharp cutoffs (see Hegerl et al. [1997]), which would indicate an
appropriate truncation level, or by using a Chi-Squared test (see Allen and Tett
[1999]), which determines up to which truncation level the observed variance is
lying within the 5-95% range of the model variability. Fig.1.7 from the paper by
Allen and Tett [1999], which focuses on detection and attribution of trends in
atmospheric vertical temperature based on radiosonde measurements, illustrated
how to determine an appropriate truncation level. The solid line shows the
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change of the ratio of the cumulative model and observed residual variance with
truncation. The 5-95% range is plotted for the Chi-Squared test (dashed) and the
F test (dash-dot) approach. The truncation level is now determined by looking
at the evolution of the solid line. As long as the solid line lies around one, which
means that the observed and model simulated variability are about the same, the
level is suitable for truncation. In this case the ideal range is 5-12. A truncation
level bigger than 12 is not suitable as the residual is to large compared to the
model estimate, indicating that the analysis is focused in unrealistically simulated
or poorly sampled features.
After the evaluation of the truncation level, the observed and the finger print
data sets are projected into the EOF space using the P operator.
y = PY (1.10)
x = PX (1.11)
where Y is the original observed data, y is the observed data after projection into
the EOF space, X is the original fingerprint data and x is the fingerprint data
after projection into the EOF space.
A practical example for the non-optimised ordinary least squares method can be
found in chapter 2, section 2.3, one for the non-optimised total least squares case
is shown in chapter 4, section 4.5 and an example for the optimised total least
squares analysis is shown in chapter 3, section 3.4.
Chapter 2
Detectable Changes in Warm
Nights
The paper equivalent to this chapter is authored by myself, Prof. Gabriele C.
Hegerl (School of GeoSciences, The University of Edinburgh, Edinburgh, United
Kingdom) and Dr. Jesse Kenyon (Nicholas School for the Environment and Earth
Sciences, Duke University, Durham, North Carolina) and has been published in
Geophysical Research Letter in 2011. During the preparation of this manuscript
Prof. Gabriele C. Hegerl assisted me with her scientific advice and Dr. Jesse
Kenyon provided the observed, gridded, data set of the extreme temperature in-
dex tn90 and proofread the manuscript.
The included version varies slightly from the published original to avoid unnec-
essary repetition.
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2.1 Introduction
Studies of observational temperature records over the last 50-100 years have found
evidence for an increase in both observed mean (Trenberth et al. [2007]) and
extreme near-surface temperatures (Frich et al. [2002], Alexander et al. [2006],
Caesar et al. [2006], Brown et al. [2008]).
Studying changes in temperature extremes, as well as attributing and predicting
those changes, is of great importance as extreme temperature events can seriously
affect human health, ecosystems and economy (IPCC AR4WG1 et al. [2007], Karl
et al. [2008], Christidis et al. [2010], Huynen et al. [2001]).
Several detection studies have shown (e.g., Allen and Tett [1999], Allen and Stott
[2003], Hegerl et al. [1997], Hegerl et al. [2007], Tett et al. [1999], Stott [2003],
Stott et al. [2010]) that observed changes in mean surface temperature since the
mid-20th century, globally but also across some regions, can be largely attributed
to an increase in greenhouse gases.
There are notably fewer studies that examine recent changes in temperature
extremes (Kiktev et al. [2003], Christidis et al. [2005], Christidis et al. [2011]
and Zwiers et al. [2011]).
This study analyses gridded observed and multi-model simulated trends in the
annual number of warm nights during the second half of the 20th century.
Thirteen regions with a high density of observational data over two datasets
are defined, for which the observed and simulated trends from 20th century
simulations are compared. The main analysis period is 1951-1999, with a sub-
period of 1970-1999. In order to investigate whether observed trends changed
past 1999, the periods of 1955-2003 and 1974-2003 are also analysed.
Detection and attribution is used to identify if a detectable climate change signal
is caused by external forcing.
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This chapter is structured as follows: First the data sets and pre-processing meth-
ods are described, then the detection method used is introduced. Following, the
results and possible causes are discussed and lastly the findings are summarised.
2.2 Data and Pre-processing
This study is based on a comparison of observed and modelled annual data of
the index TN90. This index is defined as the mean number of warm nights with
a minimum temperature exceeding the 90th percentile of the daily minimum
temperatures of the climatological period 1961-1990 at a given location and over
one year. We used five different coupled climate models, each of which consist
of three individual runs, giving 15 model simulations and compare these to two
observational datasets. For our analysis we selected eleven out of 32 regions
introduced by Giorgi (Giorgi and Francisco [2000]), whose data coverage for
TN90 is deemed sufficient to provide a credible regional average (see Table2.1,
regions 1-11). We also analyse two smaller subregions, one in the South East of
North America (SENA) and one in Central Europe (CEU), for a more detailed





























Table 2.1: Table of regions . Column 1-3 show the number of the region, its acronym and its name. Column 4 and 5 list
the latitudinal and longitudinal span of each region. Column 6 shows the correlation coefficient of inter-annual variation (trend
subtracted) in observed TN90 with the observed annual mean Tmean. Column 7 explains how much of the observed trend in TN90
can be explained by the observed trend in Tmean. Bold numbers highlight the regions where at least 50% of the observed trend
in TN90 can be explained by Tmean.
Nr Acronym Name of Region Latitude Longitude Corr TrendTmean
TrendTN90
degree North degree East Tmean in %
0 GLOB Global Mean -85/85 -175/180 0.8804 72%
1 SAU Southern Australia -45/-30 110/155 0.8254 71%
2 ALA Alaska 60/85 -170/-105 0.8858 91%
3 WNA Western North America 30/60 -130/-105 0.7890 45%
4 CNA Central North America 30/50 -105/-85 0.7909 18%
5 ENA Eastern North America 25/50 -85/-60 0.8038 13%
6 NEU Northern Europe 45/75 -10/40 0.8630 60%
7 MED Mediterranean 30/45 -10/40 0.7599 53%
8 NAS Northern Asia 50/70 40/180 0.8814 64%
9 WAS Western Asia 30/50 40/75 0.8419 58%
10 TIB Tibet 30/50 75/100 0.7338 19%
11 EAS Eastern Asia 20/50 100/145 0.8839 90%
12 SENA South-East North America 30/40 -100/-75 0.7717 1%
13 CEU Central Europe 45/50 0/20 0.7999 75%
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1. Observational Data Sets: The two observational datasets are based on
similar input stations (Kenyon and Hegerl [2008], Alexander et al. [2006])
but on different processing techniques to arrive at gridded data for TN90.
Thus, they provide a first estimate of the role of processing uncertainty:
(a) “Duke data set”, covering 1886-2005: This data set, with a grid
resolution 5◦ × 5◦ was produced by binning values of the TN90 index
into grid boxes and then averaging to provide a grid box value. The
station data are the same as used by Kenyon and Hegerl [2008]. The
ETCCDI station data were provided from Lisa Alexander (Alexander
et al. [2006]). The gridded values are based on a varying number of
observations per grid and thus can be noisy if there is just a single or
a few point measurements representing the value of an entire grid box.
Furthermore there are quite a lot of unobserved regions in this data
set, as grid boxes without stations remain blank.
(b) HadEX Data Set (grid resolution 3.75◦ × 2.5◦): This data set was
produced by the Hadley Centre (Alexander et al. [2006]), by applying
a spatial interpolation scheme to the ETCCDI index data. The HadEX
data set shows a higher spatial coverage than the gridded station-based
data set, but interpolates further between stations. This makes the
data set much more spatially uniform, but also less anchored in close-
by station data. The data set covers the years 1950-2003.
For analysing causes of the observed change, we also used monthly
mean daily minimum, mean and maximum surface temperature data
from the Climatic Research Unit (CRU) (Brohan et al. [2006]).
2. Modelled Data Sets: The model simulated data sets were calculated from
daily data from CMIP3 climate model simulations by Julie Arblaster and
Claudia Tebaldi (Tebaldi et al. [2006]). We picked five models (listed below)
that offered at least three single runs. We use three runs each in order to
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give equal weight to each of the models in the multi-model mean. The data
cover the years 1951-1999 and have been linearly interpolated to a grid
resolution of 2.5◦ × 2.5◦ by Tebaldi and Arblaster (Tebaldi et al. [2006]).
All climate model simulations were forced with estimates of observed forcing
over the 20th century, including changing concentrations of greenhouse
gases, tropospheric and stratospheric aerosols, changes in solar radiation
and volcanoes, although forcing details and implementation vary between
models. We use data of the following OAGCMs:
(a) GFDL-CM2.0 has an atmospheric resolution of the 2◦ × 2.5◦ and L24.
The oceanic resolution is 0.3◦ − 1.0◦ × 1.0◦.
(b) GFDL-CM2.1 has the same resolution as GFDL-CM2.0 but the atmo-
spheric circulation is based on semi-Lagrangian transports.
(c) MIROC3.2 (hires) has an atmospheric resolution of T106 (∼ 1.1◦ ×
1.1◦) and L56. The resolution of the ocean is 0.2◦ × 0.3◦ and L47.
(d) MRI-CGCM2.3.2 has a atmospheric resolution of T42 (∼ 2.8◦ × 2.8◦)
and L30, with its top at 0.4 hPa. The oceanic resolution is 0.5◦ −
2.0◦ × 2.5◦ and L23.
(e) PCM1 has an atmospheric resolution of T42 (∼ 2.8◦ × 2.8◦) and L26.
Its oceanic resolution is 0.5◦ − 0.7◦ × 1.1◦ and L40.
For comparison with the Duke gridded indices, the model data and the HadEX
data are re-gridded to a resolution of 5◦ × 5◦ per grid box by linear 2D
interpolation. Furthermore, the model data and the HadEX data are masked
in space and time to reflect the sampling of the Duke data (referred to as
“MASK DUKE”). The longest period that is covered by both observed and
model simulated data is 1951-1999. Having 49 years of data, we first calculate
the decadal trend for each 5◦ × 5◦ grid box by fitting a slope-line with a least
square fit (Fig.A1). Linear trends are only fitted to grid-boxes where at least five
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years are available during the first and last decade of the trend period. In order
to reduce the noise of the spatial trend pattern we apply a 5-point smoother to
all trend patterns, by averaging each grid-box with its nearest neighbours, or a
subset thereof, based on availability (see Fig.2.1 for an example of the smoothed
pattern). After computing the trend values and after the smoothing we determine
the spatial average of the trend for all 13 regions as well as the global-scale trend
by averaging over 11 out of 13 regions (see Fig.2.3a, b). The South-Eastern North
American region (SENA) and the Central European region (CEU) are excluded
from averaging as they overlap with other larger regions.
2.3 Methods
We determined if the observed trend could be explained by the fingerprint of
externally driven changes plus variability. The fingerprint is derived from the
average of all climate model simulations used, while the deviation from the
ensemble mean, which is distinct for each ensemble member, is used to estimate
variability. For the fingerprint analysis we calculate how the spatial pattern of
trends from the multi model mean (fingerprint f) needs to be scaled to best match
the observed trends y. This is done for individual regions as well as for a global
pattern of regional mean trends. The scaling factors (α) are estimated using least
squares regression (we do not use an “optimal” fingerprinting method, see Hegerl
et al. [2007] for a description of fingerprint methods):
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f denotes the fingerprint vector (f1...fj), where fi is the decadal trend value of
TN90 of the multi-model mean for one grid box, y (y1...yj) represents the decadal
trend value of TN90 of the observations (either Duke or HadEX) or of the samples
of variability (see below), where yi is the decadal trend value of TN90 for one
grid box. To determine the uncertainty range of this scaling factor we estimated
scaling factors from samples of trend patterns associated with internal climate
variability.
These samples for uncertainty due to internal climate variability (i = 1, ..., j) are
estimated from the model simulated variability of each individual model modeli,
around the mean change (model) using
uncertaintyi = [modeli −model] ∗ correction (2.3)
The model uncertainty uncertaintyi covers the model error combined with the
internal variability. By applying the fingerprint analysis to all available values
of “uncertaintyi”, we get an estimate of the internal variability. The correction






with n being the number of individual simulations, 15 in this case. The
uncertainty in α is estimated by calculating the 5-95% range of scaling factors
arising from these individual noise samples, using a t-test with 14 degrees of
freedom (see von Storch and Zwiers [1999]). If the scaling factor α, estimated
from the observations, is significantly larger than explained by noise externally
forced climate change is detected. If α is consistent with 1, given its uncertainty,
the multi-model mean does not need to be rescaled to match the observations.
We compare the regression residuals “res” from the observations with the samples
of uncertainty “uncertaintyi”, for both time intervals 1951-1999 and 1970-1999.
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For the long period we find that, in 9 out of 13 regions, the residuals lie within
the range of model uncertainty. Exceptions are Central Europe (CEU), Eastern
Asia (EAS), Western Asia (WAS) and the Tibetan Regions (TIB). Over the sub-
period of 1970-1999, 11 out of 13 regions are within the range, with only the
residuals of EAS and TIB outside the model range.
2.4 Results
The 1951-1999 decadal global spatial trend pattern predominantly shows increases
in the number of warm nights (see Fig.2.1).
All regional trend values of both observations and the model ensemble means are
positive (see Fig.2.3a), however, the spread of individual model simulations do
include some regional negative trends (see grey bars in Fig.2.3a) . The spread of
the model trend covers the observational trends in all regions, which underlines
that the models perform reasonably well in explaining the observed values, taking





























Figure 2.1: 1951-1999 observed decadal trend of TN90 (in % change per decade) derived from the Duke data set. The zonal
average of the observations (black line) and the model spread (green shaded area), is shown on the side of the plot. The model





























Figure 2.2: Global mean time series of observed TN90 (blue line) and regressed time series of observed Tmean (orange line)
onto TN90. Shading shows the model spread of TN90 in blue and the regressed model spread of Tmean on TN90 for individual
simulations in yellow.
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The sub-period 1970-1999 (Fig.2.3b) shows an overall increase in magnitude of
the decadal trend values compared to the period 1951-1999, which agrees well
between models and observations (Fig.2.3a,b). The shorter period captures the
temperature increase which followed a period of stagnation of the 1950s and
1960s. This stagnation or rather reduction in extreme values of TN90 during
the 1960s can be seen in all regions, in both the observed and the modelled data
(see Fig.2.2). This resembles changes for both observed and modelled data of the
mean surface temperature.
As the 20th century simulations only extend to 1999, but the observations extend
at least up to 2003, we also computed observed trends over the periods 1955-
2003 and 1974-2003. This allows us to assess whether more recent trends in the
observed data show the same tendency as the earlier trends of 1951-1999 and
1970-1999 (see black markers Fig.2.3a, b). The results show an increase in trend
for all regions, which is generally more pronounced for the 30 year period 1974-
2003 (see black markers Fig.2.3b).
Fig.2.3c shows the results of the fingerprint analysis. 9 out of 13 regions show
a fingerprint that is significantly detectable at the 5% level, since the scaling
factors of the observations are significantly larger than those from noise only, and
of those 5 show a residual variability within the model range. For many regions
the scaling factors are larger than one, which indicates that the observations show
stronger changes than the model ensemble mean, however this difference is not
significant.
The results for sub-period 1970-1999 are very similar to those of the entire period
(see Fig.2.3d). We lose the ability to detect a change in the Southern Australian
(SAU) region, but now detect changes in Northern Europe (NEU) and most
regions show variability within the model range. For assessing if changes in warm
nights are detectable globally, we performed the regression on a vector of regional
means for all 11 non-overlapping regions using area weighting and find a highly
significant change both for the long and the short period (see Fig.2.3c and d, at
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Figure 2.3: Spatially averaged trend of TN90 from observations (red markers) and
model ensemble means (blue markers) as well as the spread of individual simulations
(grey bar) for the selected regions (labelled on top and depicted against values 1-
13 on x-axis) and the regional mean ( labelled ”GLOB”, and plotted against ’0’ at
x-axis) for the periods (a) 1951-1999 and (b) 1970-1999 (in % per decade). The
black markers show results for the observed trend (a) 1955-2003 and (b) 1974-2003
. Figure c) and d) show the scaling factors (red markers) of observed changes onto
the multi-model mean fingerprint for the period c) 1951-1999 and d) 1970-1999. Its
estimated 5-95% uncertainty range is shown by the grey bar, which has been placed
around the scaling factors for the Duke data. Regions with significantly detectable
trend (5%) are marked by an asterisk (*)
x = 0, labelled ”GLOB”). If the trends ending in 2003 are regressed onto the
model fingerprints (for the period ending in 1999), detection results are similar.
2.5 Possible Causes
Having found a significant externally forced increase in the number of warm
nights during the second half of the 20th century, a question arises, what caused
the change?
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Over the same period as considered here, global daily mean temperature has in-
creased (Trenberth et al. [2007]), along with a rise in the number of warm days
between 1951-1999 and a decrease in the diurnal temperature range (DTR), Vose
et al. [2004].
In order to relate these changes to each other, we investigated how monthly mean,
daily mean, minimum and maximum temperature are related to the number
of warm nights on inter-annual to inter-decadal timescales. Table 2.1, column
6, shows a tight correlation of de-trended TN90 with annual mean daily mean
temperatures for all regions and global-scale data. TN90 correlates most strongly
with the observed mean surface temperature, followed by the observed annual
daily mean, minimum and maximum temperature (see Fig.A3). The northern
regions, ALA, NEU and NAS show a higher correlation of TN90 with the observed
annual daily mean maximum than with the mean minimum temperature (see
Fig.A3). In order to see what fraction of the significant changes in TN90 can
be explained by changes in the mean surface temperature, we first regress the
time series of annual mean daily mean temperature of each region on the one of
TN90. Both time series have been de-trended before the regression analysis in
order to base the connection on well-sampled inter-annual fluctuations only. The
values of the regression coefficients are used to scale the raw time series of Tmean
to determine which aspects of the changes in TN90 are explained by changes in
Tmean. If the same physical connection between mean and extreme temperature
operates on trend-timescales as on the shorter timescales, a large part of the trend
in TN90 would be explained by the trend in mean temperature. This is found
to be the case for global-scale data and many regions for both observations and
model data (Fig.2.2, see also Fig.A4). Table 2.1 shows that for most regions more
than half of the observed trend is explained by the observed trend in Tmean.
The smoothed global-scale spatial pattern of trends in TN90 (mean subtracted)
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correlates, at 0.7 with that of trends in mean temperatures over the same time
period (pattern not shown). This indicates that regions where mean temperatures
warm stronger than the large-scale mean also tend to show stronger trends in
TN90.
2.6 Discussion and Conclusions
This study shows an observed increase in the frequency of warm nights across large
parts of the world since the mid-20th century. This tendency is well captured by
diverse climate models, however the spatial pattern of the models does vary from
the observations, which could be due to a limited resolution of the climate models
and local effect that might not be resolved.
Fingerprints for the response to external forcing are detected in 9 out of 13 regions,
showing that the observed trend can not be explained by internal variability
alone. The residuals, unexplained variability from observations is consistent with
the range of inter-model variability for most regions, which leads to a robust
detection of changes globally and for SAU, ALA, WNA, MED and NAS and
additionally, for the 30-year trend only, for WAS and CEU.
Based on a regression of mean temperature on the number of warm nights, most
of the observed trend in the number of warm nights globally, as well as for many
regions, is predicted by changes in mean surface temperature.
Studies by Hegerl et al. [2007] and Stott et al. [2010] assessed that greenhouse
gases very likely play a key role in the positive trend in the global and continental
mean temperature records of the 20th century. This assumption, allows the
application of a multi-step attribution (see Hegerl et al. [2010]) in this particular
study, which suggests that the global increase in the number of warm nights is
probably in part due to anthropogenic influences. This may also be the case for
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regions with detectable changes, SAU, ALA, WNA, MED and NAS. However, as
regional changes can also be affected by small-scale forcings and are more difficult
to attribute to causes (see Hegerl et al. [2007], Stott et al. [2010]), the multi-step
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3.1 Introduction
Detection studies by Kiktev et al. [2003], Christidis et al. [2005], Christidis et al.
[2011],Zwiers et al. [2011] and Morak et al. [2011] found evidence of significant
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changes in the intensity and frequency of temperature extremes around the world.
Most of these studies, however, concentrate on changes in annual extremes and
therefore loose any information on inter-annual changes. Besides an analysis of
inter-annual changes of temperature extremes, also an additional regional analysis
is important, as the occurrence of these extremes is often affected by regionally
specific climatic features, which are neglected in global or hemispheric analyses.
This study improves and extends the work by Morak et al. [2011], by examining
not only the changes in the annual frequency of warm nights, but changes in both
the warm and cold tails of the daily minimum and maximum temperature distri-
bution during boreal cold (ONDJFM) and warm (AMJJAS) season separately.
The work concentrates on changes from global and hemispheric scales to regional
scales. It shows a comparison analysis of observed and model simulated changes
in these events, as well as a detection analysis and examines the benefit of using
































Figure 3.1: Northern hemisphere mean a) change in the frequency of cold nights (tn10), b) warm nights (tn90), c) cold days
(tx10) and d) warm days (tx90). Changes are expressed as anomalies relative to the average over the period 1951 to 2003 and are
expressed in % change in the frequency of days. Solid lines show observed anomalies, dashed lines represent the ensemble mean
anomalies, and the shaded areas show the ensemble spread (max minus min). Changes in cold extremes (tn10 and tx10) during
the boreal cold season (ONDJFM) are shown in green (light-green shading) and those during the boreal warm season (AMJJAS) in
orange (yellow shading). Changes in warm extremes (tn90 and tx90) during the boreal cold season are displayed in blue (grey-blue
































Figure 3.2: As figure 1, but for Southern hemisphere mean a) tn10, b) tn90, c) tx10 and d) tx90 anomalies.
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The work is structured as follows: First, the data and processing methods are
described (section 3.2). Then the observed and model simulated changes in the
frequency of cold and warm extremes on global and regional scales are compared
(section 3.3 ). The detection analysis is described in section 3.4. Results are
presented in section 3.5, followed by a summary of the study and conclusions
(section 3.6).
3.2 Data and Processing
In this work, we compare observed and climate model simulated trends in mean
values of temperature extreme indices splitting the year into the dynamically
active boreal cold (ONDJFM) and warm (AMJJAS) season (as used in studies
by Meehl et al. [2004], Cook et al. [2011]). We define our indices relative to
the 10th and 90th percentiles of the daily maximum and minimum temperatures
during the base period 1961-1990, which we use to compute threshold values.
Index tn10 (frequency of cold nights) is defined as the percentage of days per
month where the daily minimum temperature does not reach the 10th percentile
of the base period, and tn90 (frequency of warm nights) represents the percentage
of days where the 90th percentile is exceeded. Similarly, tx10 (frequency of cold
days) is defined as the percentage of days per month where the daily maximum
temperature does not reach the 10th percentile of the base period and tx90
(frequency of warm days) is the percentage of days where the 90th percentile
is exceeded. The indices have been computed separately for each grid box, using
the grid box specific climatology. The advantage of using percentile indices, rather
than absolute values, is that outliers do not have a strong impact on the index
values, as an outlier only counts for one exceedance and does not introduce a bias
due to its actual magnitude or anomaly. The use of percentile indices also allows
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for comparison of changes across climatologically different regions (see Alexander
et al. [2006]).
This study uses one set of observed gridded indices as well as indices computed
from daily minimum and maximum temperatures from climate model simulations
that have been driven with both natural and anthropogenic forcings. To
determine variations in extremes due to internal climate variability we also use
data from a 1000 year long control run without forcings apart from the seasonal
cycle (see below for more details).
1. Observational Data: The observed gridded data sets of tn10, tn90, tx10
and tx90, which cover the period 1886-2005, were produced by binning
the monthly values of the indices, computed from station data, into 5◦× 5◦
grid boxes (see Morak et al. [2011]). The index station data are the same as
used by Kenyon and Hegerl [2008] and were produced as part of the HadEX
project (Alexander et al. [2006]). The values of each grid-box are based on
a varying number of observations and can therefore be noisy, especially if
the value from a grid-box represents just a small number of measurements.
Unobserved regions remain blank, i.e. no interpolation routine has been
applied to fill them. A previous study (Morak et al. [2011]) used this data
set and the HadEX data set and found that the results were not sensitive
to the observational data used. For this study, only data to 2003 are used
since the spatial and temporal coverage drops substantially after 2003.
2. Model Data: We use modelled daily minimum and maximum surface
temperature data derived from simulations with the Hadley Centres ocean-
coupled global climate model HadGEM1, which has a grid resolution
of 1.25◦ × 1.875◦. HadGEM1 is the first of the HadGEM family of
models, which have a non-hydrostatic dynamical core and employ a semi-
implicit, semi-Lagrangian time integration scheme (Davies et al. [2005]).
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Model simulations with HadGEM1 have been used in several detection and
attribution analyses and also feature in the 4th Assessment Report of the
IPCC (Christidis et al. [2012]; Hegerl et al. [2007]). The equilibrium climate
sensitivity of HadGEM1 is 4.4 K (Stott et al. [2006]).These model data come
from an ensemble of four 20th century simulations and a 1000 year long
control run without any forcings (Martin et al. [2006], Stott et al. [2006]). :
(a) The 20th century simulations include both natural and anthropogenic
drivers, such as time varying volcanic aerosol and solar forcing, as well
as changes in greenhouse gas concentrations, land use, anthropogenic
aerosols and black carbon. We use data from the experiment for the
period 1950-2005.
(b) The control simulation does not include any forcing apart from the
seasonal cycle. From the 1000 years of available daily data, we
extracted thirty-two overlapping segments, each which are 53 years
long. When performing the optimised analysis, these are split into one
set of 16 chunks used to pre-whiten the data, and another to determine
the uncertainty due to internal variability.
The percentile indices are computed using the daily maximum and minimum
temperature data using the fortran code provided by ETCCDI (Klein Tank and
Können [2003], Zhang et al. [2005], Alexander et al. [2006]). This computation
produces monthly values of tn10, tx10, tn90 and tx90 indices from each of the
four runs with all forcings, as well as the control experiment. A bootstrap
method (Zhang et al. [2005]) is employed to avoid inhomogeneities between the
climatological base period and the subsequent and precedent time.
After the index computation, the model data sets are re-gridded onto a 5◦ × 5◦
grid in order to compare to observations. All the model data sets, including the
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control simulation segments, are masked in space and time to reflect the data
coverage of the observations.
In all figures, results based on the boreal cold season are labeled as “wi” and
results for the boreal warm season are labelled as “su”.
In order to investigate the temporal change in the frequency of extremes, the
regional mean time series of all indices, estimated with both observations and data
from the model runs, and averaged over the Northern and Southern hemispheres,
are plotted in Fig.3.1 and Fig.3.2, and are discussed below.
For the next part of the analysis, spatial trend patterns expressed as trend per
decade for each index are computed separately for the boreal cold (winter half-
years 1950/1951-2002/2003) and boreal warm season (summer half-years 1951-
2003), from both observations and climate model simulations.
The linear trend for each 5◦×5◦ grid-box is computed by fitting a slope line using
a least squares fit and is expressed as percent per decade. The linear trend is
only computed for grid-boxes where at least five years of data are available during
the first and last decade of the analysis period. These linear trend patterns are
shown in Fig. 3.3 to 3.6 for cold and warm extremes in winter and summer. Linear
least-square trend patterns are often used in detection and attribution analyses
that focus on determining causes of large-scale changes (e.g., Hegerl et al. [1997],
Hegerl et al. [2004], Zhang et al. [2007]) and generally capture recent changes well.
Although Fig. 3.1 and 3.2 suggest the trend would be stronger when focusing
on a more recent period, the longer analysis period improves the signal-to-noise
ratio by being less affected by internal climate variability (Morak et al. [2011] for
tn90).
In order to reduce the amount of spatial noise and to focus on spatial scales
larger than the grid-point scale, a 5-point smoother is applied to all data sets
CHAPTER 3. Detectable Changes in Temperature Extremes 57
Table 3.1: Table of regions used in this study. Column 1-3 numbers, lists the
acronyms and gives the name of the ten regions. Column 4 and Column 5 give the
latitudinal and longitudinal extent of each region.
Nr Acronym Name of Region Latitude Longitude
1 GLOB Global -90/90 -180/180
2 NH Northern Hemisphere 0/90 -180/180
3 SH Southern Hemisphere -90/0 -180/180
4 EU Europe 35/75 -10/40
5 SAS Southern Asia 10/45 40/180
6 NAS Northern Asia 45/80 10/180
7 AUS Australia + New Zealand -60/-10 100/180
8 WNA Western North America 25/55 -135/-100
9 ENA Eastern North America 25/55 -100/-45
10 NNAM Northern North America 55/75 -165/-45
by computing the average of each grid-box and its adjacent four grid-boxes prior
to plotting and the detection analysis. In order to illustrate whether the trend
patterns of the individual ensemble members are represented well by the ensemble
mean, grid- boxes where all four runs have the same sign are stippled in Fig.3.3b
- Fig.3.6b. This is a simple nonparametric test of where the simulated trend
pattern is robust relative to internal climate variability.
The detection analysis encompasses a range of spatial scales (global, hemispheric,
regional) (see Table 3.1). Regions that are bigger than the more frequently used
Giorgi regions (Giorgi and Francisco [2000]) are used, in order to increase the
signal-to-noise ratio and adjust the analysis to data availability. However, our
regions encompass many of the smaller Giorgi regions.
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3.3 Observed and model simulated changes in
frequency of extremes
The time series of Northern and Southern Hemispheric land average frequency
in cold days and nights (see Fig. 3.1a, c and Fig. 3.2a, c) shows a decrease
for both observations and model simulations which started in the 1970s and
lasted until the end of the analysis period. The observed changes expressed in %
change in the frequency of days, corresponds to a decrease of approximately 5-6
days over the analysis period. In the Northern Hemisphere, the decrease in the
number of cold nights (tn10; Fig. 3.1a) is slightly larger than the decrease in the
number of cold days (tx10; Fig. 3.1c) for both the boreal cold (green lines and
light-green shading) and boreal warm season (orange lines and yellow shading).
The changes in tx10 during the boreal warm season are smaller than the ones
during the boreal cold season (Fig. 3.1c). The Southern Hemispheric mean time
series (Fig. 3.2a and c) displays higher variability than the Northern Hemisphere
equivalent, probably due to fewer land areas and poorer data coverage in the
Southern Hemisphere.
Hemispherically averaged time series of the number of warm days and nights (tn90
and tx90) (Fig. 3.1b, d) show an increase since the 1970s. The observed changes
expressed in % change in the frequency of days, corresponds to an increase of
approximately 7-9 days over the analysis period. In the Northern Hemisphere,
the warm nights index (Fig. 3.1b) shows a larger change than the number of
warm days (Fig. 3.1d) during the boreal warm season. Changes in Northern
Hemispheric tn90 and tx90 during the boreal cold season are smaller in magnitude
than those during the boreal warm season (see blue lines and grey-blue shading
in Fig. 3.1b, d).
tn90 and tx90 display much larger fluctuations in the Southern Hemisphere for
both model and data (Fig. 3.2b, d). Observed changes in Southern Hemisphere
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tn90 during the austral warm season (boreal cold season) and austral cold season
(boreal warm season) have a similar magnitude to changes in the Northern
Hemisphere (compare Fig. 3.2b with Fig. 3.1b). However, observed changes
in tx90 during the austral warm and cold season (boreal cold and warm season)
across the Southern Hemisphere are larger than those of the Northern Hemisphere
(compare Fig. 3.2d with Fig. 3.1d).
We now turn to an analysis of the spatial pattern of change in extremes.
The observed and simulated spatial trend pattern in the number of cold nights
(tn10) during the boreal cold season (Fig.3.3A) shows an overall decrease that
is evident in most parts of the world. The strongest decrease is observed across
Central and Southeast Asia, and parts of Northern Asia (see Fig.3.3A, subfigure
a). On the other hand, there are some grid-boxes across the Northeast Coast
of the United States and South America where a weak increase is observed (see
Fig.3.3A, subfigure a), even in regions where the model shows consistent (stippled)
decreases. The model simulated ensemble mean trend pattern shows a large-
scale decrease of cold spells that are similar to those observed in many regions
(Fig.3.3A, subfigure b) . However, the model does not reproduce the very strong
observed decrease over parts of Asia. (see Fig.3.3A).
The observed tn10 trend during the boreal warm season (Fig.3.3B, subfigure a)
shows smaller changes than during the boreal cold season (Fig.3.3A, subfigure
a). The largest observed decreases are found across most parts of Asia, while
very little decrease is observed across Eastern Europe (Fig.3.3B, subfigure a).
The simulated trends also indicate a large scale decrease in the frequency of cold
nights.
The observed trend pattern for the frequency of cold days (tx10) in boreal winter
(Fig.3.4A) also shows a general decrease in the number of cold days, with some
pronounced regional exceptions, such as in Eastern North America, where a slight
increase in the number of cold days is observed. Similar to the winter changes
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in tn10, the strongest observed decrease occurs over parts of Asia. The model
simulated trend pattern shows an overall decrease, which is robust across ensemble
members (stippled) even in some regions where the observations show a weak
increase. Changes in both observed and model simulated tx10 (see Fig.3.4A) are
generally of lower magnitude than those of tn10 (see Fig.3.3A).
The observed trend pattern for the number of cold days (tx10) during the boreal
warm season shows a small decrease across most parts of the world (Fig.3.4B).
As for the cold season, there are a few regions showing changes of the opposite
sign, such as large parts of Eastern North America (where in some points the
model, in contrast, shows robust decreases across all 4 ensemble members), South-
Eastern Asia, and parts of Eastern Europe. The simulated ensemble mean pattern
shows larger trends than observations over many regions and does not feature any
































Figure 3.3: Spatial trend pattern [in % per decade] over the period 1951-2003 in the frequency in cold nights (tn10) during boreal
A) cold and B) warm season for the observations (upper panel) and the ensemble mean (lower panel). The stipples superimposed
on the ensemble mean trend pattern mark the grid-boxes where all four ensemble members agree in the sign of their trend. Spatial
































Figure 3.4: As figure 3, but showing the change in the frequency in cold days (tx10) during boreal A) cold and B) warm season
for observations (top panel) and model ensemble mean (bottom panel).
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The frequency of warm nights and warm days shows a general increase in models
and observations (Fig. 3.5 and Fig. 3.6). The observed trend pattern of number of
warm nights (tn90) during the boreal cold season shows an overall increase across
most parts of the world (Fig.3.5A), that is strongest in Central Asia, Northern
Europe, and over many tropical grid points. This enhancement of trends in the
tropics was also observed in Morak et al. [2011] and is probably due to smaller
climate variability in the tropics, leading to a tn90 threshold that is easier to
exceed with warming in both models and observations. Smaller changes, and
even a small area of slight decrease is observed in many parts of Eastern North
America (see Fig.3.5A, subfigure a). The model manages to reproduce the overall
increase in tn90, with changes that are robust across ensemble members over most

































Figure 3.5: As figure 3, but showing the change in the frequency in warm nights (tn90) during boreal A) cold and B) warm
season for observations (top panel) and model ensemble mean (bottom panel).
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Fig.3.5B shows the observed and simulated trend pattern of tn90 during the
boreal warm season. In some areas where the observed trend (Fig.3.5B, subfigure
a) is smaller than during the boreal cold season (Fig.3.5A, subfigure a), the model
indicates larger trends (compare Fig.3.5B, subfigure b with Fig.3.5A, subfigure
b).
The trend pattern of the frequency of warm days (tx90) during the boreal cold
season also indicates a widespread increase (see Fig.3.6A). However, this increase
is smaller than the increase in tn90 (see Fig.3.5A, subfigure a). Trend values of
small magnitude are observed in the United States and South East Asia, some
of which are reproduced by the model. The simulated changes in the frequency
of warm days are larger at low latitudes (see Fig.3.6A, subfigure b), and larger
than the observed ones in parts of North America. Observed trends in parts of
western Australia in the austral summer are much smaller and are even regionally
negative in the observations.
The observed trend (see Fig.3.6B, subfigure a) in the tx90 index during the boreal
warm season is smaller than that observed during the boreal cold season (see
Fig.3.6A, subfigure a), with significant areas of decrease in the frequency of hot
days, including parts of North America and Asia. The ensemble mean from the
model does not reproduce these regional decreases, and instead shows robust
































Figure 3.6: As figure 3, but showing the change in the frequency in warm days (tx90) during boreal A) cold and B) warm season
for observations (top panel) and model ensemble mean (bottom panel).
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Figures 3.7 and 3.8 illustrate the regionally averaged trends of the changes in the
frequency of extremes (taking into account the varying grid-box size) and their
variability across grid-boxes from observations (red symbols) and simulations
(blue) for boreal winter. The figures also show the spread (maximum minus
minimum) of the regional mean trend (grey bar) of the individual ensemble
members in order to illustrate to what extent the regionally averaged trends
vary across individual simulations. The figures show that the spatial variability
of tn10 and tx10 (Fig.3.7) is smaller compared to tn90 and tx90 (Fig.3.8). We
also find that in Western and Eastern North America, Europe and Northern Asia,
there is a large variation of the regional mean trend values within the ensemble.
The observed area mean trend is within the model range for many, but not all
regions.
Figure 3.7: a) tn10 and b) tx10 regional mean decadal trend for the boreal cold
season (horizontal line marker) and spread of two standard deviations computed across
all grid-boxes in the region, representing the spatial variability (vertical line) [in % per
decade]. Red symbols represent the observed values and blue ones those of the all-
forced ensemble. The grey shading in the background of the blue symbols represents
the range of the regional mean trend values spanned by the four ensemble members.
3.4 Detection Analysis
In order to determine whether the observed trend is significantly larger than
expected from variability generated within the climate system, and whether it
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Figure 3.8: As Figure 7, but for a) tn90 and b) tx90 regional mean decadal trend
for the boreal cold season.
is consistent with the fingerprint of forced changes plus variability, an optimal
detection analysis has been applied. The fingerprints are derived from the
ensemble mean of simulations with all forcings. Two sets of sixteen segments
extracted from the control run are used to provide estimates of the internal climate
variability and to carry out the pre-whitening process (see below).
The fingerprint analysis is based on a total least squares regression and aims
to explain the observed changes as a linear combination of changes due to
anthropogenic and natural forcings as well as changes due to internal variability
(see Allen and Stott [2003] for a detailed mathematical description of this
analysis).
Y = (X − ν)α + res (3.1)
Y represents the vector of the observations (Y1, ..., Yi), where Yi denotes the
observed grid-box trend values of the index for the boreal cold or warm season.
X is the model fingerprint vector (X1, ..., Xi), comprising model estimates of the
grid-box trend values computed from the ensemble mean of the model simulations
with all forcings. ν stands for the model internal variability and is estimated from
the control segments (the fingerprint is averaged from 4 simulations and the noise
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variance is hence reduced by a factor of 4). α is the scaling factor that determines
the magnitude of the fingerprint in observations. res is the regression residual
and is assumed to be due to internal climate variability.
The scaling factor α is the factor by which the fingerprint has to be scaled in
order to best match the observations. The uncertainty in α has been computed
by adding noise onto both the fingerprint and the observations and repeating the
scaling factor calculations (Allen and Stott [2003]).
In the optimised analysis, all data are first pre-whitened using the inverse
covariance matrix of climate variability (see Allen and Tett [1999]). In order to be
able to invert the covariance matrix, all data are projected onto the space of the
first few empirical orthogonal functions (EOFs) of control run variability, thus
reducing the spatial dimension of the covariance matrix (Hegerl et al. [1997], Allen
and Tett [1999]). The regression equation is the same as equation 3.1, although
the regression is now computed on pre-whitened data expressed in the space of
the truncated eigenvectors rather than grid points (Allen and Tett [1999]).
An important step is to determine the level of truncation that sufficiently
represents the spatial fingerprint trend patterns, excluding EOFs that do not
add any further information, or which reflect small scale variability that is not
well reproduced in model simulations. The truncation level is determined by
analysing the regression residual res in a Chi-Square test (Allen and Tett [1999]),
ensuring that the observed variance lies within the 5-95% range of the model
variability. In the best case, the ratio of the modelled and observed variance is
close to unity of the chosen truncation level. Figure 3.9 illustrates the results of
the Chi-squared test for the global trend in tx90 during the boreal warm season
and indicates that a truncation level of about 12 is adequate. (An additional
example is given in the supplementary material, see Fig.B1 and B2). Different
truncation levels are chosen for each spatial region, and where no truncation
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level yields residuals consistent with model variability, this indicates that either
model variability in the chosen region is inappropriate, or the observed variability
contribution is unusually high, or the fingerprint does not describe the observed
trend pattern (e.g.due to model deficiencies or missing forcings).
Figure 3.9: Solid red line shows the change of the ratio of the cumulative model
and observed residual variance with truncation for the global decadal trend in tx90
during boreal warm season for each truncation level between 2 and 15 in the optimal
fingerprint analysis. The dashed grey lines give the upper and lower limit of the 5-
95% range for the Chi-Squared test.
The scaling factors α are computed for all indices, all regions and both half-year
trends using both the non-optimised and optimised approach. Following this, the
residuals of the regression are calculated and are tested to determine if they are
consistent with the model estimates of internal variability. Regions where the
variability is significantly larger than simulated are excluded from the analysis.
If the fifth percentile of the scaling factor is greater than zero, the observed climate
change is said to be detectable. We consider a change detected if it is detectable
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at least for the optimal analysis, as that is expected to be more powerful. In cases
where the regression residual is only consistent with model variability in the non-
optimised case, this may be due to a strong loss of spatial fingerprint information
due to truncation. Hence we consider the few cases where this occurs, such as
for warm austral winter days in the Australian region (see below), as successful
despite being based on the non-optimal analysis.
3.5 Results of the Detection Analysis
In this section we present results of the detection analysis for all indices
and investigate potential benefits from the optimised approach. Changes are
detectable when they are significantly different from those driven by internal
variability alone. A scaling factor of 1 implies that the ensemble mean trend
perfectly represents the observed trend and, therefore, it does not need to be
scaled, and a scaling factor consistent with 1 given uncertainty indicates that the
model is statistically consistent with the observations.
3.5.1 Detectability of trends in Cold Extremes
Fig. 3.10a and 3.10b show results from the optimised (solid) and non-optimised
(dashed) fingerprint analyses of the trend in tn10 during the boreal cold and warm
seasons, respectively. The results for the boreal cold season (see Fig.3.10a) show
a high detectability with the exception of the SAS region for which the regression
residual is not consistent with noise using either of the analysis methods. We
also find that optimising leads to a larger number of detectable regions, while in
the non-optimised spatial trend analysis several regions show regression residual
variability that is not consistent with that in the model control simulation. This
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may be due to the larger spatial variability across data points than resolved in
the model, a problem that is avoided by truncating to a small number of spatial
EOFs in the optimised analysis.
During the boreal warm season (see Fig.3.10b), all ten regions show a trend which
is found to be significantly different to changes solely due to internal variability,
when using an non-optimised analysis. Eight out of ten regions show detectable
changes when a optimised analysis is used. Changes in tn10 during the boreal
warm season show the largest detectability, with all regions containing significant
changes that are generally consistent with the model simulated changes (scaling
factor ranges encompassing 1). In the boreal winter analysis only Northern Asia
(which has very large observed trends) yields regression residuals that are not
consistent with climate model variability.
Changes in tx10 during the boreal cold season (see Fig.3.10e) are detectable in
a larger number of regions in the optimised analysis (nine out of ten) compared
to the non-optimised one (six out of ten). The only region which does not show
significant changes using either approach is Europe.
Changes in the tx10 index during the boreal warm season (see Fig.3.10f) are
found to be detectable in seven out of ten regions using an optimised analysis
and in six out of ten for the non-optimised. No detectable changes are found in
Europe and Eastern North America. Optimisation leads to a slight improvement
of the number of regions with detectable signals (see Fig.3.10f).
Overall, the model-simulated trend pattern expected in response to external
forcing is detected in the observed change in the global frequency of cold daytime
and nighttime extremes. Changes are also detected in the Northern and Southern
hemisphere and across most regions (over Europe for the frequency of cold winter
and summer nights; for Southern Asia for all indices except the frequency of
cold winter nights; for Eastern North America for all but the frequency of cold
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summer days; and for Northern Asia , Australia and New Zealand, Western North
America and Northern North America for all indices in the cold tail).
Using an optimised analysis improves the number of detectable regions for all
cold extreme indices, except the changes in the frequency of cold summer nights.
3.5.2 Detectability of trends in Warm Extremes
Fig. 3.10c and 3.10d show results from the optimised and non-optimised detection
analyses of the trend in tn90 during the boreal cold season and the boreal warm
season, respectively. We find detectable changes during the boreal cold season, in
eight out of ten regions for with optimisation and in five out of ten regions without
optimising. The Southern Hemisphere is the only region where no detectable
change is found using either approach, since the regression residual is again not
consistent with noise.
The fingerprint analysis of the trend in frequency of warm nights in the boreal
warm season suggests a slightly lower number of detectable regions for the
optimised analysis compared to the boreal cold season. The optimised analysis
indicates detection in seven out of ten regions and the non-optimised analysis
shows detectable changes in six out of ten regions. Global and Southern
Hemispheric changes are detectable only when using the optimised method,
whereas significant changes and consistent residuals across Northern North
America are only found in the non-optimised analysis. Thus, overall, all
regions, except of the Northern Hemispheric and the Southern Asian regions,
show detectable changes, with the regression residual being problematic for the
Northern Hemisphere as a whole and Southern Asia, even when optimising, and
for several regions in the non-optimised analysis.
The detection analysis of the trend in tx90 during the boreal cold season (see
CHAPTER 3. Detectable Changes in Temperature Extremes 74
Figure 3.10: Scaling-factors (eqn. 1) by which the model mean fingerprint has to
be scaled in order to reproduce the observed trend, plus its 5-95% uncertainty range
for a) tn10 during boreal cold season, b) tn10 during boreal warm season, c) tn90
during boreal cold season, d) tn90 during boreal warm season, e) tx10 during boreal
cold season, f) tx10 during boreal warm season, g) tx90 during boreal cold season
and h) tx90 during boreal warm season. Black lines and symbols denote detectable
regions, grey lines and symbols stand for those not detectable. Missing symbols
indicate regions for which the regression residual is statistically inconsistent (at the
5% level) with the model estimate of internal variability.
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Fig.3.10g) shows detectability in seven out of ten regions for the optimised
analysis and in four out of ten regions for the non-optimised analysis. Europe
is the only region not showing significant changes in either analysis, due to the
residual being inconsistent with model variability.
Fig.3.10h shows the results of the tx90 analysis during the boreal warm season and
indicates detectability in seven out of ten regions for the optimal and in five out
of ten regions for the non-optimised approach. Global and Southern Hemispheric
changes as well as changes in Western North America are only detectable using
an optimal approach. Changes in Northern North America are not outside the
range of internal climate variability.
In summary, the model-simulated trend pattern expected in response to external
forcing is detected in the observed change in the global, northern hemispheric (in
all indices except for warm summer nights) and southern hemispheric frequency of
warm day and nighttime extremes. Detectable changes have also been observed
for all indices in Europe (except warm winter days), Southern Asia (only for
changes in warm winter and summer days), Northern Asia (where winter changes
are significantly larger than in the model), Australia and New Zealand, Eastern
North America (for all indices except changes in warm summer days), Western
North America and Northern North America (only for changes in warm winter
and summer nights). Changes in the frequency of hot summer days and warm
winter days are significantly larger in the model than observed in almost all
regions, particularly so in the summer.
Optimising improves the results of the detection analysis for the changes in the
frequency warm extremes.
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3.6 Discussion and Conclusions
This study shows the observed decrease in the number of cold extremes (tn10 and
tx10) and the increase in the number of warm extremes (tn90 and tx90) during
boreal cold and warm seasons are generally well reproduced by model simulations
with HadGEM1 forced using both natural and anthropogenic drivers. The largest
number of regions with detectable changes correspond to the tn10 index and its
change during the boreal warm season.
The model significantly underestimates changes in some regions, particularly in
winter across large parts of Asia (scaling factors not consistent with 1), and has
a tendency to overestimate changes in the frequency of hot days in both the
winter and summer seasons over most regions, and in the global and hemispheric
mean. It also overestimates changes in the frequency of warm winter days on
larger scales, which may be due either to too large a forcing or model response
over that period. The model reproduces changes in cold extremes within the
uncertainty range on large scales, but does underestimate them in some regions.
Despite the observed overall decrease in tn10 and tx10 and increase in tn90 and
tx90, there are some regions with trends of the opposite sign, such as changes
in tx90 and tx10 during the boreal warm season, tx90 during the austral warm
season in western Australia, and tx10 during the boreal cold season across large
parts of Eastern North America.
The particular regional feature across Eastern North America is not evident
in the simulated trend pattern and is often addressed as the “warming hole”
(Kunkel et al. [2006], Pan et al. [2004], Portmann et al. [2009], Meehl et al.
[2012]). Portmann et al. [2009] speculate that the “warming hole” could be
related to changes in land use in the region, which would affect the concentration
of biogenic aerosol and the hydrological cycle. Other possible explanations
include regional scale circulation effects, like cold air advection during winter
and moisture convergence at low levels during summer (Meehl et al. [2012]).
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In contrast, the observed changes indicate stronger warming (decrease in cold
extremes, increase in warm extremes) over large parts of Eurasia in the boreal
cold season. The change is most pronounced in the number of cold nights, where
it extends far into Eastern Asia, but also occurs in the frequency of warm nights,
and least in the frequency of warm days. The strong changes in Eurasia may be
caused by changes in circulation, particularly, the upward trend of the Northern
Annular Mode over much of the late 20th century (Thompson et al. [2000]),
which will lead to changes in all temperature extremes indices over Asia in
the cold season (Kenyon and Hegerl [2008]). This is consistent with Fig. 3.3-
3.6 and probably leads to very large scaling factors found for Northern Asia
(Fig.3.10). In contrast, the strong trends in Southern Asia in cold winter night
anomalies prevent detection, as the regression residual is inconsistent with model
estimates. This suggests that the change there is spatially more complex than
can be addressed by inflating the model simulated change, pointing at regional
circulation changes or forcings.
The detection analysis indicates a clear benefit from using an optimised approach,
with the exception of the changes in the frequency of cold summer nights.
Optimising particularly improves the detectability for global and hemispheric
changes in the number of cold nights, and warm days and nights during boreal cold
season and in warm days and nights during boreal warm season. In some regions,
particularly those with changes that are different from expectation, the analysis
yields inconsistent residuals and with it no detection. Examples are Southern
Asia for winter minima, and Eastern North America for summer maxima.
In conclusion, we find that there is a significant increase in the trend in warm
temperature extremes and a decrease in cold extremes during both boreal cold and
warm season over the second half of 20th century, which is detectable on the 5%
confidence level globally and over many regions. These findings are in agreement
with studies by Christidis et al. [2005], Christidis et al. [2011], Zwiers et al.
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[2011] and add the information on inter-annual changes, as the previous studies
only concentrated on annual changes. We have not attempted to attribute these
changes to a combination of forcings by applying a multi-fingerprint approach
(Hegerl et al. [1997]; Tett et al. [1999]). Morak et al. [2011] showed that change
in the frequency of warm nights corresponds well to changes in annual mean
temperatures, even on temporal scales not affected by the trend, suggesting that
detectable changes in warm nights are at least partially due to greenhouse gas
increases. The changes detected in the frequency of warm nights and days, and
hot days are also consistent with the expectation from the observed change in
mean temperature. This suggests that greenhouse gas forcing has contributed
to the observed changes. However, only an attribution analysis can determine
the magnitude of the greenhouse gas contribution to the changes detected in the
frequency of temperature extremes.
Chapter 4
Changes in the Frequency of
Warm and Cold Spells in Winter
This paper is authored by myself, Prof. Gabriele C. Hegerl (School of Geo-
Sciences, The University of Edinburgh, Edinburgh, United Kingdom) and Dr.
Nikolaos Christidis (Met Office Hadley Centre for Climate Change, Exeter,
United Kingdom). During the preparation of this manuscript Prof. Gabriele
C. Hegerl assisted me with her scientific advice and Dr. Nikolaos Christidis pro-
vided model data from HadGEM1 simulations for the analysis and proofread the
manuscript.
The included version varies slightly from its paper version to avoid unnecessary
repetition.
4.1 Introduction
Recent detection studies found evidence of changes in extreme surface tempera-
tures (Kiktev et al. [2003], Christidis et al. [2005], Christidis et al. [2011], Hegerl
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et al. [2004], Zwiers et al. [2011]). These changes are of particular interest, as
their impact on society and nature is much more severe than the impact of an
increase in mean temperature, as it is much harder for humans, flora and fauna to
adapt to changing extremes. If extreme events occur over consecutive days, like it
is the case during cold or warm spells, the overall impact can be even more severe.
For example, cold spells in winter can affect society by increasing the mortality
due to severe cold (Huynen et al. [2001],Christidis et al. [2010]). They can also
have a strong impact on agriculture, vegetation (Frich et al. [2002]) and energy
consumption. Conversely, warm spells in winter could positively affect economy
and society, as they lead to a decrease in energy consumption and less cold re-
lated deaths. However, warm spells can also have negative effects, for example on
snow accumulation, and thus on the water storage and on winter tourism. Warm
spells can even have an negative impact on vegetation, as a warming in winter
can initiate the growing season of plants, which are subsequently killed as cooler
temperatures return (Inouye [2000], Marino et al. [2011]).
This study focuses on observed changes in the frequency of warm and cold spell
events during winter since the second half of the 20th century. It shows a
comparison analysis of observed and model simulated events as well as a detection
analysis using a non-optimised fingerprint method. The analysis focuses on the
changes in these events across the Northern Hemisphere during the winter months
December, January and February. Besides a hemispheric analysis of the changes
in these persistent winter extremes, a regional analysis has also been undertaken.
The chapter is structured as follows: First the data sets are explained, then the
methodology which has been applied is introduced. Following the results of the
spatial and the time series analysis are shown and discussed. Next, the procedure
and results of the significance testing are shown and in the end the findings are
summarised in a concluding section.
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4.2 Data
This study uses observed and model simulated data sets of gridded daily mean
minimum and maximum near surface temperature. The observational data
originate from the Hadley Centre gridded observed data set HadGHCND, which
covers the period 1951-2007 (Caesar et al. [2006]), and has a grid resolution of
2.5◦ × 3.75◦.
The model data consist of two output fields, daily minimum and maximum near
surface temperature, of four members of one ensemble using the Hadley Centre,
ocean-coupled global climate model HadGEM1. HadGEM1 has a grid resolution
of 1.25◦ × 1.875◦. The model simulations were run using both natural and
anthropogenic forcings, including drivers such as volcanic, aerosol, solar forcing,
changes in greenhouse gases, land use changes, sulphate aerosol and black carbon.
We use daily data for the period 1950-2005 (Stott et al. [2006]). Indices of the
number of cold and warm spells have been computed for individual simulations
and averaged for the ensemble mean change.
Additionally ten 55-year long segments extracted from the HadGEM1 control
simulation of daily minimum and maximum daily surface temperature are used
(Stott et al. [2006]), for estimating the internal climate variability in the detection
analysis.
Before starting the analysis the model data have been re-gridded to match the grid
resolution of the observations. Furthermore the model data have been masked in
space and time to the same data coverage as available from the observations.
4.3 Methodology
As defined by the Expert Team on Climate Change Detection and Indices
(ETCCDI) (Karl et al. [1999], Alexander et al. [2006]) a warm spell consists
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of six or more consecutive days with a daily maximum surface temperature
above the 90th percentile of the daily climatological temperature distribution.
Correspondingly, a cold spell is defined as six or more consecutive days with
a daily minimum surface temperature below the 10th percentile of the daily
climatological temperature distribution. The period 1961-1999 has been chosen
to calculate the 10th and 90th percentile threshold. The threshold has been
computed separately for the observations and for each simulation.
By counting the number of occurrences of warm spells (WSP) or cold spells (CSP)
within the three month period and for each grid point, we retrieved the number
of events.
Early on, a second variable was used, namely the total duration of warm (WSPD)
or cold spells (CSPD), which gives the total number of days in winter (DJF)
that are dedicated to one of these events. However, early results showed that
the duration indices behave very similarly to the frequency indices, featuring an
increase in the duration of warm spells and a decrease of the duration of cold spell
events over the analysis period. Therefore it has been decided to concentrate on
the frequency indices in all further analysis.
The work focuses on the changes of these events across the Northern Hemisphere
on both hemispheric and regional scale.
The indices have been computed for both observations and ensemble data. To
facilitate a fingerprint analysis we also applied this analysis to the data of the
control simulation.
As these events are quite rare and do not occur in the same place each year, the
year-to-year spatial patterns of number of cold and warm spells are very patchy.
Therefore, instead of focusing on a pattern analysis, 6 regions have been defined
for which the regional mean time series has been computed. The calculation of the
area average included a latitudinal weighting function to account for latitudinal-
dependent grid-box area. More details on the selected regions as well as their
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longitudinal and latitudinal extend can be found in table 4.1. Regional mean
time series have been computed for the observations, the ensemble data and the
control run data for both frequency of cold and warm spell events. Following the
time series computation anomalies relative to the average over the entire period
(1951/’52-2004/’05) have been calculated and a 5-year running average has been
applied to all data in order to reduce the noise. Due to the computation of
the running average the resulting time series spans over the winters 1953/’54 to
2002/’03.
4.4 Results
This section discusses the results of the spatial analysis, the analysis in time and
space and the regional mean time series.
4.4.1 Spatial analysis
Fig.4.1 shows the spatial pattern of the cumulative number of cold spells on the
Northern Hemisphere in (a) observations, (b) ensemble mean. The observed and
the ensemble mean patterns are quite similar, indicating that spatial variations in
the model captures the frequency in cold spells. Patterns vary between individual
ensemble members (c-f). Furthermore there are some regional differences between
all ensemble members and the observations, like for instance across Eastern North
America and the Iberian Peninsula.
The spatial patterns of the cumulative number of warm spells across the northern
hemisphere as shown Fig.4.3 shows that there have been less of these events during
the analysis period compared to the total number of cold spells. Although the
patterns of observations and ensemble mean look similar, the magnitude of the
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model pattern is somewhat smaller than the one observed over a large part of
the Northern Hemisphere. Single ensemble members show a quite noisy pattern,
which however preserves the model tendency to underestimate (see Fig.4.3c-f).
In order to demonstrate the changes in the observed and ensemble mean frequency
of cold spells in both time and space, the percentage of cold spell events occurring
relative to the cumulative value over the entire period has been computed and
plotted (see Fig.4.2) for nine year chunks from the 50s through to 2005. More
than 65% of all observed winter cold spells across most parts of the Northern
Hemisphere are shown to have happened between 1951/’52 and 1977/’78, with
a general decrease in cold spells since the 50s. Europe and Eastern Asia show
a relative decline already during the 1970s. The changes in the ensemble mean
show a somewhat weaker decrease.
CHAPTER 4. Changes in the Frequency of Warm and Cold Spells in Winter85
Figure 4.1: Cumulative number of cold spells during the winters 1951/’52-2004/’05
for a) observations, b) ensemble mean, c) ensemble run 1, d) ensemble run 2, e)










































Figure 4.2: Percentage of total number of cold spells during the 1951/52’-2004/05’ for observations (top) and ensemble
mean(bottom) and periods a) ’51/’52-’58/’59, b) ’59/’60-’68/’69, c) ’69/’70-’78/’79, d) ’79/’80-’88/’89, e) ’89/’90-’98/’99 and
f) ’99/’00-’04/’05.
CHAPTER 4. Changes in the Frequency of Warm and Cold Spells in Winter87
Figure 4.3: Cumulative number of warm spells during the winters 1951/’52-
2004/’05 for a) observations, b) ensemble mean, c) ensemble run 1, d) ensemble










































Figure 4.4: Percentage of total number of warm spells during the 1951/52’-2004/05’ for observations (top) and ensemble
mean(bottom) and periods a) ’51/’52-’58/’59, b) ’59/’60-’68/’69, c) ’69/’70-’78/’79, d) ’79/’80-’88/’89, e) ’89/’90-’98/’99 and
f) ’99/’00-’04/’05.
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The top panel of Fig.4.4 shows the contribution of 9 year chunks of winter periods
to the observed total number of warm spells within the analysis period. Fig.4.4e
and Fig.4.4f (top) show that across most parts of the Northern Hemisphere sub-
period ’87/’88-’95/’96 and ’96/’97-’04/’05 together account for about 50% of the
entire number of warm spells between 1951/’52 and 2004/’05. Furthermore, more
warm spells occurred over the 50s, mainly across the US (see Fig.4.4a, top) in
both model and observation. Overall the ensemble mean reproduces the general
observed evolution of warm spells during the sub-periods, although the spatial
pattern is somewhat different.
4.4.2 Time series analysis
Fig.4.5 a-f shows the smoothed time series of anomalies in the frequency of
cold spells for selected regions which, despite smoothing, exhibit large inter-
decadal variability, particularly for the observations (black bold solid line). The
ensemble mean shows smaller magnitudes as it results from an average over 4
ensemble members. Single ensemble members show fluctuations with a magnitude
comparable to the one observed (see red thin dotted lines). The observations
show a negative trend in most of the regions, which is largest for the time
series of Southern Asia and smallest for Eastern North America. This observed
trend remains pretty much constant comparing the 50-year trend (dark grey
solid line) with the 34-year (1969/’70-2002/’03) trend (light grey solid line),
with the exception of the European region. The ensemble mean trend (dark
grey dashed line) also shows a general decrease in these events, however the
magnitude is smaller than the one observed (dark grey solid line). In contrast
to the observations (light grey solid line) the ensemble mean trend (light grey
dashed line) decreases when looking at the sub-period 1969/’70-2002/’03.
The smoothed time series of the anomalies in the regional frequency in warm
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Table 4.1: Column 1-3 is giving the number, the acronym and the name of the ten
regions. Column 4 and Column 5 state the latitudinal and longitudinal extent of each
region.
Nr Acronym Name of Region Latitude Longitude
1 NH Northern Hemisphere 0/90 -180/180
2 EU Europe 35/75 -10/40
3 SAS Southern Asia 10/45 40/180
4 NAS Northern Asia 45/80 10/180
5 WNA Western North America 25/75 -135/-100
6 ENA Eastern North America 25/75 -100/-45
spells, shown in Fig.4.6 display some similarities in the changes of observed (black
bold solid line) and ensemble mean values (red bold dashed line). Even in terms
of magnitude observations and models are similar, with the exception of Europe
and Southern Asia. For all regions an increase in trend occurs since 1969/’70
(light grey solid line) in comparison to the entire period 1953/’54-2002/’03 (dark
grey solid line). The ensemble mean trend lines (dark grey and light grey dashed
lines) are shallower than those of the observations, but with a similar increase
in the period ’1969/’70-2002/’03 (light grey dashed line) relative to the entire
period (dark grey dashed line).
4.5 Significance Testing
In order to check whether these changes in the regional frequency of cold and
warm spells are significantly different from those expected solely due to internal
variability a detection analysis has been applied. This detection analysis is based
on a total least square regression where the observations are expressed as a linear
combination of the modelled response to anthropogenic and natural forcing as
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Figure 4.5: Time series of anomalies of 5-year running average of number of cold
spells of observations (black bold solid line), ensemble mean (red bold dashed line) and
ensemble members (red thin dotted lines). The dark grey bold solid line displays the
observed linear trend for period 1953/’54-2002/’03, whereas the dark grey dashed line
shows the linear trend of the ensemble mean for this period. The light grey bold solid
line shows the observed linear trend for the sub-period 1969/’70-2002/’03, whereas
the light grey dashed line represents the linear trend of the ensemble mean over this
sub-period.
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Figure 4.6: Time series of anomalies of 5-year running average of number of warm
spells of observations (black bold solid line), ensemble mean (red bold dashed line) and
ensemble members (red thin dotted lines). The dark grey bold solid line displays the
observed linear trend for period 1953/’54-2002/’03, whereas the dark grey dashed line
shows the linear trend of the ensemble mean for this period. The light grey bold solid
line shows the observed linear trend for the sub-period 1969/’70-2002/’03, whereas
the light grey dashed line represents the linear trend of the ensemble mean over this
sub-period.
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well as internal variability, v0 and v1 (see Allen and Stott [2003]).
y = (x− v1)β + v0 (4.1)
y stands for the observed smoothed time series, x represents the ensemble mean
smoothed time series, β is the scaling factor with which the ensemble mean has
to be scaled in order to best match the observations y, v0 stands for the internal
variability in the observations and v1 represents the variability in the ensemble
mean that was not removed by averaging. The noise samples originate from the
time series produced from the control run data.
The uncertainty range has been computed by repeating the computation of β for
all combinations of the noise samples using a bootstrap method. The 2.5-97.5%
range has been determined by choosing the relevant percentiles. Where the 5th
percentile of the scaling factor is bigger than zero and the observed internal
variability is within the range of modelled internal variability (see Allen and Tett
[1999]), the changes observed are said to be detectable.
The results of the detection analysis of the changes in the frequency of cold spells
(see Fig.4.7) shows that in five out of six regions the scaling factor is bigger than
one, which means that the changes in these events as simulated by the model are
smaller than the one observed. Furthermore the changes on the hemispheric scale,
but also those across Northern Asia and Western and Eastern North America,
are found to be detectable. Eastern North America however shows significantly
less variability in the residual than in the model control simulation. The results
of the detection analysis for the Southern Asian region seem to be detectable at
first sight, however as the observed variability is larger than the model internal
variability these changes can not be claimed to be significant (therefore marked
by dotted lines).
Fig.4.8, which shows the results of the detection analysis of the changes in the
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Figure 4.7: Scaling factors of changes in frequency of cold spells (symbols) and
uncertainty range (vertical line) plotted for Northern Hemisphere (black), Europe
(blue), Southern Asia (red), Northern Asia (green), Western North America (grey)
and Eastern North America (cyan). Solid lines denote regions with a observed internal
variability within the range of model internal variability. Dashed lines mark those
regions with have an observed internal variability higher than the one simulated by
the model.
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Figure 4.8: Scaling factors of changes in frequency of warm spells (symbols) and
uncertainty range (vertical line) plotted for Northern Hemisphere (black), Europe
(blue), Southern Asia (red), Northern Asia (green), Western North America (grey)
and Eastern North America (cyan). Solid lines denote regions with a observed internal
variability within the range of model internal variability. Dashed lines mark those
regions with have an observed internal variability higher than the one simulated by
the model.
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frequency of warm spells, points out that, like for the changes in the frequency of
cold spells, the model also underestimates the changes in these events, however the
scaling factors are not as high as the one seen for the cold spells. It further shows
that these changes are detectable at the 5% confidence level on the hemispheric
scale and also across Southern and Northern Asia and Western and Eastern North
America. The computed observed variability of Europe, is larger than the model
internal variability, therefore the results of the analysis cannot be trusted.
The results of the analysis also show that the duration of these events changed
in a similar way as shown in the results of the frequency analysis. So warm spell
events didn’t only become more frequent but also longer over time and cold spells
became less frequent and shorter in duration.
4.6 Summary
This study shows the observed decrease in the frequency of winter cold spells as
well as an increase in the frequency of winter warm spells since the 1950s. The
total number of cold spells during winter over the considered period is higher
than the number of warm spells in this season. This could be explained by the
influence of the winter atmospheric circulation, which supports the occurrence of
cold extremes.
Frequent cold spell events can be found at high altitudes, such as the Alaska range,
the Northern part of the Rocky Mountains, or the high plateaus of Central Asia.
The highest number of observed cold spell events between 1950 and 2005 can be
found across Central Asia and parts of Siberia. The lowest number of persisting
cold extremes is featured across Eastern North America and parts of Southern
Asia. A possible explanation of the rare occurrence of cold spell events across
Eastern North America could be the influence of ENSO, which causes warm and
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dry conditions across the Eastern US during La Nina years.
The spatial pattern of the cumulative number of warm spells shows its the most
frequent occurrence across Western North America and South-Eastern Asia. The
lowest number of warm spell events occurred across the Central United States.
The analysis of the modelled changes in these events as simulated using
HadGEM1 generally agrees with the observations, featuring a decrease in the
frequency of cold spell events and an increase in warm spell events. The model,
however, seems to underestimate the frequency of these events, which might be
due to the models limited ability to simulate persisting extremes like these. Ex-
pectedly, the spatial pattern of the observations and the model also vary from
each other, as these events do not occur very frequently and not necessarily in
the same place. This is also the reason why this study refrains from undertaking
a more detailed spatial analysis.
The observed changes in the frequency of cold spell events shows a steady decline
over the analysis period across most parts of the Northern Hemisphere. A similar
trend can be seen for the modelled changes, though this trend weakens towards
the end of the period. The analysis of the observed frequency of warm spells on
the other hand shows a distinct peak during the period 1987/’88-2002/’03, which
accounts for about 50% of all warm spells during the entire period across nearly
the entire Northern Hemisphere. These changes can also be found in the model
analysis.
The detection analysis exhibit that the changes in the frequency of cold spells, on
hemispheric scale but also across Northern Asia and Western and Eastern North
America are significantly different to those expected due to natural variability
alone. Changes in the frequency of warm spells were found to be detectable for
the Northern Hemispheric regions as well as for Southern and Northern Asia and
Western and Eastern North America. It stands out that all scaling factors are
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bigger than one, which means that the modelled changes have to be scaled up in
order to match the observed. The fact that the uncertainty bar often does not
encompass 1 proves that the model significantly underestimates the frequency of
these persisting extreme events.
Chapter 5
Discussion and Conclusions
This chapter is going to show how these three studies fit together to make it
one research project, it will present and discuss the answers of the set research
question and it will clarify how this work contributes to the state of the art.
These sections will also discuss possible weaknesses and improvements.
The chapter is structured as follows: First an overview over the research problems
and the key findings is given, then the overall performance of the climate models
used is discussed, following specific results are highlighted and some of the possible
uncertainties are explored and the chapter is closed by an outlook on possible
improvements and future work.
5.1 Reflection
The main aim of this work is to investigate whether the observed changes in the
considered temperature extremes are caused by changes in anthropogenic and
natural forcings or whether they can be explained by fluctuation due to internal
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climate variability alone.
The study focuses on the observed changes in the frequency of abnormally
warm days and nights as well as abnormally cold days and nights. It also
analyses changes in the frequency of periods of six or more consecutive days with
abnormally high daytime or low nighttime temperatures, referred to as warm and
cold spells. All the analysis variables are percentile based indices.
Using percentile indices rather than absolute indices has the ad-
vantage that outliers do not have such a great impact on the values
of the indices, as one outlier only counts for one exceedance, rather
than for the magnitude of the anomaly. Also the sample size of these
so-called moderate-to-extreme extremes is larger than those of absolute
ones, as they occur on a more frequent basis. This makes an analysis
easier. The downside of using percentile extremes is, that they do not
really account for changes in extreme events on the very tails of the
distribution, such as the heat waves of Europe 2003 or Russia 2010.
The changes are analysed for different spatial (global, hemispheric and regional)
and temporal scales (annual, half-annual and seasonal).
Another aim of this work is, to investigate, whether global climate model
simulations reflect the observed changes. For this comparison analysis, model
ensemble data from diverse global climate models are used. The study also
presents a multi-model analysis.
This work furthermore aims to determine whether observed changes in extremes
are linked only to changes in the mean state of the climate, or only to those in
climate variability or both? This is done by investigating the relationship between
changes in mean and extreme temperatures.
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A fingerprint method, has been applied to determine whether the observed
changes occurred solely due to internal climate variability or whether they are
influenced by external.
The three studies show the evolution of this fingerprint method, from an ordinary
least squares (OLS) regression, to a total least squares (TLS) approach and finally
an optimised TLS method (see section 1.4).
It is to note, that
• the OLS method neglects any possible error contamination of the
model simulated signal and therefore tends to underestimate the
magnitude of the scaling factor.
• the TLS method takes into account the error in both observations
and model simulations.
• the optimised TLS method aims to increase the signal-to-noise
ratio, by truncating parts of the signal, which do not add valuable
information to it. This can often lead to a higher detectability.
This work adds important knowledge and understanding to the research on
changes in temperature extremes, by not only investigating global changes, but
also regional changes. This research is important, especially, as the changes on
regional scale are not yet fully understood, but are those that with the largest
impact on both society and nature. Going to smaller spatial scales, however,
raises the problem of increasing noise and a harder to detect signal. Therefore, in
order to obtain robust results, it is advisable not to choose regions that are too
small.
A further advancement to previous works, such as Christidis et al. [2011] or
Zwiers et al. [2011], is also the half-annual (chapter 3) or seasonal (chapter 4)
analysis which allows a statement about the inter-annual changes of these events
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throughout the regarded period.
Another novelty of this work, is the study, presented in chapter 4, which
shows one of the first investigations of changes in persistent warm daytime and
cold nighttime events covering the entire Northern Hemisphere and additionally
focusing on selected regions.
5.1.1 Key Findings
The main result of this study shows significant changes in the frequency of
temperature extreme events since the mid-20th century, featuring an increase in
warm extremes and a decrease in cold extremes. These changes are determined to
be significant not only on the global scale, but also on the hemispheric scale and
for many regions. Changes in extremes can be detected on annual, half-annual
and even seasonal scale.
Although most regions show a general increase in warm extremes and decrease
in cold extremes, there are also some regions which display an observed change
of the opposite sign. These changes, however, are down to regional effects and do
not contradict with the overall findings.
The study also shows that the detected increase in observed warm nighttime
extremes is found to be strongly correlated to the observed increase in mean
surface temperature. This relationship leads to the assumption that changes in
mean surface temperature influence the occurrence of these extremes and would
support the theory of a shift in the distribution towards a higher mean and an
increase in the warm tail. The increase in mean surface temperature, which
has already been attributed to anthropogenic forcing, together with the high
CHAPTER 5. Discussion and Conclusions 103
correlation found with the increase of warm nighttime extremes, allows a multi-
step attribution (Hegerl et al. [2010]), which concludes that the global increase
in warm extremes is also likely to be influenced by human-induced forcing.
A multi-step attribution is used in cases of climate extremes and
rare events, where often there is not enough data available, to get
reliable estimates of observed changes. This method estimates the
change in likelihood of a certain event to happen, by investigating the
changes in an event, which relationship to the considered event is known
and quantified (see Hegerl et al. [2010]).
5.2 Model Performance
State of the art global coupled climate models include all the relevant atmospheric
physics to simulate weather and climate, however there are still limitations to the
model performance, due to limited computing capacities, which do not allow long
simulations with high spatial resolution yet, or because of poorly parameterised
processes. This work uses in total, model data from 6 different climate models.
Whereas five of them are used in study (chapter 2) one and the remaining one is
used in both study two (chapter 3) and three (chapter 4).
The models generally do a good job in reproducing the general tendency of a
decrease in cold extremes and an increase in warm extremes, for both the single
day and the 6+ day extremes. They, however, struggle to resolve local features
such as the local decrease in warm extremes across Eastern North America.
This might be due to their coarse spatial resolution, which can result in a poor
representation of the topography and local circulations.
The limited ability to reproduce local patterns of changes in day and nighttime
extremes makes it even more important to choose decent sized regions for a
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comparison or detection analysis.
Also the use of a multi-model mean helps to achieve a more realistic estimate of
the error, whilst avoiding putting too much emphasis on single realisations. A
multi-model ensemble also covers a wider range of possible states of the climate
in comparison to one single model.
5.3 Specific Results
The following section gives a summary on the global changes, as well as changes
in both hemispheres and the four considered continents, North America, Europe,
Asia and Australia.
Due to the high agreement between the results of the analysis on changes in
warm nights shown in chapter 2 and chapter 3, they are not going to be discussed
separately in this chapter.
5.3.1 Global and Hemispheric Scale Changes
When talking about global-scale changes in this work, mostly Northern hemi-
spheric changes are addressed, as the observational coverage in the Southern
hemisphere is fairly poor. It is mainly limited to the South-Eastern tip of Africa,
Southern South America and the regions covering Oceania.
The records of global scale changes show an increase in warm day and night time
extremes and a decrease in cold day and night time extremes, which were found to
be significant, relative to changes solely due to internal climate variability. These
findings are valid for both annual mean changes and boreal winter and summer
half-year changes.
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Changes in warm and cold day and night time extremes across the Northern
Hemisphere have also been found to be significant on both annual and half-annual
time scales, with the exception of changes in warm night time extremes during
summer.
Besides changes in the frequency of single day extremes, changes in the frequency
of persistent winter time extremes have also been detected over the Northern
Hemisphere. These changes feature a decrease in cold spell events and the
corresponding increase in winter warm spells.
Despite the sparse data coverage across the Southern Hemisphere, changes in
warm day and night time as well as cold day and night time extremes have been
found to be detectable for both the boreal winter and boreal summer half-year
analysis.
5.3.2 Changes across North America
Changes across Northern America can be generally split into changes in the West
and changes in the East, as well as those in the North.
Across Western North America significant changes in warm day and night time
extremes, as well as for cold day and night time extremes in both boreal winter
and summer half-year have been detected.
Western North America also shows a detectable decrease in winter cold spell
events and in increase in winter warm spell events.
Eastern North America is an exceptional region in this study. It is the only region
that shows wide areas featuring negative trends in warm day time extremes (and
positive trends in cold day time extremes) over the second half of the 20th century.
This phenomenon is also referred to as the ”warming hole” (Kunkel et al. [2006],
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Pan et al. [2004], Portmann et al. [2009]). Its effect has been found to be strongest
during summer (Kunkel et al. [2006], Pan et al. [2004], Portmann et al. [2009]).
Despite this phenomenon, detectable changes can be found for warm and cold
night time extremes during both boreal winter and summer half-year and for
warm and cold day time extremes during boreal winter half-year.
Winter warm and cold spells across Eastern North America show a small but
detectable signal featuring a decrease in persistent cold and an increase in
persistent warm extremes.
Across Northern North America a significant increase in the frequency of warm
night time and a decrease in the frequency of cold day and night time extremes
during both boreal winter and summer half-year as well as for the annual mean,
has been detected. Changes in warm day time extremes are not found to be
significant.
5.3.3 Changes across Europe
Changes across Europe often show a very noisy pattern, especially if the
observations are coarsely gridded. The high noise level most likely occurs due
to the fact that Europe is a relatively small region with strong ocean-land
interactions in the West and a strong continental influence in the East. So,
unless the observations are of high spatial resolution, like for example in the
E-OBS temperature data set (Hofstra et al. [2009]), the use of even smaller sub-
regions is not recommended as the signal-to-noise ratio will suffer due to the small
sample size.
Despite its high variability, Europe shows detectable increases in the frequency
of warm day time extremes in the boreal summer half-year as well as in the
frequency of warm night time extremes during both boreal winter and summer
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half-year. A significant decrease in the frequency of cold night time extremes has
been detected for both the boreal winter and summer half-year analysis.
Changes in warm or cold spell events in winter are not found to be significant,
this is most likely due to the large variability in the changes in these persisting
temperature extreme events during boreal winter.
5.3.4 Changes across Asia
In this study Asia is usually split into the North and the South. Only in the
paper on changes in warm nights (see chapter 2), which uses the so-called Giorgi
regions, Asia is split into Western, Northern, South-Eastern Asia and Tibet.
A significant increase in the frequency of warm days and nights, as well as a
significant decrease in the frequency of cold days and nights during both boreal
summer and winter half-year have been found for Northern Asia.
Across Southern Asia changes in the frequency of warm and cold day time ex-
tremes during both boreal winter and summer half-year are detectable. Further-
more detectable changes in cold and warm night time extremes during the boreal
summer half-year have been found.
The analysis of persistent warm winter extremes show a detectable increase across
both Northern and Southern Asia. Changes in cold spell events are only found
to be significant across Northern Asia.
5.3.5 Changes across Australia and New Zealand
In the Southern Hemisphere the region ”Australia and New Zealand” has been
selected due to its sufficient data coverage. In chapter 2 only Southern Australia
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has been used for analysis. In chapter 3 the region has been extended to cover
entire Australia and New Zealand in order to obtain a larger sample size.
The results show a significant increase in the frequency of warm day and night
time extremes, with the exception of warm day time extremes during austral
summer and a significant decrease in cold day and night time extremes during
both, austral summer and winter half-year.
5.4 Possible Impacts
What are the consequences of the observed changes in temperature extremes?
Both, the increase in warm extremes, as well as the decrease in cold extremes,
have an impact on society and nature.
For example an increase in warm extremes during summer can lead to an increase
in human mortality (Christidis et al. [2010], Huynen et al. [2001], especially if
these events last for several days. Hot events in summer can also affect crop
farming and can lead to a loss in harvest. A loss in harvest leads to a increase crop
price and consequently to an increase in price of the products in the supermarket
shelves.
A decrease in cold extremes during winter on the other hand, has a positive effect
on human mortality. It also positively influences energy consumption. However,
the influence of a decrease in cold extremes during winter, or rather a increase
in warm events during this period, on the flora can be crucial. Warmer than
normal temperatures during winter can initiate the growing season of several
plants, which then often get killed off, if the temperatures drop to normal values.
Furthermore, an increase in warm events during winter can have a negative effect
on winter tourism.
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5.5 Uncertainties and Weaknesses
This section outlines possible sources of uncertainty in this study and some
discussion on how to avoid those.
5.5.1 Data Quality
Besides uncertainties in model simulated data sets, due to limited spatial
resolution, possible missing processes or poor parametrisation, there are also
uncertainties in the observations that have to be taken into account. Outliers for
example can lead to a wrong representation of changes in temperature extremes.
In this study, the uncertainties due to outliers, are reduced as all data have
been quality controlled (Caesar et al. [2006]). Also, the choice of the percentile
threshold indices as the main analysis variable avoids an emphasise on particularly
high or low values, which could be outliers (Zhang et al. [2005]). However, there
are other possible uncertainties such as high spatial variability due to changes
in topography or uncertainties due to fluctuations in data coverage. To prevent
uncertainties due to changes in data coverage, the start of the analysis period
was set to 1950. Prior to this date, many areas, in particular across Asia showed
very poor data coverage.
5.5.2 Processing
There are also processing steps that can influence the quality of the results,
such as the choice of re-gridding routine. For this work the nearest-neighbour
interpolation routine (see remapnn, in the CDO package) has been used. This
procedure selects the nearest point to the regarded grid point. There are more
sophisticated interpolation routines (e.g. remapbil), however, if only land data
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is available costal regions are neglected in the interpolation process, as they are
yielding missing values, in the ”box” of grid-points used for interpolation. This
would reduce the available spatial data coverage immensely.
Also the choice of analysis variables is crucial. This study mainly concentrates
on spatial pattern analysis of trend values. This type of analysis makes the prior
assumption that observations could be compared to model simulated data on the
grid-point scale, which is not always the case. If I would repeat this study I would
possibly stick to a time-series analysis of regional mean values.
5.5.3 Scaling factors
Scaling factors vary between indices and from region to region. This suggests
that the observed changes in the investigated indices are influenced by regional
effects and supports the choice of a spatial analysis on regional scale.
A scaling factor of 1 indicates that the model does not need to be scaled to fit
the observation and a uncertainty range which includes 1 means that the model
is consistent with the observations.
Chapter 4 shows many regions where the model significantly underestimates the
occurrence of the warm and cold spell events during winter. This could be
due to the model’s limited ability to simulate this kind of persistent weather
events, because of its spatial resolution or problems in getting local circulations
right. This significant underestimation can also be found for day and night time
extremes across Northern Asia during the winter half year (see chapter 3). This
may be due to limited representation of the changes in the NAM across Eurasia
during the late 20th century.
Chapter 3 also shows a significant overestimation of warm day and night time
extremes. A reason for this could be the high climate sensitivity of HadGEM1,
which causes it to warm the planet by a higher rate than actually observed.
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5.5.4 Residual Discrepancy
Despite the fact that many regions showed robust scaling factors, their are some
regions where the scaling factors had to be neglected as the observed residual
was found to be larger than the model variability, but why? One possible reason
for this is the high variability in the observational trend pattern as shown in
chapter 3, due to regional features, which are not resolved in the models, or small
sampling size. The model also fails to reproduce the high variability across high
latitudes, but rather simulates the maximum variability across the equator. In
order to reduce some of the spatial noise, the data sets have been smoothed, using
a five-point smoother.
For the optimised detection analysis also the truncation level has an influence on
the residual, a value chosen too small or large can increase the respective residual
values.
5.5.5 Multi-Step Attribution Assumption
In chapter 2 a multi-step attribution is used to indirectly link the observed changes
in the frequency of warm nights to anthropogenic forcing, taking into account the
strong relationship with the observed changes in mean surface temperature. It
has been clearly stated that this assumption is valid only for global scale changes,
as a human-induced increase in mean surface temperature across the investigated
regions has not been confirmed yet. This assumption does not take into account
that the increase in mean surface temperature and night time extremes could be
caused by different physical processes. Changes in night time temperatures for
example could be down to changes in the indirect radiative effect due to changes
in aerosols concentration, whereas mean surface temperatures could be rather
influenced by latent and sensible heat fluxes.
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5.6 Possible Improvement and Future Work
Research on detection and attribution of climate extremes is a field of steady
progress, therefore it is not surprising that there are some aspects of this particular
project which could be improved or focused on in more detail.
For example the study could be repeated using an extended period, ideally back
to mid-nineteenth century, before the start of the strong increase in green house
gases. This would allow for a better estimate of the human-induced change and
variability. However, the data coverage on a high temporal resolution particularly
prior to 1900 is fairly poor, which reduces studies of daily or multi-day extremes
from large, global or hemispheric, scale down to station scale and restricts them
to regions with long time series of surface temperature measurements.
Another extension of this project could be a multi-fingerprint analysis of a multi-
model ensemble. Such an analysis would allow an estimate of the impact of
individual forcings, such as solar, volcanic, greenhouse gases, changes in land use
or urban aerosol on the observed changes in extremes. This goal is achievable
provided that further runs of differently forced experiments of daily resolution
will be uploaded onto the CMIP5 archive in the near future.
As extreme temperature events are mostly regional phenomena, a regional study
using high resolution regional models would be desirable. This would also allow
a direct comparison with station data. The crux of a study like this is the choice
of the appropriate model for the simulation of the considered phenomena and the
quality of its performance. A detection analysis using a regional high resolution
model, which manages to reproduce the observed change in temperature extremes
on regional scales, would certainly contribute to our understanding of these
events.
Another possible extension of this project would be the attribution of the
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observed and detected changes in temperature extremes, for example to changes
in circulation patterns and persistent synoptic situations using reanalysis data.
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Supplemental Material A
This section shows the supplementary material of chapter 2, which includes the
spatial maps of the observations and the model mean (Fig.A1), as well as an
example of model patterns of two selected models (FigA2). This section also
includes a graph showing the global mean anomalies of regressed mean surface
minimum, mean and maximum temperature onto TN90 and anomalies in TN90
(Fig.A4) and a plot presenting the correlation coefficients between the mean,

























Supplemental Material, Figure A1: Non-smoothed 1951-1999 observed decadal trend pattern of TN90 (in % change per
decade) derived from the Duke data set (left), HadEX data set (middle) and the multi-model mean (right). The spatial coverage

























Supplemental Material, Figure A2: 1951-1999 decadal trend pattern in tn90 as simulated by GFDL-CM2.0 (left) and
MIROC3.2 (hires) (right). This figures illustrate nicely how much the spatial pattern varies from model to model. In comparison to
MIROC3.2 (hires) but also in comparison to the multi-model mean as presented in Fig.A1 (on the right), GFDL-CM2.0 is showing
less of an increase and even regions with a change of the opposite sign. MIROC3.2 (hires) on the other hand shows a stronger

























Supplemental Material, Figure A3: Correlation coefficient of the the time series of mean surface minimum (blue), mean

























Supplemental Material, Figure A4: Global mean anomalies of regressed mean surface minimum (blue), mean (yellow) and
maximum (red) temperature onto TN90 and anomalies in TN90 (black). Dashed line marks the start of the period with data
coverage across most parts of at least the Northern Hemisphere. Bold lines show the running average and the fine lines display the
year to year fluctuations.
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Supplemental Material B
This section shows the supplementary material of chapter 3.
Fig.B1 illustrates on the example of changes in cold summer days across the
Southern Hemisphere, how the scaling factor and uncertainty range vary with
truncation level. Especially at very low truncation levels (2 and 3) the uncertainty
range is large, due to the lag in information at these few levels. Fig.B2, which
shows the Chi-squared plot, points out that the range of possible truncation levels
lies between 10 and 15. Choosing a lower truncation level than 10 would exclude
to much information to describe the signal. It is, however, advisable to chose a
truncation level at the lower end of the range in order to avoid the inclusion of
too much unnecessary information and to reduce degrees of freedom for the tls
regression. I therefore chose 11 as my truncation level, as it lies nicely within the
5-95% confidence area and includes most of the explained variance.
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Supplemental Material, Figure B1: Scaling factors plus 5-95% uncertainty
range for changes in cold summer days across the Southern Hemisphere, for different
truncation levels (black symbols) and non-optimised fingerprint method (red symbol).
The descending red line stands for the explained variance.
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Supplemental Material, Figure B2: Dark blue line shows the change of the
ratio of the cumulative model and observed residual variance with truncation for
the Southern Hemispheric decadal trend in tx10 during boreal warm season for each
truncation level between 2 and 15 for the optimal fingerprint analysis. The yellow
dashed and the light blue solid line lines give the lower and upper limit of the 5- 95%
range for the Chi-Squared test.
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