The four colour theorem states that the vertices of every planar graph can be coloured with at most four colours so that no two adjacent vertices receive the same colour. This theorem is famous for many reasons, including the fact that its original 1977 proof includes a non-trivial computer verification. Recently, a formal proof of the theorem was obtained with the equational logic program Coq.
Introduction
The four colour theorem-first conjectured in 1853 by Francis Guthrie-states that every plane separated into regions may be coloured using no more than four colours in such a way that no two adjacent regions receive the same colour. Two regions are called adjacent if they share a border segment, not just a point; regions must be contiguous, i.e. the plan has no exclaves.
In graph-theoretical terms, the four colour theorem states that the vertices of every planar graph can be coloured with at most four colours so that no two adjacent vertices receive the same colour. Shortly, every planar graph is four-colourable.
The theorem was proved in 1977 [1, 2] (see also [17] ) using a computer-assisted proof which consists in constructing a finite set of "configurations", and verifying that each of them is "reducible"-which implies that no configuration with this property can appear in a minimal counterexample to the theorem. Checking the correctness of the original proof is a very difficult task: it implies, among other things, checking the inputting of the descriptions of 1476 graphs, checking the correctness of the programs, proving the correctness of the compiler used to compile the programs, checking the degree of reliability of the hardware used to ran the programs. 1 Various partial independent verifications have been obtained 2 culminating with the formal confirmation announced in [16] which uses the equational logic program Coq. 3 The following part of the concluding discussion in [16] is relevant for the current status of the proof:
However, an argument can be made that our 'proof ' is not a proof in the traditional sense, because it contains steps that can never be verified by humans. In particular, we have not proved the correctness of the compiler we compiled our programs on, nor have we proved the infallibility of the hardware we ran our programs on. These have to be taken on faith, and are conceivably a source of error. . . . However, from a practical point of view, the chance of a computer error that appears consistently in exactly the same way on all runs of our programs on all the compilers under all the operating systems that our programs run on is infinitesimally small compared to the chance of a human error during the same amount of case-checking.
Apart from this hypothetical possibility of a computer consistently giving an incorrect answer, the rest of our proof can be verified in the same way as traditional mathematical proofs. We concede, however, that verifying a computer program is much more difficult than checking a mathematical proof of the same length.
4
The four colour property is mainly of mathematical interest: K. May, quoted by [17] , p. 2, says that "Maps utilizing only four colours are rare, and those that do usually require only three. Books on cartography and the history of mapmaking do not mention the four-color property." 2 A diophantine equational presentation of the four colour property
We use the Diophantine representation of the four colour theorem proposed in [12] , i.e. a Diophantine equation
1 This computer-assisted proof generated much mathematical and philosophical discussions around the notion of acceptable mathematical proof, see for example [4, 9, 10] . 2 It appears that there is no verification in its entirety. 3 See [13] for a recent presentation of the formal proof. 4 Our emphasis.
such that (1) has no solution if and only if every planar graph can be coloured with at most four colours so that no two adjacent vertices receive the same colour.
Actually, it is better to use a pre-Diophantine representation given by the following conditions. Without restricting the generality we consider the maps T n consisting of the points (x, y) such that J(x, y) ≤ Q = (n 2 + 3n)/2, where J is Cantor's bijection J(x, y) = ((x + y) 2 + 3x + y)/2. Given a 4-colouring of T n , t 0 , t 1 , . . . , t Q there exist (and can be effectively computed) s, t such that for all 0 ≤ i ≤ Q:
In other words, the sequence t 0 , t 1 , . . . , t Q can be coded by s and t.
Every sequence u 0 , u 1 , . . . , u Q with u i < 4 can be represented by some u ≤ R = (1 + 4(Q + 2)!) Q+1 such that
Finally, there is a map (say T n ) which cannot be coloured in 4 colours if and only if the following condition is satisfied:
where
A simple inspection shows that the above condition is computable, so the four colour theorem is of the form (∀n)P (n), where P is a computable predicate.
The method
As the four colour theorem is of the form (∀n)P (n), where P is a computable predicate, one can write a program Π 4CT such that the four colour property is true iff Π 4CT never halts, then use the program Π 4CT as an upper bound on the measure of complexity of the four colour theorem.
How? Simply by counting the number of bits necessary to specify Π 4CT in some fixed "universal formalism" (a universal self-delimiting Turing machine [5] ). Of course, there are many programs equivalent to Π 4CT , so a natural way to evaluate the complexity is to consider the smallest such program [8] .
The choice of the universal formalism used to code programs is irrelevant up to an additive constant, so if a problem is significantly more complex in some fixed formalism than another one, then it will continue to be more complex in any other formalism. A drawback of the approach comes from the fact that the proposed measure is uncomputable (see [5] ), so we have to work with an upper bound on the size of a program "describing" the conjecture/problem/theorem.
A universal programming language
We briefly describe the syntax and the semantics of the register machine language which implements a (natural) universal prefix-free Turing machine (it is a refinement of the languages described in [11, 8] ) which is used to obtain the program Π 4CT .
Any register machine has a finite number of registers, each of which may contain an arbitrarily large non-negative binary integer. The list of instructions is given below.
By default, all registers, labeled with a string of lower or upper case letters, are initialised to 0. Instructions are labeled by default with 0,1,2,. . . (in binary).
The register machine instructions are listed below. Note that in all cases R2 and R3 denote either a label, a register or a binary constant of the form 1(0 + 1) * + 0, while R1 must be a register variable.
=R1,R2,R3
If the contents of R1 and R2 are equal, then the execution continues at the R3-th instruction, where R3 = 0 denotes the first instruction of the program. If they are not equal, then execution continues with the next instruction in sequence. If the content of R3 is outside the scope of the program, then we have an illegal branch error.
&R1,R2
The contents of register R1 is replaced by the contents of register R2.
+R1,R2
The contents of register R1 is replaced by the sum of the contents of registers R1 and R2.
!R1
One bit is read into the register R1, so the numerical value of R1 becomes either 0 or 1. Any attempt to read past the last data-bit results in a run-time error. % This is the last instruction for each register machine program before the raw data. It halts the execution in two possible states: either successfully halts or it halts with an under-read error.
A register machine program consists of a finite list of labeled instructions from the above list, with the restriction that the HALT instruction appears only once, as the last instruction of the list. The input data (a binary string) follows immediately after the HALT instruction. A program not reading the whole data or attempting to read past the last data-bit results in a run-time error. Some programs (as the ones presented in this paper) have no input data; these programs cannot halt with an under-read error.
Instructions can be translated directly in binary because the set of instructions is prefix-free (each instruction starts with one symbol from the set {=, &, +, #, %, !}); the symbol #, used for routine call, is explained below. The unique binary string coding a program is the concatenation of the binary strings coding the sequence of its instructions. The length of the program is the length of the binary string describing the program. Comments do not count for the size of the program.
To improve the development and presentation of the programs we use a consistent style for routines. The main program is a set of instructions that performs a specific task. A routine is a set of instructions that performs a specific task for another routine or main program, requiring, on completion of the task, direction back to the proper place in the calling routine or main program. Our routines are unary or binary only. We use the following conventions:
1. The register names and the values they store are used interchangeably.
2. The letter L followed by characters (1, . . . , 9) and terminated by ':' is used to mark line numbers in the main program. Routines labels include an extra letter, which is different for each routine, so that the labels are local within the routine. References to labels are replaced with the binary constant in the final program.
3. For all routines, registers a and b are used for arguments, c is used for the return line, and d for the result. The values stored in a, b and c are unchanged on return from routines. In case of a unary routine, b is not used. The value stored in c is set outside the routine.
4. The instruction =a,a,Ln is used for the unconditional jump to the instruction to line n.
5. The read instruction is used here to guarantee universality of the language, but will not appear in our programs.
6. The notation #RoutineName is used to call RoutineName which stores its result in register d. Operationally, #RoutineName is an unconditional jump to the first instruction of #RoutineName.
7. For Boolean data types we use integers 0 = false and 1 = true.
8. There are 16 one-byte characters. Six one-byte characters are used to encode the instructions delimiters, i.e., = (equal), ',' (comma separator), + (increment), % (halt), & (store), # (routine call), four one-byte characters are used for naming the registers used in routines, i.e. a,b,c,d. Therefore only six one-byte characters are available to be used for naming any other registers, so in many cases we have to use 2-bytes symbols for register names. In all such cases we use two characters, like NX or ab, to represent 2-bytes register names. The labels used can be up to two bytes as the total number of instructions in the programs here is at most 200.
9. All values used in the programs are integers.
The instructions used in the register machine programs are of four types:
1. instructions of at least six characters (e.g. =h,g,L1 of size 3 + the size of h + the size of g + the size of L1), 2. instructions of at least four characters (e.g. +e,1 or &g,d),
3. instructions of at least two characters (e.g. #IPR of size 1 + the size of IPR),
4. one character instruction: %.
Finally, we note that the running time efficiency of a program is irrelevant for the problems we solve in this paper. The goal in designing an algorithm for testing a conjecture is to minimize the number of instructions of the program, as this number is used as an upper bound of the measure of the complexity of a conjecture represented by the program. See more details and comments in [6] .
The program Π 4CT
In this section we present the program Π 4CT which based on the Pre-Diophantine equations described in section 2. The upper bound on the complexity of the four colour theorem given by the above program is 4,336 bits (212 instructions, 1,084 4-bit characters).
Final comments
The complexity of the four colour theorem (4,336) is close to that of the Riemann hypothesis (4, 680) and is almost four times higher than the complexity of Fermat's last theorem (1, 436) [7] . It is still possible to improve the size of the programs for these statements. However, because the technique was used uniformly, it is unlikely that the complexity of the four colour theorem can be decreased to a value comparable with the complexity of the Fermat's last theorem. However, the relation between the complexities of the four colour theorem and the Riemann hypothesis is more delicate.
