Let G be a countable group that splits as a free product of groups of the form G = G 1 * · · · * G k * F N , where F N is a finitely generated free group. We identify the closure of the outer space P O(G, {G 1 , . . . , G k }) for the axes topology with the space of projective minimal, very small (G, {G 1 , . . . , G k })-trees, i.e. trees whose arc stabilizers are either trivial, or cyclic, closed under taking roots, and not conjugate into any of the G i 's, and whose tripod stabilizers are trivial. Its topological dimension is equal to 3N + 2k − 4, and the boundary has dimension 3N + 2k − 5. We also prove that any very small (G, {G 1 , . . . , G k })-tree has at most 2N + 2k − 2 orbits of branch points.
Introduction
Let G be a countable group that splits as a free product
where F N denotes a finitely generated free group of rank N . We assume that N + k ≥ 2. A natural group of automorphisms associated to such a splitting is the group Out(G, {G 1 , . . . , G k }) consisting of those outer automorphisms of G that preserve the conjugacy classes of each of the groups G i .
The study of the group Out(F N ) of outer automorphisms of a finitely generated free group has greatly benefited from the study of its action on Culler and Vogtmann's outer space [4] , as well as some hyperbolic complexes. The present paper is a starting point of a work in which we extend results about the geometry of these Out(F N )-spaces to analogues for free products, with a view to establishing a Tits alternative for the group of outer automorphisms of a free product [15] . The second main step towards this will be to define hyperbolic complexes equipped with Out(G, {G 1 , . . . , G k })-actions, and compute the Gromov boundary of the graph of cyclic splittings of G relative to the G i 's [13] .
The group Out(G, {G 1 , . . . , G k }) acts on a space P O(G, {G 1 , . . . , G k }) called outer space. This was introduced by Guirardel and Levitt in [12] , who generalized Culler and Vogtmann's construction [4] of an outer space CV N associated to a finitely generated free group of rank N , with a view to proving finiteness properties of the group Out(G, {G 1 , . . . , G k }). The outer space P O(G, {G 1 , . . . , G k }) is defined as the space 1 of all G-equivariant homothety classes of minimal Grushko (G, {G 1 , . . . , G k })-trees, i.e. metric simplicial G-trees in which nontrivial point stabilizers coincide with the conjugates of the G i 's, and edge stabilizers are trivial.
Outer space can be embedded into the projective space PR G by mapping any tree in P O(G, {G 1 , . . . , G k }) to the collection of all translation lengths of elements in G. The goal of the present paper is to describe the closure of the image of this embedding.
The closure of Culler and Vogtmann's classical outer space has been identified by Bestvina and Feighn [1] and Cohen and Lustig [2] , with the space of projective length functions of minimal, very small actions of F N on R-trees. An F N -tree is very small if arc stabilizers are cyclic (possibly trivial) and closed under taking roots, and tripod stabilizers are trivial.
More precisely, Cohen and Lustig have first proved [2, Theorem I] that CV N is contained in the space of projective length functions of very small F N -actions on Rtrees. In addition, they have shown that every simplicial, very small F N -tree is a limit of free and simplicial actions [2, Theorem II]. Bestvina and Feighn have shown that this remains true of every very small (possibly nonsimplicial) F N -action on an R-tree. However, their proof does not seem to handle the case of geometric actions that are dual to foliated band complexes, one of whose minimal components is a measured foliation on a nonorientable surface, and in which some arc stabilizer is nontrivial. Indeed, in this case, it is not clear how to approximate the foliation by rational ones without creating any one-sided compact leaf, and one-sided compact leaves are an obstruction for the dual action to be very small (arc stabilizers are not closed under taking roots). Building on Cohen and Lustig's and Bestvina and Feighn's arguments, and using approximation techniques due to Levitt and Paulin [19] and Guirardel [9] , we reprove the fact that CV N identifies with the space of minimal, very small projective F N -trees. Our proof tackles both cases of simplicial and nonsimplicial trees at the same time (it gives a new interpretation of Cohen and Lustig's argument in the simplicial case). We work in the more general framework of free products of groups. A (G, {G 1 , . . . , G k })-tree is an Rtree, equipped with a G-action, in which all G i 's fix a point. A (G, {G 1 , . . . , G k })-tree will be termed very small if arc stabilizers are either trivial, or cyclic, closed under taking roots, and not conjugate into any of the G i 's, and tripod stabilizers are trivial. We prove the following theorem.
Theorem 0.1. The closure P O(G, {G 1 , . . . , G k }) in PR G is compact, and it is the space of projective length functions of minimal, very small (G, {G 1 , . . . , G k })-trees.
When T is a (G, {G 1 , . . . , G k })-tree with trivial arc stabilizers, we can be a bit more precise about the approximations we get, and show that T is an unprojectivized limit of Grushko (G, {G 1 , . . . , G k })-trees T n , that come with G-equivariant 1-Lipschitz maps from T n to T , see Theorem 5.3.
We then compute the topological dimension of the closure and the boundary of the outer space of a free product of groups. In the case of free groups, Bestvina and Feighn have shown in [1] that CV N has dimension 3N −4, their result was extended by Gaboriau and Levitt who proved in addition that ∂CV N has dimension 3N − 5 in [6] . Following Gaboriau and Levitt's arguments, we show the following.
Theorem 0.2. The space P O(G, {G 1 , . . . , G k }) has topological dimension 3N + 2k − 4, and ∂P O(G, {G 1 , . . . , G k }) has dimension 3N + 2k − 5.
Along the proof, we provide a bound on the number of orbits of branch points and centers of inversion in a very small (G, {G 1 , . . . , G k })-tree, and on the possible Kurosh ranks of point stabilizers.
We also introduce the slightly larger class of tame (G, {G 1 , . . . , G k })-trees, defined as those trees whose arc stabilizers are either trivial, or cyclic and nonperipheral, and with a finite number of orbits of directions at branch points and inversion points. We study some properties of this class, and provide some conditions under which a limit of tame (G, F)-trees is tame. This class will turn out to be the right class of trees for carrying out our arguments to describe the Gromov boundary of the graph of cyclic splittings of G relative to the G i 's in [13] .
The paper is organized as follows. In Section 1, we review basic facts about free products of groups, and the associated outer spaces. In Section 2, we introduce a notion of geometric (G, {G 1 , . . . , G k })-trees, and explain in particular how to approximate every very small (G, {G 1 , . . . , G k })-tree by a sequence of geometric (G, {G 1 , . . . , G k })-trees. We then prove compactness of the space of projective, minimal, very small (G, {G 1 , . . . , G k })-trees in Section 3, and compute its topological dimension in Section 4. In Section 5, we identify the closure of outer space with the space of minimal, very small projective (G, {G 1 , . . . , G k })-trees. We finally introduce the class of tame (G, {G 1 , . . . , G k })-trees, and discuss some of its properties, in Section 6.
Background

Free products of groups and free factors
Let G be a countable group which splits as a free product of groups of the form
where F is a finitely generated free group. We let F := {[G 1 ], . . . , [G k ]} be the finite collection of the G-conjugacy classes of the G i 's, which we call a free factor system of G. The rank of the free group F arising in such a splitting only depends on F. We call it the free rank of (G, F) and denote it by rk f (G, F). The Kurosh rank of (G, F) is defined as rk K (G, F) := rk f (G, F) + |F|. Subgroups of G that are conjugate into one of the subgroups in F will be called peripheral.
A (G, F)-free splitting is a free splitting of G in which all subgroups in F are elliptic. A (G, F)-free factor is a subgroup of G which is a vertex stabilizer in some (G, F)-free splitting.
Subgroups of free products have been studied by Kurosh in [17] . Let H be a subgroup of G. Let T be the Bass-Serre tree of the graph of groups decomposition of G represented in Figure 1 . By considering the H-minimal subtree in T , we get the existence of a (possibly infinite) set J, together with an integer i j ∈ {1, . . . , k}, a nontrivial subgroup H j ⊆ G i j and an element g j ∈ G for each j ∈ J, and a (not necessarily finitely generated) free subgroup F ′ ⊆ G, so that
This decomposition is called a Kurosh decomposition of H. The Kurosh rank of H (which can be infinite in general) is defined as rk K (H) := rk(F ′ ) + |J|, it does not depend on a Kurosh decomposition of H. We let F |H be the set of all H-conjugacy classes of the subgroups g j H j g −1 j , for j ∈ J, which does not depend on a Kurosh decomposition of H either.
When H is a (G, F)-free factor, we have H j = G i j for all j ∈ J, and all integers i j are distinct (in particular J is finite). In this case, the free group F ′ is finitely generated. Hence the Kurosh rank of H is finite.
Outer space and its closure
An R-tree is a metric space (T, d T ) in which any two points x, y ∈ T are joined by a unique embedded topological arc, which is isometric to a segment of length d T (x, y).
Let G be a countable group, and let F be a free factor system of G. A (G, F)-tree is an R-tree T equipped with an isometric action of G, in which all peripheral subgroups are elliptic. A Grushko (G, F)-tree is a minimal, simplicial metric (G, F)-tree with trivial edge stabilizers, whose collection of point stabilizers coincides with the conjugates of the subgroups in F. Two (G, F)-trees are equivalent if there exists a G-equivariant isometry between them.
The unprojectivized outer space O(G, F) is defined to be the space of all equivalence classes of Grushko (G, F)-trees. Outer space P O(G, F) is defined as the space of homothety classes of trees in O(G, F). We note that in the case where F = {G}, outer space is reduced to a single point, corresponding to the trivial action of G on a point.
For all (G, F)-trees T and all g ∈ G, the translation length of g in T is defined to be We equip O(G, F) with the topology induced by this embedding, which is called the axes topology. Culler and Morgan have shown in [3, Theorem 4.5 ] that if G is finitely generated, then the subspace of PR G made of projective classes of translation length functions of minimal G-trees is compact, so in particular the embedding of P O(G, F) into the projective space PR G provided by Theorem 1.1 has compact closure. However, the hypothesis that G be finitely generated is only used to ensure the existence of a finite set D of elements of G such that for all G-trees T , there exists d ∈ D with ||d|| T > 0 (see the proof of [3, Theorem 4.2] ). We claim that in the context of (G, F)-trees, the above fact is still satisfied. Indeed, letting G = G 1 * · · · * G k * F N , we choose a free basis {f 1 , . . . , f N } of F N , and an element g i ∈ G i {e} for every i ∈ {1, . . . , k}. Then the
. . , g 1 g k } satisfies the required condition. Indeed, if T is a (G, F)-tree, and ||d|| T = 0 for all d ∈ D, then f 1 , . . . , f n all have a common fixed point in T , and this fixed point is also a fixed point for all the G i 's. We summarize the above discussion in the following proposition.
The goal of the present paper is to give a concrete description of this closure in terms of (G, F)-trees. This closure will be identified in Section 5 with the space of projective classes of minimal, very small (G, F)-trees, which are defined in the following way. Definition 1.3. A (G, F)-tree T is small if arc stabilizers in T are either trivial, or cyclic and non-peripheral. A (G, F)-tree T is very small if it is small, and in addition nontrivial arc stabilizers in T are closed under taking roots, and tripod stabilizers in T are trivial.
We note that the trivial action of G on a point is very small in the above sense. We will denote by V SL(G, F) the subspace of PR G made of very small (G, F)-trees.
The equivariant Gromov-Hausdorff topology
The equivariant Gromov-Hausdorff topology on the space of (G, F)-trees. The space O(G, F) can also be equipped with the equivariant Gromov-Hausdorff topology [21] , which is equivalent to the axes topology [22] . We now recall the definition of the equivariant Gromov-Hausdorff topology on the space of (G, F)-trees. Let T and T ′ be two (G, F)-trees, let K ⊂ T and K ′ ⊂ T ′ be finite subsets, let P ⊂ G be a finite subset of G, and let ǫ > 0. A P -equivariant ǫ-relation between K and K ′ is a subset R ⊆ K × K ′ whose projection to each factor is surjective, such that for all (x, x ′ ), (y, y ′ ) ∈ R and all g, h ∈ P , we have |d
A basis of open sets for the equivariant Gromov-Hausdorff topology is given by the sets O(T, K, P, ǫ) of all (G, F)-trees T ′ for which there exist a finite subset
The equivariant Gromov-Hausdorff topology on the space of pointed (G, F)-trees. The equivariant Gromov-Hausdorff topology can also be defined on the space of pointed (G, F)-trees. Let T be a (G, F)-tree, and let (x 1 , . . . , x l ) ∈ T l . Let K ⊂ T and P ⊂ G be finite subsets, and let ǫ > 0. A basis of open sets for the equivariant GromovHausdorff topology is given by the sets O ′ ((T, (x 1 , . . . , x l )), K, P, ǫ) of all pointed (G, F)-
. . , l}. Let T be a (G, F)-tree, let x ∈ T , and let (T n ) n∈N be a sequence of (G, F)-trees that converges to T in the equivariant Gromov-Hausdorff topology. A sequence (x n ) n∈N ∈ n∈N T n is an approximation of x if the sequence ((T n , x n )) n∈N of pointed (G, F)-trees converges to (T, x).
be a sequence of pointed very small (G, F)-trees that converges to (T, u) (resp. (T ′ , u ′ )) in the equivariant Gromov-Hausdorff topology. Assume that for all n ∈ N, there exists a 1-Lipschitz
where T ′ denotes the metric completion of T ′ .
Graphs of actions and transverse coverings
Let G be a countable group, and F be a free factor system of G. A (G, F)-graph of actions consists of
• a marked metric graph of groups G (in which we allow some edges to have length 0), whose fundamental group is isomorphic to G, such that all subgroups in F are conjugate into vertex groups of G, and
• an isometric action of every vertex group G v on a G v -tree T v (possibly reduced to a point), in which all intersections of G v with peripheral subgroups of G are elliptic, and
• a point p e ∈ T t(e) fixed by i e (G e ) ⊆ G t(e) for every oriented edge e.
A (G, F)-graph of actions is nontrivial if the associated graph of groups is not reduced to a point. Associated to any (G, F)-graph of actions G is a G-tree T (G). Informally, the tree T (G) is obtained from the Bass-Serre tree of the underlying graph of groups by equivariantly attaching each vertex tree T v at the corresponding vertex v, an incoming edge being attached to T v at the prescribed attaching point. The reader is referred to [9, Proposition 3.1] for a precise description of the tree T (G). We say that a (G, F)-tree T splits as a (G, F)-graph of actions if there exists a (G, F)-graph of actions G such that T = T (G).
A transverse covering of an R-tree T is a family Y of nondegenerate closed subtrees of T such that every arc in T is covered by finitely many subtrees in Y, and for all Y = Y ′ ∈ Y, the intersection Y ∩ Y ′ contains at most one point. It is trivial if Y = {T }, and nontrivial otherwise. The skeleton of Y is the simplicial tree S defined as follows. The vertex set of S is the set Y ∪ V 0 (S), where V 0 (S) is the set of all intersection points between distinct subtrees in Y. There is an edge between Y ∈ Y and y ∈ V 0 (S) whenever y ∈ Y . 2 Geometric (G, F )-trees
From systems of isometries to R-trees
Systems of isometries and their suspensions. A system of isometries is a pair K = (K, Φ), where K is a finite forest, and Φ = (φ j ) j∈J is a family of isometries between nonempty closed subtrees A φ j and B φ j of K. The trees A φ j and B φ j are called the bases of the isometry φ j . A singleton is an isometry whose bases are reduced to points. Given an isometry φ, we denote by φ −1 its inverse, which is a partial isometry from B φ to A φ . Given partial isometries φ 1 , . . . , φ n , we denote by φ 1 • · · · • φ n the composition of the φ i 's, which is a partial isometry whose domain is the set of all x ∈ A φn such that for all i ∈ {2, . . . , n}, we have φ i • · · · • φ n (x) ∈ A φ i−1 . A word in the partial isometries in the family Φ and their inverses is reduced if it does not contain any subword of the form
The suspension of a system of isometries K is the foliated 2-complex Σ, called a band complex, defined in the following way. Start with the disjoint union of K (foliated by points), and a copy of the band A φ × [0, 1] (foliated by leaf segments { * } × [0, 1]) for each φ ∈ Φ. We get Σ by gluing each A φ × [0, 1] to K, identifying each (t, 0) ∈ A φ × {0} with t ∈ A φ ⊆ K, and each (t, 1) ∈ A φ × {1} with φ(t) ∈ B φ ⊆ K.
A relatively finite system of isometries is a triple K = (K, (x 1 , . . . , x k ), Φ), where (K, Φ) is a system of isometries, and {x 1 , . . . , x k } ⊂ K is a finite subset of K (possibly with repetitions), so that all but finitely many isometries in Φ are singletons with both bases equal, and equal to one of the x i 's. The suspension of a relatively finite system of isometries is a finite foliated 2-complex, with a set of (possibly infinite) bouquets of circles attached at the x i 's. The singular set Sing of a relatively finite system of isometries is the finite set consisting of the x i 's, of all vertices of the finite forest K, and of all extremities of the bases of the isometries in Φ.
A system of isometries K has independent generators if no reduced word in the isometries in Φ and their inverses represents a partial isometry of K that fixes some nondegenerate arc. Equivalently, a system of isometries K has independent generators if their is no cycle of regular leaves in the suspension of K.
From (G, F)-systems of isometries to (G, F)-trees. Let G be a countable group, and let F be a free factor system of G. The group G splits as a free product of the form G = G 1 * · · · * G k * F N , where the G i 's are representatives of the conjugacy classes in F, and F N is a finitely generated free group. For all i ∈ {1, . . . , k}, we fix once and for all a set C i ⊆ G i such that G i |C i is a presentation of G i . Definition 2.1. A (G, F)-system of isometries is a relatively finite system of isometries
) (where we allow to have x i = x i ′ with i = i ′ ), whose suspension Σ is connected, such that
• for all i ∈ {1, . . . , k} and all g ∈ G i {e}, we have x i ∈ A φg and φ g (x i ) = x i ; the leaf segments passing through x i of the associated bands of Σ are called special loops, they form a (possibly infinite) bouquet of circles R i based at x i called a special rose, and
• there is a point * ∈ Σ, and for all i ∈ {1, . . . , k}, a path e i from * to x i , and
• there is a surjective morphism ρ : π 1 (Σ, * ) → G, such that for all i ∈ {1, . . . , k} and all g ∈ G i {e}, if γ is the leaf segment of R i associated to the isometry φ g , then ρ(e i γe i ) = g −1 , and whose kernel is normally generated by C 1 ∪ · · · ∪ C k , where the elements of C i are represented by curves of the form e i γe i .
We denote by Σ ρ the covering of Σ corresponding to ρ, so that G acts on Σ ρ . The foliated 2-complex Σ ρ is naturally equipped with a pseudo-metric, obtained by integration of the transverse measure. As kerρ is normally generated by loops contained in leaves of Σ ρ , it follows from [19, Proposition 1.7] that the metric space obtained by making this pseudo-metric Hausdorff is an R-tree T K , equipped with a natural G-action. All subgroups
For all i ∈ {1, . . . , k}, we let G
, both as a positive letter g + := (g, +1) and as a negative letter g − := (g, −1). The map
gives a way of associating an element of the group G to any word in the letters in
-word is freely reduced if it does not contain any subword of the form g + g − or g − g + with g ∈ G i . For all g ∈ G i , we let φ + g := φ g , and we let φ − g be the isometry from B φg to A φg defined as the inverse of φ g . Given a reduced G (with ǫ i ∈ {±} for all i ∈ {1, . . . , k}), we let φ w :
, which is an isometry whose domain is the set of all x ∈ K such that for all i ∈ {1, . . . , k − 1}, we have φ
. . , x k ), Φ) has relatively independent generators if for all i ∈ {1, . . . , k}, and all nontrivial freely reduced G ± iwords w, the point x i is the only element fixed by the isometry φ w .
Standard (G, F )-systems of isometries
We will be mainly interested in trees T K associated to systems of isometries for which K is a finite tree (i.e. K is connected). We fix once and for all a free basis X of F N , and we let B :
Every B ± -word w can be decomposed as a concatenation of syllables, defined as maximal subwords of w that either consist in a single letter in X ± , or consist of a succesion of letters in a single G ± i . A B-syllable word is a word in the letters in X ± ∐ (G 1 ∐ · · · ∐ G k ) (notice that there is a copy 1 i of the identity element of G in each of the G i 's), where no two consecutive letters belong to the same G i . It is reduced if it does not contain any subword of the form x + x − or x − x + with x ∈ X, and does not contain any letter 1 i . A B-syllable word W that does not represent a peripheral element of G is cyclically reduced if in addition, the first and last letters of W are not of the form x + and x − for any x ∈ X, and they do not belong to the same G i . Every element of G can be represented in a unique way as a reduced B-syllable word. A nonperipheral element g ∈ G is cyclically reduced if the reduced B-syllable word that represents g is cyclically reduced.
• the forest K is a tree (i.e. it is connected), and * ∈ K, and
• for all i ∈ {1, . . . , k} and all g ∈ G i , the point x i belongs to the domain of φ g , and φ g (x i ) = x i , and
where * g ∈ B φg for all g ∈ B (with * g = x i for all g ∈ G i ), and [ * , * g ] is a segment contained in K, and γ is the leaf segment based at * g in the band associated to φ (g,−1) , induces the inverse of the isomorphism induced by ρ, and
• for all i ∈ {1, . . . , k}, if w is a G ± i -word that represents the identity of G, then φ w is a restriction of the identity on K.
Again, we can define the isometry φ w for all B ± -words w as above. For all g ∈ X ± , we let ψ g := φ g . Let i ∈ {1, . . . , k}, and let g ∈ G i . The last property in Definition 2.3 implies that if w and w ′ are two G ± i -words that both represent g, then the isometries φ w and φ w ′ are equal in restriction to the intersection of their domains. We can thus define ψ g to be the partial isometry of K defined on the union of the domains of all φ w , where w ranges over the collection of G ± i -words that represent g. We claim that the domain of ψ g is a closed subtree of K. Indeed, for all B ± -words w that represent g, the domain of φ w is a closed subtree of K that contains x i . In addition, the set of possible distances between x i and the extremity of the domain of some φ w is finite. The claim follows from these two observations.
The following theorem extends a theorem of Gaboriau and Levitt [6, Theorem I.1] to the context of (G, F)-trees.
• the tree K isometrically embeds into T K , and
• for all g ∈ B and all x ∈ A φg , we have g.x = φ g (x), and
• every segment of T K is contained in a finite union of translates g.K with g ∈ G, and
• if T ′ is any (G, F)-tree satisfying the first two above properties, then there exists a unique G-equivariant morphism j :
If T ′ is a tree satisfying the first two bullets of Theorem 2.4, the morphism j provided by Theorem 2.4 is called a resolution of T ′ . The following proposition extends [6, Proposition I.4] .
For all x, y ∈ K, and all g ∈ G, we have y = g.x in T K if and only if there exists a B ± -word w representing g, whose associated B-syllable word is reduced, such that y = φ w (x).
Proof of Theorem 2.4 and Proposition 2.5. For all g ∈ G, and all x, y ∈ K, let
where the infimum is taken over all B ± -words g ǫ 1 1 . . . g ǫp p representing g, and all points z j in the domain of φ j := φ ǫ j g j . We define a pseudometric on K×G by letting δ((x, g), (y, h)) := δ(x, y, h −1 g). By definition, the tree T K is the metric space obtained by making (K×G, δ) Hausdorff. The group G acts on this space by g ′ .(x, g) = (x, g ′ g). The second property in Theorem 2.4 follows from the definition, and the third property follows from connectedness of Σ. The last is obtained by letting δ ′ ((x, g), (y, h)) := d T ′ (gx, hy), and observing that as soon as T ′ satisfies the first two bullets of Theorem 2.4, then δ ′ ≤ δ. We claim that the infimum defining δ is achieved, and that it is achieved on a B ± -word whose associated B-syllable word is reduced. As the only reduced B-syllable word representing the identity of g is the empty word, the first property of T K will follow from our claim. Proposition 2.5 also follows from this claim. We now prove the above claim.
We first introduce some notations. Given a B ± -word w that represents g, we denote by δ w (x, y, g) the infimum in the definition of δ, taken over all points z j in the domains of the isometries φ j associated to the word w. We will also need to work with B-syllable words. We recall the definition of the isometries ψ j from the paragraph below Definition 2.3. For all g ∈ G and all x, y ∈ K, we let
where the infimum is taken over all B-syllable words W 1 . . . W l representing g, and all points z j in the domain of ψ j := ψ W j .
Step 1: For all g ∈ G and all x, y ∈ K, the infimum in the definition of δ syl (x, y, g) is achieved by the unique reduced B-syllable word W red that represents g.
Given a B-syllable word W that represents g, we let δ syl W (x, y, g) be the infimum in the definition of δ syl , taken over all points z j in the domains of the isometries ψ j associated to the word W . It follows from the triangle inequality that δ W (x, y, g) is achieved by letting z l be the point in the domain of ψ l that is the closest to x, and inductively defining z i−1 as the point in the domain of ψ i−1 that is the closest to z i , for all i ∈ {2, . . . , l} (see the proof of [6, Theorem I.1] for details of the computation). Note that if W contains a subword of the form x + x − or x − x + with x ∈ X, then the word W obtained from W by removing this subword also represents g, and δ syl W (x, y, g) ≤ δ syl W (x, y, g). If W contains an identity letter 1 i , then ψ 1 i is a restriction of the identity of K, so this letter can also be removed without increasing the value of δ syl W (x, y, g). This implies that δ syl (x, y, g) is achieved by the unique reduced B-syllable word W red that represents g.
Step 2 : There exists a B ± -word w representing g, such that δ w (x, y, g) ≤ δ syl W red (x, y, g).
The word W red reads as W red := W 1 . . . W l , where for all j ∈ {1, . . . , l}, the letter W j is either an X ± -letter, or a G i j -letter for some i j ∈ {1, . . . , k}. There are points z 1 , . . . , z l defined as in Step 1 (in particular z j belongs to the domain of ψ j ) such that
For all j such that W j ∈ X ± , we let w j := W j . By definition of ψ j , for all j such that W j ∈ G i j , there exists a G ± i j -word w j := w 1 . . . w s representing W j , such that the points z j , φ ws (z j ), . . . , φ w 1 • · · · • φ ws (z j ) = ψ j (z j ) are all contained in a leaf of the foliation. By inserting these points between z j and z j−1 in the above expression of δ syl (x, y, g), we see that the B ± -word w obtained by concatenating the w j 's satisfies δ w (x, y, g) ≤ δ syl W red (x, y, g).
Step 3: For all B ± -words w representing g, the associated B-syllable word W satisfies δ syl W (x, y, g) ≤ δ w (x, y, g).
Let w := w 1 . . . w p be a B ± -word that represents g, and let W := W 1 . . . W l be the corresponding B-syllable word. For all j ∈ {1, . . . , l}, we denote by g j the element of G represented by W j . Arguing as in Step 1, we see that δ w (x, y, g) is achieved by letting z p be the point in the domain of φ wp that is the closest to x, and inductively defining z i−1 as the point in the domain of φ w i−1 that is the closest to z i , for all i ∈ {2, . . . , p}. We let x = z i l+1 , z i l , . . . , z i 1 , z i 0 = y be those points along the sequence corresponding to first letters of the syllables of w.
Let j ∈ {1, . . . , l} be such that g j belongs to some G l j . The above argument gives points u 1 , . . . , u s ∈ K such that
where φ 1 • · · · • φ s is the partial isometry associated to the word w i j . . . w i j+1 −1 . As u m is the projection of u m+1 to the domain of φ m , and as x l j belongs to this domain, the distance d K (x l j , u m ) cannot increase from u m+1 to u m . This implies that φ 1 (u 1 ) belongs to the range of ψ g j , and has a preimage u ′ s in the segment [
On the other hand, we have δ w i j ...
This inequality also holds (and is in fact an equality) when W j is an X ± -letter. As W reads as the concatenation of all W j 's, the triangle inequality then implies that δ syl W (x, y, g) ≤ δ w (x, y, g).
Step 4: The infimum defining δ is achieved on the B ± -word w defined in Step 2.
Let w be a B ± -word that represents g. By combining Step 1 and Step 3, we get that δ
Step 2, we then get that δ w (x, y, g) ≤ δ w (x, y, g). This concludes Step 4, and proves the claim.
Construction of standard (G, F )-systems of isometries, geometric trees
An important example of standard (G, F)-systems of isometries with relatively independent generators comes from the following construction. Let T be a (G, F)-tree. For all i ∈ {1, . . . , k}, let x i be the point in T which is fixed by the subgroup G i . Let K 0 ⊆ T be a finite subtree such that K 0 ∩ gK 0 = ∅ for all g ∈ X, and x i ∈ K 0 for all i ∈ {1, . . . , k}. For all i ∈ {1, . . . , k}, let D i be a set of representatives of the G i -orbits of the connected components of
The closure of τ d is a finite subtree of T that contains x i . We then let
and let
which is a finite closed subtree of T . Let Φ be the family of partial isometries of K made of
• one isometry φ g associated to each element g ∈ X, with bases g −1 K 0 ∩ K 0 and K 0 ∩ gK 0 , and
• for all i ∈ {1, . . . , k} and all g ∈ G i , one isometry φ g with bases g −1 τ i ∩ K 0 and
The tree T satisfies the first two bullets of Theorem 2.4, so there is a morphism j :
Lemma 2.6. Let T be a (G, F)-tree in which no peripheral element of G fixes an arc. Then the system K has relatively independent generators. If all arc stabilizers in T are trivial, then K has independent generators.
Proof. Let i ∈ {1, . . . , k}, and let (g, +1) and (g ′ , ǫ ′ ) be two distinct elements in G ± i . We claim that the domain of φ (g,+1) intersects the domain of φ (g ′ ,ǫ ′ ) only at x i . Indeed, since g does not fix any arc in T , the domain of φ (g,+1) is not contained in a direction in τ i (while its range is by construction). Therefore, if the domains of φ (g,+1) and φ (g ′ ,ǫ ′ ) intersected nondegenerately, we would have ǫ ′ = +1, and the ranges of φ (g,+1) and φ (g ′ ,+1) would also intersect nontrivially by construction. The element g ′ g −1 would then fix an arc in T , so g = g ′ , a contradiction. Therefore, the only G ± i -words of length 2 representing isometries with nondegenerate domain are of the form (g, +1)(
Relative independence of the generators follows from this observation. Now assume that some reduced word in the partial isometries in K and their inverses represents an isometry that fixes a degenerate arc of K. This implies that there is a freely reduced B ± -word w, in which all syllables are either of length 1, or of length 2 and of the form (g, +1)(g ′ , −1), that labels a partial isometry of K which fixes a nondegenerate arc of K. In particular, the B-syllable word associated to w is reduced. Therefore, the associated element of G is nontrivial, and it fixes an arc in T by Proposition 2.5. If arc stabilizers in T are trivial, we reach a contradiction. Definition 2.7. A (G, F)-tree T is geometric if there exists a finite subtree K ⊆ T such that the above construction yields T = T K .
Let T be a (G, F)-tree, and let (T n ) n∈N be a sequence of (G, F)-trees. The sequence (T n ) n∈N strongly converges towards T (in the sense of Gillet and Shalen [8] ) if for all integers n ≤ n ′ , there exist morphisms j n,n ′ : T n → T n ′ and j n : T n → T such that for all n ≤ n ′ and all segments I ⊆ T n , the morphism j n ′ is an isometry in restriction to j n,n ′ (I). Strong convergence implies in particular that for all g ∈ G, there exists n 0 ∈ N such that for all n ≥ n 0 , we have ||g|| Tn = ||g|| T . The following theorem essentially follows from work by Levitt Theorem 2.8. Let G be a countable group, and let F be a free factor system of G. Let T be a minimal (G, F)-tree. Then there exists a sequence (T n ) n∈N of minimal geometric (G, F)-trees that strongly converges towards T . If in addition H is a subgroup of G with finite Kurosh rank that is elliptic in T , then the approximation can be chosen so that H is elliptic in T n .
Proof. Let T be a minimal, very small (G, F)-tree. For all i ∈ {1, . . . , k}, let
, and let G n be the set of elements of G that can be written as B ± nwords of length smaller than or equal to n. Let x 0 ∈ T , and for all n ≥ 1, let K 0 n be the convex hull of {gx 0 |g ∈ G n } in T . Let K n be the finite subtree of T constructed from K 0 n as above. Notice that for all n ≥ 1 and all g ∈ X, we have K n ∩ gK n = ∅, and for all i ∈ {1, . . . , k}, we have x i ∈ K n . All extreme points of K n belong to the orbit of x 0 . By minimality, the tree T is the increasing union of the trees K n , and there exists g 0 ∈ G such that x 0 belongs to the translation axis of g 0 in T . Let n 0 ∈ N be large enough so that
For all n ≥ n 0 , we let T n be the tree obtained from K n by the above construction. The distance between x 0 and g 0 x 0 is the same in T n and in T , which implies that x 0 belongs to the axis of g 0 in T n . Being the convex hull of the orbit of x 0 , the tree T n is minimal.
We claim that the sequence (T n ) n∈N strongly converges towards T . Theorem 2.4 provides morphisms j n,n ′ : T n → T n ′ for all n ≤ n ′ , and morphisms j n : T n → T for all n ∈ N. Let n ∈ N, and I ⊆ T n . Theorem 2.4 enables us to choose a finite set Y of elements of G so that I is covered by the translates of K n under elements in Y . We then let n ′ be large enough so that K n ′ contains all these translates of K n . Then j n ′ is an isometry in restriction to j n,n ′ (I). This shows strong convergence of the trees T n towards T .
By choosing n large enough so that all elements in a basis of the free part of the Kurosh decomposition of H, as well as all conjugators arising in this decomposition, can be written as B ± n -words of length smaller than or equal to n, and K n contains a fixed point of H, we can ensure that the last property of Theorem 2.8 is satisfied.
Remark 2.9. Notice that if branch points are dense in T , then the tree K n ∩ K 0 has edges of arbitrarily small length as n tends to +∞, from which it follows that simplicial edges in the geometric approximation of T have lengths going to 0.
Stabilizers in geometric (G, F )-trees
We now list a few other useful properties of the tree T K , which were proved by Gaboriau and Levitt in [6] in the case of F N -trees. Proposition 2.10. Let K be a standard (G, F)-system of isometries, and let g ∈ G be nonperipheral and cyclically reduced. Then the fixed point set of g in T K is contained in K.
Proof. The proof goes as in [6, Proposition I.5] . Let a ∈ T K be a fixed point of g. Choose a representative (x, h) ∈ K × G of a (with the notations from the proof of Theorem 2.4), such that the length of the unique B-syllable word U = U 1 . . . U k representing h is minimal, and assume that h = e. Since (x, h) = (x, gh), it follows from Proposition 2.5 that there exists a B ± -word w = (w 1 , ǫ 1 ) . . . (w n , ǫ n ) representing h −1 gh, such that x = φ w (x). We let W 1 . . . W l be the associated B-syllable word (which is not a single letter in some
(in which we might have to replace
by a single letter in some G i {1 i }) is a reduced B-syllable word that represents g. Therefore g is not cyclically reduced, a contradiction.
Corollary 2.11. Let T be a small (G, F)-tree, and let K be a finite subtree of T that contains all fixed points of the G i 's, and such that K ∩ sK = ∅ for all s ∈ X. For all g = 1 ∈ G, the restriction of the resolution map j : T K → T to the fixed point set of g is an isometry. In particular, arc stabilizers in T K are either trivial, or cyclic and non-peripheral. If T is very small, then tripod stabilizers in T K are trivial.
, and in addition, we have Fix(g kl ) = Fix(g k ) for all l ≥ 1. We refer to Section 6 for details and equivalent definitions.
Corollary 2.12. Let T be a small (G, F)-tree, and let K be a finite subtree of T that contains all fixed points of the G i 's, and such that
Proof. Let g ∈ G be nonperipheral, and let k ∈ N. Up to passing to a conjugate, we can assume that g is cyclically reduced, and in this case the fixed point set of g in T K is contained in K by Proposition 2.10. Let x ∈ K be such that there exists l ∈ N such that g kl (x) = x. We will show that g k (x) = x. By Proposition 2.5, there exist partial isometries φ 1 , . . . , φ n associated to a B ± -word representing g kl , such that φ w (x) = x, whose associated B-syllable word W = W 1 . . . W p is reduced. As g is cyclically reduced, there exists a subword W s . . . W p of W that represents g k , and we have
As a consequence of Theorem 2.8 and the above two corollaries, we get the following approximation result. The statement about relative independence of the generators comes from Lemma 2.6. Theorem 2.13. Let G be a countable group, and let F be a free factor system of G. Let T be a minimal, small (G, F)-tree. Then there exists a sequence (T n ) n∈N of minimal, small, geometric (G, F)-trees with relatively independent generators, that strongly converges towards T . If T is very small (resp. k-tame for some k ∈ N), the approximation can be chosen very small (resp. k-tame).
Compactness of the space of projective very small (G, F )-trees
We recall that V SL(G, F) denotes the space of projective classes of nontrivial, minimal, very small (G, F)-trees, equipped with the axes topology. We will prove that this space is compact. As the space of all minimal (G, F)-trees is compact, this amounts to showing that every limit point of a sequence of very small (G, F)-trees is very small. This was proved by Cohen and Lustig for actions of finitely generated groups on R-trees [2, Theorem I]: by working in the axes topology, they proved closedness of the conditions that nontrivial arc stabilizers are cyclic and root-closed, and that tripod stabilizers are trivial. We will provide a shorter proof of these facts by working in the equivariant Gromov-Hausdorff topology. The Gromov-Hausdorff topology is equivalent to the axes topology on the space of minimal, irreducible (G, F)-trees [22] , and small (G, F)-trees are irreducible (i.e. they have no global fixed end). A proof of the fact that being small is a closed condition (in the equivariant Gromov-Hausdorff topology) also appears in [21, Lemme 5.7] . In our setting, we also need to check closedness of the condition that arc stabilizers are not peripheral. We will make use of classical theory of group actions on R-trees, and refer the reader to [3] for an introduction to this theory.
Proposition 3.1. For all countable groups G and all free factor systems F of G, the space V SL(G, F) is compact in the equivariant Gromov-Hausdorff topology.
Lemma 3.2. Let T be a minimal (G, F)-tree, and let (T n ) n∈N be a sequence of minimal (G, F)-trees that converges (non-projectively) to T . Let g ∈ G be an element that fixes a nondegenerate arc in T . Then for all n ∈ N sufficiently large, either g fixes a nondegenerate arc in T n , or g is hyperbolic in T n .
Proof. Otherwise, up to passing to a subsequence, we can assume that for all n ∈ N, the element g fixes a single point x n in T n . Let [a, b] be a nondegenerate arc fixed by g in T . Let a n (resp. b n ) be an approximation of a (resp. b) in the tree T n . As d Tn (a n , ga n ) and d Tn (b n , gb n ) both tend to 0, the points a n and b n are both arbitrarily close to x n . Therefore, the distance d Tn (a n , b n ) converges to 0, and a = b, a contradiction.
Lemma 3.3. Let T be a minimal (G, F)-tree, and let (T n ) n∈N be a sequence of minimal (G, F)-trees that converges to T . Let g ∈ G. Assume that some power g k of g fixes a nondegenerate arc I in T . If for all sufficiently large n ∈ N, the element g is hyperbolic in T n , then g fixes I.
Proof. Let I := [a, b]. Let a n (resp. b n ) be an approximation of a (resp. b) in T n . Since d Tn (a n , g k a n ) and d Tn (b n , g k b n ) both converge to 0, the points a n and b n are arbitrarily close to the axis of g in T n , and ||g|| Tn converges to 0. Hence both d Tn (a n , ga n ) and
Proof of Proposition 3.1. As the space of all translation length functions of minimal, irreducible (G, F)-trees is compact, we only need to prove that being very small is a closed condition in the space of minimal, irreducible (G, F)-trees. Let (T n ) n∈N be a sequence of very small (G, F)-trees that converges to a (G, F)-tree T .
Let g ∈ G be a peripheral element. Then for all n ∈ N, the element g fixes a single point in T n . Lemma 3.2 implies that g fixes a single point in T .
Let now g, h ∈ G be two elements that fix a common nondegenerate arc [a, b] ⊆ T . We will show that the group g, h is abelian, and hence cyclic because g and h are nonperipheral. Let a n (resp. b n ) be an approximation of a (resp. b) in T n . Let ǫ > 0, chosen to be small compared to all fix a common nondegenerate arc in T n . As T n is very small, the group generated by these elements is (at most) cyclic, and in addition [g, h] is nonperipheral. This implies that [g, h] is hyperbolic in any Grushko (G, F)-tree. Both g and h preserve the axis of [g, h] in a Grushko (G, F)-tree, and hence g and h commute.
Let now g ∈ G be an element, one of whose proper power g k fixes a nondegenerate arc [a, b] ⊆ T .
We first assume that g fixes a nondegenerate arc in T n for all n ∈ N, and let I n denote the fixed point set of g in T n . Since T n is very small, the element g also fixes I n for all n ∈ N. Let a n (resp. b n ) be an approximation of a (resp. b) in T n . Since d Tn (g k a n , a n ) and d Tn (g k b n , b n ) both converge to 0, the arc I n comes arbitrarily close to both a n and b n . This implies that both d Tn (ga n , a n ) and d Tn (gb n , b n ) converge to 0, and therefore g fixes [a, b] in T .
Otherwise, up to passing to a subsequence, we can assume that g k , and hence g, is hyperbolic in T n for all n ∈ N. It then follows from Lemma 3.3 that g fixes [a, b].
We finally assume that g fixes a nondegenerate tripod in T , whose extremities we denote by a, b and c. Let m be the center of this tripod, and L > 0 be the shortest distance in T between m and one of the points a, b or c. Let a n (resp. b n , c n , m n ) be an approximation of a (resp. b, c, m) in T n , and let ǫ > 0 be such that ǫ < L 2 . For n sufficiently large, the point m n lies at distance at most ǫ from the center m ′ n of the tripod formed by a n , b n and c n in T n . In addition, as a n , b n and c n all lie at distance at most ǫ from C Tn (g), the distance from m ′ n to one of the points a n , b n or c n is at most ǫ. This leads to a contradiction.
Dimension of the space of very small (G, F )-trees
Bestvina and Feighn have shown in [1, Corollary 7.12 ] that the space of very small F Ntrees has dimension 3N − 4. Their result was improved by Gaboriau and Levitt in [6, Theorem V.2], who showed in addition that V SL(F N ) CV N has dimension 3N − 5. Following Gaboriau and Levitt's proof, we extend their computation to the general case of (G, F)-trees. We recall the notion of the free rank of (G, F) from Section 1.1.
Theorem 4.1. Let G be a countable group, and let F be a free factor system of G, such that rk
Theorem 4.2. Let G be a countable group, and let F be a free factor system of G,
The index of a small (G, F )-tree
Let T be a small (G, F)-tree, and let x ∈ T . The Kurosh decomposition of the stabilizer Stab(x) reads as
r * F. We claim that the groups G i 1 , . . . , G ir are pairwise non conjugate in G, which implies in particular that there are only finitely many free factors arising in the Kurosh decomposition of Stab(x). Indeed, otherwise, we could find i ∈ {1, . . . , k}, and g ∈ G, such that both G i and gG i g −1 fix x. This would imply that G i fixes both x and g −1 x, and therefore g −1 x = x because no arc of T is fixed by a peripheral element. Hence G i and gG i g −1 are conjugate in Stab(x), a contradiction.
Notice that the free group F might a priori not be finitely generated (though it will actually follow from Corollary 4.5 that it is). We define the index of x as
where v 1 (x) denotes the number of Stab(x)-orbits of directions from x in T with trivial stabilizer. A point x ∈ T is a branch point if T {x} has at least 3 connected components. It is an inversion point if T {x} has 2 connected components, and some element g ∈ G fixes x and permutes the two directions at x. The following proposition is a generalization of [6, Proposition III.1]. Proof. If rk K (Stab(x)) ≥ 2, then we have i(x) ≥ 2, and in this case x is a branch point. If Stab(x) is trivial, then i(x) = v 1 (x) − 2, where v 1 (x) is the number of connected components of T {x}, which is nonnegative because T is minimal, and i(x) > 0 if and only if x is a branch point. Finally, if rk K (Stab(x)) = 1, then i(x) = v 1 (x) ≥ 0. If i(x) > 0, then either x is a branch point as in the first case, or x has valence 2 and is therefore an inversion point. If i(x) = 0, and T is very small, the stabilizer of any direction from x is isomorphic to Stab(x). As tripod stabilizers are trivial in T , this implies that x is not a branch point.
Let T be a small (G, F)-tree, and let x, x ′ ∈ T . If x and x ′ belong to the same G-orbit, then i(x) = i(x ′ ). Given a G-orbit O of points in T , we can thus define i(O) to be equal to i(x) for any x ∈ O. We then let
We now extend [6, Theorem III.2] and its corollaries [6, Corollaries III.3 and III.4] to the context of (G, F)-trees.
Using Proposition 4.3, we get the following result as a corollary of Proposition 4.4.
Corollary 4.5. Any very small (G, F)-tree has at most 2 rk K (G, F) − 2 orbits of branch or inversion points, and the Kurosh rank of the stabilizer of any x ∈ T is at most equal to rk K (G, F).
Given a finite tree K and x ∈ K, we have
where v K (x) denotes the valence of x in K.
Proof of Proposition 4.4. First assume that T is geometric. For all i ∈ {1, . . . , k}, we let x i ∈ T be the fixed point of G i . Let K be a finite subtree of T , constructed as in Section 2.3, such that T = T K . We fix a G-orbit of points O ⊂ T . We will associate to O two graphs S and S ′ in the following way. Vertices of S are the points in O ∩ K. There is an edge e labelled by g from z to φ g (z) whenever z belongs to the basis of the isometry φ g ∈ Φ. We note that Proposition 2.5 implies that S is connected. The graph S is actually equal to the leaf in Σ passing through any point of O ∩ K. We then denote by v g (e) the valence of z in the domain of φ g . The multiplicity m(v) of a vertex v ∈ V (S) is the number of indices i ∈ {1, . . . , k} such that v = x i , and the weight of v is defined as w(v) := 1 − m(v). The weight w(e) of an edge e ∈ E(S) is defined to be 0 if there exists i ∈ {1, . . . , k} such that e is labelled by an element g ∈ G i and joins x i to itself, and to 1 otherwise. Notice that edges of weight 0 are contained in one of the special roses of K. We define the Kurosh rank of S to be rk
We similarly define the Kurosh rank of any subgraph G ⊆ S by only summing over vertices and edges in G. Let S (2) be the 2-complex obtained from S by gluing a disk along each curve in the roses R i that is labelled by an element of C i , with the notations from Definition 2.1.
Lemma 4.6. We have rk K (S) = rk K (Stab(x)).
Proof. The natural morphism ρ : π 1 (S) → G, induced by the inclusion of S as a leaf of Σ, takes its values in Stab(x). Surjectivity of ρ : π 1 (S) → Stab(x) follows from Proposition 2.5. We claim that the kernel of ρ is normally generated by the loops in C i contained in the special roses at the points x i that belong to O. Indeed, let γ ⊆ S be a loop whose label w represents the identity of G. We can assume w to be freely reduced. If w is not the empty word, since w represents the identity, the B-syllable word associated to w is a nonreduced B-syllable word, i.e. there exists a syllable in w which represents the identity element of some G i . By relative independence of the generators, this can only happen if it is a path contained in the special rose, and hence nullhomotopic in S (2) . Therefore, any loop contained in S, and whose label represents the identity of G, is homotopic to the trivial loop in S (2) . Therefore, the group π 1 (S (2) ) is isomorphic to Stab(x). The Kurosh rank rk K (S) is equal by definition to the rank of the fundamental group of the graph obtained from S by collapsing the special roses at the points x i , to which we add 1 for each i ∈ {1, . . . , k} such that x i ∈ O. We also recall that the factors arising in the Kurosh decomposition of Stab(x) are pairwise nonconjugate. By collapsing the special roses in S, we get a graph whose fundamental group has rank rk f (Stab(x)), and the number of collapsed roses is equal to |F Stab(x) |. Therefore, we have rk K (S) = rk K (Stab(x)).
We now define a graph S ′ by considering orbits of directions instead of orbits of points. Vertices of S ′ are the directions from points in O ∩ K, and there is an edge
of S is replaced by v K (x) vertices in S ′ , and every edge e in S labelled by g is replaced by v g (e) edges in S ′ . There is a natural map π : S ′ → S that sends vertices to vertices and edges to edges. 
The proof of the second statement of the lemma is similar to the proof of Lemma
Surjectivity of ρ ′ follows from Proposition 2.5, applied to two nearby points defining d. Injectivity of ρ again comes from the fact that G is a free product, and from relative independence of the generators.
We say that a (G, F)-tree T has finitely many orbits of directions if there are finitely many orbits of directions based at branch or inversion points in T .
Corollary 4.8. For all x ∈ K, there are only finitely many Stab(x)-orbits of directions at x in T . In addition, there are finitely many orbits of branch or inversion points in T (and hence finitely many orbits of directions in T ).
Proof. Let d be a direction at x in T . Then the Stab(x)-orbit of d contains a direction in K based at a point y ∈ O ∩ K. Since S is connected, there is a path γ contained in a leaf of Σ joining y to x. By lifting d along γ, we get that either d is a direction at x that is contained in K, or d is in the G-orbit of a direction in K at a point of the singular set Sing (we recall that the singular set of K is the finite subset of K made of all branch points, all endpoints of the bases of the partial isometries of K, and all points x i ). The claim follows because Sing is a finite set. Using the fact that the orbit of any point of T meets K, the above argument also shows that the orbit of any branch or inversion point in T meets the singular set Sing.
Let G be a finite connected subgraph of S containing all vertices in O ∩ Sing (where Sing denotes the singular set) and all edges e ∈ E(S) with v g (e) = 2w(e). This is welldefined, because all but finitely many edges in the special roses satisfy v g (e) = 2w(e) = 0, and all edges based at points of A φg that do not belong to the finite set Sing satisfy v g (e) = 2 and w(e) = 1. We add to G the special roses at the points x i that belong to O. Let G ′ ⊆ S ′ be the π-preimage of G in S ′ . Lemma 4.7, together with the fact that there are only finitely many Stab(x)-orbits of directions at any point x ∈ T (Corollary 4.8), shows that up to enlarging G if necessary, we may assume that π 1 (G ′ ) generates the fundamental group of every component of S ′ . Denote by G ′ j the components of G ′ . As the fundamental group of any finite graph X satisfies
Moreover, the definition of the Kurosh rank of G given in Equation (2) gives
w(e).
Summing the above two equalities, we get
where |F O | is the common value of |F Stab(x) | for all x ∈ O. We claim that rk K (G) is bounded independently of the choice of the finite graph G, which implies that rk K (S) is finite. Indeed, Lemma 4.7 implies that 1 − rk(π 1 (G ′ j )) cannot be negative. In addition, the right-hand side of the equality does not depend on G, because v K (x) = 2 as soon as x / ∈ Sing, and v g (e) = 2w(e) for all edges of S that do not belong to G. Up to enlarging G if necessary, we can thus assume that π 1 (G) = π 1 (S). This implies that G contains any embedded path in S with endpoints in G, and therefore each component of S ′ contains only one component of G ′ . Lemmas 4.6 and 4.7 then imply that the left-hand side of the above inequality is equal to i(O), so
We will now sum up the above equality over all orbits of points in K to get an expression of the index of T . Equation (1) implies that
We also have
and we are left understanding the rightmost sum in Equation (3). We will compute the contribution of each element of B = (X ∪ G 1 ∪ · · · ∪ G k ) {e} to this sum. Let g ∈ X. Then all edges e ∈ E(S) labelled by g have weight w(e) = 1, so their contributions to the rightmost sum of Equation (3) sum up to
Using Equation (1), we get
Let now i ∈ {1, . . . , k}, and g ∈ G i . Then all edges e ∈ E(G) labelled by g have weight w(e) = 1, except the one at the point x i , which has weight 0, in case x i ∈ O. Therefore, their contributions to the rightmost sum of Equation (3) sum up to
By combining all the above equalities, we thus get that
and we are done in the case where T is geometric.
We now turn to the general case, where T need no longer be geometric. Let (K n ) n∈N be a sequence of finite subtrees of T constructed as in Section 2.3, such that the corresponding geometric (G, F)-trees T n strongly converge to T . Let x ∈ T be a branch or inversion point, and let s ≤ i(x) be an integer. As T is a (G, F)-tree, the Kurosh decomposition of Stab(x) reads as
where G i 1 , . . . , G ir are pairwise non conjugate in G, and F is a free group (which might a priori not be finitely generated). Let Y be a finite subset of Stab(x) made of elements from a free basis of F and one nontrivial element in each of the subgroups g j G i j g −1 j . Let d 1 , . . . , d q be directions at x in T with trivial stabilizers, in distinct Stab(x)-orbits. We make these choices in such a way that 2|Y | + q − 2 = s. Because of strong convergence, it is possible for n large enough to lift x to an element x n ∈ T n in such a way that all elements in Y fix x n , and we can similarly lift all directions d i to a direction from x n in T n . We have v 1 (x n ) ≥ q, and the resolution morphism from T n to T provided by Theorem 2.4 induces an injective morphism from Stab(x n ) to Stab(x), whose image contains all elements in Y , and all subgroups g j G i j g
−1 j
because T n is a (G, F)-tree. As the subgroup generated by Y and the collection of subgroups of the form g j G i j g −1 j is a free factor, we get that rk K (Stab(x)) ≥ |Y |. Hence i(x n ) ≥ s. As this is true for all s ≤ i(x), we get that i(x) ≤ i(x n ). Since lifts to T n of branch or inversion points in distinct G-orbits in T belong to distinct G-orbits of T n , it follows from the first part of the argument that i(T ) ≤ 2 rk K (G, F) − 2.
Bounding Q-ranks, and the dimension of V SL(G, F )
We now compute the dimension of V SL(G, F), following the arguments in [6, Sections IV and V]. Let T be a minimal, small (G, F)-tree. We denote by L the additive subgroup of R generated by the values of the translation lengths ||g|| T , for g varying in G. The Z-rank r Z (T ) is the rank of the abelian group L, i.e. the minimal number of elements in a generating set of L (it is infinite if L is not finitely generated). The Q-rank r Q (T ) is defined to be the dimension of the Q-vector space L ⊗ Z Q. Notice that we always have r Q (T ) ≤ r Z (T ). Let Y be the set of points in T which are either branch points or inversion points. We define Λ as the subgroup of R generated by distances between points in Y . We have 2Λ ⊆ L ⊆ Λ, see [6, Section IV] . We recall our notation G = G 1 * · · · * G k * F N . The following two propositions were stated by Gaboriau and Levitt in the case of nonabelian actions of finitely generated groups on R-trees without inversions. Their proofs adapt to our framework. T be a small (G, F) tree, and let {p j } j∈J be a set of representatives of the G-orbits of branch and inversion points in T . Then for all j 0 ∈ J, the set {d T (p j 0 , p j )} j∈J {j 0 } generates Λ/L.
We refer the reader to [6, Proposition IV.1] for a proof of the above two facts. We mention that these proofs are based on the following lemma, which follows from standard theory of group actions on R-trees. • For all branch or inversion points p, q, r ∈ T , we have d(p, r) = d(p, q)+d(q, r) mod 2Λ.
• For all branch or inversion points p ∈ T and all g ∈ G, we have d(p, gp) = ||g|| T mod 2Λ.
• For all g, h ∈ G, we have ||gh|| T = ||g|| T + ||h|| T mod 2Λ. Proof of Proposition 4.12. It follows from the proof of Theorem 2.4 that Λ is generated by distances between points in the finite singular set Sing. So Λ is finitely generated, and therefore L is finitely generated (recall that 2Λ ⊆ L ⊆ Λ). Hence Λ/2Λ is isomorphic to (Z/2Z) r Z (T ) , and the upper bound on r Z (T ) follows from Propositions 4.9 and 4.10.
We also recall the following result from [6, Proposition IV.2].
Proposition 4.13. (Gaboriau-Levitt [6, Proposition IV.2]) Let T ∈ V SL(G, F) be a nongeometric tree obtained as the strong limit of a system T K(t) of geometric trees. Then
and
Proposition 4.14. For all T ∈ V SL(G, F), we have r Q (T ) ≤ 3rk f (G, F) + 2|F| − 3.
Proof. When T is geometric, Proposition 4.12 implies that r Q (T ) ≤ r Z (T ) ≤ rk f (G, F)+ b− 1. Corollary 4.5 shows that b ≤ 2rk f (G, F)+ 2|F|− 2, and the claim follows. When T is nongeometric, it is a strong limit of a system of geometric trees, and the claim follows from Proposition 4.13.
Proposition 4.15. (Gaboriau-Levitt [6, Proposition V.1]) Let G be a countable group, let F be a free factor system of G, and let k ≥ 1 be an integer. The space of projectivized length functions of (G, F)-trees with Q-rank smaller than or equal to k has dimension smaller than or equal to k − 1.
Proof of Theorem 4.1. Theorem 4.1 follows from Propositions 4.14 and 4.15, since outer space P O(G, F) contains (3rk f (G, F) + 2|F| − 4)-simplices, obtained for instance by varying the edge lengths of a graph of groups that has the shape displayed on Figure  2 .
Very small graphs of actions
In this section, we mention a decomposition result which was proved by Levitt for actions of finitely generated groups on R-trees having finitely many orbits of branch points [18, Theorem 1]. The proof uses the fact that every such action on a tree T is finitely supported, i.e. there exists a finite tree K ⊂ T such that every arc I ⊂ T is covered by finitely many translates of K. The fact that minimal (G, F)-actions on R-trees are finitely supported was noticed by Guirardel in [11, Lemma 1.14]. Using finiteness of the number of orbits of branch and inversion points in a very small (G, F)-tree, Levitt's theorem adapts to our more general framework. Let G be a countable group, and let F be a free factor system of G. Then every tree T ∈ V SL(G, F) splits uniquely as a graph of actions, all of whose vertex trees have dense orbits, such that the Bass-Serre tree of the underlying graph of groups is very small, and all its edges have positive length.
Additional arguments for computing the dimension of V SL(G, F ) P O(G, F )
We start by recalling the following well-known fact. We recall that a (G, F)-tree T has finitely many orbits of directions if they are finitely many orbits of directions at branch or inversion points in T .
Proposition 4.17. Let T be a (G, F)-tree with dense orbits. If T is small, and has finitely many orbits of directions (in particular, if T is very small, or small and geometric), then all stabilizers of nondegenerate arcs in T are trivial.
Proof. Let e ⊆ T be a nondegenerate arc in T , and assume there exists a nontrivial element g ∈ G such that ge = e. We can find two distinct directions d, d ′ in e based at branch or inversion points of T (oriented in the same way), and an element h ∈ G so that d ′ = hd. Notice in particular h is hyperbolic in T , so h is nonperipheral, and g, h is not cyclic. The points at which these directions are based can be chosen to be both arbitrarily close to the midpoint of e, and in this case g and hgh −1 fix a common nondegenerate subarc of e. As T is small, this implies that g and hgh −1 commute. Hence h preserves the axis of g in any Grushko (G, F)-tree, which implies that g and h generate a cyclic subgroup of G, a contradiction.
The following proposition extends [6, Theorem III.2].
Proof. We know from Proposition 4.4 that i(T ) ≤ 2rk K (G, F) − 2. Assume towards a contradiction that i(T ) = 2rk K (G, F) − 2. Let Y ⊂ T be a finite set that contains one point from each G-orbit with positive index, and let x ∈ Y . The Kurosh decomposition of Stab(x) reads as
where F is a finitely generated free group, and H i k is G-conjugate to G i k for all j ∈ {1, . . . , k}. Let X := {f 1 , . . . , f q } be a free basis of F , and let B :
Let (T n ) n∈N be an approximation of T constructed as in the proof of Theorem 2.8. We can assume that K n has been chosen so that the extremities of K n are branch points or inversion points in T (this can be achieved by choosing for x 0 a branch point or inversion point of T , with the notations from the proof of Theorem 2.8). As in the proof of Proposition 4.4 in the nongeometric case, we choose directions d 1 , . . . , d r , so that 2k + 2q + r − 2 = i(x), and n ∈ N so that we can associate a point x n ∈ T n to each x ∈ Y .
As i(T n ) = i(T ), the orbit of every branch or inversion point of T n with positive index contains some x n . Furthermore, every direction from x n with trivial stabilizer belongs to the Stab(x n )-orbit of the lift d ′ β of one of the directions d β to T n . The morphism j n : T n → T is not an isometry, otherwise T would be geometric. Hence there exist y ∈ T n , and two adjacent arcs e 1 and e 2 at y whose j n -images have a common initial segment. If y is a branch point or an inversion point with positive index, it follows from the above paragraph that both e 1 and e 2 have nontrivial stabilizer (otherwise we would have i(T ) < i(T n )). As T is small, the stabilizers of e 1 and e 2 generate a cyclic subgroup of G, so there exists g ∈ G that fixes both e 1 and e 2 in T n . This contradicts injectivity of j in restriction to the fixed point set of g (Proposition 2.11). If y is a branch or inversion point with index 0, then y has cyclic stabilizer, and there exists g ∈ G that stabilizes all adjacent edges. Again, this contradicts injectivity of j in restriction to the fixed point set of g. If y is neither a branch point nor an inversion point, then Theorem 2.4 implies that e 1 and e 2 are contained in the interior of a common G-translate of K n , because extremal points of K n have been chosen to be branch or inversion points in T . This again leads to a contradiction, since the restriction of j n to this translate of K n is an isometry.
The following proposition is an extension of [6, Theorem IV.1].
Proposition 4.19. For all very small
Proof. When T is nongeometric, the claim follows from Propositions 4.13 and 4.14. We will assume that T is geometric and show that r Z (T ) < 3rk f (G, F) + 2|F| − 3. We have r Z (T ) < +∞ (Proposition 4.12), and Λ/2Λ is isomorphic to (Z/2Z) r Z (T ) . If the number of distinct orbits of branch or inversion points in T is strictly smaller than 2rk K (G, F) − 2, then r Z (T ) < 3rk f (G, F) + 2|F| − 3 by Proposition 4.12, and we are done. Otherwise, let p 1 , . . . , p 2rk K (G,F )−2 be a set of representatives in K of the orbits of branch or inversion points in T . Proposition 4.4 implies that for all j ∈ {1, . . . , 2rk K (G, F) − 2}, we have i(p j ) ≤ 1, and hence i(p j ) = 1 by Proposition 4.3.
If T is a simplicial tree, then Λ is generated by the lengths of the edges of the quotient graph of groups. In particular, Proposition 4.14 implies that the maximal number of edges of a simplicial tree in V SL(G, F) is 3rk f (G, F) + 2|F| − 3. All vertices of T have index 1. Therefore, if x ∈ T is a vertex, we either have Stab(x) = {e} and v 1 (x) = 3, or rk K (Stab(x)) = 1 and v 1 (x) = 1. Using the fact that T is very small, we get that every vertex v of T satisfies one of the following possibilities, displayed on Figure 3 : either v 1. has valence 3, and trivial stabilizer, or 2. projects in the quotient graph of groups to a valence 1 vertex whose stabilizer is peripheral, or 3. projects in the quotient graph of groups to a valence 1 vertex whose stabilizer is isomorphic to Z, and not peripheral, or 4. projects in the quotient graph of groups to a valence 2 vertex with stabilizer isomorphic to Z and not peripheral, adjacent to both an edge with trivial stabilizer and an edge with Z stabilizer, or 5. projects in the quotient graph of groups to a valence 3 vertex with stabilizer isomorphic to Z and not peripheral, adjacent to one edge with trivial stabilizer, and two edges with Z stabilizers.
As T / ∈ O(G, F), some vertex in T satisfies one of the last three possibilities. If some vertex in T satisfies the third possibility, then one can split its stabilizer by adding a loop-edge to the quotient graph of groups. This operation yields a new minimal, very small simplicial tree T ′ for which
Otherwise, the graph of groups T /G contains a concatenation of edges that all have the same Z stabilizer, whose two extremal vertices have valence 2, and are adjacent to an edge with trivial stabilizer, and whose interior vertices have valence 3, and are adjacent to a single edge with trivial stabilizer, see Figure 4 . Figure 4 illustrates how to construct a tree T ′ with strictly more orbits of edges than T , so that r Z (T ′ ) > r Z (T ). Again, we have r Z (T ) < 3rk f (G, F) + 2|F| − 3.
Assume now that T has dense orbits. Notice that Λ/2Λ = Λ/L + L/2Λ, so by Propositions 4.9 and 4.10, it suffices to prove that the rank of Λ/L is strictly less than b − 1, where b denotes the number of orbits of branch or inversion points in T . Let K ⊆ T be a finite subtree defined as in Section 2.3, chosen in such a way that every terminal vertex of K is either a branch point or an inversion point in T . Let K = (K, (x 0 , . . . , x k ), Φ) be the system of isometries on K constructed in Section 2.3, so that we have T = T K . The (G, F)-tree T has trivial arc stabilizers by Proposition 4.17, so the generators of K are independent by Lemma 2.6. Using [7, Proposition 6 .1], we get that
where |K| (resp. |A φ |) denotes the total length of K (resp. of A φ ). Our hypothesis on the extremal vertices of K implies that
where the sum is taken over all edges in K, after subdividing K at the x i 's. Lemma 4.11 implies that for all q, r ∈ K, the length of [q, r] is equal modulo L to the sum
, where p i (resp. p j ) belongs to the G-orbit of q (resp. r). Denoting by O(p i ) the orbit of p i for all i ∈ {1, . . . , 2rk K (G, F) − 2}, we have
and similarly, for all φ ∈ Φ, we have
Using the above two equalities, Equation (4) gives a linear relation in Λ/L between the
For all i ∈ {1, . . . , 2rk K (G, F) − 2}, the index of p i is equal to 1. Therefore, Equation (3) from the proof of Proposition 4.4 (and the analysis below) implies that
Equation (4) thus leads to the nontrivial relation
In general, let G be the decomposition of T as a graph of actions provided by Theorem 4.16. We assume that T is not simplicial, and let T v be a nontrivial vertex tree of this decomposition. Then T v is a very small (G v , F Gv )-tree with dense G v -orbits. Let T ′ be the very small (G, F)-tree obtained from T by collapsing all vertex trees in the G-orbit of T v to points. By definition of the index, we have
As T is geometric, Proposition 4.4 implies that the left-hand side of the above equality is nonnegative, while the right-hand side is nonpositive. This implies that i(
Using Proposition 4.4 again, this shows that the tree T v is geometric.
Assume that the number of distinct G v -orbits of branch or inversion points in the minimal subtree of T v is strictly smaller than 2rk K (G v ) − 2. Then one of these orbits index at least 2 in T v , and hence in T . This implies that the number of distinct G-orbits of branch or inversion points in T is strictly smaller than 2rk K (G, F) − 2, and we are done by Proposition 4.12. We are thus left with the case where the number of distinct G v -orbits of branch or inversion points in T v is equal to 2rk Figure 2 by collapsing a loop, or merging two points corresponding to subgroups G 1 and G 2 , and adding an edge with nontrivial cyclic stabilizer generated by a nonperipheral element in G 1 * G 2 , for instance.
5 Very small actions are in the closure of outer space.
In the classical case where G = F N is a finitely generated free group of rank N , and F = ∅, Cohen and Lustig have shown that a minimal, simplicial F N -tree lies in the closure cv N if and only if it is very small [2] . Bestvina and Feighn [1] have extended their result to all minimal F N -actions on R-trees. However, it seems that their proof does not handle the case of actions that contain both nontrivial arc stabilizers, and minimal components dual to measured foliations on compact, nonorientable surfaces. Indeed, for such actions, it is not clear how to approximate the foliation by rational ones without creating any one-sided leaf (in which case the action we get is not very small). If the action has trivial arc stabilizers (i.e. if the dual band complex contains no annulus), then the argument in [1, Lemma 4.1] still enables to get an approximation by very small, simplicial F N -trees, by using the narrowing process described in [9, Section 7] . However, this argument does not seem to handle the case of trees having nontrivial arc stabilizers. We will give a proof of the fact that cv N is the space of very small, minimal, isometric actions of F N on R-trees that does not rely on train-track arguments for approximating measured foliations on surfaces by rational ones. Our proof also gives an interpretation of Cohen and Lustig's for simplicial trees. We again work in our more general framework of (G, F)-trees, and show the following result.
Theorem 5.1. Let G be a countable group, and let F be a free factor system of G. The closure O(G, F) (resp. P O(G, F)) is the space of (projective) length functions of very small (G, F)-trees.
In particular, Theorem 5.1 states that every minimal, very small (G, F)-tree T can be approximated by a sequence of Grushko (G, F)-trees. When T has trivial arc stabilizers, we can be a bit more precise about the nature of the approximation we get.
Definition 5.2. Let T be a (G, F)-tree. A Lipschitz approximation of T is a sequence (T n ) n∈N of (G, F)-trees that converges to T , and such that for all n ∈ N, there exists a 1-Lipschitz G-equivariant map from T n to T .
Lipschitz approximations seem to be useful: they were a crucial ingredient in [14] for tackling the question of spectral rigidity of the set of primitive elements of F N in cv N . They also turn out to be a useful ingredient for describing the Gromov boundary of the (hyperbolic) graph of (G, F)-cyclic splittings in [13] . The quotient volume of a very small (G, F)-tree T is defined as the sum of the edge lengths in the Levitt decomposition of T . Theorem 5.3. Let G be a countable group, and let F be a free factor system of G. Then every minimal (G, F)-tree T with trivial arc stabilizers admits a Lipschitz approximation by (unprojectivized) Grushko (G, F)-trees, whose quotient volumes converge to the quotient volume of T .
Reduction lemmas
To prove Theorem 5.1, we are left showing that every very small minimal (G, F)-tree T can be approximated by a sequence of Grushko (G, F)-trees. By Theorem 2.13, we can approximate every minimal, very small (G, F)-tree by a sequence of minimal, very small, geometric (G, F)-trees. This approximation is a Lipschitz approximation, and Remark 2.9 implies that the quotient volumes of the trees in the approximation converge to the quotient volume of T . To complete the proof of Theorems 5.1 and 5.3, we are left understanding how to approximate minimal, very small, geometric (G, F)-trees by minimal Grushko (G, F)-trees.
Our proof of Theorems 5.1 and 5.3 will make use of the following lemmas, which enable us to approximate very small (G, F)-trees that split as graphs of actions, as soon as we are able to approximate the vertex actions. Lemma 5.5 is a version of Guirardel's Reduction Lemma in [9, Section 4], where we keep track of the fact that the approximations of the trees are Lipschitz approximations. In Lemma 5.6, we tackle the problem of approximating trees with nontrivial arc stabilizers by Grushko (G, F)-trees. Our argument may be seen as an interpretation of Cohen and Lustig's twisting argument for approximating such trees [2] . We consider graphs of actions, instead of restricting ourselves to simplicial trees. We first recall Guirardel's Reduction Lemma from [9, Section 4] . In the statements below, all limits are nonprojective. 
. . , u v k,n ))) n∈N , in which the approximation points are fixed by the adjacent edge stabilizers. For all n ∈ N, let T n be the (G, F)-tree obtained by replacing all vertex actions
We say that a sequence (( (u 1 , . . . , u k ) ), and for all n ∈ N, there exists a 1-Lipschitz G-equivariant map f n : T n → T such that for all i ∈ {1, . . . , k}, we have f n (u i n ) = u i . Guirardel's Reduction Lemma can be refined in the following way. Figures 5, 7, and 8 provide examples of trees for which the vertex actions of the splitting are not minimal (but they are minimal in the sense of pointed trees when we keep track of the attaching points). These are the crucial cases of Lemma 5.6, in which we deal with the problem of approximating trees with nontrivial arc stabilizers. Considering non-minimal vertex actions is crucial to deal with the simplicial case in Theorem 5.1 (when there are edges with nontrivial stabilizers), and Lemma 5.6 provides a new interpretation of Cohen and Lustig's argument for dealing with this case. Lemma 5.6 will also be crucial for dealing with the case of geometric actions of surface type containing nontrivial arc stabilizers.
Proof. We will provide a detailed argument in the case where the (G, F)-free splitting S is a free product, and explain how to adapt the argument to the case of an HNN extension.
Case 1 : The splitting S is of the form G = A * B.
The following description of G is illustrated in Figure 5 . We denote by L the length of the edge of G, which might be equal to 0. Denote by T A and T B the vertex trees of G, and by u A ∈ T A and u B ∈ T B the corresponding attaching points. The trees T A and T B may fail to be minimal, we denote by T A min and T B min their minimal subtrees. Up to enlarging L if necessary, we can assume that the set T A T A min is either empty (in We will explain how to approximate the tree (T A , u A ) by a sequence of pointed Grushko (A, F |A )-trees. By approximating the pointed tree (T B , u B ) in the same way, our claim then follows from Guirardel's Reduction Lemma (Lemma 5.4).
If T A is minimal, we can approximate (T A , u A ) by a sequence of pointed Grushko (A, F |A )-trees (T A n , u A n ) by assumption (by choosing u A n to be an approximation of u A in the tree T A n , provided by the definition of the equivariant Gromov-Hausdorff topology). This also remains true in the case where T A T A min consists of the orbit of a single point u A in the closure of T A min . Indeed, in this case, we can first approximate u A by a sequence of points (u ′ n ) n∈N ∈ (T A min ) N , and then choose for each n ∈ N an approximation u A n of u ′ n in an approximation of T A min . We now assume that T A T A min consists of the orbit of a nondegenerate arc [u A , v A ] with nontrivial stabilizer, whose length we denote by l A . We will also assume that T A min is not reduced to a point. As T is very small, the stabilizer c A of the arc [u A , v A ] is cyclic, closed under taking roots, and non-peripheral. As tripod stabilizers are trivial in T , the point v A is an endpoint of the subarc of T A min fixed by c A . If this arc is nondegenerate, then we let w A be its other endpoint. Otherwise, we let w A be any point that is not equal to v A .
Let (T A min,n ) n∈N be an approximation of T A min by minimal Grushko (A, F |A )-trees. Denote by v A n (respectively w A n ) an approximation of v A (resp. w A ) in the tree T A min,n , provided by the definition of convergence in the equivariant Gromov-Hausdorff topology. We can assume that for all n ∈ N, the point v A n belongs to the axis of c A in T A min,n . We refer to Figure 6 for an illustration of the following construction. For all n ∈ N, let (T A n , u A n ) be the pointed tree obtained from (T A , u A ) in the following way. We start by equivariantly unfolding the arc [u A , v A ] to obtain a tree T A that contains an edge e 0 of length l A with trivial stabilizer. We then equivariantly replace the pointed tree (T A min , v A ) in the graph of actions defining T A by its approximation (T A min,n , v A n ), to get a tree T n A . Finally, we define the tree (T A n , u A n ) in the following way: the tree (T A n , u A n ) is obtained from ( T n A , u A ) by fully folding the edge e 0 along the axis of c A in T A min,n , in a direction that does not contain w A n . We denote by f A n : (
We now prove that the pointed trees (T A n , u A n ) converge to (T A , u A ). Lemma 5.4 implies that the trees ( T n A , u A ) converge to ( T A , u A ). For all n ∈ N, there is a 1-
. Therefore, up to possibly passing to a subsequence, the pointed trees (T A n , u A n ) converge to a pointed tree (
Figure 6: The situation in Case 1 of the proof of Lemma 5.6.
Gromov-Hausdorff equivariant topology, that is minimal in the sense of pointed G-trees.
Proposition 1.4 shows that there exists a 1-Lipschitz map f
, and that g A is an isometry between (T A , u A ) and (T A ∞ , u A ∞ ). This will imply that the pointed trees (T A n , u A n ) converge to (T A , u A ). We first notice that for all n ∈ N, the map f A n is an isometry in restriction to T A min,n . By taking limits, this implies that the A-minimal subtree T A min of T A isometrically embeds into T A ∞ . In addition, for all n ∈ N, the point u A n belongs to the axis of c A in T n . By definition of the equivariant Gromov-Hausdorff topology on the set of pointed (G, F)-trees, this implies that c A fixes u A ∞ in T A ∞ . Similarly, the element c A fixes all points of the image of [u A , v A ] in T A . Therefore, the map f A factors through a map
As T A min isometrically embeds into T A ∞ , the map g A can only decrease the length of the segment [u A , v A ], and fold this segment over a subarc of
Let g ∈ A be an element that is hyperbolic in T A min (we recall that we have assumed T A min not to be reduced to a point), such that
Using the definition of the equivariant Gromov-Hausdorff topology, we get that the dis-
, and we are done. If T A min is reduced to a point, then it can be approximated by a sequence (T A min,n ) n∈N of Grushko (A, F |A )-trees, where all edge lengths are equal to distinct constant sequences v A n and w A n in the trees T A min,n , and construct the trees T A n as above. Let g ∈ A be any element such that
Arguing similarly as above, we get that
A . This again implies that the map g A defined as above is an isometry.
Case 2 : The splitting S is of the form G = C * .
The vertex tree T C of G may fail to be minimal. We denote by u 1 and u 2 two points in T C in the orbits of the attaching points (the points u 1 and u 2 may belong to the same G-orbit). We denote by v 1 and v 2 their projections to the closure T C min of the C-minimal subtree of T . One of the following cases occurs. In other words, the tree T splits as a graph of actions that has the shape displayed on Figure 7 , where l 1 , l 2 > 0, and the stabilizers c 1 and c 2 are nonconjugate. We allow the case where v 1 and v 2 belong to the same G-orbit. For all i ∈ {1, 2}, we let w i be such that [v i , w i ] is the maximal arc fixed by c i in T C min , if this arc is nondegenerate, and we let w i be any point distinct from v i otherwise (as in Case 1, one has to slightly adapt the argument when T C min is reduced to a point). Let T C be the tree obtained from T C by replacing the edges [u 1 , v 1 ] and [u 2 , v 2 ] by edges of the same length with trivial stabilizer. For all i ∈ {1, 2}, let v n,i (resp. w n,i ) be an approximation of v i (resp. w i ) in an approximation of T C min . We can assume v n,i to belong to the translation axis of c i . Let ( T n C , u 1 , u 2 ) be the approximation of ( T C , u 1 , u 2 ) obtained from an approximation of T C min by adding an edge of length l 1 (resp. l 2 ) with trivial stabilizer at v n,1 (resp. v n,2 ). Let T C n be the tree obtained from T n C by G-equivariantly fully folding the edge [u i , v n,i ] along the axis of c i , in a direction that does not contain w n,i , for all i ∈ {1, 2}.
We denote by f C n : T n C → T C n the corresponding morphism. Arguing as in Case 1, one shows that the trees (T C n , f C n (u 1 ), f C n (u 2 )) converge to (T C , u 1 , u 2 ). Let now T n be the tree obtained by replacing (T C , u 1 , u 2 ) by its approximation (T C n , f C n (u 1 ), f C n (u 2 )) in the graph of actions G. Lemma 5.4 implies that the trees T n converge to T . Again, the tree T splits as a graph of actions that has the shape displayed on Figure  7 , where this time the groups c 1 and c 2 are conjugate. Up to a good choice of the stable letter t, we can assume that c 1 = c 2 . As tripod stabilizers are trivial in T , the segment [v 1 , v 2 ] is the maximal arc fixed by c 1 in T C min . Again, we let T C be the tree obtained from T C by replacing the edges [u 1 , v 1 ] and [u 2 , v 2 ] by edges of the same length with trivial stabilizer. For all i ∈ {1, 2}, let v n,i be an approximation of v i in an approximation of T C min by minimal Grushko (C, F |C )-trees, which we can assume to belong to the translation axis of c 1 . Let ( T n C , u 1 , u 2 ) be the approximation of ( T C , u 1 , u 2 ) obtained from an approximation of T C min by adding an edge of length l 1 (resp. l 2 ) with trivial stabilizer at v n,1 (resp. v n,2 ). The tree T C n is then obtained from T n C by G-equivariantly is nondegenerate. Again, denoting by f C n : T n C → T C n the corresponding morphism, the trees (T C n , f C n (u 1 ), f C n (u 2 )) converge to (T C , u 1 , u 2 ). The trees T n obtained by replacing . The tree T splits as a graph of actions that has the form displayed on Figure 8 . We let w be such that [v, w] is the maximal arc fixed by c in T C min if this arc is nondegenerate, and choose any w = v otherwise (as in Case 1, one has to slightly adapt the argument if T C min is reduced to a point). Let T C be the tree obtained from T by replacing the segment [u 2 , v] by a segment of same length l 1 + l 2 with trivial stabilizer. Let v n (resp. w n ) be an approximation of v (resp. w) in an approximation Y n of T C min . We can assume v n and w n to belong to the translation axis of c in Y n . Let ( T n C , u 2 ) be the approximation of ( T C , u) obtained from Y n by adding an edge of length l 1 + l 2 with trivial stabilizer at v n . The tree T C n is then obtained from T n C by G-equivariantly fully folding the edge [u 2 , v n ] along the axis of c, in a direction that does not contain w n . Denoting by f C n : T n C → T C n the corresponding morphism, the trees (T C n , f C n (u 1 ), f C n (u 2 )) converge to (T C , u 1 , u 2 ). Again, the trees T n obtained by Then T splits as a graph of actions of the form displayed on Figure 9 . This case may be viewed as a particular case of Case 1. 
Dynamical decomposition of a geometric very small (G, F )-tree
Every geometric very small (G, F)-tree splits as a graph of actions, which has the following description. • the tree Y is an arc containing no branch point of T except at its endpoints, or
• the group G Y is the fundamental group of a 2-orbifold with boundary Σ holding an arational measured foliation, and Y is dual to Σ, or
, whose quotient volumes converge to 0, such that for all n ∈ N, there exists a morphism f n : Y n → Y , with f n (v i n ) = v i for all i ∈ {1, . . . , k}, and v i n is fixed by H i for all i ∈ {1, . . . , k} and all n ∈ N.
We call G the dynamical decomposition of T , it is determined by T . Vertex actions of the third type are called exotic. In case no vertex action is exotic, we say that T is of surface type.
The proof of Proposition 5.7 goes as follows. Let T be a geometric (G, F)-tree, and let K = (K, (x 1 , . . . , x k ), Φ) be a (G, F)-system of isometries such that T = T K . As T is a small (G, F)-tree, we can assume that K has relatively independent generators (Lemma 2.6). Let Σ be the suspension of K. Let Σ * be the complement of the singular set in Σ, endowed with the restriction of the foliation of Σ. Let C * ⊆ Σ * be the union of the leaves of Σ * which are closed but not compact. The cut locus of Σ is defined as C := C * ∪ Sing. The set Σ C is a union of finitely many open sets U 1 , . . . , U p , which are unions of leaves of Σ * . By a classical result of Imanishi [16] , see also [7, Section 3] , for all i ∈ {1, . . . , p}, either every leaf of U i is compact, or else every leaf of U i is dense in U i . The proof in [7, Section 3] is actually presented for finite systems of isometries (i.e. when Φ is finite), however it adapts to relatively finite systems of isometries because all leaves in Σ associated to singletons in Φ are contained in the cut locus. It also follows from this last observation that the fundamental group of each component U i is finitely generated, and dual to a finite system of isometries.
As noticed in [11, Propositions 1.25 and 1.31], Imanishi's theorem provides a transverse covering of T in the following way. Denote by ρ : π 1 (Σ) → G the natural morphism, and let p : Σ ρ → Σ be the corresponding covering of Σ. Let C be the lift of the cut locus to Σ ρ . Given a component U of Σ ρ C, we let T U be the tree dual to the foliated 2-complex U , i.e. the leaf space made Hausdorff of U . Then the family {T U } U is a transverse covering of T . Each T U is either an arc (in the case where every leaf of p(U ) is compact) or has dense orbits (in the case where all leaves of p(U ) are dense in p(U )). Associated to this transverse covering of T is a graph of actions, whose vertex groups are finitely generated, and whose vertex actions are dual to foliated 2-complexes. In addition, arc stabilizers in the vertex actions with dense orbits are trivial (Proposition 4.17). Therefore, we can apply [11, Proposition A.6 ] to each of the vertex actions with dense orbits. This provides a classification of vertex actions with dense orbits into three types (axial, surface and exotic). As we started from a system of isometries K with relatively independent generators, we can also assume that all vertex actions with dense orbits of the decomposition are dual to finite systems of isometries with independent generators (Lemma 2.6). This excludes the axial case, see [5, Proposition 3.4] . The existence of the Lipschitz approximation with the required properties in the exotic case was proved by Guirardel in [9, Proposition 7.2], using a pruning and narrowing argument.
We finish this section by mentioning a consequence of Proposition 5.7, that will turn out to be useful in [15] .
Lemma 5.8. Let T be a small, minimal (G, F)-tree. If there exists a subgroup H ⊆ G that is elliptic in T , and not contained in any proper (G, F)-free factor, then T is geometric of surface type.
Proof. If T is geometric, this follows from Proposition 5.7, so we assume that T is nongeometric. Up to replacing H by the point stabilizer of T in which it is contained, we can assume that rk K (H) < +∞. Theorems 2.8 and 2.13 let us approximate T by a sequence (T n ) n∈N of small, minimal geometric (G, F)-trees, in which H is elliptic. The trees T n come with morphisms onto T . As T is nongeometric, Corollary 2.11 ensures that the trees T n contain an edge with trivial stabilizer. This implies that H is contained in a proper (G, F)-free factor, a contradiction.
Trees of surface type
Let T be a very small geometric (G, F)-tree of surface type (where we recall the definition from the paragraph below Proposition 5.7). Let G be the dynamical decomposition of T , and let S be the skeleton of the corresponding transverse covering. It follows from Proposition 5.7 that there are three types of vertices in S, namely: vertices of surface type, of arc type, and vertices associated to nontrivial intersections between the trees of the transverse covering. All edge stabilizers in S are cyclic (possibly finite or peripheral). Indeed, stabilizers of edges adjacent to vertices of surface type are either trivial, or they are cyclic, and represent boundary curves or conical points of the associated orbifold. Both edges adjacent to vertices of arc type have the same stabilizer, equal to the stabilizer of the corresponding arc in T , which is cyclic because T is very small. Definition 5.9. Let T be a very small geometric (G, F)-tree of surface type, and let σ be a compact 2-orbifold arising in the dynamical decomposition G of T . Let g ∈ G be an element represented by a boundary curve of σ. We say that g is used in T if either g is peripheral, or g is conjugate into some adjacent edge group of G. Otherwise g is unused in T .
Proposition 5.10. Let T be a minimal, very small, geometric (G, F)-tree of surface type. Then either there exists an unused element in T , or T splits as a (G, F)-graph of actions over a one-edge (G, F)-free splitting.
Our proof of Proposition 5.10 is based on the following lemma. Given a group G, and a family Y of subgroups of G, we say that G splits as a free product relatively to Y if there exists a splitting of the form G = A * B, such that every subgroup in Y is contained in either A or B.
Lemma 5.11. Let G be a countable group, and let F be a free factor system of G. Let T be a minimal, simplicial (G, F)-tree, whose edge stabilizers are all cyclic and nontrivial (they may be finite or peripheral). Then there exists a vertex v in G, such that G v splits as a free product relative to incident edge groups and subgroups in F |Gv .
Let T, T ′ be two simplicial (G, F)-trees. A map f : T → T ′ is a G-equivariant edge fold (or simply a fold) if there exist two edges e 1 , e 2 ⊆ T , incident to a common vertex in T , such that T ′ is obtained from T by G-equivariantly identifying e 1 and e 2 , and f : T → T ′ is the quotient map. A fold f : T → T ′ is determined by the orbit of the pair of edges (e 1 , e 2 ) identified by f . We say that f is
• of type 1 if e 1 and e 2 belong to distinct G-orbits of oriented edges in T , and both e 1 and e 2 have nontrivial stabilizer, and
• of type 2 if e 1 and e 2 belong to distinct G-orbits of oriented edges in T , and either e 1 or e 2 (or both) has trivial stabilizer in T , and
• of type 3 if e 1 and e 2 belong to the same G-orbit of oriented edges in T .
Assume that f : T → T ′ is a fold. We note that if H ⊆ G is a subgroup of G that fixes an edge e 1 ⊆ T ′ , and e 1 is an edge in the f -preimage of e 1 in T , then H fixes an extremity of e 1 . We start by making the following observation.
Lemma 5.12. Let T and T ′ be two simplicial (G, F)-trees with cyclic stabilizers. Assume that T ′ is obtained from T by performing a fold f of type 2 or 3. If e 1 and e 2 are two edges of T that are identified by f , then either e 1 or e 2 (or both) has trivial stabilizer.
Proof of Lemma 5.11. Let T 0 be any Grushko (G, F)-tree. All point stabilizers in T 0 are elliptic in T , so up to possibly collapsing some edges in T 0 , and subdividing edges of T 0 , there exists a simplicial morphism f : T 0 → T (i.e. sending vertices to vertices and edges to edges). By [23, 3.3] , the morphism f can be decomposed as a sequence of G-equivariant edge folds f i :
We can assume that along the folding sequence, we always perform edge folds of type 1 before performing edge folds of type 2 and 3, and we always perform edge folds of type 2 before edge folds of type 3, for as long as possible. This is possible because the number of orbits of edges decreases when performing a fold of type 1 or 2.
We claim that we can also assume that folds are maximal in the following sense: if g fixes an edge e in T , then we never identify a preimage e ′ of e with a translate of the form g k e ′ without identifying it with ge ′ . Assume otherwise, and let i be the first time at which a non-maximal fold occurs. Let e ′ be a preimage of e in T i , having a vertex y stabilized by g k , so that we fold e ′ and g k e ′ when passing from T i to T i+1 . By our choice of i and the fact that edge stabilizers in T are cyclic, the edge e ′ has trivial stabilizer in T i (in particular, the fold performed from T i to T i+1 is not of type 1). The element g is also elliptic in T i . We let x be the point closest to y that is fixed by g in T i . If x = y, then we could choose to identify e ′ and ge ′ when passing from T i to y. Otherwise, all edges in the segment [x, y] ⊆ T i are stabilized by g k . Our choice of i implies that the stabilizer of their images in T is equal to g k (and not to any proper root of g k ). Since the image of e ′ in T is stabilized by g, this implies that we can find two consecutive edges on the segment [x, y] that are identified in T . This shows that one could perform a fold of type 1 on the tree T i , contradicting our choice of folding path.
Let T k be the last tree along the folding sequence that contains an edge with nontrivial stabilizer. The fold f k is either of type 2 or of type 3. It identifies an edge e k of T k with trivial stabilizer with some translate ge k with g ∈ G (although the pair (e k , ge k ) might not be the defining pair of the edge fold). We can assume g to be maximal in the following sense: if g is of the form h l with h ∈ G and l > 1, then e k is not identified with he k . We claim that T k+1 = T .
We postpone the proof of the claim to the next paragraph, and first explain how to derive the lemma from this claim. Let v k be the vertex of e k such that gv k = v k , and v ′ k be the other vertex of e k . If f k is a fold of type 3, defined by the pair (e k , ge k ), then the vertex f k (v ′ k ) satisfies the conclusion of the lemma. Indeed, we have 
. This splitting is nontrivial: indeed, if G v ′′ k were trivial, then all edges in T k adjacent to v ′′ k would have trivial stabilizer, and there would be at least three distinct G-orbits of such edges. Since the fold f k involves at most two orbits of edges, there would be an edge with trivial stabilizer in T k+1 , contradicting the definition of T k+1 . If v ′ k and v ′′ k belong to the same G-orbit, then we have a splitting
which is again nontrivial. In both cases, this splitting is relative to incident edge groups and to F |Gv , because all trees along the folding sequence are (G, F)-trees.
We now prove the above claim that T k+1 = T . Assume towards a contradiction that T k+1 = T . It follows from our choice of folding path, and the fact that T has cyclic edge stabilizers, that all possible folds in T k+1 identify two edges e 1 and e 2 at f k (v ′ k ) in distinct G-orbits, and e 1 and e 2 have the same nontrivial stabilizer H in T k+1 . Let e 1 (resp. e 2 ) be an edge in T k in the f k -preimage of e 1 (resp. e 2 ). The group H fixes an extremity of both e 1 and e 2 . If e 1 and e 2 were disjoint, then H would fix the segment between them, a contradiction (Lemma 5.12). Therefore, the edges e 1 and e 2 are adjacent in T k . By our choice of folding path, at least one of them, say e 1 , has trivial stabilizer (otherwise we could perform a fold of type 1 in T k identifying e 1 and e 2 ), and hence belongs to the G-orbit of e k . Since it is possible to fold e 1 and e 2 in T k , the fold f k is of type 2. Hence f k identifies e 1 with an edge e 3 whose stabilizer is equal to H. Then e 3 is adjacent to e 2 , and is identified with e 2 in T , so we could have performed a fold of type 1 in T k , a contradiction.
Proof of Proposition 5.10. Let S be the skeleton of the dynamical decomposition of T . If S is reduced to a point, then T is dual to a minimal measured foliation on a compact 2-orbifold σ. Some boundary component c of σ represents a nonperipheral conjugacy class. Indeed, all boundary components of a compact 2-orbifold cannot be elliptic in a common free splitting of the fundamental group of the orbifold. Then c is an unused element in T . Now assume that S is a nontrivial minimal (G, F)-tree. If S contains an edge with trivial stabilizer, then this edge defines a (G, F)-free splitting, and T splits as a graph of actions over this splitting by [10, Lemma 4.7] . Otherwise, let v be a vertex of S provided by Lemma 5.11.
We note that the vertex v cannot be of arc type, because a vertex of arc type has a stabilizer equal to the stabilizer of the incident edges. If v is of surface type, it is associated to a compact 2-orbifold σ, equipped with a minimal measured foliation. The fundamental group of σ splits as a free product relatively to incident edge groups and to subgroups in F |π 1 (σ) . This implies the existence of an unused element in T , otherwise π 1 (σ) would split as a free product in which all boundary components of σ are elliptic.
If v is of trivial type, then we get a one-edge (G, F)-free splitting S 0 refining S by splitting the vertex group G v . Associated to each vertex of S 0 with vertex group G v ′ is a geometric (possibly trivial) G v ′ -action T v ′ . The tree T splits as a graph of actions over S 0 , with the trees T v ′ as vertex actions.
Approximating very small geometric (G, F )-trees by Grushko (G, F )-trees
Proof of Theorems 5.1 and 5.3. Let T be a very small, minimal (G, F)-tree. We want to show that we can approximate T by a sequence of minimal Grushko (G, F)-trees, and that the approximation can be chosen to be a Lipschitz approximation, by trees whose quotient volumes converge to the quotient volume of T , if T has trivial arc stabilizers. We will argue by induction on rk K (G, F). The claim holds true when rk K (G, F) = 1, so we assume that rk K (G, F) ≥ 2. The claim also holds true if T is reduced to a point. Thanks to Theorem 2.8, we can assume T to be geometric. (For the statement about the volume, notice that branch points are dense in trees with dense orbits, so the lengths of the simplicial edges in the geometric approximation converge to 0 by Remark 2.9). By Proposition 5.7, the tree T decomposes as a graph of actions whose vertex actions are either arcs, or of surface or exotic type. Proposition 5.7 also enables us to approximate all exotic vertex actions. Using Lemmas 5.4 and 5.5, we can therefore reduce to the case where T is a tree of surface type (notice that all edges of the decomposition as a graph of actions whose stabilizer is noncyclic, or nontrivial and peripheral, have length 0). First assume that there exists an unused element c in T , corresponding to a boundary curve in a minimal orbifold σ of Σ. One can then narrow the band complex by width δ > 0 from c to get a Lipschitz approximation of T : this is done by cutting a segment on Σ of length δ (arbitrarily small) transverse to the boundary curve c and to the foliation. In this way, all leaves of the foliations become segments (half-leaves of the original foliation on Σ are dense), so the tree dual to the foliated complex by which the minimal foliation on σ has been replaced is simplicial. By choosing δ > 0 arbitrarily close to 0, we can ensure the volume of this tree to be arbitrarily small. In the new band complex obtained in this way, the orbifold σ has therefore been replaced by a simplicial component, with trivial edge stabilizers.
We thus reduce to the case where no element of G is unused in T . Lemma 5.10 thus ensures that T splits as a (G, F)-graph of actions over a one-edge (G, F)-free splitting, and we can conclude by induction, using Lemmas 5.5 and 5.6.
Tame (G, F )-trees
We finish this paper by introducing another class of (G, F)-trees, larger than the class of very small (G, F)-trees, which we call tame (G, F)-trees. This class will turn out to provide the right setting for carrying out our arguments in [13] to describe the Gromov boundary of the graph of cyclic splittings of (G, F). Definition 6.1. A minimal (G, F)-tree is tame if it is small, and has finitely many orbits of directions.
There exist small (G, F)-actions that are not tame. A typical example is the following: a sequence of splittings of F 2 = a, b of the form F 2 = ( a * a 2 a 2 * a 4 · · · * a 2 n a 2 n ) * b , in which the edge with stabilizer generated by a 2 k has length 1 2 k , converges to a small F 2 -tree with infinitely many orbits of branch points.
By the discussion in Section 4.3, the class of tame (G, F)-trees is the right class of trees in which Levitt's decomposition makes sense. Theorem 6.2. (Levitt [18, Theorem 1] ) Let G be a countable group, and let F be a free factor system of G. Then every tame (G, F)-tree splits uniquely as a graph of actions, all of whose vertex trees have dense orbits for the action of their stabilizer, such that the Bass-Serre tree of the underlying graph of groups is small, and all its edges have positive length.
However, the above example of a small (G, F)-tree that is not tame shows that the space of tame (G, F)-trees is not closed. We will describe conditions under which a limit of tame trees is tame. It will be of interest to introduce yet another class of (G, F)-trees. The equivalences in the definition below are straightforward. • For all nonperipheral g ∈ G and all arcs I ⊆ T , if g ∩ Stab(I) is nontrivial, then its index in g divides k.
• For all nonperipheral g ∈ G, and all l ≥ 1, we have Fix(g l ) ⊆ Fix(g k ).
• For all nonperipheral g ∈ G, and all l ≥ 1, we have Fix(g kl ) = Fix(g k ).
Notice in particular that 1-tame (G, F)-trees are those (G, F)-trees in which all arc stabilizers are either trivial, or maximally-cyclic and nonperipheral. Proposition 6.4. For all k ∈ N, the space of k-tame (G, F)-trees is closed in the space of small minimal (G, F)-trees.
Proof. Let T be a small, minimal (G, F)-tree, and let (T n ) n∈N be a sequence of k-tame (G, F)-trees that converges to T . Let g ∈ G, and assume that there exists l ≥ 1 such that g l fixes a nondegenerate arc [a, b] ⊆ T . If g is hyperbolic in T n for infinitely many n ∈ N, then Lemma 3.3 implies that g fixes [a, b] . We can therefore assume that for all n ∈ N, the fixed point set I n of g l is nonempty. Let a n (resp. b n ) be an approximation of a (resp. b) in T n . Since d Tn (g l a n , a n ) and d Tn (g l b n , b n ) both converge to 0, the distances d Tn (a n , I n ) and d Tn (b n , I n ) both converge to 0. As T n is k-tame, this implies that the distances of both a n and b n to the fixed point set of g k in T n converge to 0. So both d Tn (g k a n , a n ) and d Tn (g k b n , b n ) converge to 0, and therefore g k fixes [a, b] in T . This shows that T is k-tame. Proposition 6.5. A minimal (G, F)-tree is tame if and only if there exists k ∈ N such that T is k-tame.
Proof. Let T be a tame minimal (G, F)-tree. By Theorem 6.2, the tree T splits as a graph of actions, all of whose vertex actions have dense orbits for the action of their stabilizer. As tame (G, F)-trees with dense orbits have trivial arc stabilizers by Lemma 4.17, we do not modify the collection of arc stabilizers of T if we collapse all vertex trees to points. We can therefore reduce to the case where T is simplicial. In this case, minimality implies that the G-action on T has finitely many orbits of edges, from which it follows that T is k-tame for some k ∈ N. The converse statement will follow from the following proposition. Proposition 6.6. For all k ∈ N, there exists γ(k) ∈ N such that any k-tame minimal (G, F)-tree has at most γ(k) orbits of directions.
Proof. Let T be a k-tame minimal (G, F)-tree. We first assume that T is geometric. Let G be the dynamical decomposition of T . We recall that all vertex trees of G are either arcs or have dense orbits. As T is geometric, there are finitely many orbits of directions in T (see Corollary 4.8) . This implies that arc stabilizers are trivial in the vertex trees of G with dense orbits. If x is a branch or inversion point of T contained in one of the vertex trees with dense orbits T v of G, then all directions at x contained in T v have a positive contribution to the index i(T ). It follows from Proposition 4.4 that there is a bound on the number of such orbits of directions. Therefore, we can collapse all the vertex trees with dense orbits to points, and reduce to the case where T is simplicial.
In this case, we argue by induction on rk K (G, F), and show that there is a bound γ(k, l) on the number of orbits of directions in any k-tame minimal simplicial (G, F)-tree with rk K (G, F) ≤ l. By splitting one of the vertex stabilizers of the splitting relatively to incident edge stabilizers if needed (which is made possible by Lemma 5.11, and can only increase the number of orbits of directions), we can assume that T contains an edge e with trivial stabilizer. By removing from T the interior of the edges in the orbit of e in T , we get one or two orbits of trees, whose stabilizers have a strictly smaller Kurosh rank. Let T ′ be one of the trees obtained in this way, whose stabilizer we denote by G ′ . Then T ′ is k-tame. If T ′ is minimal, then we are done by induction. However, the tree T ′ may fail to be minimal. The quotient graph T ′ /G ′ consists of a minimal graph of groups T ′ min /G ′ , with a segment I = e 1 ∪ · · · ∪ e n attached to T ′ min /G ′ at one of its extremities (where we denote by e i the edges in I). All edge groups are cyclic, and they satisfy G e i = G o(e i ) ⊆ G e i+1 for all i ∈ {1, . . . , n − 1}. Since T is k-tame, we have n ≤ k. By induction, there are at most γ(k, l − 1) orbits of directions in T ′ min , so we get a uniform bound on the possible number of orbits of directions in T .
We have thus shown that there is a uniform bound γ(k) on the possible number of orbits of directions in a minimal k-tame geometric (G, F)-tree. Let now T be a minimal nongeometric (G, F)-tree, and assume that T has strictly more than γ(k) orbits of directions. Arguing as in the proof of Proposition 4.4 in the nongeometric case, we can find a geometric (G, F)-tree T ′ in which we can lift at least γ(k) + 1 orbits of directions. Lemma 2.12 shows that the approximation T ′ can be chosen to be k-tame. This is a contradiction.
We finally establish one more condition under which a limit of tame trees is tame, which will be used in [13] .
