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SUMMARY
Non-linear optimization plays a big role in many tasks in geo-
physics, such as full waveform inversion (FWI). Visualization
of the objective function is useful for the analysis and devel-
opment of algorithms and formulations. However, in high-
dimensional problems, we do not have the capabilities to per-
form such visualization. Instead, one often works with one
or two predefined directions in which to slice the objective.
In this work we present an approach to visualizing the mis-
fit landscape together with the optimization trajectories based
on principal component analysis. Here, the directions along
which to slice the objective are chosen in accordance with the
optimization trajectory. We demonstrate the approach through
a numerical example using the Marmousi model.
INTRODUCTION
In low-dimensional optimization problems with up to 3 pa-
rameters the misfit landscape is readily visualized. For high-
dimensional problems, we need alternatives to study objec-
tive. A prime example of such a high-dimensional optimiza-
tion problem is full waveform inversion (FWI) (Tarantola and
Valette, 1982; Pratt et al., 1998; Mulder and Plessix, 2008;
Virieux and Operto, 2009; Virieux et al., 2017). The objec-
tive function is typically non-convex and exhibits local min-
ima. Hence, to conduct a thorough analysis of the objective
function via visualization is not trivial. The common practice
to validate the results obtained from the optimization process is
by plotting the convergence history. However this gives us no
information about the structure or curvatures of the objective
function.
In this paper, we adapt an idea from (Goodfellow et al., 2015;
Keskar et al., 2016; Im et al., 2016; Li et al., 2018) to explore
the misfit landscape around a given model m⇤ using compo-
nent analysis (PCA). We use the principal vectors to construct
a low-dimensional visualization of the misfit landscape. This
enables us to study the convexity of the misfit landscape and
asses performance of the optimization method.
The outline of this paper as follows. First, we discuss the the-
oretical foundation for visualizing the misfit landscape. Next,
we demonstrate the idea on a regularized frequency-domain




Non-linear optimization plays a major role in many tasks es-
pecially in geophysics community and understanding the ob-
jective function is important for the development of algorithms
and formulations. The commonly implemented objective func-
tion for the nonlinear optimization problems like FWI can be
expressed as








where F(m) represents the non-linear forward map which takes
the model m as an input and returns the data d as an output.
The regularization operator L is typically taken to be a first
or second order derivative operator and a is the regularization
parameter.
The resulting optimization problem is typically solved using a
gradient-based method which generates iterates of the form
mk+1 = mk  Bk—V (mk), (2)
where Bk includes appropriate scaling / smoothing of the gra-
dient.
Visualizing misfit landscape along optimization trajecto-
ries
For visualizing the misfit landscape of the objective function
along the optimization trajectories, one chooses a center point
m (typically the optimal model m⇤), and chooses two direction
vectors, p1 and p2. One then plots a surface based on function
of the form
f (a1,a2) =V (m⇤+a1p1 +a2p2), (3)
where a1 and a2 are the scalar parameters. The key insight
of (Goodfellow et al., 2015; Li et al., 2018) is to choose the
direction vectors p1 and p2 to be the principle components of
the error matrix,
E = [m0  mn, · · · ,mn 1  mn] (4)
where mn =m⇤ is the optimal model or the converged solution
at the last iteration n. The two principal components are es-
sentially the largest eigenvectors of EET and they contain the
dominant variation in the iterates generated by (2). Through
this approach, we are able to visualize the effective misfit land-
scape as experienced by the optimization method, allowing us
to compare algorithms in a qualitative fashion.
Visualization based on the gradients
As an alternative to the approach sketched above, we may con-
struct the directions pi from the gradient matrix
G = [g0, · · · ,gn 1,gn], (5)
where gk = —V (mk). The resulting principal components cap-
ture the variation in curvature. This approach is closely linked
to the active subspace method for dimension reduction intro-
duced by Russi (2010) and Constantine (2015). The difference
between our approach and the active subspace method, is that
we consider the gradients at each iteration instead of drawing
them as samples from a distribution.
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Visualizing The Misfit Landscape for FWI
By combining these two approaches, we are able to visualize
the misfit landscape along the optimization’s trajectories based




First, we illustrate the proposed methodology a simple ex-
ample in order to provide an intuitive sense for the reader.
Consider a quadratic function of 3 variables, V (m) = mT Am,
where A is symmetric and positive definite. We performed 100
conjugate gradient method (Saad, 2009; Chong and Zak, 2013)




































































Figure 1: The contour of quadratic function misfit landscape
along the optimization trajectories constructed with principal

















































Figure 2: The contour of quadratic function misfit landscape
constructed with principal component vectors of gradient ma-
trix. The trajectories plotted in red.
Having stored all iterates and gradients, we can extract the
dominant directions from both error (4) and gradient matri-
ces (5). Here we use the principal component analysis (PCA)
method to extract the first two dominant principal component




















































Figure 3: The contour of quadratic function misfit landscape
constructed with eigenvectors of the quadratic function Hes-
sian. The trajectories plotted in red.
For visualizing the misfit landscape along the optimization tra-
jectories, we need to evaluate the objective function once again
in the form of equation (3). Here, the p1 and p2 are the first and
the second principal component vectors of the error and gradi-
ent matrix respectively. The resulting visualizations are shown
in Figures 1 and 2. We plot the misfit landscape constructed
using the first and the second eigenvectors of the Hessian in
Figure 3 for comparison.
Based on this toy model example, the misfit landscapes con-
structed from the principal component vectors of the error and
gradient matrices as well as the one constructed using the eigen-
vectors of the Hessian, give us the same information. We ob-
serve that the visualization captures the dominant directions of
the Hessian as well. This gives us an intuition that this ap-
proach able to inform us information about the misfit in high
dimensional problems.
Marmousi Model
In this numerical example, we use the 2D Marmousi model,
shown in Figure 4, to demonstrate the proposed methodol-
ogy. All the computations were performed in MATLAB us-
ing a standard finite-difference discretization of the Helmholtz
equation (van Leeuwen, 2019). The grid size is 61⇥220, with
50m gridspacing. A total of 50 sources and 100 receivers are
placed near the top of the model. The data are generated for
frequencies 0.5 to 4 Hz with a spacing of 0.5 Hz.
As regularization we use the Tikhonov regularization method
with regularization operator L is taken to be a first order deriva-
tive operator and regularization parameter a equals to 0.1. We
invert all frequencies simultaneously using a nonlinear con-
jugate gradient method (Saad, 2009; Chong and Zak, 2013;
Yang, 2014) starting from the initial model shown in Figure 4.
The resulting model after 100 iterations is shown in Figure 4.
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Visualizing The Misfit Landscape for FWI










































Figure 4: Top: True velocity model. Middle: Initial velocity
model. Bottom: Reconstructed velocity model (m⇤) with 100
nonlinear CG iterations.
The convergence history in terms of the objective and norm
of the gradient is shown in Figure 5. The scripts and data to
produce the figures for this numerical example can be found at
https://github.com/izzatum/Visualizing-The-Misfit-Landscape-
of-Nonlinear-Optimization-Objective-Function.










Figure 5: Convergence history plot of the misfit (blue) and the
norm of gradient (red) with 100 nonlinear CG iterations.
The singular values of the error and gradient matrices are shown
in figure 6. The decay gives an indication of how well the first
two principal components capture the variation. The first two
principal components of the error and gradient matrices are
shown in 7 and 8. These two principal components of the error
and gradient matrices are representing the amount of variation
captured in the descent path and in the curvature, respectively.
The resulting visualizations are shown in Figures 9 and 10.
In Figure 9, we can see the misfit landscape with the optimiza-
tion trajectories plotted in red. We observe in the first several
iterations there are significant amount of variation in optimiza-
tion trajectories. This is because the optimization method is
0 20 40 60 80 100
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Figure 6: The singular values of error matrix, E and gradient
matrix, G.




























Figure 7: Top: The first principal vector of error matrix E acts
as p1. Bottom: The second principal vector of error matrix E
acts as p2
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Visualizing The Misfit Landscape for FWI
searching for the dominant descent direction in order to con-
verge into a nearest minima. Once the dominant descent direc-
tion discovered, the error in the data misfit decreases and we
can see the trajectory falls in into the local minima.





























Figure 8: Top: The first principal vector of gradient matrix G
acts as p1. Bottom: The second principal vector of gradient
matrix G acts as p2
Meanwhile, in Figure 10 we illustrate the misfit landscape con-
structed from the gradient matrix in which it captures the vari-
ation of curvature in model space at each optimization itera-
tions. We observe the same situation as in Figure 9. The tra-
jectories illustrated here shows that the optimization method is
moving towards the dominant direction of variation in the cur-
vature. Based on Figures 9 and 10, we see that the variation in
the descent path and the model space curvature are related to







































Figure 9: The contour of Marmousi model example misfit
landscape along the optimization trajectories constructed with
principal component vectors of error matrix.
CONCLUSION
As illustrated in the numerical examples, we observe that in
low-dimensional spaces, the misfit landscape is convex. How-
ever, we should be careful in interpreting the results because
even the misfit landscape is convex in the low-dimensional
subspace, it is not necessarily convex in the original high-
dimensional space. In order to properly analyze the convexity
of the problem, we need to perform Hessian analysis (Good-
fellow et al., 2015; Keskar et al., 2016; Im et al., 2016; Li et al.,
2018) at each iteration. However, this analysis is not trivial due































Figure 10: The contour of Marmousi model example misfit
landscape along the optimization trajectories constructed with
principal component vectors of gradient matrix.
To conclude, we demonstrated the visualization of the misfit
landscape in a low-dimensional subspace. This visualization
may aid us in further understanding our objective function and
compare optimization methods.
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