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I n t r o d u c t i o n  
I n  Hansen and Koopmans [ 2 ] ,  i t  was shown t h a t  t h e  
S c a r f - H a n s e n  f i x e d  p o i n t  a l g o r i  t h n  may be a p p l i e d  t o  approx-  
i m a t e  a n  o p t i m a l  i n v a r i a n t  c a p i t a l  s t o c k .  They s t u d i e d  an 
economy w i t h  c o n s t a n t  t e c h n o l d g y  and n o n - r e p r o d u c i b l e  r e s o u r c e  
a v a i l a b i l i t y ,  i n  which  a n  i n i t i a i  c a p i t a l  s t o c k  is  t o  be  
d e t e r m i n e d  s u c h  t h a t  maximization o f  t h e  d i s c o u n t e d  sum o f  
f u t u r e  u t i l i t y  f l o w s  o v e r  an i n f i n i t e  h o r i z o n  c a n  be a c h i e v e d  I 
by r e c o n s t i t u t i n g  t h a t  c a p i t a l  s t o c k  a t  t h e  end  o f  e a c h  
p e r i o d .  I 
D e s p i t e  t h e  s i m i l a r i t y  i n  t e c h n o l o g y ,  t h e  model d i f f e r s  I 
f r o m  t h e  growth-maximizing c a s e  s t u d i e d  by von Neumann [ 4 ] .  I 
Here t h e  o b j e c t i v e  i s  one o f  maximiz inp  - h e  d j s c n u n t e d  . r t i l i + y  1 
 his p a p e r  w i l l  b e  p u b l i s h e d  i n  a  for thcominp,  i s s u e  o f  t h e  
J o u r n a l  o f  Economic Theory .  
F o r  h e l p f u l  d i s c u s s i o n s  and numerous s u g g e s t i o n s ,  t h e  
a u t h o r s  are i n d e b t e d  t o  R i c h a r d  C o t t l e  and T j a l l i n g  Koopmans. I 
We a l s o  w i s h  t o  t h a n k  C h a r l e s  E n g l e s  who per fo rmed  t h e  numer- 
i c a l  a n a l y s i s .  The r e s e a r c h  i n  p a r t  was s u p p o r t e d  by t h e  
I n t e r n a t i o n a l  I n s t i t u t e  f o r  App? i e d  Svstems A n a l y s i s ,  Laxenburg,  
A u s t r i a ,  and i n  p a r t  by + h o s e  14sted below.  
* * 
Research  s u p p o r t e d  i n  D a r t  bv 1J.S. N a t i o n a l  S c i e n c e  
F o u n d a t i o n  G r a n t  GP 31343 X I  s t  t h e  Depar tment  o f  O p e r a t i o n s  
R e s e a r c h ,  S t a n f o r d  Uni v e r s i  t v  . 
* * *  
R e s e a r c h  s u p p o r t e d  i n  ? a r c  by  [J.S. N a t i o n a l  S c i e n c e  
F o u n d a t i o n  Gran t  GS- 30377 at  t h e  I n s t i t u t e  f o r  Mathemat i c a l  
S t u d i e s  i n  t h e  S o c i a l  S c i e n c e s ,  S t a n f o r d  U n i v e r s i t y .  
o f  consumption.  The op t ima l  c h o i c e s  may be  a f f e c t e d  by t h e  
t i m e  p r e f e r e n c e  parameter--  t h a t  i s ,  by t h e  u t i l i t y  d i s c o u n t  
f a c t o r  a .  
I n  t h i s  pape r ,  we shall  a n a l y z e  t h e  i n v a r i a n t  c a p i t a l  
s t o c k  problem from t h e  v iewpoin t  o f  t h e  l i n e a r  complementar i ty  
a l g o r i t h m  o f  Lemke [3] and o f  C o t t l e  and Dan tz ig  [l] . Our 
model i s  t h e  same a s  t h a t  o f  Hansen and Koopmans e x c e p t  t h a t  
w e  approx ima te  t h e i r  g e n e r a l  concave u t i l i t y  f u n c t i o n  by one  
t h a t  i s  s e p a r a b l e  and p i ecewise  l i n e a r .  T h i s  assumpt ion  and  
approach  y i e l d s  a  s i m p l e r  c o n s t r u c t i v e  p roo f  o f  e x i s t e n c e  o f  
an  o p t i m a l  p a t h  t h a n  does  t h e  f i x e d  p o i n t  methoa. Our paper  
conc ludes  w i tn  a  small example which s u g g e s t s  t h a t  t h e  
a l g o r i t h m  may a l s o  be advantageous  from t h e  compu ta t i ona l  
v i ewpo in t  because  i t  e x p l o i t s  t h e  l i n e a r  s t r u c t u r e  o f  t h e  
sys tem.  I n  a  f i n i t e  number o f  p i v o t  s t e p s ,  t h i s  method o b t a i n s  
a n  e x a c t  s o l u t i o n .  
Model Fo rmula t ion  
For  convenience  i n  t h e  f o l l o w i n g  p r o o f s ,  t h e  n o t a t i o n  
w i l l  d i f f e r  s l i g h t l y  from t h a t  employed by Hansen and  Koopmans 
( h e r e a f t e r  a b b r e v i a t e d  H - K ) .  Moreover,  w e  w i l l  i n c l u d e  a  
s t r a i g h t f o r w a r d  e x t e n s i o n - -  t h e  n o n - s t a t i o n a r y  c a s e  i n  which 
t h e r e  i s  an  exogenously s p e c i f i e d  e x p o n e n t i a l  rate o f  growth. 
The one -pe r iod  growth f a c t o r  6 w i l l  be i d e n t i c a l  f o r  a l l  m 
r e s o u r c e s  and  n  a c t i v i t i e s .  With t h i s  m o d i f i c a t i o n ,  t h e  
problem i s  no l o n g e r  one  o f  computing a n  i n v a r i a n t  c a p i t a l  
s t o c k ,  b u t  r a t h e r  one o f  computing i n v a r i a n t  p r o p o r t i o n s  unde r  
o p t i m i z a t i o n .  
For  each  t i m e  p e r i o d ,  i t  i s  supposed t h a t  t h e  f o l l o w i n g  
d a t a  a r e  i d e n t i c a l :  
d imens ions  
a = u t i l i t y  d i s c o u n t  f a c t o r ;  0 < a < 1 s c a l a r  
6 = economy-wide growth f a c t o r ;  0 < a6 < 1 s c a l a r  
A = c a p i t a l  and c u r r e n t  account  i n p u t  
and o u t p u t  c o e f f i c i e n t  m a t r i x  
B = c a p i t a l  s t o c k  c a r r y o v e r  
c o e f f i c i e n t  m a t r i x ;  B 2 0 
m x n  
m x n  
b  = i n i t i a l  p e r i o d ' s  r e s o u r c e  a v a i l a b i l i t i e s  m x l  
c  = i n i t i a l  p e r i o d ' s  u t i l i t y  maximand 
c o e f f i c i e n t s  l x n  
Let  x deno te  t h e  nonnegat ive  column v e c t o r  o f  a c t i v i t y  
l e v e l s  chosen f o r  t h e  i n i t i a l  time pel od ( t  = 0 ) .  Then, f o r  
a l l  a c t i v i t i e s  t o  i n c r e a s e  by t h e  i d e n t i c a l  one -pe r iod  growth 
t f a c t o r  B ,  t h e  a c t i v i t y  l e v e l s  d u r i n g  p e r i o d  t w i l l  b e  xB 
t 
and t h e  r e s o u r c e  a v a i l a b i l i t i e s  w i l l  be  bB . To s a t i s f y  the 
m a t e r i a l  b a l a n c e  r e l a t i o n s  f o r  c u r r e n t  and c a p i t a l  account  
i n p u t s  and  o u t p u t s ,  t h e  program must t h e n  meet the  f o l l o w i n g  
c o n d i t i o n s  : 
c a p i t a l  and 
c u r r e n t  account  
i n p u t  r equ i r emen t  
( + )  ; o r  o u t p u t s  
produced ( - )  
d u r i n g  p e r i o d  t 
r e s o u r c e s  
a v a i  1 ab le  
d u r i n g  p e r i o d  
t ;  c o n s t a n t  
g rowth  r a t e  
f rom t h e  i n i t i a l  
p e r i o d ' s  r e s o u r c  
a v a i l a b i l i t i e s  
- 
D i v i d i n g  t h r o u g h  by t h e  p o s i t i v e  f a c t o r  B~ and  r e a r r a n g -  
i n g  t e r m s ,  w e  h a v e  t h e  f o l l o w i n g  s t a t i o n a r y  se t  o f  t e c h n o l o g y  
a n d  r e s o u r c e  cons  t r a i n t s 2  
The  a c t i v i t y  l e v e l s  x  a r e  t o  b e  c h o s e n  s o  a s  t o  maximize 
t h e  d i s c o u n t e d  sum o f  f u t u r e  u t i l i t y  f l o w s  
S i n c e  0 < a B < 1, t h e  m a x i m i z a t i o n  o f  c x  i s  e q u i v a l e n t  
t o  t h e  m a x i m i z a t i o n  o f  ( 2 . 3 )  s u b j e c t  t o  c o n s t r a i n t s  ( 2 . 1 )  and  
programming p rob lem i n  t e r m s  o f  t h e  p r i m a l  unknowns x.  The 
c r i t i c a l  d i f f e r e n c e  l i e s  i n  t h e  f a c t  t h a t  t h e  d u a l  v a r i a b l e s  
i n  s u c c e s s i v e  time p e r i o d s  are r e l a t e d  t o  e a c h  o t h e r  by t h e  
u t i l i t y  d i s c o u n t  f a c t o r  a .  L e t  t h e  n o n n e g a t i v e  row v e c t o r  y  
d e n o t e  t h e  shadow p r i c e s  f o r  t h e  i n i t i a l  t i m e  p e r i o d  ( t  = 0 ) .  
T h e n ,  f o r  r e l a t i v e  p r i c e s  t o  r e m a i n  c o n s t a n t ,  t h e  " p r e s e n t  
t 
v a l u e "  shadow p r i c e s  f o r  p e r i o d  t must  b e  a y .  The d u a l  
f e a s i b i l i t y  c o n d i t i o n s  
p r e s e n t  v a l u e  
o f  c u r r e n t  
a c o u n t  i n p u t s  
( + ) ;  o r  o u t p u t s  
( - )  p r o d u c e d  
d u r i n g  p e r i o d  t 
are t h e n  
p r e s e n t  v a l u e  
o f  c a p i t a l  
s t o c k s  c a r r i e d  
f o r w a r d  t o  
p e r i o d  t+l  
p r e s e n t  v a l u e  
o f  u t i l i t y  
r e c e i v e d  
+ [ d u r i n g  p e r i o d  t ] 
+ t a c ( 2 . 4 . t )  
t = 1 , 2 ,  .... 
Div id ing  ( 2 . 4 . t )  by t h e  p o s i t i v e  f a c t o r  a t  and r e a r r a n g -  
i n g  t e rms ,  we o b t a i n  t h e  s t a t i o n a r y  se t  o f  d u a l  f e a s i b i l i t y  
c o n d i t i o n s  
Before  e x p r e s s i n g  t h e  complementary s l a c k n e s s  c o n d i t i o n s  
f o r  t h i s  s t a t i o n a r y  economy, i t  i s  conven ien t  t o  d e f i n e  t h e  
m a t r i c e s  C and D 
and t o  change t h e  pr imal  and d u a l  i n e q u a l i t y  c o n s t r a i n t s  
( 2 . 1 )  and ( 2 . 4 )  i n t o  e q u a l i t i e s  by i n t r o d u c i n g  s l a c k  v e c t o r s  
u  2 0 and v  2 0 r e s p e c t i v e l y .  Thus (2.1) and ( 2 . 4 )  can be 
r e w r i t t e n  
where D 2 0 fo l lows  from t h e  assumpt ions  B 2 0 and 0 < aB < 1. 
N.B. If D = 0, t h i s  may be s o l v e d  th rough  c o n v e n t i o n a l  l i n e a r  
programming methods. I n  g e n e r a l ,  however, D # 0. 
To f i n d  an i n v a r i a n t  s e t  o f  p r o p o r t i o n s  f o r  t h i s  economy, 
w e  seek  nonnega t ive  v e c t o r s  u ,  v, x and y  s a t i s f y i n g  ( 2 . 7 ) ,  
( 2 . 8 )  and t h e  complementary s l a c k n e s s  c o n d i t i o n s  
It i s  convenient  t o  summarize c o n d i t i o n s  ( 2 . 7 )  - ( 2 . 9 )  
i n  t h e  Lemke Complementarity Tab leau ,  F igu re  1. To avo id  
awkwardness i n  t h e  subsequent  n o t a t i o n ,  t r a n s p o s i t i o n  symbols 
have been omi t t ed .  I n  t h e  nex t  t o  r i g h t m o s t  column t h e r e  i s  
an a r t i f i c i a l  v a r i a b l e  8  whose v e c t o r  of  c o e f f i c i e n t s  is de-  
f i n e d  by 
e = ( 1 . .  1 n-vec to r  (2 .10 )  
f = (1 , . . . , l )  m-vector . 
The Lemke a l g o r i t h m  may always be i n i t i a t e d  by a s s i g n i n g  
a  s u f f i c i e n t l y  h i g h  v a l u e  t o  8 ,  s e t t i n g  x  = 0 ,  y  = 0  and 
s o l v i n g  f o r  u  > 0;v > 0. After a  f i n i t e  number of i t e r a t i o n s ,  
t h e  a l g o r i t h m  must t e r m i n a t e  i n  one o f  two ways: (1) a com- 
p lementary  s o l u t i o n  w i t h  t h e  a r t i f i c i a l  v a r i a b l e  0 = 0 ;  o r  
( 2 )  an unbounded "ray1' s o l u t i o n .  I n  o u r  p r i n c i p a l  theorem, 
i t  w i l l  be shown t h a t  -- g i v e n  a c e r t a i n  "key" h y p o t h e s i s  
r e g a r d i n g  t h e  e x i s t e n c e  o f  bounded opt ima f o r  t h e  p r i m a l  and 
d u a l  sys tems--  t h e  Lemke a l g o r i t h m  canno t  t e r m i n a t e  i n  a r a y ,  
and t h a t  i t  t h e r e f o r e  may b e  employed t o  f i n d  a  s o l u t i o n  
c o r r e s p o n d i n g  t o  i n v a r i a n t  p r o p o r t i o n s  f o r  t h i s  economy. 
The s e t  i ( u , v , x , y , 8 )  0  : u  = y(C + D) + ee-- c ,  
v  = - Cx + f e  + b )  forms an  unbounded convex p o l y h e d e r a l  se t  
which we ?.fill r e f e r  t o  as t h e  set  o f  f e a s i b l e  s o l u t i o n s .  A 
s o l u t i o n  w i l l  b e  c a l l e d  a lmos t - complemen ta r~  if ux + yv = 0. 
I f  i n  a d d i t i o n  0 = 0 ,  i t  w i l l  be c a l l e d  complementary. We 
s e e k  a  f e a s i b l e  complementary s o l u t i o n  by i t e r a t i v e l y  moving 
from one ex t reme ( b a s i c )  almost-complementary f e a s i b i e  s o l u -  
t i o n  t o  a  n e i g h b o r i n g  one .  
V a r i a b l e s  A r t i f i c i a l  
U = 
Notes : 
1) D 2 0 .  
2 )  For a  complementary s o l u t i o n ,  8  = 0 ;  ux + yv = 0 ;  
t h a t  i s ,  f o r  each  i, uixi = 0 and f o r  each  j, y j v j  = 0. 
Along an almost-complementary p a t h ,  0 > 0; ux + yv = 0. 
-, 
F i g u r e  1. Complementarity Tableau.  
Terminat ion  i n  a  Ray 
Befo re  s t a t i n g  t h e  key h y p o t h e s i s  and t h e  complementar i ty  
c o n s t r u c t i o n  theorem, we w i l l  l ist  a  series o f  p r o p o s i t i o n s  
r e l a t e d  t o  t e r m i n a t i o n  a l o n g  a  r ay .  Note t h a t  t h e  Lemke a lgo -  
r i t h m  may always be  i n i t i a t e d  a l o n g  an extreme r a y  [x = 0 , y  = 0, 
u  = eor  - c , v  = f B r  + b,B = er] by a s s i g n i n g  a s u f f i c i e n t l y  h i g h  
v a l u e  t o  t h e  a r t i f i c i a l  v a r i a b l e  8,  (e.g. 8 = +=) and t h e n  
l e t t i n g  0 2 0  d e c r e a s e  u n t i l  an ex t reme p o i n t  s o l u t i o n  i s  
o b t a i n e d .  The a l g o r i t h m  w i l l  g e n e r a t e  a p a t h  o f  a lmost -  
complementary s o l u t i o n s  moving a l o n g  edges  o f  t h e  p o l y h e d e r a l  
se t  from one ex t reme p o i n t  t o  t h e  n e x t ,  s t o p p i n g  i f  8 = 0  o r  
i f  on a  p i v o t  s t e p  an unbounded edge  i s  g e n e r a t e d  ( a n  ex t r eme  
r a y ) .  If t h e  a l g o r i t h m  t e r m i n a t e s  i n  a r a y ,  t h e n  l e t  
(x*,y*,u*,v*,0*)  d e n o t e  t h e  f i n i t e  ( ex t r eme-po in t )  end o f  
t h e  r a y .  I t  co r r e sponds  t o  a n  almost-complementary s o l u t i o n .  
L e t  - > 0 d e n o t e  t h e  homogeneous p a r t  o f  t h e  
r a y  s o l u t i o n ,  and l e t  t h e  s c a l a r  X d e n o t e  t h e  va lue  o f  t h e  
incoming v a r i a b l e  t h a t  can  be  i n c r e a s e d  i n d e f i n i t e l y  t o  
g e n e r a t e  t h e  r a y .  Fo r  t h e  almost-complementary s o l u t i o n  
co r r e spond ing  t o  t h e  f i n i t e  end o f  t h e  r a y ,  we have 
The homogeneous p a r t  o f  the r a y  s o l u t i o n  may be  w r i t t e n  
r r r r  P o i n t s  ( x ~ , ~  ,U ,v .,(-I ) a l o n g  t h e  r a y  a r e  t h e n  g i v e n  
p a r a m e t r i c a l l y  i n  t e rms  of  X - > 0 by 
h h h h h  
where 0 , u , v , x , y 2 0 ,  b u t  a r e  n o t  a l l  e q u a l  t o  z e r o  
because  t h e  homogeneous s o l u t i o n  t o  g e n e r a t e  a  r a y  must be  
x ion - t r i v i a l .  It w i l l  now b e  shown t h a t  a l o n g  t h e  r a y ,  e i t h e r  
h  
cxh > 0 o r  y  b  < 0 ,  b u t  n o t  b o t h .  T h i s  w i l l  b e  e s t a b l i s h e d  
th rough  a  series o f  s i x  p r o p o s i t i o n s .  
P r o p o s i t i o n  1. Along a  r a y ,  
and 
P roof .  Almost-complementarity i m p l i e s  t h a t  f o r  a l l  X 2 0 
and 
yrvr = ( y *  t h y h )  ( v *  t Xvh) r 0 . 
Each o f  t h e  above terms i s  nonnegat ive ,  and t h e i r  sum 
i s  ze ro .  
P r o p o s i t i o n  2 .  Along a r a y ,  
and 
P roof .  By p r o p o s i t i o n  1, 
Adding terms , 
Each o f  t h e  above terms i s  nonnega t ive ,  and t h e i r  sum 
i s  ze ro .  
P r o p o s i t i o n  3 .  Along a  r a y ,  eh = 0 . 
Proof .  From p r o p o s i t i o n  2 ,  we a l r e a d y  know t h a t  a t  least one 
o f  t h e  two f o l l o w i n g  s t a t e m e n t s  h o l d s :  
a )  oh = o 
b )  xh = 0  and yh = 0  . 
I f  - bo th  a )  and b )  h o l d ,  t h e r e  would b e  a  c o n t r a d i c t i o n  
f o r ,  from ( 3 . 3 )  and ( 3 . 4 ) ,  t h i s  would imply t h a t  (uh ,vh)  = 0, 
We would t h e n  have a t r i v i a l  homogeneous s o l u t i o n  which cou ld  
n o t  be  used t o  g e n e r a t e  a  r a y .  
Now we s h a l l  show t h a t  i f  ( b )  i s  t r u e  and no t  ( a ) ,  t h e r e  
i s  a l s o  a  c o n t r a d i c t i o n ,  f o r  t hen  (3 .3)  and (3 .4)  would imply 
h h  t h a t  ( u  ,v  ) > 0. I n  t u r n ,  p r o p o s i t i o n  1 would imply t h a t  
(x*  ,ye) = ( x ~ , ~ ~ )  = 0. We now show t h a t  t h e  f i n a l  r a y  
(ur9vr ,xr ,yr  , e r )  would t h e n  be i d e n t i c a l  w i t h  t h e  i n i t i a l  
r a y ,  f o r  t h e s e  f a c t s ,  t o g e t h e r  w i t h  (3 .1 )  - (3 .51 ,  imply that 
t h e  f i n a l  ex t reme r a y  i s  o f  t h e  form [xr = O , r r  = O,ur = eor - c,  
vr = fo r  t b,O = er] where er = [e* + ~ 0 ~ 1 ,  0 5  A - < =. But 
t h i s  i s  t h e  s ameparame t r i c  format  t h a t  d e f i n e s  t h e  i n i t i a l  
ray- -a  c o n t r a d i c t i o n ,  f o r  Lemke's a l g o r i t h m  cannot  r e t u r n  t o  
t h e  i n i t i a l  r a y  a l o n g  an almost-complementary path. Hence 
€Ih = 0. 
P r o p o s i t i o n  4 .  Along a ray, 
P r o o f .  S i n c e  oh = 0 ,  from ( 3.4 ) , 
S i m i l a r l y ,  from (3 .31 ,  
P r o p o s i t i o n  5 .  Along a  r a y ,  
h h  h h  e i t h e r  (v ,x  ) = 0  o r  ( u  ,Y  ) = 0  , b u t  n o t  bo th .  
P r o o f .  I n  p r o p o s i t i o n  3 ,  we have a l r e a d y  no ted  t h a t  bo th  
h h h  s t a t e m e n t s  cannot  h o l d ,  f o r  i f  ( x  ,y ,8 ) = 0 ,  t h i s  would 
imply a  t r i v i a l  homogeneous s o l u t i o n  and n o t  a  r a y .  
The n e x t  s t e p  w i l l  be an  argument based  upon a  s i m p l e x  
t a b l e a u  f o r  t h e  homogeneous sys tem o f  ( 3 . 3 )  and ( 3 . 4 ) :  
From p r o p o s i t i o n  3 ,  r e c a l l  t h a t  e h  = 0 .  Hence i f  t h e  
incoming b a s i c  v a r i a b l e  i s  a  component of v  o r  of x ,  t h e  
r e p r e s e n t a t i o n  o f  i t s  column can only  have non-zero w e i g h t s  
on b a s i c  columns co r r e spond ing  t o  b a s i c  v a r i a b l e s  among t h e  
components o f  v  o r  x ( t h e r e  i s  a z e r o  weight  on t h e  0 h  
column). Thus t h e r e  a r e  no non-zero w e i g h t s  among u  and y ,  
unknowns v  x 
I - ( C  + D) 
0  0 .  
u  Y 
= 0  
= 0  
-e 
- f  
c o n s t a n t  
column 
I 
eh 
--
L 
h h  i . e .  ( u  ,y ) = 0. S i m i l a r l y ,  if t h e  incoming v a r i a b l e  i a  a 
component o f  t h e  u  o r  y  v e c t o r s ,  its "represcntatian" 
h h  ( v  , X  ) = 0 .  
P r o p o s i t i o n  6 .  Along a  r a y ,  
e i t h e r  a)  cxh > 0  
o r  b )  yhb < o , b u t  n o t  bo th .  
Proof  . 
h h  
a )  Suppose t h a t  ( u h S y h )  = 0 ,  b u t  t h a t  (v ,x  ) # 0 .  
h  Then ( b )  cannot  h o l d .  To prove  t h a t  cx > 0 ,  n o t e  t h a t  ( 3 . 1 )  
and ( 3 . 6 )  imply .  
U*xh = 0  = [-c t y* (C t D )  t e 0  * ] x h  . 
By p r o p o s i t i o n  4 ,  y * ~ x h  = 0 .  Because D 2 0,  
cxh = y * ~ x h  t exhe* > o , 
where s t r i c t  i n e q u a l i t y  must ho ld  because  e q u a l i t y  
s e x h  = O+xh = 0  and [by p r o p o s i t i o n  4 and ( 3 . 4 ) l * v h  = 0 ,  a 
t r i v i a l  homogeneous s o l u t i o n - - a  c o n t r a d i c t i o n .  
= 0 ,  b u t  t h a t  b )  S i m i l a r l y ,  suppose  t h a t  ( v  ,x  ) 
# 0 .  Now ( a )  cannot  h o l d .  To prove  ( b ) :  
h  h  y  v* = 0  = y  [b - Cx* t fe*] 
h  h  By p r o p o s i t i o n  4 ,  y  Cx* = -y Dx* . Hence 
h  h  yhb = -y Dx* - y  f e *  < 0  . 
where a g a i n  s t r i c t  i n e q u a l i t y  must ho ld  by an argument s i m i l a r  
t o  t h a t  g i v e n  i n  ( a )  above. 
Key Hypo thes i s  and Complementar i ty  C o n s t r u c t i o n  Theorem 
To e n s u r e  t h a t  t h e  Lemke a l g o r i t h m  w i l l  n o t  t e r m i n a t e  
a l o n g  a r a y ,  we s h a l l  make t h e  f o l l o w i n g  p l a u s i b l e  
key h y p o t h e ~ i s : ~  The s e t  o f  l i n e a r  programming s o l u t i o n s  t o  
t h e  two f o l l o w i n g  problems i s  each  non-empty and  bounded: 
( P I  maximize c x 
s u b j e c t  t o  Cx 5 b 
X l O  
(Dl minimize Y b 
s u b j e c t  t o  y(C+D) I c  
Y 1 0  
C a l l  t h e s e  o p t i m a l  s o l u t i o n s ,  r e s p e c t i v e l y ,  2 a n d  f .  
Complementar i ty  Cons t ruc t i on  Theorem. If t h e  key h y p o t h e s i s  
h o l d s ,  t h e  Lemke a l g o r i t h m  canno t  t e r m i n a t e  i n  a r a y .  The 
a l g o r i t h m  w i l 1 , t h e r e f o r e  c o n s t r u c t  a  complementary s o l u t i o n  
s a t i s f y i n g  ( 2 . 7 ) - ( 2 . 9 ) .  
P r o o f .  Assume on t h e  c o n t r a r y  t e r m i n a t i o n  i n  a r a y ,  t h e n  
a c c o r d i n g  t o  p r o p o s i t i o n  6 ,  e i t h e r  
cxh > o o r  yhb < o ,  bu t  n o t  bo th .  
I n  t h e  first c a s e ,  we may o b t a i n  an  unbounded s o l u t i o n  
t o  P  by s e t t i n g  x  = 2 +  AX^, where a g a i n  A > 0. 
I n  t h e  second  c a s e ,  we may o b t a i n  a n  unbounded s o l u t i o n  
t o  D by s e t t i n g  y = 9 + A y h ,  where a g a i n  A > 0. 
I n  e i t h e r  c a s e ,  we c o n t r a d i c t  t h e  key h y p o t h e s i s  o f  
bounded l i n e a r  programming s o l u t i o n s .  Hence t h e  a l g o r i t h m  
c a n n o t  t e r m i n a t e  i n  a r a y .  
Numerical R e s u l t s  
I n  o r d e r  t o  apply  t h e  Lemke a l g o r i t h m  t o  t h e  numer i ca l  
example s t u d i e d  by Hansen and Koopmans, i t  was n e c e s s a r y  t o  
modify t h e  problem fo rmula t ion .  The l o g  of t h e i r  maximand 
t u r n e d  o u t  t o  be a  sum o f  concave f u n c t i o n s  which a r e  r e p l a c e d  
by p i e c e w i s e  l i n e a r  approximat ions .  T h e i r  one-per iod  u t i l i t y  
f u n c t i o n  i s :  
where ( i n  t h e i r  n o t a t i o n )  yi deno te s  t h e  q u a n t i t y  consumed o f  
i t e m  i- = 1 , 2 , 3 .  Taking loga r i thms  -- and r e c a l l i n g  t h a t  t h e  
l o g a r i t h m i c  f u n c t i o n  i s  monotone i n c r e a s i n g - -  w e  maximize 
l o g  u ( y )  i n  p l a c e  o f  t h e  maximand ( 5 . 1 )  and write i t  as a  
sum of s e p a r a b l e  concave f u n c t i o n s  
3  
l o g  U ( Y )  = ( 0 . 2 )  l o g  yi . ( 5 . 2 )  
i = 1 
Next,  suppose  we have s u f f i c i e n t  p r i o r  i n f o r m a t i o n  about  
t h e  problem s o  t h a t  i t  i s  known t h a t  an  o p t i m a l  v a l u e  o f  yi 
w i l l  l i e  between some lower l i m i t  ii, and an  upper  l i m i t  siJ. 
Moreover, l e t  t h e r e  be  3 g r i d  p o i n t s  iij such  t h a t  
For  each  g r i d  p o i n t ,  w e  i n t r o d u c e  a nonnega t ive  unknown x i j  
t o  deno te  t h e  i n t e r p o l a t i o n  weight  p l a c e d  upon t h e  j th l e v e l  
o f  demand f o r  i t e m  i. That  i s ,  t h e  unknown y  i s  r e p l a c e d  by i 
t h e  l i n e a r  f u n c t i o n  
The problem is  formulated s o  t h a t  t h e  i n t e r p o l a t i o n  
we igh t s  w i l l  add up t o  u n i t y :  
F i n a l l y ,  t h e  o r i g i n a l  u t i l i t y  f u n c t i o n  ( 5 . 1 )  i s  r ep laced  
by t h e  fo l lowing  p iecewise  l i n e a r  approximat ion  
3 J 
l o g  u ( y )  r~ I: .2 E ( l o g  j i j )  xij  . ( 5 . 5 )  
i=1 j=1 
Since  t h e  ioga r i thm i s  a s t r i c t l y  concave f u n c t i o n ,  i t  is  
g u a r a n t e e d  t h a t  i n  an opt imal  s o l u t i o n ,  t h e r e  w i l l  be a  p o s i t i v e  
i n t e n s i t y  a s s i g n e d  t o  no more t h a n  two of  t h e  unknown x i j  f o r  
each  i t e m  i. Moreover, t h e  op t ima l  g r i d  p o i n t s  w i l l  be a d j a c e n t  
t o  each  o t h e r .  For  an a p p l i c a t i o n  of  t h i s  t echn ique  t o  devel -  
opment p l ann ing ,  s e e  e . g .  Westphal [5, p .611.  
The numer ica l  e f f i c i e n c y  of  t h i s  i n t e r p o l a t i o n  weight  
t echn ique  w i l l  depend upon t h e  goodness o f  t h e  i n i t i a l  c h o i c e  
of  g r i d  p o i n t s .  I f  hundreds of g r i d  p o i n t s  are s p e c i f i e d ,  
t h e r e  w i l l  b e  hundreds o f  unknowns x i j  f o r  each  i t e m  i ,  and 
t h i s  w i l l  l e a d  t o  hundreds o f  rows and columns i n  t h e  comple- 
m e n t a r i t y  m a t r i x  o f  F i g u r e  1. F o r  purposes  of t h i s  numer ica l  
exper iment ,  we s e l e c t e d  only f o u r  g r i d  p o i n t s  f o r  each o f  t h e  
t h r e e  consumption goods. For  example, w i t h  a = .7 ,  H-K ca lcu -  
l a t e d  t h e  s t a t i o n a r y  va lue  o f  y l  = .215. Making use  of  t h i s  
p r i o r  i n f o r m a t i o n ,  o u r  g r i d  v a l u e s  were chosen a s  f o l l o w s :  
With t h i s  approximat ion ,  t h e  complementar i ty  t a b l e a u  con- 
t a i n e d  32 rows and 32 columns, e x c l u d i n g  t h e  a r t i f i c i a l  and 
c o n s t a n t  columns shown i n  F igu re  1. Char l e s  Eng le s  a p p l i e d  
t h e  Lemke a l g o r i t h m  f o r  t h r e e  d i f f e r e n t  v a l u e s  o f  a. S i n c e  
b o t h  t h e  p r i m a l  and d u a l  s o l u t i o n s  were i n  c l o s e  agreement  
w i t h  t h o s e  r e p o r t e d  by Hansen and Koopmans, Tab le  1 c o n t a i n s  
o n l y  t h e  numer i ca l  v a l u e s  o f  t h e  one-per iod  maximand. The 
l i n e a r  complementar i ty  method r e q u i r e d  2.5 - 3.0 seconds  on 
an  IBM 3 6 0 / 6 7 - - e x c l u d i n g  t h e  t ime  r e q u i r e d  t o  compi le  t h e  
program. Hansen and Koopmans r e p o r t e d  t h a t  t o  o b t a i n  a t e r -  
m i n a l  p r i m i t i v e  s e t ,  t h e  computing t ime was 1 4  minutes  on a n  
IBM 1130,  and t h a t  t h i s  would be  e q u i v a l e n t  t o  about  one min- 
u t e  on a n  IBM 360/50. I n  i t s e l f ,  t h i s  exper iment  i s  incon-  
c l u s i v e ,  f o r  we made use o f  t h e  H-K r e s u l t s  i n  o u r  s e l e c t i o n  
of u t i l i t y  f u n c t i o n  g r i d  p o i n t s  .' None the l e s s ,  t h e  r e s u l t s  
a r e  s u f f i c i e n t l y  promis ing  s o  t h a t  f u r t h e r  work seems warran-  
t e d  i n  comparing t h e  f i x e d - p o i n t  and t h e  l i n e a r  complementar i ty  
a l g o r i t h m s  on t h i s  c l a s s  o f  models.  
Tab le  1. Comparison o f  Numerical R e s u l t s  
One-period u t i l i t y  
d i s c o u n t  f a c t o r ,  0 . 7  0 . 8  0.9 
One- Obta ined  by Hansen 
and Koopmans , 
a p p l y i n g  t h e  f ixed -  .48855 ,52216 .55935 
p o i n t  a l g o r i t h m  
I Obta ined  by Char l e s  Engles  , a p p l y i n g  t h e  .48904 .52209 .55939 l i n e a r  complementar i ty  
a l g o r i t h m  
Footnotes  
' For  l a b o r  o r  f o r  renewable n a t u r a l  r e s o u r c e s  such  as 
f o r e s t s ,  it might be a p p r o p r i a t e  t o  p o s t u l a t e  a growing 
a v a i l a b i l i t y  - - o r  perhaps a c o n s t a n t  f u t u r e  l e v e l .  I n  t h i s  
c a s e ,  B 2 1. For non-renewable n a t u r a l  r e s o u r c e s  such  a s  
pe t ro leum,  t h e  e a r t h  c o n t a i n s  only a  f i n i t e  s t o c k .  I f  such 
r e s o u r c e s  a r e  e s s e n t i a l ,  t h e  economy could  d e c l i n e  exponent- 
i a l l y ,  and we would then  have B <  1. 
T h i s  one-period problem corresponds  t o  c o n s t r a i n t s  
A - 3 . 1 )  i n  H-K.  S i m i l a r l y ,  t h e  d u a l  c o n d i t i o n s  (2 .4 )  
w i l l  correspond t o  (3 .2b )  and ( 3 . 3 ) .  
3 ~ h e  key hypo thes i s  i s  analogous t o  t h o s e  unde r ly ing  
H-K Theorem 1 and Lemma 1. 
4 ~ o  a v o i d  use  o f  p r i o r  i n fo rma t ion ,  we cou ld  have s o l v e d  
one complementari ty  problem wi th  a c o a r s e  g r i d ,  a second 
w i t h  a  f i n e  g r i d ,  a  t h i r d  wi th  a s t i l l  f i n e r  g r i d ,  e t c .  
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