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Sujit Kumar Mitra was born in Calcutta on 23 January 1932. He studied at 
the St Paul and Presidency Colleges in Calcutta and did his graduate work at the 
University of Calcutta. He worked at the University of North Carolina at Chapel 
Hill with the late Professor S. N. Roy and was awarded his Ph.D. in 1956 for a 
dissertation on statistical analysis of categorical data. 
Professor Mitra has been associated with the Indian Statistical Institute since 
1956. He held visiting positions at Indiana University, Purdue University, Uni- 
versity of Texas, Dallas, and Keio University, Hiyoshi, Japan, at various times. 
At present he is at the Indian Statistical Institute, New Delhi, supported by the 
Emeritus Scientist Scheme of the Council of Scientific and Industrial Research. 
Professor Mitra has for years been actively involved with several statistical 
journals such as SankhyZ, the Gujarat Statistical Review, and the Journal of the 
Indian Society of Agricultural Statistics. He has been the driving force behind 
many of the meetings organized by the Indian Statistical Association and the 
Indian Statistical Institute, including the Workshop on Generalized Inverses held 
in New Delhi in 1992. 
Dr. Mitra has been a teacher for over thirty years, and many of the present 
faculty members at the Indian Statistical Institute have been his students. He 
supervised the Ph.D dissertations of P. Bhimasankaram, Betty Moore-Thorne, 
Dibyen Majumdar, and C. G. Bhattacharya. Mitra and his wife Sheila, who got 
married in 1958, have three daughters and a son. All the children are abroad; the 
eldest daughter is in England, while the others are in the United States. 
Professor Mitra’s statistical and mathematical interests are broad. He has 
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FIG. I. Sujit Kumar Mitra (foreground); C. R. Rao (background). 
worked in numerous areas of statistics, such as minimum variance unbiased esti- 
mation, tolerance limits for a normal distribution, the limiting power function of 
the frequency chi-square test, randomization analysis of the design of experiments, 
a characterization of the Wishart distribution, the matrix variate beta distribution, 
and linear models, as well as asymptotic theory of fixed cost sampling and optimal 
integration of probabilities proportional to sample size surveys. He is perhaps best 
known for his contributions to the theory of generalized inverses of matrices, and 
nearly half of his research papers are devoted to this area. 
We now take a closer look at Mitra’s contributions to generalized inverses as 
this will be a topic of interest to the readers of L,AA. Generalized inverses is an area 
in which statisticians have made significant contributions, mainly because they 
were among the first to realize the usefulness of this concept in various statistical 
applications, such as least squares. A generalized inverse (or g-inverse) of a matrix 
A is by definition a matrix G satisfying AGA = A. Mitra’s book on the subject 
with C. R. Rao [ 171, is now a classic and has influenced a considerable amount of 
development in the area over the past wenty years. The book is certainly not easy 
reading; often a couple of hours may be spent in understanding a few pages. Until 
the time the book came out, the g-inverse was treated very casually; often when 
people said “g-inverse,” they meant the Moore-Penrose inverse. [The Moore- 
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Penrose inverse of the complex matrix A is the matrix A+ which satisfies the 
equations AA+A = A, A+AA+ = A+, (AA+)* = AA+, and (A+A)* = A+A. 
It always exists and is unique.] Also, a general, and perhaps a very detrimental, 
feeling prevailed that anything that is true for nonsingular matrices can be deduced 
for singular ones.by continuity or with trivial modifications. Rao and Mitra [ 171 
gave a clear indication of the richness of the theory of g-inverses, which stems from 
their not being unique. A vast array of invariance problems and characterization 
problems spring from the theory, some of which were solved by Mitra, partly 
in collaborative work. For example, a matrix is characterized by its class of g- 
inverses, and if the Moore-Penrose inverse of A is a g-inverse of B and vice versa, 
then A and B must be equal; see [18]. Mitra [8], among others, was also an 
inventor of the concept of group inverse, which occupies a prominent role in the 
modern analysis of Markov chains; see [7]. 
Mitra’s work in later years has its roots in applications to electrical networks. 
In an n-port electrical network involving only resistors, the impedance matrix 
which connects the current vector with the voltage vector is symmetric positive 
semidefinite. When two such networks with impedance matrices A, B are con- 
nected in parallel, then the impedance matrix of the parallel connection is given 
by A(A + B)+B, the parallel sum of A,B, as defined by Anderson and Duffin 
[ 11. This operation is commutative, and the parallel sum is also symmetric positive 
semidefinite, with a range that equals the intersection of the ranges of A, B and has 
several other interesting properties. In extending this concept to paris of matrices, 
not necessarily symmetric positive semidefinite, Rao and Mitra [ 171 replaced the 
Moore-Penrose inverse by an arbitrary g-inverse. A pair of matrices A, B were 
said to be parallel summable if A(A + B)-B was invariant under the choice of 
g-inverse (A + B)-. It was shown that the parallel sum in this case has properties 
that are strikingly similar to those of the parallel sum as introduced by Anderson 
and Duffin. 
Mitra and Puri [ 151 showed how the shorted finite dimensional positive opera- 
tors of Krein, Anderson, and Trapp are connected with two subclasses of g-inverses 
considered by Rao and Mitra. When some of the ports of an n-port electrical 
network (involving only resistors) are grounded, then the impedance matrix of 
the resulting network is given by the appropriate shorted version of the original 
impedance matrix. Mitra and Puri [ 151 provided a meaningful extension of this 
concept to matrices that are not necessarily positive semidefinite, bringing in suit- 
able shortability restrictions, and showed that this definition parallels the definition 
of Krein, Anderson, and Trapp if only the Loewner ordering used there is replaced 
by the minus partial order of Hartwig and Nambooripad, which could be defined 
even on rectangular matrices. Mitra’s work reveals a fascinating connection be- 
tween such seemingly unrelated concepts as the parallel sum, shorted operators, 
minus partial order, and rank additivity, all woven together by the unifying theme 
of g-inverses. Some aspects of this relationship are described in [3, Chapter 61. 
We now come to the very recent work of Mitra on matrix partial orders. The 
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story should rightfully begin with the concept of star order. Hestenes [6] studied 
the relation AA* = BA* and A*A = A* B, between a pair of complex matrices A, 
B, which is indicated by saying that A is a “section” of B. However, it remained 
for Drazin [4] to realize that this relation in fact defined a partial order, called 
the star order. Indeed, he showed that the star order could be defined in any 
semigroup with involution (*) for which the generalized star cancellation law 
u*u = a*b = b*a = b*b =+ a = b was valid. Thus the first new partial order 
was born after the positive definite partial order attributed to Loewner. Drazin 
further observed that in the definition of the star order one could replace (*) by 
(+). It was soon discovered by Hartwig [5] that one could also replace (*) by 
(-) (that is, by an arbitrary g-inverse of A), thus creating the minus order. An 
independent characterization of the minus order via idempotents was given by 
Nambooripad [ 161. It was pointed out by Mitra that other well-known subclasses 
of g-inverses could be used. Interestingly, some of these specialized g-inverses 
exist only for matrices satisfying additional conditions. Thus the partial order will 
have to exclude matrices which do not satisfy these conditions. For example, the 
sharp order of Mitra [9] is defined for square matrices of index one, satisfying 
the condition rank A = rank A2. Mitra showed that each of these partial orders 
could be defined alternatively through the inclusion of classes and subclasses of 
g-inverses. Recently Mitra [ 1 I] introduced a unified theory of such partial orders 
which allows one to see under a proper perspective the piecemeal results hitherto 
obtained. The unified theory considers a map Q, mapping an arbitrary matrix A 
to a subclass G(A) of g-inverses of A, and defines a relation as follows: A + B 
if and only if A-A = A-B and AA- = BA- for some A- in G(A). Conditions 
are imposed on the map which ensure that the relation so defined is a partial order, 
henceforth to be referred to as a G-based partial order. 
An interesting question was raised whether the sharp order defined for matrices 
of index one has a G-based extension to all of them x n complex matrices. Recently 
[ 121, Mitra has proven this in the affirmative. Working with Hartwig, Mitra [ 141 has 
shown that a wider class of partial orders that covers the E-based partial orders can 
be introduced through the concept of outer inverses X which satisfy XAX = X. 
It may be worthwhile to point out some interesting features regarding the 
general style of work of Mitra as well as some of his strengths. Like Pontryagin, 
Mitra does most of his calculations in his head, without using pencil or paper, 
and at times this feat is quite spectacular. Mitra shows a particular liking for hard 
problems-problems which others might dislike and dismiss, thinking that they 
lack an elegant solution. Such a problem is often a point where Mitra likes to begin. 
His unified theory of partial orders is one example of what he can achieve by such 
persistent pursuit of hard problems. Perhaps for the same reason, he is very much 
satisfied with working with the good old complex matrices, not caring much about 
generalities and other matrix classes. It is hard to find someone who understands 
and manipulates the row and column spaces of a matrix the way Mitra does. 
As a contrast to his liking for hard problems, Mitra is equally at ease in coining 
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interesting definitions and focusing on concepts that one may think are too trivial. 
We conclude with two examples. One is his recent definition of an (upper) diag- 
onally range dominant (or an upper DRD) matrix [lo]. A matrix is upper DRD if 
the column span of any leading principal submatrix contains the column span of 
the matrix formed by the same set of rows and the complementary set of columns, 
and the row span of any leading principal submatrix contains the row span of the 
matrix formed by the same set of columns and the complementary set of rows. A 
lower DRD matrix is defined similarly, in terms of the trailing principal minors. 
The class of course includes the positive semidefinite matrices, but is richer than 
that class, and allows one to get a better perspective of some well-known properties 
exhibited by a partitioned positive semidefinite matrix; see [2]. 
Another interesting recent definition of Mitra is that of a quasiidempotent 
matrix [ 131. This is a square matrix whose core part (in the core-nilpotent decom- 
position) is idempotent. It turns out that a matrix A is quasiidempotent if and only 
if Ak = Akf’, where k is the index of A. Thus one has a natural extension of the 
class of idempotent matrices. 
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