Abstract-A stable perception of the environment is a crucial prerequisite for researching the learning of semantics from human-robot interaction and also for the generation of behavior relying on the robots perception. In this paper, we propose several contributions to this research field. To organize visual perception the concept of proto-objects is used for the representation of scene elements. These proto-objects are created by several different sources and can be combined to provide the means for interactive autonomous behavior generation. They are also processed by several classifiers, extracting different visual properties. The robot learns to associate speech labels with these properties by using the outcome of the classifiers for online training of a speech recognition system. To ease the combination of visual and speech classifier outputs, a necessity for the online training and basis for future learning of semantics, a common representation for all classifier results is used. This uniform handling of multimodal information provides the necessary flexibility for further extension. We will show the feasibility of the proposed approach by interactive experiments with the humanoid robot ASIMO.
INTRODUCTION
Research in the humanoid robotics community is recently addressing the multimodal learning. Major issues are the achievement of stable perception and sophisticated methods for multimodal integration, because the dynamic and jerky movement disrupts visual and auditory perception. The research presented here is concerned with our progress in the direction of autonomous learning and interaction, especially the perception. It is embedded in the ALIS2 system, the next evolution step of ALIS as presented in [1] . The overall architecture of ALIS2 is presented elsewhere [2] . Here we rather focus on the question of how to provide the perceptual basics for such a system and how to cope with the challenge of fusing multiple unreliable percepts in a way, that results in a stable representation of behavior-relevant entities in the environment. For the organization and representation of visual perception, we use the concept of proto-objects, a concept originating from Pylyshyn's theory of visual indexing [3] and Rensink's coherence theory [4] . In Pylyshyn's opinion, proto-objects are an abstraction of objects in the environment, which are 312 preattentively created and tracked in a way that the object's identity is preserved. That is, even if an object moves or changes its appearance, it is still described by the same protoobject. Whereas the preattentive character of this percept is of minor interest for us, both the preservation of identity without the need to classify or recognize the underlying object, as well as the creation of percepts, which do not describe parts of an object but rather the whole object itself are essential aspects of this theory. In a technical system they are a necessity for object-based behavior generation and extraction of object properties like shape or color. For perceptual organization, most vision systems rely on the computation of a spatial saliency map, interpreting coherent regions of high saliency as visual objects which are further processed, e. g. by visual classification. Recent approaches like [5] even use already acquired object knowledge to guide visual attention and identify meaningful scene elements. The drawback of saliency maps lies in the fact that salient regions usually depict only parts of an object, e. g. the border, instead of the whole object itself. Orabona et al. therefore extend the saliency mechanism by proto-objects, defined as uniformly colored blobs [6] . Their robot can learn the notion of objects as an assembly of proto-objects. This contradicts our understanding of proto-objects as a representation for whole objects. Walther and Koch try to overcome this issue by using a biologically plausible framework based on protoobject perception [7] inspired by Rensink's coherence theory. These proto-objects are created by searching for a coherent region of that particular feature, that contributed most to the maximum activation in a saliency map. Consequently, their proto-objects only acquire whole objects if these are homogeneous in the salient feature channel, e. g. if they are uniformly colored. Unfortunately, this concept of protoobjects is not designed for the creation of robot behavior, but restricted to visual classification. In [1] a framework is introduced, which uses proto-objects for scene-perception, visual classification and robot interaction. Here the protoobjects are generated based on proximity to the robot only. We extend this framework by incorporating and fusing several cues for proto-object creation. In addition, we suggest a framework allowing for the combination of several classifiers from different modalities. Whereas the latter aspect is already addressed in classical learning architectures like Mixture of Experts [8] or Ensemble learning [9] , the principal idea behind these approaches is the application of a divide and conquer strategy, in which each classifier is an expert for a distinct part of the input space. We believe that for the challenge of learning during robot interaction, a different strategy has to be selected: The application of several classifiers processing overlapping classes and learning from each other. Iwahashi, for example, proposes a combination of audio and visual cues to bootstrap a word representation in an unsupervised manner [10] . Here we propose a system in which different classifiers do not only provide additional cues for learning but also for recognition.
A. System overview
We will shortly give an overview of our system and use it subsequently for motivating the structuring of the paper. Please refer to Figure 1 . All visible external entities that the system can interact with are represented as proto-objects (see [1] for details). These include positions, orientations, and sizes in different coordinate systems as well as status information. These proto-objects are created by first extracting regions of coherent image features for each camera frame and combining them with depth-information to obtain 3D blobs B~t at time t 1 • Stabilizing these blobs in both time and space finally results in a list of proto-objects P~t residing in a short term sensory memory (STM). This processing is necessary since it allows the system to interact with these more stable representations. Three different sources for the creation of proto-objects are currently implemented, based on depth, planarity, and motion. They enable the system to interact with entities that are inside a close range, are potential support planes, or are moving. Each of these sources covers a different 1Small indices, like i in Bi, t, are used as reference irrespective of the source. Large indices, like D in PD,tD' refer only to one specific source. distance range, but since these ranges overlap the detection of the same external entity by several sources is possible. Therefore the proto-objects from the different sources are combined to a list of merged proto-objects PC,t, i.e. proto-objects that are assumed to correspond to the same entity are merged into one, the others remain untouched. The resulting proto-objects PC,t are subsequently used for the generation of object based behavior as described in [1] . Additionally some visual properties, like the position, are extracted and used to associate arbitrary speech labels with them. For this means, a speech-classifier is trained immediately in interaction, dynamically using the recognized visual properties as teaching signal. Once these associations are learned, they can be evaluated online. In contrast to previous work on word acquisition in interaction as for example in [11] we emphasize the role of the interactor on the quality of the teaching signal.
In the following we give a more detailed description of the different parts of our perception system, starting with the creation and merging of proto-objects in subsection II-A and the classification of visual properties in subsection II-B. Afterwards we explain the speech processing in subsection II-C and the coupling between the visual and auditory modality in subsection II-D. Section III shows the feasibility of our approach by presenting results of a real-world interaction scenario between a human tutor and the humanoid robot ASIMO.
II. METHODS

A. Proto-Objects
The creation of proto-objects from depth and motion works in the same way. First a 2D region of coherent features is extracted, namely of coherent depth and coherent motion respectively. Subsequently the resulting 2D blobs are transformed to 3D blobs BD,tD and BM,tM by incorporating depth information. For proto-objects from planar surfaces, the creation of 3D blobs B P,tp works differently, however, the creation of proto-objects P~t from the 3D blobs is identical for all three sources. BD,tD : Finding 2D regions for the creation of depth-proto-objects is based on the calculation of a depth map from a dense image of stereo disparities, gathered from the algorithm described in [12] . From this map, depth values in a certain range are extracted. This range, which we call the peripersonal space, roughly corresponds to the space in which the robot can manipulate objects without walking. A mask is generated that contains the information if the depth at the respective pixel is inside or outside the peripersonal range. All pixels lying inside the peripersonal space are further processed by topological operations to eliminate small regions. Contiguous pixel regions of valid depth exceeding a minimal size are finally converted to 2D blobs. Subsequently, the median of all depth values for one 2D region is used to convert the 2D blob to a 3D blob
1) From depth to 3D blobs
Each image is labelled with the time of its acquisition. The robot posture at that time is used to kinematically transform the 3D blob into world coordinates, thus compensating the robot's ego-motion.
2) From motion to 3D blobs BM,tM : To equip our system with the ability to visually perceive movement in the environment, it is necessary to discriminate between the movement caused by movement of the camera and the movement caused by moving objects in the environment. For this purpose we use an approach incorporating egomotioncompensation, optical flow, and probabilistic filtering. We will give only a very coarse explanation of this approach. A detailed description can be found in [13] . The principle of the egomotion compensation mechanism is that for each 3D-point the displacement on the image plane induced by robot movement can be predicted if the robot movement is known. In our case, the necessary 3D information is gained from the depth map, the robot's movement is described by the kinematics computation. Computing the resulting displacement caused by the robotmovement for each point in the image generates the so called egomotion-flow. To compensate the egomotion and measure the effects of moving objects in the environment, an optical flow algorithm is used which measures the movement relative to the egomotion-flow. Unfortunately both the egomotion-flow and optical flow contain a considerable amount of noise and hence require some post-processing in terms of probabilistic filtering. For this filtering each point of the egomotion-flow and relative flow is combined with an estimate for the reliability of both measurements, incorporating environmental and perceptual circumstances. The reliability-estimate for environmental circumstances covers a measure for the depth-dependent resolution, whereas the reliability-estimate for perceptual circumstances is composed of confidence measures from the stereo and optical flow algorithms, the kinematics accuracy and the fact whether motion was perceived in the same area during the last frame. The filtering mechanism uses these reliabilities to weight the absolute value of each velocity and reject those estimates having a low amplitude or low reliability. For the creation of proto-objects the remaining pointwise velocities have to be assigned to 2D regions of coherent features. This is achieved by predefining several motion models (e. g. one for movement to the left, one for movement to the right, a. s. o. ). Afterwards each point in the image is assigned to one of these models based on the minimal euclidean distance between the velocity-vector measured at the specific point and the motion-model vectors. Consequently applied morphological operations merge adjacent regions belonging to the same model and reject small regions. The regions created in this way can subsequently be used for the creation of 3D blobs BM,tM as described above. Motion to be detected is usually induced by an interacting user and therefore difficult to predict by the system designer. To improve the motion-detection, we use a top-down link which supports the system in recreating 2D blobs if they were perceived in the preceding frame. This is realized by taking the fixated motion-proto-object and predicting its pixel-position for the current frame tM by means of a Kalman filter. Details for the Kalman filter are provided in section II-A. 4 . In conjunction with the proto-object's size in pixels, a rough circular mask is created, approximating the current proto-object's position and shape in the image. Within this mask the reliabilities of the optical flow measurements used in the filter mechanism are increased, thereby affecting the sensitivity for motion detection in a way that small or less accurate velocity-estimations can now pass the probabilistic filter mechanism and hence be detected by the system. Bp,tp : Planar surfaces in the scene, e.g. the seat base of a chair, are detected using the approach described in [14] . It is able to detect planar surfaces in real-time from unreliable 3D data, (such as obtained by the stereo algorithm) regardless of their visual appearance including texture, orientation, shape or whether they are moving or static. In the following, we briefly outline the basic ideas and processing steps. Image regions corresponding to textured planar surfaces typically have dense disparities in the disparity map, whereas image regions corresponding to textureless planar surfaces usually exhibit reliable disparities only along their boundaries. The reason for this difference are the correspondence problems typical for homogeneous image regions. Therefore, the methods applied for the detection of textured and textureless planar surfaces differ. We exploit the fact that textureless image regions are usually homogeneously colored. Thus, they can be obtained by performing a color segmentation on the RGB images recorded by the stereo camera system. By employing a region growing approach, robustness against color-gradients is achieved. Since disparities concentrate along the region boundaries, we extract the boundaries and reject the interior region pixels. Whether the 3D points obtained in this way actually belong to a planar surface is investigated at a later stage (see below). Since the image regions corresponding to textured planar surfaces tend to have dense disparities, it is possible to estimate dense local normals. This is done by performing a principle component analysis on each 3D point and its corresponding 8-neighborhood. Since this step is sensitive to noise, the disparity map is previously smoothed by a Gaussian filter. From the local normal map, regions of similar local normals can be obtained by performing a region growing segmentation similar to the one used in the textureless case. The 3D points of each region thus obtained are likely to correspond to a planar surface. Subsequently the 3D point clouds obtained by either of the two approaches are checked for planarity by letting a RANSAC approach try to fit a plane through them. The set of planes obtained in this way each correspond to a planar surface in the scene, including a boundary approximation given by the extent of the underlying 3D points. In contrast to methods like principal component analysis, RANSAC is robust to a large portion of outliers, which contributes to the reliability of the planes thus estimated.
3) From planar suifaces to 3D blobs
The prediction can be generated using a static model or using a Kalman filter~The static model is applied for proto-objects from depth PD,tD and planar surfaces PP,tp, reflecting the assumption that proto-objects from these sources do not move very much. This model uses a weighted low-pass filter of all positions stored in the proto-object:
where T is a decay rate. The Kalman filter applied for motion-proto-objects PM,tM uses a model consisting of the 3D position and 3D velocities for each proto-object. For the state transition, i. e. the change of this model over time, a linear transition with constant speed is assumed. The position Pi,t of the incoming blobs serves as measurement for this model. The prediction of the proto-object's position Pk.t required for the comparison with the incoming 3D blobs is obtained by using the Kalman filter algorithm as presented in [15] . As described above, Pk,t can then be compared with Pi,t and bound according to the euclidean distance between the two. If a 3D blob is bound to a proto-object in the memory, the Kalman model is updated depending on the difference between Pk t and Pi t· Please see [15] for a detailed explanation~f the Kal~an filter.
In order to cope with missing or spurious detections of 5) Proto-Object Merging: As noted earlier, the protoobjects PD,tD' PM,tM' and PP,tp generated by depth, motion, and surfaces respectively may overlap and depict the same external object. To resolve those redundancies and create one combined proto-object Pe,t, a comparison of proto-objects among the different sources is necessary. The problem with this comparison are the different sources delivering protoobjects asynchronously and with different frequencies. The motion-proto-objects for example, lag behind the depthproto-objects by roughly I50ms. In order to decide whether the proto-objects PD,tD' PlvI,tM' and PP,tp actually represent the same object, the procedure described above is applied to make a prediction of the position towards the timestep tD of the depth-proto-object. These predictions PD,tD' PM,tD' and single proto-objects, these are labeled with a status flag. This flag is set to 'volatile' when a proto-object is seen for the first time. After a specified number of re-detections, this flag is set to 'found'. If it is not detected in this initial interval, the proto-object is deleted. Whenever a 'found' proto-object is not re-detected, the flag is changed to 'memorized'. If it is then re-detected in a given period, the status changes back to 'found', else the proto-object is deleted. The volatile status allows to cope with spurious data, for instance due to noisy input. At least two immediate detections are necessary for a valid 'found' proto-object. The memorization mechanism tolerates temporary failure of detection due to noisy input or occlusion. As soon as the entity is detected again, the proto-object is updated again. Asynchronous to the creation, deletion, and update of proto-objects in the STM, the prediction of all proto-objects can be generated for a given timestep, using the same mechanisms described above. Here, either the weighted low-pass filter or the Kalman filter can be used to generate the positions, orientations, and sizes. The result of this operation is a list of all currently known proto-objects with all the information they contain. The volatile-found-memorized mechanism allows to stabilize interactable entities in time, the prediction and compare mechanism affords a stabilization in space. Both are needed for robust behaviors and a robust interaction with the system. To form stable representations of visual entities, the sensory information needs to be buffered and organized consistently. This is done in form of proto-objects in a short-term sensory memory. Here the incoming blobs B~t are mapped oneto-one to proto-objects P~t in the sensory memory. This mechanism provides a binding of proto-objects over time, i. e. all 3D blobs {B~to' ... , B~tn , B~t} depicting the same physical object are aggregated to one proto-object instance
P~t.
If the memory is empty, a proto-object P~t is generated from a blob B~t by simply assigning a unique identifier to the new proto-object and inserting the incoming blob data into it. If the sensory memory already contains one or more protoobjects Ph;t-~t, it has to be decided whether the incoming blob B~t can be mapped to Ph;t-~t or whether a new proto-object has to be created. For this purpose, a position prediction Pk.t of each proto-object Ph;t-~t is made for the current timestep t. These are then compared with the positions Pi,t of the incoming blobs B~t. A blob B~t is bound to an existing proto-object Ph;t-b.t if PP,tD are subsequently compared by a metric, and merged if this metric is below a given threshold. This approach is visualized in Figure 2 . A 2D Euclidean metric -the projection on the image plane -is chosen, since it compensates deviations in depth due to the different segmentation and mean depth calculation methods of the different sources. If two or more proto-objects merge, just one is kept as Pc,t, the other(s) are removed. Which proto-object remains depends on the source: The planar proto-objects take precedence since their 3D orientation is more accurate. The depth proto-objects precede the motion proto-objects because their prediction is more exact due to the high motion latency. The merged protoobjects contain the information by which sources they were generated, which we will refer to as source-vector.
B. Classification of visual properties
In order to obtain an assignment of proto-objects to different classes some visual features are extracted and passed to different classifiers. In principle, arbitrary classifiers like the one for learning the object's visual appearance used in ALISI [1] could be used. Here we want to focus on using multiple, simple classifiers k = 1, ... , K working in parallel, each using a different set of features f k and each providing results for distinct properties. For ex~ple, one property is the object location, the feature-vector is the 3D position in cylindrical waist coordinates and the different classes are 'left' and 'right'. To ease the combination of results from the different classifiers, the result of each classifier is encoded in a common data-format, namely as population code vector ( 1M) I h· h d· .
i ak,t = ak,t,· .. ,ak,t . ntIs vector, eac ImenSlon ak,t encodes the activation of class i, where 0 means that the feature does not match the specific class at all, and 1 means a perfect match. The computation of the activation for class i is based on the Gaussian distance d1,t between a feature-vector f k,t and a cluster-center Ck,i with respect to a covariance matrix~k,i:
with a sampling rate appropriate for recognition. As usual for speech processing tasks we apply Hidden Markov Models for speech representation, and Mel-Cepstrum coefficients for feature extraction. Each speech label is modeled as an 8 state HMM with Balds-topology. We will summarize this approach very briefly, details can be found in [16] . New auditory labels are acquired online and incrementally. In ALIS2 learning of new labels is only possible during the so called 'learning session'. Currently this session is triggered by uttering a predefined learn criterion. Within this session, speech labels need to be uttered three to five times to provide a sufficient sample for model estimation. After the session has timed out, the collected sample is processed by either creating a new auditory label cluster or by updating an already existing speech cluster. This depends on a crossmodal teaching signal created by the system, basing on the activations ak of the visual classifiers (see following section). If the class depicted by the maximal entry of the teaching signal is not yet acoustically represented, a new label model is created using the best matching label model for initialization. Acoustic label models are estimated using a segmental k-Means technique given the collected session-samples. If the target class in the teaching signal is already modeled, the according speech cluster is updated using maximum a-posteriori training. Speech decoding uses a combined search space, comprising HMM-subgraphs of already acquired label models and the above-mentioned predefined learn-criteria. The speech recognition results are accordingly split into commands used to trigger the learning session and into recognized labels. In compliance with the visual classifiers, the recognition results for the labels are encoded in an activation vector as, in which each dimension a~contains the activation of model i. For further improvement of recognition performance, common post-processing techniques like acoustic score normalization or length histogram based pruning are applied.
For means of stabilization, these results are averaged over T frames:
C. Speech Learning and Recognition
In contrast to the visual classifier pathways, speech is commonly represented as a high-dimensional time-series sampled Whenever the identity of the currently focused proto-object changes or is lost, all d~t are set to 0 to prevent influences of outdated measurements to the current activation. This procedure is identical for each time step, thus we will drop the time indices for convenience. From (5) and (6) we can infer, each class depends on the choice of its cluster-center and covariance only. These two parameters can be learned, but as mentioned above, this is not in the scope of this paper.
D. Combining visual and auditory information
As explained in section I-A, the outputs of the visual classifiers are used to train the speech classifier and to evaluate the learned associations. In the following we will explain how the results of the visual classifiers and the speech classifier are combined and how this combination is used for learning. We will only briefly sketch the evaluation-process since a detailed description is given in [17] . The purpose of the combination is to map the results of the visual classifiers ak, k = 1, ... K to the results as of the speech classifier in a way that, e. g. , the activation of the visual class 'left' is mapped to the speech model decoding the word 'left'. This is achieved by concatenating all activities in one large vector ac = (al,l, ... ' aK,M, as,I , ... , as,KM)T and defining an activation-matrix A, in which the element A ij is bigger than zero, if the class at dimension i of ac should be mapped to the class at dimension j of ac. If class i and class j are mapped to each other, the expected result for class j given the result of class i is therefore encoded at dimension j of r = Aac. Note that this mapping mechanism is generally applicable for the combination of arbitrary classifier results and not restricted to the used mapping of speech and vision. The matrix A can be learned, e. g. by statistical correlation methods, but since this is not the scope of this paper, we consider A as predefined.
To create a teaching signal from the visual classifiers for the speech classifier, we apply some masking to the product vector T. First, the predefined learn-criterion suppresses the activations of undesired properties, e. g. for the learning of the position property, all other properties are masked. A subsequently applied temporal masking lets the visual activations only pass to the speech classifier while the tutor utters speech labels. With this mechanism, the tutor can control the circumstances at which the system should learn. For the evaluation of learned labels, the combined activation 
III. EXPERIMENTS
A. Experiment description
Subparts of the proposed system, like accuracy in perceiving planar surfaces, motion and speech have already been evaluated in [13] , [14] , [16] . Besides from investigating the number of speech samples required for perfect recognition (word error rate (WER) = 0%), we focus on demonstrating the feasibility of our system design by providing reliable results despite the demanding circumstances of a robot interacting with its environment. This can not be done by a comparison with a gold-standard system since there is none available. But we can evaluate the system design by showing that its good performance is not caused by the reliability of the single percepts but by the way these are combined. For this purpose, we construct a comparison system which uses 3D blobs instead of proto-objects, and which does not merge the percepts but rather estimates the desired classes based on non-stabilized, non-merged 3D blobs. The classifiers in both systems are equal. Each utilizes one classifier to estimate the relative positions 'left' and 'right' based on the proto-object's 3D position in cylindrical waist coordinates. Additionally, the assignment of planar surfaces to one of the classes 'table' and 'chair' is possible based on a feature-vector comprising the proto-object's height, its normal and the vector indicating the source. Finally the isolated source vector is used to classify the movement-status to 'moving' and 'still.' Both the proposed system and the comparison system are first evaluated with respect to their ability to provide the speech classifier with a teaching signal, created from the results of the visual classifiers. We call this the 'learning-scenario'. In this scenario, the tutor presents an object of an arbitrary class to the robot, which the robot will react to by approaching and focussing it. As soon as a stable perception is established, the tutor triggers the learning session and utters the label to be learned for five times. By monitoring the time between the first presentation of an object until the begin of the learning session, as well as monitoring the teaching-signal provided during the learning session, a feasible measure for the stability of perception during interaction is obtained.
Afterwards, in what we term the 'evaluation-scenario', the results of the trained speech classifier are compared with the visual classification results. In this scenario, the tutor is instructed to evaluate one randomly selected previously learned label. Beginning with the time of instruction, we monitor the visual activation matching to the selected speech label for 7 seconds. Quantitatively both, the teaching signal and the visual activations are expressed by the ratio R of frames with a correct signal divided by the total number of frames, averaged over all trials. All experiments described here are repeated seven times for each class, using the same tutor trained in interaction with the robot. For every class key scenes representing reasonable interaction scenarios are defined (see Figure 3) . The tutor is instructed to present the objects as defined in these key scenes. Some of the performance-measures presented here are chosen with respect a human tutor. We believe, this is necessary for our scenarios, because the tutor is part of the environment the robot perceives and interacts with. The way in which the robot behaves according to this perception is itself perceived by the tutor, who can adjust his interaction thereupon.
B. Results and Discussion
The speech classification performance strongly depends on the number of samples used for training. As shown in Figure  4 the WER drops sharply as the number of training samples increases, and converges against 0% WER for larger training samples.
The following response time of 5s -6s is quit fast. For the position property there is no significant difference between the proposed and the comparison system, probably due to the accuracy of the 3D depth-blobs. However, for all other properties it took the robot significantly longer to achieve stable perception, in the case of 'moving' and 'table' about twice as long. To rule out subjective wrong decisions of the tutor, we plot the velocities of the robot's camera exemplary for one trial of learning the class 'table', starting with the first presentation of the proto-object and ending with the robot's return to starting position after the learning session. Figure 5(a) shows the camera velocities for the proposed system. Here the robot approaches the table and achieves a stable fixation after 5 seconds. For the comparison system, shown in Figure 5( A significant difference is only visible for the classes 'table', 'moving' and 'still'. The reason for the relatively good performance of the comparison system lies in the simplicity of the task: During the learning session the robot has already approached the object, fixates it and hence does not move very much (except for the 'moving' class).
In the following table the rate R of visual activations is shown for the evaluation session. robot to achieve stable perception in the learning scenario, averaged over all trials for each class:
Class For the classes 'moving, chair' and 'table', these results are significantly better in the proposed system. However, for the 'still' class they are only slightly better and for the positionproperties, the comparison system achieves a slightly better performance.
To clarify this issue, Figure 6 shows an exemplary selection IV. CONCLUSION We presented a perception system, which incorporates and extends existing concepts of proto-objects. A general method for merging proto-objects from different sources was introduced.
In human-robot-interaction experiments the system provided stable perception, leading to robust robot behavior. We also showed the feasibility of using proto-objects for online training of a speech recognition system, based on some visual properties extracted from the proto-objects. Repeating the experiments with a comparison system showed that the good performance is not caused by the quality of the raw signals, but rather by the way these are integrated in our proposed system. By encoding the properties and the recognized speech labels in one cornman data-format, a combination of different modalities is achieved and allows an easy extension of the system by more complex classifiers. The system presented here provides the perceptual basics for future learning of semantics. REFERENCES of the averaged cluster activations and standard deviations for the classes 'left' in 6(a), 'table' in 6(b), 'still' in 6(c), and 'moving' in 6(d). The plot for 'left' shows the reason for the worse classification rate: Due to the temporal integration of the classifiers, the activation raises slower than in the comparison system, hence averaged over the whole session, the classification rate is lower. Nevertheless the continuously raising plot indicates the higher stability of the proposed system. Note, that the activation reaches a maximum of 0.7 only, because the tutor didn't present the proto-object at the center of the left-cluster. For the 'table' -plot, the proposed system exhibits a raising activation, accompanied by a high standard deviation while the robot is approaching the table between t=ls and t=3s. In the same time period, the comparison system loses the protoobject several times and therefore the activity drops to zero, and remains unstable, whereas the proposed system shows continuous improvement. The activity plot for the class 'still' raises, but shows a high standard deviation between t=3s and t=5s, caused by the different time it takes the tutor to approach the robot (being perceived as moving) and present a non-moving proto-object. Again the temporal integration causes a later raise of activity than in the comparison system, but it remains constantly high after 5 seconds. The activation of the comparison system is very noisy over the complete run. However, also for this system the average activity remains higher than 0.5. For the 'moving' class, the activation of the proposed system performs a steep and continuous raise to a value of 1. During all seven trials, the proto-object is lost four times all in all. Each time it is lost, the activity drops to zero, but since the proto-object is immediately re-found, the activation raises again, resulting in a saw-toothed signal shown in Figure 6 (d).
In the comparison system, the activity remains below 0.5 all the time, proving the noisy character of the signal.
