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Effective Termination of Kohn’s Algorithm
for Subelliptic Multipliers
Yum-Tong Siu 1
Dedicated to Professor Joseph J. Kohn on his 75th Birthday
Introduction. In this note we will discuss the problem of the effective ter-
mination of Kohn’s algorithm for subelliptic multipliers for bounded smooth
weakly pseudoconvex domains of finite type [Ko79]. We will give a complete
proof for the case of special domains and will only indicate briefly how this
method is to be extended to the case of general bounded smooth weakly pseu-
doconvex domains of finite type. The method is rather simple and uses some
local theory of algebraic geometry. People with some minimal background in
algebraic geometry may find the algebraic-geometric techniques involved in
this note very simple or even completely trivial. Since this topic is of interest
mainly to the analysts I will use as much as possible the language of function
theory to describe our method.
In a number of conferences in recent years I gave talks on this topic,
but because of time limitation never had the opportunity to present all the
details. This note is written to make the details available. This note will
appear in the special issue of Pure and Applied Mathematics Quarterly for
Professor Joseph J. Kohn.
The termination of Kohn’s algorithm in the real-analytic case was verified
by Diederich-Fornaess [DF78] without effectiveness. In this note we are also
going to formulate Kohn’s algorithm geometrically in terms of the theorem of
Frobenius on integral submanifolds and present a proof from this geometric
viewpoint so that one can see clearly how the procedures of Kohn’s algorithm
arise naturally in the geometric context and why the real-analyticity facili-
tates the proof of the termination of Kohn’s algorithm. We present this more
geometric proof here to provide an alternative to the proof of Proposition 3
on pp.380-388 of [DF78] which is the key step of [DF78] and which is still
quite a bit of a challenge to follow. Moreover, the proof of the real-analytic
case of the ineffective termination of Kohn’s algorithm from the geometric
viewpoint gives a better understanding of the roˆle played by the real-analytic
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assumption and of what stands as a hurdle between generalizing the ineffec-
tive real-analytic case to the ineffective smooth case.
We also hope that this geometric viewpoint will provide an easier and
more transparent setting for further developments of the application of algebraic-
geometric techniques to general partial differential equations which Kohn has
pioneered with his algorithm for the complex Neumann problem [Ko79]. The
key point of Kohn’s theory is the following. If the distribution of jets, where
the partial-differential-equation estimate fails to hold, is not integrable even
over unreduced points (or Artinian subschemes) of arbitrarily high order,
then there is an algorithm to apply algebraic-geometric techniques to derive
the partial-differential-equation estimate. Kohn implemented his theory for
the complex Neumann problem. His theory should be applicable to systems
of partial differential equations in a more general setting. Such an expected
further development of his theory remains yet to be carried out.
In a private communication Kohn told me that he has a direct proof of
the result of Diederich-Fornaess [DF78] on the ineffective termination of the
Kohn algorithm for the real-analytic case by using power series expansion
of the real-analytic defining function and explicitly keeping track of various
partial differentiations in the holomorphic and anti-holomorphic directions.
Andreea Nicoara recently posted an article [Ni07] in which she treats the
ineffective termination of Kohn’s algorithm for smooth weakly pseudoconvex
domains of finite type from the viewpoint of adapting the ineffective argu-
ment of Diederich-Fornaess for the real-analytic case to the smooth case by
using Tougeron elements [To72] and Catlin’s multitype [Ca84] to examine
the possibilities of removing the difficulties of the smooth case such as those
arising from the existence of non-identically-zero smooth function germs at
a point whose derivatives of all orders vanish at that point.
At the end we include in this note an appendix which presents some
techniques of applying Skoda’s theorem on ideal generation [Sk72, Th.1,
pp.555-556] which involve derivatives of functions and Jacobian determi-
nants. Though most of these techniques are not directly used in this note
(except the use of (A.2) in (III.7) and the use (A.3) in (III.8)), they may
be useful in reducing vanishing orders of multiplier ideals in Kohn-type al-
gorithms for more general partial differential equations.
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An earlier version of this note was posted in arxiv.org server as arXiv:0706.4113.
In its Proposition (III.6) on the Multiplicity Estimate from Adjunction For-
mula, when we differentiate a given multiplier inside the formation of a Jaco-
bian determinant to construct another multiplier, we should have performed
the differentiation as many times as the multiplicity of the given multiplier
instead of performing it only once in Proposition (III.6) there. In this version
we put in the correct number of differentiation. In (III.10) below we explain
why the correct number of differentiation is necessary. In order to make our
argument more transparent with minimum notational complexity, we first do
the special case of complex dimension two. As a result we change completely
the presentation of our argument in this version. The presentation here is
more streamlined than in the earlier version.
Before we go into the main body of this note, we would like to make one
remark about the meaning of the effective termination of Kohn’s algorithm.
Kohn’s algorithm tells us that multipliers can be produced by using Jaco-
bian determinants or by taking roots. More precisely, taking a root means
choosing an element in the radical of the ideal formed by multipliers in the
preceding steps. The challenge in solving the problem of the effective termi-
nation of Kohn’s algorithm is to come up with a procedure which specifies
when a root should be taken and when a Jacobian determinant should be
used. The procedure should specify when and how to choose an element in
the radical of the ideal formed by multipliers in the preceding steps. It also
should specify when and how to choose functions (either multipliers from the
preceding steps or pre-multipliers in the sense of (III.6)) to form the Jacobian
determinant. If one simply follows the rule of always giving priority to taking
roots or simply follows the rule of always giving priority to taking Jacobian
determinants, it is very easy to come up with simple counter-examples which
show that such simple-minded rules could not in general yield an effective
termination of Kohn’s algorithm. Of course, the uselessness of such simple-
minded rules does not mean that Kohn’s algorithm cannot be effectively
terminated. The problem of the effective termination of Kohn’s algorithm
is the determination of a selection rule to specify when and how to take an
element in the radical of an ideal formed by multipliers from the previous
steps and to specify when and how to take Jacobian determinants to form
new multipliers. The purpose of this note is to present such a selection rule
and thereby demonstrate the effective termination of Kohn’s algorithm.
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Part I. Global Regularity, Subellipticity, Kohn’s Algorithm, and
Special Domains
(I.1) The Setting. We start out with the setting of a bounded domain Ω
in Cn with smooth boundary defined by r < 0 for some smooth function r
on an open neighborhood of the topological closure of Ω. We assume that
Ω is weakly pseudoconvex at all its boundary points in the sense that at
any boundary point P of Ω the (1, 1)-form ∂∂¯r is weakly positive definite
when restricted to the complex tangent space {∂r = 0} of the boundary
∂Ω of Ω at P . (To be more precise, we should have said that
√−1 ∂∂¯r
is weakly positive definite instead of ∂∂¯r being weakly positive definite, but
for notational simplicity we will drop the factor
√−1 if there is no risk of
any confusion.)
The type m at a point P of the boundary ∂Ω of Ω is the supremum of
the normalized touching order
ord0 (r ◦ ϕ)
ord0ϕ
,
to ∂Ω, of all local holomorphic curves ϕ : ∆ → Cn with ϕ(0) = P , where
∆ is the open unit 1-disk and ord0 is the vanishing order at the origin 0. A
point P of the boundary ∂Ω of Ω is said to be of finite type if the type m at P
is finite. This notion of finite type was introduced by D’Angelo [DA79]. For
notational convenience we also call m the order of finite type instead of just
the “type” to indicate that it is in the sense of D’Angelo’s notion of finite
type.
Our goal is to obtain global regularity for any smooth weakly pseudo-
convex domain Ω of finite type in the sense that, for any ∂¯-closed smooth
(0, 1)-form f on Ω which is smooth up to the boundary of Ω, the solution u
of ∂¯u = f on Ω with u orthogonal to all holomorphic functions on Ω must
also be smooth up to the boundary of Ω. In this note by “smoothness” we
mean infinite differentiability. For notational simplicity we formulate global
regularity only for (0, 1)-forms. It can be similarly formulated for (0, q)-forms
for a general q.
Global regularity is a consequence of the subelliptic estimate, which is
defined as follows. For any P ∈ ∂Ω there exist an open neighborhood U of
4
P in Cn and positive numbers ǫ and C satisfying
‖|g|‖2ǫ ≤ C
(‖∂¯g‖2 + ‖∂¯∗g‖2 + ‖g‖2)
for any (0, 1)-form g supported on U ∩ Ω¯ which is in the domain of ∂¯ and
∂¯∗, where ‖| · |‖ǫ is the L2 norm on Ω involving derivatives up to order ǫ
in the boundary tangential direction of Ω and ‖ · ‖ is the usual L2 norm on
Ω without involving any derivatives, and ∂¯∗ is the actual adjoint of ∂¯ with
respect to ‖ · ‖.
Kohn [Ko79] introduced the following notion of multipliers to obtain the
subelliptic estimate. At a point P of ∂Ω a smooth function germ f at P
is called a subelliptic multiplier (or simply called a multiplier) if there exist
some open neighborhood U of P in Cn and some positive numbers ǫ and C
(all three depending on f) such that
(I.1.1) ‖|fg|‖2ǫ ≤ C
(‖∂¯g‖2 + ‖∂¯∗g‖2 + ‖g‖2)
for any (0, 1)-form g supported on U ∩ Ω¯ which is in the domain of ∂¯ and
∂¯∗. We call the positive number ε an order of subellipticity for the multiplier
f . We also call a subelliptic multiplier a scalar multiplier to emphasize its
difference from vector-multipliers introduced below. The collection of all
multipliers at P forms a ideal which is called the multiplier ideal and is
denoted by IP .
A germ of a smooth (1, 0)-form θ at P is called a subelliptic vector-
multiplier if there exist some open neighborhood U of P in Cn and some
positive numbers ǫ and C (all three depending on θ) such that
(I.1.2) ‖|θ¯ · g|‖2ǫ ≤ C
(‖∂¯g‖2 + ‖∂¯∗g‖2 + ‖g‖2)
for any (0, 1)-form g supported on U ∩ Ω¯ which is in the domain of ∂¯ and ∂¯∗,
where θ¯ · g is the function obtained by taking the pointwise inner product of
the complex-conjugate θ¯ of θ with g with respect to the Euclidean metric of
Cn. We call the positive number ε an order of subellipticity for the vector-
multiplier θ. The collection of all vector-multipliers at P forms a module
which is called the vector-multiplier module and is denoted by AP .
The subelliptic estimate holds at a boundary point P of Ω if a nonzero
constant function belongs to IP . Kohn introduced the following algorithm
to generate elements of IP .
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(A) Initial Membership.
(i) r ∈ IP .
(ii) ∂∂¯jr belongs to AP for every 1 ≤ j ≤ n − 1 if ∂r = dzn at P for
some local holomorphic coordinate system (z1, · · · , zn) centered
at P , where ∂j means
∂
∂zj
.
(B) Generation of New Members.
(i) If f ∈ IP , then ∂f ∈ AP .
(ii) If θ1, · · · , θn−1 ∈ AP , then the coefficient of
θ1 ∧ · · · ∧ θn−1 ∧ ∂r
is in IP .
(C) Real Radical Property.
If g ∈ IP and |f |m ≤ |g| for some positive integer m, then f ∈ IP .
The key point of Kohn’s algorithm is to allow certain differential operators
to lower the vanishing orders of multipliers so that eventually one can get
a nonzero constant as a multiplier. However, there are two limitations on
this process of differentiation to lower vanishing orders. One is that only
(1, 0)-differentiation is allowed (as formulated in (B)(i) above). The other is
that only determinants of coefficients of (1, 0)-differentials can be used (as
formulated in (B)(ii) above). Besides using differentiation the “real radical
property” allows root-taking to reduce vanishing orders (as formulated in (C)
above).
For the proof of the effective termination of the Kohn algorithm, to keep
track of the effectiveness we will assign a positive number to a scalar multi-
plier (respectively a vector-multiplier) which is an order of subellipticity for
the scalar multiplier (respectively vector multiplier). We call such a positive
number an assigned order of subellipticity. In addition to keeping track of
the number and the nature of the steps of the Kohn algorithm used, the
effectiveness of the termination of the Kohn algorithm seeks to keep track of
the assigned orders of subellipticity for the individual scalar multipliers and
vector-multipliers so that the final nowhere zero multiplier has an effective
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positive number as its assigned order of subellipticity. Note that the assigned
order of subellipticity of a scalar multiplier or vector-multiplier constructed
in the Kohn algorithm is in general not the maximum ε for the inequality
(I.1.1) or (I.1.2).
We will adopt the following rule of giving to a scalar multiplier or a
vector-multiplier in the Kohn algorithm its assigned order of multiplicity. As
its assigned order of subellipticity we give the scalar multiplier r the number
1. As its assigned order of subellipticity we give the number 1
2
to the vector-
multiplier ∂∂¯jr at P for every 1 ≤ j ≤ n − 1 is 12 if ∂r = dzn at P for
some local holomorphic coordinate system (z1, · · · , zn) centered at P . If the
assigned order of subellipticity of the scalar multiplier f is ε, then we give
to the vector-multiplier ∂f as its assigned order of subellipticity the number
ε
2
. If the minimum of the assigned orders of subellipticity of the vector-
multipliers θ1, · · · , θn−1 is ε, then we give to the same ε to the coefficient
of
θ1 ∧ · · · ∧ θn−1 ∧ ∂r
as a scalar multiplier as its assigned order of subellipticity. If the assigned
order of subellipticity of the scalar multiplier g is ε and if |f |m ≤ |g| for some
positive integer m, then we give the number ε
m
to the scalar multiplier f as
its assigned order of subellipticity.
(I.2) Algebraic-Geometric Description of Finite Type for Special Domains.
A special domain Ω in Cn+1 (with coordinates w, z1, · · · , zn) is a bounded
domain given by
(I.2.1) Rew +
N∑
j=1
|Fj (z1, · · · , zn)|2 < 0,
where Fj (z1, · · · , zn) defined on some open neighborhood of Ω¯ in Cn+1 de-
pends only on the variables z1, · · · , zn and is holomorphic in z1, · · · , zn for
each 1 ≤ j ≤ N . In what follows, when we consider the subelliptic estimate
at a boundary point P of Ω and its type of finite order, if there is no confu-
sion we will assume without loss of generality and without explicit mention
that the point P is the origin of the coordinates w, z1, · · · , zn and that Fj
vanishes at P for each 1 ≤ j ≤ N . Such special domains were introduced by
Kohn [Ko79, p.115, §7].
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To quantitatively describe finite type at the origin in a way which is more
convenient to use, we introduce a positive number p which is the smallest
positive integer such that
(I.2.2) |z|p ≤ A1
N∑
j=1
|Fj(z)|
on some open neighborhood of the origin in Cn for some positive constant
A1, where z = (z1, · · · , zn) and |z|2 =
∑n
ℓ=1 |zℓ|2. We will verify below in
(I.3) that the order of finite type at the origin P is equal to 2p.
We are going to introduce also two other effectively comparable ways to
describe finite type which are both algebraic-geometrical. The first one is
the following. Let m be the maximum ideal mCn,0 of C
n at the origin. Let I
be the ideal on Cn generated by holomorphic function germs F1, · · · , FN on
Cn at the origin. Let q be the smallest positive integer such that
(I.2.3). mq ⊂ I.
We will verify below in (I.4) that the number p is related to the number q
by the inequality p ≤ q ≤ (n + 2)p. This inequality is far from being sharp.
The second is the following. Let s be the dimension over C of the quotient
of OCn,0 by the ideal generated in it by the holomorphic function germs
F1, · · · , FN on Cn at the origin. We will verify below in (I.5) that the number
q is related to the number s by the two inequalities q ≤ s and s ≤ (n+q−1
q−1
)
.
Again this pair of inequalities is far from being sharp.
When we prove the effective termination of Kohn’s algorithm for special
domains, we will in different contexts choose to use one of the three effectively
comparable descriptions p, q, or s of the order of finite type.
Let U be an open neighborhood of 0 in C and ψ : U → Cn+1 be a
holomorphic map with ψ(0) = 0. Write ψ = (ψ0, ψ1) such that ψ0 : U → C
and ψ1 : U → Cn. For j = 0, 1 the vanishing order ord0ψj at 0 of ψj is the
positive integer s such that
ψj(0) = (dψj) (0) = · · · =
(
ds−1ψj
)
(0) = 0
and (dsψj) (0) 6= 0. This positive integer s can also be described as the
largest integer such that
|ψj(ζ)| ≤ A2,j |ζ |s
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for some positive constant A2,j when the coordinate ζ of C is small. The
vanishing order ord0 (ψ) at the origin of ψ is equal to the minimum of the
vanishing orders ord0 (ψ
∗
0w) and ord0 (ψ
∗
1zj) of the holomorphic functions
ψ∗0w and ψ
∗
1zj of ζ at ζ = 0 for 1 ≤ j ≤ n.
In the expansion of the function
ψ∗r = Re ((ψ∗0w) (ζ)) +
N∑
j=1
|Fj (ψ1 (ζ))|2
in ζ, ζ¯ , only terms of the form aνζ
ν and bν ζ¯
ν with ν ≥ 1 (i.e., purely holomor-
phic or purely antiholomorphic terms in ζ ) can occur in Re ((ψ∗0w) (ζ)) and
only terms of the form cµ,νζ
µζ¯ν with µ ≥ 1 and ν ≥ 1 (i.e., never purely holo-
morphic or purely antiholomorphic terms in ζ) occur in
∑N
j=1 |Fj (ψ1 (ζ))|2
(where aν , bν , cµ,ν are complex constants). Since there is no possibility at all
of any term from Re ((ψ∗0w) (ζ)) canceling a term from
∑N
j=1 |Fj (ψ1 (ζ))|2,
it follows that the vanishing order at 0 of ψ∗r must be equal always to
the minimum of the order at 0 of Re ((ψ∗0w) (ζ)) and the order at 0 of∑N
j=1 |Fj (ψ1 (ζ))|2. Thus
ord0ψ
∗r
ord0ψ
=
min
(
ord0ψ
∗
0w, ord0ψ
∗
1
∑N
j=1 |Fj |2
)
min
(
ord0 ψ∗0w,
1
2
ord0ψ∗1
∑n
j=1 |zj |2
) .
(I.3) Lemma. Let p be the smallest positive integer which satisfies (I.2.2) for
some positive constant A1. Then the order t of finite type at the origin for
the special domain Ω given by (I.2.1) is equal to 2p.
Proof. We are going to prove t = 2p by proving the two inequalities t ≤ 2p
and t ≥ 2p. We first prove the inequality t ≤ 2p. From the definition of the
order t of finite type we know that there exist some open neighborhood U of
0 in C and some holomorphic map ψ = (ψ0, ψ1) : U → Cn+1 = C× Cn with
ψ(0) = 0 such that
t =
ord0ψ
∗r
ord0ψ
=
min
(
ord0ψ
∗
0w, ord0ψ
∗
1
∑N
j=1 |Fj |2
)
min
(
ord0 ψ∗0w,
1
2
ord0ψ∗1
∑n
j=1 |zj |2
) .
We let
α = ord0ψ
∗
0w, β =
1
2
ord0ψ
∗
1
n∑
j=1
|zj |2 , γ = ord0ψ∗1
N∑
j=1
|Fj|2 .
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From the definition of p we have γ ≤ 2pβ. We differentiate among the
following three cases.
Case 1. α ≤ β.
Case 2. β < α ≤ 2pβ
Case 3. α > 2pβ.
For Case 1, we have
t =
min(α, γ)
min(α, β)
≤ min(α, 2pβ)
min(α, β)
=
α
α
≤ 2p.
For Case 2, we have
t =
min(α, γ)
min(α, β)
≤ min(α, 2pβ)
min(α, β)
=
α
β
≤ 2pβ
β
= 2p.
For Case 3, we have
t =
min(α, γ)
min(α, β)
≤ min(α, 2pβ)
min(α, β)
=
2pβ
β
= 2p.
Thus in all three cases t ≤ 2p.
We are now going to prove the other inequality 2p ≤ t. We use a si-
multaneous resolution of embedded singularities π : W˜ → W for some open
neighborhood W of the origin in Cn with exceptional hypersurfaces {Yj}Jj=1
in W˜ in normal crossing so that the pullback π∗m of the maximum ideal
on W at the origin is equal to the ideal sheaf of the divisor
∑J
j=1 σjYj for
some nonnegative integers σ1, · · · , σJ and the pullback π∗I of the ideal sheaf
I on Cn generated by F1, · · · , FN is equal to the ideal sheaf of the divisor∑J
j=1 τjYj for some nonnegative integers τ1, · · · , τJ .
Since p is the smallest integer which satisfies condition (I.2.2) for some
positive constant A1, it follows that pσj ≤ τj for all 1 ≤ j ≤ J . Take any
1 ≤ j0 ≤ J with σj0 > 0 and 0 ∈ π (Yj0) such that there is a regular point Q
of some Yj0 with the property that π (Q) = 0 and Q does not belong to any
other Yj with j 6= j0. Take a local regular complex curve C˜ in W˜ represented
by a holomorphic map ϕ˜ : U → W˜ from some open neighborhood U of 0 in
C to W˜ such that ϕ˜(0) = Q and the local complex curve C˜ is transversal to
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Yj0 and disjoint from any other Yj with j 6= j0. Now we define a holomorphic
map ψ = (ψ0, ψ1) : U → Cn+1 = C× Cn by ψ0 ≡ 0 and ψ1 = π ◦ ϕ. Then
ord0ψ
∗r
ord0ψ
=
min
(
ord0ψ
∗
0w, ord0ψ
∗
1
∑N
j=1 |Fj|2
)
min
(
ord0 ψ∗0w,
1
2
ord0ψ∗1
∑n
j=1 |zj|2
)
=
ord0ψ
∗
1
∑N
j=1 |Fj |2
1
2
ord0ψ∗1
∑n
j=1 |zj |2
=
2τj0
σj0
≥ 2p.
By the definition of t we have t ≥ 2p. Putting the two inequalities t ≤ 2p
and t ≥ 2p together, we get t = 2p. Q.E.D.
(I.4) Lemma. Let p be the smallest positive integer which satisfies (I.2.2) for
some positive constant A1. Let q be the smallest positive integer such that
the q-th power mq of the maximum ideal m of Cn at the origin is contained
in the ideal I generated by the holomorphic function germs F1, · · · , FN on
Cn at the origin. Then p ≤ q ≤ (n+ 2)p.
Proof. From the definition of q it follows that
z
q
ℓ ∈ mq ⊂ I =
N∑
j=1
OCn,0Fj
for every 1 ≤ ℓ ≤ n it follows that
|zqℓ | ≤ A˜ℓ
N∑
j=1
|Fj (z)|
for some positive constant A˜ℓ for 1 ≤ ℓ ≤ n on some open neighborhood of
the origin in Cn. Hence
|z|q =
(
n∑
ℓ=1
|zℓ|2
) q
2
≤ n q2 max
1≤ℓ≤n
|zℓ|q ≤ n
q
2
(
max
1≤ℓ≤n
A˜ℓ
) N∑
j=1
|Fj (z)|
and p ≤ q from the definition of p.
For the proof of the inequality p ≤ (n+2)q, we need the following theorem
of Skoda [Sk72, Th.1, pp.555-556].
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LetD be a pseudoconvex domain inCn and χ be a plurisubharmonic function
on D. Let g1, . . . , gm be holomorphic functions on D. Let α > 1 and ℓ =
inf(n,m− 1). Then for every holomorphic function F on D such that∫
D
|F |2|g|−2αℓ−2e−χ <∞,
there exist holomorphic functions f1, . . . , fm on Ω such that
F =
m∑
j=1
gjfj
and ∫
D
|f |2|g|−2αℓe−χ ≤ α
α− 1
∫
D
|F |2|g|−2αℓ−2e−χ,
where
|g| =
(
m∑
j=1
|gj|2
) 1
2
, |f | =
(
m∑
j=1
|fj |2
) 1
2
.
For nonnegative integers γ1, · · · , γn with γ1+ · · ·+γn = (n+2)p we apply
Skoda’s theorem to the case of
F =
n∏
j=1
z
γj
j , m = N + n,
χ ≡ 0, {g1, · · · , gm} = {F1, · · · , FN , 0, · · · , 0} ,
ℓ = n, α =
n + 1
n
,
with D being some small open ball neighborhood of the origin in Cn, to
conclude from (I.2.2) that
n∏
j=1
z
γj
j ∈ I =
N∑
j=1
OCn,0Fj.
Hence q ≤ (n + 2)p. Q.E.D.
(I.5) Lemma. Let q be the smallest positive integer such that the q-th power
m
q of the maximum ideal m of Cn at the origin is contained in the ideal I
generated by the holomorphic function germs F1, · · · , FN on Cn at the origin.
Let s be the dimension over C of the quotient of OCn,0 by the ideal I. Then
q ≤ s and s ≤ (n+q−1
q−1
)
.
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Proof. Let R = OCn,0. Since mq ⊂ I, it follows that
s = dimCR /I ≤ dimCR /mq =
(
n+ q − 1
q − 1
)
.
On the other hand, we consider the following sequence of nested C-linear sub-
spaces of the finite-dimensional C-vector spaces R /I of complex dimension
s.
R /I ⊃ m (R /I ) ⊃ m2 (R /I ) ⊃ · · · ⊃ mℓ (R /I ) ⊃ mℓ+1 (R /I ) ⊃ · · ·
There exists some 1 ≤ ℓ ≤ s such that
m
ℓ (R /I ) = mℓ+1 (R /I ) .
By Nakayama’s lemma we have
0 = mℓ (R /I ) = (mℓ + I) /I
and we conclude that mℓ + I = I and mℓ ⊂ I, which implies that q ≤ s.
Q.E.D.
Later we will need the following corollary of Lemma (I.5) which is a
version of the effective Nullstellensatz in terms of multiplicity.
(I.6) Lemma. Let I be an ideal in OCn,0 such that its multiplicity is no more
than some positive integer m in the sense that the complex dimension of the
quotient of OCn,0 by I is no more than m. Let f be a holomorphic function
germ on Cn at the origin which vanishes at the origin. Then fm
2
belongs to
I.
Proof. Let I = ⋂Jj=1Qj be the primary decomposition of the ideal I in
the Noetherian ring OCn,0 and let Pj be the radical of the primary ideal Qj .
Since m is the multiplicity of I, we have J ≤ m. Let Zj be the subvariety
germ of Cn at the origin whose ideal at the origin is Pj and let Z0j be the set
of all regular points of Zj, which without loss of generality we can assume
to be connected. Let nj be the complex codimension of Zj at the origin.
Take a generic point Qj in Z
0
j and let Πj be a complex C-linear subspace of
complex dimension nj C
n which is transversal to Z0j at the point Qj . The
multiplicity of the ideal at Qj induced by Qj is no more than m (if we assume
without loss of generality that Qj is sufficiently close to the origin). Let Jj
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be the ideal on Πj ≈ Cnj at Qj induced by Qj . Then the multiplicity of Jj
at the point Qj is no more than m. By Lemma (I.5) applied to Πj ≈ Cnj and
the ideal Jj on Πj ≈ Cnj , we conclude that the holomorphic function germ(
f |Πj
)m
on Πj ≈ Cnj at Qj belongs to the ideal Jj. Since Qj is a generic
point in Z0j and since Qj is a primary ideal, it follows that the holomorphic
function germ fm on Cn at the origin belongs to Qj . From J ≤ m it follows
that the holomorphic function germ fm
2
on Cn at the origin belongs to the
product of Qj for 1 ≤ j ≤ J . In particular, holomorphic function germ fm2
on Cn at the origin belongs to I. Q.E.D.
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Part II. Algebraic Formulation and Sketches of Techniques
(II.1) Algebraic Formulation of Kohn’s Algorithm for Special Domains. The
effective termination of Kohn’s algorithm for a special domain is reduced to
the purely algebraic-geometric description of items (i) through (vii) listed
below. For the case of a special domain the setting is as follows. We have a
special domain Ω in Cn+1 (with coordinates w, z1, · · · , zn) defined by
r := Rew +
N∑
j=1
|Fj (z1, · · · , zn)|2 < 0,
where for each 1 ≤ j ≤ N , Fj (z1, · · · , zn) is a holomorphic function van-
ishing at the origin which is independent of w and is defined on some open
neighborhood of Ω¯ in Cn+1. The boundary point of Ω under consideration is
the origin of Cn+1.
In this setting, first of all, from dr = dw at the origin and
∂∂¯r =
N∑
j=1
dFj ∧ dFj
we conclude from (I.1)(A)(ii) and standard techniques of estimates in Kohn’s
theory of multipliers [Ko79] that dFj is a vector multiplier which can be given
1
4
as its assigned order of subellipticity, because the vector-multiplier
∂
(
∂r
∂zj
)
=
N∑
ℓ=1
(
∂hℓ
∂zj
)
dhℓ
at the origin can be given 1
2
as its assigned order of subellipticity for 1 ≤ j ≤
n.
(i) We start out with the N given holomorphic function germs F1, · · · , FN
on Cn at the origin with the origin as their only common zero-point. The
multiplicity q of the ideal generated by F1, · · · , FN at the origin is what we
use for effectiveness statements. That is, a number is considered effective if
it can be estimated by an explicit expression in q.
(ii) Select n C-linear combinations g1, · · · , gn of F1, · · · , FN .
(iii) Form the Jacobian determinant of g1, · · · , gn with respect to z1, · · · , zn.
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(iv) Take the ideal I generated by all such Jacobian determinants.
(v) Choose a finite subset ϕ1, · · · , ϕℓ of the radical J of I and let σ be a
positive number such that (ϕj)
σ ∈ I for 1 ≤ j ≤ ℓ.
(vi) Replace the set F1, · · · , FN by F1, · · · , FN , ϕ1, · · · , ϕℓ and repeat the
above procedure.
(vi) Repeat until we get to the point that ϕ1 can be chosen to be nonzero at
the origin.
(vii) Effectiveness means that we have an effective number of steps and also
an effective bound on σ at each step.
(II.2) Sketch of Proof of Effectiveness for Special Domains. We now give an
overview of the logical framework for the proof of the effective termination
of the Kohn algorithm for special domains. Details for the derivation of the
bounds of the multiplicities of functions constructed from generic C-linear
combinations and Jacobian determinants which occur in this overview will
not be explained here but will be presented later in (III.3), (III.4), and (III.5).
We start out with an ideal generated by holomorphic function germs
F1, · · · , FN on Cn at the origin whose common zero-set is the origin. The
multiplicity q of the ideal generated by F1, · · · , FN at the origin is what we use
for effectiveness statements. For n generic C-linear combinations g1, · · · , gn
of F1, · · · , FN the multiplicity of the function f defined by dg1 ∧ · · · ∧ dgn =
f (dz1 ∧ · · · ∧ dzn) is no more thanmq at the origin, wheremq is some positive
integer depending effectively on q (see (III.5)). The main idea is to use the
procedure of replacing Cn by the subspace V defined by the multiplier f to
cut down successively on the dimension of the zero-set of multipliers while
maintaining effectiveness.
There are two difficulties here. One difficulty is that the subspace defined
by f is in general not regular. The other difficulty is that we are allowed
only to form Jacobian determinants of C-linear combinations g1, · · · , gn of
F1, · · · , FN and not allowed to form the Jacobian determinants of the restric-
tions of such C-linear combinations g1, · · · , gn−1 to V . The two difficulties
are related. If V is nonsingular, we could compute the Jacobian determi-
nant of g1|V , · · · , gn−1|V by computing the coefficient of dz1 ∧ · · · ∧ dzn in
dg1 ∧ · · · ∧ dgn−1 ∧ df .
When V is singular at the origin, we have to differentiate f not just once
to form df but as many times as the multiplicity of V . To enable us to do
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it by using Jacobian determinants, we construct a Weierstrass polynomial f˜
in zn whose coefficients are functions of g1, · · · , gn−1 so that f˜ vanishes on
the subspace V and therefore contains f as a factor. We then differentiate
f˜ as many times as its multiplicity at the origin by applying the operator
dg1∧· · ·∧dgn−1∧d (·) to f˜ and making use of the fact that f˜ is a Weierstrass
polynomial of the type described above. To continue applying the operator
dg1 ∧ · · · ∧ dgn−1 ∧ d (·) to f˜ , we need to modify first the result from the
previous differentiation by comparing on V the Jacobian determinant
∂ (g1, · · · , gn−1)
∂ (z1, · · · , zn−1)
with an appropriate polynomial p (g1, · · · , gn−1) of g1, · · · , gn−1 and using the
Real Radical Property of Kohn’s algorithm in (I.1)(B) to replace
∂ (g1, · · · , gn−1)
∂ (z1, · · · , zn−1)
by p (g1, · · · , gn−1). The final result of differentiating f˜ this way as many
times as the multiplicity of f˜ at the origin produces a new multiplier which
defines on V a subspace with effective multiplicity at the origin. This way
of cutting down on the dimension of the subspace defined by such effectively
constructed multipliers gives the effective termination of Kohn’s algorithm
for special domains.
In the details of the proof for special domains given below in (III.6),
(III.7), (III.8), and (III.9), we actually do not carry out completely the in-
duction of cutting down on the dimension of the zero-set of effectively con-
structed multipliers. A short-cut is used to simplify the process to reach the
same goal (see (III.9)).
(II.3) Modification for Effectiveness for Real-Analytic Case. Before we give
the rigorous details of the proof of the effective termination of the Kohn al-
gorithm for special domains, we would like to discuss how the techniques in
the above sketch for special domains in (II.2) can be modified for the gen-
eral real-analytic case. We consider the following real-analytic case where
the weakly pseudoconvex domain of finite type is defined by r < 0 with
r (z1, · · · , zn, z1, · · · , zn) being real-analytic and vanishing at the origin (which
is the boundary point we consider). The main idea is to let wj = zj for
1 ≤ j ≤ n and let R be the ring of convergent power series in w1, · · · , wn and
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consider the n + 1 holomorphic function germs H0, H1, · · · , Hn on Cn (with
coordinates z1, · · · , zn) at the origin with coefficients in the ring R defined
as follows.
H0 (z1, · · · , zn) = r (z1, · · · , zn, w1, · · · , wn) ,
Hj (z1, · · · , zn) = ∂r
∂wj
(z1, · · · , zn, w1, · · · , wn) for 1 ≤ j ≤ n,
where the coefficients of the power series expansion of Hj in z1, · · · , zn are
all elements of R for 0 ≤ j ≤ n. For the complex Euclidean space Cn with
coordinates z1, · · · , zn we denote by mCn,0 the maximum ideal of Cn at the
origin. Finite type condition for the domain { r < 0 } at the origin implies
the statement that
(II.3.1) there exists some effective positive integer q such that R (mCn,0)
q is
contained in the ideal generated by H0, H1, · · · , Hn in the ring R {z1, · · · , zn}
of convergent power series in z1, · · · , zn with coefficients in R.
The statement (II.3.1) simply follows directly from the definition of finite
type. It can be regarded as the real-analytic analog of condition (I.2.3) for
a special domain. Note that finite type is actually much stronger than the
statement (II.3.1).
In a way analogous to applying condition (I.2.3) to do an inductive
multiplier-construction process to obtain a nonzero constant as a multiplier
from the Kohn algorithm for a special domain as described in (II.2), we now
apply statement (II.3.1) to do the same inductive multiplier-construction
process with the difference that now the coefficients of the power series of
the function germs involved are elements of R = {w1, · · · , wn} instead of
just C. One modification is needed for the inductive multiplier-construction
process. When we are in the case of a special domain, we use n generic
C-linear combinations g1, · · · , gn of F1, · · · , FN , but here in the real-analytic
case when we choose n R-linear combinations g1, · · · , gn of H0, · · · , Hn, one
of g1, · · · , gn must be chosen to be H0. The reason for this modification is
that we are not in the special case where the domain is of the form
Rew + r (z1, · · · , zn, z1, · · · , zn) < 0
and when our domain is not in this special form we have to use ∂r to define
the tangent space of type (1, 0) for the boundary of the domain.
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Note that when we take ∂G1 ∧ · · · ∧ ∂Gn−1 ∧ ∂H0 for generic C-linear
combinations G1, · · · , Gn−1 of H1, · · · , Hn, we are simply using (I.1)(A)(ii)
and (I.1)(B)(ii) in Kohn’s algorithm.
The inductive multiplier-construction process in the real-analytic case
now gives us a nonzero element f of R instead of a nonzero element of C in
the case of a special domain. The main point is that, because of the finite
type condition the multiplicity of this element f (w1, · · · , wn) of R at 0 is
bounded effectively by a constant depending on n and the order of the finite
type. Now we consider the anti-holomorphic function germ f˜ on Cn at the
origin defined by f˜ = f (z1, · · · , zn) and consider the complex conjugate g of
f˜ .
We let V1 be the subspace germ defined by the holomorphic function
germ g on Cn at the origin. We then consider V1 × V1 in Cn × Cn instead
of the full 2n-dimensional complex Euclidean space Cn × Cn itself (with
z1, · · · , zn, z1, · · · , zn being the variables of Cn × Cn). Let R1 be the ring of
holomorphic function germs on V1 at 0 when V1 is considered as a subspace
germ of 0 in Cn at the origin with coordinates w1, · · · , wn. We now apply
the inductive process to obtain a holomorphic function germ f1 on V1 at 0
(which is a subspace germ at 0 of Cn with variables w1, · · · , wn).
Now we consider the function germ f˜1 obtained from f1 by replacing
w1, · · · , wn by z1, · · · , zn. Let g1 be the complex-conjugate of f˜1. Let V2 be
a complete intersection of codimension two in Cn at the origin defined by
two holomorphic functions which belong to the radical of the ideal generated
by g2 and the ideal of V1. We then consider V2 × V2 in Cn × Cn instead of
C
n × Cn itself (with z1, · · · , zn, z1, · · · , zn being the variables of Cn × Cn).
Let R2 be the ring of holomorphic function germs on V2 at 0 when V2 is
considered as a subspace germ of 0 in Cn with coordinates w1, · · · , wn. We
now can continue with this inductive subspace-construction process which
so far yields for us the subspace of complete intersection V1 and V2. We
continue with this inductive subspace-construction process to get Vℓ+1 from
Vℓ for 1 ≤ ℓ ≤ n − 1 until we get to the subspace Vn of Cn which consists
only of the origin. This then immediately gives us the effective termination
of Kohn’s algorithm for the real-analytic case. Again, instead of carrying
out completely the inductive argument of cutting down the dimension of the
subspace described above, it is also possible to use the analog of the short-cut
technique given in (III.9).
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Another way of describing this modification is to redo the algebraic-
geometric argument for the case of a special domain but to do it over a
parameter space defined by the ring R. The coordinates for R are the
complex-conjugates of the coordinates for the ambient space Cn. We can
describe the modification as redoing the algebraic-geometric argument for
the case of a special domain over Spec(R) instead of over the single point
Spec (C). While the case of a special domain yields effectively a nonzero
element of C as a multiplier, the real-analytic case would yield effectively a
nonzero element of R. Then we replace Cn or by the subspace defined by
this nonzero element of R and repeat the argument to get down to lower
and lower dimensional subspaces until we get to a single point, or we use the
analog of the short-cut technique given in (III.9).
(II.4) Modification for Effectiveness for Smooth Case. We are going to have
yet another discussion, this time about modifying further the techniques in
the above sketch for special domains in (II.2) in order to handle the general
smooth case, before going into the rigorous details of the proof of the effective
termination of the Kohn algorithm for special domains. Now suppose that
we have a smooth bounded weakly pseudoconvex domain Ω of finite type
given by r < 0 for some smooth function r defined on some neighborhood of
the topological closure Ω¯ of Ω in Cn and that the origin 0 of Cn is a boundary
point of Ω.
Let q be the positive integer which is the order of the finite type of the
origin as a boundary point of Ω. Let rN be the N -th partial sum of the formal
power series expansion of r at the origin with respect to the coordinates
z1, · · · , zn of Cn. We choose N effectively large enough so that the type of
rN = 0 at the origin is also q.
We apply Kohn’s algorithm for the real-analytic case to rN . From the ef-
fectiveness for the real-analytic case (II.3), we can find some positive integer
Nq which depends only on q and n such that the assigned order of subel-
lipticity ε for the final nonzero constant multiplier from the effective Kohn
algorithm for rN satisfies ε >
1
Nq
.
When we choose N effectively large enough, for example, N > 2Np, the
effective termination of Kohn’s algorithm for rN also gives the effective ter-
mination of Kohn’s algorithm for r with precisely the same steps and the
same assigned order of subellipticity for each step. Note that this process of
approximating r by rN is very different from the approximation of a bounded
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smooth weakly pseudoconvex domain of finite type by a real-analytic smooth
weakly pseudoconvex domain of finite type, which is in general not possible.
The N -th partial sum rN is simply used as an algebraic-geometric compari-
son guide to guarantee the effective termination of Kohn’s algorithm for the
original smooth defining function r.
Note that when we do the approximation of r by rN , we are doing this
approximation only at the boundary point under consideration and not using
the approximation along the normal directions of the zero-sets of multipli-
ers from Kohn’s algorithm for r. The reason is that the purpose of the
approximation is to use the effective termination of Kohn’s algorithm for
the real-analytic function rN to conclude for a sufficiently large N that the
corresponding steps result in the effective termination of Kohn’s algorithm
for the smooth function r. The motivation for choosing this procedure of
approximation is twofold. One is that the notion of finite type at a bound-
ary point of the weakly pseudoconvex domain depending only on the formal
power series expansion of the defining function r at that point. The other
is that the zero-sets of multipliers from Kohn’s algorithm for r are defined
by the vanishing of smooth functions and it is not clear how one can do a
real-analytic approximation along the normal directions of such zero-sets. In
our use of the approximation of r by rN , the zero-sets of multipliers from
Kohn’s algorithm for r are different from the zero-sets of multipliers from
Kohn’s algorithm for rN . When we use the “real radical property” to pro-
duce multipliers from Kohn’s algorithm for rN , we simply perform the same
operation for the corresponding but different zero-set in Kohn’s algorithm
for r.
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Part III. Details of Proof of Effective Termination of Kohn’s Algo-
rithm for Special Domains
(III.1) Precise Formulation. Let F1, · · · , FN be holomorphic function germs
on Cn at the origin 0. Assume that
s := dimC
(
OCn,0
/
N∑
j=1
OCn,0Fj
)
<∞
so that the subscheme of Cn defined by F1, · · · , FN is an Artinian subscheme.
We will call s the multiplicity of the ideal generated by F1, · · · , FN . This def-
inition agrees with that given in (III.3) below for ideals generated by k holo-
morphic function germs whose common zero-set is of complex codimension
k. Let
A1 =
N∑
j=1
OCn,0 (dFj)
be the OCn,0-submodule of the OCn,0-module OCn,0 (TCn,0)∗ of all germs of
holomorphic (1, 0)-forms on Cn at 0. Take a sequence of positive integers qν
for any positive integer ν. By induction on the positive integer ν we define
as follows the ideals Iν and Jν of OCn,0 and the OCn,0-submodule Aν+1 of
the OCn,0-module OCn,0 (TCn,0)∗ .
For ν ≥ 1 the ideal Jν of OCn,0 is generated over OCn,0 by all holomorphic
function-germs f on Cn at 0 satisfying
g1 ∧ · · · ∧ gn = f (dz1 ∧ · · · ∧ dzn)
with g1, · · · , gn ∈ Aν . The ideal Iν is defined by the set of all holomorphic
function germs f on Cn at 0 so that f q ∈ Jν for some 1 ≤ q ≤ qν .
For ν ≥ 2 the OCn,0-submodule Aν of the OCn,0-module OCn,0 (TCn,0)∗ is
generated by all df for f ∈ Iν−1 and all elements of Aν−1.
(III.2) Main Theorem. There exists an explicit sequence {qν}ν∈N and an
explicit number m depending only on n and s such that Im = OCn,0.
To prepare for the proof of the Main Theorem, we put together some lem-
mas about selecting C-linear combinations of F1, · · · , FN to generate ideals
with effective multiplicity and about estimating the multiplicity of Jacobian
determinants.
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(III.3) Lemma (on Selection of Linear Combinations of Holomorphic Func-
tions for Effective Multiplicity). Let 0 ≤ q ≤ n. Let f1, · · · , fq be holomor-
phic function germs on Cn at the origin whose common zero-setWq is of pure
codimension q in Cn as a subvariety germ, with the convention thatW0 = C
n
and
∑0
j=1OCn,0fj = 0 for the case q = 0. Let m be the multiplicity of the
ideal
∑q
j=1OCn,0fj at the origin in the sense that
dimC
(
OCn,0
/(
q∑
j=1
OCn,0fj +
n−q∑
j=1
OCn,0Lj
))
= m
for any n−q generic C-linear functions L1, · · · , Ln−q on Cn. Let Fj (z1, · · · , zn)
(1 ≤ j ≤ N) be holomorphic function germs on Cn at the origin which vanish
at the origin. Let p be a positive integer and A be a positive number such
that
(III.3.1) |z|p ≤ A
N∑
j=1
|Fj(z)|
for all z in the domain of definition of Fj (z1, · · · , zn) (1 ≤ j ≤ N). Then for
generic choices of complex numbers
{cj,k}1≤j≤n−q,1≤k≤N
the C-linear combinations
F˜j =
N∑
k=1
cj,kFk (1 ≤ j ≤ n− q)
of F1, · · · , FN satisfy the property that
dimC
(
OCn,0
/(
q∑
j=1
OCn,0fj +
n−q∑
j=1
OCn,0F˜j
))
≤ mpn−q.
That is, the multiplicity of the ideal generated by f1, · · · , fq, F˜1 · · · , F˜n−q−1
is ≤ mpn−q at the origin.
Proof. We use induction on 1 ≤ ν ≤ n−q to show that for generic complex
numbers
{cj,k}1≤j≤ν,1≤k≤N
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the dimension at the origin of the common zero-set Vν of the f1, · · · , fq and
the C-linear combinations
F˜j =
N∑
k=1
cj,kFk (1 ≤ j ≤ ν)
of F1, · · · , FN is precisely n− q − ν and the multiplicity of the ideal
q∑
j=1
OCn,0fj +
ν∑
j=1
OCn,0F˜j
is no more than mpν .
We introduce the case of ν = 0 and the convention that
∑0
j=1OCn,0F˜j =
0 for the case ν = 0. With this convention, we start out our induction
assumption with the case ν = 0 which is trivially true.
Suppose the induction process has been carried out for some 0 ≤ ν < n−q
and we would like to verify it for the next step when ν is replaced by ν + 1.
We now already have F˜1, · · · , F˜ν . Let
Iν =
q∑
j=1
OCnfj +
ν∑
j=1
OCnF˜j .
The zero-set of Iν is the subvariety Vν of pure dimension n− q − ν. Let Eν
be a generic linear subspace of Cn of codimension n − q − ν − 1 defined by
n−q−ν−1 generic linear functions G1, · · · , Gn−q−ν+1 so that the subvariety
Vν ∩ Eν is of pure dimension 1. Let
Jν =
n−q−ν−1∑
j=1
OCnGj +
q∑
j=1
OCnfj +
ν∑
j=1
OCnF˜j .
Let
Jν =
Λ⋂
λ=1
Lλ
be the primary decomposition of the ideal sheaf Jν . Note that, since the
zero-set of Jν is of pure complex dimension 1 and Jν is generated by n − 1
holomorphic functions
G1, · · · , Gn−q−ν+1, f1, · · · , fq, F˜1, · · · , F˜ν ,
it follows that all the associated prime ideals of Jν are isolated and none are
embedded [ZS60, p.397, Theorem 2].
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Let Cλ be the complex curve-germ which is the zero-set of the ideal sheaf
Lλ. Let µλ be the multiplicity of the curve Cλ at the origin. Let µˆλ be the
multiplicity of the ideal sheaf Lλ at a generic point Q ∈ Cλ, which can be
characterized as the dimension over C of
OCn,Q
/(
(Lλ)Q +OCn,QL
)
,
where L is a generic polynomial of degree 1 on Cn vanishing at Q and (Lλ)Q
is the stalk of the ideal sheaf Lλ at the point Q.
Without loss of generality we can assume that the coordinates (z1, · · · , zn)
of Cn are chosen so that Cλ is defined by{
z1 = ζ
µλ,
zj = gλ,j (ζ) for 2 ≤ j ≤ n
for ζ in some open neighborhood of the origin in C, where the initial term
of gλ,j (ζ) is a nonzero complex number times ζ
Nλ,j for some Nλ,j ≥ µλ for
2 ≤ j ≤ n. Let πλ : C˜λ → Cλ be the normalization of Cλ defined by
πλ : ζ 7→ z = (ζµλ, gλ,2 (ζ) , · · · , gλ,n (ζ)) ,
where C˜λ is an open neighborhood of 0 in C with ζ as coordinate. The
pullback π∗λmCλ,0 to C˜λ of the maximum ideal mCλ,0 of Cλ at the origin is
generated by ζµλ, gλ,2 (ζ) , · · · , gλ,n (ζ). Since π∗λmCλ,0 is a principal ideal, it
must be generated by ζµλ .
The inequality (III.3.1), when pulled back by πλ, becomes
(III.3.2)ν |ζ |pµλ ≤ Aλ
N∑
j=1
|(Fj ◦ πλ (ζ))|
for 1 ≤ λ ≤ Λ, where Aλ is a positive number. Take a generic point
(cν+1,1, · · · , cν+1,N) ∈ CN
and let
F˜ν+1 =
N∑
k=1
cν+1,kFk.
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By (III.3.2)ν , for each 1 ≤ λ ≤ Λ the vanishing order of
(
F˜ν+1 ◦ πλ
)
(ζ) at
ζ = 0 is some number µ˜λ which is no more than pµλ. For a small generic
nonzero η ∈ C the number of zeros of η +
(
F˜ν+1 ◦ πλ
)
(ζ) on C˜λ is precisely
µ˜λ with multiplicity 1 for each 1 ≤ λ ≤ Λ. Since the map πλ : C˜λ → Cλ is
one-to-one, it follows that for any small generic nonzero η ∈ C the number
of zeroes of η + F˜ν+1 on Cλ is precisely µ˜λ with multiplicity 1.
Since the multiplicity of the ideal sheaf Lλ at a generic point Q ∈ Cλ is
µˆλ, it follows from µ˜λ ≤ pµλ that the dimension over C of the vector space
OCn,0
/(
n−q−ν−1∑
j=1
OCn,0Gj +
q∑
j=1
OCn,0fj +
ν+1∑
j=1
OCn,0F˜j
)
is no more than p
∑Λ
λ=1 µλµˆλ. By induction hypothesis the multiplicity of
Iν =
q∑
j=1
OCnfj +
ν∑
j=1
OCnF˜j
is no more than mpν at the origin. The multiplicity of Jν at the ori-
gin, which can be computed from Iν by adding generic C-linear functions
G1, · · · , Gn−q−ν−1 on Cn, is also no more than mpν . We can compute the
multiplicity of Jν at the origin by adding to Jν a generic C-linear function L
on Cn and considering the sum of the multiplicities at points of intersection
of the zero-set with L+ η for some small generic η ∈ C. From the decompo-
sition Jν =
⋂Λ
λ=1 Lλ and the multiplicity µˆλ of Lλ at the origin we conclude
that
Λ∑
λ=1
µλµˆλ ≤ mpν .
Thus
dimC
(
OCn,0
/(
n−q−ν+1∑
j=1
OCn,0Gj +
q∑
j=1
OCn,0fj +
ν+1∑
j=1
OCn,0F˜j
))
≤ mpν+1.
Since G1, · · · , Gn−q−ν+1 are generic linear functions on Cn, it follows that the
multiplicity of the ideal
q∑
j=1
OCn,0fj +
ν+1∑
j=1
OCn,0F˜j
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at the origin is no more than mpν+1. This finishes the induction process.
Q.E.D.
(III.4) Corollary. Let Fj (z1, · · · , zn) (1 ≤ j ≤ N) be holomorphic function
germs on Cn at the origin which vanish at the origin. Let p be a positive
integer and A be a positive number such that
|z|p ≤ A
N∑
j=1
|Fj(z)|
for all z in the domain of definition of Fj (z1, · · · , zn) (1 ≤ j ≤ N). Then for
generic choices of complex numbers
{cj,k}1≤j≤n,1≤k≤N
the C-linear combinations
F˜j =
N∑
k=1
cj,kFk (1 ≤ j ≤ n)
of F1, · · · , FN satisfy the property that
dimC
(
OCn,0
/
n∑
j=1
OCn,0F˜j
)
≤ pn.
Proof. Introduce one more complex variable w and consider Fj as a holo-
morphic function germ on Cn+1 at 0 in the variables z1, · · · , zn, w though
it is independent of the variable w. Add the function w to the functions
F1, · · · , FN . Let f1 = w and apply Lemma (III.3) on Selection of Linear
Combinations of Holomorphic Functions for Effective Multiplicity to the case
m = 1 with Cn replaced by Cn+1. Q.E.D.
(III.5) Lemma (Multiplicity Estimate for Jacobian Determinant). Let g1, · · · , gn
be holomorphic function germs on Cn at the origin such that
dimC
(
OCn,0
/
n∑
j=1
OCn,0gj
)
≤ m.
Let dg1∧ · · ·∧ dgn = f (dz1, · · · , zn). Then the multiplicity of f at the origin
is ≤ m.
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Proof. We can find a connected open neighborhood U of 0 in Cn and an
open ball neighborhood W of 0 in Cn such that the map π : U →W defined
by g1, · · · , gn is a proper holomorphic map. This is possible, because the
common zero-set of g1, · · · , gn consists only of the origin in a sufficiently
small neighborhood of the origin in Cn. The number of sheets in the analytic
cover map π : U → V is ≤ m. Let Y be the divisor of f in U and Z be the
image of Y in W . Let Z0 be the set of regular points of (the reduction of Z).
Let L be a generic complex line in the target space Cn such that L ∩ Z is a
single point P in Z0 and L intersects Z0 transversally at P . For a sufficiently
small neighborhood D of P in W the map U ∩ π−1(D)→ D induced by π is
just a cyclic branched cover on each topological component of U ∩ π−1(D).
Thus the multiplicity of the intersection of the regular curve π−1(L) and the
divisor Y is no more than the number of sheets of π : U →W . Since the line
L is generic, it follows that the multiplicity of the divisor Y is more than m.
Q.E.D.
(III.6) Preparatory Remarks on Proof of Main Theorem. We now start the
setting for the proof of the Main Theorem (III.2). Let F1, · · · , FN be holo-
morphic function germs on Cn at the origin whose common zero-set is the
origin. Let q be a positive integer. Assume that, for some positive number
A,
(III.6.1) |z|q ≤ A
N∑
j=1
|Fj(z)|
for all z in the domain of definition of Fj (z1, · · · , zn) (1 ≤ j ≤ N). Be-
cause of the discussion in (II.1), for the case of special domains we need only
consider multipliers which are holomorphic and we need only consider vector-
multipliers which are holomorphic (1, 0)-forms. Though F1, · · · , FN are not
multipliers, their differentials dF1, · · · , dFN are vector-multipliers and, in or-
der to form Jacobian determinants to generate multipliers, we can also use ℓ
C-linear combinations of F1, · · · , FN and n − ℓ multipliers for 0 ≤ ℓ ≤ n to
form a Jacobian determinant which will then be a multiplier. We will refer
to any C-linear combination of F1, · · · , FN and multipliers as pre-multipliers
so that the (1, 0)-differential of a pre-multiplier is a vector-multiplier. Note
that the pre-multipliers form a C-vector space but do not form an ideal. The
product of a multiplier and a holomorphic function germ is again a multi-
plier, but the product of a pre-multiplier and a holomorphic function germ
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in general is not a pre-multiplier. In our proof of the Main Theorem (III.2)
we will not use vector-multipliers, because we will directly form the Jacobian
determinants of the holomorphic pre-multipliers to generate new multipli-
ers to bypass the process of forming vector-multipliers by differentiation and
then using Cramer’s rule.
In order not to be encumbered by complicated expressions of constants,
we will not explicitly keep track of the various effective bounds occurring in
the proof. We introduce the following terminology. A multiplier is called
effectively constructed if there is an effective upper bound for its multiplicity
and there is an effective positive lower bound for its assigned order of subel-
lipticity. Effective means some explicit function of the multiplicity of the
ideal generated by the pre-multipliers F1, · · · , FN , which means an explicit
function of q given in (III.6.1). The goal is to show that the function-germ
with constant value 1 can be effectively constructed.
To make the argument more transparent and to minimize notational clut-
ters, we start out with the proof of the simple case where n = 2.
(III.7) Proof of Main Theorem for Dimension Two. We now assume that
n = 2 and we have holomorphic function germs F1, · · · , FN on C2 at the
origin whose zero-set is the origin of Cn. The multiplicity of the ideal gener-
ated by F1, · · · , FN is the number used to express effectiveness. By applying
Corollary (III.4) and (III.5) to get two C-linear combinations of F1, · · · , FN
and form their Jacobian determinant, we get an effectively constructed mul-
tiplier h˜2 (z1, z2) at the origin, which vanishes at the origin. Because the
multiplicity of h˜2 (z1, z2) is effectively bounded at the origin, by replacing
h˜2 (z1, z2) by the product of holomorphic function germs defining the branch
germs of the reduction of the subspace defined by h˜2 (z1, z2), we can assume
without loss of generality that the subspace germ C2 defined by h˜2 is a re-
duced curve germ in C2 at the origin with effectively bounded multiplicity.
Note that in general the curve germ C2 is not irreducible, though C2 is a
reduced curve. A reduced curve means that its structure sheaf does not con-
tain any nonzero nilpotent elements. For example, it means that h2 does not
vanish to order higher than one at any regular point of C2.
Now the ideal generated by the functions ∂Fi
∂zj
for 1 ≤ i ≤ N and j =
1, 2 has effectively bounded multiplicity at the origin, because by Proposi-
tion(A.2) in Appendix A, for each fixed 1 ≤ i ≤ N , the function germ (Fi)3
at the origin belongs to the ideal generated by ∂Fi
∂zj
for j = 1, 2. We consider
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the pre-multiplier h1 =
∑N
j=1 cjFj with generic cj ∈ C for 1 ≤ j ≤ N and
consider a new generic linear coordinate system (w1, w2) which is related to
(z1, z2) by wi =
∑2
j=1 bijzj with generic bij ∈ C for 1 ≤ i, j ≤ 2. By (III.3)
we can find generic cj ∈ C for 1 ≤ j ≤ N and generic bij ∈ C for 1 ≤ i, j ≤ 2
such that
(i) the ideal generated by h1 and h˜2 has effectively bounded multiplicity
at the origin,
(ii) the ideal generated by ∂h1
∂w1
and h˜2 has effectively bounded multiplicity
at the origin, where the partial derivative ∂h1
∂w1
is computed with w2
being kept constant,
(iii) the projection P 7→ g(P ) makes C2 an analytic cover over C locally at
the origin as germs, and
(iv) the projection (w1, w2) 7→ (h1, w2) makes C2 an analytic cover over C2
locally at the origin as germs.
Without loss of generality we can assume that the coordinate system (w1, w2)
is just the coordinate system (z1, z2). Note that h1 is only a pre-multiplier
and in general may not be a multiplier. The function germ ∂h1
∂z1
is in general
not a multiplier and not even a pre-multiplier.
Consider the image Cˆ2 of C2 under the projection (z1, z2) 7→ (h1, z2) and
let
h2 = z
λ
2 +
λ−1∑
j=0
aj (h1) z
j
2
be the Weierstrass polynomial in C2 with coordinates (h1, z2) whose vanish-
ing defines the curve-germ Cˆ2 at the origin in C
2. This is possible, because
the projection P 7→ h1(P ) makes C2 an analytic cover over C locally at the
origin as germs. When regarded as a function-germ in the variables (z1, z2)
the function-germ h2 contains h˜2 as a factor, because the inverse image of
Cˆ2 under the projection (z1, z2) 7→ (h1, z2) contains C2 and C2 is a reduced
curve. Since h˜2 is a multiplier, it follows that h2 is also a multiplier and is,
in fact, an effectively constructed multiplier. The multipliers in the effective
procedure presented here and also in (III.8) and (III.9) are all effectively
constructed multipliers (unless explicitly pointed out otherwise) and we will
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drop the description “effectively constructed” when we mention these multi-
pliers here and in (III.8) and (III.9). Sometimes, to highlight certain aspects
of effectiveness, we may mention “the assigned order of subellipticity having
an effective positive lower bound” or “the multiplicity having an effective
upper bound” in conjunction with such multipliers, though according to the
convention given here such multipliers are all effective constructed unless
explicitly pointed out otherwise.
Since the ideal generated by ∂h1
∂z1
and h˜2 has effectively bounded multi-
plicity at the origin and since h1 vanishes at the origin, it follows that, for
some effectively bounded positive integer s, the function germ (h1)
s belongs
to the ideal generated by ∂h1
∂z1
and h˜2. In particular,
(III.7.1) |(h1)s| <∼
∣∣∣∣∂h1∂z1
∣∣∣∣ + ∣∣∣h˜2∣∣∣ .
Here and for the rest of this note the symbol
<∼ means “less than some
constant times” and is being used to avoid introducing new symbols for
constants. We now form dh1 ∧ dh2 and get
dh1 ∧ dh2 = dh1 ∧
(
λzλ−12 dz2 +
λ−1∑
j=1
jaj (h1) z
j−1
2 dz2 +
λ−1∑
j=0
a′j (h1) z
j
2dh1
)
= dh1 ∧
(
λzλ−12 dz2 +
λ−1∑
j=1
jaj (h1) z
j−1
2 dz2
)
=
(
∂h1
∂z1
dz1 +
∂h1
∂z2
dz2
)
∧
(
λzλ−12 dz2 +
λ−1∑
j=1
jaj (h1) z
j−1
2 dz2
)
=
∂h1
∂z1
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)
dz1 ∧ dz2,
where a′j (h1) is the derivative of aj (h1) as a function of h1. Since h1 is a
pre-multiplier, the coefficient of dz1 ∧ dz2 in dh1 ∧ dh2 is a multiplier. Thus
∂h1
∂z1
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)
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is a multiplier. Since h˜2 is a multiplier, it follows that
h˜2
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)
is a multiplier. From (III.7.1) it follows that∣∣∣∣∣(h1)s
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)∣∣∣∣∣
<∼
∣∣∣∣∣∂h1∂z1
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)∣∣∣∣∣+
∣∣∣∣∣h˜2
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)∣∣∣∣∣ .
Hence
(h1)
s
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)
is a multiplier. Let h
(0)
2 = h2 and
h
(1)
2 = (h1)
s
(
λzλ−12 +
λ−1∑
j=1
jaj (h1) z
j−1
2
)
and for 1 < ν ≤ λ define
h
(ν)
2 = (h1)
sν
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
)
.
We are going to verify by induction on ν that h
(ν)
2 is a multiplier. We know
that both h
(0)
2 and h
(1)
2 are multipliers. Assume that we have already verified
that h
(0)
2 , · · · , h(ν−1)2 are multipliers. Then dh1 ∧ dh(ν−1)2 is equal to
dh1∧ d
(
(h1)
s(ν−1)
(
λ!
(λ− ν + 1)!z
λ−ν+1
2 +
λ−1∑
j=ν−1
j!
(j − ν + 1)!aj (h1) z
j−ν+1
2
))
= dh1 ∧
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
)
dz2
)
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=
∂h1
∂z1
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))
dz1 ∧ dz2
Since the coefficient of dz1 ∧ dz2 in dh1 ∧ dh(ν−1)2 is a multiplier, it follows
that
∂h1
∂z1
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))
is a multiplier. Since h˜2 is a multiplier, it follows that
h˜2
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))
is a multiplier. From (III.7.1) it follows that∣∣∣∣∣(h1)s
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))∣∣∣∣∣
<∼
∣∣∣∣∣∂h1∂z1
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))∣∣∣∣∣
+
∣∣∣∣∣h˜2
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))∣∣∣∣∣ .
Hence
(h1)
s
(
(h1)
s(ν−1)
(
λ!
(λ− ν)!z
λ−ν
2 +
λ−1∑
j=ν
j!
(j − ν)!aj (h1) z
j−ν
2
))
is a multiplier and h
(ν)
2 is a multiplier. When ν = λ, we end up with
h
(λ)
2 = (h1)
sλ
λ!
being a multiplier.
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Note that this step of forming Jacobian determinants λ times to construct
h
(λ)
2 from h˜2 is the step of differentiating a multiplier as many times as its
multiplicity to form a new multiplier, which is referred to at the end of the
Introduction of this note. Also note that though this step only requires h2
to be a pre-multiplier, yet h˜2 has to be a multiplier instead of just a pre-
multiplier, otherwise we cannot conclude that h2 is a pre-multiplier, because
in general the set of all pre-multipliers do not form an ideal.
Since the multiplicity of the ideal generated by h1 and h˜2 is effectively
bounded, there exists some positive integer σ which is effectively bounded
such that zσ1 and z
σ
2 both belong to the ideal generated by h
(λ)
2 and h˜2. Hence
both zσ1 and z
σ
2 are multipliers. We take the σ-th roots of both z
σ
1 and z
σ
2
to produce multipliers z1 and z2. We finally form the Jacobian determinant
of the two holomorphic function germs z1 and z2 to conclude that Kohn’s
algorithm effectively produces the function F ≡ 1 as a multiplier. This
finishes the proof of the effective termination of Kohn’s algorithm in complex
dimension 2.
(III.8) Construction of a New Multiplier in Higher Dimensional Case by
Fiberwise Differentiating a Given Multiplier as Many Times as its Multi-
plicity. We now look at the higher dimensional case. As a preparation for
the proof of the Main Theorem for the higher dimensional case, we do the ar-
gument here for the construction a new multiplier in higher dimensional case
by fiberwise differentiating a given multiplier as many times as its multiplic-
ity. The argument is the same as the 2-dimensional case with corresponding
modifications in notations.
We have holomorphic function germs F1, · · · , FN on Cn at the origin
which generate an ideal of multiplicity q whose zero-set is the origin of Cn.
By applying Corollary (III.4) and (III.5) to get n C-linear combinations of
F1, · · · , FN and form their Jacobian determinant, we get an effectively con-
structed multiplier h˜n (z1, · · · , zn) at the origin, which vanishes at the origin.
The divisor of h˜n is a subspace germ Vn of codimension 1 in C
n at the origin
with effectively bounded multiplicity. Because Vn has effectively bounded
multiplicity, by replacing h˜n by the product of holomorphic function germs
defining the branch germs of the reduction of Vn, we can assume without
loss of generality that Vn is a reduced hypersurface germ in C
n at the origin
with effectively bounded multiplicity. Again this does not mean that Vn is
irreducible. It only means that the divisor of h˜n has coefficient 1 for every
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one of its irreducible components.
By Proposition (A.3) in Appendix A, the ideal generated by
∂
(
Fi1 , · · · , Fin−1
)
∂
(
zj1 , · · · , zjn−1
)
for 1 ≤ i1 < · · · < in−1 ≤ N and 1 ≤ j1 < · · · < jn−1 ≤ n contains an
effective power of the maximum ideal mCn,0 of C
n at the origin. Just like
the argument given in the 2-dimensional case in (III.7), after a generic C-
linear coordinate change and after taking n−1 generic C-linear combinations
h1, · · · , hn−1 of F1, · · · , FN we have the following situation.
(i) The ideal generated by h1, · · · , hn−1 and h˜n has effectively bounded
multiplicity at the origin,
(ii) The ideal generated by h˜n and
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
has effectively bounded multiplicity at the origin.
(iii) The projection P 7→ (h1(P ), · · · , hn−1(P )) makes Vn an analytic cover
over Cn−1 locally at the origin as germs.
(iv) The projection (z1, · · · , zn) 7→ (h1, · · · , hn−1, zn) makes Cn an analytic
cover over Cn locally at the origin as germs.
Consider the image Vˆn of Vn under the projection (z1, · · · , zn) 7→ (h1, · · · , hn−1, zn)
and let
hn = z
λ
n +
λ−1∑
j=0
aj (h1, · · · , hn−1) zjn
be theWeierstrass polynomial in the target space Cn with coordinates (h1, · · · , hn−1, zn)
whose vanishing defines the subspace germ Vˆn at the origin in C
n. This is
possible, because the projection P 7→ (h1(P ), · · · , hn−1(P )) makes Vn an
analytic cover over Cn−1 locally at the origin as germs. When regarded
as a function-germ in the variables (z1, · · · , zn) the function-germ hn con-
tains h˜n as a factor, because the inverse image of Vˆn under the projection
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(z1, · · · , zn) 7→ (h1, · · · , hn−1, zn) contains Vn and because Vn which is de-
fined by h˜n is reduced. Since h˜n is a multiplier, it follows that hn is also a
multiplier. Since the ideal generated by h˜n and
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
has effectively bounded multiplicity at the origin and since h1 · · · , hn−1 all
vanish at the origin, it follows that there exists some polynomial p (h1, · · · , hn−1)
such that
(i) the ideal generated by p (h1, · · · , hn−1) and h˜n has effectively bounded
multiplicity at the origin, and
(ii) p (h1, · · · , hn−1) belongs to the ideal generated by h˜n and
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1) .
In particular,
(III.8.1) |p (h1, · · · , hn−1)| <∼
∣∣∣∣∂ (h1, · · · , hn−1)∂ (z1, · · · , zn−1)
∣∣∣∣+
∣∣∣h˜n∣∣∣ .
One way to obtain the polynomial p (h1, · · · , hn−1) is to use the direct image
of the ideal generated by generated by h˜n and
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
under the local projection P 7→ (h1(P ), · · · , hn−1(P )) from Cn to Cn−1 and
obtain p (h1, · · · , hn−1) from the zero-set of this direct image by taking an
effective power.
We now form dh1 ∧ · · · ∧ dhn and get
dh1∧· · ·∧dhn = dh1∧· · ·∧dhn−1∧
(
λzλ−1n dzn +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n dzn
)
=
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)
dz1 ∧ · · · ∧ dzn.
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Since the coefficient of dz1 ∧ · · · ∧ dzn in dh1 ∧ · · · ∧ dhn is a multiplier, it
follows that
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)
is a multiplier. Since h˜n is a multiplier, it follows that
h˜n
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)
is a multiplier. From (III.8.1) it follows that∣∣∣∣∣p (h1, · · · , hn−1)
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)∣∣∣∣∣
<∼
∣∣∣∣∣∂ (h1, · · · , hn−1)∂ (z1, · · · , zn−1)
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)∣∣∣∣∣
+
∣∣∣∣∣h˜n
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)∣∣∣∣∣ .
Hence by the Real Radical Property of Kohn’s algorithm in (I.1)(C),
p (h1, · · · , hn−1)
(
λzλ−1n +
λ−1∑
j=1
jaj (h1, · · · , hn−1) zj−1n
)
is a multiplier. Let h
(0)
n = hn and for 1 ≤ ν ≤ λ define
h(ν)n = p (h1, · · · , hn−1)ν
(
λ!
(λ− ν)!z
λ−ν
n +
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
)
.
We are going to verify by induction on ν that h
(ν)
n is a multiplier. We know
that both h
(0)
n and h
(1)
n are multipliers. Assume that we have already verified
that h
(0)
n , · · · , h(ν−1)n are multipliers. Then dh1∧ · · ·∧dhn−1∧dh(ν−1)n is equal
to
dh1 ∧ · · · ∧ dhn−1 ∧ d
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν + 1)!z
λ−ν+1
n
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+λ−1∑
j=ν−1
j!
(j − ν + 1)!aj (h1, · · · , hn−1) z
j−ν+1
n
))
= dh1 ∧ · · · ∧ dhn−1 ∧
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
)
dzn
)
=
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))
dz1 ∧ · · · ∧ dzn.
Since the coefficient of dz1 ∧ · · · ∧ dzn in dh1 ∧ · · · ∧ dhn−1 ∧ dh(ν−1)n is a
multiplier, it follows that
∂ (h1, · · · , hn−1)
∂ (z1, · · · , zn−1)
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))
is a multiplier. Since h˜n is a multiplier, it follows that
h˜n
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n +
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))
is a multiplier. From (III.8.1) it follows that∣∣∣∣p (h1, · · · , hn−1)
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))∣∣∣∣∣
<∼
∣∣∣∣∂ (h1, · · · , hn−1)∂ (z1, · · · , zn−1)
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))∣∣∣∣∣
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+∣∣∣∣h˜n
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))∣∣∣∣∣ .
Hence by the Real Radical Property of Kohn’s algorithm in (I.1)(C),
p (h1, · · · , hn−1)
(
p (h1, · · · , hn−1)ν−1
(
λ!
(λ− ν)!z
λ−ν
n
+
λ−1∑
j=ν
j!
(j − ν)!aj (h1, · · · , hn−1) z
j−ν
n
))
is a multiplier and h
(ν)
n is a multiplier. When ν = λ, we end up with
h(λ)n = p (h1, · · · , hn−1)λ λ!
being a multiplier. Since the multiplicity of the ideal generated by p (h1, · · · , hn−1)
and h˜n is effectively bounded at the origin, it follows that the multiplicity of
the ideal generated by p (h1, · · · , hn−1)λ and h˜n is effectively bounded at the
origin. We can conclude that p (h1, · · · , hn−1) is a multiplier admitting an
order of subellipticity with an effective positive lower bound.
(III.9) Effective Termination of Kohn’s Algorithm in the Higher Dimen-
sional Case. Recall that in (III.8) we have the multiplier hn constructed
from F1, · · · , FN and h˜n by choosing n − 1 good C-linear combinations of
F1, · · · , FN . Now we enhance the construction of hn by choosing n good
C-linear combinations of F1, · · · , FN so that any subset of n− 1 of them are
good C-linear combinations for our purpose. More precisely, as in (III.8) we
choose n generic C-linear combinations H1, · · · , Hn of F1, · · · , FN such that
(i) the map π : Cn → Cn defined by H1, · · · , Hn is an analytic cover map
locally at the origin whose number of sheets is effectively bounded, and
(ii) for any 1 ≤ j ≤ n we can useH1, · · · , Hj−1, Hj+1, · · · , Hn as h1, · · · , hn−1
for the argument in (III.8) to produce a polynomial pj (H1, · · · , Hj−1, Hj+1, · · · , Hn)
of H1, · · · , Hj−1, Hj+1, · · · , Hn which is a multiplier and whose multi-
plicity at the origin is effectively bounded and whose assigned order of
subellipticity has an effective positive lower bound.
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The argument in (III.8) shows that each pj (H1, · · · , Hj−1, Hj+1, · · · , Hn) is
an effectively constructed multiplier for 1 ≤ j ≤ n.
We introduce coordinates z1, · · · , zn in the domain space Cn of the map
π : Cn → Cn. We use coordinates w1, · · · , wn in the target space Cn of the
map π : Cn → Cn. Since the polynomial pj (w1, · · · , wj−1, wj+1, · · · , wn) as
a function of w1, · · · , wj−1, wj+1, · · · , wn has effectively bounded multiplicity
at the origin. it follows that an effectively bounded positive power of the
maximum ideal of the target space Cn of π at the origin is contained in the
ideal of the target space Cn of π at the origin generated by the n polynomials
pj (w1, · · · , wj−1, wj+1, · · · , wn) for 1 ≤ j ≤ n.
Since the map π : Cn → Cn defined by H1, · · · , Hn is an analytic cover
map locally at the origin whose number of sheets is effectively bounded,
it follows that an an effectively bounded positive power of the maximum
ideal of the domain space Cn of π at the origin is contained in the ideal
of the domain space Cn of π at the origin generated by the n holomorphic
function germs pj (H1, · · · , Hj−1, Hj+1, · · · , Hn) for 1 ≤ j ≤ n. Since each
pj (H1, · · · , Hj−1, Hj+1, · · · , Hn) is an effectively constructed multiplier for
1 ≤ j ≤ n, it follows that each of the coordinates z1, · · · , zn of the domain
space Cn of π is a multiplier with effective assigned order of subellipticity. By
forming the Jacobian determinant of the multipliers z1, · · · , zn, we conclude
that the function F ≡ 1 is a multiplier whose assigned order of subellipticity
has an effective positive lower bound. This finishes the proof of the effective
termination of Kohn’s algorithm and concludes the proof of Main Theorem
(III.2).
(III.10) Remark on the Need to Fiberwise Differentiate as Many Times as
the Multiplicity of the Given Multiplier. An earlier version of this paper
puts in the proof only one fiberwise differentiation for the given multiplier
instead of the number of fiber differentiations equal to the multiplicity of the
multiplier. This version adds the required number of differentiations. Let us
explain the need to fiberwise differentiate as many times as the multiplicity
of the multiplier by considering the following simple situation in complex
dimension 2.
Let f(z, w) be a Weierstrass polynomial of degree q in w, which is a monic
polynomial in w whose coefficients, except the leading one, are holomorphic
function germs in z vanishing at the origin. Denote by fw(z, w) the derivative
of f(z, w) with respect to w. Let D(z) be the discriminant of f(z, w) as a
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polynomial in w. Then Euclid’s algorithm gives D(z) = a(z, w)f(z, w) +
b(z, w)fw(z, w), where a(z, w) and b(z, w) are holomorphic function germs
on C2 at the origin.
Note that if q is small, we can only conclude that the multiplicity q of
f(z, w) at the origin is small and we cannot conclude that the coefficients of
powers of w, other than the leading one, have low vanishing order in z at
z = 0.
Suppose f(z, w) is a multiplier and z is a pre-multiplier. When we apply
the operator dz ∧ d (·) to f(z, w) to get fw (z, w) dz ∧ dw, we conclude that
fw(z, w) is a multiplier. From D(z) = a(z, w)f(z, w) + b(z, w)fw(z, w) it
follows that the discriminant D(z) is a also multiplier which in general is
not effectively constructed. The vanishing order of D(z) in z at z = 0 in
general does not have anything to do with q and certainly in general cannot
be bounded by an effective function of q. Thus the ideal generated by the
multipliers f(z, w) and D(z) may have high multiplicity at the origin if D(z)
has high vanishing order in z at z = 0. This function germ D(z) is obtained
by one single fiberwise differentiation of the multiplier f(z, w).
The discriminantD(z) is given by
∏
i 6=j (wi(z)− wj(z))2, where {w1(z), · · · , wq(z)}
(without any well-defined ordering) is the collection of the q roots of f(z, w)
in w with the multiplicities of the roots counted. If the minimum distance
of two points in {w1(z), · · · , wq(z)} as a function of z vanishes to high order
in z at z = 0, we would have high vanishing order for D(z). The process of
getting D(z) by differentiating once does not help in our goal of achieving
an effective termination of Kohn’s algorithm when two of the roots from the
set {w1(z), · · · , wq(z)} are becoming close very fast as z approaches 0. Since
we have no control over how fast some of the roots {w1(z), · · · , wq(z)} are
getting close as z → 0, we need to differentiate q times in order to achieve
our goal of an effective termination of Kohn’s algorithm. This explains why
we need to fiberwise differentiate as many times as the multiplicity of the
multiplier.
(III.11) Motivation of the Proof of Termination of Kohn’s Algorithm from
the Fundamental Theorem in Multivariate Calculus for Fubini’s Iterated In-
tegration. We would like to remark that the motivation for the above proof
of the termination of Kohn’s algorithm for special domains comes from the
fundamental theorem in multivariate calculus for the following theorem of
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Fubini on iterated integration. The reason for this motivation is that Jaco-
bian determinants occur in the change-of-variables formula for integrals of
several variables and that an induction process can be used when we convert
an integral of several variables to an iterated integral by Fubini’s theorem.
(III.11.1) Fubini’s Iterated Integration. Let y1, · · · , yn−1 be functions defining
a projection from an n-space G with coordinates x1, · · · , xn to an (n − 1)-
space D with coordinates y = (y1, · · · , yn−1) so that xn can be used to be
a local coordinate for the fiber Ly of the projection over the point y ∈ D.
Then for a function f on G the formula
∫
G
f =
∫
y∈D
(∫
Ly
f
)
holds with the use of appropriate measures.
Like the fundamental theorem of calculus of a single real variable, the
fundamental theorem in multivariate calculus for the above theorem of Fubini
on iterated integration changes integration to differentiation. If we write the
function f in the form f (y1, · · · , yn−1, xn), then
dy1 ∧ · · · ∧ dyn−1 ∧ df = dy1 ∧ · · · ∧ dyn−1 ∧
(
∂f
∂xn
)
dxn
so that fiberwise integration over Ly with respect to xn in (III.11.1) changes
over to fiberwise differentiation on Ly with respect to xn.
When we use a multiplier as f and pre-multipliers as y1, · · · , yn−1 to form
the Jacobian determinant with respect to x1, · · · , xn, we get
dy1 ∧ · · · ∧ dyn−1 ∧ df
=
∂ (y1, · · · , yn−1)
∂ (x1, · · · , xn−1)
(
∂f
∂xn
)
(dx1 ∧ · · · ∧ dxn) .
The occurrence of the factor ∂f
∂xn
enables us to reduce the vanishing order of f
by differentiation and the occurrence, as a factor, of the Jacobian determinant
∂ (y1, · · · , yn−1)
∂ (x1, · · · , xn−1)
involving one fewer variable makes it possible to use an induction process.
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Part IV. Geometric Formulation of Kohn’s Algorithm in Terms
of Frobenius Theorem on Integral Submanifolds and the Roˆle of
Real-Analyticity
Kohn’s conjecture for the real-analytic case without effectiveness was
proved by Diederich-Fornaess [DF78]. We are going to formulate Kohn’s
algorithm geometrically in terms of the theorem of Frobenius on integral
submanifolds and present a proof of the real-analytic case of the ineffective
termination of Kohn’s algorithm from the geometric viewpoint. This geo-
metric formulation of Kohn’s algorithm in terms of the theorem of Frobenius
enables one to see clearly how the procedures of Kohn’s algorithm come about
naturally in the geometric context. Moreover, the proof of the real-analytic
case of the ineffective termination of Kohn’s algorithm from the geometric
viewpoint gives a better understanding of the roˆle played by the real-analytic
assumption and of the hurdles standing in the way of generalizing the inef-
fective real-analytic case to the ineffective smooth case.
(IV.1) Usual Theorem of Frobenius on Integral Submanifolds for Rm. The
setting of the usual Frobenius theorem on integral submanifolds of real di-
mension k starts out with a domain U in Rm and a distribution
x 7→ Wx ⊂ TRm,x = Rm for x ∈ U
which is smooth, where Wx is a k-dimensional R-linear subspace of the tan-
gent space TRn,x of R
n at x.
The vector-field version of Frobenius’s theorem states that the distribu-
tion x 7→ Wx is locally integrable (in the sense that locally U is foliated by
smooth real submanifolds of real dimension k whose tangent space at the
point x is precisely Wx) if and only if [Wx,Wx] ⊂ Wx for all x ∈ U (in the
sense that for all x ∈ U the value at x of the Lie bracket of two local vector
fields whose values at y in their domains of definition are in Wy for each y
belongs to Wx).
The equivalent differential-form version of Frobenius’s theorem states
that the distribution x 7→ Wx is locally integrable if and only if for any
local smooth differential 1-form ω1, · · · , ωm−k whose common kernel is Wx
there exist local smooth differential 1-forms η1, · · · , ηm−k such that dωj =∑m−k
ℓ=1 ωℓ ∧ ηℓ for 1 ≤ j ≤ m− k.
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The vector-field version of Frobenius’s theorem is related to its differential-
form version by Cartan’s formula relating Lie brackets of vector fields and
the exterior differentiation of differential forms (see, for example, [He62, p.21,
Formula (9)]).
(IV.2) Setting of CR Hypersurface for the Theorem of Frobenius Theorem.
In the formulation of Kohn’s algorithm in terms of Frobenius’s theorem the
setting is the boundary S of a bounded smooth domain Ω in Cn and the
distribution on S is P 7→ TRS,P ∩ J
(
TRS,P
)
, where TRS,P is the space of all real
tangent vectors in S at P and J is the almost-complex operator of Cn.
In this setting the condition of the theorem of Frobenius is equivalent
to S being Levi-flat, in which case S is locally foliated by local complex
submanifolds of complex dimension n− 1.
The finite type condition of d’Angelo is the opposite of being Levi-flat.
The finite type condition of d’Angelo can be interpreted in this context as the
impossibility of finding even Artinian subschemes of arbitrarily high order in
S which are tangential to the distribution x 7→ Wx of S. The underlying
point set of an Artinian subscheme is just a single point, but its structure
sheaf may be more than the complex number field C and can be an Artinian
ring (i.e. a ring of finite dimension) which is the quotient of the structure
sheaf of S.
We will not go into the precise definition an Artinian subscheme here.
Its definition depends on the structure sheaf of S which in the real-analytic
case is the sheaf of germs of all real-analytic functions and in the smooth
case is the sheaf of germs of all smooth functions. As an illustration we
give here the following two examples of Artinian subschemes A of the ringed
space (Cn,OCn) supported at the origin of Cn, where OCn is the sheaf of all
holomorphic function germs on Cn.
LetmCn,0 be the maximum ideal at the origin ofC
n. Then the ringed space
({0} , OCn /(mCn,0)q ) for any positive integer q is an Artinian subscheme of
the ringed space (Cn,OCn) supported at the origin of Cn. For any ideal I
of OCn,0 with (mCn,0)N ⊂ I for some positive integer N , the ringed space
({0} , OCn /I ) is also an Artinian subscheme of the ringed space (Cn,OCn)
supported at the origin of Cn.
(IV.3) Steps of Kohn’s Algorithm from Constructing Integral Complex Curves.
We are going to see how the steps of Kohn’s algorithm naturally arise in the
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study of conditions necessary for the construction of integral complex curves
in the boundary of a smooth bounded domain. Again the setting is a weakly
pseudoconvex smooth bounded domain Ω with boundary S and again on S
we consider the distribution P 7→ TRS,P ∩ J
(
TRS,P
)
for P ∈ S. We will later
specialize to the case where the boundary S of the bounded domain Ω is
real-analytic and will investigate precisely the roˆle played by the assumption
of real-analyticity of S. To anticipate the later specialization into the case
of the boundary S being real-analytic, we would like to explore conditions
which give as a consequence the existence of some local complex curve in
S. What we would like to do is to assume that Kohn’s algorithm does not
terminate and seek to produce geometrically a local complex curve in S in
the real-analytic case. For this purpose, in our discussion, from time to time
we will restrict ourselves to some appropriate open subsets of S in order to
exclude the singularity of real-analytic subsets which arise in our discussion.
Let N
(1,0)
S be the set of all (1, 0)-vectors of S which is in the null space
of the Levi form of S. Let N be the real part of N (1,0)S in the sense that at
a point P of S the space N consists of all Re ξ with ξ ∈ N (1,0)S at the point
P . Let TRS be the vector bundle of all real tangent vectors of S. One key
property of N is the following.
(IV.3.1) Let P be a point of S and U be an open neighborhood of P in S. Let
ξ and η be smooth sections of TRS over U . That is, ξ and η are real tangent
vector fields of S defined on U . Assume that both ξ and η belongs to N at
P . Then the value of the Lie bracket [ξ, η] at P belongs to N .
Another way to state (IV.3.1) is the following.
(IV.3.2) The real part of the null space of (1, 0)-vectors for the Levi form
of a weakly pseudoconvex boundary is closed under the Lie bracket after
extension of the pointwise vectors to vector fields.
The statement (IV.3.1) holds mainly because on S the first derivative of the
Levi form for a (1, 0)-vector field vanishes at any of its zero points. The
details for its proof are given in [DF78, Proposition 1].
Let G be a nonempty open subset of S where the real dimension of N
is constant, say ℓ. For the case ℓ ≥ 1, it follows from Frobenius theorem
and condition (IV.3.1) that over G we can integrate N to get local integral
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submanifolds M of G of real dimension ℓ so that the tangent space of M at
any point P of M is equal to the real vector space N at P .
Since at every point P of S the space N
(1,0)
S is a vector space over the
complex number field C, we know that its real partN must be invariant under
the almost-complex-structure operator J . Thus we can conclude that the
tangent space N of each local integral submanifold M is invariant under the
almost-complex-structure operator J . This implies that each M is complex-
analytic. As a consequence, one has the following trivial remark.
(IV.4) Remark. Suppose S is a local smooth weakly pseudoconvex hyper-
surface in Cn. If at each point of S the null space of the Levi form of S
is nontrivial, then some nonempty open subset G of S is foliated by local
complex submanifolds of positive dimension.
(IV.5) Natural Occurrence of the Steps of Kohn’s Algorithm. The algorithm
of Kohn comes into the picture only when we do not have a nonempty open
subset G of S where the real dimension of N is some positive constant ℓ.
We consider the set E of points of S where the real dimension of N is some
positive constant ℓ. The case of interest is when E does not contain an
open subset of S. This step of introducing E corresponds to introducing
the coefficients of the (n, n− 1)-form ∂r ∧ (∂∂¯r)n−1 as multipliers in Kohn’s
algorithm. We are going to assume that E is a smooth submanifold of real
dimension m ≥ 1 and that N|E is a smooth vector bundle over E. In the
real-analytic case because of the stratification of real-analytic subvarieties
we can always get to a real-analytic submanifold and a real-analytic bundle
by replacing the point under consideration by another point nearby. In the
general smooth case there is no such stratification and the situation becomes
complicated and calls for other techniques than those discussed here.
We want to apply Frobenius’s theorem to E with the distribution of vector
spaces N over it. The trouble is that the vector space N at a point P of E
may not be inside the real tangent space TRE,P =
(
TRE
)
P
of E at P . To apply
Frobenius’s theorem to E we must work with a distribution of subspaces of
the tangent spaces of E. We are forced to replace N by N ∩TRE at each point
P of E. We also want to keep the smaller new vector space N ∩TRE invariant
under the almost-complex-structure operator J , because we are interested
in producing local complex curves inside S. We use the even smaller vector
space N ∩ TRE ∩ JTRE . (Note that N is invariant under J .) Then we consider
the new subset E1 of E where the real dimension of N ∩TRE ∩JTRE is positive.
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For the real-analytic case this step corresponds to introducing real-valued
real-analytic function germs f vanishing on E as multipliers and also ∂f as
vector-multipliers. The reason is that taking intersection with TRE is the same
as considering the kernel of the differential df of local real-valued functions
f on S which vanish identically in E. Taking the further intersection with
JTRE is to consider also the kernel of the J-image Jdf of the differential
df of local real-valued functions f on S which vanish on E. Taking both
intersections together is the same as considering the kernel of ∂f for local
real-valued functions f on S which vanish on E. Th use of all local real-
analytic function germs vanishing on E tells us how the step (I.1)(C) of
Kohn’s algorithm naturally arises from the geometric viewpoint. The use of
∂f tells us how the step (I.1)(B)(i) of Kohn’s algorithm naturally arises from
the geometric viewpoint.
As the initial steps of an inductive process we set E0 = E and N (0) = N
and N (1) = N (0) ∩ TRE0 ∩ JTRE0 . Then we inductively define
N (ν+1) = N (ν) ∩ TREν ∩ JTREν = N ∩ TREν ∩ JTREν
and define Eν+1 to be the subset of E where the real dimension of N (ν) is
positive. We obtain the limiting common intersection E∞ defined by E∞ =
∩νEν . By replacing E∞ by a nonempty open subset in the real-analytic
case, we can assume that E∞ is regular and N (∞) := N ∩ TRE∞ ∩ JTRE∞
is a real-analytic vector bundle over E∞. Note that, though we go to the
regular part of Eν in order to describe more easily the tangent bundle TEν
of Eν , when we take the intersection E∞ = ∩νEν we have to make sure that
the intersection E∞ = ∩νEν is defined in the real-analytic case as a real-
analytic subvariety, which forces us to consider TEν also at singular points
of Eν where it is defined as the common kernel of differentials of all local
real-analytic functions vanishing on Eν .
Note that the definition of Eν+1 as the subset of E where the real di-
mension of N (ν) is positive involves the existence of a nontrivial solution in
a system of homogeneous linear equations or equivalently the vanishing of
the determinant of the coefficient matrix or equivalently the vanishing of the
corresponding exterior product of co-vectors. This tells us how the step of
Kohn’s algorithm described in (I.1)(B)(ii) naturally arises from the geometric
viewpoint.
Now the distribution of vector spaces N (∞) = N ∩ TRE∞ ∩ JTRE∞ is con-
tained in the tangent space of E∞ and each N (∞) = N ∩ TRE∞ ∩ JTRE∞ is
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J-invariant. For the purpose of understanding how the procedures of Kohn’s
algorithm come about naturally in the geometric context, we assume that
each fiber of N (∞) = N ∩ TRE∞ ∩ JTRE∞ is of positive dimension and we also
assume that we are in the real-analytic case so that we have the benefit of
stratification. Under such assumptions and after restriction to a dense open
subset if necessary, E∞ is a CR manifold and has holomorphic dimension at
least 1. However, for N (∞) = N ∩ TRE∞ ∩ JTRE∞ we may not have the invo-
lutive condition of the theorem of Frobenius (which means closure under Lie
bracket). In order to apply the theorem of Frobenius we generate a larger
linear subspace of the tangent space of E∞ by taking iterated Lie brackets
of local sections of the vector bundle N (∞) = N ∩ TRE∞ ∩ JTRE∞ to generate
a new distribution N˜ . This new distribution N˜ now satisfies the following
three conditions.
(i) N˜ is contained in the tangent space of E∞.
(ii) N˜ is involutive in the sense that it is closed under Lie bracket.
(iii) N˜ belongs to the real part of the null space of the Levi form of S.
Note that Condition (iii) is a consequence of (IV.3.1). However, in general N˜
is no longer J-invariant. An integral submanifold M of N˜ has the following
property. At each point of M the holomorphic dimension of S is at least
1. An open dense subset of M is a CR manifold, but in general M is not
complex-analytic. We are going to show, with our present assumption of
real-analyticity, that when the Kohn algorithm does not terminate, we are
able to produce some local complex curve inside M . One key point here is
that the tangent space ofM is contained in the null space N of the Levi-form
which is J-invariant.
Since we have assumed that we are in the real-analytic case, at a generic
point of M we can consider the smallest complex submanifold germ V in Cn
which contains the germ of M at that point. We then have the following
situation. At a generic point P0 of M there exist
(i) an open neighborhood U0 of P0 in C
n,
(ii) a complex submanifold V in U0, and
(iii) real-valued real-analytic functions ρ1, · · · , ρℓ on V
such that
(a) M ∩ U0 is the common zero-set of ρ1, · · · , ρℓ,
(b) ∂ρ1, · · · , ∂ρℓ are C-linearly independent at points of M ∩ U0, and
(c) at any point of M ∩ U0 the tangent space of V is contained in N .
Condition (b) means that, besides the R-linear independence of dρ1, · · · , dρℓ
at points of M ∩ U0, we also have the R-linear independence of
(Jdρ1) |TR
M
, · · · , (Jdρℓ) |TR
M
at points of M ∩ U0. The complex dimension of TRM ∩ JTRM is equal to
dimC V − ℓ, which is ≥ 1. The reason why the smallest complex submanifold
germ V of Cn at P0 containing the germ of M at P0 satisfies condition (c)
is that TRM is contained in the J-invariant vector space N at any point of M
and we can determine V as the zero-set of holomorphic function germs on
Cn at P0 obtained by extending CR real-analytic functions on M by using
the condition of their annihilation by ∂¯ to define the infinite jets of their
extensions.
Condition (c) means that V is tangential to S at points of M . There are
two possibilities. One is that V is contained in S, in which case S contains
a local complex curve and we are done. The other possibility is that V
is not contained in S. We are going to assume the second possibility and
derive a contradiction for the real-analytic case so that we can conclude in
the real-analytic case that S must contain a local complex curve.
For clarity in the later discussion we digress at this point to say something
about the well-known alternative description of the Levi form and also about
the process of polarization.
(IV.6) Alternative Description of Levi Form. Recall the following formula of
Cartan for exterior differentiation of differential forms
(p+ 1) (dω) (X1, · · · , Xp+1) =
p+1∑
i=1
(−1)i+1Xi
(
ω
(
X1, · · · , Xˆi, · · · , Xp+1
))
+
∑
i<j
(−1)i+jω
(
[Xi, Xj] , X1, · · · , Xˆi, · · · , Xˆj, · · · , Xp+1
)
,
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where ω is a differential p-form and X1, · · · , Xp+1 are vector fields and Xˆi
and Xˆj indicate that Xi and Xj have been removed (see, for example, [He62,
p.21, Formula (9)]). For the special case of p = 1 we have
2dω (X1, X2) = X1 (ω (X2))−X2 (ω (X1))− ω ([X1, X2]) .
For a function ρ and vector fields ξ and η, by applying this to the case of
ω = Jdρ (where J is the almost-complex-structure operator), we get
2dJdρ (ξ, η) = ξ (Jdρ (η))− η (Jdρ (ξ))− Jdρ ([ξ, η]) .
Note that ∂ρ = 1
2
(
1−√−1 J) dρ and ∂¯ρ = 1
2
(
1 +
√−1 J) dρ so that
∂∂¯ρ = d∂¯ρ =
1
2
ddρ+
√−1
2
dJdρ =
√−1
2
dJdρ
and dJdρ = −2√−1∂∂¯ρ. When (dρ) (ξ) = 0, we have
(∂ρ) (ξ) =
(
1
2
(
1−√−1 J) dρ) (ξ) = −√−1
2
(Jdρ) (ξ) .
When both (dρ) (ξ) ≡ 0 and (Jdρ) (ξ) ≡ 0, we have
Jdρ ([ξ, η]) = 4
√−1 (∂∂¯ρ) (ξ, η) .
When we compute the Levi form of ρ we limit ourselves to vectors of type
(1, 0) which are tangential to ρ = 0. A vector ξ of type (1, 0) means that
J(ξ) =
√−1 ξ. Tangency of ξ to ρ = 0 means that (dρ) (ξ) = 0, which
implies automatically (Jdρ) (ξ) = (dρ) (Jξ) =
√−1 (dρ) (ξ) = 0, because by
definition the operator J acting on 1-forms is the adjoint of the operator J
acting on tangent vectors. Likewise, for a vector ξ¯ of type (0, 1) tangential to
ρ = 0 we have (dρ) (ξ¯) = 0 and (Jdρ) (ξ¯) = (dρ) (Jξ¯) = −√−1 (dρ) (ξ¯) = 0.
Thus for vector fields ξ and η of type (1, 0) or (1, 0) tangential to ρ = 0 we
have
Jdρ ([ξ, η]) = 4
√−1 (∂∂¯ρ) (ξ, η) .
(IV.7) Polarization. Let Y be a CR submanifold of some open subset of Cn.
Let ξ1, ξ2 be real-valued vector fields in T
R
Y ∩ JTRY . The condition that ξj is
in TRY ∩ JTRY is equivalent to the condition that we can write ξj = τj + τj for
some complex-valued vector fields τj in T
(1,0)
Y for j = 1, 2. We have
[ξ1, ξ2] = [τ1 + τ1, τ2 + τ2] = [τ1, τ2] + [τ1, τ2]− [τ2, τ1] + [τ1, τ2] .
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For the purpose of later computation of the Levi form, we now introduce
the standard linear polarization process to express [τ2, τ1] in terms of [τ, τ ]
for some vector field τ of type (1, 0) tangential to Y so that τ is expressed
linearly and explicitly in terms of ξ1, ξ2, Jξ1, Jξ2 modulo C⊗R
(
TRY ∩ JTRY
)
=
T
(1,0)
Y ⊕ T (0,1)Y . From
[τ1 + τ2, τ1 + τ2] = [τ1, τ1] + [τ1, τ2] + [τ2, τ1] + [τ2, τ2]
we subtract the expression with τ2 changed to −τ2 to get
[τ1 + τ2, τ1 + τ2]− [τ1 − τ2, τ1 − τ2] = 2 [τ1, τ2] + 2 [τ2, τ1] .
Then we add to it
√−1 times the expression which is obtained by replacing
τ2 by
√−1τ2 and we get 4 [τ1, τ2] equal to
[τ1 + τ2, τ1 + τ2]− [τ1 − τ2, τ1 − τ2]
+
√−1
([
τ1 +
√−1τ2, τ1 +
√−1τ2
]
−
[
τ1 −
√−1τ2, τ1 −
√−1τ2
])
.
Since [τ1, τ2] is in T
(1,0)
Y and [τ1, τ2] is in T
(0,1)
Y , we conclude that modulo C⊗R(
TRY ∩ JTRY
)
= T
(1,0)
Y ⊕T (0,1)Y the Lie bracket [ξ1, ξ2] is equal to [τ1, τ2]− [τ2, τ1]
which is in turn equal to 1
4
times
[τ1 + τ2, τ1 + τ2]− [τ1 − τ2, τ1 − τ2]
+
√−1
([
τ1 +
√−1τ2, τ1 +
√−1τ2
]
−
[
τ1 −
√−1τ2, τ1 −
√−1τ2
])
−
{
[τ1 + τ2, τ1 + τ2]− [τ2 − τ1, τ2 − τ1]
+
√−1
([
τ2 +
√−1τ1, τ2 +
√−1τ1
]
−
[
τ2 −
√−1τ1, τ2 −
√−1τ1
])}
= 2
√−1
([
τ1 +
√−1τ2, τ1 +
√−1τ2
]
−
[
τ1 −
√−1τ2, τ1 −
√−1τ2
])
.
Thus modulo C ⊗R
(
TRY ∩ JTRY
)
= T
(1,0)
Y ⊕ T (0,1)Y the Lie bracket [ξ1, ξ2] is
equal to
√−1
2
([
τ1 +
√−1τ2, τ1 +
√−1τ2
]
−
[
τ1 −
√−1τ2, τ1 −
√−1τ2
])
,
where
τ1 +
√−1τ2 = 1
2
(ξ1 + Jξ2) +
√−1
2
(ξ2 − Jξ1) ,
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τ1 −
√−1τ2 = 1
2
(ξ1 − Jξ2)−
√−1
2
(ξ2 + Jξ1) ,
because τj =
1
2
(
ξj −
√−1 Jξj
)
for j = 1, 2. Suppose ρ is a real-valued
function in some neighborhood of Y . Then by (IV.6) we have
Jdρ ([τ1, τ2]) = 4
√−1 (∂∂¯ρ) (τ1, τ2) = 0,
Jdρ ([τ1, τ2]) = 4
√−1 (∂∂¯ρ) (τ1, τ2) = 0
and as a consequence
(Jdρ) ([ξ1, ξ2]) =
√−1
2
(Jdρ)
([
τ1 +
√−1τ2, τ1 +
√−1τ2
])
−
√−1
2
(Jdρ)
([
τ1 −
√−1τ2, τ1 −
√−1τ2
])
.
When |(Jdρ) ([ξ1, ξ2])| = C for some C > 0, we have |(Jdρ) ([τ, τ ])| ≥ C for
one of the following two values of τ .
τ1 +
√−1τ2 = 1
2
(ξ1 + Jξ2) +
√−1
2
(ξ2 − Jξ1) ,
τ1 −
√−1τ2 = 1
2
(ξ1 − Jξ2)−
√−1
2
(ξ2 + Jξ1) ,
(IV.8) Locating Holomorphic Direction at Which Precisely One Levi-Form Is
Nonzero. After the above digression on the alternative description of the Levi
form and the process of polarization, we now go back to the situation of the
CR submanifold M at the end of (IV.5). According to the construction ofM
as an integral submanifold of N˜ the tangent bundle TRM of M is generated
by iterated Lie brackets of vector fields of N ∩ TE∞ ∩ JTE∞ defined on M .
Moreover, we have
N ∩ TE∞ ∩ JTE∞ ⊂ TRM ∩ JTRM =
ℓ⋂
j=1
Ker
(
(Jdρj) |TR
M
)
⊂ TRM .
When we take vector fields in N ∩TE∞ ∩JTE∞ defined on M and form their
iterated Lie brackets in order to generate TRM , there is a first time the vector
field fails to be inside TRM ∩ JTRM =
⋂ℓ
j=1Ker
(
(Jdρj) |TR
M
)
. Thus we can
find real-valued vector fields ξ1, ξ2 in T
R
M ∩ JTRM =
⋂ℓ
j=1Ker
(
(Jdρj) |TR
M
)
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defined on M such that their Lie bracket [ξ1, ξ2] is not in T
R
M ∩ JTRM =⋂ℓ
j=1Ker
(
(Jdρj) |TR
M
)
. There exists 1 ≤ j ≤ ℓ such that (Jdρj) ([ξ1, ξ2]) is
nonzero. Without loss of generality we assume that j = 1 so that (Jdρ1) ([ξ1, ξ2])
is nonzero. Since ξ1, ξ2 are both in T
R
M ∩ JTRM , we can write ξj = τj + τj for
some complex-valued vector fields τj in T
(1,0)
M for j = 1, 2. As explained above
in (IV.7), the polarization process gives us
(Jdρ1) ([ξ1, ξ2]) =
√−1
2
(Jdρ1)
([
τ1 +
√−1τ2, τ1 +
√−1τ2
])
−
√−1
2
(Jdρ1)
([
τ1 −
√−1τ2, τ1 −
√−1τ2
])
,
where
τ1 +
√−1τ2 = 1
2
(ξ1 + Jξ2) +
√−1
2
(ξ2 − Jξ1) ,
τ1 −
√−1τ2 = 1
2
(ξ1 − Jξ2)−
√−1
2
(ξ2 + Jξ1) ,
One of (Jdρ1)
([
τ1 +
√−1τ2, τ1 +
√−1τ2
])
and (Jdρ1)
([
τ1 −
√−1τ2, τ1 −
√−1τ2
])
must be nonzero at P0. We can choose τ to be either τ1 +
√−1τ2 or
τ1 −
√−1τ2 so that (Jdρ1) ([τ, τ ]) is nonzero at P0. Since ξ1, ξ2 belong to
TRM ∩ JTRM =
⋂ℓ
j=1Ker
(
(Jdρj) |TR
M
)
, it follows that (∂ρj) (τ) = 0 at P0 for
1 ≤ j ≤ ℓ.
Now for 2 ≤ j ≤ ℓ we replace ρj by
ρj − ∂ρj ([τ, τ ])
∂ρ1 ([τ, τ ])
ρ1
so that we can assume without loss of generality that
0 ≡ (∂ρj) ([τ, τ ]) =
(
1
2
(
1−√−1 J) dρj
)
([τ, τ ])
= −
√−1
2
(Jdρj) ([τ, τ ]) for 2 ≤ j ≤ ℓ.
We can write
r|V =
∑
ν1+···+νℓ=k
σν1,··· ,νℓ (ρ1)
ν1 · · · (ρℓ)νℓ +O


(
ℓ∑
j=1
(ρj)
2
) k+1
2


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for some integer k ≥ 2, where σν1,··· ,νℓ is a real-analytic function on U0 (after
shrinking U0 as an open neighborhood of P0 in C
n if necessary) and σν∗
1
,··· ,ν∗
ℓ
is nonzero at P0 for some ν
∗
1 + · · ·+ ν∗ℓ = k.
(IV.9) Argument of Different Vanishing Orders for Complex Hessian on the
Complex Tangent Space Along Vector Fields Tangential or Normal to the
Intersection with the Weakly Pseudoconvex Boundary. To make the argument
more transparent and more understandable, we will first consider the special
case ℓ = 1 so that M = V ∩ {ρ1 = 0} and V is a complex submanifold in
some open neighborhood of some point P0 of M . For this special case, for
notational simplicity we drop the subscript 1 from ρ1 and simply denote ρ1
by ρ. By replacing ρ by its product with a local nowhere zero real-analytic
function we can assume without loss of generality that r = ρk on V .
Let m be the complex dimension of V . We choose a local holomor-
phic coordinate system (z1, · · · , zn) on the open neighborhood U0 of P0
in Cn centered at P0 (after shrinking U0 if necessary) such that S ∩ U0 ∩
{zm+1 = · · · = zn = 0} is regular and V = {zm+1 = · · · = zn = 0}∩U0. Since
our argument will be confined to an open neighborhood of P0 in C
n, for nota-
tional simplicity, by replacing Cn by Cm+1 and S by S∩{zm+1 = · · · = zn = 0}
we can assume without loss of generality that n = m + 1 and we have the
following setup.
(i) dr = (0, 0, · · · , 0, 1) at the origin so that the complex submanifold V
of the neighborhood U0 of P0 in C
n is an open subset of the complex
tangent space of S at the origin which is defined by zn = 0.
(ii) r = xn + O (|z|2) near the origin, where xn is the real part of the
coordinate zn.
(iii) The intersection M = V ∩ S of V and S is a CR manifold whose
complex tangent space TRM ∩J
(
TRM
)
has positive complex dimension at
every point of M .
(iv) M is defined by ρ = 0 in V for some real-valued real-analytic function
ρ on V such that r|V = ρk for some positive integer k and dρ is nowhere
zero on M .
(v) For some nonzero tangent vector τ of type (1, 0) tangential to M at
the origin the value of the Levi form of ρ at τ is nonzero.
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We are going to derive a contradiction. First we sketch the main idea of the
argument. On V we will introduce two vector fields of type (1, 0). One is
tangential to M at points of M and the other is normal to M at points of
M . when we compute the complex Hessian of ρk at these two vector fields
of type (1, 0) on V , we get two different orders of vanishing as we approach
M from V −M , one of order k − 1 and the other of order k − 2. Because
the touching order between V and S is k along M , when we extend these
two vector fields of type (1, 0) on M to an open neighborhood of P0 in C
n
so that the two extensions are tangential to S at points of S, the Levi forms
of r with respect to the two extensions give again the two different orders
of vanishing as we approach M from S −M . Since one of the two orders
is odd, the weak pseudoconvexity of S is violated, yielding a contradiction.
Now we give below the details of this argument of different vanishing orders
for the complex Hessian of r on V along vector fields tangential or normal
to its intersection M with the weakly pseudoconvex boundary S.
There is some open neighborhood U1 of the origin 0 in U0 on which
r (z1, · · · , zn) = φ (z1, · · · , zn) zn + φ (z1, · · · , zn) zn + ρ (z1, · · · , zn−1)k
for some smooth complex-valued function φ (z1, · · · , zn) on U1, because on
V = {zn = 0} the function r is of the form ρk. Let ξ be any smooth vector
field of type (1, 0) on U1 whose n-th component is ξn. Then
∂r = ∂φ zn + φdzn +
(
∂φ¯
)
zn + kρ
k−1∂ρ.
(IV.9.1) 〈∂r, ξ〉 = 〈∂φ , ξ〉 zn + φξn +
〈
∂φ¯, ξ
〉
zn + kρ
k−1 〈∂ρ, ξ〉 .
∂¯r = ∂¯φ zn +
(
∂¯φ¯
)
zn + φ¯ dzn + kρ
k−1∂¯ρ.
∂∂¯r = ∂∂¯φ zn − ∂¯φdzn + ∂∂¯φ¯ zn + ∂φ¯ dzn + k(k − 1)ρk−2∂ρ∂¯ρ+ kρk−1∂∂¯ρ.
(IV.9.2)
〈
∂∂¯r, ξ ∧ ξ¯〉 = 〈∂∂¯φ , ξ ∧ ξ¯〉 zn−〈∂¯φ, ξ¯〉 ξn+〈∂∂¯φ¯ , ξ ∧ ξ¯〉 zn+〈∂φ¯, ξ〉 ξ¯n
+k(k − 1)ρk−2 〈∂ρ, ξ〉 〈∂¯ρ, ξ¯〉+ kρk−1 〈∂∂¯ρ , ξ ∧ ξ¯〉 .
At a point of r = 0 in U1 we have
φzn + φ¯zn + ρ
k = 0.
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Let A and B be respectively the real and imaginary parts of 2φ¯. Then
φ = A−Bi
2
and φ¯ = A+Bi
2
so that
φzn + φ¯zn = Axn +Byn
(where yn is the imaginary part of zn) and at a point in U1 we have
Axn +Byn + ρ
k = 0.
Since dr = (0, 0, · · · , 0, 1) at the origin, it follows that φ = 1
2
at the origin
and A = 1 and B = 0 at the origin. Let Y be the set defined by yn = 0. At
any point of S ∩ Y ∩ U where A is nonzero, we have
xn = −ρ
k
A
, zn = −ρ
k
A
, zn = −ρ
k
A
.
We can choose an open neighborhood U of the origin 0 in U1 of the form
U = W ×G with W ⊂ Cn−1 and G ⊂ C such that
(i) A is nowhere zero on U and for Q ∈ W the set G contains the point
zn = −ρ(Q)kA and
(ii) φ+ (∂nφ) zn +
(
∂nφ¯
)
zn is nowhere zero on U1.
On S ∩ Y ∩ U the two functions zn and zn are of the order O
(
ρk
)
.
We now derive our contradiction by choosing ξ in two different ways. The
first way is to choose ξ equal to τ at the origin. Since τ (from (IV.8)) is a
vector of Cn of type (1, 0) at the origin which is tangential to E = V ∩ S
and since V = {zn = 0}, it follows that the n-th component of the n-vector
τ is zero. Since the differential dρ of the real-valued function ρ on V ∩ U is
nowhere zero at every point of E = V ∩ S, we can extend τ to some smooth
(1, 0)-vector field ξ = (ξ1, · · · , ξn−1) of W1 for some open neighborhood W1
of 0 in W such that 〈dρ, ξ〉 ≡ 0 on W1.
We regard ξj = ξj (z1, · · · , zn−1) as functions of (z1, · · · , zn−1, zn) ∈ W1×
G for 1 ≤ j ≤ n − 1 (which means denoting also by ξj the composite of
ξj and the natural projection W1 × G → W1 for 1 ≤ j ≤ n − 1). Since
φ + (∂nφ) zn +
(
∂nφ¯
)
zn is nowhere zero on U1, we can define ξn on W1 × G
by
(IV.9.3) ξn =
−1
φ+ (∂nφ) zn +
(
∂nφ¯
)
zn
(
n−1∑
j=1
(∂jφ) ξj zn +
n−1∑
j=1
(
∂jφ¯
)
ξj zn
)
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so that the vector field ξ = (ξ1, · · · , ξn−1, ξn) on W1 ×G satisfies 〈∂r, ξ〉 ≡ 0
because of (IV.9.1). Since on S ∩ Y ∩ U the two functions zn and zn are of
the order O
(
ρk
)
, it follows from (IV.9.3) that ξn is of the order O
(
ρk
)
on
S ∩ Y ∩ (W1 ×G). By (IV.9.2)〈
∂∂¯r, ξ ∧ ξ¯〉 = kρk−1 〈∂∂¯ρ , ξ ∧ ξ¯〉+O (ρk)
on S ∩ Y ∩ (W1 ×G). Since at the origin
〈
∂∂¯ρ, ξ ∧ ξ¯〉 = 〈∂∂¯ρ, τ ∧ τ¯〉 is
nonzero and since S is weakly pseudoconvex at every point of S, it follows
that k must be odd.
We now introduce our second way of choosing ξ with the goal of deriving
from it the conclusion that k is even. We choose some smooth vector field
(ξ1, · · · , ξn−1) of type (1, 0) on some open neighborhood W2 of 0 in W such
that 〈dρ, (ξ1, · · · , ξn−1)〉 is nowhere zero onW2. We now define ξn onW2×G
by
(IV.9.4)
ξn =
−1
φ+ (∂nφ) zn +
(
∂nφ¯
)
zn
(
n−1∑
j=1
(∂jφ) ξj zn +
n−1∑
j=1
(
∂jφ¯
)
ξj zn + kρ
k−1
n−1∑
j=1
(∂jρ) ξj
)
so that the vector field ξ = (ξ1, · · · , ξn−1, ξn) on W2 ×G satisfies 〈∂r, ξ〉 ≡ 0
because of (IV.9.1). Since on S ∩ Y ∩ U the two functions zn and zn are of
the order O
(
ρk
)
, it follows from (IV.9.4) that ξn is of the order O
(
ρk−1
)
on
S ∩ Y ∩ (W2 ×G). By (IV.9.2)〈
∂∂¯r, ξ ∧ ξ¯〉 = k(k − 1)ρk−2 〈∂ρ, ξ〉 〈∂¯ρ, ξ¯〉+O (ρk−1)
on S ∩ Y ∩ (W2 ×G). Since at the origin 〈dρ, (ξ1, · · · , ξn−1)〉 is nonzero and
since S is weakly pseudoconvex at every point of S, it follows that k must be
even. Thus we have a contradiction, because earlier we have the conclusion
that k must be odd.
(IV.10) Another Special Case to Illustrate the Argument of Different Tan-
gential and Normal Vanishing Orders for Complex Hessian When Approach-
ing CR Submanifold of Higher Holomorphic Codimension. We now consider
another special case for the more general situation where locally M is de-
fined by real-valued real-analytic functions ρ1, · · · , ρℓ on V with ℓ > 1 and
∂ρ1, · · · , ∂ρℓ are C-linearly independent at points of M . We use this special
case to further illustrate the argument of different tangential and normal
vanishing orders for the complex Hessian. We first explain what this special
case is.
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As discussed above in (IV.8), there exist some τ ∈ T (1,0)M such that
(∂ρj) (τ) = 0 at P0 for 1 ≤ j ≤ ℓ and
(
∂∂¯ρ1
)
(τ, τ) is nonzero but
(
∂∂¯ρj
)
(τ, τ )
is zero for 2 ≤ j ≤ ℓ. We can write
r|V =
∑
ν1+···+νℓ=k
σν1,··· ,νℓ (ρ1)
ν1 · · · (ρℓ)νℓ +O

( ℓ∑
j=1
(ρj)
2
) k+1
2


for some integer k ≥ 2, where σν1,··· ,νℓ is a real-analytic function on U0 (after
shrinking U0 as an open neighborhood of P0 in C
n if necessary) and σν∗
1
,··· ,ν∗
ℓ
is nonzero at P0 for some ν
∗
1 + · · ·+ ν∗ℓ = k. This special case which we now
consider is when σν1,··· ,νℓ is nonzero at P0 for some ν1 + · · · + νℓ = k with
ν1 6= 0.
For this special case, just as for the case of ℓ = 1 we can find a smooth
vector field ξ of type (1, 0) in some open neighborhood of P0 in C
n which are
tangential to ∂Ω such that the value of ξ at P0 agrees with τ . By computing
the Levi form of r at the vector field ξ and its vanishing order at M by using
r|V =
∑
ν1+···+νℓ=k
σν1,··· ,νℓ (ρ1)
ν1 · · · (ρℓ)νℓ +O

( ℓ∑
j=1
(ρj)
2
) k+1
2

 ,
as in the case of ℓ = 1 we can conclude that k must be odd. Thus we have a
contradiction. However, this argument depends on the additional assumption
that σν1,··· ,νℓ is nonzero at P0 for some ν1 + · · · + νℓ = k with ν1 6= 0 for a
specially chosen set of defining functions ρ1, · · · , ρℓ.
Note that to rule out the case of an odd k, we do not need this addi-
tional assumption that σν1,··· ,νℓ is nonzero at P0 for some ν1 + · · · + νℓ = k
with ν1 6= 0. There is also another way to rule out the case of an odd k
by using bounded strictly plurisubharmonic exhaustion functions for weakly
pseudoconvex domains in the following way.
(IV.11) Handling the Case of Odd Vanishing Order by Using Bounded Strictly
Plurisubharmonic Exhaustion Functions for Weakly Pseudoconvex Domains.
First let us introduce the following trivial statement about the vanishing
order of a negative subharmonic function at a boundary segment, which
is related to Hopf’s lemma or the strong maximum principle [GT83, p.34,
Lemma 3.4].
58
(IV.11.1) LetD be a connected open subset of C and C is a smooth connected
curve in D defined by ρ = 0 with dρ nowhere zero at points of C such that
D−C consists of two nonempty components W1 and W2 with ρ < 0 on W1.
Let η > 1 and ϕ be a smooth negative subharmonic function on W1. Then
it is impossible to write −ϕ = (−ρ)η on W1.
The reason is as follows. We compute
∂¯ (−ϕ) = −η (−ρ)η−1 ∂¯ρ,
∂∂¯ (−ϕ) = η (η − 1) (−ρ)η−2 ∂ρ∂¯ρ− η (−ρ)η−1 ∂∂¯ρ.
Since ∂∂¯ϕ ≥ 0 on W1, it follows that
0 ≥ ∂∂¯ (−ϕ) = η (η − 1) (−ρ)η−2 ∂ρ∂¯ρ− η (−ρ)η−1 ∂∂¯ρ
and
∂∂¯ρ ≥ ∂∂¯ (−ϕ) = η − 1−ρ ∂ρ∂¯ρ,
which is a contradiction, because the left-hand side evaluated at a point of
W1 stays bounded as the point approaches some point of C but the right-
hand side evaluated at the same point becomes ∞ as the point approaches
some point of C.
We now recall the following theorem of Diederich-Fornaess on bounded
strictly plurisubharmonic exhaustion functions for weakly pseudoconvex do-
mains [DF77, p.133, Remark b].
Let Ω be a domain in Cn and P0 belong to the boundary of Ω so that for
some open neighborhood D of P0 in C
n the boundary of Ω∩D in D is smooth
and weakly pseudoconvex. Let δ be the distance function from a point of Ω
to Cn − Ω. Let ψ be a smooth strictly plurisubharmonic function on Cn (or
just defined on some open neighborhood of some point of ∂Ω in Cn). Then
for any choice of 0 < γ < 1 there is a suitable choice of a sufficiently small
L > 0 such that the complex Hessian ∂∂¯
(−δγe−Lψ) is strictly positive on
Ω ∩D′ for some open neighborhood D′ of P0 in D.
Suppose we have the case of an odd k in the following expansion which
we would like to rule out.
r|V =
∑
ν1+···+νℓ=k
σν1,··· ,νℓ (ρ1)
ν1 · · · (ρℓ)νℓ +O


(
ℓ∑
j=1
(ρj)
2
) k+1
2


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for some integer k ≥ 2, where σν1,··· ,νℓ is a real-analytic function on U0 (after
shrinking U0 as an open neighborhood of P0 in C
n if necessary) and σν∗
1
,··· ,ν∗
ℓ
is
nonzero at P0 for some ν
∗
1 + · · ·+ ν∗ℓ = k. Assume that k is odd. We can find
a tangent vector η of V at the point P0 of M normal to M such that Jη is
tangential toM and the k-derivative of r in the direction of η is nonzero. Let
C be local complex curve in Cn through P0 such that the complex tangent
vector to C of type (1, 0) at P0 is equal to η −
√−1Jη and C ∩ ∂Ω ⊂ M
and C ∩M is a regular curve in C. Since k is odd, after replacing C by an
open neighborhood of P0 in C we can assume without loss of generality that
C −M consists of two nonempty connected components C ∩ Ω and C − Ω.
Let κ = −δγe−Lψ and we restrict κ to C ∩Ω. Let φ be a smooth function
on C whose zero-set is C∩M and which is negative on C∩Ω with dφ nowhere
zero on C ∩M . Since −κ is equal to σ (−r)γ = σ˜ (−φ)kγ on C ∩ Ω for some
positive-valued smooth functions σ and σ˜ on C (after replacing C by an
open neighborhood of P0 in C if necessary), from the plurisubharmonicity of
κ on Ω we have a contradiction to (IV.11.1) when 0 < γ < 1 is chosen to
satisfy kγ > 1, because κ|C∩Ω is subharmonic on C∩Ω and −κ|C∩Ω is equal to(
−σ˜ 1kγ φ
)kγ
and σ˜
1
kγ φ is smooth on C and is 0 at C∩M and dσ˜ 1kγφ is nowhere
zero on M . This argument avoids the process in (IV.10) of constructing the
analog of the second vector field, at the end of (IV.9), of type (1, 0) in a
neighborhood of P0 in C
n tangential to S and not tangential to M at P0.
(IV.12) Handling the Case of Even Vanishing Order by Stratification Accord-
ing to Iterated Lie Brackets. We now deal with the general case by choosing
the set of defining functions ρ1, · · · , ρℓ by stratification according to iterated
Lie brackets. Recall that iterated Lie brackets of vector fields on E∞ with
coefficients in N (∞) = N ∩ TRE∞ ∩ JTRE∞ generate the distribution N˜ and
M is an integral submanifold of E∞ whose tangent space at every point is
equal to the subspace distribution N˜ at that point. Because of the Jacobi
identity for the Lie brackets of three vector fields, we can select vector fields
τ0, τ1, · · · , τℓ on E∞ with values in N (∞) = N ∩ TRE∞ ∩ JTRE∞ such that in-
ductively, τ˜1 = [τ0, τ1] and τ˜j = [τ˜j−1, τj ] for 2 ≤ j ≤ ℓ and τ˜j (P0) is not
spanned by
(N (∞))
P0
, τ˜1 (P0) , · · · , τ˜j−1 (P0) for 1 ≤ j ≤ ℓ. We now choose
ρ1, · · · , ρℓ such that, modulo
(N (∞))
P0
, the 1-forms (Jdρj) (P0) at P0 for
1 ≤ j ≤ ℓ, when restricted to the tangent space TRM,P0 of M at P0 precisely
form a dual basis for τ˜1 (P0) , · · · , τ˜ℓ (P0). In other words, the R-linear func-
tionals defined by (Jdρj) (P0) at P0 for 1 ≤ j ≤ ℓ on the quotient space
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TRM,P0
/(N (∞))
P0
form the dual basis of the elements in TRM,P0
/(N (∞))
P0
induced by τ˜1 (P0) , · · · , τ˜ℓ (P0).
Let ξj =
1
2
(
τ˜j−1 −
√−1Jτ˜j−1
)
and ηj =
1
2
(
τj −
√−1Jτj
)
on M for 1 ≤
j ≤ ℓ so that both ξj and ηj are of type (1, 0) tangential to V with the real
part of ξj being
1
2
τ˜j and the real part of ηj being
1
2
τj . Take 2 ≤ j ≤ ℓ. As
verified above in (IV.7), from τ˜j−1 = ξj + ξj and τj = ηj + ηj we get
[τ˜j−1, τj ] =
√−1
2
([
ξj +
√−1ηj , ξj +
√−1ηj
]
−
[
ξj −
√−1ηj, ξj −
√−1ηj
])
modulo C⊗R
(
TRM ∩ JTRM
)
= T
(1,0)
M ⊕ T (0,1)M , where
ξj +
√−1ηj = 1
2
(τ˜j−1 + Jτj) +
√−1
2
(τj − Jτ˜j−1) ,
ξj −
√−1ηj = 1
2
(τ˜j−1 − Jτj)−
√−1
2
(τj + Jτ˜j−1) .
At the point P0 we have
1 = (Jdρj) (τ˜j)
=
√−1
2
(Jdρj)
([
ξj +
√−1ηj , ξj +
√−1ηj
]
−
[
ξj −
√−1ηj , ξj −
√−1ηj
])
and at least one of
(Jdρj)
([
ξj +
√−1ηj , ξj +
√−1ηj
])
and (Jdρj)
([
ξj −
√−1ηj , ξj −
√−1ηj
])
has absolute value at least 1 and is nonzero at P0. We set ζj to be one of the
two possibilities
ξj +
√−1ηj = 1
2
(τ˜j−1 + Jτj) +
√−1
2
(τj − Jτ˜j−1) ,
ξj −
√−1ηj = 1
2
(τ˜j−1 − Jτj)−
√−1
2
(τj + Jτ˜j−1) .
so that
∣∣(Jdρj) ([ζj, ζj])∣∣ ≥ 1 at P0. From the way we define the 1-jet of ρj
at P0 we know that among the following vectors
τ0, τ1, · · · , τℓ, Jτ0, Jτ1, · · · , Jτℓ,
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τ˜1, · · · , τ˜ℓ, Jτ˜1, · · · , Jτ˜ℓ
at P0 the only one at which dρj is nonzero is Jτ˜j where the value of dρj is 1,
because the vectors
τ0, τ1, · · · , τℓ, Jτ0, Jτ1, · · · , Jτℓ, τ˜1, · · · , τ˜ℓ
all belong to the tangent space TRM,P0 of M at P0 which is equal to
(N (∞))
P0
and ρj vanishes on M and because the R-linear functionals defined by
(Jdρ1) (P0) , · · · , (Jdρℓ) (P0)
at P0 on the quotient space T
R
M,P0
/(N (∞))
P0
form the dual basis of the ele-
ments in TRM,P0
/(N (∞))
P0
induced by τ˜1 (P0) , · · · , τ˜ℓ (P0). Hence (dρj) (ζp)
at P0 is 0 for j 6= p− 1.
For later use we need a slight variation of the above discussion. Take a
positive number A. From τ˜j−1 = ξj + ξj and τj = ηj + ηj we get
Aτ˜j = [τ˜j−1, Aτj ] =
1
2
([
ξj +
√−1Aηj , ξj + iAηj
]− [ξj −√−1Aηj , ξj −√−1Aηj]) ,
where
ξj +
√−1Aηj = 1
2
(τ˜j−1 + AJτj)−
√−1
2
(τ˜j−1 + AJτj) ,
ξj −
√−1Aηj = 1
2
(τ˜j−1 −AJτj)−
√−1
2
(τ˜j−1 − AJτj) .
At the point P0 we have
A = A (Jdρj) (τ˜j) = (Jdρj) (Aτ˜j) = (Jdρj) ([τ˜j−1, Aτj])
=
√−1
2
(Jdρj)
([
ξj +
√−1Aηj , ξj +
√−1Aηj
]
−
[
ξj −
√−1Aηj , ξj −
√−1Aηj
])
and at least one of
(Jdρj)
([
ξj +
√−1Aηj , ξj +
√−1Aηj
])
and (Jdρj)
([
ξj −
√−1Aηj, ξj −
√−1Aηj
])
has absolute value at least A at P0. We set ζj,A to be one of the two possi-
bilities
ξj +
√−1Aηj = 1
2
(τ˜j−1 + AJτj) +
√−1
2
(Aτj − Jτ˜j−1) ,
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ξj −
√−1Aηj = 1
2
(τ˜j−1 − AJτj)−
√−1
2
(Aτj + Jτ˜j−1)
so that
∣∣(Jdρj) ([ζj,A, ζj,A])∣∣ ≥ A at P0. Note that when A = 1 we have
ζj,A = ζj so that for any value of A > 1 the vector ζj,A − ζj is equal to
±
(
(A− 1)
2
Jτj +
√−1(A− 1)
2
τj
)
.
From the way we define the 1-jet of ρj at P0 we know that among the following
vectors
τ0, τ1, · · · , τℓ, Jτ0, Jτ1, · · · , Jτℓ,
τ˜1, · · · , τ˜ℓ, Jτ˜1, · · · , Jτ˜ℓ
at P0 the only one at which dρj is nonzero is Jτ˜j where the value of dρj is 1,
because the vectors
τ0, τ1, · · · , τℓ, Jτ0, Jτ1, · · · , Jτℓ, τ˜1, · · · , τ˜ℓ
all belong to the tangent space TRM,P0 of M at P0 which is equal to
(N (∞))
P0
and ρj vanishes on M and because the R-linear functionals defined by
(Jdρ1) (P0) , · · · , (Jdρℓ) (P0)
at P0 on the quotient space T
R
M,P0
/(N (∞))
P0
form the dual basis of the ele-
ments in TRM,P0
/(N (∞))
P0
induced by τ˜1 (P0) , · · · , τ˜ℓ (P0). Hence (dρj) (ζp)
at P0 is 0 for j 6= p− 1. Moreover, at P0
(dρj) (ζp,A − ζp) = (dρj)
(
±
(
(A− 1)
2
Jτj +
√−1(A− 1)
2
τj
))
= 0.
Thus (dρj) (ζp,A) = (dρj) (ζp) is independent of A for all p and j.
Let 1 < q ≤ ℓ be the minimum such that νq ≥ 1 and νq+ · · ·+νℓ = k and
σ0,··· ,0,νq,··· ,νℓ (P0) 6= 0. Since we have ζq,Aρj = 0 at P0 for j 6= q − 1, the term
of lowest vanishing order at P0 which we can get is k − 1 and either come
with the factors ζq,Aζq,Aρj at P0 from∑
ν1+···+νℓ=k
σν1,··· ,νℓ (ρ1)
ν1 · · · (ρℓ)νℓ
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or come with the factor ζq,Aρq−1ζq,Aρq−1 at P0 from∑
ν1+···+νℓ=k+1
σν1,··· ,νℓ (ρ1)
ν1 · · · (ρℓ)νℓ
in the expansion of r|V . The sum of all these terms of vanishing order k − 1
at P0 is identically zero only when∑
νq+···+νℓ=k
σ0,··· ,0,νq,··· ,νℓνq
(
ζq,Aζq,Aρq
)
(ρq)
νq−1 (ρq+1)
νq+1 · · · (ρℓ)νℓ
= −
∑
ν1+···+νℓ=k+1
σν1,··· ,νℓνq−1 (νq−1 − 1) (ζq,Aρq−1)
(
ζq,Aρq−1
) ·
· ((ρ1)ν1 · · · (ρq−2)νq−2 (ρq−1)νq−1−2 (ρq+1)νq+1 · · · (ρℓ)νℓ) .
Since the contradiction comes from the change of the sign of the Levi Form of
S = ∂Ω when we approach M from along some appropriate path in S = ∂Ω
which corresponds to a path in V up to order k, we have trouble only when
for any choice of νq ≥ 1, νq+1 ≥ 0, · · · , νℓ ≥ 0 with νq + · · ·+ νℓ = k we have
σ0,··· ,0,νq,··· ,νℓνq
(
ζq,Aζq,Aρq
)
= −
∑
1≤i≤j<q
σ0,··· ,0,νq−1+2,νq−1,νq+1··· ,νℓνq−1 (νq−1 − 1) (ζq,Aρq−1)
(
ζq,Aρq−1
)
at the point P0 of M for any choice of νq ≥ 1, νq+1 ≥ 0, · · · , νℓ ≥ 0 with
νq + · · ·+ νℓ = k, which is the same as
A2σ0,··· ,0,νq,··· ,νℓνq
(
ζqζqρq
)
= −
∑
1≤i≤j<q
σ0,··· ,0,νq−1+2,νq−1,νq+1··· ,νℓνq−1 (νq−1 − 1) (ζqρq−1)
(
ζqρq−1
)
,
because
(
ζq,Aζq,Aρq
)
(P0) = A
2
(
ζqζqρq
)
(P0) and (ζq,Aρq−1) (P0) = (ζqρq−1) (P0)
and
(
ζq,Aρq−1
)
(P0) =
(
ζqρq−1
)
(P0). Since
(
ζqζqρq
)
(P0) 6= 0, this trouble can
simply be handled with the choice of a sufficiently large A.
Finally, in order to get a contradiction from the evenness of the vanishing
order k of r|V ∩U at M ∩ U , we construct
(i) a real-analytic curve ΓS in S ∩U containing P0 which is transversal to
M ,
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(ii) a real-analytic curve ΓV in V ∩U containing P0 which is transversal to
M ,
(iii) a smooth bijection Ψ from ΓV to ΓS,
(iv) a vector field ζS of type (1, 0) tangential to S defined only at points of
the curve ΓS and smooth along ΓS whose value at P0 is ζq,A, and
(v) a vector field ζV of type (1, 0) tangential to V defined only at points of
the curve ΓV and smooth along ΓV whose value at P0 is ζq,A
such that
(a) the distance between P ∈ ΓV and Ψ(P ) ∈ ΓS is of order of (distΓV (P, P0))k,
where distΓV (P, P0) is the distance between P and P0 along ΓV , and
(a) the difference of the value of ζV at P ∈ ΓV and the value of ζS at
Ψ(P ) ∈ ΓS is of order of (distΓV (P, P0))k.
Then the Levi form of r in the direction ζS at a point P in ΓS other than P0
will change sign as P moves along ΓS to pass P0 because the evenness of k
implies that the Levi form of r in the direction ζS at a point P vanishes of
odd order k − 1 at P0 along ΓS. This contradicts the weak pseudoconvexity
of S.
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Appendix A: Some Techniques of Applying of Skoda’s Theorem on
Ideal Generation
In this Appendix we give some techniques of applying Skoda’s theorem
on ideal generation [Sk72, Th.1, pp.555-556] which involve derivatives and
Jacobian determinants. The significance is more in the techniques themselves
than in the statements given here to demonstrate their use. Though these
techniques are not directly used in this note (except the use of (A.2) in (III.7)
and the use of (A.3) in (III.8)), they may be useful in reducing the vanishing
orders of multiplier ideals in Kohn-type algorithms in the setting of more
general partial differential equations.
(A.1) Proposition. Let Ω be a bounded Stein open subset of Cn. Let
g1, · · · , gn, ρ be holomorphic functions on some open neighborhood Ω˜ of the
topological closure Ω¯ of Ω. Let Z be the common zero-set of g1, · · · , gn
in Ω˜. Assume that ρ vanishes on Z. Let J be the Jacobian determi-
nant of g1, · · · , gn. Then there exist holomorphic h1, · · · , hn on Ω such that
ρJ =
∑n
j=1 hjgj.
Proof. For any 0 < γ < 1 and any compact subset K of Cn with coordinates
w = (w1, · · · , wn) the integral
(A.1.1)
∫
w∈K
∏n
j=1
(√−1dwj ∧ dwj)(∑n
j=1 |wj |2
)γn
is finite. Since ρ vanishes on Z, it follow that there exists some 0 < η < 1
such that
(A.1.2)
|ρ|2(∑n
j=1 |gj|2
)ηn
is bounded on some open neighborhood U of Ω¯ in Ω˜. Let γ = 1 − η
2
and
α = 1 + η
2
. Since J is the Jacobian determinant of g1, · · · , gn, by pulling
back (A.1.1) by wj = gj for 1 ≤ j ≤ n and using the uniform boundedness
of (A.1.2) on U , we conclude that
(A.1.3)
∫
Ω
|ρ J |2(∑n
j=1 |gj|2
)αn <∞.
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By using (A.1.3) and applying Skoda’s theorem [Sk72, Th.1, pp.555-556] to
the Stein domain Ω to express ρ J as a linear combination of g1, · · · , gn with
holomorphic functions, we obtain h1, · · · , hn satisfying the requirements of
the Proposition. Q.E.D.
(A.2) Proposition (Ideal Generated by Components of Gradient). Let f be a
holomorphic function germ on Cn at the origin which vanishes at the origin.
Then fn+1 belongs to the ideal I generated by ∂f
∂zj
for 1 ≤ j ≤ n at the
origin, where z1, · · · , zn are the coordinates of Cn.
Proof. Let π : U˜ → U be the simultaneous resolution of singularities for the
ideal I and the ideal OCn f generated by f with exceptional hypersurfaces
{Eℓ}ℓ in normal crossing in U˜ , where U is an open neighborhood of the origin
in Cn on which the holomorphic function germ f is defined. We claim that
(A.2.1)
|f |2∑n
j=1
∣∣∣ ∂f∂zj
∣∣∣2
is uniformly bounded in some relatively compact open neighborhood U ′ of
the origin in U . Otherwise, when we write the divisor of π∗f of f as
∑
ℓ aℓEℓ
and write π∗I as∑ℓ bℓEℓ with aℓ and bℓ being nonnegative integers, we have
bℓ > aℓ for some ℓ with 0 ∈ π (Eℓ) and we can find a local holomorphic curve
ϕ˜ : W → U˜ with W being an open neighborhood of the origin in C and
πϕ˜(0) = 0 such that ϕ(W ) is transversal to Eℓ and is disjoint from any Ek
with k 6= ℓ. Then d (f ◦ ϕ) vanishes at 0 to an order higher than that f ◦ ϕ,
which is a contradiction, because f ◦ϕ vanishes at 0. This argument actually
gives a slightly higher vanishing order of |f |2 than that of ∑nj=1 ∣∣∣ ∂f∂zj
∣∣∣2 along
each Eℓ when they are pulled back to U˜ so that∫
U ′
|fn+1|2(∑n
j=1
∣∣∣ ∂f∂zj
∣∣∣2)α(n+1)
<∞
for some α > 1. The conclusion of the Proposition now follows from Skoda’s
theorem [Sk72, Th.1, pp.555-556]. Q.E.D.
(A.2.2) Remark on the Relation Between Proposition (A.2) and l’Hoˆpital’s
Rule. The argument in the proof of Proposition (A.2) consists of the ver-
ification of the uniform bound of (A.2.1) on some open neighborhood U ′
67
of the origin in Cn and a straightforward application of Skoda’s theorem
[Sk72, Th.1, pp.555-556]. The argument used in the verification of the uni-
form bound of (A.2.1) on U ′ is actually the usual l’Hoˆpital’s rule in calculus
applied to the pullback of the quotient (A.2.1) to the open unit 1-disk ∆
in C by a holomorphic map g : ∆ → Cn with g(0) = 0 when one applies
differentiation at the origin along any ray of ∆ until one ends up with a
nonzero derivative of the denominator. The uniformity of the bound comes
from the fact that one needs only consider a compact holomorphic family of
such holomorphic maps g : ∆→ Cn, as is easily seen, for example, by using
a resolution of singularities. Another simple way of looking at the bound
of (A.2.1) is the trivial observation that the vanishing order of an analytic
function at a point of its zero-set is no more than the vanishing order of its
gradient.
(A.2.3) Remark on the Difference Between the Jacobian Determinants with
Respect to All Variables and the Jacobian Determinants With Respect to
All Variables with Respect to a Proper Subset of Variables. Let F1, · · · , FN
be holomorphic function germs on C2 at the origin vanishing at the origin
such that the ideal I1 generated by F1, · · · , FN contains an effective power
of the maximum ideal sheaf mC2,0 of C
2. By Proposition (A.2) the ideal
generated by the components of the gradients of F1, · · · , FN , namely by ∂Fj∂zk
for 1 ≤ j ≤ N, 1 ≤ k ≤ 2, contains an effective power of mC2,0. We can
regard each
∂Fj
∂zk
for 1 ≤ j ≤ N, 1 ≤ k ≤ 2 as the Jacobian determinant of
the single function Fj with respect to the single variable zj . These first-order
partial derivatives can be regarded as the Jacobian determinants with respect
to a proper subset of all the variables. Proposition (A.2) can be restated as
follows. The ideal generated by all such Jacobian determinants with respect
to a proper subset of all the variables contains an effective power of mC2,0.
The situation is very different from the ideal I2 generated by all Jacobian
determinants with respect to the full set of all the variables
∂ (Fj1, Fj2)
∂ (z1, z2)
for 1 ≤ j1, j2 ≤ N.
In general, the ideal I2 does not contain an effective power of mC2,0, as one
can easily see in the special case where N = 2 and the ideal I2 is generated
by a single holomorphic function germ.
In general, for the complex Euclidean space Cn instead of C2, when we
have holomorphic function germs F1, · · · , FN on Cn at the origin vanishing at
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the origin such that the ideal generated by F1, · · · , FN contains an effective
power of the maximum ideal sheaf mCn,0 of C
n, we can consider for 1 ≤ ν ≤ n
the ideal Iν generated by the Jacobian determinants
∂ (Fj1, · · · , Fjν)
∂ (zk1 , · · · , zkν )
for 1 ≤ j1, · · · , jν ≤ N and 1 ≤ k1, · · · , kν ≤ n− 1. As we see in Proposition
(A.3) below, for 1 ≤ ν ≤ n−1 the ideal Iν contains an effective power ofmCn,0,
though in general the ideal In does not contain an effective power of mCn,0. It
means that the situation for the ideal generated by all Jacobian determinants
with respect to a proper subset of all the variables is very different from the
ideal I2 generated by all Jacobian determinants with respect to the full set
of all the variables.
(A.2.4) Remark on a Generalization of the Special Case of Proposition (A.2)
for Dimension Two. The special case of Proposition (A.2) for dimension two
is used in this note in (III.7) to prove the effective termination of Kohn’s algo-
rithm for C2. For the proof of the effective termination of Kohn’s algorithm
for Cn the corresponding statement which has to be used is not Proposition
(A.2) for dimension n, but the following Proposition (A.3).
(A.3) Proposition (Ideal Generated by Jacobian Determinants with Respect
to a Proper Subset of Variables). Let F1, · · · , FN be holomorphic function
germs on Cn at the origin vanishing at the origin such that the ideal generated
by F1, · · · , FN contains an effective power of the maximum ideal of Cn at the
origin. Let 1 ≤ ν < n. Let Jν be the ideal generated by
∂ (Fj1 , · · · , Fjν)
∂ (zk1 , · · · , zkν)
.
for 1 ≤ j1 < · · · < jν ≤ N and 1 ≤ k1 < · · · < kν ≤ n. Then the ideal Jν
contains an effective power of the maximum ideal of Cn at the origin.
Proof. Let us first introduce some notations. For an ideal I of OCn,0 we
define
|sI | =
(
kI∑
j=1
|sj,I |2
) 1
2
,
where s1,I , · · · , skI ,I form a set of generators of I. The expression |sI | is
defined up to a choice of the set of generators. We use this expression only
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in the context of determining whether one such expression is dominated by
a constant times another such expression |sJ | for another ideal J of OCn,0.
For such a purpose the choices of generators in the definitions for |sI | and
|sJ | are immaterial. For our purpose, if λ ∈ N and Iˆ is Iλ, then we can use
|sIˆ | = |sI |λ. For a holomorphic map ψ : ∆→ Cn with ψ(0) = 0 and an ideal
I of OCn,0 with generators s1,I , · · · , skI ,I , by the vanishing order aI,ψ of I on
ψ at 0 we mean the minimum of ord0 (sj,I ◦ ψ) for 1 ≤ j ≤ kI , where ord0 (·)
denotes the vanishing order on C at the origin. For an ℓ-jet ξ of Cn at the
origin which can be represented by ψ we denote aI,ψ also by aI,ξ. (Here the
convention is that a 1-jet is a tangent vector.) If aI,ψ < ℓ, then aI,ξ = aI,ϕ
for any holomorphic map ϕ : ∆ → Cn with ϕ(0) = 0 which represents the
ℓ-jet ξ.
Note that for our purpose we could also use alternatively the concept
of the normalized vanishing order of I on ψ at 0 (instead of the vanishing
order aI,ψ) by defining the normalized vanishing order of I on ψ at 0 as the
minimum of
ord0 (sj,I ◦ ψ)
ord0ψ
for 1 ≤ j ≤ kI , where ord0ψ is the minimum of the vanishing orders of the n
components of ψ on C at the origin.
Since all the main arguments in this proof occur already in the proof of the
special case where N = n = 3, for notational simplicity we will only present
the proof of this special case. The general case is completely analogous but
with much more complicated notations. We break down the proof into the
following five steps.
Step One. Let G1, G2 be holomorphic function germs on C
3 at the origin
vanishing at the origin such that the divisor Z1 of G1 is irreducible and of
multiplicity 1. Assume that dG1 ∧ dG2 is not identically zero. Then there
exists some positive constant C such that
3∑
k1,k2=1
|G2 (dG1 ∧ dzk1 ∧ dzk2)|2 ≤ C
3∑
j=1
|dG1 ∧ dG2 ∧ dzj |2
on Z1 = {G1 = 0}.
Step One is verified by
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(i) taking any holomorphic curve ϕ : ∆ → G1 with ϕ(0) = 0 and the
image of ϕ (∆) not contained in the zero-set of G2,
(ii) using the fact that the vanishing order at the origin of the pullback
G2 ◦ ϕ on ∆ is no more than the minimum of the vanishing orders of
its first-order partial derivatives at the origin, and
(iii) observing that at a regular point of Z1, where zk1 , zk2 are used as local
coordinates, the component of the gradient of the restriction of G2 to
Z1 for the coordinate zk1 is equal to the quotient of dG1 ∧ dG2 ∧ dzk2
by dG1 ∧ dzk1 ∧ dzk2 as one can easily see by using the chain rule and
the implicit differentiation for functions defined on Z1 = {G1 = 0}.
Step Two. Let I and J be ideals in OC3,0 contained in the maximum ideal
mC3,0 of OC3,0 such that I contains (mCn,0)q for some positive integer q. If
|sI | is not dominated by a constant times |sJ |, then there exists some (q+2)-
jet ξ of C3 at the origin which is represented by some holomorphic map
ψ : ∆→ C3 with ψ(0) = 0 such that aI,ψ ≤ q and aI,ψ < aJ,ψ.
Step Three. Let A be the ideal generated by elements F1, F2, F3 of mC3,0
such that A contains (mC3,0)
q for some positive integer q . Let p ∈ N. Then
there exists a positive integer q1 depending only on q and there exists a
positive integer m depending on q and p with the following property. For
any p-jet ξ of C3 at the origin, let P1 (F1, F2, F3) be a generic homogeneous
polynomial of degree m in F1, F2, F3 whose divisor V contains a holomorphic
curve representing ξ and let ϕ : ∆→ C3 be a holomorphic curve germ with
ϕ(0) = 0 whose image is a generic curve germ in V which represents ξ. Then
the minimum vanishing order of ∂
∂zℓ
P1 (F1, F2, F3) on the holomorphic curve
germ ϕ : ∆→ C3 at the origin is no more than (m−1)aA,ϕ+q1 for 1 ≤ ℓ ≤ 3.
Note that V , as the divisor of a generic homogeneous polynomial of degree m
in F1, F2, F3 which contains a holomorphic curve representing ξ, is a reduced
and irreducible hypersurface germ in C3 at the origin. Moreover, the image
of ϕ : ∆→ C3, as a generic curve germ in V which represents ξ, is contained
in {0} ∪ Reg(V ), where Reg(V ) is the regular part of V .
Step Four. Let F1, F2, F3 be from Step Three. Let J be the ideal generated
by
∂ (Fj1 , Fj2)
∂ (zk1 , zk2)
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for 1 ≤ j1 < j2 ≤ 3 and 1 ≤ k1 < k2 ≤ 3. Let λ ∈ N and I = (mC3,0)λ.
Let p = λ + 2. Assume that |sI | is not dominated by any positive constant
times |sJ |. By Step Two, there exists a p-jet ξ of C3 at origin such that, for
any holomorphic map ϕ : ∆ → C3 whose p-jet at the origin is equal to ξ,
the vanishing order aJ,ϕ of J on ϕ at 0 is greater than the vanishing order
aI,ϕ of I on ϕ at the origin. By Step Three we have positive integers q1, m
(with q1 depending only on p and with m depending only on p and q) and
we have a polynomial P1 (F1, F2, F3) homogeneous of degree m in F1, F2, F3
and a holomorphic curve germ ϕ : ∆→ C3 at the origin such that
(i) the divisor of P1 (F1, F2, F3) is a reduced and irreducible hypersurface
germ of C3 at the origin,
(ii) the image of the holomorphic curve germ ϕ : ∆ → C3 is contained in
the divisor of P1 (F1, F2, F3),
(iii) the holomorphic curve germ ϕ : ∆→ C3 represents the p-jet ξ of C3 at
the origin,
(vi) the minimum vanishing order of ∂
∂zℓ
P1 (F1, F2, F3) on the holomorphic
curve germ ϕ : ∆→ C3 is no more than (m−1)aA,ϕ+ q1 for 1 ≤ ℓ ≤ 3.
For any polynomial P2 (F1, F2, F3) of degree m in F1, F2 and for 1 ≤ k1 <
k2 ≤ 3, it follows from
∂Pj
∂zk
=
3∑
ℓ=1
∂Pj
∂Fℓ
∂Fℓ
∂zk
by the chain rule that
∂ (P1, P2)
∂ (zk1 , zk2)
=
3∑
ℓ1,ℓ2=1
∂P1
∂Fℓ1
∂P2
∂Fℓ2
∂ (Fℓ1 , Fℓ2)
∂ (zk1 , zk2)
.
The vanishing order of
∂ (P1, P2)
∂ (zk1 , zk2)
on the holomorphic curve germ ϕ : ∆→ C3 is at least 2(m− 1)aA,ϕ + aJ,ϕ.
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Applying Step One to the case ofG1 = P1 (F1, F2, F3) andG2 = P2 (F1, F2, F3)
with P2 (F1, F2, F3) being any generic polynomial homogeneous of degree m
in F1, F2, F3, we get
3∑
k1,k2=1
|P2 (dP1 ∧ dzk1 ∧ dzk2)|2 ≤ C
3∑
j=1
|dP1 ∧ dP2 ∧ dzj|2
on P1 = 0, where C is a positive constant. We restrict this inequality to the
curve ϕ and conclude that
maA,ϕ + (m− 1)aA,ϕ + q1 ≥ 2(m− 1)aA,ϕ + aJ,ϕ.
By the choice of P1 (F1, F2, F3) and the holomorphic curve germ ϕ : ∆→ C3,
we have aJ,ϕ > λ. Thus
maA,ϕ + (m− 1)aA,ϕ + q1 ≥ 2(m− 1)aA,ϕ + λ
and we conclude that λ ≤ aA,ϕ + q1 ≤ q + q1, because aA,ϕ ≤ q from the fact
that A contains (mC3,0)
q.
Step Five. By setting λ = q + q1 + 1, we conclude from Step Four that |sI |
is dominated by a constant times |sJ |. As in the last part of the proof of
Proposition (A.2), by Skoda’s theorem [Sk72, Th.1, pp.555-556] it follows
from the local integrability of the quotient
|sI |2(n+2)
|sJ |2(n+2)
on C3 at the origin that (mC3,0)
(q+q1+1)(n+2) is contained in the ideal J gen-
erated by
∂ (Fj1 , Fj2)
∂ (zk1 , zk2)
for 1 ≤ j1 < j2 ≤ 3 and 1 ≤ k1 < k2 ≤ 3. This finishes the proof.
We would like to remark that the main point of this proof is to apply the
argument for gradients given in Proposition (A.2) for Cn to the divisor of
P1 (F1, F2, F3) in C
3 instead of to Cn. Q.E.D.
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(A.4) Proposition. Let h1, · · · , hn be holomorphic function germs on Cn at
the origin so that the origin is their only common zero. Let dh1 ∧ · · · ∧
dhn = J (dz1 ∧ · · · ∧ dzn). Then J does not belong to the ideal generated by
h1, · · · , hn.
Proof. Suppose the contrary. Then there exist holomorphic function germs
f1, · · · , fn on Cn at the origin such that J =
∑n
j=1 fjhj . We let ωj =
fj (dz1 ∧ · · · ∧ dzn) for 1 ≤ j ≤ n so that
(A.4.1) dh1 ∧ · · · ∧ dhn =
n∑
j=1
hjωj.
Since the origin is the only common zero of h1, · · · , hn, we can find connected
open neighborhoods U and W of the origin in Cn so that the map π : Cn →
Cn defined by
(z1, · · · , zn) 7→ (w1, · · · , wn) = (h1 (z1, · · · , zn) , · · · , hn (z1, · · · , zn))
maps U properly and surjectively onto W and makes U a branched cover
over W of λ sheets. By replacing U and W by relatively compact open
neighborhoods U ′ and W ′ of the origin in U and W respectively, we can
assume without loss of generality that
∫
U
|ωj|2 ≤ C < ∞ for 1 ≤ j ≤ n.
We take the direct image of the equation (A.4.1) under π. The left-hand
side of the equation (A.4.1) yields λ (dw1 ∧ · · · ∧ dwn), because the map π
is defined by wj = hj for 1 ≤ j ≤ n. Let θj be the direct image of ωj
under π for 1 ≤ j ≤ n. Let Z be the branching locus of π in W . For
any simply connected open subset G of W − Z, U ∩ π−1(G) is the disjoint
union of λ open subsets H1, · · · , Hλ of U and θj(Q) =
∑λ
ℓ=1 ωj
(
Q˜j
)
, where
U ∩ π−1 (Q) =
{
Q˜1, · · · , Q˜λ
}
with Q˜j ∈ Hj. Now
∫
G
|θj |2 ≤ λ
λ∑
j=1
∫
Hj
|ωj|2 ≤ λC.
Since W − Z can be covered by a finite number of simply connected open
subsets, it follows that ∫
G
|θj |2 <∞ for 1 ≤ j ≤ n.
74
Thus θj is a holomorphic n-form on G and
λ dz1 ∧ · · · ∧ dzn =
n∑
j=1
zj θj
on G, which gives a contradiction, because the left-hand side does not vanish
at the origin whereas the right-hand side does. Q.E.D.
(A.5) Remark. Proposition (A.4) uses only the direct images of top-degree
holomorphic forms and actually does not use Skoda’s theorem [Sk72, Th.1,
pp.555-556]. The significance of Proposition (A.4) is that the coefficient J in
dh1 ∧ · · · ∧ dhn = J (dz1 ∧ · · · ∧ dzn)
cannot be contained in (mCn,0)
p if
(mCn,0)
p ⊂
n∑
j=1
OCn,0hj
so that the vanishing order of J at 0 is no more than p.
(A.5) Example to Show the Sharpness of the Exponent in Skoda’s Theorem.
The exponent in the denominator of the assumption in Skoda’s theorem
[Sk72, Th.1, pp.555-556] plays a roˆle in effective bounds. As stated in Skoda’s
theorem [Sk72, Th.1, pp.555-556] it is sharp and cannot be lowered even in
the case of Riemann surfaces. Let X be the Riemann sphere P1. Consider the
hyperplane section line bundle HP1. Take two holomorphic sections g1, g2 of
HP1 without common zeroes. Take the holomorphic section f of 2HP1 +KP1
over P1 which corresponds to a constant function on P1 via the isomorphism
between KP1 and −2HP1. If the exponent used in the denominator of the
assumption in Skoda’s theorem [Sk72, Th.1, pp.555-556] can be lowered so
that α = 1, then p = 2 and n = 1 and q = min (n, p− q) = 1 and αq+ 1 = 2
and the assumption ∫
P1
|f |2(|g1|2 + |g2|2)αq+1 <∞
is satisfied because g1, g2 have no common zeroes. Note that when α > 1,
the integrand of the above inequality makes no sense unless
f ∈ Γ (P1, mHP1 +KP1)
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for some m > 2. If Skoda’s theorem [Sk72, Th.1, pp.555-556] holds with
the lower exponent in the denominator in its assumption, then we can write
f = h1g1 + h2g2 with
h1, h2 ∈ Γ (P1, HP1 +KP1)
which is impossible, because
Γ (P1, HP1 +KP1) = 0
from the isomorphism between KP1 and −2HP1.
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