Introduction
Remotely sensed data have become an important tool for measuring and mapping burn severity (the magnitude of post-fire ecological change) associated with wildfires (Lentile et al. 2006) . Post-fire burn severity maps derived from satellite imagery are often used to identify severely burned areas in need of post-fire rehabilitation treatments and are increasingly being used in research studies aimed at remote detection of post-fire effects (van Wagtendonk et al. 2004; Cocke et al. 2005; Lentile et al. 2007) .
Data from the Landsat family of sensors are now being widely used for mapping post-fire ecological effects. With a spatial resolution of 30 m 2 across six spectral bands, these data are well suited for inferring changes in vegetation and surface characteristics post fire (Key and Benson 2006) . Landsat TM data, available since 1984, provide a rich potential historical record of fire extent and severity. Recently, the Monitoring Trends in Burn Severity (MTBS; www.mtbs.gov, accessed 30 August 2010) project has begun mapping all major (4400 ha in the western US, 4100 ha in the eastern US) wildfires that have occurred since 1984 (Eidenshink et al. 2007) . MTBS mapping employs a spectral index now referred to as the Normalised Burn Ratio (NBR) and the differenced Normalised Burn Ratio to map post-fire change (Key and Benson 2006) . The NBR is calculated as a ratio of the difference between near-infrared (band 4) and short-wave infrared (band 7) reflectance, with the differenced normalised burn ratio or dNBR then calculated by subtracting a post-fire NBR image from the pre-fire image.
The output from a Landsat-derived dNBR is a continuous measure that represents the magnitude of change relative to prefire conditions (Lentile et al. 2006) . Often, however, managers and post-fire rehabilitation teams use classified images that identify severely burned areas. Data products from the MTBS project include classified burn severity maps (Eidenshink et al. 2007) .
Classification of burn severity data is inherently problematic primarily because post-fire ecological effects occur along a continuum (Jain et al. 2004; Lentile et al. 2006) . Applying thresholds can bin the data into somewhat arbitrary groups, risking misclassification, discarding ecological information (Lentile et al. 2006) and aggregations errors such as the Modifiable Areal Unit Problem (MAUP) (Openshaw 1984; Jelinski and Wu 1996) .
Despite the potential problems associated with classified data, two primary advantages are interpretability and the ability to generate summary statistics (e.g. 25% of the fire was classified as 'high' severity). The values associated with the dNBR vary from fire to fire depending on pre-and post-fire image timing and are dependent on vegetation composition. Without some field data as a reference, it may be difficult to relate the continuous dNBR distribution for a given fire to post-fire ecological effects on the ground. Using clustering approaches to derive classifications has the potential to identify meaningful patterns in continuous data (e.g. clusters of severe post-fire effects) where the absolute magnitude of the dNBR is unknown. Such methods could overcome problems associated with differences in image timing between fires and inherent differences in spectral response associated with variation in vegetation composition.
By providing specific spatial and statistical context to a pixel based on its surrounding neighbours, we can gain an understanding of multiple factors that influence fire severity patterns. Local spatial autocorrelation can uncover complex patterns of spatial dependency that can represent a range of physical (fuel loading) and spatial (diffusion) processes (Getis and Ord 1996) . Local spatial autocorrelation is representative of nonstationarity, indicating spatial outliers (Anselin 1995; Getis and Ord 1996) . Spatial outliers represent areas where an observation is substantially different from the expected measure of autocorrelation, thus indicating areas of spatial change that may indicate a shift in a spatial dependency such as vegetation structure. Exploiting local associations applies to other types of change-detection studies (e.g. insect infestation mapping and forest disturbance). Wulder and Boots (1998) note the potential for using Local Indicators of Spatial Autocorrelation (LISA) (Anselin 1995) in remotely sensed image analysis.
The two primary objective of the present research are to: (1) assess the fuzzy C-means clustering algorithm for classifying Landsat-derived burn severity; and (2) assess the utility of local spatial autocorrelation statistics to account for patterns of spatial dependency. In this analysis, we compared two methods of classifying dNBR using fuzzy C-means and the Composite Burn Index (CBI) derived from field data (Key and Benson 2006) to define breaks between severity classes. Additionally, we applied fuzzy C-means to a dNBR image analysed using the Getis-Ord (Gi*) local autocorrelation statistic Ord 1992, 1996) to account for patterns related to spatial dependency.
Methods

Study areas and field data
We analysed burn severity data from three fires, selected because temporally matched pre-and post-fire NBR ratio images and CBI field data were already available for each fire. The CBI is an assessment of post-fire ecological effects made within a 30-m 2 plot on five strata (soil, understorey vegetation, small trees and shrubs, intermediate canopy, overstorey canopy). Because CBI observations are made 1 year after fire, they are necessarily subjective, requiring the observer to interpret the relative magnitude of change in 27 variables (e.g. bole char, change in soil colour, crown scorch).
The 2001 Falcon Fire burned ,1600 ha at the southern boundary of Yellowstone National Park, mainly in spruce-fir (Picea engelmanii) and whitebark pine (Pinus albicaulis) forest types ( In New Mexico, the Dry Lakes Fire Complex began as three separate fires in late May 2003, ultimately burning more than 48 000 ha across pinyon-juniper (Pinus monophylla-Juniperus virginiana), ponderosa pine (Pinus ponderosa) and mixedconifer forests (Fig. 1) . We analyse an ,8000 ha subset of that fire that burned in ponderosa pine and Douglas-fir forest types. A total of 55 CBI plots were collected there in 2004.
Imagery processing
Cloud-free pre-and 1-year post-fire Landsat Thematic Mapper (TM) scenes for each fire were matched as carefully as possible to account for potential differences in reflectance associated with image timing (Table 1) . Each image was converted to radiance and then at-sensor reflectance following protocols used by the USGS Earth Resource Observations and Science data centre in processing MTBS imagery using ERDAS Imagine software ver. 9.3. NBR images were then created from each image following Eqn 1:
where l 4 (reflectance band 4, 0.76-0.90 mm) and l 7 (reflectance band 7, 2.08-2.35 mm). Finally, dNBR images were created by subtracting post-fire NBR from the pre-fire NBR.
Imagery analysis and clustering of dNBR imagery
We applied combinations of two statistical analysis methods for assigning burn severity classes to dNBR. First, we applied fuzzy C-means classification to the continuous dNBR image for each fire (Hartigan and Wong 1979) . The fuzzy C-means clustering approach assigns each observation to a class based on an iterative partitioning of the data (Bezdek 1981; Roubens 1982; Odeh et al. 1992) and assigns a probability of membership to each class along with a discrete class membership. Assignment to a given cluster is based on a distance minimisation function to a clusters class centre, based on an objective margin function, weighted by the degree of membership in a given cluster (Eqn 2) (Pal et al. 1996) . Fuzzy values (p) are derived from the inverse of the distance to the clusters class centre (Eqn 3). Coefficients are normalised with real parameter m 4 1 so the sum of p is 1 (Eqn 4). The number of classes in C-means is defined a priori. For this analysis, we selected k ¼ 4 classes (very low, low, moderate and high), although it is worth noting that fuzzy C-means fit-metrics can be used to explore optimal numbers of classes (Burrough et al. 2001) . 
Second, we used the local Getis-Ord statistic (Gi*) (Getis and Ord 1996) to analyse local spatial autocorrelation in dNBR images. The Gi* describes the autocorrelation at specified 500-m distance bandwidth (Eqn 5):
where (d) is a distance measure and w ij is a spatial weights matrix. We then applied fuzzy C-means classification to the resulting Getis-Ord image to assign each observation to a class. This combined Getis-Ord-C-means approach has been applied to lattice data in economic studies (Scrucca 2005 ), but to our knowledge has not been applied to grid-based imagery.
Finally, in order to provide a means of comparing outputs from the methods described above, we classified each dNBR image using CBI field data for each fire to define thresholds between very low-, low-, moderate-and high-severity dNBR values (Table 1 ). Regression equations from linear models predicting dNBR values given CBI values were used to assign breaks between severity classes (Figs 1-3 ). In the case of the Dry Lakes Fire, NM, where the relationship between the CBI and dNBR was non-linear (Fig. 3) , a second-order polynomial equation was used (Fig. 3) . This represents a somewhat idealised situation, as burn-severity mapping must often be done in the absence of any field data. Image data were converted to point shapefiles using ArcGIS v9.2. Point shapefiles were then read into R 2.7.0 (R Development Core Team 2008) , an open-source computing language, using the spdep 0.4-20 (Bivand 2008) and maptools 0.7-7 (Lewin-Koh and Bivand 2008) packages. Spatial analyses were calculated as a series of functions in R coded by the authors. First, a matrix of nearest-neighbour weights was created. Then, the Gi* was calculated on each image. Finally, the fuzzy C-means algorithm was applied to either the dNBR or the Gi* output. The results of each classification were then converted to raster images for visualisation and statistical analysis.
Statistical analysis and method validation
We used CBI field data for each fire to validate the output of each classification method described above. Each CBI plot was assigned to one of four classes using thresholds listed in Table 1 . Pixel class values corresponding to each CBI plot for each of the three image classification methods were extracted and compared with the class assigned to that plot. We acknowledge that, as a comparison method, using CBI data to select classes and then using those classes to predict back to the same data is inherently biased, given the relatively strong relationships between CBI data and the dNBR (Figs 2-4) . However, because our goal is to assess objective classification methods created without the benefit of field data, using the dNBR classified with CBI data as a reference for assessing the relative performance of other methods is supported.
Map comparisons
We compared the classified burn severity map outputs from each classification method with the dNBR image classified based on CBI thresholds using the Map Comparison Kit (MKT version 3.0) (Visser and de Nijs 2006 classes. Agreement between classes in the two images being compared is calculated by applying a weighting scheme with a larger penalty for increased distance between classes. We then calculated the Cohen Kappa statistic to determine image agreement within each severity class (Cohen 1960) . Kappa statistics describing overall image agreement and within individual severity classes are reported.
Results
The output images from each method and an intensity map of the continuous dNBR for visual reference are shown in Figs 5-7. Kappa analysis results describing the agreement between image burn-severity classes assigned by each method and corresponding CBI plots are shown in Table 2 . Classified images for all methods show generally poor to moderate agreement when compared with CBI data across all severity classes. However, there is generally strong agreement in what is mapped as moderate and high severity using each of the methods, with large differences in classification of very low-and low-severity classes (Figs 5-7; Table 3 ). The dNBR classified using the C-means algorithm and the C-means classification of the Getis-Ord image performed as well or better than the dNBR image classified using CBI data to assign thresholds for both the Green Knoll and Falcon Fires. The dNBR for the Dry Lakes Fire classified using CBI data was a better predictor of CBI plots. However, this was expected, given the stronger Spearman's correlation (R 2 ¼ 0.81) between CBI data and the dNBR for that fire (Fig. 4) . Visually, the map outputs produced using these different methods vary widely. Fuzzy C-means classification of the dNBR produced maps that agreed well with classified dNBR maps, with agreements ranging from 83 to 99% in the severe class and 0.47 to 0.93% in the moderate class (Table 3) .
Discussion
Both the fuzzy C-means classification and combined Gi*-C-means approaches presented here show some potential as tools for retrospectively identifying severely burned areas in satellite-derived dNBR images. Classification accuracies of each method in terms of their ability to predict CBI plot classes are similar enough that no clearly superior method stands out. Further analysis using higher-resolution satellite imagery or nested field plots will be required to fully understand what additional information might be gained from incorporating local spatial autocorrelation into severity classification. However, our results suggest that the methods presented here could be used as substitutes for the subjective visual classification of burn severity data. We also note that the fuzzy C-means classification method may have the potential for automating Burned Area Emergency Response (BAER) and Burned Area Reflectance Classification (BARC) image classification, as these maps are often produced by subjective visual classification of post-fire images.
Understanding environment and physical factors that influence fire severity and associated patterns is of great interest to the fire research and management communities. Post-fire effects often vary at scales finer than Landsat is capable of resolving (Kokaly et al. 2007) . Analysis of severity indices with local autocorrelation statistics provides a starting point for understanding the underlying spatial and environmental processes that influence these patterns. It is possible that incorporating some measure of localised variability and the relatedness between cells could yield ecologically meaningful information relevant to the original process being inferred. Furthermore, continuous or classified local autocorrelation images might be used in a statistical framework to quantify the relationships between spatial patterns of severity and processes such as canopy density, surface fuel loading or other variables associated with fire behaviour and resulting post-fire ecological effects.
Although we used fuzzy C-means to cluster data into classes, we present only the straight classification results. Fuzzy C-means classification actually produces an output map for each class (four classes in this study), with each map describing the probability of membership for each cell in that class. Class membership probabilities could be used to evaluate the certainty of membership in a given class, and to refine classification maps.
We see several advantages in an automated image classification approach to defining burn severity classes over visual classification, or alternatively, using fixed thresholds for every fire. First, C-means clustering is an empirical and unbiased method of assigning classes to severity data, eliminating the observer bias that could arise from visually assigning breaks between severity classes. Second, empirically based clustering preserves the underlying distribution of the data. Finally, we speculate that given the potential variability in the dNBR depending on pre-or post-fire image timing, automated clustering may overcome potential classification differences arising from scene-to-scene variability. Additional analysis will be necessary to determine whether automated classification does indeed overcome this problem.
Conclusions
Satellite-derived burn severity maps are an important source of information about the magnitude of ecological change caused by wildfires. An automated algorithmic approach to classification of burn severity images is needed where field data are unavailable. The methods presented in this study represent a first step towards identifying a suitable automated image classification approach. The application of local spatial autocorrelation statistics to satellite image data has intuitive appeal, given the inherent spatial autocorrelation in image pixels and in the underlying process being inferred. However, it is possible that the scale of spatial variability in post-fire effects is too fine to be 
