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Resumen. Los sistemas biométricos caracterizados por su alto nivel de seguridad se 
implementan habitualmente con sistemas procesadores de altas prestaciones como los 
ordenadores personales. Estos procesadores trabajan en un rango de frecuencias de 
GHz que les permiten realizar millones de operaciones por segundo, de forma que 
pueden ejecutar en tiempo real complejos algoritmos de verificación. Sin embargo, 
esta solución de implementación tiene el inconveniente del elevado coste. La utiliza-
ción de dispositivos programables del tipo FPGA (Field Programmable Gate Array) 
permite obtener a bajo coste soluciones a medida con las que se consiguen elevadas 
velocidades de proceso similares a los sistemas µP de altas prestaciones. En este artí-
culo se presenta el diseño e implementación sobre una FPGA de un sistema de verifi-
cación de locutor basado en los coeficientes Mel-Cepstrum y en un algoritmo de cla-
sificación SVM (Support Vector Machines). Los resultados experimentales obtenidos 
con el diseño propuesto muestran una velocidad de proceso equiparable a la conse-
guida con un ordenador personal basado en el µP Pentium IV. 
1   Introducción 
El desarrollo de los algoritmos biométricos está principalmente enfocado en mejorar los 
índices de bondad de los sistemas de identificación y/o verificación, como la tasa de falso 
rechazo (TFR) o la tasa de falsa aceptación (TFA), dando por sentado que el sistema que 
ejecutará el algoritmo tiene suficiente capacidad computacional como para procesar toda la 
información en tiempo real. Esto ha dado lugar a algoritmos biométricos de alto nivel de 
eficiencia pero con una elevada carga computacional [1][2]. Unos de estos algoritmos bio-
métricos es el de verificación de locutor que utiliza técnicas de clasificación basadas en 
SVM (Support Vector Machine) [3] combinadas con la utilización de coeficientes Mel-
Cepstrum [4-6] que proporcionan buenos resultados con aceptables tasas de reconocimien-
to de usuario.  
En la literatura existen algunas publicaciones que realizan implementaciones con FPGA 
de algoritmos de clasificación SVM, pero sólo un reducido grupo de ellas está dedicado a 
la verificación de locutores. En [7], los autores muestran las principales características de 
un sistema SVM de verificación de locutor implementado mediante una tarjeta inteligente 
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(Match-on-Card). Debido a las limitaciones de memoria de la tarjeta, los autores usan una 
media temporal de todas las tramas de voz como vector de parámetros, representando cada 
locución por un único vector de 24 componentes. El artículo también muestra la implemen-
tación en una FPGA de la etapa de clasificación SVM basada en una función exponencial. 
El diseño propuesto es capaz de realizar la clasificación de un vector 50 veces más rápido 
que el algoritmo de clasificación ejecutado en un PC Pentium IV trabajando con una fre-
cuencia de reloj de 1.3GHz. En otras publicaciones se muestra sólo la implementación 
hardware de alguna parte específica del algoritmo de verificación o identificación de locu-
tor como medida para disminuir el tiempo total de proceso [8][9].   
Una posible solución para reducir el tiempo de proceso y al mismo tiempo los recursos 
necesarios para la implementación hardware de algoritmos de reconocimiento de voz con-
siste en utilizar un formato de representación numérica de coma fija en lugar del formato de 
coma flotante. En [10] los autores muestran una implementación ASIC de un sistema de 
reconocimiento de voz basado en los coeficientes Cesptrum donde se utiliza el formato de 
coma fija lo que permite reducir el área del diseño.  
En este artículo se presenta la implementación hardware en coma fija sobre un dispositi-
vo FPGA de un algoritmo de verificación de locutor basado en los coeficientes Mel-
Cepstrum y en el algoritmo de clasificación SVM. Este artículo se organiza de la siguiente 
manera. En la sección 2 se describe la teoría del sistema de verificación de locutor junto 
con las distintas operaciones involucradas en el cálculo de los coeficientes Mel-Cepstrum, 
así como en el sistema de clasificación SVM. En la sección 3 se describen las principales 
características del diseño FPGA en coma fija del sistema de verificación de usuario. En la 
sección 4 se presentan los resultados experimentales obtenidos con el diseño FPGA en 
términos de tiempo de ejecución y error de clasificación comparándose dichos resultados 
con los obtenidos con la ejecución del algoritmo de verificación en código fuente C en un 
ordenador PC Pentium IV y en un microprocesador de gama media. Finalmente en la sec-
ción 5 se indican las conclusiones del presente trabajo. 
2   Sistema de verificación de locutor 
En la figura 1 se puede ver el diagrama de bloques del sistema de verificación de locutor en 
el cual se pueden diferenciar dos fases o procesos: la fase de entrenamiento donde se obtie-
ne el modelo que se utiliza durante el proceso de verificación del usuario y la fase de fun-
cionamiento donde se lleva a cabo la verificación propiamente dicha de la identidad del 
usuario. En los siguientes subapartados se presentan los detalles de cada fase.  
2.1 Fase de entrenamiento  
Esta fase consiste en obtener un modelo, compuesto por un conjunto de vectores de pará-
metros, que contiene las características de la voz del usuario que se pretende verificar así 
como de personas ajenas al usuario y que servirá para proceder a su identificación en base a 
una locución suya posterior. La obtención del modelo se realiza antes de la puesta en mar-
cha del sistema de verificación (off-line) utilizando para ello un algoritmo de entrenamiento 
que se ejecuta en un PC. 
Arquitecturas para DSP (I)
100
FPGA






















Fig. 1. Diagrama de bloques del sistema de verificación de voz 
Para obtener el conjunto de vectores de parámetros que constituyen el modelo se reco-
gen 4 locuciones de 14 segundos de duración por persona con una frecuencia de muestreo 
de 8kHz y 12 bits de resolución, provenientes de 52 locutores (26 hombres y 26 mujeres) 
entre los que se encuentra el propio usuario a identificar. A partir de las muestras recogidas 
se obtienen 4000 vectores del usuario a identificar y 4000 vectores correspondientes a 
personas ajenas al usuario. Los 8000 vectores se entregan al entrenador de SVM y como 
resultado se obtiene el modelo con los vectores soporte y los parámetros gamma y rho
utilizados en el proceso de decisión. 
2.2   Fase de funcionamiento 
Esta fase se corresponde con el funcionamiento del sistema de verificación de voz y es la 
que se ha implementado mediante una FPGA. En esta fase se pueden distinguir dos siste-
mas: un sistema de extracción de parámetros que procesa la señal de voz del locutor para 
extraer un conjunto de vectores de parámetros y un sistema de decisión, basado en el algo-
ritmo SVM, que compara los vectores de parámetros del locutor con el modelo de la perso-
na que pretende ser. En los siguientes subapartados se describe con detalle cada uno de 
estos sistemas.  
2.2.1   Sistema de extracción de parámetros 
La extracción de parámetros tiene como objetivo obtener a partir de una locución, de la 
persona objeto de verificación, un conjunto de vectores de parámetros que modelan las 
características de su voz y que se deben confrontar con los vectores del modelo para verifi-
car su identidad. Durante el proceso de extracción de parámetros la señal proveniente de la 
locución del usuario se enventana en tramos de 25ms (200 muestras), durante los cuales la 
señal se puede considerar seudo-estacionaria, con un solapamiento de 10ms (80 muestras). 
De cada trama se obtiene un vector que contiene 26 parámetros o coeficientes: el primero 
se corresponde con la energía localizada en la ventana temporal, los 12 siguientes se basan 
en los Mel-Frequency Cepstral Coefficients (MFCC) [4-6] que representan la envolvente 
espectral de la señal de voz y los treces últimos coeficientes son los parámetros diferencia-
Arquitecturas para DSP (I)
101
les o de velocidad de los 13 primeros coeficientes que se obtienen procesando N vectores 
adyacentes.
En la figura 2 se muestra la secuencia de operaciones a implementar para calcular los 
coeficientes de los vectores. La primera operación consiste en un pre-procesado de las 
muestras de la trama que incluye una normalización de la señal obtenida restándole su valor 
medio: 













donde N es el número total de muestras de la trama. A continuación se somete la señal 
normalizada a un filtro pre-énfasis para compensar la menor amplitud de las componentes 
de alta frecuencia. La expresión del filtro pre-enfasis viene dada por: 
      97.0101  dd kyNnconnsknsny (2)
A partir de la trama pre-procesada y(n) se obtiene el primer coeficiente del vector que se 




















Después del pre-procesado, la trama se somete a una ventana de tipo Hamming que sua-
viza los efectos del enventanado rectangular. Al resultado obtenido se añaden ceros hasta 
conseguir una trama de 256 muestras de la que se calcula la transformada rápida de Fou-
rier. Sobre la amplitud de la FFT se aplica un banco de filtros Mel [6] que simulan la res-
puesta de la membrana basilar del oído humano. Los 12 coeficientes Mel-Cepstrum se 
obtienen calculando la transformada inversa de Fourier del logaritmo de la respuesta del 
filtro Mel. Teniendo en cuenta que el logaritmo de la respuesta del filtro Mel es real y simé-
trica, la transformada inversa de Fourier se reduce a la transformada discreta del coseno. 
Finalmente, los 13 últimos coeficientes del vector se corresponden con los parámetros 
diferenciales o de velocidad que proporcionan información sobre el comportamiento diná-






















donde C0 es el coeficiente de la energía localizada, C1,…,C12 son los MFCC (Mel-
Frequency Cepstral Coefficients) de la señal de voz y N =2 es el número de vectores adya-
centes utilizados para calcular el promedio. 

























Fig. 2. Diagrama de bloques usado para obtener el vector de coeficientes.
2.2.2   Sistema de decisión basado en SVM 
En la figura 3 se muestra la secuencia de operaciones involucradas en el proceso de deci-
sión. En este proceso se realiza un análisis de los vectores, obtenidos a partir de locución de 
la persona cuya identidad se debe verificar, comparando cada vector con los vectores so-
porte del modelo y determinando con ello si pertenece o no al usuario que pretende ser. La 


















donde K es el número de vectores soporte del modelo (en nuestro caso 3634), zji son los 
coeficientes de los vectores del modelo, xi son los coeficientes del vector de la persona que 
se pretende verificar, Pj es el lagrangiano del vector soporte j, y Ȗ es una constante que se 
ajusta en el proceso de entrenamiento en base a las características de los datos utilizados 
para construir el modelo.  
Se considera que un vector del locutor pertenece al usuario que pretende ser si cumple 
que el resultado de evaluar la expresión (5) alcanza el umbral rho de decisión obtenido en 








Si la proporción de vectores pertenecientes al usuario supera el nivel fijado en la fase de 
entrenamiento se considera probada la identidad del locutor. 










Fig. 3. Diagrama de bloques del proceso de decisión.
3   Diseño del sistema de verificación 
En la figura 4 se muestra la arquitectura del sistema de verificación de voz basado en una 
FPGA. En el diseño FPGA realizado se pueden distinguir tres bloques principales: un blo-
que de extracción de parámetros que contiene todos los elementos que permiten realizar las 
operaciones que se muestran en la figura 2, un bloque de decisión que calcula las expresio-
nes (5) y (6) y finalmente un microprocesador PicoBlaze de 8 bits que controla y gestiona 
el funcionamiento del sistema de verificación. Entre otras funciones el microprocesador 
PicoBlaze gestiona un sistema de comunicación basado en el puerto RS232 que junto con 
un menú de opciones permite la descarga desde un PC del modelo de vectores soporte 
utilizado en la fase de decisión. 
Otros elementos importantes a destacar son un bloque de 16Mbytes de memoria FLASH 
que se encarga de almacenar el modelo de vectores soporte y un bloque de memoria SRAM 
de 2Mbytes de capacidad y 12ns de tiempo de acceso cuya función es almacenar tempo-
ralmente el modelo, de forma que el bloque de decisión puede acceder más rápidamente a 
los vectores del modelo reduciendo considerablemente, de esta forma, el tiempo de ejecu-





















Fig. 4. Arquitectura del sistema de verificación basado en FPGA. 
Aunque el algoritmo original de verificación en código C trabaja con formato de coma 
flotante de doble precisión, en esta implementación con FPGA se han realizado todas las 
operaciones en formato de coma fija, donde cada variable real consiste en una parte entera, 
de M bits de precisión, y una parte fraccional, de N bits de precisión. Utilizar el formato de 
coma fija ha permitido reducir sensiblemente el tiempo de proceso y los recursos necesa-
rios con respecto a realizar un diseño hardware en coma flotante. Por ejemplo, el área nece-
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saria para implementar un simple sumador en coma flotante en una FPGA del modelo Spar-
tan 3 es aproximadamente de 240 CLB slices con una latencia de 13 ciclos de reloj. Sin 
embargo, un sumador de dos números enteros de 32 bits ocupa tan solo 16 CLB slices y 
tarda un ciclo de reloj en realizar la suma.  
La utilización del formato en coma fija genera un error con respecto a la utilización del 
formato en coma flotante, este error depende de los valores de M y N para cada una de las 
operaciones involucradas en el proceso de verificación. Un valor elevado de M y N permite 
disminuir el error de cálculo pero incrementa sustancialmente el área y los recursos necesa-
rios para implementar el diseño sobre una FPGA y en general aumenta el tiempo de proce-
so. Se debe, por tanto, llegar a una solución de compromiso que combine un error bajo, con 
un área reducida y una elevada velocidad de proceso. La elección de los valores adecuados 
de los parámetros M y N se ha realizado con ayuda de un procedimiento desarrollado en el 
entorno MatLab que calcula el error entre el resultado obtenido con el código fuente en 
coma flotante y el resultado obtenido con un modelo que simula el diseño FPGA en coma 
fija. En las tablas 1 y 2 se muestran los valores de M y N escogidos para cada operación del 
sistema de extracción de parámetros y el sistema de decisión respectivamente. 
Función M (bits parte 
entera)
N (bits parte frac-
cional)
Pre-procesado 15 8
Ventana Hamming 15 9
DFT. Coef. 23 9
(Re2+Im2) 42 8FFT 
Modulo DFT 21 10
Filtro Mel 21 2
Logaritmo 6 14
Transformada discreta del coseno 6 18
Coeficientes de velocidad 6 14
Tabla 1.  Valores M y N seleccionados para realizar las operaciones asociadas al sistema de extrac-
ción de parámetros. 
Función M (bits parte 
entera)
N (bits parte frac-
cional)
Resta de coeficientes 7 22
Cuadrado de la resta 13 14Exponente
Acumulación 18 14
Exponencial 0 18
Multiplicación por el lagrangiano 6 31Decisión (G-
rho) Sumatorio de exponenciales 18 31
Tabla 2. Valores M y N seleccionados para realizar las operaciones asociadas al sistema de decisión. 
Para disminuir el tiempo de proceso se ha tabulado la función trigonométrica que inter-
viene en el cálculo de la transformada inversa del coseno en una look-up table de 312 ele-
mentos codificados con 16 bits de precisión. Por otra parte, las funciones raíz cuadrada, 
logaritmo y exponencial se han implementado siguiendo los algoritmos recursivos descritos 
Arquitecturas para DSP (I)
105
en [11] que combinan una elevada velocidad de proceso con una reducida área de 
implementación. 
Para optimizar aún más el tiempo de ejecución del sistema de decisión se ha parelizado 
el cálculo del exponente y de la exponencial de la expresión (5) (ver figura 5). El cálculo de 
un exponente tiene una duración de 60 periodos de reloj, mientras que el cálculo de la ex-
ponencial, la multiplicación por su coeficiente Pj y la acumulación del resultado dura 53 
periodos de reloj. Por tanto, el tiempo total de ejecución del proceso de decisión viene dado 
por: 
Tiempo de ejecución = K·60TCLK + 53·TCLK (7)




60 TCLK 53 TCLK
Exponencial, producto 
y acumulación




Fig. 5. Secuencia de cálculo de la expresión (5). 
4   Resultados experimentales 
El sistema descrito se ha implementado sobre una FPGA modelo Spartan 3 XC3S2000 de 
Xilinx que dispone de 20480 Slices distribuidos entre un total de 5120 Bloques Lógicos 
Configurables (CLB), 40 multiplicadores dedicados de 18x18 bits, 40 bloques de memoria 
BRAM de 18kbits cada uno, y 4 DCM (Digital Clock Manager) entre otras prestaciones. 
De estos recursos se han utilizado en la implementación del diseño FPGA un total de 4381 
Slices, 22 multiplicadores dedicados, 15 bloques de memoria BRAM y un DCM, con una 
frecuencia de funcionamiento de 50MHz.  
Para probar las prestaciones del diseño se ha utilizado un fichero de datos de voz que con-
tiene el equivalente a 1394 tramas de voz, y un modelo de usuario compuesto de 3634 
vectores soporte. En primer lugar se han comparado los resultados obtenidos con la FPGA 
en el cálculo de la exponencial (5) con los obtenidos mediante el algoritmo en coma flotan-
te diseñado en código C. A partir de estos resultados se ha calculado el error relativo medio 
definido como:  











donde Gfloat es el resultado de evaluar la expresión (5) en coma flotante con doble precisión 
y Gfija es el resultado obtenido utilizando coma fija. 
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El error relativo medio obtenido en la prueba realizada es del 1.446%, mientras que el 
número de errores en la determinación del signo de clasificación es de cero.  Es  importante 
remarcar que el resultado de la clasificación consiste únicamente en el signo de la expre-
sión (6) no en su magnitud, por tanto, en relación a esta prueba el diseño FPGA no ha co-
metido ningún error de clasificación.
También se han comparado los resultados obtenidos por el diseño FPGA propuesto en 
cuanto a tiempo de ejecución con los obtenidos por dos plataformas diferentes que se han 
tomado como ejemplo representativo de microprocesadores de alta y media gama: un Intel 
Pentium IV a 1.5GHz y un µP MicoBlaze con unidad de coma flotante de simple precisión 
a 40MHz. Ambos microprocesadores ejecutan el algoritmo original en código C con forma-
to en coma flotante de doble precisión. En la tabla 3  se muestra los tiempos de ejecución 
en fase de extracción de parámetros y en la fase de decisión para una sola trama de voz. 
Los resultados del MicroBlaze han sido obtenidos implementando este microprocesador 
sobre una FPGA Spartan 3. Como se puede observar en dicha tabla el MicroBlaze tarda un 
total de 2557.1ms en realizar el proceso de verificación de una sola trama de usuario, mien-
tras que el diseño FPGA propuesto de coma fija tarda 4,65ms, un tiempo similar al obteni-
do con el microprocesador Pentium IV (4.61ms). El sistema de verificación mostrado en la 
figura 1 genera una nueva trama de voz cada 10ms, por tanto si se desea trabajar en tiempo 
real se requiere un sistema de procesado que sea capaz de ejecutar las fases de extracción 
de parámetros y decisión en un tiempo igual o menor a 10ms. Esto es posible utilizando un 
microprocesador de altas prestaciones o bien el diseño hardware dedicado en coma fija. La 
utilización de un microprocesador de gama media-baja imposibilitaría la ejecución en tiem-
po real. 






Pre-procesado 14.12 µs 3.13 ms 31.96 µs
Ventana Hamming 3.13 µs 151 µs 24 µs
FFT 63.36 µs 8.83 ms 30.22µs
Filtro Mel 45.45 µs 6.75 ms 116.48µs
Logaritmo 8.41 µs 17.30 ms 53.78 µs
Transformada inversa de coseno 102.57 µs 216.32 ms 26.46 µs
Coeficientes de velocidad 1.73 µs 620 µs 2.54 µs
Tiempo de ejecución de la extracción de 
parámetros para una trama 238.77 µs 253.1 ms 285.44 µs 
Tiempo de ejecución de la fase de deci-
sión 4370.15 µs 2304 ms 4362 µs 
Tiempo total de ejecución de una 
trama 4608.92 µs 2557.1 ms 4647.44µs
Tabla 3.  Tiempo de ejecución de los procesos de extracción de parámetros y decisión para un µP 
Pentium IV, para un µP Microblaze y para el diseño FPGA propuesto.
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5   Conclusiones 
La implementación de sistemas de verificación y/o identificación biométrica se realiza 
generalmente mediante sistemas microprocesadores de altas prestaciones y elevado coste 
que permiten ejecutar en tiempo real los complejos algoritmos relacionados con este tipo de 
aplicaciones. En este artículo se ha presentado la implementación mediante una FPGA de 
bajo coste de un sistema de verificación de locutor basado en los coeficientes Mel-
Cepstrum y en el algoritmo de clasificación SVM. Combinando un diseño hardware dedi-
cado con un procesado de datos en coma fija de precisión variable se consigue, con una 
señal de reloj de tan sólo 50MHz, unas prestaciones similares en cuanto a tiempo de proce-
so a las obtenidas con un PC Pentium IV a 1.5GHz, así como un error relativo reducido. El 
sistema propuesto es capaz de realizar el proceso de extracción de vectores y el proceso de 
clasificación con un modelo compuesto de 3634 vectores en 285.44µs y 4362µs respecti-
vamente. El error relativo obtenido en las pruebas realizadas es de tan sólo un 1.446 % en 
cuanto al valor de G-rho, siendo cero el número de vectores clasificados de forma errónea. 
Estos resultados permiten validar el diseño realizado y confirman a los dispositivos FPGA 
como componentes idóneos para diseñar con un coste razonable arquitecturas hardware 
específicas que resuelvan aplicaciones que requieran elevada velocidad de proceso que 
difícilmente serian realizables con otro tipo de dispositivos digitales de bajo coste.  
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