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Suppose two distant observers Alice and Bob share a pure bipartite quantum state. By applying
local operations and communicating with each other using a classical channel, Alice and Bob can ma-
nipulate it into some other states. Previous investigations of entanglement manipulations have been
largely limited to a small number of strategies and their average outcomes. Here we consider a gen-
eral entanglement manipulation strategy and go beyond the average property. For a pure entangled
state shared between two separated persons Alice and Bob, we show that the mathematical inter-
change symmetry of the Schmidt decomposition can be promoted into a physical symmetry between
the actions of Alice and Bob. Consequently, the most general (multi-step two-way-communications)
strategy of entanglement manipulation of a pure state is, in fact, equivalent to a strategy involving
only a single (generalized) measurement by Alice followed by one-way communications of its result to
Bob. We also prove that strategies with one-way communications are generally more powerful than
those without communications. In summary, one-way communications is necessary and sufficient for
the entanglement manipulations of a pure bipartite state. The supremum probability of obtaining a
maximally entangled state (of any dimension) from an arbitrary state is determined and a strategy
for achieving this probability is constructed explicitly. One important question is whether collective
manipulations in quantum mechanics can greatly enhance the probability of large deviations from
the average behavior. We answer this question in the negative by showing that, given n pairs of
identical partly entangled pure states |Ψ〉) with entropy of entanglement E(|Ψ〉), the probability of
getting nK (K > E(|Ψ〉)) singlets out of entanglement concentration tends to zero as n tends to
infinity.
PACS Numbers: 03.67.Dd
I. INTRODUCTION AND SUMMARY OF KEY
RESULTS
Entanglement—the non-locality of entangled state—
as in the Einstein-Podolsky-Rosen paradox [1], discov-
ered by J. Bell [2] in 1964, has long been regarded a
hallmark of quantum mechanics. In the past, entangle-
ment was often regarded as a qualitative property of a
state. The last few years, however, witnessed a dramatic
change in the approach to entanglement. Entanglement
is now regarded as an important quantitative and use-
ful resource in achieving tasks of quantum information
processing such as dense coding [3], teleportation [4] and
reduction of communication complexity [5].
The study of quantum information processing has been
complicated by the fact that entanglement can appear
in many non-standard forms. Fortunately, it is known
that two distant parties sharing a bipartite pure state
can apply local operations and classical communication
to “manipulate” entanglement, thus converting one form
to another [6]. To better understand quantum informa-
tion processing, it is important to discover the fundmen-
tal laws of a general entanglement manipulation. Most
of the previous investigations have focused on some par-
ticular types of entanglement manipulations, namely, en-
tanglement concentration and dilution of an ensemble of
identical states, say Ω = (a|11〉+ b|22〉)N , which are col-
lectively processed. Moreover, the main interest was in
the average properties and little is known about the ac-
tual probability distribution of the outcomes of those ma-
nipulations.
This paper concerns mainly the fundamental laws of
entanglement manipulations of pure bipartite states. Un-
like previous investigations, here we allow the initial state
to be a single copy of a general state Ψ. It is useful to
note, however, that in fact all entanglement manipulation
methods, both “single-pair” and “collective” ones can be
reformulated as “single-pair” methods, by redefining the
“particles”. Indeed, suppose Alice and Bob share n pairs
of particles, and intend to process them by some collec-
tive method. We can now regard all n particles in each
side as a single “particle”, living in a higher dimensional
Hilbert space (equal to the product of the Hilbert spaces
of the original n particles). The n original pairs can thus
be regarded a single pair of two (more complex) quantum
particles, and the original “collective” manipulation can
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be regarded as a “single-pair” type manipulation of this
new pair. Consequently, all questions concerning collec-
tive manipulations can be answered by studying “single-
pair” manipulations of a generic state of two arbitrary
particles. This is the path that we will follow in the
present paper.
Our results are the following.
• First of all, we show that, rather surprisingly, gen-
eral entanglement manipulations of a pure bipartite
state with only one way communication are equally
powerful as those with two way communication, but
are more powerful than those with no communica-
tion.
• Then, we specialize in a class of entanglement ma-
nipulations, namely entanglement concentration,
from a general pure bipartite initial state Ψ to a m-
dimensionally maximally entangled state (which we
shall call m-ME-state), Φm =
1√
m
∑m
i=1 |i〉A|i〉B
where |i〉A and |i〉B are orthonormal vectors in Al-
ice’s and Bob’s Hilbert spaces HA and HB respec-
tively and m is fixed but arbitrary. (Notice that Φ1
is a direct product, Φ2 is a singlet and Φ2q is equiv-
alent to q singlets. Therefore, a m-ME-state can
be regarded as a generalization of singlets.) The
main questions that we ask are: What is the opti-
mal probability of getting a Φm from Ψ? and also:
What is the optimal strategy that will achieve such
a probability? In this paper, we give complete an-
swers to those questions.
• After that, we specialize to the entanglement ma-
nipulation of a large number of identical pairs of
Φ and derive a bound to the probability of having
a large deviation from the average property. More
specifically, suppose that two remote observers, Al-
ice and Bob, share n pairs of spin 1/2 particles,
each pair in a non-maximally entangled pure state
|Ψ〉 = α|1〉|1〉 + β|2〉|2〉. Then, by local actions
(which may include local unitary transformations,
measurements and attachment of ancillary quan-
tum systems) and classical communications Alice
and Bob can convert these pairs into a (smaller)
number m of perfect singlets. It has been shown
[6] that in the limit of large n, Alice and Bob
can perform a reversible conversion of the n pairs
Ψ into singlets, obtaining, on average a number
m¯ = nE(Ψ) of singlets. (Here, E(Ψ) is the “en-
tropy of entanglement” of a pure bipartite state
consisting of subsystems A and B and is defined to
be the von Neumman entropy of subsystem A (or
B) [6].) Furthermore, as a consequence of this re-
versibility property, together with the fact that on
average entanglement cannot increase via local ac-
tions and classical communications [6,7], this par-
ticular entanglement manipulation method yields
the maximal possible average number of singlets.
It has been shown [8] that E(Ψ), the maximal av-
erage number of singlets which can be extracted
per original pair Ψ, is up to a constant multiplica-
tive factor, the unique measure of entanglement for
Ψ that is additive and non-increasing under local
operations and classical communication.
However, in all previous investigations of entangle-
ment manipulations, the focus was on the average
values, such as on the question “What is the aver-
age number of singlets which can be extracted from
n pairs Ψ?” Indeed, the whole idea of reversibility
refers only to the average properties. The point is
that, as in all asymptotic results, there is always
a very small but non-zero probability for an en-
tanglement concentration procedure to give a sub-
stantially smaller amount of singlets than the ex-
pected number. Here we want to go beyond aver-
age values and ask about the actual distributions.
For example, the same average number of singlets,
m¯ = nE(Ψ) might, in principle, be obtained from
very different distributions: In the reversible pro-
cedure described in Ref. [6], out of n pairs Ψ a
number m of singlets is obtained with some proba-
bility Pm, and the distribution is essentially Gaus-
sian, peaked around m¯ = nE(Ψ). In particular,
via this procedure the probability to obtain a large
number of singlets, m ≈ n is exponential small.
However, one could envisage a distribution which
yields the same average m¯ = nE(Ψ) while having
a non-negligible probability for obtaining a large
number of singlets—for example, a distribution in
which the probability of obtaining m = n singlets
is E(Ψ) while in all other cases zero singlets are
obtained. The question is “Does there exist any
entanglement manipulation procedure which real-
izes the later distribution?”
A main point of our investigation is to gain a better
understanding of the collective properties involved
in entanglement manipulation. Indeed, if Alice and
Bob would extract singlets by processing each of the
n pairs Ψ separately, the law of large numbers tells
that the probability distribution of the number of
singlets will (asymptotically) be Gaussian. Devia-
tions from this distribution can be obtained (if at
all) only if Alice and Bob process all the n pairs
together. But are such deviations possible? And if
so, how big can they be?
[To put things in the right perspective, we would
like to mention that the reversible procedure [6] dis-
cussed above, is not a procedure in which each pair
is processed separately but a collective one—yet,
the distribution it yields is essentially Gaussian.]
In this paper, we show that, in the context of en-
tanglement manipulations of a large ensemble of
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identical pure bipartite states, collective manipula-
tions cannot substantially enhance the probability
of large deviations from the average properties.
• Afterwards, we consider a subclass of entanglement
manipulation strategies in which the final state is
always one of the possible Φm’s. (Say, the state Φ1
appears with probability p1, Φ2 with probability p2
and, ...., Φn with probability pn, etc) We define a
natural notion of a universal strategy for entangle-
ment manipulations for all values of m and show
that such a universal strategy cannot possibly ex-
ist.
• Finally, we present open questions in the entan-
glement manipulations of pure states and discuss
briefly problems in generalizing our results to mixed
states.
In summary, in a conceptual level, the novelties of our
investigation are the following.
1) Some of our results—particularly the statement that
manipulations with one way communication are equally
powerful as those with two way communication—apply
to a general entanglement manipulation strategy. In con-
trast, all previous investigations have focused on either
entanglement concentration or dilution.
Incidentally, we clearly demonstrate the important role
of symmetry in entanglement manipulations. Indeed, in
our proof that manipulation strategies of a pure bipar-
tite state with only one way communication are equally
powerful as those with two way communication, we are
essentially promoting the mathematical interchange sym-
metry of the Schmidt decomposition into a physical sym-
metry between the local actions of Alice and Bob. (See
section II.)
2) We allow the initial state to be a general Ψ. In con-
trast, almost all previous investigations have restricted
Φ to be N identical copies of some state, say u =
a|11〉+b|22〉, and have been mainly concerned with prop-
erties in the large N limit.
3) We are concerned with the role of probability rather
than the average property in entanglement manipula-
tions.
II. ONE-WAY COMMUNICATIONS IS
NECESSARY AND SUFFICIENT FOR
ENTANGLEMENT MANIPULATIONS OF
BIPARTITE PURE STATES
A. Reduction from two-way to one-way
communications
The most general scheme of entanglement manipula-
tions of a bipartite pure entangled state involves two-way
communications between Alice and Bob. It goes as fol-
lows: Alice performs a measurement and tells Bob the
outcome. Bob then performs a measurement (the type
of measurement that Bob performs can depend on Al-
ice’s measurement outcome) and tells Alice the outcome,
etc, etc. The goal of this subsection is to prove that any
strategy of entanglement manipulation of a pure bipartite
state is equivalent to a strategy involving only a single
(generalized) measurement by Alice followed by the one-
way communications of the result from Alice to Bob (and
finally local unitary transformations by Alice and Bob).
Here we introduce some definition.
Definition 1: (Ordered Schmidt coefficients) An ar-
bitrary pure state Ψ can be written in Schmidt decom-
position [9]
Ψ =
N∑
i
√
λi|ai〉|bi〉, (1)
where 〈ai|aj〉 = 〈bi|bj〉 = δij . We call
√
λi’s the ordered
Schmidt coefficients if the λi’s are ordered decreasingly,
i.e., λ1 ≥ λ2 ≥ · · · ≥ λN . Note that all phases have been
absorbed in the definition of the states |ai〉’s so that the
λi’s are positive real numbers.
First of all, since it is more convenient to deal with pro-
jection operators than positive operator valued measures
(POVMs), we include any ancilla (measuring apparatus)
in Alice and Bob’s quantum systems. Therefore, with-
out loss of generality, we regard Alice and Bob as shar-
ing a pair of particles with an infinite (or an arbitrarily
large) dimensional Hilbert space but initially only N of
the coefficients of the Schmidt decomposition [9] are non-
zero, i.e., |Ψ〉 =∑Ni=1√λi|ai〉|bi〉 where 〈ai|aj〉 = δij and
〈bi|bj〉 = δij . We further assume that the above form of
the Schmidt decomposition of |Ψ〉 is known to Alice and
Bob.
Second, we consider only the most advantageous en-
tanglement manipulation scheme in each step of which
Alice keeps track of the results of all her measurements
and tells Bob about them and vice versa. Alice and Bob
then update their information on the state they share in
each step. Since it is a pure state |Ψ〉 that Alice and Bob
start with, they always deal with a pure state in each step.
Any scheme in which Alice and Bob choose to be sloppy
or ignorant can be re-casted as a situation in which they
fail to make full use of their information. Therefore, there
is no loss in generality in our consideration. [10]
We now argue that any two-way entanglement manip-
ulation strategy for the state |Ψ〉 can be re-casted into
an equivalent strategy which involves only one-way com-
munications from Alice to Bob—that is to say a strat-
egy in which Alice performs all the measurements and
informs Bob of the outcomes afterwards. This is so be-
cause (i) in entanglement manipulations we are mainly
concerned with the coefficients of the Schmidt decom-
position and (ii) in each step of entanglement manipu-
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lation, the Schmidt decomposition of the pure state in-
volved is always symmetric under the interchange of Alice
and Bob. With such symmetry, there is no advantage in
having Bob perform the measurement instead of Alice
[11,12].
More concretely, consider a round of communica-
tions in a two-way scheme of entanglement manipula-
tion. Suppose Alice has performed a measurement on
|Ψ′〉 = ∑k√λ′k|a′k〉|b′k〉 and obtained an outcome o1.
She can work out the Schmidt decomposition Po1 |Ψ′〉 =∑
k
√
λ′′k |a′′k〉|b′′k〉 of the state that she now shares with
Bob. Now Alice is supposed to tell Bob the outcome o1 of
her measurement and Bob then will perform a measure-
ment with a set of local projection operators say {PBobl }.
However, it turns out that there exists a set of local pro-
jection operators {PAlicel } by Alice which will do essen-
tially the same trick, as far as entanglement manipula-
tion is concerned. Mathematically, we claim the following
Proposition.
Proposition 1: Given any pure bipartite state |Ψ〉AB
shared by Alice and Bob and any complete set of projec-
tion operators {PBobl }’s by Bob, there exists a complete
set of projection operators {PAlicel }’s by Alice and, for
each outcome l, a direct product of local unitary trans-
formations UAl ⊗ UBl such that, for each l,(
I ⊗ PBobl
) |Ψ〉 = (UAl ⊗ UBl ) (PAlicel ⊗ I) |Ψ〉. (2)
Idea of the Proof: Consider a pure bipartite state in its
Schmidt decomposition
|Ψ〉 =
∑
i
√
ρi|ei〉A|ei〉B (3)
shared between Alice and Bob. Notice that, by the defini-
tion of the Schmidt decomposition, it is symmetric under
the interchange of |ei〉A and |ei〉B. This is a mathemat-
ical symmetry. Now, in Proposition 1, we promote this
mathematical symmetry into a physical symmetry be-
tween the actions of Alice and Bob in the context of en-
tanglement manipulations. More precisely, if Bob applies
a set of projection operators {PBobl } on his system and
obtains an outcome l, the state |Ψ〉 will be transformed
into some state, say,
|ΨB〉 =
∑
i
√
µi|a′i〉A|b′i〉B. (4)
On the other hand, if Alice applies a corresponding set
of projector operators {PAlicel } on her system (instead
of Bob), then we show that the corresponding outcome l
will give her a state
|ΨA〉 =
∑
i
√
µi|a′′i 〉A|b′′i 〉B (5)
with exactly the same Schmidt coefficients as |ΨB〉. Con-
sequently, there exists a bi-local unitary transformation
that will rotate the state |ΨA〉 to |ΨB〉. In this sense, the
states |ΨA〉 and |ΨB〉 are equivalent. The upshot is that
there is no advantage for Bob to perform a measurement,
in the place of Alice. In summary, as far as entanglement
manipulation of a pure bipartite state is concerned, there
is a total symmetry between the actions of Alice and Bob
[17].
Proof: See Appendix A.
One can repeat the above argument and prove that all
the rounds of measurements can be performed by Alice
alone and Alice only needs to tell Bob her outcomes after
the completion of all her measurements.
What it means is that, for Alice and Bob manipulating
a pure bipartite state, one can, without loss of generality,
restrict oneself to schemes of entanglement manipulations
using only one-way communications from Alice to Bob.
Finally, it is a well-known consequence of measurement
theory that the entire sequence of Alice’s measurements
can be described as a single generalized measurement.
[One may argue this well-known result as follows. Ev-
ery measurement consists of two steps—the interaction
of a measuring devise with a system, and the “reading”
of the measuring device, i.e. a unitary transformation
and a projection. Now, any arbitrary sequence of inde-
pendent measurements can be replaced by an equivalent
single measurement, by simply letting all the interactions
to be performed first, and reading all the measuring de-
vices simultaneously at the end. In this case one can
view all the independent measuring devices as a (more
complicated) single measuring device, performing a sin-
gle interaction with the measured system (the unitary
transformation describing this interaction being simply
the product of the unitary transformations describing the
individual measuring devices) and followed by a single
reading stage. Furthermore, even if the measurements
are not independent from each other, i.e., some measure-
ments depend on the results of previous measurements,
we can still replace the sequence by a single measure-
ment: In this case too the human observer can postpone
“reading” the results obtained by the different measuring
devices until the end. Indeed, there is no need for the ob-
server to read the results of the measurements in order to
tune the subsequent measurements accordingly. The en-
tire process can be realized by the measuring devices in-
teracting with each other as well as with the system under
observation. Then, once again, we have a single measur-
ing device, performing a single interaction, (only that the
interactions between the measuring device and the sys-
tem contain also some internal interactions between the
different parts of the measuring device—corresponding
to one part reading the result of the other), and a single
reading stage.]
In summary, the most general strategy of entanglement
manipulation of a pure bipartite state is equivalent to a
strategy involving only a single (generalized) measure-
ment performed by Alice followed by the one-way com-
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munications of the result from Alice to Bob (and finally
local unitary transformations by Alice and Bob).
B. One-way communications are provably better
than no communications
We have shown above that two-way communications
are not necessary for the entanglement manipulation of
a pure bipartite state—the most general entanglement
manipulation strategy can be realized with only one-way
communication. A natural question to ask is whether
communication is needed at all. We show that, indeed,
communication is necessary. That is to say that entan-
glement manipulation strategies without communication
cannot achieve all that could be achieved with commu-
nication. The proof of relegated to Appendix B.
In conclusion, one-way communications generally give
more powerful strategies than those without communica-
tions. On the other hand, we proved in the above para-
graphs that one-way communications is sufficient for any
strategy. Combining these two results, we conclude that
one-way communications is necessary and sufficient for
implementing a general strategy of entanglement manip-
ulations of pure bipartite states.
III. OBTAINING A GIVEN MAXIMALLY
ENTANGLED STATE ΦM FROM AN
ARBITRARY STATE Ψ
Definition 2: (m-ME-state: Φm) We shall denote by
Φm a standard m-dimensional maximally entangled state
|Φm〉 = 1√
m
m∑
i=1
|i〉A|i〉B , (6)
where |i〉A’s (|i〉B’s respectively) form an orthonormal
basis for a Hilbert space HA (HB respectively). In par-
ticular, Φ1 is a direct-product, Φ2 is (equivalent to) a
singlet and Φ2q is equivalent to q singlet pairs. In what
follows, we shall call Φm an m-ME-state.
We now come to one of the main results of our paper.
We consider the following particular problem. Suppose
Alice and Bob share a pair of particles in some arbitrary
pure state Ψ. By different entanglement manipulations
strategies we can transform Ψ into a given m-dimensional
maximally entangled state Φm. In general such a process
does not succeed with certainty but only with some prob-
ability pm. Here we enquire what is the maximal proba-
bility with which such a transformation could occur.
Incidentally, one can even obtain a maximally entan-
gled state whose degree of entanglement is greater than
that of the initial state. Since the average degree of
entanglement cannot increase, it is obvious that such a
transformation always occurs with probability less than
1. To describe such a situation we sometime use the term
“gambling with entanglement” - indeed, Alice and Bob
try to achieve a better than average outcome while tak-
ing the rise of loosing entanglement if the result turns
out to be unfavorable.
Definition 3: (pMAXm ) For any positive integer m, we
define pMAXm [18] to be the supremum over all manipula-
tion strategies of the probability pm of getting an m-state
Φm from a pair initially in the state Ψ.
We will prove the following theorem: Main Theo-
rem (Theorem 0): If we write the initial state Ψ in or-
dered Schmidt decomposition as Ψ =
∑N
i=1
√
λi|ai〉|bi〉,
the supremum probability pMAXm of obtaining Φm over all
possible entanglement manipulation strategies is given by
the following.
i) If m > N (N being the number of terms in the
Schmidt decomposition of Ψ), then pMAXm = 0.
ii) If m ≤ N , then
pMAXm = min1≤r≤m
m
r
(λm−r+1 + λm−r+2 + · · ·+ λN ).
(7)
The proof of this main theorem is divided into two
parts. In the next section (section IV), we will derive an
upper bound on pMAXm (see Theorem 1). In section V,
we demonstrate an explicit strategy that saturates the
bound and is, thus, optimal. (See Theorem 2.)
IV. UPPER BOUND ON PMAXM : THEOREM 1
Theorem 1: If we write the initial state Ψ in or-
dered Schmidt decomposition as Ψ =
∑N
i=1
√
λi|ai〉|bi〉,
the supremum probability pMAXm of obtaining Φm over
all possible entanglement manipulation strategies satis-
fies the following.
i) If m > N (N being the number of terms in the
Schmidt decomposition of Ψ), then pMAXm = 0.
ii) If m ≤ N , then
pMAXm ≤ min1≤r≤m
m
r
(λm−r+1 + λm−r+2 + · · ·+ λN ).
(8)
A. The number of Schmidt decomposition terms can
never increase: Part i) of Theorem 1
The following Lemma is useful.
Lemma 1: The number of terms in a Schmidt de-
composition can never increase under local measurements
and classical communications [19].
Proof: Let us suppose that the initial state |Φ〉 =∑N
i=1
√
λi|ai〉|bi〉 has only N non-vanishing terms in its
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Schmidt decomposition. For each measurement outcome
l on |Φ〉, the resulting state PAlicel |Φ〉 =
∑N
i=1
√
λi|ali〉|bi〉
[where |ali〉 is the projected state PAlicel |ai〉] can be ex-
pressed as a sum of N terms. Consequently, its Schmidt
decomposition must have at most N terms. QED.
Proof of Part i) of Theorem 1: As a corollary
of Lemma 1, for an initial state |Φ〉 = ∑Ni=1√λi|ai〉|bi〉
with only N non-vanishing terms in its Schmidt decom-
position, pMAXm = 0, if m > N . QED.
This leads to the following apparent paradox. Sup-
pose Alice and Bob share s standard singlets. What is
the probability that they can gamble successfully and get
S (> s) singlets? Naively, one might expect the probabil-
ity to be non-zero: One may use quantum data dilution
[6] to dilute s standard singlets into say S pairs of |Φ〉
each of entanglement E(|Φ〉) = s/S and then apply the
Procrustean (i.e., local filtering) method [6] of entangle-
ment gambling to each of S pairs of |Φ〉. For each |Φ〉,
the Procrustean method gives a non-zero probability say,
p′, of getting a maximally entangled pair out of it. So,
it looks as if there would be a non-zero probability (p′)S
of getting S singlets from s singlets. But, as we have
seen above this argument is erroneous - the probability
of getting S singlets out of gambling with s singlets is
strictly zero. The reason is that quantum data dilution
is an inexact process which is valid only on average.
B. An Upper Bound on pMAXm : Part ii) of Theorem 1
It remains to prove Part ii) of Theorem 1. It is conve-
nient to introduce the following notation.
Notation: (Bmr ) We denote the r-th bound in Theo-
rem 1 by Bmr . i.e.,
Bmr ≡
m
r
(λm−r+1 + λm−r+2 + · · ·+ λN ). (9)
Restatement of Part ii) of Theorem 1: Given a
state |Ψ〉 with the ordered Schmidt decomposition |Ψ〉 =∑N
i=1
√
λi|ai〉|bi〉, the supremum probability pMAXm of ob-
taining an m-ME-state out of manipulating |Ψ〉 satisfies
a set of constraints pMAXm ≤ Bmr for 1 ≤ r ≤ m.
Idea of the proof of Part ii) of Theorem 1: For a
fixed r, if the right hand side, Bmr , is zero, then there
are only m − r terms in the Schmidt decomposition of
|Ψ〉. From Lemma 1, Alice will definitely fail to get an
m-dimensional maximally entangled pair state because
there will be at most m− r terms in the Schmidt decom-
position of the resulting state. We will turn this argu-
ment around to show the following. If Alice does succeed,
the remaining r (i.e., from m−r+1-th to m-th) terms in
the maximally entangled state must have come from the
remaining (i.e., from m− r + 1-th to N -th) terms of the
Schmidt decomposition of the original state |Φ〉. [Sur-
prisingly, classical reasoning is, in fact, valid here. This
is because when one considers the reduced density matrix
of Alice, Bob’s system provides a “record” for its history.
Therefore, no interference effect is possible. See below.]
Let us multiply both sides of the inequality and consider
the following new inequality: rpMAXm /m ≤ rBmr /m. Now
the left hand side of the new inequality is simply the prob-
ability that Alice’s state gets projected into the remain-
ing r terms. [There is a supremum probability pMAXm
of getting successfully an m-dimensional maximally en-
tangled state and a conditional probability r/m of get-
ting projected in an r-dimensional subspace of the m-
dimensional space in the support of Alice’s system.] It
must therefore be constrained by the probability of Bob’s
system getting projected into the space spanned by the
m− r+1-th to N -th terms in |Φ〉, which is given by the
right hand side.
Proof of Part ii) of Theorem 1: Given an initial
state |Φ〉, for 1 ≤ r ≤ m, we decompose |Φ〉 = |Φr1〉+ |Φr2〉
where |Φr1〉 =
∑m−r
i=1
√
λi|ai〉|bi〉 [Define |Φm1 〉 = 0.] and
|Φr2〉 =
∑N
i=m−r+1
√
λi|ai〉|bi〉. [Define |Φr2〉 = 0 when-
ever N < m − r + 1.] Alice and Bob now attempt to
manipulate |Φ〉 into an m-ME-state. Alice can divide up
the outcomes into two sets: {s1, s2, · · · , sp} (success) and
{f1, f2, · · · , fq} (failure). Let us consider a successful out-
come sl. Then Psl |Φ〉 = Psl |Φr1〉 + Psl |Φr2〉 is an m-ME-
state. Denoting by ρslA (similarly ρ
r,sl
A,i where i = 1 or 2)
the un-normalized density matrix TrBPsl |Φ〉〈Φ|P †sl (sim-
ilarly TrBPsl |Φri 〉〈Φri |P †sl where i = 1 or 2 respectively),
we have ρslA = ρ
r,sl
A,1 + ρ
r,sl
A,2.
We emphasize that the interference term arising from
TrBPsl |Φ1〉〈Φ2|P †sl is identically zero. This is because,
when one considers the reduced density matrix of Alice,
Bob’s system provides a “record” for its history. In tak-
ing the partial trace over Bob’s system, all the interfer-
ence terms disappear. It is very interesting that classical
intuition is valid here. This greatly simplifies our discus-
sion.
The supports satisfy supp(ρr,slA,1) ⊂ supp(ρslA). Since
supp(ρr,slA,1) has dimension at mostm−r and yet supp(ρslA)
has dimension m (Psl |Φ〉 is an m-ME-state.), we can pick
r orthonormal vectors |usl1 〉, |usl2 〉, · · · , |uslr 〉 in supp(ρslA)
such that 〈usli |v〉 = 0 for all |v〉 ∈ supp(ρr,slA,1). Let us de-
fine the projection operator P rusl =
∑r
i=1 |usli 〉〈usli |. From
its definition, it is clear that P rusl ρ
r,sl
A,1P
†r
usl = 0. For a fixed
but arbitrary strategy of entanglement concentration, let
us denote by parbm the probability of successfully getting
an m-ME-state. Therefore,
rparbm /m
= TrA
(∑
sl
P rusl ρ
sl
AP
†r
usl
)
= TrA
(∑
sl
P rusl ρ
r,sl
A,1P
†r
usl
)
+TrA
(∑
sl
P rusl ρ
r,sl
A,2P
†r
usl
)
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= TrA
(∑
sl
P rusl ρ
r,sl
A,2P
†r
usl
)
= TrA TrB
(∑
sl
P ruslPsl |Φr2〉〈Φr2|P †slP †rusl
)
≤ TrA TrB|Φr2〉〈Φr2|
= λm−r+1 + λm−r+2 + · · ·+ λN
= rBmr /m, (10)
for 1 ≤ r ≤ m. The equality sign in the second line holds
because ρslA is proportional to the identity matrix in a
m-dimensional space and its trace is proportional to its
probability of occurring. Since the total probability of
success is parbm and P
r
usl projects an m-ME-state into an
r-dimensional subspace of the m-dimensional space, the
probability of this occurring is clearly rparbm /m.
Now, one takes the supremum over all entanglement
manipulation strategies in Eq. (10) to find that pMAXm ≤
m
r (λm−r+1 + λm−r+2 + · · ·+ λN ) = Bmr for 1 ≤ r ≤ m.
QED.
V. OPTIMAL STRATEGY AND VALUE OF
PMAXM : THEOREM 2
Theorem 1 gives an upper bound to the probability
pMAXm . We now prove that an optimal strategy actually
saturates this bound. In other words, we have:
Theorem 2: Given a state |Ψ〉 = ∑Ni=1√λi|ai〉|bi〉
(where λ1 ≥ λ2 ≥ · · · ≥ λN ) with only N non-vanishing
terms in its Schmidt decomposition. There exists a way
to convert Ψ into an m-dimensional maximally entan-
gled state with probability minr∈{1,2,···,m}mr (λm−r+1 +
λm−r+2 + · · ·+ λN ) = minrBmr .
Proof of Theorem 2: Let us separate the proof into
two cases: (a) minrB
m
r = 1 and (b) minrB
m
r < 1.
A. Case (a) of Theorem 2
Case (a): Let minrB
m
r = 1. We shall prove that for
an optimal strategy, the probability of getting an m-ME-
state is 1.
It is convenient to start with a simple case, namely
transforming maximally entangled states into maximally
entangled states of lower dimension. We will prove the
following.
Lemma 2: There is a way of transforming with prob-
ability 1 any maximally entangled state into a maxi-
mally entangled state of lower dimension. Consequently,
pMAXr ≤ pMAXs if r ≥ s ≥ 1.
Proof: First, consider the case r = 3 and s = 2. (Here
we omit the obvious normalization factors.) A maximally
three-dimensionally entangled state has the Schmidt de-
composition |u〉AB = |1〉A|1〉B+ |2〉A|2〉B+ |3〉A|3〉B. We
now show that it can be reduced with certainty to a stan-
dard singlet |1〉A|1〉B+ |2〉A|2〉B. Suppose Alice prepares
an ancilla in the state |0〉a and evolves the system in
such a way that |0〉a|1〉A → (|2〉a+ |3〉a)|1〉A, |0〉a|2〉A →
(|1〉a + |3〉a)|2〉A, and |0〉a|3〉A → (|1〉a + |2〉a)|3〉A. The
entire state will evolve as follows:
|0〉a|u〉AB
= |0〉a(|1〉A|1〉B + |2〉A|2〉B + |3〉A|3〉B)
→ |211〉aAB + |311〉aAB + |122〉aAB + |322〉aAB
+|133〉aAB + |233〉aAB
= |1〉a(|22〉AB + |33〉AB) + |2〉a(|11〉AB + |33〉AB)
+|3〉a(|11〉AB + |22〉AB). (11)
Now Alice measures the state of her ancilla and ob-
tains a singlet shared with Bob. The exact singlet which
is obtained depends on the result of Alice’s measurement,
but it can always be transformed into the standard one
1√
2
(|11〉AB+ |22〉AB). This can be realized by Alice com-
municating to Bob the result of her measurement, such
that both of them know which singlet has been obtained
and then having both of them perform the appropriate
unitary rotations.
A similar proof can be constructed to show that, start-
ing with a k-state (a maximally entangled pair of k-state
particles), Alice and Bob can with probability 1 convert
it to a (k−1)-state (maximally entangled pair of (k−1)-
state particles). See Appendix C for details. QED.
We remark that using Lemma 2 one can convert with
probability 1 a maximally entangled state of dimension
i into r standard singlets provided that i ≥ 2r. Just
note that, as mentioned before, r standard singlets are
equivalent to a single 2r-dimensional maximally entan-
gled state, and use the above lemma. This simplifies a
related discussion made in Ref. [6] and raises the proba-
bility of success from about 1− ǫ to 1.
Now we turn to the general case. The first thing to
notice is that the condition minrB
m
r = 1 is completely
equivalent with the constraint that the largest normalized
Schmidt coefficient is smaller or equal to 1/m. This is
because of the following.
λm−r ≤ · · · ≤ λ1 ≤ 1/m (12)
implies that
λ1 + λ2 + · · ·+ λm−r ≤ 1
m
(m− r). (13)
Since λ1 + λ2 + · · ·+ λN = 1, we find that
λm−r+1 + · · ·+ λN ≥ 1− 1
m
(m− r) = r
m
, (14)
which is equivalent to
Bmr =
m
r
(λm−r+1 + · · ·+ λN ) ≥ 1. (15)
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Recall also that Bmm = 1. Therefore, we conclude that, if
λ ≤ 1/m, then minrBmr = 1. Conversely, if λ1 > 1/m,
Bmm−1 < 1. Combining these two results, we see that
minrB
m
r = 1 iff λ1 ≤ 1/m.
Idea of the Proof of Case (a) of Theorem 2: Naively,
one might proceed by extracting a m-ME-state from
Ψ iteratively. At each step, the state Ψ′ = Ψ′1 + Ψ
′
2
such that Ψ′1 is an (unnormalized) m-ME-state and Ψ
′
2
is residual state that, when properly normalized, still
satisfies minrB
m
r = 1. One simple way to ensure that
minrB
m
r = 1 (or λ1 ≤ 1/m) is always satisfied by Ψ′2 (if
properly normalized) is to allow only the first m Schmidt
terms to contribute to Ψ′1 and, therefore, the λ1 term of
Ψ′2 decreases fast enough.
However, this does not quite work as an iterative pro-
cedure. The reason is that, at some point of such a pro-
cedure, the m-th Schmidt coefficient of the state Ψ will
become degenerate with the m+ 1-th and possibly other
coefficients. In other words, λm = λm+1, etc. Dealing
with this problem is one of the major technicalities in
the proof. Let us start by making the following defini-
tion.
Definition 5: (precursor state) Consider a state of
the form
|Ψm,p,qpre 〉 =
1√
m

 m−p∑
j=1
|j〉|j〉+
m+q∑
j=m−p+1
(
p
p+ q
)1/2|j〉|j〉


(16)
where p > 0 and q ≥ 0. Let us call it a precursor state
of an m-ME-state.
Remark: Note that the case q = 0 corresponds to an
m-ME-state. For q > 0, a precursor is a coherent sum
of an (m − p)-ME-state and an (p + q)-ME-state. The
factor ( pp+q )
1/2 in the definition of |Ψm,p,qpre 〉 is needed for
the following important result.
Lemma 3: A precursor state of an m-ME-state can
be converted with certainty an m-ME-state.
Proof of Lemma 3: The proof is essentially a gener-
alization of the proof of Lemma 2. See Appendix D.
In our proof, it is convenient to make use of the fol-
lowing definition.
Definition 6: (m-th Schmidt degeneracy number) For
any pure bipartite state Ψ in an ordered Schmidt decom-
position |Ψ〉 = ∑Ni=1√λi|i〉A|i〉B, let us define the m-th
(m < N) Schmidt degeneracy number (or simply the de-
generacy number when there is no ambiguity) to be the
number of Schmidt coefficients that are degenerate with
λm.
Proof of Case a) of Theorem 2: Consider the
entanglement manipulation of a general state |Ψ〉 =∑N
i=1
√
λi|i〉|i〉 satisfying minrBmr = 1. We construct
a multi-step procedure such that in each step Alice and
Bob either:
i) obtain a precursor state which, as shown in
Lemma 3, can readily be reduced with probability 1 to
an m-dimensional maximally entangled state; or
ii) obtain a residual state whose (m-th) Schmidt de-
generacy number is increased by 1, while still obeying
the relation minrB
m
r = 1 when properly normalized.
If Alice and Bob obtain an m-ME-state, they have ac-
complished their task. If they get a residual state, they
repeat the procedure. Since with each step the residual
state increases its degeneracy number by 1, we are cer-
tain that in a finite number of steps (≤ N) either Alice
and Bob obtain an m-ME-state, or end up with a resid-
ual state ΦN , which, by Lemma 2, can subsequently be
converted with certainty to an Φm.
We now describe each step in more detail. Suppose the
initial state in ordered Schmidt decomposition is
|Ψ〉 =
N∑
i=1
√
λi|i〉A|i〉B. (17)
Suppose further that λm is (p + q)-fold degenerate such
that
λm−p+1 = ... = λm = ... = λm+q. (18)
The decomposition of |Ψ〉 into a precursor and a resid-
ual state is done by the attachment of an ancilla prepared
in the state |0〉a and a subsequent measurement by Alice.
For 1 ≤ i ≤ m− p, the evolution goes as:√
λi|0〉a|i〉A
→
√
a
m
|1〉a|i〉A +
√
λi − a
m
|0〉a|i〉A, (19)
where |0〉a and |1〉a are orthonormal. For m − p + 1 ≤
i ≤ m+ q, it goes as:√
λi|0〉a|i〉A
→
√
(
a
m
)(
p
p+ q
)|1〉a|i〉A +
√
λi − ( a
m
)(
p
p+ q
)|0〉a|i〉A. (20)
For m+ q + 1 ≤ i ≤ N , the state is unchanged, i.e.,
|0〉a|i〉A → |0〉a|i〉A. (21)
Hence, we find that
|0〉a|Ψ〉
→ √a|1〉a|Ψm,p,qpre 〉+
√
1− a|0〉a|Ψres〉 (22)
where
|Ψm,p,qpre 〉 =
1√
m

 m−p∑
i=1
|i〉|i〉+
m+q∑
i=m−p+1
(
p
p+ q
)1/2|i〉|i〉


(23)
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is the precursor and
|Ψres〉 = (1− a)−1/2
[
m−p∑
i=1
√
λi − a
m
|i〉|i〉
+
m+q∑
i=m−p+1
√
λi − ( a
m
)(
p
p+ q
)|i〉|i〉
+
N∑
i=m+q+1
√
λi|i〉|i〉

 (24)
is the residual state and a is the minimal value
needed for a new degeneracy to occur in Schmidt
coefficients of the residual state |Ψres〉. i.e., a =
min
(
m(p+q)
q (λm−p − λm−p+1), m(p+q)p (λm+q − λm+q+1)
)
,
thus achieving either (1) λ′m−p = λ
′
m−p+1 or (2) λ
′
m+q =
λ′m+q+1.
Now Alice measures the state of the ancilla. If the
outcome is “1”, she gets a precursor state which can be
converted with certainty to an m-ME-state. If the out-
come is “0”, she gets a residual state with its degeneracy
number increased by 1.
It is also easy to see that, just like the original state Ψ,
the intermediate residual state |Ψres〉 also has the prop-
erty that minrB
m
r = 1. The final residual state will be
totally degenerate and, hence, has the form ΦN . This
multi-step method establishes our proof. QED.
B. Properties of Bmr
1. Lemma 4
Before moving to Case (b), let us prove some lemmas.
For any initial state |Ψ〉, the bounds in theorem 1, Bmr =
m
r (λm−r+1 + λm−r+2 + · · ·+ λN ), obey the following.
Lemma 4:: If Bmr+1 > B
m
r , then B
m
r+2 > B
m
r+1.
Remark: In other words, for a fixed m, consider Bmr as
a function of r. Once it starts to increase, it will continue
to do so.
Proof: See Appendix E.
2. Lemma 5
By adding the condition (which is valid for case (b) of
Theorem 2) that minrB
m
r < 1, the following Lemma can
be proven.
Lemma 5: Given minrB
m
r < 1, there exists a unique
r1 such that B
m
1 ≥ Bm2 ≥ · · · ≥ Bmr1 < Bmr1+1 < · · · <
Bmm = 1.
Proof: See Appendix F
Remark: Since Bmr is defined to be
m
r (λm−r+1 +
λm−r+2+ · · ·+λN ), in terms of λi’s, the conditions that
Bm1 ≥ Bm2 ≥ · · · ≥ Bmr1 < Bmr1+1 < · · · < Bmm = 1 can be
written as the following set of equations:
λm−1 ≤ λm + λm+1 + · · ·+ λN
λm−2 ≤ 1
2
(λm−1 + λm + · · ·+ λN )
· · · ≤ · · ·
λm−r1+1 ≤
1
(r1 − 1)(λm−r1+2 + λm−r1+3 + · · ·+ λN )
λm−r1 >
1
(r1)
(λm−r1+1 + λm−r1+2 + · · ·+ λN )
· · · > · · ·
λ1 >
1
(m− 1)(λ2 + λ3 + · · ·+ λN ). (25)
Inspired by the above discussion, let us consider the
following set of equations.
λm−1 ≤ λm + λm+1 + · · ·+ λN
λm−2 ≤ 1
2
(λm−1 + λm + · · ·+ λN )
· · · ≤ · · ·
λm−r ≤ 1
r
(λm−r+1 + λm−r+2 + · · ·+ λN )
· · · ≤ · · ·
λ1 ≤ 1
(m− 1)(λ2 + λ3 + · · ·+ λN ). (26)
Consider putting λm−1, λm−2, · · · , λ1 into the left hand
side of Eqs. (26) one by one, we find from Eqs. (25)
that λm−1, λm−2, · · · , λm−r1+1 satisfy Eqs. (26) whereas
λm−r1 , λm−r1−1, · · · , λ1 violate Eqs. (26). Let us focus
on the point of first violation, namely λm−r1 . We notice
that the maximal value of λmaxm−r1 that will still satisfy
Eq. (26) is
λmaxm−r1 ≡
1
r1
(λm−r1+1 + · · ·+ λN )
=
Bmr1
m
= minrB
m
r . (27)
With lemmas 4 and 5 proven, we now return to the
proof of case (b) of theorem 2.
C. Case (b) of theorem 2
Case (b): minrB
m
r < 1.
Idea of our proof: We construct an explicit strategy
which saturates the bound pm = minrB
m
r as follows. By
attaching an ancilla prepared in the state |0〉a to the sys-
tem |Ψ〉, Alice divides up |Ψ〉 into two pieces—successful
and failing pieces—by the following evolution:
|0〉a|Ψ〉 = |1〉a|Ψs〉+ |0〉a|Ψf 〉 (28)
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where |0〉a and |1〉a are orthonormal states of the ancilla,
|Ψs〉 (when properly normalized belongs to case (a), i.e.,
minrB
m
r = 1 and hence) gives a probability 1 of success
and |Ψf 〉 (has less than m terms in its Schmidt decompo-
sition and hence) gives a probability 0 of success. Alice
now reads off the state of the ancilla. A state |1〉a indi-
cates a success and |0〉a a failure. One can then read off
the probability of success of this explicit strategy from
the norm of |Ψs〉. It turns out to be equal to minrBmr .
Proof of case (b) of Theorem 2: Recall from
Eq. (27) that the maximal acceptable value of the (m−
r1)-th Schmidt coefficient for it to satisfy Eq. (26) is
λmaxm−r1 =
Bmr1
m
= minrB
m
r . (29)
Now the successful piece |Ψs〉 in Eq. (28) is ob-
tained by trimming the redundant contribution to
λ1, λ2, · · · , λm−r1 from |Ψ〉. This is done by the attach-
ment of an ancilla prepared in the state |0〉a. The evolu-
tion goes as follows:
√
λi|0〉a|i〉A →
√
λmaxm−r1 |1〉a|i〉A
+
√
λi − λmaxm−r1 |0〉a|i〉A (30)
for 1 ≤ i ≤ m−r1. For m−r1+1 ≤ i ≤ N , the evolution
is √
λi|0〉a|i〉A →
√
λi|1〉a|i〉A. (31)
Alice now reads off the state of her ancilla. We shall
argue in the following paragraph that an outcome “0”
means that Alice has failed in getting an m-ME-state
whereas an outcome “1” means that she has succeeded
in obtaining a state satisfying minrB
m
r = 1, which by
Sec. VI B can be reduced with certainty to an m-ME-
state.
If the outcome is “0”, the resulting (failing) state |Ψf 〉
has unnormalized Schmidt coefficients λ1 − λmaxm−r1 , λ2 −
λmaxm−r1 , · · · , λm−r1 − λmaxm−r1 , 0, · · · , 0. Since it has at
most m − r1 terms in its Schmidt decomposition, it
follows from Lemma 1 that it gives a zero probabil-
ity of getting a m-ME-state. On the other hand, if
the outcome is “1”, the un-normalized Schmidt coeffi-
cients of the resulting (successful) state |Ψs〉 are given by
λmaxm−r1 , · · · , λmaxm−r1 , λm−r1+1, λm−r1+2, · · · , λN . i.e., the
first m − r1-th Schmidt coefficients are all replaced by
λmaxm−r1 . By construction |Ψs〉 belongs to Case (a) of The-
orem 2. Therefore, it always succeeds to give an m-ME-
state. Moreover, using Eq. (27) it has a norm
(m− r1)λmaxm−r1 + λm−r1+1 + · · ·+ λN
=
m
r1
(λm−r1+1 + λm−r1+2 + · · ·+ λN )
= Bmr1
= minrB
m
r . (32)
This proves that our explicit strategy saturates the bound
and completes our proof for the case (b) of Theorem 2.
QED.
Recall that Theorems 1 and 2 combined together are
equivalent to our Main Theorem (Theorem 0). Since we
have by now proven both Theorems 1 and 2, our Main
Theorem has been established.
VI. THE LAW OF LARGE NUMBERS
In this section, we derive some constraint on the prob-
abilities of having large deviations from the average prop-
erties. Consider the question raised in the abstract and
the introduction: Can collective measurements defeat the
law of large numbers? We now show that the answer is
no. That is, suppose Alice and Bob share n pairs of
particles, each pair in a state |Ψ〉 with an entropy of en-
tanglement E(|Ψ〉). We shall show in Theorem 3 below
that the maximal probability of obtaining nK singlets,
with K > E(|Ψ〉), goes to zero as n goes to infinity.
Once again, we want to emphasize that this result does
not follow automatically from the fact that on average we
cannot obtain more than nE singlets. Indeed, an average
of nE singlets could conceivably be obtained if with a
non-negligible probability p = E/K we get nK singlets
while with probability 1−E/K we get no singlets at all.
Theorem 3: In the entanglement manipulation of n
pairs Ψ, the optimal probability (over all possible strate-
gies) of getting nK singlets, pMAX2nK , tends to 1 (0 respec-
tively) when K < E(|Ψ〉) (K > E(|Ψ〉) respectively) in
the limit n→∞.
Remark: It can also be shown that, as a function of K,
the jump from 0 to 1 in the value of pMAX2nK occurs in a
region of width O(n−1/2) around E(|Ψ〉). We shall skip
the proof here.
Proof of Theorem 3: That pMAX2nK tends to 1 in the
large n limit when K < E(|Ψ〉) follows trivially from
Bennett et al.’s reversible strategy [6] and Lemma 2.
Let us now consider the case K > E(|Ψ〉). Here we
view the n pairs Ψ as a single pair in state Ψ˜ = Ψn,
by considering all n Alice’s (Bob’s) particles to form a
single (more complex) quantum system. Similarly, the
final nK singlet pairs can be viewed as a single pair in
a 2nK-dimensionally maximally entangled state. Then
the problem of extracting nK singlets from the n pairs
Ψ can be rephrased as the problem of extracting an 2nK-
dimensionally maximally entangled state from Ψ˜. The
maximal probability for success is pMAX2nK which can be
bounded by using Theorem 1.
Let λ˜i’s represent the Schmidt coefficients of Ψ˜; they
are also the eigenvalues of Alice’s reduced density matrix.
Since Alice’s reduced density matrix has a product form,
(originating from the n pairs |Ψ〉) its weight must be
concentrated on a ‘typical’ space of dimension roughly
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2nE . [Here we simply our notation and use E to denote
E(|Ψ〉). This is essentially the law of large numbers in
classical probability theory. See also quantum noiseless
source coding theorem [20].] Let us pick a K0 such that
K > K0 > E. Since K0 > E, given any δ > 0, for a
sufficiently large n, we have that
∑tn
i=2nK0 λ˜i < δ where
t is the number of terms in the Schmidt decomposition
of |Ψ〉. [An ‘atypical’ space has a small weight.] Let
us apply theorem 1 to the case N = tn, m = 2nK and
m−r+1 = 2nK0. Notice that r/m > 1/2 for a sufficiently
large n. Hence, pMAXm /2 < rp
MAX
m /m ≤
∑tn
i=m−r+1 λ˜i <
δ. Substituting m = 2nK back, we get pMAX2nK → 0 as
n→∞. QED.
In fact, any particular strategy which transforms n
copies of the state Ψ into an average of nE singlets gives
a singlet number probability distribution similar to that
of reversible strategy [6]. This follows immediately from
the result in the next section.
VII. SPECIAL STRATEGIES
In the previous sections we were interested in the ques-
tion of what is the maximal probability to transform an
arbitrary entangled state Ψ into a given maximally en-
tangled state, say Φm (where m is some given fixed di-
mension). What happens to the original state Ψ in those
cases in which the transformation into Φm is not suc-
cessful was not important for us. We will now consider
special manipulation strategies which are such that for
every outcome the initial state is transformed into some
maximally entangled state. (Note that, by extension of
language, we denote direct product states as “maximally
entangled states of dimension zero”). Such a strategy S
can be characterized by the probabilities p0(S), p1(S),
... with which the initial state Ψ is transformed into Φ0,
Φ1,... respectively.
A convenient way to describe this probability distri-
bution is to use instead of the probabilities pm(S) the
“cumulative probability” ptotm (S),
ptotm (S) =
∑
k≥m
pk(S). (33)
In the present section we find an upper bound on the
cumulative property for an arbitrary strategy S.
ptotm (S) ≤ pMAXm (34)
where pMAXm is the supremum probability over all possi-
ble strategies to convert Ψ into an m-dimensional max-
imally entangled state (an m-state). Since pm(S) rep-
resents the probability to convert Ψ into an m-state by
using the particular strategy S while pMAXm represents
the supremum probability (over all possible strategies)
to convert Ψ into an m-state, it is obvious that pm(S) ≤
pMAXm . But why should the sum pm(S) + pm+1(S) + ...
be smaller than pMAXm ?
The reason is that, as we have shown Lemma 2, a
maximally entangled state of dimension k can always
be converted with certainty, into a maximally entangled
state of smaller dimension m (m < k). Then, sup-
pose that Alice and Bob, by using the strategy S con-
vert Ψ into a maximally entangled state of dimension k
larger than m. They can then convert, with certainty,
this state into a maximally entangled state of dimen-
sion equal to m. Consequently, by appending this reduc-
tion strategy to the strategy S, we obtain a new strat-
egy S ′ which converts Ψ into an m-state with proba-
bility pm(S ′) =
∑
k≥m pm(S) = ptotm (S), (while having
zero probability to convert Ψ into maximally entangled
states of dimension larger than m). Now, as pMAXm is
the supremum probability (over all possible strategies)
of converting Ψ into an m-state, we must have in partic-
ular pMAXm ≥ pm(S ′) = ptotm (S) which proves the bound
in Eq. (34).
VIII. NON-EXISTENCE OF UNIVERSAL
STRATEGY
As shown in Section VII, for any strategy S which
transforms an arbitrary state Ψ into different maximally
entangled states Φm, the cumulative probability p
tot
m of
obtaining some maximally entangled state of dimension
m or larger is bounded by
ptotm ≤ pMAXm . (35)
We have also seen in the previous section that for any
particular m there exists a strategy which saturates this
bound (the strategy which yields Φm with probability
equal to pMAXm and Φk, k > m with zero probability).
The question is whether there exists a “universal” strat-
egy Suniv whose cumulative distribution saturates this
bound for all m’s. The reason we call such a strategy
“universal” is that such a strategy, followed by the reduc-
tion of some of the final maximally entangled states into
maximally entangled states of lower dimension could gen-
erate any possible distribution consistent with the bound
(35). We shall show however that such a universal strat-
egy does not exist.
Proof: We show that a universal strategy generally
cannot exist for the case N = 3 andm = 2 or 3. Consider
|Ψ〉 =
√
λ1|11〉+
√
λ2|22〉+
√
λ3|33〉 (36)
with pMAX2 = 1 and λ2 + λ3 − λ1 ≥ 0. Assume, by
means of contradiction, that a universal strategy does
exist. We shall use projection operators rather than pos-
itive operator valued measures (POVMs) in our discus-
sion. As noted in Sec. 2, there is no loss of generality.
Let P1, P2, · · · , Pr be the set of all projection operators
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by Alice that give some 3-state in a particular univer-
sal entanglement manipulation strategy. By definition,
(P1 + P2 + · · · + Pr)|Ψ〉 has a norm pMAX3 . Note that
it follows from Theorem 2 that pMAX3 = 3λ3. Since
pMAX2 = 1, it is necessary for a universal strategy that
the residual state |Ψr〉 = (1 − P1 − P2 − · · · − Pr)|Ψ〉
has pMAX2 = 1. But this requires the squared eigenval-
ues of the reduced density matrix of |Ψr〉 to satisfy the
constraint λ′2 + λ
′
3 − λ′1 ≥ 0. We shall show that this
is generally impossible. The point of our argument is
that, as shown by Lemma 6 below, the extraction of a
3-state will lead to an equal decrease in all three squared
eigenvalues (of the reduced density matrix of |Ψr〉). i.e.,
λ′i = λi − pMAX3 /3 = λi − λ3. Therefore, unless λ1 = λ2,
the residual state |Ψr〉 has λ′2+λ′3−λ′1 = λ2−λ1 < 0, thus
contradicting the requirement that pMAX2 (|Ψr〉) = 1.
In the above proof, we have used the following Lemma.
Lemma 6: Consider a state
|Ψ〉 =
√
λ1|11〉+
√
λ2|22〉+
√
λ3|33〉 (37)
in Schmidt decomposition. Any strategy that extracts
a 3-ME-state with a probability p from Ψ will lead to
an equal decrease in all three eigenvalues of the reduced
density matrix of the un-normalized residual state. i.e.
λ′i = λi−p/3 where the λ′i’s are eigenvalues of the reduced
density matrix of the un-normalized residual state.
Proof of Lemma 6: See Appendix G.
IX. MIXED STATES
Let us now consider the case when Alice and Bob share
a mixed initial state ρini. Since ρini is impure, one gener-
ally cannot write it in terms of Schmidt decomposition.
More importantly, even if ρini happens to be symmet-
ric under the interchange of Alice and Bob, there is no
guarantee that the intermediate states that they get dur-
ing the entanglement manipulation process will respect
such a symmetry [21]. Therefore, the symmetry argu-
ment much emphasized in the earlier part of this paper
will no longer be valid. Manipulations of a mixed state
using two-way communications are generally more advan-
tageous than a one-way strategy. Indeed, Bennett et al.
have shown that one-way capacity and two-way capacity
for purification are provably different [7].
We also proved in Section II that, for a pure bipartite
state, entanglement manipulation strategies with one-
way communications are provably better than no com-
munications. Notice that one-way communications is
useful for an entanglement manipulation strategy that
has a probability of success strictly between 0 and 1, but
not for (deterministic) quantum error correction [7]. The
role of communications in entanglement manipulations
deserves future investigations.
For a mixed state, there are generally four distinct
supremum probabilities to consider: p2m, p
A→B
m , p
B→A
m
and p0m corresponding to entanglement manipulation
schemes with two-way communications, one-way commu-
nications from Alice to Bob, one-way communications
from Bob to Alice and no communications respectively.
While simple bounds on the success probability for ma-
nipulating mixed states may be derived, many interesting
questions remain unanswered. For example, we do not
know the value of p2nA in the asymptotic limit n → ∞
in the region D0(ρ) ≤ A ≤ E(ρ) where D0(ρ) is the
entanglement of distillation (without any classical com-
munications between Alice and Bob).
To conclude, we expect the subtle interplay of the con-
cepts of probability, classical communications, collective
manipulations and symmetry in the case of mixed states
to be even more challenging than the pure state case con-
sidered in this paper.
X. OPEN QUESTIONS ON PURE STATES
Even for the case of a pure initial state, many interest-
ing questions remain unsolved. For instance, what is the
supremum probability p0m of getting an m-ME-state with-
out any classical communications? Notice that Bennett
et al.’s reversible strategy [6] (but not the local filter-
ing strategy [6]) is an example of a strategy which does
not require any classical communications. It is an open
question whether one can do better than Bennett et al.’s
strategy without any classical communications.
We emphasize that the symmetry that we have found
here applies not only to entanglement concentration, but
also to all types of entanglement manipulations including
entanglement dilution [6]. For instance, the usual proce-
dure of entanglement dilution via teleportation falls in-
side our general framework of using a single generalized
measurement by Alice followed by one-way communica-
tions of its result to Bob and a subsequent unitary trans-
formation by Bob. A more systematic investigation of
our formalism in applications beside entanglement con-
centration may prove rewarding.
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APPENDIX A: PROOF OF PROPOSITION 1
Let us write Ψ in its Schmidt decomposition:
|Ψ〉 =
∑
k
√
λk|ak〉|bk〉. (A1)
Consider any of Bob’s projection operator
PBobl =
∑
i,j
mlij |bi〉〈bj |. (A2)
After the projection, the state he shared with Alice be-
comes
|ΨB〉 = (I ⊗ PBobl ) |Ψ〉
=
∑
i,k
√
λkm
l
ik|ak〉|bi〉. (A3)
On the other hand, if, instead of Bob, Alice performs a
measurement using the corresponding operator defined
by
PAlicel =
∑
i,j
mlij |ai〉〈aj |, (A4)
an outcome l will give the state
|ΨA〉 = (PAlicel ⊗ I) |Ψ〉
=
∑
i,k
√
λkm
l
ik|ai〉|bk〉 (A5)
Let us consider unitary transformations U (|ai〉 →∑
p uip|ap〉) and V (|bk〉 →
∑
q vkq |bq〉) that will put ΨA
in Schmidt decomposition. i.e.,
(U ⊗ V ) |ΨA〉 =
∑
p
√
µp|ap〉|bp〉. (A6)
From the definitions of U and V and Eqs. (A5) and (A6),
we find that∑
ik
√
λkm
l
ikuipvkq =
√
µpδpq. (A7)
Now consider (V ⊗ U) |ΨB〉.
(V ⊗ U) |ΨB〉 =
∑
ik
∑
pq
√
λkm
l
ikvkquip|aq〉|bp〉
=
∑
pq
√
µpδpq|aq〉|bp〉
=
∑
p
√
µp|ap〉|bp〉, (A8)
where Eq. (A7) is used in the second equality.
From Eqs. (A6) and (A8), we find that
(V ⊗ U) |ΨB〉 = (U ⊗ V ) |ΨA〉
|ΨB〉 = (V −1U ⊗ U−1V ) |ΨA〉(
I ⊗ PBobl
) |Ψ〉 = (UAl ⊗ UBl ) (PAlicel ⊗ I) |Ψ〉 (A9)
where UAl = V
−1U and UBl = U
−1V . QED.
APPENDIX B: PROOF OF THE NECESSITY OF
ONE-WAY COMMUNICATION IN
ENTANGLEMENT MANIPULATIONS OF
BIPARTITE PURE STATES
Definitions 2 and 3 in the main text are needed for this
proof. The basic reason for the necessity of classical com-
munication is that, whenever pmaxm as defined in the text
is strictly less than 1, Bob generally needs Alice’s help
to figure out whether the entanglement manipulation is
successful or not.
Consider the example of |Ψ〉 = a|11〉 + b|22〉 where
a > b > 0. We shall first argue that the supremum prob-
ability of obtaining a singlet satisfies 0 < pMAX2 < 1:
Since the local filtering strategy in Ref. [6] gives a non-
zero probability of getting a singlet, we have pMAX2 ≥
plocal filtering2 > 0. Moreover, since the entanglement
E(Ψ) < 1 and the average entanglement cannot increase
upon entanglement manipulations, the supremum proba-
bility pMAX2 of getting a singlet out of entanglement ma-
nipulations is less than 1.
Now consider any strategy that gives 0 < p2 < 1. Let
us divide up its outcomes into two classes: {s1, s2, · · · , sp}
(success) and {f1, f2, · · · , fq} (failure) and denote the un-
normalized reduced density matrix of Bob for an outcome
si (fj) by ρ
Bob
si (ρ
Bob
fj
). Since 0 < p2 < 1, Bob needs to de-
termine the outcome of the entanglement manipulation
by distinguishing with certainty between the two den-
sity matrices ρBobsuccess =
∑
i ρ
Bob
si and ρ
Bob
failure =
∑
j ρ
Bob
fj
.
Now the distinguishability of two density matrices can be
described by the fidelity [22] F (
ρBobsuccess
TrρBobsuccess
,
ρBobfailure
TrρBob
failure
). The
detailed definition and properties of the fidelity are irrel-
evant for our discussion. It suffices to note the following
fact: In order to show that it is impossible for Bob to
distinguish with certainty between the two density ma-
trices without communications from Alice, all we need to
prove is that F (
ρBobsuccess
TrρBobsuccess
,
ρBobfailure
TrρBob
failure
) 6= 0 or equivalently
the supports of ρBobsuccess and ρ
Bob
failure are not orthogonal
to each other. The proof of this claim is simple: Ow-
ing to causality, the density matrix of Bob is conserved
throughout Alice’s measurement, i.e.,
ρBobsuccess + ρ
Bob
failure = ρ
Bob
initial
= a2|1〉〈1|+ b2|2〉〈2|. (B1)
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Since ρBobinitial has a two-dimensional support, ρ
Bob
success
must have a support of at most two dimensions. On
the other hand, as ρBobsi is the reduced density matrix for
a singlet, ρBobsuccess, being the sum of ρ
Bob
si ’s, must have
a support of at least two dimensions. Combining these
two statements, ρBobsuccess has a support of exactly two di-
mensions. Now that both ρBobinitial and ρ
Bob
success have two-
dimensional supports, the support of ρBobfailure must be a
subspace of the support of ρBobsuccess. Therefore, we con-
clude that ρBobsuccess and ρ
Bob
failure do not have orthogonal
supports and hence the fidelity F (
ρBobsuccess
TrρBobsuccess
,
ρBobfailure
TrρBob
failure
) 6=
0. QED
APPENDIX C: SOME DETAILS OF PROOF OF
LEMMA 2
As before Alice attaches an ancilla to her system A
and the evolution needed now is
|0〉a|j〉A →
( 1√
k − 1
k∑
i=1;i6=j
|i〉a
)|j〉A. (C1)
That is, the state |j〉A of the particle remains unchanged,
but the ancilla is brought to an equal superposition of
all states |1〉a, · · · , |k〉a, with the exception of |j〉a. The
evolution of the state of the ancilla and the pair can,
therefore, be summarized as
|0〉a|Φk〉 = |0〉a
( 1√
k
k∑
j=1
|j〉A|j〉B
)
→ 1√
k
k∑
i=1
|i〉a
( 1√
k − 1
k∑
j=1;j 6=i
|j〉A|j〉B
)
. (C2)
i.e., each state |i〉a of the ancilla is correlated with a
different k-1 dimensional maximally entangled state.
Next, Alice measures the state of her ancilla. No mat-
ter what result she obtains, the pair of particles is left in
a (k-1)-dimensional maximally entangled state. Which
particular state is obtained will depend on Alice’s re-
sult. Suppose Alice finds the ancilla in the state |i0〉a.
Then the pair is in the state 1√
k−1
∑k
j=1;j 6=i0 |j〉A|j〉B.
If they wish, Alice and Bob can now convert this state
into the standard (k-1)-dimensional maximally entangled
state 1√
k−1
∑k−1
j=1 |j〉A|j〉B. This can be realized by Alice
communicating to Bob the result of her measurement,
such that both of them know which (k-1)-dimensional
maximally entangled state has been obtained and then
having both of them perform appropriate local unitary
transformations of their particles.
Now starting with a maximally entangled r-
dimensional state, one can repeat our argument to re-
duce it to a maximally entangled (r − 1)-dimensional
state, (r − 2)-dimensional state, etc until we obtain an
s-dimensional state. This shows that any maximally en-
tangled state can be reduced to one with a lower dimen-
sion.
APPENDIX D: PROOF OF LEMMA 3
Since |Ψm,p,0pre 〉 is anm-ME-state, all we need to show is
the reduction with certainty from |Ψm,p,qpre 〉 to |Ψm,p,q−1pre 〉
whenever q ≥ 1. The proof here is analogous to that of
Lemma 2.
Suppose Alice attaches an ancilla to her system and
evolves them in the following manner:
|0〉a|j〉A →
( 1√
p+ q
p+q∑
i=1
|i〉a
)|j〉A,
for 1 ≤ j ≤ m− p
|0〉a|j〉A →
( 1√
p+ q − 1
p+q∑
i=1;i6=j−(m−p)
|i〉a
)|j〉A,
for m− p+ 1 ≤ j ≤ m+ q. (D1)
In words, the ancilla is brought to an equal superposition
of all states |1〉a, · · · , |p+q〉a if the state of Alice’s system
is |j〉A where 1 ≤ j ≤ m − p. However, when Alice’s
system is in |j〉A where m − p + 1 ≤ j ≤ m + q, the
ancilla is brought to an equal superposition of all states
|1〉a, · · · , |p + q〉a with the exception of |j − (m − p)〉a.
Upon measuring the state of the ancilla and applying
local unitary transformations to their respective systems,
Alice and Bob end up in a new precursor |Ψm,p,q−1pre 〉. This
proves the reduction from |Ψm,p,qpre 〉 to |Ψm,p,q−1pre 〉. By
repeating this reduction process, one can, with certainty,
reach |Ψm,p,0pre 〉 which is an m-ME-state.
APPENDIX E: PROOF OF LEMMA 4
It is convenient here to define Sm−r+1 =
∑N
i=m−r+1 λi.
Then,
Bmr+1 > B
m
r
m
r + 1
[Sm−r+1 + λm−r] >
m
r
Sm−r+1
rSm−r+1 + rλm−r > (r + 1)Sm−r+1
rλm−r > Sm−r+1. (E1)
Now,
Bmr+2 =
m
(r + 2)
[Sm−r+1 + λm−r + λm−r−1]
≥ m
(r + 2)
[Sm−r+1 + 2λm−r]
=
m
(r + 2)(r + 1)
[(r + 1)Sm−r+1 + 2(r + 1)λm−r]
14
=
m
(r + 2)(r + 1)
[(r + 1)Sm−r+1 + rλm−r + (r + 2)λm−r]
>
m
(r + 2)(r + 1)
[(r + 1)Sm−r+1 + Sm−r+1 + (r + 2)λm−r]
=
m
(r + 2)(r + 1)
[(r + 2)Sm−r+1 + (r + 2)λm−r]
=
m
(r + 1)
[Sm−r+1 + λm−r]
= Bmr+1, (E2)
where Eq. (E1) is used in obtaining the fifth line. QED.
APPENDIX F: PROOF OF LEMMA 5
Let us consider the list of values of Bm1 , B
m
2 , · · · , Bmm .
Since Bmm = 1 > minrB
m
r , as a function of r, B
m
r must
start to increase at some point. i.e., there exists r0 such
that Bmr0+1 > B
m
r0 . But then, by Lemma 4, B
m
r0+2 >
Bmr0+1, B
m
r0+3 > B
m
r0+2, etc. In words, once B
m
r starts to
increase, it will continue to do so. Let us focus on the last
minimal point of the function Bmr . i.e., the largest value
r1 such that B
m
r1 = minrB
m
r . By definition, B
m
r1+1 > B
m
r1
which, from Lemma 4, implies that Bmr1 < B
m
r1+1 < · · · <
Bmm = 1. This completes the first part of the proof.
Moreover, we claim that Bm1 ≥ Bm2 ≥ · · · ≥ Bmr1 . We
prove this by contradiction. Assuming the contrary, there
exists an a ≤ r1 such that Bma−1 < Bma . Then Lemma 4
implies that Bmr1−1 < B
m
r1 , which is impossible because it
contradicts the fact that Bmr1 = minrB
m
r .
Combining the results of the above two paragraphs, we
conclude that Bm1 ≥ Bm2 ≥ · · · ≥ Bmr1 < Bmr1+1 < · · · <
Bmm = 1. QED.
APPENDIX G: PROOF OF LEMMA 6
The following proves the claim in Lemma 6 that λ′i =
λi−p/3. For simplicity, we shall use projection operators
rather than (POVMs). As noted in Section II, there is
no loss in generality. Let P1, P2, · · · , Pr be the set of
projection operators for extracting some 3-ME-state from
Ψ.
Now suppose P gives a 3-ME-state with a probability
α.
|Ψ〉 = P |Ψ〉+ (1− P )|Ψ〉 (G1)
with
P |Ψ〉 =
(√
λ1P |1〉
)
|1〉
+
(√
λ2P |2〉
)
|2〉
+
(√
λ3P |3〉
)
|3〉. (G2)
Since P |Ψ〉 is 3-ME-state with a norm α, its reduced
density matrix for B,
ρB =
3∑
i=1
α
3
|i〉〈i|. (G3)
Equating this with the partial trace of P |Ψ〉〈Ψ|P over
HA, we find that the
√
λi√
α
3
P |i〉’s form an orthonormal set.
The residual state
(1− P )|Ψ〉 =
√
λ1 − α
3
|1′′1〉
+
√
λ2 − α
3
|2′′2〉
+
√
λ3 − α
3
|3′′3〉. (G4)
Notice that the |i′′〉’s are orthonormal because
〈j|(1 − P )(1− P )|i〉
= 〈j|(1 − 2P + PP )|i〉
= 〈j|(1 − 2PP + PP )|i〉
= 〈j|(1 − PP )|i〉
= 0. (G5)
Here the last equality follows from the fact that P |i〉’s are
orthogonal to one another. This shows that an extraction
of a 3-ME-state of probability α leads to a decrease of
each λ’s by α/3. The same argument can be applied to
each of P = P1, P2, · · · , Pr. This shows that after the
extraction with a probability p of a 3-ME-state from Ψ,
the eigenvalues of the reduced density matrix of the un-
normalized residual state satisfy λ′i = λi − p/3. QED.
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