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Abstract
Ination is a period of accelerated expansion in the very early Universe that is
typically invoked as a solution to the problem of originating the observed cosmic
microwave background anisotropies, as well as those of the original hot big bang
model. The particle content of the inationary era is as-of-yet unknown, hence
it is imperative that the best models of ination are studied carefully for their
potentially unique observational characteristics and then compared to current ob-
servations in a statistically rigorous way.
In this thesis we will primarily demonstrate how additional scalar degrees of
freedom | which are motivated from many high-energy embeddings | open up
new observational windows onto the physics of ination. We construct a Bayesian
framework to statistically compare models with additional elds given the current
astronomical data. Putting ination to the test, we perform our analysis on the
quadratic curvaton accompanying a range of inationary potentials, where we nd
that only one potential remains as a viable candidate. Furthermore, if the cur-
vaton mechanism were to be conrmed by future non-Gaussianity measurements
(from large scale structure surveys), the model could prove to be tremendously
informative of the early inationary history.
The initial conditions given to these scalar elds become apparent when con-
sidering their fundamentally quantum behaviour. Taking this physics into ac-
count leads us to develop detailed models for post-inationary phenomenology
(namely, the curvaton and freeze-in dark matter models) and to discover powerful
new probes of ination itself. We further demonstrate how this theoretical study
complements our statistical approach by motivating the prior information in our
i
Bayesian analyses.
The thesis nishes with a discussion of the future prospects for inationary
model selection. By hypothesising dierent toy survey congurations, we forecast
dierent outcomes using information theory and our newly developed Bayesian
experimental design formalism. In particular, we nd that the most likely observ-
able to optimise model selection between single-eld inationary models, through
an order of magnitude precision improvement in the future, is the scalar spectral
index. We conclude with a summary of the results obtained throughout.
ii
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1Cosmological introduction
Abstract. In this chapter we will review the Friedmann-Lema^tre-
Robertson-Walker (FLRW) Universe, cosmological ination and reheat-
ing, emphasising the components in understanding that are necessary to
read the main body of the thesis. More specically, we shall focus on
both the origin of divergences in inationary correlation functions and
the stochastic framework in which to calculate their observational ef-
fects, as well as the essential physics of perturbative reheating. For more
pedagogical modern reviews, we suggest Refs. [1, 2, 3, 4, 5, 6].
1.1 The FLRW Universe
1.1.1 Geometry
Through successive observations of the mass, distance and recessional veloc-
ity of astrophysical objects, we know that our Universe is expanding and cool-
ing [7, 8, 9, 10]. It is also lled with a vast array of structures that are distributed
on many length scales. Despite this complexity, on the largest (cosmological)
length scales, the Universe appears to be statistically homogeneous and isotropic
to all observers. Imposing these symmetries, one nds that the spacetime geom-
etry of the Universe at these scales is well described by a Friedmann-Lema^tre-
1
Robertson-Walker (FLRW) metric, with the following line element in spherical
polar coordinates [11, 12, 13, 14]
ds2 = gdx
dx =  dt2 + a2(t)

dr2
1 Kr2 + r
2d
2

; (1.1)
where r is the radial distance from a fundamental observer, K is a constant scalar
curvature,1 d
2  d21 + sin2 1d22 is the 2-dimensional solid angle, a(t) is the
FLRW scale factor and t is cosmic time: the proper time of the fundamental
observer. Eq. (1.1) is very simple due to the symmetries of homogeneity and
isotropy. If the scale factor were to spatially vary a(t)! a(xi; t) then homogeneity
would be violated.
A useful parameterisation d = dt=a(t) factors expansion out of the time
elapsed for the observer, converting Eq. (1.1) into
ds2 = a2()

 d2 + dr
2
1 Kr2 + r
2d
2

; (1.2)
where  is known as `conformal time'. Note that throughout this thesis the con-
vention of (Planck) natural units (c = 1, ~ = 1, kB = 1) will be adopted.
1.1.2 Dynamics
In order to calculate how the Universe dynamically evolves, one must introduce a
theory of gravitation. The Einstein-Hilbert action [15, 16] of General Relativity is
given by
S =
M2Pl
2
Z
d4x
p gR ; (1.3)
in which MPl ' 2:435  1018GeV (in natural units) is the reduced Planck mass,
R is the Ricci tensor
2 and its contraction R  R is the Ricci scalar. Note
that in Eq. (1.3) the integral comes equipped with a spacetime 4-volume element
1This can be a positive number for spatially closed, 0 for spatially at and negative for
spatially open universes.
2In General Relativity the Ricci tensor is a contraction of the Riemann tensor
R  R = 2 [] + 2 [ ] ;
2
p g p  det(g). If one varies Eq. (1.3) with respect to g
S
g
= 0 () R = 0 ; (1.4)
which is the vacuum solution to the theory. We note here that the convention of
Latin and Greek indices to represent 3 and 4-vectors, respectively, will be used
throughout this section unless otherwise indicated.
Adding gravitating matter | through its Lagrangian density Lm | and a
cosmological constant  to the Universe gives a new action
S =M2Pl
Z
d4x
p g

1
2
R  

+
Z
d4x
p gLm ; (1.5)
from which we can see that MPl plays the role of a coupling between matter and
the gravitational eld g . From Eq. (1.5) the energy-momentum tensor T
 of
the matter elds can be obtained
1
2
p gT  =  @ (
p gLm)
@g
=
p g@Lm
@g
  1
2
p ggLm : (1.6)
Hence, by varying the overall action in Eq. (1.5) with respect to g , one arrives
at the Einstein eld equations
2p gM2Pl
S
g
= 0 () R   1
2
Rg + g =
1
M2Pl
T ; (1.7)
which describe how the energy-momentum of matter sources the dynamics of g .
For a fundamental observer moving with respect to the rest frame in a perfect
uid with density , pressure P and four velocity vector u, one can identify
T = ( + P)uu + Pg . When the observer is at rest, u0 = 1 and ui = 0,
so we nd that T
 = diag( ;P;P;P), which is consistent with the homogeneity
and isotropy assumed by FLRW if  and P do not spatially vary. One may then
where we are using square brackets to denote antisymmetrising A[ab] = (Aab   Aba)=2 and the
Christoel symbols are
  =
1
2
g (@g + @g   @g) :
3
use Eq. (1.1) and components of Eq. (1.7) to derive the following equations: The
00-component
H2 =

3M2Pl
+

3
  K
a2
; (1.8)
and the ii-component
1
a
d2a
dt2
=   
6M2Pl
(1 + 3w) +

3
; (1.9)
where we have dened the Hubble parameter H  dlna=dt and the equation
of state parameter w  P=. Eqs. (1.8) and (1.9) are also consistent with the
continuity equation
dln
dt
=  3H(1 + w) ; (1.10)
which may also be derived from the 0-component of the conservation of energy-
momentum,3 i.e., rT 0 = 0, where r denotes a covariant derivative. The
general solution of Eq. (1.10) is straightforward
(t) = (t0) exp
Z t0
t
3H(~t)

1 + w(~t)

d~t

: (1.11)
Note that, in the limit where w is constant: substituting Eq. (1.8) into Eq. (1.11)
yields

0
=
a0
a
3(1+w)
; (1.12)
where we have now implicitly dropped the time dependencies of each quantity A
such that A  A(t) and A0  A(t0). Familiar solutions to Eq. (1.12) include: a
vacuum energy (w =  1); a matter-like energy density (w = 0); and a radiation-
like (conformal) energy density (w = 1=3). Note also that the cosmological con-
stant coincides with a vacuum energy-like w =  1 and spatial curvature K can be
identied as a uid with w =  1=3.
By replacing  !Pi i in Eq. (1.8) to account for all distinct constituents of
gravitating matter in the Universe, one may account for a more complex cosmic
3In fact, Eq. (1.7) satises the more general energy-momentum conservation law
r (R   gR=2 + g) = rT=M2Pl = 0 where the geometric side of the relation follows
from the Bianchi identities.
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Figure 1.1: Simple illustration of the `stitching together' of epochs with dierent
scaling in energy density.
history by `stitching together' separate epochs of i-dominated expansion. Each
i-dominated epoch may dilute with energy density dierently according to an
equation of state wi and hence one may make a multiplicative chain to track the
evolution of the total energy density using barotopic terms taking the form of
Eq. (1.12). Such calculation is illustrated in Fig. 1.1, which corresponds to the
true scaling in energy density that is expected in the cosmic past.
1.1.3 Past
Fig. 1.1 reveals an important characteristic of our expanding Universe: those com-
ponents of matter which dilute more eciently with expansion are, conversely,
expected to dominate the total energy density in the distant past. Tracking the
evolution backward in time, one can invert Eq. (1.12) to nd that the Universe
must become both increasingly dense and thus, because it was radiation domi-
nated, at a higher temperature. The oldest light detected from this era is known
as the Cosmic Microwave Background (CMB) radiation.
The CMB is a near-perfect blackbody spectrum of radiation | measured to
5
have a temperature today of TCMB0 ' 2:35  10 4eV | which formed when the
Universe cooled suciently such that free electrons and protons could bind to
form neutral Hydrogen (a process known as recombination) during the matter
era (labeled in Fig. 1.1). We have indicated when the CMB forms relative to
the earliest epochs in Fig. 1.2. In order to better understand the key processes
expected at earlier times, and how the CMB formed, one needs to understand the
properties of a thermal bath of particles in a cosmological context. In light of this,
we shall briey review some of the required elements in statistical mechanics.
Figure 1.2: An illustrated timeline of some epochs in the cosmic thermal history
that are key to understanding this thesis. The temperature of the Universe at each
point in units of GeV is indicated in white. Ination is typically the highest energy
process, followed by reheating and the ElectroWeak (EW) phase transition=, Big
Bang Nucleosynthesis (BBN) is the epoch when the Universe cools enough to form
stable nuclei and the CMB subsequently forms.
The central object in describing the state space of many-body systems is the
distribution function f(state) | from which observable quantities, such as pressure
and temperature, may be calculated by integration with an appropriate function.
The `state' of the system is generally a conguration in a time-dependent phase
space, and hence we have f = f(pi; xi; t), where we remind the reader that pi
6
and xi denote the corresponding 3-vector components in momentum and space,
respectively. Typically, if the interaction rate of a system is suciently high, it
reaches thermodynamic equilibrium and hence equilibrium distribution functions
feq = feq(pi; xi) may be used. We note that feq(pi; xi) are often analytic functions
where there is no longer any explicit temporal variation due to stationarity. For
an adiabatically expanding Universe that retains thermal equilibrium, however,
implicit time dependence is still present since the energy of the system will decrease
with increasing volume of the thermal bath.4
The equilibrium distribution function for a species of particle, with degrees of
freedom g, that is relativistic (its rest mass m T , where T is the temperature of
the thermal bath) is a stationary solution of the relativistic Boltzmann equation.
The relativistic Boltzmann equation takes the form
L^[f ] = C^[f ] ; (1.13)
where the relativistic Liouville operator L^ is
L^ = p
@
@x
   pp @
@p
; (1.14)
and C^ is the collision operator. In an FLRW Universe, and hence using Eq. (1.1)
and its Christoel symbols, this operator reduces to
L^ =  E @
@t
+Hjpij2 @
@E
; (1.15)
where we have assumed statistical homogeneity and jpij2 is the square magnitude
of the 3-momentum vector.5 In a semi-classical treatment C^ must contain the fact
that the scattering species is either Fermionic or Bosonic, whose 2! 2 scattering
collision operator will take the form [17]
C^[f ] =
Z Z Z
d3p0d3p00d3p000 T (f; f 0jf 00; f 000)F(f; f 0; f 00; f 000) (1.16)
F(f; f 0; f 00; f 000)  f 00f 000 (1 + f) (1 + f 0)  ff 0 (1 + f 00) (1 + f 000) ; (1.17)
4One can easily see this by considering the rst law of thermodynamics dE = TdS   PdV ,
which is valid for a change in total energy dE of a closed system in thermal equilibrium by either
a total change in entropy dS or volume dV .
5Note that we have made use of the invariant pp =  E2 + jpij2 and the fact that only  0
is non-vanishing.
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where T (f; f 0jf 00; f 000) is the pi; p0i ! p00i p000i transition rate and in our notation f (n) =
f(p
(n)
i ; x
(n)
i ; t) is the phase space distribution function over the n-th (denoting the
number of primes 0) particle. If the species is Fermionic, an initial or nal scattering
state cannot be occupied at the same time by both particles and hence  =  1
should be chosen in Eq. (1.17). Equivalently, if the species were Bosonic,  = +1
should be chosen due to the fact that a Boson can occupy any of the initial or any
of the nal states. Finally, to be governed by Maxwell-Boltzmann statistics, the
value of  = 0 should be used.
Now consider the system in an FLRW background at equilibrium (stationary
limit) so @feq=@t = 0 such that the rst term on the left hand side of Eq. (1.15) van-
ishes. The second term accounts for the expansion rate which limits the progress
towards equilibrium by increasing the distance between scattering particles. How-
ever, in the high interaction rate limit this term is negligible to the collision term
and so it too can be treated as vanishing. Hence, because now L^[feq] = 0, Eq. (1.13)
leaves us with the requirement that
F(feq; f 0eq; f 00eq; f 000eq) = 0
) ln

f 00eq
1 + f 00eq

+ ln

f 000eq
1 + f 000eq

= ln

feq
1 + feq

+ ln

f 0eq
1 + f 0eq

: (1.18)
Eq. (1.18) suggests that the quantity ln[feq=(1+feq)] is invariant under scattering,
and hence is equal to a linear combination of other invariants
ln

feq(pi)
1 + feq(pi)

= C1 + C2E =) feq(pi) = 1
exp (C1 + C2E)  : (1.19)
The constants C1 and C2 in Eq. (1.19) can be determined such that we may identify
the Fermi-Dirac/Bose-Einstein/Maxwell-Boltzmann distributions by integration
over the total number of particles6
~feq(pi) =

(2)3
1
exp
 
E 
T
  ; (1.20)
6A full derivation of Eq. (1.20) requires a maximum probability analysis over the state space,
such as the Darwin-Fowler method [18]. Here we shall simply quote the result.
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where we note that E =
p
m2 + jpij2 is the relativistic energy of the particle and
m is its rest mass. An additional factor of =(2)3 is present in Eq. (1.20) to
account for the number of degenerate spin states per unit volume.
Eq. (1.20) is a distribution from which one can extract number density n,
energy density  and pressure P from the microphysics of the relevant species. For
a Bosonic species
nB =
Z
d3p ~feq(pi)

=+1
=
(3)
2
T 3 (1.21)
B =
Z
d3pE ~feq(pi)

=+1
=

30
2T 4 (1.22)
PB =
Z
d3p
jpij2
3E
~feq(pi)

=+1
=
B
3
; (1.23)
in the relativistic limit (m; T ), where (3) ' 1:202 is a value of the Riemann
zeta function. The corresponding number density, energy density and pressure for
a Fermionic ( =  1) species are nF = 3nB=4, F = 7B=8 and PF = F=3. Note
that Eq. (1.23)7 (and its Fermionic counterpart) correctly reproduce the equation
of state for radiation (w = 1=3) which is used in Eq. (1.12). Notice also that
Eq. (1.10) can now be conrmed by integrating Eq. (1.13) in the collisionless limit
over d3p and combining with Eqs. (1.14), (1.22) and (1.23).
For these relativistic species, as the temperature decreases with expansion,
eventually they will fall out of thermal equilibrium. The quantities (n; ;P) will
then become frozen in at their decoupling value, which is then diluted through
the increase of volume during expansion. Note that because Eqs. (1.21), (1.22)
and (1.23) all depend on temperature (and equivalently for the Fermions) this
subsequent dilution can be accounted for by considering how the temperature
reduces with expansion. Notice that this scaling can be easily connected to the
equation of state of the thermal bath by comparing Eq. (1.22) to Eq. (1.12). Hence,
we nd that T / 1=a.
7The factor of jpij2=(3E) is correct if one considers 3 spatial directions each with a magnitude
in rate of change in momentum per unit area (or force per unit area) integrated over the spatial
volume used by the motion of particles d3xidpi=(dtdA) =
jpij2=(3E) (dtdA)=(dtdA).
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1.1.4 Composition
Let us dene tot as the total energy density of the Universe. Summing over:
relativistic species in the Standard Model (SM), i.e., neutrinos  and photons ;
vacuum energy density   M2Pl; Baryonic matter b; and Dark matter c in
Eq. (1.8) we nd
H2 =
1
3M2Pl
( +  + b + c + )  K
a2
) 1  
K = 
 + 
 + 
b + 
c + 

) 1  
K;0
a2
=

rel;0
a4
+

nrel;0
a3
+

;0
a4
+

b;0
a3
+

c;0
a3
+ 
 ; (1.24)
where 
X  X=tot and we have dened 
K   K=(a2tot). The value of the
reduced energy densities today are denoted with 
X;0 and their approximate val-
ues are indicated in Fig. 1.3. The dilution factors, in powers of a, in Eq. (1.24)
are found using the known equations of state for each component of matter and
Eq. (1.12). In obtaining Eq. (1.24), we have assumed that baryons are non-
relativistic | this is, of course, dierent depending on the temperature above
which they are relativistic due to their interactions with the thermal bath (and
hence b / a 4). In the case of neutrinos, we have included the possibility that
some neutrinos could be either non-relativistic 
nrel;0 or relativistic 

rel
;0 today.
In addition to its homogeneous matter constitution, today the Universe on large
scales exhibits many inhomogeneities such as laments, clusters and voids. Such
structures must have been sourced by uctuations in the total energy density of
the Universe that subsequently collapsed under their own gravity. High-precision
observations of the CMB radiation [20, 21, 22] have revealed temperature uctua-
tions T=T  O(10 5) that seeded these collapsed structures, but the CMB itself
must have been imprinted with perturbations in the primordial plasma energy
density from a much earlier mechanism.
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Figure 1.3: A `cosmic pie chart' indicating the approximate percentages of compo-
nents that make up the Universe. Precise values with measurement uncertainties
may be found in Ref. [19].
1.2 Ination
Ination [23, 24, 25, 26, 27, 28] is the leading paradigm to describe the physical
conditions that prevailed in the very early Universe. During this accelerated expan-
sion epoch, cosmological perturbations are amplied from the vacuum quantum
uctuations of the gravitational and matter elds [29, 30, 31, 32, 33, 34] and, as
implied in the previous section, measurements [20, 21, 22] of these inhomogeneities
in the CMB have signicantly improved our knowledge of ination [2, 35, 36, 37].
1.2.1 Classical inationary dynamics
At its simplest (and perhaps most successful), ination is driven by the slow roll
of a quantum scalar eld down its potential. To discuss the dynamics further, one
must introduce a model by way of example. Let us consider all other matter elds
(and ) to be negligible8 and introduce the following canonical single scalar eld
8This can also be made reasonable as an assumption in the language of eective eld theory:
all other elds may take masses which are too high to be excited at this energy scale, and thus
may be `integrated out'.
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' Langrangian density into the matter Lagrangian density Lm of Eq. (1.5)
L' =  1
2
g@'@'  V (') : (1.25)
The action for this canonical scalar eld in a general cosmological background is
thus
S =
Z
d4x
p g

M2Pl
2
R  1
2
g@'@'  V (')

: (1.26)
The energy-momentum tensor of ' is
T =
 2p g
@
@g
 p gL' = @'@'  g 1
2
g@'@'+ V (')

; (1.27)
and its equation of motion is
@
@'
 p gL' =   gp g@  p g@'  @V@' = 0 : (1.28)
In an FLRW Universe (see the line element in Eq. (1.1)) with the spatial curvature
K = 0 (as it is suppressed during ination) and a homogeneous scalar eld ',
Eq. (1.28) becomes
d2'
dt2
+ 3H
d'
dt
+
@V
@'
= 0 ; (1.29)
where the H2 = '=(3M
2
Pl) is constrained to the energy density of the scalar eld
' via Eq. (1.8). One can always treat the scalar eld as a perfect uid due to
there being no anisotropic stress,9 hence we can obtain the energy density of '
' =
1
2

d'
dt
2
+ V (') ; (1.30)
and the pressure of '
P' =
1
2

d'
dt
2
  V (') : (1.31)
Hence the equation of state for ' is
w'  P'
'
=
 
d'
dt
2   2V (') 
d'
dt
2
+ 2V (')
: (1.32)
9Since there can only be one degree of freedom.
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Ination requires an accelerated expansion of the Universe, so the condition on
the scale factor for this epoch is
d2a
dt2
> 0 : (1.33)
In this regime it will also prove convenient to dene some new parameters
i+1 =
dlnjij
dN
; (1.34)
where 0  1=H, dN  d ln a = Hdt and N is known as the number of `e-folds'.
In rewriting Eq. (1.33) in terms of H and Eq. (1.34) one nds
1
a
d2a
dt2
= H2 +
dH
dt
= H2(1  1) > 0 ; (1.35)
thus ination corresponds to 1 < 1. Notice that matching Eq. (1.9) with Eq. (1.33)
also is equivalent to the condition
w' <  1
3
: (1.36)
Hereafter, we shall use the term `slow-roll' for dynamics which satisfy jij  1 ; 8i.
This regime is interesting due to its known attractor behaviour, limiting the arbi-
trariness required in setting the initial conditions to the inationary epoch.
By comparison with Eq. (1.32) we see that this condition on the equation of
state requires the eld to be dominated by its potential energy V (') > d2'=(dt)2
and so, using Eq. (1.32), typical models of ination have w' '  1 corresponding
to (or close to) a pure de Sitter spacetime where dH=dt ' 0 and a(t) / eHt.10
Slow-roll ination achieves exactly this feat by considering the gradual roll of a
scalar eld towards its potential minimum (where an initial condition has to be
set by some mechanism) while the slope of the potential is typically gentle enough
that the second derivative in time of Eq. (1.29) is never important. Due to this
fact, Eq. (1.29) reduces to
d'
dN
=   1
3H2
@V
@'
; (1.37)
10Note that this is exactly the same as a spacetime dominated by a cosmological constant
a(t) / e
p

3 t.
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dening what are known as `classical' slow-roll dynamics.11 In this limit, we must
also assume that
H2 =
V
3M3Pl
; (1.38)
such that Eq. (1.37) can be rewritten as
d'
dN
=  M
2
Pl
V
@V
@'
: (1.39)
The number of e-folds N serves as a useful parameter to characterise the length
of time that ination takes place. Between NX = N(tX) and NY = N(tY ),
Eq. (1.39) can be manipulated to give
NY  NX =
Z NY
NX
d ~N =M2Pl
Z 'X
'Y
d ~'V ( ~')
@ ~'
@V
; (1.40)
where we have integrated between 'Y = '(tY ) and 'X = '(tX) during some slow-
roll phase of the homogeneous eld '. Note that for single eld slow-roll ination
it is simple to show, using Eqs.(1.38), (1.39) and (1.34), that
1 =
1
2

d'
dN
2
' M
2
Pl
2

@lnV
@'
2
: (1.41)
1.2.2 Sourcing cosmological perturbations
To begin with, let us break the homogeneity assumption of ' by splitting it up
into a homogenous part and a small uctuation ' like so
'(xi; ) = '() + '(xi; ) ; (1.42)
where we are now using conformal time  as our time variable. This expansion
should be considered in conjunction with the line element for scalar metric per-
turbations to linear order [10, 38]
ds2 =
a2()

 (1 + 2A)d2 + 2@B
@xi
dxid +

(1  2 )ij + 2 @
2E
@xi@xj

dxidxj

; (1.43)
11Reasons for this distinction from `quantum' dynamics will become clear in later sections.
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which follows from a at FLRW background. Using Eq. (1.43) and Eq. (1.42) it can
be shown that the scalar sector of matter and gravitational uctuating degrees of
freedom can be described entirely by the following gauge-invariant quantity [10, 38]
Q  a

'+  
d'
dN

; (1.44)
where Q is known as the Mukhanov-Sasaki variable [39, 40]. We will avoid dis-
cussing Eq. (1.44) in too much detail here, however, let us simply note that gauge
freedom permits the xing of variables within Q to eliminate unphysical degrees
of freedom.12
Let us now expand Eq. (1.26) to second order in Q to give [41]13
S2 =
Z
d4x
1
2
"
@Q
@
2
  ij @Q
@xi
@Q
@xj
+
1
a
p
1
d2(a
p
1)
d2
Q2
#
; (1.45)
where we have used Eq. (1.41) and the action, upon variation with respect to
Q, and a Fourier transform (such that r2 7! k2) gives the following equation of
motion14
@2Qk
@2
+

k2   1
a
p
1
d2(a
p
1)
d2

Qk = 0 ; (1.46)
where r  (@=@xi)(@=@xi) is the (comoving) spatial Laplacian. Note that
Eq. (1.46) now characterises the dynamics of the entire scalar sector on both super
(k < aH) and sub-horizon (k > aH) scales.
Note that Q and its canonical momentum conjugate
  S2
(@Q)
=
@Q
@
; (1.47)
can be expanded in a Fourier basis in terms of its mode functions such that
Q =
Z
d3k
(2)
3
2
h
a^kQk()e
 ikjxj + a^ykQ

k()e
ikjx
j
i
(1.48)
 =
Z
d3k
(2)
3
2
h
a^kk()e
 ikjxj + a^yk

k()e
ikjx
j
i
; (1.49)
12Choose E =  = 0 for the spatially at gauge, B = E = 0 for the Newtonian gauge, ' = 0
for comoving gauge and B = A = 0 for synchronous gauge [38].
13No linear order terms in Q can exist since they have to vanish in order to extremise the
action.
14This is known as the `Mukhanov-Sasaki' equation [39, 40].
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where ayk and ak are the creation and annihilation operators, respectively. These
are normalised according to the standard commutation relations
[a^~k; a^
y
k] = 
3(~ki   ki) ; [a^y~k; a^
y
k] = [a^~k; a^k] = 0 ; (1.50)
which in conjuction with satisfying the equal-time commutation relations of the
eld operators of Eq. (1.48) and Eq. (1.49) (in order for the theory to be causal)
[Q^(~xi; ); ^(xi; )] = i
3(~xi   xi) (1.51)
[Q^(~xi; ); Q^(xi; )] = [^(~xi; ); ^(xi; )] = 0 ; (1.52)
give rise to the following Wronskian normalisation
Qk
dQk
d
  dQk
d
Qk = i : (1.53)
Substituting into Eq. (1.46) the leading order slow-roll expansion for a
p
1 at
a point tX in time,
15 one nds
d2Qk
d2
+

k2   1
2

2 + 31;X +
3
2
2;X

Qk = 0 : (1.54)
Eq. (1.54) has the following solution to leading-order in the slow roll (such that
1;X and 2;X are constant)
Qk() =
p  W1H(1) ( k) +W2H(2) ( k) ; (1.55)
where: H
(1)
 ( k) and H(2) ( k) are Hankel functions of the rst and second kind,
respectively; both W1 and W2 here are constants to be set by initial conditions;
15To leading order in slow roll expansion about aX  a(tX), the change in scale factor can be
expressed as
ln

a
aX

= N  NX =
Z 
X
H(~)d~ '
Z X

(1 + 1;X)dln~ = (1 + 1;X)ln

X


;
where H  dlna=d. Equivalently, one nds that the rst slow roll parameter varies according
to
1   1;X = 1;X dln1
dN

tX
(N  NX) '  1;X2;X(1 + 1;X)ln


X

'  1;X2;X ln


X

:
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and we have dened16
  3
2
r
1 +
4
3
1;X +
2
3
2;X ' 3
2
+ 1;X +
1
2
2;X : (1.56)
A subtle, yet deep issue arises when navely attempting to set the initial con-
ditions W1 and W2 of Eq. (1.55). Notice that the mode functions which satisfy
Eq. (1.54) will have a time-dependent frequency. Due to this fact, it becomes
problematic to dene the vacuum state unambiguously. Consider that the set of
mode functions for which the Hamiltonian, constructed out of Eqs. (1.48), (1.49)
and (1.53), is minimised (to nd the ground state) at one point in time  will
not be the same set of mode functions to minimise the Hamiltonian at a later
time  + . The solution to this problem of ambiguity in the ground state lies
in noticing that the sub-Hubble limit jkj ' jk=(aH)j  1 of Eq. (1.54) removes
this time dependence. Hence we may asymptotically dene a ground state that is
identical to that in Minkowski space known as the Bunch-Davies vacuum
Qk     !jkj1
1p
2k
e ik ; (1.57)
and hence by comparison to the sub-Hubble limit of Eq. (1.55) (up to an irrelevant
phase factor of exp[ i(1 + 2)=4] which the power spectrum cannot observe) we
see that the necessary initial conditions to set for the Bunch-Davies vacuum are
W1 =
p

2
; W2 = 0 : (1.58)
Now that we are able to set the conditions in Eq. (1.58), our solution which
asymptotically matches the Bunch-Davies vacuum is
Qk() =
p 
2
H(1) ( k) : (1.59)
16Note that due to the expansion in Eq. (1.45), one can gain more physical intuition by using
Eq. (1.39) and Eq. (1.34) to rewrite Eq. (1.56) as
 ' 3
2
+ 1 +
V
3H2

@lnV
@'
2
  1
3H2
@2V
@'2
;
which holds more generically for test elds as well (elds whose energy density is so sub-dominant
that, eectively, H 6= H(')).
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In slow roll 1;X ; 2;X < 1 and hence we can approximate the amplitude-squared
of Eq. (1.59) in the super-horizon limit, i.e, the limit where jkj = jk=(aH)j  1,
as
Qk()Qk()     !jkj1
 2()
2k
 k
2
 2+1
'  2

3
2
+ 1;X +
1
2
2;X

1
2k
 k
2
 2 21;X 2;X
' 1
2k32
=
(aH)2
2k3
(where 1;X ; 2;X ! 0) : (1.60)
In order to calculate the variance of Q itself, the integral in the Fourier basis of
Eq. (1.48) gives rise to an additional factor of 22=k3 in Eq. (1.60), hence we may
dene the power spectrum PQ which quanties the variance of eld uctuations
through
hQk()Q~k()i =
k3
22
PQ(k; )3(kj + ~kj) ; (1.61)
where hi in this expression is to be understood as an ensemble average (computed
from a quantum average) over the eld uctuations. By comparison of Eq. (1.60)
with Eq. (1.61), we arrive at
1
a2
PQ(k; ) = H
2
(2)2
; (1.62)
on super-horizon scales, indicating a scale-invariant spectrum.
The variable Q in Eq. (1.44) can also be directly related to the comoving
curvature peturbation  (which can be shown to be constant super-Hubble scales
as long as the uctuations are adiabatic [6, 9, 38, 42, 43, 44], making it extremely
useful for translating the curvature perturbation to later epochs) by xing ' = 0
such that
Q
a
=  
d'
dN
= 
d'
dN
: (1.63)
Therefore, the power spectrum of  that is sourced by the eld ' is
P(k) =

dN
d'
2
H
2
2
=
V 3
122M6Pl

@'
@V
2
k
; (1.64)
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which is typically evaluated at some pivot scale k = 0:05Mpc 1 of the comoving
wave vector. Varying Eq. (1.64) with respect to k up to second order, we nd a
new pair of parameters which can be constrained from CMB data
nS   1  dlnP
dlnk

k
'  21   2 (1.65)
S  d
2lnP
d(lnk)2

k
'  212   23 ; (1.66)
which are the spectral index nS and running of the spectral index S, respectively.
Notice that the last equalities in both expressions are valid only for single-eld
models to leading order in slow roll.
The uctuations in the spacetime metric can be decomposed into more than
just the scalar degree of freedom that we have studied so far. In fact it is known
that, due to the conservation of angular momentum, vector perturbations decay
during ination. In contrast, one can expand the tensor degrees of freedom | two
tensor helicities, h+ and h , are available17 | out of the full action up to second
order to nd an equivalent expression to Eq. (1.45). Varying this expression with
respect to the metric, we arrive at the equations of motion for each polarisation of
the tensor perturbations which are the same as for the massless scalar
d2h
d2
+ 2Hdh
d
+ k2h = 0 ; (1.67)
where H  dlna=d. In order to compute the same vacuum uctuations as in the
scalar case, we must normalise h in the same way such that the newly dened
tensor perturbation is
 
p
2MPlh : (1.68)
Finally, using the same reasoning as for the scalars, Eq. (1.67) and accounting for
the two separate polarisations, we compute the power spectrum of tensor pertur-
17This is due to the constraint that the full tensor degree of freedom hij arising from the
tensor-perturbed metric, with line element
ds2 = a2()
 d2 + (ij + 2hij)dxidxj ;
must be transverse @ihij = 0 and trace-free h
i
i = 0.
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bations as18
Ph(k) = 8
M2Pl

H
2
2
=
2V
32M4Pl

'='(k)
; (1.69)
where, as before, we used the slow roll equation (1.38) to compute the second
equality. Using Eq. (1.69) and Eq. (1.64) we can dene the tensor-to-scalar ratio
r  Ph(k)P(k) ' 161 ; (1.70)
which is used to compare inationary models to CMB data, and where we applied
slow roll to obtain the last equality.
In this section, we obtained the observables AS  jP j, nS, S and r all from
classical inationary eld dynamics. Let us now take a quick example of a pop-
ular potential V from which we can compute the observables. The Starobinksy
potential [23] is a plateau inationary model with
V () /

1  e 
p
2
3
'
MPl
2
: (1.71)
The slow-roll parameters for this model, which may be calculated from Eq. (1.34)
and Eq. (1.41), are [35]
1 =
4
3

1  e
p
2
3
'
MPl
 2
(1.72)
2 =
2
3

sinh

'p
6MPl
 2
(1.73)
3 =
2
3
coth

'p
6MPl

coth

'p
6MPl

  1

: (1.74)
At a value of, e.g., 60 e-folds before the end of ination,19 Eq. (1.40) gives us a
value of  ' 5:453MPl [35]. From Eqs. (1.65), (1.66), (1.70) and this value we nd
that, to leading order in slow roll, nS = 0:968, S =  0:0005 and r = 0:003.
18This becomes clear from its denition h2hij(k; )2hij(~k; )i = [k3=(22)]Ph(k; )3(kj + ~kj).
19In many models, 50-60 is the typical number of e-folds before the end of ination at which
the observable perturbations crossed the Hubble radius [45].
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1.2.3 Resumming divergences
So far the extent to which uctuations of the quantum eld ' have been taken
into account is in describing how cosmological perturbations are sourced from
its vacuum uctuations with a Bunch-Davies initial condition. What we shall
consider now is a consequence of these uctuations leaving the Hubble radius on
large scales and accumulating in the Infra-Red (IR) limit. To begin with, let us
rewrite Eq. (1.29) for a massless test eld ' = '(xi; ) in terms of conformal time
@2'
@2
+ 2H@'
@
 r2' = 0 ; (1.75)
where we are now including the inhomogeneity of the eld explicitly such that the
comoving spatial Laplacian r2 is non-vanishing. Expanding the eld of Eq. (1.75)
in a Fourier basis, similarly to Eq. (1.48), we nd
'(xi; ) =
Z
d3k
(2)
3
2
h
a^k'k()e
 ikjxj + a^yk'

k()e
ikjx
j
i
; (1.76)
and hence the equation of motion that 'k() satises is simply
d2'k
d2
+ 2Hd'k
d
+ k2'k = 0 ; (1.77)
where the Bunch-Davies solution to this equation is equivalent to the massless
limit of Eq. (1.59)
'k() =
p 
2a
H
(1)
3
2
( k) = 1p
2ka

i
k
  1

e ik (1.78)
=
Hp
2k

   i
k

e ik ; (1.79)
where Eq. (1.79) is obtained by using the fact that, in de Sitter, H is constant and
so a =  1=(H). Returning to the '(xi; ) form of the eld, we are now ready to
calculate an expectation value (in the quantum sense) between spatially-separated
points xi and ~xi. Denoting the vacuum state with j0i,20 the two-point function
20This is dened such that akj0i = 0.
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is [46]
h0j'(xi; )'(~xi; ~)j0i =
Z
d3k
(2)3
eikj(x
j ~xj)'k()'k(~)
=
Z
k2dk
22
sin (kjx  ~xj)
kjx  ~xj 'k()'

k(~) ; (1.80)
where we have obtained the second equality by an angular integral over kj=k =
kj=(jkjj). Substituting Eq. (1.79) into Eq. (1.80) and expanding about the super-
horizon limit jkj; jk~j  1, we obtain the following k-behaviour in the indenite
form of the integral21
h0j'(xi; )'(~xi; ~)j0i         !jkj;jk~j1
H2
42

ln k   k
2jx  ~xj2
12

; (1.81)
where we have implicitly also used the fact that the spatial separation must satisfy
jx  ~xj < j   ~j for the correlator to be causal. This example demonstrates that
the correlation functions of quantum elds in an inationary spacetime exhibit
logarithmic divergences in the IR limit.22
In addition to the divergence of Eq. (1.81), we will now show that an additional
problem emerges when one wishes to consider interactions [46, 47]. Using Eq. (1.46)
in the spatially at gauge (where ' = Q=a), one can write the full equation of
motion for an inhomogenous test eld where the potential V is now included (and
hence the interaction terms within it)
@2'
@2
+ 2H@'
@
 r2'+ a2@V
@'
= 0 ; (1.82)
and perturbatively expand '(xi; ) = '
(0)(xi; ) + '
(1)(xi; ) + : : : such that
'(0)(xi; ) is the free eld, '
(1)(xi; ) follows Eq. (1.82) where '
(0) is the source
to any interactions and so on to higher order.23 In such a picture, one uses the
21Note that this result coincides with integrating the result from Eq. (1.60) in the spatially
at gauge, where 'k = Qk=a.
22Taking k ! 0, there is a divergence, but in practice there is a cuto because k < H is
impossible as an initial condition [46].
23Note that this expansion is separate from Eq. (1.42) since the former is a mean eld expansion
and the latter is performed for the expansion of cosmological perturbations.
22
inhomogenous solution to the free eld Eq. (1.82)
@2
@2
+ 2H @
@
 r2 + a2m2

G(xi; ; ~xi; ~) =
1
a3
3(xi   ~xi) ; (1.83)
where m2  @2V ('(0))=(@'(0))2 here is the mass of the free eld potential (and
hence does not depend on the eld itself) and G(xi; ; ~xi; ~) = (i=a
2)(  
~)['(0)(xi; ); '
(0)(~xi; ~)] is the retarded Greens function, which we can calculate
using Eq. (1.76) and Eq. (1.79).
We now collect all remaining terms of the potential (beyond free eld) using
the following method. Using G to construct the Yang-Feldman equation [48], one
integrates the interactions of the eld in Eq. (1.82) up to all orders in the expansion
'(xi; ) = '
(0)(xi; ) 
Z
d~
Z
d3~x
p g G(xi; ; ~xi; ~) a2(~) @
~V
@'(0)
+O(G2) ; (1.84)
where ~V = V ['(~xi; ~)] is now the full potential. Note here that the vertex integra-
tion contributes a factor of d d3x
p g G a2  da=a, causing a (rather catastrophic)
break down in the perturbative expansion after some critical timescale [47] and
hence originating an additional IR logarithm that must be removed.
It transpires that the rst of these divergences may be removed through the
application of a cuto. Notice that, because the observable perturbations are
super-horizon during ination, one can choose to place a cuto in Eq. (1.76) on
the modes up to a Fourier coarse-graining scale k = aH (where   1) such
that our new eld has the UV modes integrated out like so
'(xi; ) =
Z
d3k
(2)
3
2
[k()  k]
h
a^k'k()e
 ikjxj + a^yk'

k()e
ikjx
j
i
: (1.85)
However, if we were to substitute the remaining modes (by simply ipping the
[k()  k]$ [k   k()] in Eq. (1.85)) into Eq. (1.79) and compute the two-
point function, we would nd that Eq. (1.81) is rendered nite since the integrand
is predominantly oscillatory in that mode range. This means that rst divergence
we identied in the two-point function has been removed!
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Let us now compute the commutator of ' using the free eld mode functions
[ '(xi; ); '(~xi; ~)] =Z k dk
k
sin (kjx  ~xj)
kjx  ~xj

H2
42
n
(k + i)(k~   i)
h
aykake
ik( ~)   akaykeik(~ )
i
+(k~ + i)(k   i)
h
aka
y
ke
ik(~ )   aykakeik( ~)
io
: (1.86)
The emergence of solely classical uctuations of the eld, i.e. those for which the
commutator becomes much smaller than the corresponding anticommutator, can
be immediately seen in the super-horizon limit jkj; jk~j  1. This feature exists
for ' in the same way | since the only dierence would be the removal of the k
regulator in the upper limit of the integral | and is one example of the quantum-
to-classical transition [49, 50] that explains why cosmological perturbations with
a quantum source are observed as classical.24
So far, we have demonstrated that by a redenition of the eld '(xi; ) !
'(xi; ), which leaves the observables unchanged through the application of a reg-
ularisation procedure that cannot aect the observables in the IR, one can success-
fully remove the divergence in the free eld correlation functions. Furthermore,
we have shown that the new IR eld ' has a vanishing commutator which implies
that it may be described as a classical, stochastic eld. An additional problem
still appears to persist, however. In order to describe an interacting eld, one can
attempt to use ' in Eq. (1.84). Perturbation theory breaks down after a nite
timescale in the vertex integration itself, which contributes a secular growth factor
of  da=a, and this problem has not yet been resolved. For practical applications
of Eq. (1.85), this remaining problem suggests that a non-perturbative solution is
required in order to take into account of the time evolution of the system.
Let us return to Eq. (1.37) for the dynamics of a eld during slow-roll ina-
tion. This equation is still valid for an inhomogeneous eld '(xi; ) in the super-
horizon limit (where the gradient term / r2 may safely be neglected). Combining
24In more detail, this is thought to be a consequence of the unique two-mode squeezed quantum
state [51, 52, 53] that elds nd themselves in during ination. In addition, one must also study
the transition without taking the super-horizon limit.
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Eq. (1.85) and Eq. (1.37), we nd25
@ '
@N
=   1
3H2
@V
@ '
+ f(xi; ) ; (1.87)
where we remind the reader that N = N() is the number of e-folds and we have
dened a new term [54]26
f(xi; ) 
(1  1)k()
Z
d3k
(2)
3
2
[k   k()]
h
a^k'k()e
 ikjxj + a^yk'

k()e
ikjx
j
i
; (1.88)
which is valid in slow roll, where 1 =  dlnH=dN . Evaluating the two-point func-
tion of this new f(xi; ) term, under the assumption of massless mode functions,
we nd
h0jf(xi; )f(~xi; ~)j0i =
(1  1)k
3
()
22
(   ~)
aH
sin [k()jx  ~xj]
k()jx  ~xj 'k()'

k
() ; (1.89)
where we have used the fact that [k   k()][k   k(~)] = (d~=dk)(   ~).
Note that to give the temporal correlation in terms of e-folds, one simply relates
(   ~)=(aH) = (N   ~N). In the super-horizon limit Eq. (1.89) thus informs us
that f(xi; ) becomes a white noise with an amplitude of H
2=(42) in Eq. (1.87).
In light of this new development, one is correct in the interpretation of
Eq. (1.87) as a Langevin equation | a stochastic dierential equation. If one
were to evolve it under many realisations and integrate over time, the result would
25This is easily confused with a similar type of expansion as Eq. (1.42). This is true only
instantaneously since Eq. (1.87) represents the slow-roll expansion evaluated at each new moment
in time (rather than the expansion performed about, e.g., the end of ination). This optimisation
of the perturbative expansion is similar to a renormalisation group ow | an observation we
will make later.
26The identity d[f(x)]=dx = (x)(df=dx) has been used here as well as
dk
dN
=
1
aH
dk
d
=
k
aH

dlna
d
+
dlnH
d

= k

dlna
dN
+
dlnH
dN

= k(1  1) :
25
be that a Probability Density Function (PDF) could be constructed over the val-
ues that the eld could take over a specied interval and given an appropriate
initial condition. Note that this is a non-perturbative resummation which tran-
scends the need for an expansion of the form in Eq. (1.84), as long as the slow
roll is satised.27 This is due to the fact that the backreaction from small quan-
tum uctuations is inherently included into the background evolution described by
Eq. (1.87), thus optimising the perturbative expansion at each new scale in time
| a cosmological analog to (but not exactly the same as [56]) the renormalisa-
tion group ow [57]. Let us also note that massless mode functions were used to
evaluate the white noise in Eq. (1.87), hence if the massless assumption (m H)
were no longer correct then it would invalidate this current approach. Applying
Eq. (1.87) to non-perturbatively calculate the IR behaviour of light (eectively
massless) elds in an inationary background is known as the stochastic ination
formalism [32, 58, 54].
If one considers how the background energy density is aected by the evolu-
tion of ', there are two distinct possibilities: it is an inaton (or `non-test eld')
meaning that ination proceeds with H being contributed to by '; or, it is a `test
eld' which is sub-dominant to the overall energy density of the Universe during
ination and thus one can eectively treat H as independent of '. In the for-
mer case it has been shown that in order to correctly reproduce the results from
Quantum Field Theory (QFT) on curved spacetime, one must use N as the time
variable in Eq. (1.87). Many works have considered this issue [59, 60, 61, 62] and
incorporated the quantum diusion given by Eq. (1.87) directly into the ination-
ary dynamics, with interesting results. For example, the power spectrum (1.64)
27In fact, this method can be applied to more general situations than slow roll. Applying this
technique to the full phase space requires a second noise (and accompanying coupled Langevin
equation) for the conjugate momentum [55]. It transpires that slow roll is still an attractor,
however, and since we shall predominately consider test elds on a slow-roll background Eq. (1.87)
will be adequate for our needs.
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becomes [62, 63, 64]
P(k) =2
Z 1
'
dA
M
Pl
242M4Pl
V (A)
exp

242M4Pl
V (A)
  24
2M4Pl
V ( ')
 1

Z 1
'
dA
M
Pl
Z 1
A
dB
M
Pl
242M4Pl
V (B)
exp

242M4Pl
V (B)
  24
2M4Pl
V (A)
2
; (1.90)
where ' = '(k) and one can see that the backreaction onto the inationary dy-
namics, caused by these divergences, leads to the sensitivity of the power spectrum
(among other observables [63, 64]) to the entire inationary domain.28 Though this
is a fascinating area of current research, in this thesis we shall focus primarily on
the latter situation where ' is a test eld.
The noise amplitude, calculated in Eq. (1.89), is H2=(42) in the super-horizon
limit, hence the corresponding Fokker-Planck equation to Eq. (1.87) is
@
@N
P [ '(xi; )] =
@
@ '

1
3H2
@V
@ '
P [ '(xi; )]

+
@2
@ '2

H2
82
P [ '(xi; )]

; (1.91)
where we have dened P [ '(xi; )] as the one-point PDF.
29 Notice that Eq. (1.91)
is similar to a continuity equation so that one may dene a probability current J
as follows
@
@N
P [ '(xi; )] =   @
@ '
J [ '(xi; )] ; (1.92)
where J itself can be deduced as
J [ '(xi; )] =   1
3H2
@V
@ '
P [ '(xi; )]  H
2
82
@
@ '
P [ '(xi; )] : (1.93)
In the limit where J = 0,30 and ' is a test eld, the equilibrium distribution of
this Fokker-Planck equation is
P ( ';N) / exp

 8
2V ( ')
3H4

; (1.94)
28A modied form of the separate Universe approach [65] (and in Sec. 1.2.2) has been employed
to obtain the perturbations here.
29There is a subtlety in dening the diusion term ( @2=@ '2) in this equation with the
interpretation of stochastic process (either Ito^ or Stratonovich). Here we choose Ito^ as one can
show that this exceeds the accuracy of the approximation one makes in the stochastic formalism
in its current implementation [62].
30In later chapters we shall demonstrate why J = 0 is an interesting limit. Suce it here to
state that when there is only one eld, integrability at innity enforces J = 0 ;8 '.
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and we shall return to discussing the stochastic formalism in more detail in later
chapters, though predominately in Chapter 4.
1.3 Perturbative reheating
Ination itself leaves the Universe empty of SM particles. So far, the discussion
of ination has been conned to the processes that take place throughout its
duration. A crucially important phase after ination which is required to set
cosmological initial conditions correctly is reheating. Reheating is the process by
which the Universe lls with SM particles and it typically achieved through the
thermalisation of the inaton. The most thorough non-perturbative calculations
of this process to date typically are performed by a lattice simulation [3]. In this
section however, we shall follow the perturbative arguments in Refs. [66, 67, 68, 6]
to attain a brief, overall picture for this process.
Figure 1.4: The basic decay of the inaton given in Eq. (1.95).
In Sec. 1.1.3 we noted that the continuity equation derived from the Einstein
eld equations (Eq. (1.10)) could be veried by integrating Eq. (1.13) in the col-
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lisionless limit over d3p and combining with Eqs. (1.14), (1.22) and (1.23).31 In
perturbative reheating one approximates the thermalisation of the inaton as a
decay process (such as a trilinear interaction) modeled by the following integrated
Boltzmann equation
d'
dt
+ 3(1 + w')H' =   '' ; (1.95)
where the term on the RHS is an approximate form for the collision operator and
  is the decay rate. The mechanism is such that when the Hubble rate drops
to and below the decay rate H =  ', the thermalisation occurs and the inaton
eld decays into SM particles. By considering the coherent oscillations of scalar
elds in a cosmological background one can deduce, e.g., that if ' oscillates about
a quartic minimum / '4 then w' ' 1=3 and if it oscillates about a quadratic
minimum / '2 then w' ' 0 [69]. For a potential minimum with the shape / 'q,
one expects w' = (q   2)=(q + 2) [70].
A term such as the one on the RHS can be estimated through the physics
of decay associated with '. In particular, if the decay of ' were gravitationally
mediated, one would expect a relation of the form [71, 72]
 ' '
m3'
M2Pl
; (1.96)
which is, in practice, the smallest decay rate expected in the early Universe and
hence it is essentially a lower bound on all possible decay rates.
The standard post-inationary phenomenology is thus as follows: ination ter-
minates due to slow-roll violation 1 = 1; shortly after, the mass of the inaton
becomes of the same order as the Hubble rate m' ' H, it dynamically unfreezes
and begins to coherently oscillate; and nally, after some time, the Hubble rate
lowers to the same order as the decay rate of the inaton H '  ' and the eld
thermalises. This sequence of events is depicted in Fig. 1.4.
31We can see that this is straightforward by using the chain rule
 L^[f ] = E@f
@t
 Hjpij2 @f
@E
=
@(Ef)
@t
  @lnE
@t
Ef  Hjpij2 @f
@E
;
where after a d3p integration, the expression becomes d=dt+ 3H+ 3HP.
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At the time of decay, assuming that the products of the process are in equilib-
rium with the thermal bath of SM particles, we can use Eq. (1.22) to relate energy
densities rad contained in radiation uids to temperatures through
T =

30rad
2g
 1
4
; (1.97)
where g is the eective number of degrees of freedom
g =
X
B
B

TB
T
4
+
7
8
X
F
F

TF
T
4
; (1.98)
which one calculates through a rescaling to account for both Bosonic and Fermionic
degrees of freedom: B and F, respectively.
1.3.1 The curvaton mechanism
We will now apply the tools developed in the previous sections to compute the
observables of the curvaton model [73, 74, 75]. This is a two-eld model where the
generic potential is of the form32
V ('; ) = U (') +
1
2
m2
2 : (1.99)
During ination, additional light (masses smaller than the Hubble rate m < H)
test (energetically sub-dominant such that H is independent of them) elds, such
as , can uctuate in an orthogonal direction to the inaton perturbations (also
known as adiabatic). These are known as isocurvature perturbations and can be
observed directly as relic uctuations in the relative number density of a given
particle species [76]. In the case of the curvaton model, one typically assumes that
these relic number density variations have fully thermalised and reached ther-
modynamic equilibrium with the background radiation. When this happens, the
32Note that the curvaton itself is not required to specically have a quadratic potential, though
in the original realisation of the model this is the case [73, 74, 75] as this proves useful to the
reheatic kinematics.
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perturbations of  can be shown to contribute only to the adiabatic perturba-
tions [77, 78, 79].33 A curvaton then provides a mechanism to source the observed
primordial density perturbations in the CMB independently of the inaton.
After ination, the inaton eld energy density ' decays into radiation and
the energy density contained in the curvaton eld, , may grow relative to the
background energy density, until it also decays into radiation. If isocurvature
perturbations do not persist but instead fully thermalise into an adiabatic per-
turbation when ination ends, the total adiabatic power spectrum is given by the
sum of the power spectra,
Ptotal (k) = P' (k) + P (k) ; (1.100)
where in the case of observational interest that (k)MPl (reminding the reader
that k = 0:05Mpc 1)
P' '
1
21

H
2MPl
2
k
and P ' r2dec

H
3
2
k
: (1.101)
Here we have calculated the amplitude of the perturbation coming from  in
Eq. (1.101) by perturbing to linear order with an isocurvature uctuation x  tot
from a uniform density hypersurface, such that
tot = 'e
 4(' tot) + e 3(' tot) ) tot = ' + rdec ; (1.102)
and estimating34
P (k) = r2dec
( ln )
2
9(1 + w)2
' 4
9
r2dec



2
; (1.103)
where rdec  3=(3 + 4'). Note that here we have used the fact that the
equation of state of the curvaton during its oscillations will be w ' 0 due to
33Some curvaton models leave non-adiabatic uctuations even after thermalisation of the decay
products, e.g., in the presence of a conserved quantum number, like baryon number (see [80]).
34Note that  is a gauge-invariant quantity and so we have been able to compute this in the
spatially at gauge where  = =[3(+P)] [42]. There is energy conservation of each species (see
Eq. (1.10)) on super-horizon scales as they evolve along their own FLRW comoving worldlines.
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its quadratic minimum and, in order to obtain Eq. (1.102), we have assumed the
sudden-decay approximation for the curvaton [81, 82]. Note also that rdec can vary
from zero to unity in the case that  dominates the background energy density at
the time it decays.
The spectral index nS and tensor-to-scalar ratio r of this model, following our
denitions in Eqs. (1.65) and (1.70), are given to leading order in slow roll by [83]
nS   1 =  ( 21 + 2) + (1  ) ( 61 + 2') (1.104)
r = 161 (1  ) ; (1.105)
where here we have dened '  (3H2) 1@2V=(@'2) and   (3H2) 1@2V=(@2)
while  denotes the fraction of the total perturbations originating from ,
  P


Ptotal
: (1.106)
Note that Eq. (1.106) may be evaluated by inserting Eq. (1.101). When the pri-
mordial density perturbation is entirely due to curvaton eld uctuations then the
original curvaton model [73, 74, 75] is realised.
Another way to detect the curvaton is through primordial non-linearity of the
density perturbations, of which the key observable is the local non-Gaussianity of
the bispectrum, parametrised by fNL through the relation [84]
(xi) = (xi) + fNL

2(xi)  h2i

+ : : : ; (1.107)
where  is the spatially varying metric potential ( = (3=5) during matter dom-
ination) and  is a single Gaussian random eld.
In curvaton models, the value of fNL can be approximately related to
fNL ' 2

5
4rdec
  5
3
  5rdec
6

; (1.108)
where we have assumed sudden-decay approximation for the curvaton here as
well [85]. Note that this formula follows naturally if one perturbs on constant
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density hypersurfaces to second order in  such that [82]
16
h

(1)
tot
i2
(tot   )  4(2)tot (tot   ) =  9
h
(1)   (1)tot
i2
   3
h
(2)   (2)tot
i

) 
(2)
toth

(1)
tot
i2 ' 2 32rdec   2  rdec

; (1.109)
where we have used Eq. (1.102) and 
(2)
 '  (3=2)[(1) ]2 [82].
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2Statistical introduction
Abstract. In this chapter we will very briey review some topics in
Bayesian statistics [86, 87, 88], dealing with the mathematical formula-
tion of inference and model selection. In addition, some useful concepts
in classical information theory [89] will be covered as well as a short re-
view of the fundamentals for Bayesian experimental design [90] in order
to prepare for its application in Chapter 6.
2.1 Bayesian inference
The robustness of the scientic method relies upon a continual comparison between
theory and experiment. Rigorous statistical analysis is thus a cornerstone of any
scientic result, where there still exits a lively debate over the optimal method.1
In probability theory, one can denote the probability of an event A occurring
by p(A). If one has another event B, upon which A may or may not rely, then
one may construct: the probability of B occurring p(B); the probability of A
occurring given that B has occurred p(AjB) (and its converse); and the joint
1Though the debate between methods is philosophical in nature, it is important to still ac-
knowledge that the perspective taken in this thesis will be largely that of a `Bayesian point of
view', and hence we will avoid addressing these fundamental questions in favour of a more direct
technical application of the formalism itself.
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probability of both A and B occurring, p(A;B). The essential concept of Bayesian
statistics originates from considering the following identity between conditional
probabilities of A and B and their joint probability
p(AjB)p(B) = p(BjA)p(A) = p(A;B) : (2.1)
Adapting Eq. (2.1), we immediately nd Bayes' theorem
p(AjB) = p(BjA)p(A)
p(B)
: (2.2)
Eq. (2.2) informs us on the correct procedure that one must take in updating
knowledge about A with B. Hence, it is Eq. (2.2) which forms the basis upon
which all Bayesian reasoning is founded.
Statistical inference in the Bayesian paradigm falls naturally out of Eq. (2.2). If
one wishes to update knowledge of a parameter  with data D to obtain a posterior
distribution over it p(jD), Eq. (2.2) tells us to multiply the likelihood function
over a collection of data L(Dj) to some given prior information (), such that
p(jD) / L(Dj)() : (2.3)
Let us illustrate the Bayesian update of  into p using the following simple example:
consider a Gaussian prior
() =
1p
2
exp

 (  )
2
22

; (2.4)
and likelihood function
L(Dj) = 1p
2L
exp

 (  )
2
22L

; (2.5)
which share the same mean  but have dierent standard deviations  and L,
respectively. The posterior distribution which corresponds to these distributions
can be calculated using Eq. (2.3) (ignoring the normalisation), where one nds
p (jD) / exp

 (  )2

1
22
+
1
22L

: (2.6)
Comparing Eq. (2.6) with Eq. (2.4), we see that the prior standard deviation has
been updated by the data using Bayes' theorem  ! ( 2 +  2L ) 1=2. From this
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example, we see that the net results will always increase the precision over  for
nite L.
If we were to go a step further and assume that a model M had a dened set
of parameters , the posterior probability p of its parameters  would be expressed
as
p (jD;M) = L (Dj;M) (jM)E (DjM) ; (2.7)
where L(Dj;M) is the likelihood and represents the probability of observing
the data D assuming the model M is true and  are the actual values of its
parameters and (jM) is the prior distribution on the parameters . Notice
that, in contrast to Eq. (2.3), we have now specically dened E (DjM) as the
normalisation constant called the Bayesian evidence, which we shall discuss further
in Sec. 2.3.
Eq. (2.7) shows that L is an important quantity to construct when a statistical
inference is to be performed. It is possible to conduct an inference on parameters
with very little information about this quantity,2 however in this thesis we shall
primarily focus on situations where the likelihood function is well known and
parameterised in an optimal way, e.g., such as that of Ref. [94]. The dimensionality
of  is often an important indication of what methodology to use | splitting L
into two approximately categories, either:
1. The number of dimensions is low enough such that one can perform Impor-
tance (or Rejection) sampling [95, 96]. We will make use of this technique
combined with Nested sampling in Chapter 5.C, where more detail can be
found in Appendix 5.C.
2. The number of dimensions is too high, in which case one may select from a
number of sampling techniques, e.g., Metropolis-Hastings, Gibbs and Hamil-
tonian Monte Carlo sampling [95, 96].
2We refer the reader to the many reviews on the topic, e.g., Refs. [91, 92, 93].
36
2.2 The Kullback-Leibler divergence
Information theory can provide a powerful insight into statistical inference. In
particular, it is quite common to nd quantities which are reparameterisation
invariant and hence extremely useful for robust analysis. The relative (or condi-
tional) entropy between the prior (jM) and posterior p(jD;M) distributions
on some parameter  is called the Kullback-Leibler divergence, and is dened for
a 1-dimensional -space as
DKL (pjj) 
Z
p (jD;M) log2

p (jD;M)
 (jM)

d ; (2.8)
where we have chosen a base of 2 such that DKL is measured in bits and the
integration limits are those specied by the domain of . This is a measure of
the amount of information provided by the data about the parameter . Since it
uses a logarithmic score function, it is a well-behaved measure of information [97].
Note that Eq. (2.8) can easily be generalised to an arbitrary number of parameter
dimensions, but we shall here keep  as 1-dimensional for simplicity.
The DKL is indeed invariant under a generic reparameterisation  ! 0. This
is because the prior and posterior on 0 can be calculated according to
(jM)d = (0jM)d0 ; p(jD;M)d = p(0jD;M)d0 ; (2.9)
and hence one can determine that
p(0jD;M) log2

p(0jD;M)
(0jM)

d0 = p(jD;M) log2

p(jD;M)
(jM)

d : (2.10)
Another very important property of the Kullback-Leibler divergence is that it is
always positive, due to Gibbs' inequality which states that for two continuous
normalised distributions () and p(), one has3Z
p(jD;M) log2 p(jD;M)d 
Z
p(jD;M) log2 (jM)d : (2.11)
In order to gain some immediate insight into how DKL is aected by the shape
of the prior and posterior distributions, let us compute its value in the case where
3One may also show this from Jensen's inequality, due to the fact that the logarithm is a
concave function.
37
both distributions are 1-dimensional Gaussians, with mean values  and p re-
spectively, and with standard deviations of  and p, respectively. Their distri-
butions should take the form
(jM) = 1p
2
exp

 (   )
2
22

; (2.12)
p(jD;M) = 1p
2p
exp

 (p   )
2
22p

: (2.13)
Dening   p   , one obtains
DKL =
1
2 ln 2

()2
2
+
2p
2
+ 2 ln


p

  1

; (2.14)
where the rst term accounts for the update in the preferred value and can be
understood as follows: if the change in the preferred value is large compared to
the uncertainty level of the prior, then non-trivial information is gained and the
value of DKL is large. In contrast, the other terms depend only on the ratio p=,
and therefore yield a contribution to DKL which increases when p= decreases,
corresponding to improved measurements of .
Let us also dene a quantity which we dub the `information density' DKL,
which one can view as the information gained in each bin d of the parameter ,
such that Z
p (jD;M) log2

p (jD;M)
 (jM)

d 
Z
DKL () d : (2.15)
Contrary to DKL, this quantity is parameterisation dependent, but it indicates
where information is mostly gained and lost. We shall use both DKL and DKL in
later chapters.
2.3 Bayesian model selection
Let us now consider that a higher-dimensional  contains information about an
additional parameter a (or many parameters) that we do not want to study, one
should marginalise out a (or all of the parameters)
p (jD;M) =
Z
p(; ajD;M)da ; (2.16)
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where now the integration limits correspond to the domain of a. Marginalisation
is a generic feature of probability distributions and considering where it is present
within Eq. (2.2) will yield us a tool which is key for Bayesian model selection. In
Eq. (2.7) we can use Eq. (2.16) to marginalise out , leaving
E (DjM) =
Z
L (Dj;M)  (jM) d ; (2.17)
which is often known as the marginal likelihood or the Bayesian evidence [98, 99].
The Bayesian evidence is a full integration over the parameter space of  (or
its analogue in an arbitrary number of dimensions), and hence contains all of the
marginal information about the t of the model to the data which is therefore
reparameterisation-invariant.4 Motivated by this basic property of E , we can use
it in a Bayesian equivalent to a classic maximum likelihood ratio test to compare
two models M and M
B =
E(DjM)
E(DjM) ; (2.18)
which is known as the Bayes factor. The benet of using Eq. (2.18) to compare
between the relative tting performance of models to data is that it manifestly
penalises against too much model structure. A very simple example of this is to
once again consider a Gaussian distribution for the likelihood of the same form as
Eq. (2.5), but with a mean set to  = 0, and a prior constructed from a nite-
domain Dirac comb
(jM) = 1
N
NX
n=0
(   n) ; (2.19)
with N denoting the number of delta functions, hence acting as a crude metric for
model structure. Notice also that the normalisation factor of 1=N in Eq. (2.19) is
necessary for the prior to be normalised to 1. Using Eq. (2.17) one can show that
the evidence in this example becomes
E(DjM) = 1p
2LN
NX
n=0
exp

  n
2
22L

: (2.20)
4Note that this is obvious since E has no explicit dependence on  since it has been integrated
out. An equivalent statement is L (Dj;M) (jM) d = L (Dj0;M) (0jM) d0.
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Eq. (2.20) thus demonstrates how increasing the structure of a model, i.e., increas-
ing N decreases E , the evidence for model decreases as a penalty for overtting
the data.
Before we move on to the next section, we shall mention here briey that,
although there is no universally derivable threshold for the Bayes' factor B to
take the value of such that it indicates a `ruling-out' of M with respect to M,
a useful guideline is provided by the Jereys threshold [98, 100]. This essentially
suggests that j ln Bj ' 5 is a reasonable criterion to use.
2.4 Choice of prior
In Sec. 2.1 we highlighted the importance of accurate computation for the likeli-
hood function L for rigorous statistical inference. We will now discuss how best to
choose a prior distribution (jM) such that the scientic question one seeks to
answer through the inference is well posed. Priors may be constructed from either
subjective theoretical prejudice (here described as `informative') or derived using
general methodologies (here described as `non-informative').
Taking the non-informative viewpoint, an optimal prior from the perspective of
the likelihood is the `Jereys prior' [101]. This prior is () /pdetFij, where Fij
is the Fisher information matrix. Fij of a general distribution P (;Y ), equipped
with a set of hyperparameters Y = fyig, is dened as5
Fij 
Z
P (;Y )
@lnP
@yi
@lnP
@yj
d =

@lnP
@yi
@lnP
@yj

P
: (2.21)
In the case of constructing the Jereys prior out of Fij, one makes the choice
P = L. The key property of this prior is that it is invariant under a reparame-
terisation of the likelihood [101], and hence it may be used to motivate a choice
of logarithmic prior for scale parameters. Such a choice for scale parameters may
also be motivated in other ways, as we shall discuss below.
5Notice that Taylor expanding eitherDKL from Sec. 2.2 about their minimum values (Y0 where
A(;Y0) = B(;Y0)) with respect to the shape parameters in Y , we nd that both quantities
vanish at rst order in the expansion leaving terms / Fijyiyj .
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Continuing in our discussion of non-informative priors is a similar notion to
the eigenfunction of L. Such priors are known as `conjugate priors' which have the
property that the family of probability distribution of the posterior p, computed
through Eq. (2.2), is ensured to be the same as  up to a variation in hyperpa-
rameters of that family [95]. For example, Eq. (2.4) demonstrates that a Gaussian
prior with known  is conjugate to a Gaussian posterior distribution.
Symmetry can also be used to motivate a non-informative prior choice. If a
prior is invariant under location transformations
()! ( + a) ; (2.22)
with a domain of max >  > min, then it is known that the measure choice which
leaves the prior volume invariant will be ()d / (  min)(max  )d which
may be shown by the solution to the corresponding dierential equation. Similarly,
if the prior is invariant under scale transformations of the form
()! (a) ; (2.23)
then the prior volume is left invariant if one chooses the logarithmic prior measure
()d / dln. These are both very simple examples of Haar measures [102],
which generalise this concept to measures which are invariant under left and right
actions from an arbitrary group G.
In this thesis we will also make use of informative priors, which we derive
through theoretically-motivated calculations | see, e.g., Chapters 3 and 5.
2.5 Bayesian experimental design
In Bayesian analysis, one can forecast a future observation d 2 Dfut, given the
current data Dcur using the posterior distribution over  given Dcur. One achieves
this by the following marginalisation
p(djDcur) =
Z
p(dj;Dcur) p(jDcur)d : (2.24)
In the same vein, one may forecast any -dependent quantity, say U(), by inserting
it in place of p(dj;Dcur) in Eq. (2.24). The quantity one thus constructs is an
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expectation value hUi. If one now identies U with a utility function [90, 103, 104],
which attributes a value to each possible realisation forecast by the posterior, then
the expected performance of a given probabilistic process will be given by
hUi =
Z
U() p(jDcur)d ; (2.25)
where U() can be, e.g., the information gain DKL between the current and future
posteriors. Eq. (2.25) will be adapted to forecast the performance of astronomical
experiments in Chapter 6. We shall leave further development of these concepts
until then.
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3Curvaton reheating
Abstract. In this chapter we will study the situation where ination is
driven by a single scalar inaton eld, but an extra light (relative to the
inationary Hubble scale) scalar eld can also contribute to the total
amount of curvature perturbations. This eld is essentially a `curvaton'
| which we introduced in Sec. 1.3.1 | and is assumed to be subdominant
during ination but can store a substantial part of the energy budget of
the Universe during reheating. We demonstrate that when an additional
eld exists, and contributes to the curvature perturbation, it leads to
a substantial gain in information about the precise temperature of the
Universe at reheating [105].
3.1 Introduction
How ination ends and is connected to the subsequent hot Big-Bang phase through
the reheating era is still poorly constrained. The main reason is that at linear order,
in absence of entropic perturbations, curvature perturbations are preserved on
large scales [106, 34], hence their statistical properties at recombination time carry
limited direct information about the microphysics at play during the reheating
epoch.
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Nevertheless, the amount of expansion between the end of ination and the
onset of the radiation epoch determines the amount of expansion between the
Hubble crossing time of the physical scales probed in the CMB and the end of in-
ation [107, 108, 109, 110, 111, 112]. As a consequence, the kinematic properties of
reheating set the time frame during which the uctuations probed in cosmological
experiments emerge, hence dening the location of the observational window along
the inationary potential. If ination is realised with a single slowly-rolling eld for
instance, this eect can be used to extract constraints on a certain combination
of the averaged equation-of-state parameter during reheating and the reheating
temperature, the so-called \reheating parameter", yielding an information gain of
about 1 bit on the reheating history [113, 114].
Since the reheating parameter is related to quantities such as the eective po-
tential of the inationary elds during reheating and the couplings between these
elds and their decay products, this provides an indirect probe into the funda-
mental microphysical parameters of reheating [115]. Deriving such a relationship
for concrete reheating models is therefore an important, although often laborious,
task. Let us also notice that since the dependence of inationary predictions on
the reheating history is now of the same order as the accuracy of the data itself,
dierent prescriptions for the reheating dynamics give rise to substantially dierent
results regarding which inationary models are preferred by the data [113, 116].
Therefore, improving our understanding of reheating has become crucial to derive
meaningful constraints on ination itself.
We will follow this line of research and study the situation where ination is
driven by a single scalar inaton eld , but an extra light (relative to the in-
ationary Hubble scale) scalar eld  can also contribute to the total amount
of curvature perturbations. This additional eld  is assumed to be subdomi-
nant during ination but can store a substantial part of the energy budget of the
Universe during reheating. In the limit where it is entirely responsible for the
observed primordial curvature perturbations, the class of models this describes is
essentially the curvaton scenario of Refs.[117, 74, 73, 75, 118] and Sec. 1.3.1. Here
however, we address the generic setup where both  and  can a priori contribute
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Figure 3.1: Relative information gain between prior and posterior distributions
over the reheating temperature Treh, plotted against the Bayes factor normalised
to the best model (single-eld Higgs ination). The white circled disks stand for
purely single-eld models (blue: Higgs ination HI, red: quartic ination LFI4) and
the other disks are the equivalent models with an additional light scalar eld in the
dierent reheating scenarios (blue: MCiHI, red: MCiLFI4, for i = 1    10). From
left to right, the grey shading darkens, denoting the respective evidence ratios:
strongly disfavoured, moderately disfavoured, weakly disfavoured and favoured.
The two red disks that lie in the favoured region are reheating scenarios 5 and 8
for quartic ination. A logarithmically at prior has been used on the vev of the
additional light scalar eld at the end of ination, see Sec. 3.2.3.
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to curvature perturbations [119, 120, 121, 122]. The reasons why we focus on
these scenarios are threefold. First, from a theoretical perspective, most physical
setups that have been proposed to embed ination contain extra scalar elds that
can play a role either during ination or afterwards. This is notably the case in
string theory models where extra light scalar degrees of freedom are usually consid-
ered [123, 124, 125, 126, 127]. Second, from an observational point of view, these
scenarios predict levels of non-Gaussianities that may lie within the reach of the
next generation of cosmological surveys [128, 129, 130, 131]. Their observational
status is therefore likely to evolve in the coming years, which is why it is important
to improve our understanding of these models. Third, at the practical level, these
scenarios are interesting since the reheating parameter is an explicit function of
the decay rates of both elds, the mass of the light eld  and its vev at the end
of ination. This means that the same parameters determine the direct imprint
of  on the statistics of curvature perturbations and the reheating kinematic ef-
fect on the location of the observational window along the inaton potential. The
associated increased sensitivity of the data to these parameters should allow us to
better constrain them.
These scenarios have recently been brought into the full domain of Bayesian
analysis in Refs. [132, 133, 134]. In this chapter, we make use of the Bayesian infer-
ence techniques developed in these works to derive constraints on the inationary
energy scale and the reheating temperatures, and quantify the gain in information
about these quantities from current observations.
In Sec. 3.2, we present in greater details the scenarios at hand and explain how
information on reheating can be extracted using Bayesian inference. In Sec. 3.3, we
provide our main results and analyse their implications for the physics of reheating
and the amount of information that has been gained. In Sec. 3.4, we extend the
discussion by considering the role played by the inationary energy scale in plateau
potentials, the impact of gravitino overproduction bounds and the constraints on
decay rates. We present our conclusions in Sec. 3.5 and then end the chapter with
several appendices. In Appendix 3.A, we present the Kullback-Leibler divergence
as a tool to quantify information gain. In Appendix 3.B, we present our results
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for individual reheating scenarios. In Appendix 3.C nally, we discuss information
gain densities.
3.2 Method
The method we employ here combines the analytical work of Ref. [133] with the
numerical tools developed in Refs. [94, 36, 134]. In this section, we describe its
main aspects and explain the use of Bayesian inference techniques and information
gain quantication to analyse constraints on the parameters of reheating.
3.2.1 Curvaton and reheating
As explained in Sec. 3.1, we study the case where ination is driven by a single
eld  slowly rolling down its potential U(), and an extra light scalar eld 
(with mass m smaller than the inationary Hubble scale) is present both during
ination and reheating. We therefore consider potentials of the type given in
Eq. (1.99).
We remind the reader that this extra eld  is taken to be subdominant at
the level of the background energy density during the whole inationary epoch.
Both elds are assumed to be slowly rolling during ination, and eventually decay
into radiation uids with decay rates1 respectively denoted   and  , during
reheating. While we require that  becomes massive at the end of ination, we
do not make any assumption as to the ordering of the three events:  becomes
massive,  decays and  decays. Nor do we restrict the epochs during which  can
dominate the energy content of the Universe. This leaves us with 10 possible cases
(including situations where  drives a secondary phase of ination [120, 135, 85,
136]), depending on the vev of  at the end of ination end. These ten \reheating
scenarios" are listed and detailed in Ref. [133] but are sketched in Fig. 3.2. The
usual curvaton scenario corresponds to case number 8 but one can see that a much
wider class of models is covered by the present analysis.
1 Here,   (respectively  ) are eective values for which assuming instantaneous decay at
H =   (respectively H =  ) provides a good description of the full decay dynamics.
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In this section, we also assume that all particles are in full thermal equilibrium
after  and  decay. Therefore, there are no residual isocurvature modes [77, 78],
that would otherwise give rise to additional constraints. Such constraints depend
on the specic processes of decay and thermalisation [120, 137, 138, 139, 79]. Ther-
mal equilibrium also allows us to relate energy densities rad contained in radiation
uids to temperatures through Eq. (1.97). When this expression is evaluated at
the onset of the Big-Bang radiation epoch, it yields the \reheating temperature"
Treh. In reheating scenarios 1, 2, 4 and 7 (see Fig. 3.2), this corresponds to the
temperature of the thermalised decay products of , while for scenarios 3, 5, 6, 8,
9 and 10, this corresponds to the decay products of . However, it can also hap-
pen that a transient radiation epoch takes place during reheating (as in reheating
scenarios 2, 5, 8 and 9), in which case the energy density of the Universe at the
beginning of this rst radiation phase is called \early reheating temperature" and
is noted Tereh. In reheating scenarios 5, 8 and 9, this corresponds to the decay
products of , while in scenario 2, this corresponds to the decay products of .
In Ref. [133], the N formalism [140, 141, 142, 143, 65, 144, 145] and the sudden
decay approximation [81, 82] were employed to relate observables of the models
considered here to variations in the energy densities of both elds at the decay
time of the last eld. This allows one to calculate all relevant physical quantities
by only keeping track of the background energy densities. Analytical expressions
have been derived for all 10 reheating scenarios, that have been implemented in the
publicly available ASPIC library [146]. For a given inaton potential, and from the
values of  ,  , m and end, this code returns the value of the rst three slow-roll
parameters (or equivalently at second order in the slow-roll approximation, of the
scalar spectral index nS and its running, and of the tensor-to-scalar ratio r) and of
the local-type non-Gaussianity parameter fNL. In Ref. [134], this has been inter-
faced with the \eective likelihood via slow-roll reparametrisation" of Ref. [94], and
Bayesian constraints were derived for the models that we consider here. The re-
sults presented in this chapter are obtained from this numerical pipeline, where the
Planck 2015 TT data are combined with the high-` CTE` +C
EE
` likelihood and the
low-` temperature plus polarisation likelihood (PlanckTT,TE,EE+lowTEB in the
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Figure 3.2: Dierent possible reheating scenarios, depending on the values taken
by  , m,  , Hend and end. Cases 1, 2 and 3 correspond to   <   <
m < Hend; cases 4, 5 and 6 correspond to   <   < m < Hend; cases 7, 8, 9
and 10 correspond to   < m <   < Hend. Within each row, dierent cases
are distinguished by end=MPl which controls when  dominates the total energy
density (the precise values for end at the limit between the dierent scenarios are
given in Ref. [133]). The blue curves stand for the energy density of  while the
green ones are for . The time at which the total energy density corresponds to the
reheating temperature Treh is marked out in red for each case, and early reheating
temperature Tereh are denoted in orange when two disconnected radiation phases
exist.
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notations of Ref. [147], see table 1 there), together with the BICEP2-Keck/Planck
likelihood described in Ref. [148].
An important result of Ref. [134] is that the models favoured by the data are
of two types: either the inaton has a \plateau potential" (i.e. is a monotonically
increasing function of  that asymptotes a constant positive value at innity)
and the reheating scenario can be any of the 10 cases listed in Fig. 3.2, or the
inaton has a \quartic potential" (i.e. is proportional to 4) and reheating occurs
in scenario 5 or 8. For this reason, we restrict the following analysis to these two
kinds of potential. As an example of a plateau potential, we consider the one of
Higgs ination (HI)
U () =M4

1  e 
p
2
3

MPl
2
; (3.1)
which also matches the Starobinsky model [23] (in Sec. 3.4.1, another plateau
potential is studied, \Kahler moduli II ination", to investigate the role played by
the inationary energy scale in plateau models). The other potential we consider
is the one of quartic ination (LFI4)
U () =M4


MPl
4
: (3.2)
Here, \HI" and \LFI4" refer to the terminology of Ref. [35] and stand for the
purely single-eld versions of these models. When the prex \MC" is appended
(for \Massive Curvaton"), the index following the prex refers to the reheating
scenario number. For example, MC5LFI4 corresponds to the case where the ina-
ton potential is of the quartic type, and where the reheating scenario is of the fth
kind.
In Fig. 3.1, some of the results of Ref. [134] have been summarised for the
HI models (blue disks, where the white circled disk stands for the single-eld
version of the model and the other disks represent the 10 reheating scenarios) and
the LFI4 models (red disks). On the horizontal axis, the Bayesian evidence is
displayed. One can see that for Higgs ination, adding a light scalar eld slightly
decreases the Bayesian evidence of the model but at a level which is inconclusive for
most reheating scenarios (and never more than weakly disfavoured). For quartic
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ination, the single-eld version of the model is strongly disfavoured and so are
most of the reheating scenarios when a light scalar eld is added. Two exceptions
are to be noted however, namely cases 5 and 8, which lie in the favoured region.
On the vertical axis, the information gained on Treh is displayed, as will be dened
and analysed in Sec. 3.3.2.
3.2.2 Inverse problem for reheating parameters
As mentioned in Sec. 3.1, a specic feature of the models considered in this section
is that the same parameters determine the expansion history during reheating as
well as the contribution from the additional light scalar eld to the total curvature
perturbations. This is responsible for a high level of interdependency between these
parameters, that plays an important role in shaping the constraints we obtain in
Sec. 3.3. For this reason, it is important to rst better understand their origin.
The number of e-folds N elapsed between the Hubble exit time of the CMB
pivot scale k
P
and the end of ination is given by [107, 108, 109]
N =
1  3 wreh
12 (1 + wreh)
ln

reh
end

+
1
4
ln


9M4Pl

end

  ln
 
k
P
=anow
~
1=4
; now
!
; (3.3)
which can be calculated by stitching together separate epochs with known equa-
tions of state. In this expression, wreh =
R
reh
w(N)dN=Nreh is the averaged equation
of state parameter during reheating, reh is the energy density of the Universe at
the end of reheating,  is the energy density calculated N e-folds before the
end of ination (all the quantities with a subscript \*" are evaluated at that time),
anow is the present value of the scale factor, and ~; now is the the energy density of
radiation today rescaled by the number of relativistic degrees of freedom. Taking
the pivot scale k
P
=anow to be 0:05Mpc
 1 and ~; now to its measured value, the last
term is N0    ln(kP=anow=~1=4; now) ' 61:76.
Let us rst illustrate the use of Eq. (3.3) to constrain reheating in the simple
case of single-eld quartic ination, where the potential is given by Eq. (3.2)
and there is no additional light scalar eld . As mentioned above, we require
that  becomes massive at the end of ination, so that in this case, one simply
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has wreh = 0. Ination ends by slow-roll violation at end = 2
p
2MPl, so that
end = 3U(end)=2 = 96M
4. On the other hand, the slow-roll trajectory is given by
2=M
2
Pl = 8(N+1), so that  = U() = 64M
4(N+1)2. For this reason, N
also appears in the right hand side of Eq. (3.3) and this formula should be viewed
as an implicit equation for N. In fact, this is all the more true since M4 also
implicitly depends on N. Indeed, this mass scale can be xed by requiring that
the correct scalar power spectrum amplitude A
S
= (M=MPl)
4(=MPl)6=(1922)
is obtained (where A
S
has been evaluated at leading order in slow roll in quartic
ination). Making use of Eq. (1.97) to express reh in terms of Treh, one then
obtains
NjLFI4 =
1
12
ln

512
135
g

+
1
2
ln

64
3
(1 + N)
3

+
1
3
ln
p
A
S
Treh
MPl

+N0 : (3.4)
This equation can be inverted using the  1 branch of the Lambert function W ,
and one nds
NjLFI4 =  1 
3
2
W 1
"
  5
1=18e 
2
3
(1+N0)
23=231=21=3g
1=18
 A
1=9
S

MPl
Treh
2=9#
(3.5)
'  1  3
2
W 1
"
 4:11 10 14

MeV
Treh
2=9#
(3.6)
' 45:23 + 1
3
ln

Treh
MeV

; (3.7)
where in the second equality, we have used A
S
' 2:210 9 [20], g ' 106:75 (which
is calculated from the SM eective degrees of freedom above the EW scale2 | see
Fig. 1.2) and the value given above for N0, and the last expression corresponds to
the limit N  1. This makes explicit the dependence of N on the reheating
temperature Treh. Since observable quantities such as the scalar spectral index nS
2There are 28 Bosonic (2 photon helicities, 3 massive gauge Bosons each with 3 spins, 1
Higgs Boson and 8 gluons each with 2 spins) and 90 Fermionic (12 quarks each with 3 colours
and 2 spins, 6 charged leptons each with 2 spins and 6 neutrinos) degrees of freedom, giving
g = 28 + (7=8)90 = 106:75.
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or the tensor-to-scalar ratio r depend on N through , this means that the
reheating temperature is directly constrained by CMB measurements,
nSjLFI4 ' 1 
3
46:23 + 1
3
ln
 
Treh
MeV
 ; rjLFI4 ' 1646:23 + 1
3
ln
 
Treh
MeV
 : (3.8)
From these expressions, it is clear that observational constraints on nS and r
directly translate into constraints on the reheating temperature Treh. As this simple
calculation shows, this is the consequence of many interdependencies between the
parameters of the problem.
When a light scalar eld is added, these dependencies are substantially more
complicated. For instance, the averaged equation of state parameter wreh does
not vanish anymore but is a non-trivial function of end,  ,  , m and end,
that is dierent for each of the 10 reheating scenarios of Fig. 3.2 (this function is
given in Appendix B of Ref. [133]). Then, the mass scale of the potential M4 is
not simply related to the amplitude of the scalar power spectrum since A
S
also
receives a contribution from the light scalar eld , and this contribution depends
on end,  ,  , m and end. As a result, the dependency of observable quantities
on these parameters is much more complicated than the one obtained for a purely
single-eld model, and the constraints one can infer on the reheating temperatures
for instance are a priori much less trivial. The goal of this chapter is precisely to
derive these constraints.
3.2.3 Bayesian inference and prior choices
Starting from the data sets D mentioned in Sec. 3.2.1, our goal is to derive ob-
servational constraints on the energy scale of ination end and the reheating
temperatures Treh and Tereh. This can be done using Bayesian inference tech-
niques [86, 87, 88, 149, 150]. Following Eq. (2.7), we assume a model Mi, where
the posterior probability p of its parameters ij (labeled by j) is expressed as
p (ijjD;Mi) = L (Djij;Mi)  (ijjMi)E (DjMi) : (3.9)
In this expression, L(Djij;Mi) is the likelihood and represents the probability of
observing the data D assuming the modelMi is true and ij are the actual values
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of its parameters, (ijjMi) is the prior distribution on the parameters ij, and
E (DjMi) is a normalisation constant called the Bayesian evidence, which using
Eq. (2.17), is
E (DjMi) =
Z
dijL (Djij;Mi)  (ijjMi) : (3.10)
The Bayesian evidence of the models considered in this section have been com-
puted in Ref. [133] and here, we are interested in the posterior distributions p for
the energy scale of ination and the reheating temperatures. Notice that these
quantities are not necessarily \fundamental" parameters that we start from but
can be derived from them. For example, as stressed in Sec. 3.2.2, end is a com-
plicated function of the parameters fV g characterising the inaton potential,  ,
 , m and end. In this case, for a derived parameter d that can be expressed as
d = fi(ij), one marginalises the distribution obtained in Eq. (3.9) according to
Eq. (2.16) such that
p (djD;Mi) =
Z
f(ij)=d
p(ijjD;Mi)dij : (3.11)
In this method, the priors are important quantities as they encode physical
information one has \a priori" on the values of the parameters that describe the
models. For the parameters of the potential fV g, we use the same priors as
the ones proposed in Ref. [36], based on Ref. [35]. Because the extra eld  is
supposed to be still light at the end of ination, its mass m must be smaller
than the Hubble scale at the end of ination, Hend. The same condition applies
to the two decay rates,  ;   < Hend, since both elds decay after ination.
On the other hand, we want the Universe to have fully reheated before Big Bang
Nucleosynthesis (BBN), which means that the two decay rates are also bounded
from below by HBBN ' (10MeV)2=MPl. The same lower bound applies to m
since, assuming perturbative decay, m >  . Between these two values, the order
of magnitude of m and of the two decay rates is a priori unknown, which is why
a logarithmically at prior (or \Jereys prior") is chosen:
lnHBBN < ln  ; ln  ; lnm < lnHend : (3.12)
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The relative orderings identied in Fig. 3.2 then determine which of the 10 reheat-
ing scenarios is realised for a given set of parameters. For end, two dierent priors
are considered. The rst one, denoted log, is logarithmic and consists in assuming
that the order of magnitude of end is unknown,
lnminend < lnend < ln
max
end : (3.13)
Here, minend and 
max
end are the boundary values given for each reheating case in
Fig. 3.2. For cases 1, 4 and 7, the lower bound is taken to be minend = Hend=(2),
corresponding to the minimal quantum dispersion of the eld, and for cases 3,
6 and 10, the upper bound maxend is set by the condition that the extra phase of
ination driven by  is suciently short so that the pivot scale k
P
exits the Hubble
radius during the rst phase of ination, driven by . The second prior relies on
the equilibrium distribution of a light spectator eld in a Sitter space-time with
Hubble scale Hend [140, 151],
sto (end) / exp

 4
2m2
2
end
3H4end

; (3.14)
which is the same as Eq. (1.94) as will be referred to as the \stochastic" prior
on end. A few words of caution regarding the use of this prior are in order here.
In practice, the timescale of equilibration can be very large for small values of
m, and the initial conditions for spectator elds are not necessarily erased during
ination [151]. Also note that in non-plateau models, the time variation of H, even
in the slow-roll regime, is such that the distribution (3.14) is not an equilibrium
solution anymore, even approximatively. Moreover, since Hend depends on end
itself (see the discussion of Sec. 3.2.2), Eq. (3.14) is not a simple Gaussian function
of end. This is why the use of Eq. (3.14) should only be seen as a way to study
the eects of picking a specic preferred scale for end. In practice, we therefore
implement this prior by simply rejecting realisations for which the argument of the
exponential function in Eq. (3.14) is smaller than 1=10 or larger than 10 (we have
checked that when changing these arbitrary values to, say, 1=100 and 100, very
similar results are obtained). In what follows, the inclusion of these two priors for
end allow us to examine prior dependency of the reheating constraints.
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3.3 Results and analysis
Let us now present our main results. In Sec. 3.3.1, we display and analyse the
constraints obtained on the energy scale of ination end and the two reheating
temperatures Treh and Treh. In Sec. 3.3.2, we quantify how much information has
been gained about these quantities.
3.3.1 Constraints on inationary energy and reheating temper-
atures
The posteriors on end, Treh and Tereh for all 10 individual reheating scenarios (see
Fig. 3.2) are given in Appendix 3.B. In this section, for the sake of conciseness,
as well as to allow direct comparison with purely single-eld models, only the
constraints averaged over the reheating scenarios are shown. Such distributions
can be computed in the following manner. For the purpose of illustration, let us
consider two toy models M1 and M2, that both depend on the same parameter
. In model M1,  is assumed to lie within the range [a; b] with a at prior
distribution, while in model M2,  lies within the range [b; c] with a at prior
distribution too. The model M1+2 is dened to be the \union" of M1 and M2,
where  lies in [a; c] with a at prior distribution, so thatM1 andM2 are simply
sub-models of M1+2 (in the same manner as all 10 reheating scenarios MCiXXI,
for 1  i  10 and some inaton potential XXI, are submodels of MCXXI). From
Eq. (3.9), one can see that
p (jD;M1+2) =  (jM1+2)E (DjM1+2)
E (DjM1)
 (jM1) p (jD;M1)
+
E (DjM2)
 (jM2) p (jD;M2)

: (3.15)
In this expression, the Bayesian evidence ofM1+2 can be evaluated with Eq. (3.10),
which gives rise to
E (DjM1+2) = b  a
c  aE (DjM1) +
c  b
c  aE (DjM2) : (3.16)
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By combining Eqs. (3.15) and (3.16), the posterior distribution of the parameter
 within model M1+2 can be written as
p (jD;M1+2) = E (DjM1) (b  a)p (jD;M1)E (DjM1) (b  a) + E (DjM2) (b  a)
+
E (DjM2) (b  a)p (jD;M2)
E (DjM1) (b  a) + E (DjM2) (b  a) : (3.17)
In other words, it is given by the averaged sum of the posterior distributions
within each sub-model, weighted by the product of the Bayesian evidence and the
fractional prior volume of the sub-models. These fractional prior volumes can be
viewed as priors for the sub-models themselves. In particular, one can check that
Eq. (3.17) is correctly normalised.
The above formula can easily be generalised for arbitrary priors and arbitrary
number of sub-models. In practice, the Bayesian evidence and fractional prior vol-
umes of all 10 reheating scenarios are given in Ref. [134] for the inaton potentials
considered here, and we compute posterior distributions averaged over reheating
scenarios adopting this approach. They correspond to the constraints one would
obtain starting from the priors (3.12), without the ordering conditions of Fig. 3.2,
and simply computing observables according to the reheating scenario in which
each sampled point falls.
Energy density at the end of ination
In Fig. 3.3, the posterior distributions on end, the energy density at the end of in-
ation, is displayed. If the inaton potential is of the plateau type (Higgs ination,
top panels), the dierence between the purely single-eld result and the one with
an extra light scalar eld, averaged over all 10 reheating scenarios, is very small.
One can check that this is also the case at the level of the individual posterior
distributions for the dierent reheating scenarios in Fig. 3.8 of Appendix 3.B.1.
This is consistent with the generic robustness of plateau models under the intro-
duction of extra light scalar elds noticed in Ref. [134]. In particular, the range of
values allowed for end is remarkably narrow. The stochastic prior tends to favour
slightly larger values of the energy density. This is because this prior samples
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larger values of end, hence larger contributions of  to the total curvature power
spectrum [134], hence bluer values of nS. This eect can be compensated for by
increasing N, hence end [see Eq. (3.3)], which decreases nS back into the data's
sweet spot [133].
The situation is quite dierent for the quartic potential (bottom panels). In
this case, the single-eld version of the model provides a very poor t to the data
due to values of the tensor-to-scalar ratio r that are too large. When a light
scalar eld is introduced, r is typically decreased, and so is end. In scenarios
where the amount of non-Gaussianities remains small, i.e. scenarios 5 and 8, this
explains why lower values of end are favoured, see Fig. 3.8. In other cases, fNL
increases when r decreases, and the trade-o between both eects leads to bimodal
posterior distributions. Since scenarios 5 and 8 are favoured however (see Fig. 3.1),
the clear preference is for lower values of end. If a stochastic prior on end is used,
the maximum of the distribution is switched back to the single-eld prediction,
but all reheating scenarios are moderately or strongly disfavoured in this case
anyway [134].
Reheating temperature
In Fig. 3.4, the posterior distributions on the reheating temperature Treh are dis-
played. In the single-eld version of the plateau model of Higgs ination, the
reheating temperature is rather unconstrained. This is because all reheating tem-
peratures can accommodate the data equally well for this model (at least when
wreh = 0, see Ref. [114] otherwise). When a light scalar eld is introduced how-
ever, a slight preference is found for lower reheating temperatures. Looking at
Fig. 3.9 of Appendix 3.B.2, one can see that in the case of the logarithmic prior
on end, this trend is mostly due to reheating scenarios 1, 2, 5, 6, 8 and 9, for
which Treh is bounded from above. For scenarios 3, 4, and 10 however, the dis-
tributions have a maximum around the scale Treh  104GeV, and for scenario 7,
larger values of Treh are even preferred. A similar dichotomy is observed with the
stochastic prior on end where scenarios 1, 2, 5 and 6 prefer smaller values of Treh,
scenarios 3, 7, 9 and 10 prefer larger values of Treh, and scenarios 4 and 8 leave
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Figure 3.3: Posterior distributions on the energy density at the end of ination
with the plateau potential (3.1) of Higgs ination (top panels) and the quartic
potential (3.2) (bottom panels). The left panels correspond to the logarithmi-
cally at prior (3.13) log on end, and the right panels stand for the stochastic
prior (3.14) sto derived from the equilibrium distribution of a light scalar eld in
a de Sitter space-time with Hubble scale Hend. The dashed lines correspond to
the single-eld versions of the models, while the solid lines stand for the averaged
posterior distributions over all 10 reheating scenarios.
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Treh unconstrained. When averaging over the 10 reheating scenarios, the resulting
distributions show preference for lower values of Treh, but because of these opposite
individual behaviours, the constraint is not very strong.
For the single-eld version of quartic ination, larger values of the reheating
temperature are preferred since they lead to smaller values for the tensor-to-scalar
ratio r as well as larger values of nS that are in better agreement with the data,
as shown explicitly in Eq. (3.8). When a light scalar eld is introduced, one
can note in Fig. 3.9 that the same variety of individual behaviours of the 10
reheating scenarios is obtained as with Higgs ination. However, since scenarios
5 and 8 strongly dominate the averaged posterior distribution due to their large
Bayesian evidence, and since they both show preference for lower values of Treh,
better constraints are obtained from the averaged posterior distribution than with
a plateau potential. In practice, an upper bound on the reheating temperature
can be derived,
TrehjMCLFI4 < 5 104GeV (95%C:L:) : (3.18)
This value has been obtained with the logarithmic prior log on end. With the
stochastic prior, the constraint would be much weaker, but one should remember
that this prior is not well motivated in that case and that MCLFI4 is strongly
disfavoured [134] when sto is used anyway.
Early reheating temperature
The weighted posterior distributions on the early reheating temperature Tereh are
displayed as the solid red lines in Fig. 3.4. Obviously, these distributions are
averaged over the scenarios for which Treh is dened only, that is to say cases 2,
5, 8 and 9, and the individual posteriors are given in Fig. 3.10 in Appendix 3.B.3
for these scenarios. Contrary to the reheating temperature discussed in Sec. 3.3.1,
one can see that larger values are preferred and that lower bounds on Tereh can be
obtained,
TerehjMCHI > 251GeV (95%C:L:)
TerehjMCLFI4 > 105GeV (95%C:L:) ; (3.19)
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Figure 3.4: Posterior distributions on the reheating temperature Treh and early
reheating temperature Tereh with the plateau potential (3.1) of Higgs ination (top
panels) and the quartic potential (3.2) (bottom panels). The left panels correspond
to the logarithmically at prior (3.13) log on end, and the right panels stand for
the stochastic prior (3.14) sto derived from the equilibrium distribution of a light
scalar eld in a de Sitter space-time with Hubble scale Hend. The dashed blue
lines correspond to the single-eld constraints on Treh, while the solid lines stand
for the averaged posterior distributions on Treh (blue) and Tereh (red) when an
extra light scalar eld is added. The grey shaded region corresponds to reheating
temperatures that would be excluded by gravitino production, see Sec. 3.4.2.
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Figure 3.5: Induced prior on log10(Treh=GeV) for the Higgs ination potential and
using the logarithmic prior (3.13) on end. The dashed blue line stands for the
single-eld version of the model for which the prior is at, the solid coloured lines
correspond to the 10 reheating scenarios when a light scalar eld is added and the
solid blue line is the averaged prior distribution over all reheating scenarios.
with a logarithmic at prior on end. In this case, from Fig. 3.10, one can see that
the constraint mostly comes from scenarios 8 and 9, while the posterior distribution
for scenarios 2 and 5 has a maximum around 107GeV for Higgs ination and
109GeV for quartic ination. If one uses the stochastic prior instead, one obtains
TerehjMCHI > 501GeV (95%C:L:)
TerehjMCLFI4 > 2:5 104GeV (95%C:L:) : (3.20)
In this case, one can check in Fig. 3.10 that all reheating scenarios favour large
values for Tereh.
3.3.2 Information gain
In Sec. 3.3.1, the posterior distributions on end, Treh and Tereh have been displayed
and it was shown that, compared to single-eld models, dierent constraints are
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obtained when a light scalar eld is included. In Sec. 3.2.2, we explained that both
situations are indeed qualitatively dierent, since in the latter case the same pa-
rameters dene both the contribution from  to the curvature power spectrum and
the kinematic properties of reheating that determine the location of the observa-
tional window along the inaton potential. This leads to an increased interdepen-
dence between these parameters and observations, which yields more information
about these quantities. This is why in this section, we quantify the information
gain on reheating parameters to quantitatively describe this eect.
A rst remark is that since the induced priors on end, Treh and Tereh are not
logarithmically at, information gain cannot be simply assessed by measuring how
the distributions of Sec. 3.3.1 are peaked, or more generally deviate from a at
prole. For example, in Fig. 3.5, the induced priors3 on log Treh are displayed in
the case of Higgs ination, for the single-eld model (dashed blue line), for the
10 reheating scenarios (coloured solid lines), and when averaged over all reheating
scenarios (solid blue line). The prior is exactly at in the single-eld case since
Treh is directly related to   in this case, over which the logarithmically at prior
lnHBBN < ln   < lnHend is chosen. When a light scalar eld is added however,
Treh is either related to   (in cases 1, 2, 4 and 7) or to   (in cases 3, 5, 6, 8, 9
and 10). Since the ordering conditions of Fig. 3.2 are further imposed on top of
the logarithmically at priors for these quantities, the non-at induced priors of
Fig. 3.5 are obtained.
This is why the posterior distributions are not sucient to estimate the in-
formation gain, but one needs to compute the relative information between the
prior and posterior distributions. This can be done using the Kullback-Leibler
divergence [89] DKL between the prior () and the posterior p() of some pa-
rameter  (here, for display convenience, the notations of Sec. 3.2.3 are simplied,
3 In practice, induced priors are reconstructed using a ducial, constant likelihood in our
Bayesian inference code (so that the posteriors we extract correspond to the actual induced
priors), where only the value of A
S
is used to normalise the mass scale M4 appearing in the
inaton potentials. This is because AS is so accurately measured that it eectively reduces the
support of the posterior to a hypersurface in parameter space, and distributions are considered
along this hypersurface only.
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p()  p(jD;Mi), etc.), as introduced in Sec. 2.2.4
In this section, only the integrated Kullback-Leibler divergences are discussed.
The numbers obtained for all models previously discussed are given in table 3.2 in
Appendix 3.C. In table 3.1, the results are summarised and the divergence obtained
in the single-eld versions of the models are compared with the ones obtained from
the averaged distributions over all 10 reheating scenarios. The averaged posterior
distribution has been dened in Sec. 3.3.1, and the averaged prior distribution is
simply the averaged sum of all prior distributions weighted by the fractional prior
volume of the sub-models. Let us note that this divergence cannot be obtained by
a simple weighted summation over each individual value. For instance, in table 3.2,
one can check that the divergence between averaged distribution can be larger than
all individual divergences, as further discussed in Sec. 3.3.2.
Energy density at the end of ination
In table 3.1, one can see that more than one bit of information is gained on end
for the two single-eld models considered here, HI and LFI4. The main reason is
that, since these single-eld potentials have no free parameters (apart from the
overall mass scale M4), as shown in Sec. 3.2.2, end is entirely xed by AS , up
to a small dependence on Treh. In this case, the support of both the priors and
the posteriors on end are very narrow, and even a small dierence between their
preferred values is enough to yield a large Kullback-Leibler divergence, see the
discussion around Eq. (2.14) in Appendix 3.A. However, as soon as another free
parameter is introduced in the inaton potential for instance, this eect disappears
as will be explicitly checked in Sec. 3.4.1. Therefore, these large values of DKL for
HI and LFI4 are mostly a consequence of the very sharp measurement on AS .
When a light scalar eld is added, a few tenths of bits of information on end
are typically gained with the plateau potential of Higgs ination. This number can
4The application of DKL here between the derived marginalised priors and posteriors over
the reheating temperatures and energy densities can be contrasted with the more conventional
application of DKL over the entire space of parameters. In this latter application, the reparam-
eterisation invariance becomes manifest.
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PPPPPPPPPPPModel
DKL
end Treh Tereh
HI 1.370 0.004 -
MCHI(log) 0.114 0.005 0.018
MCHI(sto) 0.224 0.006 0.014
LFI4 1.171 0.108 -
MCLFI4(log) 3.104 0.656 0.181
MCLFI4(sto) 4.780 0.111 0.281
Table 3.1: Kullback-Leibler divergences DKL (quoted in binary bits) on end, Treh
and Tereh for Higgs ination and quartic large eld ination. The result is given
for the single-eld versions of the models and for the model-averaged priors and
posteriors over the 10 reheating scenarios, when a logarithmically at prior log
on end is used, and with the stochastic prior sto of Eq. (3.14) as well. Note that
the early reheating temperature Treh is not dened for single-eld models, which
is why no value is displayed.
be larger for individual reheating scenarios, see for instance MC3HI and MC10HI
in table 3.2 where, depending on the prior chosen for end, one gains between one
and two bits of information. The situation is particularly interesting for quartic
ination, where the by far favoured reheating scenarios are 5 and 8 (see Fig. 3.1).
For these models, one typically obtains one bit of information with the logarithmic
prior on end and 3:5 bits with the stochastic prior, see table 3.2. This is because,
as explained in Sec. 3.3.1, the data favours regions of parameter space where
 provides the main contribution to curvature perturbations and end is smaller
than its single-eld counterpart, yielding non-trivial information about the energy
density at the end of ination. The divergence between the averaged distributions
displayed in table 3.1 is even larger, the additional information coming from the
update in the relative degrees of belief between the dierent reheating scenarios,
namely the fact that the data strongly favours scenarios 5 and 8.
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Reheating temperature
For the reheating temperature, very little information is gained with the single-eld
versions of the models. One may wonder whether this is consistent with Ref. [114],
where it is found that almost one bit of information is obtained on the reheating
parameter of single-eld models, on average. This is in fact the case since, in
Ref. [114], wreh is allowed to vary between  1=3 and 1. In Eq. (3.3), one can see
that the dependence of N on Treh is maximal when wreh =  1=3 [that is to say,
the multiplying factor (1   3 wreh)=(1 + wreh) between reh and N is maximal
when wreh =  1=3], which explains why most of the information measured in
Ref. [114] is gained close to wreh =  1=3. In the present section however, one
imposes wreh = 0 in the single-eld models, to allow fair comparison with the
situation where an extra light scalar eld is introduced where it is assumed that
the inaton is massive between the end of ination and its decay.
For the plateau potential of Higgs ination, although more information on Treh
is gained once an extra light scalar eld is introduced, the Kullback-Leibler diver-
gences remain small. With a quartic potential however, 0:66 bits of information
are obtained with the logarithmic prior on end, which is a sizeable value. Looking
at table 3.2, one can see that it is in fact much more than any individual reheating
scenario for the quartic potential. This means that these 0:66 bits of information
mostly correspond to the selection of scenarios 5 and 8 amongst all 10 possible
reheating scenarios, similarly to what was discussed in Sec. 3.3.2 for end.
The values of the individual Kullback-Leibler divergences on Treh are also shown
in Fig. 3.1, together with the Bayesian evidence of the models they correspond to.
Early reheating temperature
The early reheating temperature is dened only for scenarios 2, 5, 8 and 9. One
obtains small information gains with plateau potentials, and depending on the
prior one uses on end, 0:2 or 0:3 bits with the quartic potential.
In summary, one nds that more information about reheating can be extracted
from the data in models where an extra light scalar eld is added than in purely
single-eld setups. In particular, the Kullback-Leibler divergences on the reheating
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temperatures can be substantial if the inaton potential is quartic, and are more
modest for a plateau potential.
3.4 Discussion
In Sec. 3.3, constraints were derived on the energy scale of ination, the reheat-
ing temperature and the early reheating temperature. In this section, we extend
the discussion in a few directions to investigate the physical implications of the
constraints we obtained.
3.4.1 Inationary energy scale in plateau models
As explained in Sec. 3.1, the Bayesian model comparison program applied to the
scenarios discussed in the present chapter show that [134] the models favoured by
the data are of two types: either plateau potentials, in any of the 10 reheating
scenarios, or quartic potentials in scenarios 5 and 8. Quartic potentials are rather
uniquely dened but several versions of plateau ination have been proposed in the
literature. So far, the potential of Higgs ination (or equivalently the Starobinsky
model) has been used to study these models. As noticed in Fig. 3.3 and further
commented on in Sec. 3.3.2, this leads to very sharp constraints on end, which,
in the absence of any other free parameter in the potential, is mostly xed by
A
S
. However, plateau potentials exist where ination can be realised at dierent
energies. To study how the conclusions drawn above are dependent on the specic
shape (and energy scale) of the plateau potential considered, in this section, we
include another plateau potential in our analysis, Kahler moduli II ination (KMIII
in the terminology of Ref. [35]),
U() =M4

1  


MPl
4=3
e
 


MPl
4=3
: (3.21)
The posterior constraints on end, Treh and Tereh are shown in Fig. 3.6, and the
individual reheating scenarios are displayed in Appendix 3.B.
Compared to Fig. 3.3, one can see that ination proceeds at lower energy, with
a wider range of allowed energy scales due to the presence of the free parameters
67
log sto
14.2 14.3 14.4 14.5 14.6 14.7 14.8 14.9 15.0
log10(ρ
1/4
end/GeV)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
p/
p m
ax
MCKMIII KMIII
14.2 14.3 14.4 14.5 14.6 14.7 14.8 14.9 15.0
log10(ρ
1/4
end/GeV)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
p/
p m
ax
MCKMIII KMIII
−2 0 2 4 6 8 10 12
log10(T/GeV)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
p/
p m
ax
MCKMIII Treh
MCKMIII Tereh
KMIII Treh
gravitino bound
−2 0 2 4 6 8 10 12
log10(T/GeV)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
p/
p m
ax
MCKMIII Treh
MCKMIII Tereh
KMIII Treh
gravitino bound
Figure 3.6: Posterior distribution on the energy density at the end of ination (top
panels) and the reheating temperatures (bottom panels) in the Kahler moduli II
potential (3.21) of ination. The left panels correspond to the logarithmically at
prior (3.13) log on end, and the right panels stand for the stochastic prior (3.14)
sto derived from the equilibrium distribution of a light scalar eld in a de Sitter
space-time with Hubble scale Hend. The dashed lines correspond to the single-
eld version of the model, while the solid lines stand for the averaged posterior
distributions over all 10 reheating scenarios.
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 and  in Eq. (3.21). This leads to a much smaller Kullback-Leibler divergence
on end than in the case of single-eld Higgs or quartic ination, see table 3.2.
However, one still notices that the end posteriors when an extra light scalar eld is
added are very close to the single-eld constraints. For the reheating temperatures,
the same remarks apply as in Secs. 3.3.1 and 3.3.1 for Higgs ination. In particular,
small reheating temperatures and large early reheating temperatures are preferred.
Therefore, apart from the large value of DKL for end, the results obtained above
for Higgs ination seem to characterise plateau potentials in general.
3.4.2 Gravitino overproduction bounds
Reheating aects cosmology in dierent ways. First, as explained in Sec. 3.2.2, it
contributes to the expansion history through its averaged equation-of-state param-
eter and its energy density at completion. This is the eect we used to constrain
reheating in single-eld models. Second, it may produce additional features (such
as gravitational waves, magnetic elds, topological defects, baryon asymmetries or
dark matter, etc.), and enhance the contribution from light scalar elds (that are
otherwise spectator elds during ination) to curvature perturbations. This is the
case of the scenarios considered in the present section and this additional eect is
the one we have used to constrain reheating in these setups. Third, it aects the
subsequent thermal history of the Universe, since it determines the temperature
at the onset of the radiation dominated epoch.
To illustrate how this last eect can be important to constrain reheating, in
this section, we consider gravitinos, the gauge fermion supersymmetric partners
of the graviton of supergravity theories. Gravitinos are produced from scatterings
in the hot plasma during reheating, and their abundance is directly related to the
magnitude of the reheating temperature [152]. Their lifetime depends on their
mass m3=2, and if they survive long enough, their decay products can produce
spectral distortions of the CMB. Combining current constraints on CMB spectral
distortions and BBN, upper bounds can be derived on Treh. In Ref. [153], it is
found that, with m3=2  O(100GeV), one typically obtains the most stringent
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constraint Treh < 10
6GeV.5
This value is shown in Fig. 3.4 and the bottom panels of Fig. 3.6 where the
posterior distributions on Treh and Tereh are displayed. One can see that it excludes
a large set of possible temperatures. However, scenarios where an extra light scalar
eld is added seem to more easily evade the gravitino overproduction bound than
their single-eld counterpart. For instance, in quartic ination with an additional
light eld, the reheating temperature is typically smaller than 106GeV [see the
bottom left panel of Fig. 3.4 and Eq. (3.18)], which is not the case of the single-eld
versions of Higgs ination, quartic ination or even Kahler moduli III ination in
Fig. 3.6. On the other hand, since large early reheating temperatures are preferred
in general, the gravitino problem might be worsened if gravitinos are generated
from the decay products of the rst decaying eld in scenarios 2, 5, 8 and 9.
Interestingly, this also shows that if gravitinos exist, they provide a powerful
indirect way to further constrain the models discussed in this section. In particular,
gravitino production bounds seem to yield less additional constraints for quartic
models than for plateau models (with an extra light scalar eld in both cases).
If they were explicitly included in the set of observations, they would therefore
probably lead to a slight preference of the former against the later.
3.4.3 Decay mediation scale
So far, the decay rate of the additional scalar eld ,  , and its massm, have been
assumed to be independent (up to the ordering conditions of Fig. 3.2). However,
these scales may be related by the physics of the decay of , and in this section
we study the implications of the results we obtained on such processes. More
specically, we consider the case where spontaneous decay of  by dimension 5
operators is mediated by some scale Mmd. The decay rate and the mass are then
5In full generality, combining these constraints in a rigorous analysis would require deriving
a likelihood function that takes into account correlations between this data on smaller scale
uctuations with those on the larger scale uctuations from CMB experiments. The constraint
also assumes that local supersymmetry is indeed the correct extension to the standard model of
particles.
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given by Eq. (1.96) with MPl replaced by the new scale such that
  ' m
3

M2md
: (3.22)
Let us study which values of Mmd are typically predicted by the scenarios consid-
ered in this section. In Fig. 3.7, the averaged (over reheating scenarios) posterior
distributions forMmd are displayed. For electroweak suppressed decay for instance,
one should have Mmd  100GeV. Although such values are well within the distri-
butions when a logarithmically at prior on end is used, higher mediation scales
are typically preferred, which is in agreement with the standard curvaton picture
where gravitationally mediated decay [72] is assumed.
One can also see that the large-eld quartic models favour slightly higher me-
diation scales than the plateau potential of Higgs ination (that has a very similar
posterior on Mmd as Kahler moduli II ination introduced in Sec. 3.4.1, which is
why this other plateau potential is not displayed here). This is due to the fact that
the most likely scenarios for the quartic potential, cases 5 and 8, yield large values
compared to the other scenarios, while for plateau potentials all reheating cases
contribute to the distributions plotted in Fig. 3.7. For this reason, individual cases
5 and 8 are also displayed (green and red dashed lines respectively) for the quartic
potential in Fig. 3.7. Interestingly, while these two scenarios are indistinguishable
with respect to all criteria discussed so far, they give slightly dierent preferred
values for Mmd, which suggests that requiring specic mediated decay scales may
be a way to distinguish between these cases.
When the stochastic prior on end is used, one notices that mediated decay
cannot happen for Mmd below 10
5GeV. This is in sharp contrast with the result
obtained with a logarithmically at prior on end and can be understood as follows.
When end is super-Planckian,  drives a second phase of ination (cases 6, 9 and
10 in Fig. 3.2), the duration of which is roughly given by 2end=(4M
2
Pl) in numbers
of e-folds. Therefore, end cannot be much larger than, say, 20MPl. Therefore the
stochastic prior on end, which implies that m  H2end=end [see Eq. (3.14)], yields
a lower bound on m, that does not exist when a logarithmically at prior on end
is used. This explains why higher values of m, hence of Mmd, are obtained with
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Figure 3.7: Posterior distributions of the mass mediation scale Mmd dened for 
in Eq. (3.22), for Higgs ination (top panels) and quartic ination (bottom pan-
els), when the logarithmically at prior (left panels) and the stochastic prior (right
prior) are used on end. The distributions are averaged over all 10 reheating sce-
narios, and for quartic ination, the individual posteriors for scenarios 5 and 8 are
shown since these are the only non-ruled out scenarios. The region corresponding
to decay rates that are smaller than gravitational mediation,Mmd > MPl, is shaded
in grey.
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the stochastic prior.
3.5 Conclusion
In this section, we have presented the rst systematic observational constraints on
reheating in scenarios where ination is driven by a single scalar inaton eld ,
but an extra light scalar eld  can also contribute to the total amount of curvature
perturbations. Following the results of Ref. [134], the analysis was performed in
the two classes of models that are favoured by the data, where the inationary
potential is either of the plateau or the quartic type.
Bayesian inference techniques were employed to derive posterior constraints on
the energy density at the end of ination end, and the temperature of the Universe
Treh (and Tereh) at the onset of the radiation dominated epoch(s). If ination is
realised with a plateau potential, it was found that the constraints on end are
scarcely altered by the introduction of a light scalar eld (compared to the purely
single-eld case), in agreement with the strong robustness of these models under
the introduction of an additional scalar eld noted in Ref. [134]. For a quartic
inationary potential however, it was found that lower values of end are favoured
with an extra light scalar eld. Indeed, quartic ination predicts a value of the
tensor-to-scalar ratio that is not too large only when the extra eld provides the
dominant contribution to curvature perturbations, in which case end is smaller
than in the single-eld scenario.
For the reheating temperature, plateau potentials yield constraints on Treh that
depend on the reheating scenario (these scenarios are listed in Fig. 3.2 and the
constraints are given in Fig. 3.9). For quartic ination, the only favoured reheating
scenarios are 5 and 8, and both show a preference for lower reheating temperatures
than with the single-eld counterpart of the model. When a logarithmically at
prior on the vev of the extra light eld at the end of ination is used, one obtains
the averaged 95% CL upper bound Treh < 5 104GeV. In reheating scenarios 2,
5, 8 and 9, the Universe undergoes a transient early radiation dominated epoch
during a two-stage reheating process and the constraints on the temperature at
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its onset, Tereh, were also derived. Contrary to Treh, lower bounds can be derived
on Tereh, typically larger than  102GeV for a plateau potential and larger than
 105GeV for the quartic potential.
In general, it was observed that tighter constraints on reheating are derived
with an additional light scalar eld than without, in agreement with the results of
Ref. [134] where Bayesian complexity was used to quantify the number of uncon-
strained parameters. Indeed, when the extra eld is present, the same parameters
dene both its contribution to curvature perturbations and to the expansion his-
tory of reheating that determines the location of the observational window along
the inationary potential. More information about reheating can therefore be
gained in scenarios with an additional scalar eld, compared to the single-eld
case where only the later eect allows one to constrain reheating from observa-
tions. This information gain was quantied by computing the Kullback-Leibler
divergence between the prior and posterior distributions of end, Treh and Tereh.
Even if the information gain remains modest when the inationary potential is of
the plateau type, it becomes substantial in quartic ination (where, for instance,
more than 3 bits of information are gained on the energy density at the end of
ination).
Since the process of reheating determines the temperature of the Universe at the
onset of the radiation dominated epoch, it aects its subsequent thermal history.
The constraints we derived thus have implications for post-inationary physics.
For instance, we have considered gravitino overproduction bounds and shown that
since models with an additional scalar eld predict lower reheating temperatures,
they evade those bounds more easily than their single-eld counterpart. This
is particularly true if the inationary potential is of the quartic type, so that
if gravitino bounds were explicitly included in the set of observations used to
constrain the models, they would probably lead to a slight preference of quartic
ination with an extra light scalar eld (in reheating scenarios 5 and 8) over all
other models, including the single-eld plateau ones.
The sensitivity to the microphysics of reheating has also been demonstrated
with the mass mediation scale of the extra scalar eld decay, on which constraints
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have been derived. Notably, it was found that reheating scenarios 5 and 8 in quartic
ination, otherwise indistinguishable with respect to all other criteria discussed in
this chapter, give slightly dierent preferred values for this mass scale.
In this analysis, the crucial role played by the prior on the vev of the extra
light scalar eld at the end of ination, end, has also been highlighted. Even
though the main conclusions quoted above are robust under changes of priors on
end, the detailed constraints on reheating and the relative parameter space volume
associated with the 10 reheating scenarios depend on the assumptions one makes
about its value. In particular, for quartic ination, which, in reheating scenarios 5
and 8, is one of the most favoured models, if end is set by the quantum diusion
eects during ination, one nds that the Gaussian distribution (3.14) is not an
equilibrium solution of the stochastic dynamics of . In fact, there is no equilibrium
solution in this case, and the typical value acquired by the additional scalar eld at
the end of ination both depends on its value at the onset of ination and on the
total duration of ination. This may be relevant to the question [140, 154, 151, 155]
whether observations can give access to scales beyond the classical horizon, and
we plan to study this question further in later chapters.
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3.A Kullback-Leibler divergence
We introduced the Kullback-Leibler divergence in Sec. 2.2 as a quantity which
computes the information gain between prior and posterior distributions.
In table 3.2, the Kullback-Leibler divergences on the energy scale of ination
and the reheating temperatures are given for the three potentials considered in
this section (Higgs ination, quartic ination and Kahler moduli II ination), for
the single-eld versions of the model as well as for all 10 reheating scenarios, where
the divergence between the averaged priors and posteriors are also given. The left
tables were obtained with a logarithmically at prior on end, and the right priors
with the stochastic prior (3.14).
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log(end) DKL
Model end Treh Tereh
HI 1.370 0.004 -
MCHI 0.114 0.005 0.018
MC1HI 0.107 0.005 -
MC2HI 0.009 0.009 0.001
MC3HI 1.059 0.001 -
MC4HI 0.061 0.042 -
MC5HI 0.504 0.023 0.039
MC6HI 0.687 0.023 -
MC7HI 0.280 0.012 -
MC8HI 0.587 0.016 0.015
MC9HI 0.548 0.006 0.001
MC10HI 1.539 0.091 -
LFI4 1.171 0.108 -
MCLFI4 3.104 0.656 0.181
MC1LFI4 0.000 0.120 -
MC2LFI4 0.080 0.077 0.019
MC3LFI4 0.971 0.039 -
MC4LFI4 0.190 0.011 -
MC5LFI4 0.911 0.039 0.125
MC6LFI4 0.425 0.114 -
MC7LFI4 0.317 0.007 -
MC8LFI4 1.093 0.050 0.044
MC9LFI4 0.719 0.031 0.044
MC10LFI4 1.195 0.223 -
KMIII 0.083 0.008 -
MCKMIII 0.121 0.015 0.010
MC1KMIII 0.092 0.021 -
MC2KMIII 0.000 0.102 0.006
MC3KMIII 0.072 0.022 -
MC4KMIII 0.089 0.002 -
MC5KMIII 0.095 0.003 0.002
MC6KMIII 2.584 0.125 -
MC7KMIII 0.095 0.000 -
MC8KMIII 0.095 0.002 0.000
MC9KMIII 0.000 0.012 0.011
MC10KMIII n.c. n.c. -
sto(end) DKL
Model end Treh Tereh
HI 1.370 0.004 -
MCHI 0.224 0.006 0.014
MC1HI 0.060 0.004 -
MC2HI 0.058 0.006 0.000
MC3HI 1.077 0.007 -
MC4HI 0.087 0.001 -
MC5HI 0.015 0.002 0.000
MC6HI 0.800 0.032 -
MC7HI - - -
MC8HI 0.046 0.002 0.000
MC9HI 0.606 0.028 0.015
MC10HI 2.069 0.130 -
LFI4 1.171 0.108 -
MCLFI4 4.780 0.111 0.281
MC1LFI4 0.176 0.110 -
MC2LFI4 0.167 0.088 0.010
MC3LFI4 1.337 0.049 -
MC4LFI4 0.141 0.105 -
MC5LFI4 3.499 0.051 0.097
MC6LFI4 1.197 0.117 -
MC7LFI4 - - -
MC8LFI4 3.695 0.157 0.028
MC9LFI4 1.035 0.174 0.016
MC10LFI4 1.528 0.175 -
KMIII 0.083 0.008 -
MCKMIII 0.162 0.011 0.010
MC1KMIII 0.098 0.016 -
MC2KMIII n.c. n.c. n.c.
MC3KMIII n.c. 0.021 -
MC4KMIII 0.099 0.006 -
MC5KMIII 0.095 0.011 0.001
MC6KMIII n.c. n.c. -
MC7KMIII - - -
MC8KMIII 0.079 0.004 0.001
MC9KMIII n.c. n.c. n.c.
MC10KMIII n.c. 0.133 -
Table 3.2
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Table 3.2: Kullback-Leibler divergences DKL on end, Treh and Tereh for Higgs (top
row), quartic large eld (middle row) and Kahler moduli II (bottom row) ination.
The result is given for the single-eld versions of the model and for the 10 reheating
scenarios of Fig. 3.2 as well. The divergence between the averaged (over reheating
scenarios) priors and posteriors is also displayed. The left tables were obtained
with a logarithmically at prior on end, and the right tables with the stochastic
prior (3.14). Note that the early reheating temperature Treh is dened only for
scenarios 2, 5, 8 and 9, and that scenario 7 cannot be sampled when a stochastic
prior is used. For some of the Kahler moduli II cases, denoted n.c. (for \not
converged"), numerically robust results could not be obtained.
3.B Individual reheating scenarios constraints
In this appendix, we display the posterior constraints on end, Treh and Tereh, for
the individual 10 reheating scenarios of Fig. 3.2, for the three potentials considered
in this section (Higgs ination, quartic ination and Kahler moduli II ination)
and when the logarithmically at prior or the stochastic prior (3.14) on end are
used. For the Kahler moduli II cases denoted \n.c." in table 3.2, well-converged
distributions could not be inferred due to the numerical diculty in sampling these
scenarios.
3.B.1 Energy density at the end of ination
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Figure 3.8: Posterior distributions on the energy density at the end of ination
with the plateau potential (3.1) of Higgs ination (top panels), the quartic po-
tential (3.2) (middle panels), and the plateau potential (3.21) of Kahler moduli
ination II (bottom panels). The left panels correspond to the logarithmically
at prior (3.13) on end, and the right panels stand for the stochastic prior (3.14)
derived from the equilibrium distribution of a light scalar eld in a de Sitter space-
time with Hubble scale Hend. The dashed blue lines correspond to the single-eld
versions of the models, while the solid coloured lines stand for the 10 reheating
scenarios of Fig. 3.2 when an extra light scalar eld is present.
3.B.2 Reheating Temperature
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Figure 3.9: Posterior distributions on the reheating temperature Treh with the
plateau potential (3.1) of Higgs ination (top panels), the quartic potential (3.2)
(middle panels), and the plateau potential (3.21) of Kahler moduli ination II
(bottom panels). The left panels correspond to the logarithmically at prior (3.13)
on end, and the right panels stand for the stochastic prior (3.14) derived from
the equilibrium distribution of a light scalar eld in a de Sitter space-time with
Hubble scale Hend. The dashed blue lines correspond to the single-eld versions of
the models, while the solid coloured lines stand for the 10 reheating scenarios of
Fig. 3.2 when an extra light scalar eld is present.
3.B.3 Early reheating temperature
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Figure 3.10: Posterior distributions on the early reheating temperature Tereh with
the plateau potential (3.1) of Higgs ination (top panels), the quartic poten-
tial (3.2) (middle panels), and the plateau potential (3.21) of Kahler moduli in-
ation II (bottom panels). The left panels correspond to the logarithmically at
prior (3.13) on end, and the right panels stand for the stochastic prior (3.14) de-
rived from the equilibrium distribution of a light scalar eld in a de Sitter space-
time with Hubble scale Hend. The dashed blue lines correspond to the single-eld
versions of the models, while the solid coloured lines stand for the 10 reheating
scenarios of Fig. 3.2 when an extra light scalar eld is present.
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Figure 3.11: Information density on end for Higgs ination (top panels), quartic
ination (middle panels) and Kahler moduli ination II (bottom panels). The
left panels correspond to the logarithmically at prior (3.13) on end, and the
right panels stand for the stochastic prior (3.14). The dashed lines correspond to
the single-eld versions of the models, while the solid lines are derived from the
averaged distributions over all 10 reheating scenarios.
3.C.2 Reheating temperature
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Figure 3.12: Information density on end for Higgs ination (top panels), quartic
ination (middle panels) and Kahler moduli II ination (bottom panels). The
left panels correspond to the logarithmically at prior (3.13) on end, and the
right panels stand for the stochastic prior (3.14) derived from the equilibrium
distribution of a light scalar eld in a de Sitter space-time with Hubble scale Hend.
The dashed blue lines correspond to the single-eld versions of the models, while
the solid coloured lines stand for the 10 reheating scenarios.
3.C.3 Early reheating temperature
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Figure 3.13: Information density on Treh and Tereh for Higgs ination (top panels),
quartic ination (middle panels) and Kahler moduli II ination (bottom panels).
The left panels correspond to the logarithmically at prior (3.13) on end, and
the right panels stand for the stochastic prior (3.14) derived from the equilibrium
distribution of a light scalar eld in a de Sitter space-time with Hubble scale Hend.
The dashed blue lines correspond to the single-eld versions of the models, while
the solid lines are derived from the averaged distributions on Treh (blue) and Tereh
(red), when an extra light scalar eld is added.
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Figure 3.14: Information density on Treh for Higgs ination (top panels), quartic
ination (middle panels) and Kahler moduli II ination (bottom panels). The
left panels correspond to the logarithmically at prior (3.13) on end, and the
right panels stand for the stochastic prior (3.14) derived from the equilibrium
distribution of a light scalar eld in a de Sitter space-time with Hubble scale Hend.
The dashed blue lines correspond to the single-eld versions of the models, while
the solid coloured lines stand for the 10 reheating scenarios.
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Figure 3.15: Information density on Tereh for Higgs ination (top panels), quartic
ination (middle panels) and Kahler moduli II ination (bottom panels). The
left panels correspond to the logarithmically at prior (3.13) on end, and the
right panels stand for the stochastic prior (3.14) derived from the equilibrium
distribution of a light scalar eld in a de Sitter space-time with Hubble scale Hend.
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4Spectator eld condensates
Abstract. In this chapter we will study the dynamics of light (sub-
Hubble mass) test (energetically sub-dominant) elds | also dubbed
`spectator elds' | in an inationary background. We have already
shown in Sec. 1.2.3 that the dynamics of such elds may be accurately
described by a stochastic approach. Here we shall focus on implement-
ing this formalism to compute the typical variance acquired by these
elds (eectively a condensate) up to the end of ination: for dierent
spectator eld potentials; in dierent slow-roll inationary backgrounds;
and for multiple coupled spectators. In this review we combine work
from Refs. [156, 157], more recent work on non-minimally coupled elds
and introduce the publicly available code, nfield, (which now supports
multiple test and non-test elds during ination) as a new computational
tool. Motivated originally by the requirement to set the initial conditions
for the curvaton in the previous chapter: the results from this chapter
are crucial to setting the initial conditions for many other models of post-
inationary physics, including the majority discussed in this thesis. The
results from this chapter are thus applicable to a great variety of models
for the early Universe.
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4.1 Introduction
From a theoretical point of view, ination takes place in a regime that is far beyond
the reach of terrestrial particle accelerators, and the physical details of how the
inaton is connected with the standard model of particle physics and its extensions
are still unclear. In particular, most physical setups that have been proposed to
embed ination contain extra scalar elds. This is notably the case in string theory
models where many extra light moduli elds may be present [123, 124, 125, 158,
126, 127].
Even if such elds are purely spectators during ination (i.e. masses smaller
than the Hubble rate and contribute a negligible amount to the total energy den-
sity of the Universe), as we have shown already in Chapter 3, they can still play an
important dynamical role afterwards. The details of their post-inationary contri-
bution typically depend on the eld displacement they acquire during ination. In
this context, if ination provides initial conditions for cosmological perturbations,
it should also be seen as a mechanism that generates a distribution of initial eld
displacements for light degrees of freedom. In this chapter, we investigate what
possibilities this second channel oers to probe the physics of ination. In practice,
we study how the eld value acquired by light scalar spectator elds at the end
of ination depends on the inaton eld potential, on the spectator eld potential
and on the initial distribution of spectator eld values.
As an illustration of post-inationary physical processes for which the eld
value acquired by spectator elds during ination plays an important role, we
may consider the curvaton scenario of Sec. 1.3.1, Chapter 3 and, originally, of
Refs. [117, 74, 73, 75]. We are reminded that the curvaton density perturbation is
given by =  =, where  denotes the energy density contained in , and
the eect of this perturbation on the total density perturbation of the Universe
is reduced by the relative energy density of the curvaton eld to the total energy
density. The curvaton eld, like every light scalar eld, is perturbed at Hubble
radius exit by an amount   H . 10 6MPl, where H is the Hubble parameter
evaluated at the time of Hubble radius crossing during ination and MPl is the
reduced Planck mass. If the curvaton perturbations produce the entire observed
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primordial density perturbation with amplitude 10 5, the average eld value in
our Hubble patch, , is of order   105H. An important question is therefore
whether such a eld value can naturally be given to the curvaton during ination.
In the limit of low energy scale ination in particular, this implies that  MPl.
The requirement for a very sub-Planckian spectator eld value in models where
an initially isocurvature eld perturbation is later converted into the observed
adiabatic curvature perturbation is common but not completely generic, and may
be intuitively understood by realising that if the spectator eld uctuations are
negligible compared to the background value (i.e.  < 10 5), then it is dicult to
make the primordial density perturbation have a signicant dependence on  if the
background value is not very sub-Planckian. This is discussed in the conclusions of
Ref. [159], which shows that it typically also applies to scenarios such as modulated
reheating [160, 158]. The dark energy model proposed in Ref. [161] also requires
sub-Planckian spectator elds during ination, and the new results we derive on
the eld value distribution of a spectator eld with a quartic potential may have
implications for the stability of the Higgs vacuum during ination as well, see
e.g. Refs. [162, 163, 164].
This naturally raises the question of whether having a sub-Planckian specta-
tor eld value represents a ne tuning of the initial conditions or not. Provided
that ination lasts long enough, we address this question here by calculating the
stochastically generated distribution of spectator eld values. We will show cases in
which sub-Planckian eld values are natural, and others in which super-Planckian
eld values are preferred.
If the spectator eld value is driven to become signicantly super-Planckian,
it can drive a second period of ination, which may have observable eects even
if the inaton eld perturbations dominate, because the observable scales exit the
Hubble radius at a dierent time during the rst period of ination, when the
inaton is traversing a dierent part of the potential [133, 134]. In some cases,
we will show that the spectator eld value may naturally become so large that
it drives more than 60 e-folds of ination. In this case we would not observe the
initial period of ination at all, but its existence remains important for generating
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the initial conditions for the second, observable period of ination.
If no isocurvature perturbations persist after reheating, the linear perturbations
from the inaton and spectator eld are likely to be observationally degenerate.
Non-linear perturbations, especially the coupling between primordial long- and
short-wavelength perturbations, help to break this degeneracy. We will not study
non Gaussianity in this chapter, but highlight that the results calculated here help
to motivate a prior distribution for the initial spectator eld value, which is a
crucial ingredient of model comparison between single- and multiple-eld models
of ination [132, 133, 134, 165].
4.1.1 Stochastic single spectator
As we have seen in Sec. 1.2.3, in the stochastic framework, the short wavelength
uctuations behave as a classical noise acting on the dynamics of the super-Hubble
scales as they cross the coarse-graining scale. The coarse-grained elds can thus
be described by a stochastic classical theory, following Langevin equations
d
dN
=   1
3H2
@V
@
+
H
2
(N) : (4.1)
In this expression,  denotes a coarse-grained eld with potential V (). The time
variable N  ln(a) has been used but the choice of the time variable is irrelevant
for test elds [59, 60, 61, 62]. We are also reminded that  is a Gaussian white noise
with vanishing mean and unit variance such that h(N)i = 0 and h(N1)(N2)i =
(N1   N2), where hi denotes ensemble average. The Langevin equation (4.1)
is valid for a light test eld with @2V=@2  H. In the Ito^ interpretation, it
gives rise to a Fokker-Planck equation for the probability density P (;N) of the
coarse-grained eld  at time N [58, 166]
@P (;N)
@N
=
@
@

1
3H2
@V
@
P (;N)

+
H2
82
@2
@2
[P (;N)] ; (4.2)
which is the same as we found in Sec. 1.2.3. As in Eq. (1.93), this equation can
be written as @P=@N =  @J=@, where J   P=(3H2)@V=@ H2=(82)@P=@
is the probability current.
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When H is constant, a stationary (equilibrium) solution Pstat to Eq. (4.2) can
be found, however we need to demonstrate that J vanishes in order to identify
this solution with Eq. (1.94). Since Pstat does not depend on time, the probability
current does not depend on  (or on time either). Therefore, if J vanishes at the
boundaries of the eld domain, it vanishes everywhere. So we can nd that the
solution now matches Eq. (1.94) like so
Pstat() / exp

 8
2V ()
3H4

; (4.3)
where the overall integration constant is xed by requiring that the distribution is
normalised,
R
P ()d = 1. In the following, the solution (4.3) will be referred to
as the \de Sitter equilibrium". For instance, if the spectator eld has a quadratic
potential V () = m22=2, the de Sitter equilibrium is a Gaussian with standard
deviation
ph2i  H2=m. In this case, it will be shown in Sec. 4.2.1 that this
equilibrium solution is in fact an attractor of Eq. (4.3), that is reached over a
time scale Nrelax  H2=m2. Therefore, provided ination lasts more than Nrelax
e-folds, the typical eld displacement is of order H2=m at the end of ination in
this case [167].
4.1.2 Limitations of the adiabatic approximation
In the absence of more general results prior to this chapter, the de Sitter results
derived in Sec. 4.1.1 have been commonly used and/or assumed to still apply to
more realistic slow-roll backgrounds, see e.g. Refs. [167, 168, 163, 132, 134, 169].
The reason is that H varies slowly during slow-roll ination, which thus does not
deviate much from de Sitter. This is why in practice, Eq. (4.3) is often used to
estimate the eld value acquired by spectator elds during ination. However,
one can already see why this \adiabatic" approximation, which assumes that one
can simply replace H by H(N) in Eq. (4.3) and track the local equilibrium at
every time, is not always valid. Indeed, the time scale over which H varies by
a substantial amount in slow-roll ination is given by NH = 1=1, which can be
deduced from Eq. (1.34). During ination, 1  1, so that NH  1. However,
in order to see whether a spectator eld tracks the de Sitter equilibrium, one
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should not compare NH to 1, but to Nrelax, the number of e-folds required by
the spectator eld to relax towards the equilibrium. In other words, only if the
adiabatic condition
Nrelax  NH = 1
1
; (4.4)
holds can H be considered as a constant over the time required by the spectator
eld to relax to the equilibrium, and only in this case can the stationary distribu-
tion (4.3) be used.
If the inaton potential is of the plateau type and asymptotes to a con-
stant as the eld value asymptotes to innity, one typically has [170, 171]
1 ' O(1) =(Nend   N)2 in the limit where Nend   N  1, where Nend denotes
the number of e-folds at the end of ination where 1 ' 1. This leads to
H ' Hplateau exp
 O(1)
N  Nend   1

; (4.5)
where Hplateau is the asymptotic value of H at large-eld value, hence NH '
O(1) (Nend   N)2, meaning that H cannot change by more than a factor of or-
der one throughout the entire inationary phase. For instance, if one considers
the Starobinsky potential of Eq. (1.71), one nds 1 ' 3=[4(Nend   N)2] and
Hend=Hplateau ' 0:53. In this case, the de Sitter equilibrium (4.3), hV ()i  H4,
only changes by a relatively small fraction and therefore provides a useful estimate
for the order of magnitude of spectator eld displacements at the end of ination
[using either H = Hplateau or H = Hend in Eq. (4.3)]. Note that the same can be
true for hilltop potentials where H also asymptotes a constant in the innite past.
In the context of single-eld ination however, plateau potentials are known to
provide a good t to the data only in the last 50 e-folds of ination. The shape
of the inaton potential is not constrained beyond this range and is typically
expected to receive corrections when the eld varies by more than the Planck
scale. In multiple-eld ination, observations allow the inaton potential to be of
the large-eld type all the way down to the end of ination [134]. Therefore we
also consider monomial inaton potentials V () / p with p > 0. In these models,
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one has
H(N) = Hend

1 +
4
p
(Nend  N)
 p
4
: (4.6)
If p > 1, this corresponds to convex inaton potentials (meaning V 00 > 0), while
this describes concave inaton potentials (V 00 < 0) for p < 1, and the de Sitter case
is recovered in the limit p! 0. From Eq. (4.6), one has 1 = (Hend=H)4=p, so that
NH = (H=Hend)
4=p. If the spectator eld has a quadratic potential for instance, as
mentioned above, it will be shown in Sec. 4.2.1 that Nrelax  H2=m2. In this case,
the adiabatic condition (4.4) reads (H=Hend)
2=p 1  Hend=m. If p  2, one can
see that this can never be realised since Hend > m and H > Hend. If p < 2, the
adiabatic condition is satised when H is suciently large, that is to say at early
enough times when Nend   N > p[(Hend=m)4=(2 p)   1]=4. If m=Hend  0:01 for
instance, this number of e-folds is larger than  400 as soon as p > 0:1 (and larger
than  107 for p > 1), which means that even in this case, the adiabatic regime
lies far away from the observable last 50 e-folds of ination. One concludes that in
most cases, the de Sitter equilibrium solution does not provide a reliable estimate
of the eld value acquired by spectator elds during ination. In the following, we
therefore study the dynamics of such elds beyond the adiabatic approximation.
4.2 Quadratic spectator
In this section, we consider a quadratic spectator eld, for which
V () =
m2
2
2 : (4.7)
In this case, the Langevin equation (4.1) is linear, which allows one to solve it
analytically. In Appendix 4.A, we explain how to calculate the rst two statistical
moments of the spectator eld . The rst moment is given by
h (N)i = h (N0)i exp

 m
2
3
Z N
N0
dN 0
H2(N 0)

; (4.8)
which corresponds to the classical solution of Eq. (4.1) in the absence of quantum
diusion, and where we have set hi = h(N0)i at the initial time N0. For the
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second moment, one obtains


2(N)

=


2(N0)

exp

 2m
2
3
Z N
N0
dN 0
H2(N 0)

+
Z N
N0
dN 0
H2(N 0)
42
exp
"
2m2
3
Z N 0
N
dN 00
H2(N 00)
#
: (4.9)
In this expression, the structure of the rst term in the right-hand side is similar
to the rst moment (4.8) while the second term is due to quantum diusion, so
that the variance of the distribution h2i   hi2 is given by the same formula as
the second moment (i.e. one can replace h2i by h2i   hi2 in Eq. (4.9) and the
formula is still valid).
One can also show that the Fokker-Planck equation (4.2) admits Gaussian
solutions,
P (;N) =
1p
2 h2(N)i exp
(
  [   h(N)i]
2
2 h2i
)
; (4.10)
where h(N)i and h2(N)i are given by Eqs. (4.8) and (4.9) respectively. However,
let us stress that Eqs. (4.8) and (4.9) are valid for any (i.e. not only Gaussian)
probability distributions.
4.2.1 Plateau ination
As explained in Sec. 4.1.2, if the inaton potential is of the plateau type, H can
be approximated by a constant. In this case, the mean coarse-grained eld (4.8)
is given by
h(N)i = h(N0)i exp

  m
2
3H2
(N  N0)

: (4.11)
It follows the classical trajectory as already pointed out below Eq. (4.8), and
becomes small when N   N0  H2=m2. For the second moment, Eq. (4.9) gives
rise to

2(N)

=


2(N0)
  3H4
82m2

exp

 2m
2
3H2
(N  N0)

+
3H4
82m2
: (4.12)
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When N  N0  H2=m2, it approaches the constant value h2i = 3H4=(82m2).
One can check that this asymptotic value corresponds to the de Sitter equilibrium
in Eq. (4.3). Moreover, one can see that the typical relaxation time that is required
to reach the attractor is given by
Nrelax =
H2
m2
; (4.13)
which corresponds to the value reported in Sec. 4.1.1.
4.2.2 Monomial ination
If the inaton potential is monomial and of the form V () / p, the Hubble factor
is given by Eq. (4.6). Substituting this expression for H(N) into Eq. (4.8), one
obtains (for p 6= 2)
h(H)i = h(H0)i exp
(

2
"
H
Hend
 4
p
 2
 

H0
Hend
 4
p
 2#)
; (4.14)
where H0 is the value of H at an initial time N0, and we have dened
  m
2
3H2end
p
2  p : (4.15)
In Eq. (4.14), time is parametrised by H instead of N for convenience but the
two are directly related through Eq. (4.6). For the second moment (or for the
variance), by substituting Eq. (4.6) into Eq. (4.9), one obtains


2(H)

=


2(H0)

e

"
H
Hend
 4
p 2 

H0
Hend
 4
p 2
#
+
pH2end
p+2
p 2
82(p  2)e


H
Hend
 4
p 2

(
 
"
2 + p
2  p; 

H0
Hend
 4
p
 2#
   
"
2 + p
2  p; 

H
Hend
 4
p
 2#)
; (4.16)
where   denotes the incomplete Gamma function. One can note that both
Eqs. (4.14) and (4.16) can be expressed as functions (H=Hend)
4=p 2 only, which
is directly proportional to the ratio NH=Nrelax. As noted in Sec. 4.1.2, for p  2
this ratio is always small, while for p < 2, it is large unless H is suciently large.
The two cases p  2 and p < 2 must therefore be treated distinctly.
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Case where p  2
If p > 2, one has NH  Nrelax and the quantity (H=Hend)4=p 2 in Eqs. (4.14)
and (4.16) is always much smaller than one. This implies that the argument of the
exponential in Eq. (4.14) can be neglected, and h(H)i ' h(H0)i stays constant.
Therefore, the distribution remains centred at the initial value. Note that the case
p = 2 is singular and gives rise to
h(H)i = h(H0)i

H
H0
 m2
3H2
end
; (4.17)
which also yields h(H)i ' h(H0)i unless H0=Hend  exp(3H2end=m2).
For the second moment, the second arguments of the incomplete Gamma func-
tions in Eq. (4.16) are always much smaller than one and in this limit, one nds


2(H)
 ' 
2(H0)+ H2endp
82(p+ 2)
"
H0
Hend
2+ 4
p
 

H
Hend
2+ 4
p
#
: (4.18)
In this expression, one can see that h2i can only increase as time proceeds, in a
way that does not depend on the mass (as long as it is sub-Hubble). The result
is therefore the same as if one set the mass to zero, and corresponds to a free
diusion process. This is consistent with the fact that hi stays constant in this
case. If p = 2, Eq. (4.16) is singular and one has


2(H)

=


2(H0)
 H
H0
 2m2
3H2
end
+
H2end
82

2  m2
3H2end
  H
Hend
 2m2
3H2
end

24 H0
Hend
4  2m2
3H2
end  

H
Hend
4  2m2
3H2
end
35 : (4.19)
In this case, it was also shown in Sec. 4.1.2 that NH  Nrelax so there is no
adiabatic regime either. Unless H0=Hend  exp(3H2end=m2), in the limit m 
Hend, Eq. (4.19) coincides with Eq. (4.18) evaluated at p = 2 so in practice the
latter formula can be used for all values of p  2.
An important feature of Eq. (4.18) is that it strongly depends on the initial
conditions h(H0)i andH0. This is because there is no adiabatic regime in this case
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and hence no attractor that would erase initial conditions. As a consequence, the
typical spectator eld displacement at the end of ination cannot be determined
without specifying initial conditions.
One should also note that the present analysis relies on the assumption that
the inaton is not experiencing large stochastic diusion, which allows us to use
Eq. (4.6). This is in fact the case if H  Heternal, where
Heternal  Hend

MPl
Hend
2
p
2
 p
2+p
; (4.20)
is the scale above which a regime of so-called \eternal ination" takes place.1
For this reason, Heternal is the largest value one can use for H0 in order for the
calculation to be valid. Setting H0 = Heternal, and substituting Eq. (4.20) into
Eq. (4.18), one obtains at the end of ination

2end
 ' 
2eternal+ pp+ 2M2Pl : (4.21)
This expression is displayed in the left panel of Fig. 4.1. It means that the eld
value of the spectator eld is at least of the order of the Planck mass at the end of
ination. If one assumes the de Sitter equilibrium distribution (4.3) at the end of
eternal ination for instance, h2eternali = 3H4eternal=(82m2), even much larger eld
displacements are obtained at the end of ination.
Case where p < 2
If p < 2, whether the ratio NH=Nrelax is small or large depends on the value of H.
More precisely, if H  Hadiab, where
Hadiab  Hend

Hend
m
 p
2 p
; (4.22)
one is in the adiabatic regime and NH  Nrelax. As soon as H drops below Hadiab
however, one leaves the adiabatic regime. In order to set initial conditions during
1More precisely, Heternal is dened [172] as the scale above which, over the typical time scale
of an e-fold, the mean quantum diusion received by the inaton eld, H=(2), is larger than
the classical drift,
p
21MPl. Since 1 = (Hend=H)
4=p in monomial ination (4.6), this condition
gives rise to H > Heternal where Heternal is given by Eq. (4.20).
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Figure 4.1: The typical eld displacement
ph2endi acquired by a test eld  with
quadratic potential V () = m22=2 at the end of an inationary phase driven by
an inaton potential V () / p. In the left panel, the cases p  2 and p < 2
with m=Hend < (Hend=MPl)
(2 p)=(2+p) are displayed, where the minimum value
of h2endi is given if one initially sets h2i = 0 at the time H = Heternal when
stochastic corrections to the inaton dynamics stop being large. This corresponds
to Eq. (4.21) and shows that spectator elds are typically at least close to super-
Planckian at the end of ination in these cases. In the right panel, the case p < 2
withm=Hend > (Hend=MPl)
(2 p)=(2+p) is displayed, where there is an early adiabatic
regime that allows the dependence on initial condition to be erased. The typical
eld displacement is given by Eq. (4.25), which is expressed as a function of p
and m=mmin in Eq. (4.26), where mmin is the lower bound on m associated to
the condition m=Hend > (Hend=MPl)
(2 p)=(2+p). One can check that, as soon as
m & 1:5mmin,
ph2endi is always sub-Planckian in this case.
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the adiabatic regime, it should apply after the eternal inationary phase during
which our calculation does not apply, which implies that Hadiab < Heternal. Making
use of Eqs. (4.20) and (4.22), this condition gives rise to
m
Hend
>

Hend
MPl
 2 p
2+p
: (4.23)
Let us distinguish the two cases where this relation is and is not satised.
Starting out in the adiabatic regime
If Eq. (4.23) is satised, one can set initial conditions for the spectator eld 
in the adiabatic regime while being outside the eternal inationary phase, that is
to say one can take Hadiab < H0 < Heternal. From Eq. (4.14), this implies that
hendi  h0i and the distribution becomes centred around smaller eld values as
time proceeds. Regarding the width of the distribution, two regimes of interest
need to be considered.
At early time, i.e. when H  Hadiab, the incomplete Gamma functions in
Eq. (4.16) can be expanded in the large second argument limit and one obtains
h2(H)i '

h2(H0)i   3H
4
0
82m2

e

"
H
Hend
 4
p 2 

H0
Hend
 4
p 2
#
+
3H4
82m2
: (4.24)
In this expression, one can see that as soon asH decreases fromH0, the rst term is
exponentially suppressed and one obtains h2i ' 3H4=(8m2), which corresponds
to the de Sitter equilibrium formula2 and conrms that one is in the adiabatic
regime. This also shows that the de Sitter equilibrium is an attractor of the
stochastic dynamics in this case, and that it is reached within a number of e-
folds  H20=m2, which exactly corresponds to Nrelax given in Eq. (4.13) when
H = H0.
At later times, i.e. when H  Hadiab, one leaves the adiabatic regime and while
the rst incomplete Gamma function in Eq. (4.16) can still be expanded in the
2More precisely, in a de Sitter universe where H is constant and equal to the instantaneous
value H(N) for a given N in the case at hand, the asymptotic value reached by h2i at late time
is the same as the instantaneous value h2(N)i obtained from Eq. (4.24). In this sense, the time
evolution of H can be neglected and this corresponds, by denition, to an adiabatic regime.
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large second argument limit, the second one must be expanded in the small second
argument limit and this gives rise to


2(H)
 ' H2end
82
p
2  p 

2 + p
2  p

3H2end
m2
2  p
p
 2+p
2 p
: (4.25)
Interestingly, this expression does not depend on H, meaning that h2i stays con-
stant as soon as one leaves the adiabatic regime (and obviously stops tracking the
adiabatic solution). One can also check that in this expression, the limit p ! 0
gives rise to h2endi ' 3H4end=(82m2), that is to say the de Sitter equilibrium
formula.
An important consequence of this result is that in the case p < 2 and if m >
mmin, wheremmin corresponds to the lower bound onm given by Eq. (4.23), even if
the end of ination lies far outside the adiabatic regime, the existence of an early
adiabatic phase allows initial conditions to be erased. At the end of ination,
the eld value of the spectator eld only depends on m, Hend and p. This is in
contrast with the case p  2 where there is no adiabatic regime, even at early
time, and initial conditions remain important even at the end of ination. A
second important consequence is that the typical eld displacement is always sub-
Planckian at the end of ination in this case. Indeed, substituting the expression
given for mmin by Eq. (4.23) into Eq. (4.25), one obtains
h2endi
M2Pl
=
1
82

p
2  p
 2p
p 2
 

2 + p
2  p

3
m2min
m2
 2+p
2 p
: (4.26)
This expression is displayed in the right panel of Fig. 4.1 for a few values of
m=mmin. One can see that as soon as m & 1:5mmin, the spectator eld is always
sub-Planckian at the end of ination.
Starting out away from the adiabatic regime
If the condition (4.23) is not satised, the adiabatic regime cannot be used to erase
initial conditions dependence. If both H0 and H are much smaller than Hadiab, the
incomplete Gamma functions in Eq. (4.16) can be expanded in the small second
argument limit and one obtains Eq. (4.18) again. When H becomes small com-
pared to H0, h2i reaches a constant and the distribution remains frozen until the
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Figure 4.2: A quadratic spectator eld  can trigger a second phase of ination if
jendj >
p
2MPl. Assuming a centred Gaussian distribution with variance h2endi,
the left panel displays the probability for such a condition to be satised, while
the mean number of e-folds realised in the second phase of ination is given in the
right panel.
end of ination. Letting H0 = Heternal as in Sec. 4.2.2, this gives rise to Eq. (4.21)
and one concludes that, in this case, the spectator eld acquires a super-Planckian
eld value at the end of ination.
The situation is summarised in the rst line of table 4.1 in Sec. 4.10. If
p < 2 and m=Hend > (Hend=MPl)
(2 p)=(2+p), quadratic spectator elds acquire
sub-Planckian eld values at the end of ination, while if p  2 or if p < 2 with
m=Hend < (Hend=MPl)
(2 p)=(2+p), they are typically super-Planckian.
4.2.3 Can a spectator eld drive a second phase of ination?
If ination is driven by a monomial potential V / p with p  2, in Sec. 4.2.2 it
was shown that quadratic spectator elds typically acquire super-Planckian eld
values at the end of ination. This can have important consequences as discussed in
Sec. 4.1, amongst which is the ability for the spectator eld to drive a second phase
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of ination. This can happen if jendj >
p
2MPl, and the probability associated to
this condition is given by
Pr-in =
Z
jj>p2MPl
P (;Nend)d = erfc
 
MPlph2endi
!
: (4.27)
In the second expression, we have assumed that the probability distribution of the
spectator eld value at the end of ination is a Gaussian with vanishing mean
and variance h2endi, and erfc denotes the complementary error function. This
probability is displayed in the left panel of Fig. 4.2. If a second phase of ination
starts driven by the quadratic potential with initial eld value end, then the
number of e-folds realised is given by 2end=(4M
2
Pl)   1=2. The mean duration of
this additional inationary period can thus be calculated according to
hN-ini = 1
Pr (-in)
Z
jj>p2MPl

2
4M2Pl
  1
2

P (;Nend)d
=
h2endi
4M2Pl
  1
2

+
ph2endi
2
p
MPl
exp

  M2Plh2endi

erfc

MPlp
h2endi
 ; (4.28)
where in the second expression, again, we have assumed that the probability dis-
tribution of the spectator eld value at the end of ination is a centred Gaussian.
This mean number of e-folds is shown in the right panel of Fig. 4.2. When h2endi is
super-Planckian, one has a non-negligible probability of a second phase of ination.
For instance, with
ph2endi = 5MPl, one nds Pr (-in) ' 0:77 and hN-ini = 7:5.
4.3 Quartic spectator
In Sec. 4.2, it was shown that quadratic spectator elds with potential V () =
m22=2 typically acquire super-Planckian eld displacements at the end of ination
if the inaton potential is of the form V () / p with p  2 at large-eld values
or with p < 2 and m=Hend < (Hend=MPl)
(2 p)=(2+p). In this section, we investigate
whether these super-Planckian eld values can be tamed by making the spectator
eld potential steeper at large-eld values. In practice, we consider a quartic
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spectator eld,
V () = 4 ; (4.29)
where  is a dimensionless constant. Contrary to the quadratic case in Sec. 4.2, the
Langevin equation (4.1) is not linear for quartic spectators and cannot be solved
analytically. Numerical solutions are therefore presented in this section, where a
large number (typically 105 or 106) of realisations of Eq. (4.1) are generated with a
fourth order Runge-Kutta method, over which moments of the spectator eld value
are calculated at xed times. These results have been checked with independent
numerical solutions of the Fokker-Planck equation (4.2).
4.3.1 Plateau ination
As explained in Sec. 4.1.2, if the inaton potential is of the plateau type, H can
be approximated by a constant and the spectator eld value reaches the de Sitter
equilibrium (4.3) where the typical eld displacement, for the quartic spectator
potential (4.29), is given by


2

=
 
 
3
4

 
 
1
4
r 3
2
H2
2
: (4.30)
The relaxation time required to reach this asymptotic value can be assessed
as follows. Since the equilibrium (4.3) is of the form P () / e 4 , with
 = 82=(3H4), let us assume that the time evolving distribution for  is more
generally given by
P (;N) =
21=4(N)
 
 
1
4
 exp  (N)4 ; (4.31)
where (N) is a free function of time and the prefactor is set so that the distribu-
tion remains normalised, and track the stochastic dynamics with this ansatz. By
substituting Eq. (4.31) into Eq. (4.2), an ordinary dierential equation for (N)
is derived in Appendix 4.B, that reads
d
dN
=
 
 
1
4

2 
 
3
4
  
H2
1=2   3H
2
82
3=2

: (4.32)
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If H is a constant, this equation can be solved analytically and the solution is
given by Eq. (4.97). Since Eq. (4.31) gives rise to h2i =  1=2 (3=4)= (1=4), one
obtains for the second moment

2(N)

=
 
 
3
4

 
 
1
4
q 3H4
82
tanh
(r
3
2
 
 
1
4

8 
 
3
4
(N  N0) + atanh"r 3H4
82
 
 
3
4

 
 
1
4
 h2(N0)i
#) : (4.33)
In the late time limit, one recovers the de Sitter equilibrium value (4.30). Let us
stress however that Eq. (4.33) is not an exact solution to Eq. (4.2) but only provides
an approximation under the ansatz (4.31). This approximation will be shown to
be reasonably accurate in Sec. 4.3.2, but for now, expanding tanh(x) ' 1  2e 2x
when x 1 at late time, it provides an estimate of the relaxation time as
Nrelax =
1p

: (4.34)
It is interesting to notice that this expression is consistent with the numerical
exploration of Ref. [167], see Eq. (2.12) of this reference.
4.3.2 Monomial ination
If the inaton potential is monomial and of the form V () / p, the Hubble
factor is given by Eq. (4.6) and varies over time scales of order NH = (H=Hend)
4=p
as explained in Sec. 4.1.2. Making use of Eq. (4.34), the adiabatic condition
NH  Nrelax then requires H  Hadiab, where
Hadiab   p=8Hend : (4.35)
A fundamental dierence with the quadratic spectator is that in the quartic case,
for all values of p, there always exists an adiabatic regime at early times. How-
ever, it is not guaranteed that this regime is consistent with the classical inaton
solution (4.6), i.e. extends beyond the eternal inationary phase. This is the case
112
only if Hadiab < Heternal, where Heternal is given in Eq. (4.20), that is to say if  is
large enough,
 >

Hend
MPl
 8
p+2
: (4.36)
Let us distinguish the case where this condition is satised and one can use the
stationary solution (4.3) to describe the distribution in the adiabatic regime inde-
pendently of initial conditions, and the case where this is not possible.
Starting out in the adiabatic regime
If the condition (4.36) is satised, one can set initial conditions for the spectator
eld  in the adiabatic regime after the eternal inationary phase. In Fig. 4.3,
we present the results of a numerical integration of the Langevin equation (4.1)
in this case (with the values used for Hend and , one can check that Eq. (4.36) is
satised up to p = 10). The values of Hadiab given by Eq. (4.35) are denoted by the
vertical coloured dashed lines. When H  Hadiab, the numerical results follow the
de Sitter stationary solution (4.30) represented by the black dashed line. When H
drops below Hadiab, this is not the case anymore, and the distributions are wider
at the end of ination than the adiabatic approximation would naively suggest.
In this regime, the behaviour of h2i can in fact still be tracked analytically by
making use of the quartic ansatz (4.31) introduced in Sec. 4.3.1. Indeed, in the
case where H is given by Eq. (4.6), one can cast Eq. (4.32) into a Ricatti equation
and in Appendix 4.B it is shown that its solution reads
h2(H)i =  
 
3
4

 
 
1
4
r 3
2
H2
2
K p
4
+ 1
2

p
4
q

6
 ( 14)
 ( 34)

H
Hend
4=p
K p
4
  1
2

p
4
q

6
 ( 14)
 ( 34)

H
Hend
4=p : (4.37)
In this expression, K is a modied Bessel function of the second kind. One can note
that the argument of the Bessel functions is directly proportional to NH=Nrelax,
conrming that this ratio controls the departure from the adiabatic solution (4.30).
At early times when NH  Nrelax, or equivalently H  Hadiab, one can expand
the Bessel functions in the large argument limit, K(x) '
p
=(2x)e x, and one
113
100 101 102 103
H/Hend
10−5
10−4
10−3
10−2
√ 〈σ
2
〉/M
P
l
adiabatic approximation
quartic approximations
Hend = 10
−6M
Pl
λ = 10−4
p = 2/3
p = 1
p = 2
p = 3
p = 4
Figure 4.3: Standard deviation
ph2i of the distribution of a quartic spectator
eld with potential V () = 4 with  = 10 4, as a function of time parametrised
by the Hubble scale H (time ows from the right to the left). The inaton po-
tential is of the monomial type V () / p, with Hend = 10 6MPl. The coloured
i symbols correspond to numerical solutions of the Langevin equation where 105
realisations of Eq. (4.1) have been produced for the values of p displayed in the
legend. The centres of the vertical bars correspond to ensemble averages of 2
while the heights of the bars are statistical noise estimates (due to having a nite
number of realisations only) obtained from the jackknife resampling technique.
The realisations are initially drawn according to the adiabatic distribution (4.3).
The black dashed line corresponds to this adiabatic value (4.30) for h2i. The
coloured dashed vertical lines denote the value of H such that the argument of
the Bessel functions in Eq. (4.37) equals one, which corresponds to Hadiab given
by Eq. (4.35) up to an order one prefactor. One can see that when H drops below
Hadiab, the numerical solutions depart from the de Sitter equilibrium, denoting the
end of the adiabatic regime. Finally, the coloured solid lines correspond to the
quartic approximation (4.37).
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recovers the adiabatic approximation (4.30). The formula (4.37) is displayed in
Fig. 4.3 with the solid coloured lines. One can see that even when H < Hadiab,
it still provides a reasonable approximation to the numerical solutions. One can
also notice that the lower p is, the better this quartic approximation. At the end
of ination, NH=Nrelax =
p
  1, so the Bessel functions can be expanded in
the small argument limit, which depends on the sign of the index of the Bessel
function.3 Because the index of the Bessel function in the denominator of Eq. (4.37)
is proportional to p 2, this leads to dierent results whether p is smaller or larger
than 2, namely


2end
 '
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
 
 
1
2
+ p
4

 
 
1
2
  p
4
 "r3
2
 
 
3
4

 
 
1
4
#1+ p2

16
p
 p
2
2
H2end

1
2
+ p
4
if p < 2
6
   ln()
 2
 
3
4

 2
 
1
4
H2end

if p = 2

3  6
p
  2  3
4

 2
 
1
4
H2end

if p > 2
; (4.38)
where we have dened   2 ln[4p6 (3=4)= (1=4)]   2 ' 3:53, where  is the
Euler constant. Ignoring the overall constants of order one, if p  2, one nds
h2endi  H2end=, and if p < 2, h2endi  H2end=1=2+p=4. This needs to be compared
to the de Sitter case (4.30) where h2endi  H2end=
p
. In monomial ination, h2endi
is therefore larger than in plateau ination for the same value of Hend, by a factor
 p=4 if p < 2 and  1=2 if p  2. One should also note that the condition (4.36)
for the adiabatic regime to extend beyond the eternal inationary phase can be
substituted into Eq. (4.38) and gives rise to
ph2endi=MPl  (Hend=MPl)(p 2)=(p+2)
if p  2 and ph2endi=MPl  1 if p < 2. In both cases, the spectator eld
displacement at the end of ination is therefore sub-Planckian.
115
10610310010−310−610−910−12
λM2
Pl
/H2end
10−5
10−4
10−3
10−2
10−1
100
√ 〈σ
2 en
d
〉/M
P
l
Hend = 10
−6M
Pl
massive field
non-test field
p = 2/3
p = 1
p = 2
p = 3
p = 4
p = 6
10210010−210−410−610−810−1010−1210−14
λM2
Pl
/H2end
10−4
10−3
10−2
10−1
100
√ 〈σ
2 en
d
〉/M
P
l
Hend = 10
−10M
Pl
massive field
non-test field
p = 2/3
p = 1
p = 2
p = 3
p = 4
p = 6
Figure 4.4: Field displacement
ph2i acquired by a quartic spectator eld with
potential V () = 4 at the end of ination, as a function of M2Pl=H
2
end, for
Hend = 10
 6MPl (left panel) and Hend = 10 10MPl (right panel). The inaton
potential is of the monomial type V () / p. The coloured i symbols correspond
to numerical solutions of the Langevin equation where 105 realisations of Eq. (4.1)
have been produced for the values of p displayed in the legend. The centres of the
vertical bars correspond to ensemble averages of 2 while the heights of the bars
are statistical noise estimates (due to having a nite number of realisations only)
obtained from the jackknife resampling technique. All realisations are initiated
with  = 0 at H = Heternal. The horizontal dashed lines correspond to Eq. (4.21)
to which the numerical results asymptote in the limit ! 0. The pale grey region
corresponds to me > H where the spectator eld is not light and our calculation
does not apply, and the dark region stands for 4end > 3M
2
PlH
2
end where  cannot
be considered as a spectator eld anymore.
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Starting out away from the adiabatic regime
If the condition (4.36) is not satised, the adiabatic regime lies entirely within
the eternal inationary phase and cannot be used to erase initial conditions. In
this case, the spectator eld displacement at the end of ination is thus strongly
dependent on initial conditions at the start of the classical inaton evolution. In
this section, we derive a lower bound on h2endi, assuming that it vanishes when
H = Heternal and solving the subsequent stochastic dynamics numerically. The
result is presented in Fig. 4.4 where h2endi is displayed as a function of M2Pl=H2end
for Hend = 10
 6MPl (left panel) and for Hend = 10 10MPl (left panel). The two
cases p  2 and p < 2 must be treated separately.
Case where p  2
If p  2, it was shown in Sec. 4.2.2 that a light quadratic spectator eld always
acquires a super-Planckian eld value at the end of ination. The mean eective
mass of the quartic spectator eld is given by
m2e = 12


2

; (4.39)
and is smaller than Hend for
ph2endi  MPl if  < H2end=M2Pl. This explains
why, in Fig. 4.4, in the regime  < H2end=M
2
Pl, one recovers Eq. (4.21) that is
displayed with the horizontal coloured lines, and which shows that the spec-
tator eld acquires a super-Planckian eld value in this case. Otherwise, if
H2end=M
2
Pl <  < (Hend=MPl)
8=(p+2) [the upper bound coming from breaking the
inequality (4.36)], one can see in Fig. 4.4 that the eld displacement can be made
sub-Planckian, but that its eective mass becomes of order H.4 In this regime,
the spectator eld cannot be considered as light anymore.
3In the limit x 1, if  < 0, K(x) '  ( )2 1 x, if  > 0, K(x) '  ()2 1x  and
if  = 0, K(x) ' ln(2=x)  , where  ' 0:577 is the Euler constant [173].
4Strictly speaking, the present calculation does not apply when the eective mass of the
spectator eld is of order H or larger. However, if the eects of the mass were taken into
account, the amplitude of the noise term in Eq. (4.1) would not be H=(2) but would become
smaller as me approaches H. This would result in a smaller value for h2i, hence for me , and
therefore a larger noise amplitude. One can expect the two eects to compensate for a value of
me around H.
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Case where p < 2
If p < 2, it was shown in Sec. 4.2.2 that a quadratic spectator eld acquires
a super-Planckian eld value at the end of ination if its mass is smaller than
Hend(Hend=MPl)
(2 p)=(2+p), see Eq. (4.23). When evaluated at the Planck scale, the
eective mass (4.39) of the quartic spectator eld is smaller than this threshold
when  < (Hend=MPl)
8=(2+p), which exactly corresponds to breaking the inequal-
ity (4.36). One can check in Fig. 4.4 that when  < (Hend=MPl)
8=(2+p), one does
indeed recover Eq. (4.21) which is displayed with the horizontal dashed coloured
lines. One concludes that in this case, the spectator eld always acquires a eld
value at least of order the Planck mass at the end of ination.
The situation is summarised in the second line of table 4.1 in Sec. 4.10. If
 > (Hend=MPl)
8=(p+2), the spectator eld is sub-Planckian at the end of ination.
Otherwise, if p  2, either the spectator eld is super-Planckian or not light at
the end of ination, and if p < 2, it is always super-Planckian. Considering the
quadratic spectator discussed in Sec. 4.2 where it was shown that super-Planckian
eld displacements are usually generated at the end of ination, one thus concludes
that an additional self-interacting term 4 in the potential can render the eld
value sub-Planckian if  is large enough, namely if  > (Hend=MPl)
8=(p+2). One
can check that for such a value of , if V () = m22=2 + 4 with m < Hend,
the quartic term always dominates over the quadratic one when   MPl, which
is consistent.
4.4 Axionic spectator
In Sec. 4.2, it was shown that quadratic spectator elds with potential V () =
m22=2 typically acquire super-Planckian eld displacements at the end of ination
if the inaton potential is of the form V () / p with p  2 at large-eld value
or with p < 2 and m=Hend < (Hend=MPl)
(2 p)=(2+p). In Sec. 4.3, we discussed how
adding a quartic self-interaction term in the potential could help to tame these
super-Planckian values. In this section, we investigate another possibility, which
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consists in making the eld space compact and of sub-Planckian extent. This is
typically the case for axionic elds, with periodic potentials of the type
V () = 4

1  cos


f

: (4.40)
In this expression,  and f are two mass scales that must satisfy 2 < fHend in
order for the curvature of the potential to remain smaller than the Hubble scale
throughout ination, i.e. for the axionic eld to remain light, which we will assume
in the following.
4.4.1 Plateau ination
As explained in Sec. 4.1.2, if the inaton potential is of the plateau type, H can
be approximated by a constant and the spectator eld value reaches the de Sitter
equilibrium (4.3). If H  , such a distribution is approximately at, in which
case h2i ' 2f 2=3 if  is restricted to one period of the potential (4.40). In this
regime, the classical drift due to the potential gradient in Eq. (4.1) can be neglected
and the spectator eld experiences a free diusion process. The relaxation time is
therefore the time it takes to randomise  over the period of the potential and is
given by Nrelax ' (2f=H)2. In the opposite limit when H  , the distribution
is localised close to the minimum of the potential where it can be approximated
by a quadratic function V () ' m22=2 with mass m2 = 4=f 2. In this case,
according to Sec. 4.2.1, one has h2i = 3H4f 2=(824), and the relaxation time is
of order Nrelax = H
2=m2 ' H2f 2=4.
4.4.2 Monomial ination
If ination is realised by a monomial potential V () / p, there is always an
epoch when H >  in the past and during which the spectator eld distribution
is made at within a number of e-folds of order Nrelax ' (2f=H)2. Therefore,
contrary to the quadratic and to the quartic spectators, the eld displacement of an
axionic spectator at the end of ination is always independent of initial conditions,
provided that ination lasts long enough. If  < Hend, the distribution remains
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Figure 4.5: Standard deviation
ph2i of the distribution of an axionic spectator
eld with potential V () = 4[1  cos(=f)] with  = 10 7MPl and f = 10 1MPl,
as a function of time parametrised by the Hubble scale H (time ows from the
right to the left). The inaton potential is of the monomial type V () / p, with
Hend = 10
 12MPl. The coloured i symbols correspond to numerical solutions of the
Langevin equation where 106 realisations of Eq. (4.1) have been produced for the
values of p displayed in the legend. The centres of the vertical bars correspond to
ensemble averages of 2 while the heights of the bars are statistical noise estimates
(due to having a nite number of realisations only) obtained from the jackknife
resampling technique. The realisations are initially drawn according to a at
distribution when H= = 104. The black dashed line corresponds to the standard
deviation of a distribution that is at over one period of the potential, h2i =
2f 2=3. The black dotted line corresponds to the adiabatic solution (4.3), which
remains at when H is larger than , represented by the grey vertical line. When
p  2 the distributions remain at until the end of ination (and one cannot
distinguish the dierent values of p that are superimposed). When p < 2, the
distributions narrow down once H   since the parameters have been chosen to
satisfy Eq. (4.41).
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at until the end of ination. In the opposite case, when H drops below , the
subsequent dynamics of  depends on whether p  2 or p < 2.
Case where p  2
If p  2, in Sec. 4.2 it was shown that the evolution of a quadratic eld with mass
m < Hend is eectively described by a free-diusion process where the potential
drift can be neglected. For an axionic spectator, the potential is always atter than
its quadratic expansion around its minimum and can therefore also be neglected.
As a consequence, the distribution remains at until the end of ination and one
nds h2endi ' 2f 2=3.
Case where p < 2
If p < 2, in Sec. 4.2 it was shown that the distribution of a quadratic eld with
mass m < Hend tracks the adiabatic equilibrium until H = Hadiab, where Hadiab is
given by Eq. (4.22), and remains frozen afterwards. This implies that an axionic
spectator distribution narrows down from a at prole if Hadiab < , which gives
rise to

Hend
>

f
Hend
 p
p+2
: (4.41)
Notice that for this condition to be compatible with the light-eld prescription
given below Eq. (4.40), one must have Hend < f for p < 2 (which makes sense,
otherwise the distribution would be randomised over one e-fold even towards the
end of ination). In this case, h2i settles down to 3H4adiab=(82m2), which gives
rise to q
h2endi '
r
3
2
Hend
2

Hendf
2
 2+p
2 p
: (4.42)
If Eq. (4.41) is not satised however, the eld distribution remains at until the
end of ination and one has h2endi ' 2f 2=3.
In order to check the validity of these considerations, in Fig. 4.5 we present
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numerical solutions of the Langevin equation (4.1). When p  2, one can check
that the distributions remain at until the end of ination. The values of the
parameters , f and Hend have been chosen to satisfy Eq. (4.41), which explains
why for p < 2, the distributions narrow down once H drops below  (otherwise,
we have checked that even when p < 2, the distributions remain at). However,
one can see that when the distributions start moving away from the at congu-
ration, they do not exactly follow the adiabatic solution displayed with the black
dotted line, even though H > Hadiab. This is because in the above discussion, we
have approximated the axionic potential with its quadratic expansion around its
minimum, which is not strictly valid at the stage where the distribution is still
at and sensitive to the full potential shape. Nonetheless, the distributions con-
verge towards the adiabatic prole at later time and the nal value of h2i is well
described by Eq. (4.42).
The situation is summarised in the third line of table 4.1 in Sec. 4.10. If
Hend > , p  2, or p < 2 with  < Hend(f=Hend)p=(p+2), the distribution of the
axionic spectator remains at until the end of ination and
p
h2endi = f=
p
3.
Only if p < 2 with  > Hend(f=Hend)
p=(p+2) does the distribution narrow down
and
p
h2endi ' Hend(Hendf=2)(2+p)=(2 p). In all cases, if f is sub-Planckian, the
typical eld displacement obviously remains sub-Planckian as well.
4.5 Non-minimally coupled spectator
In this section we extend the calculations made in Sec. 4.2 to include the existence
of a non-minimal coupling to gravity. During ination, scalar elds can radiatively
generate a non-minimal coupling between themselves and the background [174,
175]. One then may expect such elds to appear with an eective potential of the
form
V () =
1
2
(m2 + R)2 ; (4.43)
where  is the non-minimal coupling strength and, during ination, the Ricci scalar
is R = 6(2  1)H2 (H being the Hubble parameter and here we will assume that
1 is negligible during ination) and, hence, so long as jj  1=12 the spectator
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can remain light and acquire a non-zero variance during ination. We also note
here that it has recently been checked that neglecting metric uctuations of the
background is consistent with the known behaviour of a spectator eld in the
Einstein frame [176]. Thus, at this level, we may condently ignore dierences
between Jordan and Einstein frames.
As we have already discussed in Sec. 4.2 the limit where the non-minimal
coupling is negligible, we shall now take the opposite limit R  m2 such that
Eq. (4.43) during ination becomes
V () = 6H22 : (4.44)
Given Eq. (4.44) and following the same reasoning as was used to obtain Eq. (4.9),
one may nd the variance with the implicit solution


2

=


2(N0)

e 8(N N0) +
Z N
N0
dN 0
H2(N 0)
42
e 8(N N0) : (4.45)
We note here that, as in the minimally-coupled quadratic case, the Fokker-Planck
equation (Eq. (4.2)) for this case admits stationary Gaussian solutions. The vari-
ance computed from Eq. (4.45) is hence sucient to characterise the entire sta-
tionary (and near-stationary) PDF. Upon complete departure from equilibrium,
however, the PDF can deviate from Gaussianity.
4.5.1 Plateau ination
In a plateau inationary background, H does not evolve in time and one immedi-
ately nds the following explicit solution to Eq. (4.45)


2

=


2(N0)
  H2
322

e 8(N N0) +
H2
322
; (4.46)
hence in the limit where N   N0  1= we nd that h2i = H2=(322). From
Eq. (4.46) we may also read o the relaxation timescale
Nrelax =
1

: (4.47)
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4.5.2 Monomial ination
Going beyond a plateau inationary background, if Nrelax < NH (where we remind
the reader that NH = (H=Hend)
4=p in a monomial background with power p, i.e.,
V () / p) the system may relax after each successive time step, and hence we
may use the solution quoted in Eq. (4.46). If Nrelax > NH , however, we must
understand how the system changes in time.
Using H(N) in a monomial background, as given in Eq. (4.6), and rewriting
Eq. (4.45) in terms of H as the time variable, the solution to Eq. (4.45) is


2(H)

=


2(H0)

e
2p
"
H
Hend
 4
p 

H0
Hend
 4
p
#
+
H2end
42
e
2p

H
Hend
 4
p
2
p
2
+3p
p
2 
p
2
+1

(
 
"
p
2
+ 1; 2p

H
Hend
 4
p
#
   
"
p
2
+ 1; 2p

H0
Hend
 4
p
#)
: (4.48)
We can see from Eq. (4.48) that the non-minimally coupled spectator follows the
same qualitative behaviour as in the quartic case: at early times there is always an
adiabatic regime, however this can be so early as to be beyond the self-reproducing
regime of ination. Hence, using Eq. (4.47), the condition analogous to Eq. (4.36)
that ensures an adiabatic initial condition is
 >

Hend
MPl
 4
p+2
: (4.49)
Given that Eq. (4.49) holds and that the eld is light (  1=12, as discussed
before), we can expand Eq. (4.48) in the late-time limit to nd the variance. Taking
the H ! Hend limit, the initial variance h2(H0)i has been washed away and the
second incomplete Gamma function in Eq. (4.48) becomes negligible, leaving us
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with a small second-argument expansion of the rst incomplete Gamma function5


2end
 ' H2end
82
p
2
+1
 
 
p
2
+ 1

2
p
2
+2p
p
2
: (4.50)
This expression coincides with stationary limit of Eq. (4.46) when p ! 0, which
is consistent with the expectation that, in the same limit, monomial ination
approaches a plateau.
The overall picture for the non-minimally coupled spectator in a monomial
background is as follows. For values of  < (Hend=MPl)
4
p+2 , the spectator will
never follow the de Sitter equilibrium distribution and hence will acquire an initial
variance that will be unchanged from the point at which it becomes light during
ination. For values of (Hend=MPl)
4
p+2 <  < 1=12, the spectator will follow the de
Sitter equilibrium distribution at early times, followed by a transition away from
this solution at the point when Nrelax = NH , H =   p4Hend.
4.6 Information retention from initial conditions
When calculating the eld value acquired by spectator elds at the end of ination,
we have found situations in which initial conditions are erased by the existence of
an adiabatic regime at early times, and situations in which this is not the case.
In this section, building from Sec. 2.2, we propose to quantify this memory eect
using information theory in order to better describe the amount of information
about early time physics (potentially pre-inationary) available in the nal eld
displacements of spectator elds. As in Eq. (2.8), the relative information between
two distributions P1() and P2() can be measured using the Kullback-Leibler
5The small argument limit of the (upper) incomplete Gamma function can be obtained by
rewriting it as a combination of the Gamma function  [a] in the rst argument and the lower
incomplete Gamma function [a;x]
lim
x!0
f [a;x]g = lim
x!0
f [a]  [a;x]g !  [a]  x
a
a
:
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divergence [89] DKL,
DKL (P1jjP2) 
Z 1
 1
P1 () log2

P1 ()
P2 ()

d : (4.51)
It is invariant under any reparametrisation 0 = f(), and since it uses a loga-
rithmic score function as in the Shannon's entropy, it is a well-behaved measure
of information [97]. Considering two initial distributions separated by an amount
of information D0KL, giving rise to two nal distributions separated by D
end
KL , we
dene the information retention criterion by
I  D
end
KL
D0KL
: (4.52)
When I < 1, the initial information is contracted by the dynamics of the distribu-
tions. This is typically the case when there is an attractor, or an adiabatic regime,
which tends to erase the initial conditions dependence of nal states. When I > 1,
the initial information is amplied and the nal state is sensitive to initial con-
ditions. Values of I  1 might signal the presence of chaotic dynamics in which
case initial conditions are dicult to infer. For this reason, I = O(1) represents
an optimal situation in terms of initial conditions reconstruction. In practice, I
depends both on the initial (or nal) state around which the innitesimal variation
is performed, and on the direction in the space of distributions along which it is
performed.
For concreteness, let us restrict the analysis to the space of symmetric Gaus-
sian distributions, fully characterised by a single parameter, h2i. In this case,
Eq. (2.14) gives rise to the equivalent expression in this case
DKL (P1jjP2) = 1
2 ln 2
h22i
h21i
  ln
h22i
h21i

  1

; (4.53)
where h21i (respectively h22i) is the variance of P1 (respectively P2). One then
has DKL = (h2i=h2i)2=(4 ln 2), which gives rise to6
I =

@ lnh2endi
@ lnh20i
2
: (4.55)
6The same expression is obtained if one uses the Jensen-Shannon divergence as a measure of
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Figure 4.6: Information retention criterion (4.52) as a function of the initial
standard deviation
ph2eternali for a quadratic spectator eld with potential V () =
m22=2, if ination is driven by a monomial potential V () / p. Initial conditions
are set at H0 = Heternal where the inaton exits the eternal inationary regime.
In both panels, Hend = 10
 7MPl, and m = 10 2Hend in the left panel and m =
10 4Hend in the right panel. Dierent colours represent dierent values of p. If
p  2, initial conditions are not erased but provide a subdominant contribution
to the nal distribution if the eld displacement is initially sub-Planckian. This
is why, if
p
h2eternali  MPl, I ' 0, while if
p
h2eternali  MPl, I ' 1. In the left
panel, the condition (4.23) is satised for p = 1, so initial conditions are erased
(I ' 0), while in the right panel, the condition (4.23) is not satised for p = 1
which therefore behaves as the cases p  2.
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In practice, the functional relationship between h20i and h2endi depends on the
details of the stochastic dynamics followed by . When h2endi is independent of
h20i for instance, initial conditions are irrelevant to determine the nal state and
I = 0.
For quadratic spectator elds, in Sec. 4.2 it was shown that the distributions
remain Gaussian if they were so initially, and the relationship (4.9) between h20i
and h2endi was derived. The formula (4.55) can therefore directly be evaluated,
and it is displayed in Fig. 4.6 in the case where ination is driven by a monomial
potential V / p and initial conditions are taken at the time when the inaton
exits the eternal inationary epoch. When p  2, there is no adiabatic regime
and therefore no erasure of initial conditions. Since quantum diusion contributes
a eld displacement of order the Planck mass, if the initial eld value is much
smaller than the Planck mass, it provides a negligible contribution to the nal
eld value and one has I ' 0. If it is much larger than the Planck mass it provides
the dominant contribution to the nal eld value and I ' 1. In the left panel,
the value of m has been chosen so that the condition (4.23) is satised for p = 1.
In this case, initial conditions are erased during the adiabatic regime and one has
I ' 0. In the right panel, the value chosen for m is such that Eq. (4.23) is not
satised and the situation for p = 1 is similar to the cases p  2.
For quartic spectator elds, in Sec. 4.3 it was shown that either the condi-
tion (4.36) is satised and initial conditions are erased during an early adiabatic
phase, leading to I ' 0; or if the condition (4.36) is not satised, the dynamics of
the relative information between two distributions,
DJS (P1jjP2) = 1
2
DKL

P1
P1 + P22

+
1
2
DKL

P2
P1 + P22

; (4.54)
which is a symmetrised and smoothed version of the Kullback-Leibler divergence. The Jensen-
Shannon divergence between two Gaussian distributions cannot be expressed in a closed form
comparable to Eq. (4.53). However, in the limit where the two Gaussian distributions have vari-
ances h2i and h2i+ h2i innitesimally close one to the other, one can expand the integrands
of Eq. (4.54) at quadratic order in h2i and obtain DJS = (h2i=h2i)2=(16 ln 2) = DKL=4.
As a consequence, DendJS =D
0
JS = D
end
KL =D
0
KL and the same information retention criterion is
obtained.
128
the spectator eld is described by a free diusion process and the situation is the
same as in the right panel of Fig. 4.6.
For axionic spectator elds nally, in Sec. 4.4, initial conditions were shown to
always be erased at early times, yielding I ' 0.
The amount of information one can recover about the initial state from the
nal one therefore depends both on the potential of the spectator eld and on the
inationary background. Let us stress that in some situations, initial conditions are
not erased (I ' 1). This suggests that, if observations yield non-trivial constraints
on spectator eld values at the end of ination in our local patch, one may be able
to infer a non-trivial probability distribution on its eld value at much earlier time,
for instance when one leaves the regime of eternal ination. This might be relevant
to the question [154] of whether observations can give access to scales beyond the
observational horizon.
4.7 Multiple spectator condensates from ination
Consider now the evolution of multiple spectator elds in the inationary back-
ground. As we have shown in Sec. 1.2.3, the quantum correction to the classical
eld dynamics can thus be well-described as a stochastic system of drift and diu-
sion captured by the following Langevin equation for an indexed eld i appearing
in a multi-eld potential V
di
dN
=   1
3H2
@V
@i
+
H
2
i(N) ; (4.56)
where i is a Gaussian white noise term (without cross-correlation) with a unit am-
plitude ensemble-average hi(N)j(N 0)i = ij(N  N 0). In all equations through-
out the remainder of this chapter, we will use the indices i; j; k = f1; 2; : : : ; nfg,
where nf is the number of spectator elds.
We note here that the noise term in Eq. (4.56) originates from the eectively
massless and uncoupled mode functions derived from the vacuum solutions to the
eld in a quasi-de Sitter background. Should the eective mass @2V=@2i of the eld
i exceed the Hubble rate, then this formalism is no longer valid and other methods
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must be developed [177, 178, 179]. Hence, it seems natural here to consider the
evolution of light elds up until the threshold where their eective mass is equal
to the Hubble rate, and beyond which we shall refer to the condensate as having
`collapsed' to the Hubble scale and the eective mass has also saturated to H. We
shall return to this point in Sec. 4.9 where we, e.g. evaluate the critical couplings
required to achieve this saturation.
We stress here another point raised in Sec. 1.2.3 which is that, for interacting
elds in de Sitter spacetimes, another critical value is known to exist which signals
the breakdown of the semi-classical approximation. As discussed in Sec. 1.2.2,
in the mean-eld approximation, one separates a classical `mean' background
eld from perturbatively small quantum uctuations. For quartic scalar elds,
in Ref. [47], it was shown that a breakdown in this peturbative expansion occurs
in the regime where the bare mass is less than H2=(42) which cannot be removed
by reorganising the perturbative expansion to include a running eective mass. We
stress here that non-peturbative methods of resummation, such as those of this
chapter, are potentially unaected by such a bound. This is due to the fact that
the backreaction from small quantum uctuations is inherently included into the
background evolution described by Eq. (4.56), thus optimising the perturbative
expansion at each new scale in time | a cosmological analog to (but not exactly
the same as [56]) the Renormalisation Group ow [57].
The corresponding multi-eld Fokker-Planck equation to Eq. (4.56) is
@
@N
P (i; N) =
1
3H2
nfX
j=1
@
@j

@V
@j
P (i; N)

+
H2
82
nfX
j=1
@2
@2j
P (i; N) ; (4.57)
where we have implicitly made use of the test eld condition @H=@i = 0 and de-
ned P (i; N) as the probability distribution function over eld values at a given
N , when normalised. Thus, the evolution of modes as they accumulate outside of
the horizon typically yields an nf-dimensional distribution of eld displacements
throughout the inationary phase P (i; N). It has recently been remarked [180]
that, when more than one eld is present, one must use the Stratonovich interpre-
tation of the stochastic process which maintains general covariance over the eld
space at the cost of introducing spurious frame dependencies into the noise term
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of Eq. (4.57) | which has been obtained from the Ito^ interpretation. Due to the
fact that we are considering test elds, however, the backreaction onto H from
all of the i elds is negligible. In this case, one can likely remove these without
any loss of information about the physical system because, as is further remarked
in Ref. [180] by analogy with non-linear sigma models, the Riemann curvature of
eld space only enters the mass matrix. This is equivalent to test elds develop-
ing a preferred set of eld space coordinates due to their potential gradients only
entering into the drift term.
Eq. (4.57) may also be written essentially as a continuity equation [181, 63]
@P
@N
+
nfX
i=1
@Ji
@i
= 0 ; (4.58)
where Ji is the probability current and the right hand side of the equation must
vanish for probability conservation. By inspection of Eq. (4.57), one may verify
that in this case
Ji =   1
3H2
@V
@i
P (i; N)  H
2
82
@
@i
P (i; N) : (4.59)
In de Sitter-like ination the Hubble parameter is eectively constant in time,
hence there is a stationary7 solution to Eq. (4.57), Pstat, corresponding to a van-
ishing divergence r  J = 0 of the probability current | an incompressible ow
of the vector eld with components Ji. Where nf = 1 in an unbounded eld do-
main8 one can show that in order for the distribution to have a nite normalisation
P (1; N)d1 ! 0 (and hence J1 ! 0) as 1 ! 1. Furthermore, given nf = 1,
one can also show that in the stationary limit, the vanishing divergence of J1 sim-
ply reduces to @J1=@1 = 0, and J1 must therefore vanish 81. Hence, the left
hand side of Eq. (4.59) may always be set to zero and the well-known exponential
solution to Eq. (4.57) for the stationary probability distribution is obtained [58]
Pstat(1) / exp [ 82V (1)=3H4].
For unbounded V with arbitrary nf , it is still natural to consider a boundary
condition where Ji = 0 as i !1 to restrict unphysical possibilities, and this may
7@P=@N = 0 in this context.
8In the case of a bounded eld domain, probability conservation at the specied boundary
implies that Ji = 0 directly.
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even in practice occur at a set nite scale  that denotes the chosen cuto of the
theory. However, one can no longer generally state that Ji vanishes everywhere
throughout the nf-eld domain since any class of incompressible vector Ji ows
are permitted. Because @Ji=@i = 0 is still possible, it is true that one stationary
solution to Eq. (4.57) is
Pstat(i) / exp

 8
2V (i)
3H4

; (4.60)
but it is no longer unique, and one must use either use further analytical arguments
or full numerical solutions for verication.
For any nf , the stationary distribution Pstat is in practice only reached after
some equilibration timescale Neq. The timescale Neq is dened as the number of e-
folds it takes for P (i; N) =
Qnf
i=1 (i) | an nf-dimensional Dirac delta function
9
| to relax to P (i; N) = Pstat. Hence, Neq can be thought of as the time it takes
for the eective condensate to grow to its maximal value in every eld dimension.
It is also important to note here that the denition of Neq used in this chapter relies
on the inationary background being de Sitter-like. In slow-roll backgrounds where
H varies more substantially, such as those permitted by a monomial U() / p
inationary potential, this timescale will have to be recomputed [156].
4.8 Vanishing probability current with symmetric
potentials
In the previous section, we stated that the exponential form (Eq. (4.60)) of the
stationary solution to Eq. (4.57) may no longer be stable when any divergence-free
(incompressible) probability currents are potentially allowed. For any choice of
nf > 1, only the divergence of the current must vanish for a stationary solution,
which leaves the possibility of a curl in the vector eld r  J . Because J  e^
9We note that, for the symmetric potentials about the origin used in this chapter, this is
of course equivalent to the more general denition of a Dirac function at the global minimum,Qnf
i=1 (i   mini ).
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vanishes, where e^ is the normal to the boundary, the total integral of the curl over
the domain of the elds i 2  vanishes according to Stokes' theoremZ

(r J)i dnfi = 0 ; (4.61)
however there are still an innite number of functions for r J that can satisfy
this criterion. Examining Eq. (4.59), and using the general properties of the totally
antisymmetric symbol ijk, one can show that
(r J)i =  
nfX
j=1
nfX
k=1
ijk
1
3H2
@V
@k
@P
@j
: (4.62)
Our rst remark is that Eq. (4.62) vanishes at the extrema of V and P (a fact
that we numerically verify for a given potential in Sec. 4.9.3) but not necessarily
everywhere in the domain of i. Secondly, for all choices of potential and initial
distribution, if the gradients of V and P align, i.e. @V=@i / @P=@i, then
Eq. (4.62) vanishes and hence Ji = 0 must be true at this point. If one takes a
derivative of Eq. (4.60), it is clear that the stationary solution that we have quoted
satises this criterion.
Without an alternative ansatz to compute P , it is dicult to make any gen-
eral claims about stationary solutions to Eq. (4.57), even when V is symmetric10.
However, we conjecture that when V is symmetric, the solution for P | which we
assume has a been evolved from a symmetric initial condition | typically has a
gradient which aligns with V and hence Eq. (4.60) is a stable stationary solution to
Eq. (4.57). We have veried numerically that Eq. (4.60) provides a stable solution
10Indeed, even with symmetric V and P (the latter can be proved to follow from a symmetric
initial condition), if nf = 2 it can be shown that
(r J)3 = f(1; 2)  f(2; 1) ; (4.63)
where f(1; 2) is an arbitrary function of both variables. Eq. (4.63) trivially satises the inte-
gral constraint from Stokes' theorem (Eq. (4.61)) and hence we are left with no further deter-
mination of its exact form without working through an explicit example. Note, however, that
Eq. (4.63) gives (r  J)3(1; 2) =  (r  J)3(2; 1) and hence, if one can also demonstrate
that J(1; 2) = J(2; 1) for symmetric potentials, it must be true that (r J)3 = 0.
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to the late-time dynamics with symmetric potentials in Sec. 4.9. Note also that in
asymmetric potentials11 we can no longer assume that the Ji components vanish
everywhere, and Eq. (4.60) is no longer the stationary solution. In such instances,
one can also turn to numerical methods.
4.9 Computation and analytic arguments
The general problem for arbitrary V dened by Eqs. (4.56) and (4.57) cannot
be solved analytically, and so in this section we shall make our computations
for the condensates formed from multi-eld spectator potentials combining both
analytic and numerical methods. The details of our numerical implementation
can be found in Appendix 4.C, where we briey outline our development of a new
publicly available python code, nfield.
In light of our discussion in Sec. 4.8, we cannot always expect to use moments
of the distribution in Eq. (4.60) to reliably evaluate the stationary variance for
asymmetric potentials. However, we shall not need this distribution to hold true
in order to still gain an insight from some approximations.
Consider a general multi-eld interacting spectator potential. In the limit of
small eld displacements, one can typically perform a Taylor expansion about the
minimum of a potential which denes an eective mass in each orthogonal eld
dimension12 as
M2i 
@2V
@2i
: (4.64)
Hence, a generic multi-eld potential can be approximated by
V ' 1
2
nfX
j=1
M2j 
2
j ; (4.65)
where one may account for interactions (both self and with other elds) through
the typical values that one nds for Mi. For example, quartic self-interacting
11For example, some of the potentials we introduce and discuss in Sec. 4.9.2.
12Where we have already implicitly performed any necessary rotations in eld space such that
ij cross-terms vanish.
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terms where Mi / i may be approximately written as Mi /
ph2i i. As another
example, consider the situation where Mi / 2k due to interaction terms, then the
eective mass becomes approximately Mi / h2ki. This approximation will prove
sucient to calculate the desired quantities in Sec. 4.9.1.
Using Eq. (4.65), one can derive a second-moment evolution equation from
Eq. (4.56) of the form [54]
d h2i i
dN
'  2M
2
i
3H2


2i

+
H2
42
; (4.66)
and hence the stationary13 variance can be immediately derived14 [54]


2i
 jstat = 3H4
82M2i
: (4.67)
Note that in the limit where Eq. (4.65) is no longer an approximation, such as for
a quadratic non-interacting spectator, then Eq. (4.66) and Eq. (4.67) are precise
equations with Mi corresponding to the bare mass.
In Eq. (4.67), the inverse-proportionality between the eective mass and the
variance indicates that there is a critical value for Mi ' H above which the
stationary condensate collapses to the Hubble rate
ph2i i = H. Taking a two-
eld example for illustration, we have plotted a schematic diagram of the physical
situation in Fig. 4.7 for a symmetric potential. In the left panel, the condensate
(dashed black circle) is relatively large because the eective mass Mi  H. In the
right panel, the condensate collapses to the value of the Hubble rate (dashed red
circle) because Mi ' H. For the shaded red region the suppression h2i i / 1=M2i
in the variance from Eq. (4.67) is no longer valid and the stochastic approach can
no longer be used. This is because whenMi > H the mode functions which source
the uctuations of the eld can no longer be accurately described by the simple
form of noise correlator in the denition of Eq. (4.56).
Other calculations do exist for situations considering a constant super-Hubble
mass Mi > H [177, 178, 179] where, in these instances, the variance is known to
13d


2i

=dN = 0 in this context, hence this need only be `stationary' in the ith eld dimension.
14Notice that this equation is indeed consistent with inserting Eq. (4.65) into Eq. (4.60) and
taking the second-order moment.
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Figure 4.7: Schematic diagrams of the condensate
ph2i i (dashed black circles)
in a symmetric two-eld potential. When Mi ' H the condensate collapses to
the Hubble rate, corresponding to the dashed red circle. The shaded red region
corresponds to situations where Mi > H and there is conjectured saturation at
the Hubble scale
ph2i i ' H. The entire region in eld space outside of the red
shaded area can be considered where the stochastic formalism is valid, with the
caveat that it is possible forMi > H to also occur for a eld at large displacements,
e.g. quartic self-interacting elds will have Mi / i.
experience further suppression. However, the assumption of constant Mi is one
we cannot make for the potentials studied in this section. We anticipate that a
similar suppression occurs but leave the verication of this to future work. Even
if this is not always true (e.g. for many non-interacting quadratic spectators), the
`saturation' value is still of interest since it characterises the fundamental domain
of validity for the stochastic formalism. Hence, in this regard, we shall leave the
calculation of possible condensates in the Mi > H regime to future work, and
therefore we will focus our eorts on the regime where the stochastic formalism is
valid.
4.9.1 The critical coupling
In this subsection, we will demonstrate that when one generalises the formation of
spectator eld condensates to many coupled elds, a critical value for the coupling
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appears, above which the equilibrium variances of all elds have collapsed to the
Hubble scale and eective mass of each eld has saturated to H. To show this
we will consider a simplied potential that will allow us to calculate this critical
coupling both analytically and numerically, for verication.
Now consider the multi-eld spectator potential
VA =
1
2
g
X
i 6=j
2i 
2
j : (4.68)
Mindful of the approximation made with Mi in Eq. (4.65), one thus expects that
incrementally strengthening the interaction between spectator elds / g2i 2j can
lead to the eventual saturation of the condensate value at the Hubble scale due
to the eective mass of each eld being progressively larger, and we therefore
anticipate a critical value for the inter-eld coupling gcrit to exist, for a given nf ,
above which the stationary condensate collapses to
ph2i i ' H.
By inspection between Eqs. (4.65) and (4.68), the typical value of the eective
mass in the ith eld dimension corresponds to M2i ' g
P
k 6=i h2ki ' g(nf   1) h2i i,
where in the second equality we have assumed that the distribution (using
Eq. (4.68) as the potential) has reached stationarity P (i; N) = Pstat and, hence,
due to symmetry h2i i = h2ki 8 i; k. Because h2i i = h2i i jstat, given in Eq. (4.67),
we can now obtain an approximate relation for the critical coupling15

2i

=
3H4
82M2i
' 3H
4
82g(nf   1) h2i i
) 
2i  '
s
3H4
82g(nf   1) (4.69)
) gcrit ' 3
82(nf   1) ; (4.70)
where we have found gcrit by setting h2i i = H2 in Eq. (4.69).
For illustration, we plot the time evolution for variances, averaging over multi-
ple Langevin realisations (realisations of Eq. (4.56)), of an example where nf = 6
15Note that because Eq. (4.68) is a symmetric potential | i.e. V (j) = V (perm(j)) for
any permutation of eld indices perm(j) | our discussion in Sec. 4.8 indicates the stability of
Eq. (4.60) in this situation. Hence, another way to compute Eq. (4.69) would be to take the
second moment of Eq. (4.60).
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Figure 4.8: The numerically evaluated (solid lines) time evolution of the variance
for each spectator eld in the case of the VA potential (Eq. (4.68)) with example
value nf = 6. The variance of all elds is initialised at h2i i = 0 in the left
panel and we have chosen a range of initial conditions for the elds in the right
panel to indicate the robustness of the late time stationary behaviour. All of the
eld variances overlap due to the symmetry of the potential. Dotted horizontal
and vertical lines represent the stationary variance (Eq. (4.69)) and equilibration
timescale (Eq. (4.71)), respectively. The number of realisations used is 104.
in Fig. 4.8 and Eq. (4.69) is shown to be a good description of the stationary
values against the numerically evaluated variances (all identical to each other due
to the symmetry). The approximate form of Eq. (4.70) must also be veried nu-
merically, and hence we plot in Fig. 4.9 the comparison between numerical and
analytic approaches to obtain the functional relationship between gcrit(nf). Due
to the apparently excellent agreement between the two calculations in Fig. 4.9 we
can be condent in Eq. (4.70) as a reliable formula to extrapolate to large nf .
We further note that one may derive the equilibration timescale for each eld
dimension Neq;i for the VA potential, and this is approximately be given by
Neq;i ' H
2
M2i
'
s
82
3g(nf   1) : (4.71)
The rst relation of Eq. (4.71) can be derived from Eq. (4.66) (see also Refs. [58,
167, 156]), where it is also natural to consider the `steepness' of the eective
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Figure 4.9: The numerically evaluated (blue data points with error bars related
to both statistical and numerical uncertainty from having a nite number of real-
isations and a nite stepsize in numerically nding gcrit, respectively) value of gcrit
as a function of the number of elds nf for potential VA (see Eq. (4.68)). The line
clearly matches the analytically derived relation in Eq. (4.70) (dashed red line) very
well. The number of realisations used is 104 for each point. Due to how rapidly
gcrit varies with the number of elds for nf . 5, we are likely underestimating our
error in this region, and hence these points may appear slightly inconsistent.
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potential in Eq. (4.65) to control the rate of equilibration. Note that Eq. (4.71)
has been derived by assuming the stationary variance, however, because Neq;i is
precisely the time it takes to relax to the stationary limit, this assumption is not
strictly valid and requires comparison with full numerical solutions. Interestingly,
in the example with nf = 6 plotted in Fig. 4.8, Eq. (4.71) appears to perform well
regardless of its less trustworthy origin.
4.9.2 The decoupling limit
We will now investigate another limit of the inter-eld coupling, which can also be
analytically estimated for some specic potentials and the numerical verication
will also serve to showcase further applications of the nfield code.
Consider two further examples of interacting spectator potentials
VB =
1
2
m2
 
21 + 
2
2

+
1
2
g21
2
2 (4.72)
VC =
1
4

 
41 + 
4
2

+
1
2
g21
2
2 : (4.73)
VB a generalisation from VA by introducing additional masses m and
p
m, with
a hierarchy parameter , but we have now specied that nf = 2 to capture the
essential phenomenology. VC is another generalisation from VA to include self-
interactions. We note here that, in each case, decoupling the system in the limit
where g ! 0 will yield the well-known formulae [58, 167, 156] for the stationary
variance of each non-interacting eld (see Eq. (4.67))
Decoupled VB )


21
 jstat = 3H4
82m2
(4.74)

22
 jstat = 3H4
82m2
(4.75)
Decoupled VC )


21
 jstat =    34
 
 
1
4
r 3H4
22
(4.76)


22
 jstat =    34
 
 
1
4
r 3H4
22
: (4.77)
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In this same limit one can also obtain the respective equilibration timescales
Decoupled VB ) Neq;1jstat ' H
2
M21
' H
2
m2
(4.78)
Neq;2jstat ' H
2
M22
' H
2
m2
(4.79)
Decoupled VC ) Neq;1jstat ' H
2
M21
/ 1p

(4.80)
Neq;2jstat ' H
2
M22
/ 1p

; (4.81)
where we recall that the eective masses Mi are dened in Eq. (4.64). We note
there that, as in Eq. (4.71), these timescales have been derived using the stationary
form of the variances which is not strictly valid, hence they must be checked for
validity against the numerical implementation to ensure that they are still accurate.
A `decoupling' value of g = gdec can be derived analytically from these sta-
tionary variances by obtaining the value of g above which the main contribution
to the eective mass is from the coupling term / g and not from the bare mass
or self-interaction. Looking at the eective mass of either of the elds in each
potential, one can hence show that in the stationary limit
VB )M21 ' m2 + g


22
 jstat ) gdec ' 82
3

m
H
4
(4.82)
VC )M21 ' 3


21
 jstat + g 
22 jstat ) gdec ' 3p : (4.83)
If one were to re-derive Eq. (4.82) and Eq. (4.83) by replacing M1 () M2, it is
trivial to show that the same formulae are obtained.
If g > gdec and  6= 1 however, then neither the equations above, nor the
symmetry of P (i; N), can be exploited for analytic calculations and hence one
must rely upon the numerically evaluated solution in order to study the system.
In Fig. 4.10 and Fig. 4.12 we plot these numerical solutions (and their corre-
sponding eective masses in Fig. 4.13 and Fig. 4.14) given some specic values of
(m or; ; g) for both elds in the quadratic and quartic potentials, respectively.
The variances are all initialised with h2i i = 0 and hence the number of e-folds it
takes for each solution to reach the eectively decoupled stationary values (dotted
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horizontal lines in the relevant colour using Eqs. (4.74), (4.75), (4.76) and (4.77))
is well-approximated by the analytic relaxation timescales derived in Eqs. (4.78),
(4.79), (4.80) and (4.81) (depicted with vertical dotted lines in the relevant colour)
in cases where g  gdec (the top row plots of both sets of Figs.). In all plots, one
can also clearly see the strong deviation from the decoupled predictions with larger
values of g, which highlights the importance for a numerical solution from nfield
in this large regime of parameter values to obtain the correct equilibrium as well
as out-of-equilibrium behaviour.
4.9.3 Non-vanishing probability currents
In Fig. 4.10 there is also an important anomaly which appears to be repeated
in Fig. 4.12. In both gures we have also provided (dashed horizontal lines) an
alternative calculation for the stationary variance using the numerically calculated
second moment of Eq. (4.60). There is generally excellent agreement between
this solution and the one obtained from the many realisations of Eq. (4.56) in
nfield for g  10gdec, however these no longer agree precisely when g = 102gdec
in both sets of plots. This deviation has been checked for numerical robustness
by increasing the number of Langevin realisations to 105 and altering the initial
conditions | see Fig. 4.11 for illustration.
We are left with the interesting conclusion that for a suciently large coupling
g, and an asymmetric potential induced by the mass hierarchy parameter  < 1,
Eq. (4.60) is no longer sucient to describe the stationary probability distribution.
In Sec. 4.8 we conjectured that Eq. (4.60) is the stationary solution for symmetric
potentials (here when  = 1). However, when  < 1, since only the divergence of
the probability current r  J must vanish and not its curl r  J , Eq. (4.60) is
no longer the true stationary solution and hence the solution must be elucidated
through full numerical evaluation of either Eq. (4.56) or Eq. (4.57). We have
plotted r J for dierent choices of parameter in Fig. 4.15 and Fig. 4.16, where
one can see in particular that the only component of r J is much larger when
g is increased for the  = 0:1 cases plotted in Fig. 4.16. As a further numerical
check, we have veried that when the symmetry of the potential is restored ( = 1)
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Figure 4.10: The numerically evaluated (solid lines) time evolution of the vari-
ance for each spectator eld in the case of the VB potential (see Eq. (4.72)), where
variance of both elds is initialised at h2i i = 0 and 104 realisations of Eq. (4.56)
were used in nfield. Dotted horizontal and dotted vertical lines represent the
stationary variances (Eqs. (4.74) and (4.75)) and equilibration timescales (Eqs.
(4.78) and (4.79)), respectively, computed in the decoupled limit g  gdec. The
dashed horizontal lines use an alternative method to derive the stationary vari-
ance by numerically evaluating the second moment of Eq. (4.60). The number of
realisations used in each case is 104.
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Figure 4.11: An illustrative re-plotting of the numerical variance evolution, with
an initial condition much closer to the analytic stationary variance derived from
the second moment of Eq. (4.60), for the case in the bottom right-hand corner of
Fig. 4.10.
in Fig. 4.15, the curl vanishes up to some numerical noise.
Note that r  J also vanishes at the origin in both Fig. 4.15 and Fig. 4.16.
This is conrmed by the analytic expression in Eq. (4.62), in which the curl is
indeed vanishing at the extrema @V=@i = @P=@i = 0.
4.10 Conclusions
The typical eld value acquired by spectator elds during ination is an impor-
tant parameter of many post-inationary physical processes. Often, in slow-roll
inationary backgrounds, it is estimated using the stochastic equilibrium solution
in de Sitter space-times (4.3), since slow roll is parametrically close to de Sitter.
However, slow roll only implies that the Hubble scale H varies over time scales
larger than one e-fold. Since the relaxation time of a spectator eld distribution
towards the de Sitter equilibrium is typically much larger than an e-fold, this does
not guarantee that the spectator distribution adiabatically tracks the de Sitter
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Figure 4.12: The numerically evaluated (solid lines) time evolution of the vari-
ance for each spectator eld in the case of the VC potential (see Eq. (4.73)), where
variance of both elds is initialised at h2i i = 0 and 104 realisations of Eq. (4.56)
were used in nfield. Dotted horizontal and dotted vertical lines represent the
stationary variances (Eqs. (4.76) and (4.77)) and equilibration timescales (Eqs.
(4.80) and (4.81)), respectively, computed in the decoupled limit g  gdec. The
dashed horizontal lines use an alternative method to derive the stationary vari-
ance by numerically evaluating the second moment of Eq. (4.60). The number of
realisations used in each case is 104.
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Figure 4.13: The numerically evaluated (solid lines) time evolution of the eec-
tive mass (see Eq. (4.64)) for each spectator eld in Fig. 4.10. Dotted horizontal
and dotted vertical lines represent Mi derived using the stationary variances (Eqs.
(4.74) and (4.75)) and the equilibration timescales (Eqs. (4.78) and (4.79)), re-
spectively.
146
101 102 103 104 105
N −N0
10−3
10−2
10−1
100
101
102
Mi
H
g = 10−1gdec
α = 0.01
λ = 10−5 i = 1
i = 2
101 102 103 104 105
N −N0
10−3
10−2
10−1
100
101
102
Mi
H
g = gdec
α = 0.01
λ = 10−5 i = 1
i = 2
101 102 103 104 105
N −N0
10−3
10−2
10−1
100
101
102
Mi
H
g = 101gdec
α = 0.01
λ = 10−5 i = 1
i = 2
101 102 103 104 105
N −N0
10−3
10−2
10−1
100
101
102
Mi
H
g = 102gdec
α = 0.01
λ = 10−5 i = 1
i = 2
Figure 4.14: The numerically evaluated (solid lines) time evolution of the eec-
tive mass (see Eq. (4.64)) for each spectator eld in Fig. 4.12. Dotted horizontal
and dotted vertical lines represent Mi derived using the stationary variances (Eqs.
(4.76) and (4.77)) and the equilibration timescales (Eqs. (4.80) and (4.81)), re-
spectively.
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Figure 4.15: Using specic parameter choices of the VB potential (see Eq. (4.72))
we plot the binned stationary probability density Pstat (on top), probability current
divergence rJ (bottom left) and the only non-zero component of the probability
current curl rJ (bottom right). These have all been numerically obtained from
107 realisations of Eq. (4.56) in the nfield code.
148
solution. In practice, we have found that when the inaton potential is monomial
everywhere, the de Sitter approximation is never a reliable estimate of the specta-
tor typical eld value at the end of ination. Instead, spectator elds acquire eld
displacements that depend on the details of both the spectator potential and the
inationary background. These results are summarised in table 4.1.
In some cases, the existence of an adiabatic regime at early times leads to an
erasure of initial conditions and the spectator eld distribution is fully determined
by the microphysical parameters of the model. When this is the case, we have
shown that spectator elds always acquire sub-Planckian eld values at the end
of ination (even when the spectator is dominated by a non-minimal coupling
term). However, it can also happen that adiabatic regimes either do not exist
or take place at a stage where quantum corrections to the inaton dynamics are
large and our calculation does not apply. In such cases, a dependence on the
initial conditions is unavoidable if the inaton dynamics are indeed dominated
by quantum corrections, which we have quantied in the context of information
theory. This suggests that observations might have the potential to give access to
scales beyond the observable horizon, through processes that are integrated over
the whole inationary period, such as spectator eld displacements.
In general, we have found that light spectator elds acquire much larger eld
displacements during ination than the de Sitter approximation suggests, which
has important consequences. As an illustration, let us mention one of the cur-
vaton models which is favoured by observations, where ination is driven by a
quartic potential in the presence of a quadratic spectator eld, the curvaton, that
later dominates the energy budget of the Universe and provides the main source
of cosmological perturbations. In order for this model to provide a good t to
the data, the eld value of the curvaton at the end of ination should lie in the
range [133, 134]  =   end=MPl  1, where   and   are the decay rates
of the inaton and of the curvaton, respectively. In this case however, we have
found that if ination starts from the eternal ination regime, then the curvaton
typically acquires a super-Planckian eld value at the end of ination, which chal-
lenges this model, at least in its simplest form. As shown in this section, possible
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solutions could be to add either quartic coupling or non-minimal coupling terms
to the curvaton potential, or to consider axionic curvaton potentials. Whether the
model is still in agreement with the data in this case is an important question that
we plan to study in a future work.
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Figure 4.16: Using specic parameter choices of the VB potential (see Eq. (4.72))
we plot the binned stationary probability density Pstat (top row), probability cur-
rent divergence rJ (middle row) and the only non-zero component of the proba-
bility current curl rJ (bottom row). These have all been numerically obtained
from 107 realisations of Eq. (4.56) in the nfield code.
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Table 4.1: Summary of the results obtained in this chapter. The stochastic dynamics of spectator scalar elds with quadratic,
quartic and axionic potentials have been studied in inationary backgrounds driven by plateau and monomial potentials. In
each case, the typical eld displacement h2endi acquired by spectator elds at the end of ination is given in this table. When
ination is realised with a plateau potential, the de Sitter equilibrium is reached within a number of e-folds Nrelax also given
in the table. If the inaton potential receives monomial corrections at large-eld values, the de Sitter approximation is never
a reliable estimate of the spectator typical eld value, and the result depends on the details of both the spectator potential
and the inationary background. In some cases, the lack of adiabatic attractors at early time also introduces initial conditions
dependence (denoted by \init. cond. dep".).
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In this chapter we have also demonstrated the usefulness of numerical solutions
in order to evaluate the variances of multiple light coupled elds during ination.
In doing so we have identied a lower limit gdec in some example two-eld po-
tentials on the coupling g, for interactions of the form / g2122, below which the
elds may be considered as eectively decoupled and the standard formulae for
stationary variances may be used. We have further veried that for choices of
g  gdec, the analytic decoupling approximation for the variances breaks down.
In such situations, the solutions from either evaluating the moments of Eq. (4.60)
(Eqs. (4.72) and (4.73), stable in the stationary limit when the potential is ei-
ther symmetric  = 1 or decoupled g < gdec) or full numerical solutions (for all
potentials and generic initial conditions) are the methods to obtain correct values.
In Sec. 4.8 we have given a general argument as to why it is possible for
Eq. (4.60) to still remain stable for some symmetric potentials due to vanishing of
the probability current everywhere in the domain. Conversely, we have shown that
by breaking the symmetry in the potential (e.g.  6= 1 in Eqs. (4.72) and (4.73))
the form of Eq. (4.60) may no longer be stable as a solution to the stationary be-
haviour of the multi-spectator system. We have supported these conclusions with
the numerically obtained gures provided in Sec. 4.9.2 and Figs. 4.15 and 4.16.
A simple generalisation for future work may be to check how this limit changes
as the number of coupled elds nf is increased, where we anticipate that because
increasing nf typically increases the contribution from the coupling to the eective
mass of each eld, the lower limit on g = gdec should decrease in order to compen-
sate. Due to the complexity of such a system, a numerical scheme such as the one
we have developed in this chapter16 (nfield) will likely be required for such an
extension.
By considering an arbitrary nf in the symmetric potential of Eq. (4.68) we have
also discovered a critical value for g = gcrit that varies / 1=nf (see Eq. (4.70) for a
more precise form) above which the formation of stationary spectator condensates
collapses to the Hubble rate. For values of g > gcrit, we cannot yet precisely
16One can go to the following repository to access the code:
https://github.com/umbralcalc/neld.
153
say that the formation of stationary condensates in such a potential is suppressed
(as it is when increasing g up to this point) because this phenomenon results
from the eective mass Mi of each eld reaching O(1)H. At this point the mode
functions which source the uctuations of the eld can no longer be accurately
described by the simple form of noise correlator in the denition of Eq. (4.56),
and hence the stochastic formalism cannot be exactly trusted when Mi > H. It
is known [177, 178, 179], however, that the suppression may be further enhanced
whenMi > H | assuming thatMi is constant | and so we anticipate that further
(perhaps fully QFT-theoretic) computations to include a eld-dependent eective
mass in future work may support our current conjecture beyond this point.
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4.A Statistical moments of quadratic spectators
In this section, we derive the rst two statistical moments of quadratic spectator
elds, for which V () = m22=2. If the initial distribution is Gaussian, it remains
so throughout the entire evolution so these two moments fully characterise the
distribution at any time. Otherwise, higher-order moments can be derived along
the same lines.
The rst moment can be obtained by taking the stochastic average of Eq. (4.1),
which gives rise to
dhi
dN
=   m
2
3H2
hi : (4.84)
In this expression, the fact that  is a test eld plays an important role since it
implies that H does not depend on  and is thus a classical (i.e. non-stochastic)
quantity. Interestingly, Eq. (4.84) is the same as Eq. (4.1) in the absence of
quantum diusion, which is why hi follows the classical dynamics
h (N)i = h (N0)i exp

 m
2
3
Z N
N0
dN 0
H2(N 0)

; (4.85)
where h (N0)i is the value of hi at the initial time N0.
The second moment can be obtained by multiplying Eq. (4.1) by  and taking
the stochastic average, which leads to
1
2
dh2i
dN
=   m
2
3H2
h2i+ H
2
hi; (4.86)
where hi needs to be calculated separately. This can be done by noticing that a
formal solution to Eq. (4.1) is given by
 =
Z N
A
dN 0
H(N 0)
2
(N 0) exp
"Z N 0
N
m2
3H2(N 00)
dN 00
#
; (4.87)
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where A is an integration constant. This gives rise to
h(N)(N)i =
Z N
A
dN 0
H(N 0)
2
h(N)(N 0)i exp
"Z N 0
N
m2
3H2(N 00)
dN 00
#
=
Z N
A
dN 0
H(N 0)
2
(N  N 0) exp
"Z N 0
N
m2
3H2(N 00)
dN 00
#
=
1
2
H(N)
2
; (4.88)
where the factor 1=2 comes from the fact that the delta function is centred at one
of the boundaries of the integral (recall that
R x1
x0
f(x)(x   x0) = f(x0)=2). One
can then write Eq. (4.86) as
1
2
dh2i
dN
=   m
2
3H2
h2i+ H
2
82
: (4.89)
This equation can be solved and one obtains


2(N)

=
Z N
B
dN 0
42
H2(N 0) exp
"
2m2
3
Z N 0
N
dN 00
H2(N 00)
#
: (4.90)
In this expression, B is an integration constant that can be solved requiring that
h2i = h2(N0)i at the initial time N0. This gives rise to

2(N)

=


2(N0)

exp

 2m
2
3
Z N
N0
dN 0
H2(N 0)

+
Z N
N0
dN 0
H2(N 0)
42
exp
"
2m2
3
Z N 0
N
dN 00
H2(N 00)
#
: (4.91)
In this expression, the structure of the rst term is similar to the rst mo-
ment (4.85), so that the variance of the distribution h2i   hi2 evolves according
to the same formula as the second moment (i.e. one can replace h2i by h2i hi2
in Eq. (4.91) and the formula is still valid).
4.B Adiabatic solution for quartic spectators
For quartic spectator elds, the Langevin equation is not linear anymore and
cannot be solved analytically. In this section we provide a solution using the
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ansatz
P (;N) =
21=4(N)
 
 
1
4
 exp  (N)4 : (4.92)
This ansatz is satised by the de Sitter equilibrium (4.3), so we expect the solution
to be valid at least in the adiabatic regime and potentially beyond. By plugging
Eq. (4.92) into Eq. (4.2), one obtains
1
4
  4

d
dN
P (;N) =

4
H2
  3H
2
22

2P (;N)
+

2H22
2
  16
3H2

6P (;N) : (4.93)
Multiplying this equation by 2 and integrating over , this gives rise toh2i
4
  
6 d
dN
=

4
H2
  3H
2
22



4

+

2H2
2
2   16
3H2



8

P (;N) : (4.94)
From the ansatz (4.92), the moments h2i, h4i, h6i and h8i are directly related
to , through
h2i =  
 
3
4

1=2 
 
1
4
 ; h4i = 1
4
; h6i = 3 
 
3
4

43=2 
 
1
4
 ; h8i = 5
162
: (4.95)
By substituting these expressions into Eq. (4.94), one obtains
d
dN
=
 
 
1
4

2 
 
3
4
  
H2
1=2   3H
2
82
3=2

: (4.96)
Notice that if one had directly integrated Eq. (4.93) over  and substituted
Eq. (4.95), one would have obtained a trivial relationship, which is why we rst
multiplied Eq. (4.93) by 2 before integrating over .
If the inaton potential is of the plateau type and H can be approximated by
a constant, this equation can be solved and one nds
(N) =
82
3H4
tanh2
(r
3
2
 
 
1
4

8 
 
3
4
 (N  N0) + atanh"r3H4 (N0)
82
#)
;(4.97)
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which gives rise to Eq. (4.33) for the second moment h2i.
If the inaton potential is monomial, the function H(N) is given by Eq. (4.6)
and although an analytical solution still exists, it is less straightforward to derive.
The rst step consists of writing Eq. (4.96) in terms of an equation for h2i using
Eq. (4.95),
dh2i
dN
=  2
3
"
 
 
1
4

 
 
3
4
#2 h2i2
H2
+
H2
42
: (4.98)
The next step is to use x  H=Hend as a time variable, which gives rise to
dh2i
dx
=
2
3
"
 
 
1
4

 
 
3
4
#2 x4=p 3
H2end
h2i2   H
2
endx
4=p+1
42
: (4.99)
This equation is of the Ricatti type and can be transformed into a second-order
linear dierential equation making use of the change of variables
h2i =  3
2
H2end

"
 
 
3
4

 
 
1
4
#2 x3  4p 1
f(x)
df
dx
: (4.100)
By plugging Eq. (4.100) into Eq. (4.99), one obtains
d2f
dx2
+

3  4
p

1
x
df
dx
  
62
"
 
 
1
4

 
 
3
4
#2 x8=p 2f = 0 : (4.101)
This equation can be solved in terms of modied Bessel functions of the rst kind
I. Making use of Eq. (4.100), the solution one obtains gives rise to
h2(x)i =x
2 4=p
2A

2  4
p

 
r
B
A
x2
2

8<:I  p4  12 (W ) + I  p4+ 32 (W ) + C
h
I p
4
+ 1
2
(W ) + I p
4
  3
2
(W )
i
I p
4
  1
2
(W ) + CI  p
4
+ 1
2
(W )
9=; ; (4.102)
where we have dened
A =
2
3
"
 
 
1
4

 
 
3
4
#2 
H2end
; B =
H2end
42
; W =
p
4
p
ABx4=p ; (4.103)
where C is an integration constant that can be set as follows: In the asymptotic
past, W  1 and the Bessel functions can be expanded in this limit, I(W ) '
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eW=
p
2W . Unless C =  1, the term inside square brackets in Eq. (4.102) goes
to 1 and one nds h2i '  pB=Ax2=2 < 0 which would not be consistent. As
a consequence, C =  1 is the only choice that allows the solution (4.102) to be
dened over the entire inationary period. Setting C =  1, Eq. (4.102) can be
simplied and one obtains
h2(N)i =  
 
3
4

 
 
1
4
r 3
2
H2
2
K p
4
+ 1
2
(W )
K p
4
  1
2
(W )
; (4.104)
where K is the modied Bessel function of the second kind.
4.C Numerical implementation
Few analytic solutions to either Eq. (4.56) or Eq. (4.57) for nf  2 are known
to exist, except in the stationary limit of various cases, as given in Eq. (4.60). A
robust method for numerical evaluation of a coupled system of Langevin equations
of the form in Eq. (4.56) is the modied Improved Euler scheme, introduced in
Ref. [182], where it is also proven to exhibit strong rst-order convergence. Due
to the more complicated potentials studied, a relatively simple implementation of
this scheme was developed for the numerical solutions obtained in this section.
The code is written in the python language and achieves runtimes of  5-10
minutes on a standard netbook laptop for 104 realisations of with any potential up
to nf  10 for 105 e-folds. For increased performance, e.g. nf  O(100) or more,
then it is advised to use a computer cluster. The code has also been made publicly
available at the following repository: https://github.com/umbralcalc/neld. The
repository also contains an example script with 5 elds to help the user get started.
In Fig. 4.15 and Fig. 4.16 we have plotted some binned realisations of Eq. (4.56)
that are used in the code. These plots can also serve as a useful tool to test for
numerical convergence, e.g. to check that no arbitrary asymmetry has appeared
or if the divergence of the probability current has not vanished due to elevated
numerical noise. In such instances, the code may simply be rerun with more
realisations to ensure convergence. Even though 107 realisations were used for these
plots, numerical noise (and noise from a nite number of samples) still appears
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for those values of r  J and r J which are meant to vanish. Up to this noise
amplitude, however, a strong signal can still be seen in r J for the g = 102gdec
potential in Fig. 4.16, and we leave further improvements to these visualisations
for future work.
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5Probing ination with extra elds
Abstract. In this chapter we shall use the initial conditions derived
from Chapter 4 to compute observable predictions. In detail, we argue
that spectator eld condensates represent a sensitive probe of the entire
inationary potential [183] and demonstrate this through two explicit
examples of post-inationary physics: freeze-in dark matter, which is
shown to constrain the energy scale of ination [184]; and the curvaton
model, which can constrain the number of inationary e-folds [185].
5.1 `A quantum window'
If ination is driven by a single scalar eld  with potential V (), the power
spectrum of curvature perturbations  at scale k, given in Eq. (1.64), is
P(k) ' V
3
122M6Pl

@
@V
2
=(k)
; (5.1)
where (k) is the value of  when a=k exits the Hubble radius. The range of
scales probed e.g. in the CMB then translates into a time interval during ination
of length N  7, measured by the number of e-folds N . If one includes the large-
scale structure of our Universe, this window is extended but cannot exceed the last
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 60 e-folds of ination. But can we ever learn about larger scales, hence earlier
times?
As discussed at length in Sec. 1.2.3 and Chapter 4, during ination, the coarse-
grained elds (i.e. scales larger than the Hubble radius) are constantly sourced by
the small-wavelength quantum uctuations as they cross the Hubble radius. This
quantum backreaction on the dynamics of the Universe can be modeled through
the stochastic ination formalism [58]. The system then explores parts of the
potential that would be inaccessible under the classical dynamics. For example,
the power spectrum (5.1) is now computed by Eq. (1.90) such that
P(k) =2
Z 1

dA
M
Pl
242M4Pl
V (A)
exp

242M4Pl
V (A)
  24
2M4Pl
V ()
 1

Z 1

dA
M
Pl
Z 1
A
dB
M
Pl
242M4Pl
V (B)
exp

242M4Pl
V (B)
  24
2M4Pl
V (A)
2
: (5.2)
Contrary to Eq. (5.1), this expression does not only depend on the potential evalu-
ated at (k), but relies on the properties of the potential in the entire inationary
domain. For this reason, even the limited range of scales probed in the CMB may
contain imprints from early features of the inationary dynamics and in this sense,
quantum diusion in an expanding background greatly extends the observational
window. In practice, when V M4Pl, Eq. (5.2) is well approximated by Eq. (5.1) so
the dependence on the potential function outside the standard observational win-
dow is usually Planck suppressed. This is however not the case when several elds
drive ination [63, 64, 186], or in very at regions of the potential that can drive
the dynamics at smaller (but still accessible [187]) scales than the ones probed in
the CMB.
Another, less direct but more sensitive, cosmological probe sensitive to the early
stages of ination through quantum diusion is the eld displacement acquired
by spectator elds [167, 188, 156]. Let us consider the toy model depicted in
Fig. 5.1 where the inaton potential V () is made of a plateau (i.e. asymptotically
constant) part between end and LF and a monomial large-eld (i.e. V / p) part
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Figure 5.1: Toy inationary potential considered in this section, made of a plateau
(i.e. asymptotically constant) part between end and LF, and a monomial large-
eld part (where V / p) at  > LF. CMB observations constrain the number of
e-folds spent on the plateau to be Nplateau > 60, while the dynamics of spectator
elds is sensitive on a much wider part of the inationary potential. This is also
the inationary plateau potential with large-eld corrections studied in Sec. 5.3.1.
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Figure 5.2: Minimum number of e-folds spent on the plateau part of the ina-
tionary potential so that the spectator eld displacement at the end of ination
is independent of the large-eld correction to the inaton potential. The left
panel corresponds to a quadratic spectator, V () = m22=2 and the right panel
corresponds to a quartic spectator, V () = 4. Through CMB observations in-
terpreted in the standard way, one gets the constraint Nplateau > 60 (denoted with
the dashed line), while spectator elds are sensitive to a much wider part of the
inationary dynamics.
at  > LF. The equation for such a potential would be
V () =M4
"
1  e 
p
2
3

MPl
2
+



LF
p#
; (5.3)
where, in this expression, 
LF
MPl such that the potential is of the plateau type
when observable scales leave the Hubble radius. Observations of the CMB con-
strain the potential to be of the plateau type in the last few e-folds of ination [36]
so in the standard setup, the only constraint one has is that LF should be located
at least  60 e-folds before the end of ination.
A spectator eld  on top of this inationary background evolves under its
potential V () and according to Eq. (4.1) (where  is to be replaced by ). If
H is constant, the probability distribution P (;N) relaxes towards the de Sitter
equilibrium solution of Eq. (4.3), where any initial condition is erased. However,
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as we demonstrated in Chapter 4, this does not always happen on the large-eld
part of the inationary potential, since the relaxation time towards Eq. (4.3) can
be larger than the variation time scale of H there. For example, if the spectator
potential is quadratic, V () = m22=2, Eq. (4.3) can never be attained in the
early phase of large-eld evolution where the typical eld displacement remains
strongly dependent on initial conditions. By setting  = 0 at the exit point
of eternal ination (where the dynamics of  is itself dominated by stochastic
corrections), one can derive a lower bound on the number of e-folds Nplateau spent
on the plateau part of the inaton potential using Eqs. (4.12) and (4.21) so that
the details of the large-eld phase are erased from the distribution of  at the end
of ination [156],
Nplateau 
3H2plateau
2m2
ln
"
8pm2M2Pl
3H4plateau(p+ 2)
#
(5.4)
for p  2. It is displayed in the left panel of Fig. 5.2 for p = 2 (but the result
depends only mildly on p). Compared to the standard constraint Nplateau  60, one
can see that the observational window on the inaton potential extends by orders of
magnitude. In Chapter 4 we also found that for a quartic spectator V () = 4,
Eq. (4.3) is adiabatically tracked at early time in the large-eld phase. In this
case, initial conditions on the spectator eld displacement can be erased during
this adiabatic epoch, and, using Eqs. (4.33) and (4.38), the minimal number of
e-folds spent on the plateau such that no imprint is left from the large-eld epoch
on the distribution of  at the end of ination is given by [156]
Nplateau 
4 
 
3
4

 
 
1
4
 r 2
3
ln(2); (5.5)
for p  2. It is displayed in the right panel of Fig. 5.2 where one can see again that
the observational window on the inaton potential extends by orders of magnitude.
Thus the quantum dynamics of cosmological elds in the early Universe gives
access to a vast range of scales that extend the classical window by orders of
magnitude and allow us to explore high-energy gravity beyond the observable
horizon.
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5.2 Freeze-in dark matter
Amongst the parameters that are relevant to inationary perturbations, two have
been measured: the amplitude of the curvature power spectrum, AS, and the
corresponding spectral tilt, nS (given for classical single eld slow-roll evolution
by Eq. (1.64) and Eq. (1.65), respectively), which the Planck collaboration have
recently measured to an accuracy of AS=AS = O(10 2) and nS=nS = O(10 3)
[189]. However, the energy scale at which ination | or more accurately, the last
 60 e-folds of ination | happened is still unknown. The energy scale of ination
can be characterised by the value of the Hubble parameter during ination, H.
In single-eld slow-roll models of ination, this can be expressed by the primordial
tensor-to-scalar ratio r by rewriting Eq. (1.70) as
H = 8 1013
r
r
0:1
GeV : (5.6)
The current upper bound provided by the joint analysis of BICEP2/Keck Array
and Planck data is r < 0:07 (95% c.l.) [22, 189], whereas no strict lower bound
exists other than the requirement for realising successful BBN at T  1 MeV
[190, 191, 192, 193]. Hence, there is a huge gap between the scales at which
the dynamics of the Universe is understood. It is elementary then, and of great
importance to understanding the physics between these scales, to quantify how
large the gap is.
The next-generation experiments may be able to push the upper bound for the
tensor-to-scalar ratio down to r < 0:03 from BICEP3 [194] and r < 0:001 from
LiteBIRD [195] or COrE [196, 197], or any of these may detect it above these
limits. However, these numbers illustrate that if no detection is made, even in
the best possible case the planned experiments cannot determine the inationary
scale by primordial tensor modes if it was smaller than H ' 8  1012 GeV. It
would therefore be interesting if one could nd scenarios in which the inationary
scale could be determined by other means. This will be our aim in the next few
sections.
Based on Refs. [198, 199, 200], we present a scenario where the scale of ina-
tion H is determined by three observables: the dark matter (DM) isocurvature
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perturbation amplitude, its mass and self-coupling constant. This determination
is made completely independently of the tensor-to-scalar ratio r, increasing the
range in H that one can infer to values for the inationary scale well below the
current lower bound, or below the sensitivity of the next-generation experiments.
Furthermore, we nd that in this scenario the inationary scale can be determined
almost solely from the spectator eld dynamics discussed in Chapter 4.
As a representative example of this kind of scenario, we study a generic real
singlet scalar extension to the SM. The new singlet scalar particle is a Feebly-
Interacting Massive Particle (FIMP) [201, 202, 203], which we assume to constitute
the DM abundance. Due to a feeble coupling between the singlet scalar and the
SM sector, the singlet never thermalises with the SM and the DM abundance is
produced by the \freeze-in" mechanism instead of the standard freeze-out. We
discuss this in detail throughout the following sections.
We begin by presenting a simple version of the scenario where the energy scale
of ination can be determined without measuring the tensor-to-scalar ratio. The
model we consider is a minimal extension to the SM Lagrangian, where in addition
to the SM particle content there is a Z2-symmetric real singlet scalar, s, coupled
to the SM via the Higgs portal [204, 205]
L = LSM   1
2
@s@s+
m2s
2
s2 +
s
4
s4 +
hs
2
ys2 : (5.7)
In this expression, LSM is the SM Lagrangian1 and the SM Higgs doublet in the
unitary gauge is written as
p
2T = (0; v+ h), where v is the vacuum expectation
value of the Higgs eld. We assume that the portal coupling takes a small value2,
hs < 10
 7, so that the singlet s does not thermalise with the SM in the early
Universe, but remains a FIMP DM candidate [201, 202]. The s particles can
1Radiative corrections in a curved background generate an extra term to the scalar potential,
VG = hh
2R + ss
2R, constituting of the non-minimal couplings to gravity h, s of both the
Higgs and singlet, respectively [174, 175]. For this scenario, we shall consider the case where
the singlet has negligible s. The value of the SM Higgs non-minimal coupling to gravity is not
relevant for our purposes.
2Note that this does not impose a ne-tuning issue, as the running of the portal coupling is
always very small in this model [206, 207].
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constitute all the DM if the Higgs eld can produce sucient number of s particles
from Higgs decay after electroweak symmetry breaking or, if the decay is not
kinematically allowed, if Higgs-mediated gauge boson annihilations into s particles
are frequent enough [201, 208, 203]. For the basic scenario, the exact production
mechanism is not relevant, and we will discuss the low-energy dynamics in more
detail in Sec. 5.3.3.
Let us see how to determine the scale of ination with the known behaviour of
spectator elds during ination. During ination, if s is a spectator, it approaches
the de Sitter equilibrium distribution [58] characterised by hV i  H4 for a su-
ciently slowly-varying Hubble rate [167, 209, 156], with a typical value obtained
from Eq. (4.30)
sjtypical '
p
hs2i =
"
3
22s
 2
 
3
4

 2
 
1
4
# 14 H : (5.8)
In deriving Eq. (5.8) we require that the quartic terms in the scalar potential
dominate over the quadratic ones, shs2i  2m2s+hshh2i; we will verify that this
is always the case in Sec. 5.3.1.
Both the Higgs and s eld uctuations represent isocurvature perturbations
relative to the adiabatic inaton perturbations during ination3. Soon after ina-
tion the Universe becomes radiation-dominated; once the Hubble rate drops below
their eective mass the elds start to oscillate about their minima. The Higgs eld
then decays into radiation quickly, typically within a few e-folds [210], reaching
thermal equilibrium and thus leaving only adiabatic perturbations in the SM radi-
ation. However, due to the feeble coupling between the singlet scalar and the SM,
the s condensate (denoted by s0 from now on) does not thermalise and therefore
its uctuations remain isocurvature perturbations relative to the adiabatic per-
turbations of the SM radiation. Even though the s0 condensate is assumed not
to decay into SM radiation, the condensate may fragment into s particles which
eventually become cold (non-relativistic) DM particles and inherit the primor-
dial isocurvature perturbations from the condensate. This happens if s is large
enough, so that the s0 condensate fragments while still in an eectively quartic
3Unless one of them is the inaton, but in this chapter we do not consider this possibility.
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potential [198, 199], and this condition will be carefully checked in Sec. 5.3.2. We
sketch the main sequence of events for this scenario in Fig. 5.3.
The CMB constraint on DM isocurvature matter perturbations (over  
PS=(P+PS)) can thus be expressed as an upper bound on the DM energy density
sourced by the s0 condensate as [199]
S(TCMB)
A(TCMB)
'
s

1  
rP
PS ; (5.9)
where S and A are the isocurvature and adiabatic contributions to the DM
density evaluated at last scattering of the CMB at TCMB ' 0:3 eV | that is, in our
case, the s particle DM sourced by the primordial s0 condensate and Higgs decays,
respectively. In this expression, P ' 2:2 10 9 is the primordial curvature power
spectrum [189], PS is the primordial isocurvature power spectrum and   0:05 is
the isocurvature parameter constrained by the Planck data [2]. We require that
the Higgs decays into s particles dominate over the DM yield from the primordial
s0 condensate.
By assuming that the comoving number densities of the singlet scalars produced
by the decay of the primordial s0 condensate and Higgs decays are separately
conserved, and together constitute all of the observed DM, A;today=(3M
2
PlH
2
today) '
0:12, where MPl is the reduced Planck mass, one nds that [199]
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rP
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In this expression, h100 = Htoday=(100 km s
 1Mpc 1) parametrises the Hubble pa-
rameter today, 
 is the dimensionless photon density parameter today and s is
the spectator eld value during the last 60 e-folds of ination (where it remains
eectively constant).
By then using the typical value for s given by Eq. (5.8), one obtains
PS = 9
4
H2
(2)2s2
'
"
27s
1282
 2
 
1
4

 2
 
3
4
# 12 ; (5.11)
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Figure 5.3: Timeline for the dynamics of the singlet scalar eld studied in this
chapter. During ination, s  H refers to the typical size of uctuations dur-
ing ination. After ination, when the Hubble rate H drops below the eective
mass of the scalar eld
p
3ss0, it starts to oscillate at the bottom of its quartic
potential, and s0 , the energy density of the singlet condensate, decays as 1=a
4.
The mean equation-of-state parameter of the background energy density during
this oscillation period is denoted wosc. When H drops below the fragmentation
rate  
(4)
s0!ss, the singlet condensate fragments into singlet s particles with typical
momentum p ' p3ss0jfrag that redshifts as 1=a. When this momentum reaches
the mass ms, these particles become non-relativistic, and s, the energy density
contained in the singlet particles, decays as 1=a3. Its nal value in this multi-stage
process, which determines the DM abundance, is derived in Appendix 5.A.
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and we can determine the Hubble scale to be
H
1011GeV
' 4:89 P
1
3

h100

1
2


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
1
4
s
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  2
3
' 0:97


1  
 1
3

1
4
s
 ms
GeV
  2
3
; (5.12)
given our previously outlined assumptions, where for the second line we have used
P = 2:2 10 9, h100 = 0:673 and 
 = 9:3 10 5 [189]. This result for H then
allows one to determine the energy scale of ination independent of the inationary
tensor perturbations.
The value obtained for H, and the corresponding value for the tensor-to-scalar
ratio r, are shown in Fig. 5.4. The constraints on the DM self-interaction cross-
section from observations of small-scale structure, namely the Bullet Cluster, have
been superimposed. Indeed, in the limit where the singlet mass is much smaller
than the Higgs mass, ms  mh, the singlet scalar self-interaction cross-section
divided by its mass is given by [211]
s
ms
=
92s
32m3s
 1cm
2
g
; (5.13)
where the upper bound applies when the s particles constitute all DM. The ex-
clusion zone that would be obtained from more stringent constraints on s=ms is
also displayed, in order to assess how parameter space could be even more reduced
by improving the constraints on, or by measuring, the DM self-interaction cross-
section. The result is not displayed in the grey region either, since it corresponds
to values of the parameters for which fragmentation does not occur in the part of
the potential dominated by the quartic term, and our calculation does not apply.
As shown in Appendix 5.A the result is valid for s  1, and for ms & O(1)
keV because, otherwise, the s particle DM is too hot and suppresses structure
formation [212]. As discussed above, we also require hs < 10
 7, as otherwise the
singlet sector would thermalise with the SM sector and the primordial isocurvature
perturbations would be washed away,  = 0. Furthermore, despite the fact that
the primordial singlet condensate yields only a subdominant contribution to the
total DM abundance, the SM particle decays and annihilations can produce the
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Figure 5.4: The value of the inationary energy scale H as a function of the
singlet scalar mass ms and self-interaction strength s, where values have been
xed using Eq. (5.12) and setting the DM isocurvature relative amplitude to the
Planck [2] upper limit  = 0:05 for demonstration. The white region in the top
left-hand corner represents the constraint on the self-interaction cross-section pro-
vided by the Bullet Cluster in Eq. (5.13), with the dotted white lines indicating
how this constraint strengthens with decreasing upper limits on s=ms. The grey
region in the bottom right-hand corner is a consistency bound related to the re-
quirement of fragmentation occurring in the quartic potential (the requirement
that fragmentation occurs before the non-relativistic transition of the eld oscilla-
tions), Eq. (5.47), which is computed in Appendix 5.A. In this gure, wosc = 1=3.
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rest of the DM abundance. This amounts to choosing a suciently large value for
hs, which forms 2 [10 6; 1] GeV is roughly hs 2 [10 12; 10 9] [208, 198, 199, 200].
The exact value, however, is not relevant for the minimal scenario (but will be in
the extended one).
As discussed in Refs. [198, 199, 200], the above result for H in Eq. (5.12) is
a generic consequence of a model where the additional scalar eld is light and
energetically subdominant during ination and does not thermalise with the SM
radiation after it. The result, however, is subject to a number of uncertainties
related to dynamics in the inaton sector, reheating history, and low-energy dy-
namics. We carefully consider these in the next section.
5.3 Freeze-in: extended scenario
Due to uncertainties in the inationary dynamics, reheating history, and low-
energy dynamics, relaxing one or several assumptions we made above introduces
modications to our result (5.12). For example, even in slow-roll ination, the
Hubble rate may have a nite time dependence during ination and the typical eld
displacement acquired by the spectator eld at the end of ination may change, or
reheating might have taken a nite time, which introduces an arbitrary expansion
history during which the primordial s0 condensate grows its energy density with
respect to the background, leading to dierent DM abundance today.
These modications can be eectively parameterised in Eq. (5.12) as
H
1011GeV
' 0:97


1  
 1
3

1
4
s
 ms
GeV
  2
3  inf  reh  low ; (5.14)
where inf , reh, low are eective correction coecients induced by inationary
dynamics, reheating history, and low-energy dynamics, respectively. Their detailed
eect will be discussed one by one in the following subsections.
5.3.1 Varying the inationary dynamics
In this section we quantify the degree to which a nite time dependence of the
Hubble rate during the early stages of ination, e.g. due to large-eld corrections,
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V / p, to the inaton potential, may aect our result. As was shown in Ref. [156],
the variance of s at the end of ination can be signicantly larger than that given by
Eq. (5.8) depending on whether the distribution for s has sucient time to relax to
the equilibrium distribution for a xed value of H | the \adiabatic" regime in our
terminology| or whether, instead, the Hubble rate varies too fast (while still being
in the slow-roll regime) for the system to relax to the equilibrium distribution.
This can lead to a larger value for the variance than would be expected for a
given, constant value of H.
In order to illustrate this eect, we shall consider a potential for the inaton
eld  which interpolates between a plateau potential, consistent with Planck
constraints on the inaton potential when observable scales leave the Hubble radius
[36, 189], and a large-eld model at early times when  > 
LF
. This is the same
potential as Eq. (5.3) where we have also sketched it in Fig. 5.1.
In both regimes we can identify the number of e-folds associated with two
characteristic timescales: the relaxation timescale for the s eld to relax to
the equilibrium distribution for a quartic potential from Eq. (4.34) is Nrelax =
1=
p
s [167, 156], and the timescale associated with a variation in the Hubble pa-
rameter is, as usual, NH = 1=1. Using these timescales, the eect of the ination-
ary background evolution (i.e., the inaton eld rolling down in the potential (5.3))
on the variance of s can be divided into three phases:
1. At early times in the large-eld regime we know from Eq. (1.41) that
1  (MPl=)2, and the s eld evolves adiabatically (hence the far-right label
in Fig. 5.1) because its relaxation timescale is shorter than the timescale
associated with the variation of the Hubble parameter of the background,
Nrelax  NH .
2. Still within the large eld regime, the value of 1 gradually increases and
NH decreases over time until NH < Nrelax, at which point the evolution of s
ceases to be adiabatic and its variance eectively freezes in until the end of
this phase [156] with a value we label hs2
LF
i.
3. After the large-eld regime ends, NH increases such that the condition NH >
174
Nrelax is quickly fullled again. The s eld then begins to relax to its new
equilibrium distribution on the plateau, but starting with an initial variance
hs2
LF
i determined by the preceding large-eld regime.
At the end of the large-eld regime, the spectator eld s acquires a typical eld
displacement given by [156]
hs2
LF
i = 12

1  2
p

 2
 
3
4

 2
 
1
4
H2end
s
; (5.15)
where we have used Eq. (4.38), p has been dened in Eq. (5.3) and Hend denotes
the value of the Hubble parameter at the end of ination (which is of the same
order as the one along the plateau). The number of e-folds that must be realised
to reach the stationary distribution (5.8) is given by Nrelax = 1=
p
s. Therefore
for the equilibrium distribution Eq. (5.8) to be valid, we require a large number of
e-folds on the plateau, Nplateau  Nrelax = 1=
p
s.
The variance of the spectator eld at the end of the plateau phase, subject to
the initial condition set by Eq. (5.15), can be written as
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22s
  6inf (Nplateau) ; (5.16)
where inf denes the correction to Eq. (5.8) and is given by [183]
inf (Nplateau) = 
tanh
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r 3s
322
#)! 1
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; (5.17)
where we have substituted Eq. (5.15) into Eq. (4.33), obtaining the result by
comparison with Eq. (5.16). Note that since s (hence inf) appears in both sides
of the last equality in Eq. (5.10), through s directly and through PS indirectly, see
Eq. (5.11), the power of inf in Eq. (5.16) indeed yields a factor inf in Eq. (5.14).
The correction factor inf is displayed in Fig. 5.5 as a function of the number of
e-folds spent on the plateau, Nplateau, for several values of p and s. One can check
that when Nplateau is suciently large, inf ' 1, and that the number of e-folds that
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Figure 5.5: Correction factor to the value ofH from the dynamics of the spectator
eld during the early stages of ination, inf , as a function of the number of e-
folds Nplateau spent on the plateau in the potential depicted in Fig. 5.1. The solid
lines stand for p = 4 in Eq. (5.3) and the dashed lines for p = 6, which shows that
the result is almost independent of p. The light blue shaded region corresponds to
values of Nplateau that are too small to let the observable scales leave the Hubble
radius in the plateau phase, as required from observations.
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Figure 5.6: Same as Fig. 5.4, but with the correction inf appearing in Eq. (5.14)
and dened in Eq. (5.17) included, with Nplateau = 100 and p = 4, yielding only
small dierences with Fig. 5.4.
need to be spent on the plateau in order to erase the imprint of the large-eld early
stage decreases with s, in agreement with the formulaNrelax = 1=
p
s given above.
The result is almost independent of p. Since at least  60 e-folds must be realised
on the plateau, one can check that inf is always of order one, so that the value
of H computed from Eq. (5.14) is impacted by the large-eld corrections to the
spectator eld dynamics by at most an O(1) constant. This is also illustrated in
Fig. 5.6, where H is displayed as a function of ms and s taking Nplateau = 100,
and where the dierences with Fig. 5.4 are very mild.
Finally, let us check that, as assumed in the above calculation, during ination
the quartic term in the scalar potential dominates over the quadratic one, shs2i 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2m2s + hshh2i. Using Eq. (5.16) to estimate hs2i in the rst condition shs2i 
2m2s, one obtains H  ms 1=4s 3inf . In all following gures, we make sure that
this condition is always satised. Using a relation similar to Eq. (5.16) to estimate
hh2i in the second condition shs2i  hshh2i, one obtains
p
hs  hs, where h
is the self-interaction strength of the Higgs. As noted above, to prevent the singlet
s from thermalising with the SM in the early Universe, one must have hs < 10
 7,
and since we assume h & 10 5 [210], the lower bound on s used in all gures is
such that this condition is always satised too.
5.3.2 Varying the reheating history
We now turn our attention to the second possible modication in Eq. (5.14),
namely the reheating expansion history. So far we have assumed that after ina-
tion, the energy density of the background decays as radiation. If this is not the
case, the abundance of DM obtained from the particles into which the condensate
fragments is dierent, hence the inferred value of H changes.
In Appendix 5.A we provide a detailed calculation of the energy density con-
tained in the singlet particles at the end of the multi-stage process depicted in
Fig. 5.3, for an arbitrary background expansion history between the end of ina-
tion and the fragmentation time (for the result we use about fragmentation rate
to apply, the Universe needs to be in a radiation era at the fragmentation time).
We nd that the result only depends on the average equation-of-state parameter
during the oscillation phase of the condensate, wosc, and on the quartic coupling
constant s. More precisely, an analogous expression to Eq. (5.10) is obtained,
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where we have dened
reh(s; wosc) 

sp
3
 3 wosc 1
3 wosc+1
: (5.19)
One can check that the power to which reh appears in Eq. (5.18) is such that it
appears with power one in Eq. (5.14). In this expression,  ' 0:023 is a numerical
178
constant that comes from the calculation of the fragmentation rate. When wosc =
1=3, reh = 1 and Eq. (5.10) is recovered. In Appendix 5.A, we also derive and
carefully study the conditions under which the assumptions made in the timeline of
Fig. 5.3 are satised. In particular, this results in the \no fragmentation" exclusion
zone in Figs. 5.4, 5.6, 5.8 and 5.11.
The correction factor reh is plotted as a function of s for a few values of wosc
in Fig. 5.7. Unlike the correction factor inf in the preceding subsection, we see
that reh can vary by many orders of magnitude when wosc departs from 1=3. This
is also illustrated in Fig. 5.8, where H is displayed as a function of ms and s
taking wosc = 0:23, and where the dierence with Fig. 5.4 is quite large. There
even are regions (in red) for which the predicted value of the tensor-to-scalar ratio
is too large to satisfy observational bounds [148].
One notices that if wosc < 1=3, reh > 1 and the inferred value of H in the
minimal setup is smaller than the actual one, while if wosc > 1=3, reh < 1 and
the inferred value of H is larger than the actual one. The large eect from the
reheating expansion history on our estimate of H should be taken with a grain
of salt since in practice, wosc may not depart too much from 1=3. At the end
of the oscillating phase indeed, one must have a background equation of state
w = 1=3 (for our expression for the fragmentation rate in Eq. (5.38) to apply), so
wosc receives a contribution from values close to 1=3. Let us also note that linear
instabilities on small scales have been shown to yield w = 1=3 very quickly after the
end of ination, in fact well before the inaton eld has eectively decayed [213].
Such a mechanism would yield wosc = 1=3, leaving no imprint from the reheating
expansion history on our result.
5.3.3 Low-energy dynamics
In addition to corrections arising from dynamics during and immediately after in-
ation, there are corrections arising from particle dynamics at low energies, namely
below the electroweak scale after the SM particle decays and annihilations have
yielded the initial s particle abundance. Contrary to the variations in the ina-
tionary and the reheating dynamics studied in Secs. 5.3.1 and 5.3.2, respectively,
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Figure 5.7: Correction factor reh appearing in Eq. (5.14) and accounting for
an arbitrary expansion history during reheating, plotted as a function of the self-
interaction strength of the singlet scalar s for a few values of the background
average equation-of-state parameter wosc during the oscillation phase of the con-
densate after ination.
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Figure 5.8: Same as Fig. 5.4, but with the correction reh appearing in Eq. (5.14)
and dened in Eq. (5.19), included, with wosc = 0:23. The region shaded in red is
ruled out since it yields values for the tensor-to-scalar ratio that are larger than
the observational upper bound r < 0:12 [148].
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the low-energy dynamics eect is not a variation to the minimal setup but rather
an inevitable correction that is inherent to it. It should therefore be understood
as part of the minimal scenario.
Even though the portal coupling between DM and the SM sector is assumed
to be so small that the s particles never enter thermal equilibrium with the SM
particles, it may happen that the s particles reach chemical equilibrium within the
singlet sector if the singlet sector has sucient self-interactions. This leads to a
characteristic hidden sector temperature Ts dierent from the SM photon temper-
ature T . If the singlet self-interactions are suciently strong, they can maintain
the equilibrium for some time also after the singlet particles have become non-
relativistic, leading to so-called DM cannibalism [214], where number-changing
interactions, such as 4! 2 annihilations4 (see Fig. 5.9), reduce the singlet particle
number density and heat the singlet sector with respect to the SM sector. Depend-
ing on the strength of singlet self-interactions, the s number density can be signi-
cantly depleted before its nal freeze-out from the equilibrium in the singlet sector.
Thus the nal DM abundance depends not only on the portal coupling hs and the
mass ms, but on a combination of the parameters hs, s and ms. This production
mechanism is called dark or hidden freeze-out [214, 215, 216, 200, 217, 207, 203].
The main result (5.12) applies only if there are no number-changing interactions
in the singlet sector, i.e. if the quartic scalar self-interaction strength s is small
enough. The critical value above which the number-changing interactions play a
signicant role in determining the nal DM abundance is [200]
()s '
vuut19:4 [g (mh) g (ms)] 14 pmhms

()
hs (ms)MPl
' 2:3 10 8
h

()
hs (ms)
i  1
2
 ms
GeV
 1
4
;
(5.20)
where g(T ) is the eective number of relativistic degrees of freedom in the SM
plasma at temperature T and 
()
hs (ms) is the value of the portal coupling that
yields the observed DM abundance for a given mass ms in the usual freeze-in
case. For s < 
()
s the usual freeze-in picture and the result (5.12) are sucient.
4The 2 ! 3 annihilations are in our case forbidden due to the assumed Z2 symmetry of the
scalar eld.
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Figure 5.9: Examples of relevant Feynman diagrams for the 4 ! 2 scalar self-
annihilation process at the limit ms  mh.
Recalling that we assume ms  mh in order for Eq. (5.13) to hold, the value of

()
hs is determined by the usual freeze-in relation [201, 202, 203]

()
hs ' 10 12
r
mh
ms
: (5.21)
If the number-changing interactions in the singlet sector become active, the s
particles equilibrate among themselves before the formation of the CMB. After the
equilibration, the singlet scalar particles from both origins | Higgs decays and
primordial s0 condensate fragmentation | contribute to the thermal bath of DM,
so that the relative abundance of the isocurvature component with respect to the
total DM abundance remains constant from there on, as discussed in Ref. [200].
We assume that the thermalisation of the s particles takes place at Ttherm ' ms,
which is the latest moment when the s particles can reach chemical equilibrium
with themselves.
The abundances from the primordial isocurvature condensate source

(s0)
DM(Ttherm) and the adiabatic Higgs freeze-in source 
()
DM(Ttherm) at the time of
the thermalisation can be found by scaling the result in Eq. (5.10) by a3 from
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the CMB temperature today, Ttoday ' 2:725 K, up to T = ms, and scaling the
usual freeze-in abundance of scalars by a 4 down to the same temperature. The
isocurvature abundance is [199]

(s0)
DM(Ttherm)
GeV4
' 2:97 10 52 
1
4
s
ms
GeV
 s
1011GeV
 3
2 gS(ms)
gS(Ttoday)

ms
Ttoday
3
; (5.22)
where gS = gS(T ) is the eective number of entropy degrees of freedom in the
radiation heat bath, and the usual freeze-in abundance of scalars is [200]

()
DM(Ttherm) ' msns(mh)

a(mh)
a(ms)
3
(5.23)
' 3msn
eq
h (mh) h!ss
H(mh)
gS(ms)
gS(mh)

ms
mh
3
=
3e 1
(2)
3
2
r
90
2
gS(ms)
gS(mh)
p
g(mh)
 h!ssMPlm4s
m2h
;
where ns and n
eq
h are the singlet scalar and Higgs number densities, respectively,
a(mi) is the scale factor at the time the photon temperature is T = mi; i = h; s,
and where in the limit ms  mh,
 h!ss =
2hsv
2
32mh
: (5.24)
To derive this expression, we have assumed that the h particles obey Maxwell-
Boltzmann statistics after the electroweak symmetry breaking, that the singlet
scalars are produced by h! ss at T = mh, and that the thermalisation of scalars
takes place no earlier than T = ms.
Plugging Eqs. (5.22) and (5.23) into Eq. (5.9), and using Eq. (5.11) as before,
we then obtain
H
1011GeV
' 0:97


1  
 1
3

1
4
s
 ms
GeV
  2
3  low(hs;ms); (5.25)
where we have dened
low(hs;ms)  8 1013
4
3
hs
 ms
GeV
 2
3
: (5.26)
Because the result now depends explicitly on hs, its exact value becomes impor-
tant. As discussed above, we require that the singlet particles constitute all DM,
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which allows us to x hs in terms of s and ms, as shown in Appendix 5.B, see
Eq. (5.59). This gives rise to
low(s;ms) = 4 10 3W
8
9
0

7:1 104
24
11
s
 ms
GeV
  10
11
 ms
GeV
  2
9
: (5.27)
The correction factor low is plotted in Fig. 5.10, where one can see that the
reduction in H caused by variations in the low-energy dynamics is at most of
order O(10 3).
The corresponding eect on H is shown in Fig. 5.11. In the grey region over
the top right hand side of the plot shown in Fig. 5.11, the dark freeze-out occurs
while the singlet particles are still (semi-)relativistic, ms=T
(fo)
s  3, and nding a
solution that yields the correct DM abundance in that region requires a detailed
numerical analysis, as discussed in Ref. [200]. We will postpone that for future
work. Above the grey region the freeze-out occurs at temperatures where the DM
is non-relativistic, ms=T
(fo)
s > 3, and below this region the singlet particles do not
thermalise within the singlet sector and the usual freeze-in picture is sucient. In
general, thermalisation of the singlet sector increases the number density of the s
particles, resulting in a larger nal DM abundance than in the standard freeze-in
scenario, and in order to produce the observed DM abundance, a smaller initial
abundance sourced by the SM particles is needed. Thus, an initial population
of scalars produced from the decay of the primordial s0 condensate contributes
a larger fraction of the total DM energy density than it would in the standard
freeze-in scenario, and hence the isocurvature contribution is larger. Thus, to keep
the ratio (5.9) constant for xed , a smaller value for S, i.e. a smaller value for
H, is needed. This explains why the correction factor low is always less than 1.
5.4 The duration of ination with a curvaton
The overall duration of ination is not generally known, however, we have seen
already in this chapter how one way to circumvent this cosmic amnesia is through
spectator elds [183, 185], whose eld displacements are sensitive to a much longer
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Figure 5.10: Correction factor low appearing in Eq. (5.14) and dened in
Eq. (5.27), accounting for variations in the low-energy dynamics, plotted as a
function of the singlet mass ms for a few values of the self-interaction strength
s. The vertical jumps correspond to critical values of ms above which 
()
s > s,
where 
()
s is given in Eq. (5.20). In such a case the usual freeze-in picture applies
and low = 1.
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Figure 5.11: Same as Fig. 5.4, but with the correction low appearing in Eq. (5.14)
and dened in Eq. (5.27) included. In the grey region labeled \relativistic FO"
for \relativistic freeze-out" the dark freeze-out occurs while the singlet particles
are still relativistic and the present calculation does not apply. Above this grey
region, the singlet particles thermalise within themselves and the DM abundance
is determined by dark freeze-out at T . ms=3 instead of the usual freeze-in mech-
anism at T ' mh. Below this grey region, the DM abundance is determined by
the usual freeze-in mechanism, low = 1, and one retains the results of Fig. 5.4.
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Figure 5.12: Constraints on the tensor-to-scalar ratio r for a few xed values of the
dark matter self-interaction cross-section divided by its mass, s=ms (upper panel),
and conversely, constraints on s=ms for a few xed values of r (lower panel), as a
function of the DM self-coupling constant s. The dashed parts of the curves stand
for the relativistic freeze-out regime (labeled \relativistic FO" in Fig. 5.11) where
the calculation presented in this section does not apply. The shaded regions are
observationally excluded, and correspond to the upper bound on r obtained from
CMB temperature and polarisation measurements [148] on the upper panel and to
the upper bound on s=ms obtained from the \Bullet Cluster" constraint [211] on
the lower panel. Both plots assume that the background dynamics during ination
and reheating is standard, namely inf = reh = 1, and set the DM isocurvature
relative amplitude to the Planck [2] upper limit  = 0:05 for demonstration.
phase of the inationary epoch and which can be observationally accessible [154].
Since current CMB measurements are compatible with single-eld models of
ination (if the potential is of the plateau type) [2, 35, 36], such extra elds may
not be directly required by the data. It is of course always possible to t the
data with complex multi-eld inationary models, but the amount of ne tuning
required in these models may be large, which is why models should be compared
in a Bayesian framework (building from Chapter 2) that correctly accounts for the
quality of the t and the waste of parameter space.
The questions we will seek to answer in the remaining sections of this chapter
are therefore: Are there multiple-eld models of ination that are as favoured
by the data as single-eld plateau ination from a Bayesian perspective? What
insight can be gained on the inationary history in these models?
We will investigate these questions with the curvaton model, whose potential
is given by Eq. (1.99). We outlined the general model in Sec. 1.3.1, however we
shall briey review it here for context.
After ination, the inaton eld decays into radiation and the energy density
contained in the curvaton eld, , may grow relative to the background energy
density, until it also decays into radiation. Assuming that no isocurvature per-
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turbations persist [77, 78, 79], the total adiabatic power spectrum is given by
combining Eq. (1.100) and Eq. (1.101). Observations are also often discussed in
terms of the spectral index nS and the tensor-to-scalar ratio r in Eq. (1.104). When
the primordial density perturbation is entirely due to curvaton eld uctuations
then the original curvaton model [73, 74, 75] is realised. Hence, in this section we
term situations where  > 0:9 as the \curvaton scenario".
At the pivot scale, the latest 2015 BICEP2/Keck Array and Planck [22, 189]
combined observations give Ptotal  2:2 10 9, nS = 0:9667 0:008 and r < 0:07
(95% c.l.). If the inaton potential is of the large-eld type U() / p, in the
curvaton limit  ' 1, Eq. (1.104) implies that nS ' 1   p=120, and the observed
value of the spectral index means that the inaton eld potential must be close
to quartic, p = 4. The \simplest" curvaton scenario with a quadratic inaton and
curvaton eld is now disfavoured by the data [218, 132, 134, 219].
The observational constraints on nS and r imply that when any inaton po-
tential is included in the analysis, only two classes of models with an additional
spectator eld are found to be favoured [134]: plateau ination, which cannot t
the data in the curvaton scenario (thereby requiring  1), and quartic ination,
which can only t the data in the curvaton scenario (  1). An advantage of
a quartic potential is that the inaton eld energy decreases like radiation when
it oscillates, making the model more predictive by removing the dependence of
post-inationary dynamics on the inaton decay rate into radiation.
Another way to detect the curvaton is through primordial non-linearity of the
density perturbations, of which the key observable is the local non-Gaussianity of
the bispectrum, parametrised by fNL. Its value in the sudden-decay approximation
is given by Ref. [85] and Eq. (1.108), where the observational non-Gaussianity
constraint of jfNLj . 10 implies that either we predominantly observe inaton
perturbations,  ' 0, or the the spectator must have a non-negligible energy
density at its decay, rdec & 0:1.
The contribution from the curvaton to the primordial power spectrum crucially
depends on its eld value, , when observable modes exit the Hubble radius.
Combining Eqs. (1.101) and (1.106), one can see that the curvaton dominates the
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perturbations,  > 1=2, if =MPl <
p
1rdec. Therefore  must be sub-Planckian
(if it is super-Planckian, it may drive a second phase of ination and the above
formulas do not apply, but below we show that this case is excluded). In practice,
the value of  is determined by the details of the inaton's potential U() over the
entire inating domain, as we demonstrated in Chapter 4. This makes the model
more predictive since the typical value of  is not a free parameter anymore but
depends on U(). This will play an important role in the Bayesian analysis below.
In particular, the value of  also depends on the total duration of ination, which
will allow us to constrain it.
Most previous analyses of curvaton models assumed no knowledge a priori
about spectator eld values. Instead, we adopt a physical prior for the typical eld
displacement
ph2i of the curvaton. This prior depends on the inaton potential
U() and the total duration of ination, as one can see immediately from the
results of Sec. 4.2. Using these results, in the presence of a plateau inationary
potential, if ination lasts more than the relaxation timescale Nrelax = H
2=m2
e-folds [58, 167], the vev of  reaches a Gaussian equilibrium distribution with a
variance given by 

2

=
3H4
82m2
: (5.28)
In the presence of a quartic large-eld inationary potential (U() / 4), we nd
that Eq. (4.18) can be rewritten to give

2

=


2in

+
H2
122
N3tot ; (5.29)
with a strong dependence upon initial conditions. The distributions (5.28) and
(5.29) dene the prior we take on  for plateau and quartic ination, respectively.
In Eq. (5.29), Ntot is the total number of e-folds elapsed during quartic ination
and h2ini denotes the variance of the curvaton vev distribution at the onset of
ination. In the following we will take h2ini = 0 for the sake of simplicity. This
is important as it means Ntot is now the maximum number of e-folds. A more
specic model for the curvaton could readily specify h2ini from, e.g, a symmetry
breaking mechanism, however we shall leave h2ini = 0 such that our argument in
this section represents a proof-of-principle.
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The expansion history of reheating depends on the mass of the curvaton and
the decay rates of the inaton and the curvaton. We impose that the onset of the
radiation-dominated period occurs after the end of ination and before the electro-
weak symmetry breaking. We also assume that the inaton and the curvaton decay
at least as fast as they would through their minimal coupling to the gravitational
sector, given in Eq. (1.96).5 Using non-informative priors, as discussed in Sec. 2.4,
this leads to
   logU

max

HEW;
m3
M2Pl

;min (Hend;m)

(5.30)
   logU

max

HEW;
H3end
M2Pl

; Hend

(5.31)
m  logU [HEW; Hend] ; (5.32)
where Hend is the Hubble scale at the end of ination, HEW = (150GeV)
2=MPl is
the Hubble scale at electro-weak symmetry breaking, and we remind the reader
that x  logU [a; b] means that log x is uniformly distributed between log a and
log b.
As discussed in Sec. 1.3, if the inaton has a quartic potential, its coherent
oscillations around the minimum of its potential give rise to a radiation-like era
of expansion immediately after ination [69]. In this case we set   = Hend and
reheating can be described by two parameters only, the mass and decay rate of
the curvaton.
5.5 Duration of ination: results
The Bayesian analysis is performed on the January 2015 BICEP2/Keck-
Array/Planck data combination [148], using the machine-learned eective ina-
tionary likelihood described in Ref. [94], which has been marginalised over late-time
background cosmology, reionisation, and astrophysical foregrounds. The predic-
tions of the models are computed with the curvaton extension of the ASPIC li-
5Here   (or  ) denotes the value of H below which the energy density contained in  (or
, respectively), or its decay products, redshift like radiation.
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Figure 5.13: Bayesian evidences Z of the single-eld (inaton) and two-eld (in-
aton plus spectator) models (inside and below the shaded region, respectively)
considered in this section. The plateau model (taken as the reference here) is ro-
bust with respect to the introduction of an additional eld. Quartic ination with
a spectator eld (where the total number of e-folds is written in parenthesis) has
a higher evidence than its single-eld version, but lower than the plateau model.
Imposing the curvaton scenario (here dened as  > 0:9, see the main text) at the
level of the prior (lighter blue points), the evidence becomes comparable with the
one of plateau models.
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brary [146], making use of the method presented in Refs. [134, 105]. The Bayesian
evidences are integrated using the MultiNest algorithm [220, 221]; further tech-
nical details on the numerical integration can be found in the appendix. The
Bayesian evidences are displayed in Fig. 5.13 and the corresponding posterior dis-
tributions in Fig. 5.14.
5.5.1 Single-eld versus spectator model
One can check in Fig. 5.13 that for single-eld models, plateau potentials are
favoured while a quartic potential is strongly disfavoured (and even ruled out at
the level of its maximum likelihood). When a light spectator eld is included, the
evidence of plateau potentials remains stable, and the two-eld model cannot be
distinguished from its single-eld counterpart in terms of its Bayesian evidence [87].
This is because, in spite of the signicant enlargement in prior parameter space
caused by the introduction of the spectator eld, most of the prior mass in the
distribution (5.28) reproduces single-eld phenomenology, which gives a very good
t to the data irrespective of the value of the reheating parameters. This result is
consistent with what was found in Refs. [134, 105].
For the quartic potential, the evidence obtained once a spectator eld is in-
cluded depends on the total duration of ination, Ntot, through the prior distribu-
tion (5.29) for the curvaton vev. We give the Bayesian evidence for a few values
of Ntot in Fig. 5.13. We take Ntot  6  104 as an upper bound, since for larger
values the inaton would initially be in the \self-reproducing" regime [222, 172]
where stochastic corrections to its dynamics become important and the calculation
of Ref. [156] does not apply.
In all cases, one can check that quartic models with a spectator eld are
favoured with respect to their single-eld counterpart, but are still moderately
or strongly disfavoured with respect to the plateau potential. If one restricts the
parameter space to the curvaton model, i.e. if one imposes  > 0:9 at the level
of the prior, one obtains an evidence similar to that of single-eld plateau models
irrespective of the duration of ination (see the lighter blue points in Fig. 5.13),
indicating that the dependence of the evidence on the number of e-folds of ina-
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Figure 5.14: Marginal posterior distributions over the key observables from ina-
tion for plateau-like ination (blue, darker) and quartic ination (orange, clearer)
with a spectator eld. In the quartic case, the posterior fraction below the lower
(upper) dotted line has more than 90% (50%) of primordial density perturbations
generated by the curvaton eld. Post-2020 CMB experiments would likely distin-
guish between or rule out both scenarios in terms of nS and r. In combination
with LSS data, the typical value of fNL =  5=4 associated with the curvaton sce-
nario could also be distinguished in the future from fNL  O(10 2) in the inaton
scenario.
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tion actually reects the proportion of  values that correspond to the curvaton
scenario in each case.
In terms of the observables shown in Fig. 5.14, plateau ination (the Higgs in-
ation or Starobinsky model in the present case) with a spectator eld gives very
similar predictions to its single-eld counterpart, namely a small tensor-to-scalar
ratio, a value for the spectral index that is in good agreement with observations,
and a slow-roll suppressed value for fNL that is currently (and in the foresee-
able future) undetectable. For quartic ination, independently of the duration
of ination, the tensor-to-scalar ratio and the spectral index are correlated, with
bluer spectra corresponding to reduced gravitational waves, and non-Gaussianity
has the typical amplitude fNL '  5=4, which, from Eq. (1.108), corresponds to
a preference for values  ' rdec ' 1, i.e. to situations where the curvaton domi-
nates the energy budget of the Universe when it decays and provides the dominant
contribution to primordial density perturbations.
Post-2020 CMB experiments [195, 196, 197] will shrink the 1    constraints
on the inationary observables to nS  2  10 3 and r  10 4, while cross-
correlation with future LSS experiments should drive the constraint on local non-
Gaussianity down to fNL  0:4 [223]. This would be enough to distinguish
between plateau ination (with or without a spectator eld) and quartic ination
with a curvaton, or even to rule out both models.
5.5.2 Measuring the duration of ination
For quartic potentials with a spectator eld, the data shows strong preference for
curvatonic phenomenology (see the dierence between the dark and light points
in Fig. 5.13), which corresponds to sub-Planckian spectator eld values of a few
10 2MPl. This yields an \optimal" value for the total number of e-folds of quartic
ination such that it maximises the parameter volume that falls within this range
of values.
A smaller variance for the prior distribution (5.29) of  (requiring a shorter
duration of ination) limits the spectator eld vev so that single-eld quartic
ination is recovered, which is ruled out observationally. A larger variance (due
196
to a longer duration of ination or larger initial variance) locates most of the
prior mass in spectator vevs so large that they drive a second phase of quadratic
ination, which is also ruled out.6
Adapting Eq. (2.3), the posterior P on the total duration of ination can be
computed according to
P (Ntotj D) / P (Dj Ntot)  (Ntot) ; (5.33)
where P(DjNtot) = Z(Ntot) is the evidence of the quartic plus spectator eld
model with prior (5.29) on  corresponding to Ntot, and (Ntot) is the prior we
set on the duration of ination.
We reconstruct this posterior in Fig. 5.15, where one can see that ination is
constrained to last less than a few tens of thousands of e-folds . In particular,
cases where ination starts close to the \self-reproducing" regime (Ntot  6104),
are strongly disfavoured [226]. This is because in such cases, Eq. (5.29) yields
h2i1=2 > MPl (which is true in any large-eld inationary potential [156]) and the
spectator eld drives a second phase of ination. Note that if the initial variance
h2ini does not vanish then the constraint that we have obtained is only an upper
bound on the duration of ination, but the conclusion that it should not start in
6If the light spectator eld is displaced by 2 & 2M2Pl during ination, then it may drive
a second period of ination, which lasts for N2 ' 2=(4M2Pl) e-folds . The amplitude of the
curvaton perturbations generated during the rst period of ination is [224]
P = N2

H
2MPl
2
:
Independently of the inaton potential, the tensor-to-scalar ratio is given by
r =
Ph
P + P
= 
Ph
P
= 
8
N2
;
where Ph = 8[H=(2MPl)]2. The observational bound on r then imposes
 . 1
2

N2
60

:
Since we require N2 < 60, because otherwise the rst period of ination would end before the
observable modes exit the horizon, this implies that a quadratic spectator eld that then inates
the Universe cannot generate the majority of the observed perturbations.
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Figure 5.15: Marginal posterior over the total number of e-folds of ination Ntot
with a uniform prior, for quartic ination with a spectator eld. The upper limit
corresponds approximately to the \self-reproducing" regime, Ntot  6 104. The
dotted line and the grey band are respectively the mean and 1  condence-level
limit of a logarithmic Gaussian process interpolation with maximum-a-posteriori
noise level, scale and correlation length [225]. The black dots and bars are the
evidences and their error computed with MultiNest.
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the self-reproducing regime remains true.
5.6 Conclusions
In this chapter, we presented a novel way to determine the energy scale of in-
ation in the case where the DM component is a feebly-interacting singlet scalar.
Assuming it is light and energetically subdominant during ination, we have shown
that the inationary energy scale H can be expressed as a function of the DM
isocurvature perturbation amplitude  and the DM self-interaction cross-section
divided by its mass s=ms, with only a very weak dependence on the DM four-point
self-coupling s,
H
1011GeV
' 10:0


1  
 1
3

  7
36
s

s=ms
cm2=g
 2
9
: (5.34)
This relation is obtained combining Eqs. (5.12) and (5.13), and is valid for the case
of freeze-in only. It connects observables that constrain two seemingly unrelated
topics, namely the one of ination and the one of DM. By doing so, it opens up
the possibility to access the energy scale of ination by studying the properties of
DM, and vice versa.
To illustrate this, in the upper panel of Fig. 5.12 we have displayed the value
of H (and the corresponding value of the tensor-to-scalar ratio r) one would
infer from measuring s=ms to certain xed values, as a function of s. One
can see that because of the weak dependence on s, if s=ms were measured,
the energy scale of ination would be given up to a few orders of magnitude
at most, a huge improvement compared to the 15 orders of magnitude that are
a priori allowed. One should also note that a detection of s=ms close to the
current threshold (5.13) would allow one to probe values of r between 10 9 and
10 4, which cannot be reached by present day CMB technology. On the lower
panel conversely, we have displayed the value of the s=ms one would infer from
measuring r to certain xed values. One can see that current constraints on s=ms
already almost rule out the target of the next generation of CMB experiments
r  10 3 [195, 196, 197]. In fact, if such a value were detected, then in this model
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s=ms would be predicted to be close to 0:1 cm
2=g. Since this value is within
the reach of forthcoming observations [227], that would open up the possibility to
either conrm or rule out the scenario presented in this section.
In addition to presenting the basic scenario, we have also discussed the robust-
ness of this result and quantied how it changes under various eects related to in-
ation, reheating, and DM dynamics at low energies. We have characterised these
eects by correction factors introduced in Eq. (5.14). We found that the change in
the background evolution during ination and the possible thermalisation of scalar
particles within the singlet sector and the following \DM cannibalism" phase in-
troduce only at most O(0:1) and O(10 3) corrections, respectively, to the result
for H, whereas variations in the reheating history can in principle have a larger
eect, depending on the duration of reheating.
Although the result obtained in this section is model dependent, it is generic to
a large class of scenarios and allows one to measure or constrain the energy scale
of ination even in models where the associated predicted value for the tensor-
to-scalar ratio is well below the current lower bound or sensitivity of the next-
generation of CMB experiments. Conversely, a detection of the tensor-to-scalar
ratio would allow one to infer a measurement for the DM self-interaction cross-
section. This could represent a new promising chapter in constraining DM.
In this chapter we have also studied the observational consequences of Chap-
ter 4 when applied to the curvaton. We found that if the inationary potential is
of the plateau type, the single-eld limit is the preferred one (the predictions of the
model are robust under the introduction of a spectator eld), while quartic poten-
tials are favoured only in the curvaton limit. Both options, plateau ination in the
single-eld limit and quartic ination in the curvaton limit, are equally favoured
by current data, but we have shown that future CMB and LSS measurements may
allow us to distinguish between them.
The contribution from spectator elds to cosmological perturbations strongly
depends on their eld values at the end of ination [156]. The accumulation of
long-wavelength quantum uctuations during the entire inationary period gives
rise to a distribution for the local eld displacement that depends on the total
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duration of ination. As a consequence, we found that the number of e-folds
elapsed during ination, Ntot, enters as a parameter of the model due to the lack
of early adiabatic regime. Hence, Ntot itself can be constrained by the data.
In the curvaton limit, the inationary potential is constrained to be close to the
quartic type. In that case, Ntot cannot be too small otherwise the spectator eld
does not acquire a large enough eld value to source cosmological perturbations,
and cannot be too large otherwise the spectator eld acquires too large a eld
value that drives a second phase of ination. The posterior distribution on Ntot is
displayed in Fig. 5.15, where we nd that according to the data, ination cannot
last more than a few tens of thousands of e-folds. In particular, it is very unlikely
that one starts quartic ination in the so-called \self-reproducing" regime.
For the rst time, we have thus quantied how much cosmological data can
constrain the pre-inationary history, much beyond the N & 60 epoch probed by
potential large scale CMB anomalies. One should note that the mechanism we
presented is not only sensitive to the duration of ination but also on the shape of
the inationary potential over its entire inating domain, and on the spectator eld
displacement prior to ination. This opens up a new observational window that
extends the conventional scales by orders of magnitude and allows us to explore
the physics of the very early Universe beyond our currently observable horizon.
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5.A Calculation of the dark matter abundance
In this appendix we track the energy density contained in the s eld from the
end of ination up until the measured abundance of dark matter today, in the
sequence of events depicted in Fig. 5.3. This gure also a reference guide to the
various subscripts used throughout this section.
At the end of ination, we assume that send takes a specic realisation resulting
from its stochastic dynamics during ination, send 
phs2endi, where hs2endi is given
in Eq. (5.16). After the end of ination, s continues to be slowly-rolling (while
quantum diusion is shut o) until it becomes eectively massive, at the time Nosc,
when it starts to oscillate. One can check that the value of s barely changes during
this phase and to the approximation level at which the calculation is performed,
it can be taken as eectively frozen, s0josc ' send. The oscillations start when the
eective mass of the condensate, me 
p
3ss0, becomes of order H. The time at
which this happens can be calculated by introducing the mean equation-of-state
parameter between the end of ination and the beginning of the s oscillations
wfrozen  1
Nosc  Nend
Z Nosc
Nend
w(N)dN : (5.35)
The relation dH=H =  3=2(1 + w)dN can then be integrated as
Hosc = Hend exp

 3
2
(1 + wfrozen) (Nosc  Nend)

: (5.36)
By equating Hosc =
p
3s s0josc =
p
3ssend, one obtains
Nosc  Nend = 2
3 (1 + wfrozen)
ln

Hendp
3ssend

: (5.37)
Let us note that for this number to be positive, the condition H2end > 3ss
2
end
must be satised, which is always the case for the typical value of send given by
Eq. (5.16) if s  1.
After the condensate s0 becomes eectively massive, it oscillates about the
minimum of its quartic potential, so its energy density decays as the one of radi-
ation, s0 / a 4, until it fragments into s particles. Fragmentation occurs when
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the fragmentation rate  
(4)
s0!ss is of order H. In Ref. [228], it was found that
 (4)s0!ss(t) = 
3
2
s 0(t) ; (5.38)
where  = 0:023 is a numerical constant, and 0 is the envelope of the background
s0 time evolution, i.e. s0(t) = 0(t)  F (t), where F (t) is an oscillatory function.
Notice that this expression is valid if the background is radiation-dominated, so
reheating must have occurred at this stage for consistency. Since s0 / s40 / a 4,
during this epoch 0 / 1=a and one has
 (4)s0!ss(N) = 
3
2
s send e
 (N Nosc) : (5.39)
On the other hand, similarly to Eq. (5.36), one has
Hfrag = Hosc exp

 3
2
(1 + wosc) (Nfrag  Nosc)

; (5.40)
where wosc is the mean equation-of-state parameter in the oscillation phase. By
equating the two previous formulas, one nds that
Nfrag  Nosc = 2
1 + 3 wosc
ln
 
Hosc

3
2
s send
!
=   2
1 + 3 wosc
ln

sp
3

; (5.41)
where in the second equality we have used that Hosc =
p
3ssend. One can see that
in order for Nfrag   Nosc to be positive, one must have s <
p
3, which is again
always satised if s  1. Combining Hosc =
p
3ssend, Eqs. (5.40) and (5.41),
one then obtains
Hfrag =
p
3ssend

sp
3
3 1+ wosc
1+3 wosc
: (5.42)
On the other hand, combining Eq. (5.41) with the formula s0jfrag =
s0josce 4(Nfrag Nosc) ' s0jend e 4(Nfrag Nosc), one can further obtain
s0jfrag =
s
4
s4end

sp
3
 8
1+3 wosc
: (5.43)
Finally, let us note that at the time of fragmentation, we have assumed the singlet
scalar potential to be still approximated as quartic. This means that 3s s
2
0jfrag 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m2s, i.e. s0jfrag  (m2s=6)
p
(s0jfrag) =s, which implies the following consistency
relation
ms 
p
3ssend

sp
3
 2
1+3 wosc
=
"
27s
22
 2
 
3
4

 2
 
1
4
# 14 sp
3
 2
1+3 wosc
Hend 
 3
inf : (5.44)
In the second equality, we have used Eq. (5.16). As we will see below, this condition
is in fact always satised if another condition, derived in Eq. (5.47), is veried.
Moving on to the fragmentation products, the s particles are created with a
typical 3-momentum ps '
p
3s s0jfrag [199], which redshifts as the inverse of the
scale factor, so that
ps =
p
3s

4s0jfrag
s
 1
4
exp [  (N  Nfrag)]
=
p
3ssend

sp
3
 2
1+3 wosc
exp [  (N  Nfrag)] ; (5.45)
where in the second equality Eq. (5.43) has been used. When the energy becomes
of order the mass ms of the particles, they stop being relativistic. This happens
at the time Nnrel at which Es =
p
m2s + p
2
s ' ms (or, roughly equivalently, when
ps ' ms), which yields
Nnrel  Nfrag ' ln
"p
3ssend
ms

sp
3
 2
1+3 wosc
#
: (5.46)
Requiring that Nnrel   Nfrag is positive, one nds another consistency relation,
namely
send
ms
> 3
1 3 wosc
2(1+3 wosc) 
2
1+3 wosc 
  5+3 wosc
2(1+3 wosc)
s : (5.47)
In practice, one can show that if this condition is satised, Eq. (5.44) is always
satised too. Hence, Eq. (5.47) guarantees that both consistency relations are
veried, and corresponds to the grey region labeled \no fragmentation" in Figs. 5.4,
5.6, 5.8 and 5.11.
During this epoch, the energy density of the s particles decays as the one of
radiation, so one has
sjnrel = s0jfrag exp [ 4 (Nnrel  Nfrag)] =
m4s
36s
; (5.48)
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where in the second equality, we have combined Eqs. (5.43) and (5.46). Let us also
notice that since the Universe must have reheated before fragmentation in order
for the result (5.38) to apply, at the fragmentation time it is radiation-dominated
so one has Hnrel = Hfrag exp[ 2(Nnrel  Nfrag)], which gives rise to
Hnrel =
m2sp
3ssend

sp
3
 3 wosc 1
3 wosc+1
: (5.49)
Finally, when the particles are non-relativistic and their energy density decays
as matter we can scale this up to the value it would take today, given by
sjtoday = sjnrel exp [ 3 (Ntoday  Nnrel)] = m
4
s
36s

anrel
atoday
3
=
m4s
36s
 
~jtoday
nrel
! 3
4
: (5.50)
In this expression, ~jtoday stands for the energy density of radiation today rescaled
by the number of relativistic degrees of freedom, and nrel is the energy density
of the Universe at the time when the s particles became non-relativistic. This is
because, as stated above, reheating must have occurred before fragmentation for
consistency. Using the Friedmann equation, this gives rise to
sjtoday = m
4
s
36s
 p

Htoday
Hnrel
! 3
2
; (5.51)
from which one obtains


(s0)
DM =
sjtoday
today
=
sjtoday
3M2PlH
2
today
=
m4s

3
4

108sM2PlH
2
today

Htoday
Hnrel
 3
2
: (5.52)
By using Eq. (5.49), one nally has


(s0)
DMh
2
100
0:12
= 0:642

3
4
 h
3
2
100
  1
4
s
ms
GeV
 
s
1011GeV
 3
2

sp
3
 3
2
1 3 wosc
1+3 wosc
: (5.53)
By comparing this expression with Eq. (5.18), one obtains the value for reh given
in Eq. (5.19).
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5.B Calculation of the portal coupling
In all of the scenarios presented in this chapter, we require that the s particles
fully constitute the DM. Through this constraint, we demonstrate here that the
value of the portal coupling hs can be determined directly from the value of the
self-interaction strength s and mass ms of the scalar eld.
The time at which the dark freeze-out happens in the usual units of x  ms=Ts
is [214]
x
(fo)
DM =
ms
3:6eV
totalDM h
2
100
Shid
S = 2:3 10
9
 ms
GeV
 Shid
S ; (5.54)
where one can compute the ratio between the entropy density of the hidden sector
and that of the SM degrees of freedom, Shid=S, once the scalars have reached
chemical equilibrium within the singlet sector, as
Shid
S
=
ghidS
gS

Ts
T
3
=
ghidS (ms)
gS(ms)

g(ms)
ghid (ms)
s(ms)
(ms)
 3
4
' 5:3 108
3
2
hs : (5.55)
To derive this expression, we have used that
s(ms)
tot(ms)
=
s(ms)
3H2(ms)M2Pl
' msns(mh)
3H2(mh)M2Pl
a(ms)
a(mh)
' msn
eq
h (mh)
H2(mh)M2Pl
2hsv
2
32mh
g
1
3
S(mh)
g
1
3
S(ms)
mh
ms
' e
 1MPl
m3h
3g
1
2 (mh)

45

 3
2

2hsv
2
32

g
1
3
S(mh)
g
1
3
S(ms)
' 9:4 10112hs ; (5.56)
where v = 246 GeV is the vacuum expectation value of the Higgs eld and where
we take ghid = g
hid
S = 1. Thus, the time of the dark freeze-out is
x
(fo)
DM ' 1:2 1018
3
2
hs
 ms
GeV

: (5.57)
On the other hand, the dark freeze-out temperature can be estimated as the
temperature at which the 4! 2 interaction rate drops below the Hubble rate [200]
x
(fo)
DM =
1
3
ln
264 24sMPl
6:5 103pgms

x
(fo)
DM
 5
2
375 ; (5.58)
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where   [g(ms)s(ms)=(ms)]1=4. Equating Eq. (5.58) with Eq. (5.57) and
requiring 
totalDM h
2
100 = 0:12 then yields a relation between the model parameters
hs, s, ms and allows one to x hs in terms of the other two parameters. The
value we nd is
hs ' 6:3 10 13
 ms
GeV
  2
3
W
2
3
0

7:1 104
24
11
s
 ms
GeV
  10
11

; (5.59)
where W0 is the 0-branch of the Lambert W function. When plugging this expres-
sion into Eq. (5.26), one obtains Eq. (5.27).
5.C Statistical computation
In the models presented in this chapter, the total power of the primordial density
perturbations constitutes an additional free parameter, which we have omitted
because it aects both models equally. For numerical purposes, we use a log-
uniform prior which comfortably contains the posterior observed by Planck for
this parameter. Thus, the total parameter space sampled is ( ; ;m; end; As),
and our posteriors and evidences are conditioned to the model producing close to
the right amount of power.
In the quartic inaton case, the radiation-like reheating of the inaton,
described as   = Hend, is imposed via a half log-normal log10( ) 
N1=2 [log10(Hend); (1=2)2]. This needs to be done for numerical purposes, since
Hend is a derived quantity that depends of the full parameter combination and can
only be computed a posteriori.
We ensure the correct normalisation of the evidences by dividing the marginal
likelihood by the total prior mass in the same parameter domain, obtained with
a quick MultiNest integration of a mock unit likelihood. All results are obtained
with 1000 live points and a very low sampling eciency of 0.01 (i.e. inverse of
ellipsoid enlargement factor). A signicant enlargement of the ellipsoids is needed
to properly account for the hard edges of the prior and the fact that in the quartic
case the mode of the spectator eld value is located at the edge of the prior
(otherwise if a mode at the edge of the prior is partially or totally missed by
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the initial sample of live points, the nal evidence will be undervalued). This
low eciency produces a lot of rejected points that spoil the computation of the
weights used by the Importance Nested Sampling estimator [229], what makes it
numerically unstable, most often severely undervalued. Thus, we use the standard
nested sampled estimator in this chapter.
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6The probable future
Abstract. In this chapter we shall consider a probabilistic perspective
on the future of inationary model building and selection. Building from
Chapter 2, we develop a new formalism to forecast the performance of an
astronomical survey [230] with respect to its expected information gain,
capability to measure parameters and decisiveness in a space of pre-
determined models. We also introduce a new computational forecasting
code, foxi, which is based on our formalism and can be readily applied
to other experimental design problems.
6.1 Introduction
We begin this chapter with a brief review of inationary model selection using
data from the CMB. The recent Planck collaboration results [20, 21, 2] marked
a signicant milestone. In the case of single-eld models, the decreased upper
bound on the tensor-to-scalar ratio combined with a red-tilted spectral index lead
the analysis to mostly favour inationary potentials with a plateau [109, 231, 36,
2, 37]. Additionally, multi-eld ination has also recently begun to be rigorously
statistically analysed, e.g. in the context of curvaton models [132, 134, 165].
Despite the signicant reduction in the number of observationally viable mod-
els, it has become abundantly clear that there are still quite a number of models
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that satisfy the Planck constraints, especially those classed in the plateau category
of potential. This dissatisfying state of aairs is only mitigated by the potential for
other future surveys to augment the current constraints such as CMB Stage-4 [232],
LiteBIRD [195] and COrE [197, 196]. Despite the promise of further observations,
the future of inationary model selection is still tremendously unclear. In the face
of an uncertain future, we seek to answer the following question: To what extent
can one be certain of a future survey being capable of deciding between models, or
within the space of many models? The answer is probabilistic and clearly depen-
dent not only on the particular model choice, but also on the current constraints
made by the Planck collaboration. Since a decision must be made, the natural
framework to answer this question uses Bayesian probability.
It seems clear that there are many interesting unanswered questions one can
pose relating to the predictive probabilities of future survey performance. In this
section, we will restrict ourselves to focus on using a futuristic set of measurement
1- error bars to compute our dened expected utilities for model distinguishabil-
ity. Therefore, the specic question we pose for this chapter is as follows: How
much more do we stand to learn about single-eld inationary models given a fore-
cast set of future measurement 1- error bars over the slow-roll parameters? To
this end, we set up six classes of survey over the space of slow-roll parameters
(1; 2; 3), dened in Eq. (1.34), where the corresponding choices of measurement
1- error bars (for i = 1; 2; 3) of each ctitious experiment are dened in Table 6.1.
Our expectation will be a clear trend between decreasing measurement error bars
and an improvement in the score from our utility functions, e.g. as can be seen
from Fig. 6.1, where we have plotted the quantity DjML | dened as a score of
decisive merit between models in later chapters | against our mock surveys.
We acknowledge that the broad question we seek to answer in this chapter
has been approached, to some degree, at various angles by Refs. [116, 132, 196]
(though no work yet appears to apply this to CMB experiments and models of
ination). In each case, the authors target a slightly dierent problem with specic
surveys in mind. Further to this, we note that some of the quantities we will later
dene (such as D) have already been introduced in similar works for Dark Energy
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Reference Measurements hDKLi
Name Colour 1(1) 
2(2) 
3(3) (Fj 1) (F j log 1)
Proposed 1 (P1) 10 3 10 2 10 1 5.6  0.3 0.6  1.1
Proposed 2 (P2) 10 4 10 2 10 2 9.9  0.5 2.1  2.1
Futuristic 1 (F1) 10 5 10 2 10 2 > 11:4 2.5  2.5
Futuristic 2 (F2) 10 4 10 3 10 2 > 11:4 3.5  2.7
Futuristic 3 (F3) 10 4 10 2 10 3 > 11:4 4.1  2.2
Futuristic 4 (F4) 10 5 10 3 10 3 > 11:4 5.7  3.0
Table 6.1: Measurement accuracy (in terms of the 1- error bars on the rst
three slow-roll parameters) and expected Kullback-Leibler divergence (information
gain) between the prior and posterior distributions over the slow-roll parameters
for the future toy surveys studied in this section. The rst two are set with
similar characteristics to potential surveys in the near future and are denoted P1
and P2 (CMB Stage-4 and COrE/LiteBIRD, respectively, where `P' stands for
`Proposed'). In addition, we have exceeded these forecasts with our Futuristic
categories 1-4 (F1-4) to indicate various (possibly absolute) limits. We direct the
reader to Sec. 6.2 for the discussion that motivates the 1 at ((Fj 1)) and the
1 logarithmic ((Fj log 1)) priors. The hDKLi > 11:4 values using a at prior
over 1 exceed a numerical threshold associated to the integral computation of
Eq. (6.17).
models [103], likelihood parameter inference for Planck [233] and to classify the
cosmic web in [234] | yet the formalism will be extended and improved in this
section to properly quantify the ability of future surveys to distinguish between
models of ination.
In this chapter we will outline a simple method to compute any expected utility
for a future survey given a previous set of measurements on the same variables
from an independent survey (which, in our case, shall always be the Planck 2015
constraints). In Sec. 6.2 we outline in detail our denition of the utility functions
to be used throughout this section, as well as introducing some new methods of
computation | including our outline of the new foxi algorithm.
The foxi (Futuristic Observations and their eXpected Information) package
211
P1 P2 F1 F2 F3 F4
0.0
0.2
0.4
0.6
0.8
1.0
D
ec
is
iv
it
y
D
β
γ
| ML
Proposed | Futuristic→
Figure 6.1: A scatter plot of each model pair score in the decisivity utility DjML
(computed using the maximum-likelihood average, see Eq. (6.18)) using the Bayes
factors of each of the possible pairs of models for each futuristic survey, and the 5
representative single-eld models used in this section. We have assumed a logarith-
mic prior over 1 (Eq. (6.3)) and a at prior over (2; 3) | see also the discussion
in Sec. 6.2. The light and dark grey rectangles correspond to DjML = 0:68 and
0:95 i.e. to situations where the probability to rule out one model against the
other is 68% and 95%, respectively. The colours and labels on the horizontal axis
correspond to the measurement congurations of Table 6.1.
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is a general-purpose, publicly available, python class for use on any forecast-
ing problem. It outputs LATEX compile-able tables and has a variety of plot-
ting options. One can fork the code and other details through the website:
https://sites.google.com/view/foxicode. We have also included some robustness
checks and a brief summary of the computational methods used by the algorithm
in Appendix 6.B.
Since literally hundreds of single-eld models have been proposed in the litera-
ture [35], including all of them in our analysis would be numerically too expensive.
In order to infer results that are representative of the full model set one must
therefore choose a variety of models that ll e.g. the (nS; r) diagram using their
calculated nS and r values from Eq. (1.65) and Eq. (1.70). In Appendix 6.A we list
the 5 representative single-eld models | employed in the ASPIC library [35, 146]:
Higgs Ination (HI), Kahler Moduli Ination II (KMIII), Kachru-Kallosh-Linde-
Trivedi Ination (KKLTIstg), Loop Ination (LI>0) and Radion Gauge Ination
(RGI) | that we have chosen, neglecting many reasonable alternatives for the sake
of brevity and capturing the essential information about the competition between
models. Though no favouritism for these 5 is intended in this chapter,1 as they
are merely representative of the explored parameter space shown by our represen-
tation of each prior volume over the (nS; r)-plane in Fig. 6.2, we nonetheless have
provided very brief introduction for each (which includes both their potentials and
priors on their parameters) in Appendix 6.A.
Our results can be found in Sec. 6.3, where we employ a comprehensive suite
of expected utilities to analyse the future of model selection for ination. We have
additionally included a small section (Sec. 6.3.4) on the interesting possibility of
using our framework to examine the future prospects of inferring the reheating
temperature in the example of the HI model as well as a computation of the
probability in the future that each of the various survey congurations will be
able to exceed a 2- detection of the running of the scalar spectral index S in
1foxi copes relatively well with the inclusion of many models, though the number of model
pairs to analyse scales with the Binomial coecient N !(N 2)!2! , where N is the number of models.
Already with N = 5, we note that 10 model pairs must be considered.
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Figure 6.2: An (nS; r)-plot of the available parameter space to each of the models
used in this section, where the solid black contours are the 68% and 95% limits
currently imposed by the Planck 2015 data [2]. nS on the horizontal axis is the
scalar spectral index and r on the vertical axis is the tensor-to-scalar ratio.
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Sec. 6.3.5 (with a preliminary calculation in Appendix 6.D). Both of these short
examples are intended to give an impression of the possible scope of usage for our
code foxi with a model-focused question in mind. Finally, in Sec. 6.4 we present
our conclusions.
6.2 Formalism
6.2.1 Probability measures primer
Due to the fact that all of the models of ination considered here are slow-roll
models, there exists a general parameterisation of the power spectrum (which we
observe) that includes n slow-roll parameters P = P(1; 2; 3; : : : ; n) that is
sucient to constrain their observational characteristics once the amplitude has
been measured and xed. The precise relationship between P and single-eld
models of ination is discussed in more detail in Sec. 1.2.2. The current data,
using Planck CMB measurements [20, 21, 2], limits our capabilities to constrain
up to essentially n = 3 slow-roll parameters [94, 20, 21, 2]. Even though future
surveys may in principle be able to constrain parameters further up the slow-roll
hierarchy, e.g. 4, they will rst need to constrain 3 at the level that is consistent
with slow roll, which we nd to be dicult even for the most futuristic of our toy
surveys considered here (see Sec. 6.3.5). Hence, though all of the formalism in this
section can be applied to any n-dimensional parameter spaces, we shall consider
here only the space of slow-roll parameters (1; 2; 3) as a rst example. This space
will subsequently be equipped with three distinct probability measures.
The posterior given the current data
Hereafter, the ducial point vector 
F
spans the real n-dimensional parameter
space of central points for future measurements. This, naturally, has a probability
measure associated to it which is derived from the current observations over each
separate direction in the space. We can therefore dene the integral measure over
the domain of 
F
(such as will be used in Eq. (6.7)) as the posterior distribution
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of current data p (
F
jDcur) dF . There is a subtlety in obtaining p (F jDcur), that
is revealed through Bayes' rule
p (
F
jDcur) / I(F)L (DcurjF) ; (6.1)
which includes the prior information I(F) over the space of F , the former
containing some initial information I about the sampling space.
Based on the principles outlined in Sec. 2.4 and within the specic choice of
parameterisation (1; 2; 3), throughout this chapter we will make two choices of
prior where 2
F
2 [0; 0:09] ; 3
F
2 [ 0:2; 0:2] and
1 (F) / const: ; where 1F 2 [10 4; 10 2] ; (6.2)
log 1 (F) /
1
1
F
; where log(1
F
) 2 [ 13; 1] ; (6.3)
corresponding to either at, or, at in all dimensions except a log prior over the
component 1
F
i.e. the rst slow-roll parameter 1, respectively. By setting the hard
prior limits in Eq. (6.3), we have articially chosen the lower bound on 1 = 10
 13,
which seems reasonable when none of the models we study here are capable of
lower values than this and, in the absence of an absolute lower fundamental limit2
on r, that limit is also placed so as to not overweight too much of the prior volume
on very low values which will likely never be detectable. The upper limit on 1
and the bounds on both 2 and 3 are set by slow-roll consistency.
To give an indication of the volume of permitted 
F
points used in this section,
the log 1 (F) prior has been used in Fig. 6.2 to display the 68% and 95% contour
limits (in solid black) for the current Planck 2015 posterior marginalised over the
(nS; r)-plane.
The prior from each model
We dene x as a real n-dimensional vector over the same observables represented
by 
F
(hence, for this section, over (1; 2; 3)). To generate a model prior  over
2We restrict 1  10 13, otherwise we would need to include second-order eects in pertur-
bation theory [235]. In addition, this lower bound encompasses the predictions from all of our
chosen model priors.
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x one simply varies the parameters that are specic to the model (e.g. parameters
in the inationary potential | see Appendix 6.A) over their priors and computes
the distribution over the x domain that this generates.
Distributions denoted with a bar | such as , p and L| are dened over each
individual model observable value x, with measure (xjM) dx and are typically
twice integrated in order to compute the expected utility: once over the x space
and the second time over the space of 
F
so as to take into account the uncertainty
in the values that a future measurement may be centred on.
The posterior given the future data
Finally, we shall also consider the likelihood (dened with 
F
and ) and posterior
probability from a future survey, with measure p^ [y j Dfut(F ;) ] dy, which is
specied over the y (another real n-dimensional parameter vector sharing the
same space of observables represented by 
F
) domain. The futuristic dataset
Dfut = Dfut(F ;) is centred on F with a vector of mutually independent forecast
error bars  which we can specify either `by hand' or through e.g. a Fisher
forecasting method, given a specic survey.
All distributions denoted with a hat, such as ^, p^ and L^ are dened over
y. Through Bayes' rule, we can connect the posterior probability distribution
given the current data (the same distribution as the one dened over 
F
) to the
probability distribution over the future data, once a future likelihood function has
been specied
p^ [y j Dfut(F ;) ] / p (yjDcur) L^ [Dfut(F ;) jy ] : (6.4)
Note that this distribution, and hence the points y, are independent of the space
of modelsM (although, of course, still dependent on an overall underlying cos-
mological model such as CDM). Hence, this will be useful for dening model-
independent utilities later e.g. the forecast information gain. In this chapter, we
shall assume
L^ [Dfut(F ;) jy ] = N (yjF ;) ; (6.5)
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where the multivariate Gaussian distribution here can be dened generally as
N (aj
F
;)  (2) n2
 
nY
i=1
i
! 1
exp
"
 
nX
i=1
(ai   i
F
)2
2(i)2
#
; (6.6)
and where, crucially, we will be ignoring possible covariances and when a parameter
restricted to a positive-only range is used (such as 1) a half-Gaussian is used. Both
this and Eq. (6.5) will prove to be a key assumption of this section. It is clear that
forecasting for proposed missions for which the conguration of the detectors and
physics of the measurement is well-understood, realistic future likelihoods may be
inferred and are probably extremely complex, rendering the Gaussian assumption
possibly a poor t (we check this assumption explicitly in Appendix 6.C).
We consider this section to be a new step in developing a set of numerical
forecasting tools, in which, the natural rst step is to assume a Gaussian ansatz.
Furthermore, we have two main reasons to focus initially on Eq. (6.5):
1. Our Gaussian mock forecasts represent the simplest rst approximation to
the full calculation where detector noises are carefully translated into error
bars over the slow-roll parameters.
2. The narrow-variance limit of all possible L^ distributions is well-modeled by
a Dirac delta measure in 
F
-space, hence the shape of our ansatz for L^
becomes irrelevant when this limit is met (we will show that this shape-
independence appears for our more futuristic surveys in Sec. 6.3). This is
an important feature that can also be exploited for more rapid computation
(see Appendix 6.B for further details).
Hence, we shall implement Eq. (6.5) throughout this section. A more detailed dis-
cussion of the limitations of the Gaussian assumption is provided in Appendix 6.C.
We have now claried the important distinctions between the probability mea-
sures used within this section, so we are ready to introduce our formalism fully.
6.2.2 Dening the expected utility
We discuss the introductory principles of Bayesian experimental design in Sec. 2.5.
Building from this section, to correctly manipulate our probability spaces, it is nat-
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ural to dene a utility function U which has a dependence on the target parameters
 (e.g. parameterisations of the survey geometry, as discussed in Ref. [236]). One
typically seeks to maximise the expected value of U in achieving a goal e.g. opti-
mising the expected information gain from a survey with a certain conguration.
Using the posterior given the current data, we can dene the expected utility hUi
(which can be dependent on the set of indexed modelsM = fMg, for example)
as
hUi = hU()i 
Z

F
2Rn
U [M;Dfut(F ;) ] p (FjDcur) dF ; (6.7)
and, given an appropriate U , its corresponding centred second-moment equivalent

(U   hUi)2  Z

F
2Rn

U [M;Dfut(F ;) ]  hUi
2
p (
F
jDcur) dF ; (6.8)
where p (
F
jDcur) is dened as the measure of uncertainty in the value that the
future measurement is centred on, 
F
, which is conditioned on the current data
Dcur |which in the present case is the Planck data. Computing both Eq. (6.7) and
Eq. (6.8) above is sucient to answer all of the questions in this section through
appropriate choice of utility U .
To clarify the formalism, we have illustrated the procedure dened in this sec-
tion with Fig. 6.3. We note that the top left hand rectangle (inside the blue region),
which represents the input from the Planck data [20, 21, 2], may in principle be
replaced with data from any measurement design problem.
6.2.3 The utility functions
We begin by dening E and E which denote the Bayesian evidences for two
modelsM andM respectively, given a future survey (and a ducial cosmology
such as CDM), whose form for  = f; g is given by adapting Eq. (2.17) into
E(F ;) 
Z
x2Rn
L^ [Dfut(F ;) jx ]  (xjM) dx ; (6.9)
which uses the likelihood function L^ from some future dataset Dfut (assumed to
be Eq. (6.5) in this section) dened over the model point space x, centred at 
F
and multiplied by the prior probability measure  for each model.
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Figure 6.3: A schematic diagram of the dependencies implied by the experimental
design formalism described in Sec. 6.2. The top left hand rectangle (within the blue
region) is specic to ination | with single-eld inationary slow roll parameters
(1; 2; 3) and Planck data | but may be replaced by any current measurement
for a given survey design problem.
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The key quantity for model comparison is the Bayes factor B between two
models, dened, as in Sec. 2.3, as the ratio of their evidences
B(F ;) =
E(F ;)
E(F ;)
; (6.10)
which favours models that realise a good compromise between quality of t and a
lack of ne tuning.3 Thus, one favoursM within the setM that extremizes B
with respect to the others. In Sec. 2.3 we also introduced a threshold to rule M
out with respect to M | the Jereys threshold [98, 100], where one needs to
satisfy E < e 5E. Therefore, in logarithmic terms lnB =  5 marks the point
at which M may be considered `strongly disfavoured' versus M.
Consider now the choices of utility
U = jln Bj ; (6.11)
U = (jln Bj   5) ; (6.12)
which | though utilities in Eq. (6.7) may be dened generally over the indexed
model spaceM = fMg | we have dened individually for each pair of models
M and M. Depending on how observationally separable the two models are,
computing the expectation value through Eq. (6.7) of Eq. (6.11) may provide a
strong indication of the most probable absolute value of the Bayes factor, where
the typical spread away from this mean value can be estimated through the centred
second-moment in Eq. (6.8).
Turning our attention to the other utility dened by Eq. (6.12), the decisiveness
D between M and M, is dened as
D  h(j ln Bj   5)i ; (6.13)
and D = D, where we note that this quantity has been previously dened
in Ref. [103]. D incorporates the Jereys threshold into the decision between
models, where its value is that of a real number selected from the closed interval
3In this context, the degree of `ne-tuning' corresponds to the degree to which only a narrow
region of a given models' possible observable characteristics actually t the data well.
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[0; 1] (or the odds of a clear decision). In this way, model pairings with a large de-
cisiveness value will be imminently distinguishable in the future, with the opposite
holding true for a low decisiveness value.
Our last, model-independent,4 utility function is the information gained (in the
same space of observables as 
F
and x, e.g. (1; 2; 3) for our single-eld ination
problem) by improving the measurement with error bars  at each possible 
F
U = DKL f p^ [y j Dfut(F ;) ] jj p (yjDcur) g ; (6.14)
also referred to as the Kullback-Leibler divergence [89] between the two distribu-
tions, which we dene here as
DKL f p^ [y j Dfut(F ;) ] jj p (yjDcur) g =Z
y2Rn
p^ [y j Dfut(F ;) ] ln

p^ [y j Dfut(F ;) ]
p (yjDcur)

dy : (6.15)
By dening the normalisation
E 
Z
y2Rn
p (yjDcur) L^ [Dfut(F ;) jy ] dy ; (6.16)
we can rewrite Eq. (6.15), using Eq. (6.4) and E, as
DKL f p^ [y j Dfut(F ;) ] jj p (yjDcur) g =
1
E
Z
y2Rn
p (yjDcur) L^ [Dfut(F ;) jy ] ln
(
L^ [Dfut(F ;) jy ]
E
)
dy : (6.17)
6.2.4 The maximum-likelihood average
Throughout this section, we will use the notation hi to denote the current-data
posterior averaging as in Eq. (6.7). While this is perfectly adequate to obtain
expected utilities, in the case of both model-dependent utility functions (dened
by Eq. (6.11) and Eq. (6.12)), one should also consider averaging over only those

F
points that generate future likelihood distributions which do not immediately
rule both models out. Indeed, in cases where both models are ruled out, the fact
4At least dependent only upon the background cosmology.
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that one model is even more ruled out than the other does not provide valuable
information and one may wish to simply discard such situations from forecasts.
The removal of such situations restricts the space of future scenarios to those for
which a Bayesian model selection is even necessary to conduct.
An averaging scheme that can solve this problem removes the 
F
points
for which the maximum likelihood of both models is too low in comparison to
the global maximum likelihood. We will refer to this method hereafter as the
`maximum-likelihood averaging' scheme, dened as
hi
ML
 1
1  r
ML
Z

F
2Rn
 

max
i=;
n
ln L^ (Dfutjy;Mi)
o
+ t
ML
  ln L^(DfutjF)

 p (
F
j Dcur) dF ; (6.18)
where for this section we set t
ML
= 5 but this threshold value can be arbitrarily
dened,5 we have suppressed the dependence Dfut = Dfut(F ;) for brevity and y
is the maximum likelihood point for a given distribution. Thus, expected utilities
generated using hi
ML
will eectively subsample all of those possible `futures' that
still require a model selection procedure to provide new information. We have also
dened a normalisation factor 1  r
ML
in Eq. (6.18), where r
ML
is dened as
r
ML

Z

F
2Rn


ln L^(DfutjF)  tML  max
i=;
n
ln L^ (Dfutjy;Mi)
o
 p (
F
j Dcur) dF ; (6.19)
hence in the limit of low accuracy r
ML
= 0, hi
ML
= hi and, in the limit of innite
accuracy, 1   r
ML
measures the volume (weighted by the posterior of the current
measurement) of the union of the priors between the two models. With Eq. (6.19)
we may also keep track of the proportion of the 
F
space that has already ruled
both models M and M out with respect to the maximum likelihood point.6
5Hence, we are quite restrictive, permitting only those models for which the maximum likeli-
hood is L^ (Dfutjy;Mi)  e 5L^ (DfutjF), e.g. within roughly
p
5 ' 2:2- of the global maximum
likelihood.
6This choice is justied since the maximum likelihood point can be viewed as the optimal
`benchmark' model to compare all other models in the space to.
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In Eq. (6.13) we dened D as the decisiveness between models M and
M. Hence, using our newly developed maximum-likelihood averaging scheme in
Eq. (6.18), we dene a new expected utility DjML which we dub the `decisivity'
between M and M. We shall make extensive use of this new quantity for the
analysis Sec. 6.3.
6.2.5 A novel computational forecasting method
The utility functions we study here contain either of the two integrals Eq. (6.15)
and Eq. (6.9), which must be nested inside the integral over the 
F
point domain
dened by Eq. (6.7) in order to compute the expected utility. The canonical
approach would be to perform Nested-Nested sampling with a modication to the
MultiNest algorithm [221], but this would make this problem too computationally
expensive due to the length of time required for (even ecient) Nested sampling to
converge. Furthermore, in the particular case of the Bayes factor, we cannot always
rely on the models being nested within one another, as in the implementation with
the SDDR7 [237, 238, 103], therefore we must still perform the integrals for the
evidences of each model from Eq. (6.9) explicitly.
This issue can, in fact, be resolved by with a relatively simple computational
programme. By relaxing the innitessimal element in Eq. (6.17) to be nite, we
may rewrite the integral as a discrete summation
DKL f p^ [y j Dfut(F ;) ] jj p (yjDcur) g 'X
yi2fDcur chainsg
L^
N
[Dfut(F ;) jyi ] ln
n
L^
N
[Dfut(F ;) jyi ]
o
; (6.20)
where we assume the yi to be drawn from Markov chains that sample directly from
p (yjDcur) and we have normalised the future likelihood L^ in a particular way, such
that
L^
N
[Dfut(F ;) jyi ] 
L^ [Dfut(F ;) jyi ]P
yj2fDcur chainsg L^ [Dfut(F ;) jyj ]
: (6.21)
7The Savage-Dickey Density Ratio is a way to compute the Bayes factor | valid only when
the models involved are nested | which reduces the often-intractable problem of computing the
Bayesian evidence to a conditional prior volume ratio.
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Using Eq. (6.21), Eq. (6.20) and a suciently large number of points, one can
eciently compute Eq. (6.14) such that the expected utility integral in Eq. (6.7)
| which also must be approximated by a discrete summation | is tractable over
reasonable timescales.8
Eq. (6.10) may also be computed as a discrete summation with an appropriate
weighting scheme implied by the priors of each model, where we nd the following
formula
B(F ;) ' K
P
xi2fM chainsg L^ [Dfut(F ;) jxi ]P
xi2fM chainsg L^ [Dfut(F ;) jxi ]
; (6.22)
in which the summations are over the Markov chains that sample directly from
 (xjM) (numerator) and  (xjM) (denominator) | modulo a normalisation
K that exists due to varying the number of points within each chain, respectively.
We note here that a related method to compute the Bayesian evidence for the
Markov chains themselves was recently introduced by Ref. [239], whereas the goal
for this chapter is forecasting with futuristic distributions which instead simplies
the integration procedure to multiple evaluations of a distribution function.
Our method can eectively construct the Bayesian evidence for any model de-
ned by its prior over x and has been incorporated in our public code, foxi.
The algorithm to compute whichever hUi is straightforward and robust (see ap-
pendices 6.B and 6.C), requiring only a minimal number of samples. The main
procedure of this computation is:
1. Draw a value from the Markov chain representing the distribution
p (
F
jDcur).
2. Compute the utilities U using either Eq. (6.10) or by integrating over the
whole set of future posterior samples to compute the integral in Eq. (6.17),
given the corresponding 
F
in p (
F
jDcur).
3. Store the contribution to the integral Eq. (6.7).
82-3 days on the Sciama High Performance Compute cluster, with  83000 likelihood samples
and 5-10 models with  6000 prior samples each.
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4. If the integral has not yet converged, go to 1.
5. Compute Eq. (6.7) and Eq. (6.8) using the contributions stored in 3.
In order to calculate expected utilities with the hi
ML
average, one simply discards
points at steps 1. and 4. which do not satisfy the condition within Eq. (6.18). We
also note that higher-order statistics such as Eq. (6.8) can be computed trivially
from the samples generated by this algorithm.
We shall now progress to analyse the results obtained for the surveys introduced
in Table 6.1. We refer the interested reader to Appendix 6.B for further details on
the computational strategies and robustness checks we have implemented in the
code.
6.3 Results and analysis
In all of the analysis below we will consider probability distributions over the var-
ious utilities dened in the previous section given a set of futuristic measurement
1- error bars. In Table 6.1 we listed the dierent settings used for each futuristic
scenario, where in each case we represented the characteristic measurement errors
that might be forecast for a particular conguration of experiment. The speci-
cations of the rst two experiments are relatively close to being realised by either
CMB Stage-4 [232], LiteBIRD [195] or COrE [197, 196] and are therefore optimisti-
cally labeled `Proposed' with P1 (CMB Stage-4) and P2 (LiteBIRD/COrE). The
other four congurations represent a futuristic order of magnitude improvement
in the constraint on each of the three slow roll parameters (F1-3), where the nal
one represents the simultaneous improvement in all three previous congurations
(F4).
In Table 6.1 we have also displayed the expectation value on the DKL (infor-
mation gain) between the current Planck data and each future dataset in turn.
The 95% bound in each case is also depicted with the dashed lines in Fig. 6.4
where the solid lines represent the predicted probability density in the future of
the DKL value. The distinction between a choice of prior is striking (left and right
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plots correspond to Eq. (6.2) and Eq. (6.3) respectively) where e.g. all of the F1-4
datasets saturate an eective numerical upper bound on the expected information
gain achievable hDKLi > 11:4. Notice indeed that Eq. (6.21) is limited by the
number of samples in the Markov chains representing Dcur, such that the typical
number of samples used for computations over this space in this chapter ( 85000)
yields this upper bound directly ln(85000) ' 11:4.9
The value of hDKLi appears to rise far more quickly towards the numerical
bound in the case of the at prior over 1 as opposed to logarithmic 1, which can be
attributed to the improvements in measurement errors that squeeze up to the hard
prior lower bound in the former case, which is 1  10 4 from Eq. (6.2). Due to
this strong hard prior bound dependence there is a large information gain, which is
to be expected when the measurement precision over 1 becomes of the same order
as this bound. From Fig. 6.2 one can also see that two of the models are already
ruled out by such a measurement (KMIII and KKLTIstg) due to their tensor-to-
scalar ratios (given by 161, see Eq. (1.70)) being both orders of magnitude below
this bound. For this reason we will only consider the logarithmic prior over 1
dened by Eq. (6.3) when considering our model selection utilities, since it is a far
more conservative choice.
Turning our attention now to the values of DKL sampled by the F points
using a logarithmic prior over 1 in Fig. 6.4, we see a clear trend and increase in
information gain by each survey conguration, which is matched by the values of
hDKLi in Table 6.1. Notably, the optimal expected information gain (measured by
hDKLi) between surveys F1-3 is achieved through improvements to the measure-
ment over 3 in F3. This is clearly due to the fact that the current constraints are
the least constraining over 3 when compared with the other two parameters in the
slow-roll hierarchy. We shall return to this interesting point for further discussion
in Sec. 6.4.
9This arises from equal-weight, normalised independent samples.
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Figure 6.4: Binned probability density plots showing the distribution of values
of the Kullback-Leibler divergence DKL corresponding to each set of futuristic 1-
error bars in Table 6.1. The vertical line associated to each colour is the 95% lower
bound for each experiment. The posterior samples are derived from the Planck
data marginalised using the Machine Learning methods dened in Ref. [94] over
(1; 2; 3). The plot on the left uses the 1(F) prior (see Eq. (6.2)) where one can
see that DKL in this case is predominately > 11:4 for F1-4. The plot on the right
assumes the log 1(F) prior (see Eq. (6.3)). The grey region in the plot on the
left side represents the region DKL > 11:4 beyond the precision of our numerical
procedure (see main text).
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6.3.1 General statements
The combined results of this chapter span Tables 6.2, 6.3 and 6.6. We have per-
formed the analysis computing hj ln Bji, D, hj ln BjiML and DjML as ex-
pected utilities using all possible pairs of the models dened in Appendix 6.A,
where the latter two expected utilities make use of the maximum-likelihood aver-
age hi
ML
from Eq. (6.18). In addition, we have also provided the ratio of rejected
points r
ML
according to this alternative averaging scheme dened by Eq. (6.19) in
each table.
The increasing decisivity between models is best summarised in Fig. 6.1, where
the general trend begins with survey P1, where no value of DjML is above a
probability of 0.1, towards complete certainty of a decision between all model pairs
(DjML = 1:0) in survey F4. An important detail to note at this point is that
between F1-3 the best decisive outcome between all model pairs is achieved by sur-
vey F2, which corresponds to an order of magnitude decrease in the measurement
errors over the second slow-roll parameter 2. This already gives a strong indica-
tion that the possible future directions for selection between inationary models
may rely more on increased precision over the spectral index nS and less on the
tensor-to-scalar ratio r. We shall, once again, return to this discussion point later
in Sec. 6.4.
6.3.2 Forecasts using P1 and P2
We rst examine Tables 6.2 and 6.3 (P1 and P2 surveys, respectively corresponding
to CMB Stage-4 and COrE/LiteBIRD-like surveys) which use the measurement
error bars that are expected to be achievable in the relatively near future, whence,
the label `P' for `Proposed'. For P1 the r
ML
values suggest that already  2  4%
of the possible future realisations will rule both models of each pair out at the
level of either model's maximum likelihood given our threshold of e tMLLmax or
above (see Sec. 6.2.4), where t
ML
= 5. Note that this is not the same as all of
the model pairs being ruled out at once but instead reects the specic decision
question for each model in-turn. P2 has a far more striking result | in  94%
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of the possible future measurements, both models in each pair (in all 10 possible
combinations) will have been eliminated at the maximum likelihood level. We can
infer from these results alone that the upcoming future surveys of the P2-type
will have strong decision-making capabilities even before any further analysis or
detailed model selection program is initiated. This indicates that an important
rst threshold in the space of possible CMB missions exists, somewhere between
the capabilities of P1 and P2, where most single-eld model pairs will already be
ruled out at the level of their maximum likelihoods. This threshold can be crossed
in the future by a COrE/LiteBIRD-like mission.
Let us move on to the expected model selection utilities by improving measure-
ment bounds by an order of magnitude on both 1 and 3. In doing so we advance
from P1 to P2, where most model pairs receive a very large amplitude increase in
hj ln BjiML e.g. all of the pairs that include the RGI model increase by an or-
der of magnitude in ln-scale. The uncertainties associated to this expected utility
also become signicantly larger in most cases. Though it is instructive to consider
the expected Bayes factor utilities, the variance in their value for each model pair
(especially in the case of survey P2) leads to signicant uncertainty in assertions
about the future that rely on these utilities alone. Therefore, we can support our
claims by considering the decisivity DjML for the same pairs of models, where
most receive a greater-than factor of 4 increase in the odds of a decisive model
selection with survey P2 when compared to P1.
6.3.3 Forecasts using F1-4
We begin our analysis of the results using surveys F1-4 in Table 6.6 by noting
that, from this point onward, because the measurement errors for each survey are
so small it will no longer be informative to use hj ln Bji and hj ln BjiML since
their magnitudes are all above the Jerey's threshold > 5 (and probably above
the numerical precision). It is, however, far more illuminating to examine the
values of DjML and rML together: rstly to assert whether or not the proportion
of 
F
points remaining is already very small for which Bayesian model selection
techniques are unnecessary (i.e. how large r
ML
is will dictate how likely it is in the
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P1 with log 1(F)
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
KMIII - HI 2:42 (< 91:72) 2:41 (< 92:88) 0.01 0:0 + " 0.04
KKLTIstg - HI 3:20 (< 52:88) 3:22 (< 53:36) 0.03 0.03 0.03
LI>0 - HI 3:21 (< 17:24) 2:99 (1:15) 0.06 0.04 0.03
RGI - HI 3:09 (< 61:96) 1:41 (< 4:74) 0.01 0.01 0.03
KKLTIstg - KMIII 5:33 (< 104:30) 5:42 (< 105:64) 0.03 0.03 0.03
LI>0 - KMIII 5:59 (< 93:06) 5:39 (< 92:26) 0.08 0.06 0.03
RGI - KMIII 5:48 (< 110:64) 3:79 (< 92:22) 0.03 0.01 0.02
LI>0 - KKLTIstg 5:03 (< 55:04) 4:85 (< 52:82) 0.07 0.04 0.04
RGI - KKLTIstg 5:04 (< 81:50) 3:40 (< 53:26) 0.04 0.03 0.03
RGI - LI>0 3:46 (< 59:12) 1:83 (< 4:34) 0.03 0.01 0.04
Table 6.2: Computed expected utilities for a P1 experiment. All results correspond
to a choice of the log 1(F) prior in Eq. (6.3). Note that " reminds the reader
that the value is subject to rounding errors of up to 0:005. Values in brackets 
around each computed expected utility correspond to the 1- uncertainties, which
are evaluated using Eq. (6.8). This symmetric error about our dierent expected
values for j ln Bj is replaced with a 2- upper bound (because it is positive by
denition) if the lower error is greater than the expected value itself.
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P2 with log 1(F)
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
KMIII - HI 10:04 (< 105:64) 43:76 (< 391:02) 0.79 0.12 0.95
KKLTIstg - HI 10:16 (< 55:06) 3:06 (2:23) 0.87 0.11 0.94
LI>0 - HI 6:10 (< 77:44) 2:42 (< 6:80) 0.09 0.09 0.96
RGI - HI 15:49 (< 185:90) 18:73 (< 222:02) 0.69 0.06 0.95
KKLTIstg - KMIII 4:77 (< 91:26) 39:57 (< 378:58) 0.08 0.16 0.94
LI>0 - KMIII 9:98 (< 133:10) 41:38 (< 378:46) 0.12 0.22 0.94
RGI - KMIII 15:51 (< 214:72) 55:34 (< 430:48) 0.05 0.11 0.94
LI>0 - KKLTIstg 9:98 (< 97:56) 3:34 (< 12:84) 0.65 0.11 0.94
RGI - KKLTIstg 15:62 (< 194:58) 19:28 (< 224:84) 0.11 0.13 0.94
RGI - LI>0 10:68 (< 169:88) 13:89 (< 198:60) 0.04 0.04 0.95
Table 6.3: Computed expected utilities for a P2 experiment. All results correspond
to a choice of the log 1(F) prior in Eq. (6.3). Note that " reminds the reader
that the value is subject to rounding errors of up to 0:005. Values in brackets 
around each computed expected utility correspond to the 1- uncertainties, which
are evaluated using Eq. (6.8). This symmetric error about our dierent expected
values for j ln Bj is replaced with a 2- upper bound (because it is positive by
denition) if the lower error is greater than the expected value itself.
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future for a given model pair to be totally ruled out at the level of the maximum
likelihood, and hence whether there are any likely futures for which Bayesian model
selection will be required at all), and secondly in the event of model selection being
required, whether or not DjML gives good odds of successfully deciding between
those models.
Survey F1 increases the measurement precision over 1 from P2 by an order of
magnitude. Using Table 6.6, for each pair of models this improvement is expected
to leave a  0:06 chance of avoiding a ruling-out with respect to the maximum
likelihood of each model. Of the expected remaining 
F
points, there is varied
performance by Bayesian model selection to be decisive | one the one hand,
KMIII - HI and KKLTIstg - HI are always decided between (DjML = 1:0  " up
to rounding errors " = 0:005), whereas on the other hand, there are only chances
of 0.12 and 0.18 to decide between RGI - LI>0 and RGI - KKLTIstg, respectively.
In contrast, survey F2 increases the measurement precision over 2 from P2
by an order of magnitude. For this improvement, one lowers slightly further the
chance of avoiding a ruling-out with respect to the maximum likelihood of each
model down to  0:05. Of the expected remaining 
F
points, there is a very
impressive performance expected, yielding at worst chances of 0.47 and 0.5 to
decide between the pairs KMIII - HI and RGI - HI (also KKLTIstg - HI) respectively
where, in fact, most other model pairs have high decisivity  0:68. It is for this
reason that we will conclude later that an F2 strategy for survey design is superior
to F1 for single-eld inationary model selection.
Survey F3 increases the measurement precision over 3 from P2 by an order
of magnitude. Between F1-3 this survey conguration has the greatest chance of
ruling out a given model pair at the level of the maximum likelihood, which is
 0:96. Of the remaining 
F
points, there is a wildly varied chance of a decisive
conclusion between models e.g. 0.12 for RGI - LI>0, but conversely, a chance of
 0:76 for all model pairs including KKLTIstg.
The decisiveness D drops dramatically from F1 and F2 to F3 (and also F4
which inherits this feature from F3). This is as a feature that arises from situations
where the Bayesian evidence of both models being too low to numerically evaluate,
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and hence the algorithm assigns j ln Bj = 0, which results in a contribution of
0 to the decisiveness at that point. If this happens frequently enough then the
value of D drops accordingly, as is the case when the measurement precision
over 3 is improved enough for it to be a decisive observable. In principle this
can be rectied by hand by assuming that j ln Bj > 5 for all of these points,
but this is not strictly correct, and hence we have not quoted D for F3 and F4
accordingly. This numerical problem does not exist for the decisivity DjML , and
hence provides another supporting argument for its use.
Finally, because using F4 always appears to give values of r
ML
 0:97, we can
immediately conclude that the survey conguration F4 is close to the ultimate
goal for, essentially, absolute certainty in deciding between the plateau models at
the level of their maximum likelihood values alone. The fact that r
ML
saturates to
a constant value for most model pairs in moving from F1-3 to F4 indicates that
there is a second threshold in the space of CMB missions (the rst being between
P1 and P2). The value of r
ML
saturates to a constant when the measurement over
(1; 2; 3) is so precise that it is eectively a Dirac delta function when compared
with the priors over a pair of models. Hence, the value of 1  r
ML
in this limit (as
discussed previously in Sec. 6.2.4) corresponds to the total prior union volume of
the two models relative to the total volume in the (1; 2; 3) space that is weighted
by the current likelihood L(DcurjF).
Furthermore, in this limit, the Bayes factor between all model pairs reduces to
a trivial prior point ratio
Bj!0 !
R
x2Rn (x  F)  (xjM) dxR
x2Rn (x  F)  (xjM) dx
=
 (
F
jM)
 (
F
jM) ; (6.23)
and note that this becomes independent of the future measurement error bars .
Hence, to go any further than this measurement precision will require a reformu-
lation of a new space of modelsM with priors that are coarse-grained to much
ner detail so as to remain competitive.
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6.3.4 Deciding between reheating scenarios
Full statistical inference of the temperature of reheating for a given inationary
model is an exciting new research topic within early Universe cosmology [113,
105, 196, 114]. In principle, if one can infer a micro-physical parameter, such
as temperature, from the thermal bath at high energies then the early Universe
can become a laboratory for high-energy physics. In addition to this, one can
potentially distinguish between inationary models with the same potential, e.g.
Higgs ination [240] and Starobinsky ination [241], that are realised in dierent
theoretical frameworks by using their possibly dierent reheating temperatures.
In this short section we use our formalism to study 3 nested models within
the HI model: HIT , HIT and HIT+, which correspond to the HI potential at
xed reheating temperatures Treh = 10
12GeV, 106GeV and 1GeV, respectively.
Motivations for the reheating temperatures include the various relic species over-
production problems, e.g., the so-called `gravitino problem' [153] for the lower tem-
perature at Treh = 1GeV, reheating temperatures of Treh = 10
6GeV are favoured
by Supergravity channels for Starobinsky ination [152] and Treh = 10
12GeV is
typical for Higgs ination [242].
By performing the same analysis to compute the expected utilities for the
comparison between these nested models, we will give a qualitative impression of
how our formalism can be used to indicate the future performance of any survey
with respect to carrying out inference on reheating.
Table 6.4 lists our full results for this analysis. The chance of ruling out all
of the reheating temperatures at the level of the maximum likelihood reaches 1.0
with surveys F1-4, and the reheating temperatures are essentially measured to
extremely good precision, therefore we have not included these results in the table
since they are essentially trivial.
Considering the results using the P1 conguration rst, the chance of ruling out
each pair of temperatures at the level of the maximum likelihood is low ( 0:05).
In addition, we nd that model selection oers no additional benet of deciding
between temperatures for the HI model since hj ln BjiML is well below 5 (even
with the typical standard deviation added) and DjML supports this by indicating
235
a 0.0 (up to rounding errors of 0.005) chance of decisive selection of temperature.
We now turn our attention to the P2 conguration. According to Table 6.4, the
improvements to the measurement bounds in moving from P1 to P2 indicate that
one can nearly be certain (chance of  0:97) that they will be able to select away
from each pair of reheating temperatures at the level of the maximum likelihood,
boding well in this regard for the prospects of future surveys like COrE [196].10
If one now considers the values of the hj ln BjiML utility for the P2 survey,
these suggest that future values of j ln Bj ' 2 occur more regularly at 2- for all
three reheating temperatures, and hence they may be distinguished between, which
is indeed consistent with Ref. [196]. We note, however that this does not mean
that such temperatures can be decisively ruled out with respect to one another |
a fully decisive future with j ln Bj = 5 appears to occur only very infrequently at
the beyond 5- level.
We have demonstrated the versatility that our formalism has, as well as the
range of applicable problems that the foxi package can deal with. We continue
to the next section with another example.
6.3.5 Measuring the scalar running
Another example of our formalism at work is in the forecasting of the probability
that as-of-yet unobserved parameters will be measured in the future by a given
survey with forecast error bars . Consider the running11 S of the scalar spectral
index in single-eld ination, dened in Eq. (1.66).
In Appendix 6.D we derive a relation connecting the observed ducial point and
measurement 1- error bar (S
F
and S , respectively) over S to the future error
bars over the slow-roll parameters , which we compute for each given realisation
over the measured 
F
points. We shall not quote the relation here, but by referring
to the functional dependencies S
F
= S
F
(
F
;) and S = S(
F
;) we can
10In addition, supporting the conclusions made by Ref. [196]
11This is also a good consistency check with our assumption that the (1; 2; 3) is currently a
sucient space (and not including higher-order slow-roll parameters e.g. 4) to characterise the
single-eld model selection capabilities of future CMB missions.
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Survey
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
P1 HIT  - HIT 0:39 (0:30) 0:35 (0:20) 0:0 + " 0:0 + " 0.05
P1 HIT  - HIT+ 0:79 (0:55) 0:72 (0:38) 0:0 + " 0:0 + " 0.04
P1 HIT - HIT+ 0:41 (0:25) 0:37 (0:17) 0:0 + " 0:0 + " 0.05
P2 HIT  - HIT 2:09 (< 17:28) 1:61 (0:52) 0.04 0:0 + " 0.98
P2 HIT  - HIT+ 4:17 (< 29:86) 2:72 (0:93) 0.12 0:0 + " 0.97
P2 HIT - HIT+ 2:09 (< 24:12) 1:0 (0:39) 0.02 0:0 + " 0.97
Table 6.4: Computed expected utilities for the Higgs Ination (HI) model (dened
by the potential of Eq. (6.26)) xed with 3 dierent reheating temperatures, where
HIT , HIT and HIT+ each correspond to the model with reheating temperatures
Treh = 1GeV, 10
6GeV and 1012GeV, respectively. The expected utilities have
been computed with the rst 2 survey congurations studied in this chapter (P1
and P2) and all results correspond to a choice of the log 1(F) prior in Eq. (6.3).
Note that " reminds the reader that the value is subject to rounding errors of up to
0:005. Values in brackets  around each computed expected utility correspond to
the 1- uncertainties, which are evaluated using Eq. (6.8). This symmetric error
about our dierent expected values for j ln Bj is replaced with a 2- upper bound
(because it is positive by denition) if the lower error is greater than the expected
value itself.
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show that the probability which we seek is implicitly
Pr S>2() 
Z

F
2Rn
p
 jS
F
j   2S > 0 j
F
;

d
F
(6.24)
=
Z

F
2Rn

jS
F
(
F
;)j   2S(
F
;)

p (
F
jDcur) dF ; (6.25)
where we have specied a 2-measurement over S to be identied as having
`measured S'.
In Table 6.5 we quote the probabilities of measurement over S for each of
the survey congurations studied in this chapter. We nd that for the survey P2
one obtains a substantial improvement over P1 in the probability of measuring
S | moving from ' 0:0 to a probability of 0.93. When one reconsiders the
posterior prediction, made this time when assuming that the Higgs Ination model
is `correct', we replace p (
F
jDcur) in Eq. (6.25) with the posterior distribution
p (xjDcur;MHI) /  (xjMHI) L (Dcurjx). From this change we see that there are
signicant probabilities for a detection of S to be made by F2, F3 (and F4)
surveys, hence improving the measurement over either 2 or 3 by an order of
magnitude from the P2 survey. This can be seen explicitly through the relation in
Eq. (6.39), where the otherwise relatively large term in the expression for (S)2 
(2)2(3)2 can only be reduced in size by decreasing either the measurement width
over 2 or 3.
6.4 Concluding remarks
In this chapter we have outlined a simple method to compute any expected utility
for a future survey given a previous set of measurements on the same variables from
an independent survey. The tools that we have developed have all been included
in foxi, a publicly available python package that can be readily used in any survey
forecasting problem. Crucially, our calculation relies on the assumption that the
future likelihood can be modeled by an uncorrelated Gaussian distribution over the
space of slow-roll parameters, hence, incorporating the level of detail required to
tackle forecasting for proposed surveys like COrE/LiteBIRD must be an inevitable
next step.
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Survey () Pr S>2() Pr S>2() (HI posterior prediction)
P1 0:0 + " 0:0 + "
P2 0.93 0.02
F1 0.93 0.02
F2 0.96 0.85
F3 0.96 1:0  "
F4 0.99 1:0  "
Table 6.5: The probabilities of measurement over S for each of the survey cong-
urations studied in this chapter, where measurement is dened as the ducial point
S
F
exceeding the 2-uncertainty bound for a given future realisation. Note that
" reminds the reader that the value is subject to rounding errors of up to 0:005.
In the nal column we assume that HI is the `correct' model (replacing p (
F
jDcur)
with p (
F
jDcur;MHI) in Eq. (6.25)) and forecast the probability of detection of S
for each survey.
We have also modied the form of the expected utility in order to partition each
possible future into either the rejection of models at the level of the maximum-
likelihood or the decision between models using Bayesian model comparison. With
the new expected utilities generated by this procedure, we have forecast the future
of single-eld inationary model selection using 5 plateau potentials that are both
indicative of the class and span the range of observables (1; 2; 3) | the slow-roll
parameters | that is typical for models of this type (see Appendix 6.A for their
denitions). Our analysis nds two important thresholds in the space of missions:
1. Increasing precision from a P1-type survey capabilities (like CMB Stage-4)
to P2 (like LiteBIRD/COrE), we cross the rst threshold where most of the
possible future measurements that could be made will rule out both single-
eld models of each pair at the level of their maximum likelihoods.
2. Increasing precision from F1-3 to F4-type toy survey capabilities, we cross
a second threshold where our utility functions saturate to constant values
that do not depend on the precision of the measurement. In this limit, the
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error bars of the future likelihoods are much smaller than the prior volumes
from the models that we consider. For both models of a given pair not to
be rejected at the level of the maximum likelihood, the value of 
F
must fall
within at least one of their prior volumes. If this is so then the Bayes factor
becomes the ratio between their prior densities at that point (see Eq. (6.23))
which does not depend on the future measurement error bars.
The prior volume-dominated limit, arising from threshold 2 above, is analogous
to the threshold reached within our computational procedure (outlined in Ap-
pendix 6.B), where in the latter case we devise a method to calculate the Bayesian
evidence that relies upon Eq. (6.23). Once the threshold of this regime has been
crossed it is essential for more theoretical progress in the understanding of the
remaining models to occur, which would result in more narrow priors on their
parameters, before one builds a new survey to choose between them
Though the space of surveys that we explore in this section may be simplistic,
the broad conclusions we draw are unlikely to change. Our results using only in-
formation theory considerations (the expected Kullback-Leibler divergence hDKLi)
indicat1e that the greatest information to be gained is on 3, since it is currently
the least constrained of the three slow-roll parameters (and may also be used to
detect a scalar running). However, our analysis also suggests that the most-likely
decisive gains in selecting between single-eld inationary models are made by im-
proving the second slow-roll parameter 2 constraint (which can also potentially be
used to detect a scalar running) | which can be measured through more precision
on the scalar spectral index nS. Finally, as is suggested by many theoretical stud-
ies into the fundamental physics of quantum gravity, the tensor-to-scalar ratio r
might be the most important CMB observable and hence 1 may be considered the
most fundamentally attractive to theorists. Therefore, to order this trichotomy,
we have compiled the following list:
1. Improve the measurement over nS, hence 2 will be constrained to a greater
degree and therefore one optimises the single-eld slow-roll decisivity. Also
we may potentially observe S.
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2. Improve the measurement over r, hence 1 will be constrained to a greater
degree and we may learn more about fundamental physics.
3. Improve the measurement over S, hence 3 will be constrained to a greater
degree which is optimal from an information-theoretic standpoint.
We also considered the applications of our framework to forecasting the poten-
tial of surveys to infer the temperature of reheating, given the Higgs inationary
potential. This is an avenue which we only very briey have explored in this
section but a clear extension would be to conduct a more thorough analysis on
reheating temperatures taking into account dierent choices of inationary poten-
tials that still match observations. This also serves to illustrate the next step in
the challenges set to model-builders in the future: one must be more specic in
predicting reheating temperatures that arise from a given inationary potential as
one approaches the second threshold.
In Sec. 6.3.5 we have promoted an additional application of our framework
to obtaining probabilities of measuring a given parameter in the future. In this
case, we considered the probability of measuring the scalar running S, initially
when assuming no preferred model, and then subsequently when assuming that
a slow-roll single-eld model (the HI model in this case) is preferred and hence
the current data is the posterior prediction of the model from Planck. Our results
broadly indicate that though a P2-like survey is generally expected to measure S,
if the Planck posterior is consistent with a slow-roll single-eld model then the
probability of such a measurement drops dramatically and it is only with more
advanced mock surveys like F2 or F3 that the chances of measuring S become
signicant once again. This can be traced to the fact that S is typically small to
be consistent with slow-roll single-eld models, and hence a more advanced survey
is required to measure its potential deviation away from 0.
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F1 with log 1(F)
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
KMIII - HI 261:90 (110:24) 295:11 (155:11) 0.96 1:0  " 0.95
KKLTIstg - HI 262:36 (104:38) 262:26 (37:01) 0.96 1:0  " 0.95
LI>0 - HI 249:77 (99:15) 242:08 (133:01) 0.96 0.96 0.97
RGI - HI 270:64 (133:67) 277:18 (184:55) 0.98 0.97 0.95
KKLTIstg - KMIII 5:01 (< 97:20) 41:17 (< 389:58) 0.08 0.08 0.95
LI>0 - KMIII 38:09 (< 323:48) 89:15 (< 521:72) 0.85 0.70 0.95
RGI - KMIII 50:84 (< 408:62) 123:43 (< 624:76) 0.11 0.23 0.94
LI>0 - KKLTIstg 37:81 (< 309:16) 47:81 (< 364:24) 0.91 0.60 0.95
RGI - KKLTIstg 50:54 (< 397:36) 84:83 (< 519:96) 0.16 0.18 0.94
RGI - LI>0 21:77 (< 257:82) 36:40 (< 353:30) 0.40 0.12 0.95
F2 with log 1(F)
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
KMIII - HI 28:11 (< 172:58) 71:59 (< 490:44) 0.86 0.47 0.97
KKLTIstg - HI 18:18 (< 149:76) 51:05 (< 204:78) 0.34 0.50 0.96
LI>0 - HI 275:01 (172:90) 96:64 (40:41) 0.97 1:0  " 0.99
RGI - HI 77:96 (< 254:88) 26:79 (< 219:88) 0.93 0.50 0.98
KKLTIstg - KMIII 40:43 (< 222:38) 86:58 (< 425:10) 0.80 0.58 0.95
LI>0 - KMIII 298:15 (185:73) 210:27 (< 425:30) 0.98 1:0  " 0.97
RGI - KMIII 104:06 (< 303:76) 86:86 (< 457:74) 0.95 0.79 0.96
LI>0 - KKLTIstg 266:92 (174:48) 160:60 (< 385:16) 0.96 0.90 0.96
RGI - KKLTIstg 75:78 (< 246:76) 63:35 (< 253:52) 0.90 0.63 0.95
RGI - LI>0 217:27 (158:11) 65:05 (< 189:44) 0.97 0.94 0.98
F3 with log 1(F)
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
KMIII - HI 5:64 (< 127:44) 232:18 (< 834:90) - 0.58 0.99
KKLTIstg - HI 25:68 (< 268:98) 92:59 (< 216:98) - 0.83 0.97
LI>0 - HI 4:41 (< 100:92) 4:06 (3:81) - 0.31 0.99
RGI - HI 6:28 (< 130:06) 22:58 (< 226:72) - 0.37 0.99
KKLTIstg - KMIII 24:75 (< 270:18) 141:92 (< 474:28) - 0.80 0.97
LI>0 - KMIII 3:81 (< 109:54) 218:19 (< 817:54) - 0.45 0.99
RGI - KMIII 5:12 (< 132:58) 222:51 (< 812:02) - 0.30 0.99
LI>0 - KKLTIstg 23:74 (< 261:16) 88:34 (< 219:20) - 0.79 0.96
RGI - KKLTIstg 24:88 (< 270:06) 91:21 (< 243:78) - 0.76 0.96
RGI - LI>0 2:14 (< 83:62) 15:23 (< 196:92) - 0.07 0.99
F4 with log 1(F)
PPPPPPPPPPPM - M
hUi hj ln Bji hj ln BjiML D DjML rML
KMIII - HI 36:00 (< 324:80) 541:00 (334:40) - 1:0  " 1:0  "
KKLTIstg - HI 43:24 (< 357:98) 481:08 (184:16) - 1:0  " 0.97
LI>0 - HI 22:82 (< 257:78) 354:80 (140:62) - 1:0  " 1:0  "
RGI - HI 34:43 (< 315:94) 331:07 (224:09) - 1:0  " 1:0  "
KKLTIstg - KMIII 15:58 (< 198:24) 195:91 (< 449:30) - 0.98 0.97
LI>0 - KMIII 29:18 (< 294:32) 437:89 (386:77) - 1:0  " 1:0  "
RGI - KMIII 18:94 (< 238:12) 299:98 (< 847:90) - 0.91 0.99
LI>0 - KKLTIstg 31:98 (< 300:82) 307:15 (220:99) - 1:0  " 0.97
RGI - KKLTIstg 20:93 (< 240:40) 191:94 (183:46) - 0.97 0.97
RGI - LI>0 19:99 (< 231:98) 131:58 (< 420:74) - 0.98 1:0  "
Table 6.6: Computed expected utilities for the F1-4 experiments in the case where the log 1(F) prior is used (see
Eq. (6.3)). Note that " reminds the reader that the value is subject to rounding errors of up to 0:005. Values in
brackets  around each computed expected utility correspond to the 1- uncertainties, which are evaluated using
Eq. (6.8). This symmetric error about our dierent expected values for j ln Bj is replaced with a 2- upper bound
(because it is positive by denition) if the lower error is greater than the expected value itself.
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6.A The single-eld models
The observational predictions from each of the models dened below
have all been calculated using the publicly available ASPIC library:
http://cp3.irmp.ucl.ac.be/ ringeval/aspic.html. The model priors were obtained
from Ref. [36] and we have also provided arguments for the choice of each model
as representatives of the full sample.
Higgs Ination (HI), as in Eq. (1.71), has the following potential
V =M4
"
1  exp
 
 
r
2
3

MPl
!#
; (6.26)
and was chosen in our analysis of plateaus to represent models with a relatively
large tensor-to-scalar ratio. In addition, the fact that it is eectively a 0-free-
parameter model is attractive with respect to Bayesian inference.
Loop Ination (LI>0) with a particular prior choice for the  parameter
V =M4

1 +  ln


MPl

; log() 2 [log(0:003); log(0:3)] ; (6.27)
was considered here for its relatively large spectral index, thus ideally providing a
decisive tension with the HI and KMIII models in particular.
Radion Gauge Ination (RGI) was chosen with the following potential and
prior
V =M4
(=MPl)
2
 + (=MPl)2
; log() 2 [ 4; 4] ; (6.28)
and is a good all-round representative of a standard plateau model that is favoured
by observations with a reasonably large tensor-to-scalar ratio. The model is also
in a good position between HI and LI>0 in values of the spectral index.
Kahler Moduli Ination II (KMIII) is a good example of a two-parameter
plateau model with the following potential and choices of parameters
V =M4

1   
MPl
exp

  
MPl

; log(V) 2 [5; 7] ; 
V 2 [0:2; 5] ;
(6.29)
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where one calculates  = V2=3 and sets  through the ratio =(V). This model
also has a much lower order of magnitude for the tensor-to-scalar ratio in com-
parison with the three above, mapping out a more complete region of the (nS; r)-
diagram.
Kachru-Kallosh-Linde-Trivedi Ination (KKLTIstg) phenomenologically
interpolates between much of the currently available parameter space with the
potential and the following potential and priors
V =
M4
1 +



4 ; log MPl

2 [ 6; log(2)] ; (6.30)
thus it is a good nal addition to our small sample of models.
A summary plot of the available parameter space on the (nS; r)-diagram for
each of the models is shown in Fig. 6.2, where it is immediately clear that we have
selected a reasonable sample of single-eld models to span the available parameter
space.
6.B Computational methods in foxi
In Fig. 6.5 we provide a reference diagram illustrating the various situations which
arise during computation of the utility functions in the main body of the section. In
particular, the Bayesian evidence approximation of Eq. (6.22) practically requires
the integration over the probability densities described by both a Gaussian function
and prior samples. These distributions can be easily combined when the future
likelihood described by the Gaussian function has relatively wide 1- contour limits
compared to the typical inter-point distance of the prior chains | such as is true for
the category A situations depicted in Fig. 6.5 and some situations within category
B.
Category D (and category B points with a relatively small error contour) rep-
resent situations where we must adopt a dierent computational approach. A
convenient non-parametric method is to approximate the model prior probability
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density (xjM) using Kernel Density Estimation
(xjM) ' 1
Z
X
xi2fM chainsg
Kw(x;xi) ; (6.31)
or `kernel smoothing', as illustrated in the right-hand column of boxes in Fig. 6.5.
Z in Eq. (6.31) is simply the number of samples within the Markov chains rep-
resenting the prior of M. In this section, the Kernel Kw we select is simply a
Gaussian function
Kw(a; b) = (2) n2
 
nY
i=1
wi
! 1
exp
"
 
nX
i=1
(ai   bi)2
2(wi)2
#
; (6.32)
with bandwidth vector w. Though Category D situations are easily identiable
because the maximum likelihood obtained from direct samples is much lower than
the kernel-smoothed equivalent, in general, we have to use an optimal estimate12
of w to identify whether kernel smoothing is necessary in Category B i.e. if we
are in regions where the local density of points is too sparse, we will nd that one
or more of the dimensions within w will fall outside the corresponding dimension
of the 1- futuristic likelihood contour.
In the limit where the futuristic likelihood contour is very small compared with
the typical w one nds for the smoothed prior chains, to good approximation we
nd that the local value (xjM) / const: and therefore we need only compute
the evidence (and the maximum likelihood point) using a single prior value centred
12In our case we use the in-built Least-Squares Cross-Validation (LSCV) method implemented
in the statsmodels package in python. LSCV is based on minimising the integrated square error
between the estimated distribution fest /
PKw and the underlying true distribution ftrue i.e.
minimising Z
z2Rn
24 1
M
X
zi2fSamplesg
Kw(z; zi)  ftrue(z)
352 dz ; (6.33)
with M samples, by minimising Silverman's [243] estimator
S =
Z
z2Rn
1
M2
24 X
zi2fSamplesg
Kw(z; zi)
352 dz   2
M
X
zj2fSamplesg
X
8zi 6=zj
Kw(zj ; zi) : (6.34)
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Survey Ave. Category A Ave. Category B Ave. Category C Ave. Category D
P1 84.1 % 0:0 + " % 21.9 % 0:0 + " %
P2 3.7 % 0.8 % 95.5 % 0:0 + " %
F1 2.8 % 0.8 % 96.4 % 0:0 + " %
F2 1.3 % 0.6 % 97.9 % 0.2 %
F3 0.5 % 0.4 % 98.8 % 0.3 %
F4 0:0 + " % 0.1 % 99.3 % 0.6 %
Table 6.7: The percentage number of 
F
points in the Markov chains represent-
ing the Planck data that correspond to the computational situations dened in
Fig. 6.5. Note that " reminds the reader that the value is subject to rounding
errors of up to 0:005.
at the 
F
point
E jw ' (FjM) '
1
Z
X
xi2fM chainsg
Kw(F ;xi) : (6.35)
Though this estimate can be shown to be very accurate, the foxi algorithm itself
actually computes the Bayesian evidence in the regime of some category B and all
category D situations by implementing the combined approach of both Eq. (6.35)
and drawing typically 1000 samples from the future likelihood (Eq. (6.5)) to sum
over for the integral. This method is more computationally robust than Eq. (6.35)
alone since it can accommodate for scenarios where the magnitudes of error in
each dimension in  are very dierent, oering greater exibility to the algorithm,
at a cost of some additional computation time and eciency.
6.C Checking for numerical robustness
This section aims to quantify empirically the accuracy of the Gaussian assump-
tion used throughout this section with respect to the direct applicability of our
mock forecasts to `real-world' surveys. Note that we are not suggesting that the
assumption is `incorrect' in any sense, but that by denition, forecasting using
the Gaussian assumption does not necessarily coincide with a true likelihood that
would be obtained from a specic survey forecast.
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Figure 6.5: A diagram depicting 4 unique categories of scenario practically en-
countered in the computation of the Bayesian evidence using the approximation
Eq. (6.22). The black dots signify the prior chain samples, the shaded contours are
the 1- and 2- limits of the future likelihood modeled with a Gaussian and the
region to the left of the dotted curved line in all 4 boxes indicates the outer contour
of the kernel-smoothed prior density using the samples and Eq. (6.31). Boxes fur-
ther to the right have larger maximum likelihood values contained within the prior
obtained from kernel smoothing and boxes further upward have larger maximum
likelihood values using the prior samples directly. Category A arises from only a
mild overlap between the kernel-smoothed density and the future likelihood con-
tour. Category B denotes either the future likelihood contour is quite large or is
small but serendipitously centred directly over a 
F
point. Category C situations
produce Bayesian evidences that are rightfully considered to be always ruled out
beyond the Jerey's threshold. Category D situations have a very small future
likelihood contour | below the typical inter-point distance of the prior samples.
247
Planck 2015 LiteCOrE (HI ducial)
PPPPPPPPPPPM - M
ln B
Gaussian MultiNest [221, 36] Gaussian MultiNest
KMIII - HI 0.11 0.04 -3.52 -7.63
KKLTIstg - HI -0.57 -0.44 -3.66 -8.02
LI>0 - HI -2.33 -2.48 -18.11 -17.89
RGI - HI -0.92 -0.68 -4.32 -4.63
KKLTIstg - KMIII -0.68 -0.48 -0.14 -0.39
LI>0 - KMIII -2.44 -2.51 -14.60 -10.25
RGI - KMIII -1.03 -0.71 -0.80 3.00
LI>0 - KKLTIstg -1.76 -2.04 -14.45 -9.86
RGI - KKLTIstg -0.35 -0.23 -0.67 3.39
RGI - L7I>0 1.41 1.81 13.79 13.25
Table 6.8: A comparison table showing the dierences between Bayes factors
approximated with a Gaussian assumption (denoted `Gaussian') to those obtained
from the MultiNest [221, 36, 94] algorithm in each case of model pair for the
Planck 2015 and forecast LiteCOrE [197, 196] (with Higgs Ination as a ducial
model) datasets.
We compared our results for each model pair using Eq. (6.22) with those ob-
tained from the MultiNest [221, 36] algorithm in each case, where we obtained
both 
F
and  for Eq. (6.22) through the prior samples and a Gaussian like-
lihood with mean and marginalised variances computed from the chains13 used
by MultiNest, respectively. A comparison is in Table 6.8 for the Planck 2015
data [244], where there is good general agreement up to the lnB  0:6 level, and
the forecast data for the LiteCOrE forecast dataset [197, 196] using HI xed with
Treh = 10
6GeV as the ducial model, where there is less consistent agreement up
to the lnB  5:0 level, which is signicantly smaller than the typical amplitude
of the 2- uncertainties over j ln Bj for a P2 experiment.
When comparing the values from MultiNest and our method, we note that
the former method is permitted many more samples from the model (in order to
13The specications used to forecast the likelihood for LiteCOrE are given in Ref. [196] and
correspond to what is referred to as `LiteCORE-120'.
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Figure 6.6: A probability density plot indicating the shape of the LiteCOrE
forecast likelihood (in purple) over a (1; 2) surface marginalised from the full
(1; 2; 3) space, illustrating the comparison with our Gaussian likelihood (the red
contours).
249
converge the integral for the Bayesian evidence) than the latter (which must limit
the number of samples because many more computations of the same integral are
required). Hence, the disagreement in values between the two methods that is not
limited by the Gaussian likelihood assumption itself is likely to originate from this
limitation of our computational resources.
The dierences between the uncorrelated Gaussian likelihood and the sampled
likelihood forecast for LiteCOrE (using the log 1 prior) are minute in the slicing
of (1; 2)-space depicted by Fig. 6.6. Therefore, inaccuracies that can appear in
the Bayesian evidence that arise from an imprecise analogy between a more re-
alistic likelihood forecast and our mock forecasts are clearly far smaller than the
disagreement that comes from our limited computational resources. The points
for which the methods are in most disagreement are Category B and D (see Ap-
pendix 6.B), since they are characterised by a poor inter-point distance, but these
points are sampled only very occasionally (see Table 6.7) and so we can expect
minimal impact on our main conclusions in this section.
We shall leave the future application of our formalism to a proposed survey,
such as COrE [196], for later work.
6.D Identifying the constraint on S
To leading-order in the slow-roll expansion, the running of the scalar spectral index
S is given by Eq. (1.66). When no cross-correlations are observed | as is the
assumption in all of the forecast constraints in this section | it can be shown that
the generic cross-correlator from such a measurement reduces down to factors of
correlators
hl1m2 n3 i = hl1ihm2 ihn3 i : (6.36)
For a Gaussian measurement on each of the slow-roll parameters, the ducial point
S
F
= S
F
(
F
;)  hSi can be derived from
S
F
'  2h12i   h23i ; (6.37)
'  21
F
2
F
  2
F
3
F
: (6.38)
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The error bar of the measurement over S can thus be unpacked into an expression
containing only the ducial points and error bars on the slow-roll parameters, i.e.
S = S(
F
;)
(S)2  h2Si   hSi2
' 
(212 + 23)2  (2h12i+ h23i)2
' 4h21ih22i+ h22ih23i+ 4h1ih22ih3i   4h1i2h2i2   h2i2h3i2   4h1ih2i2h3i
' 4(1)2(2)2 + 4(1
F
)2(2)2 + 4(2
F
)2(1)2 + (2)2(3)2
+ (2
F
)2(3)2 + (3
F
)2(2)2 + 41
F
3
F
(2)2 : (6.39)
Using Eq. (6.38) and Eq. (6.39) for a specied collection of 1- error bars on 1, 2
and 3, we may identify all of the remaining ducial points F that satisfy a 2-
measurement of S and can therefore compute the probability dened in Eq. (6.24).
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7Discussion and conclusions
Abstract. This thesis has demonstrated how, even when observations
prove indecisive to learning about the inationary paradigm, one can still
extract valuable information about the physics of ination by considering
the precise predictions of well-motivated models. Adding to this careful
study, we have explored the possible futures which observations might
guide the theoretical developments toward. In this nal chapter, we
conclude with a summary of all of the results obtained in this thesis, an
overview of their signicance to the eld of research and a discussion of
future possible directions that the work could take.
7.1 Outlining the results
It is crucial to learning about the physics of ination that the best inationary
models are studied carefully for their potentially unique observational characteris-
tics and then compared to current observations in a statistically rigorous way. It
has been the principle aim of this thesis to study the observational modications
to ination that arise from the introduction of additional scalar degrees of free-
dom and, with those predictions, perform a statistical analysis in order to compare
them to the available data.
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In Chapter 3 we introduced the curvaton model as an alternative reheating
model from which we obtained distinct observational predictions to the standard
single-eld setup. Using Bayesian inference, we demonstrated that the reheating
temperatures one generally infers from CMB perturbations are lower in the case
of curvaton models, where one also obtains more information on the exact value
of the reheating temperature with the latter.
The initial conditions to the curvaton as well as all other scalar elds po-
tentially sourced from an inationary background were extensively reviewed and
studied in detail to include new eects arising from couplings to multiple elds,
alternative spectator potentials and generic slow roll inationary backgrounds in
Chapter 4. The developments made in this chapter lead us to build detailed mod-
els for post-inationary phenomenology (namely, the curvaton and freeze-in dark
matter models) and to discover powerful new probes of ination itself in Chapter 5.
Lastly, in Chapter 6 we discussed the future prospects for inationary model
selection. In the process we developed a new Bayesian experimental design formal-
ism which incorporates toy survey congurations into a forecast for model selection
and information gain performance. We found in particular that the most likely
observable to optimise model selection between single-eld inationary models,
through an order of magnitude precision improvement in the future, will be the
scalar spectral index.
7.1.1 Impact on the scientic community
The potential ramications of the results here are broad with respect to building
scalar eld models of dark matter [184, 245], dark energy [246] and Higgs dynamics
where the initial conditions must be specied from ination. The eect of our
work in Sec. 4.4 on the QCD axion was recently taken into account in Ref. [247],
where low-scale ination was found to permit axions with a lower mass range than
previously thought ( 10 12GeV).
In Chapter 3 we studied the eect on the reheating temperature inferred by
CMB observations by including an additional eld. A multi-eld extension to our
analysis was conducted in Ref. [248], where it was found that post-inationary
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curvaton behaviour obtained observables with the greatest distinguishability from
standard single eld reheating.
7.2 Future directions
We shall conclude here with a brief discussion of potential future areas of research
based on the results of this thesis.
7.2.1 Dark matter initial conditions
The freeze-in real singlet scalar dark matter model of Chapter 5 is among the
simplest possible cases of dark matter generation using ination as the primary
source for the eld. Though its portal coupling to the Higgs is hs < 10
 7 by
construction, we have already demonstrated that this is well above the critical
coupling value below which the two spectator elds can be treated as separable in
the Fokker-Planck equation (this was calculated in Sec. 4.9.2). The initial condi-
tions of each eld should therefore be recalculated numerically to take this eect
into account. In the same vein, one might consider the possibility of extending the
model to many more elds and performing a Bayesian inference on its predictions
with the same principles as in Chapter 3. Fermionic extensions are also possible
and interesting to consider [200] as well as scenarios with a dominant non-minimal
coupling term, as we discussed in Sec. 4.5.
7.2.2 Higgs stability
The SM Higgs vacuum is known to be unstable during ination at a higher energy
scale than  O(1010)GeV [163, 249] unless there is an  O(1) non-minimal cou-
pling. Due to their coupling to the Higgs, the gravitational generation of light top
quarks has been shown to aect this instability criterion [250]. Similarly to [251],
it would be interesting to numerically explore the couplings of scalar dark matter
required to do the same given the updates to the initial condition implied by Chap-
ter 4. We imagine this to be either a modication to the inationary background
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that includes generic slow-roll in H and thus a possibility to leave equilibrium, or
in the equilibrium limit, the inclusion of additional scalars requiring full numerical
evaluation due to the probability current issue described in Sec. 4.9.3. Trilinear
couplings to the Higgs are also of interest to the question of stability [252] as well
as a delay in the reheating decay eciency of the inaton through Higgs thermal
blocking [253].
7.2.3 New gravitational wave signals
We also draw attention to a particular class of Axion-SU(2) model, originally
proposed as `Natural Ination' [254], which has evolved into what is known as
`Chromo-Natural Ination' [255] and has recently been studied as a spectator
eld during ination [256, 257]. Due to parity violation of the SU(2)-gauge eld
background that the axion is coupled to via a Chern-Simons term, this model is
known to predict a chiral primordial gravitational wave spectrum. It remains an
interesting project to further analyse the axion dynamics, and their eect on the
spectrum for gravitational waves produced, in the context of our work in Sec. 4.4.
7.2.4 Survey design
In Chapter 7 we entered the new territory of Bayesian experimental design for
model selection in the context of cosmological experiments. Our analysis could be
performed for a specic survey by specifying more detail in the functional form
of Dfut in Eq. (6.7) that includes detector behaviour. Extensions in this regard
might include analytic approximations such as those made by Refs. [258, 259]. A
more speculative, though interesting alternative may arise from the application of
Information Geometry [260, 261].
Given a set of nancial constraints and a fully characterised detector behaviour,
it would also be straightforward to translate our formalism into searching for opti-
mal specications of a survey (e.g. number of detectors, frequency channels, noise
sensitivity, angular resolution, telescope size, etc...). An optimisation problem of
this kind would require some change in numerical methodology, however, due to
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the computational expense of eciently scanning the search space of many survey
designs.
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