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In biological tissues such as nerve fiber bundles and muscles, the spontaneous heat
motion of water molecules is restricted by obstacles in the fibrous microstructure.
Medical imaging uses the principles of Magnetic Resonance Imaging (MRI) to non-
invasively measure properties of this motion. MRI provides unique insights about
tissue connectivity, which make this procedure one of the key technologies in an
ongoing large-scale scientific effort to map the human brain connectome. MRI and
diffusion-MRI (dMRI) have been used in several applications: medical procedures,
signal processing, computer vision, and neurosciences. Although, current proto-
cols allow fast acquisitions in a different number of slices at several planes, the spa-
tial resolution is not high enough in many cases for clinical diagnosis. The main
problem occurs due to hardware limitations in acquisition scanners. Therefore, MRI
and dMRI have a difficult compromise between a good spatial resolution and sig-
nal noise ratio (SNR). This leads to data acquisitions with low spatial resolution. It
becomes in a serious issue for clinical analysis for two main reasons. First, a low spa-
tial resolution in visual data reduces quality in important medical processes such as:
diagnosis of diseases, segmentation, anatomical atlas construction, etc. Second, to
obtain high resolution images is required a long time acquisition. However, current
clinical protocols do not allow a long exposition of radiation (MRI and dMRI) in
human subjects. According to the previously established, we propose a probabilis-
tic framework based on stochastic processes (STs) for enhancing spatial resolution
in different modalities of magnetic resonance imaging. The proposed methodol-
ogy is robust to high presence of noise. Also, It ensure physically realizable data
and does not modify information necessary for segmentation or clinical analysis in
comparison to the methods proposed in literature. The method for resolution en-
hancement of MRI supports the accurate tissue segmentation of gray matter, white
matter and cerebrospinal fluid in anatomical images. For diffusion images (dMRI),
the proposed approaches ensure positive definite tensors, one of them generalizes
to any order and they avoid the loss of relevant clinical information obtained from
Diffusion Tensor Imaging (DTI) and Higher Order Tensors (HOT) such as fractional
and generalized anisotropy maps and fiber tracts.
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Introduction
1.1 Problem Statement
In biological tissues such as nerve fiber bundles and muscles, the spontaneous heat
motion of water molecules is restricted by obstacles in the fibrous microstructure.
Medical imaging uses the principles of Magnetic Resonance Imaging (MRI) to non-
invasively measure properties of this motion [1]. When it is applied to the human
brain, this provides unique insights about tissue connectivity, which makes MRI one
of the key technologies in an ongoing large-scale scientific effort to map the human
brain connectome [2]. Consequently, it is a timely and important topic of research
to create mathematical models that infer biologically meaningful parameters from
such data. MRI and diffusion-MRI (dMRI) have been used in applications ranging
from signal processing [3], computer vision [4], and neurosciences [5]. Although,
current clinical protocols allow fast acquisitions in a different number of slices at
several planes, the spatial resolution is not high enough in many cases for clinical
diagnosis [6]. The main problem occurs due to hardware limitations in acquisition
scanners [7]. Therefore, MRI and dMRI have a difficult compromise between a good
spatial resolution and signal noise ratio (SNR). This leads to data acquisitions with
low spatial resolution. It becomes in a serious issue for clinical analysis for two
main reasons. First, a low spatial resolution in visual data reduces quality in impor-
tant medical processes such as: diagnosis of diseases, segmentation (tissue, nerves
and bone), anatomical atlas construction, detailed fiber reconstruction (tractogra-
phy), brain conductivity models, etc. Second, to obtain high resolution images is
required a long time acquisition. However, current clinical protocols do not allow a
long exposition of radiation (MRI and dMRI) in human subjects.
In anatomical MRI studies, there are two main types of image acquisitions: MRI-
T1 and MRI-T2. T1 imaging is based on the exponential recovery of longitudinal
magnetization. T2 imaging is based on exponential loss of signal resulting from
purely random spin-spin interactions in the transverse of the XY plane [8]. But,
the spatial resolution becomes in a considerable difficulty. Although 3D Fourier ac-
quisition is commonly the suitable procedure for MRI, where a 3D high-resolution
(HR) is required, this option is not available in practice for all desired image con-
trast mechanisms [9]. Also, T1 and T2 are highly affected by several classes of noise:
artifacts, physiological noise, subject motion, etc. For this reason, classical methods
for processing digital images are not suitable in this context. Spatial resolution of
anatomical MRI has been widely studied in the last 20 years [10, 11, 12, 13, 14]. How-
ever, these methodologies did not solve the spatial resolution problem satisfactorily.
For example, there are practical shortcomings: low performance in presence of high
level of noise, sensitivity to parameter modifications, low mathematical robustness,
among others [11, 12].
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On the other hand, from dMRI it is possible to estimate the apparent diffusiv-
ity coefficient (ADC) of water particles within tissue by solving the Stejskal-Tanner
formulation [15]. The first attempt to represent this physical phenomena was the
Gaussian model proposed by [16], where symmetric and positive definite tensors of
rank-2 quantify the direction and orientation of diffusion. From this quantification, it
is possible to compute relevant physiological information (i.e. Fractional anisotropy
and mean diffusivity). Related to dMRI, the limitation in spatial resolution is bigger
than T1 and T2. Current protocols allow a data acquisition with a resolution in a
range from 1 and 2 mm3 for each voxel. Here, the problem is that brain tissue fibers
are in micro-metric scale, so, fiber reconstruction models (tractography) can be in-
accurate. Usually, tensorial visualization is discrete, where ellipsoids are employed
for graphic representation [17]. A considerable number of methods for dMRI inter-
polation of rank-2 tensors have been proposed in the literature [18, 19, 20, 21, 22, 23].
They have different drawbacks: some methods do not ensure positive definite ten-
sors and they are highly affected by the intrinsic Rician noise added during acquisi-
tion [20, 21, 23].
While, rank 2 tensors (Diffusion Tensor Imaging-DTI) is the method of choice to
represent dMRI data. DTI fails to represent accurately some complex tissue struc-
tures such as: white matter fiber bundles, crossing fibers and bifurcated fibers [24,
25]. To address these limitations in dMRI, several researchers [24, 26, 27, 28] pro-
posed higher order tensor (HOT) models in order to describe diffusion inside com-
plex tissue structures. Higher order tensors are considered as a generalization of
matrices to multi-way arrays. Tensorial modeling is an active and challenging topic
in applied mathematics, since fundamental concepts from linear algebra, such as the
singular value decomposition, do not have unique generalization to higher order,
and most generalizations are hard to compute [29]. Again, spatial resolution arises
as the main problem to be solved. Also, methods for tensorial interpolation are only
valid for rank-2 tensors and a generalization for HOT interpolation is missing [30].
According to the above, it is clear that there are methodological problems re-
lated to spatial resolution in magnetic resonance imaging (MRI and dMRI) have not
been solved entirely. As was pointed out before, current methods employed in the
literature for enhancing resolution in MRI (T1, T2) [10, 11, 12, 13, 14] and dMRI
(DTI, HOT) [18, 19, 20, 21, 22, 23, 31] fail in high presence of noise. Also, they do
not ensure physically realizable data or do not preserve relevant clinical informa-
tion, among others. As opposed, probabilistic methods give advantages compared
to the state of the art. For example, interpretation of model predictions, robustness
to noise data and provide well-founded framework for learning and model selec-
tion [32]. In addition it is known that segmentation procedures (structures or type
of tissue) are not accurate enough in low resolution images. This is explained be-
cause edges, contours, details and strong changes of contrast are not well defined
[11, 12]. Therefore, some problems related to clinical applications remain unsolved,
due to the low spatial resolution achieved in all MRI modalities. For this reason,
there arises the following research question: ¿Is it possible to develop a probabilistic
modeling of tensorial data for enhancing spatial resolution in magnetic resonance
imaging (MRI-T1, MRI-T2, dMRI-DTI and dMRI-HOT), allowing the improvement
of tissue segmentation and preserving morphological properties compared to the
same procedure performed in low resolution images?
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1.2 Justification
1.2.1 Relevance
An important aspect is that improving the spatial resolution in MRI (anatomical or
diffusion) is always done at the expense of either the signal-to-noise ratio (SNR) or
the acquisition time. For the last 20 years, super-resolution (SR) algorithms have
successfully been applied to MRI data (T1-T2 and dMRI) to increase the spatial
resolution of scans, thus facilitating the clinical diagnosis [12, 20, 31]. The vari-
ety of application and techniques has grown ever since, especially in the dMRI
modality, showing the interest of the community to such post acquisition processing
[10, 13, 14, 21, 22, 23, 31]. Also, increasing of spatial resolution allows a better seg-
mentation procedure due to the improvement of key features in MRI such as: high
contrast with a filtering stage, edge enhancement, defined contours and detailed
transitions [12].
For anatomical MRI (T1 and T2) the super-resolution methodologies are the best
approaches to enhance spatial resolution through post-processing of 2D multi-slice
images [33]. Currently, clinical protocols allow fast acquisitions of a considerable
number of slices in different planes. Although 3D Fourier acquisition is commonly
the suitable procedure for MRI, where a 3D high-resolution (HR) is required, this
option is not available in practice for all desired image contrast mechanisms [9]. SR
approaches use MRI studies with low-resolution (LR) images for enhancing edge
definition in each slice [33], and for improving clinical procedures such as tissue
segmentation, registration, target detection, tracking and disease diagnosis.
For dMRI (rank-2 and HOT fields), the tensorial interpolation is a feasible method-
ology to enhance spatial resolution, and takes relevance in the reconstruction of tis-
sue fiber bundles (this procedure is known as tractography). Also, in image regis-
tration algorithms or any application where it is required to estimate data among
nearby tensors of the field [34]. Diffusion tensors (DTs) have been used in applica-
tions ranging from psychometrics [35] and chemometrics [36] to signal processing
[3], computer vision [4], and neuroscience [5]. They also provide adequate mod-
els for a number of quantities that occur in the context of diffusion imaging. Many
practitioners view HOT as a generalization of matrices to multi-way arrays. How-
ever, tensors can also be studied in an invariant, coordinate-free notation. Tensor
decompositions are an active and challenging topic in applied mathematics, since
fundamental concepts from linear algebra, such as the singular value decomposi-
tion, do not have unique generalization to higher order, and most generalizations
are hard to compute.
1.2.2 Viability
Previous research works [10, 11, 12, 13, 14, 18, 19, 20, 21, 22, 23], related to the en-
hancement of resolution in MRI anatomical (T1 and T2) and dMRI (Rank-2 and
HOT) have proved that it is possible to achieve a better visualization and infor-
mation extraction, when the spatial resolution is improved. Consequently, better
outcomes in clinical procedures are achieved where MRI and dMRI are necessary.
For example: pathologies diagnosis, surgical planning of neuro-diseases, atlas con-
struction, among others. Moreover, stochastic processes applied in physical phe-
nomena modeling have demonstrated flexibility, accuracy and robustness. In the
medical imaging field, the probabilistic modeling is adequate for enhancing spa-
tial resolution. Nowadays, the probabilistic modeling through stochastic processes
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(STs) have become in a recognized and validated machine learning methodology. A
ST defines a distribution over functions, and inference taking place directly in the
space of functions. The ST is a practical and probabilistic approach to perform su-
pervised learning. It gives advantages compared to the state of the art related to
the interpretation of model predictions, robustness to noise data and provides well-
founded framework for learning and model selection [32]. Research communities
in statistical image processing showed that 2D or 3D high resolution images can be
seen as a Gaussian process regression (GPR) problem in MRI (T1 and T2). Gener-
alized Wishart processes (GWP) or multi-output GPs are suitable for rank-2 tensors
employed in lower order dMRI representation. Finally, tensorial decomposition pro-
cesses describe the dMRI-HOT data. In this context, the prediction of the target voxel
depends of a learning process with training data. Specifically, the training samples
correspond to the low resolution studies (T1, T2, DTI and HOT). Therefore, this
framework is able to perform accurate tissue segmentation, and preserves the rele-
vant information in tensorial data, no matter the intrinsic noise added in acquisition
of these images.
Also, the research group in automatics (RGA) has successfully developed sev-
eral research works including medical imaging processing. Specifically, the MRI
has been employed in planning of surgical procedures performed in the institute of
epilepsy of the eje cafetero in Pereira, Colombia. Likewise, The RGA has developed
brain conductivity models through dMRI applied in software for clinical support
during deep brain stimulation realized in Parkinson’s disease patients. It is worth to
noting that this work has the advice and support of the laboratorio de procesamiento de
imagen médica, affiliated to the Universidad Rey Juan Carlos from Madrid, España.
1.3 List of contributions
We summarize the contributions of this research work in the following items:
1. We introduced a robust probabilistic framework based on stochastic processes
(STs) for enhancing spatial resolution in different modalities of magnetic reso-
nance imaging. See sections 2.4, 2.5 and 2.6.
2. We developed a probabilistic methodology for enhancing spatial resolution
of anatomical MRI (T1 and T2) based on Gaussian processes. We obtained
better segmentation metrics for tissue types (white matter, gray matter, and
cerebrospinal fluid) in comparison with low resolution images. See sections
2.4 and 4.1. The mentioned methodology was published in [37].
3. We contributed with a methodology for interpolation of diffusion tensor (DT)
fields obtained from dMRI with stationary and non-stationary Multioutput
Gaussian Processes (GP). Specifically, we decompose each tensor in six fea-
tures: three eigen-values and three Euler angles. Next, we interpolate the
features as related outputs of the GP. See subsections 2.5.2 and the following
publications: [38, 39].
4. We presented a novel methodology for interpolation of DT fields. Instead
of the commonly employed Riemannian framework, we propose a stochas-
tic modeling of DT field. We assume that a DT field follows a generalized
Wishart process (GWP). In this context, we use it to model the entire DT field
D(x, y, z). Then, through approximate Bayesian inference (i.e. Elliptical slice
sampling and Markov Chain Monte Carlo methods), we estimate the optimal
1.3. List of contributions 5
parameters of the model. Results of GWP improve to the comparison methods
[18, 19] in different validation protocols. See subsections 2.5.1, 4.2.1 and this
publication: [40].
5. We applied the diffusion tensors in simulation models for deep brain stimula-
tion. We showed an objective comparison among three kind of volumes which
represent the geometry, layers and structure of the head, likewise, the influence
of electrical properties of anisotropic tissue and ground positioning. Another
worth contribution of this work is the analysis and evaluation of the anisotropy
level in relevant brain tissue (i.e. Thalamus-Thal, Subthalamic Nucleus-STN
and Substantia Nigra reticulata-SNr) in Colombian patients. For this purpose,
we used DT fields obtained from five patients with Parkinson’s Disease located
in the west-central region of Colombia. See these publications: [41, 42].
6. We proposed a novel methodology to perform interpolation in HOT fields of
any order. In this regard, we employ tensor representations and modulate their
parameters with GPs, aiming to estimate new data with robustness, consider-
ing that GPs are functions of a multi-dimensional input variable. Specifically,
we introduce two probabilistic models, that we refer to as the Tucker decom-
position process (TDP) and the canonical decomposition process (CDP). Our
models are based on the Tucker and canonical decomposition of tensors, re-
spectively. We test the TDP and CDP in 2nd, 4th and 6th rank HOT fields. For
rank-2 tensors, we compare against direct interpolation [18], log-Euclidean ap-
proach [19], and Generalized Wishart processes [40]. For rank-4 and rank-6
tensors we compare against direct interpolation and raw dMRI interpolation
with b-splines [31]. TDP and CDP interpolate accurately the HOT fields, and
generalize to any rank. Importantly, the proposed framework safeguards the
mandatory constraint of positive definite tensors, and preserve morphologi-
cal properties such as fractional anisotropy (FA), generalized anisotropy (GA),
and tractography. See sections 2.6 and 4.3.
7. We generated two research projects (approved and financed) from this thesis:
• Desarrollo de un sistema de soporte clínico basado en el procesamiento estocás-
tico para mejorar la resolución espacial de la resonancia magnética estructural
y de difusión con aplicación al procedimiento de ablación de tumores, financed
by Colciencias with code 111074455860. Years: 2017-2018. Total amount:
$350.000.000.00 COP.
• Spatial resolution enhancement for medical imaging segmentation using stochas-
tic modeling, financed by Universidad Tecnológica de Pereira with code
6-16-1. Years: 2016-2017. Total amount: $25.000.000.00 COP.
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1.4 Aims
1.4.1 General aim
To develop an interpolation framework based on probabilistic modeling of tenso-
rial data for enhancing spatial resolution in magnetic resonance imaging (MRI-T1,
MRI-T2, dMRI-DTI, dMRI-HOT). The proposed framework must improve the tis-
sue segmentation and preserving morphological properties compared to the same
procedure performed in low resolution images.
1.4.2 Specific aims
1. To develop a stochastic methodology for super-resolution of anatomical MRI
(T1 y T2) through scalar stochastic processes for supporting tissue segmenta-
tion.
2. To build a stochastic interpolation approach applied in rank-2 tensor fields for
enhancing spatial resolution in diffusion tensor images (DTI) and preserving
fractional anisotropy of diffusion images. Application to fiber tracts recon-
struction.
3. To formulate a probabilistic approach for interpolation of higher order tensors
(HOT) fields allowing the enhancement of spatial resolution for construction
of generalized anisotropy maps.
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2.1 Related Work
2.1.1 Anatomical MRI: T1 and T2
Currently, it is possible to achieve fast acquisitions of a considerable number of slices
in different planes. However, spatial resolution is not high enough in many cases for
clinical diagnosis [6]. Although 3D Fourier acquisition is commonly the suitable pro-
cedure for MRI, where a 3D high-resolution is required, this option is not available
in practice for all desired image contrast mechanisms [9]. For this reason, the scien-
tific community have been developing super-resolution methodologies to enhance
spatial resolution through post-processing of 2D multi-slice images. SR approaches
use MRI studies with LR images for enhancing edge definition in each slice [33], and
for improving clinical procedures such as tissue segmentation, registration, target
detection, tracking and disease diagnosis.
The MRI resolution problem has been widely studied. There are many algo-
rithms and methods that deal with the issue of LR images due to the available hard-
ware and acquisition methods [7]. The earliest attempts to up-sample resolution in
medical images were presented in [43, 44, 10], and a method based on inter-slice
reconstruction using SR was proposed in [11]. But their performance is reduced in
presence of high levels of noise. Also, approaches based on Wiener filter regular-
ization [45], and non-local means filtering [13] have been developed to perform SR
images, obtaining improved studies. Current methods for SR images are based in
patch learning and regularization. In [46, 47], the authors introduced a dynamic
patch scheme applied to MR image reconstruction. The problem with this method
resides in the dependence with the number of nearest-neighbors of the patch. In ad-
dition, they assume that input LR-MR images are free of noise, despite the intrinsic
noise produced by scanners. In [12, 14], sparse methodologies with overcomplete
dictionaries were introduced, obtaining high quality MR images. However, there
are some drawbacks in [12, 14] due to the complex optimization algorithms. Fi-
nally, an automated method based on random forest algorithm was presented in
[48], showing that supervised learning can offer convenient results in SR medical
images. Clearly, there are unsolved issues related to the segmentation of structures
or tissue in anatomical MRI due to low resolution.
2.1.2 diffusion MRI: Rank-2 and higher order tensors (HOT)
Diffusion magnetic resonance imaging has become in the last years in a very rel-
evant topic inside medical imaging and clinical applications [49]. dMRI allows to
describe non-invasively the diffusion of water particles in biological tissues using
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tensors. Mathematically, a DT associated to a voxel is represented with a symmet-
ric and positive definite 3 × 3 matrix [50]. A 3D grid composed by interconnected
diffusion tensors is known as a DT field. These fields are widely employed in mul-
tiple clinical applications such as: brain connectivity [50], segmentation of different
types of tissue (white matter, gray matter, Cerebrospinal fluid), diagnosis of neuro-
degenerative diseases, electrical conductivity models for the brain [51], atlas con-
struction, image registration, among others.
Nevertheless, due to the current acquisition protocols and some limitations in
MRI machines, it is not possible to acquire dMRI data with enough spatial resolu-
tion, for obtaining accurate clinical analysis derived form diffusion images. Usually,
dMRI acquired with these protocols have voxels whose resolution are in a range from
1 to 2 mm3. This problem has two main consequences. First, most of applications of
DTI fields require higher-resolution data. Otherwise, the accuracy on some medical
procedures is not good enough [52]. Second, the fiber bundles of tissue are much
smaller than the typical voxel size. Therefore, 3D mapping of brain connectivity
(Tractography) may be discontinuous [53]. For these reasons, enhancing of spatial
resolution in dMRI through digital processing methods is key for performing precise
clinical procedures.
To enhance dMRI data resolution in a tensorial space, interpolation provides an
interesting and feasible methodological solution. Rank-2 tensor fields belong to a
Riemannian space, where the Riemannian metric is defined by the inner product
assigned to each point of this space. With this metric, one can to compute geodesic
distances between diffusion tensors and to calculate different statistics in this space
[21]. An important condition is keeping the smooth transition of anisotropic features
inherent in the given tensor fields (i.e. Fractional anisotropy-FA maps), especially
around degenerate points, where at least two of three eigenvalues are equivalent
[54].
Some recent works have proposed interpolation methods for rank-2 tensor fields.
They developed a variety of mathematical approaches, such as: direct smooth ap-
proximation [18] and euclidean approaches, but they do not retain the principal
properties of a DTI, i.e positive definite tensors. For this reason, the scientific com-
munity has been looking alternative methods for estimating tensor fields that keep
the symmetric positive definite (SPD) constraint inside the grid of tensors. [19] pre-
sented a Log-euclidean approximation and [21] developed a Riemannian framework
achieving important advances in tensor fields geometry, but they lack in smoothness
property in presence or high level of noise. [20] presented a b-spline scheme that in-
terpolates SPD tensors with high accuracy using the Riemannian metric. The authors
introduced a tensor product of B-splines that minimizes the Riemannian distance
between tensors. Following the Riemannian framework, [22] presented Geodesic-
loxodromes that can identify isotropic and anisotropic components of the tensor
and interpolates each component separately. Finally, alternative methodologies have
been posited: a tensor field reconstruction based on eigenvector and eigenvalue in-
terpolation [17], location of degenerated lines in 2-D planar [54], and a feature-based
interpolation [23]. However, those methods do not achieve an adequate representa-
tion of a rank-2 tensor field obtained from noisy real data and none of them can be
generalized to higher order tensor (HOT) fields. Also, [31] proposed the enhance-
ment of resolution in scalar gray-level of dMRI data with conventional interpolation
methods. However, [55] showed that scalar interpolation of dMRI does not avoid
the undesirable swelling effect, and it is recommended the enhancement of spatial
resolution of dMRI in a tensorial space.
Regarding HOT field interpolation, the authors of [56, 34] developed a method
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based on tensor subdivision and minimization of two properties (curl and diver-
gence) of the field for interpolation of 4th-order tensors. However, [56, 34] only re-
ported outcomes for rank-4 tensors fields, and the method is not clear an extension
to any order. Also, the authors of [29, 30] proposed an approach to perform proba-
bilistic tractography in HOT data. This methodology is based on Finsler geometry.
They developed the geometric generalization appropriate for multi-fiber analysis
and demonstrated that a HOT field belongs to a Finsler manifold. Although, the
Finsler geometry model is able to perform tractography in tensors fields of any or-
der, it has not been established as a interpolation method.
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2.2 Basic principles of magnetic resonance imaging (MRI)
2.2.1 Nuclear Magnetic Moment
In clinical MRI the image is formed by the signals from protons in water and lipid. At
the atomic level, since a proton is a charged particle which spins around an internal
axis of rotation with a given value of angular momentum P , it also has a magnetic
moment µ, and therefore can be thought of as a very small magnet with a north and
south pole, as shown in Fig. 2.1. The magnetic field generated by the spin of the
particle are collinear with the direction of the spin axes and normally it is termed
magnetic moment. The strength of the magnetic moment determines the sensitivity
of detection in magnetic resonance and it is dependent on the type of nucleus.
Most frequently, the hydrogen nucleus with one proton is the nucleus of choice
in MRI because it possesses the strongest magnetic moment and its abundance in
organic tissues. The variations in spin angular momentum result from interactions
with an applied static magnetic field and electromagnetic radiation. These particles
have mass and thus generate angular momentum as they rotate. Positively and neg-
atively charged particles can be regarded as spheres of distributed positive or nega-
tive charges, while neutral electrical particles such as the neutron can be thought of
as a combination of distributed positive and negative charges. Relevant to MRI, the
magnitude of the angular momentum of the proton is quantized and has a single,
fixed value. The magnitude of the proton’s magnetic moment is proportional to the
magnitude of the angular momentum [57]:
|~µ| = γ|~P |
where γ is a constant called the gyromagnetic ratio, and has a value of 267.54
MHz/Tesla for protons. As a result, the magnitude of the magnetic moment has a
single fixed value. In absence of an external magnetic field, as shown in Fig. 2.1,
the magnitude of magnetic moment of every proton in our bodies is fixed, but the
orientation is completely random. Therefore, the net magnetization, i.e. the sum of
all the individual magnetic moments in our bodies, is zero.
The situation changes with the application of an external magnetic field B0.
From quantum mechanics, the component of the magnetic moment in the direction
of B0 can have only two possible discrete values, which results in the magnetic mo-
ments being aligned at an angle of 54.7◦ with respect to the direction of B0, aligned
either in the same direction. The former configuration is termed as the parallel, and
the latter as the anti-parallel configuration: note however that the terms parallel and
anti-parallel only refer to the z − component of µ, and that µ is actually aligned at
an angle with respect to B0. The relative number of protons in the parallel and anti-
parallel configurations depends upon the value of B0. Protons in the parallel con-
figuration are preferred because it guarantees the lowest energy state. The energy
difference ∆E between the two states is shown in Fig. 2.2 and given by [58]:
∆E =
γhB0
2pi
(2.1)
where h is the Planck’s constant (6.63 × 10−34J · s). To calculate the relative
number of protons in each of the two configurations the Boltzmann equation can be
used:
Nanti−parallel
Nparallel
= e−
∆E
kT = e−
γhB0
2pikT (2.2)
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FIGURE 2.1: (a) The internal rotation of a proton creates a magnetic
moment, and so the proton acts as a magnet with north and south
pole. (b) In the absence of a strong magnetic field, the orientation of
the magnetic moments are completely random. (c) When there is a
strong magnetic field present the magnetic moment must be align at
the angle θ = ±57◦ with respect to the direction of B0.
where k is Boltzmann’s constant with value 1.38 × 10−23J/K, and T is the tem-
perature measured in Kelvin. Since the value of the exponent is very small, a first
order approximation e−x = 1− x can be made:
Nanti−parallel
Nparallel
= 1− γhB0
2pikT
(2.3)
The MRI signal depends upon the difference in populations between the two
energy levels:
Nparallel −Nanti−parallel = Ntotal γhB0
2pikT
(2.4)
where Ntotal is the total number of protons. It is important to note that MRI can
detect only the difference Nparallel − Nanti−parallel and not the total number of pro-
tons. As shows equations (2.2) and (2.3), thermal energy causes the energy differ-
ence between the two orientations to be minimal, with the two orientations almost
equally populated resulting in a net bulk magnetization M. Naturally, the protons
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FIGURE 2.2: Proton configurations. (left) in the absence of a strong
magnetic field, the energies of all the random orientations of the mag-
netic moments are the same. (right) When a strong magnetic field is
applied, the single energy level splits into two levels, on correspond-
ing to the magnetic moments being in the parallel state, and the other
the anti-parallel state. The energy difference between the two states
depends upon the value of B0.
can change from one orientation to another by absorbing or emitting photons with
energy equal to the energy difference, as shown in Fig. 2.2.
Classical Precession
Having determined that the proton magnetic moments are all aligned at an angle of
54.7◦ with respect to the direction ofB0. The motion of these magnetic moments can
most easily be described using classical mechanics. The B0 field attempts to aling
the proton magnetic moment with itself, and this action create a torque C, given by
the cross product of the two magnetic fields:
~C = ~µ× ~B0 = iN |~µ ~B0|sin(θ)
where iN is a unit vector normal to both ~µ and ~B0 The direction of the torque
~C shown in Fig.3.3, is tangential to the direction of ~µ and so causes the proton to
"precess" around the axis of the magnetic field, while keeping a constant angle of
54.7◦ between ~µ and ~Bo. To calculate how fast a proton precesses, we use the fact
that the torque is defined as the rate of change of the proton’s angular momentum:
~C =
d~P
dt
= ~u× ~B0
From Fig. 2.3, the magnitude of the component of the angular momentum which
precesses in the plane perpendicular toB0 is given by |P |sin(θ). In a short time dt, ~µ
precesses through an angle dϕ resulting in a change d~P in the angular momentum.
Simple trigonometry gives the relationship that:
sin(dϕ) =
d~P
|P |sin(θ) =
~Cdt
|P |sin(θ)
if dϕ is small, then we can make the approximation that sin(dϕ) = dϕ. The
angular precession frequency ω, is given by dϕ/dt and so has a value:
2.2. Basic principles of magnetic resonance imaging (MRI) 13
FIGURE 2.3: A proton in a magnetic field. Using classical mechan-
ics, the torque C acting on the magnetic moment, spinning about an
internal axis, causes it to precess about the vertical axis B0.
ω =
dϕ
dt
=
~Cdt
|~P |sin(θ) =
~u× ~B0
|~P |sin(θ)
=
γ ~P × ~B0
|~P |sin(θ) =
γ|~P ~B0|sin(θ)
|~P |sin(θ) = γB0 (2.5)
The effect of placing a proton in a magnetic field, therefore, is to cause it to pre-
cess around B0 at a frequency directly proportional to the strength of the magnetic
field. This frequency ω0, is called the Larmor frequency after renowned Irish physi-
cist Joseph Larmor. For hydrogen protons, γ is given as 4257 Hz/Gauss. Thus, in
a field strength of 7 T , the hydrogen proton will precess with a frequency of 297.99
MHz ≈ 300 MHz [59].
Total Magnetization
By superimposing several proton magnetic moments we can represent the net mag-
netization in a simple vector form. Figure 2.4 shows on the left a representation of
several proton magnetic moments, each aligned at 54.7◦ to B0, each precessing at
a frequency ω0, with slightly more protons in the parallel than anti-parallel state.
The total magnetization can be calculated by a simple vector sum of the individual
components, and is shown on the right of Fig. 2.4. It can be seen that the net magne-
tization has only a z-component since the vector sum of the components has only a
z-component, since the vector sum of the components on the x- and y-axes are zero.
The net magnetization of the sample is defined as M0 [60]:
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FIGURE 2.4: Magnetization represented by vectors. (left) individual
magnetization vectors are randomly distributed around a cone which
subtends an angle of 54.7◦ with respect to the B0 (z) axis. The vector
sum of all the individual magnetization vectors (right) is simply a
static component in the direction of B0.
M0 =
Ntotal∑
n=1
µz,n =
γh
4pi
(Nparallel −Nanti−parallel)
=
γ2h2B0Ntotal
16pi2kT
(2.6)
2.2.2 Effects of Radio Frequency Pulses on Magnetization
The detection of an NMR signal is facilitated by the establishment of a resonance
condition. The resonance condition represents a state of alternating absorption and
dissipation of energy. Energy absorption is achieved through the application of RF
pulses, while energy dissipation is caused by relaxation processes. The energy levels
for in a magnetic field, shown in Fig. 2.1, are analogous to energy levels in semicon-
ductors. As with all such a multi-level systems, to obtain an MR signal, energy must
be supplied with a specific value ∆E, given by Equation 2.1, to stimulate transitions
between the energy levels. The energy is supplied as an electromagnetic (EM), usu-
ally as a rediofrequency (RF) field, the frequency (f ) of which can be calculated from
the Broglie’s relationship ∆E = hf :
hf = ∆E =
γhB0
2pi
⇒ f = γB0
2pi
or ω = γB0 (2.7)
By comparing equations (2.7) and (2.5) it can be seen that the frequency of the RF
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FIGURE 2.5: On the left, application of an RF pulse about the x-axis
rotated the magnetization from z-direction towards the y-axis. If the
RF pulse strength and duration are chosen to produce 90◦ pulse, then
the magnetization lies directly along the y-axis. When the RF pulse is
switched off (right), the magnetization precesses around the z-axis at
the Larmor frequency ω0.
field is identical to the precession frequency. Consider the application of RF radia-
tion at Larmor frequency to a bulk sample of non-magnetic material in an applied
static magnetic field. In MRI, the energy is applied as a short RF pulse and it is
composed by a coupled electric and magnetic field components [59]. The magnetic
field component is denoted by B1, and it resides in a plane perpendicular to B0, as
shown in Fig. 2.5. Applying the same classical analysis as for proton precession,
B1 produces a torque which causes the net magnetization to rotate towards the xy
plane as shown in Fig. 2.5. The consequence of the application of B1 is to rotate M
by a certain angle away from the B0 axis. This angle is called the flip angle (α) is
defined as the angle through which the net magnetization is rotated [61]. This angle
is proportional to both the streght of the applied RF field (measured in Tesla) and
the time τB1 , for which it is applied:
α = γB1τB1
Hence, if B1 persists for the appropriate duration of time, M can be made to
rotate onto the transverse plane. While in the transverse plane and rotating at the
Larmor frequency, M will induce an NMR signal in the RF receiver coil which is
oriented in the transverse plane as shown in Fig. 2.6. This signal can be used to
observe the characteristics of B1 in the transverse plane and constitute the basis of
MR signal detection, this process constitutes the basis of MR signal detection. The
RF pulse that brings M into the transverse plane is usually referred to as the 90◦
pulse. A flip angle of 90◦ results in the maximum value of the My component of
magnetization, whereas one of 180◦ produces no My magnetization but rotates the
net magnetization M0 form +z to the -z axis. The 90◦ flip angle is very important be-
cause the strongest NMR signal is obtained when M rotates in the transverse plane.
The 180◦ flip angle is primary important in spin-echo imaging techniques where it
is used to reverse the direction of M once it is on the transverse plane [62].
2.2.3 The Basis of MR signal detection
In the most simple case, the MR detector consists of a pair of conductive loops (of
copper wire for example) placed close to the patient at an angle of 90◦ with respect to
each other. Faraday’s law of induction states that the voltage (V) is induced in each
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FIGURE 2.6: The MR signal is measured via Faraday induction. Either
one or two RF coils can be used, with a voltage being induced across
the ends of the conductor loops by the precessing magnetization.
of these loops with a value proportional to the time rate of change of the magnetic
flux dϕ:
V ∝ dϕ
dt
Figure 2.6 shows the situation a short time after 90◦ pulse has been applied about
the x-axis: in this case the respective voltages induced in the two coils are given by
[63]:
Vx ∝M0ω0sin(ω0t)
Vy ∝ −M0ω0cos(ω0t) (2.8)
It is important to note that the requirement for a time-varying magnetic flux to in-
duce an MR signal is the reason why only magnetization precessing in the xy-plane
gives rise to an MR signal. Any z-component of magnetization does not precess and
therefore does not induce any voltage.
MR signal intensity
The intensity of the received MR signal is determined by three different factors. First
the signal is proportional to the number of protons in the object, from Equation. (2.4).
In terms of MRI, as will be seen later, this corresponds to the number of protons in
each voxel of the image. The other two factors depend upon the value of the B0
field. From Equation (2.6), the value of M0 is proportional to B0. Therefore, a 3
Tesla MRI system has twice the M0 of a 1.5 Tesla system. Aditionally, from Equation
(2.8), the induced voltage is proportional to the precession frequency, which in turn
is proportional to B0. Overall, therefore the MR signal is proportional to the square
of theB0 field, one of the reason of why there is a such a strong drive towards higher
field MRI systems.
2.2.4 Relaxation
In a presence of a strong magnetic field B0, the equilibrion magnetization state cor-
responds to a z-component, Mz , equal to M0 and transverse components, Mx and
My, equal to zero. Application of an RF pulse creates a non-equilibrium state by
adding energy to the system. After the pulse has been switched off, the system must
relax back to termal equilibrium. The phenomenon of MRI relaxation is similar to
the application of an impulse voltage pulse to an RC electrical circuit, where the
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FIGURE 2.7: (left) magnetization vector after a 90◦ RF pulse about
the x-axis. (centre) T1 and T2 relaxation of the magnetization a cer-
tain time after the pulse has been applied results in an increased Mz
component and reduced My component, respectivley. (right) After
further time, the Mz and My components have almost returned to
their equilibrium values of M0 and zero, respectively.
circuit produces time-varying voltages across the lumped elements, the values of
which return in time to their values prior the pulse being applied, this process being
characterized by certain time-constants. After the application of a 90◦ RF pulse, M
rotates in the transverse plane at the Larmor frequency and gradually decays to zero
as shown in Fig. 2.7.
There are two relaxation times which govern the return to equilibrium of the z-
component, and the x- and y- components, respectively. These are referred to as
T1-relaxation (which affects only z-magnetization) and T2-relaxation (which affects
only x-and y-magnetization). These are also called spin-lattice T1 and spin-spin T2
relaxation [8]. MR relaxation is described mathematically by first order differential
equations known as the Bloch equations. Solutions of these equations yields the
relation of the Mz component at a time t with the flip angle of an RF pulse after
being applied, given by:
Mz(t) = M0cos(α) + (M0 −M0cos(α))(1− e−
t
T1 )
For example, after a 90◦ pulse the value of Mz is given by:
Mz(t) = M0(1− e−
t
T1 )
Different tissues have different values of T1, and deseased tissues often have sub-
stantially altered T1 relaxation time compared to healthy tissue, and these differences
form the basis for introducing contrast into the MR image.
The second relaxation time, T2, governs the return of theMx andMy components
of magnetization to their thermal equilibrium values of zero. If an RF pulse of ar-
bitrary flip angle is applied along the x-axis, the value of My at time t after the RF
pulse is given by:
My(t) = M0sin(α)e
− t
T2
As is the case for T1 relaxation times, different tissues in the body have differ-
ent values of T2, and these can also be used to differentiate between healthy and
diseased tissues in clinical images [8].
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FIGURE 2.8: Pulse sequence diagrams for imaging sequences. An RF
pulse is applied, various gradients are turned on and off. Individual
steps in image formation can be considered independently in terms
of slice selection(RF and Gz), phase-encoding (Gy) and frequency en-
coding (Gx).
2.2.5 Image Acquisition
The process of image formation can be broken down into three separate, indepen-
dent components, slice selection, phase-encoding and frequency-encoding. An over-
all imaging ’pulse sequence’ is shown in Fig. 2.8. The transmitter line indicates when
an RF pulse is applied, and the length and power of the pulse are adjusted to give an
indicated flip angle For each gradient line, the height of the gradient pulse indicated
its strength, and the polarity(positive or negative) indicates which direction current
is owing through the particular gradient coil. The entire sequence of RF pulse and
three gradients has to be repeated a number of times (Np typically is between 128
and 512) to build-up a two dimensional data-set, with the arrow next to the phase
encoding gradient indicating that different values are used for each repetition of the
sequence [61].
2.2.6 Summary
• Spinning protons, frequently referred to as just spins, can be represented by a
small magnetization vector.
• A slight excess number of protons align with the main external magnetic field
B0. The number in excess is proportional to the magnitude of B0. The total
magnetic field of the excess protons is the equilibrium magnetization M0.
• Spinning protons wobble or precess about the external fieldB0. The resonance
frequency is called the Larmor frequency ω0 and is proportional to B0.
• Radio frequency pulse: a magnetic field with a transverse component oscillat-
ing at the Larmor frequency can be used to rotate the magnetization vector. If
a RF pulse with flip angle α is applied to the equilibrium magnetization M0,
then after the RF pulse the new longitudinal and transverse components will
be Mz = M0cos(α) and Mxy = M0sin(α), respectively .
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FIGURE 2.9: Examples of anatomical MRI. (a) is a T1 image and (b) is
a T2.
• NMR signal: a transverse component Mxy will precess about B0 with the Lar-
mor frequency, thus inducing a measurable signal in a properly tuned coil.
• Spin-Lattice Relaxation: The process whereby energy absorbed by the excited
protons or spins is released back into the surrounding lattice, reestablishing
thermal equilibrium.
• T1 Relaxation: Spin-Lattice relaxation. The exponential recovery of longitudi-
nal (aligned with B0) magnetization. Mz returns to M0.
• Spin-Spin Relaxation: The temporary and random interaction between two
excited spins that causes a cumulative loss in phase resulting in an overall loss
of signal. Also known as transverse or T2 relaxation.
• T2 Decay: The exponential loss of signal resulting from purely random spin-
spin interactions in the transverse or XY plane.
• Magnetic resonance imaging (MRI) is a medical technique used in radiology
to obtain anatomical images of healthy and pathological tissues. MRI scanners
use strong magnetic fields and radio-waves to form the images of the body
using the signal information from protons in water and lipid. In MRI studies,
there are two main types of image acquisitions: MRI-T1 and MRI-T2. T1 imag-
ing is based on the exponential recovery of longitudinal magnetization. T2
imaging is based on exponential loss of signal resulting from purely random
spin-spin interactions in the transverse of the XY plane [8]. Both T1 and T2 are
spin echo studies, and they are needed to adequately evaluate a tissue in MRI
protocols. The figure 2.9 shows an example of T1 and T2 images.
2.3 Diffusion Magnetic Resonance Imaging (dMRI)
2.3.1 Theory of diffusion
Diffusional processes in the liquid state are governed by the Bloch-Torrey equation:
∂M+
∂t
= −iω0M+ − iγr ·GM+ − M+
T2
+D∇2M+, (2.9)
where Mx = Mx + iMy is the complex representation of transverse magnetiza-
tion, r is the position vector, G is the linear magnetic field gradient, γ is the gyro-
magnetic ratio, ω0 is the Larmor frequency, T2 is the spin-spin relaxation time, and
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D is the apparent diffusion coefficient. For a spin-echo experiment, Eq. (2.9) can be
solved by using the :
M+(r, t, G) = A(t) exp(−iω0t− M+
T2
− iγr · F ) (2.10)
where
F (t) =
∫ t
0
G(t′)dt′ − 2Θ
(
t− TE
2
)∫ TE/2
0
G(t′)dt′
≈ gF (t) (2.11)
and Θ(x) is the Heaviside step function, which is equal to unity when its argu-
ment is positive, and 0 otherwise. In the approximation, we have assumed that the
direction of the gradients, g, is constant throughout the experiment, so that all of the
time dependence is in their magnitude. Therefore, for experiments in which the dif-
fusion gradients are much larger than others, g can be taken as the direction of the
diffusion sensitizing gradients, which can be expressed in terms of the polar angle θ
and azimuthal angle φ as
g =
g1g2
g3
 =
sinθ cosφsinθ sinφ
cosθ
 (2.12)
Inserting Eq. (2.10) into Eq. (2.9), the resulting first-order differential equation
yields the Stejskal-Tanner formula for diffusive attenuation:
S = S0 exp(−γ2δ2G2(∆− δ/3)D) = S0 exp(−bD(g)) (2.13)
2.3.2 Rank-2 tensors representation
Diffusion Magnetic Resonance Imaging (dMRI) studies the diffusion of water parti-
cles in the human brain. The first attempt for modeling diffusion can be described
with a rank-2 tensor given by a symmetric positive definite 3×3 matrix proportional
to the covariance of a Gaussian distribution [15].
D =
Dxx Dxy DxzDyx Dyy Dyz
Dzx Dzy Dzz

For water, the diffusion tensor (DT) is symmetric, so that Dij = Dji, where
i, j = x, y, z. The diffusion tensor for each voxel of the dMRI is calculated using
the Stejskal-Tanner formulation [15]:
Sk(z) = S0(z)e
−bgˆ>k D(z)gˆk , (2.14)
where Sk is the kth dMRI, S0 is the reference image, z corresponds to spatial
coordinates [x, y, z]>, gˆk is the gradient vector, and b is the diffusion coefficient. At
least 7 dMRI measurements are necessary for each slice (k = 0, 1, ..., 7). Usually, DT
fields are estimated from (2.14) using least squares.
Rank-2 DTs have been visualized by constructing the ellipsoid given by:
r>D−1r = C (2.15)
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where r> = [x, y, z] is the position vector, and C is a constant with the units of
time. Therefore, the resulting shape is a level surface of the expression on the left
side of (2.15), and it is possible to show by diagonalization that these surfaces are
ellipsoids. Figure 2.10 shows an isotropic and anisotropic DT.
(a) Isotropic DT (b) Anisotropic DT
FIGURE 2.10: Isotropic and anisotropic rank-2 diffusion tensors
2.3.3 Higher Order Tensors (HOT)
To provide a formal basis for the modeling of highly structured diffusion, it is pro-
posed an extension to the Bloch-Torrey equation to include a phenomenological dif-
fusion term with a higher-rank (> 2) Cartesian tensor:
∂M+
∂t
= −iω0M+ − iγr ·GM+ − M+
T2
+
3∑
i1=1
3∑
i2=1
· · ·
3∑
il=1
Di1,i2...ilgi1gi2 ...gil∇2M+. (2.16)
Here Di1i2...il are the components of the Cartesian rank-l tensor, and gi1 through
gil are components of the gradient vector. Substitution of Eq. (2.10) into equation
(2.16) yields a generalized Stejskal-Tanner formula [24]:
log(S) = log(S0)− b
3∑
i1=1
3∑
i2=1
· · ·
3∑
il=1
Di1,i2...ilgi1gi2 ...gil . (2.17)
This equation makes it possible to calculate all the components of the DT of gen-
eral rank by means of a simple multilinear regression [28]. If l is an odd number,
then this relation implies that
D(−g) = −D(g), is odd. (2.18)
However, since negative diffusion coefficients are nonphysical, l is forced to be
an even number. Therefore, from Eq. (2.17) we arrive at the condition for antipodal
symmetry of the diffusivities:
D(−g) = D(g), is even, (2.19)
A general rank-l Cartesian tensor has 3l terms, which is a very large number for
higher ranks. For example, a rank-10 tensor will have 59049 components. However,
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symmetries provide a very significant reduction in the number of distinct compo-
nents. This follows from the realization that Di1i2...il is a totally symmetric tensor.
Total symmetry is due to the fact that this tensor links the components of the same
vector to a scalar (D(g)). For example, in the case of l = 2,
D(g) =
3∑
i=1
3∑
j=1
Dijgigj =
3∑
i=1
3∑
j=1
Djigjgi, (2.20)
implies Dij = Dji, since it is true for all vectors g. A similar analysis for the
general l case yields
Di1i2...il = Dil...i1i2 . (2.21)
This symmetry reduces the number of distinct elements to
Nl =
[
l + 2
2
]
=
(l + 1)(l + 2)
2
, (2.22)
which is only 66 for l = 10 case. To use Eq. 2.17 to derive the distinct components
of the rank-l DT, it is needed to know how many times a given element is repeated.
This is the multiplicity of each element, and it is denoted with the letter µ. Knowing
the multiplicity of every unique element, Eq. (2.17) is replaced by
log(S) = log(S0)− b
Nl∑
k=1
µkDk
l∏
p=1
gk(p), (2.23)
where Dk is the k-th unique element of the tensor, and gk(p) is the component of
the gradient direction specified by the p-th index of the k-th unique element of the
generalized DT. The multiplicity of a component of a rank-l tensor is given by:
µ =
l!
nx!ny!nz!
(2.24)
From a whole dMRI study, it is possible to estimate a grid of interconnected and
related tensors known as tensor field. A HOT has a discrete graphical representation
defined by parametrized surfaces known as glyphs [24]. Figure 2.11 shows examples
of HOT fields of rank-2,4 and 6.
2.4 Probabilistic model for enhancing resolution of MRI (T1-
T2)
2.4.1 Gaussian Process
A Gaussian Process (GP) is a collection of random variables, any finite number of
which have a joint Gaussian distribution [64]. A GP is completely defined by its
mean function, m(x), and covariance function, k(x, x′), such that
f(x) ∼ N (m(x), k(x, x′)) ,
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(a) (b) (c)
FIGURE 2.11: Examples of HOT fields: (a) rank-2, (b) rank-4, and
(c) rank-6. RGB colors indicate the principal direction of the diffu-
sion tensor: right-left (RED), anterior-posterior (GREEN) and ventral-
inferior (BLUE)
or equivalently,
f(x) ∼ GP (m(x), k(x, x′)) ,
where f(x) is the intensity value of pixel x. In supervised learning, the squared
exponential kernel is commonly employed as covariance function, and it is given by
k(x, x′) = σ2 exp
(
−||x− x
′||2
2θ2
)
, (2.25)
where θ and σ2 are the length-scale and the variance hyperparameters, respectively.
Be a noisy image with a set of pixels and intensities {(xi, yi)}ni=1, where its intensities
follow the standard linear regression model yi = fi+ε, with fi = f(xi) and Gaussian
noise ε ∼ N (0, σ2n). The joint distribution of the training intensities, y, and the test
intensities, y∗, is given by
[
y
y∗
]
∼ N
([
0
0∗
]
,
[
Ky,y + σ2nI Ky,y∗
K>y,y∗ Ky∗,y∗ + σ
2
nI∗
])
,
where Ky,y∗ , Ky,y and Ky∗,y∗ denote the matrix covariances between training and
test points, training points, and test points, respectively. Here, the conditional dis-
tribution for test points is given by [64]
y∗|X,y,X∗ ∼ N (y¯∗, cov(y∗)) ,
with
y¯∗ = K
>
y,y∗
[Ky,y + σ2nI]
−1y,
cov(y∗) = Ky∗,y∗ + σ
2
nI∗ −K>y,y∗ [Ky,y + σ
2
nI]
−1Ky,y∗ .
In Figure 2.12, we show the graphical model for a GP adapted for single images
(T1 and T2) using a 3 × 3. Here, the inputs are the intensities of neighbor pixels
(predictors), and the output is the intensity of the target pixel we want to predict.
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FIGURE 2.12: Graphical model for a GP applied to a single super-
resolution image using a 3 × 3 patch. Squares represent observed
pixels and circles represent unknown Gaussian fields. The inputs are
the intensities of neighbor pixels (predictors), and the output are the
intensity of target pixels we want to predict.
2.5 Probabilistic models for DTI interpolation
2.5.1 Generalized Wishart Process
We begin with the Wishart distribution, which defines a probability density function
over a symmetric positive definite matrix. Let S be a p×p symmetric positive definite
matrix of random variables. Let V be a (fixed) positive definite matrix of size p × p.
Then, if ν ≥ p, S has a Wishart distribution with ν degrees of freedom if it has a
probability density function given by:
S =
|S|ν−p−1
2νp/2|V |ν/2Γp(ν2 )
e−
1
2
trace(V −1S),
where | · | is the determinant and Γp is the multivariate gamma function:
Γp
(ν
2
)
= pi
p(p−1)
4
p∏
j=1
Γ
(
ν
2
+
1− j
2
)
Following this notion and according to the definition given in [65], a generalized
Wishart process (GWP) is as a collection of symmetric positive definite random ma-
trices indexed by an arbitrary and high dimensional dependent variable z. In DTI
fields, the dimension is p = 3 because diffusion tensors are represented by 3 × 3
matrices, and the indexed variable refers to position coordinates z = [x, y, z]>. As-
sume 3ν independent Gaussian process functions uid(z) ∼ GP(0, k), for i = 1, ..., ν
and d = 1, 2, 3, where k(z, z′) is the covariance or kernel function for the GP. Given
a set of input vectors {z}Nn=1, the vector (uid(z1), uid(z2), ..., uid(zN ))> ∼ N (0,K),
being K an N × N Gram matrix with entries Kij = k(zi, zj). If we define uˆi(z) =
(ui1(z), ui2(z), ui3(z))
> and L as the lower Cholesky decomposition of a p × p scale
matrix V , such that LL> = V , for each input position z = [x, y, z]>, the diffusion
tensor D(z) follows a Wishart distribution,
D(z) =
ν∑
i=1
Luˆi(z)uˆ
>
i (z)L
> ∼ GWPp(ν, V, k(·, ·)), (2.26)
In this case, we use the squared exponential kernel (see equation (2.25)).
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Bayesian inference for DTI field learning
In order to perform DTI interpolation, we first need to compute the posterior distri-
bution for the variables in the model. For a DTI field, we assume a prior given by a
Generalized Wishart process
p (D(z)) ∼ GWP3(ν, V, k(·, ·)) =
ν∑
i=1
Luˆi(z)uˆ
>
i (z)L
>. (2.27)
For the likelihood function, we assume each element from the diffusion tensor data
follows an independent Gaussian distribution with the same variance σ2. This leads
to a likelihood with the following form:
p(S|u, L, ν) ∝
N∏
i=1
exp
(
− 1
2σ2
‖S(zi)−D(zi)‖2frob
)
,
where S(z) is the known initial DTI field with low resolution,D(z) is constructed
from equation (2.27), and Frobenius norm is given by
‖X‖2frob = trace
(
XTX
)
.
The purpose is to infer the posterior probability of D(z) given a known tensorial
data set S(z) = {S(z1), S(z2), ..., S(zN )}, being N the number of data in the initial
DTI field. We first compute the posterior of the relevant variables in equation (2.27)
including the vector of all GP function values u, length-scale hyperparameter of the
GP kernel function θ, the lower Cholesky decomposition of the scale matrix L, such
that LL> = V , and the degrees of freedom ν. Given a GWP prior for the model and
the likelihood function, the posterior distributions can be computed by
p(u|θ, L, S) ∝ p(S|u, L, ν)p(u|θ), (2.28)
p(θ|u, L, S) ∝ p(u|θ, L,D)p(θ), (2.29)
p(L|u, θ, S) ∝ p(S|u, L, ν)p(L). (2.30)
We use Markov chain Monte Carlo algorithms to sample in cycles. We employ
Metropolis-Hastings to sample θ from (2.29), and the elements of scale matrix L from
(2.30). To sample u from (2.28), we employ elliptical slice sampling [66]. We choose
ν = 5 through cross-validation. We set a log-normal prior on θ, a spherical Gaussian
prior on elements of L and the prior p(u|θ) ∼ N (0,KB) is a Gaussian distribution
with 3νN × 3νN block diagonal covariance matrix KB , formed using 3ν of the K
matrices.
DTI field interpolation through GWP modeling
Once we find the posterior distributions over all relevant variables for the model,
we can compute the posterior distribution for D(z∗) in a new spatial position z∗ =
[x∗, y∗, z∗]>. First, we have to infer the distribution over all unknown GP function
values u∗ in z∗, where u∗ is a vector with elements given by uid(z∗). The joint distri-
bution over u and u∗ is given by,[
u
u∗
]
∼ N
(
0,
[
KB A
>
A Ip
])
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If u∗ and u have p and q elements respectively, A is a p× q matrix that represents
the covariances between u∗ and u for all pairs of training and validation data, this
is Aij = ki(z∗, zj) for i + (i − 1)N ≤ j ≤ iN , and 0 otherwise. Ip is a p × p identity
matrix. Using the properties of a Gaussian distribution, and conditioning on u, we
obtain:
p (u∗|u) ∼ N
(
AK−1B u, Ip −AK−1B A>
)
(2.31)
From values of u∗ obtained from (2.31), and using equation (2.26), we can con-
struct D(z∗).
2.5.2 Multi-Output Gaussian Process
Feature-based scheme
First, we decompose each tensor of the field as [23]:
D = EΛE>, (2.32)
where Λ is a diagonal matrix of eigenvalues and the three columns of the matrix
E correspond to the three eigenvectors of the diffusion tensor D,
Λ =
λ1 0 00 λ2 0
0 0 λ3
 , E =
ν11 ν12 ν13ν21 ν22 ν23
ν31 ν32 ν33

We find the Euler angles with the elements of eigenvectors obtained in (2.32),
α = arctan 2(ν12, ν11)
β = arctan 2(−ν13,
√
ν211 + ν
2
12) = arctan 2(−ν13,
√
ν223 + ν
2
33)
γ = arctan 2(ν23, ν33)
Being arctan 2(a, b) the four-quadrant arctangent of the real arguments a and b.
We group the six features from each tensor in a single vector ([lnλ1, lnλ2, lnλ3, α, β, γ]>)
and we index the field in space coordinates x = (x, y, z).
Multi-Output GP for DTI interpolation
Multi-output Gaussian processes (MOGP) describes J outputs {fj(x)}Jj=1, by convo-
lution integrals of latent functions {uiq(x)}Q,Rqq=1,i=1, with kernels {Gij,q(x−z)}J,Q,Rqj=1,q=1,i=1,
fj(x) =
Q∑
q=1
Rq∑
i=1
∫
Gij,q(x− z)uiq(z)dz.
We assume latent functions uiq(x) as independent Gaussian processes with covari-
ance kq(x,x′), and fj(x) form a joint Gaussian process with covariance function
kj,j′(x,x
′) where j, j′ = 1, . . . , J , given by
Q∑
q=1
Rq∑
i=1
∫ ∫
Gij,q(x− z)Gij′,q(x′ − z′)kq(z, z′)dzdz′.
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If we assume that Gij,q(x − z) = aij,qδ(x − z), being δ(x) the Dirac delta function,
we have a particular case for the covariance function known as the linear model of
coregionalization (LMC). The covariance kj,j′(x,x′) simplifies to
kj,j′(x,x
′) =
Q∑
q=1
Rq∑
i=1
aij,qa
i
j′,qkq(x,x
′) =
Q∑
q=1
bqj,j′kq(x,x
′),
where bqj,j′ =
∑Rq
i=1 a
i
j,qa
i
j′,q. We use Gaussian kernels for constructing the LMC. Once
we develop the LMC, we employ the classical inference method based on maximum
likelihood to find the posterior distribution over the outputs fJj (x). The reader is
referred to [67], for a detailed explanation of MOGP.
In the context of DT fields, the outputs are the features from tensors indexed in
x = x, y, z:
fJ=6j=1 (x) = [lnλ1(x), lnλ2(x), lnλ3(x), α(x), β(x), γ(x)]
>
After we interpolate the features with MOGP, it is necessary to reconstruct the
interpolated tensors using:
T = RΛ′R>, where :
Λ′ =
exp(λ′1) 0 00 exp(λ′2) 0
0 0 exp(λ′3)
 , and
R =
cosα cosβ cosα sinβ sin γ − sinα cos γ cosα sinβ cos γ + sinα sin γsinα cosβ sinα sinβ sin γ + cosα cos γ sinα sinβ cos γ − cosα sin γ
− sinβ cosβ sin γ cosβ cos γ

Multi-Output GP with non-stationary kernel
We propose a non-stationary kernel described as the sum of separable kernels, which
is expressed as the sum of products of two covariance functions. One computes the
dependence between outputs and is independent of the input data x, and other ker-
nel models the dependency between input data, independently of the set functions
{fd(x)}, given for the function kq(x, x′).
The authors of [68] proposed a non-stationary kernel for identification and char-
acterization of multidimensional change surfaces. A change surface consists of a
convex combination of latent functional regimes,f1, ..., fr The transition between any
two functions is considered a change surface. On the other hand, we define a non-
stationary kernel as an expressive mixture according to the model proposed by [68]:
The kernel function has the following form:
k(x, x′) =
r∑
i=1
σ(wi(x))ki(x, x
′)σ(wi(x′)), (2.33)
where wi(x) : RP −→ R1 is the weighting function, with P the dimensional in-
put. The expressiveness of this function determines how many changes can occur
in the data. wi(x) =
∑v
j=1 aj cos(ωjx + bj). σ(z) : R1 −→ [0, 1], is the warping
function, that is computed as a convex combination over the weighting function
σ(wi(x)) = exp(wi(x))/
∑r
i=1 exp(wi(x)),
∑r
i=1 σ(wi(x)) = 1 inducing a partial dis-
cretization over latent functions. This function produces non-stationarity, since it
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depends of the input variable x, and ki(x, x′) can be any stationary kernel. It is ex-
pected that latent functions have different kernel structures or a same form with
different hyperparameters, given by (2.34).
wi(x) =
v∑
j=1
aj cos(ωjx + bj) (2.34)
2.6 Probabilistic models for HOT interpolation
2.6.1 Proposed approach for tensor interpolation
A tensor is a geometric or physical object specified by a set of coefficients Ti1i2...il
of a multi-linear form T = φ(x1,x2, ...,xl) ∈ KI1×I2×...×Il of l vector arguments
x1,x2, ...,xl written in some orthonormal basis, where K may refer to R (real) or
C (complex). The number l is known as the order or rank of the tensor and each
vector argument has an independent (may be different) dimensionality. Alterna-
tively, a tensor can be represented in several forms employing vectorial or matrix
approximations:
T ∼M (α1,α2, ...,αm) ,
being M ∈ KI1×I2×...×Il any vectorial or matrix decomposition of T , and
α1,α2, ...,αm parameters of the given representation. Following this notion, our
main goal is to develop probabilistic models (PM) over tensors indexed by an inde-
pendent variable z = [z1, z2, ..., zJ ]>, being J the dimensionality of z. For example,
if z refers to spatial coordinates, then, z = [x, y, z]> and J = 3. The PM can be seen
as probability distributions over a tensor field, this is, a grid of interconnected and
related tensors. Furthermore, such probability distributions allow the interpolation
of new tensor data for any input locations (z∗), according to the following definition:
T (z) ∼M (α1(z),α2(z), ...,αm(z)) , (2.35)
whereM is a tensor representation, and α1(z),α2(z), ...,αm(z) are free parameters
that depend on the mathematical definition ofM. The probabilistic nature arises be-
cause the parameters α1(z),α2(z), ...,αm(z) are realizations of stochastic processes.
Specifically to define M, we employ the canonical [69] and the Tucker decompo-
sition [70] of tensors to construct the probabilistic model. The motivation of using
both tensorial decompositions is for the simplicity in their representations. It is not
necessary to model a complex object such a tensor, but simpler mathematical arrays:
scalars, vectors and matrices. This allows to model a tensor field through stochastic
methods (i.e. Gaussian processes) that modulate those scalars, vectors and matrices
in function of an independent variable z.
2.6.2 Canonical decomposition of a tensor
Any tensor can always be decomposed (possibly non-uniquely) as:
T =
r∑
i=1
λiui ⊗ vi ⊗ · · · ⊗wi, (2.36)
where ui ∈ RI1 , vi ∈ RI2 , ... wi ∈ RIl are unitary vectors, λi ∈ R+ are general-
ized eigenvalues, and ⊗ denotes the outer or Kronecker product. The tensor rank,
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rank(T ), is the smallest integer r such that this decomposition holds exactly. The
rank of T = [tj1...jl ] ∈ KI1×...×Il is defined as:
rank(T ) := min
{
r
∣∣∣T = r∑
i=1
λiui ⊗ vi ⊗ · · · ⊗wi
}
,
If in (2.36), we have ui = vi = · · · = wi for every i, then we call it a symmetric
outer product decomposition, yielding I1 = I2 = Il = n, (being n the dimension of
the tensor) and a symmetric rank, ranks(T ):
ranks(T ) := min
{
s
∣∣∣T = s∑
i=1
λiyi ⊗ · · · ⊗ yi,
}
,
where yi ∈ Rn are unitary vectors. Henceforth, we will adopt the following no-
tation:
y⊗l = y ⊗ · · · ⊗ y, l copies (2.37)
In addition, to complete symmetry, some applications demand additional con-
straints, such as positivity definite tensors. Regarding this, a tensor T of even order
is positive definite if and only if the smallest generalized eigenvalue λmin of T is
positive [71]. The definition of symmetric rank is relevant because of the following
proposition [72]:
1. Let T ∈ Kn×...×ln. Then there exist y1, ...,ys ∈ Kn, such that
T =
s∑
i=1
λiy
⊗l
i . (2.38)
The above proposition establishes that a symmetric and positive definite tensor
can be represented as the superposition of outer (Kronecker) products of s unitary
vectors yi ∈ Kn scaled by the positive generalized eigenvalues λi ∈ R+, i = 1, ..., s.
The outer product decomposition has often been regarded synonymously as the data
analytic models CANDECOMP [69] and PARAFAC [73] where the decomposition is
used to analyze multi-way psychometric data.
2.6.3 Canonical decomposition process (CDP)
The CANDECOMP is a superposition of outer products of scaled-vectors. This de-
composition represents a symmetric tensor in s positive scalars λi and s unitary vec-
tors yi whose number of elements depends of the tensor dimensionality. The main
advantage of canonical decomposition is due to the easy reconstruction of the ten-
sor, as we can see in equation (2.38). Also, it is worth noting that parameters of this
decomposition are simple objects: scalars and vectors, that can be easily described
through independent Gaussian processes.
According to the formulation given in equations (2.35) and (2.38), we propose
a stochastic approach for tensorial interpolation. Let us define λ(z) = {λ1, ..., λs}
as the eigenvalues vector. Following our general approach, the idea would be to
index each λi by the spatial variable z. Since the values of λ should remain positive,
we transform the elements λi with a log function. Then, we assume that log(λi)
follows a Gaussian process. Once we obtain the posterior of logλ, we apply the exp
function to recover λ. Also, for the entries in the unitary vectors yi (i = 1, ..., s), we
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assume each element yji, (j = 1, ..., n) follows an independent Gaussian process. We
normalize each yi for ensuring unitary vectors. We refer to this process by the name
of the canonical decomposition process (CDP):
T (z) ∼ CDP(λ(z),yi(z), s, l) =
s∑
i=1
λi(z)yi(z)
⊗l (2.39)
where, log λi(z) ∼ GP (µ, k(z, z′)) and yji(z) ∼ GP (0, k(z, z′)). We use an squared
exponential kernel (see equation (2.25)), for constructing the covariance of the GPs
[32].
2.6.4 Tucker decomposition of a Tensor
Consider T ∈ KI1×I2...×Il and A(1) ∈ KJ1×I1 , A(2) ∈ KJ2×I2 and A(l) ∈ KJl×Il . Then,
the Tucker mode-1 product T ·1A(1), mode-2 product T ·2A(2) and mode-l product
T ·l A(l) are defined by
(
T ·1 A(1)
)
j1i2...il
=
I1∑
i1=1
Ti1i2...ilA(1)j1i1 , ∀j1, i2, ..., il,
(
T ·2 A(2)
)
i1j2...il
=
I2∑
i2=1
Ti1i2...ilA(2)j2i2 , ∀i1, j2, ..., il,
(
T ·l A(l)
)
i1i2...jl
=
Il∑
il=1
Ti1i2...ilA(l)jlil , ∀i1, i2, ..., jl.
A Tucker decomposition of a cubic tensor (I1 = I2 = Il = n) T ∈ Kn×...×ln is a
decomposition of T of the form [70]:
T = C ·1 A(1) ·2 · · ·A(l−1) ·l A(l), (2.40)
in which C ∈ Kn×...×ln is known as the core tensor, and A(1), A(2),..., A(l) ∈ Kn×R
(R ≤ n) are matrices with column unitary vectors. If the decomposed tensor is
symmetric and positive definite, A(1) = A(2) = ... = A(l). For an l−order tensor,
equation (2.40) is rewritten as follows:
T = C ·1 A ·2 · · ·A ·l A =
[
A⊗l A
]
vec C, (2.41)
where vec is a operator that transforms a tensor into a vector.
2.6.5 Tucker Decomposition Process (TDP)
The Tucker decomposition is defined by a set of outer products of matrices multi-
plied by a core tensor. The advantage of Tucker is that it guarantees an exact decom-
position, while CANDECOMP may be approximated in some cases. Also, when the
tensor is symmetric, the size of representation matrixA does not depend of the rank,
which is a remarkable aspect, because higher orders fields do not increase consider-
ably the time necessary for executing the learning stage.
Based on equations (2.35) and (2.41), we propose another model for tensorial
interpolation that we call Tucker decomposition process (TDP). Let T (z) be a random
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field of tensors. We say that T (z) follows a TDP according to:
T (z) ∼ T DP(C,A(z), l) = C ·1A(z) ·2 · · ·A(z) ·lA(z) =
[
A(z)⊗l A(z)
]
vec C, (2.42)
where C is a l−order symmetric core tensor, and A is a n × R matrix with column
unitary vectors. The variable n is the tensorial dimension, and R is the degree of the
decomposition (R ≤ n). In our probabilistic model, we assume that each element
of A follows an independent GP indexed by z. Again, we normalize each column
vector ofA for ensuring unitary vectors. Also, we establish that the unique elements
of the core tensor C are random variables sampled from a spherical multivariate
Gaussian distribution. The number of unique elements of a tensor depends on its
order l. For example if l = 4, we have El = 15 unique elements in a 4th order
tensor. The prior distributions over the parameters in the TDP are given by A(z)
with elements Aij(z) ∼ GP(0, k(z, z′)) for i, j = 1, 2, 3; vec C ∼ N (0, c2I), with c2 the
common variance for the elements in vec C.
2.6.6 Bayesian inference for TDP and CDP
For TDP and CDP, we follow the classical Bayesian approach for finding the poste-
rior parameters:
posterior ∝ prior × likelihood
Given a finite set of higher order tensors X (Z) = {D(zi)}Ni=1, obtained from solv-
ing the Stejskal-Tanner formula for different input locations zi (Z ∈ Rn×N is a matrix
that contains all spatial locations of the training set, and N is the number of training
data), we use Bayesian inference to compute the posterior distribution for the HOT
field:
p(T (z)|X (Z)) ∝ p(T (z))p(X (Z)|T (z)).
We use the TDP or the CDP as the prior for p(T (z)), and for the likelihood func-
tion, we assume each element from the HOT data follows an independent Gaussian
distribution with the same variance σ2. This leads to a likelihood with the form
p(X (Z)|T (z)) ∝
N∏
i=1
exp
(
− 1
2σ2
‖X (zi)− T (zi)‖2F
)
,
where ‖A − B‖F is the tensorial Frobenius distance of order l given by
‖A − B‖F =
 3∑
i1,...,il
(Ai1,...,il − Bi1,...,il)2
1/2 . (2.43)
Posterior distributions for the TDP are computed for matrix A(z), the length-
scale parameter θ of the squared exponential kernel (for which a log-normal prior
is used), and the core tensor C. We use Markov chain Monte Carlo algorithms to
sample in cycles. Metropolis-Hastings [74] is used to sample the posterior of θ, and
for the elements of the core tensor C. To sample A(z), we employ elliptical slice
sampling [66]. We set R = n = 3 no matter the rank of the HOT field. For the CDP,
we employ elliptical slice sampling for obtaining the posterior of λ(z) and yi(z). We
set s = 8 when the rank l = 2, s = 10 when l = 4, and s = 12 when l = 6.
32 Chapter 2. Referential Framework
(a) Training data (b) Prior (c) Posterior
0 1000 2000 3000 4000 5000 6000
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
x 104
Iterations
Lo
gL
ik
LogLik Curve
(d) LogLik curve
FIGURE 2.13: Learning process for a 3 × 3 rank-4 HOT field. (a) is
the training set (low spatial resolution field), (b) is the initial field ob-
tained from the TDP prior, (c) is the posterior field obtained after 6000
iterations, and (d) is the learning curve given by the log-likelihood.
We obtain initial values of relevant parameters sampling from the priors. For
MCMC methods, we employ 7000, 9000, 11000 cycles for rank-2, 4 and 6 respec-
tively, taking 1300 for the burn-in stage. The goal of the burn-in is to guarantee
statistical independence among samples. For Metropolis-Hastings algorithm, we
employ a Gaussian function as proposal distribution with σ2 = 0.001. For ellipti-
cal slice sampling, we set a learning rate parameter (lr) depending of the rank. For
rank-2 tensors we set lr = 0.001, for rank-4 and 6 we set lr = 0.0001. Coefficients
of the tensors are scaled in the range −5 to 5. Figure 2.13 shows an example of the
learning process for the TDP.
2.6.7 HOT prediction with the TDP and CDP
Once we learn the posterior distribution for all the parameters, we compute the pre-
dictive distribution for p(T (z∗)|T (z), z∗), in a new spatial position
z∗ = [x∗, y∗, z∗]>.
First, we have to infer the distribution over all unknown GP function values from
A(z∗) for the TDP and λ(z∗), yi(z∗) for the CDP. If we vectorized all elements of
A(z),A(z∗); λ(z), λ(z∗), yi(z), yi(z∗), we obtain two vectors u and u∗with p = nRN
and q = nRNv (for TDP) or p = nsN and q = nsNv (for CDP) elements respectively.
N is the number of training data and Nv is the number of validation data. The joint
distribution over u and u∗ is given by,[
u
u∗
]
∼ N
(
0,
[
KB B
>
B K∗
])
.
Here, KB is a nRN × nRN (TDP) or nsN × nsN (CDP) block diagonal covari-
ance matrix, where each block is aN×N Gram matrixK with entriesKij = k(zi, zj),
being k(·, ·) the squared exponential kernel. If u∗ and u have p and q elements re-
spectively,B is a p×q matrix that represents the covariances between u∗ and u for all
pairs of training and validation data, this isBij = ki(z∗, zj) for i+(i−1)N ≤ j ≤ iN ,
and 0 otherwise. K∗ is a p × p Gram matrix with entries K∗ij = k(z∗i, z∗j). Being z∗,
the spatial coordinates of the test data. Using the properties of a Gaussian distribu-
tion, and conditioning on u, we obtain:
p (u∗|u) ∼ N
(
BK−1B u,K
∗ −BK−1B B>
)
(2.44)
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From the mean value for u∗ obtained from p (u∗|u), we organize A(z∗) or λ(z∗)
and yi(z∗). Then, we compute T (z∗) using equations (2.39) and (2.42) for CDP and
TDP respectively.

35
Chapter 3
Materials and Methods
3.1 Materials
3.1.1 MRI dataset
Images of the head were acquired on a General Electric Signa HDxt 3.0T MR scan-
ner using the body coil for excitation, and an 8-channel quadrature brain coil for
reception. Subjects were positioned supine with the arms down. The head was po-
sitioned in the head-neck coil (MRI). Imaging was performed using an isotropic 3D
T1-weighted and 3D T2-weighted Spoiled Gradient Recalled (SPGR) sequence with
a repetition time of 10.024 ms, an echo time of 4.56 ms, an inversion time of 600 ms
1 number of excitations (NEX), an acquisition matrix of 512 × 512, a resolution of
1× 1× 1 mm3 per voxel, and a flip angle=12◦. The MRI-T1 and MRI-T2 studies are
composed by 160 and 45 slices, respectively. The acquisition was performed using a
parallel imaging factor of 2.
3.1.2 dMRI dataset
dMRI data of the head were acquired from a healthy subject on a General Electric
Signa HDxt 3.0T MR scanner using the body coil for excitation, and an 8-channel
quadrature brain coil for reception. We employ 60 gradient directions with a value
for b equal to 1000 S/mm2. The study contains 128× 128× 33 images in axial plane.
Also, we downloaded a full study from the human connectome project: https://
www.humanconnectome.org/, specifically from MGH Adult Diffusion Data repos-
itory. The data were collected from a male subject (age between 20-24) on the cus-
tomized Siemens 3T Connectom scanner, a 64-channel tight-fitting brain array coil
was used for data acquisition, and 128 gradient directions with a value for b equal
to 5000 S/mm2. The study contains 140 × 140 × 96 images in the axial plane with
isotropic voxel size of 1.5 mm, and we select a region of interest (ROI) of 40×40×10
voxels centered in the corpus callosum.
3.2 Methodology
We propose the following set of activities for each specific aim, in order to reach our
general aim.
SPECIFIC AIM 1. To develop a stochastic methodology for super-resolution of anatomical
MRI (T1 y T2) through scalar stochastic processes for supporting tissue segmentation.
We will develop a supervised learning methodology based on Gaussian pro-
cesses (GP) for super-resolution in anatomical MRI: T1 and T2 (See activities 1.1,
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1.2, 1.3). The validation is performed as follows: First, using a dataset, we down-
sample the T1 and T2 images to obtain 256 × 256 multi-slice low-resolution (LR)
images. Next, we perform the patch-based GP algorithm to build the 512 × 512
multi-slice super-resolution (SR) images. We compare against two common meth-
ods based on nearest-neighbor (NN) interpolation [46], and B-splines [20] to estimate
512 × 512 high-resolution (HR) images starting from the LR studies. Also, we com-
pare with the GP methodology proposed in [75]. We apply a 2D filtering stage to
improve edge enhancement for both methods based on GPR. Next, we compare all
the HR and SR images with respect to the ground truth. As the T1 and T2 studies
are 3D images, we evaluate the performance of the methods by computing the av-
erage of the mean squared error (MSE) obtained in each slice respect to the ground
truth slices. Finally, using the MRI-T1 study, we validate morphologically the SR
algorithms through segmentation of different brain tissues such as cerebrospinal
fluid (CSF), white matter (WM) and gray matter (GM). We perform the morpho-
logical validation using the segmentation module with atlas of the multi-platform
software package for visualization and medical image computing (3D-Slicer), avail-
able at http://www.slicer.org/ [76]. We average the MSE obtained in each
slice per each segmented tissue.
• Activity 1.1: To build a database of T1 and T2 images with studies acquired in
the laboratorio de procesamiento de imagen médica in Madrid-Spain.
• Activity 1.2: To code the model based on GPs in Matlab R©.
• Activity 1.3: To validate the proposed methodology employing error analysis
and tissue segmentation metrics. We compare with gold standards images.
SPECIFIC AIM 2. To build a stochastic interpolation approach applied in rank-2 tensor
fields for enhancing spatial resolution in diffusion tensor images (DTI) and preserving frac-
tional anisotropy of diffusion images. Application to fiber tracts reconstruction.
We propose two different stochastic modeling of DTI:
First, We assume that a DTI field follows a generalized Wishart process (GWP).
A GWP is a collection of symmetric positive definite random matrices indexed by
an arbitrary dependent variable [65], i.e. the [x, y, z]> position. In this context, we
use it to model the entire DTI field D(x, y, z). Then, through approximate Bayesian
inference (i.e Elliptical slice sampling and Markov Chain Monte Carlo methods), we
estimate the optimal parameters of the model.
Second, we propose a feature-based scheme combined with a stochastic treat-
ment for interpolation of DT fields. Similar to [23], we decompose the tensors in
eigenvalues (three) and Euler angles (three) for obtaining six features. Then, we
interpolate non-linearly each feature employing a multi-output Gaussian process
(MOGP)[77]. In this context, we consider each feature as an output of the MOGP in-
dexed in space coordinates (x, y, z). The MOGP has a common covariance. For this
reason, the outputs are correlated, unlike to [23], where the features are interpolated
linearly and independently. We test toy and real datasets.
Stochastic modeling of DTI fields has some advantages: positive definite matri-
ces, robustness to noise, smooth transition among nearby tensors and good accuracy
for estimating new data. For both methods, the validation is as follows: we down-
sample the dataset in a factor of two. Original DT fields (without downsampling) are
our gold standards or ground truth data, and we train the GWP with the full tensors
or the MOGP with features extracted from downsampled fields. We compare our
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methodology with approaches presented in [19, 23]. We apply two metrics: Frobe-
nius norm and Riemann distance for evaluating accuracy in interpolation, and we
test the fractional anisotropy (FA) curve for evaluating properties of diffusion ten-
sors. Finally, we evaluate quality of tissue segmentation (GM, WM and CSF) from
FA maps.
As ground truth (gold standard) we employ three different types of data. The
first one corresponds to a synthetic DTI field. The second one corresponds to a sim-
ulation of crossing fibers using the algorithm of the fanDTasia toolBox [28], avail-
able at http://www.cise.ufl.edu/~abarmpou/lab/fanDTasia/. The third
one, corresponds to a DTI dataset estimated from real dMRI through the RESTORE
method [78]. We use two metrics to measure the differences between the interpo-
lated fields and the ground truth, the Frobenius norm, and the Riemman distance,
defined by
Frob(T1, T2) =
√
trace
[
(T1 − T2)> (T1 − T2)
]
,
Riem(T1, T2) =
√
trace
[
log(T
−1/2
1 T2T
−1/2
1 )
> log(T−1/21 T2T
−1/2
1 )
]
,
where T1 and T2 are the estimated and the ground truth tensors, respectively. The er-
ror metrics are computed for each voxel. We report the mean and standard deviation
for the errors over the predicted data.
• Activity 2.1: To build a dMRI data base with studies recorded in laboratorio de
procesamiento de imagen médica in Madrid-Spain.
• Activity 2.2: To perform Monte carlo methods for estimating optimal parame-
ters in the GWP and to code the model in Matlab R©.
• Activity 2.3: To validate the model developed in activity 2.2 over synthetic and
real dMRI rank-2 data employing error analysis and fractional anisotropy.
SPECIFIC AIM 3. To formulate a probabilistic approach for interpolation of higher or-
der tensors (HOT) fields allowing the enhancement of spatial resolution for construction of
generalized anisotropy maps.
To the best of our knowledge, there is not a generalized methodology for HOT
fields interpolation (no matter the rank), that retains all mandatory constraints for
tensorial representation of dMRI. For this aim, we will introduce methodologies to
perform interpolation in HOT fields of any order. As first approximation, We will
formulate new stochastic processes over tensors based on the Tucker decomposition
(TDP) and the canonical decomposition (CPD).
We test the TDP and CDP in HOT fields of rank 2,4 and 6 in three different types
of datasets. First, we obtain synthetic HOT fields from a random generative model.
Second, we obtain synthetic crossing fibers fields obtained from the algorithm of the
fanDTasia toolBox [28], available at http://www.cise.ufl.edu/~abarmpou/
lab/fanDTasia/. Finally, we estimate HOT data from a real dMRI study using
the method proposed in [28]. The dMRI study was obtained from a human brain
of a healthy subject on a General Electric Signa HDxt 3.0T MR scanner, 8-channel
quadrature brain coil for reception, and 90 gradient directions with a value for b
equal to 1000 S/mm2. The study contains 128 × 128 × 33 images in axial plane.
As ground-truth or gold standard we use the original HOT data (synthetic and real),
then we downsample the HOT fields by a factor of two. The downsampled fields are
the training sets. After we train the TDP and CDP, we compute the predictive dis-
tribution for the HOT fields. For rank-2 data, we compare our approach with direct
38 Chapter 3. Materials and Methods
linear interpolation [18], log-Euclidean interpolation [19], and generalized Wishart
processes (GWP) [40].
For rank-4 and 6, we compare against direct linear interpolation and raw dMRI
interpolation with b-splines (only for the real dMRI data set). For a quantitative eval-
uation, we calculate an error metric based on the tensorial Frobenius distance (see
eq. (2.43)) between the interpolated field and the respective ground-truth, evaluat-
ing only the predicted tensors. Also, we test morphological validation employing
fractional anisotropy (FA) maps and tractography analysis (2D and 3D) for rank-2
tensors. FA is a measurement of anisotropy levels in dMRI, where a 0 value corre-
sponds to an isotropic tensor and 1 refers to a full anisotropic tensor. In the case of
3D tractography, we evaluate the number of generated fibers and the average length
of tracts. For rank-4 and 6, we evaluate generalized anisotropy (GA) curves. GA is
a generalization of FA for higher orders. Figure 3.1 illustrates a flow diagram of the
proposed framework.
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Sampling
-TFATmaps
-TFiberTtracts
CanonicalTdecomposition:
TuckerTdecomposition:
InterpolatedTHOT
field
-TGAThistograms
FIGURE 3.1: Flow diagram of the proposed framework. The input is
a low resolution field (i.e. 3 × 3 tensors). Then, we model the HOT
field with CDP or TDP. Next, we find the posterior of parameters em-
ploying MCMC methods. Finally, we validate the enhanced resolu-
tion field (i.e. 5× 5 tensors) comparing with a gold standard through
distance metrics, FA maps, GA histograms, and fiber tracts.
• Activity 3.1: To formulate the mathematical definition of proposed methods.
• Activity 3.2: To perform inference methods for estimating relevant parameters
for both models formulated in activity 3.1.
• Activity 3.3: To code the models of activity 3.2 in Matlab R©.
• Activity 3.4: To validate the proposed methodologies in toy and real data, us-
ing distance metrics and generalized anisotropy.
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Results and discussion
4.1 Resolution enhancement of structural MRI (T1-T2)
4.1.1 Validation with error metric
We make a direct comparison between the SR-MR images obtained for each method
and the ground truth studies. As we pointed out before, we compute the average
MSE for the whole up-sampled MRI studies (T1 and T2). Table 4.1 shows the average
MSE results for B-splines, nearest-neighbor (NN), the GPR proposed in [75] (SR-
GPR1), and our patch-based GPR methodology (SR-GPR2). In figure 4.1, we show
graphic errors obtained in SR-MR images validation (T1 and T2). The ground truth
for T1 slice-100 and T2 slice-20 are showed in (a) and (b), respectively. Sub-figures
(c),(d),(e) and (f) correspond to absolute error images of the SR-T1 image for B-spline,
nearest-neighbor (NN), SR-GPR1, and SR-GPR2, respectively. Finally, in sub-figures
(g),(h),(i) and (j), the absolute error images for SR-T2 image are showed in the same
order used for SR-T1 results.
TABLE 4.1: Average MSE results obtained for T1 and T2 respect to the
MRI ground truth
B-spline NN SR-GPR1 SR-GPR2
MR study µ± σ µ± σ µ± σ µ± σ
T1 27.95± 7.282 38.12± 10.45 55.89± 20.47 7.806± 1.552
T2 48.83± 13.14 60.44± 16.05 72.99± 22.12 25.65± 7.659
4.1.2 Morphological validation
Understanding the importance of tissue segmentation for clinical procedures and
diagnosis, we validate morphologically the SR methods over the MRI-T1 study. For
this test, the gold standards are the probabilistic maps of segmentations achieved
with the ground truth data using 3D slicer [76]. We segment three types of tissues
such as cerebrospinal fluid (CSF), white matter (WM), and gray matter (GM). Sim-
ilarly, we compute the average MSE in all the tissue segmentations obtained from
the SR-T1 results. Table 4.2 shows the average MSE results for B-splines, nearest-
neighbor (NN), SR-GPR1 and SR-GPR2. Also, in Figure 4.2, we show some graphic
errors obtained for morphological validation. Using the T1 slice-100 from Figure 4.1,
the gold standards of CSF, WM and GM segmentation are showed in (a),(b) and (c),
respectively. Sub-figures (d),(e),(f) and (g) correspond to absolute error images of
CSF segmentation for B-splines, nearest-neighbor, SR-GPR1 and SR-GPR2, respec-
tively. Following the same order, from sub-figure (h) to (k) and from sub-figure (l)
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FIGURE 4.1: Ground truth and graphic errors for super-resolution
(SR) MRI images validation. The ground truth for T1 slice-100 and T2
slice-20 are showed in (a) and (b), respectively. (c),(d),(e) and (f) corre-
spond to absolute error images of SR-T1 studies for B-spline, nearest-
neighbor, SR-GPR1 and SR-GPR2, respectively. Finally, in (g),(h),(i)
and (j), the absolute error images for SR-T2 study are showed in the
same order than SR-T1 results. The color-bars show the magnitude of
the absolute error produced.
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TABLE 4.2: Average MSE results obtained respect to the gold stan-
dard tissue segmentations.
B-splines NN SR-GPR1 SR-GPR2
Tissue µ± σ µ± σ µ± σ µ± σ
CSF 0.0154± 0.0142 0.0148± 0.0140 0.0079± 0.0064 0.0044± 0.0040
WM 0.0362± 0.0297 0.0357± 0.0322 0.0166± 0.0124 0.0084± 0.0065
GM 0.0422± 0.0300 0.0406± 0.0312 0.0203± 0.0132 0.0105± 0.0071
to (o), the absolute error images for WM and GM segmentation are showed, respec-
tively.
4.1.3 Discussion
From Table 4.1, we can observe that under the same experimental conditions, our
methodology for super-resolution (SR-GPR2) outperforms both MRI-T1 and MRI-T2
validation studies. Although the T2 study has a lower signal noise ratio (SNR) than
the T1 study, SR-GPR2 works better than the other methods. Regardless of the type
of MRI study, our proposed method based on GPR achieves a higher accuracy in
super-resolution. The low performance obtained by SR-GPR1 is due to the natural
smooth behavior of GPs. When the SR-GPR1 estimates new pixels, the GP tends
to generate a blurring effect over edges in the up-sampled MR images. For this
reason, the low capability to capture high contrast transitions may be a considerable
drawback in SR-GPR approaches. In SR-GPR2, this problem is partially solved with
the 2D filtering stage. However, for SR-GPR1 this issue remains. When, we apply
the filtering to the comparison methods, the outcomes are even worse than those
obtained without filtering. From Figure 4.1, we observe that high error values are
produced by strong changes in edge regions (e.g. skull, lobes and brain structures),
concluding that B-splines, NN and SR-GPR1 fail for performing super-resolution in
high contrast areas. It is clear that error images for T1 and T2 show a higher accuracy
for our proposed method (SR-GPR2). But, there are some prediction mistakes in
several pixels due to changes of high contrast that SR-GPR2 cannot avoid. Perhaps,
a more robust filtering stage could improve the pixels estimation at edges.
Morphological validation is a key procedure to establish if a super-resolution
approach is appropriate or not. Brain tissue segmentation is one of the main ap-
plications of MRI-T1 studies. In surgical planning of neuro-degenerative diseases,
anatomical segmentation is necessary in order to identify types of tissue in MRI stud-
ies. However, LR images present problems such as partial volume effect [12]. This
leads to erroneous segmentations because there is not a significant difference among
the brain tissue types. Therefore, SR becomes a necessary task for achieving a refined
and accurate segmentation.
From Table 4.2 and Figure 4.1, we can observe that our methodology also out-
performs the results in morphological validation. Although SR-GPR1 already out-
performs the segmentation provided by the standard techniques, for all the different
tissues, SR-GPR2 works better due its ability to represent high contrast transitions.
We conclude then that the patch-based GPR with 2D post-filtering stage provides
promising result in SR-MR images.
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FIGURE 4.2: Ground truth and graphic errors for morphological val-
idation. Using the T1 slice-100 from Figure 4.1, the gold standard
of CSF, WM and GM segmentation are showed in (a),(b) and (c), re-
spectively. (d),(e),(f) and (g) correspond to absolute error images of
CSF segmentation for B-splines, nearest-neighbor, SR-GPR1 and SR-
GPR2, respectively. Following the same order, from sub-figure (h) to
(k) and from sub-figure (l) to (o), the absolute error images for WM
and GM segmentation are showed, respectively. The color-bars show
the magnitude of the absolute error produced.
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4.2 DTI (Rank-2 tensors) interpolation
4.2.1 Generalized Wishart Processes
We compare the proposed generalized Wishart process with linear [18] and log-
euclidean interpolation [19].
Synthetic Data
We generate noisy random DTI data to construct a 2D field of 37 × 37 tensors. We
assume 25 gradient directions for generating DTs, and b value of 1000 s/mm2. In
Figure 4.3 we can see the initial downsampled DTI field, linear and log-euclidean
interpolation, the interpolated field with GWP, and the ground truth respectively.
Table 4.3 shows the error metrics.
(a) (b) (c) (d) (e)
FIGURE 4.3: Graphic results for DTI interpolation (2×) applied in
synthetic data. (a) Downsampled DTI field (data used for estima-
tion). (b) Linear interpolation. (c) Log-euclidean interpolation. (d)
Interpolation with GWP. (e) Ground truth.
TABLE 4.3: Metric results for synthetic DTI field
Frobenius distance (×10−5) Riemman distance
GWP 7.06± 1.51 0.160± 0.125
linear interpolation 50.11± 4.26 8.54± 1.36
log-euclidean 35.25± 3.92 6.34± 1.22
DTI from crossing fibers
One of the most critical DTI datasets correspond to crossing fibers. We generate this
type of DTI field through FanDTasia toolbox [28]. This dataset describes a 2D cross-
ing fiber field with 31 × 31 tensors. Figure 4.4 and Table 4.6 show the comparative
results.
(a) (b) (c) (d) (e)
FIGURE 4.4: Graphic results for DTI interpolation (2×) applied in
crossing fibers field. (a) Downsampled DTI field (data used for esti-
mation). (b) Linear interpolation. (c) Log-euclidean interpolation. (d)
Interpolation with GWP. (e) Ground truth.
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TABLE 4.4: Error measures for crossing fibers in a DTI field.
Frobenius distance (×10−5) Riemman distance
GWP 18.11± 11.82 0.184± 0.114
linear interpolation 73.12± 8.26 11.14± 2.65
log-euclidean 61.09± 6.15 9.74± 1.67
Real DTI field estimated from dMRI
Finally, we test our method in real DTI data estimated from dMRI acquired in a
human subject. The field corresponds to an axial slice with 49 × 55 tensors. Figure
4.8 and Table 4.7 show the comparative results.
(a) (b) (c) (d) (e)
FIGURE 4.5: Graphic results for DTI interpolation (2×) applied in real
DTI data. (a) Downsampled DTI field (data used for estimation). (b)
Linear interpolation. (c) Log-euclidean interpolation. (d) Interpola-
tion with GWP. (e) Ground truth.
TABLE 4.5: Error measures for the real DTI field example
Frobenius distance (×10−5) Riemman distance
GWP 6.26± 3.20 0.146± 0.080
linear interpolation 45.76± 7.21 7.25± 2.10
log-euclidean 31.67± 6.10 6.89± 1.86
Discussion
Linear and log-euclidean interpolation seek to minimize geodesic distances. The
geometric (Riemann and Euclidean) approaches work well in smooth DTI fields.
However, they reduce their performance in presence of high level of noise. For ex-
ample, when we interpolate the synthetic noisy data (Figure 4.3 and Table 4.3), we
can observe a swelling effect for the estimated tensors in the new input locations,
when using linear interpolation. This is a critical issue, because this effect modi-
fies the fractional anisotropy maps. Another big problem with linear interpolation
is the possibility of obtaining non-positive definite tensors. Although, non-positive
definite tensors are avoided with log-euclidean interpolation, the accuracy of ten-
sor estimation in new input locations is not satisfactory. On the other hand, GWP
guarantees positive definite tensors because of its mathematical construction. Also,
this probabilistic model is more robust to noise, and it can keep the smooth transi-
tion among spatially nearby data. This property avoids the swelling effect. If we
look at the results for more complex data like crossing fibers DTI, and the real DTI
field (Figures 4.4,4.8 and Tables 4.6,4.7), we can see better accuracy results for GWP.
Both average distances (Frobenius and Riemann) are smaller in GWP than Linear
and Log-Euclidean methods. Similarly, graphic results of DTI fields are smoother
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for GWP interpolation. The GWP takes into account the global spatial behavior of
the DTI data, while geometric approaches estimate tensors only with the nearest
tensors.
A drawback in GWP happens when there are strong changes in tensor orienta-
tion (i.e. crossing fibers). The GWP cannot capture extreme modifications in data
of crossing fibers. Recall that a GWP is a superposition of Gaussian processes (GP)
and GPs are modeled with smooth kernels functions. The best alternative to model
crossing fibers is through Higher Order Tensors (HOT). Nevertheless a GWP does
not describe HOT. However, for the geometric approaches, strong changes in tensor
orientation generate worse results than GWP.
In summary, the probabilistic modeling of DTI fields that we employ here al-
lows a better description of global spatial transition in tensorial imaging. Geometric
approaches are fine for simple DTI fields. However in real applications, DTI data
are very complex (High level of noise, Heterogeneous data, Non-positive definite
tensors, etc). The GWP has many advantages, for example: it guarantees positive
definite tensors, robustness to noisy data, smooth transition among nearby data, no
swelling effect, it keeps important properties of DTI (FA maps) and excellent accu-
racy.
4.2.2 Multi-Output Gaussian Processes
Crossing fibers dataset
It is a simulated dataset of a 2D crossing fiber field with 31 × 31 tensors (see fig-
ure 4.6). Table 4.6 show the comparative errors for interpolation. MOGP refers to
multi-output Gaussian processes, GWP is the generalized Wishart process [40], FBL
is the feature-based approach with linear interpolation [23] and log-euclidean is the
scheme presented at [19]. Figure 4.7 shows the fractional anisotropy (FA) curve of
each method.
(a) (b)
FIGURE 4.6: Crossing fibers field. (a) Downsampled DT field (data
used for training). (b) Original dataset (Ground truth).
TABLE 4.6: Error measures for crossing fibers in a DTI field.
Frobenius distance (×10−5) Riemman distance
MOGP 17.45± 9.12 0.195± 0.101
GWP 18.11± 11.82 0.184± 0.114
FBL 30.12± 8.26 2.67± 0.551
log-euclidean 61.09± 6.15 9.74± 1.67
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FIGURE 4.7: Fractional anisotropy (FA) curve for crossing fibers after
interpolation
Real DT field
The field corresponds to an axial slice with 49 × 55 tensors (See figure 4.8) acquired
from a human subject. Table 4.7 show the comparative errors and figure 4.9 shows
the FA curve. MOGP, GWP, FBL and log-euclidean were defined in subsection 4.2.2
(a) (b)
FIGURE 4.8: Real DT field. (a) Downsampled DT field (data used for
training). b) Original dataset (Ground truth).
TABLE 4.7: Error measures for the real DT field example
Frobenius distance (×10−5) Riemman distance
MOGP 5.94± 2.15 0.151± 0.043
GWP 6.26± 3.08 0.146± 0.080
FBL 18.43± 4.10 4.56± 1.18
log-euclidean 31.67± 6.10 6.89± 1.86
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FIGURE 4.9: fractional anisotropy (FA) curve for the real DT field after
interpolation
Discussion
If we observe all results from experiments on both databases, it is clear that prob-
abilistic methods (MOGP and GWP) exhibit a better performance than traditional
approaches (log-euclidean and FBL). This can be explained because a known ad-
vantage of probabilistic methods is robustness to presence of noise in data. Also,
non-linear regression with Gaussian processes has proved to be suitable for all type
of data, even for small datasets. Outcomes of MOGP and GWP are not statistically
different, for this reason we cannot establish which one is better. When we observe
the quantitative evaluation of methods (tables 4.6 and 4.7), the difference between
MOGP and log-euclidean or FBL is very considerable, no matter the metric distance.
While, a direct comparison among methods does not ensure that interpolation can
preserve the properties of the original tensor field, the analysis of FA curves allows
to guarantee that MOGP does not neglect any constraint of DTs. Figures 4.7 and
4.9 show the evolution of FA across the fields for all methods. Again, the FA curve
for MOGP follows the ground-true tendency as close as possible compared to the
other methods. The FA analysis is very relevant, due to it confirms that important
properties of diffusion tensors are preserved with MOGP.
Although, FBL [23] is a feature-based method that decomposes the tensors in a
similar way to our proposed methodology, a deeper insight shows that our scheme
with MOGP captures the correlation among extracted features. In this context, we
consider the six features as outputs of a Gaussian process, where spatial evolution of
an output affects the other five. This additional information is a key factor for a bet-
ter learning instead of interpolating features independently. A drawback of MOGP
appears when the DT field has strong changes among nearby tensors (i.e crossing
fibers). This issue is due to the soft nature of kernels that defines the covariances
matrices inside GPs. In these cases, the accuracy of prediction is affected. Finally, we
think that a probabilistic treatment of tensorial data gives some important advan-
tages for processing DT fields such as: high accuracy, robustness, and preservation
of properties and constraints of DTs.
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4.2.3 Multi-Output Gaussian Processes with non-stationary kernel
Crossing fibers
Crossing fibers data is one of most difficult field to interpolate, because transition
among tensors is very abrupt. We test the NmoGp over a 2D crossing fibers field of
22 × 22. We use five latent functions (r = 5) and we employ a rational quadratic
kernel. The figure 4.10 (a) shows the crossing fibers field, figure 4.10(b) is the down-
sampled tensor field (used for training), and figure 4.10(c) illustrates the validation
tensors. Also, we show Riemann error maps in figures 4.10(d)(e)(f). If we observe
in detail, error values are very low over smooth regions of the tensor field for all
methods (blue zones in error maps of fig. 4.10). However, when we evaluate strong
transition regions, interpolation is not straightforward, and the error is higher in
this areas. Specifically, over this critic region of the field, our model achieves more
precision than comparison methods. We can explain this because the non-stationary
kernel can capture the dynamic of the tensor field. While it is true that there are
some errors when we interpolate new tensors in the crossing fibers region, we can
say that NmoGp outperforms to moGp and the linear method, when interpolation
is challenging due to strong changes in neighboring tensors.
(a) (b) (c)
(d) (e) (f)
FIGURE 4.10: Interpolation over crossing fiber fields, (a) gold stan-
dard, (b) training field, (c) test field. (d),(e),(f) Riemann norm error
maps, for the NmoGp, moGp and Linear model, respectively.
TABLE 4.8: Frobenius and Riemann distances for crossing fibers of
NmoGp, moGp, and Linear methods
Model Riem Confidence Interval Frob (10e-4) Confidence Interval
NmoGp 0.1917 ± 0.2772 [0.1561, 0.2273] 17.342 ± 25.191 [1.4103, 2.0581]
moGp 0.2133 ± 0.2839 [0.1768, 0.2498] 19.589 ± 26.136 [1.6229, 2.2949]
Linear 0.2666 ± 0.3624 [0.2200, 0.3132] 24.228 ± 33.375 [1.9937, 2.8519]
Also, according to results in Table 4.8, the linear model obtained the higher error
(Frobenius and Riemann). Linear model has a considerable lack because it does not
consider correlation among the six features extracted from tensor decomposition.
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This approach only interpolates linearly and separately each feature. On the other
hand, moGp and NmoGp interpolate the six features simultaneously. The idea is to
share a correlation among features. For this reason, there is an additional informa-
tion allowing a better estimation of new data. The main difference between moGp
and NmoGP is the type of kernel for constructing the covariance matrix inside the
model. Thereby, moGp works with a single kernel (stationary) while our NmoGp is
based on a non-stationary kernel. We see in Table 4.8, that global error of the NmoGp
approach is lower than the moGp and linear method.
Real DT Field
We test the methods over a 2D diffusion tensor field obtained from real dMRI. The
data corresponds to an axial slice with 40 × 40 tensors of the head. Figures 4.11
(a),(b),(c) correspond to the gold standard, training and test data respectively. Fig-
ures 4.11 (d),(e),(f) show the Riemann error maps. Again, Table 4.9 show the error
distance for all tested methods and the confidence interval. A real dMRI tensor field
is noisy and very heterogeneous. Therefore, simple interpolation methods fail to
achieve a good accuracy. Also, probabilistic methods such as moGp and NmoGp
have the robustness property. Again, NmoGp improves to the comparison methods
according to outcomes of Table 4.9. This result is very relevant, because it confirms
that proposed method can interpolate tensorial data, no matter the type of dataset.
Finally, we can establish that insertion of a non-stationary kernel in multi-output
Gaussian process increases its performance significantly.
(a) (b) (c)
(d) (e) (f)
FIGURE 4.11: Interpolation over a 2D real crossing fiber field, (a) gold
standard, (b) training field, (c) test field. (d),(e),(f) Riemann norm
error maps for the NmoGp, moGp and Linear model, respectively.
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TABLE 4.9: Frobenius and Riemann distances for real dMRI data of
NmoGp, moGp, and Linear method
Model Riem Confidence Interval Frob Confidence Interval
NmoGp 11.222 ± 1.041 [1.0512, 1.1932] 0.7254 ± 0.5538 [0.6862 , 0.7646]
moGp 11.458 ± 0.9588 [1.0780, 1.2136] 0.7450 ± 0.4976 [0.7098, 0.7802]
Linear 11.569 ± 1.044 [1.0859, 1.2279] 0.7561 ± 0.5043 [0.7204, 0.7918]
4.3 Higher Order Tensors interpolation
We first illustrate how parameters of the models are trained using Monte Carlo meth-
ods. Second, we perform a Rician noise analysis evaluating error in interpolation of
2D synthetic tensor fields (30×30 voxels) for various signal-noise ratio (SNR) values.
Then, we show quantitative and qualitative results obtained in three different dMRI
data: a synthetic dataset, a crossing fibers field and a real dMRI study acquired from
a human subject. For all datasets, we interpolate HOT fields of rank 2,4 and 6.
4.3.1 Monte Carlo methods
Figure 4.12 shows the samples and posterior distributions of relevant parameters
for CDP and TDP, when we train a rank-2 synthetic field: length-scale (θ), y11 ele-
ment of CDP and A11 element for TDP respectively. In this case, initial values of
mentioned parameters are sampled from the priors. Recall that prior of θ is a log-
normal distribution with µθ = 0 and σθ = 0.001. while, elements of vectors yi and
matrix A follow independent Gaussian process GP(0, k(z, z)). A closer look to fig-
ure 4.12 demonstrates a stable behavior of all parameters analyzed. For example, θ
hyper-parameter has some strong jumps, but its distribution function is not highly
disperse. A similar tendency have y11 and A11, where they present a Gaussian dis-
tribution.
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FIGURE 4.12: Samples and posterior distributions obtained for some
relevant parameters: a) and b) correspond to the length-scale hyper-
parameter θ of the squared exponential kernel k(z, z′); c) and d) illus-
trate the element y11 of the unitary vector y1 used in CDP; e) and f)
refer to the elementA11 of the matrixA employed in TDP. Metropolis-
Hastings method is utilized for θ and elliptical slice sampling is the
algorithm used for elements of yi and A.
52 Chapter 4. Results and discussion
a). Iteration 0 (Prior) b). Iteration 10 c). Iteration 100
d). Iteration 1000 e). Iteration 7000 f). Training data
g). Interpolated field h). Ground-Truth
FIGURE 4.13: Learning and predictive process for a rank-2 synthetic
field. Subfigures a) to e) show the evolution of a initial field obtained
from sampling a prior (in this example we employ CDP, but a similar
process occurs for TDP) until the learning stage is completed in iter-
ation 7000; f) corresponds to the training data or low resolution field;
g) corresponds to the interpolated or high resolution field, and h) is
the ground-truth data.
Figure 4.13 describes the learning and prediction process for a rank-2 tensor field.
As we can observe, the initial field obtained from the prior (CDP or TDP) is gradually
modified until it achieves the values and shapes of the training data. To construct the
posterior of CDP and TDP, we select the parameters with the biggest log-likelihood.
Then, using the predictive distribution, we interpolate new data for enhancing spa-
tial resolution of the tensor field.
4.3.2 Noise Analysis
We perform a noise analysis by testing the interpolation methods over tensor data
corrupted with Rician noise for several SNR values. The noise is randomly dis-
tributed in the tensor field. Figures 4.14, 4.16, 4.18 show training data and ground
truth for rank-2, 4 and 6 respectively. Also, figures 4.15, 4.17, and 4.19 show the
mean error and standard deviation of interpolation in rank-2, 4 and 6 tensor fields.
For all magnitude variations of SNR and different tensor orders, the proposed meth-
ods outperform to the comparison approaches.
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FIGURE 4.14: Rank-2 synthetic data corrupted with Rician noise for
several SNR values. Superior and inferior rows correspond to the
training data and ground truth respectively.
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FIGURE 4.15: Mean and standard deviation of interpolation error
(Frobenius norm) in rank-2 synthetic data for SNR equals to 1, 3, 10,
and 100.
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Rank-4 data
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FIGURE 4.16: Rank-4 synthetic data corrupted with Rician noise for
several SNR values.
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FIGURE 4.17: Mean and standard deviation of interpolation error in
rank-4 synthetic data for several SNR values.
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Rank-6 data
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FIGURE 4.18: Rank-6 synthetic data corrupted with Rician noise for
several SNR values.
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FIGURE 4.19: Mean and standard deviation of interpolation error in
rank-6 synthetic data for several SNR values.
4.3.3 HOT fields interpolation in synthetic data
Rank-2 Results
Figure 4.20 and table 4.10 show results for the rank-2 synthetic data when we eval-
uate Frobenius distance and mean squared error (MSE) of Fractional Anisotropy
(FA). Figure 4.21 show the morphological validation through FA maps and 2D fiber
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FIGURE 4.20: Normalized error maps for interpolation of a rank-2
synthetic HOT field: (a) Ground-truth data, (b) Canonical decompo-
sition process (CDP), (c) Tucker decomposition process (TDP), (d) Di-
rect interpolation , (e) Generalized Wishart processes (GWP), and (f)
log-Euclidean.
TABLE 4.10: Frobenius distance and MSE of FA for rank-2 synthetic
HOT field
D. interpolation Log-Euclidean GWP TDP CDP
Frobenius distance. 0.756± 0.565 0.468± 0.312 0.313± 0.423 0.028± 0.032 0.027± 0.029
MSE of FA (×10−5) 46.80± 19.00 23.64± 8.19 9.32± 8.33 5.63± 2.29 5.29± 1.30
tracking. Note that the proposed approaches, CDP and TDP, exhibit better perfor-
mance (visually and quantitatively) than direct interpolation, Generalized Wishart
processes (GWP) and log-Euclidean interpolation. One would expect CDP and TDP
to exhibit a similar performance and we can see that differences of Frobenius norm
between CDP and TDP are not statistically significant.
Rank-4 and 6 results
Table 4.11 shows quantitative results of Frobenius distance for HOT interpolation in
rank-4 and 6 synthetic data. Figure 4.22 shows the error map for rank-4. Figure 4.23
shows the histogram of generalized anisotropy (GA) for the rank-6 representation.
As mentioned above, we only compare linear interpolation against the CDP and
TDP due to lacking of methods for HOT interpolation.
TABLE 4.11: Frobenius distance for rank-4 and 6 synthetic HOT fields
CDP TDP Direct interpolation
Rank-4 0.572± 0.468 0.464± 0.284 2.117± 2.551
Rank-6 1.386± 1.457 1.441± 1.614 2.845± 2.996
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FIGURE 4.21: FA maps and fiber tracking of a rank-2 synthetic HOT
field: (a) Ground-truth data, (b) CDP, (c) TDP, (d) Direct interpolation
, (e) GWP, and (f) log-Euclidean.
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FIGURE 4.22: Normalized error maps for interpolation of rank-4 syn-
thetic HOT field: (a) Training data, (b) Ground-truth, (c) CDP, (d)
TDP, (e) linear interpolation.
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FIGURE 4.23: Generalized anisotropy (GA) histogram for the rank-6
synthetic HOT field
4.3.4 HOT fields interpolation in crossing fibers data
Rank-2 Results
Figure 4.24 and Table 4.12 show results for the rank-2 crossing fibers field. Figure
4.25 shows the FA maps and vectorial fiber tracking. Again, CDP and TDP outper-
form direct interpolation, Generalized Wishart processes (GWP) and log-Euclidean
interpolation, when we evaluate accuracy and morphological validation.
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FIGURE 4.24: Normalized error maps for interpolation of a rank-2
crossing fibers HOT field: (a) Ground-truth, (b) CDP, (c) TDP, (d) Di-
rect interpolation , (e) GWP, and (f) log-Euclidean.
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TABLE 4.12: Frobenius distance and MSE of FA for rank-2 crossing
fibers HOT field
D. interpolation Log-Euclidean GWP TDP CDP
Frobenius distance. 0.551± 0.625 0.505± 0.531 0.372± 0.353 0.139± 0.112 0.125± 0.110
MSE of FA (×10−3) 9.62± 3.34 9.53± 3.38 4.60± 2.30 3.90± 2.25 3.90± 2.36
(a) (b) (c)
(d) (e) (f)
FIGURE 4.25: FA maps and fiber tracking of a rank-2 crossing fibers
HOT field: (a) Ground-truth data, (b) CDP, (c) TDP, (d) Direct inter-
polation , (e) GWP, and (f) log-Euclidean.
Rank-4 and 6 results
TABLE 4.13: Frobenius distance for rank-4 and 6 crossing fibers HOT
fields
CDP TDP Direct interpolation
Rank-4 0.734± 0.634 0.790± 0.731 1.806± 1.957
Rank-6 1.214± 1.013 1.132± 0.994 2.976± 2.776
Table 4.13 show the average Frobenius distance for HOT interpolation in rank-4 and
6 crossing fibers data. Figures 4.26 and 4.27 show the error map for rank-6 and the
histogram of generalized anisotropy (GA) for rank-4, respectively.
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FIGURE 4.26: Normalized error maps for interpolation of rank-6
crossing fibers HOT field: (a) Training data, (b) Ground-truth, (c)
CDP, (d) TDP, (e) linear interpolation.
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FIGURE 4.27: Generalized anisotropy (GA) histogram for the rank-4
crossing fibers HOT field
4.3.5 HOT fields interpolation in real dMRI data
Rank-2 Results
Figure 4.28 and Table 4.14 show results for the rank-2 real data. Figure 4.29 shows
the FA maps and vectorial fiber tracking. Similar to the results for the synthetic and
crossing fibers examples, the CDP and TDP offer better performance compared to
the linear, log-Euclidean interpolation and GWP.
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FIGURE 4.28: Normalized error maps for interpolation of rank-2 real
HOT field: (a) Ground-truth data, (b) CDP, (c) TDP, (d) direct interpo-
lation, (e) GWP, and (f) log-Euclidean.
TABLE 4.14: Frobenius distance for rank-2 real HOT field
Direct interpolation Log-Euclidean GWP TDP CDP
Frobenius distance 0.275± 0.219 0.224± 0.196 0.182± 0.178 0.118± 0.105 0.102± 0.093
MSE of FA (×10−3) 2.52± 1.91 2.47± 1.88 1.55± 0.81 1.42± 0.79 1.06± 0.35
(a) (b) (c)
(d) (e) (f)
FIGURE 4.29: FA map and fiber tracking of a rank-2 real dMRI HOT
field: (a) Ground-truth data, (b) CDP, (c) TDP, (d) Direct interpolation
, (e) GWP, and (f) log-Euclidean.
Table 4.15 shows a quantitative comparison of the performance of methods in a
3D tractography carried out in the region of interest (ROI) centered in the corpus
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callosum, having the number of generated fibers (NGF) and the average length of
tracts (ALT) as metrics. Figure 4.30 shows the graphical comparison of the same
procedure. Visual and quantitative comparison demonstrates that it is possible to
improve the fibers tracts reconstruction through interpolation of tensor fields.
YZPplane XZPplane XYplane 3DPview
LowP
Resolution
GroundP
Truth
Direct
Log
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Raw
dMRI
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CDP
FIGURE 4.30: 3D tractography of the rank-2 dMRI field for the se-
lected ROI centered in the corpus callosum. The reference is the
ground-truth data. We show three cartesian planes and a 3D view.
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TABLE 4.15: 3D Tractography metrics obtained by each interpolation
method applied in the rank-2 real HOT field. NGF corresponds to the
number of generated fibers and ALT is the average of length of tracts.
NGF (Number) Error NGF (%) ALT(mm) Error ALT (%)
Ground-Truth 2465 0 114.51 0
CDP 2332 5.39 113.66 0.74
TDP 2320 5.88 113.85 0.58
GWP 2236 9.29 112.6 1.67
Direct 1462 40.68 107.08 6.49
Log-Euclidean 1579 35.94 107.87 5.80
Raw-dMRI 1971 20.04 111.88 2.29
Rank-4 and 6 results
Table 4.16 show error results for HOT interpolation in rank-4 and 6 real dMRI data.
Figures 4.31 and 4.32 illustrate the error map for rank-4 and the histogram of gen-
eralized anisotropy (GA) for rank-6, respectively. The TDP and CDP improve the
performance when compared to linear interpolation and dMRI raw interpolation.
TABLE 4.16: Frobenius distance for rank-4 and 6 real HOT fields
CDP TDP Raw dMRI Direct interpolation
Rank-4 1.178± 1.025 1.320± 1.288 1.804± 0.978 2.739± 2.526
Rank-6 3.211± 2.923 3.492± 3.347 4.719± 2.547 6.243± 6.252
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FIGURE 4.31: Normalized error maps for interpolation of rank-4 real
HOT field: (a) Training data, (b) Ground-truth, (c) CDP, (d) TDP, (e)
Raw dMRI
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FIGURE 4.32: Generalized anisotropy (GA) histogram for the rank-6
real dMRI HOT field
4.3.6 Discussion
The proposed approaches (CDP and TDP) demonstrate better performance in in-
terpolation of HOT fields of any order, compared to direct linear interpolation and
dMRI raw interpolation. In rank-2 data, the CDP and TDP also outperform log-
Euclidean interpolation and the recently proposed framework based on generalized
Wishart processes. Our methods can capture the global spatial trend of the field.
Thus, they can deliver a precise estimation of new data. The CDP and TDP are flex-
ible to model several transitions inside HOT fields. This property is important be-
cause HOT data are very heterogeneous. Quantitative results of Frobenius distance
of tables 4.10, 4.11, 4.12, 4.13, 4.14, 4.16 show that the CDP and TDP always outper-
form to the comparison methods, for each dataset and for any order. The accuracy
in estimation of new data is mandatory for interpolation of HOT data. Another key
factor is that the proposed methods ensure positive definite tensors.
The Rician noise analysis is very useful for probing robustness of the CDP and
TDP. Diagrams of mean error and standard deviation of figures 4.15, 4.17, 4.19 show
a better performance of CDP and TDP than the state of the art approaches. If we
compare CDP and TDP each other, both methods obtain statistically similar results.
This behavior remains constant for all evaluated cases of SNR levels (including an
extreme case of SNR=1) and different tensor orders. Robustness to noise of CDP and
TDP is due to probabilistic modeling (Gaussian processes) of their parameters. The
GPs modulate those parameters considering the tensors as noisy data. Therefore,
there is an assumption of intrinsic noise in the model. Unlike classical deterministic
interpolation, a probabilistic inference methodology is not highly affected when the
training data are corrupted by noise. We must consider that brain dMRI data are
always altered by Rician noise and different artifacts added in acquisition procedure.
Qualitative results of figures 4.20, 4.22, 4.24, 4.26. 4.28, 4.31 illustrate an inter-
esting behavior when there are strong changes among nearby tensors. Looking at
the figures in detail, the traditional methods can not capture accurately the rapid
transitions in the field, no matter the rank. The most extreme case is the crossing
fibers fields (figures 4.24, 4.26). These strong changes in spatial dynamic of HOT
fields are very difficult to follow, even for robust methods. The CDP and TDP cap-
ture with a low error these changes. For example the direct transition from blue
to green tensors, when they are highly anisotropic. Probabilistic models presented
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in this work adapt much better to abrupt changes compared to the other methods.
Another remarkable aspect of the proposed approaches is the guarantee of positive
definite (PD) tensors. For this reason, the estimated data are physically realizable.
Some methods such as linear direct interpolation and log-Euclidean can not ensure
the estimation of PD tensors in noisy data, i.e. the real dMRI dataset. FA maps il-
lustrated in figures 4.21, 4.25, 4.29 and MSE of FA displayed in tables 4.10, 4.12, 4.14
demonstrate that probabilistic approaches for tensorial interpolation are robust and
can preserve morphological properties relevant in clinical applications. Again, out-
comes for CDP and TDP are better than the comparison methods in all experiments.
A closer look in fiber projections (black lines in figures 4.21, 4.25, 4.29) show that
tractography obtained with CDP and TDP is coherent, and there are not outliers or
missing fibers.
3D tractography results exhibited in table 4.15 and figure 4.30 are particularly
relevant to remark the pertinence of enhancing spatial resolution in HOT fields. Re-
garding this, interpolation of tensor data allows to highlight anatomical details that
can be seen only in very high resolution acquisitions. We consider that a HOT study
with enhanced spatial resolution can improve the quality of tractography and aids
the mapping of tissue structures. If we observe, the fiber tracts reconstructed from
low resolution data (see first row of figure 4.30) is poorer than the reconstruction
from high resolution data (second row of figure 4.30), where the density and num-
ber of fibers is clearly inferior in the corpus callosum and surrounding regions. Ad-
ditionally, interpolation of the HOT fields reveals more fined structural features of
complex fiber bundles (i.e. crossing and bifurcated fibers), improves the representa-
tion of tract shapes, and it augments the contrast in tissue boundaries. Furthermore,
segmentation of gray matter (GM) and white matter (WM) is easier from FA maps,
because of the increased contrast. In this sense, enhancing spatial resolution of HOT
data takes relevance in clinical applications. For example; the surgical planning,
where tractography is employed to map the displacements of projecting tracts and
low resolution scans can difficult the accuracy of this procedure [31]. Also, the pre-
liminary diagnosis of tumorous, ischemic or inflammatory lessons of the spinal cord
[79], where it is required high resolution visual data.
In agreement with quantitative results of table 4.15, the CDP and TDP achieve
tractography metrics close to the ground-truth study (the selected ROI has a size of
40 × 40 × 10 voxels, centered in the corpus callosum). In this case we evaluate the
number of generated fibers (NGF) and the average length of tracts (ALT). The GWP
and dMRI-raw interpolation obtain acceptable results, while the deterministic meth-
ods (direct and log-Euclidean) have the lower performance. Qualitative results of
fiber reconstruction (see figure 4.30) show missing fibers and a considerable reduc-
tion of the fiber density in some regions for direct and log-Euclidean approaches.
Moreover, we observe a smoothing of fiber tracts that generates a lose of contrast
for dMRI-raw interpolation; the problem of this blurring effect is that tiny brain
structures and edges tend to disappear. As we explained before, proposed meth-
ods interpolate the tensors with low error and obtain tractography metrics nearby
to the gold-standard. Summarizing, when we employ probabilistic methodologies
for interpolation of tensor data, it is possible to get accurate 3D tractographic recon-
struction from post processed low resolution dMRI scans.
Generalized anisotropy is an extension of FA For rank-4 and 6. The GA his-
tograms (figures 4.23, 4.27, 4.32) obtained for the proposed methods follow the trend
of the ground truth, especially the CDP. It means that interpolation of HOT with CDP
or TDP does not affect the intrinsic physiological information of dMRI. On the other
hand, the linear interpolation can not retain the trends in high values of GA (from 0.8
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to 1.0). Strong transitions (i.e crossing fibers) in HOT fields occur in anisotropic re-
gions. In consequence, linear interpolation is not able to capture with good accuracy
the complex tissue structures. The method of Raw dMRI interpolation tested only in
the real dataset, can keep the GA tendency. Nonetheless, it generates swelling effect
in the estimated tensors.
CDP and TDP are Bayesian models whose parameters are modeled with Gaus-
sian processes. Due to the complexity of canonical and Tucker decomposition, it
is not possible to achieve an analytical solution for the posterior distribution. It
is necessary to employ Markov Chain Monte Carlo methods for finding the pos-
terior (elliptical slice sampling and Metropolis Hastings). There is a bottleneck in
the construction of tensors with Tucker or canonical decomposition, when we calcu-
late Kronecker products. A feasible option is to employ mode-n products. However,
this procedure demands more operations and loops. Therefore, computational cost
of CDP and TDP increases considerably with the number of training data. As we
pointed out before, we split the entire field in several subfields and we employ a
patch-based scheme. Then, we execute the algorithms at the same time, improving
the performance and reducing the time needed for a successful training.
An important aspect that must be taken into account is the slow convergence of
the MCMC methods used in our framework. This issue is critical for a large number
of training data, because the time demanded to complete the training stage increases
considerably. For this reason, we split the entire field in subfields that we process
simultaneously. Also, it is necessary to employ dynamic patches into each subfield
(i.e. 3× 3 for enhancing to 5× 5).
When we make a direct comparison between CDP and TDP, we do not find sta-
tistically significant differences in their outcomes, no matter the rank or dataset. We
can say both methods have a comparable performance under any condition. Intu-
itively, we think this identical performance of CDP and TDP is due to their similar
mathematical construction based on outer products, taking account that parameters
of CDP are scaled-vectors and parameters of TDP are matrices and a core tensor.
Also, the MCMC-based learning stage is almost the same for them. In relation to
the convergence of each proposed method, we observe that time of training stage of
CDP is more affected by the tensor rank than TDP. As we explained before, the size
of matrices of TDP does not depend of the rank, while the number of vectors and
eigenvalues in CDP increases considerably for higher orders. For example, in rank-2
fields, the learning stage of CDP is faster than TDP. For rank-4 is similar. However,
for rank-6 tensors there is a considerable difference in favor of TDP. According to
this, we consider that CDP is a suitable approach for lower ranks (2 and 4), and TDP
is the appropriated method for higher orders (6 or more).
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Chapter 5
Conclusions and future works
5.1 Specific aim 1
To develop a stochastic methodology for super-resolution of anatomical MRI (T1 y T2) through
scalar stochastic processes for supporting tissue segmentation.
• We presented a methodology for resolution enhancement of anatomical mag-
netic resonance images (T1 y T2) based on supervised learning. We modeled
a Gaussian process regression for 2D multi-slice images. In order to enhance
edge regions, we applied a 2D filtering stage. Our proposal outperforms to
B-spline interpolation [20], nearest-neighbor [46], and the GPR method de-
veloped in [75]. Our methodology performs better in both high resolution
(HR) reconstruction images and segmentation of white matter (WM), gray
matter (GM) and cerebrospinal fluid (CSF). These outcomes make our pro-
posed method a promising approach to enhance spatial resolution in brain MR
images.
As future work, the methodology can be extended to perform 3D HR-MRI
studies in order to estimate voxels corresponding to new slices. Also, we pre-
tend to improve edge enhancement by using adaptive filters.
5.2 Specific aim 2
To build a stochastic interpolation approach applied in rank-2 tensor fields for enhancing
spatial resolution in diffusion tensor images (DTI) and preserving fractional anisotropy of
diffusion images. Application to fiber tracts reconstruction
• We developed a probabilistic methodology to interpolate Diffusion Tensor Imag-
ing (DTI) data. We model a DTI field as a Generalized Wishart process (GWP).
We employ approximate Bayesian inference for optimizing the relevant vari-
ables in GWP. Results obtained with GWP in synthetic and real DTI data out-
perform to commonly used geometric methods: linear [18] and log-Euclidean
[19]. Also, our proposed method guarantees positive definite tensors and it
avoids an issue in tensorial interpolation known as swelling effect.
As future work, we would like to extend this concept describe tensorial data
from crossing fibers.
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• We presented a feature-based methodology for interpolation of diffusion ten-
sor fields. We decompose the tensors in eigenvalues and Euler angles for per-
forming multi-output regression with Gaussian processes (MOGP). Results ob-
tained with MOGP on synthetic and real dMRI data outperforms to the classi-
cal log-euclidean method [19] and the feature-based scheme with linear regres-
sion [23]. We evaluated accuracy of interpolation (Frobenius norm and Rie-
mann distance) and preservation of fractional anisotropy (FA). MOGP guaran-
tees positive definite tensors, preserves FA of DTs and it avoids the swelling
effect. Also, we observed that probabilistic approaches have a better perfor-
mance than classical geometric methods.
As future work, we propose a validation with electrical conductivity models
for deep brain stimulation.
• We presented a probabilistic methodology for interpolation of diffusion tensor
fields using a multi-output Gaussian processes with a non-stationary (NmoGp)
kernel function. The proposed model decomposes the tensors in six features
describing the main properties of a diffusion tensor (direction and orientation).
We index the extracted features in spatial coordinates to interpolate them. The
structure of the kernel function employed in this method combines several ker-
nels with different properties. The purpose is to characterize complex fields
such as crossing fibers. In this context, the non-stationary kernel allows dif-
ferentiating between strong and uniform transitions. In this way, the interpo-
lation of new tensors is more accurate in comparison to ordinary approaches.
We tested NmoGp against state of the art methods: [19, 23, 38] in two different
datasets: simulation of crossing fibers, and a dMRI segment. Outcomes proved
that proposed model outperforms to the comparison methods evaluating ac-
curacy with Frobenius and Riemann distances. Although, our proposed ap-
proach is accurate and robust for interpolation of complex tensor fields, there
is an important issue: initialization of parameters and hyperparameters is not
straightforward. Currently, we use a cross-validation procedure.
As future work, we would like to extend non-stationary kernel functions to
more complex models such as generalized Wishart processes.
5.3 Specific aim 3
To formulate a probabilistic approach for interpolation of higher order tensors (HOT) fields
allowing the enhancement of spatial resolution for construction of generalized anisotropy
maps.
• We introduced two novel methods for tensorial interpolation of diffusion mag-
netic resonance imaging: the canonical decomposition process (CDP) and the
Tucker decomposition process (TDP). The proposed methods generalize to
higher order tensors, in contrast to traditional methods presented in the state
of the art, valid only for rank-2 tensors [18, 19, 55, 40]. The canonical and the
Tucker process outperformed to linear method [18], log-Euclidean [19], Gen-
eralized Wishart processes [40], and dMRI raw interpolation [55], when we
tested three different datasets and for tensor fields of rank-2, 4 and 6.
Also, we performed a morphological validation. For rank-2 tensor fields we
evaluated fractional anisotropy (FA) maps and tractography (2D and 3D). For
rank-4 and 6 tensors, we obtained the generalized anisotropy (GA) histograms.
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CDP and TDP can preserve morphological properties of dMRI, avoiding non
positive definite tensors and the swelling effect. For HOT data, it was possible
to achieve high accuracy in GA curves, even in anisotropic regions.
CDP and TDP are Bayesian models, where their parameters are defined by a
set of Gaussian processes. The probabilistic nature of proposed approaches
favored the robustness, flexibility, generalization capability, and adaptability
to heterogeneous or noisy data. On the other hand, the comparison methods
reduced considerably their performance in presence of high levels of Rician
noise.
As future work, we are interested in alternative and faster techniques than
MCMC to calculate the posterior distribution of CDP and TDP.
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