In an operational context, efficient decision-making is usually the ultimate objective of hydrometeorological forecasts. Because of the uncertainties that lay within the forecasting process, decisions are subject to uncertainty. A better quantification of uncertainties should provide better decisions, which often translate into optimal use and economic value of the forecasts. Six Early Warning Systems (EWS) based on contrasted forecasting systems are constructed to investigate how the quantification of uncertainties affects the quality of a decision. These systems differ by the location of the sources of uncertainty, and the total amount of uncertainty they take into account in the forecasting process. They are assessed with the Relative Economic Value (REV), which is a flexible measure to quantify the potential economic benefits of an EWS. The results show that all systems provide a gain over the case where no EWS is used. The most complex systems, i.e. those that consider more sources of uncertainty in the forecasting process, are those that showed the most reduced expected damages. Systems with better accuracy and reliability are generally the ones with higher REV, even though our analysis did not show a clear-cut relationship between overall forecast quality and REV in the context investigated.
Introduction
Floods are one of the most devastating natural disasters in the world (CRED and UNISDR, 2015) . Related socio-economic impacts are considerable and require adequate prevention measures. Governments and communities seek to reduce the risk of floods, notably when the societal vulnerability is high in urban and industrial zones or when environmental and agricultural areas need to be protected, by locally implementing flood mitigation measures.
Traditionally, risk reduction is preferred over relief for economic and human considerations (Rogers and Tsirkunov, 2010) . Skillful Early Warning Systems (EWS) have the capability to offer flood prevention by issuing warnings up to several days before the flood event. Recent studies have demonstrated that flood warnings are economically efficient (e.g. Priest et al., 2011; Molinari and Handmer, 2011; Verkade and Werner, 2011; Perrels et al., 2013) . Frei (2010) estimated that benefits generated by weather services in Switzerland amount to some hundreds of millions of US$ per year. Similar EPS-based forecasting systems have proved to be efficient and capable of improving the forecast value upon traditional deterministic forecasts (e.g. Richardson, 2000; Zhu et al., 2002; Verkade and Werner, 2011; Boucher et al., 2012; Stephens and Cloke, 2014) , even if the communication of probabilistic forecasts in real-time remains a challenge (Ramos et al., 2010; Demeritt et al., 2013; Pagano et al., 2014) .
Many authors have studied the quality of EPS-based forecasts, with first a focus on comparing deterministic and EPS forecasts. Forecast quality assessment has then evolved to assess the improvements in the quality of the forecasts when data-assimilation or post-processing techniques were applied to better quantify forecast uncertainty (e.g., Reggiani et al., 2009; Weerts et al., 2011; Bourgin et al., 2014; Boucher et al., 2015; Roulin and Vannitsem, 2015) . Although studies assessing forecast quality are numerous, the assessment of the economic value of EPS-based flood forecast is still rare. In general, existing works have investigated how economic gains vary from using deterministic forecasts in a decision-making model that maximizes gains or minimizes losses over time, with respect to using probabilistic forecasts (Roulin, 2007; McCollor and Stull, 2008; Van den Bergh and Roulin, 2010; Muluye, 2011; Verkade and Werner, 2011; Boucher et al., 2012) . Additionally, the economic value of a forecast or a forecasting system is often tackled alone and the relation between quality and value is rarely addressed. As Verkade and Werner (2011) point out, it is expected that these aspects, quality and value, are linked, but more efforts should be put into clarifying what quality attributes of a forecast need to be improved to also improve its value.
Attempts to realistically define the damage associated to a particular river stage and the avoided losses from flood prevention measures are subject to many approximations and errors, and limited by the definition of the spatial and temporal boundaries of the event (Merz et al., 2010) . The intangible costs resulting from deaths or traumas, for instance, are hard to quantify economically. When damages are tangible, the evaluation of costs is more straightforward but also subject to approximations since it may be difficult to take into account the indirect consequences of floods. To properly quantify damages, the approach to be adopted has to be sufficiently holistic to encompass all effective consequences, which can be social, political, and environmental (Merz et al., 2010) .
To assess the economic gains related to protected values, Parker et al. (2007) use an estimation of the proportion of moveable inventory within a property. The main limitation of this approach is the fact that there are plenty of other measures, potentially more efficient to prevent damage losses. Moreover, flood warnings are not systematically followed by the population and efficient preventing measures are not always taken. More generally, decisions are made under constraints and can be encumbered by cues that are fallible, ambiguous, and altered by judgment (Choo, 2009 ). The challenges mentioned above called for the use of the concept of maximum potential reduction of flood damage, which relates the actual flood damage avoided to other factors that stand in the way of optimal mitigation (Parker, 1991) . The relation is defined as the product of the maximal potential reduction for a perfect system, the probability that the forecast is issued sufficiently in advance to react, the fraction of concerned people that will respond to the warning, and the fraction of people who will take effective measures. This product is estimated to 0.5 in the UK by the Department for Environment, Food and Rural Affairs (Verkade and Werner, 2011) .
In order to avoid the cumbersome calculation of the maximum potential reduction damage, which would be particular to each studied location and would require a high number of approximations, the Relative Economic Value (REV) and the cost-loss ratio are often used. They are suitable to compare more easily different forecasting systems and to apply the methodology systematically to a large dataset of catchments. The REV is a more theoretical assessment of the value of a forecast. It is not based on real damage statistics but it can be easily transferable to more practical cases.
This study investigates how the quantification of uncertainties affects the quality of a decision. Six EWS were created using a framework hereafter named HOOPLA (HydrOlOgical Prediction Laboratory), which is a collection of hydrometeorological tools that allows constructing forecasting systems of various levels of complexity and sophistication. A simple framework is adopted to evaluate the economic gain that could be reached by the six EWS of different forecast quality. These systems differ by the way they take into account the main sources of uncertainty that play a role in hydrometeorological forecasting and, thus by the amount of total uncertainty they handle. As a result, they vary in terms of forecast performance, with different degrees of forecast accuracy, and reliability. We investigate their economic value and the contribution of their uncertainty components. The framework provides an estimate of the system's complexity required to take "better" decisions. From the results obtained, we also investigated if the quality of a hydrometeorological forecasting system, measured by typical scores, can be directly related to its economic value, as measured by the relative economic value (REV).
Section 2 presents the methodology, including the hydrometeorological data, the framework for the REV assessment, and the forecasting systems investigated. Results are presented in Section 3, where the REV and the relation between forecast quality and value are assessed. Concluding remarks are provided in Section 4.
Data and methodology

Catchment dataset and hydrometeorological data
The hydrometeorological dataset is composed of 20 catchments situated in the Province of Québec, Canada (Fig. 1 ).
On these catchments, snow accumulation and melting are driving processes that create a spring freshet, while a second raininduced flood peak may occur during fall. The catchment size and the mean annual streamflow vary from 512 to 15342 km 2 and from 8 to 300 m 3 .s -1 , respectively.
Cost-Loss Ratio
The cost-loss ratio (CLR) represents the ratio of the costs of mitigation and the avoidable losses due to an adverse event. It is defined as:
where C is the cost of the warning response, and L a the avoidable losses. In the following, results are presented for values of CLR comprised within the interval 0 < CLR ≤ 1, as, economically, it does not make sense to take preventive measures that are more expensive than avoidable damages. Moreover, the CLR cannot equal 0 since operating an EWS already implies some costs. A hypothetical case of CLR equal zero would imply that the system could benefit from a continuous warning that has no cost. In practice, the cost-loss values are situated in a narrower range, but with the use of the aforementioned interval for the CLR, we can draw a more general conclusion based on our different EWSs and study areas. This range of CLR is also more convenient for our purposes as it can theoretically encapsulate different costs (e.g., costs to set/initialize the EWS, costs of operation, and costs associated with the mitigation of the event) and all sources of avoidable loss. Therefore, a wide range of potential cases can be built upon this synthetic assessment of the value of CLR.
Relative Economic Value
The Relative Economic Value (REV) is a dimensionless factor that scales between the case where no forecast is issued (thus no warning) and the perfect forecast case where a warning is issued for every adverse event (Zhu et al., 2002) . A REV equals to 1 denotes the best possible forecast decision system, while a REV equals to 0 indicates that the system is equivalent to the no forecast case. In other words, the REV is positive whenever the use of the corresponding EWS is beneficial and negative otherwise.
The costs associated with an EWS can be estimated from a contingency table. Table 1 describes the four possible cases and their frequency of occurrence, hits (h), false alarms ( f ), missed events (m) and correct negatives (c), and the different types of costs and losses associated with each outcome, i.e. avoidable loss (L a ), unavoidable loss (L u ), and warning cost (C).
In the no warning case, the expected costs over the assessment period are given by the consequences of a missed event, i.e. the sum of avoidable loss, multiplied by the number of times an event was observed h + m: Warning issued
Yes No
Event observed
The no forecast case can also be seen as a system that has the same skill as the climatology. Since the frequency of river stages exceeding the critical threshold is statistically low, the user will not issue a warning if no forecast information is available (Verkade and Werner, 2011) .
A perfect forecasting system will always give warnings when events are observed. There will be no misses or false alerts. The expected damages are thus the product of the event occurrences (h + m) and the mitigated losses associated with the hit outcomes:
Finally, in general, the expected costs for an early warning system will include all possible outcomes and their consequences:
The expected costs obtained with the three cases (i.e., the EWS, the no warning, and the perfect warning case) can be put together using the REV framework. The dimensionless REV score is the equivalent of a skill score that scales between the optimal value E per f ect and the reference value E nowarn .
Optimal decision rule
The above decision-making framework can be applied to deterministic and probabilistic hydrological forecasting systems. If the decision to issue a warning is solely based on mathematical evidence (i.e., human expertise of model outputs are not considered), the forecaster will issue a warning if the expected damages with a mitigation action are lower than the expected losses without mitigation. For a probabilistic forecast, the optimal decision rule is a function of the probability P of exceeding a given flood threshold (above which flooding occurs): For a deterministic forecast, the probability of exceeding the threshold is either 0, if the forecast is under a given flood threshold, or 1, if it is above the threshold. For an EPS-based forecast, it is estimated by the number of members above the threshold over the total number of members of the ensemble.
P R O V I N C E O F Q U E B E C C A N A D A U N I T E D S T A T E S O F A M E R I C
Flood threshold
In practical cases, flood thresholds are expressed in terms of river stages. However, as we do not possess rating curves nor critical river stages, we define a streamflow threshold and make the common assumption that at each stage corresponds a unique streamflow.
A threshold is set for each catchment and defined as the quantile 0.9 of the observed streamflows on the assessment period (i.e., 10% of the streamflow values of the assessment period are greater than the threshold). We thus have the same number of adverse events on all catchments.
Scores of forecast performance
The accuracy of the forecasts is measured by the Mean Absolute Error (MAE) computed on the mean of the ensemble. A value of 0 corresponds to a perfect match of the observed streamflow and the mean of the forecast ensemble.
where y i is the streamflow forecast for day i and y obs i the corresponding observation.
Forecast reliability is assessed with the rank histogram. The rank histogram, also named the Talagrand histogram, is a graphical representation that illustrates the empirical frequencies of the positions of the observations within the members of the ensemble forecast, when all values are ranked. In other words, d + 1 bins are delineated by the ranked values of the d members of the ensemble plus the observation. In the case of a perfectly reliable forecast, the N observations should fall as often in each bin, producing a flat histogram (or uniform distribution). The deviation from the histogram flatness can be measured by:
where S c is the number of observations in the bin c, and h re f = N/(d + 1), the expected value. Thus, a perfectly reliable system is expected to have: ∆ per f ect = (dN)/(d + 1). Candille and Talagrand (2005) suggested the δ ratio to measure the reliability of a forecasting ensemble system from the ranked histogram:
A δ ratio equal 1 indicates a perfectly reliable forecast, while values much larger indicate a deviation from the perfectly reliable forecast.
Forecasting systems
Six EWSs that differ by the way uncertainties are quantified in their hydrometeorological forecasting system are investigated. They were created with the help of the HOOPLA framework, which allows to produce, calibrate and run forecasting systems of different levels of complexity. In order to build the systems, we considered a meteorological ensemble prediction system, a multi(hydrological)model approach, and the Ensemble Kalman Filter (EnKF) to initialize the states of the hydrological model. These options are hereafter referred as the (hydrometeorological) tools. The combination of the three tools leads to the six systems (Table 2) . By using either none, one, or several of the tools, these systems are expected to decipher a different amount of the total predictive uncertainty. (20x)1 (20x)50 (20x)50 20 (20x)2500 50000
The meteorological ensemble prediction system comes from the 50 perturbed members of the EPS of the European Center for Medium-Range Weather Forecasts (ECMWF), and was retrieved from the TIGGE database. We used precipitation and temperature over a 9-day forecast horizon and a 2 year-period (from November 2008 to December 2010). The predictions were aggregated temporally at a daily time step and spatially at the catchment scale. In systems B, E and F (Table 2) , the 50 equiprobable members are processed through the hydrological models, otherwise a single member is randomly selected to represent a deterministic meteorological forecast.
The multimodel approach allows to estimate structural uncertainty in a dynamic way by considering the responses of different models. It is an attractive approach as it does not rely on past errors of a single model and therefore avoids the typical constraint of model error stationarity. Other approaches to quantify hydrological modelling uncertainty exist, based mainly on post-processing techniques (see, for instance, Bennett et al., 2015; Li et al., 2016; Roulin and Vannitsem, 2015) . Regardless of the approach used, the quantification of hydrological uncertainty remains an imperfect approximation as it is practically impossible to fully sample all possible structural errors and representations which are likely to describe all hydrological processes in a catchment. The multimodel ensemble is a pool of twenty lumped, conceptual hydrological models. This multimodel ensemble was first studied by Perrin (2000) and revised by Seiller et al. (2012) . The selection is based on the differences in the structures of the models and their degree of complexity, allowing to cover a broad range of possible conceptual descriptions of the hydrological processes. Some models were modified to match the needs of the multimodel frame and may differ from their original version. These modifications include, for instance, the spatial representation of the catchments or the model time step. The main structural specificities of each model were however preserved. The models are coupled with a 2-parameter degree-day snow accounting routine (Valery et al., 2014 ) and a potential evapotranspiration formula (Oudin et al., 2005) . Table 3 shows the twenty models selected to be used in this study. Details about model each structure and performance can be found in Perrin (2000) and Thiboult and Anctil (2015a) .
In this study, the models were individually calibrated on a 10-year period using the RMS E on square-rooted streamflows as objective function. They were validated on a different 10-year sequence. Fig 2 shows the performance of the models in validation with the Nash Sutcliffe Efficiency score (NS E, Nash and Sutcliffe, 1970) . Model performance varies among the catchments (range in the boxplots), but none of the models outperforms the others in all catchments. The Ensemble Kalman Filter (EnKF) is used on each model to reinitialize the model states prior to the forecast. The filter is tuned per catchment and per model for forecasting systems C and E. A lot of effort has been dedicated to identify the level of required perturbations to add to the meteorological inputs and hydrological observations, as well as to select the state variable that should be updated in order to maximize accuracy and reliability (Thiboult and Anctil, 2015b) . When the EnKF is combined with the multimodel approach (System F), it is tuned in a different way. The perturbations added to the inputs and outputs are the same for all models and catchments. If the EnKF is not used (i.e. no data assimilation is performed), it is referred as "open loop". Table 2 summarizes the specificities of the six systems. System A, which is fully deterministic, should be seen as a benchmark for assessing the improvements brought by the use of the probabilistic tools to quantify uncertainty sources. Systems B, C and D make use of a single tool, while systems E and F combine two and three tools, respectively. (Zhao et al., 1980 ) *to each model, one should add the 2 parameters of the snow routine Note that systems A, B, C, and E do not rely on the hydrological multimodel approach but on a single structure instead. Consequently, one could generate 20 subsystems for each of the aforementioned systems: A(M01), A(M02), ..., A(M20), which include the hydrological models M01, M02, ..., M20, respectively. To isolate the improvements brought by the meteorological ensemble forcing and by the EnKF (systems B and C) over the benchmark (System A), a single model needs to be selected. For this purpose, we chose the model M14. It is the model that shows median performance (based on NS E values) during calibration and validation over all catchments. Figure 3 illustrates the REV for all systems and lead times of 1, 3, 5 and 9 days. Each color corresponds to a different system. The REV values are computed for a range of cost-loss ratios that varies between 0 and 1 with a 0.01 increment. Since the behaviour of the curves were very similar for all catchments, and no correlation was observed between the results and the main characteristics of the catchments, the time series of all 20 catchments were concatenated for the calculation of the contingency tables to enhance readability of the figures. Figure 3 shows that in the vast majority of cases the REV of every system decreases with increasing cost-loss ratio (CLR). This behavior is expected since the highest cost-loss ratios correspond to the most complex decision situations, where false alarms are increasingly expensive. Despite this trend, all systems are economically efficient (i.e., REV values are positive) for most CLR values. It is economically attractive to use any of these EWSs for all lead times, regardless of their complexity, when the cost-loss ratio is lower than 0.6. The second finding is that REV values are not equal over all systems. System F shows the highest economic value for all lead times and CLR, and always exhibits positive REV, even for cost-loss ratios close to 1. By contrast, systems A and B offer the lesser improvement over the no-warning expected damage (i.e., they more often result in the lowest REV among the systems). Note that systems A and B, which only differ by the type of meteorological forecasts used (i.e., deterministic meteorological prediction for System A and ensemble prediction for System B), are not distinguishable for day 1. This means that picking randomly one meteorological member or using all members of the ensemble does not result in different economic values for the first day of lead time in the studied catchments. This can also be an indication that the spread of the ensemble forecasts is not large enough at day 1 to distinguish these two systems. Finally, System D is constantly ranked in the middle of the other systems.
Results
Relative economic value
With increasing lead times, the value of all EWS logically decreases as the number of false alarms and missed events increases. However, this happens at a different decreasing rate according to the system. The superiority of System F is confirmed as it exhibits higher REV than other systems for all lead times. System C, which uses only data assimilation, is often the second best one for short lead times, but experiences a substantial decrease and henceforth is outperformed by System D from day 5 onwards. System B, which was indistinguishable from System A for day 1, gains in relative efficiency for longer lead times and outperforms System A from days 4-5. This behavior is confirmed by the analysis of the meteorological ensemble (not shown here) where the dispersion is almost non-existent for day 1 and low for the following days. In summary, for the six systems investigated, meteorological ensemble forcing becomes valuable mostly for lead times greater than 4-5 days and the effects of data assimilation are stronger at shorter lead times.
The REV analysis indicates that the economic value of a system can be improved by accounting explicitly for the principal hydrometeorological sources of uncertainty, as it is usually observed in studies on forecast quality and EWS performance. The different tools improve the REV for different lead times: data assimilation acts on shorter lead times since the influence of the EnKF eventually vanishes and may, in some cases, become worse than the open loop; the quantification of uncertainty from the use of meteorological ensemble forcing is attractive mostly from days 4-5 due to underdispersion at shorter lead times and the contribution of the multimodel appears to be quite constant over lead times. More complex systems, which take into account more sources of uncertainty by merging several tools, are overall more economically attractive, although they may also be more demanding in terms of development efforts, calibration, and computational requirements. One must also note that the differences in costs among the six systems are possibly small compared to the costs engaged in mitigation actions, avoidable damages or damage flood relief.
An attempt to simplify the most valuable systems
This section focuses on investigating further the role of the multimodel approach and the possible benefits from the selection of a single "best" hydrological model. While Section 3.1 presented the results of the median-performing model in validation for systems A, B, C, and E (model M14), this section investigates the REV of all individual models (models M01 to M20) of System E. System E was chosen as it was found to be the second-best system after System F (Section 3.1) and it relies on tools that are more frequently used and available (EnKF and ensemble meteorological forcing). Two subsystems of System E are examined in details, M05 and M06, as these two models are the two best-performing ones in the validation process (Fig. 2) . (Fig. 2) , but System E(M05) clearly stands out in terms of REV in forecasting for the first lead time, when it even outperforms the more complex System F. However, the REV of System E(M05) decreases substantially with lead time. System E(M06), which has a MAE score in validation only 0.01 lower than System E(M05), exhibits a lower REV in comparison to the other models. System F remains the most valuable forecasting system in the vast majority of cases.
These results indicate that it is hazardous to rely on the validation performance of a hydrological model to maximize the expectations one can have in terms of its value when used in a forecasting system. Measures of the accuracy of a hydrological model in validation are a poor indicator of the economic value of a flood forecasting system based on this model. It is hence complex to identify a single hydrological model structure when its selection is performed "a priori" (i.e. in calibration or validation) and do not target the situations of interest when using the model for hydrological forecasting (here, flood forecasting).
It may be attractive to rely on a single hydrological model structure since it does not require multiple calibrations, such as for System F, and the use of a unique model is computationally lighter and easier to comprehend. However, such selection is risky when setting up a forecasting system. System F has drawbacks related to its higher complexity but it offers more consistant performance over lead times and catchments which is not equaled by any single hydrological structure. This consistancy is attributed to the way System F takes structural uncertainty into account. Structural uncertainty is solely accounted implicitly by data assimilation through state updating in System E, while it is accounted explicitly by the means of the multimodel in System F. Figure 4 : Relative Economic Value (REV) in forecasting according to the cost-loss ratio of all models composing System E (M01 to M20) and System F for days 1, 3, 5, and 9. The two best performing models in validation (M05 and M06) are highlighted.
Relationship between value and quality
This section investigates the relationship between the REV of a forecasting system and its quality. Quality is measured by its accuracy (MAE) and reliability (δ ratio). Other scores have been also tested for the computation of accuracy and reliability, without any change in the conclusions (for instance, we evaluated the continuous ranked probability score, the root mean squared error, the Nash-Sutcliffe efficiency calculated on both streamflow and square rooted streamflows for assessing accuracy, and several measures of deviation from perfect reliability in reliability plots). Here, values of REV are computed for a cost loss ratio equal to 0.5, which is a standard value, less subject to sampling errors (Richardson, 2001) Figure 5 shows the REV according to the MAE. All lead times are represented. Day-1 values are illustrated by a circle while the other forecast horizons (day 2 to 9) are denoted by asterisks. The decrease of the accuracy is monotonic (first lead time always has better accuracy than the second one, the second one better than the third one, etc), thus lead times are easily identifiable.
There is a clear correlation between MAE and REV. An improvement in the MAE value generally goes hand in hand with an improvement of the REV, indicating that the different systems behave coherently as more quality translates into more value. Therefore, the measure of forecast accuracy may be seen as an indicator of the economic value of a forecast. Nonetheless, when considering all systems together, similar REV s can be obtained for dissimilar MAE values. The relationship is better described by an envelope of possible values than by a single linear regression. These observations are in accordance with the findings from Murphy and Ehrendorfer (1987) and Richardson (2001) , who performed a similar analysis in a theoretical framework with the Brier score. Figure 6 illustrates the distribution of the REV as a function of the δ ratio. System A is not represented as it is a deterministic system. The relationship between reliability and REV is not as striking as the relationship between accuracy and REV. Figure 6 shows that it strongly depends on the EWS. The relationship can be positively oriented (better reliability corresponds to higher REV) like for Systems C and D, negatively oriented as it is the case for System B, or mostly positively oriented but with a more complex behavior, as for Systems E and F.
System B does not follow the same logic as the others, since its spread is only gradually generated by the meteorological forcing as lead time increases. The meteorological ensemble spread is almost zero for the the first day and grows with lead time. This is reflected in the hydrological forecast ensemble generated, which also considerably lacks spread for the shorter lead times. As a consequence, its reliability improves considerably with increasing lead time, which explains the opposite orientation of the curve describing System B in Figure 6 . Note that System E also presents a similar behavior from day 6. At this forecast horizon, the spread generated by the EnKF data assimilation procedure vanishes and it is the spread of the ensemble meteorological forecasts that prevails. The decrease of the EnKF spread can be explained by the resilient nature of the hydrological models. When the perturbations to the states of the models are small (which is mostly the case during the data assimilation procedure), these states tend to converge towards the unperturbed values after a few iterations. This aspect is further discussed in Thiboult and Anctil (2015b) and (Thiboult et al., 2016) .
These observations indicate that the relationship between reliability and REV is not defined intrinsically as it depends on the forecasting system. More precisely, this relationship is defined by the way the system takes into account the different uncertainty sources of the total predictive uncertainty by using a specific combination of tools. In our study, a score that measures forecast reliability proved to be a good indicator of the capacity of a system to describe the total hydrometeorological uncertainty (the more uncertainty sources are quantified, the better the system), but it is a poor indicator of the economic value of a forecast for early warning (the same REV can be associated to a wide range of forecast reliability scores values).
It is also worth noticing that systems that have a better reliability are also, in general, the most accurate and valuable. This emphasizes that, at least with the tested systems, the different aspects of forecast quality are intrinsically related and cannot be fully separated (i.e. one cannot create a forecasting system that improves the scores of forecast reliability without changing the score values of forecast accuracy). The way the forecasting systems were developed in this study makes that an improvement in the description of forecast uncertainty with the use of the chosen hydrometeorological tools improves reliability and accuracy together (see also Thiboult et al., 2016 and Crochemore et al., 2016 for other examples of trade-offs between forecast quality attributs in streamflow forecasting). If a user is focused on forecast value under similar conditions as we have tested here, attention should be paid to accuracy, even if reliability also generally contributes to the REV of ensemble predictions.
Conclusion
This paper presents (i) a comparison of six Early Warning Systems (EWS) in terms of economic value, (ii) an analysis of the contribution of the multimodel approach, the data assimilation with Ensemble Kalman Filter, and the ensemble meteorological forcing to the economic value of EWS, and (iii) a preliminary analysis of the impact of improved accuracy and reliability on the economic value of a foreacast system. Each system investigated includes a specific set of forecasting components that differs from the others by the way it deciphers one or several sources of uncertainty and, therefore, by the amount of total hydrometeorological uncertainty it takes into account. The systems vary in complexity, ranging from a system based on a deterministic forcing and a single hydrological model to a system that includes multiple hydrological models, data assimilation with an ensemble Kalman filter and meteorological ensemble forcing.
The assessment of the forecast economic value relies on a flexible theoretical framework, where the relative economic value (REV) is used to scale the forecast value between the no-warning case and the perfect forecast case. Warnings are issued and subsequent costly mitigation actions are carried out when the forecast streamflow exceeds a predefined threshold.
Results show that all systems provide positive REV up to 9 days ahead for most cost-loss ratios. More complex systems provide higher economic value. By addressing specifically and adequately the three major sources of uncertainty in hydrometeorological modeling (i.e. initial condition, meteorological forcing, and structural uncertainty), the forecast economic value is increased for all lead times. The attempt to select a single hydrological model instead of using a multimodel approach did not result in higher economic values. This selection also proved to be complex, since the identification of the hydrological model to be used was not dependent on the validation performance criteria solely. In addition, a model that performs better for a given forecast lead time is not systematically the best for all lead times considered, which makes the choice of a "best" model structure not always unique in a forecasting context.
The preliminary investigation of a relationship between the quality and the value of a forecasting system revealed that, in general, better accuracy and reliability translates into higher economic values as measured by the REV. However, while the link was more clearly defined for the forecast accuracy attribute, the same was not observed for reliability. Our results showed that the relationship between the REV and the δ ratio strongly depends on the system and on how reliability and ensemble spread vary with lead time.
From our results, it was clear that a better quantification of forecat uncertainty increases the economic value of a forecat system. How improvements in forecast quality translate into higher economic values is however a topic that deserves further investigation. When improving a forecasting system, several attributes of forecast quality are simultaneoulsy affected and it may be difficult to detect which attribute contributes the most to improve the value of a forecast. The search for a straightforward relationship between quality and value in a forecasting system may finally depend on the way the forecasts are going to be used in a decision-making problem. Our study focused on early warning systems for flood forecasting. Other forecast users may have different interests in terms of forecast quality and value, and a broader range of applications may provide more insights into the quality-value relationship in probabilistic streamflow forecasting. The six tested forecasting systems relied on a lumped and daily description of hydrological processes. Further work could be done to investigate also the impacts of uncertainty quantification on quality and value of flood forecasts at finer spatial and temporal resolutions. The latter aspect may be particularly important in the case of faster responding catchments and catchments prone to flash floods. Further work is also required to better take into account suitable mitigation measures, to identify actual flood damage avoided, and to investigate the possibility to improve decision rules in flood forecasting applications.
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