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Introduccio´n
Cuando se quiere comparar variables aleatorias, se podr´ıa pensar en
un simple ana´lisis de su comportamiento desde una perspectiva estad´ıstica
inicial, esto es, estableciendo comparacio´n de medidas tales como la media,
mediana, moda, varianza e incluso de la covarianza. Dado que el estudio de
dichas comparaciones es demasiado de´bil se recurre a los o´rdenes estoca´sticos
los cuales brindan comparaciones ma´s fuertes.
En este trabajo se presentara´n algunas comparaciones entre variables
aleatorias con e´stos o´rdenes en el marco de la teor´ıa de confiabilidad con
el fin de establecer la mejor configuracio´n de un sistema que hace uso de
reservas.
Los o´rdenes estoca´sticos se esta´n usando de manera acelerada en diversas
a´reas de la probabilidad y la estad´ıstica. El presente trabajo retoma lo que
se conoce sobre algunos de estos o´rdenes, e ilustra su utilidad y aplicabilidad.
La manera ma´s simple de comparar dos variables aleatorias es por medio
de la comparacio´n de las medias asociadas; sin embargo, tal comparacio´n
es considerada de´bil. Adema´s de esto, algunas veces las medias no existen.
En muchos momentos de las aplicaciones es necesario tener informacio´n ma´s
detallada de las variables aleatorias, con el propo´sito de hacer comparaciones
ma´s estrictas, por ejemplo, la funcio´n de densidad, la funcio´n de distribucio´n
o la funcio´n de confiabilidad.
El resultado del presente trabajo de investigacio´n es desarrollado en
el siguiente orden, con el fin de hacer ma´s atractiva su lectura. En el
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Cap´ıtulo 1, se presentan de manera dida´ctica y sin pe´rdida de rigurosidad,
los preliminares y conceptos ba´sicos de la teor´ıa de confiabilidad que han
sido estudiados en las referencias [3] [4] y [20].
O´rdenes estoca´sticos univariados, sus propiedades e implicaciones entre
ellos, sera´n examinados con detalle en el Cap´ıtulo 2. En el Cap´ıtulo 3
se retomaran algunas aplicaciones en la teor´ıa de confiabilidad que han
sido publicadas en art´ıculos de investigaciones recientes, con el propo´sito
de que el lector pueda tener una visio´n general asociada al estado del
arte en estos temas. Para posteriormente, en este cap´ıtulo introducir el
concepto de estad´ısticos de orden, su funcio´n de distribucio´n y adema´s se
presentara´n algunos resultados importantes de investigaciones que surgen a
partir de la comparacio´n estoca´stica con respecto a los o´rdenes de razo´n de
verosimilitud,tasa de fallo y tasa de fallo reversa.
Desde la importancia de la aplicacio´n se presentan tambie´n en el Cap´ıtulo
3 algunos resultados nuevos y generalizaciones que en confiabilidad adquieren
relevancia, por ejemplo, en [34], se demuestra que la distribucio´n uniforme
de reservas en un sistema serie con componentes y reservas independientes e
ide´nticamente distribuidas (iid) minimiza la tasa de fallo del tiempo de vida
del sistema, con base en este resultado la presente investigacio´n demuestra
que la distribucio´n uniforme de reservas en un sistema 2 de 3, maximiza la
funcio´n de confiabilidad del sistema.
Otro resultado importante que se muestra hace referencia a la peor
ubicacio´n de un sistema paralelo de dos componentes con respecto al orden
de ma´xima verosimilitud, cuando las componentes y las reservas siguen
distribuciones exponenciales con distinto para´metro.
Tambie´n en este cap´ıtulo se plantea una interpretacio´n de la relacio´n
establecida por el orden de mayorizacio´n propuesta en la definicio´n e
intuitivamente se concluye que un vector es mayorizado por otro si sus
componentes tienen una distribucio´n mas homoge´nea, en tal sentido para un
sistema se prueba que la ubicacio´n menos adecuada, en el sentido del orden
de verosimilitud, de K reservas exponenciales de para´metro αi conectadas
en serie con las componentes tambie´n exponenciales de para´metros λ1 y λ2
en un sistema paralelo de dos componentes es, conectar en serie con la
componente cuyo para´metro es λi i = 1, 2 r-reservas, donde r es el
mı´nimo nu´mero entero positivo tal que:
λi +
r∑
i=1
αi ≥
1
2
(
λ1 + λ2 +
K∑
i=1
αi
)
.
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En la otra componente ira´n (K − r) reservas conectadas en serie. La
expresio´n anterior generara´ una ubicacio´n homoge´nea de reservas, luego por
teorema se indica que es la menos conveniente.
Se concluye, adema´s que la mejor ubicacio´n de las reservas para un sistema
homoge´nea ser´ıa la conexio´n en serie de las K reservas con la componente
ma´s de´bil. El de´bil se refiere a la de mayor tasa de fallo.
Por u´ltimo se intentara´ obtener cotas para la tasa de fallo reversa de
una configuracio´n paralelo, donde las componentes del sistema son a su vez
sistemas series, de componentes exponenciales. El estudio se hace con base
en el supuesto que en el j−e´simo sistema serie hay una componentes inicial
de para´metro λ y mj componentes adicionales de para´metro α formando un
sistema serie.
CAPI´TULO 1
Preliminares y conceptos ba´sicos
1.1. Antecedentes histo´ricos de la teor´ıa ma-
tema´tica de la confiabilidad
La teor´ıa matema´tica de la confiabilidad surge a partir de las demandas
de la tecnolog´ıa moderna y particularmente desde las experiencias de la
Segunda Guerra Mundial con los sistemas militares complejos. Una de las
primeras a´reas de la confiabilidad estudiadas con te´cnicas matema´ticas fue
el a´rea de mantenimiento de ma´quinas (Khintchine, 1932, y C.Palm, 1947).
Las te´cnicas usadas para resolver problemas de mantenimiento de ma´quinas
se crearon a partir de las experiencias exitosas de A.K.Erlang, C.Palm, y
otros, resolviendo problemas de la central de tele´fonos.
Los primeros intentos para justificar la distribucio´n de Poisson como la
distribucio´n de entradas de llamadas a una central de tele´fonos tambie´n
dieron las bases para el uso de la distribucio´n exponencial como la ley de
fallo de equipamiento complejo. Erlang y Palm presentan los argumentos
heur´ısticos para apoyar la distribucio´n de Poisson como una distribucio´n
l´ımite para las llamadas de tele´fono, y finalmente Khintchine (1960)
y Ososkov (1956) establecen pruebas rigurosas para proporcionar las
condiciones necesarias y suficientes para tal fin.
Las aplicaciones de los procesos de renovacio´n para problemas de
reemplazo fueron discutidas a principios de 1939 por A.J.Lotka. En 1941
N.R.Campbell tambie´n trato´ los problemas de reemplazo usando las te´cnicas
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de la teor´ıa de renovacio´n. W.Feller se acredita con la teor´ıa de renova-
cio´n en v´ıa de desarrollo como una disciplina matema´tica (Feller, 1941,1949).
Antes de 1930 el asunto referido a la fatiga en los materiales y lo
relacionado con la teor´ıa de valor extremo era estudiado por W.Weibull
(1939), Gumbel (1935), y Epstein (1948), entre otros. Posteriormente el libro
de Gumbel’s (1958) suministra los datos de manera cuidadosa para ilustrar
el uso de cada una de las distribuciones de valor extremo (asinto´tica) para
representar los tiempos de vida. En 1939 Weibull, profesor del Instituto
Royal de Tecnolog´ıa en Suiza, propone la distribucio´n que hoy lleva su
nombre Distribucio´n Weibull, apropiada para el estudio de tiempos de
vida. Despue´s, H.E.Daniels (1945) y Z.W.Birnbaum y S.C.Saunders (1958)
proponen modelos matema´ticos justificando los supuestos de las familias
normal y gamma en ciertas situaciones.
Durante el an˜o 1940 el mayor esfuerzo de la estad´ıstica sobre problemas
de confiabilidad era en el a´rea de control de calidad. A principios de 1950
el a´rea de confiabilidad, empieza a recibir una mayor atencio´n de los
estad´ısticos, matema´ticos e ingenieros en la compleja industria del proyectil.
En diciembre de 1950 la Fuerza Ae´rea y el Grupo ad hoc sobre
Confiabilidad de Equipamiento de Electro´nica estudian y recomiendan
medidas de mejoramiento de la confiabilidad de equipamiento y la
disminucio´n del mantenimiento. Algunas te´cnicas del Grupo Consultivo
sobre la confiabilidad de equipamiento Electro´nico (AGREE) se publicaron
en un primer reporte sobre confiabilidad en junio de 1957. Este reporte
incluyo´ los l´ımites mı´nimos de aceptabilidad, los requerimientos para las
pruebas de confiabilidad, efectos de almacenaje sobre confiabilidad, entre
otros.
En 1951 Epstein y Sobel inician el trabajo en el campo de verificacio´n de
tiempos de vida lo cual dio como resultado una gran corriente de art´ıculos
importantes y de influencia extrema. Este trabajo marco´ el comienzo de las
suposiciones difusas de la distribucio´n exponencial en la investigacio´n de
tiempos de vida.
En la industria del proyectil, hombres como Robert Lusser, Richard
R.Carhart, y otros, fueron tambie´n importantes en este tipo de investigacio-
nes, promoviendo el intere´s en la confiabilidad y exponiendo los problemas
de ma´s intere´s para su tecnolog´ıa. Segu´n una fuente, “La definicio´n ba´sica de
confiabilidad fue presentada primero por Robert Lusser, en un simposio en
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Conviar San Diego en 1952”. Richard R Carhart, de la Corporacio´n Rand,
despliega una atencio´n ma´s cient´ıfica, aunque quiza´s menos significativa.
En 1952 D.J.Davis publico´ un art´ıculo llamado datos de fallo donde
se presentan los resultados de diversas pruebas de bondad de ajuste para
varias distribuciones de fallo en competencia. Con la aplicacio´n de este
art´ıculo y el art´ıculo de Epstein-Sobel (1953), la distribucio´n exponencial
adquirio´ una u´nica posicio´n en la verificacio´n de tiempos de vida. Esta
posicio´n se volvio´ ma´s segura en 1957 con el reporte AGREE, el cual fue
considerado un reporte parcial.
Una razo´n fundamental de la popularidad de la distribucio´n exponencial
y su difusa explotacio´n para trabajar la confiabilidad es que llegan a la
suma simple de tasas de fallo y hace posible la compilacio´n de designar
datos de una manera sencilla. De cualquier modo, a principios de 1955
inician consideraciones serias para dar otras distribuciones de tiempo de
vida. J.H.Kao (1956, 1958), entre otros, influye brevemente la atencio´n a
la distribucio´n Weibull. Este intere´s en la distribucio´n Weibull adquiere
importancia con la publicacio´n del art´ıculo de Zelen-Dannemiller el cual
sen˜ala que algunos de los procedimientos de pruebas de tiempos de vida
basados en la exponencial no son fuertes.
El problema de la confiabilidad para proyectiles puede ser con-
siderado en te´rminos de intervalos de confianza para productos de
para´metros binomiales (Buchler, 1953). Este problema tambie´n recibio´ aten-
cio´n por parte de G.P.Steek (1957), J.R.Rosenblatt (1963), y A.Madansky
(1958).
Matema´ticamente la importancia del art´ıculo de Moore y Shannon
aparece en 1956. Moore y Shannon fueron estimulados por Von Newmann’s,
quien intenta describir ciertas operaciones del cerebro humano y la alta
confiabilidad que se logra por organismos biolo´gicos complejos. De igual
forma en 1956 aparece el reporte de G.Weiss, el cual introduce el uso de
los procesos Semi-Markovianos para resolver problemas de sistemas de
mantenimiento.
En 1958 una recopilacio´n de los resultados matema´ticos conocidos en la
teor´ıa de renovacio´n fue presentada por Walter Smith. Como se ha mencio-
nado esta teor´ıa tiene muchas aplicaciones en problemas de reemplazo. En
el mismo an˜o la primera bibliograf´ıa extensiva sobre verificacio´n de tiempos
de vida era publicada por William Mendenhall (1958), indicando la llegada
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de una nueva etapa en este campo.
Bastante motivado por los problemas de vibracio´n encontrado en la
nueva aeronave de chorro comercial, Z.W.Birnbaum y S.C.Saunders en
1958 presentan un ingenioso modelo estad´ıstico para las largas vidas de las
estructuras bajo cargamento dina´mico. Hecho su modelo es posible expresar
la distribucio´n de probabilidad de larga vida en te´rminos de la carga dada
como una funcio´n de tiempo y de deterioro ocurrida en tiempo independiente
de la carga. El caso especial de una constante de carga o de un cargamento
perio´dico con constante de primera amplitud sugiere la distribucio´n gamma
para longitudes de vida en ciertas situaciones.
Tambie´n en 1958 Sobel y Tischendorf presentan un proyecto de
aceptacio´n muestral con nuevos objetivos de prueba de vida. Aunque ma-
tema´ticamente esta aproximacio´n no provee una nueva base para escribir las
especificaciones de la prueba de vida, este proyecto muestral fue basado en
la distribucio´n exponencial y ma´s tarde fue extendido a otras distribuciones
de larga vida por S. Gupta y M.Sobel.
En parte motivado por el art´ıculo de Birnbaum-Saunders (1958),
R.F.Tate en 1959 toma el problema de obtener la varianza mı´nima no
basada en estimaciones de funciones de para´metros para las distribuciones
Gamma, Weibull, y la distribucio´n exponencial de dos para´metros. En
particular, Tate obtuvo la varianza mı´nima no basada en estimaciones para
la probabilidad de que un sistema o estructura sobreviva en un periodo
especifico, basado en n periodos observados para el fallo.
En 1959 y 1960 una prueba de confiabilidad y problemas de log´ıstica
fueron resueltos por Black y Proschan, con Proschan usando algunas de las
te´cnicas de positividad total. En 1961 aparecio´ un art´ıculo de Birnbaum,
Esary, y Saunders el cual extiende significativamente el trabajo anterior de
E.F.Moore y C.E. Shannon (1956).
La sofisticacio´n matema´tica de la confiabilidad se fue incrementando
en paralelo con el crecimiento en la complejidad de los sistemas y con
el importante papel asumido por los procesos estoca´sticos y la teor´ıa
relacionada con los mismos.
A partir de los an˜os 60, una de las principales l´ıneas de investigacio´n
desarrollada fue la dedicada al mantenimiento de los equipos y sistemas. El
monogra´fico de Barlow and Proschan (1965) marco´ un punto de partida en
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el estudio de estas pol´ıticas de mantenimiento.
[[2], [3], [4] y [20]]
1.2. Confiabilidad
El concepto de confiabilidad se ha desarrollado simulta´neamente con
el avance te´cnico y eminentemente asociado al campo de la seguridad. La
complicacio´n de los dispositivos modernos, as´ı como el cara´cter cr´ıtico de
las aplicaciones que involucran estudios de confiabilidad, hacen que e´ste
para´metro de disen˜o este´ presente en la planificacio´n de cualquier sistema
seguro.
Considerando los diferentes problemas de confiabilidad, es fundamental
analizar y calcular ciertos aspectos de intere´s, sen˜alados en la literatura
con una variedad de etiquetas tales como, confiabilidad, eficacia, intervalo
de eficacia, eficiencia, efectividad, etc. Infortunadamente, las definiciones
dadas en la literatura son algunas veces no claras e inexactas y variadas
entre diferentes autores. Se espera que el lector no experimente confusio´n
en la comprensio´n de este trabajo; por ello, los conceptos espec´ıficos de
intere´s en cada problema sera´n definidos expl´ıcitamente en te´rminos de
probabilidades o de valores esperados, cuando el problema se esta´ presentado.
Aunque no se esta´ de acuerdo en un conjunto comprensivo de definiciones
para el entendimiento de los modelos, puede ser de algu´n valor presentar un
tratamiento unificado de los diferentes conceptos y aspectos involucrados en
el tema de la confiabilidad matema´tica.
La confiabilidad de un sistema o componente se relaciona con la idea de la
probabilidad, de que dicho sistema o componente funcione satisfactoriamente
dentro de los l´ımites de desempen˜o establecidos en una determinada etapa
de su vida u´til y para un tiempo de operacio´n estipulado teniendo como
condicio´n que el sistema o componente se utilice segu´n sea el fin para el cual
fue disen˜ado.
La Norma Brita´nica BS4778(1991), la define la confiabilidad como “la
caracter´ıstica de un ı´tem (o sea de un elemento de un equipo, de un equipo
completo o de un sistema), expresada por la probabilidad de que efectu´e una
funcio´n requerida (es decir, que no falle), bajo ciertas condiciones (o sea en
condiciones normales de operacio´n), en un per´ıodo de tiempo establecido.”
Definicio´n 1.2.1 (Funcio´n de Confiabilidad). Sea F la funcio´n de distribu-
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cio´n de una variable aleatoria T. Llamaremos funcio´n de supervivencia o de
confiabilidad de T a la funcio´n
F (t) = 1− F (t), t ≥ 0
Obviamente, F (t) = P [T ≥ t] representa la probabilidad de que el tiempo de
vida de un dispositivo o sistema sobrepase el instante t.
Para expresar esta relacio´n matema´ticamente, se define la variable
aleatoria continua T como el tiempo de vida del sistema o componente.
Entonces, la funcio´n de confiabilidad puede ser expresada como
F (t) = P [T ≥ t],
donde
F (t) ≥ 0, l´ım
t→0+
F (t) = 1, y l´ım
t→∞
F (t) = 0.
F (t) es la probabilidad de que el tiempo de vida sea mayor o igual a t.
Adema´s, F (t) es la probabilidad de que ocurra un fallo antes del tiempo t.
Luego,
F (t) = 1− F (t) = P [T < t], l´ım
t→0+
F (t) = 0, y l´ım
t→∞
F (t) = 1
1.3. Tiempo de vida promedio
Sea T una variable aleatoria no negativa que representa el tiempo de
vida de un componente. Entonces, el tiempo de vida promedio de la variable
aleatoria T es E(T ), es decir, el valor esperado de la variable aleatoria. En
el siguiente teorema se probara´ que este tiempo de vida promedio se puede
expresar como
E(T ) =
∫ ∞
0
F (t)dt,
donde F es su funcio´n de confiabilidad.
Para efecto de la demostracio´n de dicho teorema, se enunciara´ a
continuacio´n el siguiente lema.
Lema 1.3.1. Si T es una variable aleatoria no negativa con funcio´n de
distribucio´n F , entonces
0 ≤ tF (t) = t
∫ ∞
t
dF (x) ≤
∫ ∞
t
xdF (x)
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[Ver G. E. Willmot [39]].
Teorema 1.3.2. Sea T una variable aleatoria no negativa con esperanza
finita, E(T ) <∞. Sea F su funcio´n de confiabilidad, entonces
E(T ) =
∫ ∞
0
F (t)dt.
Demostracio´n.
Haciendo u = t, y dv = dF (t), entonces du = dt y v =
∫
dF (t) = F (t)
luego,
∫ ∞
0
tdF (t) = l´ım
k→∞
∫ k
0
tdF (t)
= l´ım
k→∞
{tF (t)}|k0 − l´ım
k→∞
∫ k
0
F (t)dt
= l´ım
k→∞
{t[1− F (t)]}|k0 − l´ım
k→∞
∫ k
0
[1− F (t)]dt
= l´ım
k→∞
{t− tF (t)}|k0 − l´ım
k→∞
∫ k
0
dt+ l´ım
k→∞
∫ k
0
F (t)dt
= l´ım
k→∞
{k − kF (k)− 0} − l´ım
k→∞
t|k0 + l´ım
k→∞
∫ ∞
0
F (t)
= l´ım
k→∞
k − l´ım
k→∞
kF (k)− l´ım
k→∞
k +
∫ ∞
0
F (t)dt
= l´ım
k→∞
[k − k]− l´ım
k→∞
kF (k) +
∫ ∞
0
F (t)dt
Como F (∞) = 0, entonces se tendra´∫ ∞
0
tdF (t) =
∫ ∞
0
F (t)dt.
Pero, 0 ≤ tF (t) = t
∫∞
t
dF (x) ≤
∫∞
t
xdF (x) y puesto que E(t) < ∞, se
verifica que
0 ≤ l´ım
t→∞
tF (t) ≤ l´ım
t→∞
∫ ∞
t
xdF (x) = 0.
As´ı, ∫ ∞
0
tdF (t) = 0 +
∫ ∞
0
F (t)dt
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Esto es, ∫ ∞
0
tdF (t) =
∫ ∞
0
F (t)dt.
Lo que equivale a
E(T ) =
∫ ∞
0
F (t)dt
1.4. La funcio´n tasa de fallo
Adema´s de las funciones de probabilidad definidas anteriormente, otra
funcio´n, llamada la funcio´n tasa de fallo o´ tasa de riesgo, es a menudo usada
en confiabilidad.
Definicio´n 1.4.1. Si T es una variable aleatoria continua con funcio´n de
densidad f, se define la funcio´n tasa de fallo como
λ(t) =
f(t)
F (t)
, t ≥ 0,
siempre que F (t) 6= 0
En sentido pra´ctico por ejemplo, cuando un componente o sistema no ha
fallado en un tiempo t, la probabilidad que falle en el instante inmediatamente
siguiente es aproximadamente la tasa de fallo. Matema´ticamente sera´
P [T ≤ t+ ∆t | T ≥ t] ≈ λ(t)∆t, para ∆t pequen˜o.
Pero,
P [T ≤ t+ ∆t | T ≥ t] =
P [t < T ≤ t+ ∆t]
P [T > t]
=
P [T ≤ t+ ∆t]− P [T < t]
P [T > t]
=
F (t+ ∆t)− F (t)
F (t)∆t
=
[1− F (t+ ∆t)]− [1− F (t)]
F (t)∆t
= −
F (t+ ∆t)− F (t)
F (t)∆t
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Luego, la tasa de fallo es una intensidad de probabilidad condicional de fallo
por unidad de tiempo. As´ı,
λ(t) = − l´ım
∆t−→0
F (t+ ∆t)− F (t)
∆t
1
F (t)
= −
dF (t)
dt
1
F (t)
= −
d
dt
[1− F (t)]
1
F (t)
=
f(t)
F (t)
Observacio´n 1.4.1. La funcio´n tasa de fallo de una variable aleatoria
determina de manera un´ıvoca la distribucio´n de la misma, pues la definicio´n
1.4.1 equivale a escribir
λ(t) = −
d
dt
(
ln(1− F (t))
F (t)
)
.
Integrando esta desigualdad resulta que
lnF (t) = −
∫ t
0
λ(x)dx
Luego,
F (t) = exp
[
−
∫ t
0
λ(x)dx
]
.
Entonces, λ(t) es conocida como la funcio´n tasa de fallo o tasa de riesgo
instanta´nea.
La funcio´n tasa de fallo λ(t) proporciona una forma alternativa de
descripcio´n de una distribucio´n de fallo. Las tasas de fallo en algunos
casos puede ser caracterizada como creciente (IFR), decreciente (DFR),
o´ constante (CFR). (ver Figura 1.1)
1.5. Tasa de fallo reversa
Sea T una variable aleatoria no negativa que representa el tiempo de
vida de un componente. Entonces la tasa de fallo reversa de T en el punto
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T
as
a
d
e
fa
ll
o
λ
CFR
DFR IFR
Tiempo
Figura 1.1: Curva ban˜era
t, denotada por λ̂, se puede interpretar como: Si dado un tiempo t el
componente o sistema fallo´, entonces, la probabilidad de que hubiese fallado
en el instante inmediatamente anterior es aproximadamente la tasa de fallo
reversa.
En vista de la definicio´n anterior y suponiendo que la distribucio´n de T
es F , se tiene
P [T ≥ t−∆t | T < t] ≈ λ̂∆t, para ∆t pequen˜o.
Pero,
P [T ≥ t−∆t | T < t] =
P [t−∆t ≤ T < t]
P [T < t]
=
P [t < t]− P [T ≤ t−∆t
P [T < t]
=
F (t)− F (t−∆t)
F (t)∆t
=
F (t+ ∆t)− F (t)
F (t)∆t
Con base en lo anterior, la tasa de fallo reversa se expresa como
λ̂(t) = l´ım
∆t−→0
F (t+ ∆t)− F (t)
∆t
1
F (t)
=
dF (t)
dt
1
F (t)
=
f(t)
F (t)
=
d
dt
[lnF (t)],
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donde F es una funcio´n de distribucio´n absolutamente continua.
Desde la conveniencia y teniendo en cuenta las definiciones anteriores,
ser´ıa apropiado un sistema con tasa de fallo pequen˜a y tasa de fallo reversa
grande.
1.6. Sistemas coherentes
Esta seccio´n examina las te´cnicas para expresar los arreglos de
los componentes en un sistema, y para determinar su confiabilidad.
Asumimos que un ı´tem consiste de n componentes, arreglados dentro de
un sistema. Las dos decisiones claves que son siempre una parte de los
procesos de modelacio´n son: (i) que´ elementos del sistema son excluidos e
incluidos, y (ii) el nivel de detalle para ser representado por los componentes.
Si el ı´tem bajo estudio es un automo´vil, por ejemplo, el modelar nos
permite decidir si el sistema ele´ctrico completo debe ser modelado como un
componente, o´ si el ensamble individual, tal como el alternador o´ la ignicio´n,
debe ser modelado como componentes. Las funciones estructura son usadas
para relacionar los estados de los componentes individuales con el estado del
sistema. Un diagrama de bloques es a menudo u´til para visualizar la forma
en que son arreglados los componentes. De igual manera, los conjuntos de
camino mı´nimo y de corte mı´nimo son otras dos formas para describir los
arreglos de los componentes de un sistema.
Las funciones de confiabilidad son usadas para determinar la fiabilidad
del sistema en un punto particular en el tiempo, dadas las confiabilidades de
los componentes en ese tiempo. Los l´ımites de confiabilidad, pueden usarse
para obtener un intervalo de confiabilidad del sistema cuando existen muchos
componentes, y la confiabilidad exacta del sistema es dif´ıcil de calcular.
1.6.1. Las funciones estructura
Una funcio´n estructura es una herramienta u´til que describe la forma
en que los n componentes se relacionan para formar un sistema. La funcio´n
estructura define el estado del sistema como una funcio´n de los estados
de los componentes. Un sistema es asumido como una coleccio´n de n
componentes. Adema´s, se asume que los componentes y el sistema pueden
estar funcionando o fallando. Aunque esta suposicio´n binaria puede ser no
realista para cierto tipo de componentes o sistemas, la matema´tica la hace
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ma´s tratable.
La suposicio´n implica que el fallo del componente debido a causas
catastro´ficas se modela en buena parte debido a la degradacio´n gradual de
la falla de un componente. Un componente ele´ctrico que sufre deterioro o
un componente meca´nico que sufre desgaste debe tener un valor de entrada
definido con el objeto de establecer el estado del ı´tem en los estados de
funcionamiento o fallo para analizar el ı´tem usando estas te´cnicas.
Para la ampliacio´n de e´stos conceptos si el lector lo considera necesario ver
[3], [4] y [20].
Los estados de funcionamiento y fallo para los componentes y los sistemas
sera´n denotados por 1 y 0, respectivamente, como se muestra en la siguiente
definicio´n.
Definicio´n 1.6.1. El estado del la i-e´sima componente, denotada por xi, es
xi =
{
0, si la componente i ha fallado,
1, si la componente i esta´ funcionando,
para i = 1, 2 . . . , n.
Estos n valores pueden ser escritos como el vector estado del sistema
x = (x1, x2, . . . , xn). Puesto que existen n componentes, entonces existen
2n valores diferentes que el vector estado del sistema puede asumir, y(
n
j
)
de estos vectores corresponden a los j componentes funcionando
exactamente j = 0, 1, . . . , n.
Una forma ma´s general es llamada la funcio´n estructura φ(x), ella mapea
el vector estado del sistema x para 0 o´ 1 facilitando el estado del sistema y
se define a continuacio´n.
Definicio´n 1.6.2. La funcio´n estructura φ es
φ(x) =
{
0, si el sistema ha fallado.
1, si el sistema esta´ funcionando.
Las estructuras de los sistemas ma´s comunes son los sistemas serie y
paralelo, los cuales esta´n definidos en los siguientes ejemplos.
Ejemplo 1.6.1. Un sistema serie funciona cuando todos sus componentes
funcionan. As´ı, φ(x) asume el valor 1 cuando x1 = x2 = . . . = xn = 1, y
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0 en otro caso. Por lo tanto,
φ(x) =
{
0, si existe un i tal que xi = 0,
1, si xi = 1 para todo i = 1, 2, . . . , n.
= mı´n{x1, x2, . . . , xn}
=
n∏
i=1
xi.
Estas tres formas diferentes de expresar el valor de la funcio´n estructura son
equivalentes.
Los sistemas que funcionan u´nicamente cuando todos sus componentes
funcionan deben ser modelados como sistemas serie. Si una calculadora, por
ejemplo, es modelada como un sistema de cuatro componentes (un teclado,
el display, el microprocesador y la bater´ıa), un arreglo serie es apropiado
puesto que el fallo de cualquier componente resulta fallo en el sistema. Los
diagramas de bloques son usados para visualizar un sistema de componentes.
El diagrama de bloque correspondiente a un sistema serie de n componentes
se muestra en la Figura 1.2
x1 x2 x3 xn
Figura 1.2: Diagrama de bloque de un sistema serie
Un diagrama de bloque, es un me´todo gra´fico para expresar el arreglo de
los componentes que forman un sistema. Si un camino de los componentes que
esta´n funcionando puede ser trazado de un lado a otro desde la izquierda a
la derecha en un diagrama de bloque, entonces el sistema funciona. Las cajas
representan los componentes del sistema, y los nu´meros de los componentes
o probabilidades son ubicados dentro de las cajas.
Una segunda estructura de un sistema popular es el arreglo paralelo.
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Ejemplo 1.6.2. Un sistema paralelo funciona cuando uno o ma´s de los
componentes funcionan. Lo cual quiere decir que φ(x) asume el valor de
0 cuando x1 = x2 = . . . = xn = 0, y 1 en otro caso, esto es
φ(x) =
{
0, si xi = 0 para todo i = 1, 2, . . . , n
1, si existe un i tal que xi = 1
= ma´x{x1, x2, . . . , xn}
= 1−
n∏
i=1
(1− xi).
Como en el caso del sistema serie, las tres formas de la definicio´n de
φ(x) son equivalentes. El diagrama de bloques de un arreglo paralelo de n
componentes se muestra en la Figura 1.3.
x1
x2
xn
bc
bc
bc
Figura 1.3: Diagrama de bloque de un sistema paralelo
Un arreglo paralelo de n componentes es apropiado cuando todos los
componentes deben fallar para que el sistema por completo falle. Existen
numerosos ejemplos de sistemas paralelo. Los rin˜ones son un ejemplo de un
sistema paralelo de dos componentes, puesto que basta con el funcionamiento
de uno de ellos para que una persona pueda vivir.
Los sistemas serie y paralelo son casos especiales de los sistemas k de n:
el sistema funciona si k o´ ma´s de los n componentes funcionan.
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Un sistema serie es un sistema n de n, y un sistema paralelo es un sistema
1 de n. Un puente colgante que necesita solamente k de sus n cables para
soportar el puente, un motor de automo´vil que necesita solamente k de sus
n cilindros para correr, y una bicicleta de ruedas que necesita solamente k
de sus n radios para funcionar son algunos ejemplos de sistema k de n.
Ejemplo 1.6.3. La funcio´n estructura para un sistema k de n es
φ(x) =

0, si
n∑
i=1
xi < k
1, si
n∑
i=1
xi ≥ k
El diagrama de bloque para un sistema k de n es en general dif´ıcil de
dibujar, pero para casos espec´ıficos puede ser dibujado repitiendo las compo-
nentes en el diagrama. El diagrama de bloque para un sistema 2 de 3, indica
que si todas las tres componentes, o exactamente dos de las tres componen-
tes (en particular 1 y 2, 1 y 3 o´ 2 y 3) funcionan, entonces el sistema funciona.
La funcio´n estructura para un sistema 2 de 3 es dada por
φ(x) = 1− (1− x1x2)(1− x1x3)(1− x2x3)
= x1x2 + x1x3 + x2x3 − x
2
1x2x3 − x1x
2
2x3 − x1x2x
2
3 + (x1x2x3)
2
Desafortunadamente, muchas posibles funciones estructura pueden defi-
nirse para un sistema. Considerar un sistema de un componente con funcio´n
estructura φ(x) = 1 − x, el cual indica que el sistema esta´ funcionando
cuando el componente ha fallado, y viceversa. Esta no es una funcio´n
estructura muy razonable.
Para evitar el estudio de las funciones estructura que no son razonables,
definimos los sistemas coherentes, esto es, un subconjunto de todos los
sistemas posibles de n componentes.
Un sistema es coherente si φ(x) es no decreciente en x [por ejemplo,
φ(x1, . . . , xi−1, 0, xi+1, . . . , xn) ≤ φ(x1, . . . , xi−1, 1, xi+1, . . . , xn) para todo
i] y no existen componentes no revelantes. La condicio´n de que φ(x) sea
no decreciente en x implica que el sistema no crece si un componente
disminuye. Una componente es no relevante si su estado no tiene impacto
sobre la funcio´n estructura.
De los muchos sistemas relacionados con los sistemas coherentes, un
teorema que describe los me´ritos relativos del componente y la redundancia
20 Preliminares y conceptos ba´sicos
del sistema es de particular importancia. Si un particular disen˜o de ingenier´ıa
no puede lograr una meta de confiabilidad, este teorema muestra que es ma´s
sabio usar la redundancia al nivel del componente, que la redundancia al
nivel del sistema.
Teorema 1.6.3. Sea φ la funcio´n estructura de un sistema coherente de n
componentes. Para cualesquiera vectores de estado x y y,
φ(1− (1− x1)(1− y1), . . . , 1− (1− xn)(1− yn) ≥ 1− [1− φ(x)][1− φ(x)]
y la igualdad se cumple cuando
φ((x) = 1−
n∏
i=1
(1− xi)
Par efectos de la prueba ver [20]
Un concepto final relacionado a las funciones estructura es la nocio´n de la
importancia estructural, el cual mide el impacto de cada componente sobre la
funcio´n estructura. Esto conduce a una definicio´n formal para la importancia
estructural de cada componente.
Definicio´n 1.6.4. La importancia estructural del i-e´simo componente en un
sistema coherente de n componentes es
Iφ(i) =
1
2n−1
∑
[x|xi]
[φ(1i,x)− φ(0i,x)] para i = 1, 2 . . . , n.
La suma en esta definicio´n pasa por todos los 2n−1 vectores estado x,
tal que xi = 1. La suma cuenta el nu´mero de estos vectores para el cual
φ(1i,x) − φ(0i,x) = 1. Es de anotar que dicha suma da ma´s peso a los
vectores para el cual el fracaso del i-e´simo componente resulta dentro del
fallo del sistema. As´ı, para cualquier sistema coherente, 0 < Iφ(i) ≤ 1 para
i = 1, 2, . . . , n.
La importancia estructural puede ser u´til para el ingeniero de disen˜o,
quien tiene los recursos para mejorar uno o ma´s componentes en un sistema.
Asumiendo que la meta es actualizar esos componentes con el impacto ma´s
grande en el sistema, el disen˜ador debe hacer mejoras en los componentes
junto con la importancia estructural ma´s grande.
CAPI´TULO 2
Ordenes estoca´sticos univariados y
clases de envejecimiento
El objetivo de este cap´ıtulo es estudiar los diferentes o´rdenes estoca´sticos.
Adema´s, se desarrollan algunos resultados cla´sicos que se necesitan en el
estudio de los mismos. Recordemos entonces las definiciones y algunas
propiedades importantes de los diferentes o´rdenes estoca´sticos. Ver Shaked
and Shanthikumar.[35]
2.1. Definicio´n y condiciones equivalentes
Definicio´n 2.1.1 (Orden de la media). Sean X y Y variables aleatorias con
esperanza finita. Se dice que X es menor que Y en el orden de la media,
denotado por X ≤m Y, si
E(X) ≤ E(Y ).
Es de anotar que e´ste orden no es lo suficientemente fuerte como en
realidad se quisiera y desde una perspectiva inicial podr´ıa ser de utilidad.
Definicio´n 2.1.2 (Conjunto Superior). Sea U ⊆ Rn. Se dice que U es un
conjunto superior o creciente si
y ∈ U siempre que y ≥ x para todo x ∈ U.
Observacio´n 2.1.1. En el caso univariado un conjunto U es un conjunto
superior si, y solamente si, es un abierto o una semi recta cerrada a derecha.
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Definicio´n 2.1.3 (Orden estoca´stico usual). Sean X y Y dos variables
aleatorias tales que
P (X > u) ≤ P (Y > u), −∞ < u <∞. (2.1.1)
Entonces se dice que X es menor que Y segu´n el orden estoca´stico usual
(denotado por X ≤st Y ).
No´tese que (2.1.1) es lo mismo que
P (X ≤ u) ≥ P (Y ≤ u), −∞ < u <∞ (2.1.2)
Es fa´cil verificar (notando que cualquier intervalo cerrado es una interseccio´n
infinita de intervalos abiertos ) que X ≤st Y si, y so´lo si,
P (X ≥ u) ≤ P (Y ≥ u), −∞ < u <∞. (2.1.3)
En efecto, podemos reformar (2.1.1) y (2.1.3) en una definicio´n aparentemen-
te ma´s general, pero realmente una equivalente, de la manera siguiente
P (X ∈ U) ≤ P (Y ∈ U), para todo conjunto U ⊆ R (2.1.4)
En el caso univariado, la equivalencia de (2.1.4) con (2.1.1) y (2.1.3) es
trivial. Entonces otra forma de reescribir (2.1.1) o´ (2.1.3) es la siguiente
E[IU(X)] ≤ E[IU(Y )] para todos los conjuntos superiores U, (2.1.5)
donde IU denota la funcio´n indicadora de U y U ⊆ R.
Lema 2.1.4.
X ≤st Y =⇒ E(X) ≤ E(Y ).
Demostracio´n. Es conocido que cualquier variable aleatoria se puede escribir
como la diferencia de dos variables aleatorias no negativas
Z = Z+ − Z−
Donde Z+ = ma´x{Z, 0} y Z− = −mı´n{Z, 0}. Haciendo uso de la hipo´tesis
se verifica que
X ≤st Y =⇒ X
+ ≤st Y
+ y X− ≥st Y
−.
De la definicio´n de orden estoca´stico usual y del Teorema 1.3.2 se tiene que
E(X) = E
(
X+
)
− E(X−) ≥ E(Y +)− E(Y −) = E(Y )
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Teorema 2.1.5.
X ≤st Y ⇐⇒ E[φ(X)] ≤ E[φ(Y )]
para φ una funcio´n creciente.
Demostracio´n. (⇒) Supongamos primero que X ≤st Y y sea φ una funcio´n
creciente. Mostremos entonces que
φ(X) ≤st φ(Y ).
Sea
φ−1(a) = ı´nf{x | φ(x) ≥ a}, a ≥ 0.
Entonces,
P [φ(X) > a] = P [X > φ−1(a)] ≤ P [Y > φ−1(a)] = P [φ(Y ) > a].
Por tanto, φ(X) ≤st φ(Y ), y por el Lema 2.1.4 se concluye que
E[φ(X)] ≤ E[φ(Y )]
(⇐)
Supongamos ahora que E[φ(X)] ≤ E[φ(Y )] para toda funcio´n creciente φ.
Luego, para un a sea φa la funcio´n creciente definida como
φa(x) =
{
1, si x > a
0, si x ≤ a
Entonces,
E[φ(X)] ≤ E[φ(Y )] ⇒ P [X ≥ a] ≤ P [Y ≥ a] ⇒ X ≤st Y
Definicio´n 2.1.6. Sean X y Y variables aleatorias discretas tomando
valores en {...,−1, 0, 1, ...}. Sean pi = P (X = i) y qi = P (Y = i),
i ∈ {...,−1, 0, 1, ...}. Entonces X ≤st Y si, y so´lo si
i∑
j=−∞
pj ≥
i∑
j=−∞
qj, i ∈ {...,−1, 0, 1, ...},
o, equivalentemente,
X ≤st Y
si, y so´lo si,
∞∑
j=i
pj ≤
∞∑
j=i
qj, i ∈ {...,−1, 0, 1, ...}.
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Definicio´n 2.1.7 (Orden probabil´ıstico). Sean X y Y variables aleatorias.
Se dice que X es mayor que Y en el orden probabil´ıstico, denotado X ≥pr Y ,
si
P (X > Y ) ≥ P (Y > X), (2.1.6)
donde la distribucio´n de las variables aleatorias X y Y, para este caso es la
distribucio´n conjunta de las variables que se comparan.
2.2. Propiedades de clausura
Teorema 2.2.1. Si X ≤st Y y g es cualquier funcio´n creciente[decreciente],
entonces g(X) ≤st [≥st]g(Y )
Demostracio´n. Como g es una funcio´n creciente, entonces su inversa g−1
existe. Por tanto,
P [g(X) > a] = P [X > g−1(a)] ≥ P [Y > g−1(a)] = P [g(Y ) > a].
Se sigue que,
g(X) ≤st g(Y )
Para el caso decreciente es similar.
2.3. Una propiedad en la teor´ıa de la
confiabilidad
Si X es una variable aleatoria no negativa con una funcio´n de distribucio´n
absolutamente continua F , entonces la tasa de fallo de X en t ≥ 0 es definida
como λ(t) = d
dt
(− ln(1 − F (t)). La tasa de fallo puede alternativamente
expresarse como se mostro´ en la seccio´n 1.4, esto es
λ(t) = l´ım
∆t→0
P {X ≤ t+ ∆t | X > t}
∆t
=
f(t)
F (t)
, t ≥ 0, (2.3.1)
donde F (t) ≡ 1 − F (t) es la funcio´n de supervivencia y f(t) = (d/dt)F (t)
es la funcio´n de densidad correspondiente. Como puede verse de (2.3.1), la
tasa de fallo λ(t) puede ser considerada como la intensidad de fallo de un
componente, con un tiempo de vida aleatorio X, en el tiempo t.
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Definicio´n 2.3.1. Una variable aleatoria no negativa X con funcio´n de
distribucio´n F es llamada logco´ncava si,
F [αx+ (1− α)y] ≥ Fα(x)F 1−α(y),
para α ∈ (0, 1) y 0 ≤ x, y <∞.
Definicio´n 2.3.2 (Clase IFR). Una variable aleatoria no negativa X con
funcio´n de distribucio´n F y funcio´n de supervivencia F se dice que tiene
tasa de fallo creciente IFR (increasing failure rate) si, − lnF es convexa en
{t : F (t) > 0}, esto es, si F es logco´ncava.
Observacio´n 2.3.1. Si X tiene una funcio´n tasa de fallo λ, entonces e´sta
es IFR si, y solo si, λ(t) es creciente en t.
Teorema 2.3.3. Si la tasa de fallo existe, F es logco´ncava si, y so´lo si, X
tiene tasa de fallo IFR
Demostracio´n. Supongamos que X tiene tasa de fallo creciente. Luego,
− lnF es funcio´n convexa, esto es,
− lnF [αx+ (1− α)y] ≤ −α lnF (x)− (1− α) lnF (y)
lnF [αx+ (1− α)y] ≥ α lnF (x) + (1− α) lnF (y) = ln[F
α
(x)F
1−α
(y)]
F [αx+ (1− α)y] ≥ F
α
(x)F
1−α
(y)
Luego de la definicio´n 2.3.1, entonces F (x) es logco´ncava.
La demostracio´n en el otro sentido es similar.
Definicio´n 2.3.4 (Clase DFR). Una variable aleatoria no negativa X con
funcio´n de distribucio´n F y funcio´n de supervivencia F se dice que tiene
tasa de fallo decreciente DFR (decreasing failure rate) si, − lnF es co´ncava
en {t : F (t) > 0}, esto es, si F es logconvexa.
Si X tiene una funcio´n tasa de fallo λ, e´sta es DFR si, y so´lo si, λ(t) es
decreciente en t.
Observacio´n 2.3.2. Una forma alternativa para establecer si la variable
aleatoria es IFR o´ DFR es tomando
λ(t) ↑ ⇐⇒
F (t+ a)
F (t)
↓t
y
λ(t) ↓ ⇐⇒
F (t+ a)
F (t)
↑t,
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donde λ(t) ↑ significa tasa de fallo no decreciente IFR y λ(t) ↓ tasa de fallo
no creciente DFR.
Definicio´n 2.3.5 (Clase NBU). Una variable aleatoria no negativa X con
funcio´n de confiabilidad F se dice que tiene la propiedad de nuevo mejor que
usado NBU (new better than used) si
P [X > t+ s | X > t] ≤ P [X > s],
esto es,
F (s+ t) ≤ F (s)F (t), para todo s ≥ 0 y todo t ≥ 0.
Definicio´n 2.3.6 (Clase NWU). Una variable aleatoria no negativa X con
funcio´n de supervivencia F se dice que tiene la propiedad de nuevo peor que
usado NWU (new worse used) si, y solo si,
P [X > t+ s | X > t] ≥ P [X > t],
esto es,
F (s+ t) ≥ F (s)F (t), para todo s ≥ 0 y todo t ≥ 0.
Teorema 2.3.7.
(i) La variable aleatoria X es IFR si, y solo si,
[X − t | X > t] ≥st [X − t
′ | X > t′] siempre que t ≤ t′
(ii) La variable aleatoria no negativa X es NBU si, y solo si,
X ≥st [X − t | X > t] para todo t > 0.
Demostracio´n. (i) (⇐) Supongamos que
[X − t | X > t] ≥st [X − t
′ | X > t′].
Entonces,
P [X − t ≥ a | X > t] ≥ P [X − t′ ≥ a | X > t′]
P [X ≥ t+ a | X > t] ≥ P [X ≥ t′ + a | X > t′]
P [X ≥ t+ a]
P [X > t]
≥
P [X ≥ t′ + a]
P [X > t′]
F (t+ a)
F (t)
≥
F (t′ + a)
F (t′)
siempre que t ≤ t′.
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As´ı,
F (t+ a)
F (t)
↓t .
Por observacio´n (2.3.2) se verifica que λ(t) es creciente en t, lo cual
implica que X es IFR
(⇒) Supongamos ahora que la variable aleatoria X es IFR. Entonces,
por definicio´n (2.3.2), sabemos que λ(t) es creciente en t, esto es,
F (t+ a)
F (t)
↓t .
Por consiguiente,
F (t+ a)
F (t)
≥
F (t′ + a)
F (t′)
siempre que t ≤ t′.
Luego,
P [X ≥ t+ a]
P [X > t]
≥
P [X ≥ t′ + a]
P [X > t′]
P [X ≥ t+ a | X > t] ≥ P [X ≥ t′ + a | X > t′]
[X − t ≥ a | X > t] ≥ P [X − t′ ≥ a | X > t′].
Por lo tanto,
[X − t | X > t] ≥st [X − t
′ | X > t′].
(ii) (⇐) Supongamos que X ≥st [X− t | X > t] para todo t > 0. Entonces,
P [X > a] ≥ P [X − t > a | X > t]
P [X > a] ≥ P [X > t+ a | X > t]
P [X > a] ≥
P [X > t+ a]
P [X > t]
P [X > t]P [X > a] ≥ P [X > t+ a]
F (t)F (a) ≥ F (t+ a).
Por lo tanto, X es NBU .
(⇒) Supongamos que X es NBU. Entonces,
F (t+ a) ≤ F (t)F (a), para todo t ≥ 0 y todo a ≥ 0.
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Luego,
P [X > t+ a] ≤ P [X > t]P [X > a]
P [X > t+ a]
P [X > t]
≤ P [X > a]
P [X > t+ a | X > t] ≤ P [X > a]
P [X − t > a | X > t] ≤ P [X > a].
Es decir,
P [X > a] ≥ P [X − t > a | X > t].
Por lo tanto,
X ≥st [X − t | X > t]
Definicio´n 2.3.8. Si X es una variable aleatoria que representa el tiempo de
vida de un componente, entonces la variable aleatoria Xt = [X − t | X > t]
representa el tiempo de vida residual para todo t > 0. Si la distribucio´n de X
es F , entonces la distribucio´n de Xt es
FXt(a) =
F (a+ t)
F (t)
, a ≥ 0, t ≥ 0.
2.4. El orden tasa de fallo
2.4.1. Definicio´n y condiciones equivalentes
Sea X una variable aleatoria no negativa con distribucio´n absolutamente
continua F. La tasa de fallo de X esta´ definida como la probabilidad de falla
en el instante de tiempo t, condicionada a que la unidad no ha fallado hasta
el momento.
Definicio´n 2.4.1 (Orden tasa de fallo). Sean X y Y dos variables aleatorias
no negativas con funciones de distribucio´n absolutamente continuas y con
funciones tasa de fallo λ1 y λ2, respectivamente, tales que
λ1(t) ≥ λ2(t), t ≥ 0 (2.4.1)
Entonces se dice que X es menor que Y en el orden tasa de fallo, denotado
como X ≤hr Y.
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Aunque el orden tasa de fallo es usualmente aplicado a tiempos de vidas
aleatorias (esto es, variables aleatorias no negativas), la definicio´n (2.4.1)
puede tambie´n usarse para comparar variables aleatorias ma´s generales;
todo lo que necesita ser modificado en (2.4.1) es reemplazar la restriccio´n
t ≥ 0 por t > −∞.
Observacio´n 2.4.1. Una condicio´n adicional, la cual es equivalente a
X ≤hr Y cuando X y Y tienen distribuciones absolutamente continuas F
y G, respectivamente, es la siguiente
f(u)
F (v)
≥
g(u)
G(v)
, para todo u ≤ v. (2.4.2)
Teorema 2.4.2.
X ≤hr Y ⇐⇒
F (t)
G(t)
↓t,
donde F (t) y G(t) son las funciones de distribucio´n de X e Y , respectiva-
mente.
Demostracio´n. Supongamos que las funciones de densidad de las variables
aleatorias X e Y existen y son respectivamente f(t) y g(t), entonces
X ≤hr Y ⇐⇒ λ1(t) ≥ λ2(t)
⇐⇒
f(t)
F (t)
≥
g(t)
G(t)
⇐⇒ f(t)G(t) ≥ g(t)F (t)
⇐⇒ f(t)G(t)− g(t)F (t) ≥ 0
⇐⇒ −f(t)G(t) + g(t)F (t) ≤ 0
⇐⇒ −
f(t)G(t)− g(t)F (t)
[G(t)]2
≤ 0
⇐⇒ −
d
dt
[
F (t)
G(t)
] ≤ 0.
Lo cual implica que
X ≤hr Y ⇐⇒
F (t)
G(t)
↓t .
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Lema 2.4.3. Una condicio´n equivalente para X ≤hr Y es
1− FG−1(1− u)
u
≤
1− FG−1(1− v)
v
para toda 0 < u ≤ v < 1 (2.4.3)
Teorema 2.4.4.
X ≤hr Y ⇐⇒ Xt ≤st Yt
Demostracio´n.
Xt ≤st Yt ⇐⇒ P [Xt ≥ a] ≤ P [Yt ≥ a]
⇐⇒ P [X − t ≥ a | X > t] ≤ P [Y − t ≥ a | Y > t]
⇐⇒ P [X ≥ t+ a | X > t] ≤ P [Y ≥ t+ a | Y > t]
⇐⇒
P [X ≥ t+ a]
P [X > t]
≤
P [Y ≥ t+ a]
P [Y > t]
⇐⇒
F¯ (t+ a)
F¯ (t)
≤
G¯(t+ a)
G¯(t)
⇐⇒
F¯ (t+ a)
G¯(t+ a)
≤
F¯ (t)
G¯(t)
⇐⇒
F¯ (t)
G¯(t)
↓t .
Ahora bien, por el Teorema (2.4.2), tenemos que X ≤hr Y
2.5. La relacio´n entre la tasa de fallo y el
orden estoca´stico usual
Si X tiene la funcio´n tasa de fallo λ1 y la funcio´n de supervivencia F¯ ,
entonces
F¯ (t) = e−
∫ t
0 λ1(u)du, t ≥ 0.
Similarmente, si Y tiene la funcio´n tasa de fallo λ2 y la funcio´n de
supervivencia G¯, entonces
G¯(t) = e−
∫ t
0 λ2(u)du, t ≥ 0.
Teorema 2.5.1. Si X y Y son dos variables aleatorias tales que X ≤hr Y ,
entonces X ≤st Y.
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Demostracio´n. Supongamos que X ≤hr Y. Entonces,
λ1(t) ≥ λ2(t).
Luego, ∫ t
0
λ1(x)dx ≥
∫ t
0
λ2(x)dx.
Por tanto,
−
∫ t
0
λ1(x)dx ≤ −
∫ t
0
λ2(x)dx.
En consecuencia,
e−
∫ t
0 λ1(x)dx ≤ e−
∫ t
0 λ2(x)dx.
Esto es,
F¯ (t) ≤ G¯(t).
Lo cual es equivalente a decir
P [X ≥ t] ≤ P [Y ≥ t],
es decir,
X ≤st Y.
Teorema 2.5.2. Si X ≤hr Y, y g es cualquier funcio´n creciente, entonces
g(X) ≤hr g(Y ).
Demostracio´n. Supongamos que g es absolutamente continua. Adema´s,
supongamos, que t1 < t2.Como g(t1) < g(t2), entonces g
−1(t1) < g
−1(t2).
Por hipo´tesis tenemos que el cociente h(x) = F¯ (x)
G¯(x)
es decreciente
en x. Luego, h[g−1(t1)] ≥ h[g
−1(t2)]. Por lo tanto,
F¯ [g−1(t1)]
G¯[g−1(t1)]
≥
F¯ [g−1(t2)]
G¯[g−1(t2)]
⇐⇒
P [X ≥ g−1(t1)]
P [Y ≥ g−1(t1)]
≥
P [X ≥ g−1(t2)]
P [Y ≥ g−1(t2)]
⇐⇒
P [g(X) ≥ t1]
P [g(Y ) ≥ t1]
≥
P [g(X) ≥ t2]
P [g(Y ) ≥ t2]
⇐⇒
F¯g(X)(t1)
G¯g(Y )(t1)
≥
F¯g(X)(t2)
G¯g(Y )(t2)
.
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Ahora bien, como t1 ≤ t2, entonces
F¯g(X)(t)
G¯g(Y )(t)
es decreciente. Luego,
g(X) ≤hr g(Y ).
2.6. Estad´ısticos de orden
Los estimadores no parame´tricos de tendencia central son los llamados
estimadores de orden o estad´ısticos de orden, puesto que las observaciones o
valores de la variable aleatoria X deben ser ordenados en orden creciente.
Bajo hipo´tesis relativamente sencilla sobre las funciones de distribucio´n
de dos familias de variables aleatorias independientes, se dan resultados
generales relacionados con desigualdades para el valor esperado de los
estad´ısticos de orden extremos. Como consecuencia directa deducimos
cotas inferiores (respectivamente superiores) para la esperanza de ma´ximo
(respectivamente mı´nimo). Estas cotas resultan ser asinto´ticamente o´ptimas
y, en muchas ocasiones, tienen el mismo comportamiento asinto´tico que
E(Xn:n) (cuando n ↑ ∞).
Definicio´n 2.6.1 (Estad´ısticos de orden). Sean X1, . . . , Xn variables alea-
torias independientes e ide´nticamente distribuidas con funcio´n de distribu-
cio´n F . El j-e´simo estad´ıstico de orden de X1, ..., Xn denotado por X(j) o´ Yj
esta´ definido por
Yj = j-e´simo ma´s pequen˜o de los {X1, . . . , Xn}, j = 1, 2, . . . , n
Nota 2.6.1. La definicio´n anterior significa que, para cada s ∈ ℑ, Yj(s) es
el j-e´simo ma´s pequen˜o entre los nu´meros X1(s), . . . , Xn(s), j = 1, 2, . . . , n.
Uno de los problemas en que estamos interesados con los estad´ısticos de
orden es el de encontrar la funcio´n de densidad de probabilidad conjunta de
los estad´ısticos de orden Y1, . . . , Yn. Para tal efecto, se establece el siguiente
teorema.
Teorema 2.6.2. Si X1, . . . , Xn son variables aleatorias independientes e
ide´nticamente distribuidas con funcio´n de densidad de probabilidad f positiva
para a < x < b y 0 en otro caso, entonces la funcio´n de densidad de
probabilidad conjunta de los estad´ısticos de orden Y1, . . . , Yn esta´ dada por
g(y1, . . . , yn) =
{
n!f(y1), . . . , f(yn) a < y1, < . . . < yn < b,
0, en otro caso
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La prueba de este teorema puede ser revisada en [30]
Otro problema interesante y de gran ayuda en nuestra investigacio´n,
es el hallazgo de la funcio´n de densidad de probabilidad de cada
Yj, j = 1, 2, . . . , n, as´ı como la funcio´n de densidad de probabilidad conjunta
de cualquiera sea el Yj. En respuesta parcial a este problema, tenemos el
siguiente teorema
Teorema 2.6.3. Sean X1, X2, . . . , Xn variables aleatorias independientes
e ide´nticamente distribuidas con funcio´n de distribucio´n F y funcio´n de
densidad de probabilidad f positiva y continua para (−∞ ≤)a < x < b(≤ ∞)
y cero en otro caso, y sean Y1, Y2, . . . , Yn los estad´ısticos de orden. Entonces
la funcio´n de densidad de probabilidad gj de Yj, j = 1, 2, . . . , n, esta dada
por
gj(yj) =
{
n!
(j−1)!(n−j)!
[F (yj)]
j−1[1− F (yj)]
n−jf(yj), a < yj < b,
0, en otro caso
Demostracio´n.
Del teorema 2.6.2, tenemos que g(y1, . . . , yn) = n!f(y1) . . . , f(yn) para
a < y1, < . . . < yn < b e igual a 0 en otro caso.
Puesto que f es positiva en (a, b), se sigue que F es estrictamente creciente
en (a, b) y por tanto F−1 existe en este intervalo.
Ahora, si u = F (y), y ∈ (a, b), entonces y = F−1(u), u ∈ [0, 1] y
dy
du
= 1
f [F−1(u)]
, u ∈ [0, 1]
Por lo tanto, tomando Uj = F (Yj), j = 1, 2, . . . , n, se tiene que la funcio´n
de densidad de probabilidad conjunta h de los U
′
s esta dada por
h(u1, . . . , un) = n!f [F
−1(u1)] . . . f [F
−1(un)]
1
f [F−1(u1)] . . . f [F−1(un)]
para 0 ≤ u1 < · · · ≤ un ≤ 1 e igual a cero en otro caso; esto es,
h(u1 . . . , un) = n! para 0 ≤ u1 < · · · ≤ un ≤ 1 e igual a cero en otro caso
Por lo tanto, para uj ∈ [0, 1],
h(uj) = n!
∫ uj
0
. . .
∫ u2
0
∫ 1
uj
. . .
∫ 1
un−1
dun . . . duj+1du1 . . . duj−1
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Las primeras n− j integraciones con respecto a las variables un, . . . , uj+1 da
como resultado 1
(n−j)!
(1−uj)
n−j y las u´ltimas j−1 integraciones con respecto
a las variables u1, . . . , uj−1 produce
1
(j−1)!
uj−1j . As´ı,
h(uj) =
n!
(j − 1)!(n− j)!
uj−1j (1− uj)
n−j,
para uj ∈ [0, 1] e igual a cero en otro caso. Finalmente, usando una vez ma´s
la transformacio´n Uj = F (yj), obtenemos
g(yj) =
n!
(j − 1)!(n− j)!
[F (yj)]
j−1[1− F (yj)]
n−jf(yj)
para yj ∈ [a, b] y cero en otro caso.
Lema 2.6.4. El producto de funciones positivas decrecientes es una funcio´n
decreciente
El orden tasa de fallo es cerrado bajo la operacio´n tomando mı´nimos,
como lo muestra el siguiente resultado.
Teorema 2.6.5. Sean X1, . . . , Xn variables aleatorias independientes
con funcio´n de distribucio´n F y sean Y1, . . . , Yn variables aleatorias
independientes con distribucio´n G tal que Xi ≤hr Yi, i = 1, 2, . . . , n.
Entonces
mı´n{X1, . . . , Xn} ≤hr mı´n{Y1, . . . , Yn}
Demostracio´n. Sea F i la funcio´n de supervivencia de la variable aleatoria Xi
y Gi la funcio´n de supervivencia de la variable aleatoria Yi para i = 1, . . . , n.
Entonces
P [mı´n{X1, . . . , Xn} > t] = P [X1 > t ∧X2 > t . . . ∧Xn > t]
= P [X1 > t]P [X2 > t] . . . P [Xn > t]
= [F 1(t)][F 2(t)] . . . [F n(t)]
=
n∏
i=1
F i(t)
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De manera similar, la funcio´n de supervivencia de las Yi viene dada por
P [mı´n{Y1, . . . , Yn} > t] = P [Y1 > t ∧ Y2 > t . . . ∧ Yn > t]
=
n∏
i=1
Gi(t)
Por hipo´tesis, Xi ≤hr Yi, esto es,
F i(t)
Gi(t)
↓t
y por lema (2.6.4), ∏n
i=1 F i(t)∏n
i=1 Gi(t)
es decreciente en t. Por tanto,
mı´n{X1, . . . , Xn} ≤hr mı´n{Y1, . . . , Yn}
Nota 2.6.2. Si X1, . . . , Xn en el teorema 2.6.5 son ide´nticamente distribuidas
y si Y1, . . . , Yn son tambie´n ide´nticamente distribuidas, entonces todos los
estad´ısticos de orden correspondientes a los X ′is y los Y
′
i s pueden ser
comparados en el orden tasa de falo. Esto es mostrado en el siguiente
resultado.
Teorema 2.6.6. Sean X1, . . . , Xn variables aleatorias independientes e iden-
ticamente distribuidas, y sean Y1, . . . , Yn variables aleatorias independientes e
ide´nticamente distribuidas tales que Xi ≤hr Yi, para i = 1, 2 . . . , n. Entonces,
X(k) ≤ Y(k), k = 1, 2, . . . , n.
Demostracio´n. Supongamos que
Xi ∼ F y Yi ∼ H.
Por teorema (2.6.3)
gk[xk] =
n!
(k − 1)!(n− k)!
[F (xk)]
k−1[1− F (xk)]
n−kf(xk)
y
gk[yk] =
n!
(k − 1)!(n− k)!
[H(yk)]
k−1[1−H(yk)]
n−kh(yk).
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De aqu´ı que la distribucio´n del k-e´simo estad´ıstico de orden para X y Y sera´n
respectivamente,
Gk[xk] =
n!
(k − 1)!(n− k)!
∫ t
0
[F (xk)]
k−1[1− F (xk)]
n−kf(xk)dx
y
Gk[yk] =
n!
(k − 1)!(n− k)!
∫ t
0
[H(yk)]
k−1[1−H(yk)]
n−kh(yk)dyk
Entonces,
Gk[xk]
Gk[yk]
=
1−
[
n!
(k−1)!(n−k)!
∫ t
0
[F (xk)]
k−1[1− F (xk)]
n−kf(xk)dxk
]
1−
[
n!
(k−1)!(n−k)!
∫ t
0
[H(yk)]k−1[1−H(yk)]n−kh(yk)dyk
]
Como F (t)
H(t)
↓t basta probar que esta igualdad es decreciente en t.
En efecto, haciendo
S(t) =
n!
(k − 1)!(n− k)!
∫ t
0
[F (xk)]
k−1[1− F (xk)]
n−kf(xk)dxk
Sea x = 1− F (xk). Entonces, dx = −f(xk)dxk,luego,
S(p) = −
n!
(k − 1)!(n− k)!
∫ p
1
(1− x)k−1xn−kdx,
esto es,
S(p) =
n!
(k − 1)!(n− k)!
∫ 1
p
(1− x)k−1xn−kdx.
As´ı,
S(p) =
n!
(k − 1)!(n− k)!
∫ p
0
(1− x)k−1xn−kdx = h(p)
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Entonces,
1− h(p)
(1− p)h′(p)
=
1− n!
(n−k)!(k−1)!
∫ p
0
(1− x)k−1xn−kdx
(1− p) n!
(n−k)!(k−1)!
(1− p)k−1pn−k
Ahora bien, si hacemos θ = n!
(k−1)!(n−k)!
, entonces
1− h(p)
(1− p)h′(p)
=
1
(1− p)θ(1− p)k−1pn−k
−
1
1− p
∫ p
0
[
1− x
1− p
]k−1 [
x
p
]n−k
dx.
Nuevamente, haciendo u =
[
1−x
1−p
]
y por consiguiente du = −
[
1
1−p
]
dx, en
esta u´ltima integral tenemos
1− h(p)
(1− p)h′(p)
=
1
(1− p)θ(1− p)k−1pn−k
+
∫ 1
1
1−p
uk−1
[
1− u(1− p)
p
]n−k
du
=
1
(1− p)θ(1− p)k−1pn−k
+
∫ 1
0
uk−1
[
1− u(1− p)
p
]n−k
du
−
∫ 1
1−p
0
uk−1
[
1− u(1− p)
p
]n−k
du
Pero,
∫ 1
1−p
0
uk−1
[
1− u(1− p)
p
]n−k
du =
1
1− p
∫ 0
1
[
1− x
1− p
]k−1 [
x
p
]n−k
dx
= −
1
(1− p)(1− p)k−1pn−k
∫ 1
0
(1− x)k−1xn−kdx
Ahora bien, como B(α, β) =
∫ 1
0
yα−1(1− y)β−1dy = Γ(α)Γ(β)
Γ(α+β)
, entonces,
∫ 1
1−p
0
uk−1
[
1− u(1− p)
p
]n−k
du = −
1
(1− p)(1− p)k−1pn−k
B[n− k + 1, k]
= −
1
(1− p)(1− p)k−1pn−k
Γ(n− k + 1)Γ(k)
Γ(n+ 1)
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Por lo tanto,
1− h(p)
(1− p)h′(p)
=
1
(1− p)θ(1− p)k−1pn−k
+
∫ 1
0
uk−1
[
1− u(1− p)
p
]n−k
du
−
1
(1− p)(1− p)k−1pn−k
(k − 1)!(n− k)!
n!
=
1
(1− p)(1− p)k−1pn−k
(k − 1)!(n− k)!
n!
+
∫ 1
0
uk−1
[
1− u(1− p)
p
]n−k
du
−
1
(1− p)(1− p)k−1pn−k
(k − 1)!(n− k)!
n!
=
∫ 1
0
uk−1
[
1− u(1− p)
p
]n−k
du
= −
1
1− p
∫ p
1
[
1− x
1− p
]n−k [
x
p
]k−1
dx
Pero, esta u´ltima funcio´n es decreciente en p. Por lo tanto, garantiza la
conservacio´n, en consecuencia, F (t)
H(t)
↓t, esto es,
X(k) ≤ Y(k) k = 1, 2, . . . , n.
Lema 2.6.7. Si las variables aleatorias X y Y son tales que X ≤hr Y y si
Z es una variable aleatoria independiente IFR de X y Y , entonces
X + Z ≤hr Y + Z (2.6.1)
Demostracio´n. Denotemos por fW y FW la funcio´n de densidad y la funcio´n
de supervivencia de cualquier variable aleatoria W. Note que, para x ≤ y
F¯X+Z(x)F¯Y+Z(y)−F¯X+Z(y)F¯Y+Z(x) =
∫
v
∫
u≥v
[fX(u)F¯Z(x−u)fY (v)F¯Z(y−v)
+fX(v)F¯Z(x−v)fY (u)F¯Z(y−u)]dudv−
∫
v
∫
u≥v
[fX(u)F¯Z(y−u)fY (v)F¯Z(x−v)
+ fX(v)F¯Z(y− v)fY (u)F¯Z(x−u)]dudv =
∫
v
∫
u≥v
[F¯X(u)fY (v)− fX(v)F¯Y (u)]
× [F¯Z(y − v)fZ(x− u)− fZ(y − u)F¯Z(x− v)]dudv,
donde la segunda igualdad es obtenida por integracio´n por partes con respecto
a u y por agrupacio´n de te´rminos. Puesto que X ≤hr Y se sigue de la
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observacio´n(2.4.2) que la expresio´n dentro del primer conjunto de corchetes
en la u´ltima integral es no positiva. Puesto que Z es IFR puede verificarse
que la cantidad en el segundo par de corchetes en la u´ltima integral es tambie´n
no positiva.Por lo tanto la integral es no negativa. Esto prueba (2.6.1)
Teorema 2.6.8. Sean X1, . . . Xn variables aleatorias independientes y sean
Y1, . . . Yn variables aleatorias independientes tales que Xi ≤hr Yi, con
i = 1, 2, . . . , n. Si Xi, Yi, i = 1, 2, . . . son todas IFR, entonces
n∑
i=1
Xi ≤hr
n∑
i=1
Yi
Demostracio´n. Puesto que X1 y Y1 son variables aleatorias tales que X1 ≤hr
Y1, y adema´s X2 es una variable aleatoria independiente IFR de X1 y Y1,
entonces por la ecuacio´n 2.6.1 se tiene que
X1 +X2 ≤hr Y1 +X2
Adema´s, como X2 ≤hr Y2, entonces
X1 +X2 ≤hr Y1 + Y2
Analogamente, como X1, X2, Y1 y Y2 son variables aleatorias tales que
X1 +X2 ≤hr Y1 + Y2,
y adema´sX3 es una variable aleatoria independiente IFR deX1, X2, Y1 y Y2,
entonces nuevamente por 2.6.1 se tiene que
X1 +X2 +X3 ≤hr Y1 + Y2 +X3
Una vez ma´s, puesto que X3 ≤hr Y3, entonces
X1 +X2 +X3 ≤hr Y1 + Y2 + Y3
Repitiendo sucesivamente el proceso anterior, se concluye que
X1 +X2 +X3 + . . .+Xn ≤hr Y1 + Y2 + Y3 + . . .+ Yn
As´ı,
n∑
i=1
Xi ≤hr
n∑
i=1
Yi
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Observacio´n 2.6.1. Si X es una variable aleatoria, entonces X(−∞,a]denota
el truncamiento de X en a, esto es X(−∞,a] tiene como su distribucio´n la
distribucio´n condicional de X dado que X ≤ a. en forma similar se define
X(a,∞)
Lema 2.6.9. Sea X una variable aleatoria. Entonces X(−∞,a] y X(a,∞) son
crecientes en a en el sentido del orden tasa de fallo.
Teorema 2.6.10. Sea X una variable aleatoria no negativa IFR, y sea a ≤ 1
una constante positiva. Entonces, aX ≤hr X.
Demostracio´n. En efecto, como Xt = [X − t | X > t] es el tiempo de vida
residual de la variable aleatoria X, la cual por hipo´tesis es IFR, implica que
aXt = P [aX − t | aX > t] ≤ P [X − t | X > t] = Xt
P [aX − t ≥ h | aX > t] ≤ P [X − t ≥ h | X > t]
P [X ≥
t+ h
a
|
t
a
] ≤ P [X ≥ t+ h | X > t]
P [X ≥ t+h
a
]
p[X > t
a
]
≤
P [X ≥ t+ h]
P [X > t]
Se sigue que,
F ( t+h
a
)
F (t+ h)
≤
F ( t
a
)
F (t)
lo que equivale a
F ( t+h
a
)
F (t+ h)
↓t
Se concluye as´ı que
aX ≤hr X.
Teorema 2.6.11. Sean X1, . . . Xn variables aleatorias independientes no
negativas e ide´nticamente distribuidas con funciones tasa de fallo λ1, . . . λn,
respectivamente. Entonces, X(k) ≤hr X(k+1) para k = 1, 2, . . . n− 1
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Demostracio´n. Sean FX(k)(t) y FX(k+1)(t) la distribucio´n del k-e´simo estad´ısti-
co de orden y la distribucio´n del (k+1)-e´simo estad´ıstico de orden. Para
probar que X(k) ≤hr X(k+1) basta demostrar que
F¯X(k)(t)
F¯X(k+1)(t)
↓t
Entonces, por 2.6.6 podemos escribir
Fk[xk]
Fk[xk+1]
=
1−
[
n!
(k−1)!(n−k)!
∫ t
0
[F (xk)]
k−1[1− F (xk)]
n−kf(xk)dxk
]
1−
[
n!
(k−1)!(n−k)!
∫ t
0
[F (xk+1)]k[1− F (xk+1)]n−k−1f(xk+1)dyk+1
]
Se sigue de 2.6.6 que este cociente es decreciente y por hipotesis se verifica
el resultado que se quiere.
2.7. El orden tasa de fallo reversa
Definicio´n 2.7.1 (Funcio´n tasa de fallo reversa). Si X es una variable
aleatoria con funcio´n de distribucio´n absolutamente continua F, entonces la
tasa de fallo reversa de X en el punto t esta´ definida por
λ˜(t) =
d
dt
[lnF (t)]
=
f(t)
F (t)
Definicio´n 2.7.2 (Orden tasa de fallo reversa). Sean X y Y dos variables
aleatorias con funciones de distribucio´n absolutamente continuas F y G y
con funciones tasa de fallo reversa λ˜1, y λ˜2, respectivamente, tales que
λ˜1(t) ≤ λ˜2(t), t ≥ 0 (2.7.1)
Entonces se dice que X es menor que Y en el orden tasa de fallo reversa y
se denota por X ≤rh Y
Una interpretacio´n del orden tasa de fallo reversa, puede ser la siguiente.
Sea T una variable aleatoria con distribucio´n F no negativa, entonces T
puede ser considerado como el tiempo de vida de una componente. Dado que
la componente falla antes de determinado tiempo t entonces la probabilidad
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de que e´ste sobreviva por encima de un tiempo t−ǫ (para ǫ pequen˜o y mayor
que cero) es aproximadamente ǫλ˜F (t), esto es,
ǫλ˜F (t) ≈ P (T ≥ t− ǫ | T ≤ t)
≈
P (t− ǫ ≤ T ≤ t)
P (T ≤ t)
≈
F (t)− F (t− ǫ)
ǫF (t).
Suponiendo existencia del l´ımite se tiene que
λ˜F (t) = l´ım
ǫ→0
F (t)− F (t− ǫ)
ǫF (t)
=
f(t)
F (t)
.
Proposicio´n 2.7.3. Sea X, Y variables aleatorias no negativas con funcio´n
de distribucio´n F y G respectivamente (absolutamente continuas) y tasa de
fallo reversa λ˜1 y λ˜2 respectivamente, entonces
λ˜F (t) ≥ λ˜G(t) ⇐⇒
F (t)
G(t)
es no decreciente en t ≥ 0
Demostracio´n. (=⇒) Supongamos que F y G son diferenciables para t ≥ 0.
Sea L(t) = F (t)
G(t)
. Entonces,
λ˜F (t)− λ˜G(t) ≥ 0 =⇒
G(t)F ′(t)− F (t)G′(t)
G2(t)
≥ 0
Luego, L′(t) ≥ 0. Por lo tanto, L(t) es no decreciente.
(⇐=) Supongamos ahora que L(t) es no decreciente, entonces
G(t)F ′(t)− F (t)G′(t)
G2(t)
≥ 0 =⇒
G(t)F ′(t)− F (t)G′(t)
F (t)G(t)
≥ 0
=⇒
F ′(t)
F (t)
≥
G′(t)
G(t)
Se concluye que
λ˜F (t) ≥ λ˜G(t)
2.8 El orden de razo´n de verosimilitud 43
Las pruebas de los siguientes teoremas pueden ser revisados en [35], [3],
[8], entre otros, tambie´n se hace necesario que ante todo que como lo que se
busca es despertar el intere´s en el tema, se espera que estas afirmaciones que
son de gran importancia sean abordadas en la medida de los requerimientos
por el investigador.
Teorema 2.7.4. Si X y Y son dos variables aleatorias tales que X ≤rh Y,
entonces X ≤st Y.
Teorema 2.7.5. Si X ≤rh Y y g es cualquier funcio´n estrictamente
creciente[decreciente], entonces g(X) ≤rh [≥rh]g(Y ).
Teorema 2.7.6. Sean X1, . . . , Xn variables aleatorias independientes
con funcio´n de distribucio´n F y sean Y1, . . . , Yn variables aleatorias
independientes con funcio´n de distribucio´n G tales que Xi ≤rh Yi,
i = 1, 2, . . . , n. Entonces
ma´x {X1, X2, . . . , Xn} ≤ ma´x {Y1, Y2, . . . , Yn} .
Lema 2.7.7. Si las variables aleatorias X y Y son tales que X ≤rh Y, y
si Z es una variable aleatoria independiente de X e Y y tiene tasa de fallo
reversa decreciente, entonces
X + Z ≤rh Y + Z.
Teorema 2.7.8. Sean X1, . . . , Xn variables aleatorias independientes y sean
Y1, . . . , Yn variables aleatorias independientes tales que Xi ≤rh Yi, con
i = 1, 2, . . . , n. Si Xi, Yi, i = 1, 2, . . . , n todas tienen tasa de fallo reversa
decreciente, entonces
n∑
i=1
Xi ≤rh
n∑
i=1
Yi.
2.8. El orden de razo´n de verosimilitud
Definicio´n 2.8.1. Sean X y Y variables aleatorias continuas con densidades
f y g, respectivamente, tales que
f(t)
g(t)
↓t para todo t ≥ 0 (2.8.1)
o equivalentemente
f(u)g(v) ≥ f(v)g(u), para todo u ≤ v (2.8.2)
Entonces se dice que X es menor que Y en el orden de razo´n de verosimilitud
y se denota por X ≤lr Y .
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Teorema 2.8.2. Si X y Y son dos variables aleatorias continuas tales que
X ≤lr Y , entonces X ≤hr Y y X ≤rh Y.
Demostracio´n. Primero veamos que
X ≤lr Y =⇒ X ≤hr Y
En efecto como X ≤lr Y se sigue que si t ≤ x, entonces
fY (x)
fX(x)
≥
fY (t)
fX(t)
(2.8.3)
o tambie´n,
fY (x) ≥
fY (t)
fX(t)
fX(x).
Ahora
λY (t) =
fY (t)
F¯Y (t)
=
fY (t)∫∞
t
fY (x)dx
≤
fY (t)∫∞
t
fY (t)
fX(t)
fX(x)dx
=
fX(t)∫∞
t
fX(x)d
= λX(t).
lo que implica que
X ≤hr Y.
Ahora veamos que X ≤lr Y =⇒ X ≤rh Y
De la ecuacio´n 2.8.3 podemos obtener la ecuacio´n
fX(t)fY (t) ≥ fX(x)fY (t).
Esta desigualdad se conserva si la asumimos como integrando, definiendo
adecuadamente los l´ımites de integracio´n, esto es,∫ x
0
∫ t
0
fX(t1)fY (t2)dt1dt2 ≥
∫ x
0
∫ t
0
fX(t2)fY (t1)dt1dt2.
Se sigue que
(
∫ t
0
fX(t1)dt1)(
∫ x
0
fY (t2)dt2) ≥ (
∫ t
0
fY (t1)dt1)(
∫ x
0
fX(t2)dt2).
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que esequivalente a escribir
FX(t)FY (x) ≥ FX(x)FY (t).
Lo cual como ya sabemos, es equivalnete a
X ≤rh Y.
Los teoremas 2.8.3 a 2.8.6 solamente son presentados y se sugiere al
investigador interesado en la prueba de los mismos acudir al monogra´fico [35].
Adema´s cabe anotar que dichos teoremas son extensiones de afirmaciones ya
expuestas y permiten las verificacio´n de e´stos cuando se trabaja con variables
aleatorias discretas.
Teorema 2.8.3. Sean X1, . . . , Xn variables aleatorias independientes y
sean Y1, . . . , Yn variables aleatorias independientes tales que Xi ≤lr Yi,
i = 1, 2, . . . , n. Si Xi, Yi, i = 1, 2, . . . , n, todas tienen densidades logco´ncavas,
excepto probablemente una Xl y una Yk con (l 6= k), entonces
n∑
i=1
Xi ≤lr
n∑
i=1
Yi.
Teorema 2.8.4. Sea {Xi, i = 1, 2, . . .} una sucesio´n de variables aleatorias
independientes no negativas con densidades logco´ncavas. Sean M y N dos
variables aleatorias discretas positivas valoradas enteras tal que M ≤lr N.
Entonces
M∑
i=1
Xi ≤lr
N∑
i=1
Xi.
Teorema 2.8.5. Sea {Xi, i = 1, 2, . . .} una sucesio´n de variables aleatorias
independientes no negativas con densidades logco´ncavas. Sean M y N dos
variables aleatorias discretas positivas valoradas enteras tal que M ≤hr N.
Entonces
M∑
i=1
Xi ≤lr
N∑
i=1
Xi.
Teorema 2.8.6. Sea {Xi, i = 1, 2, . . .} una sucesio´n de variables aleatorias
independientes no negativas que son IFR, es decir tienen tasa de fallo reversa
decreciente. Sean adema´s, M y N dos variables aleatorias discretas positivas
valoradas enteras tal que M ≤lr N. Entonces
M∑
i=1
Xi ≤hr [≤rh]
N∑
i=1
Xi.
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Teorema 2.8.7. Sean X1, X2, . . . , Xn variables aleatorias independientes y
sean Y1, Y2, . . . , Yn variables aleatorias independientes, todas con distribucio-
nes absolutamente continuas. Si Xi ≤lr Yj, para todas las elecciones de i y j,
entonces
X(k) ≤lr Y(k), k = 1, 2, . . . , n.
Demostracio´n. Denotemos la densidad, la funcio´n de distribucio´n y la funcio´n
de supervivencia de Xi por fi, Fi y F¯i, respectivamente, i = 1, 2, . . . , n.
Similarmente, denotemos la densidad, la funcio´n de distribucio´n y la funcio´n
de supervivencia de Yi por gi,Gi y G¯i, respectivamente, i = 1, 2, . . . , n. Puesto
que fi/gi es decreciente se sigue que Fi/Gi y F¯i/G¯i son tambie´n decrecientes.
Las funciones de densidad de las X(k) y Y(k) son
f(k) =
∑
fπ1Fπ2 . . . FπkF¯πk+1 . . . F¯πn
y
g(k) =
∑
gπ1Gπ2 . . . GπkG¯πk+1 . . . G¯πn ,
respectivamente, donde las sumas esta´n encima de todas las permutaciones
de (1, 2, . . . , n). Por consiguiente,
f(k)
g(k)
=
∑
fπ1Fπ2 . . . FπkF¯πk+1 . . . F¯πn∑
gπ1Gπ2 . . . GπkG¯πk+1 . . . G¯πn
Sin embargo, para cualquier eleccio´n de dos permutaciones (π1, π2 . . . , πn)
y (σ1, σ2 . . . , σn) tenemos
fπ1Fπ2 . . . FπkF¯πk+1 . . . F¯πn
gσ1Gσ2 . . . GσkG¯σk+1 . . . G¯σn
.
es decrecientes porque fi/gi, Fi/Gi, y F¯i/G¯i son decrecientes. Por lo tanto,
f(k)/g(k) es decreciente.
Teorema 2.8.8. Sea X una variable aleatoria no negativa con una densidad
logco´ncava, y sea a ≤ 1 una constante positiva. Entonces aX ≤lr X.
Una idea de la prueba de este teorema puede ser vista en [35] y
alternativamente la prueba del teorema 2.6.10 puede ser de gran utilidad.
Teorema 2.8.9. Sean X y Y dos variables aleatorias independientes tales
que ambas tienen distribuciones absolutamente continuas o ambas tienen
distribuciones discretas
2.8 El orden de razo´n de verosimilitud 47
(i) Si X ≤lr Y, entonces X ≤lr ma´x{X,Y }.
(ii) Si X ≤lr Y, entonces Y ≥lr mı´n{X,Y }.
Demostracio´n. Primero probemos (i) para el caso absolutamente continuo.
Sean F y f la funcio´n de distribucio´n y la funcio´n de densidad de X,
respectivamente, y sean G y g la funcio´n de distribucio´n y la funcio´n de
densidad de Y, respectivamente. Entonces, la funcio´n de densidad h del
ma´x{X,Y } esta dada por
h(x) = f(x)G(x) + g(x)F (x).
As´ı,
h(x)
f(x)
= G(x) +
g(x)
f(x)
F (x),
el cual es creciente en x por el supuesto X ≤lr Y. Esto es,
X ≤lr ma´x{X,Y }.
La prueba de (ii) para el caso absolutamente continuo es similar, tomando
en cuenta el hecho de que la funcio´n de densidad del mı´n{X,Y } es
f(x)G¯(x) + g(x)F¯ (x).
Una prueba alternativa de (i) y (ii) para el caso absolutamente continuo
puede ser construida usando el Teorema (2.8.7).
Para probar (i) para el caso discreto, note que
P{ma´x{X,Y } = k} = P{X = k}P{Y ≤ k}+ P{Y = k}P{X < k}.
As´ı,
P{ma´x{X,Y } = k}
P{X = k}
= P{Y ≤ k}+
P{Y = k}
P{X = k}
P{X < k}
el cual es creciente en x por el supuesto X ≤lr Y. Esto es,
X ≤lr ma´x{X,Y }.
La prueba de (ii) para el caso discreto es similar.
El siguiente resultado es ma´s fuerte que 2.8.9, pero pero podemos
solamente probarlo para variables aleatorias continuas.
Teorema 2.8.10. Sean X, Y y Z tres variables aleatorias independientes
con funciones de distribucio´n absolutamente continuas.
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(i) Si X ≤lr Y ≤lr Z, entonces el ma´x {X,Y } ≤lr ma´x {Y, Z} .
(ii) Si X ≤lr Y ≤lr Z, entonces el mı´n {X,Y } ≤lr mı´n {Y, Z} .
Demostracio´n. Primero probemos (i) Sean F, G y H las funciones de distri-
bucio´n de X, Y y Z, respectivamente, y sean f, g y h las correspondientes
funciones de densidad. La funcio´n de densidad del ma´x {X,Y } esta´ dada por
f(x)G(x) + g(x)F (x),
y la funcio´n de densidad del ma´x {Y, Z} esta´ dada por
g(x)H(x) + h(x)G(x).
La razo´n de estas dos funciones de densidad puede ser escrita como
f(x)G(x) + g(x)F (x)
g(x)H(x) + h(x)G(x)
=
f(x)/g(x) + F (x)/G(x)
h(x)/g(x) +H(x)/G(x)
(2.8.4)
Por el supuesto f/g es decreciente. Tambie´n, F/G es decreciente por el
Teorema 2.8.2 y el Lema 2.6.9. As´ı, el numerador del lado derecho de (2.8.4)
es decreciente.
Similarmente puede mostrarse que el denominador del lado derecho de
(2.8.4) es creciente. Por consiguiente la expresio´n en (2.8.4) es decreciente,
y la prueba de (i) es completa.
La prueba de (ii) es similar. Las funciones de densidad del mı´n {X,Y } y
el mı´n {Y, Z} esta´n dadas por
f(x)G¯(x) + g(x)F¯ (x)
y
g(x)H¯(x) + h(x)G¯(x),
respectivamente.
La prueba de que su razo´n es creciente es similar a la prueba de que son
decrecientes, como se mostro´.
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Una prueba alternativa de e´ste Teorema puede ser construida usando el
Teorema (2.8.2).
El orden ≤lr puede ser usado para caracterizar variables aleatorias con
densidades logco´cavas.
El siguiente resultado lista varias de tales caracterizaciones. El mues-
tra que la lonconcavidad puede ser interpretada como una nocio´n de
envejecimiento en la teor´ıa de la confiabilidad para un correcto uso del orde-
namiento de razo´n de verosimilitud.
Teorema 2.8.11. La variable aleatoria X tiene una densidad logco´ncava
(esto es, una frecuencia de Polya de orden 2 (PF2)) si, y solamente si, una
de las siguientes condiciones equivalentes se cumple
(i) [X − t | X > t] ≥lr [X − t
′ | X > t′] siempre que t ≤ t′
(ii) X ≥lr [X − t | X > t] para todo t ≥ 0 (cuando X es una variable
aleatoria no negativa)
(iii) X + t ≤lr X + t
′ siempre que t ≤ t′.
Las variables aleatorias que satisfacen (i) en el Teorema (2.8.11) (y por tanto
cualquiera de las condiciones de ese Teorema), se dice que tiene la propiedad
ILR (razo´n de verosimilitud creciente.)
Otra conexio´n entre la loconcavidad y el orden de razo´n de verosimilitud
es ilustrado en el siguiente resultado.
Teorema 2.8.12. Sean X1, X2, . . . , Xn variables aleatorias independientes
que tienen funcio´n de densidad logco´ncava. Entonces
[Xi |
n∑
j=1
Xj = s] ≤lr [Xi |
n∑
j=1
Xj = s
′
siempre que s ≤ s′, i = 1, 2, . . . , n.
Demostracio´n. Puesto que la convolucio´n de las funciones de densidad
logco´ncava es logco´ncava, basta probar el resultado para n = 2 e i = 1.
Sean f1 y f2 las funciones de densidad de X1 y X2, respectivamente. La
densidad condicional de X1, dado X1 +X2 = s, es
fX1|X1+X2=s(x1) =
f1(x1)f2(s− x1)∫
f1(u)f2(s− u)du
.
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As´ı,
fX1|X1+X2=s′(x1)
fX1|X1+X2=s(x1)
=
f2(s
′ − x1)
∫
f1(u)f2(s− u)du
f2(s− x1)
∫
f1(u)f2(s′ − u)du
(2.8.5)
La logconcavidad de f2 implica que la expresio´n en 2.8.5 crece en x1. Por el
Teorema 2.8.2 la prueba es completa.
2.9. Orden de vida media residual
Definicio´n 2.9.1. Sea X una variable aleatoria que representa el tiempo
de vida de un dispositivo con funcio´n de supervivencia F . Se define la vida
residual en el instante t como la variable aleatoria Xt = [X − t | X > t] que
posee funcio´n de supervivencia
P (Xt > a) = P [X − t > a | X > t] =
P [X > a+ t]
P [X > t]
De donde
FXt(a) =
F (a+ t)
F (t)
, a ≥ 0, t ≥ 0
Siempre que F (t) > 0
Definicio´n 2.9.2. (Tiempo de vida media residual)
Dada una variable aleatoria continua X, se define su funcio´n de vida media
residual como
m(t) =
{
E [Xt] , si F (t) > 0;
0, Si F (t) = 0.
(2.9.1)
Observacio´n 2.9.1. La funcio´n vida media residual puede expresarse como
m(t) =
∫ ∞
t
F (u)
F (t)
du
Siempre que F (t) > 0
Definicio´n 2.9.3. Sean X y Y dos variables aleatorias no negativas. La
variable aleatoria X se dice que es menor que la variable aleatoria Y en el
sentido del orden de vida media residual (denotado como X ≤mrl Y ) si
mX(t) ≤ mY (t), t ≥ 0. (2.9.2)
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Observacio´n 2.9.2. Ana´logamente a 2.9.2 se puede mostrar que X ≤mrl Y,
si y solo si
G¯(t)
∫ ∞
t
F¯ (u)du ≤ F¯ (t)
∫ ∞
t
G¯(u)du para todo t (2.9.3)
2.9.1. La relacio´n entre la vida media residual y
algunos otros o´rdenes estoca´sticos
Teorema 2.9.4. Si X y Y son dos variables aleatorias tales que X ≤hr Y,
entonces X ≤mlr Y.
Demostracio´n. Sean λX(t) y λY (t) las tasas de fallo para las variables
aleatorias X y Y, respectivamente. Entonces como se mostro´ en la seccio´n
1.4, la tasa de fallo se define como
λX(t) = l´ım
∆t−→0
P [T ≤ t+ ∆t | T ≥ t]
∆t
De donde
λX(t) = l´ım
∆t−→0
[
1− P [T > t+ ∆t | T > t]
∆t
]
esto es,
λX(t) = l´ım
∆t−→0
1
∆t
{1−
F¯X(t+ ∆t)
F¯X(t)
}.
Ana´logamente,
λY (t) = l´ım
∆t−→0
1
∆t
{1−
F¯Y (t+ ∆t)
F¯Y (t)
}
ahora bien, como X ≤hr Y , entonces λX(t) ≥ λY (t), lo cual implica que
F¯X(t+ ∆t)
F¯X(t)
≤
F¯Y (t+ ∆t)
F¯Y (t)
⇔ E(Xt) ≤ E(Yt)
⇔ mX(t) ≤ mY (t).
Por lo tanto, ∫ ∞
0
F¯X(t+ ∆t)
F¯X(t)
dt ≤
∫ ∞
0
F¯Y (t+ ∆t)
F¯Y (t)
dt
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Lo cual significa que∫ ∞
0
F¯Xt(t)dt ≤
∫ ∞
0
F¯Yt(t)dt
y por lo tanto mX(t) ≤ mY (t), esto es
X ≤mlr Y.
Teorema 2.9.5. Sean X y Y dos variables aleatorias con m y l funciones
mrl, respectivamente. Supongamos que m(t)/l(t) crece en t. Entonces, si
X ≤mlr Y, X ≤hr Y y en particular, X ≤st Y .
Demostracio´n. No es dif´ıcil verificar que m es diferenciable en
{t : P{X > t} > 0} y que si X tiene funcio´n tasa de fallo λ1, entonces
λ1(t) =
m′(t) + 1
m(t)
,
donde m′ denota la derivada de m. Similarmente, si Y tiene la funcio´n tasa
de fallo λ2, entonces
λ2(t) =
l′(t) + 1
l(t)
.
La monotonicidad de m(t)/l(t), junto con 2.9.2, implica que
λ1(t) =
m′(t)
m(t)
+
1
m(t)
≥
l′(t)
l(t)
+
1
l(t)
= λ2(t),
esto es,
X ≤hr Y
2.9.2. Algunas propiedades de clausura
En general, si X1 ≤mrl Y1 y X2 ≤mrl Y2, donde X1 y X2 son
variables aleatorias independientes y Y1 y Y2 tambie´n son variables aleatorias
independientes, entonces no es necesariamente cierto que X1 + X2 ≤mrl
Y1 +Y2. Sin embargo, si e´stas variables aleatorias son IFR, entonces es cierto.
Lema 2.9.6. Si las variables aleatorias X y Y son tales que X ≤mrl Y y si
Z es una variable aleatoria independiente IFR de X y Y, entonces
X + Z ≤mrl Y + Z. (2.9.4)
2.9 Orden de vida media residual 53
Demostracio´n. Denotamos por fW y F¯W la funcio´n de densidad y la
funcio´n de supervivencia de cualquier variable aleatoria W.
Note que∫ ∞
x=s
F¯X+Z(x)dx =
∫ ∞
−∞
F¯X(u)F¯Z(s− u)du ∀s.Ahora para s ≤ t, calculamos
∫ ∞
x=s
F¯X+Z(x)dx
∫ ∞
y=t
F¯Y+Z(y)dy −
∫ ∞
x=t
F¯X+Z(x)dx
∫ ∞
y=s
F¯Y+Z(y)dy
=
∫
v
∫
u≥v
[F¯X(u)F¯Z(s− u)F¯Y (v)F¯Z(t− v) + F¯X(v)F¯Z(s− v)F¯Y (u)F¯Z(t− u)]dudv
= −
∫
x=v
∫
u≥v
[F¯X(u)F¯Z(t− u)F¯Y (v)F¯Z(t− v) + F¯X(v)F¯Z(t− v)F¯Y (u)F¯Z(s− u)]dudv
=
∫
v
∫
u≥v
[
∫ ∞
x=u
F¯X(x)dx · F¯Y (v)−
∫ ∞
u
F¯Y (x)dx · F¯X(v)][fZ(s− u)F¯Z(t− v)
−fZ(t− u)F¯Z(s− v)]dudv,
donde la segunda igualdad es obtenida por integracio´n por partes y por
agrupacio´n de te´rminos. Puesto que X ≤mrl Y se sigue de 2.9.3 que la
expresio´n dentro del primer conjunto de corchetes en la u´ltima integral es
no positiva. Puesto que Z es IFR puede verificarse que la cantidad en el
segundo par de corchetes en la u´ltima integral es tambie´n no positiva. Por
consiguiente, la integral es no negativa. Esto prueba (2.9.4).
Definicio´n 2.9.7. La variable aleatoria X se dice (o tiene) vida media
residual decreciente (DMRL), si m(t) es decreciente en t.
Lema 2.9.8. Si las variables aleatorias X e Y son tales que X ≤hr Y y
si Z es una variable aleatoria independiente DMRL de X y Y, entonces
X + Y ≤mrl Y + Z
Demostracio´n. Integrando la identidad en la prueba del lema 2.6.7,
obtenemos que, para s ≤ t se sigue que∫ ∞
x=s
FX+Z(x)dx
∫ ∞
y=t
FX+Z(y)dy −
∫ ∞
x=t
FX+Z(x)dx
∫ ∞
y=s
FX+Z(y)dy
=
∫
v
∫
u≥v
[FX(u)− fY (v)− fX(v)F Y (u)]
×
[∫ ∞
y=t
FZ(y − v)dy · FZ(s− u)−
∫ ∞
x=s
FZ(x− v)dx · FZ(t− y)
]
dudv.
El resultado se obtiene de los supuestos.
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Teorema 2.9.9. Sea X una variable aleatoria no negativa DMRL, y sea
a ≤ 1 una constante positiva. Entonces
aX ≤mrl X.
Demostracio´n. Es fa´cil verificar que la funcio´n de vida media residual de
aX esta´ dada por am( t
a
), para todo t, donde m es la funcio´n de vida media
residual de X.
Ahora
am(
t
a
) ≤ m(
t
a
) ≤ m(t) para todo t,
donde la primera desigualdad se sigue de a ∈ [0,1] y la segunda desigualdad se
sigue del supuesto de que es DMRL. La prueba ahora se sigue de (2.9.2).
2.9.3. Una propiedad en la teor´ıa de confiabilidad
Teorema 2.9.10. La variable aleatoria X es DMRL, si y solamente si,
cualquiera de las siguientes condiciones equivalentes se cumple
(i) [X − t | X > t] ≥mrl [X − t
′ | X > t′] siempre que t ≤ t′
(ii) X ≥mrl [X − t | X > t] para todo t ≥ 0 (cuando X es una variable
aleatoria no negativa)
(iii) X + t ≤mrl X + t
′ siempre que t ≤ t′
CAPI´TULO 3
Comparaciones Estoca´sticas entre
Estad´ısticos de Orden
Los estad´ısticos de orden juegan un papel importante en la teor´ıa
de confiabilidad y estad´ıstica en general. En el tratamiento espec´ıfico de
sistemas k de n adquieren gran importancia comparaciones estoca´sticas
entre estad´ısticos de orden. Recordando algunas definiciones presentadas
en cap´ıtulos anteriores, un sistema k de n cumplira´ la labor con e´xito si
y solo si al menos k de las n componentes que lo conforman la cumple. El
tiempo de vida de un sistema de esta naturaleza, con componentes cuyos
tiempos de vida esta´n representados por las variables iid X1, X2, . . . , Xn,
corresponde al (n − k + 1)−e´simo estad´ıstico de orden. Luego, el estu-
dio de un sistema k de n es equivalente al estudio de la distribucio´n
del estad´ıstico de orden (n − k + 1). Por ejemplo, un sistema serie de n
componentes es un sistema n de n, y un sistema paralelo es un sistema 1 de n.
Sistemas serie y paralelo son simples ejemplos de sistemas coherentes
que fueron definidos en el cap´ıtulo 1 y han sido estudiados fuertemente en
este tiempo; en particular cuando sus componentes son iid. Sin embargo, no
es comu´n encontrar estudios acerca de sistemas cuyas componentes no sean
iid.
Algunos resultados generales de estos sistemas han sido obtenidos en Plender
and Proschan (1971) [27], Proschan and Sethuraman (1976) [28], Bapat and
Kochar (1994) [1], Boland and Hollander (1996) [10] y Kochar and Rojo
(1996) [18], entre otros.
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En este cap´ıtulo se retomara´n conceptos importantes tales como es-
tad´ısticos de orden, su funcio´n de densidad y distribucio´n, que han sido
definidos previamente en la seccio´n 2.6. Se presentara´n algunos resultados
importantes de investigaciones recientes que surgen bajo la comparacio´n
estoca´stica entre estad´ısticos de orden con respecto a los o´rdenes de razo´n
de verosimilitud, tasa de fallo y tasa de fallo reversa.
Desde la importancia de la aplicacio´n se presentan aqu´ı algunos re-
sultados y generalizaciones que en confiabilidad adquieren relevancia, por
ejemplo, en [34], se demuestra que la uniforme distribucio´n de K reservas en
un sistema serie con componentes y reservas iid minimiza la tasa de fallo del
tiempo de vida del sistema. En este trabajo se demostrara´ que la uniforme
distribucio´n de K reservas en un sistema 2 de 3 maximiza la funcio´n de
confiabilidad del sistema. Seccio´n (3.2)
Al examinar caracter´ısticas del i−e´simo estad´ıstico de orden, estudiadas
en [18], se analizan algunos sistemas, donde sus componentes son a su vez
sistemas series, obteniendo los siguientes resultados.
Sistema k de n cuyas componentes son sistemas series de componentes
exponenciales. En este caso se obtiene nu´mero de componentes que
deben de ir en cada uno de los n sistemas series para maximizar la
funcio´n de confiabilidad del sistema en general. Tambie´n se obtiene la
ubicacio´n menos adecuada bajo el mismo criterio. Seccio´n (3.3)
Sistema 1 de 2 cuyas componentes son sistemas series de componentes
exponenciales de distinto para´metro. En este caso se obtiene nu´mero de
componentes que debe de ir en cada uno de los 2 sistemas series con el
objetivo de tener la mejor configuracio´n en el sentido del orden de razo´n
de verosimilitud. Tambie´n se obtiene la ubicacio´n menos adecuada bajo
el mismo criterio. Seccio´n (3.4)
Sistema 1 de n cuyas componentes son sistemas series de componentes
exponenciales. En este caso se obtiene cotas superior e inferior para la
tasa de fallo reversa del tiempo de vida del sistema. Seccio´n (3.5)
3.1. Preliminares
Teorema 3.1.1. Sean X1, . . . , Xn variables iid con funcio´n de distribucio´n
F y funcio´n de densidad de probabilidad f , continua en (−∞ ≤) a < x <
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b (≤ ∞) y cero en otro caso. Sean X[1:n], X[2:n], . . . , X[n:n] los estad´ısticos de
orden; entonces la funcio´n de densidad de probabilidad g(x[j:n]) de X[j:n] se
expresa:
g(x[j:n]) =
{
n!
(j−1)!(n−j)!
[
F (x[j:n])
]j−1 [
1− F (x[j:n])
]n−j
f(x[j:n]) si a < x[j:n] < b,
0 en otro caso.
[Roussas G.][30]
Teorema 3.1.2. Sean X1, . . . , Xn y Y1, . . . , Yn variables aleatorias
independientes e ide´nticamente distribuidas, continuas y no negativas,
con funcio´n de distribucio´n F (t) y densidad f(t). Sea X[r:n] el r-e´si-
mo estad´ıstico de orden de X1, . . . , Xn y Y[r:n] el r-e´simo estad´ıstico
de orden de Y1, . . . , Yn. Sea Z[r:n] el r-e´simo estad´ıstico de orden de
ma´x(X1, Y1),ma´x(X2, Y2), . . . ,ma´x(Xn, Yn), entonces
Z[r:n] ≥lr ma´x
{
X[r:n], Y[r:n]
}
.
Con base en el teorema anterior que compara estad´ısticos de orden,
Horsinger Singh y R.S. Singh en su art´ıculo (On Allocation Spares At
Component Level Versus System Level [33]) han concluido que para un
sistema k de n de componentes iid y teniendo n reservas igualmente
distribuidas, es mejor ubicar una reserva activa en cada componente, en vez
de duplicar el sistema. Inicialmente se propone teniendo en cuenta el orden
estoca´stico de la tasa de fallo, pero la rigurorosidad de los autores los lleva a
establecer una tesis ma´s fuerte y demuestran el principio bajo el criterio del
orden de razo´n de verosimilitud; orden que implica el orden tasa de fallo y
tasa de fallo reversa.
Definicio´n 3.1.3 (Orden de Mayorizacio´n). Sea x = (x1, . . . , xm) un vector
m-dimensional de componentes no negativas. x[1] ≥ x[2] ≥, . . . ,≥ x[m] denota
las componentes de x en orden decreciente. El vector x es mayorizado por el
vector y = (y1, . . . , ym) y lo denotamos por x ¹ y si
j∑
i=1
x[i] ≤
j∑
i=1
y[i] para j = 1, 2, . . . ,m− 1 y
m∑
i=1
x[i] =
m∑
i=1
y[i].
Definicio´n 3.1.4 (Funcio´n Schur Convexa - Schur Co´ncava). Sea φ una
funcio´n de valor real definida sobre [0,∞)m. La funcio´n φ se llama Schur
convexa si φ(x) ≤ φ(y) siempre que x ¹ y. La funcio´n φ se llama Schur
co´ncava si −φ es Schur convexa.
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(Marshall and Olkin, 1979, p.54 [23]).
El orden de mayorizacio´n no es un orden total, puesto que si x =
(40, 40, 20) y y = (50, 25, 25) no se cumple x ¹ y y tampoco y ¹ x.
Sin embargo, el siguiente Lema ilustra que el vector m- dimensional de
componentes iguales y no negativas es comparable con cualquiera bajo el
orden de mayorizacio´n.
Lema 3.1.5. Sea k0 = (k, k, . . . , k) un vector m dimensional de componentes
iguales y no negativas y k = (k1, k2, . . . , km), un vector de componentes no
negativas tal que
∑m
i=1 ki = mk, entonces k0 ¹ k para todo k
Demostracio´n. Sea K = mk =
∑m
i=1 k[i] y j < m, ya que k[1] ≥ k[2], ...,≥ k[m]
entonces
mk[1] ≥ jk[1] + k[j+1] + k[j+2] + · · ·+ k[m]
mk[2] ≥ jk[2] + k[j+1] + k[j+2] + · · ·+ k[m]
.
.
.
mk[j] ≥ jk[j] + k[j+1] + k[j+2] + · · ·+ k[m].
Luego
m
j∑
i=1
k[i] ≥ j
[
j∑
i=1
k[i] + k[j+1] + k[j+2] + · · ·+ k[m]
]
≥ j
m∑
i=1
k[i]
Por tanto,
∑j
i=1 k[i] ≥
jK
m
= jk. Luego,
∑j
i=1 k[i] ≥
∑j
i=1 k; de donde
k0 ¹ k.
3.2. Ubicacio´n O´ptima de Reservas en un
Sistema 2 de 3 con Respecto al Orden
Estoca´stico Usual
Se considera el problema de ubicar K reservas en un sistema 2 de 3 donde
cada componente debe de tener k1, k2, k3 reservas activas respectivamente,
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tal que k1 + k2 + k3 = K. Sea k = (k1, k2, k3) un vector de componentes no
negativas, la coordenada representa el nu´mero de reservas que se ubicara´n
en la respectiva componente. Sea Ts(k) variable aleatoria que representa el
tiempo de vida del sistema resultante. Bajo el supuesto que las componentes
junto con las reservas son iid y su funcio´n de distribucio´n es F (x) entonces,
la funcio´n de confiabilidad del sistema esta´ dada por
F¯Ts(k) = 2F
K+3(x)− F k1+k2+2(x)− F k1+k3+2(x)− F k2+k3+2(x) + 1
Lema 3.2.1. Sean x = (x1, x2, x3) y y = (y1, y2, y3) vectores de componentes
no negativas.
Sean w = (x[1] +x[2], x[1] +x[3], x[2] +x[3]) y u = (y[1] +y[2], y[1] +y[3], y[2] +y[3]).
Si x¹y entonces w¹u.
Demostracio´n. Por hipo´tesis se tiene que x¹y. Luego,
x[1] ≤ y[1]
x[1] + x[2] ≤ y[1] + y[2]
x[1] + x[2] + x[3] = y[1] + y[2] + y[3].
Teniendo en cuenta la definicio´n (3.1.3),
x[1] + x[2] ≥ x[1] + x[3] ≥ x[2] + x[3]
y[1] + y[2] ≥ y[1] + y[3] ≥ y[2] + y[3].
Considerando los vectores w y u, se tiene que
w[1] = x[1] + x[2] ≤ y[1] + y[2] = u[1]
w[1] + w[2] = (x[1] + x[2]) + (x[1] + x[3])
= (x[1] + x[2] + x[3]) + x[1]
= (y[1] + y[2] + y[3]) + x[1]
≤ (y[1] + y[2] + y[3]) + y[1]
= (y[1] + y[2]) + (y[1] + y[3])
= u[1] + u[2].
Adema´s,
w[1] + w[2] + w[3] = 2(x[1] + x[2] + x[3]) = 2(y[1] + y[2] + y[3]) = u[1] + u[2] + u[3].
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Lema 3.2.2. Si f : [0,∞) → [0,∞) es una funcio´n convexa, entonces
φ(x) =
∑m
i=1 f(xi) es una funcio´n Schur convexa de x= (x1, x2, . . . , xm).
(Marshall and Olkin, 1979, p.64 [23]).
Claramente si 0 < p < 1 entonces g(x) = px es una funcio´n convexa.
Luego, por el Lema (3.2.2) la funcio´n
h(x1, x2, x3) = p
x1 + px2 + px3
es una funcio´n Schur convexa.
Sea k0 = (k, k, k) un vector de componentes iguales y no negativas. Del
Lema (3.1.5) se garantiza que k0≺k. Por el Lema (3.2.1) y sabiendo que h es
Schur convexa, se verifica que
3p2k ≤ pk[1]+k[2] + pk[1]+k[3] + pk[2]+k[3]
de donde se obtiene,
2pK+3 − 3p2k+2 + 1 ≥ 2pK+3 − pk[1]+k[2]+2 − pk[1]+k[3]+2 − pk[2]+k[3]+2 + 1
siendo, K = k1 + k2 + k3.
En particular, para p = F (x) se verifica
2FK+3(x)− 3F 2k+2(x) + 1 ≥2FK+3(x)− F k[1]+k[2]+2(x)− F k[1]+k[3]+2(x)−
F k[2]+k[3]+2(x) + 1.
Logrando dar prueba al siguiente teorema
Teorema 3.2.3.
F Ts(k0) ≥ F Ts(k)
De donde se concluye que la uniforme distribucio´n de las K reservas
maximiza la funcio´n de confiabilidad del sistema.
3.3. Sistema k de n cuyas Componentes
son Sistemas Series de Componentes
Exponenciales
En esta seccio´n se procedera´ a comparar, bajo el criterio del orden
estoca´stico usual, configuraciones k de n donde las componentes del sistema
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son a su vez sistemas series, de componentes exponenciales. El estudio se hace
con base en el supuesto que en el j−e´simo sistema serie hay una componentes
inicial de para´metro λ y mj componentes adicionales de para´metro α
formando un sistema serie. Dado un nu´meroM de componentes de para´metro
α se pueden formar mu´ltiples configuraciones k de n; el objetivo se centra en
encontrar la mejor y tambie´n menos adecuada de estas configuraciones en el
sentido del orden estoca´stico usual.
Teorema 3.3.1. Sean X1, . . . , Xn variables aleatorias exponenciales
independientes, con tasa de fallo λi, i = 1, 2, ..., n. Sea Y1, ..., Yn otro
conjunto de variables aleatorias exponenciales independientes con tasas de
fallo λ∗i , i = 1, 2, . . . , n. Si
λ = (λ1, λ2, . . . , λn) º λ
∗ = (λ∗1, λ
∗
2, . . . , λ
∗
n),
entonces
X[1:n] ≡st Y[1:n] y X[j:n] ≥st Y[j:n], para j = 2, 3, . . . , n.
Ver Dykstra R., Kochar S. Rojo J.,[13].
Considerando un sistema k de n de n componentes iid por ejemplo
exponenciales con para´metro λ, es bien conocido que este para´metro es el
inverso de la media o tambie´n es la tasa de fallo.
Sean Z1, . . . , ZM variables aleatorias independientes exponenciales con tasa
de fallo α. Estas variables aleatorias representan el tiempo de vida de M
componentes adicionales que se ubicara´n formando sistemas series con las
componentes iniciales de para´metro λ. Sea mj el nu´mero de componentes
adicionales que se ubicara´n en serie en la j-e´sima componente del sistema
k de n, de tal manera que
∑n
j=1 mj = M . Sea Xj variable aleatoria
que representa el tiempo de vida del sistema cuya configuracio´n serie
esta´ compuesto por la j-e´sima componente exponencial de para´metro λ y
las mj componentes adicionales exponenciales todas ellas con para´metro α.
Luego, la tasa de fallo de Xj esta´ dada por
φj = λ+ αmj.
Si el nu´mero de componentes adicionales M es un mu´ltiplo del nu´mero de
componentes n, se podr´ıa pensar en una distribucio´n de componentes en
forma homoge´nea, es decir, tener en cada sistema serie el mismo nu´mero de
componentes. En esta situacio´n la tasa de fallo φ0 de la j- e´sima componente
junto con las M
n
componentes adicionales se expresa
φ0 = λ+ α
M
n
.
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Sean Y1, . . . , Yn variables aleatorias que representan el tiempo de vida de
las n configuraciones serie, cuando se ubican las componentes adicionales
de manera uniforme, en este caso las Yi sera´n exponenciales con para´metro
φ0. Definiendo
−→
φ 0 = (φ0, φ0, . . . , φ0) y
−→
φ = (φ1, φ2, . . . , φn) los vectores
cuyas componentes son las tasas de fallo de la componente inicial junto
con las adicionales bajo ubicacio´n homoge´nea y ubicacio´n no homoge´nea
respectivamente. Es fa´cil comprobar que
n∑
i=1
φi =
n∑
i=1
φ0.
Por el Lema 3.1.5 se tiene que φ0 es mayorizado por φ1 y por el Teorema
3.3.1
X[j:n] ≥st Y[j:n] para j = 2, 3, . . . , n,
en particular para j = (n − k + 1) con k = 1, . . . , (n − 1). Luego se con-
cluye que la distribucio´n homoge´nea de componentes adicionales, ubicadas
formando un sistema serie con la componente inicial en un sistema k de n,
minimiza la funcio´n de confiabilidad del sistema, lo cual se podr´ıa pensar
que es la ubicacio´n menos adecuada en el sentido del orden estoca´stico usual.
Pensando en la mejor ubicacio´n en este mismo sentido es natural y
fa´cilmente demostrable que debe ser ubicando las M componentes adicionales
formando el sistema serie con una sola componente inicial del sistema k de
n. Pues si ocurre esto y sabiendo que la tasa de fallo de cada componente
inicial del sistema es λ, adema´s ubicando las M componentes adicionales en
serie con la j-e´sima componente; la tasa de fallo de la j-e´sima componente
junto con las M adicionales conectadas en serie esta dada por λ+Mα.
Haciendo la comparacio´n de e´sta ubicacio´n con otra cualquiera respecto
al orden de mayorizacio´n se puede definir los siguientes vectores:
φ = (λ, λ, . . . , λ+Mα, . . . , λ)
ϕ = (λ+ αm1, λ+ αm2, . . . , λ+ αmj, . . . , λ+ αmn)
Lema 3.3.2.
φ º ϕ
Demostracio´n. M es el nu´mero total de componentes adicionales que se
ubicara´n en serie junto con una de las componentes iniciales, teniendo en
consideracio´n que M =
∑n
i=1 m[i], se verifica que
λr +Mα >
r∑
i=1
[λ+ αm[i]] r = 1, 2, . . . (n− 1),
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adema´s,
λn+Mα =
n∑
i=1
[λ+ αm[i]],
luego para r = 1, 2, . . . (n− 1) se cumple,
r∑
i=1
φ[i] >
r∑
i=1
ϕ[i] y
n∑
i=1
φ[i] =
n∑
i=1
ϕ[i].
De la definicio´n 3.1.3 se concluye la demostracio´n del Lema 3.3.2.
Con base en el Lema 3.3.2 y el Teorema 3.3.1 se obtiene el resultado re-
ferido a la mejor ubicacio´n de componentes adicionales en serie con respecto
al orden estoca´stico usual en un sistema k de n con componentes exponen-
ciales de para´metro λ y componentes adicionales tambie´n exponenciales de
para´metro α. La conclusio´n es que todas las M adicionales se deben ubicar
con una sola componente inicial.
3.4. Ubicacio´n de Componentes en un Siste-
ma Paralelo con Respecto al Orden de
Razo´n de Verosimilitud
En esta seccio´n se analizara´ un sistema paralelo de 2 componentes;
similar al modelo anterior, cada componente es un sistema serie. Se inten-
tara´ presentar una interpretacio´n pra´ctica a un resultado teo´rico obtenido en
[13]. Dado un nu´mero K de componentes adicionales, varias configuraciones
paralelo de dos sistemas series como componentes se podr´ıan formar. El
objetivo vuelve ser obtener la mejor de ellas en el sentido de algu´n orden
estoca´stico. Si se tratase de ubicar reservas en serie en cada una de las
componentes del sistema paralelo, debe de ser claro que lo mejor desde el
punto de vista del tiempo de vida del sistema, ser´ıa no ubicar ninguna, es
decir, dejar el sistema so´lo con las dos componentes.
Desde el punto de vista teo´rico adquiere relevancia el teorema que se
enunciara´ mas adelante, y el ana´lisis pra´ctico del mismo, permitira´ establecer
mejor ubicacio´n y peor dado el supuesto de que fuese obligatorio ubicar un
nu´mero determinado K de componentes adicionales que sera´n conectadas en
serie con las componentes del sistema paralelo. Esta mejor y peor ubicacio´n
se establecera´ teniendo en cuenta el orden de razo´n de verosimilitud.
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Se partira´ tambie´n del supuesto que las componentes iniciales del sistema
siguen una distribucio´n exponencial con para´metros λ1 y λ2 y las adicionales
siguen tambie´n una distribucio´n exponencial con para´metros α1, α2, . . . , αK .
Teorema 3.4.1. Sean X1 y X2 dos variables aleatorias independientes
exponenciales con tasas de fallo φ1 y φ2, respectivamente. Sean Y1 y Y2
variables aleatorias tambie´n exponenciales independientes con respectivas
tasas de fallo φ∗1 y φ
∗
2. Entonces,
(φ1, φ2) º (φ
∗
1, φ
∗
2) =⇒ X[2:2] ≥lr Y[2:2]
Demostracio´n. Con las mismas hipo´tesis de este teorema, Kochar and Rojo
(1996) en el art´ıculo Some New Results on Stochastic Comparisons of
Spacings from Heterogeneous Exponential Distributions demuestran que
X[2:2] −X[1:2] ≥lr Y[2:2] − Y[1:2].
Con base en este resultado y el Lemma 14.B.9. del Texto de Shaked and
Shanthikumar (1994) se obtiene:
X[2:2] = (X[2:2] −X[1:2]) +X[1:2] ≥lr (Y[2:2] − Y[1:2]) + Y[1:2] = Y[2:2].
Con lo que se garantiza que X[2:2] ≥lr Y[2:2].
Para mejores detalles ver [13].
Pensando en una interpretacio´n de la relacio´n establecida por el orden
de mayorizacio´n propuesta en la definicio´n 3.1.3, intuitivamente se concluye
que un vector es mayorizado por otro si sus componentes tienen una
distribucio´n mas homoge´nea. Un caso que se puede sen˜alar como extremo
esta´ ilustrado mediante el Lema 3.1.5, el cual muestra que si bien el orden
de mayorizacio´n no es un orden total, como ya se ha dicho, el vector de
componentes constantes es mayorizado por cualquier otro vector comparable
bajo este orden.
Volviendo al problema de esta seccio´n, se hace necesario recordar o por
lo menos saber que la tasa de fallo del tiempo de vida de un sistema serie
es la suma de las tasas de fallo de sus componentes, cuando e´stas operan
de manera independiente. Con estas observaciones previas y el teorema
3.4.1 se comprueba que la ubicacio´n menos adecuada, en el sentido del
orden de verosimilitud, de K componentes adicionales exponenciales de
para´metro αi conectadas en serie con las componentes tambie´n exponenciales
de para´metros λ1 y λ2 en un sistema paralelo de dos componentes ser´ıa:
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Conectar en serie con la componente cuyo para´metro es λi i = 1, 2
r-componentes adicionales, donde r es el mı´nimo nu´mero entero positivo tal
que:
λi +
r∑
i=1
αi ≥
1
2
(
λ1 + λ2 +
K∑
i=1
αi
)
.
En la otra componente ira´n (K−r) conectadas en serie. La expresio´n anterior
generara´ una ubicacio´n homoge´nea de reservas, luego por el Teorema 3.4.1
se verifica que es la menos conveniente.
Se define
φ1 =
(
λ1, λ2 +
K∑
i=1
αi
)
y φ2 =
(
λ1 +
m∑
i=1
αi, λ2 +
K∑
i=m+1
αi
)
Si λ1 > λ2 no se puede afirmar nada acerca de la relacio´n entre φ1 y φ2 bajo
mayorizacio´n, es decir, depende de los valores de λi y αi. Pero, si λ1 < λ2 se
verifica siempre que:
φ1 º φ2
Lo anterior permite concluir que la mejor configuracio´n de las componentes
ser´ıa la conexio´n en serie de lasK componentes adicionales con la componente
ma´s de´bil. El de´bil se refiere a la de mayor tasa de fallo.
3.5. Cotas para la tasa de Fallo Reversa de
un Sistema Paralelo de Componentes
Exponenciales
En [13] se demuestra que la funcio´n tasa de fallo reversa del tiempo de
vida de un sistema paralelo de n componentes exponenciales con distinto
para´metro es una funcio´n Schur-Convexa. Este resultado es muy interesante,
debido a que si se tiene un sistema paralelo de n componentes exponenciales
de para´metro λ1, . . . , λn este tendra´ mayor tasa de fallo reversa que aquel
sistema paralelo de n componentes exponenciales de para´metro λ¯ =
∑n
i=1
λi
n
.
Esto permitira´ que se obtenga una cota inferior para la tasa de fallo reversa de
un sistema paralelo con n componentes exponenciales de para´metro distinto,
dicha cota estara´ en te´rminos del promedio aritme´tico de las n tasas de fallo.
Teorema 3.5.1. Sea r˜(λ, t) la tasa de fallo reversa de un sistema paralelo
de n componentes exponenciales de para´metros λ1, λ2, . . . , λn, entonces:
r˜(λ, t) ≥
nλ¯
eλ¯t − 1
,
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donde λ¯ =
∑n
i=1
λi
n
Demostracio´n. La funcio´n de distribucio´n del sistema paralelo de n compo-
nentes exponenciales de para´metro distinto esta´ dada por
F (λ, t) =
n∏
i=1
[1− e−λit]
y la tasa de fallo reversa se expresa
r˜(λ, t) =
n∑
i=1
λi
eλit − 1
.
para x > 0 el i−e´simo te´rmino de la sumatoria es una funcio´n convexa en λi,
entonces por el Lema (3.2.2) r˜(λ, t) es Schur convexa, adema´s por el Lema
(3.1.5) se tiene que:
(λ1, λ2, . . . , λn) º (λ¯, λ¯, . . . , λ¯)
y por Definicio´n (3.1.4) se verifica
r˜(λ, t) ≥
nλ¯
eλ¯t − 1
A continuacio´n se intentara´ obtener cotas para la tasa de fallo reversa de
una configuracio´n paralelo, donde las componentes del sistema son a su vez
sistemas series, de componentes exponenciales. El estudio se hace con base
en el supuesto que en el j−e´simo sistema serie hay una componentes inicial
de para´metro λ y mj componentes adicionales de para´metro α formando un
sistema serie.
Dado un nu´mero M de componentes de para´metro α se pueden formar mu´lti-
ples configuraciones paralelo; el objetivo se centra en la obtencio´n de cotas
superior e inferior para la tasa de fallo reversa del tiempo de vida del sistema
paralelo.
Conside´rese un sistema paralelo de componentes exponenciales iid con
para´metro λ. Sean Z1, . . . , ZM variables aleatorias independientes exponen-
ciales con tasa de fallo α. Estas variables aleatorias representan el tiempo
de vida de M componentes adicionales que se ubicara´n formando sistemas
series con las componentes iniciales de para´metro λ. Sea mj el nu´mero de
componentes adicionales que se ubicara´n en serie en la j-e´sima componente
del sistema paralelo, de tal manera que
∑n
j=1 mj = M . Sea Xj variable alea-
toria que representa el tiempo de vida del sistema cuya configuracio´n serie
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esta´ compuesto por la j-e´sima componente exponencial de para´metro λ y
las mj componentes adicionales exponenciales todas ellas con para´metro α.
Luego, la tasa de fallo de Xj esta´ dada por
φj = λ+ αmj.
La tasa de fallo reversa del sistema paralelo ser´ıa
r˜(φ, t) =
n∑
j=1
φj
eφjt − 1
.
Sea φ¯ =
∑n
j=1 φj
n
, por el Teorema (3.5.1) se verifica que
r˜(φ, t) ≥
nφ¯
eφ¯t − 1
Pero,
φ¯ =
∑n
j=1 φj
n
=
∑n
j=1 λ+ αmj
n
= λ+
M
n
α,
entonces
r˜(φ, t) ≥
nλ+Mα
e(λ+
M
n
α)t − 1
.
Definiendo los siguientes vectores
φ = (λ, λ, . . . , λ+Mα, . . . , λ)
ϕ = (λ+ αm1, λ+ αm2, . . . , λ+ αmj, . . . , λ+ αmn),
por el Lema (3.3.2) se tiene φ º ϕ; y como la tasa de fallo del sistema paralelo
es Schur-Convexa entonces:
r˜(φ, t) =
n∑
j=1
φj
eφjt − 1
=
n∑
j=1
λ+ αmj
e(λ+αmj)t − 1
≤
(n− 1)λ
eλt − 1
+
λ+Mα
e(λ+Mα)t − 1
Por lo analizado en esta u´ltima seccio´n, se concluye que:
nλ+Mα
e(λ+
M
n
α)t − 1
≤ r˜(φ, t) ≤
(n− 1)λ
eλt − 1
+
λ+Mα
e(λ+Mα)t − 1
Conclusiones
Sobre la base del objetivo general propuesto nos permitimos presentar
los resultados obtenidos de los problemas asociados a la optimizacio´n
estoca´stica y la confiabilidad de sistemas planteados en el trabajo.
1. Considerando el problema de ubicar K reservas en un sistema 2 de
3, donde cada componente debe tener k1, k2 y k3 reservas activas
respectivamente, tal que k1 + k2 + k3 = K, y considerando que las
componentes junto con las reservas son independientes e ide´nticamente
distribuidas, se demuestra que la ubicacio´n uniforme de las K reservas
maximiza la funcio´n de confiabilidad del sistema segu´n el orden
estoca´stico usual.
2. Si se considera el problema de encontrar la mejor y la peor ubicacio´n
de reservas (componentes) adicionales en serie con respecto al orden
estoca´stico usual en un sistema k de n con componentes exponenciales
de igual para´metro y las reservas tambie´n exponenciales de igual
para´metro, se prueba que la distribucio´n homoge´nea de componentes
adicionales, ubicados formando un sistema serie con la componentes
inicial en un sistema k de n, minimiza la funcio´n de confiabilidad del
sistema. Esto permite afirmar que esta ubicacio´n es la menos adecuada
en el sentido del orden estoca´stico usual.
Igualmente, se demuestra que la mejor ubicacio´n de componentes
adicionales en serie con respecto al orden estoca´stico usual en un
sistema k de n con componentes exponenciales de para´metro λ y
componentes adicionales tambie´n exponenciales de para´metro α es
que todas la M componentes adicionales se deben ubicar en una sola
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componente inicial.
3. Si se considera el problema de determinar la peor y la mejor ubicacio´n
de K reservas adicionales conectadas en serie en un sistema paralelo
de 2 componentes con respecto al orden de razo´n de verosimilitud , y
partiendo del supuesto de que las componentes iniciales del sistema
siguen una distribucio´n exponencial con para´metros λ1 y λ2, y las
componentes adicionales siguen tambie´n una distribucio´n exponencial
con para´metros α1, α2, . . . , αk, se demuestra que la ubicacio´n
menos adecuada en el sentido del orden de razo´n de verosimilitud es
conectar en serie con la componente cuyo para´metro es λi para i = 1, 2
r-reservas, donde r es el mı´nimo nu´mero entero positivo tal que
λi +
r∑
i=1
αi ≥
1
2
(λ1 + λ2 +
K∑
i=1
αi)
En la otra componente ira´n (K − r) componentes conectadas en serie.
Por otra parte, si definimos
φ1 =
(
λ1, λ2 +
K∑
i=1
αi
)
y φ2 =
(
λ1 +
m∑
i=1
αi, λ2 +
K∑
i=m+1
αi
)
de tal manera que si λ1 > λ2, no se puede afirmar nada acerca de la
relacio´n entre φ1 y φ2 bajo mayorizacio´n. Pero, si λ1 < λ2 se verifica
que
φ1 º φ2
Lo anterior permite concluir que la mejor configuracio´n de las
componentes ser´ıa la conexio´n en serie de las K componentes
adicionales con la componente ma´s de´bil. El de´bil se refiere a la de
mayor tasa de fallo.
4. Finalmente, si consideramos el problema de obtener cotas para la tasa
de fallo reversa del tiempo de vida de un sistema paralelo, donde las
componentes del sistema son a su vez sistemas series de componentes
exponenciales se demuestra que la tasa de fallo, r˜(λ, t), esta´ acotada
inferiormente por nλ+Mα
e(λ+
M
n α)t−1
y superiormente por (n−1)λ
eλt−1
+ λ+Mα
e(λ+Mα)t−1
,
donde M representa el nu´mero de componentes de para´metro α y λ el
para´metro de la j−e´sima componente exponencial.
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Finalmente, con base en esta ecuacio´n, se concluye que la mejor ubicacio´n
de las reservas ser´ıa la conexio´n en serie de las K reservas con la componente
ma´s de´bil, donde de´bil se refiere a la componente de mayor tasa de fallo en
el sistema
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Algunas cuestiones para futuras
investigaciones
En este trabajo de investigacio´n, el cual es un prerrequisito para optar
al titulo de mag´ıster en matema´ticas aplicadas, surgen algunas cuestiones
abiertas para una futura investigacio´n. En este sentido finalizaremos esta
memoria relacionando, brevemente, algunas inquietudes surgidas como
consecuencia de la investigacio´n realizada y cuyo estudio consideramos a
corto y mediano plazo.
1) Probar que si las componentes y las reservas de un sistema paralelo
pertenecen a la clase DFR, la ubicacio´n uniforme de reservas maximiza
la tasa de fallo reversa del tiempo de vida del sistema.
2) Generar un algoritmo que permita simular y a trave´s del cual se pueda
mostrar de manera pra´ctica que
nλ+Mα
e(λ+
M
n
α)t − 1
≤ r˜(φ, t) ≤
(n− 1)λ
eλt − 1
+
λ+Mα
e(λ+Mα)t − 1
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