The stochastic nature of FSA inevitably leads to collision and idle slots. Many initial studies on FSA [4] , [5] regarded these slots as wasted and tried to minimize the unnecessary slots. Intriguingly, in real environments, we found that their assumption can lead to a misleading interpretation of the efficiency of FSA. As shown in Fig. 1 , the duration of each slot varies in most RFID standards. Considering the disparity between slot durations, the so-called slot-optimal algorithm may not be effective in terms of identification time.
Meanwhile, only a couple of algorithms have considered efficient use of time as the primary performance metric. For example, there was experimentation on the anti-collision algorithm of [6] , and it was adapted for the ISO/IEC 15693 (I-CODE) system [7] . However, as it considers only one standard, the same performance from other systems, including Gen2, is unlikely. The algorithm in [8] assumed a difference between slot durations, which when parameterized enabled its adaption to other FSA protocols. Nevertheless, since its modeling and evaluation was limited to only its own virtual environment, both its optimality and usability under verifiable conditions using legitimate RFID standards remain unproven. Considering the problems mentioned above, in this letter, we derive a novel time-optimal anti-collision algorithm for FSA that emphasizes applicability for broad RFID standards.
II. Time-Optimal Frame Adaptation
In the FSA model, a reader informs tags of a frame size within which the tags randomly select their contending slot. In our analysis, the tag identification delay is defined as the average time duration between two successive identified tags. At the frame level, we can estimate the tag identification delay from the duration of a frame and the number of identified tags. Therefore, given m tags and frame size f, the tag identification delay in a frame is as Tag ,  , succ , ,
where τ and p succ|m,f represent the expected duration of a frame and probability of successful identification in a slot, respectively. The probability of a given number of tags occupying a transmission slot is given by ( )
Using (2), the probability a slot in a frame of size f is a success, an idle, or a collision slot is given by
respectively. Then, the expected duration of a frame can be given by the summation of all expected delays in the frame:
where FO is the frame overhead, and T succ , T idle , and T coll are the time duration of success, idle, and collision slots, respectively. By using (1) 
where γ is idle coll / T T . Having observed the total identification time, we can optimize this objective by minimizing the tag identification delays in each frame until all tags are identified. For a given number of tags, the optimum frame size by objective function is determined by
The objective function has the convexity property for f and m, (The proof is attained from the second derivative test:
, that is, a local minimum found whereon the convex function is defined is necessarily the global minimum. To use this property without loss of generality, we assume that the frame size f is a positive integer and that there is no frame overhead. Then, we can differentiate the objective function for either f or m. As the inverse function of the derivative on f does not exist, we take the derivative of the objective function with respect to m:
Then, by arranging
with respect to f, we obtain the following relationship:
where W(·) denotes Lambert W function. Note that only m and γ determine the optimal frame size f. That is, we can easily customize the algorithm by adjusting only a few parameters. In general, FSA protocol-based RFID standards are restricted to using only powers of two for frame size: for example, the Gen2 standard prescribes the use of power-of-two values between 2 4 and 2 12 for frame size. In this case, using the objective function (5) and introducing a constraint that bounds solution space f, we can make this problem a convex problem with a finite solution space: in Gen2, the nine power-of-two values from 2 4 to 2
12
. Then, the optimum frame can be found by comparing the two power values adjacent to the integer solution from (7). For example, if an integer solution derived from (7) This analytical solution is appropriate for RFID standards without a significant frame overhead, such as Gen2. On the other hand, this model may not be valid for environments with a large frame overhead, and we use the objective function (5), reconsidering the frame overhead. This problem can also be considered as a convex problem in a finite integer domain: The summation of convex functions results in a convex function. Using a bisection search on (5), we can determine the optimum frame size within O(log 2 n) time.
III. Tag Estimation
Because the exact number of tags is unknown until the identification process is finished, for an adaptation algorithm, it is essential to use a quality tag number estimator. For example, Vogt [6] was the first to suggest an estimator conceived from Chebyshev's inequality, which uses a value minimizing the distance between read results (the number of success, idle, and collision slots resulted in the previous frame) and their expectations. Cha and Kim [4] posited using the distance between only the number of collision slots and its expectation as a more accurate way to estimate the tag number collision estimator (CE). In addition, Kodialam and Nandagopal [9] analyzed the estimators in estimation performance and confirmed that according to conditions, that is, the physical parameters such as the value of gamma (time length ratio between collision slot and idle slot), using the CE, an idle estimator, or zero estimator (ZE) is the most eligible method for quantifying tags. Therefore, we use following estimators: 
The estimator of the tag number m is found by using the most approximate value to the ratio of the right-hand side, where the right-hand sides of (8) and (9) are the ratio of idle slot and collision slot occurred in the previous frame, respectively. From the analysis in [9] , the normalized estimation variance, that is, the estimator error of ZE is less than or equal to CE for a load factor m/f ≤ 0.77358. In our frame adaptation, the load factor is determined by γ, and then we obtain the relationship between γ and f * by rearranging (7): 
* is strictly decreasing for γ, we follow the rules for minimizing estimation errors: i) when γ ≤ 0.50923, select ZE, and ii) when γ > 0.50923, select CE.
IV. Performance Evaluation
We have evaluated our algorithm in terms of the average identification time against other anti-collision algorithms: DFSA [4] (as a slot-optimal algorithm), Vogt [6] , and ASAP [8] . We implemented all types of algorithms in an evaluation environment using a Visual C++ platform. The evaluation environment was divided into two according to the referred standard Gen2 or I-CODE, which respectively represent nearfield and far-field RFID technology. Table 1 summarizes the parameters used in our simulation.
For a fair and thorough evaluation, we examined and tailored factors which can affect the evaluation results: i) ASAP, originally designed for a virtual protocol, was adapted for the slot duration parameters given by Table 1 , ii) all algorithms are set to use powers of two for frame size, and DFSA was adapted to select the closest power value to its raw resulting frame size, and iii) all experimental results were averaged after 5,000 iterations with varying random seeds. Additionally, to prove the validity of our analysis, analytical values are calculated by taking the expectation of tag identification delay given the optimal condition (7) and an omniscient estimator, and we depicted the values along with simulation results.
Figures 2(a) and (b) plot the average identification delay to identify one tag in the Gen2 and I-CODE environment. In the Gen2 environment, the time-optimal algorithm outpaces the other algorithms in tag identification delay, showing close agreement with the analytical results as the tag number is Number of slots increased. In the I-CODE environment, our algorithm still achieves the shortest tag identification time. In this environment, however, we observe performance gaps between the time-optimal and the analytical values as the tag number is increased. Our analysis on this phenomenon has found that the gaps come from the accumulated estimation error related to strong limitation of frame size (maximum 2 8 ) in the I-CODE environment. Vogt, the algorithm based on the actual experiment, is closely behind the time-optimal algorithm in Fig. 2(b) , but as shown in Fig. 2(a) , it did not take into account the adaptability to the environments other than I-CODE. Likewise, the time-optimal algorithm outperforms ASAP in both evaluations. Our objective function uses the same metric, that is, the average identification delay used in the evaluation, whereas ASAP tries to minimize the ratio of time consumed by success slots to time wasted by other slots. Furthermore, as ASAP does not consider the frame overhead, it can deteriorate more in some RFID environments with large overheads, such as I-CODE. Figure 3 clarifies the difference between the time-optimal and other algorithms via slot statistics. While the algorithm pursuing slot-optimality, that is, DFSA, shows the lowest slot consumption, the time-optimal algorithm consumes relatively more slots than other algorithms. In particular, it consumes the highest number of idle slots and fewest collision slots of all algorithms. This means that our algorithm finds the best tradeoff in terms of time efficiency by exploiting a large frame size with many idle slots. Although our evaluation has been conducted in only two major environments, it is obvious that our scheme will be equally competitive for most RFID standards based on FSA-like protocols.
V. Conclusion
In this letter, we proposed a time-optimal anti-collision algorithm for FSA protocols. The performance evaluation proved that our algorithm achieves improved identification time delay. In addition, our scheme, with minimal revision, can be immediately applied to all existing RFID standards using the FSA protocol. Due to such features, our scheme has been selected as one of the core algorithms for SK Telecom's reader SoC chip products, which we expect will enable the creation of the first commercialized converged RFID/cellular networks.
