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The decomposition method is applied to solution of partial differential equations 
in two and three dimensions with specified boundary conditions. ‘(1 1989 Academic 
Press. Inc 
The decomposition method, most recently discussed in [l], has been 
applied to large classes of both linear and nonlinear systems of differential 
and partial differential equations. A recent paper [2] considered equations 
of the form u,, - k(x)u = g. This paper explores possible extension to 
partial differential equations with specified boundary conditions and the 
generalization of [2] to equations of the form V2u - k(x, y, z)u = g. 
Though we must now assume some familiarity with the decomposition 
method, we seek here to make the procedure as transparent as possible by 
beginning with a simple linear example u,,- uYY = 0 on 0 dx d 42, 
0 < y 6 n/2 given conditions: 
4091 I40/2- 19 
40, y) = 0, 4742, y) = sin y 
u(x, 0) = 0, u(x, 742) = sin x. 
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Let L, = (?2/i;x’ and L, = cl”,i?y’ and write the above equation as 
L.,u = L,,u. 
As usual in the decomposition method [ 11, we solve for each linear 
operator term, L,u and L, u. in turn and then apply the appropriate 
inverse to each. 
L;‘L.24=u-c,k,(y)-c2k,(y).u=L, ‘L,u 
L.,‘L,.u=u-c,k,(x)-c,k,(x)y= L,Y’L.,u 
or 
u=c,k,(y)+c,k,(,v)x+LJ’L,.u (1) 
u=c,k,(x)+c,k,(x)y+ L,:‘L.u. (2) 
Define $,= c,k,(y)+c,k,(y)x and cJ~= c,k,(x) + c,k,(x)y to rewrite (1) 
and (2) as 
u=&+L,‘L,u (3) 
u=&.+ L.,‘L.u. (4) 
One-term approximants to the solution u are u0 = dY in (3) and u0 = 4,. in 
(4). Two-term approximants are u0 + U, , where U, = L; ‘L,u, in (3) and 
L,‘L,u, in (4), etc. Thus u,+, =L;‘L,,u, in (3) and L.;‘L,u, in (4) for 
n > 0. 
For the x conditions ~(0, y) = 0 and u(n/2, y) = sin y applied to the 
one-term approximant u0 = c,k,(y) + c,k,(y)x, we have 
c,k,(y)=O 
c,k,( y) n/2 = sin y 
or c2 = 217~ and k,(y) = sin y. 
For the y conditions u(x, 0) = 0 and u(x, n/2) = sin x applied to 
u. = c3k,(x) + c,k,(x) y, we get 
c,k,(x) = 0 
c4 k4( x) 7~12 = sin x. 
Thus cq = 2171 and k4(x) = sin x. 
If a one-term approximant were sufficient, the solution would be’ 
0, = (l/2){ (2/7r)x sin y + (2/n) y sin x}. 
’ An n-term approximant is Cp, = x:-d U, 
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The next terms for (3) and (4) respectively are 
u1 = L.;‘L,u, = L;‘L,.[c2x sin y] 
u, = L.;‘L,u, = L~;‘L,[c, y sin x]. 
We continue to obtain u2, uX, . . . . Clearly, for any n, 
u, = (LC’L,,.)” u. = c,(sin y)( - 1)” x2’+ ‘/(2n + l)! 
u, = (L,‘L,r)” u. = c,(sin x)( - 1)‘~~~~ ‘/(2n + l)!. 
Letting @, represent he m-term approximant, we have for the two cases: 
m-l 
@,=c,siny C (-l)nx2”+1/(2n+1)! 
n=O 
m-l 
@,=cqsinx 1 (-1)“~~“+‘/(2n+l)!. (6) 
We can now apply the conditions @,(7rn/2, y) = sin y for (5); thus 
c,k,b)=O 
m-l 
c,siny C (-l)“(n/2)*“+‘/(2n+l)!=sinJ1 
II=0 
1 
m-1 
c2= 1 c (-1)” (n/2)2”+‘/(2n+ l)!. 
n = 0 
As m + co, we get sin 7~12 so that c2 -+ 1. The sum in (5) approaches in x 
in the limit. 
Now applying the conditions @,Jx, 0) =0 and @,Jx, n/2) = sin x, we 
have 
cpt,(x) = 0 
m-l 
c,sinx 1 (-1)“(7r/2)2”+‘/(2n+1)!=sinx 
a=0 
m-1 
c,=l 
!’ 
c (-1)“(rr/2)2”+‘/(2n+l)!, 
il=O 
Again as m + 00, cq + 1 and the sum in (6) becomes sin y. We can now 
write the exact solution 
24=(1/2)(sinysinx+sinxsiny) 
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or 
u = sin b’ sin x, 
since for this case, the series is summed. 
Now consider the example L, u + L, u = g(.\-, y). Proceeding as before, 
L,u=g-L,u 
L~,,u=g-L,u 
L,‘L,u= L,‘g- L, ‘L,.u 
L,‘L,.u = L.,‘g- L, ‘L,u. 
We suppose L,, L,, are second order. Then 
u=c,k,(y)+c,k,(y)x+L< Ig-L;‘L,u 
u=Cjk3(X)+c~k4(X)y+L,1g-L;~L$l. 
Identify u,, for each case 
%I = Cl k,(y) + c,k,(y)x + L, lg 
uo = c,k,(.u) + c,k,(x) y + L,. ‘g 
u1 = -L.; lL.,,uo 
24, = -L,. ‘L,u, 
To make the problem specific, choose g = x2 + y2 and assume the condi- 
tions 
40, Y) =o U(1, y)=y2/2 
u(x, 0) = 0 24(x, 1) = x’/2. 
We have, therefore, 
u,=c,k,(y)+c2k2(y)x+L,‘(x2+y2) 
u,, = c,k,(x) + c4k,(x) y + L.,‘(x’ + y2) 
or 
uo = c, k,(y) + c2k2(y)x + x4/12 + x2y2/2 
uo = c,k,(x) + c,k,(x) y + y4/12 + x2y2/2. 
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Satisfying the x conditions for the one-term approximant @r , @r(O, y) = 0 
and @,( 1, y) = y2/2: 
c,k,(y)=O 
c,My) + ii + y2/2 = y2/2 
CA(Y) = -A. 
Satisfying the y conditions, @,(x, 0) = 0 and @,(x, 1) =x2/2 so that 
c,k,(x) = 0 
c4k4(x) + & + x2/2 = x2/2 
c,k,(x) = -A. 
The u1 components are 
241= -L,lL,,uo= -L-’ x L,( -x/12 +x4/12 + x2y72) = -x4/12 
u1= -L~;‘L,Jdo = -y4/12. 
The two-term approximants are: 
@2 = 2.40 + u1 
=c,k,(y)+c2k2(y)x+x4/12+x2y2/2-x4/12 
@2 = 240 + UI 
= c,k,(x) + c,k,(x) y + y4/12 + x2y2/2 - y4/12. 
Since Q2(0, y) = 0, c,k,( y) = 0 and, since Q2( 1, y) = y2/2, c,k,( y) + & + 
y2/2 - & = y2/2 or c,k,( y) = 0. Since G2(x, 0) = 0, c,k,(x) = 0 and, since 
Q2(x, 1) = x2/2, c4k4(x) = 0. 
Now the two-term approximant Q2 for the actual solution is obtained by 
adding the individual approximants and dividing by two, to get 
Q2 = x2y2/2, 
which is the exact solution u in only two terms as can be easily verified. 
Note that if we compute more terms, 
u2 = -L,‘L,u, = -L,‘L,( -x4/12) = 0 
I.42 = -L,‘L,u, = -L,‘L,( -y4/12) = 0 
and all following terms vanish. Thus 
24(x, y) = xzy2/2 
is the exact solution. 
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We note that writing 
u,=c,k,(~)+“zk2(~1).Y+L\ ‘g(x, y), 
U() = c,k,(x) + (.dk‘$(X) J‘ + L, ‘g(x, J), 
and satisfying the first equation with the n boundary conditions and the 
second with the y boundary conditions leads to two simple 2 x 2 matrix 
equations-one for c,k, and c,k, and the other for e,k, and c,k,, remem- 
bering that L; ‘g(x, y) is evaluated also at the boundary conditions, e.g., 
L.Fk lx=& This is true for simple boundary conditions such as 
4t1, Y)=~,(Y), ~(5~~ Y)=MY), 4x, rl,)=Uxh and 4-c v2)=b4(-x). 
More difficult boundary conditions involving expressions like 
(wax)u(t,, Y)+BItY) 45’9 Y)=h(Y) 
(Wx) u(i”z, Y) + MY) 452, Y) = b,(Y) 
for <,<x<<~ and 
(WY) 4x,, r?,)+iL(x) 4-x,, 4,)‘hb) 
(WY) 4x1, rl*) + P)(X) 4x1) 112) =b&J 
for q, by< q2. This can also be written in 2 x 2 matrix form, but the 
inversion of the matrix coefficient of 1:; :;I is nontrivial. The most likely 
solution appears to be application of the decomposition method again to 
the boundary equations and is not considered at this time. For the simple 
boundary conditions, 2 x 2 matrices are sufficient and solvable. 
Suppose we now consider coupled partial differential equations with 
coupled boundary conditions. Defining the L operators as differential 
operators with respect to the subscript variables and the R as the 
remainder operators defined in previous work, we can write 
L,,u+L,.,u+R,,u+R,.,u=g,(x, Y) 
L.,2u + L,.>v + Rxzu + R,.*u = g,(x, y) 
with the boundary conditions on x in [<, , t2] given by 
& 45’9 Y)+a,(Y)u(t,? Y)+%(Y)etl, y)=b,(y) 
; 452, Y)+%(Y) 452, Y) + h(Y) Q52, I?) =h(.Y) 
~u(i’l,Y)+aS(y)L’(5,,Y)+Ug(Y)11(:,.4’)=h~(Y) 
g 4529 Y) + Q,(Y) et29 Y) +%(Y) 4523 Y) = b,(Y) 
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and on ~1 in [qr, q2] given by 
fj 4x3 rl2) + all(x) 44 rl2) + Ql2(X) 4x9 112) = Mx) 
; 4x3 VI) + a,dx) ax, ‘I, I+ u,-!(x) 4x, ?I 1 = b(x) 
$ 4-G yI2) + a&) 45 v2) + u&) 4x3 v2) =63(x). 
Now on x in [<, , t2] we determine four “constants” cr , c2, c5, c6, and 
from y on [q,, q2] the four “constants” c3, cq, c,, c8 (now a 4 x 4 matrix 
inversion). 
Let us now consider an example in the form V2u(x, y) + k(x, y)u = 0 
with specified boundary conditions. Let us take 
uxx + UY.” + (x2 + y2) u = 0 
u(0, y) = u(x, 0) = 0 
~(1, y)=sin y 
u(x, 1) = sin x. 
We write the equation in the standard form [l] as 
L,u+L,u+Ru=O, 
where L, = a2/ax2, L, = a’jay’, R = x2 + y2. We obtain immediately 
L,u= -L,u-Ru 
L,u= -L,u-Ru 
or 
u=c,kl(y)+c2k2(y)x-L;'L,u-L;'Ru 
u=c,k,(x)+c,k,(x)y-L;'L,u-L-;'Ru. 
63) 
We satisfy the conditions on x using first only the u,, approximation; thus 
Clk,(Y) =0 
c,~,(Y) + c2k2h) = sin Y 
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so that we have c, k, = 0, c2 = I, k?(y) = sin ~3. Now satisfying the y condi- 
tions 
c3k,(x)=0 
c3k3(.x) + c,k,(x) = sin x 
thus c,k,=O, c4= 1, k,=sinx. 
Our results for the two separate equations in (7) are: 
u,) = x sin y 
24” = y sin x. 
(9) 
These are the one-term approximants to the separate equations. To obtain 
the next (u,) terms we have from (8), 
Substituting (9), 
which yields 
u, = -L,‘L,,u,- L, ‘Ru, 
u, = -L,‘L.,u,- L,:‘Ru,. 
u,= -L;‘L,.xsiny-L,‘Rxsiny 
u,= -L,. ‘L,ysin.u-L,;‘Rysinx 
uI = (x3/3!) sin y - (x5/20) sin y - (x3/3!) y2 sin J 
+ c,k,(y) + c,k,(y)x 
u1 = ( y3/3!) sin x - ( ys/20) sin x - ( y3/3!) x2 sin x 
+ c$,(x) + cz,k,(x) y. 
Now the two-term approximants u0 + u, = Qz are used to satisfy the 
boundary conditions Q2(0, y) = GZ(x, 0) = 0, G2( 1, y) = sin y, D2(x, 1) = 
sin x. Equivalently, the u1 terms must satisfy zero conditions so as not to 
change the boundaries. Either possibility yields 
c,k,( y) = $y’ sin y - & sin J 
c,k,(x) = 0 
c,k,(x) = fx’ sin x - & sin x 
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Thus the two-term approximants are 
@, =x sin y + (x3/3!) sin y - (x5/20) sin y 
-(x3/3!)y2siny+(1/3!)y2siny-&siny 
O2 = y sin x + (y3/3!) sin x - (y5/20) sin x 
-(y3/3!)x2sinx+(1/3!)x2sinx-&sinx 
where half the sum of these is a two-term approximant to U. The u2 term 
is 
u2 = -L,‘L,u, - L,~lRu, 
u2 = -L,‘L,u, - L,?Ru,, 
again using the evaluated u, and adding constants of integration to be 
evaluated as before. 
Note that use of the series for the sin x and sin y yields xy as a first term 
in both #2 equations. Since our solution adds these and divides by two, we 
have u=xy+ . . . . The fourth term of & yields x3y3/3!, so u=xy+ 
x3y3/3! + . . . . We have other terms present as well, of course, which we 
denote by N, and it appears we can write u= sin xy+ N. Substitution 
shows N must vanish and u = sin xy is the solution. We can see some of the 
cancellations by writing out the terms. Thus, the second term of x sin y is 
-xv3/3!. The first term of -(x3/3!) sin y is -(x3/3!) y. Thus, these two 
terms are -xy3/3! + x3y/3 !. From the second d2 which interchanges x’s 
and y’s, we have in the corresponding terms -yx3/3! + y3x/3!, so these 
four terms disappear. Thus, the procedure is clear, and u = sin xy. This 
phenomenon in which successive approximants add and subtract “noise” 
terms which do not contribute to the final solution was pointed out earlier 
by Adomian and Rach [3], and requires further study. If the solution were 
not an easily identified series, the complicated result would make it difficult 
to deal with. In a case such as this, our best recourse at present seems to 
be numerical computation to a stable result. 
Consider the example u,,~ + u,:, - xyu = 2 and rewrite it as L,xu + L,u = 
2+xyu: 
L,u=2+xyu-L,u 
L,.u=2+xyu-L,u 
L;‘L.u= L,‘[2] + L,‘[xyu] - L,‘L,u 
L, ‘L,u= L,‘[2] + L,‘[xyu] - L,‘L,u 
u=c,(y)x+c,(y)+x2+L,1[xyz4]-L;‘L~$4 
u = c3(x) y + Cd(X) + y2+ L,‘[xyu] - L,‘L,u. 
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Assume boundary conditions given by: 
u(-l,~)=u(1,~‘)=u(x,-l)=u(,~, l)=O. 
From the x conditions on u0 = c,( y)x + cz(y) +x7, 
-c,(y)+c*(y)+ 1 =o 
c,(y) + c*(y) + 1 = 0, 
we get c,(y)=0 and c2(y)= -1 so that u,,= -1 +,x2. From the y condi- 
tions on u. = cJ(x) y + cd(x) + y’, 
- CJX) + Cd(X) + 1 = 0, 
c3(x) + (.4(x) - 1 = 0, 
we get c3(x) = 0 and c4(x) = 1 so that u0 = -1 + y2. The ur terms for the 
two equations are 
u, = L,‘xyu,- L, Q4() 
24, = L,‘xyu, - L,‘L,uo 
u,=L,‘xy[-1+x~]-L,‘L,[-l+x*] 
u,=L~,‘x,v[-1+y2]-Ly’L.,[-1+y2] 
u,= -x3y/6+x5y/20+c,+c2x 
u, = -xy3/6 + xy*/20 + c3 + cd y. 
Using the x conditions, 
y/6-y/2O+c,-c,=O 
-y/6 + y/20 + c, + c2 = 0. 
Thus c, =0 and c2 = 7x/60 so that u1 = -x34,/6 + xsy/20+ 7~~160. Now 
using the y conditions we evaluate the second u, or 
x/6-x/2O+c,-c,=O 
- x/6 + x/20 + c3 + cd = 0 
which yields c3 = 0 and c4 = 7x/60 or 
u, = -xy3/6 + xy5/20 + 7~~160. 
PDES WITH SPECIFIED BOUNDARY CONDITIONS 579 
Thus a two-term approximation of each u is given by 
Q2 = - 1 + x2 - x3y/6 + x5y/20 + 7xy/60 
@, = - 1 + y2 - xy3/6 + xy*/20 + 7~~160. 
We can continue now with 
l42 = L,‘xyu, - L,‘L,u, 
242 = L,‘xyu, - L,‘L,u,, 
adding constants of integration, evaluating them, forming Q3, etc. When 
we get to a satisfactory CD,, we write 24 z i[@f, + @iI, e.g., for a one-term 
approximation u ‘v - 1 + (x2 + y2)/2. 
For a two-term approximation 
x2 2 3 
UN -1 +If$-E2-~+ . . . 
12 12 
Thus, u,, + u,. = 2 - xy, 
UX,+u,-xyU=2-xy-xy(-1)=2, 
and the solution is correct to this approximation. 
Three-Dimensional Case. We now explore the extension to the equation 
v*a, Y, z) - wx, y, z) 44 y, z) = g(x, y, z) 
as a natural extension of the previously considered [2] equation 
U - 40x24 = 2. We will choose again g = 2 (although there is no difficulty 
i: treating g(x, y, 2)). We choose k(x, y, z) = xyz. Write L, = a2/ax2, 
L,= a*/ay2, L = a2/az2. NOW 
[L,+L,.+L,]u-xyzu=2. 
Writing the operator equations 
L,u = 2 + xyzu - [L, + L;] 24 
L, 24 = 2 + xyzu - [L; + L,] u 
L,u=2+xyzu- [L,+L,]u 
and applying the inverses, we have 
u=c,k,(y,z)+c2k2(y,z)x+x2 
+ L,‘xyzu- L.;‘[L;+ L,X]u 
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u = L.skJz, x) + c4k4(;, x) J‘ + j-2 
SL, ‘xyzu-L,. ‘[L_+L,]u 
u = c,k,(x, y) + c,k,(x, y)z + r2 
+L, ‘.yw4-LL_ ‘[L,SL,]u. 
Identify u0 in each equation: 
u,=c,k,(y,z)+c,k,(y,z)x+.~2 
2.40 = c,k,(z, x) + c,k,(z, x) y + y2 
u. = c,k,(x, y) + c,k,(x, y)z + z2. 
(10) 
(11) 
(l-2) 
The following components for n 2 0 are obtained from 
u,+,=LJ’x~zu,-L,‘[L,fL,.]u, 
u, + , = Lx ‘xyzu, - L; ’ [L, + L ,] U,! 
u n+, =L,~‘xyzu,I-L~ ‘[L.+L,]u,. 
(13) 
The procedure now is to write @, = cr=d u, for each equation and to 
evaluate the unknown functions to satisfy the specified conditions, c, k, and 
c,k, from the x conditions, c,k, and c4k, from the y conditions, and c,k, 
and c,k, from the z conditions. Assume the problem is defined on 
OQxdl, o~JJyl,o<z~l. 
Consider the x conditions ~(0, y, z) = a(y, z), u( 1, y, z) = fl(y, z). Using 
Ql = u. in (lo), we get 
c,k,(y, z) = NY, z) 
c,k,(y, -7) = /!l(y, z) - a(y, z) - 1. 
Next the y conditions u(x, 0,~) = ‘J(x, z) and u(x, 1, z) = c((x, z) applied to 
@,=u, in (11) yields 
c,k,(z, x) = y(x, z) 
c,k&, x) = a(~, x) - y(x, z) - 1. 
The z conditions applied to @ , = u0 in (3) yields 
c&,(x, Y) = 4x, z) 
c,k,(x, y) = y(x, z) - a(.~, z) - 1; 
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we obtain 
&I = 4x z) + -QB(.v, z) - dy, z) - 11 +x2 
uo = y(x, z) + y[cr(z, x) - y(x, z) - l] + y* 
240 =c(x, z) + z[y(x, z) - a(x, z) - l] + z2. 
The evaluated uo’s are used in (13) to get the U,‘S again adding the 
“constants” of integration to be evaluated as before. 
SUMMARY 
This paper demonstrates that the decomposition method developed by 
Adomian can be applied successfully to examples of partial differential 
equations in two and three dimensions, and a careful investigation of 
conditions and limitations is called for, since the method has significant 
advantages over usual methods. 
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