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Convex Optimization over Fixed Value Point Set of
Quasi-Nonexpansive Random Operators on Hilbert
Spaces
S. Sh. Alaviani
Abstract—In this paper, a new optimization framework is de-
fined that includes the optimization framework recently proposed
in [1]-[2] as a special case. The convex optimization in [1]-[2]
includes centralized optimization and distributed optimization
over random networks, so does the optimization defined here.
It is shown that the proposed algorithm in [2] converges almost
surely and in mean square to a solution of the optimization
problem here under suitable assumptions.
Index Terms—convex optimization, fixed value point, quasi-
nonexpansive, random operators, Hilbert space
I. INTRODUCTION
Optimization has applications in many areas of engineering
such as signal recovery [3] and data regression [4]. Lagrangian
framework has been a useful tool, by adding dual variables,
to elucidate centralized [5] and distributed optimization over
non-switching networks [6]-[7]. Also, Game Theory has been
helpful to explain distributed optimization over non-switching
networks [8]-[9]. Nevertheless, the aforementioned methods
cannot interpret the nature of distributed optimization over
random networks.
Recently, by defining a new mathematical terminology
called fixed value point, an optimization framework has been
developed in [1]-[2], i.e., minimization of a convex function
over fixed value point set of nonexpansive random operators
on Hilbert spaces. The optimization includes centralized and
distributed optimization over random networks (see [10]-[12]
for more details). An algorithm has been proposed in [2] to
converge almost surely and in mean square to a solution of
the problem under suitable assumptions.
In this paper, we define a new optimization framework,
namely minimization of a convex function over fixed value
point set of a quasi-nonexpansive random operators on Hilbert
spaces. This optimization includes the optimization framework
defined in [1]-[2] as a special case. Therefore, this optimization
includes centralized optimization and distributed optimization
over random networks. We show that the proposed algorithm
in [2] can converge almost surely and in mean square to the
global solution of this optimization problem under suitable
assumptions.
This paper is organized as follows. In Section II, prelim-
inaries on random operators and stochastic convergence are
provided. The mathematical optimization problem and the
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discrete-time algorithm for almost sure and in mean square
convergence to the solution are in Section III.
Notations: ℜ denotes the set of all real numbers. ℜn
denotes the n-dimensional real space. N denotes the set of all
natural numbers. × represents Cartesian product. E[x] denotes
Expectation of the random variable x. ∅ denotes the empty set.
∇f(x) represents the gradient of f at x.
II. PRELIMINARIES
Let H be a real Hilbert space with norm ‖.‖ and inner
product 〈., .〉. An operatorA : H −→ H is said to be monotone
if 〈x − y,Ax − Ay〉 ≥ 0 for all x, y ∈ H. A : H −→ H is
called ρ-strongly monotone if 〈x− y,Ax−Ay〉 ≥ ρ‖x− y‖2
for all x, y ∈ H. A function f(x) is ρ-strongly convex if 〈x−
y,∇f(x)−∇f(y)〉 ≥ ρ‖x− y‖2 for all x, y ∈ H. Therefore,
a function is ρ-strongly convex if its gradient is ρ-strongly
monotone.
A mapping B : H −→ H is said to be K-Lipschitz continu-
ous if there exists a K > 0 such that ‖Bx−By‖ ≤ K‖x−y‖
for all x, y ∈ H. Let S be a nonempty subset of a Hilbert
space H and Q : S −→ H. The point x is called a fixed point
of Q if x = Q(x). Let ω∗ and ω denote elements in the sets
Ω∗ and Ω, respectively.
Let (Ω∗, σ) be a measurable space (σ-sigma algebra) and
C be a nonempty subset of a Hilbert space H. A mapping
x : Ω∗ −→ H is measurable if x−1(U) ∈ σ for each open
subset U of H. The mapping T : Ω∗ ×C −→ H is a random
map if for each fixed z ∈ C, the mapping T (., z) : Ω∗ −→ H
is measurable, and it is continuous if for each ω∗ ∈ Ω∗ the
mapping T (ω∗, .) : C −→ H is continuous.
Definition 1: A measurable mapping x : Ω∗ −→ H is a
random fixed point of the random map T : Ω∗ × C −→ H if
T (ω∗, x(ω∗)) = x(ω∗) for each ω∗ ∈ Ω∗.
Definition 2 [1]-[2]: If there exists a point xˆ ∈ H such that
xˆ = T (ω∗, xˆ) for all ω∗ ∈ Ω∗, it is called fixed value point,
and FV P (T ) represents the set of all fixed value points of T .
Remark 1 [1]-[2]: A random mapping may have a random
fixed point but may not have a fixed value point. For instance,
if Ω∗ = {H,G} and T (H,x(H)) = 1, T (G, x(G)) = 0, then
the random variable x(H) = 1, x(G) = 0 is a random fixed
point of T . However, T does not have any fixed value point.
Definition 3: Let C be a nonempty subset of a Hilbert space
H and T : Ω∗ × C −→ C be a random map. The map T is
said to be nonexpansive random operator if for each ω∗ ∈ Ω∗
and for arbitrary x, y ∈ C we have
‖T (ω∗, x)− T (ω∗, y)‖ ≤ ‖x− y‖.
2Definition 4: Let C be a nonempty subset of a Hilbert space
H and T : Ω∗×C −→ C be a random map. The map T is said
to be quasi-nonexpansive random operator if for any x ∈ C
we have
‖T (ω∗, x)− ξ(ω∗)‖ ≤ ‖x− ξ(ω∗)‖
where ξ : Ω∗ −→ C is a random fixed point of T .
Remark 2: Every nonexpansive random operator is a quasi-
nonexpansive random operator if it has a random fixed point.
Remark 3: If a quasi-nonexpansive random operator has a
fixed value point, namely x∗, then we have, from Definitions
2 and 4, for any x ∈ C that
‖T (ω∗, x)− x∗‖ ≤ ‖x− x∗‖.
The following preposition is a corollary of Theorem 1 in
[13].
Preposition 1: If C is a closed convex subset of a Hilbert
space H, and T : C −→ C is quasi-nonexpansive, then
Fix(T ) is a nonempty closed convex set.
Definition 5: A sequence of random variables xn is said to
converge pointwise (surely) to x if for every ω ∈ Ω
lim
n−→∞
‖xn(ω)− x(ω)‖ = 0.
Definition 6: A sequence of random variables xn is said
to converge almost surely to x if there exists a subset A ⊆ Ω
such that Pr(A) = 0, and for every ω /∈ A
lim
n−→∞
‖xn(ω)− x(ω)‖ = 0.
Definition 7: A sequence of random variables xn is said to
converge in mean square to x if
E[‖xn − x‖
2] −→ 0 as n −→∞.
Lemma 1 [14]: Let {an}∞n=0 be a sequence of non-negative
real numbers satisfying
an+1 ≤ (1 − bn)an + bnhn + cn
where bn ∈ [0, 1],
∑
∞
n=0 bn = ∞, lim sup
n−→∞
hn ≤ 0, and
∑
∞
n=0 cn <∞. Then
lim
n−→∞
an = 0.
Lemma 2: Let the sequence {xn}∞n=0 in a real Hilbert space
H be bounded for each realization ω ∈ Ω and converge almost
surely to x∗. Then the sequence converges in mean square to
x∗.
Proof: See the proof of Theorem 2 in [2].
III. MAIN RESULTS
Now we define a new optimization problem stated in
Problem 1 below.
Problem 1: Let H be a real Hilbert space. Assume that
the problem is feasible, namely FV P (T ) 6= ∅. Given a
convex function f : H −→ ℜ and a quasi-nonexpansive
random mapping T : Ω∗ × H −→ H, the problem is to
find x∗ ∈ argmin
x
f(x) such that x∗ is a fixed value point of
T (ω∗, x), i.e., we have the following minimization problem
min
x
f(x)
subject to x ∈ FV P (T )
(1)
where FV P (T ) is the set of fixed value points of the random
operator T (ω∗, x) (see Definition 2).
Remark 4: A fixed value point of a quasi-nonexpansive
random mapping is a common fixed point of a family of quasi-
nonexpansive non-random mappings T (ω∗, .) for each ω∗.
From Preposition 1, the fixed point set of a quasi-nonexpansive
non-randommapping T (ω∗, .) for each ω∗ is a convex set. It is
known that the intersection of convex sets (finite, countable,
or uncountable) is convex. Therefore, FV P (T ) is a convex
set, and Problem 1 is a convex optimization problem.
Remark 5: According to Remarks 2 and 3, Problem 1
includes Problem 3 in [2] as a special case.
Based on the work of [2], we propose the following algo-
rithm for solving Problem 1:
xn+1 = αn(xn − β∇f(xn)) + (1− αn)Tˆ (ω
∗
n, xn), (2)
where Tˆ (ω∗n, xn) = (1− η)xn+ ηT (ω
∗
n, xn), η ∈ (0, 1), αn ∈
[0, 1].
Let (Ω∗, σ) be a measurable space where Ω∗ and σ are
defined in Section II. Consider a probability measure µ defined
on the space (Ω,F) where
Ω = Ω∗ × Ω∗ × Ω∗ × . . .
F = σ × σ × σ × . . .
such that (Ω,F , µ) forms a probability space. We denote a
realization in this probabilty space by ω ∈ Ω.
Now we impose the following assumptions.
Assumption 1: f(x) is ρ-strongly convex, and ∇f(x) is
K-Lipschitz continuous.
Assumption 2: There exists a nonempty subset K˜ ⊆ Ω∗
such that FV P (T ) = {z˜|z˜ ∈ H, z˜ = T (ω¯, z˜), ∀ω¯ ∈ K˜}, and
each element of K˜ occurs infinitely often almost surely.
Before we give our theorems, we need to extend Lemma
5 in [2] for quasi-nonexpansive random operators. Hence, we
have the following lemma.
Lemma 3: Let H be a real Hilbert space, Tˆ (ω∗, x) := (1−
η)x+ ηT (ω∗, x), ω∗ ∈ Ω∗, x ∈ H, with a quasi-nonexpansive
random operator T , FV P (T ) 6= ∅, and η ∈ (0, 1]. Then
(i) FV P (T ) = FV P (Tˆ ).
(ii) 〈x − Tˆ (ω∗, x), x − z〉 ≥ η2‖x − T (ω
∗, x)‖2, ∀z ∈
FV P (T ), ∀ω∗ ∈ Ω∗.
(iii) Tˆ (ω∗, x) is quasi-nonexpasnive.
Proof: See Appendix I.
Now we give the main theorem in this paper.
Theorem 1: Consider Problem 1 with Assumptions 1 and
2. Let β ∈ (0, 2ρ
K2
) and αn ∈ [0, 1], n ∈ N ∪ {0} such that
(a) lim
n−→∞
αn = 0,
(b)
∑
∞
n=0 αn =∞.
Then starting from any initial point, the sequence generated
by (2) globally converges almost surely to the unique solution
of the problem.
Remark 6: An example of αn satisfying (a) and (b) is
αn :=
1
(1+n)ζ where ζ ∈ (0, 1].
3Proof of Theorem 1:
We prove Theorem 1 in three steps.
Step 1: {xn}∞n=0, ∀ω ∈ Ω, is bounded.
Since the cost function is strongly convex and the constraint
set is closed, the problem has a unique solution. Let x∗ be the
unique solution of the problem. We can write x∗ = αnx
∗ +
(1− αn)x∗, ∀n ∈ N ∪ {0}. Therefore, we have
‖xn+1 − x
∗‖ = ‖αn(xn − β∇f(xn))
+ (1− αn)Tˆ (ω
∗
n, xn)− x
∗‖
= ‖αn(xn − β∇f(xn)− x
∗)
+ (1− αn)(Tˆ (ω
∗
n, xn)− x
∗)‖
≤ αn‖xn − β∇f(xn)− x
∗‖
+ (1− αn)‖Tˆ (ω
∗
n, xn)− x
∗‖.
Since x∗ is the solution, we have that x∗ ∈ FV P (T ) =
FV P (Tˆ ) (see part (i) of Lemma 3). Due to the fact that
Tˆ (ω∗, x) is a quasi-nonexpansive random operator (see part
(iii) of Lemma 3), the above can be written as
‖xn+1 − x
∗‖ ≤ αn‖xn − β∇f(xn)− x
∗‖
+ (1 − αn)‖Tˆ (ω
∗
n, xn)− x
∗‖
≤ αn‖xn − β∇f(xn)− x
∗‖
+ (1 − αn)‖xn − x
∗‖. (3)
In a Hilbert space H, we have
‖u+ v‖2 = ‖u‖2 + ‖v‖2 + 2〈u, v〉, ∀u, v ∈ H. (4)
Since ∇f(x) is ρ-strongly monotone, and ∇f(x) is K-
Lipschitz continuous, we obtain from (4) for any x, y ∈ H
that
‖x− y − β(∇f(x) −∇f(y))‖2
= ‖x− y‖2
− 2β〈∇f(x)−∇f(y), x− y〉
+ β2‖∇f(x)−∇f(y)‖2
≤ ‖x− y‖2
− 2ρβ‖x− y‖2 (strong convexity)
+K2β2‖x− y‖2 (K-Lipschitz)
= (1− 2ρβ + β2K2)‖x− y‖2
= (1− γ)2‖x− y‖2
where γ := 1 −
√
1− β(2ρ− βK2), and selecting β ∈
(0, 2ρ
K2
) implies 0 < γ ≤ 1. Indeed, we have
‖x− y − β(∇f(x) −∇f(y))‖ ≤ (1 − γ)‖x− y‖. (5)
We have that
‖xn − β∇f(xn)− x
∗‖
= ‖xn − x
∗ − β(∇f(xn)−∇f(x
∗))− β∇f(x∗)‖
≤ ‖xn − x
∗ − β(∇f(xn)−∇f(x
∗))‖ + β‖∇f(x∗)‖. (6)
Therefore, (5) and (6) implies
‖xn − β∇f(xn)− x
∗‖ ≤ ‖xn − x
∗ − β(∇f(xn)−∇f(x
∗))‖
+ β‖∇f(x∗)‖
≤ (1 − γ)‖xn − x
∗‖
+ β‖∇f(x∗)‖. (7)
Substituting (7) for (3) yields
‖xn+1 − x
∗‖ ≤ (1− γαn)‖xn − x
∗‖
+ αnβ‖∇f(x
∗)‖
= (1− γαn)‖xn − x
∗‖
+ γαn(
β‖∇f(x∗)‖
γ
)
which by induction implies that
‖xn+1 − x
∗‖ ≤ max{‖x0 − x
∗‖,
β‖∇f(x∗)‖
γ
}
that implies ‖xn − x∗‖, n ∈ N ∪ {0}, ∀ω ∈ Ω, is bounded.
Therefore, {xn}∞n=0 is bounded for all ω ∈ Ω.
Step 2: {xn}∞n=0 converges almost surely to a random
variable supported by the feasible set.
From (2) and xn = αnxn + (1 − αn)xn, we have
xn+1− xn+αnβ∇f(xn) = (1−αn)(Tˆ (ω
∗
n, xn)− xn), (8)
and hence
〈xn+1 − xn + αnβ∇f(xn), xn − x
∗〉
= −(1− αn)〈xn − Tˆ (ω
∗
n, xn), xn − x
∗〉. (9)
Since x∗ ∈ FV P (T ), we have from part (ii) of Lemma 3 that
〈xn − Tˆ (ω
∗
n, xn), xn − x
∗〉 ≥
η
2
‖xn − T (ω
∗
n, xn)‖
2. (10)
From (9) and (10), we obtain
〈xn+1 − xn + αnβ∇f(xn), xn − x
∗〉
≤ −
η
2
(1− αn)‖xn − T (ω
∗
n, xn)‖
2 (11)
or equivalently
− 〈xn − xn+1, xn − x
∗〉
≤ −αn〈β∇f(xn), xn − x
∗〉
−
η
2
(1− αn)‖xn − T (ω
∗
n, xn)‖
2. (12)
For any u, v ∈ H we have
〈u, v〉 = −
1
2
‖u− v‖2 +
1
2
‖u‖2 +
1
2
‖v‖2. (13)
From (13) we obtain
〈xn−xn+1, xn−x
∗〉 = −Cn+1+Cn+
1
2
‖xn−xn+1‖
2 (14)
where Cn :=
1
2‖xn − x
∗‖2. From (12) and (14) we obtain
Cn+1 − Cn −
1
2
‖xn − xn+1‖
2
≤ −αn〈β∇f(xn), xn − x
∗〉
−
η
2
(1− αn)‖xn − T (ω
∗
n, xn)‖
2. (15)
From (8) and (4) we have
‖xn+1 − xn‖
2
= ‖ − αnβ∇f(xn) + (1− αn)(Tˆ (ω
∗
n, xn)− xn)‖
2
= α2n‖β∇f(xn)‖
2 + (1 − αn)
2‖Tˆ (ω∗n, xn)− xn‖
2
− 2αn(1− αn)〈β∇f(xn), Tˆ (ω
∗
n, xn)− xn〉. (16)
4We know that ‖Tˆ (ω∗n, xn)−xn‖ = η‖xn−T (ω
∗
n, xn)‖. Since
αn ∈ [0, 1], we have also that (1 − αn)
2 ≤ (1 − αn). Using
these facts as well as multiplying both sides of (16) by 12 yield
1
2
‖xn+1 − xn‖
2
=
1
2
α2n‖β∇f(xn)‖
2
+
1
2
(1− αn)
2η2‖T (ω∗n, xn)− xn‖
2
− αn(1− αn)〈β∇f(xn), Tˆ (ω
∗
n, xn)− xn〉.
≤
1
2
α2n‖β∇f(xn)‖
2
+
1
2
(1− αn)η
2‖T (ω∗n, xn)− xn‖
2
− αn(1− αn)〈β∇f(xn), Tˆ (ω
∗
n, xn)− xn〉. (17)
From (15) and (17), we obtain
Cn+1 − Cn ≤
1
2
‖xn+1 − xn‖
2
− αn〈β∇f(xn), xn − x
∗〉
−
η
2
(1− αn)‖xn − T (ω
∗
n, xn)‖
2
≤ −(
1
2
−
η
2
)η(1 − αn)‖xn − T (ω
∗
n, xn)‖
2
+ αn(
1
2
αn‖β∇f(xn)‖
2
− 〈β∇f(xn), xn − x
∗〉
− (1− αn)〈β∇f(xn), Tˆ (ω
∗
n, xn)− xn〉).
(18)
Now we claim that there exists an n0 ∈ N such that the
sequence {Cn} is non-increasing for n ≥ n0. Assume by con-
tradiction that this is not true. Then there exists a subsequence
{Cnj} such that
Cnj+1 − Cnj > 0
which together with (18) yields
0 < Cnj+1 − Cnj
≤ −(
1
2
−
η
2
)η(1 − αnj )‖xnj − T (ω
∗
nj
, xnj )‖
2
+ αnj (
1
2
αnjβ
2‖∇f(xnj )‖
2
− 〈β∇f(xnj ), xnj − x
∗〉
− (1− αnj )〈β∇f(xnj ), Tˆ (ω
∗
nj
, xnj )− xnj 〉). (19)
Since {xn} is bounded, ∇f(x) is continuous, and η ∈ (0, 1),
we obtain from (19) by Theorem 1 (a) that
0 < lim inf
j−→∞
[−(
1
2
−
η
2
)η(1 − αnj )‖xnj − T (ω
∗
nj
, xnj )‖
2
+ αnj (
1
2
αnj‖β∇f(xnj )‖
2
− 〈β∇f(xnj ), xnj − x
∗〉
− (1− αnj )〈β∇f(xnj ), Tˆ (ω
∗
nj
, xnj )− xnj 〉)]
≤ 0 (20)
which is a contradiction. Therefore, there exists an n0 ∈ N
such that the sequence {Cn} is non-increasing for n ≥ n0.
Since {Cn} is bounded below, it converges for all ω ∈ Ω.
Taking the limit of both sides of (18) and using the
convergence of {Cn}, continuity of ∇f(x), Step 1, η ∈ (0, 1),
and Theorem 1 (a) yield
lim
n−→∞
‖xn − T (ω
∗
n, xn)‖ = 0, pointwise
which implies that {xn}∞n=0 converges for each ω ∈ Ω since
FV P (T ) 6= ∅. Moreover, this together with Assumption 2
implies that {xn} converges almost surely to a random variable
supported by FV P (T ).
Step 3: {xn}
∞
n=0 converges almost surely to the optimal
solution.
It remains to prove that {xn}∞n=0 converges almost surely
to the optimal solution. Since x∗ ∈ FV P (T ) is the optimal
solution, we have
〈x¯− x∗,∇f(x∗)〉 ≥ 0, ∀x¯ ∈ FV P (T ). (21)
We have from (4) that
‖xn+1 − x
∗‖2
= ‖xn+1 − x
∗ + αnβ∇f(x
∗)− αnβ∇f(x
∗)‖2
= ‖xn+1 − x
∗ + αnβ∇f(x
∗)‖2 + α2n‖β∇f(x
∗)‖2
− 2αn〈β∇f(x
∗), xn+1 − x
∗ + αnβ∇f(x
∗)〉. (22)
We have that x∗ = αnx
∗ + (1− αn)x∗, ∀n ∈ N ∪ {0}; using
this fact and (2), we obtain
‖xn+1 − x
∗ + αnβ∇f(x
∗)‖2
= ‖αn[xn − x
∗ − β(∇f(xn)−∇f(x
∗))]
+ (1 − αn)[Tˆ (ω
∗
n, xn)− x
∗]‖2. (23)
Furthermore, we have
〈β∇f(x∗), xn+1 − x
∗ + αnβ∇f(x
∗)〉
= 〈β∇f(x∗), xn+1 − x
∗〉
+ αn〈β∇f(x
∗), β∇f(x∗)〉
= 〈β∇f(x∗), xn+1 − x
∗〉
+ αn‖β∇f(x
∗)‖2. (24)
Substituting (23) and (24) for (22) yields
‖xn+1 − x
∗‖2
= ‖xn+1 − x
∗ + αnβ∇f(x
∗)‖2
+ α2n‖β∇f(x
∗)‖2
− 2αn〈β∇f(x
∗), xn+1 − x
∗ + αnβ∇f(x
∗)〉
= ‖αn[xn − x
∗ − β(∇f(xn)−∇f(x
∗))]
+ (1− αn)[Tˆ (ω
∗
n, xn)− x
∗]‖2
− 2αn〈β∇f(x
∗), xn+1 − x
∗〉 − α2n‖β∇f(x
∗)‖2
= α2n‖xn − x
∗ − β(∇f(xn)−∇f(x
∗))‖2
+ (1− αn)
2‖Tˆ (ω∗n, xn)− x
∗‖2
+ 2αn(1− αn)〈xn − x
∗
− β(∇f(xn)−∇f(x
∗)), Tˆ (ω∗n, xn)− x
∗〉
− 2αn〈β∇f(x
∗), xn+1 − x
∗〉 − α2n‖β∇f(x
∗)‖2.
From (5), quasi-nonexpansivity property of Tˆ (ω∗, x), and
Cauchy–Schwarz inequality, we obtain
〈xn − x
∗ − β(∇f(xn)−∇f(x
∗)), Tˆ (ω∗n, xn)− x
∗〉
5≤ (1 − γ)‖xn − x
∗‖2. (25)
From (5), we also obtain
‖xn − x
∗ − β(∇f(xn)−∇f(x
∗))‖2 ≤ (1− γ)2‖xn − x
∗‖2.
(26)
Therefore, from (25), (26), and quasi-nonexpansivity property
of Tˆ (ω∗, x), we have
‖xn+1 − x
∗‖2
= α2n‖xn − x
∗ − β(∇f(xn)−∇f(x
∗))‖2
+ (1− αn)
2‖Tˆ (ω∗n, xn)− x
∗‖2
+ 2αn(1 − αn)〈xn − x
∗ − β(∇f(xn)−∇f(x
∗)),
Tˆ (ω∗n, xn)− x
∗〉
− 2αn〈β∇f(x
∗), xn+1 − x
∗〉 − α2n‖β∇f(x
∗)‖2
≤ (1− 2γαn)‖xn − x
∗‖2
+ αn(γ
2αn‖xn − x
∗‖2 − 2〈β∇f(x∗), xn+1 − x
∗〉)
= (1− γαn)‖xn − x
∗‖2 − γαn‖xn − x
∗‖2
+ αn(γ
2αn‖xn − x
∗‖2 − 2〈β∇f(x∗), xn+1 − x
∗〉).
Since γαn‖xn − x∗‖2 ≥ 0, we have
(1− γαn)‖xn − x
∗‖2 − γαn‖xn − x
∗‖2
+ αn(γ
2αn‖xn − x
∗‖2 − 2〈β∇f(x∗), xn+1 − x
∗〉)
≤ (1 − γαn)‖xn − x
∗‖2
+ αn(γ
2αn‖xn − x
∗‖2 − 2〈β∇f(x∗), xn+1 − x
∗〉)
or, finally,
‖xn+1 − x
∗‖2 ≤ (1− γαn)‖xn − x
∗‖2+
γαn(
γ2αn‖xn − x∗‖2 − 2〈β∇f(x∗), xn+1 − x∗〉
γ
). (27)
From Step 1, Step 2, (21), and Theorem 1 (a), we obtain
lim
n−→∞
(γ2αn‖xn − x
∗‖2 − 2β〈∇f(x∗), xn+1 − x
∗〉)
≤ 0 almost surely. (28)
According to Lemma 1 by setting
an = ‖xn − x
∗‖2,
bn = γαn,
hn = (
γ2αn‖xn − x∗‖2 − 2β〈∇f(x∗), xn+1 − x∗〉
γ
),
we obtain from (27), (28), and Theorem 1 (b) that
lim
n−→∞
‖xn − x
∗‖2 = 0 almost surely.
Therefore, {xn}∞n=0 converges almost surely to x
∗. Thus the
proof of Theorem 1 is complete.
Since almost sure convergence in general does not imply
mean square convergence and vice versa, we show the mean
square convergence of the random sequence generated by
Algorithm (2) in the following theorem.
Theorem 2: Consider Problem 1 with Assumptions 1 and
2. Suppose that β ∈ (0, 2ρ
K2
) and αn ∈ [0, 1], n ∈ N ∪ {0},
satisfies (a) and (b) in Theorem 1. Then starting from any
initial point, the sequence generated by (2) globally converges
in mean square to the unique solution of the problem.
Proof: From Step 1, Theorem 1, and Lemma 2, one can
prove Theorem 2.
IV. CONCLUSIONS
In this paper, we have defined a new optimization frame-
work, i.e., minimization of a convex function over fixed value
point set of a quasi-nonexpansive random operators on Hilbert
spaces. This optimization includes the optimization defined in
[1]-[2] as a special case. We have shown that the proposed
algorithm in [2] can converge almost surely and in mean
square to the global solution of this optimization problem
under suitable assumptions.
APPENDIX A
Proof of Lemma 3:
(i) The proof is the same as the proof of part (i) of Lemma
5 in [2].
(ii)
We have from quasi-nonexpansivity of T (ω∗, x) for arbi-
trary x ∈ H that
‖T (ω∗, x)−z‖2 ≤ ‖x−z‖2, ∀z ∈ FV P (T ), ∀ω∗ ∈ Ω∗. (29)
From (4), we obtain for all z ∈ FV P (T ) and for all ω∗ ∈ Ω∗
that
‖T (ω∗, x)− z‖2 = ‖T (ω∗, x)− x+ x− z‖2
= ‖T (ω∗, x)− x‖2 + ‖x− z‖2
+ 2〈T (ω∗, x)− x, x− z〉. (30)
Substituting (30) for (29) yields
2〈x− T (ω∗, x), x− z〉 ≥ ‖T (ω∗, x)− x‖2. (31)
From the definition of Tˆ (ω∗n, xn) (see (2)), substituting x −
T (ω∗, x) = x−Tˆ (ω
∗,x)
η
for the left hand side of the inequality
(31) implies (ii). Thus the proof of part (ii) of Lemma 3 is
complete.
(iii)
We have from quasi-nonexpansivity of T (ω∗, x) for z ∈
FV P (T ) and arbitrary x ∈ H that
‖Tˆ (ω∗, x)− z‖
≤ (1− η)‖x− z‖+ η‖T (ω∗, x) − z‖
≤ (1− η)‖x− z‖+ η‖x− z‖
= ‖x− z‖, ∀ω∗ ∈ Ω∗.
Therefore, Tˆ (ω∗, x) is a quasi-nonexpansive random operator,
and the proof of part (iii) of Lemma 3 is complete.
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