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GENERALIZED COINVARIANT ALGEBRAS FOR G(r, 1, n) IN THE
STANLEY–REISNER SETTING
DANIE¨L KROES
Abstract. Let r and n be positive integers, let Gn be the complex reflection group of n × n
monomial matrices whose entries are rth roots of unity and let 0 ≤ k ≤ n be an integer. Recently,
Haglund, Rhoades and Shimozono (r = 1) and Chan and Rhoades (r > 1) introduced quotients
Rn,k (for r > 1) and Sn,k (for r ≥ 1) of the polynomial ring C[x1, . . . , xn] in n variables, which for
k = n reduce to the classical coinvariant algebra attached to Gn. When n = k and r = 1, Garsia
and Stanton exhibited a quotient of C[yS ] isomorphic to the coinvariant algebra, where C[yS] is
the polynomial ring in 2n − 1 variables whose variables are indexed by nonempty subsets S ⊆ [n].
In this paper, we will define analogous quotients that are isomorphic to Rn,k and Sn,k.
1. Introduction
In this paper we will study recently introduced generalizations of the coinvariant algebra attached
to the complex reflection group G(r, 1, n) of r-colored permutations of [n] = {1, 2, . . . , n}. In the
case r = 1, when this group is the symmetric group Sn, the coinvariant algebra is defined as
follows. Let xn = (x1, . . . , xn) be a list of n variables and let Sn act on C[xn] by permutation of
the variables. The ring of symmetric functions is the corresponding invariant subring
C[xn]
Sn = {f ∈ C[xn] : σ · f = f for all σ ∈ Sn},
and the invariant ideal is the ideal In = 〈C[xn]
Sn
+ 〉 ⊆ C[xn] generated by all the symmetric
functions with vanishing constant term. The coinvariant algebra attached to Sn is the quotient
Rn := C[xn]/In.
It is well known that the ring of symmetric functions has algebraically independent homogeneous
generators e1(xn), . . . , en(xn) where ed(xn) is the elementary symmetric function of degree d defined
by
ed(xn) =
∑
1≤i1<...<id≤n
xi1 · · · xid .
Using this we may write In more succinctly as In = 〈e1(xn), . . . , en(xn)〉 and consequently we have
Rn =
C[xn]
〈e1(xn), . . . , en(xn)〉
.
Note that Rn is a gradedSn-module. By Chevalley’s theorem [3], it is known that as an ungraded
module Rn is isomorphic to C[Sn], the regular representation of Sn. Furthermore, Rn has Hilbert
series given by
Hilb(Rn, q) = [n]!q =
∑
σ∈Sn
qmaj(σ),
where maj is the major index statistic on Sn. This raises the question of whether there is a vector
space basis for Rn whose elements xσ are naturally indexed by permutations σ ∈ Sn in such a
way xσ has degree maj(σ), a question that was affirmatively answered by Garsia [5]. Furthermore,
Garsia and Stanton [6] exhibited the coinvariant algebra as a quotient of the polynomial ring C[yS ]
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where yS = {y{1}, . . . , , y{n}, . . . , y{1,2,...,n}} is a list of variables indexed by the non-empty subsets
S ⊆ [n]. In particular, they showed an isomorphism between Rn and
Rn =
C[yS ]
〈yS · yT , θ1, . . . , θn〉
,
where the generators of the ideal in the denominator come in two types; firstly we have yS · yT for
non-empty subsets S, T ⊆ [n] with S 6⊆ T and T 6⊆ S and secondly we have θi =
∑
S⊆[n],|S|=i yS
for 1 ≤ i ≤ n. Furthermore, the quotient Rn has a similar Garsia–Stanton basis that witnesses not
only the major index statistic on Sn, but also the descent statistic.
Recently, Haglund, Rhoades and Shimozono [7] defined a generalization Rn,k of Rn for any pair
of integers 0 ≤ k ≤ n with n ≥ 1. More specifically, they set
In,k = 〈en−k+1(xn), . . . , en(xn), x
k
1 , . . . , x
k
n〉 and Rn,k =
C[xn]
In,k
.
When n = k the quotient Rn,n coincides with the classical coinvariant algebra Rn. In their paper,
they show that as an ungraded Sn-module we have Rn,k ∼= C[OPn,k], where OPn,k is the set of
ordered set partitions of [n] with k blocks. Furthermore, there exists a statistic comaj on OPn,k,
which reduces to the complement of maj when k = n, and the Hilbert series of Rn,k is given by
Hilb(Rn,k, q) =
∑
π∈OPn,k
qcomaj(π).
In addition to this, they exhibit a Garsia–Stanton type basis for Rn,k witnessing this fact.
In this paper we will prove that these generalized coinvariant algebras also have similar quotients
of C[yS ], in the sense that we have an Sn-isomorphism between Rn,k andRn,k, whereRn,k is defined
as below. We remark that when n = k the quotient Rn,n coincides with the quotient Rn introduced
by Garsia and Stanton [6].
Definition 1.1. Let 0 ≤ k ≤ n be integers with n ≥ 1. In C[yS ] we define the following ideal:
In,k = 〈yS · yT , θn−k+1, . . . , θn, yS1 · · · ySk〉,
where S and T range over all pairs of nonempty subsets S, T ⊆ [n] with S 6⊆ T and T 6⊆ S,
θi =
∑
S⊆[n],|S|=i
yS
and (S1, . . . , Sk) ranges over all length k multichains S1 ⊆ . . . ⊆ Sk of nonempty subsets of [n].
Finally, set Rn,k = C[yS ]/In,k.
Additionally, we will show that the Garsia–Stanton type basis in Haglund, Rhoades and Shimo-
zono [7] has an equivalent natural basis of Rn,k. Our methods are inspired by Braun and Olsen
[1], who obtain a similar result when n = k. In theory, our method gives a way to define a descent
statistic on OPn,k, although we currently do not have a nice combinatorial interpretation for this.
Furthermore, when r > 1 Chan and Rhoades [2] define two generalizations of the coinvariant
algebra attached to G(r, 1, n). Similarly to the case r = 1, one of these modules is isomorphic to
C[OP
(r)
n,k], where OP
(r)
n,k is the set of block ordered set partitions of [n] with k blocks, where each
element of [n] is assigned one of r colors. The other module is isomorphic to C[F
(r)
n,k], where F
(r)
n,k is
the set of k-dimensional faces attached to the Coxeter complex of G(r, 1, n) which can be thought
of as r-colored ordered set partitions of some set S ⊆ [n] into k blocks. Again, the grading of
these modules is controlled by the comaj-statistic on Fn,k and OPn,k, and they describe a Garsia-
Stanton type basis in this case as well. Just as for r = 1 we will show an isomorphism between
their modules and an appropriate quotient of C[yS ] and show that this Garsia–Stanton type basis
has an analogous natural basis of our quotients.
GENERALIZED COINVARIANT ALGEBRAS FOR G(r, 1, n) IN THE STANLEY–REISNER SETTING 3
In section 2 we will review the necessary background concerning the classical coinvariant algebra
of G(r, 1, n), ordered set partitions and their maj and comaj statistics and a bit of Gro¨bner theory.
In section 3 we will define the appropriate analogues of Definition 1.1 for all r ≥ 1 and deduce the
analogues of the Garsia–Stanton bases. In section 4 we will use filtrations on Rn,k, Sn,k, Rn,k and
Sn,k to deduce the desired isomorphisms. In section 5 we will discuss the multi-graded Frobenius
image of the modules in the case of the symmetric group Sn. In section 6 we will conclude with
some remarks and possible future directions.
2. Background
2.1. Ordered set partitions and Gn faces. Fix an integer r ≥ 1 that will be suppressed for
the remainder of this paper. Let us introduce G(r, 1, n) which from now on will be denoted by
Gn. Recall that Gn ⊆ GLn(C) is the reflection group consisting of all monomial matrices with
entries in {1, ζ, ζ2, . . . , ζr−1} where ζ = exp(2πi/r) is a primitive r-th root of unity. Matrices in
Gn can be thought of as r-colored permutations π
c1
1 · · · π
cn
n where π1 · · · πn ∈ Sn and c1, . . . , cn ∈
{0, 1, . . . , r − 1} indicate the colors of the πi. For example, when r = 4, the element
0 i 0 0 0
0 0 0 −1 0
−i 0 0 0 0
0 0 0 0 1
0 0 −1 0 0
 ∈ G5
will be interpreted as 3311522240.
We will consider the alphabet Ar = {i
c : i ∈ [n], c ∈ {0, 1, . . . , r − 1}} consisting of letters i
with an associated color c. On this alphabet we put an order < that weighs colors more heavily
than letters in the following way:
1r−1 < 2r−1 < . . . < nr−1 < 1r−2 < 2r−2 < . . . < 10 < 20 < . . . < n0.
Given a word w = wc11 · · ·w
cr
r in Ar we define the descent set of w by
(2.1) Des(w) = {1 ≤ i ≤ n− 1 : wcii > w
ci+1
i+1 },
and we will write des(w) := |Des(w)|. The major index of w is given by
(2.2) maj(w) = c(w) + r ·
∑
i∈Des(w)
i,
where c(w) denotes the sum of the colors of w. Given our interpretation of elements of Gn as
r-colored permutations these definitions directly apply to elements of g ∈ Gn. For example, when
w = 3311522240 as above we have Des(w) = {2, 3} and maj(w) = (3+1+2+2+0)+4 ·(2+3) = 28.
An ordered set partition of [n] is a partition of [n] with a total order on the blocks. An r-
colored ordered set partition is an ordered set partition of [n] with a color associated to each of
the elements. For 1 ≤ k ≤ n, let OPn,k be the set of r-colored ordered set partitions of [n] with
k blocks. Elements within a block will usually be written in increasing order with respect to <.
When r = 4, an example of an element in OP9,5 is given by
{43, 22, 32} ≺ {91} ≺ {61, 10} ≺ {52} ≺ {72, 81}.
Throughout this paper, we will use the ascent-starred model for ordered set partitions. This means
that we will write down all the elements in the ordered set partition in the order they appear and
use stars to indicate which elements should be grouped together in a block. In this model, the
above example will be represented as
43∗2
2
∗3
2 91 61∗1
0 52 72∗8
1.
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Alternatively, we can represent this as a pair (g, λ) where g ∈ Gn satisfies des(g) < k and λ is a
partition with k− des(g)− 1 parts, all at most n− k, that indicates which of the ascents should be
starred. In the above example, we would have g = 432232916110527281, which has Des(g) = {4, 6},
so des(g) = 2 and of the 6 ascents, the first, second, fourth and sixth are starred. Representing this
as a path from (0, 2) to (2, 4), where each starred ascent contributes a step east and each unstarred
ascent contributes a step south, we get the following picture
(0, 0)
(0, 2)
(4, 0)
(4, 2)
so the corresponding partition λ is (3, 2) the representative is (432232916110527281, (3, 2)).
Definition 2.1. Let (g, λ) ∈ OPn,k. Define
comaj((g, λ)) = maj(g) + r|λ|.
Remark 2.2. 1. In the case n = k this definition actually swaps the notion of maj and comaj
on Gn. This means that we have to look at ascents rather than descents, but this does not
change the combinatorial flavor of the statistic, nor its distribution.
2. In Lemma 2.3 below we will show that when r = 1 this notion of comaj coincides with the
comaj-statistic defined in Haglund, Rhoades and Shimozono [7]. However, for r > 1 this
notion of comaj is not complementary to the maj-statistic defined in Chan and Rhoades [2],
as they use a descent-starred model for ordered set partitions. Furthermore, their comaj-
statistic includes a sum over the complements of the colors of the ordered set partition,
whereas our definition includes simply a sum over the colors of the ordered set partition.
However, these definitions do not change the idea behind the ordered set partition and each
such choice to be made does not affect the eventual distribution of the statistic.
Lemma 2.3. Let r = 1 and let maj((g, λ)) be as in equation (2.4) in [7]. Then we have
comaj((g, λ)) = (n − k)(k − 1) +
(
k
2
)
−maj((g, λ))
Proof. Note that maj((g, λ)) equals the sum over all the ascents of σ with respect to the weight
sequence (w1, . . . , wn), where wi is the number of completed blocks when reaching the i
th element of
g. For example, when (g, λ) = (2461357, (1, 1)), corresponding to (24|6|1|357), the weight sequence
is given by (0, 1, 2, 3, 3, 3, 4). Now, comaj(g) is the sum over all the ascents of σ with respect
to the weight sequence (1, 2, . . . , n). Now, every starred ascent of (g, λ) results in the weights of
all the ascents after (and including) that ascent to be decreased by 1. Now remember that λ is a
permutation of which each part has length at most n−k, and the stars correspond to the horizontal
segments in the left bottom justified Ferrers diagram. Therefore, the number of affected ascents
equals
(1+the height of the last column) + (2 + the height of the second to last column) + . . .
+ ((n − k) + the height of the first column) = (1 + 2 + . . .+ (n− k)) + |λ|.
Therefore, we have
maj((g, λ)) = comaj(g)− (1 + . . .+ (n− k))− |λ|,
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so we can compute
comaj((g,λ)) = (1 + . . . + (k − 1)) + (n− k)(k − 1)−maj((g, λ))
= (1 + . . .+ (k − 1)) + (n− k)(k − 1) + (1 + . . .+ (n− k))− comaj(g) + |λ|
= (1 + . . .+ (k − 1)) + (k + . . . + (n− 1))− comaj(g) + |λ|
= 1 + 2 + . . .+ (n− 1)− comaj(g) + |λ| = maj(g) + |λ|. 
We will now introduce a similar model for Gn faces. We first recall a definition of Chan and
Rhoades [2, Definition. 2.1].
Definition 2.4. Let r ≥ 2. A Gn-face is an ordered set partition σ = (B1 | B2 | · · · | Bm) of [n]
where each number is assigned a color from {0, 1, . . . , r − 1}, except for possibly (all) the elements
in B1.
If the numbers in B1 are colored, we say that σ has dimension m and if the numbers are uncolored
we say that σ has dimension m− 1. We define Fn,k to be the set of Gn-faces of dimension k.
If the elements of B1 are uncolored, B1 is referred to as the zero-block of σ. For example, when
r = 3 we have that (14 | 522130 | 72 | 60) ∈ F7,3 and (1
242 | 522130 | 72 | 60) ∈ F7,4. We can represent
elements of Fn,k in a way similar to our ascent-starred model for ordered set partitions. Elements
σ ∈ Fn,k will be represented as triples (Z, g, λ) where Z ⊆ [n] has size |Z| ≤ n − k, g is a word
in which each of the letters of [n]\Z appears once and is labeled with a color in {0, 1, . . . , r − 1},
des(g) < k and λ is a partition with k − des(g) − 1 parts that are all at most n − |Z| − k. Here,
Z represents of the elements of [n] that belong to the (possibly empty) zero-block of σ, and (g, λ)
will yield the remaining block ordered set partition using a similar process to before, by choosing
which ascents of g to star according to λ. Note that g might not include every number in [n], but
that the same process still works. For example, the two examples above will be represented by
({1, 4}, 5221317260, (2)) and (∅, 12415221317260, (3, 1)) respectively.
The comaj-statistic on Fn,k is defined as follows.
Definition 2.5. Let (Z, g, λ) ∈ Fn,k. Define
comaj((g, λ)) = kr|Z|+maj(g) + r|λ|.
2.2. Generalized coinvariant algebras for G(r, 1, n). Let us now introduce the coinvariant
algebras studied in this paper. Recall that GLn(C) acts on C[xn] := C[x1, . . . , xn] by linear substi-
tutions. Therefore, we can consider subring of invariant polynomials defined by
C[xn]
Gn = {f ∈ C[xn] : g · f(xn) = f(xn) for all g ∈ Gn}.
It is a classical result that this ring has algebraically independent homogeneous generators e1(x
r
n), . . . , en(x
r
n),
where ed(x
r
n) = ed(x
r
1, . . . , x
r
n). Therefore, the coinvariant algebra Rn :=
C[xn]
〈C[xn]
Gn
+ 〉
is equal to
Rn =
C[xn]
〈e1(xrn), . . . , en(x
r
n)〉
.
Furthermore, the Hilbert series of Rn is given by
Hilb(Rn, q) =
∑
g∈Gn
qmaj(g).
In [2], Chan and Rhoades define two generalizations of Rn for all pairs of integers 0 ≤ k ≤ n
with n ≥ 1.
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Definition 2.6. Let n, k be integers with n positive and 0 ≤ k ≤ n. Let In,k, Jn,k ⊆ C[xn] be the
ideals
In,k = 〈x
kr+1
1 , . . . , x
kr+1
n , en−k+1(x
r
n), . . . , en(x
r
n)〉,(2.3)
Jn,k = 〈x
kr
1 , . . . , x
kr
n , en−k+1(x
r
n), . . . , en(x
r
n)〉,(2.4)
and let Rn,k and Sn,k be the corresponding quotient rings
(2.5) Rn,k = C[xn]/In,k and Sn,k = C[xn]/Jn,k.
We point out that this definition changes notation a little compared to Haglund, Rhoades,
Shimozono [7]. The definitions of In,k and Rn,k as in Haglund, Rhoades, Shimozono can be recovered
by specializing r = 1 in the above definition of Jn,k and Sn,k, rather than specializing in In,k and
Rn,k as one would hope.
One of the main results [2, Cor. 4.12] by Chan and Rhoades is the following:
Theorem 2.7. As ungraded Gn-modules we have Rn,k ∼= C[Fn,k] and Sn,k ∼= C[OPn,k], where Fn,k
is the set of k-dimensional faces in the Coxeter complex attached to Gn and OPn,k is the set of
r-colored k-block ordered set partitions of [n].
2.3. Garsia–Stanton type bases for generalized coinvariant algebras. Let us recall the
Garsia–Stanton type bases for Rn,k and Sn,k, as introduced by Chan and Rhoades [2, Definitions.
5.7 & 5.9]. In order to do so we need the classical Garsia–Stanton basis for Rn, indexed by elements
g ∈ Gn. When g = π
c1
1 · · · π
cn
n , set di(g) = #{j ≥ i : j ∈ Des(g)} for the number of descents at or
after position i. The descent monomial bg is defined by
bg =
n∏
i=1
xrdi(g)+ciπi .
Now, the following set descends to a C-vector space bases for Sn,k [2, Def. 5.7 & Thm. 5.8]:
Dn,k = {bg · x
ri1
π1
· · · x
rin−k
πn−k : g ∈ Gn,des(g) < k, k − des(g) > i1 ≥ . . . ≥ in−k ≥ 0}.
Furthermore, Rn,k has a similar basis En,k [2, Def. 5.9 & Thm. 5.10] given by all elements of the
form ∏
j∈Z
xkrj · bπcz+1z+1 ···π
cn
n
· xriz+1πz+1 · · · x
rin−k
πn−k ,
where Z ⊆ [n] satisfies 0 ≤ |Z| = z ≤ n−k, π
cz+1
z+1 . . . π
cn
n is a word on [n]−Z with des(π
cz+1
z+1 . . . π
cn
n ) <
k and k − des(π
cz+1
z+1 . . . π
cn
n ) > iz+1 ≥ . . . ≥ in−k ≥ 0.
Since, |Dn,k| = |OPn,k| one might wonder whether there is a natural way to index those basis
elements by elements of OPn,k. One way to do so is using our ascent starred model for OPn,k.
Definition 2.8. Given an element in OPn,k represented by (g, λ) we define
b(g,λ) := bg · x
ri1
π1
· · · x
rin−k
πn−k ,
where ij = #{m : λm ≥ j}.
For example, when (g, λ) = (432232916110527281, (3, 2)) is the example from before, we have
(d1(g), . . . , d9(g)) = (2, 2, 2, 2, 1, 1, 0, 0, 0), hence
bg = x
13
4 x
12
3 x
12
2 x
11
9 x
6
6x
5
1x
2
5x
2
7x8 and b(g,λ) = x
21
4 x
20
3 x
16
2 x
11
9 x
6
6x
5
1x
2
5x
2
7x8
Similarly, since |En,k| = |Fn,k| we would like to index elements of En,k by elements of Fn,k. Again,
we will use our model for elements of Fn,k. To this end, note that the definitions of bg and b(g,λ)
make sense even if g is just a word on the alphabet {ij : 1 ≤ i ≤ n, 0 ≤ j ≤ r− 1}. Therefore, we
have the following definition.
GENERALIZED COINVARIANT ALGEBRAS FOR G(r, 1, n) IN THE STANLEY–REISNER SETTING 7
Definition 2.9. Let (Z, g, λ) represent an element in Fn,k. Set
b(Z,g,λ) =
∏
i∈Z
xkri · b(g,λ).
It is an easy check that Dn,k = {b(g,λ) : (g, λ) ∈ OPn,k} and En,k = {b(Z,g,λ) : (Z, g, λ) ∈ Fn,k}.
2.4. Gro¨bner theory. In this section we will recall some notions from Gro¨bner theory. Let k be
a field. A monomial order on k[xn] is a total order < on the monomials x
a1
1 · · · x
an
n such that
1. 1 ≤ m for any monomial m;
2. if m and n are monomials with m ≤ n and u is any other monomial, um ≤ un.
Given a polynomial 0 6= f ∈ k[xn], the leading monomial LM(f) is the monomial m such that m
has nonzero coefficient in f and such that any other monomial n with this property has n ≤ m.
Given an ideal I ⊆ k[xn] let LM(I) denote the ideal in k[xn] generated by all LM(f) for f ∈ I\{0}.
We know that as a vector space k[xn]/I has a basis given by the classes of all monomials m that
are not contained in LM(I) [4, p. 248, Prop. 1], which we will call the standard monomial basis
for k[xn]/I. Note that m 6∈ LM(I) if and only if m is not divisible by any monomial of the form
LM(f) for f ∈ I\{0}.
In our case, we will equip C[yS ] with the graded lexicographical monomial order with respect to
the ordering of the variables by yS > yT if |S| > |T | or |S| = |T | and min(S\T ) < min(T\S). For
example, for n = 3, this order is given by
y{1,2,3} > y{1,2} > y{1,3} > y{2,3} > y{1} > y{2} > y{3}.
We remark that only this ordering on the variables is essential, because we will mainly work in
homogeneous components of C[yS ]. Therefore, one could use any monomial order with this ordering
on the variables instead.
3. The quotients Rn,k and Sn,k.
We will now define the quotients of C[yS ] that will be isomorphic to Rn,k and Sn,k. Often we
will show a result for the Sn,k quotient and then most of the arguments will directly transfer over
to the case of Rn,k. First, we will fix some notation. Recall that C[yS ] is the polynomial ring in
variables indexed by the nonempty subsets S ⊆ [n].
Definition 3.1. Let 0 ≤ k ≤ n be integers with n ≥ 1. In C[yS ] we define the following ideals:
In,k = 〈yS · yT , θn−k+1, . . . , θn, yS1 · · · ySkr+1〉;
Jn,k = 〈yS · yT , θn−k+1, . . . , θn, yS1 · · · ySkr〉,
where S and T range over all pairs of nonempty subsets S, T ⊆ [n] with S 6⊆ T and T 6⊆ S,
θi =
∑
S⊆[n],|S|=i
yrS
and (S1, . . . , Skr+1) and (S1, . . . , Skr) range over all multichains S1 ⊆ . . . ⊆ Skr+1 and S1 ⊆ . . . ⊆
Skr of nonempty subsets of [n] of length kr + 1 and kr respectively.
Lastly, define Rn,k = C[yS ]/In,k and Sn,k = C[yS ]/Jn,k.
Furthermore, let us define an important ring homomorphism C[yS ]→ C[xn].
Definition 3.2. Let n be a positive integer. Let ϕ : C[yS ] → C[xn] be the ring homomorphism
defined by
ϕ(yS) =
∏
i∈S
xi.
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Note that ϕ does not vanish on 〈yS · yT 〉, so ϕ does not induce a ring isomorphism between
C[yS ]/〈yS · yT 〉 and C[xn]. However, it is well known that C[yS ]/〈yS · yT 〉 has a basis given
by multichain monomials and defining ϕ on this basis yields a Gn-module isomorphism between
C[yS ]/〈yS · yT 〉 and C[xn] Here, if yS is a variable and g ∈ Gn we define g · yS = αyT , where
g ·
∏
i∈S xi = α
∏
j∈T xj, and it is extended multiplicatively to C[yS ].
However, even though we will show that there exist bases for Rn,k and Rn,k (and Sn,k and Sn,k)
such that the image of the y-variable basis under ϕ is exactly the x-variable basis, the map ϕ will
not define a Gn-module isomorphism on these bases, not even in the case of the classical coinvariant
algebra. Instead, ϕ is often referred to as the transfer map, indicating the analogy between the
Stanley–Reisner quotients and the traditional x-variable quotients.
3.1. An intermediate quotient. Before we can prove our main results we will consider the
quotient C[yS] by the ideal 〈yS · yT , θn−k+1, . . . , θn〉.
Definition 3.3. Let g ∈ Gn with g = σ
c1
1 · · · σ
cn
n , and let d ∈ Z
n
≥0.
1. Define b˜g =
∏n
i=1 y
mi
Ti
, where Ti = {σj : 1 ≤ j ≤ i} and
mi =

ci − ci+1 + r if i < n and i ∈ Des(g);
ci − ci+1 if i < n and i 6∈ Des(g);
cn if i = n.
2. Set b˜(g,d) = b˜g ·
∏n
i=1 y
rdi
Ti
.
As an example let n = 5, r = 3 and g = 4022523211. Then we have descents at positions 1 and
3, so b˜g = y{4}y
3
{2,4,5}y{2,3,4,5}y{1,2,3,4,5}.
Let C[B∗n] :=
C[yS ]
〈yS ·yT 〉
(where S 6⊆ T and T 6⊆ S) be the Stanley–Reisner ring of the Boolean
algebra. It is easy to see that C[B∗n] has a C-basis given by multichain monomials, which are
monomials of the form y = yS1 · · · ySt with ∅ 6= S1 ⊆ S2 ⊆ . . . ⊆ St ⊆ [n].
Lemma 3.4. Every multichain monomial y = yS1 · · · ySt is equal to b˜(g,d) for a unique (g, d) ∈
Gn × Z
n
≥0.
Before we give the proof, let us illustrate the idea of the proof. Let n = 6, r = 3 and consider
y = y5{4}y
7
{1,3,4}y{1,2,3,4,6}y
4
{1,2,3,4,5,6}. If we want to write this in the form b˜(g,d) the underlying
permutation of g has to be 4abcd5 with {a, b} = {1, 3} and {c, d} = {2, 6}. Now, note that if
ab = 31, then y{4,3} will have exponent at least 1 in bg, either because 3 and 1 have different colors,
or because 3 and 1 have the same color, which implies that g has a descent at the second position.
Similarly, we have cd = 26 and hence the underlying permutation is 413265. Now, let c1, . . . , c6
be the colors (of 4, 1, 3, 2, 6 and 5). By the above, we have c2 = c3 and c4 = c5. Note that
y{1,2,3,4,5,6} has exponent c6 in bg, hence exponent equivalent to c6 modulo 3 in b(g,d). Therefore,
since 0 ≤ c6 ≤ 2, we need c6 = 1. Equivalently, y{1,2,3,4,6} has exponent equivalent to c5 − c6
modulo 3 in bg (it is either c5 − c6 or c5 − c6 + 3) hence we have c5 − c6 ≡ 1 mod 3 in b(g,d) as
well. We conclude that c4 = c5 = 2. Similarly, c2 = c3 = 0 and c1 = 2, hence the only option for
g is 421030226251. Note that in this case bg = y
2
{4}y{1,3,4}y{1,2,3,4,6}y{1,2,3,4,5,6}, so we can uniquely
write y = b(g,d) for d = (1, 0, 2, 0, 0, 1).
Proof. Suppose that our multichain monomial is of the form y = ya1Si1
· · · y
aj
Sij
, where 1 ≤ i1 <
. . . , ij ≤ n, |Sik | = ik for 1 ≤ k ≤ j and a1, . . . , aj > 0. Let Si1 = {g1 < . . . < gi1}, Sim\Sim−1 =
{gim−1+1 < . . . < gim} for 2 ≤ m ≤ j and [n]\Sij = {gij+1 < . . . < gn} (if this set is non-empty).
Note that if y = b˜(g,d) then the one-line notation of the underlying permutation of g has to be
g1g2 . . . gn and all elements that are in the same set (from {g1 < . . . < gi1}, {gim−1+1 < . . . < gim}
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and {gij+1 < . . . < gn}) need to have the same color. Let these colors be c1, . . . , cij and cij+1 (the
last one appearing only if necessary). Indeed, from the definition, if h ∈ Gn and hi and hi+1 have
different colors then y{h1,...,hi} has exponent ci − ci+1 or ci − ci+1 + r (depending on whether there
is a descent or not) and in both cases this exponent is nonzero, so b˜(h,d) does not equal y. And if hi
and hi+1 have the same color, but hi > hi+1, then y{h1,...,hi} would appear with exponent r > 0, so
again this cannot happen. Therefore, the underlying permutation of g is uniquely determined (if
it exists). On the other hand, if such c1 up to cj (and possibly cj+1) exist, they are also uniquely
determined, by a backwards inductive argument. Indeed, if Sij 6= [n], then Y[n] has coefficient
0 modulo r, hence we need cj+1 = 0, and else Sij = [n] and cj has to be the exponent of Sij
taken modulo n. Now, suppose ck has been determined, then we will determine ck−1. It is clear
that we need ck−1 − ck ≡ ak−1 mod r, and since ck−1 has to be taken from {0, . . . , r − 1} this
gives a unique choice. Now, for this choice of the colors, and the corresponding g, we show that
there is a suitable d ∈ Zn≥0. Note that by construction, b˜g = y
b1
Si1
· · · y
bj
Sij
, where bi ≡ ai mod r.
Furthermore, bi ∈ {0, 1, . . . , r}. It is clear that we can get d by taking dm = 0 when m 6= it and
taking dim = (bm − am)/r when m ∈ {1, . . . , j}. Note that this is an integer by bm ≡ am mod r.
Furthermore, it is nonnegative, since am > 0, bm ≥ 0, am ≡ bm mod r and bm ∈ {0, 1, . . . , r}
implies that bm ≥ am. 
Using this we can find a different basis for C[B∗n].
Definition 3.5. Let g ∈ Gn and d ∈ Z≥0. Define
b˜′(g,d) = θ
dn−k+1
n−k+1 · · · θ
dn
n b˜(g,(d1,...,dn−k ,0,...,0)).
Lemma 3.6. The set {b˜′(g,d) : g ∈ Gn, d ∈ Z≥0} is a C-basis for C[B
∗
n].
Proof. Order the basis b˜(g,d) according to the monomial order from above. Note that for each
monomial y, the set of monomials y′ with y′ ≤ y is finite, since any such monomial y′ must have
deg(y′) ≤ deg(y) and there are finitely many such monomials.
Now, if we expand b˜′(g,d) in terms of the basis {b˜(g,d)} we find that
b˜′(g,d) = b˜(g,d) + lower terms with respect to <.
Indeed, suppose g has underlying permutation g1 · · · gn. Set Si = {g1, . . . , gi}. Note that if gi > gi+1,
or ci 6= ci+1 then necessarily we have that ySi occurs in b˜g with a positive exponent. Note that
(since we only allow multichains), we have θba =
∑
|S|=a y
rb
S . Now, terms in b˜
′
(g,d) correspond to
picking one of the terms from each of the θba with positive b, in such a way that the result is still
a multichain. Because of our monomial order, we should pick from larger a first. Suppose we are
picking a subset of size i and suppose it < i < it+1 (set ij+1 = n) (we can exclude i = it, because of
the multichain condition we must pick Si). Then, we are asking for the largest yS with |S| = i and
Sit ⊆ S ⊆ Sit+1, which is S = {g1, . . . , gi}, due to the fact that git+1, . . . , git+1 all have the same
color and are in increasing order, by the proof of the lemma above. Therefore, the largest possible
monomial that could possibly appear is obtained by picking ySi for every i > n − k with di > 0.
Now note that if we take this choice for all i simultaneously we indeed get a multichain monomial,
and this monomial is equal to b˜(g,d), as desired.
Therefore, b˜′(g,d) expands in a unitriangular way in terms of the basis {b˜(g,d)} and because of the
initial observation in this proof, it follows that {b˜′(g,d) : g ∈ Gn, d ∈ Z≥0} is a basis for C[B
∗
n]. 
For (d1, . . . , dn−k) = d ∈ Z
n−k
≥0 set b˜(g,d) = b˜(g,(d1,...,dn−k,0,...,0)). Then the following is immediate.
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Corollary 3.7. C[B∗n] is a free C[θn−k+1, . . . , θn]-module with basis given by
{b˜(g,d) : g ∈ Gn, d ∈ Z
n−k
≥0 }.
Furthermore, this set descends to a vector space basis for C[B∗n]/〈θn−k+1, . . . , θn〉 =
C[yS ]/〈yS · yT , θn−k+1, . . . , θn〉.
Additionally, this allows us to quickly determine a vector space basis for the quotient C[yS ]/〈yS ·
yT , θn−k+1, . . . , θn, yS1,...,Sm〉, of which we will be interested in the cases m = kr and m = kr + 1.
Again, the result is immediate, so the proof is omitted.
Corollary 3.8. Let m ∈ Z>0 and consider C[yS ]/〈yS ·yT , θn−k+1, . . . , θn, yS1 · · · ySm〉, where (S, T )
runs over all pairs with S 6⊆ T and T 6⊆ S, and (S1, . . . , Sm) runs over all ∅ 6= S1 ⊆ . . . ⊆ Sm ⊆ [n].
This is a finite-dimensional C-vector space with basis given by all elements b˜(g,d) with g ∈ Gn,
d ∈ Zn−k≥0 and deg(b˜(g,d)) < m.
3.2. Bases for the rings Rn,k and Sn,k. Note that Corollary 3.8 yields bases for Rn,k and
Sn,k. In this section we will show that these bases can be indexed by elements of Fn,k and OPn,k
respectively. We will use the models introduced before.
Definition 3.9. 1. For (g, λ) ∈ OPn,k, let b˜(g,λ) = b˜g ·y
r
S1
· · · yrSt, where Si = {gi : 1 ≤ j ≤ λi}.
2. Let (Z, g, λ) ∈ Fn,k. If (loosely extending the definition above) we have b˜(g,λ) = yS1 · · · ySj ,
then set b˜′(g,λ) = yS1∪Z · · · ySj∪Z. Now, set b˜(Z,g,λ) = y
kr−deg(b˜(g,λ))
Z · b˜
′
(g,λ).
It is an easy check that ϕ(b˜(g,λ)) = b(g,λ) and ϕ(b˜(Z,g,λ)) = b(Z,g,λ). The main result is now the
following.
Theorem 3.10. The sets {b˜(g,λ) : (g, λ) ∈ OPn,k} and {b˜(Z,g,λ) : (Z, g, λ)} are bases for Sn,k
and Rn,k respectively.
Proof. Let us first show that there is a bijection between elements of the form b˜(g,λ) and b˜(g,d)
with deg(b˜(g,d)) < kr. Note that for any partition λ with parts at most n − k, we have (after
extending the above definition to allow for any partition) b˜(g,λ) = b˜(g,d), where d = (d1, . . . , dn−k)
with di = #{j : λj = i}. Therefore, it suffices to show that λ has at most k − des(g) − 1 parts if
and only if deg(b˜(g,λ)) < kr. Now, note that if λ has m parts, we have
deg(b˜(g,λ)) = deg(b˜g) +mr =
n−1∑
i=1
(ci − ci+1 + r · χ(i is a descent)) + cn +mr
= c1 + rdes(g) +mr = c1 + (m+ des(g))r,
where χ is the indicator function given by χ(S) = 1 if statement S is true and χ(S) = 0 otherwise.
Now, since c1 ∈ {0, 1, . . . , r − 1} we have deg(b˜(g,λ)) < kr if and only if m+ des(g) ≤ k − 1, that is
if and only if λ has at most k − des(g) − 1 parts.
Similarly, we have to show that there is a bijection between elements of the form b˜(Z,g,λ) and
b˜(g,d) with deg(b˜(g,d)) ≤ kr. A similar calculation to above shows that deg(b˜(Z,g,λ)) < kr if Z = ∅
and clearly deg(b˜(Z,g,λ) = kr when Z 6= ∅, so it suffices to show that there is a bijection between
elements of the form b˜(Z,g,λ) with Z 6= ∅ and b˜(g,d) with deg(b˜(g,d)) = kr. Note that deg(b˜(g,d)) =
c1+r(des(g)+d1+. . .+dn−k), so deg(b˜(g,d)) = kr if and only if c1 = 0 and des(g)+d1+. . .+dn−k = k.
Now, given b˜(g,d) with deg(b˜(g,d)) = kr, we show that there is a unique (Z, h, λ) such that
b˜(Z,h,λ) = b(g,d). Let S be the smallest subset (in size) such that yS has positive exponent in b˜(g,λ).
It is clear that if (Z, h, λ) exists we must have Z = S. Now, suppose that |S| > n − k. Then in
particular we have d1 = . . . = dn−k = 0, and g has no descents at positions 1, . . . , n− k. But then,
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using c1 = 0, we have deg(b˜g,d) = deg(b˜g) = c1 + rdes(g) = rdes(g) < r(k − 1), a contradiction.
Therefore, let z = |S|, so that 1 ≤ z ≤ n − k. Using c1 = 0 and minimality of S, we see that
g = g01 · · · g
0
z · · · with g1 < . . . < gz. Additionally, d1 = . . . = dz−1 = 0. Set b = b˜(g,d)/y
e
S , where e
is the exponent of yS, and write
b =
m∏
i=1
yS∪Si ,
where ∅ 6= S1 ⊆ . . . ⊆ Sm ⊆ [n]\S. Note that
∏m
i=1 ySi = b˜(h,d) for h = g
cz+1
z+1 · · · g
cn
n and d =
(dz+1, . . . , dn−k). We now want to show that there is a unique (h, λ) such that (Z, h, λ) ∈ Fn,k and
b˜(h,λ) = b˜(h,d). However, since deg(b˜(h,d)) < kr the first part of the proof shows that indeed we can
find such a (h, λ).
Conversely, we show that b˜(Z,h,λ) is of the form b˜(g,d) for a unique (g, d). Write Z = {g1 < . . . <
gz} and let h = h
c1
1 · · · h
cn−z
n−z . It is clear that we must have g = g
c
1 · · · g
c
zh
c1
1 · · · h
cn−z
n−z for a suitable
c. Furthermore, since we need deg(b˜g) ≡ 0 mod r, we in fact have to pick c = 0. Therefore, g
is uniquely determined, and hence d (if it exists) is also uniquely determined. By construction, if
St = {g1, . . . , gt}, the exponent of ySt in b˜g and in b˜(Z,h,λ) agree modulo r. Indeed, this is obvious
for t > z, and for t ≤ z the choice of c = 0 guarantees this. Furthermore, for t > n− k we still have
that the exponents agree as integers (so not only modulo r). Therefore, it only suffices to show that
for any 1 ≤ t ≤ n−k the exponent of ySt in b˜(Z,h,λ) is at least the exponent of ySt in b˜g. Again, this
is obvious for z < t ≤ n − k. Additionally, it is clear for 1 ≤ t < z, since by construction ySt has
exponent 0 in b˜g. Now, for t = z, we are immediately okay if ySz = yZ occurs with exponent less
{0, 1, . . . , r − 1} in b˜g. Therefore, the only thing that might fail is that yZ occurs with exponent
r in b˜g but exponent 0 in b˜(Z,h,λ). However, since deg(b˜(h,λ)) < kr, we know that yZ occurs with
exponent at least 1 in b˜(Z,h,λ) and therefore, with exponent at least r, as desired. 
3.3. A Gro¨bner theory result. In this section we will show that the above bases are actually
the standard monomial bases with respect to the monomial order used.
Theorem 3.11. Let 0 ≤ k ≤ n be integers with n ≥ 1. Then the set {b˜(g,λ) : (g, λ) ∈ OPn,k} is
precisely the standard monomial basis for Sn,k.
Proof. Since we know that the given set is a basis, it suffices to show that the standard monomial
basis of Sn,k is contained in {b˜(g,λ) : (g, λ) ∈ OPn,k}.
Similar to Braun and Olsen [1] we show that y ∈ {b˜(g,λ) : (g, λ) ∈ OPn,k} if and only if y
is not divisible by any of the monomials in the list below. The proof will then be completed by
showing that each of these monomials occurs as the leading term of some element of Jn,k. The list
of monomials is given by
1. yS · yT for S 6⊆ T and T 6⊆ S;
2. yr[m] for m ≥ n− k + 1;
3. yr+1S for |S| ≥ n− k + 1;
4. yrS · yT for S ( T , |S| ≥ n− k + 1 and min(T\S) > max(S);
5. yS · y
r
T for S ( T , |T | ≥ n− k + 1 and T = S ∪ [ℓ] for some ℓ;
6. yS1 · y
r
S2
· yS3 for S1 ( S2 ( S3, |S2| ≥ n− k + 1 and max(S2\S1) < min(S3\S2);
7. yS1 · · · ySkr where S1 ⊆ . . . ⊆ Skr.
We will first show necessity of these conditions, then sufficiency and lastly will exhibit these mono-
mials as leading terms in Jn,k.
Necessity: we will assume that g is of the form πc11 · · · π
cn
n . Note that if yS with |S| ≥ n− k+1
occurs in some b˜(g,λ) then its contribution completely comes from b˜g. Now, if there is no descent at
position |S|, yS will have exponent c|S|+1− c|S| ≤ (r−1)−0 < r. Furthermore, if there is a descent
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at position |S|, we have c|S|+1 ≥ c|S|, so yS will have exponent r+ c|S|+1− c|S| ≤ r. Therefore, if yS
occurs with exponent at least r, it occurs with exponent exactly r, we have a descent at position
|S| and c|S|+1 = c|S|.
1. Each variable occurring in b˜(g,λ) is of the form ySi for 1 ≤ i ≤ n, where Si = {π1, . . . , πi}.
Since S1 ⊆ S2 ⊆ . . . ⊆ Sn, every two variables in b˜(g,λ) will automatically be indexed by
subsets one of which is contained in the other.
2. Since m ≥ n − k + 1, yr[m] would have to come from a descent of g at position m with
cm = cm+1. In order to have a descent we need πm+1 < πm. However, πm ∈ [m], hence
πm ≤ m, whereas πm+1 ∈ [n]\[m], so πm+1 ≥ m+ 1.
3. This was observed above
4. Suppose such a product yrS · yT actually occurs. Since |S| ≥ n − k + 1, y
r
S comes from a
descent at position |S| with c|S|+1 = c|S|, so π|S| > π|S|+1. Since {π1, . . . , π|S|} = S and
{π1, . . . , π|T |} = T , we have min(T\S) ≤ π|S|+1 < π|S| ≤ max(S), which is an obvious
contradiction.
5. Suppose that such a product occurs. Again, yrT has to come from a descent at position
|T | with c|T | = c|T |+1, hence π|T | > π|T |+1. Note that π|T | ∈ T\S ⊆ [ℓ], so π|T | ≤ ℓ.
Furthermore, π|T |+1 6∈ T , hence in particular π|T |+1 > ℓ, which is a contradiction.
6. Suppose such a triple product occurs. Since |S2| ≥ n − k + 1, y
r
S2
comes from a descent at
position |S2| with c|S2| = c|S2|+1, so we must have π|S2| > π|S2|+1. However, π|S2| ∈ S2\S1
and π|S2|+1 ∈ S3\S2, so by assumption we have π|S2| ≤ max(S2\S1) < min(S3\S2) ≤ π|S2|+1.
7. We note that
deg(b˜(g,λ)) ≤ deg(b˜g) + (k − des(σ)− 1)r =
n∑
i=1
mi + (k − des(σ)− 1)r
=
n∑
i=1
(ci − ci+1 + rχ(i is a descent)) + (k − des(σ)− 1)r
= c1 + rdes(σ) + (k − des(σ)− 1)r = kr + c1 − r ≤ kr − 1,
where cn+1 = 0, and χ is the indicator function of the indicated event.
Sufficiency: Let m = yS′1 · · · yS′t be a monomial not divisible by any of the above mentioned
monomials. Then combining properties 1. and 7. we may assume S′1 ⊆ S
′
2 ⊆ . . . ⊆ S
′
t and t < kr.
However, we will rewrite this as m = yt1S1 · · · y
tu
Su
, where S1 ( S2 ( . . . ( Su.
We will first construct the corresponding g ∈ Gn, after which the augmentation λ will follow
automatically. Firstly, the underlying permutation of σ will be given by putting the elements of
S1 in ascending order, then the elements of S2\S1, . . ., the elements of Su\Su−1 in ascending order
and finally the elements of [n]\Su in ascending order. Now, we have to assign colors to each of the
elements. We will give all elements of S1 the same color, all elements of S2\S1 the same color, . . .,
all elements of Su\Su−1 the same color and finally all elements of [n]\Su the same color. We will
assign these colors in reverse order. Firstly, assign color 0 to everything in [n]\Su, then assign color
tu to Su\Su−1, then color tu + tu−1 to Su−1\Su−2, . . . and finally color tu + tu−1 + . . . + t1 to S1.
Here, everything should be interpreted modulo n. It is an easy check that m = b˜g · y
rv1
S1
· · · yrvuSu ,
where v1, v2, . . . , vu ≥ 0.
Now, let us check that g together with some appropriate λ satisfies the condition that m = b(g,λ).
Firstly, using a similar computation to above, rdes(g) ≤ deg(b˜g) ≤ deg(m) < kr, hence des(g) < k,
as desired. So, to see that the augmented part corresponds to an appropriate λ we have to check
two things, namely that vj = 0 if |Sj| ≥ n − k + 1 and that v1 + . . . + vu ≤ (k − des(g) − 1). For
the latter, note that
r(v1 + . . .+ vu) = deg(m)− deg(bg) < kr − deg(bg) ≤ kr − des(g)r = (k − des(g))r,
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so v1+ . . .+vu < k−des(g), as desired. For the first part, note that if m = |Sj | ≥ n−k+1, then ySj
has exponent at most r by condition 3. Therefore, if vj > 0, we need vj = 1, and the exponent of
ySj in bg equals 0. In particular, σm and σm+1 have the same color and σm < σm+1. Furthermore,
note that ySj now has exponent exactly r, so in particular we have Sj 6= [m] by condition 2. Now,
we distinguish four cases.
• j = u = 1: In this case, σm = max(S1) > m and σm+1 = min([n]\S1) ≤ m, a contradiction.
• j = 1, u > 1: In this case, σm = max(S1) and σm+1 = min(S2\S1). By condition 4. this
implies σm > σm+1, a contradiction.
• 1 < j < u: Now, σm = max(Sj\Sj−1) and σm+1 = min(Sj+1\Sj), but then σm < σm+1
contradicts condition 6.
• 1 < j = u: Now min([n]\Su) = σm+1 > σm, so [σm] ⊆ Su. Furthermore, max(Su\Su−1) =
σm] hence Su\Su−1 ⊆ [σm] so by [σm] ⊆ Su this implies Su = Su−1 ∪ [σm]. However, this
contradicts condition 5.
Therefore, we need to have vj = 0 if |Sj| ≥ n− k + 1, completing this part of the proof.
Leading monomials:
1. These monomials are among the generators of Jn,k.
2. These monomials are the leading monomials of θm ∈ Jn,k.
3. Write m = |S| and consider ySθm ∈ Jn,k. All monomials in this polynomial are of the form
yS · y
r
T where |T | = m = |S|. Note that all such products have S and T incomparable,
except for when T = S. Therefore, modulo Jn,k this equals y
r+1
S , showing that y
r+1
S in fact
occurs in Jn,k.
4. Write m = |S| and consider θm · yT . All monomials in this polynomial are of the form
yrR · yT where |R| = m = |S|. Modulo Jn,k this is equal to
∑
R y
r
R · yT where R runs over
all such subsets with R ⊆ T . By assumption, S is the smallest such set with respect to the
monomial order, hence yrS · yT is the leading term of this monomial.
5. Let m = |T | and note that Jn,k contains yS · θT which modulo Jn,k reduces to
∑
R yS · y
r
R
where S ⊆ R and |R| = m. Since T = S ∪ [ℓ] it is clear that T is the lexicographically
smallest such set, so this polynomial has leading monomial yS · y
r
T .
6. Letm = |S2| and consider yS1yS3 ·θm. Similarly, this equals
∑
T yS1y
r
TyS3 modulo Jn,k where
T runs over all m-element subsets S1 ⊆ T ⊆ S3. By assumption, S2 is the lexicographically
smallest such set, hence yS1yS2yS3 can be obtained as a leading monomial.
7. These monomials are among the generators of Jn,k.
This completes the proof. 
Similarly, we have the following result.
Theorem 3.12. Let 0 ≤ k ≤ n be integers with n ≥ 1. Then the set {b˜(Z,g,λ) : (Z, g, λ) ∈ Fn,k}
is precisely the standard monomial basis for Rn,k.
Proof. Again it suffices to show that the standard monomial basis of Rn,k is contained in {b˜(Z,g,λ) :
(Z, g, λ) ∈ Fn,k}. We will show that a monomial y belongs to this set if and only if it is not divisible
by any of the monomials in the exact same list as before, except that we need to change the 7th
condition into
7’. yS1 · · · ySkr+1 where S1 ⊆ . . . ⊆ Skr+1.
Again we will go through the steps necessity, sufficiency and show that they occur as leading
monomials in Jn,k.
Necessity: Condition 1 is clearly still satisfied, and conditions 2-6 follow by the exact same
argument, since the appropriate monomials yS with |S| ≥ n − k + 1 still have to come from the
contribution of g to b(Z,g,λ), since neither Z, nor λ will affect the exponent of these. For condition
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7’, we note that b(Z,g,λ) might now have degree kr (when Z 6= ∅), but will never have degree kr+1
or more.
Sufficiency: There are two cases to consider. Let y be a monomial not divisible by any of the
monomials specified in the list. We will show that y is of the form b(Z,g,λ). If deg(y) < kr, then
we set Z = ∅ and use the same procedure as in Theorem 3.11 to find the appropriate (g, λ). If
deg(y) = kr, set Z to be the smallest subset S of [n] (in size) such that yS has positive exponent
in y. Let eS be the exponent of S and set y
′ = y/yeSS . Now, set y
′′ to be the same monomial as
y′ where each yT is replaced by yT\S. Since deg(y
′′) < kr, the same procedure as in Theorem 3.11
can be used to find appropriate (g, λ) to complete the triple (Z, g, λ).
Leading monomials: For conditions 1-6 the reasoning is exactly the same, since none of them
use the multichain generators of In,k. For condition 7’, it again follows immediately since these
multichain monomials belong to the generators of Jn,k. 
4. A filtration of Rn,k and Sn,k.
We will now prove the main result of this paper, namely the following.
Theorem 4.1. We have Gn-module isomorphisms Rn,k ∼= Rn,k and Sn,k ∼= Sn,k.
To this end, we need some definitions.
Definition 4.2. 1. For y = yS1 · · · ySm ∈ C[yS ] a multichain monomial with S1 ⊆ . . . ⊆ Sm,
we let µ(y) be the partition (|Sm|, . . . , |S1|).
2. For m ∈ C[xn] a monomial, we let µ(m) be the partition given by µ(y), where y is the
unique multichain monomial with ϕ(y) = m.
Now, let ☎ be the dominance order on partitions. Now let (A, A) be (Rn,k, Rn,k) or (Sn,k, Sn,k).
Now fix d ≥ 0 and let µ  d. Set
U☎µ = span{m : µ(m)  d, µ(m)☎ µ} and U☎µ = span{y : µ(y)  d, µ(y)☎ µ}.
and define U⊲µ and U⊲µ in a similar fashion. Let V☎µ be the image of U☎µ in A, V☎µ be the image
of V☎µ in A and similarly for the other 2. Now, A and A decompose as Gn-modules as⊕
d≥0
⊕
µd
V☎µ/V⊲µ and
⊕
d≥0
⊕
µd
V☎µ/V⊲µ,
respectively. The proof of Theorem 4.1 now follows from the lemma below.
Lemma 4.3. For each µ, V☎µ/V⊲µ and V☎µ/V⊲µ have bases {b : µ(b) = µ} and {b˜ : µ(b˜) = µ}
respectively, where b and b˜ belong to the Garsia-Stanton type bases mentioned before. Furthermore,
the map b˜→ b = ϕ(b) induces a Gn-module isomorphism V☎µ/V⊲µ → V☎µ/V⊲µ.
This lemma in turn follows from two other lemmas, for which we need another definition.
Definition 4.4. Let (A, A) = (Sn,k, Sn,k) (resp. (A, A) = (Rn,k, Rn,k)). Given a partition µ  d
with parts that are at most n we say that µ is
1. admissible if µ has less than kr (resp. kr + 1) parts, n− k + 1 ≤ i ≤ n− 1 occurs at most
r times and n occurs at most r − 1 times.
2. semi-admissible if λ has less than kr (resp. kr + 1) parts, has at most r − 1 parts equal to
n, but some n− k + 1 ≤ i ≤ n− 1 occurs at least r + 1 times.
3. non-admissible if λ has at least kr (resp. kr + 1) parts or has at least r parts equal to n.
For example, when n = 6, k = 3 and r = 2, the partitions (5, 5, 2, 2, 2), (6, 5, 5, 5, 1), (6, 5, 4, 4, 2, 2, 2, 1)
and (6, 6, 2) are admissable, semi-admissable, non-admissable and non-admissable respectively, both
when (A, A) = (Sn,k, Sn,k) and when (A, A) = (Rn,k, Rn,k). However, the partition (6, 5, 5, 2, 2, 2)
is non-admissable if (A, A) = (S6,3, S6,3), but admissable for (R6,3, R6,3).
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Note that µ is admissible if and only if there exists a basis element b˜ with µ(b˜) = µ. A move
is replacing yrS by y
r
S − θ|S| and cancelling out all non-multichain terms or replacing x
r
i1
· · · xrij by
xri1 · · · x
r
ij
− ej(x
r
n) (for i1 < . . . < ij), depending on what setting one is working in.
The two main lemmas are now as follows:
Lemma 4.5. Let y be a multichain monomial in C[yS ] with µ(y) = µ. Then
1. if µ is semi-admissible or non-admissible, y = 0 in A.
2. if µ is admissible, one can perform a finite number of moves to find the expansion of y in A
in terms of the Garsia-Stanton type basis. Additionally, any multichain monomial Y that
ever appears in this process has µ(Y ) = µ.
Proof. For part 1, note that since µ is semi-admissible or non-admissible, y is divisible by yr[n], y
r+1
S
for n − k + 1 ≤ |S| ≤ n − 1 or a multichain monomial of length kr (resp. kr + 1). Since the ideal
we quotient out by to get A contains yr+1S ≡ yS · θ|S| for n− k+ 1 ≤ |S| ≤ n− 1, we see that all of
yr[n], y
r+1
S and the multichain monomials belong to the ideal, hence y = 0 in A.
For the second part, recall the monomial order on C[yS] from before. Now, consider a monomial
y with µ(y) = µ. We claim that if y is not a Garsia-Stanton type monomial we can perform a move
and rewrite y as a C-linear combination of smaller monomials y′ with µ(y′) = µ(y). Indeed, since
µ is admissible, a monomial y that is not a basis monomial is this for one of four reasons (by the
classification of monomials that are of this form given in Theorems 3.11 and 3.12):
1. y is divisible by yr[t] for some n− k + 1 ≤ t ≤ n− 1.
2. y is divisible by yrSyT for S ( T , |S| ≥ n− k + 1 and min(T\S) > max(S).
3. y is divisible by ySy
r
T for S ( T , |T | ≥ n− k + 1 and T = S ∪ [ℓ] for some ℓ.
4. y is divisible by yS1y
r
S2
yS3 for S1 ( S2 ⊆ S3, |S2| ≥ n−k+1 and max(S2\S1) < min(S3\S2).
In these cases, apply the move, replacing yr[t], y
r
S , y
r
T and y
r
S2
respectively. Any monomial that
remains after crossing out non-multichain monomials is obtained by replacing this specific variable
by some yrR, so it suffices to show that yR is smaller than the replaced monomial. In the first case,
|R| = t, so yR < y[t]. In the second case, R is a subset of T of size |S| and since min(T\S) > max(S),
S was the subset corresponding to the largest possible monomial over all R, and similarly in the
other 2 cases. Therefore, we can rewrite each non-basis monomial in terms of smaller monomials,
so at some point we will be left with only basis-monomials as desired. 
For the proof of the second lemma we need the following observation. Note that if y is any
monomial in C[yS] we can still define µ(y), even if y is not a multichain monomial. Now, if y is a non-
multichain monomial, let y′ be the unique multichain monomial with ϕ(y) = ϕ(y′). We claim that
µ(y′) ⊲ µ(y). Indeed, starting from y we can repeatedly replace yAyB (for A and B incomparable)
by yA∪ByA∩B. Note that on the µ-level this corresponds to replacing (. . . , |A|, . . . , |B|, . . .) by
(. . . , |A ∪ B|, . . . , |A ∩ B|, . . .) which strictly increases the corresponding partition in dominance
order (since A and B are incomparable). Note that this local replacement does not change the
image under ϕ and since µ increases every time we can only do this finitely many times. So we will
end up with some multichain monomial and by uniqueness this is y′. Also, we have done at least
one replacement, so indeed µ(y′) is strictly larger than µ(y).
The xn-variable analogue of the above lemma is the following.
Lemma 4.6. Let m be a monomial in C[xn] with µ(m) = µ. Then
1. if µ is non-admissible, m = 0 in A.
2. if µ is semi-admissible, then in A we can rewrite m as a sum of monomials mα with
µ(mα) ⊲ µ.
3. if µ is admissible, then a finite number of moves can be used to rewrite m as a C-linear
combination of Garsia-Stanton monomials m′ with µ(m′) = µ, together with monomials
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mα with µ(mα) ⊲ µ. Moreover, if the moves in part 2 of Lemma 4.5 are replacing y
r
S1
,
yrS2, . . ., y
r
Sm
respectively, then the moves in this case are replacing
∏
i∈S1
xri ,
∏
i∈S2
xri , . . .,∏
i∈Sm
xri respectively.
Proof. Let y be the multichain monomial associated to m.
For the first case, since λ is non-admissible, y is divisible by either yr[n] or a multichain of length
kr (resp. kr + 1). In the first case, en(x
r
n) = x
r
1 · · · x
r
n divides m, hence m = 0 in Rn,k. In the
second case, let j be an element that is in the smallest S such that yS occurs in the multichain.
Then xkrj (resp. x
kr+1
j ) divides m and consequently m = 0 in A.
In the second case, we have that y is divisible by yr+1S for some S with n − k + 1 ≤ S ≤ n− 1.
Suppose S = {i1, . . . , ij}. Then apply the move by replacing x
r
i1
· · · xrij . We can “pull back” the
move to C[yS ], where we replace y
r
S by y
r
S−θ|S|, but we do not get rid of non-multichains. Now, any
monomial that occurs will contain ySyT for |S| = |T | but S 6= T , hence would have been removed
in the y-setting, but in the x-setting these monomials remain. However, by the above observation,
all of these monomials have strictly smaller µ-partition, as desired.
In the third case, again “pull back” to the y-setting and do the exact same sequence of moves
as in part 2 of the above lemma, but again we do not get rid of non-multichains. Instead, we
replace them by multichains with the same image under ϕ and again this will strictly increase the
µ-partition. 
As an example of this phenomenon, consider r = 2 and S5,4. In the y-variable setting, consider
y = y3{5}y
2
{2,5}y
2
{1,2,3,5}. Note that this is not yet of the form b˜(g,λ), for example since the appearance
of y{2,5}y
2
{1,2,3,5} violates condition 5 in the proof of Theorem 3.11. Therefore, we apply a step and
replace y2{1,2,3,5} by y
2
{1,2,3,5} − θ4 and after getting rid of any monomial that is not a multichain
monomial we find that
y ≡ −y3{5}y
2
{2,5}y
2
{1,2,4,5} − y
3
{5}y
2
{2,5}y
2
{2,3,4,5}.
Here, the first monomial is b˜(5120104030),(1) is of the desired form. However, the second monomial
contains y{5}y
2
{2,5}y{2,3,4,5}, which violates condition 6 in the proof of Theorem 3.11. Therefore, we
perform a step on y2{2,5} and get that
y ≡ −y3{5}y
2
{2,5}y
2
{1,2,4,5} + y
3
{5}y
2
{3,5}y
2
{2,3,4,5} + y
3
{5}y
2
{4,5}y
2
{2,3,4,5},
and one can check that all monomials appearing here are indeed of the form b˜(g,λ). Also, note that
we started with a monomial with µ-partition (4, 4, 2, 2, 1, 1, 1) and each monomial kept that form.
Now, in the x-variable setting we have to consider x75x
4
2x
2
1x
2
3. Replacing the monomial (x1x2x3x5)
2
by (x1x2x3x5)
2 − e4(x
2
1, x
3
2, x
2
3, x
2
4, x
2
5) we get
x75x
4
2x
2
1x
2
3 ≡ −x
7
5x
4
2x
2
1x
2
4 − x
7
5x
4
2x
2
3x
2
4 − x
7
5x
2
1x
2
2x
2
3x
2
4 − x
5
5x
4
2x
2
1x
2
3x
2
4.
Here, the first monomial is a generalized Garsia-Stanton monomial, the second monomial is one
we have to perform another step on. Now, the last two monomials have y-monomial y5{5}y
2
{1,2,3,4,5}
and y{5}y
2
{2,5}y
2
{1,2,3,4,5} respectively, hence they have µ-partitions (5, 5, 1, 1, 1, 1, 1) and (5, 5, 2, 2, 1).
Now, it holds that (5, 5, 1, 1, 1, 1, 1)⊲(4, 4, 2, 2, 1, 1, 1) and (5, 5, 2, 2, 1)⊲(4, 4, 2, 2, 1, 1, 1). Therefore,
x75x
4
2x
2
1x
2
3 ≡ −x
7
5x
4
2x
2
1x
2
4 − x
7
5x
4
2x
2
3x
2
4 +monomials with larger µ-partition,
and hence the first step of the algorithm carries out in the a way similar to the first step in the
y-variable setting. Now, applying an analogous step to x75x
4
2x
2
3x
2
4 we find that
x75x
4
2x
2
1x
2
3 ≡ −x
7
5x
4
2x
2
1x
2
4 + x
7
5x
4
3x
2
2x
2
4 + x
7
5x
4
4x
2
2x
2
3 +monomials with larger µ-partition,
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which indeed show that even though the expansion of y and x75x
4
2x
2
1x
2
3 in the Garsia-Stanton bases
are not identical, the monomials that appear and have the same µ-partition as the original monomial
do coincide, and their coefficients agree.
Lemma 4.3 is now an easy application of the Lemmas 4.5 and 4.6.
Proof of Lemma 4.3. If µ is non-admissible or semi-admissible the above lemmas show that V☎µ/V⊲µ
and V☎µ/V⊲µ are both trivial Gn-modules.
Now, suppose µ is admissible. We need to show that sending b˜ to b = ϕ(b˜) (for b˜ a Garsia-Stanton
monomial with µ(b˜) = µ) induces a Gn-module isomorphism. For g ∈ Gn we can rewrite g · b˜ in the
Garsia-Stanton basis using the moves from part 2 of Lemma 4.5. Since the multichain monomial
corresponding to πb is given by πb˜ we can use part 3 of Lemma 4.6 to rewrite πb in the same way
in this given basis (viewed as basis for V☎µ/V⊲µ), since all the additional monomials that appear
belong to V⊲µ and hence are 0 in the quotient. 
5. Multi-graded Frobenius series
Recall that the irreducible representations of the symmetric group Sn are indexed by partitions
λ ⊢ n, and the representation corresponding to λ is typically denoted Sλ. We have the Frobenius
map Frob from the set of (equivalence classes) of representations of Sn to the space of symmetric
functions given by linear extension of Frob(Sλ) = sλ(x), where sλ(x) is the Schur polynomial
associated to λ in an infinite variable set x = (x1, x2, x3, . . .). Explicitly, if M is a Sn-module with
M ∼= ⊕λ⊢n(S
λ)⊕nλ we set
Frob(M) =
∑
λ⊢n
nλsλ(x).
Note that if µ is a partition with parts at most n and if d is a nonnegative integer, the subspaces
Ud = span{m : deg(m) = d} and Uµ = span{m : µ(m) = µ} are Sn-stable subspaces of C[xn] and
C[yS ] respectively, and hence so are their images Vd and Vµ in Sn,k and Sn,k (for r = 1) respectively.
The graded Frobenius character and multi-graded Frobenius character of Sn,k and Sn,k are
grFrob(Sn,k; q) =
∞∑
d=0
qdFrob(Vd);
grFrob(Sn,k; t1, . . . , tn) =
∑
µ
t
m1(µ)
1 · · · t
mn(µ)
n Frob(Vµ),
where the sum is over all partitions with parts at most n, and mi(µ) is the number of parts of µ
equal to i. We can determine the graded Frobenius image grFrob(Sn,k; t1, . . . , tn).
Theorem 5.1. Suppose that r = 1. Then
grFrob(Sn,k; t1, . . . , tn) =
∑
α|=n
ℓ(α)≤k
 ∏
i∈D(α)
ti
 ∑
j1+···+jn−k≤k−ℓ(α)
n−k∏
i=1
tjii
 sα,
where the sum runs over compositions α = (α1, . . . , αm) of n and D(α) = {α1, . . . , α1+. . .+αm−1}.
Furthermore, by setting ti = q
i we recover the graded Frobenius character of Sn,k, in accordance
with [7, Corollary 6.13] and [8, Corollary 6.3].
Proof. We write β  α if D(β) ⊆ D(α). It is well known that
hα =
∑
βα
sβ.
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It follows from work of Garsia and Stanton [6] that
grFrob(C[B∗n];t1, . . . , tn) =
∑
γ|=n
 ∏
i∈D(γ)
(ti + t
2
i + · · · )
hγ
=
∑
α|=n
∑
αγ
 ∏
i∈D(γ)
(ti + t
2
i + · · · )
 sα
=
∑
α|=n
 ∏
i∈D(α)
(ti + t
2
i + · · · )
∑
αγ
 ∏
i∈D(γ)\D(α)
(1 + ti + t
2
i + · · · )
 sα
=
∑
α|=n
 ∏
i∈D(α)
(ti + t
2
i + · · · )
 ∏
i∈D(αc)
(1 + ti + t
2
i + · · · )
 sα
=
(
n∏
i=1
(1 + ti + t
2
i + · · · )
)∑
α|=n
 ∏
i∈D(α)
ti
 sα
The Hilbert series of the polynomial algebra C[θn−k+1, . . . , θn] is
Hilb(C[θn−k+1, . . . , θn]; t1, . . . , tn) =
n∏
i=n−k+1
(1 + ti + t
2
i + · · · ).
Since C[B∗n] is a free module over C[θ1, . . . , θn] (Corollary 3.7) and the action of Sn on C[B
∗
n] is
linear over C[θ1, . . . , θn], we can rewrite grFrob(C[B
∗
n]; t1, . . . , tn) as
Hilb(C[θn−k+1, . . . , θn]; t1, . . . , tn) · grFrob(C[B
∗
n]/〈θn−k+1, . . . , θn〉; t1, . . . , tn),
hence we have
grFrob(C[B∗n]/〈θn−k+1, . . . , θn〉; t1, . . . , tn) =
(
n−k∏
i=1
(1 + ti + t
2
i + · · · )
)∑
α|=n
 ∏
i∈D(α)
ti
 sα.
Modulo all length k multichains, which results in retaining everything in degree less than k and
removing everything in degree k and above, we have
grFrob(Sn,k; t1, . . . , tn) =
∑
α|=n
ℓ(α)≤k
 ∏
i∈D(α)
ti
 ∑
j1+···+jn−k≤k−ℓ(α)
n−k∏
i=1
tjii
 sα.
We can interpret each (j1, . . . , jn−k) as a partition fitting inside a (n − k) × (k − ℓ(α)) box, by
letting ji be the number of rows of length ji (and by letting (j1, . . . , jn−k) run we obtain all such
partitions). Now, the size of the corresponding partition is equal to j1 +2j2 + . . .+ (n− k)jn−k so
setting ti = q
i yields∑
α|=n
qmaj(α)
∑
λ∈(n−k)×(k−ℓ(α))
q|λ|sα =
∑
α|=n
qmaj(α)
(
n− ℓ(α)
k − ℓ(α)
)
q
sα
using the fact that
∑
λ∈a×b q
|λ| =
(
a+b
b
)
q
. Note that this is indeed the expression for grFrob(Sn,k; q).

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Remark 5.2. The Frobenius character map has an analogue for Gn as well [2, Section 2.4]. The
proofs in Section 4 show that Rn,k and Sn,k are a refined version of the graded Gn-modules Rn,k
and Sn,k, in the sense that
grFrob(Rn,k; q, q
2, . . . , qn) = grFrob(Rn,k; q);
grFrob(Sn,k; q, q
2, . . . , qn) = grFrob(Sn,k; q),
of which we just explicitly handled the case (Sn,k, Sn,k) for r = 1. By finding the graded Frobenius
image of C[B∗n] as a Gn-module and factoring out
∏n
i=1(1+x
r
i +x
2r
i + . . .) one can obtain a similar
result for general r. Because of the relative importance of the Sn case over the case for general Gn
we decided to only prove the result in the setting of the symmetric group and leave the details for
general r to the interested reader.
6. Conclusion
In this paper we studied quotients Rn,k and Sn,k of C[yS ] that generalize the coinvariant algebra
attached to the complex reflection group Gn. Furthermore, we studied bases of these rings that are
naturally indexed by the set Fn,k of k-dimensional faces in the Coxeter complex attached to Gn
and by the set of r-colored ordered set partitions with k parts respectively.
When k = n, these basis elements bg of the coinvariant algebra are indexed by r-colored per-
mutations g of [n]. These basis elements have the property that deg(bg) = rdes(g) + cn (where
cn is the color of the last element of the permutation) and d˜eg(bg) = maj(g), where d˜eg(y) is the
degree of a monomial in C[yS ] if each variable has degree d˜eg(yS) = |S|. For general k, and σ an
r-colored ordered set partition with k parts, the associated basis element bσ has the property that
d˜eg(bσ) = comaj(σ). Therefore, it algebraically makes sense to define a descent statistic on OPn,k
by des(σ) = ⌊deg(bg)/r⌋. This raises the following question.
Problem 6.1. Find a combinatorial interpretation for this descent statistic, or possibly a comple-
mentary ascent statistic defined via either asc(σ) = (k − 1)− des(σ) or asc(σ) = (n− 1)− des(σ).
Another question that remains unanswered is the analogue of a question asked by Chan and
Rhoades [2, Problem 7.1], namely how to generalize this to arbitrary complex reflection groups
W ⊆ GLn(C). Just as for r > 1 the combinatorics of our quotient Rn,k is controlled by the k-
dimensional faces of the Coxeter complex attached to Gn, one might wonder whether the following
exists.
Problem 6.2. For any complex reflection group W ⊆ GLn(C) and any 0 ≤ k ≤ n find a quotient
RW,k of C[yS ] whose combinatorics is controlled by the k-dimensional faces of something resembling
a Coxeter complex attached to W .
One might hope that answering this question would answer the question posed by Chan and
Rhoades, by trying to push RW,k forward using the transfer map ϕ.
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