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В настоящее время очень распространены системы автодополне-
ния. Они предлагают пользователям варианты продолжения введен-
ного ими начала некоторого текста и тем самым делают ввод тек-
ста более удобным и быстрым. Повсеместно встречается автодопол-
нение текстов на естественном языке (например, в поисковых систе-
мах [46], в клавиатурах мобильных устройств [25] или в почтовом сер-
висе Gmail [28]), также многие современные интегрированные среды
разработки (Integrated Development Environment, IDE) поддерживают
автодополнение кода: этот инструмент часто используется и полезен
для разработчиков [42, 57].
Часто разработчики пишут не только программный код, но и неболь-
шие тексты на естественном языке — в основном это некоторые пояс-
нения, направленные на то, чтобы облегчить сопровождение программ.
Так, в системах контроля версий (например, git1), использующихся при
разработке многих программных проектов, есть возможность при вне-
сении изменений (коммите) оставить сообщение, поясняющее, что из-
менилось или зачем.
Недавно в плагине Grazie2 для среды разработки IntelliJ IDEA по-
явилась функциональность автодополнения сообщений к коммитам.
Плагин Grazie направлен в первую очередь на работу с естественным
языком: в нем учитываются особенности стиля письма каждого пользо-
вателя, но не используется информация о внесенных в коммитах изме-
нениях. Сообщения к коммитам обычно связаны с внесенными измене-
ниями, поэтому такая информация может быть важна для их автодо-
полнения, а её отсутствие может приводить к более плохому качеству.
Задача автодополнения сообщений к коммитам на основе специфич-
ной для коммитов информации не встречается в литературе, но при
этом активно исследуется задача автоматической генерации таких со-
общений [32, 27, 43, 18]. Эти задачи очень близки и отличаются только
1git: https://git-scm.com/ (дата обращения: 10.05.2021)
2Grazie: https://plugins.jetbrains.com/plugin/16136-grazie-professional (дата обращения:
10.05.2021)
4
тем, что при автодополнении есть введенный пользователем префикс
сообщения, а автоматическая генерация предполагает построение це-
лого сообщения. Для решения этих задач обычно используются иден-
тичные методы, поэтому многие подходы для автоматической генера-
ции сообщений к коммитам на основе изменений хорошо подойдут для
использования в системе автодополнения.
В данной работе предлагается улучшить существующую в IntelliJ
IDEA систему автодополнения сообщений к коммитам с помощью адап-
тации и улучшения методов для автоматической генерации. В дальней-
шем предложенный метод можно будет встроить в плагин Grazie для
IntelliJ IDEA.
Постановка задачи
Целью данной работы является улучшение существующей систе-
мы автодополнения сообщений к коммитам в среде разработки IntelliJ
IDEA. Для достижения этой цели были сформулированы следующие
задачи.
• Провести обзор систем автодополнения, методов для задачи гене-
рации сообщений к коммитам и открытых наборов данных, под-
ходящих для обучения методов автодополнения сообщений к ком-
митам на основе изменений.
• Воспроизвести лучший на данный момент подход к генерации со-
общений к коммитам, адаптировать его для задачи автодополне-
ния.
• Предложить улучшения к методу автодополнения сообщений к
коммитам на основе изменений.
• Провести апробацию предложенного метода в сравнении с суще-
ствующей в среде разработки IntelliJ IDEA системой и с методом,
основанным на лучшем на данный момент подходе для автомати-
ческой генерации.
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1. Обзор предметной области
1.1. Системы автодополнения
В общем виде задача автодополнения заключается в том, чтобы
предсказать следующую часть текста на основе его начала и, возможно,
какой-либо ещё дополнительной информации (контекста).
И контекст, и следующая часть текста обычно представлены в виде
последовательностей некоторых токенов. В случае текстов на естествен-
ном языке это могут быть символы, слова или части слов, в случае
программного кода также возможны различные варианты на основе
абстрактных синтаксических деревьев или другой структурной инфор-
мации.
Рассмотрим несколько распространенных подходов к автодополне-
нию в целом, а также существующую систему автодополнения сообще-




В части работ по автодополнению используется следующий подход:
строить на основе контекста список кандидатов для следующей части
текста и некоторым образом ранжировать его, предлагая пользователю
несколько наиболее подходящих вариантов.
Обычно кандидатами считаются все возможные варианты продол-
жения текста из некоторого множества, например, во многих работах
по автодополнению запросов (query autocompletion) кандидаты выби-
раются из истории запросов для поисковой системы [7], а в работах по
автодополнению кода — из множества корректных идентификаторов,
полученного с помощью инструментов статического анализа [24].
Один из самых простых методов ранжирования заключается в том,
чтобы сортировать кандидатов по частоте появления в истории исполь-
зования системы автодополнения [7], он называется MostPopularComple-
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tion. Также распространен подход к ранжированию, идейно близкий к
методу k ближайших соседей: контекст и кандидаты некоторым обра-
зом представляются в виде векторов, затем кандидаты сортируются по
значениям некоторой функции расстояния между ними и контекстом.
В ранних работах для построения векторных представлений из дан-
ных извлекались вручную выбранные признаки, основанные на частоте
появления в истории [7], времени [12], информации о пользователе [39],
или, в случае автодополнения кода, на специфичной для кода информа-
ции [9]. В одной из новых работ [24] используются современные методы
построения векторных представлений из области естественного языка,
не требующие ручного выбора признаков.
Системы автодополнения, основанные на данном подходе, могут быть
достаточно эффективными, но предлагаемые ими варианты для сле-
дующей части текста ограничены списком кандидатов. Такие системы
обычно используются для автодополнения небольших последователь-
ностей, например, окончания запроса в поисковой системе или следую-
щего уникального идентификатора (имени переменной, метода и др.) в
программном коде.
Генерация с помощью языкового моделирования
Рассмотрим еще один часто встречающийся подход к автодополне-
нию. Можно построить некоторую функцию, приближающую распре-
деление следующей части текста на основе контекста (см. Формулу 1),
и использовать её для генерации.
M(c0, . . . , cT ,Θ) ≈ p(m0, . . . ,mN | c0, . . . , cT ), (1)
где p(m0, . . . ,mN | c0, . . . , cT ) — распределение следующей части текста
на основе контекста, m0, . . . ,mN — последовательность токенов в следу-
ющей части текста, c0, . . . , cT — последовательность токенов в контек-
сте, M — функция, приближающая распределение, Θ — её настраивае-
мые параметры.
Сделав распространенное предположение, что вероятность токена
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зависит только от конкретного количества предыдущих токенов [31],
придем к равенству из Формулы 2.
p(m0, . . . ,mN | c0, . . . , cT ) =
n∏
i=1
p(mi | c0, . . . , cT ,m0, . . . ,mi−1) (2)
Настройка параметров такой функции проводится путем миними-









где p̂i — предсказанная функцией M вероятность появления на i-той
позиции истинного токена mi, Θ — настраиваемые параметры M .
В области обработки естественного языка (Natural Language
Processing, NLP) задача приближения распределения последовательно-
стей токенов встречается очень часто [33] и называется языковым мо-
делированием. Для генеративных задач, к которым можно отнести и
данный подход к автодополнению, обычно используются авторегресси-
онные языковые модели [30, 35, 34] — языковые модели, в которых при
предсказании вероятности каждого токена учитываются только преды-
дущие токены, как в Формуле 2.
Данный подход обычно требует бо́льших вычислительных затрат,
чем ранжирование, но основанные на нем системы автодополнения спо-
собны генерировать произвольные последовательности токенов из име-
ющегося словаря, что особенно ценно для автодополнения более длин-
ных последовательностей, к которым иногда можно отнести и сообще-
ния к коммитам.
Нейронные сети для языкового моделирования
В настоящее время чаще всего в качестве языковых моделей приме-
няются нейронные сети, поэтому рассмотрим две наиболее популярные
архитектуры.
Рекуррентные нейронные сети (recurrent neural network,
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RNN) — разновидность нейронных сетей, направленная на обработку
данных, представленных в виде последовательности, и хорошо подхо-
дящая для задачи языкового моделирования.
Эта архитектура проходит по входным данным последовательно и
на каждом шаге выполняет вычисления над текущим токеном и соб-
ственным скрытым состоянияем (hidden state). В классическом вариан-
те RNN [50] вычисления на каждом шаге представляют собой линейное
преобразование входных данных, к результату которого применяется
нелинейная функция активации (см. Формулу 4).
ht = σ(ht−1 ·Wh + xt ·Wx) (4)
Здесь ht — скрытое состояние сети на шаге t, xt — t-тый элемент входной
последовательности, Wh и Wt — настраиваемые параметры, σ — некото-
рая нелинейная функция, часто используется tanh или логистическая
функция.
Результат этих вычислений становится новым значением скрытого
состояния и используется для обработки следующих элементов после-
довательности, а также может использоваться как выходное значение
для данного шага, над котором можно производить дальнейшие вычис-















Рис. 1: Схема применения рекуррентной нейронной сети для обработ-
ки последовательности данных. Здесь A — функция, вычисляемая над
входными данными, xt — t-тый элемент входной последовательности,
ht — скрытое состояние на шаге t.
Для оптимизации параметров нейронных сетей почти всегда ис-
пользуются методы на основе градиентного спуска. Вид вычислений
(см. Формулу 4) в классических RNN приводит к проблемам затуха-
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ющих (слишком маленьких) или взрывающихся (слишком больших)
градиентов, из-за этого они не очень хорошо обрабатывают долгосроч-
ные зависимости [29]. Существуют модификации, не обладающие этим
недостатком: управляемые рекуррентные блоки (Gated Recurrent Unit,
GRU) [36] и долгая краткосрочная память (Long Short-Term Memory,
LSTM) [29].
Рекуррентные нейронные сети и их модификации используются как
при автодополнении текстов на естественном языке [28, 45, 49], так и
при автодополнении кода [14, 48].
В большинстве работ рассматриваются одиночные нейронные сети,
но встречается [28] и архитектура кодировщик-декодировщик (encoder-
decoder) [37], состоящая из двух нейронных сетей: первая из них (коди-
ровщик) используется для получения векторного представления вход-
ной последовательности, вторая (декодировщик) — для генерации вы-
ходной последовательности токенов на основе этого векторного пред-
ставления.
У рекуррентных нейронных сетей есть важный недостаток: так как
их архитектура предполагает последовательную обработку данных, рас-
параллеливать вычисления по входным последовательностям затрудни-
тельно. На данный момент распространена другая архитектура,
Transformer, не основанная на рекуррентном подходе.
Архитектура Transformer [2] состоит из кодировщика и декоди-
ровщика. При этом и кодировщик, и декодировщик содержат толь-
ко слои, основанные на механизме внимания [5], полносвязные слои
и несколько дополнительных операций. Такой подход позволяет эф-
фективно распараллеливать вычисления, тем самым ускоряя обучение
моделей, а также показывает лучшие результаты для многих задач из
области обработки естественного языка.
Кодировщик и декодировщик в архитектуре Transformer похожи, но
отличаются способом вычисления механизма внимания: в кодировщике
при подсчете результата для каждого входного элемента учитываются
все остальные токены последовательности, а в декодировщике — толь-
ко идущие до него (см. Рис 2). Также в декодировщике присутствуют
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дополнительные слои, обрабатывающие выход кодировщика.
z1 z2 zNz0









Рис. 2: Схема применения кодировщика и декодировщика архитекту-
ры Transformer для обработки последовательности данных. Здесь xt —
t-тый элемент входной последовательности, zt — результат применения
механизма внимания, соответствующий t-тому элементу входной после-
довательности.
Таким образом, именно декодировщик из архитектуры Transformer
является авторегресионной языковой моделью. Часто его применяют
отдельно, в таком случае при обработке каждого токена учитываются
только предыдущие токены последовательности. Например, основан-
ные на декодировщике архитектуры Transformer и предобученные на
больших наборах данных из открытых источников модели GPT, GPT-
2 и GPT-3 показывают очень хорошее качество генерации [30, 35, 34].
В работах по автодополнению встречаются как полноценные кодиров-
щик-декодировщик модели Transformer [28, 15], так и модели, основан-
ные на декодировщике из этой архитектуры [28, 31].
1.1.2. Метрики для оценки качества
Для оценки систем автодополнения обычно применяются метрики
качества предсказания следующего токена. Среди них наиболее попу-
лярны следующие:
• Accuracy@K (Точность)
Эта метрика подсчитывает, для какой части токенов выходной
последовательности среди K предсказанных системой вариантов
11





[reali ∈ {predi1, . . . , prediK}]
Здесь N — количество токенов в выходной последовательности,
reali — настоящий токен для i-той позиции, predij — j-тый пред-
сказанный токен для i-той позиции.
• MRR@K (Mean Reciprocal Rank — среднеобратный ранг)
Эта метрика позволяет учитывать, на какой позиции среди K
предсказанных системой вариантов с наибольшей вероятностью










, если reali ∈ {predi1, . . . , prediK}
0, иначе
Здесь N — количество токенов в выходной последовательности,
reali — настоящий токен для i-той позиции, predij — j-тый пред-
сказанный токен для i-той позиции.
1.1.3. Система автодополнения сообщений к коммитам в IntelliJ
IDEA
Существующая в среде разработки IntelliJ IDEA система автодопол-
нения сообщений к коммитам представлена в плагине Grazie3.
В Grazie для решения этой задачи используется авторегресионная
языковая модель distilGPT-24. distilGPT-2 представляет собой умень-
шенную версию модели GPT-2 [35], основанной на декодировщике ар-
хитектуры Transformer. Она специальным образом обучена на большом
3Grazie: https://plugins.jetbrains.com/plugin/16136-grazie-professional (дата обращения:
10.05.2021)
4Веса и описание distilGPT-2: https://huggingface.co/distilgpt2 (дата обращения: 10.05.2021)
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неразмеченном наборе данных на английском языке с использованием
оригинальной GPT-2 [20].
Входными данными для языковой модели являются история сооб-
щений от того же пользователя и префикс текущего сообщения. На
основе этого она возвращает несколько наиболее вероятных вариантов
продолжения текущего сообщения (см. Рис 3).










Рис. 3: Подход для автодополнения сооб-
щений к коммитам в плагине Grazie.
1.2. Автоматическая генерация сообщений к комми-
там
Рассмотрим существующие подходы к автоматической генерации
сообщений к коммитам, чтобы выбрать лучший метод, который легко
адаптировать под задачу автодополнения.
1.2.1. Методы
Ручное задание шаблонов
Ранние работы были направлены в первую очередь на генерацию
сообщений с информацией о том, что изменилось. Большинство из них
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использовали для генерации предварительно заданные наборы правил.
Для извлечения изменений кода было предложено несколько способов,
связанных с определением различий в AST. Примерами таких работ
являются DeltaDoc [10] и ChangeScribe [13].
Данный подход позволяет развернуто описать, что и где изменилось
в коде. Тем не менее, большие сообщения, сгенерированные по шабло-
ну, не всегда удобны, в них обычно нет информации о том, почему
было сделано изменение, и для задачи автодополнения этот подход не
подходит.
Языковые модели
В дальнейшем появились работы, изучающих применение языковых
моделей для задачи автоматической генерации сообщений к коммитам.
Большинство исследователей относят её к задачам «последователь-
ность-последовательность» (sequence-to-sequence) и используют для её
решения архитектуру кодировщик-декодировщик [37]: входными дан-
ными для кодировщика является последовательность токенов из вне-
сенных в коммите изменений, на выходе декодировщик генерирует по-
следовательность токенов из сообщения к коммиту.
В такой постановке задача автоматической генерации практически
не отличается от задачи автодополнения. Обучение (настройка пара-
метров) проводится точно так же с использованием кросс-энтропийной
функции потерь (см. Формулу 3), при оценке качества вместо генера-
ции последовательности с нуля используется префикс (см. Рис 4).
В нескольких исследованиях по автоматической генерации сообще-
ний к коммитам в качестве языковых моделей применялись рекуррент-
ные нейронные сети. Так, в одной из первых работ с таким подходом [32]
была рассмотрена архитектура кодировщик-декодировщик с LSTM и
механизмом внимания [5]. Предложенный подход был назван NMT, так
как авторы основывались на идеях из области нейронного машинного
перевода (Neural Machine Translation, NMT).
В последующей работе [27] обратили внимание, что в программ-
































следующей позиции для всех
токенов из словаря
(b) Автодополнение сообщений к коммитам
Рис. 4: Схема обучения и оценки качества двух приложений основан-
ного на изменениях метода.
∗ При обучении указанные действия проводятся для каждой позиции
выходной последовательности (сообщения).
тодов, имена переменных и классов), и использовали сеть указатель-
генератор (pointer-generator network) [53]: модификацию encoder-decoder
LSTM, позволяющую не добавлять все редко встречающиеся токены в
словарь и тем самым улучшить способность к обобщению. Предложен-
ный подход был назван PtrGNCMsg.
В одном из последних исследований вместо рекуррентных нейрон-
ных сетей была опробована архитектура Transformer [18]. Также в дан-
ной работе было предложено особым способом предобучать модель на
неразмеченных данных перед обучением для генерации сообщений. Обе
идеи помогли улучшить качество генерации по сравнению с преды-
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дущими работами на основе RNN. Предложенный подход был назван
CoreGen.
Метод k ближайших соседей
Метод k ближайших соседей заключается в том, чтобы для каждого
нового примера находить k наиболее близких примеров из обучающей
выборки и агрегировать их значения целевой переменной для получе-
ния возвращаемого значения.
Этот подход был предложен для задачи автоматической генерации
сообщений к коммитам в работе [43]: после анализа результата и дан-
ных из работы NMT [32] авторы обратили внимание, что в большинстве
случаев, когда их модель генерирует сообщения, отмеченные эксперта-
ми как «хорошие», в обучающей выборке присутствуют очень похожие
примеры. Предложенный подход был назван NNGen.
В приложении для задачи автоматической генерации сообщений к
коммитам алгоритм выглядит так: изменения некоторым способом пред-
ставляются в виде векторов, для каждого нового примера ищется k
наиболее близких по косинусному расстоянию между векторными пред-
ставлениями изменений примеров из обучающей выборки, из них вы-
бирается пример с наибольшим значением метрики BLEU-4 [4] между
исходными текстовыми представлениями изменений, как результат воз-
вращается сообщение от него.
В работе NNGen для построения векторных представлений измене-
ний использовался очень простой метод — мешок слов (bag-of-words).
Существует также исследование CC2Vec [11], где для построения век-
торного представления изменений предлагается новый метод, учитыва-
ющий их структуру.
Данный подход достаточно прост и, если использовать мешок слов
или другие готовые методы для построения векторных представлений,
вообще не требует временных и вычислительных затрат на обучение.
Тем не менее, он обладает несколькими недостатками: во-первых, ве-
лика вероятность, что уникальные идентификаторы из программного
кода (например, названия методов, имена переменных и классов) для
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нового примера будут отличаться от уже существующих, во-вторых,
качество метода ближайших соседей сильно зависит от обучающей вы-
борки, он не способен производить хорошие сообщения, если в ней не
было похожих. Также его не так просто адаптировать под задачу авто-
дополнения, так как необходимо учитывать не только внесенные изме-
нения, но и введённый пользователем префикс.
1.2.2. Открытые наборы данных
Многие исследования основаны на открытом наборе данных5 из ра-
боты из работы NMT [32]. Данные представляют собой пары изменений
(выводов команды git diff) из коммитов и сообщений к ним. Допол-
нительной метаинформации (например, об авторе, дате и репозитории
коммитов) в опубликованной отфильтрованной версии нет.
Авторы работы NMT собрали данные о коммитах из 1000 откры-
тых Java репозиториев с GitHub с наибольшим количеством звезд. Пе-
ред дальнейшей работой они также тщательно отфильтровали данные.
Кратко опишем процесс фильтрации.
1. Из сообщений к коммитам удаляются все предложения после пер-
вого.
2. Из сообщений к коммитам и изменений в коде удаляются уникаль-
ные идентификаторы (номер issue, хэш коммита).
3. Отбрасываются коммиты, в которых происходит слияние веток
(merge) или отмена внесенных ранее изменений (rollback).
4. Отбрасываются коммиты, количество токенов в изменениях или
сообщениях которых превосходит следующие значения:
• 100 токенов для изменений;
• 30 токенов для сообщений.
5NMT (Jiang et al.) online appendix: ссылка (дата обращения: 10.05.2021)
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5. Отбрасываются коммиты, сообщения в которых не содержат грам-
матической структуры глагол-прямое дополнение (Verb-Direct
Object). Пример предложения с такой грамматической структу-
рой: Remove redundant commands in travis config.
Пример предложения с отличающейся грамматической структу-
рой: When INFO_FORMAT_CHANGED event comes in before the
renderer was initialized, go back to read from source again.
Авторы работы NNGen [43] сообщили, что в наборе данных из иссле-
дования NMT осталось около 16% плохих примеров: сгенерированных
специальными программами или просто неинформативных сообщений.
Они отбросили такие примеры и опубликовали еще более отфильтро-
ванную версию датасета6.
Дальнейшие работы используют в основном набор данных из ра-
боты NNGen, поэтому приведем краткую статистику именно по этому
датасету.
Раздел датасета Количество примеров
Обучающая выборка 22 112
Валидационная выборка 2 511
Тестовая выборка 2 521
Всего 27 144
Таблица 1: Количество примеров в датасете из работы NNGen [43]
Статистика по количеству токенов В изменениях В сообщениях
Среднее значение 68 7
Стандартное отклонение 22 4
Медиана 75 6
Таблица 2: Статистика по количеству токенов в датасете из работы
NNGen [43]. Токенизация проводилась по пробелам.
6NNGen (Liu et al.) online appendix: ссылка (дата обращения: 10.05.2021)
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1.2.3. Метрики оценки качества
Для оценки качества автоматической генерации сообщений к ком-
митам используются метрики из области нейронного машинного пе-
ревода, оценивающие «близость» кандидата (машинного перевода) к
одному или нескольким заданным эталонам (переводам, выполненным
человеком-экспертом). Среди них наиболее популярны следующие:
1. BLEU (BiLingual Evaluation Understudy) [4].
Для вычисления BLEU cначала для каждого n подсчитывает-











Здесь {candidates} — множество кандидатов для всех тестовых
примеров, n-gram — N -грамма (последовательность из n токенов),
count(n-gram) — сколько раз N -грамма n-gram встречается в кан-
дидате c, ref_count(n-gram) — максимальное количество раз, ко-
торое N -грамма n-gram встречается в каком-либо из эталонов.






Для одного примера оно представляет собой отношение количе-
ства совпадений N -грамм кандидата и эталона к количеству N -
грамм в кандидате.
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Итоговое значение метрики получается следующим образом:





1, если c > re(1−r/c), если r > c
r — сумма длин эталонов
c — сумма длин кандидатов
(7)
Часто используется BLEU-4, то есть вариант, где при подсчете
метрики учитывается количество совпадений между n-граммами
для n = 1, 2, 3, 4.
2. ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [40].
ROUGE представляет собой набор метрик для оценивания каче-
ства генерации текста и машинного перевода. Обратим внимание
на часть из них:
• ROUGE-N
Данная метрика, в отличие от BLEU, основана не на точ-






Для вычисления ROUGE-N подсчитывается отношение ко-
личества совпадений N -грамм кандидата и эталона к коли-
честву N -грамм в эталонах.
• ROUGE-L
Данная метрика основана на наибольшей общей подпоследо-
вательности (Longest Common Subsequence, LCS) и F-мере —
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еще одной метрике для бинарной классификации:
Fβ = (1 + β
2) · Precision ·Recall
(β2 · Precision) +Recall
(9)











(1 + β2) · PLCS ·RLCS
RLCS + β2 · PLCS
(12)
Здесь X — эталонное предложение, Y — кандидат.
3. METEOR (Metric for Evaluation of Translation with Explicit ORde-
ring) [6].
В данной метрике в отличие от предыдущих, где учитывается
только точное совпадение между словами в n-граммах, учиты-
ваются также совпадения основ слов и синонимы. Для сравнения
униграмм в эталоне и кандидате считаются и полнота, и точность,
затем они комбинируются, используя формулу F3-меры:
F3 = (1+3
2)· Precision ·Recall
(32 · Precision) +Recall
=
10 · Precision ·Recall
Recall + 9 · Precision
(13)
Чтобы учитывать более длинные совпадения, F3 мера умножается
на специально заданный штраф.
1.2.4. Сравнение методов
Сравнение рассмотренных выше методов приведено в Таб. 3. Здесь
NMT — кодировщик-декодировщик с LSTM и механизмом внимания
из работы [32], PtrGNCMsg — сеть указатель-генератор [27], NNGen —
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метод k ближайших соседей [43], CoreGen II — Transformer без предобу-
чения [18], CoreGen — Transformer с предобучением [18].
Модель BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L METEOR
NMT 14.17 21.29 12.19 20.85 12.99
PtrGNCMsg 9.78 23.66 9.61 23.67 11.41
NNGen 16.43 25.86 15.52 24.46 14.03
CoreGen II 18.74 30.65 18.06 28.86 15.18
CoreGen 21.06 32.87 20.17 30.85 16.53
Таблица 3: Сравнение методов для автоматической генерации сообще-
ний к коммитам на наборе данных из работы NNGen [43] по метрикам
для нейронного машинного перевода (таблица взята из работы [18]).
1.3. Предобученные модели
В области обработки естественного языка в настоящее время рас-
пространены модели, основанные на архитектуре Transformer, обучение
которых предполагает две стадии:
1. Предобучение на большом неразмеченном наборе данных.
2. Дообучение под конкретную задачу на небольшом размеченном
наборе данных.
Большу́ю роль в этом сыграла модель BERT [3], основанная на ко-
дировщике архитектуры Transformer. Для неё существует множество
модификаций (например, RoBERTa [51], StructBERT [56], ALBERT [1]),
которые и сейчас показывают очень хорошее качество для нескольких
решаемых в NLP задач. Также существует несколько работ, исследу-
ющих обучение модели BERT на исходном коде [22, 38, 16]. При по-
следующем применении к различным задачам, связанных с исходным
кодом, такие модели показывают неплохие результаты. Например, в
работе CodeBERT [16] модель RoBERTa [51] предобучают на большом
датасете с примерами на нескольких языках программирования (Ruby,
Javascript, Go, Python, Java, PHP). Авторы подают на вход модели как
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пары естественный язык-исходный код (natural language-programming
language, NL-PL), так и только исходный код. При этом используется
специальная целевая функция.
Помимо BERT и ее различных модификаций подобным образом
применяются также модели от OpenAI, основанные на декодировщи-
ке архитектуры Transformer: GPT, GPT-2, GPT-3 [30, 35, 34]. В случае
этих моделей часто можно и без дообучения под конкретную задачу
получить очень хорошее качество генерации.
Для автоматической генерации сообщений к коммитам с помощью
языковых моделей в большинстве работ используется архитектура
кодировщик-декодировщик. Исследования по предобучению целых
кодировщик-декодировщик моделей Transformer на больших датасетах
с программным кодом начали появляться только в 2021 году, и на дан-
ный момент нет завершенных работ с опубликованными предобучен-
ными весами [61, 58, 17].
Обычно предобученные модели, основанные на кодировщике или де-
кодировщике, применяются сами по себе, но существует исследование,
в котором подробно обозревается, как инициализация кодировщика или
декодировщика целой модели Transformer весами различных предобу-
ченных моделей (BERT, RoBERTa, GPT-2) влияет на качество [52].
Авторы сообщают, что таким образом для нескольких задач из обла-
сти NLP можно добиться лучшего качества, чем при обучении модели
Transformer с нуля.
1.4. Выводы
Лучшим на данный момент методом для автоматической генерации
сообщений к коммитам является модель CoreGen архитектуры
Transformer [18]. Архитектура Transformer используется и в системах
автодополнения, таким образом, хорошо подходит для нашей задачи,
поэтому в данной работе будут рассмотрены методы на основе этой
архитектуры.
Предложенная авторами CoreGen целевая функция для предобуче-
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ния позволяет улучшить качество, но, во-первых, весов предобученной
модели из этой работы нет в открытом доступе, а во-вторых, авторы
явно различают обычные изменения и изменения бинарных файлов (ко-
торые выглядят следующим образом: Binary files x and y differ),
что для простоты задачи на данном этапе можно опустить. В качестве
альтернативы предлагается рассмотреть несколько доступных моделей,
предобученных с более общей целевой функцией, но на гораздо бо́ль-
шем количестве данных.
Стоит заметить, что в существующих работах по автоматической
генерации сообщений к коммитам для обучения и оценки качества чаще
всего используется набор данных из работы NMT [32] или его более
отфильтрованная версия из работы NNGen [43]. У этого набора данных
есть несколько ограничений:
1. Набор данных содержит всего около 30 тысяч примеров.
В области обработки естественного языка для обучения моделей
архитектуры Transformer обычно используется гораздо большее
количество данных: например, популярные датасеты для нейрон-
ного машинного перевода WMT 2014 English-German и WMT 2014
English-French [26] состоят из 4.5 миллионов и 36 миллионов при-
меров соответственно.
2. Ограничения по максимальному количеству токенов и в измене-
ниях, и в сообщениях в наборе данных достаточно небольшие: 100
и 30 токенов соответственно.
При реальном использовании систем контроля версий в одном
коммите может быть внесено много изменений, что приведет к
длинному выводу команды git diff. Сама по себе архитектура
Transformer способна обрабатывать и более длинные последова-
тельности, типичные ограничения по количеству токенов для неё
составляют 512 или 1024 токена [2]. Но обученная только на корот-
ких последовательностях модель, скорее всего, не очень хорошо
покажет себя при обработке более длинных.
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3. Сообщения в наборе данных имеют единообразную грамматиче-
скую структуру.
Одной из причин авторов работы NMT [32] для фильтрации сооб-
щений к коммитам по грамматической структуре стало большое
количество разных стилей письма в открытых источниках — при
обучении на разнородных данных качество их метода могло ухуд-
шиться.
Альтернативой приведению всех сообщений к одной грамматиче-
ской структуре может стать подход из плагина Grazie, позволяю-
щий учитывать стиль письма пользователей.
Таким образом, можно выделить следующие направления для улуч-
шения метода автодополнения сообщений к коммитам на основе архи-
тектуры Transformer:
• сбор набора данных, не обладающего ограничениями уже суще-
ствующего;
• использование истории сообщений каждого пользователя в каче-
стве дополнительного контекста при автодополнении;
• использование для инициализации весов моделей, предобученных
на больших наборах данных.
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2. Базовый метод автодополнения на осно-
ве изменений
В данном разделе приведено описание метода автодополнения сооб-
щений к коммитам, полученного прямой адаптацией лучшего подхода
для автоматический генерации.
2.1. Описание метода
В качестве метода для автодополнения сообщения к коммитам на ос-
нове изменений была выбрана языковая модель архитектуры
Transformer, так как она показывает лучшие результаты по автомати-
ческой генерации сообщений к коммитам и легко адаптируется под за-
дачу автодополнения: обучение проводится идентичным способом, от-
личается только процесс оценки качества (см. Рис 4). В частности, для
оценки качества систем автодополнения используются другие метрики
(см. раздел 1.1.2)
Среди доступных открытых наборов данных для обучения был вы-
бран наиболее отфильтрованный датасет из работы NNGen [43]. Более
подробное описание этого набора данных приведено в разделе 1.2.2.
2.2. Инфраструктура для обучения и оценки каче-
ства
Среди фреймворков для работы с нейронными сетями наиболее по-
пулярны TensorFlow [59] и PyTorch [47]. В данной работе для реализа-
ции инфраструктуры для обучения и оценки качества нейронных сетей
был выбран PyTorch как более удобный и простой для понимания.
Также использовалась библиотека PyTorch Lightning [23], позволяю-
щая собрать всю основную логику модели в одном модуле и во многом
автоматизировать её.
Для работы с моделями архитектуры Transformer использовалась
библиотека HuggingFace’s Transformers [60].
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Репозиторий с инфраструктурой находится в открытом доступе7.
2.3. Воспроизведение результатов автоматической ге-
нерации
В рамках данной работы было проведено сравнение качества авто-
матической генерации сообщений к коммитам с моделями из работы
CoreGen [18].
Для обучения модели использовался графический процессор (GPU)
NVIDIA Tesla T4, для оптимизации параметров использовался алго-
ритм AdamW на основе градиентного спуска [41]. Было проведено
несколько экспериментов с разными гиперпараметрами, значения ги-
перпараметров, с которыми реализованная модель показала наилучшее
качество, приведены в Таб. 4.
Информация о проведенных экспериментах доступна в Weights &
Biases [8] проекте8.
Количество слоев в кодировщике 4
Количество слоев в декодировщи-
ке
4





Таблица 4: Основные гиперпараметры обучения модели Transformer
для задачи автоматической генерации.
∗ Коэффициент скорости обучения первые 4000 шагов линейно повы-
шался до значения 0.0001, затем линейно понижался до конца обучения.
Результаты реализованной модели приведены в Таб. 5.
Лучше всего качество у модели CoreGen, которая была дополни-
тельно предобучена с использованием специальной целевой функции.
7Открытый GitHub репозиторий: https://github.com/JetBrains-Research/commit_message_
generation (дата обращения: 10.05.2021)
8Проект Weights & Biases: https://wandb.ai/saridormi/commit_message_generation (дата обра-
щения: 10.05.2021)
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Модель BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L METEOR
CoreGen II 18.74 30.65 18.06 28.86 15.18
CoreGen 21.06 32.87 20.17 30.85 16.53
(наша) Transformer
4+4 18.12 30.28 17.78 29.83 28.43
Таблица 5: Результаты автоматической генерации сообщений к комми-
там на открытом датасете из работы NNGen [43] в сравнении с моделя-
ми из работы CoreGen [18].
Модель CoreGen II, для которой предобучения не приводилось, анало-
гична обученному в рамках данной работы методу. Небольшие разли-
чия в значениях метрик могут быть вызваны тем, что гиперпараметры
при обучении моделей совпадали не полностью. Для дальнейшего при-
менения для задачи автодополнения они не так важны.
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3. Предлагаемые улучшения
В данном разделе приведено описание предлагаемых улучшений к
методу автодополнения сообщений к коммитам, полученному прямой
адаптацией лучшего подхода для автоматический генерации.
3.1. Сбор данных с GitHub
Так как открытый набор данных имеет достаточно много ограни-
чений, для последующих экспериментов предлагается собрать новый
датасет, более реалистичный для рассматриваемого в данной работе
сценария использования.
В качестве источника для сбора данных была выбрана платформа
GitHub9: она содержит большое количество программных проектов с
открытым исходным кодом и часто используется в различных исследо-
ваниях [19].
Выбор репозиториев для сбора данных
Для выбора открытых репозиториев из всех доступных на GitHub
было установлено несколько критериев (см. Таб. 6):
• В качестве основного языка программирования был выбран Java,
так как, во-первых, в дальнейшем метод планируется использо-
вать в IDE IntelliJ IDEA, обычно применяемой для разработки на
Java/Koltin, а во-вторых, в большинстве открытых датасетов так-
же используются примеры на языке Java.
• Чтобы не допустить какого-либо нарушения авторских прав, для
сбора данных были выбраны репозитории с подходящими откры-
тыми лицензиями (Apache 2.0, MIT, BSD 3-Clause).
• Количество звезд — распространенный критерий оценки популяр-
ности при анализе открытых GitHub-репозиториев [21], который
используется для фильтрации нерелевантных проектов.
9GitHub: https://github.com/ (дата обращения: 10.05.2021)
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• Критерии по количеству коммитов, контрибьюторов и дате созда-
ния репозиториев были установлены с целью оставить проекты с
содержательной и разнообразной историей [21].
Основной язык программирования Java
Лицензия Apache 2.0, MIT, BSD 3-Clause
Количество звезд ≥ 50
Количество коммитов ≥ 1000
Количество контрибьюторов ≥ 10
Как давно создан не менее 2 лет назад
Является ли форком нет
Наличие не-ASCII символы в описании нет
Таблица 6: Критерии для выбора репозиториев
Был собран список удовлетворяющих данным критериям репозито-
риев, для этого использовались инструмент GitHub Search [19] и офи-
циальный GitHub REST API. Затем, чтобы обработать случаи пере-
именования репозиториев и не допустить повторения одного и того же
репозитория несколько раз, из списка были отброшены совпадения по
полному названию (full_name). Итоговое количество репозиториев со-
ставило 995.
Сбор и обработка данных
Для сбора данных использовалась библиотека PyDriller [55].
Из репозиториев из полученного списка были собраны данные обо
всех коммитах, изменения в которых затрагивали .java файлы. Дан-
ные о каждом коммите включают в себя внесенные изменения, сообще-
ние, имя и адрес электронной почты автора, дату и репозиторий.
Также собранные данные были предобработаны:
1. Для того, чтобы убрать выбросы по количеству измененных фай-
лов и количеству токенов в сообщениях и в изменениях, были от-
брошены примеры со значениями этих признаков, выходящими
за посчитанные по всему набору данных перцентили. Конкретные
перцентили и их значения приведены в Таб. 7.
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Признак Перцентиль Значение
Количество измененных файлов > 95% > 32 файлов
Количество токенов в изменениях < 1% < 73 токенов
Количество токенов в изменениях > 90% > 11 402 токенов
Количество токенов в сообщении < 5% < 3 токенов
Количество токенов в сообщении > 99% > 130 токенов
Таблица 7: Значения перцентилей для нескольких признаков, по кото-
рым отбрасывались примеры
2. Так как в большинстве существующих моделей есть ограничения
по количеству токенов, были отброшены примеры с количеством
токенов в изменениях, большим 2048. Число было выбрано так,
чтобы остались последовательности длиннее типичных для моде-
лей архитектуры Transformer ограничений в 512 или 1024 токенов,
но при этом занимаемая датасетом память сильно уменьшилась.
3. Из изменений и сообщений были удалены уникальные идентифи-
каторы (номер issue, хэш коммита), адреса электронной почты и
ссылки.
4. Набор данных был разделен на обучающую, валидационную и
тестовую выборки следующим образом: дважды случайным об-
разом выбрано по 10 репозиториев, примеры из них отнесены к
валидационной и тестовой выборкам, все примеры из оставших-
ся репозиториев — к обучающей. Также из обучающей выборки
были отброшены примеры от авторов, примеры от которых при-
сутствуют в валидационной или в тестовой.
5. Чтобы не допустить совпадений между обучающей, валидацион-
ной и тестовой выборками, которые могут привести к смещению
метрик качества моделей, с помощью инструмента SourcererCC [54]
была проведена дедупликация по изменениям и по сообщениям
(всего отброшено 169 947 клонов).
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Сравнение с существующим открытым набором данных
В Таб. 8 приведена статистика по собранному датасету в сравнении
с открытым датасетом из работы NNGen [43].
Собранный датасет Датасет NNGen
Дата сбора данных март 2021 сентябрь 2016
Количество репозиториев 995 1 000
Количество примеров (всего) 1 264 851 27 144
Количество примеров (в обу-
чающей выборке)
1 228 239 22 112
Количество примеров (в вали-
дационной выборке)
24 605 2 511
Количество примеров (в те-
стовой выборке)




Среднее количество токенов в
изменениях∗




Среднее количество токенов в
сообщениях∗
17± 19 7± 4
Таблица 8: Статистика по собранному набору данных в сравнении с
открытым набором данных из работы NNGen [43]
∗ токенизация проводилась по пробелам
Данные собирались из практически одинакового количества репози-
ториев, но стоит заметить, что и время сбора данных, и критерии, по
которым выбраны репозитории, отличаются: в открытом датасете учи-
тывался только порядок в рейтинге открытых репозиториев на языке
Java по количеству звезд, в данной работе используется несколько кри-
териев, что позволяет более тщательно отобрать источники.
В собранном датасете установлены бо́льшие ограничения по количе-
ству токенов. В результате в собранном датасете гораздо больше при-
меров, а изменения и сообщения в нем в среднем длиннее. Также, в
отличие от открытого датасета, в собранном есть информация о датах
и авторах коммитов и присутствуют сообщения, не имеющие грамма-
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тическую структуру глагол-прямое дополнение. В целом, собранный
набор данных более реалистичен для нашего сценария использования.
3.2. Использование истории сообщений
Так как в собранном наборе данных не проводилось фильтрации по
грамматической структуре сообщений, сообщения от разных авторов
могут существенно отличаться. По внесенным в коммите изменениях
и префиксу сообщения может быть сложно понять, какой стиль пись-
ма обычно предпочитает пользователь, поэтому предлагается адаптиро-
вать идею из плагина Grazie под архитектуру кодировщик-декодировщик:
подавать историю сообщений от того же автора как дополнительный












Рис. 5: Автодополнение сообщений к коммитам с использованием исто-
рии сообщений
3.3. Использование предобученных моделей
Предварительное обучение моделей на большом неразмеченном на-
боре данных позволяет улучшить качество решения многих задач, свя-
занных как с тестами на естественном языке, так и с исходным кодом
программ (см. раздел 1.3).
Специфичная целевая функция, как в работе CoreGen, вероятно,
может лучше подойти для задачи автодополнения сообщений к ком-
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митам, но обученных с ней моделей нет в открытом доступе, а подоб-
ное предобучение требует больших вычислительных ресурсов. В дан-
ной работе предлагается воспользоваться доступными предобученными
моделями для инициализации весов кодировщика или декодировщика
модели Transformer.
Как модель для инициализации весов кодировщика было решено вы-
брать CodeBERT [16]: из доступных на данный момент обученных на
исходном коде моделей на основе BERT только у неё в датасете для пре-
добучения присутствовали примеры на языке программирования Java.
CodeBERT состоит из 12 слоев и может занимать достаточно много
памяти, а также достаточно долго обрабатывать входные данные. Для
будущего использования в плагине к IntelliJ IDEA необходимо иметь
небольшую и быструю модель, поэтому в данной работе рассматрива-
ется также уменьшенная версия, полученная равномерным выбором 6
слоев из 12 слоев исходной модели [44]. В дальнейшем она упоминается
как «smallCodeBERT».
В качестве вариантов для инициализации весов декодировщика бы-
ло решено выбрать модель distilGPT-2, так как она небольшая и пока-
зывают хорошее качество генерации текстов на английском языке.
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4. Эксперименты




Для оценки предложенного в данной работе подхода были постав-
лены следующие вопросы.
1. Каково качество базового метода автодополнения сообщений к
коммитам на основе изменений по сравнению с существующей в
IntelliJ IDEA системой?
2. Как предложенные в данной работе улучшения влияют на каче-
ство базового метода?
3. Каково качество метода автодополнения сообщений к коммитам
на основе изменений с лучшими из предложенных в данной ра-
боте улучшений по сравнению с существующей в IntelliJ IDEA
системой?
Набор данных
Оценка качества проводится на тестовой выборке из собранного с
GitHub набора данных, так как он более реалистичен для нашего сце-
нария использования. Подробное описание этого набора данных приве-
дено в разделе 3.1.
Метрики
Для оценки качества используются метрики Accuracy@1, Accuracy@5
и MRR@5, оценивающие качество предсказания следующего токена для
каждой позиции и часто применяющиеся для оценки систем автодопол-
нения. Их подробное описание приведено в разделе 1.1.2.
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Параметры
Для обучения модели Transformer 4+4 используется 1 графический
процессор (GPU) NVIDIA Tesla T4. Для остальных моделей, обучае-
мых на собранном датасете, используются 8 GPU NVIDIA Tesla V100.
Для оптимизации параметров используется алгоритм AdamW на ос-
нове градиентного спуска [41]. Для всех экспериментов коэффициент
скорости обучения (learning rate) первые 4000 шагов линейно повыша-
ется до значения 0.0001, затем линейно понижается до конца обучения



















(21.8, 22.48) (36.08, 36.79) (27.13, 27.78)
distilGPT-2




(6.88, 7.22) (13.86, 14.32) (9.51, 9.87)
Transformer 4+4
(без истории) (32.95, 33.61) (52.83, 53.54) (40.39, 41.01)
Transformer 4+4












(35.2, 35.87) (54.85, 55.55) (42.65, 43.3)
Таблица 9: Качество автодополнения сообщений к коммитам моделей в
проведенных экспериментах. Все модели, кроме distilGPT-2 (инициали-
зированная предобученными весами) и Transformer 4+4 (базовый, обученный на
открытом датасете), обучены на собранном наборе данных.
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1. Каково качество базового метода автодополнения сооб-
щений к коммитам на основе изменений по сравнению с
существующей в IntelliJ IDEA системой?
Результаты автодополнения сообщений к коммитам базового ме-
тода на основе изменений и модели distilGPT-2 из плагина Grazie
приведены в Таб. 9.
Несмотря на то, что Transformer 4+4 использует информацию о
внесенных в коммитах изменениях и, в отличие от инициализиро-
ванной предобученными весами distilGPT-2, обучается на специ-
фичных для задачи автодополнения сообщений к коммитам дан-
ных, значения метрик у неё гораздо ниже.
Было выдвинуто предположение, что это связано не с плохой ра-
ботой метода, а с сильным отличием открытого набора данных из
работы NNGen [43], на котором была обучена модель Transformer
4+4, от собранного набора данных, на котором проводилось срав-
нение. Для его проверки дополнительно было проведено сравне-
ние качества автодополнение на тестовой выборке из открытого
набора данных из работы NNGen [43]. Результаты приведены в
Таб. 10. Ввиду отсутствия в открытом наборе данных информации
об авторах в качестве контекста для distilGPT-2 использовалась

















(15.48, 16.97) (28.11, 29.86) (20.08, 21.60)
Таблица 10: Качество автодополнения базового метода на основе изме-
нений и модели distilGPT-2 из плагина Grazie на тестовой выборке из
открытого набора данных из работы NNGen [43].
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На открытом датасете качество автодополнения Transformer 4+4
выше, чем у distilGPT-2, так что наше предположение о влиянии
структуры данных на результат работы модели подтвержается.
Но, так как наиболее важным является качество на тестовой вы-
борке из собранного набора данных, можно сделать вывод, что
подход Grazie в данном случае выигрывает.
2. Как предложенные в данной работе улучшения влияют
на качество базового метода?
Результаты автодополнения сообщений к коммитам базового ме-
тода на основе изменений и нескольких вариантов улучшенных
приведены в Таб. 9.
Обученные на собранном наборе данных модели Transformer 4+4
показывают более высокое качество автодополнения, чем модель
идентичной архитектуры, обученная на открытом.
Использование в контексте декодировщика истории сообщений от
того же автора во время обучения позволяет улучшить результаты
для двух архитектур: Transformer 4+4 и CodeBERT (6 слоев) +
distilGPT-2.
В то же время эксперименты с инициализацией весов различными
предобученными моделями в целом показали качество ниже, чем
при обучении модели Transformer 4+4 с нуля. Это может быть
связано с тем, что модель CodeBERT обучалась на программном
коде, а в данной задаче на вход поступают внесенные в коммитах
изменения, формат которых всё же отличается.
3. Каково качество метода автодополнения сообщений к ком-
митам на основе изменений с лучшими из предложенных
в данной работе улучшений по сравнению с существую-
щей в IntelliJ IDEA системой?
Результаты всех экспериментов по автодополнению сообщений к
коммитам приведены в Таб. 9. Лучшие результаты показала мо-
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дель Transformer 4+4, обученная на собранном наборе данных с
использованием истории сообщений.
Чтобы проверить предположение, что изменения — действитель-
но существенная информация для автодополнения сообщений к
коммитам, дополнительно было проведено дообучение distilGPT-
2 на собранном наборе данных. Дообучение на собранном наборе
данных позволяет повысить качество автодополнения сообщений




В рамках данной работы были получены следующие результаты.
1. Проведен обзор предметной области. Описана существующая си-
стема автодополнения для IntelliJ IDEA, распространенные под-
ходы к автодополнению кода и текстов на естественном языке
(ранжирование, языковое моделирование). Рассмотрены методы
(kNN, encoder-decoder RNN, Transformer) и открытые наборы дан-
ных (из работ NMT, NNGen) для автоматической генерации со-
общений к коммитам.
2. Воспроизведены результаты метода для автоматической генера-
ции сообщений к коммитам на основе архитектуры Transformer.
Реализована инфраструктура для обучения и оценки качества мо-
делей для задачи автодополнения сообщений к коммитам (исполь-
зовался язык программирования Python и фреймворк PyTorch),
код находится в открытом доступе10.
3. Создан датасет для экспериментов: с помощью библиотеки
PyDriller собрано 1.3 миллиона коммитов из 995
GitHub-репозиториев на языке Java. Датасет отличается от су-
ществующих наличием информации об авторах коммитов, также
он содержит в 46 раз больше примеров, а среднее количество то-
кенов в изменениях и сообщениях в нем больше в 9 раз и в 2 раза
соответственно11.
4. Проведены эксперименты для оценки качества предложенного в
данной работе метода. По результатам экспериментов предложен-
ный метод на основе архитектуры Transformer достигает значения
метрики MRR@5 45.68, для существующей в IntelliJ IDEA систе-
мы автодополнения сообщений к коммитам значение составляет
27.46. Улучшение статистически значимо.
10Открытый GitHub-репозиторий: https://github.com/JetBrains-Research/commit_message_
generation (дата обращения: 10.05.2021)
11Датасет доступен на Google Диске: ссылка (дата обращения: 10.05.2021)
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