ABSTRACT The path planning for autonomous underwater vehicle in unknown complicated oceanic environment is still a task with challenges up to now. A novel path planning algorithm is proposed to deal with the above problem based on moving objects' motion parameters predication (OMPP). Rapid random search tree algorithm is presented to divide sonar data into segments to obtain separate objects, and virtual centroid is introduced as the replacement of the object in motion parameters' predication. To predict the motion parameters of moving object including velocity and heading angles, an adaptive neuro-fuzzy inference system is adopted. Then, the OMPP algorithm is executed to plan an optimal path, where particle swarm optimization is used to produce temporary waypoints for obstacle avoidance, and a smooth path to destination is automatically produced under the guiding of temporary waypoints and destination. Finally, simulations are conducted in MATLAB soft environment, the results show that the OMPP algorithm is feasible, and the path planned by this algorithm is optimal comparing with other two algorithms.
I. INTRODUCTION
Recently, AUV development technologies attract much attention from both oceanic engineering and control community due to AUV's wide commercial and military applications, such as seabed terrain survey, submarine petroleum pipeline checking, harbor safety detection, ocean resource exploration and exploitation [1] - [4] , and so on.
Path planning as an important research aspect of AUV technologies, involves shortening of voyage, smoothing trajectory, obstacles avoiding, and so on. Currently, plenty of approaches were proposed to plan path for AUV, such as graph search methods, artificial potential field algorithm (APF), intelligent algorithm and evolutional algorithm, etc. Graph search methods such as A * algorithm, D * algorithm, have been employed for path planning, they are suitable for planning paths in known environment, and short of rapidly adapting to dynamic environment [5] , [6] . APF generates safe paths by producing an artificial potential field around the obstacles preventing vehicles from closely approaching [7] , [8] . Although APF is easy to apply to irregular shaped obstacles and dynamic obstacles in unknown environment, it is susceptible to local minima where obstacles are dense distribution [9] . And intelligent algorithms are increasingly adopted in path planning lately, such as Fuzzy algorithm [10] - [12] , neuro-fuzzy algorithm [13] - [15] . Genetic algorithm (GA) [16] and particle swarm optimization (PSO) [17] , [18] are typical evolutional algorithms, GA is a research algorithm, which incorporates survival of the fittest evolutionary, including conventional evolutionary operators such as crossover and mutation, similarly, GA may converge to a suboptimal solution [19] , [20] . PSO is also a parallel random search algorithm, which picks the optimal value from swarm as evolutionary goal in the next iteration, and the search is ended when the iteration number is reached or error satisfies preset desire [21] .
The path planning techniques are promoting with those algorithms improved and new algorithms coming into being. However, most above papers about the path planning are based on the hypotheses that those obstacles are stationary objects or the motion parameters of the obstacles are known in advance. Ni et al. [22] have proposed a real-time path planning algorithm via dynamic bioinspired neural network that needn't to predict dynamic obstacle motion parameter and is easy to implement. Whilst, some details weren't well handled in above work, the kinematic constraints weren't taken into account and the planned path wasn't smooth, either.
The technology of motion parameters prediction for land moving objects is mature, it's not difficult to seek related papers, but the similar technology or paper for underwater moving object is still not available now. The path planning techniques for AUV are confronting some problems, one is that the navigation aid system onboard AUV has a certain error, and this error will accumulate to a large value after long time underwater trip, which makes the known environment information lose accuracy. Secondly, the shapes of objects are irregular, generally, and underwater detection techniques are restricted by multiple factors, it is difficult to precisely predict objects' motion parameters. Moreover, sonar return signals are disturbed by sorts of ocean background noise, which adds the difficulty of objects' motion parameters predication, too.
To address aforementioned issues and design optimal paths for AUV in unknown complex environment, this paper presents a new path planning algorithm OMPP. The concept of OMPP is as below: forward looking sonar (FLV) is adopted to detect unknown environment and tune it into 3D point cloud data, these data are handled to gain separate objects; ANFIS is adopted to predict motion parameters of objects; and PSO is utilized to produce temporary waypoints for obstacle avoidance, then an optimal path is generated under guiding of temporary waypoints and destination. OMPP is a real-time algorithm, it can make rapid response to dynamic environment, in addition, as the motion parameters of moving objects are accurately predicted, the obstacle avoidance trajectory can be planned by PSO in advance, so AUV keeps constant speed over grand (SOG) in whole trip. Furthermore, the planned path is smooth in consideration of AUV turning peculiarity.
The main contributions of this paper are as follows. (1) The virtual centroid is proposed to replace the object in motion parameters predication and calculation method for virtual centroid is design. (2) RRST is presented to rapidly separate objects from the 3D point cloud data. (3) Motion parameters predication for moving objects that is realized by ANFIS, which make it possible to plan a path for AUV in dynamic unknown environment. (4) Path Planning is conducted by combining PSO and waypoint guidance, which simplifies the process of path planning, and produces a smooth path for AUV as well.
The rest of the paper is organized as follows: Section II presents path planning problems description and formulation. Section III presents 3D point cloud data dispose method. Virtual centroid calculation is carried out in section IV. The motion parameters of objects are predicted in Section V. Section VI presents Path planning details. Simulation and discussion are presented in Section VII. Finally, conclusions are drawn in Section VIII.
II. PROBLEMS DESCRIPTION AND FORMULATION

A. KINEMATICS MODEL
In this paper, AUV's propulsion system and maneuvering system are composed of two main propellers, four auxiliary thrusters, a horizontal rudder and a vertical rudder. Main propellers are mounted astern, which provide navigation power (surge), two auxiliary thrusters are transverse layout providing sway power and yaw momentums, the other two auxiliary thrusters are vertical layout providing power for heaving and momentums for pitching. The horizontal rudder is mounted onboard AUV to control pitch angle θ of AUV, and the vertical rudder is use to control yaw angle ψ of AUV. Accordingly, except roll, the other 5 degrees of freedoms such as surge, sway, heave, pitch and yaw are controllable. As the number of independent actuators is fewer than those of freedom, the AUV in the paper belongs to underactuated type.
Two reference coordinates are adopted in this paper, they are inertial frame North-East-Down (NED) coordinate and body-fixed coordinate, which is shown in Figure 1 . According to standard notation motion equations of AUV, linear velocity V = [u, v, w] T , angular velocity ω = [p, q, r] T , and attitude η = [ϕ, θ, ψ] T , six free degrees kinematics model of AUV is described as [23] ,
Where S· denotes sine function, C· denotes cosine function, as the roll movement is uncontrollable for AUV, and the structure of AUV is crosswise symmetrical, then define VOLUME 6, 2018 φ = 0, so formula (1), (2) can be rewritten as:
The auxiliary thrusters are idle when AUV sails at a nominal velocity, without loss of generality, take w = 0, v = 0, then formula (3) is simplified as:
The forward looking sonar(FLS) adopted in this paper is M3 Sonar which is a multi-beam system with both imaging and profiling capabilities made by Kongsberg Mesotech corporation. M3 Sonar provides high-resolution and has four predefined operating modes: imaging, enhanced image quality, remote operated vehicle (ROV) navigation, profiling. As M3 sonar generates 3D point cloud in profiling mode, it operates in this mode in the paper. And major parameters of M3 sonar are designed as follows: the detection range L e = 120 m, detection frequency f = 1 Hz, vertical detection angle is 3 • , horizontal detection angle is 120 • , number of beams is 256. The schematic of M3 sonar is shown in Fig. 2 . The Profiling mode permits the detection data be recorded and exported in several formats, and in this mode the detected environment information can be displayed in sonar view or 3D point cloud, or both. The 3D point cloud shows the seabed or forward profile, 3D point cloud data can be exported to output port, so that third-party software can extract those data for secondary development. Sonar view is a map of the echo return over the scanned area, a sequence of color is used to show the relative strengths of the echo returns. Generally, bright spots indicate a hard, highly reflective surface. Dark spots in the image indicate the areas of low reflectivity [24] .
Hypothesis: Air or gas bubbles in the water or on the transducer face whose interferences on sonar returns can be ignored, and the objects detected by M3 sonar whose surface is regarded as highly reflective surface. According to the parameters of M3, a sonar model is built in this paper. Virtual object's profile is shown in Fig. 3 (a) , and the sonar model tunes it into 3D point cloud which is displayed in Fig. 3 (b) , and the color-bar is use for denoting the distance between sonar and object in x-axis direction.
III. SONAR DATA DISPOSE A. SONAR DATA FILTERING
As many noise signals are mixed in echo, which severely disturbs restoring environment information around AUV, a suitable method must be adopted to filter those noise signals. In general, the intension of the reflect waves from object is stronger than those of background noises. Average intensity filtering method has been presented in [25] , in which the mean intensity I mean of a beam echo returns is calculated, and a constant threshold value h is set, and those echo returns whose intensity are lower than the sum of mean intensity and threshold value is regarded as noise.
Where, I (i,b) is the intensity of ith bin of bth beam, k is the total number of return waves in this beam. Considering the return wave's intensity attenuates in spread process in water, a variable threshold value h t is adopted in this paper, it represented as below.
Where, h 0 is threshold value constant, c is attenuation factor, m is bin number. In Fig. 4 , green curve represents the intensity of sonar return waves in this beam, blue curve represents the mean intensity of those sonar return waves, red curve represents boundary of filtering, and red ''o'' denotes the detected peaks.
B. SONAR DATA SEGMENTING
As those echo returns are discrete points, which can't explicitly reflect the forward road condition, and it's not convenient for them to be used in AUV's avoiding obstacles. A rapid random search tree algorithm (RRST) is presented to process these echo returns. These echo returns are divided into several blocks by RRST, and each block represents a separated object, then these discrete points are classified in several objects, which makes it is possible to predict the objects' motion parameters.
The conception of RRST is as follows: gradient index (GI) and relative deviation factor (RDF) are introduced to guide search direction, and search radius R s is used for limiting largest range of every search. The node whose gradient index is smaller, its gradient is higher, and it has prior search right, and the initial node's gradient index is assigned one. The new node's gradient index is increased in the process of research, and the search progress is ceased when all the largest gradient index nodes don't find a new node in their search range. The relative deviation factor is used for solving the problem when a new node is searched by several nodes possessing same gradient index meantime. gradient indexes according to the relative deviation factor. Those nodes own same gradient index which synchronously search new nodes within their search range, so that multiple parallel searches are carried out. When a new node locates in the intersection area of several same gradient index nodes' search range, that is, the same new node will be possessed by some branches (new node repetition). In this circumstance, the new node should be allocated to the branch whose relative deviation factor is smaller, otherwise, the parallel search branches would intersect with each other, the structure of search tree would turn into network, which complicates the sonar data dispose.
New node's gradient index D n is assigned according to its relative deviation factor d ij ,
Where R s is the search range, ρ ij is the distance between the ith current node and the jth new node. The flowchart of the RRST algorithm is shown in Fig. 6 .
IV. VIRTUAL CENTROID CALCULATION
The information of objects in unknown environment can't be acquired in advance, and therefore virtual centroid is introduced as reference point for dynamic objects' motion parameters predication, and the motion of object is thought as the motion of virtual centroid. The sonar returning data have been handled by aforementioned means, the object's virtual centroid is gained by calculating the centroid of these points included in the same data block.
As the sonar returns only reflect the relative position of FLS and objects, and the position of FLS alters following AUV's motion, the objects' absolute positions in inertial coordinate can't be acquired directly, while they can be obtained by calculating AUV's linear displacement via the kinematics model of AUV. In Fig.7 , O is the position of sonar, and P i is the position of an arbitrary detected point. The sonar returns reflect the relative position between sonar and detected points which are recorded in spherical coordinate format (ρ i , α i , β i ), the distance from sonar to detected point is denoted by ρ i , the horizontal azimuth angle and vertical elevation angle are denoted by α i and β i , respectively. The relative position is transformed to absolute position in Cartesian coordinate
And the relative position deviation between virtual centroid and FLS is represented as
gained from the following formulation:
The position of sonar changes following AUV's motion, the detected point's position must be amended accordingly. The linear displacement of AUV away from the position where FLS first detected the object was denoted by P(t) = [x s , y s , z s ], and it satisfies below formula
Where, T s is sonar's echo update period, n is sonar sampling number. Object's position is expressed by virtual centroid
, which is calculated as below:
A simulation is made in MATLAB to verify if virtual centroid can reflect object's motion. In Fig. 8 , green ''o'' is the moving trajectory of FLS, blue ''♦'' is the moving trajectory of sphere object, and yellow '' * '' is the moving trajectory of virtual centroid. It can be observed from Fig. 8 that the trajectory of virtual centroid reflects sphere object's moving trajectory, although a position deviation exists in them. Therefore the virtual centroid is used for replacement of object in predicting moving objects' motion parameters.
V. OBJECTS' MOTION PARAMETERS PREDICTION A. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM
ANFIS was firstly proposed in 1993, which was a five-layers adaptive inference system combining fuzzy logic system with neural network, and ANFIS was able to precisely match the mapping relation between input variables and output variable with enough training data set (self-learning). In this learning, the inference system is trained by both back propagation and hybrid learning methods aiming at decreasing prediction error, the system ceases the training process when the error is smaller than error tolerance [26] , [27] . ANFIS has strong self-learning ability, it is flexibly implemented in varied of parameters prediction including those of nonlinear systems. So ANFIS is utilized in this paper for foreseeing the motion parameters of objects according to their virtual centroid motion, and those motion parameters are used in path planning for AUV finally. In this paper the ANFIS adopts five-layer Takagi-Sugeno architecture, the structure of ANFIS is shown in Fig. 9 . Layer 1: It's a fuzzification layer where each node represents a membership value to a linguistic term. The fuzzification process is decided by the type and the parameters of membership functions.
Layer 2: very node in this layer denotes a fuzzy rule, outputs the degree of activation of any rule.
Layer 3: Every node in this normalization layer calculates the weights according to the ratio of the ith fuzzy rule's firing strength and the combining of all fuzzy rules' firing strengths, normalizes membership degree of ith rule.
Layer 4: Each node in this layer is an adaptive node, which executes the linear arrangement of system input signals x and y by implying consequent parameters.
Layer 5: De-fuzzification is realized in this layer,
B. MOTION PARAMETERS PREDICTION SYSTEM STRUCTURE
The motion parameters of moving objects are considered constant during sonar's echo period, and the roll angles of moving objects are ignored. The 3D point cloud data gained by sonar model are divided into several blocks by RRST method, each block is corresponding to an object. Calculating the virtual centroid position of every object by combining kinematics of AUV and 3D point cloud data, and the linear displacements of virtual centroid is the inputs of ANFIS1, the linear speed of object v 0 is predicted. Then linear displacement of virtual centroid and the linear speed obtained in above step are set as inputs of ANFIS2, and the attitude angles of moving object including ψ o and θ o are gained respectively, the system structure is shown in Fig.10 . 
C. MOTION PARAMETERS PREDICTION SIMULATION
A simulation experiment is designed to verify the accuracy of motion parameters prediction, a sphere moving object and a cubic moving object are select as test targets, the parameters are set as follows: running time is 10 The parameters of ANFIS1 are designed as follows: number of input variables is 3, member functions are gauss type, number of member functions is [5, 5, 5] , fuzzy rules is 125, nodes is 286, output variable is the linear speed of detected object.
The parameters of ANFIS2 are designed as follows: number of input variables is 4, member functions are gbell type, number of member functions is [4, 4, 4, 4] , fuzzy rules is 256, nodes is 286, output variables is yaw angle or pitch angle.
In the simulation, 50 samples were generated random according to equation 3, the fore 40 samples were select as training samples, others were used to test the predication precision of ANFIS. 20 checking datasets were produced by moving objects and sonar model, iterations were 100, and error tolerance was 0.01. The simulation results indicated the predictions were accurate, and the details are shown in table 1 and table 2.  Table 1 shows the prediction results of sphere object, the arithmetic mean error of linear speed is 0.0144 m/s, and relative mean error of linear speed is 0.54%; the arithmetic mean error of heading angle is 0.0158 rad, and relative mean error of heading angle is 0.18%; the arithmetic mean error of pitch angle is 0.0143 rad, and relative mean error of pitch angle is 2.03%. Table 2 shows the prediction results of cubic object, the arithmetic mean error of linear speed is 0.0125 m/s, and relative mean error of linear speed is 0.37%. The arithmetic mean error of heading angle is 0.0139 rad, and relative mean error of heading angle is 0.44%. The arithmetic mean error of pitch angle is 0.0135 rad, and relative mean error of pitch angle is 1.70%. Above simulation results show that virtual centroid can be used as the reference point in moving object parameters prediction, and ANFIS is able to precisely predict the parameters of moving object.
VI. PATH PLANNING
Path planning of the AUV involves multiple objects optimization, several factors are needed to consider in path planning for AUV, which including energy consumption, time expenditure, navigation safety and smoothness of trajectory. The length of path planned reflects the energy consumption and time expenditure in voyage partly, energy is consumed in changing flight direction and diving deep, too, and safety embodies in keeping safe distance away from obstacles (safe margin). This paper proposes a new real-time path planning method MOPP for AUV in unknown environment. In MOPP method, destination and temporary way points are used to guide AUV's moving direction, temporary waypoint has priority comparing with destination. A temporary waypoint is designed when AUV will not keep enough safe margin maintaining current posture, it replaces destination as the current target position for AUV to arrive, and it is expired at AUV arriving it.
Waypoint guiding method is generally adopted in path planning in known environment, it can design an optimal path rapidly, and the path planned by this method is easy for AUV tracking [28] , [29] . Waypoint guiding method is seldom utilized in real underwater environment where exist plenty of uncertain obstacles. However, in this paper, the waypoint guiding method is adopt to avoid obstacles in the local range where object can be detected by FLV, and particle swarm optimization (PSO) is adopted to produce temporary waypoints.
The path planned by MOPP is smooth, as AUV's turning constraints such as turning radius and maximum angle velocity are taken into account. Secondly, the temporary waypoints are designed by PSO, where the important factors of the path planning can be comprehensive considered in PSO, so the planned path is optimal. In addition, the motion trend of moving object is prejudged in MOPP, therefore, it's easy to keep suitable safe margin for AUV. The optimum of path planned is expressed in fitness function J as below: architecture, fast convergence, easy achievement, and adjusting the parameters adaptively. The position and velocity of each particle is updated as the below equations:
Where c 1 and c 2 are acceleration coefficients, r 1 and r 2 are random numbers distributed within [0 1], w is inertia weight of search speed, v ij (k) is the search speed of jth dimension of ith particle in kth iteration, p ij (''personal best'') the best previous position of jth dimension of ith particle, and p gj (''global best'') is the best previous jth dimension of position among all the particles. The acceleration coefficients and inertia weight are variable in order to improve convergence rate, and they are adjusted as follows:
Where, c 1min , c 1max , c 2min , c 2max are the lower limit and upper limit of acceleration coefficients, respectively, w min , w max , are the lower limit and upper limit of inertia weight, respectively, i tol is the total iteration.
VII. SIMULATION AND DISCUSSION
Numerical simulations have been performed in the environment of MATLAB 2015a, the PC is configured with Intel core is-4005U @ 1.7 GHz, 4G RAM. The simulation scene's size is designed as 200 × 300 m 2 , and objects in the scene are select sphere and cuboid for simplifying simulation procedures of objects' models, actually, irregular objects do not affect this algorithm's normal operation. In order to verify the proposed OMPP algorithm is able to plan a suitable path for AUV, two scenes are designed, and to evaluate MOPP algorithm's performances, other two popular path planning algorithms APF and GA that are adopted for comparison.
A. PATH PLANNING IN GENERAL SCENE
There are 5 sphere objects and 6 cuboid objects in the scene, seven of them are moving objects, others are stationary linearly decreases from 2.5 to 0.5, and c 2 linearly increases from 0.5 to 2.5. λ 1 = λ 2 = 1.0, λ 3 = 4.0, λ 4 = 5.0, simulation step size is 0.1 s, and sonar parameters are set as aforementioned. The planned paths by above three methods are exhibited in Fig. 11, Fig. 12 and Fig. 13 , respectively. Fig.11 shows the path planned by APF, in which the red ''o'' is the initial position of AUV, green '' * '' is target position, the green curve is the planned path, cuboids and sphere are obstacles. Fig.11 (a) shows the initial distribution of scene 1, where M1-M6 represent six moving objects, S1-S5 represent five stationary objects, respectively. Fig.11(b) exhibits the process of AUV avoiding the first moving object (M1). Fig.11 (c) and Fig.11 (d) depict the process of AUV detouring the second moving object M2, Fig.11 (e) exhibits AUV detours the second static object S2 and avoids the 4th moving object M4, Fig.11 (f) displays the process of AUV detouring the 4th moving object M4, Fig.11 (g ) exhibits that the AUV detours the 5th moving object M5, Fig.11 (h) demonstrates the whole path of AUV from start point to destination, and the total length of planned path is 376. 00m.
The path planned by PFA is not optimal which can be observed from Fig.11 . In Fig.11 (b) , the AUV has detoured a long voyage to avoiding the first moving object M1, and the heading angle is almost changed 180 • , the same problem exists in avoiding moving object M2, too. The trajectory is not smooth, and the safe margin is not enough when the AUV avoids moving object M4. Furthermore, total length of planned path is not optimal. Fig.12 exhibits the path planning process of GA, the red curve denotes the planned plan, the initial objects distribution is same as Fig.11 . Fig.12 (b) exhibits AUV detours the stationary object S1 and avoids the moving object M1, Fig.12(c) shows the AUis avoiding the moving object M2. In Fig.12(d) , the AUV encounters four obstacles meanwhile, it will detour a long trip to avoid obstacles from either side, and the avoiding obstacle process is complex, so it detours from the top of obstacle (S2). Fig.12 (e) exhibits the AUV detours the moving object M5, Fig.12(f) displays the AUV detours the moving object M6, Fig.12(g) demonstrates the whole path planned by GA, total length of the path is 337.40m. Comparing with Fig.11 , it easy to observe that the performances of GA are much better than those of APF, the path length is shorten about 38.6 m, and trajectory is much smoother. Fig.13 exhibits the path produced process of OMPP, the total length of path is 330.40 m. The path produced process is roughly same as shown in Fig.12 , however, comparing with GA, OMPP has improved in following sides: the AUV keeps bigger safe margin in detouring obstacles such as M1, M2, M3 and M5; the path is shorten about 7 m, and the trajectory is smoother.
B. PATH PLANNING IN CLUTTER SCENE
In scene 1, three algorithms all plan a path for the AUV from start point to destination successfully, then scene 2 is designed to validate those algorithms' adaptation to more complicated environment where objects are densely distributed, there are 7 sphere objects and 9 cubic objects in this scene, nine of them are moving objects, and the other parameters are same as scene 1. Fig. 14 shows path planning process of APF in clutter environment, at the beginning, the AUV successfully avoids several objects such as S1, M1, S2, S4 and M5, but the AUV collided with moving object M7 when it encounters four moving objects, where APF algorithm is trapped in local minima and fails to plan a feasible path for AUV. Fig.15 exhibits the path planned by GA, the initial objects distribution is same as Fig.14. Fig.15 (b) exhibits that the AUV avoids the moving object M1, Fig.15 (c) shows that the AUV is going to pass through the gap between stationary object S2 and moving object M2. In Fig.15 (d) , the AUV fails to go through the gap, where it encounters five obstacles meanwhile, it is too late for the AUV detouring from the top of objects for lack of enough space, thus it keeps turning left and detours S2 from its left side. Fig.15 (e) exhibits that the AUV detours the stationary object S4 and the moving object M5, Fig.15 (f) displays that the AUV encounters three objects S7, M7 and M8, it comes across the gap between moving object M7 and M8. Fig.15 (g) demonstrates the whole path planned by GA, the total length of planned path is 346.40m. Comparing with Fig.12 , it easy to observe that the performances of GA deteriorate, the smoothness of trajectory is worse, the path length is increased about 9 m. Fig.16 exhibits the path planning process of OMPP, the initial objects distribution is same as Fig.14. Fig.16 (b) exhibits the AUV avoids the moving object M1, Fig.16 (c) shows the AUV is going through the gap between stationary object S2 and moving object M2. In Fig.16 (d) , AUV goes through the gap and encounters four obstacles, it detours moving object M4 from its top. Fig.16 (e) exhibits the AUV is avoiding the moving object M6, Fig.16 (f) displays the AUV detours the moving object M6 and the moving object M9. Fig.16 (g) demonstrates the whole path planned by OMPP, the total length of planned path is 334.80m. Comparing with Fig.13 , it easy to observe that the performances of OMPP deteriorate in keeping safe margin, the path length is increased about 4.4 m.
C. DISCUSSION
To validate proposed OMPP algorithm is ability to plan path for AUV in complex unknown environment, we have designed two complicated scenes and applied APF, GA and OMPP to plan paths for AUV. In scene 1, three algorithms all have planned effective paths for the AUV, in comparison with other two algorithms, the performances of OMPP are the best in path length, time consumption, trajectory smoothness and safety, and details are shown as follows.
Firstly, the length of path is compared in section A and section B, the path planned by OMPP is the shortest, and the path planned by APF is the longest. As energy consumption is a complicated problem, it is nearly represented in path length, OMPP is still the best one in this aspect.
Secondly, the smoothness of trajectory is another important factor which reflects the path is easy to track with low energy consumption in turning, and smoothness is embodied in heading variation range and variation rate. It can be observed from Fig. 17 that the trajectory produced by OMPP is the smoothest, and the trajectory produced by APF is the worst. The time consumptions of three methods are 188.0 s, 168.7 s, and 165.2s, respectively, the performance of OMPP in time consumption is still the best one in three algorithms.
Safety is an important factor of path planning, which is denoted by the smallest distance to obstacles (safe margin). In generally, it's safe enough for AUV avoiding obstacle if the safe margin is bigger than twice total length of AUV L o , more than four times L o is perfect, smaller than L o is dangerous, and fall in between once and twice L o is small risk. In Table 3 , danger exists in the AUV avoiding M4 in the path planned by APF, and four small risk positions exists in the AUV avoiding S2, M1, M2 and M5 in the path planned by GA, and only one small risk position exists in the AUV avoiding S2 in the path planned by OMPP. It's easy to draw the conclusion that OMPP is also better than other two algorithms in safe performance.
In scene 2, APF did not accomplish the task in clutter environment which is destined by its inherent shortcoming. Moreover, APF is a passive obstacle avoidance method, it is difficult for APF to keep enough safe margin away from moving obstacles in obstacles avoidance. Then we just need compare the other two algorithms. It is easy to observe that OMPP produces smoother trajectory than GA from Fig.18 , and the heading of AUV is kept in a smaller range and angle change rate. And the time consumptions of GA and OMPP are 173.2s and 167.4.s, OMPP performs better than GA in time consumptions and path length.
Comparing Table 3 with Table 4 , we can get to know that both GA and OMPP get worse in keeping safe margin in scene 2. In scene 2, there is a high collision danger when the AUV detours stationary object S2 in the path planned by GA, and there are several low collision risks at the AUV detouring S2, S4, M1 and M2 in the path planned by OMPP. On the whole, OMPP performs better than GA in the second scene.
From above discuss, it's not difficult to draw the conclusion that OMPP is better than APF and GA in path planning in path length, time consumption, safety, and smoothness of trajectory.
VIII. CONCLUSIONS
OMPP path planning algorithm for AUV was presented in the paper, which is a real-time path planning algorithm for AUV in unknown environment, and path is dynamically generated under the guidance of destination and temporary waypoint in this algorithm. OMPP is able to plan optimal path for AUV in unknown environment, in which several important aspects of path planning are taken into account in this algorithm. Firstly, collision avoidance is conducted by following a temporary waypoint which is generated by particle swarm optimization. It's easy to adjust the coefficients of fitness function to generate suitable paths for kinds of tasks in PSO. Secondly, collisions with obstacles are prejudged, the obstacle avoidance is planned in advance, the safe margin is able to control according to the request of task, and AUV keeps constant speed over grand (SOG) in whole navigation process. In addition, the path is dynamically generated by the guidance of destination and temporary waypoint, this algorithm adapts to complex environment, and it is able to rapidly respond to moving objects. As the turning restraints of AUV are taken into account, the planned path is smooth.
In this study, we have solved below problems for implementing OMPP algorithm. Firstly, we presented RRST to rapidly separate objects from the 3D point cloud data. Secondly, we presented a method for underwater object's motion parameters predication, which is realized by combining 3D point cloud data and ANFIS. Furthermore, we proposed a new idea that PSO are adopted to produce temporary waypoint for obstacle avoiding, and several important factors of path planning can be adjusted according to the request of task.
Finally, simulations were implemented in two scenes with three different methods, the results validate OMPP algorithm was able to plan a feasible path in complicated environment, and its performances are the best comparing with other two algorithms.
