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Abstract - Disease prediction is one of the most important issues we face today. The research 
paper aims to develop a Data-Mining based console that analyzes large amounts of data and 
extracts information that can be converted into useful knowledge. However, there is a lack of 
effective analytical tools to discover hidden data relationships and trends that even the 
doctors are unable to predict the disease accurately. There is a need to develop an effective 
decision system that can use the available data to correctly predict the disease. So, in this 
paper we are introducing an automated console that predicts heart disease through clustering 
K-means and Apriori algorithms in combination with MATLAB software. These two 
algorithms can be used to effectively detect the stage of the disease. The stages of heart 
disease predicted are low risk, medium risk, and high risk stages. 
Keywords – Heart disease, Data-Mining, K-means, Apriori, MATLAB. 
 
 
I. INTRODUCTION 
According to the World Health Organization (WHO), heart disease is the leading cause of 
death in high-income and low-income countries and it applies to both men and women. The 
basic function of data mining is to apply various methods and algorithms to find and extract 
stored data patterns [4]. The extracting medical data in the healthcare sector is an important 
and complex task that needs to be done accurately and efficiently. It attempts to extract 
medical data to solve health problems in real-world for disease diagnosis and treatment. In 
this paper, we use K-mean and A-priori algorithms to predict heart disease and find effective 
solutions for the given stage. This aids the doctors to properly understand the patient's 
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condition and thus detect and diagnose the disease. Through patient management systems, 
one can also store specific patient data and maintain patient record. [9]. 
 
II. LITERATURE SURVEY 
Zou et al. (2018) [1] They investigated the used web search data to study the usefulness of 
multitasking for disease monitoring and examined linear and non-linear models, especially 
multitasking extensions of elastic networks and multitasking Gaussian processes, and 
compare them with their single-task formulas. 
Cousyn et al. (2019) [2] They proposed a new software tool to automatically extract 
symptoms of these diseases from research articles based on the numerical term frequency 
inverse document frequency (TF-IDF) named Entity Recognition (NER) algorithm. 
Maji and Arora (2019) [3] proposed a hybridization method in which decision trees and 
artificial neural network classifiers hybridize with each other to better predict heart disease 
using WEKA. In order to verify the performance of the proposed algorithm, a 10-fold 
validation study was performed on the cardiac patient dataset from the UCI repository. 
Princy. R and Thomas (2016) [4] focussed on the data mining techniques such as KNN, 
Naïve Bayes, Neural Network and Decision Tree Algorithm for the prediction of risk of heart 
disease in patients. The result is highly accurate when greater number of attributes is used. 
Mirmozaffari, Alinezhad, and Gilanpour (2017) [5] applied Data mining as a solution to a 
database for extracting hidden patterns from the clinical dataset and is implemented in 
MATLAB software and WEKA. The database consists of 8 attributes and 209 instances. 
Dharmendra K Roy and Lokesh K Sharma [6] proposed an adjusted depiction of bunch 
focus to beat the numeric information just constraint of Genetic k-mean calculation and give  
a superior portrayal of groups. The execution of this calculation has been examined on 
benchmark informational collections. Euclidean separation measure neglects to catch the 
closeness of information components when qualities are all out or blended. 
Jabbar and Samreen (2016) [7] The proposed model applies the Hidden Naïve Bayes 
(HNB) system which outperforms the traditional Naïve Bayes and experimentally shows 
100% accuracy as compared to the latter on the heart disease dataset. 
Masetic and Subasi (2016) [8] Features are extracted using the autoregressive (AR) Burg 
method and then five different classifiers are tested i.e. C4.5 decision tree,  k-nearest 
neighbor, support vector machine, artificial neural network and random forest classifier. The 
results showed that the random forest method provides 100% classification accuracy. 
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Hamidi and Daraei (2016) [9] reviewed the literature on the application of heart disease. It 
assigns the main medical tasks, then reviews each article based on these tasks. In this study, 
49 articles on similar studies on related topics were obtained and reviewed (2003-2015). 
Soltani and Jafarian (2016) [10] This paper uses random artificial neural networks to 
diagnose type 2 diabetes. The accuracy of diagnosis of type 2 diabetes is a performance 
indicator for training and testing of the Pima India Diabetes data set. The training and testing 
accuracy of this method is 89.56% and 81.49% respectively. 
 
III. PROPOSED WORK 
 
A. K-means 
 
Originally, the K-means clustering algorithm is a vector quantization technique from signal 
processing and is a commonly used technique in data mining for cluster analysis. The goal of 
k-means clustering is to divide n observations into k clusters. Each cluster belongs to the 
cluster with the closest mean value as a cluster prototype. This divides the data space into 
Voronoi units [6]. 
Given a set of observations (x1, x2, ..., xn) and each observation is a real vector of d 
dimensions, k-means clustering divides n observations into k sets It is designed to be S = {S1, 
S2, ..., Sk} so as the minimize to cluster the sum of squares. 
  (1) 
where μi is the average of points in Si. 
 
If the initial set of k implies m1
(1),…, mk(1) (see below), the algorithm will repeat the two steps 
alternately. Cluster Sum of Internal Sums (WCSS). Since the sum of squares is a Euclidean 
square distance, it is intuitively an average of "recent". 
 
(2) 
where every can be assigned to an  , it can even be assigned to more than 2. 
Update step: Calculates the new method as the centroid of the observations in the new cluster. 
 
Since the arithmetic mean is a least squares estimator, it also minimizes the intra-group-sum- 
of-squares (WCSS) target. 
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B. Apriori 
Apriori is an algorithm for frequent mining of item sets in transactional databases and 
learning of related rules. It is continued by identifying the individual items that occur 
frequently in the database and extending them into a larger set of items as long as they occur 
frequently in the database. The frequent item set identified by Apriori can be used to 
determine association rules that highlight common trends in the database. This applies to 
areas such as market basket analysis [5]. Apriori is designed to run in a database that contains 
transactions (such as collections of products purchased by customers and frequent details of 
websites). 
Apriori uses a 'bottom-up' approach (a step called candidate generation) and a candidate set  
of test data, where frequent subsets are expanded one item at a time. If no more successful 
extensions are found, the algorithm terminates. 
 
 
IV. IMPLEMENTATION 
 
A. Using K-means algorithm: AGE is defined as A1 (0-45), A2 (46-60), and A3 (61-100). 
Similarly, we define chest pain in heart disease in four levels such as C1 (1), C2 (2), C3 (3), 
C4 (4). Let C1 be 1 (no pain), C2 be 2 (mild pain), C3 be 3 (bearable pain) and C4 be 4 
(unbearable pain) based on a scale of 1 to 4 of the chest pain. 
b). Using Apriori algorithm: The Apriori algorithm is an efficient algorithm for mining 
frequent item sets of Boolean association rules. 
 
 
Table 1. Transaction table (Data of 5 people) 
 
Itemset formed using Apriori: 
Based on 1-itemset 
A1= {} 
A2= {T1, T3} 
A3= {T2, T4, T5} 
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Based on 2-itemset 
 
A1B1= {} 
A2B1= {T1, T3} 
A3B2= {T2, T4} 
Calculate percentages based on data. Consider scaling (1-10) to assign weights. 
2/300*100=almost zero Scaling it to zero 
0/300*100=10 scaling it to 1 
200/300*100=66.6 scaling it to 6 
Now, considering adding multiple factor weights assigned to all attributes, the weight scaling 
factors are again determined. 
V. RESULTS AND DISCUSSION 
 
Data on heart disease predictions from various hospitals and opinions from experts and 
physicians were collected. The stages of heart disease are low risk, medium risk, and high 
risk stages. The algorithms used in this research are K-means and Apriori which can be 
effectively used to detect the stage of disease. 
 
 
Figure 1. Result for Low risk in case of Heart disease 
 
 
Figure 2. Report generation for Low risk in case of Heart disease 
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Figure 3. Result for High risk in case of Heart disease 
 
 
Figure 4. Result for medium risk in case of Heart disease 
 
 
VI. CONCLUSIONS 
This research provides a comparative study of data extraction techniques, K-means and A- 
priori algorithms on disease prediction systems. K-means can improve the performance of the 
disease diagnosis workbook. The K-Mean system makes the system more accurate and 
efficient than the weighted correlation rules of the Apriori algorithm. Experimental results 
show that by combining Apriori and K-mean algorithms, the disease can be predicted better 
and it aids the physician to make important diagnostic decisions. 
In the future, more algorithms can be implemented to help detect other diseases. They can 
further refine it in the future using artificial intelligence and deep learning principles for the 
predictive analysis of various diseases. This will provide more accurate results. 
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