An asymptotic formula for the number of states of Boson gas whose Hamiltonian is given by a positive elliptic pseudo-differential operator of order one on a compact manifold is given under a periodicity assumption on the spectrum of the Hamiltonian. This is regarded as an analogue of the Meinardus theorem on asymptotics of the number of partitions of a positive integer. We use the Meinardus saddle point method of obtaining the asymptotics of the number of partitions, as well as a theorem due to Duistermaat-Guillemin and other authors on the singularities of the trace of the wave operators.
Introduction
The subject on asymptotics of the number of partitions p(E) of a positive integer E is one of the main topics in classical analytic number theory, and there are many results in this area since the celebrated work of ) appeared. As a simplest form of their theorem, one has
There are many other works on the asymptotics of p(E) or its variants. For example, after Hardy-Ramanujan's work, Rademacher ([Ra] ) gives an expansion of p(E) in a convergent series. See [An] , [EL] , [Ri1] , [Ri2] for some of them. The problem which we are going to address here is on asymptotic behavior of the number of states of Boson gas which is, as in the title, regarded as a spectral analogue of the number of partitions.
In this section, we explain the problem which we consider in this paper, and we state the main results after we give some accounts on the motivation for the problem. The method we use to obtain asymptotics of the number of states of Boson gas is Meinardus' suddle point method ( [An] , [Me] ) for obtaining asymptotic formula of the number of partitions. This method has some applications to mathematical physics, such as finding asymptotic growth of the state density for p-branes ( [Ac] , [BKZ] , [EORBZ] ). We review, also in this section, Meinardus' theorem and explain roughly the method.
A problem on quantum statistics
Let P be a first order strictly positive elliptic pseudo-differential operator of order one on a compact connected smooth manifold M of dimension n with principal symbol 0 < p ∈ C ∞ (T * M \ 0). For each positive integer N, consider the operator
on the L 2 -space L 2 (M N ) on the N-fold product space M N = M × · · · × M (N-times). We have the natural action of the symmetric goup S N on L 2 (M N ), and this action commutes with the operator P N . Therefore, the operator P N can be restricted to the symmetric and anti-symmetric subspaces H are regarded as the Hamiltonian for the system of Nparticles consisting of Boson and Fermion, respectively, each particle of which is dominated by the Hamiltonian P , and it is assumed that there are no interaction among each particle. In this paper, we restrict our attention to the systems of Boson. Let Spec(P Natural question here is to find asymptotic formulas for Ω(N, E) when E and N get large and E and N are related by a relation, like E/N ∼ const. But, it seems to be difficult to find them. Thus, it would be also natural to consider the asymptotics as N → ∞ of the density of states, which in this case would be given by
with a suitable sequence e N > 0, however it is not so transparent how to choose e N . These two problems would be rather natural in physical points of view, because it is important to consider systems consisting of large but finite number of particles. Although there are some works (for example, see [Ec] ) in this direction, it seems to be hard to resolve. Thus, the next natural quantity to consider is to take an "average" of the quantity Ω(N, E) in the number of particles, N. So, we define
where we set
It is easy to see that the set Γ(P ) is discrete and the sum in (3) is finite for each fixed E ∈ Γ(P ). We call the quantity Ω(E) the number of states of Boson gas. Then our problem is to find asymptotic formulas for Ω(E) as energy E getting large. Before stating our result on the asymptotics of Ω(E), we should mention why this kind of problem can be regarded as an analogue of the asymptotics of the number of partitions p(E) for positive integer E. To explain it, consider the generating function G P of the quantity Ω(E):
which is called the grand partition function for Boson gas. Note that the usual grand partition function has one more parameter, called chemical potential. The chemical potential plays an important and essential role in the usual setting-up for analyzing, for example, the BoseEinstein condensation. The main reason for removing the chemical potential is that we assumed here that the operator P is strictly positive, and so a phenomenon like Bose-Einstein condensation does not occur. Now it is easy to explain the relation between the number of states Ω(E) of Boson gas defined for E ∈ Γ(P ) and the number of partitions p(E) for positive integers E. Namely, we have the following:
where 0 < λ 1 ≤ λ 2 ≤ · · · denotes the eigenvalues of P counted repeatedly according to their multiplicities (see Lemma 2.3). Thus, if λ n = n for each n and the multiplicities of the eigenvalues are all one, then Ω(E) is nothing but the number of partitions.
We mention here about the motivation to address the problem stated in the above. One of main motivations comes from the paper [TZ] on the various aspects of asymptotics of the multiplicities m N (λ, µ) of the weights µ in the tensor power V ⊗N λ of a fixed irreducible representation V λ with the dominant weight λ of a compact Lie group. By the BorelWeil theorem, the irreducible representation V λ can be realized as the space
, where O N λ is the N-times product space of the coadjoint orbit O λ and L ⊠N λ is the N-th external tensor power of the line bundle L λ . In this point of view, it would be natural to think O λ as a classical phase space of a particle, and hence O N λ would be regarded as a phase space of a system of N-particles. Then, the multiplicities m N (λ, µ) would be regarded as the number of stationary states for the action of the maximal torus. Therefore, the problem on the number of states Ω(E) of Boson gas would be regarded as an analogue of the multiplicities m N (λ, µ) in this context. (More precisely, one should consider the multiplicities in the symmetric tensor power Sym N (V λ ) for a complete analogy of 'Boson' gas.)
Results
To state our results, let us prepare some notation. Let
denote the spectral zeta function. It is well-known ( [DG] , [Sh] ) that the series Z P (s) converges absolutely on the right-half plane Re (s) > n, and it is meromorphically continued to the whole complex plane. The poles of the function Z P (s) are located at
and it is holomorphic at s = 0. We set
where ζ and Γ denote the Riemann zeta function and the Gamma function, respectively. For example, we have A 0 = (2π) −n Vol(Σ) with Σ = p −1 (1) ⊂ T * M \ 0 being a level surface of the principal symbol p and Vol(Σ) being the Liouville measure of Σ. Thus, we always have K 0 > 0, but, in general, K j could be non-positive (but it is real).
Theorem 1 Assume that the eigenvalues of P are integers. Then, we have the following asymptotic formula:
where the positive constant x E depending on the energy E satisfies
(precise definition of the positive number x E is given in Section 4), and the function f (x) on the positive real numbers is a polynomial given by
The constants C, κ and κ 1 in (10) is given by
where det(P ) is the zeta regularized determinant of P .
One of examples of the operator P satisfying the assumption in Theorem 1 is the operator P = ∆ can + (n − 1) 2 /4 + (n − 1)/2 with the standard Laplacian ∆ can on the n-sphere.
Note that, under the assumption that the eigenvalues are integers, the Hamilton flow generated by the principal symbol p is automatically periodic with a common period 2π. This follows from Egorov's theorem. Note also that, according to a result of Colin de Verdierè ( [CdV] ), if the classical flow is periodic with the least common period 2π, and the square P 2 of the operator P is a differential operator, then there is a constant α and a pseudodifferential operator Q of order −1 such that the eigenvalues of the operator P + Q − α/4 are integers. Therefore, we can apply Theorem 1 for these systems.
Compared with the usual Weyl asymptotic formula for one particle, the asymptotic formula for the number of states Ω(E) of Boson gas is rather complicated. In particular, all the positive poles affects the exponent of the asymptotics whereas only the largest pole affects in the usual Weyl asymptotic formula. As is shown in Section 4, the positive constant x E satisfies the estimate (11). Therefore, if one takes the logarithm and then the limit to reduce information, one obtain the following.
Corollary 2 Under the same assumption as in Theorem 1, we have
Corollary 2 is basically obtained by Knopp ([Kn] ), where the sequence {λ n } of positive integers is assumed to be strictly increasing, that is, all the eigenvalues of the operator P are of multiplicity one. Thus, one can think Corollary 2 as a tiny generalization of Knopp's result.
One may expect that the limit formula (13) might hold for general system without the periodicity assumption on P (that is without assuming that the eigenvalues of the operator P are integers). However, in general, since Ω(E) does not have monotonicity in E, it might be hard to obtain it. Also, one may consider the problem similar to the usual Weyl asymptotic formula. We also have a result on this direction. See Section 4.1 for this direction.
In Theorem 1, the positive constant x E is defined as a zero of a polynomial determined by the residues of the positive poles of the spectral zeta function. Thus, it is not so transparent. However, when n = dim M = 2, it is replaced by a more concrete constant y E as follows.
Theorem 3 Let n = dim M = 2. Then, under the same assumption in Theorem 1, we have the following.
for any 0 < δ < 1/2, where the constant κ is the same as that in Theorem 1 and the constants C and y E is given by
Meinardus' theorem
Among results on asymptotics of the number of partitions, a theorem due to Meinardus [Me] gives a natural generalization of the above formula (1) of Hardy-Ramanujan. Let us state a result of Meinardus here. Let {a n } ∞ n=1 be a sequence of non-negative numbers (not necessarily integers) such that the infinite product
−an converges locally uniformly for Re (s) > 0. Then the infinite product G(τ ) defines a holomorphic function on the right-half plane. Thus we can consider the Taylor expansion of the function G(z) = G(τ ) (z = e −τ ) at z = 0:
The Meinardus theorem is an asymptotic formula for the coefficients r(E) as E → ∞. When a n = 1 for all n, usual number of partitions p(E) coincides with the quantity r(E). Associated to the sequence {a n } is the Dirichlet series
To state the Meinardus theorem, we need the following assumptions:
(1) There exists a positive number α such that L(s) converges for Re (s) > α.
(2) There exists a number C 0 such that 0 < C 0 < 1 and the Dirichlet series L(s) is continued meromorphically on the set Re (s) ≥ −C 0 .
(3) The function L(s) has just one pole at s = α in Re (s) ≥ −C 0 , and it is simple with residue A = Res s=α L(s) > 0.
(4) There exists a number R > 0 such that
Then, for every sufficiently small ε > 0, there exists a constant C > 0 such that for every τ = x + iy with | arg(τ )| > π/4, |y| ≤ π, we have
Note that, by the assumption (1), L(s) is holomorphic on Re (s) > α. The assumption (4) is to guarantee the convergence of an integral. Then, the Meinardus theorem is stated as follows.
Theorem 4 (Meinardus ([Me] )) Assume that the sequence {a n } ∞ n=1 of non-negative numbers satisfies the above conditions (1) -(4) and (H). Then, we have the following asymptotic formula for r(E).
where A > 0 is the residue of L(s) at s = α, and the constants C, κ and κ 1 are given by
Meinardus' method of obtaining the above theorem is based on the saddle point method, and thus it would be natural to expect that Meinardus' method would work well for more general problem. Roughly speaking, Meinardus approximates the function log G(τ ), which plays a role of the phase function, by a very simple function and then estimates the error terms by using the assumption (H). This is the reason why Meinardus' result has quite simple form compared with some other results on asymptotics of p(E).
Remarks and comments
(1) It would be clear from the statement of Theorem 1 that the spectral zeta function Z P (s) plays the same role as the Dirichlet series L(s) in Theorem 4. Furthermore, the eigenvalues of P are assumed to be integers. Therefore, the situation in Theorem 1 is, at least formally, contained in that of the Meinardus theorem with {a n } being the multiplicities of the eigenvalues. However, there are something to be careful. One of them is the fact that the spectral zeta function could have many positive real poles, although it is assumed, in Theorem 4, that L(s) has only one positive pole. Another is the condition (H) which is assumed in Theorem 4. In Theorem 1, there are no assumption similar to the condition (H), and instead, the periodicity of the classical mechanics is assumed. This makes us to be able to prove the condition (H) (see Section 3).
(2) As mentioned, we assumed that the operator P is positive definite, and hence a phenomenon like Bose-Einstein condensation does not occur. However, when the operator P has the zero eigenvalue, or when we consider a family of positive definite operators P t with the least eigenvalues λ 1 (t) which tends to zero as t → ∞, then the number of particles in the zero energy state, or small energy states, could be large. This phenomenon is Bose-Einstein condensation, and in such a case, we need to use the full grand partition function defined as
where the parameter µ, which is called the chemical potential, should be negative. In this case, the quantity Ω(E) should be replaced by
Thus, it might be interesting to find joint asymptotics of Ω(E, µ) as E → ∞ and µ → 0.
(3) It would be hard to describe the asymptotics of Ω(E) for general system. This is because, in general, there are no integral representation for the quantity Ω(E). Although there are some representation for Ω(E) in terms of a limit of integrals (see Lemma 2.4), we need to estimate the error term. In the error term, such a quantity like the difference of eigenvalues in Γ(P ) appears. In general, estimating the level spacing is quite hard. However, when the classical system is periodic, like a Zolll surface, one might be able to use the results in [DG] , [Gu] , [UZ] to find a similar asymptotic formula for Ω(E) in such a case.
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Partition function for Boson Gas
In this section, we give precise definition and some properties of the number of states, Ω(E), of Boson gas and its partition function, which are, at least formally, quite well known in physics textbooks on quantum statistics ( [Fu] , [Kh] ).
Occupation number representation
As in Introduction, let P be an elliptic, strictly positive pseudo-differential operator of order 1 on a compact connected manifold M of dimension n, and consider, for each positive integer 
The spaces H N S and H N A are the state space for the system of N-Boson and N-Fermion, respectively. In this paper, we consider the system of Boson. We denote the restriction of P N on H N S by P N B . Let 0 < λ 1 ≤ λ 2 ≤ · · · ↑ ∞ be the sequence of eigenvalues of P . We choose an orthonormal basis {ϕ j } j≥1 of L 2 (M) consisting of eigenfunctions of P :
Then, the function Φ α is an eigenfunction of P N , and we have
From this, the spectrum of P N is easily described. But, what we need to know is the spectrum of the Bose Hamiltonian P Proof. First, note that we have U σ Φ α = Φ σα for any σ and α. Now, suppose that β = µα for some µ ∈ S N . Then, we have
where Stab(α) denotes the stabilizer of α in S N . Thus, by the assumption that π
and we have #Stab(α) ≥ 1. Thus, for some σ ∈ S N in the sum of the above, Φ σβ , Φ α is not zero, and hence α = σβ. This shows (1). (2) follows easily from (1).
Since we clearly have P
with E given in (17), the spectrum Spec(P 
Proof. We set
Then, by Lemma 2.1 (2), we have Ω(N, E) = #[C N (E)/S N ]. Now, for each α ∈ C N (E), we define non-negative integers n k (α) by n k (α) = #{j ; α j = k}.
Then, we have
It is easy to see that, for α, β ∈ Z N >0 , n k (α) = n k (β) for every k if and only if β is in the S N -orbit through α, and from this fact, we conclude the assertion.
The expression of Ω(N, E) in (18) is called the occupation number representation. By Lemma 2.2, the sum in the definition (3) of Ω(E) is a finite sum for each fixed E, if the eigenvalues of P are positive. The quantity Ω(E), with setting Ω(0) = 1, is thus a function on the set Γ(P ) defined in (4). It is easy to see that, for each positive number A, the set Γ(P ) ∩ [0, A] is finite, and hence Γ(P ) is discrete subset in R ≥0 .
Partition function
The partition function for the number of states Ω(E) of Boson gas is defined, at least formally, by the equation (5). This function G P (τ ) always converges and has infinite product representation if P is strictly positive definite.
Lemma 2.3 The partition function G P (τ ) defined in (5) converges absolutely and locally uniformly for Re (τ > 0), and on this region, G P (τ ) has the infinite product representation (6).
Proof. Set u n (τ ) = (1 − e −λnτ ) −1 − 1. Then we have
where we set τ = x + iy. Since the heat trace θ(x) = n≥1 e −λnx converges locally uniformly for x > 0, the sum u n (τ ) converges absolutely and locally uniformly for Re (τ ) > 0. Therefore, the infinite product in (6) converges absolutely and defines a holomorphic function on the region Re (τ ) > 0. Now, we compute the partial product of the infinite product in (6), by using the geometric series expansion for each term, as follows.
for each L > 0. Thus the partition function G P (τ ), defined in (5), converges absolutely and locally uniformly for Re (τ ) > 0, and satisfies
for positive number x. Conversely, it is clear that for each K > 0 and E ∈ Γ(P ), we have
and which, with the analytic continuation, proves the lemma.
If the eigenvalues of P are integers, then we have
for any positive number x. This formula is the starting point of our analysis. In general, the set Γ(P ) is not contained in the set of integers, and hence there are no such an integral representation for Ω(E). However, even if Γ(P ) ⊂ Z, we can approximate Ω(E) by integrals of the form (19). We shall mention about this formula, although this is not necessary for later sections.
Lemma 2.4 For any x > 0 and T > 0, we have the following.
Proof. Substituting the series expansion for G P (x + iy) for the integral in the left-hand side of (20), we have
and this proves (20).
Properties of the partition function
In this section, we review some facts about the spectral zeta functions defined in (7), and then, by using these facts, we derive an approximation formula for the partition function, which is a tiny generalization of a lemma in [Me] , [An] . We prove the condition (H) under the periodicity assumtion for the classical dynamical system.
Approximation of the partition function
It is well-known ( [DG] , [Sh] ) that the spectral zeta function Z P (s) for the first order elliptic positive pseudo-differential operator P has the following properties.
(1) The series Z P (s) converges absolutely for Re (s) > n, and it is continued meromorphically on the whole complex plane.
(2) All of the poles of the function Z P (s) are simple and they are given by (8). In particular, Z P (s) is holomorphic around the origin.
(3) For each c ∈ R, the spectral zeta function Z p (s) has a polynomial growth in Im (s) locally uniformly in Re (s) ≥ c (except on neighborhoods of poles).
By using these facts about the spectral zeta function Z P (s) we have the following.
Lemma 3.1 Let K j be the real numbers defined in (9). Then the logarithm of the partition function log G P (τ ) has the following expression.
where the term J(τ ) is given by
for any 0 < C 0 < 1. The branch of the logarithm in (21) is described in the proof.
Proof. Proof is the same as that in [Me] , [An] , but we briefly review it here. According to the infinite product representation (6) of the partition function G P (τ ), we can define the branch of the logarithm log G P (τ ) by
where the logarithm in the right-hand side is its principal branch. By using the Taylor expansion of the function log(1 − z) and the Mellin inversion formula
Now, since Z P (s) has a polynomial growth in Im (s), we can use the residue formula to shift the integral contour to −C 0 + it, t ∈ R. Then, a direct computation with the residue formula leads us to obtain the assertion.
In Lemma 3.1, the term J(τ ) should be a term regarded as an error, which is guaranteed by the following lemma.
Lemma 3.2 There exists a constant C > 0 such that, for |y| ≤ x, we have |J(x + iy)| ≤ Cx C 0 , where J(x + iy) is the integral given in (22).
Lemma 3.2 can be proved by the same method as in [Me] , [An] , because the spectral zeta function Z P (s) has polynomial growth order in Im (s).
The condition (H)
In the Meinardus theorem (Theorem 4), the condition (H) is assumed, which is, in our setting-up, a condition on the theta function ('heat trace')
Our next purpose is to prove the condition (H) on the function θ(τ ) under the periodicity assumption in the statement of our main theorem (Theorem 1). First, we begin with a heuristic argument by using the heat trace asymptotics
whose validity is quite well-known at least for positive τ . If (23) would hold for τ ∈ C, Re (τ ) > 0 as τ → 0, the function Re θ(τ ) − θ(Re (τ )) in the condition (H) would be replaced by more simple function c 0 (Re (τ −n ) − Re (τ ) −n ). Then, the condition (H) would be proved, at least for small |y|, by the inequality
for 0 < x ≤ |y|. However, when Re (τ ) > 0 and τ → 0, we face singularities of the distribution θ(it), t ∈ R, on the imaginary axis, and hence we need to take care about such singularities to prove the condition (H).
Proposition 3.3 Assume that the Hamilton flow generated by the principal symbol p of P is periodic. Then, for every sufficiently small ε > 0, there exists a constant C > 0 such that, for any τ = x + iy with x > 0 and x ≤ |y| ≤ π, we have
where the function θ(τ ) is given by
Proof. Consider the distribution µ defined by
Then, it is well-known ( [Ch] , [DG] ) that the singular support of µ is contained in the set of periods of the Hamilton flow of p. Let T ∈ [−π, π]. If T is not a period, then µ is smooth around T . Since the distribution µ is the boundary value of the function θ(x + iy) as x ց 0, and since the function θ(τ ) is holomorphic on Re (τ ) > 0, θ(x + iy) is bounded as x ց 0 when y is close to the regular point T . Now, suppose that 0 = T ∈ [−π, π] is a period of the Hamilton flow. Then, according to Theorem 4.5 in [DG] , there exists a function α(s) such that
(Fourier transform of the distribution e iT s α(s)) on an interval around T which does not contain other periods, and α(s) admits an asymptotic expansion of the form:
and α(s) is of order |s| −N as s → −∞ for any N > 0. Then, we note that the function θ(τ ) with Re (τ ) > 0 can be written as
In fact, the right hand side of the above, which we denote H(τ ), is holomorphic for Re (τ ) > 0 with the boundary value µ, and which equals that of θ(τ ). Thus, since the boundary value of the holomorphic function θ − H is zero, it is analytically continued near T as zero. Thus we have θ = H near T . We then introduce the cut-off function χ such that χ = 1 on [1, ∞) and χ = 0 on (−∞, 0]. We set
Clearly, |G(τ )| is bounded when x ց 0 and y is close to T , where we denote τ = x + iy.
Changing the variable t = xs and integrating by parts show that |F (τ )| ≤ (c/|y|)x 1−n for some constant c > 0 with y close to T . Therefore, we have
for some constants c 0 , c, C > 0. Thus, the estimate in the assertion follows when y is close to the period T = 0.
Next, we need to analyze in case where y is close to zero. Let N(t) be the number of eigenvalues of P less than or equal to t. By using the partial summation formula, we have
Thus, we obtain
First, we estimate the integral I. Hörmander's sharp Weyl formula ( [Hö] ) allows us to find constants α > 0, δ > 0 satisfying
then, since cos(ty) − 1 ≤ 0, a direct computation with a change of variables leads to
where we set ω = y/x and
Next, we estimate the integral II. The integrand in II is an even function in y, and thus we may assume y > 0. We write the integral II as
Then, by (29) and the Hörmander's Weyl asymptotics (26), we have
Now since we have, for the first term in the right-hand side of (30),
combining the inequalities (27) and (30), we obtain
Note that, by (24), we have |I n−1 (ω)| ≤ (n − 1)!/2. Thus, we obtain
which prove a desired inequality for sufficiently small |y|. This completes the proof. . Then, there exists constants a > 0, C > 0 and ε n > 0 such that
Proof. As in [Me] , [An] , we devide the region x β ≤ |y| ≤ π into two parts. Note that, for the proof of the main theorem, we need the case that 0 < x is sufficiently small. So, we may devide it into x β ≤ |y| ≤ x and x ≤ |y| ≤ π. First, we consider the region x β ≤ |y| ≤ x. By a direct computation using Lemmas 3.1, 3.2, we have
where a > 0, C > 0 are constants. As before, we set ω = y/x. Then, |ω| ≤ 1. It is easy to show that there exists constants c 1 , c 2 > 0 such that
Therefore, we get
for sufficiently small x > 0. Now, by assumption, we have x 2(β−1) ≤ ω ≤ 1, and hence
So, setting ε n = n − 2(β − 1), we obtain the desired inequality. Next, consider the case where x ≤ |y| ≤ π. First, we note that Re log(G P (x + iy)) = log |G P (x + iy)|. Let ε > 0. Then, by using the Taylor expansion for log(1 − e −λnτ ) and Proposition 3.3, there exists a constant C = C(ε) > 0 such that we have
for some constant C > 0 and ε n > 0. Applying Lemmas 3.1, 3.2 with τ = x, we have
Setting ε = ε n = n − 2(β − 1) as above, we concludes the assertion.
Proof of the main theorem
The purpose of this section is to give a proof of the main theorem. First of all, we will give a definition of the positive number x E appeared in the statement of Theorem 1.
The positive number x E
Define the polynomial p E (x) with one variable as follows.
where the constants K j are defined in (9) by using the residues of poles of the spectral zeta function. The polynomial p E is defined by the spectral data and the fixed energy level E.
n+1 is E > 0, and hence we have p E (x) → +∞ as x → ∞. Therefore, there is a solution of the equation p E (x) = 0 in the positive real axis. Now, we have the following Proposition 4.1 For sufficiently large E > 0, the polynomial p E (x) has just one positive zero. We denote the zero of p E by x E (as in Theorem 1). Then, the asymptotics of x E as E → ∞ is given by (11).
Proof. First of all, let y E > 0 be a positive zero of the polynomial p E . Then, we have
The sum in the right hand side of the above is bounded as E → ∞, and the first term goes to ∞. (Each K j is a real number.) Therefore, we have p ′ E (y E ) > 0 for each zero y E of p E for sufficiently large E > 0. Thus, for sufficiently large E > 0, the polynomial p E has a unique positive zero x E > 0. We note that
which shows the asymptotics (11).
We notice that, without any assumption on the periodicity of the eigenvalues of P , we can prove the upper bound for Ω which agree with the limit formula in Corollary 2. Then, by Lemmas 3.1 and 3.2, we can find positive constants c 1 , c 2 such that
for any τ > 0, where we set a = Z P (0). Thus, for any E ∈ Γ(P ) and τ > 0, we have Ω(E) ≤ c 2 τ −a e ψ(τ )+Eτ .
We take τ = x E , so that the function ψ(τ ) + Eτ takes its minimum there. Then, a simple computation with (11) shows
and which completes the proof.
As in the usual Weyl asymptotic formula, we often consider the number of eigenvalues less than or equal to a given number. In our setting-up, the corresponding quantity is
We can find an asymptotic formula for D(E) without any periodicity assumption on the Hamiltonian P as follows. 
where the constant B n is given in (32). In particular, we have where B is given by B = A 1/(1+α) α −α/(1+α) (1 + α) 1+β/(1+α) .
In our situation, we denote Γ(P ) = {0 = E 0 < E 1 < E 2 < · · · }. Then we have E m − E m−1 ≤ λ 1 , and hence E m /E m−1 → 1 as m → ∞. Thus the condition (1) and (2) are satisfied. The non-negative number a m in the condition (3) corresponds to the number of states Ω(E m ) of Boson gas, and hence (3) follows from Lemma 2.3. The condition (4) is deduced from Lemmas 3.1, 3.2 with α = n, β = 0 and A = K 0 = (2π) −n Vol(Σ)ζ(n + 1)Γ(n). Thus, the formula (33) follows from the Hardy-Ramanujan Tauberian theorem with B = B n .
Proof of Theorem 1
The proof of Theorem 1 goes along the line similar to that of the Meinardus theorem. First of all, consider the integral representation (19) of the number of states Ω(E). For every x > 0, we have Ω(E) = I 1 (E) + R 2 (E), I 1 (E) = 1 2π |y|≤x β e E(x+iy) G P (x + iy) dy, R 1 (E) = 1 2π |y|≥x β e E(x+iy) G P (x + iy) dy,
where β is a fixed constant such that 1 + n 3 ≤ β ≤ 1 + n 2
. We shall determine x > 0 by using the suddle point argument for the integral I 1 (E). By Lemma 3.1, we have I 1 (E) = 1 2π |y|≤x β e Eτ + P n−1
