For the r-stage open shop problem with identical parallel machines at each stage and the minimum makespan criterion, an approximation scheme is constructed with running time O(nrm+ C(m; )), where n is the number of jobs, m is the total number of machines, and C(m; ) is a function independent of n. ?
Introduction
Scheduling problems, like the majority of discrete optimization problems, are traditionally attributed to the class of hard tractable problems. E cient optimization algorithms can normally be constructed for such problems only in simplest cases, when the values of key parameters (such as the number of jobs or the number of machines) are small enough. At the same time, di erent attempts to extend these results to problems with greater values of those parameters run across an insuperable wall of NP-hardness. That is why we have to renounce the idea of ÿnding the optimal solutions and conÿne ourselves to searching for approximate ones. But in these cases too, as some recent results for di erent optimization problems indicate, we run across the so called "approximability threshold", which is di erent for di erent problems. For some of them, a polynomial-time approximation scheme (PTAS) exists such that for any ÿxed ¿ 0, a polynomial-time (1 + )-approximation algorithm A can be constructed. (Its running time naturally depends on , but for any ÿxed value of it is polynomial on the length of the input.) For other problems and some constants C, C-approximation algorithms can be constructed (with the performance ratio f(S A )=f(S * )6C, where f is an objective function, S * is an optimal solution, and S A is a solution delivered by the algorithm A), but at the same time, there is no approximation scheme. In such a case, there exists an "approximability threshold", i.e., a constant C such that for any C ¡ C the existence of a C -approximation algorithm would imply P = NP. Finally, for problems of the third type, no C-approximation algorithm exists for any constant C, unless P = NP. (For those problems, a further complexity classiÿcation is possible. However, we will not discuss these questions here). Naturally, the very ÿrst question normally being raised in the complexity analysis of an NP-hard problem is to determine the complexity class to which the problem belongs. Below, we are interested in this question in connection with a ÿxed number of machines m and scheduling problems. For the majority of them this question is still open. While numerous C-approximation algorithms have already been constructed for many such problems, for a few scheduling problems only approximation schemes have been found or non-existence of such schemes has been shown. In the area of multi-stage scheduling problems, the open shop problem with the minimum makespan criterion is one of such exceptions. (Using the standard problem classiÿcation of Lawler et al. [1] , this problem is written as O m ||C max .) In [4] a version of a PTAS for the Om||C max problem was described, which for any ÿxed m and has running time O(n log n). On the other hand, it was shown in [6] that there is no such a PTAS if m is not ÿxed (unless P = NP), because the constant C = 5 4 is shown to be an "approximability threshold" for this problem. Therefore, a precise separating line between approximable cases (when m is ÿxed) and non-approximable cases (when m is not ÿxed) was drawn. There still remains an open question about the existence of a fully polynomial time approximation scheme (FPTAS) for the Om||C max problem, i.e., a scheme whose running time would be polynomial in 1= .
While the scheme constructed in [4] for the Om||C max problem provides the answer to an open question of the complexity theory, it does not yield a really e cient means of getting solutions arbitrarily close to the optimum for real-life instances of the problem. Indeed, the additive constant included in the bound on running time of that scheme depends on the running time of constructing the optimal schedule for the so-called "big" jobs. The number of such jobs is bounded above by a double exponential function of 1= , namely, by m(m= ) 2 m= . It is clear that this is a huge amount even for small values of m and 1= . Thus, the way of (1 + )-approximating a problem with n jobs proposed by our scheme degenerates to an enumeration algorithm of ÿnding an optimal solution if n6m(m= ) 2 m= . In view of the NP-hardness of the open shop problem, such enumeration algorithms apparently have the running time at least exponential in n. (As an exercise, we o er the reader to take m=3; = 1 3 and try to estimate for which n the scheme does not yield an e cient means even for the 4 3 -approximation of the O3||C max problem. We compare with this particular problem, because a 4 3 -approximation algorithm with running time linear in n and without huge additive constants is known for this problem [3] ).
In the present paper, another version of the approximation scheme is proposed. A new way of dividing the whole set of jobs into subsets of "large", "medium", and "small" jobs enables us, ÿrstly, to reduce considerably the number of large jobs to an "ordinary" exponential function 3:5 × 2 m= . And secondly, using a "semi-greedy" scheme of completing a schedule for medium and small jobs (instead of the greedy scheme used in PTAS from [4] ), we can replace O(n log n) by O(n) and get rid of a factor at n depending on . Thus, our new scheme is "almost" an FPTAS (except for an additive constant in the bound on running time, which is exponential in m= ). Instead of the standard Om||C max problem, we will apply our scheme to a more general multi-processor r-stage Or(Pm)||C max problem, where at each stage there is a limited number of identical parallel processors. It is still assumed that the total number m of processors is bounded by a constant.
The remaining part of the paper is organized as follows. Section 2 contains a formal setting of the problem and auxiliary results. In Section 3 we describe a scheme A GC of a greedy completing of an arbitrary partial schedule; the scheme requires time linear in n (instead of n 2 time required by the direct implementation of the idea of a greedy completing of a schedule). In Section 4, a description and analysis of the approximation scheme is presented. It is speciÿed there how the scheme of the greedy completing should be modiÿed so as to get rid of the factor at n depending on . Section 5 contains some thoughts concerning possible ways of further improving the scheme.
Problem setting, notation, auxiliary results
In a multi-processor r-stage open shop system, there are n jobs {J 1 ; : : : ; J n } and r shops M 1 ; : : : ; M r ; the ith shop contains m i identical machines (processors) M ∈ M i ; m= m i is the total number of machines in all shops. Job J j ; 16j6n; consists of r operations o time units. At any time, every job can be processed by at most one machine and every machine can process at most one job. For each job, the order in which its operations have to be processed is not ÿxed in advance but may be chosen arbitrarily; di erent jobs may get di erent orders. In processing an operation, preemption is not allowed. To specify the processing of the operations O = {o 
It was shown in [2] that any greedy algorithm A G (including the algorithms completing the empty schedule by the A GC scheme) enables one to construct a dense schedule S for the O(P)||C max problem such that
Therefore, it follows from (1) and (2) that A G is an approximation algorithm of solving the O(P)||C max problem with the worst-case performance ratio of 2.
3. An A GC scheme of a greedy completing a schedule for a multi-processor open shop system
Unlike under the scheme A GP of constructing a dense feasible schedule described in [5] , we will not spend time on maintaining permanent priority orders on the sets of operations of each job and each machine, which enables us to decrease the running time of the algorithm. On the other hand, constructing of a schedule will be performed under the more complicated conditions that there already is a partial schedule. (In the scheme A GC below it is assumed that the set of operations for which a partial schedule is known may be arbitrary.) This yields additional constraints on possible ways of constructing the desired schedule and requires additional calculation. However, the new scheme makes it possible to keep the low running time of the algorithm. In the next section, this scheme is applied to complete a partial schedule speciÿed for so called "large" jobs. Now, let us start with a detailed description of the A GC scheme (where "GC" is an abbreviation of "greedily completing"). Let a partial schedule be speciÿed for a given open shop system, i.e., for some operations {o j i } (that will be called "old") their processing machines M (o j i ) and starting times {s j i } are assumed to be known. Our goal is to assign a processing machine and a starting time to each of the remaining ("new") operations (this will be called "to schedule an operation") without changing the existing schedule so as to construct a complete feasible schedule as short as possible. It is sensible to ÿll in the idle gaps between the old operations, and we do it by the following greedy-type algorithm.
The current (partial) schedule will be stored in two r × n matrices: matrices M and s will specify the machine processing the operation o The "new" operations that are already scheduled (and included in the list L) but not yet scanned are called "semi-deÿnite". The information about these operations is stored as a "heap" H semi-ordered by key c. The latter means that: (1) there is a one-to-one correspondence between the operations and the nodes of a rooted tree; (2) the operation with the smallest value of the key is stored in the root node of the tree; (3) a non-decreasing order of the key values along every path passing from the root to a leaf of the tree is maintained; 4) the length of every such path is maintained to be at most O(log n H ), where n H is the number of nodes of the tree. At each node of the heap two parameters are permanently stored: the address of the operation in the list L and the value of the key. The "semi-deÿniteness" of an operation in the list L means that for this item of the list all its parameters are deÿned except for the following two: the references to the previous and to the next items of the list (by key c). Both references become deÿned after scanning the operation, i.e., after its having been the actual operation.
At each step of the algorithm all new operations currently not scheduled are stored in three families of lists: the lists A i of operations allowed to be scheduled on machine M i (i = 1; : : : ; m), and the lists R The algorithm consists of a "zero" step (or the step of initialization) and a cycle of scanning (item by item) the list L in non-decreasing order of the key c. The cycle of scanning the list L consists of steps; at each step only one operation in the list (called an actual operation) is being scanned. Every step starts with deÿning a new actual operation which has to be chosen from among two operations: the nearest old and the nearest new. The address of the latter can be found at the root node of the heap H. (At the very ÿrst step, when the heap is still empty, the choice is restricted to a single operation: the nearest old one.) The value of is changed to the completion time of the current actual operation. If an old operation was chosen, it immediately stops being "the nearest old operation"; for this role, the next (by key c) operation in the list L is chosen. Alternatively, if a new operation was chosen as an actual one, then ÿrst of all we complete deÿning the remaining two parameters of this item, namely, the references to the previous and to the next operations in the list L. (As such, the previous actual and the nearest old operation are being chosen; at the same time, the references of these two operations are corrected, too.) Next, the new actual operation is removed from the root of the heap H, and the heap is reordered (which can be done in O(log n H ) time, where n H is the maximum possible cardinality of the heap H). At the same time, a new "nearest new" operation is found. Furthermore, the actual operation stops being the current operation of both its job and its machine, these titles are passed over to the next (in the list L) operation of that job and to the next operation on that machine, respectively.
Furthermore, at each step (at most) two new operations are scheduled so as to be started at time . This is performed by two procedures called "job assignment" and "machine load". Let an actual operation o j k be processed on machine M i . Job assignment is intended for scheduling at time another (not scheduled yet) operation of job J j . The search for this operation is performed in the list R • If o j k does not overlap with both operations, then it is scheduled so as to start at time , and all steps necessary for a just scheduled operation are performed (see their description in the Job assignment procedure). The scanning of the list A i is terminated. This completes the description of the algorithm A GC . Lemma 1. Suppose that for an m-processor r-stage open shop system; a partial schedule S is given; namely; it is deÿned for v k operations of shop M k (k = 1; : : : ; r) and it should be deÿned for the remaining n k (new) operations of shop M k . Suppose also that all information about the schedule S is given as required in the description of algorithm A GC . Then algorithm A GC completes the initial partial schedule for all new operations in time O( r k=1 n k (rm k + v k + log n H )); where n H is the maximum possible number of new operations that can be performed simultaneously.
Proof. At every step of the algorithm, we are ÿrst looking for a new actual operation, and after it is found, apply the procedures "job assignment" and "machine load". In the case that the nearest old operation is taken for an actual one, this requires only O(1) time. Alternatively, if the nearest new operation is taken for an actual one, we need O(log n H ) time to reorder the heap H. Hence, the total (over all steps) time required for choosing the actual operations is no more than O( r k=1 (v k + n k log n H )). The total time required by steps within the two procedures includes the time required for transferring new operations between the lists A i ; R J j and R M i , and the time needed for scheduling new operations. The ÿrst time is proportional to the number of transferences. For each machine M i ∈ M k each of n k new operations initially included in the list A i can be removed from the list (to a corresponding list R J j ) at most r − 1 times because of its overlap with another operation of the same job, and at most that many times can be returned to the list A i ; the same operation can also be at most s i times removed from (and returned to) the list A i because of its overlap with an old operation on machine M i , where s i is the number of old operations on machine M i . Finally, an operation is removed from the list A i one more time when it is assigned to the schedule. Therefore, the overall number of transferences of each operation in the list A i is no more than O(r + s i ), which implies that the total number of transferences of all new operations is no more than
Finally, while scheduling a new operation the most running time is required for the procedure of adding the operation to the heap H and the subsequent reordering of the heap, which makes up O( r k=1 n k log n H ) time. It can be easily seen that summing up the above bounds on running time yields the desired bound on the running time of the algorithm, which completes the proof of Lemma 1.
Polynomial-time approximation scheme for the multi-processor open shop problem with a ÿxed number of machines
In this section, a multi-processor open shop problem is considered in which the number n of jobs is variable, the number r of stages (shops) is ÿxed, and the number of machines at stage i; 16i6r, is bounded above by a constant m i . (In the standard notation, this problem is denoted by Or(Pm)||C max .) It will be shown that for this problem there exists an approximation scheme with running time linear in n.
The scheme uses the idea of a "semi-greedy" algorithm of constructing the so-called "semi-dense" schedules. Unlike a dense schedule, in which a machine may be idle only when there is no operation that can be processed on that machine, in a semi-dense schedule a number of "forced" idle time intervals on machines is allowed.
Another crucial idea is dividing the whole set of jobs into three subsets: of "large", "medium", and "small" jobs. For two real numbers ¿ ¿ 0 we deÿne three subsets of jobs:
these will be called, respectively, large, medium and small.
Operations of large, medium and small jobs will be also called large, medium and small (independently of their actual length). The numbers and chosen must meet the following requirements: (a) the number |L| of large jobs must be bounded above by a constant (for a given ); (b) the total length of medium jobs cannot exceed the amount L max ; (c) the number and the ratio = must be small enough, so as to meet the inequality
The scheme represents a family of algorithms {A | ¿ 0} such that for any ÿxed ¿ 0, the corresponding algorithm A for any instance of the problem computes (in polynomial time) a schedule with makespan at most (1 + ) times the optimum makespan. Below a general scheme of the algorithm A consisting of four steps is presented.
Algorithm A
Step 1. If ¿1 or d max 6 L max , then apply the greedy algorithm A G and take the constructed schedule for the desired output. Otherwise, go to Step 2.
Step 2. Find a partition of the set of jobs into three subsets: L; M , and S (of large, medium, and small jobs) so as to meet the requirements (a) -(c).
Step 3. Construct an optimal schedule S L for the set of jobs L.
Step 4. Complete the schedule S L for the remaining jobs (from the subsets M and S), using a "semi-greedy" modiÿcation of the algorithm A GC . Theorem 1. For any real number ¿ 0; integer r and m and any instance of the problem Or(Pm)||C max with n jobs; the algorithm A constructs a schedule S with makespan
The algorithm has running time O(n); the multiplicative constant at n being polynomial in r and m and independent of . Proof. If ¿1 or d max 6 L max , then due to (2) the desired schedule S can be constructed at the ÿrst step of the algorithm A . Now, let ∈ (0; 1), d max ¿ L max , and assume that numbers and satisfying the requirements (a) -(c) are already found at the second step of the algorithm A . (The step will be described in more detail a little bit later.) Step 3 needs no detailed description. It is clear that constructing an optimal schedule S L for the jobs from the set L can be performed by any enumeration algorithm. The running time of such an algorithm can be counted in the overall bound on running time of the whole algorithm as an additive amount independent of n but depending on the number of large jobs and the number of machines. Since the last two parameters are bounded by constants, this adds only an additive constant to the overall bound on running time.
To complete the schedule for the medium and small jobs at Step 4, we could apply the scheme A GC . In this case, due to Lemma 1, the running time of Step 4 would be estimated as O( r k=1 n k (rm k + v k + log n H ))6O((rnm + rn|L|), and therefore, the multiplicative constant at n would depend on . Now, we show how to avoid this dependence having somewhat sacriÿced the density of the schedule.
To this end, we slightly change the "machine load" procedure described above. Now before scanning the list A i , we estimate the length of the idle time gap on machine M i , i.e., the length of the interval from time to the starting time of the current (old) operation on that machine. If the length is less than L max , the procedure terminates and we pass on to the next step of the cycle of algorithm A GC (even if some operations in the list A i ÿt in the gap and could be scheduled at time ). This guarantees that no operation of a small job will be transferred from the list A i to the list R M i . Therefore, the total number of transferences of each small operation in shop i cannot exceed O(rm i ) (we remind the reader that every operation is presented in m i independent lists A i ). Hence, the total number of transferences over all operations of a small job is O(rm), and the number of transferences over all small jobs is O(nrm). For medium operations, the old bound O(r|M |(m + |L|)) on the number of transferences remains valid. Since both the number of large jobs and the number of medium jobs are bounded by constants (depending on ), the number of transferences of their operations contributes to the overall bound on running time of the algorithm as an additive constant. Thus, the running time of Step 4 for the new version of algorithm A GC does not exceed O(nrm).
Next, we show that the performance ratio of the algorithm is indeed at most 1 + . Let S A be the schedule constructed, C 
This implies that
Thus, the algorithm A always guarantees a (1 + )-approximation.
It remains to describe the algorithm of ÿnding the numbers and that provide a partition of the set of jobs into three subsets, of large, medium, and small jobs, with conditions (a) -(c) satisÿed.
Compute the values of parameters {d j | j = 1; : : : ; n}; d max = max d j andL max . We remind the reader that the inequalities d max ¿ L max and ¡ 1 are assumed to be valid. We can also assume that = m=N for some integer N (N ¿ m). At ÿrst, an algorithm with running time O(n log n) will be presented; then we show how to obtain the same result in O(n) time.
• Number the set of all jobs in nonincreasing order of d j .
• Set 1 = =2; 0 = ∞;
Scan the list of jobs until the inequality d j ¡ 1Lmax is satisÿed; compute D 1 : = dj∈E1 d j and set n 1 = (D 1 = 1Lmax ) − 1 • For k = 2; 3; : : : do the following:
• ÿnd k from the equation
• deÿne E k = [ kLmax ; k−1Lmax ); proceed with scanning the list of jobs until the inequality d j ¡ kLmax is satisÿed; compute D k : = dj∈E k d j and put
• if D k 6 L max , then { := k ; := k−1 ; stop}.
• End of the cycle on k. We ÿrst show that for any i¿2 the inequality i ¡ i−1 is valid ( i.e., the numbers { i } deÿne nonempty and non-overlapping intervals {E i }). Suppose the contrary, i.e., for some i¿2 we have got i ¿ i−1 . Then in the case i = 2 we obtain
A contradiction. In the case i¿3 we obtain
By induction on i, we now prove the inequality n i 6n i . Since the sum D 1 includes the length of job J j * as a summand, (
, and the length of each of the remaining n 1 − 1 jobs presented in the sum D 1 can be bounded below as d j ¿ 2L max , we derive
Hence, we obtain n 1 6n 1 .
Let the inequality n i−1 6n i−1 be valid. Then
as required. Next, we show that the command stop has worked and the parameters ; has been deÿned. It follows from D 1 ¿d max ¿ L max and relations
that for at least one of the numbers D 2 ; : : : ; D k , the inequality D k 6 L max holds, which is exactly the condition that causes the execution of the command stop.
It remains to verify that the parameters ; deÿned in the described above procedure meet the requirements (a) -(c). Requirement (b) is the condition of execution of the command stop; as already shown, it is satisÿed. Requirement (c) follows from the relations
Requirement (a) will be a straightforward corollary of an upper bound on n k−1 to be derived now.
For the convenience of calculation, let us take L max for the unit and denote ÿ i = i = . Then for i = 3; : : : ; k, from (5) and (6) we have
, where ÿ 0 = 1. Therefore, the numbers ÿ i can be found from the recurrent relations
as functions of parameters {D i } satisfying the relations
Since the number n k−1 of large jobs meets the inequality
it follows that while deriving an upper bound on n k−1 , it su ces to bound from below the amount ÿ k for k ∈ [2; N ]. Since D k−1 is presented only in the last recurrent relation from (8), i.e.,
we deduce that ÿ k takes its minimum value when D k−1 is maximum possible. Therefore, we may assume the equality k−1 i=1 D i = N to be valid. For every k ∈ {2; : : : ; N }, we now derive a lower bound on ÿ k under conditions (7), (8), and
At ÿrst, we show that for every i = 0; 1; 2; : : :, the amount ÿ i meets the inequality
For ÿ 0 and ÿ 1 the inequality is valid. Let it be valid for i6k; where k¿1. From (8) and D i ¿1 we derive
The expression ÿ k (1 − ÿ k ) as a function of ÿ k increases in the interval [0;
1 2 ], and due to the inequality ÿ k 61=2 k , it takes its maximum value when ÿ k = 1=2 k . Hence,
i.e., (10) is valid for i = k + 1.
Consecutively using the recurrent formula (8), we obtain
¿ (by (10))
First let us estimate the amount
Since 2j(2 j − 1) ¡ (j + 1)(2 j+1 − 1) for any j¿5, we obtain
:
Now, let us estimate the amount
from above. It is easily seen that for a ÿxed sum of amounts D i , namely, equal to N , the maximum of expression (13) is attained when all its factors are equal, i.e., 
Therefore,
and expression (13) k−1 attains the maximum for k = N , i.e., amount (13) is no more than 2 N −1 . Substituting this bound, as well as bound (12) into (11), we obtain ÿ k ¿ e −1:25 · 2 −N . Therefore, the number of large jobs is no more than n k−1 ¡ 1=ÿ k ¡ e 1:25 · 2 m= . The described above algorithm of running time O(n log n) can be easily transformed into a linear time algorithm. Since for any given instance the bound ¿ =(e 1:25 · 2 N ) is guaranteed, we can ÿrst select (in linear time) the jobs J j that are obviously "small", namely, those for which the inequality d j 6( =e 1:25 · 2 N )L max holds. Then for the remaining jobs (whose number is bounded above by a constant m ·e 1:25 ·2 m= ), using the described procedure, we ÿnd the numbers ; and the partition of the remaining jobs into subsets L; M , and S.
Therefore, the running time of Step 2 is O(rn), whereas the running time of the whole algorithm A can be bounded by the amount O(nrm), in which only an additive constant is -dependent. Theorem 1 is proved.
On the e ciency of the approximation scheme
Let us consider an instance with parameters m = 3; = (It is proved that such a schedule exists for any instance of the problem O3||C max .) For comparison, in the described above approximation scheme, where we also have to add an additive constant to a linear in n bound on running time, this constant is an upper bound on the time needed for constructing an optimal (!) schedule for a signiÿcantly greater number of jobs (in the case that m = 3 and = 1 3 , the number of large jobs may be about a thousand). Thus, from the practical point of view our approximation scheme proves to be ine cient.
The way out of this situation lies in a further improvement of the scheme. For constructing a more perfect scheme, a deeper knowledge about the properties of optimal schedules of the open shop problem should be used. For example, it is known that in any dense schedule the number of inner idle time intervals on any machine is at most r − 1. And although for some instances there may be no dense optimal schedules (one such instance, with three jobs and three machines, is presented in [4] ), this does not exclude that for any instance there may exist an optimal schedule with a similar property when the number of inner idle time intervals is bounded above by a constant independent of the number of jobs. If we proved this property, we could suggest another, much more e cient approximation scheme for the open shop problem, because in this case we had no need to bound the number of inner idle time intervals by the number of large jobs.
